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Abstract 
Background and Objective: Currently, it is challenging to detect acute ischemic stroke-
related (AIS) changes on computed tomography (CT) images. Therefore, we aimed to 
develop and evaluate an automatic AIS detection system involving a two-stage deep 
learning model. 
Methods: We included 238 cases from two different institutions. AIS-related findings were 
annotated on each of the 238 sets of head CT images by referring to head magnetic 
resonance imaging (MRI) images in which an MRI examination was performed within 24 h 
following the CT scan. These 238 annotated cases were divided into a training set including 
189 cases and test set including 49 cases. Subsequently, a two-stage deep learning detection 
model was constructed from the training set using the You Only Look Once v3 model and 
Visual Geometry Group 16 classification model. Then, the two-stage model performed the 
AIS detection process in the test set. To assess the detection model’s results, a board-
certified radiologist also evaluated the test set head CT images with and without the aid of 
the detection model. The sensitivity of AIS detection and number of false positives were 
calculated for the evaluation of the test set detection results. The sensitivity of the 
radiologist with and without the software detection results was compared using the 
McNemar test. A p-value of less than 0.05 was considered statistically significant.  
Results: For the two-stage model and radiologist without and with the use of the software 
results, the sensitivity was 37.3%, 33.3%, and 41.3%, respectively, and the number of false 
positives per one case was 1.265, 0.327, and 0.388, respectively. On using the two-stage 
detection model’s results, the board-certified radiologist’s detection sensitivity significantly 
improved (p-value = 0.0313). 
Conclusions: Our detection system involving the two-stage deep learning model 
significantly improved the radiologist’s sensitivity in AIS detection. 
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Introduction 
According to the World Health Organization, in 2016, stroke was found to be the second 
leading cause of death worldwide [1]. Generally, there are two types of strokes. The first 
type is ischemic stroke (brain infarction) that involves the blood vessels being blocked by 
thrombus or other causes. The other type is hemorrhagic stroke that, in most cases, is caused 
by the rupturing of blood vessels. Because computed tomography (CT) is a diagnostic 
modality that is characterized by its wide availability, low costs, and short acquisition time, 
it is often used as the first-line diagnostic technique for the evaluation of these types of 
stroke. Recently, frequently-employed treatment modalities for ischemic stroke have been 
endovascular thrombectomy [2] and the administration of an intravenous tissue 
plasminogen activator [3]. Ideally, for these treatments to be the most effective, a reduction 
is required in the duration of time from the onset of the disease to the commencement of 
treatment administration. Consequently, non-contrast CT is frequently used for the 
diagnosis of stroke.  
Generally, for the diagnosis of acute ischemic stroke (AIS), magnetic resonance 
imaging (MRI), especially diffusion-weighted imaging (DWI), has a higher detectability 
level than CT [4,5]. However, MRI is inferior to CT in terms of its availability, costs, and 
acquisition time. Therefore, in clinical practice, in order to reduce the time duration from 
the disease onset until the start of treatment, non-contrast CT is normally used as the first 
choice diagnostic option for examining suspected stroke patients. Considering the current 
clinical practice situation and prevalence of CT scanners, an improvement is necessary in 
AIS detectability on CT images to improve the AIS-related clinical situation, especially in 
the case of emergency situations.  
It is important to detect early ischemic changes resulting from AIS on non-contrast CT 
images as early as possible because a decision on whether or not a tissue plasminogen 
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activator should be administered should be reached within 4.5 h following the disease onset 
[6]. However, the CT findings associated with early ischemic changes are subtle, and it is 
difficult to accurately identify them on CT images. For example, by using magnetic 
resonance imaging (MRI) as the gold standard for ischemic stroke detection, Akasaka et al. 
demonstrated that the mean sensitivity in stroke detection on non-contrast CT images 
among 14 radiologists was 26.5% [7]. Therefore, an automated system that could assist 
medical doctors in AIS detection on CT images might be valuable in a clinical situation.  
Recently, the use of deep learning has been adopted in the field of medical image 
analysis and has yielded promising results [8–19]. For example, deep learning could be used 
to grade diabetic retinopathy [8] and to classify skin lesions as benign or malignant with an 
accuracy level equivalent to that of an expert [13]. In addition, deep learning has been used 
to discriminate benign/malignant lung nodules [17] and to detect pneumonia on chest x-ray 
images [12]. Concerning stroke, several studies have demonstrated that deep learning could 
successfully be used to detect intracranial hemorrhage and/or hemorrhagic stroke on CT 
images [10,11,16]. However, to the best of our knowledge, studies involving the detection 
of AIS using non-contrast CT and deep learning are sparse.  
The purpose of the current study was to develop a deep learning software system for 
AIS detection on non-contrast CT images which was useful for radiologists. We believe that 
this software system could contribute to improving the clinical outcomes of AIS. For this 
purpose, we used a two-stage deep learning model system comprised of one deep learning 
model to detect AIS and another one to reduce false positives (FPs). The combination of the 
two models could lead to the reliable detection of AIS. As far as we know, an AIS detection 
system for non-contrast CT images has rarely been evaluated using an MRI-validated CT 
dataset. Because the detectability of CT is lower than that of MRI, a software system for 
AIS detection should be evaluated using an MRI-validated CT dataset. Therefore, in the 
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current study, we also aimed to construct an MRI-validated CT dataset for AIS in order to 
develop and assess our detection system.  
 
 
 
Methods 
The institutional review boards of both Osaka Red Cross Hospital, Osaka, Japan and 
Ichinomiyanishi Nishi Hospital, Ichinomiya, Japan approved this retrospective study and 
waived the need for informed consent. The outline of our proposed method is presented in 
Figure 1. In the training phase, a training set from the MRI-validated CT dataset of AIS-
related images was used for the construction of two deep learning models: one model for 
the detection of AIS and the other one for false positive reduction (FPR). In the deployment 
phase, a test set was used for assessing the combination of the results generated by the two 
models.  
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Figure 1  
 
 
 
 
 
 
 
 
 
 
 
 
Outline of the proposed method for the detection of acute ischemic stroke 
Abbreviations: false positive reduction (FPR), false positive (FP), You Only Look Once v3 
(YOLOv3), Visual Geometry Group (VGG). 
 
 
Dataset 
From January 2017 to May 2018, we retrospectively obtained the data of a total of 238 
consecutive patients (158 and 80 patients from Osaka Red Cross Hospital and 
Ichinomiyanishi Nishi Hospital, respectively) who were suspected of having AIS and who 
underwent head CT scans, followed by head MRI scans, including the capture of diffusion-
weighted images (DWI), performed within 24 hours. Before the experimental procedures, 
patients were excluded if the slice angle used for their CT scans was not the same as that 
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used for their MRI examination or if strong artifacts were observed on either the CT or MRI 
images. In total, 6114 head CT images were obtained from the 238 patients. The following 
are the imaging parameters that were used. In Osaka Red Cross Hospital, the CT (Aquilion 
One GENESIS Edition, Canon Medical Systems; Revolution GSI or Discovery 750HD, 
General Electric) slice thickness was 4 mm with a field of view (FOV) of 230 mm and 
512×512 pixels. The slice thickness of the DWI (Intera 1.5T Nova Dual, Ingenia 3.0T HP, 
or Achieva 1.5T Nova Dual, Philips) was 6 mm with an FOV of 220 mm and 256×256 
pixels. In Ichinomiyanishi Nishi Hospital, the CT (Aquilion ONE, Canon Medical Systems) 
slice thickness was 4 mm with an FOV of 220 mm and 512×512 pixels. The slice thickness 
of the DWI (MAGNETOM Verio, SIEMENS; EXCELART Vantage, Canon Medical 
Systems) was 6 mm with an FOV of 220 mm and 256×256 pixels. The dataset was 
annotated by a single board-certified radiologist. Using our in-house software, a rectangular 
bounding box was drawn on the head CT images for AIS detection. During the annotation 
process, the MRI images that corresponded to the head CT images were referred to side-by-
side. Among the 6114 head CT images of the 238 cases, 1129 images depicting AIS were 
annotated (in several cases, one AIS was depicted on several CT images). The 238 
annotated cases were divided into a training set consisting of 189 cases and a test set 
consisting of 49 cases. 
 
Preprocessing 
Before the construction of the deep learning model, the head CT images in the dataset were 
preprocessed. First, the CT values of the images were converted based on the brain window 
setup (window center: 30 Hounsfield unit (HU); window width: 60 HU). Subsequently, 
pixel value normalization was performed before the images were input into the model (all 
the pixel values were divided by 255). The images were subjected to online image 
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augmentation techniques, such as horizontal flipping, cropping, and random rotation, while 
training the models.  
 
Detection model for AIS  
Two deep learning models were used to develop our two-stage deep learning detection 
system. The first model that was used for detecting AIS was based on the You Only Look 
Once v3 (YOLOv3) model [20]. The details associated with the YOLOv3 model are 
presented in the supplementary material. YOLOv3 is a one-stage detection algorithm that 
directly outputs the class probability and spatial coordinates as detection results. In our 
model, YOLOv3 outputted the probability and location of AIS. The Keras (https://keras.io/) 
with Tensorflow (https://www.tensorflow.org/) backends were used for the implementation 
of the YOLOv3 model. To improve the model’s performance, a YOLOv3 model that was 
pre-trained with the Microsoft Common Objects in Context (MS-COCO) dataset was 
utilized (https://pjreddie.com/media/files/yolov3.weights), and transfer learning was 
performed in order to detect AIS. The network structure of YOLOv3 was not changed apart 
from its input and output. 
 While training the YOLOv3 model, we divided the CT images from the training set into 
169 training cases and 20 validation cases. The splitting of the training and validation cases 
was randomly performed 10 times, and training loss and validation loss were calculated for 
each split using the same hyperparameters [17]. The best model for evaluating the test set 
was selected based on the losses among the 10 models. The training procedure for the 
YOLOv3 model was divided into 3 steps. The optimizer, learning rate, and number of 
epochs were different for each step: Nadam, 0.001, and 40 for the first step; RMSprop, 
0.0001, and 80 for the second step, and RMSprop, 0.00001, 280 for the third step, 
respectively. Early stopping and stepping learning rate decay were enabled only in the third 
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step. The patience of early stopping was 30. The patience and decay factor of the stepping 
learning rate decay were 10 and 0.1, respectively. The batch size for training the detection 
model was 8. 
 Using the 10 trained YOLOv3 models, an FPR dataset was constructed for use in the 
second deep-learning model from the training set comprising of 189 cases. The detection 
results obtained from the 10 models were classified into true positives (TPs) or FPs based 
on the annotation data of the training set. If the probability of AIS outputted by YOLOv3 
was more than 0.02, the detection results were used for the FPR dataset; otherwise, the 
detection results were not used. If the Intersection over Union (IoU) between the detection 
result of the FPR dataset and annotation data was more than 0.3, the detection result was 
defined as a TP; otherwise, it was defined as an FP. In addition, the data (rectangular 
bounding box) of the training set in which AIS findings were annotated were added to the 
FPR dataset as TPs. IoU is defined in the supplementary material. 
 
Classification model for false positive reduction  
The second model was the classification model that was used for reducing FPs. The FPR 
model outputted the probability of whether the detection result obtained from the first 
model was a TP or an FP. The FPR dataset described in the previous subsection was used 
for training and evaluating the FPR model. A four-fold cross validation technique was used 
for the training and evaluation processes. The FPR model was derived from the Visual 
Geometry Group 16 (VGG16) convolutional neural network [21], and VGG16 was 
modified to perform transfer learning [17]. For the VGG16-based model, the input images 
should consist of three channels. In the current study, two FPR models were constructed: a 
one-slice CT image of the detection result was used as the input for one of the FPR models 
(the one-slice image was tripled for the 3-channel input), and three consecutive CT images 
 
 
12 
of the detection result were used for the other FPR model. A schematic illustration of these 
two types of FPR models is presented in Figure 2. Because the detection result was 
represented as the rectangular bounding box, the image patch corresponding to the detection 
result was scaled as the input size of the FPR model (input size = 128×128×3). The 
optimizer, learning rate, and number of epochs of the FPR model were Nadam, 0.00002, 
and 20, respectively. The batch size for training the classification model was 100.  
 
 
 
Figure 2 
 
 
 
Schematic illustration of the two types of FPR models in the deployment phase 
Abbreviations: false positive reduction (FPR), false positive (FP), acute ischemic stroke 
(AIS), Visual Geometry Group (VGG).   
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Evaluation  
To assess the usefulness of our proposed model, we evaluated the results generated by the 
following three combinations of models: (I) the one-stage model (only YOLOv3), (II) two-
stage model with the FPR model involving a one-slice image, and (III) two-stage model 
with the FPR model involving three-slice images. Based on the results of our preliminary 
experiments, an ensemble comprising of the four FPR models obtained from the four-fold 
cross validation was more effective than using the single FPR model. Thus, thereafter, we 
used the ensemble of four FPR models with the same hyperparameters.  
 The detection results of the one-stage model and two types of two-stage models were 
evaluated for the test set consisting of 49 cases, in which 75 AIS were annotated. The 
numbers of TPs and FPs of the models were counted for the 49 cases with 75 AIS, and the 
sensitivity (recall), FPs per case (FPC), precision, and F1 score were calculated. For the 
three combinations of models, the threshold for probability was selected based on the F1 
score of the three combinations. Recall, precision, and F1 score are defined in the 
supplementary material. 
An image interpretation session was also conducted for the 49 cases by another board-
certified radiologist without referring to the MRI images of all the slices. For each patient, 
(1) the radiologist visually evaluated the head CT images and recorded the positions at 
which AIS was suspected, and (2) the results of our detection system were disclosed to the 
radiologist, following which the radiologist could alter his results if required. The 
radiologist used the results generated by the two-stage model along with the FPR model that 
involved three-slice images as the detection results of the software system. 
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Statistical analysis 
The sensitivity of the radiologist’s results with and without the detection results of the 
software system was compared, and the McNemar test was used to assess the statistical 
significance of the difference in sensitivity. P-values of less than 0.05 were considered 
statistically significant. R (version 3.6.0, available at http://www.R-project.org/) and 
exact2x2 package (version 1.6.3.1) were used for the statistical analysis. 
 
 
 
Results 
A summary of the detection results of the radiologist and software system are presented in 
Table 1, and the raw results of the radiologist’s image interpretation are presented in Table 
S1 of the supplementary material. The sensitivity was as follows: one-stage model, 42.7%; 
two-stage model with the FPR model involving a one-slice image, 30.7%; two-stage model 
with the FPR model involving three-slice images, 37.3%; radiologist without software 
system, 33.3%; and radiologist with software system, 41.3%. The FPCs were as follows: 
one-stage model, 2.837; two-stage model with the FPR model involving a one-slice image, 
2.102; two-stage model with the FPR model involving three-slice images, 1.265; radiologist 
without software system, 0.327; and radiologist with software system, 0.388. As shown in 
Table 1, although the sensitivity of the one-stage model was the best among the other 
models, its FPC was the worst. While Table 1 shows that the FPR model was effective in 
reducing FPs, the effectiveness of the two-stage model with the FPR model involving three-
slice images was better than that of the FPR model involving one-slice image. Therefore, 
we used the two-stage model with the FPR model involving three-slice images for the 
image interpretation session.  
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Table 1.  
 
Software/Radiologist Sensitivity (%) FPC Precision (%) F1 score 
One-stage model 
(YOLOv3 only) 
42.7 2.837 18.7 0.260 
Two-stage model with 
FPR model involving 
one-slice image 
30.7 2.102 18.2 0.229 
Two-stage model with 
FPR model involving 
three-slice images 
37.3 1.265 31.1 0.339 
Board-certified 
radiologist without 
software 
33.3 0.327 61.0 0.431 
Board-certified 
radiologist with software 
41.3 0.388 62.0 0.496 
 
Summary of detection results by software and a board-certified radiologist   
Abbreviations: false positive reduction (FPR), false positive (FP), FPs per one case (FPC), 
You Only Look Once v3 (YOLOv3).   
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According to Table S1 in the supplementary material, the radiologist added nine new 
suspected lesions to the radiologist’s detection results following the disclosure of the 
software results. The suspected lesions that were marked before the disclosure were not 
deleted following the disclosure. Among the nine new lesions, six and three lesions were 
TPs and FPs, respectively. Table 2 presents the confusion matrix representing the image 
interpretation results of the radiologist with and without the detection results of the software 
system. On adding six TPs, the difference between the radiologist’s sensitivity with and 
without the software system (41.3% v.s. 33.3%) was significant (p-value = 0.0313).  The 
representative CT images and software detection results are depicted in Figures 3 and 4.  
 
Table 2. 
 
  Result of board-certified radiologist 
with software 
  TP FN 
Result of board-
certified radiologist 
without software 
TP 25 0 
FN 6 44 
 
Confusion matrix of image interpretation results by a board-certified radiologist with and 
without detection results of software  
Note: The radiologist did not delete his detection results after the disclosure of software 
results. 
Abbreviations: true positive (TP), false negative (FN).   
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Figure 3 
 
 
 
Two cases of acute ischemic stroke that a radiologist could not detect without the aid of the 
software system but was able to with the software system 
Note: CT image, DWI, CT image with ground truth, and CT image with the software 
detection result are displayed from left to right. The purple and red rectangular boxes 
represent the ground truth and software detection result indicating acute ischemic stroke.  
Abbreviations: diffusion-weighted image (DWI), computed tomography (CT) 
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Figure 4 
 
 
 
Two cases of false positive radiologist results caused by the software detection result 
Note: CT image, DWI, CT image with ground truth (no acute ischemic stroke), and CT 
image with the software detection result are displayed from left to right. The red rectangular 
box represents the software detection result.  
Abbreviations: diffusion-weighted image (DWI), computed tomography (CT) 
 
 
 
Discussion 
The results of the current study demonstrate that the two-stage deep learning model was 
able to detect AIS more accurately than the one-stage model. Although the sensitivity of 
AIS detection was the highest in the one-stage model involving the use of YOLOv3, the 
number of FPs was also the highest. Therefore, it was considered inappropriate for medical 
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doctors to use this one-stage model for the interpretation of head CT images. In order to 
reduce the number of FPs associated with the use of YOLOv3, we constructed a two-stage 
model of deep learning that was a combination of the YOLOv3 model and VGG16-based 
FPR model, and the resulting two-stage model efficiently reduced the number of FPs. In 
addition, the FPR model that required three consecutive slices as its input was more 
effective in reducing the FP numbers than the FPR model that required one slice. It is 
important to note that when AIS detection was performed by the radiologist along with the 
software system, nine new lesions (six TPs and three FPs) were added to the results 
compared to when the process was performed without the software system. The addition of 
these new lesions significantly improved the sensitivity of the radiologist in the detection of 
AIS. 
The main purpose of the current study was to develop the AIS detection software on 
non-contrast CT which were useful for radiologists. The novelty of the current study can be 
explained via two points: (i) our detection system for examining CT images focused on 
MRI-detectable AIS, and (ii) our system was able to assist a radiologist in the detection of 
MRI-detectable AIS. Regarding the first point, our results demonstrated that when MRI was 
used as the gold standard, the radiologist’s sensitivity in the detection of AIS on CT images 
was low (radiologist’s sensitivity = 33.3%). This low sensitivity is compatible with that 
observed in previous studies. Therefore, a CT dataset that was validated using MRI data 
was successfully constructed in the current study. Concerning the second point, our 
detection software significantly improved the sensitivity of the radiologist’s AIS detection 
(from 33.3% to 41.3%). 
In the current study, we constructed the MRI-validated AIS CT dataset and used it to 
develop our AIS detection software. Two previous studies have demonstrated that deep 
learning models could reliably identify intracranial hemorrhage [11,16]. In addition, 
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Prevedello et al. demonstrated that a deep learning model could accurately detect 
intracranial hemorrhage and AIS during the initial assessment [9]. The former of the two 
studies did not focus on AIS, and the latter used a CT dataset that was not validated by 
MRI. These three studies did not evaluate whether or not their software could assist 
clinicians. On the other hand, we evaluated whether our AIS detection system on non-
contrast CT was useful for radiologists.  
  As an input for the FPR model, inputting consecutive three-slice CT images was more 
effective than inputting a one-slice CT image. When we visually evaluated the detection 
results of YOLOv3, we found that the partial volume effect of the CT images [22] was 
frequently detected as an FP. The partial volume effect is an artifact that occurs when the 
slice thickness of a CT image is large; however, it is difficult to avoid this artifact on 
clinical CT images. To evaluate the partial volume effect in clinical practice, it is necessary 
to visually evaluate consecutive CT images that include the partial volume effect. In order 
to incorporate this visual evaluation method into the FPR model, our FPR model based on 
VGG16 in the current study used consecutive three-slice CT images as its input. According 
to data presented in Table 1, this method was effective in reducing the number of FPs, 
which demonstrates its usefulness. 
 Because this study mainly focused on the development of an AIS detection system, the 
clinical evaluation of the system was limited. For example, the radiologist’s FPs that were 
caused by the system were not fully assessed. In the current study, because the number of 
TPs generated by the system was higher than that of FPs, we expect that the benefits of this 
system would exceed any disadvantages resulting from its use. However, this must be 
clinically investigated. 
 The results presented in Table 1 demonstrate that the radiologist’s FPs that were caused 
by the software system were minimal and that most of the FPs produced by our system were 
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correctly classified by the radiologist. These results show that the interaction between the 
software system and radiologist might lead to improving the detectability of AIS. The 
interaction between our software system and medical doctors should be investigated in 
future research.   
There are several limitations of the present study. First, the number of radiologists who 
participated in the current study was small. The efficacy of our detection system should be 
evaluated by a larger number of radiologists. Second, external validation was not 
performed. Because our dataset was obtained from two different institutions, our detection 
system appears to be robust when faced with variations in datasets. However, this must be 
confirmed using an external validation set. Last, while our results show that the lesion-
based sensitivity was significantly improved, patient-based sensitivity was not 
(supplementary material). Dzialowski et al. and Hirano et al. show that extent of early 
ischemic changes caused by AIS was related with intracranial hemorrhage in patients 
treated with tissue plasminogen activator [23,24]. We expect that the higher lesion-based 
sensitivity can be useful for avoiding intracranial hemorrhage in patients treated with tissue 
plasminogen activator. For this sake, our software might be useful. The three limitations 
should be addressed in future studies. 
    
 
 
Conclusions 
To the best of our knowledge, there was no study to evaluate whether deep-learning-based 
AIS detection system on non-contrast computed tomography was useful for a board-
certified radiologist. The results of the current study demonstrate that our detection system 
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involving a two-stage deep learning model could significantly improve the sensitivity of 
radiologist in the detection of AIS.  
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Supplementary material 1: Definition of IoU 
 
Ground truth (GT) is defined by a radiologist as bounding box of AIS on head CT image. IoU 
is defined as ratio of intersection and union of predicted bounding box and GT bounding box 
as follows: 
 
𝐼𝑜𝑈 =
𝑎𝑟𝑒𝑎|𝐵𝑃 ∩ 𝐵𝐺𝑇|
𝑎𝑟𝑒𝑎|𝐵𝑃 ∪ 𝐵𝐺𝑇|
 , 
 
where 𝐵𝑃 is the predicted bounding box and 𝐵𝐺𝑇 is the GT bounding box.  
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Supplementary material 2: Definition of F1 score 
 
F1 score is defined as the following equations: 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃
𝑇𝑃 + 𝐹𝑃
 , 
 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
 , 
 
𝐹1 𝑠𝑐𝑜𝑟𝑒 =  
2 𝑅𝑒𝑐𝑎𝑙𝑙 ⋅ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 , 
 
where TP, FP, and FN are true positive, false positive, and false negative, respectively. Recall 
is identical to sensitivity. The probability of AIS was binarized based on threshold, and TP, 
FP, and FN were calculated for F1 score of our detection system. 
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Supplementary material 3: Detail of YOLOv3 model 
 
YOLOv3 is one-stage detection model of deep learning, which directly predicts the class 
probability and spatial coordinates of the detection targets. In the current study, YOLOv3 
model predicted the probability and spatial coordinates of AIS. YOLOv3 model extracts 
image feature from its input image, and then predicts the probability and spatial coordinates 
based on the extracted image feature. To train YOLOv3 model, regression between prediction 
of YOLOv3 model and ground truth is performed for the probability and spatial coordinates. 
YOLOv3 uses Darknet-53 for image feature extraction, which has 53 convolutional/fully-
connected layers trained on ImageNet. For detection, more layers are stacked onto Darknet-
53 to construct network architecture of YOLOv3. YOLOv3 predict the probability and spatial 
coordinates of detection targets at three different scales. For example, if input size is 
416×416, output sizes of YOLOv3 at three different scales are 52×52, 26×26, and 13×13. 
The output of YOLOv3 at each scale is defined as collection of cells, each cell has bounding 
boxes, and each bounding box has (i) its spatial coordinates, (ii) object confidence, and (iii) 
probabilities of detection target classes. Final prediction results of YOLOv3 were obtained by 
merging the output of YOLOv3 at three different scales. 
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Supplementary material 4: Table S1. Raw results of image interpretation by a board-
certified radiologist 
patient 
case 
index N of AIS 
N of 
suspected 
lesions 
without 
software 
N of true 
positives 
without 
software 
N of false 
positives 
without 
software  
N of false 
negatives 
without 
software 
N of 
added 
suspected 
lesions 
with 
software 
0 1 0 0 0 1 0 
1 1 0 0 0 1 0 
2 2 0 0 0 2 0 
3 1 0 0 0 1 0 
4 3 1 1 0 2 0 
5 1 1 1 0 0 0 
6 2 1 1 0 1 0 
7 3 2 2 0 1 0 
8 1 0 0 0 1 0 
9 1 2 1 1 0 1 (TP) 
10 1 0 0 0 1 0 
11 3 0 0 0 3 0 
12 1 4 1 3 0 0 
13 3 3 2 1 1 1 (TP) 
14 1 1 0 1 1 1 (FP) 
15 0 0 0 0 0 0 
16 2 0 0 0 2 0 
17 3 3 3 0 0 0 
18 1 3 1 2 0 0 
19 1 0 0 0 1 0 
20 5 3 2 1 3 0 
21 1 1 1 0 0 0 
22 1 1 1 0 0 1 (TP) 
23 1 1 1 0 0 1 (TP) 
24 0 0 0 0 0 0 
25 2 1 1 0 1 0 
26 1 1 1 0 0 0 
27 0 0 0 0 0 0 
28 1 1 0 1 1 0 
29 0 1 0 1 0 1 (FP) 
30 3 0 0 0 3 0 
31 2 1 1 0 1 0 
32 2 1 1 0 1 0 
33 1 0 0 0 1 0 
34 0 0 0 0 0 0 
35 2 1 1 0 1 0 
36 0 0 0 0 0 0 
37 1 0 0 0 1 0 
38 3 1 1 0 2 1 (TP) 
39 4 3 1 2 3 0 
40 1 1 1 0 0 0 
41 1 3 1 2 0 0 
 
 
31 
42 2 1 1 0 1 0 
43 3 2 1 1 2 1 (TP) 
44 2 2 0 2 2 1 (FP) 
45 1 1 1 0 0 0 
46 2 0 0 0 2 0 
47 1 2 1 1 0 0 
48 0 0 0 0 0 0 
 
Abbreviations: true positive (TP), false positive (FP), acute ischemic stroke (AIS).   
 
 
 
 
