The paper is devoted to a concept of aggregation of binary fuzzy relations. Consider two n-ary vectors, when we know the degrees to which corresponding components are in relation we can measure the degree to which vectors are in relation. Tasks with such background justify the necessity of aggregation of binary fuzzy relations and we contribute to the topic in this paper. First we recall the approach previously appeared in literature and then we introduce other approaches suitable for various practical applications. Later we study the property of T -transitivity since it indicates in some sense the consistency of aggregation.
Introduction
Aggregation of fuzzy relations is important in fuzzy preference modeling (see e.g. [6] ), decision making and solving other problems related to imprecise information (see e.g. [5] )). Assume we have two vectors x = (x 1 , ..., x n ) and y = (y 1 , ..., y n ), we know the degree to which each particular pair of elements (x i , y i ), i ∈ {1, ..., n} is related, and thus we would like to know the degree to which vectors x and y are related. Aggregation of corresponding binary fuzzy relations is aimed at solution of this problem. Method of pointwise aggregation of fuzzy relations is studied e.g. in [12] . We would like to contribute to the topic by proposing and studying other methods. The paper is organized as follows: Section 2 following the introduction contains some basic notions and results necessary for better understanding of our research; we introduce notions of σ-aggregation and A-T -aggregation of fuzzy relations in Section 3, we also provide practical examples and motivations standing behind these formalizations; consistency of proposed aggregation methods is verified in Section 4, where we study the preservation of T -transitivity during the aggregation process; and we conclude the paper in Section 5 by outlining possible directions of the future researches.
Preliminaries
In the sequel we use the basic notions and properties of t-norms. For detailed information on t-norms the reader can refer e.g. to [9] . We recall the definition of aggregation function: Definition 1. [7] An aggregation function is a mapping A : [0, 1] n → [0, 1] which fulfills the following properties:
• A(x 1 , ..., x n ) ≤ A(y 1 , ..., y n ) whenever x i ≤ y i for all i ∈ {1, ..., n} (monotonicity); • A(0, ..., 0) = 0 and A (1, .. 
., 1) = 1 (boundary conditions).
For the details on aggregation functions the reader can see e.g. [7] . Although we employ the notion of aggregation function in our paper obtained results can be also extended to the aggregation operators (for details on aggregation operators refer to [10] ). We continue with an overview of basic definitions and results on fuzzy relations. First time definitions of fuzzy order relation and fuzzy equivalence relation were introduced by L.A. Zadeh in 1971 ( [13] ) under the names of fuzzy ordering and similarity relation. Fifteen years later U. Höhle and N. Blanchard in their paper [8] proposed to involve fuzzy equivalence relation (L-valued equality) into the definition of fuzzy order (partial ordering). In our paper we use more recent results on fuzzy order defined with respect to the fuzzy equivalence relation studied in [2] .
Definition 2. A fuzzy binary relation
R on a set X is a mapping R : X × X → [0, 1].
Definition 3.
(see e.g. [13] , [1] ) A fuzzy binary relation E on a set X is called fuzzy equivalence relation (or T -equivalence) with respect to a t-norm T , if and only if the following three axioms are fulfilled for all x, y, z ∈ X :
The following result establishes principles of construction of fuzzy equivalence relations using pseudo-metrics.
Theorem 1.
(see e.g. [1] , [2] ) Let T be a continuous Archimedean t-norm with an additive generator t. 
For any pseudo-metric d, the mapping
E d (x, y) = t (−1) (min(d(x, y), t(0))) is a T -equivalence.
Definition 5. (see e.g. [2]) A T -transitive fuzzy relation
L : X × X → [0, 1
] is called fuzzy order relation with respect to a t-norm T and a T -equivalence E (or T -E-order), if and only if it additionally fulfills the following two axioms for all
A fuzzy order L is called strongly linear if and only if ∀x, y ∈ X : max(L(x, y), L(y, x)) = 1.
The following theorem states that strongly linear fuzzy order relations are uniquely characterized as fuzzifications of crisp linear orders. 
This theorem shows that if we have a set X, a linear order on it and a T -equivalence on X which is compatible with , then we can build a fuzzy linear order as it was shown above. Further, in some results we consider special type of fuzzy order relation on interval [0, 1]:
where g is a non-increasing function. For more information regarding to fuzzy orders constructed on the base of fuzzy equivalence relations see [5] , [4] . In general L defined by (1) is not a fuzzy order relation. The choice of a function g is important.
The necessary condition for the relation E(x, y) = g(|x − y|) to be compatible with ≤ is that function g is non-increasing. Therefore, if we prove a result for an arbitrary fuzzy relation L defined as above, the result will also hold for a fuzzy order relation
where E is a fuzzy equivalence relation compatible with ≤. Fuzzy order relation defined as above can be widely used in practical applications, see e.g. [5] . In our paper, studying the process of A-Taggregation, we focus on the preservation of Ttransitivity where initial fuzzy order relation are given by (2).
Motivation and construction
In this section first we recall the notion of pointwise aggregation of binary fuzzy relations studied in [12] . Later we define aggregation of binary fuzzy relations by means of a t-norm T and an arbitrary (or the particular) aggregation function A. We propose two methods aimed at the aggregation of n binary fuzzy relations. We call the first one σ-aggregation and it is similar to the definition of pointwise aggregation with one more assumption: it allows arbitrary permutations of arguments. The second one we call A-T -aggregation, it employs ideas of the extension principle (see e.g. [14] , [11] ) and it conceptually differs from approaches described before. For the sake of brevity further we denote vectors in bold e.g.
., n} be binary fuzzy relations,
is called pointwise aggregation of fuzzy relations.
Definition 6 allows us to define the value to which arbitrary vectors x, y are in relation.
As it is described in [12] , aggregation of fuzzy relations can be used in data querying problems. If we assume that x = (x 1 , ..., x n ) is a query, where x i is a value referring to the i-th field of the query, and y = (y 1 , ..., y n ) is an arbitrary data record, thenR given by Definition 6 measures the degree to which y matches query x.
Let us now introduce the notion of σ-aggregation: 
The domain and co-domain ofR σ are the same like in the case ofR:
The necessity ofR σ is justified by similar practical needs as in the case of pointwise aggregation. Let's consider the example: Now we define A-T -aggregation and justify its necessity.
Definition 8. Let
R i : [0, 1] × [0, 1] → [0, 1], i ∈ {1, ..
., n} be binary fuzzy relations,
A : [0, 1] n → [0, 1
] be an arbitrary aggregation function, T be an arbitrary t-norm theñ
We require the domain of R i to be [0, 1] × [0, 1], because we aggregate elements from the corresponding set and we consider aggregation functions defined on [0, 1] n . Although extension to aggregation functions defined on I n , where I is a nonempty real interval, is a matter of rescaling and with few changes it can be easily done. In this case the domain of the relationR A,T would be I × I. The essence of A-T -aggregation is similar as in previous cases: we compare two n-ary vectors by fusing corresponding binary fuzzy relations. However in this case we take into account the aggregation of corresponding vectors.
Remark 2. In our work we will use the above definition of A-T -aggregation of fuzzy relations, but we present here also an alternative definition. Let
., n} be binary fuzzy relations,
] be an arbitrary aggregation function, T be an arbitrary t-norm. Theñ
R A,T (x, y) = sup (x 1 ,...,x n ), (y 1 ,...,y n ) {T (R 1 (x 1 , y 1 ), ..., R n (x n , y n )) : A(x 1 , ..., x n ) = A(x 1 , ..., x n ), A(y 1 , ..., y n ) = A(y 1 , ..., y n )}
is called T -A-aggregation of fuzzy relations.
The domain and co-domain ofR T,A in this case are the same like in the case ofR:
n . This definition shows similarity of approaches.
And now let us justify the concept of A-Taggregation. The definition of monotonicity for an aggregation function A says that if x i ≤ y i for all i ∈ {1, ..., n} then A(x 1 , ..., x n ) ≤ A(y 1 , ..., y n ). Then for results of aggregation x and y we definitely know that x ≤ y whenever there exist vectors (x 1 , ..., x n ) and (y 1 , ..., y n ) such that A(x 1 , ..., x n ) = x and A(y 1 , ..., y n ) = y and x i ≤ y i for all i ∈ {1, ..., n}. Now let imagine that for each coordinate we have different order relations:
Then if we continue by using fuzzy language we can rewrite:
x ≤ y asR(x, y) and
As a connective we use a t-norm T , and, finally, instead of "for all" we use supremum. Thus we get
{T (R 1 ( x 1 , y 1 ) , ..., R n (x n , y n )) :
what is exactly the Definition 8. By the example of monotonicity property we have shown that property of aggregated results is in relation with the property of elements of vectors, which aggregate to these results, where the relations's strength is defined by t-norm T . In this example we spoke about order relations but the same reasoning works also for equivalence relations.
The alternative motivation could be as follows:
We know that if x 1 ≤ y 1 ,...,x n ≤ y n then x ≤ y (where A(x 1 , ..., x 1 ) = x and A(y 1 , . .., y 1 ) = y). Using fuzzy order relations and a t-norm T as a connective we could rewrite:
Since we could rewrite the above inequality for all vectors which are aggregated to x and y, it is natural to defineR(x, y) as in the Definition 8.
To illustrate the essence of A-T -aggregation let us give an example. A-T -aggregation is useful in the cases when aggregated results are much more important than each component itself.
T -transitivity
This section is devoted to the preservation of Ttransitivity property during the aggregation processes described before. We use notation T * for the t-norm used in transitivity property to distinguish from the t-norm used in the aggregation and correspondingly we write T * -transitivity. Preservation of T * -transitivity in some sense indicates how consistent is our aggregation, therefore it is of our particular interest. We remind the definition of T * -transitivity for fuzzy relations:
Definition 9. (see e.g. [8]) Consider a binary fuzzy relation R on a set X and an arbitrary t-norm T
* . R is called T * -transitive if for all x, y, z ∈ X the following property holds:
In the same manner T * -transitivity for aggregated fuzzy relation is defined:
Definition 10.R is called T * -transitive if for all corresponding x, y, z the following property holds:
We define T * -transitivity ofR σ ,R A,T in the same way like in Definition 10.
Pointwise aggregation
Notion of aggregation functions dominance is crucial for preservation of T * -transitivity ofR: with i ∈ {1, ..., m} and j ∈ {1, ..., n} the following property holds:
The following result for the pointwise aggregation can be found in [12] . 
σ-aggregation
In this subsection we outline the properties necessary for the preservation of T * -transitivity in the case of σ-aggregation.
Theorem 4. If R is a T * -transitive fuzzy relation, and A is a symmetric aggregation function which dominates T
* thenR σ is also T * -transitive, wherẽ
Proof. We need to show that
for arbitrary x, y, z.
One can see that if we use symmetric aggregation function and only one fuzzy relation R for all coordinates i ∈ {1, ..., n}, it is not important which one of the vectors x or y or both of them we permute in Definition 7, result is the same. Therefore by Definition 7 there exists
Similarly there exists z * = (z * 1 , ..., z * n ) the permutation of z such that
By the fact that A dominates T * and that R is the T * -transitive fuzzy relation we conclude:
A-T -aggregation
In this section we consider special type of fuzzy order relations given by formula 2 and explore when A-T -aggregation of such fuzzy order relations preserves T * -transitivity. We denote A x the set of vectors x such as A(x) = x, similarly we denote A y . In the next two theorems we show that in some cases in order to calculate the valueR A,T (x, y) it is sufficient to know the values R i (x, y) for all i. x, y) , ..., R n (x, y)) = 1. (x 1 , ..., x n ) ∈ A x , (y 1 , . .., y n ) ∈ A y and for all i ∈ {1, ..., n}: (R 1 (x, y) , ..., R n (x, y)).
., n} are fuzzy relations, T = T M (minimum t-norm), A is an idempotent aggregation function, satisfying the following condition for all
R i (x, y) ≥ T M (R i (x 1 , y 1 ), R i (x 2 , y 2 ), ..., R i (x n , y n )) thenR A,T (x, y) = T M
Proof. Using
Therefore, by monotonicity of T M we get x 1 , y 1 ) , ..., R n (x n , y n ))).
Using associativity of T M we continue in the following way:
Using idempotence of T M from the previous we deduce that (R 1 (x, y), ..., R n (x, y) x 1 , y 1 ) , ..., R n (x n , y n )).
Since the previous inequality holds for arbitrary vectors (x 1 , ..., x n ) ∈ A x , (y 1 , ..., y n ) ∈ A y it also holds for the supremum:
..,xn)∈Ax, (y1,...,yn)∈Ay
It is easy to see, that if x > y and fuzzy relation R i is given by formula 2 then the property
is equivalent to the property that there exists an index s such that
Now we show thatR A,T based on additive aggregation function has the property described in the previous theorem. (y 1 , . .., y n ) ∈ A y and for all i ∈ {1, ..., n}.
Proof. Let us consider an arbitrary R i , i ∈ {1, ..., n}. We need to show for arbitrary (
The last equality holds since
Equally, because of the nature of the fuzzy order relation R i (see formula 2), it is sufficient to show that
We have:
.., y n ). Now we substitute arguments of A(x 1 , ..., x n ) standing in the positions l : x l ≤ y l by the corresponding coordinate from the vector (y 1 , ..., y n ). So, by monotonicity of A we estimate:
Further by additivity of A we get:
Since additivity implies idempotence we have the required inequality:
Thus we have shown that the condition holds.
From the previous two theorems we have the following result: x, y) , ..., R n (x, y)), oth. 
where g i are non-increasing mappings, A is an aggregation function and aggregated fuzzy relatioñ R A,T is represented as follows: x, y) , ..., R n (x, y)), oth.
thenR A,T is a T * -transitive fuzzy order relation.
Proof. We have to prove that
Let us observe four different cases. Consider x ≤ y and y ≤ z, then x ≤ z and R A,T (x, z) = 1. And thus
.
Therefore we consider the case when x > z. Thus y ≤ z < x and (R 1 (y, z) , ..., R n (y, z)) = = T M (g 1 (|y − z|), g 2 (|y − z|), ..., g n (|y − z|)) ≤ ≤ T M (g 1 (|x − z|), g 2 (|x − z|), ..., g n (|x − z|)) = = T M (R 1 (x, z) , ..., R n (x, z)) =R A,T (x, z).
Consider x > y and y > z, then x > z. Therefore T * (R A,T (x, y),R A,T (y, z)) = = T * (T M (R 1 (x, y) , ..., R n (x, y)), T M (R 1 (y, z) , ..., R n (y, z))) ≤ T M (T * (R 1 (x, y) , R 1 (y, z)), T * (R 1 (x, y), R 2 (y, z)), ..., ..., T * (R n (x, y), R n (y, z))) ≤ T M (T * (R 1 (x, y), R 1 (y, z)), R 2 (x, y), R 2 (y, z)), ..., ..., T * (R n (x, y), R n (y, z))) ≤ ≤ T M (R 1 (x, z) x 1 , y 1 ) , ..., R n (x n , y n )) = = T (R 1 (x 1 , y 1 ) , ..., R n (x n , y n )) if A(x 1 , ..., x n ) = A(x 1 , ..., x n ) and A(y 1 , ..., y n ) = A(y 1 , ..., y n ) and T dominates T * thenR A,T is also T * -transitive. The proof is obvious but this case reduces to pointwise aggregation and the aggregation of vectors does not play role.
Conclusion
The concept of aggregation of binary fuzzy relations studied in this paper is important in many practical applications. Studying conditions necessary for preservation of T -transitivity considered in this paper we are covering only some special cases. In the future studies we want to determine more general cases when T -transitivity holds for aggregated fuzzy relation. Also it is important to know whether some particular properties of binary fuzzy relations, e.g. reflexivity, symmetry, associativity etc, are preserved in the aggregated object. Knowing this we are able to speak about aggregated order, equivalence and other special types of relations. This is another direction for the study initiated in this paper.
