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Abstract
Let C be an arrangement of hyperplanes in CN , D the ring of algebraic differential operators
on CN . We define a category of quivers associated with C. A quiver is a collection of vector
spaces, attached to strata of the arrangement, and suitable linear maps between the spaces . To
a quiver we assign a D-module on CN , called a quiver D-module. We describe basic operations
for D-modules in terms of linear algebra of quivers. We give an explicit construction of a free
resolution of a quiver D-module and use the construction to describe the associated perverse
sheaf. As an application, we calculate the cohomology of CN with coefficients in the quiver
perverse sheaf (under certain assumptions).
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1. Introduction
1. It is known that nontrivial homological characteristics of a space can be expressed
in terms of linear algebra, if the space is an affine space with an arrangement of hyper-
planes. An example is the description by Arnold, Brieskorn, Orlik and Solomon of the
cohomology groups of the complement to the arrangement in terms of combinatorics of
intersections of hyperplanes [Ar, Bs, OS]. On the other hand, holonomic D-modules with
regular singularities and constructible perverse sheaves on algebraic manifolds also admit
combinatorial description, according to Beilinson, Kashiwara, Malgrange [Be, K3, M]. In
this paper we combine the two points of view and describe a certain category of holonomic
D-modules and associated perverse sheaves, attached to an arrangement of hyperplanes
in an affine space.
2. Let C be an arrangement of hyperplanes in a complex affine space X . The inter-
sections of hyperplanes define in X the structure of a stratified space. The strata and
their adjacencies are described by the graph Γ of the arrangement. The vertices α ∈ I
3correspond to strata Xα. If the closure Xα of a stratum Xα contains a stratum Xβ and
codim XαXβ = 1, then the vertices α and β are connected by an edge and we write α ≻ β.
To each vertex α ∈ I(Γ) we attach a nonnegative integer l(α), equal to the codimension
of Xα in X .
We assign to the graph Γ quivers with relations, which form an abelian category QuiΓ.
A quiver V ∈ QuiΓ consists of a collection of finite-dimensional vector spaces Vα, α ∈ I(Γ),
and linear maps Aα,β : Vβ → Vα, α, β ∈ I(Γ), such that
(a) Aα,β = 0 if α and β are not adjacent;
(b)
∑
β Aα,βAβ,γ = 0 if |l(α)− l(γ)| = 2 ;
(c)
∑
β Aα,βAβ,γ = 0 if l(α) = l(γ), α 6= γ, and there exists δ ∈ I(Γ), adjacent to α
and γ, such that l(δ) = l(α) + 1.
Example 1.1. Let X be C with coordinate z. Let C = {z = 0}. The space X has two
strata: X∅ = {z 6= 0} and Xα = {0}. The graph Γ has two vertices, ∅ and α, connected
by an edge, l(α) = 1, l(∅) = 0. A quiver V ∈ QuiΓ is a collection of two vector spaces, V∅
and Vα, and two linear maps, A∅,α : Vα → V∅ and Aα,∅ : V∅ → Vα.
Let DX denote the ring of algebraic differential operators on X and DX the correspond-
ing sheaf of rings on X . To a quiver V ∈ QuiΓ we attach a holonomic DX-module EV.
This DX -module is given by generators and relations. The generators are elements of the
vector space ⊕α∈I(Γ)V α. Here V α = Ωα ⊗Vα, and Ωα denotes the one-dimensional vector
space of top exterior forms on Xα, invariant with respect to affine translations along Xα.
The relations in EV are:
(a) for any generator ωα ⊗ vα ∈ V α and any vector field ξ with constant coefficients,
which is parallel to Xα, the element ξ(ωα ⊗ vα) equals to a certain linear combi-
nation of the vectors ωβ ⊗ Aβ,α(vα), β ∈ I(Γ), α ≻ β,
(b) for any affine function f , vanishing on Xα, the element f(ωα ⊗ vα) equals to a
certain linear combination of the vectors ωβ ⊗ Aβ,α(vα), β ∈ I(Γ), β ≻ α,
see formulas (4.25), (4.26).
Example 1.2. In Example 1.1, the DX -module EV, assigned to the quiver V = {V∅, Vα,
A∅,α, Aα,∅} is generated by vectors dz ⊗ v∅ ∈ V ∅, where v∅ ∈ V∅, and 1 ⊗ vα ∈ V α,
where vα ∈ Vα. The relations are:
d
dz
(dz ⊗ v∅) = 1 ⊗ Aα,∅(v∅) for any v∅ ∈ V∅ and
z (1⊗ vα) = dz ⊗A∅,α(vα) for any vα ∈ Vα.
The assignment V 7→ EV defines a functor E from the category QuiΓ to the category
MholX of holonomic DX-modules. We describe a full subcategory in QuiΓ of non-resonant
quivers, such that the restriction of E to this subcategory is full and faithful.
For n = 0, ..., N , let Xn denote the complement in X to the union of all strata of
codimension greater than n. This set Xn is called the principal open subset. The principal
subset X0 is the complement to the union of hyperplanes of the arrangement. All Xn are
stratified spaces. The adjacency structure of the stratification of Xn is described by the
graph Γn, which is a suitable truncation of Γ. We introduce an abelian category QuiΓn of
quivers of Γn. The quivers of QuiΓn are also called level n quivers. To each level n quiver
VΓn ∈ QuiΓn we assign a sheaf of DXn-modules, denoted by EnVΓn ∈M
hol
Xn .
4Example 1.3. In Example 1.1, we have X0 = X∅ = {z 6= 0}, X1 = X = C, Γ1 = Γ.
The graph Γ0 has one vertex ∅ and one edge, which is a loop. A quiver VΓ0 ∈ QuiΓ0
consists of a vector space V∅ and a linear map A
∅
∅ : V∅ → V∅. The DX0-module E
0VΓ0 ,
assigned to this quiver, is generated by the elements dz⊗v∅ ∈ V ∅, subject to the relations
z d
dz
(dz ⊗ v∅) = dz ⊗ A
∅
∅(v∅).
For k ≤ l we have inclusions jl,k : Xk → X l of principal open subsets and related
functors j∗l,k and jl,k,∗ of inverse and direct images of D-modules. We define quiver inverse
and direct image functors J∗l,k : QuiΓl → QuiΓk and Jl,k,∗ : QuiΓk → QuiΓl , respectively.
The functor J∗l,k is left adjoint to the functor Jl,k,∗. We have an isomorphism of DXk-
modules EkJ∗l,k(VΓl) ≈ j
∗
l,kE
l(VΓl) for any level l quiver VΓl. We construct an isomorphism
of DXl-modules jl,k,∗E
k(VΓk) and E
l
Jl,k,∗(VΓk) under certain non-resonance conditions on
the level k quiver VΓk .
Example 1.4. In Examples 1.1 and 1.3, the level zero quiver J∗1,0(V), associated to a level
one quiver V = {V∅, Vα, A∅,α, Aα,∅}, is {U∅, B
∅
∅}, where U∅ = V∅, and B
∅
∅ = A∅,αAα,∅.
The level one quiver J1,0,∗(VΓ0), associated to a level zero quiver VΓ0 = {V∅, A
∅
∅}, is
{W∅,Wα, C∅,α, Cα,∅}, where W∅ = V∅, Wα = V∅, C∅,α = IdV∅ , Cα,∅ = A
∅
∅. The quiver
J1,0,∗(VΓ0) is non-resonant, if any two eigenvalues of the operator A
∅
∅ do not differ by a
nonzero integer, and the only possible integer eigenvalue of A∅∅ is zero.
There is a specialization construction in the theory of D-modules due to Kashiwara
[K3]. Let Y be a smooth complex algebraic variety, Z ⊂ Y a subvariety, TZY → Z
the normal bundle. Given a DY -module M and some additional data, the specialization
construction produces a D-module on the total space TZY of the normal bundle. This
DTYZ -module is called the specialization of M to Z and denoted by SpZ(M).
The specialization construction gives a collection of functors between quiver D-modules.
We consider the case when Y is the affine space X = CN with a central arrangement
C and M is the quiver D-module EV associated with a quiver V of C. Then it turns out
that for any closed stratum Xα of X , the specialization SpXα(EV) is isomorphic to a
suitable quiver D-module on TXαX .
More precisely, we construct an arrangement of hyperplanes Cα in TXαX and a quiver
Spα(V) of the arrangement Cα such that the specialization SpXα(EV) is isomorphic to
the quiver D-module ESpα(V) associated with the quiver Spα(V), if the linear maps of
the initial quiver V satisfy certain non-resonance conditions.
Example 1.5. In Examples 1.1 and 1.2, we identify the space TXαX with X = C. Then
the arrangement Cα is identified with C, the quiver Spα(V) is identified with V. Introduce
the linear operator
S = A∅,αAα,∅ + Aα,∅A∅,α : V∅ ⊕ Vα → V∅ ⊕ Vα .
If any two eigenvalues of S do not differ by a nonzero integer and if S has no nonzero
integer eigenvalues, then the DT
Xα
-modules SpXα(EV) and ESpα(V) are isomorphic.
For any quiver VΓ ∈ Qui, we construct a free DX -module resolution REVΓ of the quiver
DX -module EVΓ.
5Example 1.6. In Example 1.2, the free DX-module resolution REV of the quiver DX-
module EV is the complex
REV : 0→R−1EV
d
→ R0EV
ν
→ EV → 0 .
Here R0EV is the free DX -module
DX ⊗ V ∅ ⊕ DX ⊗ V α .
The term R−1EV is the free DX-module
DX ⊗ T∅ ⊗ V ∅ ⊕ DX ⊗ Fα ⊗ V α ,
where T∅ is the one-dimensional space C ·
d
dz
, and Fα is the one-dimensional space C · z of
affine functions, vanishing on Xα. The differentials d, ν are given by the formulas:
d(D ⊗
d
dz
⊗ dz ⊗ v∅) = D ·
d
dz
⊗ dz ⊗ v∅ −D ⊗ 1⊗ Aα,∅(v∅) ,
d(D ⊗ z ⊗ 1⊗ vα) = D · z ⊗ 1⊗ vα −D ⊗ dz ⊗ A∅,α(vα) ,
ν(D ⊗ 1⊗ vα) = D · (1⊗ vα), ν(D ⊗ dz ⊗ v∅) = D · (dz ⊗ v∅) ,
for any D ∈ DX , v∅ ∈ V∅, vα ∈ Vα. Here D · (1 ⊗ vα) and D · (dz ⊗ v∅) denote the
application of D to elements of EV.
The de Rham functor transforms holonomic DX-modules to perverse sheaves [K2, Mb],
see also [B]. The application of the de Rham functor to the complex REVΓ gives an
explicit description of the associated perverse sheaf QV, as a complex of free OX-modules.
Example 1.7. In Example 1.2, the perverse sheaf QV, associated with EV, is given by the
complex
QV : 0 → QV−1
d
→ QV0 → 0 .
Here
QV−1 = ΩanX ⊗ T∅ ⊗ V ∅ ⊕ Ω
an
X ⊗ Fα ⊗ V α ,
and
QV0 = ΩanX ⊗ V ∅ ⊕ Ω
an
X ⊗ V α ,
where ΩanX denotes the space of holomorphic one-forms on X . The differential d is given
by the formulas:
d(ω ⊗
d
dz
⊗ dz ⊗ v∅) = −Lie d
dz
(ω)⊗ dz ⊗ v∅ − ω ⊗ 1⊗ Aα,∅(v∅),
d(ω ⊗ z ⊗ 1⊗ vα) = zω ⊗ 1⊗ vα − ω ⊗ dz ⊗A∅,α(vα),
for any ω ∈ ΩanX , v∅ ∈ V∅, vα ∈ Vα. Here Lie d
dz
(ω) denotes the Lie derivative of ω in the
direction of the vector field d
dz
.
Let ∆X : M
hol
X → M
hol
X and ∆X0 : M
hol
X0 → M
hol
X0 be the duality functors on holo-
nomic D-modules [K1, KK], see also [K4, B]. For any k = 0, 1..., N , we define an anti-
automorphism τk of the category QuiΓk . We establish an isomorphism ∆X0(E
0(VΓ0)) ≈
E0(τ0(VΓ0)) of DX0-modules for any level zero quiver VΓ0 and an isomorphism ∆X(E(VΓ))
≈ E(τN (VΓ)) of DX-modules for any level N quiver VΓ.
6Example 1.8. In Example 1.3, for any level zero quiver VΓ0 = {V∅, A
∅
∅}, the quiver τ0VΓ0
is {U∅, B
∅
∅}, where U∅ = V
∗
∅ is the dual space and B
∅
∅ =
(
A∅∅
)t
is the transpose operator.
In the theory of D-modules, there are two functors of direct image, jl,k,! :M
hol
Xk →M
hol
Xl ,
and jl,k,∗ : M
hol
Xk →M
hol
Xl , associated to the inclusion jl,k : X
k → X l, k < l. In addition
to the functor Jl,k,∗ : QuiΓk → QuiΓl, we introduce the second functor of quiver direct
image Jl,k,! : QuiΓk → QuiΓl, and construct an isomorphisms of DX modules JN,0!VΓ0 and
τN JN,0,∗τ0VΓ0 for a non-resonant quiver JN,0,!VΓ0 .
Example 1.9. In Example 1.3, for any level zero quiver VΓ0 = {V∅, A
∅
∅}, the quiver
J1,0,!(VΓ0), is {W
′
∅,W
′
α, C
′
∅,α, C
′
α,∅}, where W
′
∅ = V∅, W
′
α = Vα, C
′
α,∅ = IdV∅ , C
′
∅,α = A
∅
∅.
It is non-resonant if and only if the quiver J1,0,∗(VΓ0) is non-resonant.
Let z1, ..., zN be linear coordinates on X = C
N and ξ1, ..., ξN the dual coordinates on
the dual space X∗. The assignment ξi 7→ −
∂
∂zi
, ∂
∂ξi
7→ zi for i = 1, . . . , N , defines
an isomorphism of the rings DX∗ and DX called the Fourier transform. The Fourier
transform defines a functor from the category MX to the category MX∗ .
We consider a central arrangement C of hyperplanes in X , a quiver V of C and the
associated quiver DX-module EV. We describe the Fourier transform of EV. It turns out
that the Fourier transform of EV is the quiver DX∗-module associated with a suitable
arrangment in X∗.
Example 1.10. In Example 1.1, the space X∗ has two strata: X∗∅ = {ξ = 0} and
X∗α = {ξ 6= 0}. The Fourier transform of the DX-module EV from Example 1.2 is
generated by vectors 1 ⊗ v∅, where v∅ ∈ V∅, and dξ ⊗ vα, where vα ∈ Vα. The relations
are: ξ (1 ⊗ v∅) = −dξ ⊗ Aα,∅(v∅) for any v∅ ∈ V∅ and
d
dξ
(dξ ⊗ vα) = 1 ⊗ A∅,α(vα) for any
vα ∈ Vα.
In the theory of perverse sheaves there is a notion of the MacPherson extension [BBD,
GMc]. In our situation it is a morphism from the category of perverse sheaves on X0 to
the category of perverse sheaves on X . A perverse sheaf on X0 is a local system on X0.
Thus the MacPherson extension is an extension of a local system on X0 to a suitable
perverse sheaf on X .
The MacPherson extension of perverse sheaves corresponds to a morphism jN,0,!∗ :
MholX0 → M
hol
X of holonomic D-modules. The morphism jN,0,!∗ can be defined in two
steps. First, one defines a morphism s
(D)
0 : jN,0,!(M) → jN,0,∗(M) for any DX-module M
and then one defines jN,0,!∗(M) as the image of jN,0,!(M) in jN,0,∗(M) under the morphism
s
(D)
0 . The MacPherson extension of the perverse sheaf associated to the DX0-module M ,
is the perverse sheaf, associated to the DX-module jN,0,!∗(M).
In this paper we construct a morphism s0 : JN,0,! → JN,0,∗ of functors of quiver cat-
egories. We introduce the quiver MacPherson extension of a level zero quiver VΓ0 as
the image of JN,0,!(VΓ0) under the map s0. We prove that for a non-resonant level zero
quiver VΓ0 , the DX-module morphisms Es0 : EJN,0,!(VΓ0) → EJN,0,∗(VΓ0) and s
(D)
0 E
0 :
jN,0,!(E
0VΓ0) → jN,0,∗(E
0VΓ0) are equal under the identifications of j0,N,!(E
0VΓ0) with
E(J0,N,!VΓ0), and j0,N,∗(E
0VΓ0) with E(J0,N,∗VΓ0), mentioned above. Thus we have the
7isomorphism of DX -modules: jN,0,!∗(EVΓ0) ≈ EJN,0,!∗(VΓ0), which relates the geometric
and quiver MacPherson extensions.
Example 1.11. In Examples 1.4 and 1.9, the morphism s0 of the level one quiver J1,0,!VΓ0
to the level one quiver J1,0,∗VΓ0 is the collection of two linear maps, (s0)∅ :W
′
∅ →W∅ and
(s0)α : W
′
α → Wα. They are (s0)∅ = IdV∅ , and (s0)α = A
∅
∅. The level one quiver J1,0,!∗VΓ0
is {W ′′∅ ,W
′′
α , C
′′
∅,α, C
′′
α,∅}, where W
′′
∅ = V∅, W
′′
α = ImA
∅
∅ ⊂ Vα, C
′′
α,∅ = A
∅
∅, and C
′′
∅,α is the
inclusion of ImA∅∅ to V∅.
As an application of quiver constructions, we calculate the cohomology groups of X
(and X0) with coefficients in a quiver perverse sheaf if the arrangement C is central and all
linear maps of the quiver are close to zero. Namely, for a quiver V = {Vα, Aα,β} ∈ QuiΓ,
we construct a finite-dimensional complex in terms of the spaces Vα and linear maps Aα,β
and show that this complex calculates the cohomology groups of X with coefficients in
the quiver perverse sheaf associated with V.
Example 1.12. In Examples 1.1 and 1.2, consider the perverse sheaf QV on X , associated
with the DX-module EV. If the operators Aα,∅ and A∅,α are close to zero, then the
cohomology groups of X with coefficients in the perverse sheaf QV are calculated by the
complex
0 → V∅
Aα,∅
→ Vα → 0 ,
where deg V∅ = −1, and deg Vα = 0.
Example 1.13. In Example 1.3, consider the perverse sheaf Q0V0 on X0, associated with
the DX0-module E
0VΓ0 . If the operator A
∅
∅ is close to zero, then the cohomology groups
of X0 with coefficients in Q0V0, are calculated by the complex
0 → V∅
A∅
∅→ V∅ → 0 .
Example 1.14. In Example 1.11, consider the perverse sheaf Q0V0 on X0. If the operator
A∅∅ is close to zero, then the cohomology groups of X with coefficients in the MacPherson
extension of Q0V0 are calculated by the complex
0 → V∅
A∅
∅→ ImA∅∅ → 0 .
3. All results of the paper admit an equivariant extension to the case when the ar-
rangement C admits a finite symmetry group.
As an application of equivariant constructions, we consider in Section 6.6 the discrim-
inantal arrangements and one-dimensional local systems appearing in hypergeometric
solutions of the KZ equations [SV]. We calculate the equivariant intersection cohomology
groups of the discriminantal arrangements and formulate the result in terms of repre-
sentation theory in Corollary 6.11. The statement of Corollary 6.11 is one of the main
motivations of this paper.
4. In some of the statements of the paper we impose two types of non-resonance
conditions on a quiver VΓ = {Vα, Aα,β}. For every vertex α ∈ Γ, we construct a finite
8collection of auxiliary linear operators of the form
∑
Aα,βAβ,α : Vα → Vα with suitable
range of summation over β. In the first type of non-resonance conditions, we require
that the auxiliary operators have no eigenvalues which differ by an integer (the weak
non-resonance condition). In the second type of non-resonance conditions, we require
that the auxiliary operators have no eigenvalues which differ by an integer and zero is
the only admissible integer eigenvalue (the non-resonance condition). The importance of
non-resonance conditions is illustrated in the Example 1.13 below.
Example 1.13. Under conditions of Example 1.3, let VΓ0 = {V∅, A
∅
∅} and WΓ0 = {W∅, B
∅
∅}
be two level zero quivers and E0VΓ0 and E
0WΓ0 the associated DX0-modules. Assume
that G ⊂ C is a subset, such that x − y /∈ Z \ {0} for all x, y ∈ G. Assume that
eigenvalues of A∅∅ and B
∅
∅ belong to G. Under these assumptions we will construct an
isomorphism of vector spaces HomD
X0
(E0VΓ0 , E
0WΓ0) and HomQuiΓ0 (VΓ0 ,WΓ0). Indeed,
let Φ : E0VΓ0 → E
0WΓ0 be a morphism of DX0-modules. The morphism Φ is uniquely
determined by its restriction ϕ = Φ|V ∅ to the space V ∅ ⊂ E
0VΓ0 . The map ϕ is a regular
rational function on X0 with values in Hom (V ∅,W ∅). Write its Laurent series,
ϕ = (1⊗ ϕk)z
k + (1⊗ ϕk+1)z
k+1 + · · · ,
where ϕl : V∅ → W∅ are linear maps and ϕk 6= 0. The condition [Φ,
d
dz
] = 0 implies
ϕkA
α
∅ = (B
α
∅ +k)ϕk. Since all eigenvalues of A
α
∅ and B
α
∅ are in G, we conclude that k = 0.
The leading term ϕ0 is a morphism of quivers, VΓ0 →WΓ0 . Let E
0(ϕ0) : E
0VΓ0 → E
0WΓ0
be theDX0-module morphism associated with ϕ0. The restriction of E
0(ϕ0) to V ∅ is 1⊗ϕ0.
The leading term ϕ˜k of the DX0-module morphism Φ˜ = Φ − E
0(ϕ0) has k > 0. Hence
Φ˜ = 0 and Φ = E0(ϕ0).
5. In the theory of arrangements, two complexes play an important role. The first is
the Aomoto complex [A] on the space of the Orlik-Solomon algebra and the second is the
flag complex on the dual space to the Orlik-Solomon algebra [SV]. The Shapovalov form
of [SV] defines a morphism of the flag complex to the Aomoto complex. The image of
the Shapovalov form is called the complex of flag forms. The cohomology groups of the
flag complex give the cohomology groups of X0 with compact support. The cohomology
groups of the Aomoto complex give the cohomology groups of X0 with coefficients in a
suitable local system on X0. An important problem is to give a topological meaning to
the complex of flag forms.
The main quiver constructions of this paper are the constructions of the two quiver
direct images JN,0,∗ and JN,0,!. The constructions of JN,0,∗ and JN,0,! are respective general-
izations of the constructions of the Aomoto complex and the flag complex. The morphism
of functors s0 : JN,0,! → JN,0,∗ is a generalization of the Shapovalov morphism of the flag
complex to the Aomoto complex, see Section 3.6. The quiver MacPherson extension JN,0,!∗
is a generalization of the complex of flag forms in [SV].
From this point of view, our calculation of the cohomology groups of X with coefficients
in the MacPherson extension of a quiver perverse sheaf on X0 gives a topological meaning
to the complex of flag forms.
To find a topological meaning of the complex of flag forms was one of the main goals
of this paper.
96. The plan of the paper is as follows. In Section 2 we introduce graphs and stratified
spaces, associated with an arrangement of hyperplanes. In Section 3 we study quivers,
assigned to the arrangement, and operations on quivers. Section 4 is devoted to quiver
D-modules. In Section 5 we describe perverse sheaves related to quiver D-modules and
calculate the cohomology groups of the affine space with coefficients in these sheaves. In
Section 6 we study the equivariant version of quiver constructions. All proofs are collected
in Section 7.
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2. Arrangements
2.1. Graph of an arrangement. Let C = {Hj}, j ∈ J(C), be an arrangement of finitely
many hyperplanes in the complex affine space X = CN . Hyperplanes Hj define in X the
structure of a stratified space which we denote by the same letter X or by XC. The closure
of a stratum Xα ⊂ CN is the intersection of some hyperplanes Hj, j ∈ Jα ⊂ J(C), and
the stratum Xα itself is the complement in Xα to the union of the closures of all smaller
strata contained in Xα:
Xα =
⋂
j∈Jα⊂J(C)
Hj, Xα = Xα \ (
⋃
Xβ⊂Xα,Xβ 6=Xα
Xβ) .
We denote by X∅ the complement to the union of all hyperplanes Hj which is the unique
stratum of X open in X .
The combinatorial structure of the adjacency of strata can be described by a non-
oriented graph Γ = Γ(C). The vertices α ∈ I(Γ) of the graph are in one-to-one cor-
respondence with the strata Xα of X . The edges (α, β) ∈ E(Γ) describe adjacency in
codimension one:
(α, β) ∈ E(Γ)⇔
{
Xα ⊃ Xβ, codim XαXβ = 1, or
Xβ ⊃ Xα, codim XβXα = 1.
Two vertices α and β will be called adjacent, if (α, β) ∈ E(Γ).
To any vertex α we attach a nonnegative integer l(α),
l(α) = codim CNXα.
We write α ≻ β for vertices α, β if (α, β) is an edge and l(α) < l(β). In other words,
α ≻ β ⇔ Xα ⊃ Xβ , codim XαXβ = 1 .
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We set
ε(α, β) =
 1 if α ≻ β,−1 if β ≻ α,
0 otherwise.
For an integer n ≥ 0 denote by In(Γ) ⊂ I(Γ) the subset of all vertices α such that
l(α) = n. We have I0(Γ) = ∅, I1(Γ) = J(C).
We write α > β for α, β ∈ I(Γ) if there exists a chain α1 ≻ α2 ≻ ... ≻ αn with α1 = α
and αn = β. We write α ≥ b if α > β or α = β. Clearly,
α ≥ β ⇔ Xα ⊃ Xβ.
The labeled graph Γ = {I(Γ), E(Γ), l : I(Γ)→ Z≥0} has the following properties.
(i) There exists the unique vertex ∅ ∈ I(Γ) such that l(∅) = 0 and ∅ ≥ β for any
β ∈ I(Γ);
(ii) If (α, β) ∈ E(Γ), then |l(α)− l(β)| = 1;
(iii) For any α, β ∈ I(Γ) the set Λ(α, β) = {γ ∈ I(Γ) : α ≥ γ, β ≥ γ} is either
empty or has the unique element γ maximal with respect to the partial order ≥.
Moreover, we have l(γ) ≤ l(α) + l(β). This element is called the intersection of α
and β and denoted α ∧ β.
(iv) For any α, β ∈ I(Γ) with non-empty Λ(α, β), denote U(α, β) = {δ ∈ I(Γ) : δ ≥
α, δ ≥ β}. Then for any δ ∈ U(α, β) we have l(δ) ≤ l(α) + l(β) − l(α ∧ β).
Moreover, if there is δ ∈ U(α, β) such that l(δ) = l(α) + l(β)− l(α ∧ β), then δ is
the unique minimal element of U(α, β) with respect to the partial order ≥.
One can see that if β ∧ γ and α ∧ (β ∧ γ) are defined, then α ∧ β and (α ∧ β) ∧ γ are
defined, and α ∧ (β ∧ γ) = (α ∧ β) ∧ γ.
Any labeled graph with properties (i-iv) will be called admissible.
2.2. Framings of an arrangement. Let C ⊂ CN be an arrangement. To each stratum
Xα ⊂ XC we attach certain spaces of affine functions, constant vector fields, and the top
exterior forms on Xα with constant coefficients.
Denote by F the space of affine functions on CN ,
f ∈ F ⇔ f = a0 +
N∑
i=1
aizi, ai ∈ C,
where z1, . . . , zN are affine coordinates on C
N .
Denote by T the space of vector fields ξ on CN with constant coefficients,
ξ ∈ T ⇔ ξ =
∑
bi
∂
∂zi
, bi ∈ C.
For a stratum Xα denote by Fα ⊂ F the subspace of all functions vanishing on Xα and
by Tα ⊂ T the subspace of all vector fields parallel to Xα, that is, ξ ∈ Tα if 〈ξ, f〉 = 0
for any f ∈ Fα . Here 〈ξ, f〉 = iξ(df) denotes the substitution of the vector field ξ to the
differential form df .
A function f ∈ Fα is called generic, if for any stratum Xβ the intersection
{f = 0} ∩Xβ
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has the minimal possible dimension among all f ∈ Fα .
Denote by Tα the N -dimensional complex vector space,
Tα = Tα ⊕ Fα .
Let Xα and Xβ be strata, such that Xα ⊃ Xβ. Then there are tautological inclusions
(2.1) µβ,α : Fα →֒ Fβ , µα,β : Tβ →֒ Tα ,
We denote
µβ,α :
p∧
Fα →֒
p∧
Fβ , µα,β :
p∧
Tβ →֒
p∧
Tα , p > 0,
the induced inclusions.
For α ≻ β and f ∈ Fβ , introduce the linear maps
iβ,αf :
p∧
Tα →
p−1∧
Tβ , ~ξ 7→ idf (~ξ) .
Here idf (~ξ) is the substitution of df to the p-vector ~ξ ∈
∧p Tα with the result considered
as a (p − 1)-vector in
∧p−1 Tβ . More precisely, if ~ξ = ξ1 ∧ ... ∧ ξp and ξ2, . . . , ξp ∈ Tβ ,
then
(2.2) iβ,αf (
~ξ ) = 〈ξ1, f〉 ξ2 ∧ ... ∧ ξp .
For α ≻ β and ξ ∈ Tα introduce the linear map
iα,βξ :
p∧
Fβ →
p−1∧
Fα , ~f 7→ iξ(~f) .
More precisely, if ~f = f1 ∧ ... ∧ fp with f2, . . . , fp ∈ Fα , then
(2.3) iα,βξ (
~f) = 〈ξ, f1〉 f2 ∧ ... ∧ fp .
Denote by Ω
p
the complex vector space of holomorphic exterior p-forms on CN , invariant
with respect to affine translations. Each form in Ω
p
is a linear combination of the forms
df1 ∧ ... ∧ dfp with f1, . . . , fp ∈ F .
For a stratum Xα, denote by Ωα the one-dimensional vector space of the top exterior
holomorphic forms on Xα invariant with respect to translations along Xα. The space Ωα is
isomorphic to the quotient of the space Ω
N−l(α)
over the subspace generated by the forms
df1 ∧ ... ∧ dfN−l(α), where f1, . . . , fN−l(α) ∈ F and at least one of them belongs to Fα .
It is technically convenient to fix a vector space structure on CN and fix a non-
degenerate bilinear form ( , ) in this vector space CN . In this setting to each stratum
Xα we also attach the following spaces T
′
α and F
′
α .
The space T ′α consists of constant vector fields orthogonal to Tα . Let z1, ..., zN be linear
coordinates in CN with respect to an orthonormal basis. Let ξ′ =
∑
bi
∂
∂zi
be a constant
vector field. Then ξ′ belongs to T ′α , if b1a1 + ... + bNaN = 0 for any ξ =
∑
ai
∂
∂zi
∈ Tα .
The space F ′α consists of all linear functions f
′ =
∑
cizi, which are annihilated by vector
fields in T ′α , i.e. 〈ξ
′, f ′〉 = 0 for any ξ′ ∈ T ′α .
We use two types of framings of the arrangement C: edge framings and vertex framings.
12
An edge framing is a choice for any edge (α, β) ∈ E(Γ), l(α) + 1 = l(β), of a function
fβ,α ∈ Fβ \ Fa and a vector field ξα,β ∈ Tα \ Tβ. For any edge (α, β) ∈ E(Γ), the edge
framing determines the linear map πβ,α : Ωα → Ωβ , such that for ωα ∈ Ωα and ωβ ∈ Ωβ
we have
(2.4)
πβ,α(ωα) = ωβ ⇔ dfβ,α ∧ ωβ = ωα, if α ≻ β,
πβ,α(ωα) = ωβ ⇔ iξβ,α(ωβ) = ωα, if β ≻ α.
A vertex framing of C is a choice of a function fα ∈ Fα for any stratum Xα. A vertex
framing F is called generic if for any α ∈ I(Γ) the function fα is generic.
For a nonnegative integer n, a level n vertex framing is a choice of a function fα ∈ Fα
for any α ∈ In+1(Γ). It is generic if every chosen fα is generic.
2.3. Principal open subsets Xn. For a nonnegative integer n and an arrangement C,
define the open subset Xn ⊂ X as the complement to the closure of the union of all
codimension n + 1 strata:
Xn = CN \
⋃
α, l(α)=n+1
Xα .
We call Xn the principal level n open subset of X . In particular, X0 coincides with X∅,
the open stratum in X , and XN = X . The sets Xn determine a filtration of X :
X0 ⊂ X1 ⊂ ... ⊂ XN = X ,
For k ≤ l denote by jl,k the inclusion
jl,k : X
k → X l.
We have jk3,k1 = jk3,k2jk2,k1 for k1 ≤ k2 ≤ k3 and we use the notation j0 for the inclusion
jN,0 : X
0 → X = XN .
Each level n vertex framing Fn = {fα | α ∈ In+1(Γ)} determines an open subset
UFn ⊂ X
n,
(2.5) UFn = X \
⋃
α∈In+1(Γ)
{fα = 0}.
The open subsets UFn for different choices of framings Fn form a cover of the space X
n
by open affine subsets.
2.4. Truncated graphs. The sets Xn are stratified spaces; their strata are the strata
Xα of X with l(α) ≤ n. We define the graph (with loops) of the stratified space Xn as
follows. The vertices of this graph Γn are the vertices α ∈ I(Γ) such that l(α) ≤ n. The
edges (α, β) ∈ E(Γn), which are not loops, coincide with the edges (α, β) of Γ, connecting
the vertices of Γn. For any pair α ≻ β with l(α) = n, the graph Γn has a loop at the
vertex α, which we denote by (α, α)β.
The graph Γn will be called the truncated graph at level n associated to the admissible
graph Γ.
Examples. The graph Γ0 has one vertex and |J(C)| loops. Every loop corresponds to a
hyperplane of the initial arrangement C. The graph ΓN coincides with Γ.
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2.5. Orlik-Solomon algebra and flag complex. Here we recall the construction of
the Orlik-Solomon algebra and the flag complex of an arrangement, see [SV]. For an
arrangement C in CN define the complex vector spaces Ap(C), p = 0, . . . , N . For p = 0
set Ap(C) = C. For p ≥ 1 the vector space Ap(C) is generated by symbols (Hj1 , ..., Hjp),
where Hjk ∈ C, such that
(i)
(Hj1, ..., Hjp) = 0
if Hj1,...,Hjp are not in general position, that is if their intersection Hj1 ∩ ...∩Hjp
is empty or its codimension is less than p;
(ii)
(Hjσ(1), ..., Hjσ(p)) = sgn(σ) · (Hj1, ..., Hjp)
for any permutation σ ∈ Sp;
(iii)
(2.6)
p+1∑
k=1
(−1)k(Hj1, ..., Ĥjk , ..., Hjp+1) = 0
for any (p + 1)-tuple Hj1, ..., Hjp+1 of hyperplanes in C which are not in general
position and such that Hj1 ∩ ... ∩Hjp+1 6= ∅.
The direct sum A(C) =
N
⊕
p=1
Ap(C) is a differential graded skew commutative algebra
with respect to multiplication
(Hj1, ..., Hjp) · (Hjp+1, ..., Hjp+q) = (Hj1, ..., Hjp, Hjp+1, ..., Hjp+q)
and the differential δA: A
p(C)→ Ap−1(C),
(2.7) δA : (Hj1, ..., Hjp) 7→
p∑
k=0
(−1)k−1(Hj1, ..., Ĥjk , ..., Hjp).
The algebra is called the Orlik-Solomon algebra of the arrangement C.
The Orlik-Solomon algebra is determined by the admissible graph Γ only. For an ad-
missible graph Γ, its Orlik-Solomon algebra A(Γ) can be defined as the algebra generated
by the skew-symmetric symbols (Hj1, ..., Hjk), where jk ∈ I1(Γ). We set (Hj1, ..., Hjp) = 0
if Hj1, ..., Hjk are not in general position, and Hj1, ..., Hjk are not in general position if
the vertex j1 ∧ ... ∧ jk does not exist or its codimension is less than k. Relation (2.6)
has to take place for any (p + 1)-tuple of vertices ji ∈ I1(Γ) for which the intersection
j1 ∧ ... ∧ jp+1 exists and its codimension is less than p+ 1.
For α ∈ I(Γ), a flag starting at Xα is a sequence
Xα0 ⊃ ... ⊃ Xαp = Xα
of closed strata such that codim CNXαk = j for j = 0, . . . , p.
For α ∈ I(Γ), we define F˜α to be the complex vector space with basis vectors F˜α0,...,αp=α
labeled by the elements of the set of all flags starting at Xα.
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Define Fα as the quotient of F˜α over the subspace generated by the elements
(2.8)
∑
β, αk−1≻β≻αk+1
F˜α0,...,αk−1,β,αk+1,...,αp=α ,
where k = 1, . . . , p − 1 and Xα0 ⊃ ... ⊃ Xαk−1 ⊃ Xαk+1 ⊃ ... ⊃ Xαp = Xα is any
incomplete flag with l(αj) = j.
Denote by Fα0,...,αp the image in Fα of the basis vector F˜α0,...,αp. Set
Fp(C) = ⊕α∈Γ, l(α)=p Fα .
The direct sum
F(C) =
N
⊕
p=0
Fp(C)
is a complex with respect to the differential
(2.9) dF : F
p(C)→ Fp+1(C), Fα0,...,αp 7→ (−1)
p
∑
αp+1, αp≻αp+1
Fα0,...,αp,αp+1 .
The complex (F q(C), dF) is called the flag complex of the arrangement C.
As well as the Orlik-Solomon algebra, it is determined by the graph Γ = Γ(C) only and
will be denoted in this context by (F q(Γ), dF).
The vector spaces Ap(C) and Fp(C) are dual [SV]. The pairing Ap(C)⊗ Fp(C)→ C is
defined as follows. For Hj1, ..., Hjp in general position, set
F (Hj1, ..., Hjp) = Fα0,α1,...,αp
where
Xα0 = C
N , Xα1 = Hj1, Xα2 = Hj1 ∩Hj2, ... , Xαp = Hj1 ∩Hj2 ∩ ... ∩Hjp.
Then set
〈(Hj1, ..., Hjp), F 〉 = sign (σ) ,
if F = F (Hjσ(1), ..., Hjσ(p)) for some σ ∈ Sp, and
〈(Hj1, ..., Hjp), F 〉 = 0
otherwise.
The differentials δA and dF are adjoint with respect to this duality and the map dual to
the multiplication map in A(C) turns F(C) into a skew cocommutative differential graded
coalgebra.
Let a : C → C be a map which assigns to each hyperplane H a complex number a(H)
called the exponent of the hyperplane. Set
ω(a) =
∑
H∈C
a(H)H ∈ A1(C) .
The multiplication by ω(a) defines a differential
da : A
p(C) → Ap+1(C), x 7→ ω(a) · x ,
in the vector space of the Orlik-Solomon algebra A(C). The complex (A q(C), da) is called
the Aomoto complex.
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The collection of exponents determines the Shapovalov map
Sa : F(C) → A(C) ,
Fα0,α1,...,αp 7→
∑
a(Hj1) a(Hj2) . . . a(Hjp) (Hj1 , . . . , Hjp) ,
where the sum is taken over all p-tuples (Hj1, ..., Hjp) such that
Hj1 ⊃ Xa1 , . . . , Hjp ⊃ Xαp .
The image Sa(Fα0,α1,...,αp) ∈ A
p of a flag Fα0,α1,...,αp is called a flag form.
According to [SV], the map Sa is a morphism of the complex (F
q(C), dF) to the complex
(A q(C), da). The image of the flag complex in the Aomoto complex is called the complex
of flag forms of C. We denote it by (F
q
a(C), da).
Identifying A(C) with F∗(C), we can consider the map Sa as a bilinear form on the
vector space F(C). The bilinear form is symmetric and called the Shapovalov form.
3. Quivers
3.1. Quivers of an admissible graph. Let Γ = {I(Γ), E(Γ), l : I(Γ) → Z≥0} be an
admissible graph.
A quiver VΓ = {Vα, Aα,β} of Γ is a collection of finite dimensional complex vector spaces
Vα, α ∈ I(Γ), and a collection of linear maps Aα,β : Vβ → Vα, α, β ∈ I(Γ), such that
(a) Aα,β = 0 if α and β are not adjacent;
(b)
∑
β Aα,βAβ,γ = 0 if |l(α)− l(γ)| = 2 ;
(c)
∑
β Aα,βAβ,γ = 0 if l(α) = l(γ), α 6= γ, and there exists δ ∈ I(Γ), such that
α ≻ δ, γ ≻ δ .
The possibly nonzero operators Aα,β of a quiver VΓ correspond to oriented edges of the
graph Γ. There may be only one or two summands in the left hand side of any relation
of type (c) due to properties (iii) and (iv) of Γ in Section 2.1
Let {Vα, Aα,β}, {V ′α, A
′
α,β} be two quivers of Γ. A morphism of quivers is a collection
of maps {fα : Vα → V ′α} such that fαAα,β = A
′
α,βfβ for all α, β.
Denote by QuiΓ the category of all quivers of Γ.
A quiver can be considered as a module over the path algebra BΓ.
The path algebra of Γ is the associative algebra BΓ with unit, generated by two sets of
generators iα, α ∈ I(Γ), and aα,β, where (α, β) runs through the set of pairs of adjacent
vertices of Γ. The generators are subject to the relations:
(i) i2α = iα for all α;
(ii) iαiβ = 0 for all α 6= β;
(iii)
∑
α iα = 1;
(iv) Let δβ,γ be the Kronecker symbol, then aα,β iγ = δβ,γ aα,β, and iγ aα,β = δγ,α aα,β
for all α, β, γ.
(v)
∑
β aα,βaβ,γ = 0 for all α, γ with |l(α)− l(γ)| = 2;
(vi)
∑
β aα,βaβ,γ = 0 for all α, γ, such that α 6= γ, l(α) = l(γ), and there exists δ such
that α ≻ δ, γ ≻ δ.
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A quiver in QuiΓ has a natural structure of a BΓ-module. The category QuiΓ is equiv-
alent to the category of finite-dimensional BΓ-modules.
For α, β ∈ I(Γ), let ε(β, α) be defined as in Section 2.1.
Let VΓ = {Vα, Aα,β} be a quiver of Γ. Then the collection WΓ = {Wα, Bα,β}, where
Wα = V
∗
α and Bα,β = ε(β, α)A
∗
β,α : Wβ → Wα determines a quiver τ(VΓ), which we
call the dual quiver. The assignment VΓ 7→ τ(VΓ) determines an anti-automorphism of
the category QuiΓ of the fourth order. Moreover, for any quiver VΓ the quiver τ 2(VΓ) is
isomorphic to VΓ. The isomorphism φ : VΓ → τ 2(VΓ) is given by the relation φ(vα) =
(−1)l(α)vα.
The linear maps Aα,β of a quiver VΓ can be collected into two differentials, acting in
the total space of the quiver, C(VΓ) = ⊕α∈I(Γ)Vα. Namely, let
(3.1) Ck(VΓ) = ⊕
α, l(α)=k
Vα , C(VΓ) = ⊕
k
Ck(VΓ) .
For v ∈ Vα, set
(3.2) d(v) =
∑
β, α≻β
Aβ,α(v) , and ∂(v) =
∑
β, β≻α
Aβ,α(v) .
We have
d(Ck(VΓ)) ⊂ Ck+1(VΓ), d
2 = 0,
∂(Ck(VΓ)) ⊂ Ck−1(VΓ)), ∂
2 = 0.
Denote the complex (C(VΓ), d) by C+(VΓ) and the complex (C(VΓ), ∂) by C−(VΓ).
For a vertex β and an edge (α, β), denote by Aαβ the operator
(3.3) Aαβ = Aβ,αAα,β : Vβ → Vβ .
Let Oβ(VΓ) be the C-algebra of endomorphisms of Vβ, generated by operators Aαβ , where
α runs through the set of all vertices adjacent to β. We call Oβ(VΓ) the local algebra of
the quiver at the vertex β.
To a vertex β, β 6= ∅, we attach three operators Sβ, Tβ and T¯β,
(3.4) Sβ =
∑
α, α≻β
Aαβ : Vβ → Vβ ,
(3.5) Tβ =
∑
α,α′
Aα,βAβ,α′ : ⊕
α, α≻β
Vα → ⊕
α, α≻β
Vα ,
where the summation is over all α, α′ such that α ≻ β, α′ ≻ β and
(3.6) T¯β =
∑
α,α′,δ
Aα,δAδ,α′ : ⊕
α, α≻β
Vα → ⊕
α, α≻β
Vα ,
where the summation is over all α, α′, δ such that α ≻ β, α′ ≻ β, and δ ≻ α, δ ≻ α′.
For a vertex β, l(β) 6= N , we set
(3.7) S˜β =
∑
α, β≻α
Aαβ : Vβ → Vβ .
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We also set S∅ = 0 : V∅ → V∅ and S˜β = 0: Vβ → Vβ, if l(β) = N . We define the operator
S : ⊕α∈I(Γ)Vα → ⊕α∈I(Γ)Vα as
(3.8) S =
∑
α∈I(Γ)
(Sα + S˜α) =
∑
α,β∈I(Γ)
Aα,βAβ,α .
Proposition 3.1.
(i) The operator Sβ is a central element in the local algebra Oβ(V).
(ii) Any nonzero eigenvalue of Tβ is equal to an eigenvalue of the operator
Sα + A
β
α for some α, α ≻ β.
(iii) Any nonzero eigenvalue of T¯β is equal to an eigenvalue of the operator
Sα + A
β
α for some α, α ≻ β.
Proposition 3.2. Let C be a central arrangement (that is, all hyperplanes of C
contain 0 ∈ CN). Then
(i) The operator S˜β is a central element in the local algebra Oβ(V).
(ii) For any α, β ∈ I(Γ), we have
(3.9) (Sα + S˜α)Aα,β = Aα,β(Sβ + S˜β) .
In particular, the element S, defined in (3.8), is central in the path algebra BΓ.
Propositions 3.1 and 3.2 are proved in Section 7.
A subset G ⊂ C is called non-resonant if it satisfies the following two conditions:
(i) The intersection G ∩ Z is either {0} or empty.
(ii) For any x, y in G, we have x− y ∈ C \ Z.
A subset G ⊂ C is called weakly non-resonant if it satisfies condition (ii).
Suppose that for every vertex β ∈ I(Γ), β 6= ∅, a non-resonant subset Gβ ⊂ C is chosen.
Denote by QuiΓ,{Gβ} the category of all quivers {Vα, Aα,β} ∈ QuiΓ such that
(a) for any β ∈ I(Γ), β 6= ∅, the eigenvalues of the operator Tβ belong to Gβ,
(b) for any β ∈ I(Γ),β 6= ∅, none of the eigenvalues of the operator T¯β is a positive
integer.
Suppose we have
a non-resonant subset Gβ ⊂ C for every vertex β ∈ I(Γ), β 6= ∅,
a weakly non-resonant set G˜β for every vertex β ∈ I(Γ),
a weakly non-resonant subset Gα,β for any edge (α, β) ∈ E(Γ), α ≻ β.
Denote by QuiΓ,{Gβ , eGβ ,Gα,β} the subcategory of all quivers {Vα, Aα,β} ∈ QuiΓ, such that
(a) for any β ∈ I(Γ), β 6= ∅, the eigenvalues of the operator Tβ belong to Gβ and
(c) for any β ∈ I(Γ), the eigenvalues of the operator S˜β belong to G˜β and
(d) for any edge (α, β) ∈ E(Γ), α ≻ β, the eigenvalues of the operator Aβα belong to
Gα,β.
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The categories QuiΓ,{Gβ , eGβ ,Gα,β} and QuiΓ,{Gβ} are full abelian subcategories of the cat-
egory QuiΓ. The categories QuiΓ,{Gβ , eGβ ,Gα,β} and QuiΓ,{Gβ} are closed under extensions.
We call a quiver non-resonant if it belongs to the subcategory QuiΓ,{Gβ} for some
collection {Gβ}. We call a quiver strongly non-resonant if it belongs to the subcategory
QuiΓ,{Gβ , eGβ ,Gα,β} for some collections {Gβ}, {G˜β}, and {Gα,β}.
3.2. Quivers of level n. Suppose that Γ is an admissible graph, n ∈ {0, . . . , N}, and Γn
is the corresponding truncated graph.
A quiver VΓn of Γn (or a level n quiver) consists of a collection of finite dimensional
vector spaces Vα, α ∈ I(Γn), a collection of linear maps Aα,β : Vβ → Vα, α, β ∈ I(Γn),
and a collection of linear maps Aβα : Vα → Vα, labeled by loops (α, α)
β ∈ E(Γn). The
operators are subject to the following relations:
(i) Aα,β = 0 if α, β are not adjacent in Γ;
(ii)
∑
β∈I(Γn)Aα,βAβ,γ = 0 if |l(α)− l(γ)| = 2;
(iii)
∑
β∈I(Γn)Aα,βAβ,γ = 0 if l(α) = l(γ), α 6= γ, and there exists δ ∈ I(Γ
n), such that
α ≻ δ, γ ≻ δ ;
(iv) If l(α) = n and δ ≻ α ≻ β in Γn+1, then
AβαAα,δ = Aα,δ
(∑
γ
Aδ,γAγ,δ
)
,
Aδ,αA
β
α =
(∑
γ
Aδ,γAγ,δ
)
Aδ,α
where the summation is over γ ∈ I(Γn) such that γ 6= α, δ ≻ γ ≻ β.
(v) If l(α) = n and α ≻ β ≻ γ in Γn+2, then[
Aβα ,
∑
δ
Aδα
]
= 0
where the summation is over δ ∈ I(Γn), α ≻ δ ≻ γ.
A morphism of two level n quivers is defined in the standard way.
The level n quivers of Γn form an abelian category denoted by QuiΓn . It is equivalent
to the category of finite-dimensional modules over the suitable path algebra.
Note that the structure of the defining relations (i-v) for a level n quiver is completely
determined by the adjacency matrix of the level n + 2 truncated graph Γn+2.
For α, β ∈ I(Γ), let ε(β, α) be defined as in Section 2.1.
Let VΓn = {Vα, Aα,β, Aβα} be a level n quiver. Then the collectionWΓn = {Wα, Bα,β, B
β
α},
where Wα = V
∗
α , Bα,β = ε(β, α)A
∗
β,α : Wβ → Wα, B
β
α = −
(
Aβα
)∗
: Wα →Wα, determines
a level n quiver τn(VΓn) called the dual quiver. The assignment VΓn 7→ τn(VΓn) determines
an anti-automorphism of the category QuiΓn of the fourth order, such that for any level n
quiver VΓn the quiver τ
2
n(VΓn) is isomorphic to VΓn . The isomorphism φ : VΓn → τ
2(VΓn)
is given by the relation φ(vα) = (−1)l(α)vα.
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For a vertex β and an edge (α, β) of Γn, denote by Aαβ the operator
Aαβ = Aβ,αAα,β : Vβ → Vβ .
For a quiver VΓn of level n and β ∈ I(Γn), β 6= ∅, define the monodromy operators
Tβ : ⊕
α, α≻β
Vα → ⊕
α, α≻β
Vα, T¯β : ⊕
α, α≻β
Vα → ⊕
α, α≻β
Vα,
by formulas (3.5) and (3.6) and for any β ∈ I(Γn) define the operator
S˜β : Vβ → Vβ ,
by formula (3.7).
Suppose that for every vertex β ∈ I(Γn), β 6= ∅, a non-resonant subset Gβ ⊂ C is
chosen. Denote by QuiΓn,{Gβ} the category of all quivers {Vα, Aα,β, A
β
α} ∈ QuiΓn such
that
(a) for any β ∈ I(Γn), β 6= ∅, the eigenvalues of the operator Tβ belong to Gβ,
(b) for any β ∈ I(Γn), β 6= ∅, none of the eigenvalues of the operator T¯β is a positive
integer.
Suppose we have
a non-resonant subset Gβ ⊂ C for every vertex β ∈ I(Γn), β 6= ∅,
a weakly non-resonant set G˜β for every vertex β ∈ I(Γ
n),
a weakly non-resonant subset Gα,β for every edge (α, β) ∈ E(Γn), α ≻ β, and loop
(α, α)β of Γn.
Denote by QuiΓn,{Gβ , eGβ ,Gα,β} the subcategory of all quivers {Vα, Aα,β, A
β
α} ∈ QuiΓn , such
that
(a) for any β ∈ I(Γn), β 6= ∅, the eigenvalues of the operator Tβ belong to Gβ,
(c) for any β ∈ I(Γn), the eigenvalues of the operator S˜β belong to G˜β and
(d) for any edge (α, β) ∈ E(Γn), α ≻ β, and loop (α, α)β the eigenvalues of the
operator Aβα belong to Gα,β.
The categories QuiΓn,{Gβ , eGβ ,Gα,β} and QuiΓn,{Gβ} are full abelian subcategories of the
category QuiΓn . The categories QuiΓn,{Gβ , eGβ ,Gα,β} and QuiΓn,{Gβ} are closed under exten-
sions.
We call a level n quiver non-resonant if it belongs to the subcategory QuiΓn,{Gβ} for
some collection {Gβ}. We call a level n quiver strongly non-resonant if it belongs to the
subcategory QuiΓn,{Gβ , eGβ ,Gα,β} for some collections {Gβ}, {G˜β}, and {Gα,β}.
3.3. Restrictions of quivers. For integers k, l, 0 ≤ k < l ≤ N , we define a functor
J
∗
l,k : QuiΓl → QuiΓk . If VΓl = {Vα, Aα,β} is a quiver from QuiΓl, then the quiver J
∗
l,k(VΓl) =
{Wα, Bα,β, B
β
α} ∈ QuiΓk is defined as follows.
For every α ∈ I(Γk), the space Wα coincides with the space Vα. For every α, β ∈
I(Γk), α 6= β, the map Bα,β : Wβ → Wα coincides with the map Aα,β : Vβ → Vα. For
every loop (α, α)β ∈ E(Γk), the map Bβα is equal to the product Aα,βAβ,α.
One can check that relations (i-v) in Section 2.2 for the level l quiver VΓl imply relations
(i-v) in Section 2.2 for the level k quiver J∗l,k(VΓl). If VΓl = {Vα, Aα,β} and V
′
Γl = {V
′
α, A
′
α,β}
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are two level l quivers, and ϕ = {ϕα : Vα → V ′α | α ∈ I(Γ
l)} a morphism of these quivers,
then the collection {ϕα : Vα → V ′α | α ∈ I(Γ
k)} defines a morphism J∗l,k(ϕ) of level k
quivers J∗l,k(VΓl) and J
∗
l,k(V
′
Γl).
One can check that the functor J∗l,k is exact and it maps the subcategory of non-resonant
Γl quivers to the subcategory of non-resonant Γk quivers. For 0 ≤ k1 < k2 < k3 ≤ N , we
have
(3.10) J∗k3,k1 = J
∗
k2,k1
· J∗k3,k2 ,
and for any 0 ≤ k < l ≤ N
(3.11) J∗l,k · τl = τk · J
∗
l,k .
We will use the notation J∗0 for the functor J
∗
N,0 : QuiΓ = QuiΓN → QuiΓ0 .
The quiver J∗l,k(VΓl) is called the restriction at level k of the quiver VΓl. The functors
J
∗
l,k are called the restriction functors.
3.4. Direct images of quivers. Now we recall the definition of the left and right adjoint
functors.
Let A and B be additive categories; let F : A → B and G : B → A be additive functors.
The functor F is called a left adjoint to G and the functor G is called a right adjoint to
F , if there exists a collection of isomorphisms
(3.12) αX,Y : HomA (X,G(Y ))
∼
→ HomB (F (X), Y ) , X ∈ A, Y ∈ B,
such that
• for any X,X ′ ∈ A, Y ∈ B, φ ∈ HomA (X,G(Y )), γ ∈ HomA (X ′, X), we have
αX′,Y (φγ) = αX,Y (φ)F (γ),
• for any X,∈ A, Y, Y ′ ∈ B, φ ∈ HomB (F (X), Y )), δ ∈ HomB (Y, Y ′), we have
αX,Y ′(G(δ)φ) = δ · αX,Y (φ).
For a given additive functor F : A → B its left adjoint functor G : B → A is unique
up to an isomorphism, if exists. Analogously, for a given additive functor G : B → A its
right adjoint functor F : A → B is unique up to an isomorphism, if exists.
The isomorphisms (3.12) determine collections of canonical morphisms
(3.13) σF,G : X → GF (X), τF,G : FG(Y )→ Y, X ∈ A, Y ∈ B,
where σF,G = α
−1
X,F (X)( idF (X)) and τF,G = αG(Y ),Y ( idG(Y )). The collections determine
natural transformations of the functors σF,G : IdA → GF and τF,G : FG→ IdB, that is,
• for any X,X ′ ∈ A, γ ∈ HomA (X ′, X) we have the equality σF,Gγ = GF (γ)σF,G
in HomA (X
′, GF (X)),
• for any Y, Y ′ ∈ B, δ ∈ HomB (Y, Y ′) we have the equality δτF,G = τF,GFG(δ) in
HomB (FG(Y ), Y
′).
Our next goal is to describe the functor Jn,n−1,∗ : QuiΓn−1 → QuiΓn , which is the right
adjoint functor to the functor J∗n,n−1.
Let VΓn−1 = {Vα, Aα,β, A
β
α} be a level n− 1 quiver. Define a new level n quiver WΓn =
{Wα, Bα,β, Bβα} as follows.
For α ∈ I(Γn−1), set Wα = Vα.
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For α ∈ In(Γ), denote by W˜α the direct sum W˜α = ⊕γ∈In−1(Γ), γ≻α Vγ. Set Wα to be
the subspace of W˜α, generated by the vectors w =
∑
γ∈In−1(Γ), γ≻α
vγ , vγ ∈ Vγ, such that
for any δ ∈ In−2(Γ) with δ > α, the sum
∑
γ∈In−1(Γ), γ≻α
Aδ,γ(vγ) equals zero.
Set Bα,β = Aα,β , if α and β both belong to I(Γ
n−1).
Let α ∈ In−1(Γ), β ∈ In(Γ), and α ≻ β. Set Bα,β : Wβ → Wα to be the restriction to
the subspace Wβ of the projection of the space W˜β to the space Wα = Vα along the other
direct summands of W˜β . Define the map Bβ,α : Wα → Wβ by the relation
Bβ,α (vα) = A
β
α (vα) −
∑
Aα′,δAδ,α (vα) ,
where vα ∈ Vα = Wα and the sum is over all α′ ∈ In−1(Γ) and δ ∈ In−2(Γ), such that
δ ≻ α and δ ≻ α′.
Let α ∈ In(Γ), β ∈ In+1(Γ), and α ≻ β. Define the map B
β
α : Wα → Wα by the
relation
Bβα (
∑
γ∈In−1(Γ), γ≻α
vγ) =
∑
γ, γ≻α
∑
δ, γ≻δ≻β, δ 6=α
Aδγ (vγ),
where vγ ∈ Vγ.
Proposition 3.3. The collection WΓn = {Wα, Bα,β, Bβα} is a level n quiver. 
The assignment VΓn−1 7→ WΓn determines a functor Jn,n−1,∗ : QuiΓn−1 → QuiΓn.
Let V ′Γn = {V
′
α, A
′
α,β , A
′β
α} be a level n quiver and φ a morphism of Γn−1 quivers φ :
J
∗
n,n−1(V
′
Γn)→ VΓn−1 , given by a collection of linear maps φα : V
′
α → Vα, α ∈ I(Γ
n−1).
Define a new morphism of level n quivers φ˜ : V ′Γn →WΓn by the following rules.
Set φ˜α = φα : V
′
α →Wα = Vα if l(α) < n.
Let l(β) = n and v′β ∈ V
′
β. Set φ˜β(v
′
β) =
∑
α,α≻β φαA
′
α,β(v
′
β). We have φ˜β(v
′
β) ⊂Wβ.
Proposition 3.4.
(i) The assignment βV ′Γn ,VΓn−1 : φ 7→ φ˜ determines an isomorphism
βV ′
Γn
,VΓn−1
: HomQuiΓn−1 (J
∗
n,n−1(V
′
Γn),VΓn−1)
∼
→ HomQuiΓn (V
′
Γn , Jn,n−1,∗(VΓn−1)) .
(ii) The functors J∗n,n−1 and Jn,n−1,∗ form a pair of left and right adjoint functors with
respect to the collection of isomorphisms
αV ′
Γn
,VΓn−1
: HomQuiΓn(V
′
Γn , Jn,n−1,∗(VΓn−1))
∼
→ HomQuiΓn−1 (J
∗
n,n−1(V
′
Γn),VΓn−1) ,
where αV ′
Γn
,VΓn−1
= β−1V ′
Γn
,VΓn−1
. 
For 0 ≤ k < l ≤ N , define the functors
Jl,k,∗ : QuiΓk → QuiΓl , Jl,k,! : QuiΓk → QuiΓl
by the formulas
(3.14) Jl,k,∗ = Jl,l−1,∗ · · · Jk+1,k,∗(VΓk) , Jl,k,! = τ
−1
l · Jl,k,∗ · τk .
The functors Jl,k,∗ and Jl,k,! are called the quiver direct image functors.
For 0 ≤ k1 < k2 < k3 ≤ N , we have
Jk3,k1,∗ = Jk3,k2,∗ · Jk2,k1,∗ , Jk3,k1,! = Jk3,k2,! · Jk2,k1,! .
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We will use the notation J0,∗ and J0,!, respectively, for the functors JN,0,∗ : QuiΓ0 →
QuiΓN = QuiΓ and JN,0,! : QuiΓ0 → QuiΓN = QuiΓ.
The functor Jl,k,∗ is the right adjoint to the functor J
∗
l,k. For any V
′
Γl and VΓk the isomor-
phism αV ′
Γl
,V
Γk
: HomQui
Γl
(V ′
Γl
, Jl,k,∗(VΓk))
∼
→ HomQui
Γk
(J∗l,k(V
′
Γl
),VΓk) is the composition
αV ′
Γl
,V
Γk
= αJ∗l,k+1(V ′Γl),VΓk
· · ·αJ∗l,l−1(V ′Γl),Jl−2,k,∗(VΓk )
αV ′
Γl
,Jl−1,k,∗(VΓk )
.
The functor Jl,k,! is left adjoint to the functor J
∗
l,k. For any V
′
Γl
and VΓk the corresponding
isomorphism α′V
Γk
,V ′
Γl
: HomQui
Γk
(VΓk , J
∗
l,k(V
′
Γl))
∼
→ HomQui
Γl
(Jl,k,!(VΓk),V
′
Γl) is defined by
the relation
α′V
Γk
,V ′
Γl
(φ) = τ−1l · ατl(V ′
Γl
),τk(VΓk )
· τk(φ) .
Thus J∗l,k : QuiΓl → QuiΓk and Jl,k,∗ : QuiΓk → QuiΓl form a left and right adjoint pair,
as well as Jl,k,! : QuiΓk → QuiΓl and J
∗
l,k : QuiΓl → QuiΓk form a left and right adjoint
pair.
Remark. Below we give a direct description of the functor Jn,n−1,!.
Let VΓn−1 = {Vα, Aα,β, A
β
α} be a level n − 1 quiver. Define a new level n quiver UΓn =
{Uα, Cα,β, Cβα} as follows.
For α ∈ I(Γn−1), we set Uα = Vα.
For α ∈ In(Γ), we set U˜α = ⊕γ∈In−1(Γ), γ≻α Vγ. We set Uα to be the quotient of U˜α over
the subspace, generated by the vectors
∑
α, δ≻α≻β Aα,δ(vδ), where δ ∈ In−2(Γ), δ > β, and
vδ ∈ Vδ. Let π : U˜α → Uα be the natural projection.
We set Cα,β = Aα,β , if α and β both belong to I(Γ
n−1).
Let α ∈ In−1(Γ), β ∈ In(Γ), and α ≻ β. We set Cβ,α : Uα → Uβ to be the composition
of the inclusion Uα = Vα →֒ U˜β = ⊕γ∈In−1(Γ), γ≻α Vγ and the projection π : U˜β → Uβ .
Define the map Cα,β : Uβ → Uα, u 7→ Cα,β(u) by the following rules:
• Assume that there exists vα ∈ Vα such that π(vα) = u, then we set Cα,β (u) =
π(Aβα (vα)) .
• Assume that there exists γ ∈ In−1(Γ), γ 6= α, and vγ ∈ Vγ such that π(vγ) = u.
Assume that there exists δ ∈ In−2(Γ) such that δ ≻ α, δ ≻ γ. Then we set
Cα,β (u) = −π(Aα,δAδ,γ (vγ)) .
• Assume that there exists γ ∈ In−1(Γ), γ 6= α, and vγ ∈ Vγ such that π(vγ) = u.
Assume that there is no δ ∈ In−2(Γ) such that δ ≻ α, δ ≻ γ. Then we set
Cα,β (u) = 0.
Let α ∈ In(Γ), β ∈ In+1(Γ), and α ≻ β. Define the map C
β
α : Uα → Uα by the relation
Cβα π (
∑
γ∈In−1(Γ), γ≻α
vγ) =
∑
γ, γ≻α
∑
δ, γ≻δ≻β, δ 6=α
π (Aδγ (vγ)),
where vγ ∈ Vγ.
Proposition 3.5. The collection UΓn = {Uα, Cα,β, Cβα} is a level n quiver. This level n
quiver is isomorphic to Jn,n−1,!(VΓn−1) . 
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Proposition 3.6. For any k < l and any level k quiver VΓk = {Vα, Aα,β, A
β
α}, the canon-
ical morphisms
σJl,k,!,J∗l,k : VΓk → J
∗
l,kJl,k,!(VΓk),
τJ∗l,k,Jl,k,∗ : J
∗
l,kJl,k,∗(VΓk)→ VΓk
(3.15)
are isomorphisms. 
The proofs of Propositions 3.3–3.6 are direct linear algebra calculations.
Define the morphism
sl,k : Jl,k,!(VΓk) → Jl,k,∗(VΓk)
by the formula
(3.16) sl,k = αV
Γk
,Jl,k,∗(VΓk)
(
τ−1
J∗l,k,Jl,k,∗
)
,
where αX,Y are isomorphisms (3.12), establishing the adjunction property of the functors
Jl,k,! and J
∗
l,k.
For 0 ≤ k < l ≤ N and a level k quiver VΓk = {Vα, Aα,β, A
β
α}, denote by Jl,k,!∗(VΓk) ∈
QuiΓl the image of Jl,k,!(VΓk) in Jl,k,∗(VΓk) with respect to sl,k.
We use the notation s0 for the morphism sN,0 and J0,!∗(VΓ0) for the quiver J0,N,!∗(VΓ0) ∈
QuiΓ.
3.5. Example. Let X be C2 with coordinates z1, z2. Let C = {H1, H2, H3} be the ar-
rangement of three lines, H1 = {z1 = 0}, H2 = {z2 = 0}, H1 = {z1 = z2}, intersecting at
one point. The stratification of X consists of 5 strata:
The complement to the union of lines, X∅ = {(z1, z2) | z1 6= 0, z2 6= 0, z1 6= z2};
The lines without the point, Xαi = Hi \ {(0, 0)}, i = 1, 2, 3;
The point, Xβ = {(0, 0)}.
The principal open subset X0 is X∅. The principal open subset X
1 is the complement to
the point, X1 = X \ {(0, 0)}. The principal open subset X2 is X .
The graph Γ of the arrangement has five vertices, ∅, α1, α2, α3, β, such that l(∅) = 0,
l(αi) = 1, l(β) = 2. The graph has six edges (∅, αi), (αi, β). We have ∅ ≻ αi ≻ β.
The level two graph Γ2 coincides with Γ. The level one graph Γ1 has four vertices
∅, α1, α2, α3, three edges (∅, αi) and three loops (αi, αi)β. The level zero graph Γ0 consists
of one vertex ∅ and three loops (∅, ∅)αi.
(i) A quiver VΓ (the same as a level two quiver) is a collection of five vector spaces,
V∅, Vβ, Vαi , i = 1, 2, 3, and twelve linear maps, Aαi,∅ : V∅ → Vαi , A∅,αi : Vαi → V∅,
Aαi,β : Vβ → Vαi , Aβ,αi : Vαi → Vβ, such that
3∑
i=1
Aβ,αiAαi,∅ = 0,
3∑
i=1
A∅,αiAαi,β = 0,
and
Aαj ,∅A∅,αi + Aαj ,βAβ,αi = 0
for all pairs (i, j), i 6= j.
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(ii) A level one quiver VΓ1 is a collection of four vector spaces, V∅, Vαi , i = 1, 2, 3, and
nine linear maps Aαi,∅ : V∅ → Vαi , A∅,αi : Vαi → V∅, A
β
αi
: Vαi → Vαi , such that
AβαiAαi,∅ = Aαi,∅
∑
j 6=i
A∅,αjAαj ,∅,
A∅,αiA
β
αi
=
∑
j 6=i
A∅,αjAαj ,∅A∅,αi .
(iii) A level zero quiver VΓ0 consists of the vector space V = V∅ and three linear maps
Ai : V → V , i = 1, 2, 3. subject to the relations
[Ai, A1 + A2 + A3] = 0, i = 1, 2, 3.
Let VΓ be a quiver as in (i). Then its restriction J∗2,1(VΓ) to level one is the level one
quiver {W∅,Wαi , B∅,αi, Bαi,∅, B
β
αi
}, where W∅ = V∅, Wαi = Vαi , B∅,αi = A∅,αi , Bαi,∅ =
Aαi,∅, and B
β
αi
= Aαi,βAβ,αi .
Let VΓ1 be a level one quiver as in (ii). Its restriction J
∗
1,0(VΓ1) to level zero is the level
zero quiver {W∅, B
i, }, where W∅ = V∅, B
i = A∅,αiAαi,∅.
Let VΓ0 be a level zero quiver as in (iii). Its direct image J1,0,∗(VΓ0) is the level one
quiver {W∅,Wαi, B∅,αi , Bαi,∅, B
β
αi
}, where W∅ = V , Wαi = V , B∅,αi = Id, Bαi,∅ = A
i, and
Bβαi =
∑
j∈{1,2,3}, j 6=iA
j .
The direct image J1,0,!(VΓ0) is the level one quiver {U∅, Uαi , C∅,αi, Cαi,∅, C
β
αi
}, where
U∅ = V , Uαi = V , Cαi,∅ = Id, C∅,αi = A
i, and Cβαi =
∑
j∈{1,2,3}, j 6=iA
j .
Let VΓ1 be a level one quiver as in (ii). Its direct image J2,1,∗(VΓ1) is the level two
quiver {W∅,Wαi ,Wβ, B∅,αi, Bαi,∅, Bβ,αi, Bαi,β}, where W∅ = V∅, Wαi = Vαi , Wβ is the
subspace of the direct sum W˜β = ⊕iVαi, generated by the vectors
∑3
i=1 vαi , such that∑
iA∅,αi(vαi) = 0. The maps B∅,αi are equal to A∅,αi, The maps Bαi,∅ are equal to
Aαi,∅. The maps Bαi,β and Bβ,αi are defined by the formulas Bαi,β(
∑
j vαj ) = vαi and
Bβ,αi(vαi) = A
β
αi
(vαi)−
∑
j∈{1,2,3}, j 6=iAαj ,∅A∅,αi(vαi).
The direct image J2,1,!(VΓ1) is the level two quiver {U∅, Uαi , Uβ, C∅,αi, Cαi,∅, Cβ,αi, Cαi,β, },
where U∅ = V∅ and Uαi = Vαi . The space Uβ is the quotient space of U˜β = ⊕iVαi
over the subspace, generated by the vectors
∑3
i=1Aαi,∅(v∅), v∅ ∈ V∅. Let π : U˜β → Uβ
be the canonical projection. The maps C∅,αi are equal to A∅,αi . The maps Cαi,∅ are
equal to Aαi,∅. The maps Cβ,αi are defined by the formulas Cβ,αi(vαi) = π(vαi). The
maps Cαi,β are defined by the formulas Cαi,β(π(vαi)) = π(A
β
αi
(vαi)) and Cαi,β(π(vαj )) =
−π(Aαi,∅A∅,αj (vαj )) if j 6= i.
3.6. Direct images of level zero quivers. The direct images of level zero quivers can
be obtained by inductive application of the construction of the previous section. Here we
give a direct description of the functors J0,∗ and J0,!.
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A level zero quiverW Γ0 ∈ QuiΓ0 consists of a vector spaceW = W∅ and linear operators
Bi = Bi∅ : W → W , i ∈ I1(Γ), such that for each α ∈ I2(Γ), i ≻ α, we have
(3.16) [Bi,
∑
j, j≻α
Bj ] = 0 .
Let W Γ0 = {W,B
i} be a level zero quiver. Define a quiver VΓ = {Vα, Aα,β} ∈ QuiΓ as
follows.
For α ∈ I(Γ), set Vα = Fα ⊗W , where Fα is the subspace of the flag space F(C),
corresponding to α ∈ I(Γ).
For β ≻ α, l(β) = m define the map Aα,β : Vβ → Vα by the rule
(3.17) Aα,β : Fβ0,...,βm−1,β ⊗ w 7→ (−1)
mFβ0,...,βm−1,β,α ⊗ w .
To define the maps Aα,β : Vβ → Vα for α ≻ β we need the following construction.
Let Fβ0,...,βm−1,βm ∈ F(C) be a flag and α ∈ Im−1(Γ), α ≻ βm, a vertex. Assume
that there exists a flag Fα0,...,αm−1 ∈ F(C) such that αm−1 = α and αk ≻ βk+1 for
k = 0, . . . , m− 1. It is easy to see such a flag is unique. We call Fα0,...,αm−1 the cutoff of
Fβ0,...,βm in the direction of α and denote by F
α
β0,...,βm
. If such a flag does not exists, then
we say that the cutoff is zero and set F αβ0,...,βm = 0.
We define the number (α; β0, ..., βm−1, βm) to be the maximal codimension in which the
flags Fβ0,...,βm−1 and Fα0,...,αm−1 coincide. More precisely, we define (α; β0, ..., βm) = k if
β0 = α0, ..., βk = αk for k < m− 1 and βk+1 6= αk+1. We define (α; β0, ..., βm) = m − 1 if
βk = αk for k = 0, ..., m− 1. We define (α; β0, ..., βm) = 0 if F αβ0,...βm=β = 0.
For β ≻ α, define the map Aα,β : Vβ → Vα by the rule
(3.18) Aα,β : Fβ0,...,βm−1,βm=β ⊗ w 7→ (−1)
kF αβ0,...,βm−1,βm ⊗
∑
Bi(w) ,
where k = (α; β0, ..., βm) and the sum is over all i ∈ I1(Γ) such that i ≥ αk+1 and i 6≥ αk.
Another form of formula (3.18) is
Aα,β : Fβ0,...,βm−1,βm=β ⊗ w 7→ (−1)
kFβ0,...,βk,αk+1,...,αm−1=α ⊗
∑
Bi(w) ,
where the sum is over i ∈ I1(Γ) such that i∧βk = βk+1, i∧αk+1 = βk+2, ..., i∧αm−1 = βm.
Here k = (α; β0, ..., βm) and Fβ0,...,βk,αk+1,...,αm−1 = F
α
β0,...,βm−1,β
.
Proposition 3.7.
(i) The spaces Vα and operators Aα,β form a quiver VΓ ∈ QuiΓ.
(ii) The quiver VΓ is isomorphic to J0,!(W Γ0).
(iii) For any quiver U = {Uα, Cα,β} ∈ QuiΓ and a morphism ϕ ∈ HomQuiΓ0 (W Γ0 , J
∗
0(U)),
the adjoint morphism αWΓ0 ,U(ϕ) ∈ HomQui(J0,! (W Γ0),U) is given by the relations
(3.19) αWΓ0 ,U(ϕ) :
F∅ ⊗ w 7→ ϕ(w)
Fα0,...,αm ⊗ w 7→ (−1)
m−1Cαmαm−1 · · ·Cα1α0 ϕ(w) , m ≥ 1 .
(iii) The functor J0,! : QuiΓ0 → QuiΓ is exact. 
For a level zero quiver W Γ0 = {W,B
i}, define a quiver V˜Γ = {V˜α, A˜α,b) ∈ QuiΓ as
follows.
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Let A(Γ) be the Orlik-Solomon algebra of the graph Γ. For α ∈ I(Γ), define the
projection operator Pα : A(Γ)→ A(Γ) by the formula
Pα(Hj1 , ..., Hjm) =
{
(Hj1, ..., Hjm), if j1 ∧ ... ∧ jm = α,
0, otherwise
Set V˜α = Pα(A)⊗W . Define the linear maps A˜α,β : V˜β → V˜α by the formula
(3.20) A˜α,β : (Hj1, ..., Hjm)⊗ w 7→
m∑
k=1
(−1)k−1Pα((Hj1, ..., Ĥjk , ..., Hjm))⊗ w
if α ≻ β, and by the formula
(3.21) A˜α,β : (Hj1, ..., Hjm)⊗ w 7→
∑
k∈I1(Γ)
Pα((Hk, Hj1, ..., Hjm))⊗ B
k(w).
if β ≻ α.
Proposition 3.8.
(i) The spaces V˜α and linear maps A˜α,β form a quiver V˜Γ ∈ QuiΓ.
(ii) The quiver V˜Γ is isomorphic to J0,∗(W Γ0).
(iii) The morphism s0 : J0,!(W Γ0)→ J0,∗(W Γ0) is given by the formula
(3.22) s0 : Fα0,...,αm ⊗ w 7→
∑
(Hj1, . . . , Hjm)⊗ B
jm · · ·Bj1(w) ,
where the sum is taken over all tuples (Hj1 , ..., Hjm), such that Hj1 ⊃ Xα1, ..., Hjm ⊃ Xαm.
(iv) The functor J0,∗ : QuiΓ0 → QuiΓ is exact. 
The morphism s0 : J0,!(W Γ0) → J0,∗(W Γ0) is called the quiver Shapovalov map. It is
a matrix generalization of the Shapovalov map Sa from the flag complex to the Aomoto
complex, see Section 2.5.
Identifying A(C) with F∗(C), as in Section 2.5, we can consider the map s0 as a bilinear
form on the vector space F(C) with values in End W . This quiver Shapovalov form is
given by the formula:
s0(Fα0,α1,...,αm, Fα0,α′1,...,α′m) =
∑
σ∈Sm
(−1)l(σ)
∑
Bjm · · ·Bj1 ,
where the inner sum is taken over all j1, ..., jm ∈ J(C), such that Hj1 ⊃ Xα1 , ..., Hjm ⊃
Xαm , and Hjσ(1) ⊃ Xα′1 , ..., Hjσ(m) ⊃ Xα′m .
If all operators Bj : W → W , j ∈ J(C), commute, then the quiver Shapovalov form is
symmetric.
3.7. Monodromy operators for quivers J0,!(W Γ0) and J0,∗(W Γ0). Suppose that each
operator Bi of the level zero quiver W Γ0 = {W,B
i} has a single eigenvalue λi. We call
the collection {λi}, i ∈ I1(Γ), the spectrum of W Γ0 . For α ∈ I(Γ), set
(3.23) λα =
∑
i∈I1(Γ), i≥α
λi .
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We call the spectrum {λi} non-resonant if
(3.24) λα 6∈ Z \ {0} for all α ∈ I(Γ).
Let J0,!(W Γ0) = {Vα, Aα,β} and J0,∗(W Γ0) = {V˜α, A˜α,β}.
Proposition 3.9.
(i) For α ∈ I(Γ) and the quiver J0,!(W Γ0), consider the central element Sα of the local
algebra Oα(J0,!(W Γ0)), see (3.4). Then Sα is the scalar operator with eigenvalue λα.
(ii) For α ∈ I(Γ), α ≻ β, and the quiver J0,!(W Γ0), consider the operator A
β
α = Aα,βAβ,α :
Vα → Vα. Then Aβα is scalar with eigenvalue λβ − λα.
(iii) For α ∈ I(Γ) and the quiver J0,!(W Γ0), consider the operators Tα and T¯α, defined
in (3.5) and (3.6), respectively. Then every eigenvalue of Tα is either 0 or λα and every
eigenvalue of T¯α is either 0 or λα.
Proposition 3.10.
(i) For α ∈ I(Γ) and the quiver J0,∗(W Γ0), consider the central element Sα of the local
algebra Oα(J0,∗(W Γ0)), see (3.4). Then Sα is the scalar operator with eigenvalue λα.
(ii) For α ∈ I(Γ), α ≻ β, and the quiver J0,∗(W Γ0), consider the operator A˜
β
α = A˜α,βA˜β,α :
V˜α → V˜α. Then A˜βα is scalar with eigenvalue λβ − λα.
(iii) For α ∈ I(Γ) and the quiver J0,∗(W Γ0), consider the operators Tα and T¯α, defined
in (3.5) and (3.6), respectively. Then every eigenvalue of Tα is either 0 or λα and every
eigenvalue of T¯α is either 0 or λα.
Proposition 3.11. Let C be a central arrangement (that is, all hyperplanes of C contain
0 ∈ CN). Then for each of the quivers J0,!(W Γ0) and J0,∗(W Γ0), the operator S, defined
in (3.8), has a single eigenvalue which is equal to λ∞ =
∑
j∈J(C) λj.
Corollary 3.12.
(i) Let W Γ0 = {W,B
i} be a level zero quiver with non-resonant spectrum. Then the
quivers J0,!(W Γ0), J0,∗(W Γ0), and J0,!∗(W Γ0) are non-resonant. The same conclusion is
valid if all operators Bi are close to zero.
(ii) Let C be a central arrangement and W Γ0 = {W,B
i} a level zero quiver with non-
resonant spectrum. Then the quivers J0,!(W Γ0), J0,∗(W Γ0) and J0,!∗(W Γ0) are strongly
non-resonant. The same conclusion is valid if all operators Bi are close to zero.
Statements of the corollary for level zero quivers with non-resonant spectrum follow
directly from Propositions 3.9-3.11. IfW Γ0 = {W,B
i} is a level zero quiver with operators
Bi close to zero, then all monodromy operators of quivers J0,!(W Γ0), J0,∗(W Γ0), and
J0,!∗(W Γ0) are close to zero and their eigenvalues belong to some non-resonant sets. 
Propositions 3.9– 3.11 are proved in Section 7.
3.8. Example. Let X be C2 and C = {H1, H2, H3} the arrangement of three lines, con-
sidered in Section 3.5.
In notations of Sections 2.5 and 3.5, the flag complex F(C) of the arrangement has
seven flags F∅, F∅,α1 , F∅,α2 , F∅,α3 , F∅,α1,β, F∅,α2,β, F∅,α3,β, subject to the relation
F∅,α1,β + F∅,α2,β + F∅,α3,β = 0 .
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We have F∅ = C ·F∅ , Fαi = C ·F∅,αi , i = 1, 2, 3, and Fβ is generated by the flags F∅,αi,β,
i = 1, 2, 3.
The Orlik–Solomon algebra A(C) is generated by symbols 1, (Hi) with i = 1, 2, 3, and
by symbols(Hi, Hj), where i, j = 1, 2, 3. We have (Hi, Hj) = −(Hj , Hi) and
(H1, H2) − (H1, H3) + (H2, H3) = 0 .
Let VΓ0 be a level zero quiver as in Section 3.5, (iii).
The direct image J0,!(VΓ2) is the quiver {W∅,Wαi,Wβ, B∅,αi , Bαi,∅, Bβ,αi , Bαi,β} of Γ,
where Wγ = Fγ ⊗ V for all γ ∈ I(Γ), and
Bαi,∅(F∅ ⊗ v) = F∅,αi ⊗ v , B∅,αi(F∅,αi ⊗ v) = F∅ ⊗ A
i(v) ,
Bβ,αi(F∅,αi ⊗ v) = −F∅,αi,β ⊗ v ,
Bαi,β(F∅,αi,β ⊗ v) = F∅,αi ⊗
∑
j, j 6=i
Aj(v) ,
Bαj ,β(F∅,αi,β ⊗ v) = −F∅,αj ⊗A
i(v) , j 6= i .
The direct image J0,∗(VΓ0) is the quiver {U∅, Uαi, Uβ , C∅,αi, Cαi,∅, Cβ,αi, Cαi,β, } of Γ,
where U∅ = C · 1⊗V , Uαi = C · (Hi)⊗V , and Uβ is generated by the vectors (Hi, Hj)⊗ v,
i, j = 1, 2, 3, v ∈ V . We have
Cαi,∅(1⊗ v) = (Hi)⊗A
i(v) , C∅,αi((Hi)⊗ v) = 1⊗ v ,
Cβ,αi((Hi)⊗ v) =
∑
j, j 6=i
(Hj, Hi)⊗ A
j(v) ,
Cαi,β((Hj, Hi)⊗ v) = (Hi)⊗ v , j 6= i ,
Cαi,β((Hj, Hk)⊗ v) = 0 , i /∈ {j, k}.
The Shapovalov map s0 : J0,!(VΓ0)→ J0,∗(VΓ0) is given by the formulas:
s0(F∅ ⊗ v) = v , s0(F∅,αi ⊗ v) = (Hi)⊗ A
i(v) ,
s0(F∅,αi,β ⊗ v) =
∑
j, j 6=i
(Hi, Hj)⊗ A
jAi(v) .
The quiver J0,!∗(VΓ0) is the subquiver of J0,∗(VΓ0), generated by the vectors 1 ⊗ v, (Hi)⊗
Ai(v),
∑
j, j 6=i(Hi, Hj)⊗ A
jAi(v), where i = 1, 2, 3 and v ∈ V .
Suppose that each of the operators Ai : V → V of the level 0 quiver VΓ0 has a single
eigenvalue λi. Then the quivers J0,!(VΓ0), J0,∗(VΓ0) and J0,!∗(VΓ0) are strongly non-resonant
if λ1 + λ2 + λ3 6∈ Z \ {0} and λi 6∈ Z \ {0} for all i = 1, 2, 3.
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4. Quiver D-modules
4.1. Modules over rings of differential operators. Here we briefly recall the basic
terminology of modules over rings of differential operators [K1, K4, B].
Let Y be a smooth algebraic variety over C. We denote by DY the sheaf of rings of
linear algebraic differential operators over Y . Let M be a sheaf of modules over the sheaf
DY . We call M a DY -module. A DY -module M is called coherent if the sheaf M can
be locally presented as the cokernel of a morphism of free DY -modules of finite rank.
We denote by MY the category of coherent DY -modules. If Y is affine, then the space
M = Γ(Y,M) of global sections of a coherent DY -module M is a module over the ring
DM = Γ(Y,DY ) of global algebraic differential operators over Y , and the sheaf M is
determined by localizations of M , that is, for any open affine U ⊂ Y , we have
Γ(U,M) = DU ⊗DY M .
Let U be an affine open subset in an algebraic variety Y and T ∗U the cotangent bundle
of U . A coherent DU -module MU has singular support ss.M ⊂ T ∗U , which is defined as
follows. Denote by DkU ⊂ DU the subspace of differential operators of order not greater
than k. The spaces DkU define an increasing filtration of the ring DU such that the
corresponding graded ring GrDU is a commutative ring isomorphic to the polynomial
ring C[T ∗U ]. An increasing filtration {MkU} of the module MU is called good if it agrees
with the filtration {DkU} of the ring DU :
• DkUM
l
U ⊂M
k+l
U for all k, l;
• DkUM
l
U =M
k+l
U for all l ≥ l0, k ≥ 0;
• All MkU are finitely generated OU -modules.
For a good filtration, the graded space grMU is a coherent module over GrDU and thus
defines an algebraic variety ss.MU ⊂ T
∗U . More precisely, the variety is defined by the
radical of the annihilator ideal Ann(grMU). The variety is called the singular support or
characteristic variety of the DU -module MU .
Bernstein’s theorem [Bn] says that a coherent DU -module admits a good filtration and
the singular support of MU does not depend on the choice of the good filtration. This
implies that the characteristic variety for a coherent DY -module MY on a nonsingular
variety Y is well defined. The characteristic variety is an involutive subvariety of T ∗Y
with respect to the canonical symplectic structure on T ∗Y , thus its dimension is not
less than the dimension of Y . A DY -module MY is called holonomic if its characteristic
variety is lagrangian. Denote byMholY ⊂MY the full subcategory of sheaves of holonomic
DY -modules.
Let OY denote the structure sheaf of regular functions on Y , OanY the sheaf of holo-
morphic functions on Y ; ΩkY the sheaf of k-forms on Y ; Ω
k,an
Y the sheaf of holomorphic
k-forms on Y .
The simplest examples of holonomic DY -modules are provided by flat algebraic con-
nections in algebraic vector bundles over Y . Recall that a connection ∇ in a locally free
OY -module S of local sections of a vector bundle S is a C-linear map
∇ : S → Ω1Y ⊗OY S,
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satisfying the condition ∇(fs) = df ⊗ s + f∇(s) for f ∈ OY and s ∈ S. The curvature
∇(2) of the connection ∇,
∇(2) : Ω1Y ⊗OY S → Ω
2
Y ⊗OY S,
is determined by conditions ∇(2)(ω ⊗ s) = dω ⊗ s− ω ∧ ∇(s) for any ω ∈ Ω1Y and s ∈ S.
The connection is flat if its curvature is zero.
A flat connection (∇,S) can be canonically extended to a holomorphic flat connection,
(∇an,OanY ⊗OY S).
A flat connection (∇,S) provides the OY -module S with a structure of a DY -module
S∇, where the action of a vector field ξ is given by the relation ξ(s) = iξ(∇(s)).
Let Y be a stratified algebraic variety with smooth algebraic strata Yj, j ∈ J(Y ). It
means that Y is presented as a finite disjoint union of strata Yj, such that the closure of
each stratum is a union of strata. Denote by M˜holY ⊂ MY the full subcategory of holo-
nomic DY -modules M whose singular support is contained in the union of the conormal
bundles of strata of Y , ss.M ⊂
⋃
j∈J(Y ) T
∗
Yj
Y . This category is abelian and is closed under
extensions. If M ∈ M˜holY , then we say that M is smooth along the stratification of Y .
4.2. Quiver DX-modules. Let C be an arrangement in X = CN . Let {fβ,α, ξα,β | α, β ∈
I(Γ), α ≻ β} be an edge framing of C.
Let V be a quiver of the graph Γ of C. We define the associated quiver DX-module EV
as the quotient of the free sheaf R0EV = DX⊗C (⊕α∈I(Γ)Ωα ⊗Vα) of DX-modules over its
subsheaf R′EV of coherent DX-modules, whose global sections are the following global
sections of R0EV:
(i) the sections
(4.25) u ξ ⊗ ωα ⊗ vα −
∑
β,α≻β
〈ξ, fβ,α〉 u⊗ πβ,α(ωα)⊗Aβ,α(vα) ,
where α ∈ I(Γ), u⊗ ωα ⊗ vα ∈ DX ⊗C Ωα ⊗ Vα and ξ ∈ Tα ,
(ii) the sections
(4.26) u f ⊗ ωα ⊗ vα −
∑
β,β≻α
〈ξβ,α, f〉 u⊗ πβ,α(ωα)⊗ Aβ,α(vα) ,
where α ∈ I(Γ), u⊗ ωα ⊗ vα ∈ DX ⊗C Ωα ⊗ Vα and f ∈ Fα .
It is easy to see that the space generated by sections in (4.25)–(4.26) does not depend
on the choice of the edge framing. Thus the sheaf EV is determined by the quiver V only.
For any α ∈ I(Γ), ωα ∈ Ωα , vα ∈ Vα, we denote by ωα ⊗ vα the image in Γ(X,EV)
of the global section 1⊗ ωα ⊗ vα ∈ Γ(X,R0EV) with respect to the canonical projection
R0EV → EV. The vectors ωα ⊗ vα, where α ∈ I(Γ), ωα ∈ Ωα , vα ∈ Vα, generate
Γ(X,EV) as DX-module.
Remark. In [Kh, KhS2] relations (4.25)–(4.26) were written in a different but equivalent
form. Namely, let Ω̂α be the one-dimensional complex vector space of l(α)-exterior forms
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df1∧df2∧ ...∧dfl(α) with f1, . . . , fl(α) ∈ Fα . For any α ∈ I(Γ), choose an element ω̂α ∈ Ω̂α .
Then the relations of (4.25)–(4.26) are equivalent to the next relations,
ξ(ωα ⊗ vα) =
∑
β,α≻β
iξ(ω̂β) ∧ ωα
ω̂β ∧ ωβ
ωβ ⊗Aβ,α(vα),
f(ωα ⊗ vα) =
∑
β,β≻α
df ∧ ω̂β ∧ ωα
ω̂β ∧ ωβ
ωβ ⊗Aβ,α(vα).
(4.27)
The right hand side of formulas (4.27) does not depend on the choice of the forms ω̂α ∈ Ω̂α .
It is easy to see that a morphism of quivers φ : V → V ′ induces a natural morphism
Eφ : EV → EV ′ of DX-modules. Thus the correspondence E : V 7→ EV, E : φ 7→ Eφ
defines a functor from the category QuiΓ to the category of DX-modules.
Choose a vector space structure and a non-degenerate bilinear form <,> on CN . For
α ∈ I(Γ), introduce the spaces T ′α and F
′
α as in Section 2.2. Let S (T
′
α ⊕ F
′
α ) be the
symmetric tensor algebra over the space T ′α ⊕ F
′
α . Denote by Mα = Mα(V) the vector
space
(4.28) Mα = S (T
′
α ⊕ F
′
α )⊗ Ωα ⊗ Vα .
Clearly, there is a natural linear map of the vector space Mα to the vector space of global
section of EV.
Proposition 4.1. The vector space of global sections of the DX-module EV is isomorphic
to the direct sum of the spaces Mα,
(4.29) Γ(EV) ≃ ⊕α∈I(Γ)Mα .
The proposition is proved in Section 7.
For k = 0, ..., N , denote by V k the following finite dimensional subspace of global
sections of the DX-module EV:
(4.30) V k = ⊕
α∈Ik(Γ)
Ωα ⊗ Vα .
For any m ≥ 0 and l, 0 ≤ l ≤ N , set
Fmp EV =
N∑
k=0
Dm−kX V k, F
m,l
p EV =
N∑
k=l
Dm−kX V k
where DlX is the sheaf of differential operators over X of order less than or equal to l. We
have
DlXF
m
p EV ⊂ F
l+m
p EV and F
m1
p EV ⊂ F
m2
p EV
for m1 < m2, so that the graded factor EV = ⊕m≥0Fmp EV/F
m−1
p EV is a module over
grDX ≃ C[T ∗X ]. We call the filtration
(4.31) 0 = F−1p EV ⊂ F
0
pEV ⊂ F
1
pEV ⊂ ... ⊂ F
m
p EV ⊂ ... ⊂ EV
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the principal filtration of the quiver DX-module EV. The sheaves Fm,lp EV form a subfil-
tration
(4.32) ... ⊂ Fm−1p EV = F
m−1,0
p EV ⊂ F
m,N
p EV ⊂ ... ⊂ F
m,0
p EV = F
m
p EV ⊂ ...
of the principal filtration of the quiver DX -module EV. We call it the subtle filtration of
the quiver DX-module EV.
Proposition 4.2.
(i) The principal filtration (4.31) of the quiver DX-module EV is good.
(ii) The associated graded factor EV = gr EV of the sheaf EV with respect to the principal
filtration FpEV is isomorphic to
⊕
α∈I(Γ)
OXα ⊗
(
S(T ′α )⊗ Ωα ⊗ Vα
)
as the sheaf of OX-modules.
(iii) The DX-module EV is holonomic and smooth along the stratification {Xα}.
The proposition is proved in Section 7.
4.3. Example.
(i) Let X be C with coordinate z. Let C = {H1, ..., Hn}, where Hj = {z− tj = 0}. Denote
the vertices of the graph of the arrangement by the symbols ∅, and j, j = 1, ..., n. Let
V = {V∅, Vj , A∅,j, Aj,∅} be a quiver of Γ.
The vector space Γ(X,EV) of global sections of the sheaf EV is generated over DX by
the vectors dz ⊗ v∅ ∈ Ω∅ ⊗ V∅, and 1⊗ vj ∈ Ωj ⊗ Vj, subject to the relations:
∂z(dz ⊗ v∅) =
n∑
j=1
1⊗Aj,∅(v∅), (z − tj)(1⊗ vj) = dz ⊗A∅,j(vj) ,
where ∂z =
d
dz
.
The vectors
zk(dz ⊗ v∅) , k ≥ 0, v∅ ∈ V∅ ,
∂lz(1⊗ vj) , l ≥ 0, vj ∈ Vj ,
form a C-basis of the vector space Γ(X,EV).
Let {F lpEV} be the principal filtration of the DX-module EV.
The vectors zk(dz ⊗ v∅), k ≥ 0, form a C-basis of the space of global sections of the
sheaf F 0pEV.
For any l > 0, the vectors ∂mz (1 ⊗ vj), 0 ≤ m ≤ l, and z
k(dz ⊗ v∅), k ≥ 0, form a
C-basis of the space of global sections of the sheaf F lpEV.
(ii) Let X be C2 with coordinates z1, z2. Let C = {H1, ..., Hn} be the arrangement of n
lines, Hj = {z2+kjz1 = 0}, j = 1, . . . , n, intersecting at one point. Denote the vertices of
the graph of the arrangement by the symbols ∅ , αj , where j = 1, ..., n, and β, such that
Xβ is the point (0, 0).
Let V = {V∅, Vαj , Vβ, A∅,αj , Aαj ,∅, Aβ,αj , Aαj ,β} be a quiver.
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The vector space Γ(X,EV) of global sections of the sheaf EV is generated over DX by
the vectors dz1 ∧ dz2 ⊗ v∅, where v∅ ∈ V∅, the vectors dz1 ⊗ vαj , where vαj ∈ Vαj , and the
vectors 1⊗ vβ, where vβ ∈ Vβ, subject to the following relations:
∂z1(dz1 ∧ dz2 ⊗ v∅) =
n∑
j=1
kjdz1 ⊗ Aαj ,∅(v∅), ∂z2(dz1 ∧ dz2 ⊗ v∅) =
n∑
j=1
dz1 ⊗ Aαj ,∅(v∅),
(z2 + kjz1)(dz1 ⊗ vαj ) = 1⊗ A∅,αj (vαj ), (∂z1 − kj∂z2)(dz1 ⊗ vαj ) = 1⊗Aβ,αj (vαj ),
z1(1⊗ vβ) =
n∑
j=1
dz1 ⊗ Aβ,αj(vβ), z2(1⊗ vβ) = −
n∑
j=1
kjdz1 ⊗ Aβ,αj (vβ)
The vectors:
zk11 z
k2
2 (dz1 ∧ dz2 ⊗ v∅) , k1, k2 ≥ 0 ,
zk11 ∂
k2
z2
(dz1 ⊗ vαj ) , k1, k2 ≥ 0 , j = 1, ..., n ,
∂k1z1 ∂
k2
z2
(1⊗ vβ) , k1, k2 ≥ 0 ,
form a C-basis of the vector space Γ(X,EV).
The vectors zk11 z
k2
2 (dz1 ∧ dz2 ⊗ v∅), k1, k2 ≥ 0, form a C-basis of the space of global
sections of the sheaf F 0pEV.
The vectors zk11 z
k2
2 (dz1 ∧ dz2 ⊗ v∅), k1, k2 ≥ 0, and the vectors dz1 ⊗ vαj ∈ Vαj ,
j = 1, . . . , n, form a C-basis of the space of global sections of the sheaf F 1pEV.
For l ≥ 2, the vectors zk11 z
k2
2 (dz1 ∧ dz2⊗ v∅), k1, k2 ≥ 0, the vectors z
k1
1 ∂
k2
z2
(dz1⊗ vαj ),
k1 ≥ 0, 0 ≤ k2 < l, j = 1, . . . , n, and the vectors ∂k1z1 ∂
k2
z2
(1⊗ vβ), k1 + k2 < l − 1, form a
C-basis of the space of global sections of the sheaf F lpEV.
4.4. Quiver DXn-modules. Let Xn be a principal open subset of X , see Section 2.3.
Let {fβ,α, ξα,β | α, β ∈ I(Γ), α ≻ β} be an edge framing of C, and VΓn = {Vα, Aα,β, Aβα} ∈
QuiΓn a quiver of Γ
n.
We define the associated quiver DXn-module EnVΓn as the quotient of the free sheaf
R0EnVΓn = DXn ⊗C (⊕α∈I(Γn)Ωα ⊗ Vα) of DXn-modules over its subsheaf R′EnVΓn of
coherent DXn-modules, which is described by its restrictions to open affine subsets UFn ,
where Fn = {fα | α ∈ In+1(Γ)} is a level n vertex framing.
The sections Γ(UFn ,R
′EnVΓn) of the sheaf R′EnVΓn over UFn are the following sections
in Γ(UFn ,R
0EnVΓn):
(i) the sections
(4.33) u ξ ⊗ ωα ⊗ vα −
∑
β,α≻β
〈ξ, fβ,α〉 u⊗ πβ,α(ωα)⊗Aβ,α(vα) ,
where α ∈ I(Γn) with l(α) < n, u⊗ ωα ⊗ vα ∈ DUFn ⊗C Ωα ⊗ Vα, and ξ ∈ Tα ,
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(ii) the sections
u ξ ⊗ ωα ⊗ vα−
∑
β, α≻β
u f
−1
β ⊗
(
〈ξ, fβ〉ωα ⊗A
β
α(vα)+
+
∑
γ, γ≻β,γ 6=α
〈ξ, fβ,α〉〈ξγ,β, fβ〉πγ,βπβ,α(ωα)⊗Aγ,δ(α,γ)Aδ(α,γ),α(vα)
)(4.34)
where α ∈ I(Γn) with l(α) = n, u⊗ ωα ⊗ vα ∈ DUFn ⊗C Ωα ⊗ Vα, and ξ ∈ Tα .
Here δ(α, γ) is the unique (if exists) element of I(Γn), such that δ(α, γ) ≻ α
and δ(α, γ) ≻ γ. If it does not exist, the corresponding summand in (4.34) is set
to be zero.
(iii) the sections
(4.35) u f ⊗ ωα ⊗ vα −
∑
β,β≻α
〈ξβ,α, f〉u⊗ πβ,α(ωα)⊗Aβ,α(vα) ,
where α ∈ I(Γn), u⊗ ωα ⊗ vα ∈ DUFn ⊗C Ωα ⊗ Vα , and f ∈ Fα .
One can see that the space generated by sections in (4.33)–(4.35) does not depend on
the choice of the edge framing of C. Thus the sheaf EnVΓn is determined by the quiver
VΓn only.
For any α ∈ I(Γn), ωα ∈ Ωα , vα ∈ Vα, we denote by ωα⊗vα the image in Γ(UFn , E
nVΓn)
of the sections 1 ⊗ ωα ⊗ vα ∈ Γ(UFn ,R
0EnVΓn) with respect to the canonical projection
R0EnVΓn → EnVΓn .
The vectors ωα ⊗ vα, where α ∈ I(Γn), ωα ∈ Ωα , vα ∈ Vα, generate Γ(UFn , E
nVΓn) as
a DUFn -module.
All statements of the previous section have straightforward analogs for the quiver DXn-
modules on Xn. In particular, the principal filtration FpE
nVΓn of a quiver DXn-module
EnVΓn is defined by the rule
Γ(UFn , F
m
p E
nVΓn) =
n∑
k=0
Dm−kUFn V k,
where V k is defined in (4.30). The graded factor E
n
VΓn = gr EnVΓn of the sheaf EnVΓn
with respect to the principal filtration FpE
nVΓn is isomorphic to
⊕
α∈I(Γn)
OXα∩Xn ⊗
(
S(T ′α )⊗ Ωα ⊗ Vα
)
as a sheaf of OXn-modules. This implies that the space of global sections Γ(X
n, EnVΓn)
of the DXn-module EnVΓn is isomorphic to
⊕
α∈I(Γn)
C[Xα ∩X
n]⊗
(
S(T ′α )⊗ Ωα ⊗ Vα
)
.
For any n = 0, 1, ..., N , consider the category QuiΓn,{Gβ , eGβ ,Gα,β} associated with given
collections {Gα}, {G˜β}, and {Gα,β}.
Proposition 4.3.
(i) The assignment VΓn 7→ EnVΓn defines a faithful functor En : QuiΓn →M
hol
Xn.
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(ii) Let C be a central arrangement (that is, all hyperplanes of C contain 0 ∈ CN). Then
the restriction of En to the subcategory QuiΓn,{Gβ , eGβ ,Gα,β} is full and faithful.
In particular, the restriction of the functor E to the subcategory QuiΓ,{Gβ , eGβ ,Gα,β}defines
an equivalence of the category QuiΓ,{Gβ , eGβ ,Gα,β} with a full subcategory of the category
MholX , closed under extensions.
Proposition 4.3 is proved in Section 7 by induction on n. The following proposition
plays the key role in the inductive proof.
Proposition 4.4. Let C be a central arrangement. Let {Gj | j ∈ J(C)} ∪ {G˜∅} be a
collection of weakly non-resonant sets. Let V = {V,Aj} and W = {W,Bj} be level zero
quivers, such that
(a) for any j ∈ J(C) the eigenvalues of Aj and eigenvalues of Bj are in Gj,
(b) the eigenvalues of
∑
j∈J(C)A
j and the eigenvalues of
∑
j∈J(C)B
j are in Ĝ∅.
Then the vector spaces HomQuiΓ0 (V,W) and HomDX0 (E
0V, E0W) are isomorphic.
Remark. Proposition 4.3 is a generalization of the corresponding statement in [Kh].
Note that the condition of the centrality of the arrangement is missing in [Kh]. This is
the mistake, which is in the ignorance of Proposition 4.4 in the inductive proof of the
main theorem of [Kh]. The statement of the main theorem of [Kh] is valid for central
arrangements.
Proposition 4.4 is proved in Section 7.
Example. Let X0 be the complement to the union of hyperplanes of the arrangement
C = {Hj}, j ∈ J(C), in X = CN . Let z1, ..., zN be affine coordinates in X . For j ∈ J(C),
let fj be an affine function on C
N defining the hyperplane Hj. Let VΓ0 = {V,A
j} ∈ QuiΓ0
be a quiver of level 0. Recall that Aj : V → V are linear maps such that for each
α ∈ I2(Γ), j ≻ α, we have
(4.36) [Aj ,
∑
i, i≻α
Ai] = 0 .
The associated DX0-module E
0VΓ0 is generated by the vectors ω∅ ⊗ v, where ω∅ = dz1 ∧
...∧dzN and v ∈ V , subject to the relations, labeled by vectors v ∈ V and constant vector
fields ξ on CN ,
(4.37) ξ(ω∅ ⊗ v) =
∑
j
〈ξ, fj〉
fj
(
ω∅ ⊗ A
j(v)
)
.
That means that E0VΓ0 is isomorphic to the DX0-module associated to the following flat
connection.
Consider the trivial bundle on X0 with fiber V , the End V -valued differential one-form
(4.38)
∑
j∈J(C)
Aj ⊗ d log fj ,
and the associated connection on the trivial bundle. The connection is flat due to (4.36).
The connection is regular singular. The DX0-module associated with the connection is
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isomorphic to E0VΓ0. As a sheaf of OX0-modules, it is isomorphic to the free sheaf
OX0 ⊗ V .
4.5. Direct and inverse images of quiver D-modules. For 0 ≤ k ≤ l ≤ N , letXk, X l
be the principal open subsets of X . Since the canonical embedding jl,k : X
k → X l is open,
the functors j∗l,k: MXl →MXk and jl,k,∗ :MXk →MXl of the inverse and direct images
of D-modules are well defined and can be described in the sheaf-theoretical language.
Namely, for M ∈ MXl , the sheaf j
∗
l,k(M) is the sheaf-theoretical inverse image j
q
l,k(M) of
the sheaf M equipped with the natural structure of the sheaf of DXk -modules. Also for
N ∈ MXk , the sheaf jl,k,∗(N) is the sheaf-theoretical direct image (jl,k) q(N) of the sheaf
N equipped with the natural structure of the sheaf of DXl-modules.
More precisely, let M be a coherent DXl-module and U ⊂ X
k an open subset. Then U
is an open subset of X l as well and
(4.39) Γ(U, j∗l,k(M)) = Γ(U,M) .
Since the space Γ(U,M) is a DU -module, the relation (4.39) describes the structure of a
DU -module on the space Γ(U, j
∗
l,k(M)).
Let now N be a coherent DXk-module and U ⊂ X
l an open subset. Then j−1l,k (U) =
U ∩Xk ⊂ U is an open subset of Xk and
(4.40) Γ(U, jl,k,∗(N)) = Γ(j
−1
l,k (U), N) .
The structure of a DX-module on the sheaf jl,k,∗(N) is described as follows.
Let n ∈ Γ(U, jl,k,∗(N)) be a section corresponding to the section n˜ ∈ Γ(j
−1
l,k (U), N) via
identification (4.40). Let d ∈ DU be a differential operator on U . Then the product
dn ∈ Γ(U, jl,k,∗(N)), N) corresponds via (4.40) to the section d˜ n˜ ∈ Γ(j
−1
l,k (U), N), where
d˜ = d|U∩Xk .
The functor j∗l,k is exact and maps the subcategory M
hol
Xl ⊂ MXl to the subcategory
MholXk ⊂MXk . For any 0 ≤ k1 < k2 < k3 ≤ N , we have
j∗k3,k1 = j
∗
k2,k1
· j∗k3,k2 .
We use the notation j∗0 for the functor j
∗
N,0 : MX =MXN → MX0 .
The functor jl,k,∗ : MXk → MXl is right adjoint to the functor of inverse image
j∗l,k :MXl →MXk and for any 0 ≤ k1 < k2 < k3 ≤ N :
jk3,k1,∗ = jk3,k2,∗ · jk2,k1,∗ .
We use the notation j0,∗ for the functor jN,0,∗ : MX0 → MXN =MX . It is exact since
the map j0 : X
0 → X is affine.
The following theorem is an immediate consequence of the constructions in the previous
section.
Theorem 4.5. The diagram below is commutative :
QuiΓl
J∗l,k
−→ QuiΓk
↓ El ↓ Ek
MholXl
j∗l,k
−→ MholXk .
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
Let 0 ≤ k < l ≤ N . For any Γk-quiver VΓk and Γ
l-quiver UΓl denote by αUΓl ,VΓk :
HomQui
Γl
(UΓl , Jl,k,∗(VΓk))→ HomQuiΓk (J
∗
l,k(UΓl),VΓk) the isomorphism of adjunction of the
functors J∗l,k and Jl,k,∗. For any DXk-moduleMk and any DXl-moduleMl denote by α˜Ml,Mk :
HomM
Xl
(Ml, jl,k,∗(Mk)) → HomM
Xk
(j∗l,k(Ml),Mk) the isomorphism of adjunction of the
functors j∗l,k and jl,k,∗.
Theorem 4.6. Let VΓk be a Γ
k quiver such that its quiver direct image Jl,k,∗(VΓk) is
strongly non-resonant.
(i) Then the direct image of the DXk-module E
k(VΓk) with respect to jl,k is isomorphic
to the quiver DXl-module, associated with Jl,k,∗(VΓk) :
(4.41) jl,k,∗(E
k(VΓk)) ≃ E
l(Jl,k,∗(VΓk)) .
(ii) Identify DXl-modules jl,k,∗(E
k(VΓk)) and E
l(Jl,k,∗(VΓk)) by isomorphism (4.41).
Then for any Γl-quiver UΓl and any morphism φ : UΓl → Jl,k,∗(VΓk) of Γ
l-quivers
we have EkαU
Γl
,V
Γk
= α˜El(U
Γl
),Ek(V
Γk
)(E
lφ).
The theorem is proved in Section 7.
Corollary 4.7. Let VΓ0 = {V,A
i} be a level zero quiver. Suppose that each operator Ai
has a single eigenvalue. Suppose that VΓ0 has a non-resonant spectrum, see Section 3.7.
Then
j0,∗(E
0(VΓ0)) ≃ E(J0,∗(VΓ0)) .
4.6. Specialization of a quiver DX-module to a stratum. There is a specialization
construction in the theory of D-modules due to Kashiwara [K3]. This construction gives
a collection of functors between quiver D-modules.
Let Y be a smooth complex algebraic variety and Z ⊂ Y a smooth complex algebraic
subvariety. Let TZY → Z be the normal bundle of the subvariety Z. Let I ⊂ OY be the
sheaf of ideals of functions vanishing on Z.
Define a decreasing filtration F (DY ) of the sheaf DY by the formula
(4.42) F k(DY ) = {P ∈ DY | P (I
j
β) ⊂ I
j+k
β for any j} .
The associated graded quotient is isomorphic to the sheaf of differential operators DTZY
on the total space TZY of the normal bundle to Z.
Let M be a DY -module. A decreasing filtration F (M) of M is called good with respect
to F (DY ), if
(i) F k(DY )F j(M) ⊂ F k+j(M) for any k and j,
(ii) F k(DY )F j(M) = F k+j(M) if j ≫ 0 and k ≥ 0 or j ≪ 0 and k ≤ 0,
(iii) F j(M) is a coherent F 0(DY )-module,
(iv) M = ∪jF j(M).
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Let θ be a vector field on Y tangent to Z and acting on I/I2 as the identity. Let G ⊂ C
be a non-resonant section of C, that is G contains zero and for any a ∈ C the intersection
G ∩ (a+ Z) consists of a single point.
Kashiwara’s theorem [K3] states that for any holonomic DY -module M with regular
singularities there exists a unique filtration of M which is good with respect to F (DY )
and such that
(v) there exists a polynomial b(x) with zeros in G such that
b(θ − k)F k(M) ⊂ F k+1(M)
for any k.
The associated graded quotient grM has a structure of a DTZY -module and is called
the specialization of M to Z. We denote the specialization by SpZ(M).
Thus, having Y, Z, θ,M,G, Kashiwara’s theorem gives the specialization DTZY -module
SpZ(M).
In this section, we consider the case in which
• Y is a vector space X = CN with a central arrangement C,
• Z is the closure Xα of a stratum of that arrangement, so Z is a vector subspace,
• θ = z1
∂
∂z1
+ . . .+ zk
∂
∂zk
, where z1, ..., zN are linear coordinates on X , such that Z
is defined by equations z1 = · · · = zk = 0,
• M is a quiver DY -module associated with that arrangement.
Then it turns out that the specialization is also a quiver DTZY -module for a suitable ar-
rangement of hyperplanes in TZY and a suitable quiver associated with that arrangement
in TZY .
More precisely, let C be a central arrangement of hyperplanes in a vector space X = CN .
Let Γ be the graph of the arrangement C. Fix α ∈ I(Γ). The arrangement C induces an
arrangement Cα in the total space TXαX of the normal bundle TXαX → X¯α.
It is defined as follows. Identify TXαX with the direct sum Xα ⊕ X/Xα and let πα :
X → X/Xα be the natural projection. Assign to a hyperplane H of C the hyperplane
H˜ = H ∩Xα ⊕ πα(H) ⊂ Xα ⊕X/Xα .
Then the arrangement Cα consists of all distinct hyperplanes among the hyperplanes
H˜j , j ∈ J(C).
The graph Γα of the arrangement Cα can be described as follows. Define an equivalence
relation ≡α on points of the set I(Γ) : we say that β ≡α γ if
(i) X¯α ∩ X¯β = X¯α ∩ X¯γ ,
(ii) the set of all δ ∈ I(Γ), such that δ ≥ α and δ ≥ β coincides with the set of all
δ ∈ I(Γ), such that δ ≥ α and δ ≥ γ.
Then the vertices of Γα are the equivalence classes β¯ relative to the relation ≡α .
Two vertices β¯, γ¯ ∈ I(Γα) are connected by an arrow in Γα if there exist representatives
β ∈ β¯ and γ ∈ γ¯, connected by an arrow in Γ.
The length function l : I(Γα) → Z≥0 is given by the rule: the length l(β¯) of any
equivalence class β¯ ∈ I(Γα) is the length of any representative β ′ ∈ β¯ ⊂ I(Γ).
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Let V = {Vβ, Aβ,γ} be a quiver of Γ. We define the new quiver Spα(V) = {Wβ¯, Cβ¯,γ¯} of
the graph Γα which will be called the specialization of the quiver V at α ∈ I(Γ). Namely,
we set
Wβ¯ = ⊕β′ Vβ′ ,
where the sum is over all β ′ from the equivalence class β¯. We set
Cβ¯,γ¯ =
∑
β′,γ′
Aβ′,γ′ ,
where the sum is over all β ′ from the equivalence class β¯ and γ′ from the equivalence class
γ¯. It is easy to check that Spα(V) is a quiver of Γα.
Let F (DX) be the decreasing filtration (4.42) of the sheaf DX , related to the ideal of
functions vanishing on Xα. Define the decreasing filtration F (EV) of the sheaf EV as
follows. For any j = 0, 1, ..., l = l(α), denote by V j the vector space
V j = ⊕γ Ωγ ⊗ Vγ ,
where the sum is taken over all γ with codim XγXγ ∩Xα = j. We set
(4.43) F k(EV) =

∑l
j=0 F
k+l−j(DX)V j , k ≤ −l ,∑l
j=k+l F
k+l−j(DX)V j , −l ≤ k ≤ 0 ,
F k(DX)V l , 0 ≤ k .
Fix a nondegenerate bilinear form ( , ) on X = CN . For any vertex γ ∈ I(Γ), the
bilinear form determines an isomorphism νγ : Xγ → Xγ of vector spaces where Xγ ⊂ X
and Xγ ⊂ TXαX ≡ Xα ⊕ X/Xα. Namely, let X
′
γ be the orthogonal complement to
Xγ ∩Xα in Xγ. We set νγ(x+ x
′) = x+ πα(x
′) for any x ∈ Xγ ∩Xα and x
′ ∈ X ′γ, where
πα : X → X/Xα is the natural projection. Let νγ =
(
ν∗γ
)−1
: Ωγ → Ωγ be the associated
isomorphism of the spaces of top degree holomorphic differential forms invariant with
respect to translations.
For any vertex β ∈ I(Γ) define the linear operator S(α)β : Vβ → Vβ by the formula
S
(α)
β =
∑
γ
Aβ,γAγ,β ,
where the sum is over all γ ∈ I(Γ) such that Xα∩Xγ = Xβ ∩Xγ. We define the operator
S(α) : ⊕β∈I(Γ)Vβ → ⊕β∈I(Γ)Vβ
by the formula
S(α) =
∑
β∈I(Γ)
S
(α)
β .
Lemma 4.8.
(i) The filtration F (EV) is good with respect to F (DX).
(ii) The assignment gr (ωγ ⊗ vγ) 7→ νγ(ωγ) ⊗ vγ, with γ ∈ I(Γ), vγ ∈ Vγ, ωγ ∈ Ωγ,
establishes an isomorphism of the DT
Xα
X-modules grEV and ESpα(V).
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(iii) For β ∈ I(Γ) let j = codim XβXβ ∩Xα. Then for any ωβ ⊗ vβ ∈ Ωβ ⊗Vβ we have
(θ − j + l) (ωβ ⊗ vβ)− 1⊗ S
(α)
β (ωβ ⊗ vβ) ∈ F
j−l+1(EV) .

The proof is by direct calculation like in the proof of Proposition 4.3.
Lemma 4.9. Let G(α) be a non-resonant set and G
(α)
a non-resonant section such that
G
(α)
⊃ G(α). Assume that all eigenvalues of S(α) belong to G(α). Then the DTXαX-module
grEV from Lemma 4.8 is the specialization module SpXα(EV) relative to the non-resonant
section G
(α)
and vector field θ defined above.
Proof. Due to statements (i) and (ii) of Lemma 4.8, it is sufficient to verify condition
(v) for the filtration F (EV). But condition (v) follows from the definition of the filtration
in (4.43), statement (iii) of Lemma 4.8, and Proposition 4.2. 
Corollary 4.10. Under the above assumptions the DTXαX-modules ESpα(V) and
SpXα(EV) are isomorphic with respect to the isomorphism from Lemma 4.8.
4.7. Free resolution of quiver DX0-modules. Let VΓ0 = {V,A
j | j ∈ J(C)} be a
quiver in QuiΓ0 and E
0VΓ0 the corresponding DX0-module.
Set
RrE0VΓ0 = DX0 ⊗
∧−r
T∅ ⊗ Ω∅ ⊗ V , RE
0VΓ0 = ⊕r∈ZR
rE0VΓ0 .
These are free left DX0-modules.
Set degRrE0VΓ0 = r. Define DX0-linear maps di : RE
0VΓ0 → RE
0VΓ0 , i = 0, 1, of
degree 1 and a DX0-linear map ν : R
0E0VΓ0 → E
0VΓ0 by the formulas:
d1 (1⊗ ξ1 ∧ ... ∧ ξr ⊗ ω∅ ⊗ v) =
r∑
i=1
(−1)i+1ξi ⊗ ξ1 ∧ ...ξ̂i... ∧ ξr ⊗ ω∅ ⊗ v,
d0 (1⊗ ξ1 ∧ ... ∧ ξr ⊗ ω∅ ⊗ v) =
∑
j∈J(C)
f−1j ⊗ ifj (ξ1 ∧ ... ∧ ξr)⊗ ω∅ ⊗ A
j(v),
ν(1⊗ ω∅ ⊗ v) = ω∅ ⊗ v.
Here fj = 0 is an equation of the hyperplane Hj. Set also d = d1 − d0. We have
d2i = 0, for i = 0, 1, d0d1 + d1d0 = 0.
Theorem 4.11. The complex
0→R−NE0VΓ0
d
→ R−N+1E0VΓ0
d
→ · · ·
d
→R0E0VΓ0
ν
→ E0VΓ0 → 0
is acyclic and presents a free DX0-module resolution of the DX0-module E
0VΓ0.
The theorem is proved in Section 7.
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4.8. Free resolution of quiver DX-modules. In this section we generalize the result
of the previous section and attach to a quiver V ∈ QuiΓ an acyclic complex
REV : 0→R−NEV → R−N+1EV → . . .→ R0EV → EV → 0
of left DX-modules, where all RiEV are finitely generated free left DX-modules. This
complex gives a free resolution of the quiver DX-module EV.
In the construction of the resolution we will use the following objects introduced in
Section 2.2.
For α ∈ I(Γ), we will use the associated spaces Tα = Tα ⊕Fα , and Ωα . For strata Xα
and Xβ, Xα ⊃ Xβ, we will use the inclusions
µβ,α :
p∧
Fα →֒
p∧
Fβ , µα,β :
p∧
Tβ →֒
p∧
Tα .
For α ≻ β, f ∈ Fβ , ξ ∈ Tα , we will use the linear maps
iβ,αf :
p∧
Tα →
p−1∧
Tβ , i
α,β
ξ :
p∧
Fβ →
p−1∧
Fα .
For r = 0, . . . ,−N , set
(4.44) RrEV = ⊕
α∈I(Γ)
DX ⊗
∧−r
Tα ⊗ Ωα ⊗ Vα .
This is a free left DX-module. Set RrEV = 0 for r > 0 and r < −N . Set
REV = ⊕r∈ZR
rEV .
For an edge (α, β) ∈ E(Γ), and r, 1 ≤ r ≤ N , we define a linear map
Arβ,α :
∧r
Tα ⊗ Ωα ⊗ Vα →
∧r−1
Tβ ⊗ Ωβ ⊗ Vβ .
The construction of the map uses an edge framing {fα,β, ξα,β}, but the map does not
depend on the choice of the framing.
The map
A1β,α :
∧r
Tα ⊗ Ωα ⊗ Vα →
∧r−1
Tβ ⊗ Ωβ ⊗ Vβ
is defined as follows. For ξ ∈ Tα , f ∈ Fα , ωα ⊗ vα ∈ Ωα ⊗ Vα we set
A1β,α(ξ ⊗ ωα ⊗ vα) = 〈ξ, fβ,α〉 πβ,α(ωα)⊗ Aβ,α(vα), A
1
β,α(f ⊗ ωα ⊗ vα) = 0
if α ≻ β and
A1β,α(f ⊗ ωα ⊗ vα) = 〈ξβ,α, f〉 πβ,α(ωα)⊗Aβ,α(vα), A
1
β,α(ξ ⊗ ωα ⊗ vα) = 0
if β ≻ α.
Define the map Arβ,α for an arbitrary r. Let
~ξ ∧ ~f ∈
∧p Tα ∧ ∧r−p Fα ⊂ ∧r Tα and
ωα ⊗ vα ∈ Ωα ⊗ Vα. If α ≻ β, set
(4.45) Arβ,α(
~ξ ∧ ~f ⊗ ωα ⊗ vα) = i
β,α
fβ,α
(~ξ ) ∧ ~f ⊗ πβ,α(ωα)⊗Aβ,α(vα),
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where the polyvector ~f in the right hand side of (4.45) is considered as an element of∧r−p Fβ by means of the tautological embedding µα,β. If β ≻ α, set
(4.46) Arβ,α(
~ξ ∧ ~f ⊗ ωα ⊗ vα) = (−1)
p~ξ ∧ iβ,αξβ,α(
~f)⊗ πβ,α(ωα)⊗Aβ,α(vα),
where the polivector ~ξ in the right hand side of (4.46) is considered as an element of∧p Tβ by means of the tautological embedding µα,β.
For i = 0, 1 , define DX -linear maps di : REV → REV by the formulas:
(4.47)
d1 (1⊗ t1 ∧ ... ∧ tr ⊗ ωα ⊗ vα) =
r∑
i=1
(−1)i+1ti ⊗ t1 ∧ ...t̂i... ∧ tr ⊗ ωα ⊗ vα,
d0 (1⊗ t1 ∧ ... ∧ tr ⊗ ωα ⊗ vα) =
∑
β, (α,β)∈E(Γ)
1⊗ Arβ,α(t1 ∧ ... ∧ tr ⊗ ωα ⊗ vα),
where ti ∈ Tα , ωα ⊗ vα ∈ Ωα ⊗ Vα. Set
di(1⊗ ωα ⊗ vα) = 0 .
It is clear that di(RrEV) ⊂ Rr+1EV for i = 0, 1.
Define a morphism ν : R0EV → EV of DX-modules by the formula
ν(1⊗ ωα ⊗ vα) = ωα ⊗ vα .
Proposition 4.12.
(i) The maps di are commuting differentials,
d2i = 0, for i = 0, 1, d0d1 + d1d0 = 0;
(ii) Set d = d1 − d0. Then
νd = 0 .

Denote by EV (·) the DX-module EV considered as a complex with the zero differential,
concentrated in degree zero. Then, by Proposition 4.12, we can introduce two complexes,
REV : 0→R−NEV
d
→R−N+1EV
d
→ · · ·
d
→R0EV → 0 ,
REV : 0→ R−NEV
d
→ R−N+1EV
d
→ · · ·
d
→R0EV
ν
→ EV → 0
with degRkEV = k. The second complex can be considered as a morphism of complexes
ν : REV → EV(·) .
The following statement is one of the main results of the paper.
Theorem 4.13. For any quiver V ∈ QuiΓ, the complex REV is acyclic.
The theorem is proved in Section 7.
By Theorem 4.13, the complex REV gives a free DX-module resolution of the DX-
module EV. Equivalently, the complex REV of free DX modules is quasi-isomorphic to
EV (·), that is, the morphism ν : REV → EV(·) induces an isomorphism of cohomology
groups of complexes.
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Example. Let X = C1, C = {z = 0}. The graph Γ of the arrangement has two vertices,
∅ and α, l(α) = 1, connected by an edge. Let V = {V∅, Vα, A∅,α, Aα,∅} be a quiver of Γ.
The free DX-module resolution REV of the quiver DX-module EV is the complex
REV : 0→ R−1EV
d
→ R0EV
v
→ EV → 0.
Here R0EV is the free DX-module DX ⊗ Ω∅ ⊗ V∅ ⊕ DX ⊗ Ωα ⊗ Vα. The term R
−1EV
is the free DX-module DX ⊗ T∅ ⊗ Ω∅ ⊗ V∅ ⊕ DX ⊗ Fα ⊗ Ωα ⊗ Vα, where T∅ is the one-
dimensional space C · d
dz
of vector fields with constant coefficients, parallel to X∅, Fα is
the one-dimensional space C · z of affine functions, vanishing at Xα. The differentials d,
ν are given by the relations:
d(D⊗,
d
dz
⊗ dz ⊗ v∅) = D ·
d
dz
⊗ dz ⊗ v∅ −D ⊗ 1⊗ Aα,∅(v∅),
d(D ⊗ z ⊗ 1⊗ vα) = D · z ⊗ 1⊗ vα −D ⊗ dz ⊗ A∅,α(vα),
ν(D ⊗ 1⊗ vα) = D · (1⊗ vα), ν(D ⊗ dz ⊗ v∅) = D · (dz ⊗ v∅) ,
for any D ∈ DX , v∅ ∈ V∅, vα ∈ Vα. Here D · (1 ⊗ vα) and D · (dz ⊗ v∅) denote the
application of D to elements of EV.
4.9. Derived categories and derived functors. In the following we use the language
of derived categories. Let us briefly recall necessary definitions and constructions, see e.g.
[GM].
Let A be an abelian category. Denote by Kom(A) (resp. Komb(A)) the category of
complexes (resp. bounded complexes) over A with differential of degree one. Morphisms
in both categories are morphisms of complexes, commuting with differentials: fdA = dBf .
For any complex A q ∈ Kom(A) and n ∈ Z denote by A[n] q the same complex with the
shifted gradation, A[n]k = An+k. For any object A ∈ A denote by A(·) the complex with
zero differential, defined by the condition (A(·))0 = A and (A(·))k = 0 for k 6= 0.
A morphism of complexes f : A q → B q is called a quasi-isomorphism, if it induces an
isomorphism of cohomology groups H(A q) and H(B q). It is denoted by f : A q
quis
→ B q.
Morphisms f, f ′: A q → B q are called homotopic, if there exists a map of complexes h: A q
→ B q of degree −1, (that is, a morphism h: A q → B[1] q), such that f − f ′ = hdA + dBh.
Denote by K(A) (resp. Kb(A)) the homotopy (respectively, bounded homotopy) cate-
gory of complexes over A. Objects of K(A) (resp. Kb(A)) are objects of Kom(A), (resp.
Komb(A)). Morphisms are classes of morphisms of complexes modulo homotopy equiva-
lence.
The derived category D(A) is defined as the localization of the category K(A) over the
set of all classes of quasi-isomorphisms. The bounded derived category Db(A) is defined
as the localization of the category Kb(A) over the set of all classes of quasi-isomorphisms.
Objects of D(A) are complexes over A, and every morphism f : A q → B q can be
presented as a triple {C q ∈ K(A), f ′ ∈ HomK(A)(A
q, C q), f ′′ ∈ HomK(A)(B
q, C q)}, where
f ′ is a class of quasi-isomorphisms. An analogous description holds for the bounded
derived category Db(A).
Let A and B be abelian categories and F : A → B a left (resp. right) exact additive
functor. It admits a natural extension to a functor F q : K(A) → K(B) of homotopy
categories. Usually it is denoted by the same symbol F .
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A class AF of objects in Ob(A) is called adjusted to F if
(i) It is closed under direct sums;
(ii) The functor F q transforms acyclic bounded from below (resp. from above) com-
plexes with graded components in AF to acyclic complexes;
(iii) For any object A ∈ A, there exists an object A′ ∈ AF and an inclusion α : A→ A
′
(resp. an epimorphism A′ → A).
If a class AF of objects adjusted to F is chosen, then the right derived functor RF :
D(A)→ D(B) (resp. the left derived functor LF : D(A)→ D(B) ) is defined as follows.
By (iii), for any complex A q ∈ D(A), there exists a complex A′ q over AF and a quasi-
isomorphism φ : A q → A′ q (resp. a complex A′′ q and a quasi-isomorphism ψ : A′′ q → A q).
By definition, RF (A q) = F q(A′
q
) (resp. LF (A q) = F q(A′′
q
)).
It can be proved that the derived functor does not depend on the choice of the class of
adjusted objects.
We keep the natural notation RF (A) = RF (A(·)) and LF (A) = LF (A(·)) for any object
A ∈ A.
In most cases left and right derived functors admit well defined restrictions to bounded
derived categories. It takes place, in particular, if any object A in A admits a finite
resolution φ : A(·)
quis
→ A′ q over AF for the case of a left exact functor F (resp. admits a
finite resolution φ : A′
q
quis
→ A(·) over AF for the case of a right exact functor F ). It is
always so in our considerations.
For a smooth algebraic variety Y we denote by Db(MY ) the bounded derived category
of the category of coherent DY -modules. For a topological space Y we denote by Db(Y,C)
the bounded derived category of the category Sh(Y,C) of sheaves of complex vector spaces
on Y .
4.10. Duality of quiver DX-modules. Let Y be a smooth algebraic variety over C
and ΩY the sheaf of germs of top exterior differential forms on Y . The sheaf ΩY is an
invertible locally free sheaf of OY -modules of rank 1. Let Ω
−1
Y be the corresponding inverse
sheaf. Denote by D˜Y the sheaf DY ⊗OY Ω
−1
Y . It has two structures of a (locally free) left
DY -module.
The first structure is given locally by the relations:
(4.48) f · (d⊗ ω˜) = df ⊗ ω˜, ξ · (d⊗ ω˜) = −dξ ⊗ ω˜ + d⊗ Lieξ(ω˜) ,
where f , d, ω˜ are local sections of the sheaves OY , DY , and Ω
−1
Y , respectively, ξ is a vector
field over Y and Lieξ is the Lie derivative in the direction of ξ.
The second structure of a left DY module on D˜Y is given by the left multiplication of
DY on itself:
d1 ⋆ (d2 ⊗ ω˜) = d1d2 ⊗ ω˜.
Let M q be a complex of DY -modules. We set
∆YM
q = RHomDY (M
q, D˜Y )[dim Y ] .
This formula has the following meaning. The complex ∆YM
q of left DY -modules is quasi-
isomorphic to the complex Q q, where Qi is the sheaf
Qi = HomDY (P
−i−dim Y , D˜Y ) .
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The complex P q is a complex of locally free left DY -modules, quasi-isomorphic toM
q. The
local Hom functor is taken between the left DY -module P−i−dim Y and the left DY -module
D˜Y , considered with respect to the first structure. The structure of a left DY -module on
Qi is induced from the second module structure on D˜Y as follows. Let φ be a local
homomorphism φ : P−i−dim Y → D˜Y , satisfying the condition φ(d
′ · p) = d′ · φ(p) for any
p ∈ P−i−dim Y and d′ ∈ DY . Then for any d ∈ DY , the local DY -linear map d ·φ is defined
by the rule (d · φ)(p) = d ⋆ φ(p).
It is known that if M is a holonomic DY -module, then H i(∆YM (·)) = 0 for i 6= 0.
The map M 7→ H0(∆YM (·)) defines an exact contravariant functor M
hol
Y →M
hol
Y which
we denote by the same symbol ∆Y . For any M ∈ M
hol
Y , the DY -module ∆Y (∆Y (M)) is
isomorphic to M .
Let j : Z → Y be an open embedding of smooth algebraic varieties. Then, besides
the functors j∗ : MY → MZ and j∗ : MZ → MY of the inverse and direct images of
D-modules, the second direct image functor j(D)! : M
hol
Z → M
hol
Y can be defined by the
rule:
(4.49) j
(D)
! (M) = ∆Y j∗∆Z(M), M ∈M
hol
Z .
It is the left adjoint functor to the functor j∗ : MholY → M
hol
Z . For any M ∈ M
hol
Z , we
denote by j
(D)
!∗ (M) the image of j
(D)
! (M) in j∗(M) with respect to the natural map s
(D)
j :
j
(D)
! (M) → j∗(M), induced by canonical transformations between the pairs of adjoint
functors (j∗, j∗) and (j
(D)
! , j
∗), see Section 3.3.
Denote by jl,k,! : M
hol
Xk → M
hol
Xl the direct image functor (jl,k)
(D)
! . It is left adjoint to
the functor of inverse image j∗l,k :M
hol
Xl →M
hol
Xk . For 0 ≤ k1 < k2 < k3 ≤ N , we have
jk3,k1,! = jk3,k2,! · jk2,k1,! .
We use the notation j0,! for the functor jN,0,! :M
hol
X0 →M
hol
XN =M
hol
X . It is exact since the
map X0 is an affine variety [B]. For anyM ∈MholX0 , we denote by j0,!∗(M) the DX-module
(jN,0)
(D)
!∗ (M).
Theorem 4.14.
(i) Let VΓ0 be a level zero quiver. Then the following DX0-modules are isomorphic:
∆X0(E
0(VΓ0)) ≈ E
0(τ(VΓ0)) .
(ii) Let V be a quiver of Γ. Then the following DX-modules are isomorphic:
∆X(E(V)) ≈ E(τ(V)) .
The theorem is proved in Section 7.
Corollary 4.15. Let VΓ0 = {V,A
i} be a level zero quiver. Suppose that each operator Ai
has a single eigenvalue. Suppose that VΓ0 has a non-resonant spectrum, see Section 3.7.
Then the following DX-modules are isomorphic:
j0,!(E
0(VΓ0)) ≈ E(J0,!(VΓ0)) ,
j0,!∗(E
0(VΓ0)) ≈ E(J0,!∗(VΓ0)) .
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Proof. The first statement follows from the definitions of the functors j0,! = (jN,0)! and
J0,! = JN,0,!, see (3.14), (4.49), and Theorem 4.14.
The canonical morphism s0 : J0,!(VΓ0) → J0,∗(VΓ0), see (3.16), is determined by the
collection of isomorphisms of adjunction
αUΓ,VΓ0 : HomQuiΓ(UΓ, J0,∗(VΓ0)) → HomQuiΓ0 (J
∗
0(UΓ),VΓ0) ,
where UΓ ∈ QuiΓ, and by the automorphisms τ0 and τN . Analogously, for anyM0 ∈MX0 ,
the canonical morphism s
(D)
0 : j0,!(M0) → J0,∗(M0), is determined by the collection of
isomorphisms of adjunction
α˜M,M0 : HomMX (M, j0,∗(M0)) → HomMX0 (j
∗
0(M),M0) ,
whereM ∈MX , and by the automorphisms ∆X0 and ∆X . By Theorem 4.14 and Theorem
4.6, statement (ii), we have an equality Es0(J0,!(VΓ0)) = s
(D)
0 (EJ0,!(VΓ0)), which implies
the second statement of Corollary 4.15. 
4.11. Fourier transform of quiver DX-modules.
4.11.1. Let z1, ..., zN be linear coordinates on X = C
N and ξ1, ..., ξN the dual coordinates
on the dual space X∗. The assignment
ξi 7→ −
∂
∂zi
,
∂
∂ξi
7→ zi
for i = 1, . . . , N , defines an isomorphism of the rings DX∗ and DX called the Fourier
transform. The Fourier transform defines a functor from the categoryMX to the category
MX∗ .
Let C = {Hj}, j ∈ J(C), be a central arrangement of hyperplanes in the vector space
X = CN . Let Γ be the graph of the arrangmeent, V a quiver of Γ, and EV the associated
quiver DX-module. In this section we shall discuss how to describe combinatorially the
Fourier transform of EV. It turns out that the Fourier transform of EV is the quiver
DX∗-module associated with a suitable line arrangment in X∗.
First we shall describe the line arrangment. Then we shall introduce quivers associated
with the line arrangment. Then we shall describe the Fourier transform of EV.
4.11.2. Let C = {Hj}, j ∈ J(C), be a central arrangement of hyperplanes in X = CN .
Then the one-dimensional subspaces H⊥j ∈ X
∗, j ∈ J(C), form an arrangement of lines
in X∗, denoted by C⊥.
The arrangement C⊥ defines on X∗ the structure of a stratified space. The strata of
X∗ are labeled by vertices of the graph Γ of the arrangement C. For α ∈ I(Γ), the
closed stratum X
∗
α ⊂ X
∗ is defined to be the subspace X
⊥
α . Equivalently, if Xα ⊂ X is
the intersection of hyperplanes Hj, j ∈ Jα, then X
∗
α is the sum of the one-dimensional
subspaces H⊥j , j ∈ Jα.
Clearly, the adjacencies of strata in X∗ are described by edges of Γ. Thus the adjacency
graph of the stratified space X∗ is naturally isomorphic to the adjacency graph Γ of the
stratified space X .
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4.11.3. Having a quiver V = {Vα, Aα,β} of the graph Γ of the arrangement C, we shall
construct a DX∗-module denoted by E˜V and called the quiver DX∗-module associated with
the line arrangement C⊥ and quiver V.
Remark. All our previous constructions were associated with D modules on X . This is
the first construction which considers D-modules on the dual space X∗.
The construction of the DX∗-module E˜V is analogous to the construction of the DX
module EV in Section 4.2. Namely, the DX∗-module E˜V is the quotient of the free sheaf
R0E˜V = DX∗ ⊗C (⊕α∈I(Γ)Ωα ⊗ Vα) of DX∗-modules over its subsheaf R
′E˜V of coherent
DX∗-modules, whose global sections are the following global sections of R0E˜V:
(i) the sections
u ξ ⊗ ωα ⊗ vα −
∑
β,α≻β
〈ξ, fβ,α〉 u⊗ πβ,α(ωα)⊗Aβ,α(vα) ,
where α ∈ I(Γ), u⊗ ωα ⊗ vα ∈ DX∗ ⊗C Ωα ⊗ Vα and ξ ∈ Tα ,
(ii) the sections
u f ⊗ ωα ⊗ vα −
∑
β,β≻α
〈ξβ,α, f〉 u⊗ πβ,α(ωα)⊗ Aβ,α(vα) ,
where α ∈ I(Γ), u⊗ ωα ⊗ vα ∈ DX∗ ⊗C Ωα ⊗ Vα and f ∈ Fα .
Here Ωα denotes the one-dimensional space of the top degree holomorphic differential
forms on X∗α, invariant with respect to translations along X
∗
α, and {fβ,α, ξα,β | α, β ∈
I(Γ), α ≻ β} is an edge framing of C⊥.
It is easy to see that E˜V does not depend on the choice of the edge framing.
4.11.4. Given a quiver V, denote by V˜ the quiver V˜ = {Wα, Bα,β}, where Wα = Vα and
Bα,β = ε(β, α)Aα,β.
Proposition 4.16. The Fourier transform of the quiver DX-module EV is isomorphic to
the quiver DX∗-module E˜V˜ .
The proof is by easy calculations. The choice of the isomorphism depends on the choice
of a top degree differential holomorphic form on X∗, invariant with respect to translations.
Remark. The constructions of Section 4.11 show that quiver D-modules can be defined
not only for hyperplane arrangements but for central line arrangements as well. It is easy
to see that the quiver D-modules of line arrangements are all holonomic with regular
singularities. They admit an explicit free resolution and have all nice properties of quiver
D-modules of hyperplane arrangements.
5. Quiver perverse sheaves
5.1. Perverse sheaves over analytic varieties. Let Y be a smooth analytic variety
over C of dimension N . Let S be a stratification of Y by smooth subvarieties, satisfying
equisingularity conditions. It means that Y is presented as a finite disjoint union of strata,
such that the closure of each stratum is a union of strata, and for any stratum S and any
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points x, y ∈ S, there exists a diffeomorphism φ of Y , preserving the stratification and
such that φ(x) = y.
Denote by Y k, k = 0, 1, ..., the closure of the union of all strata of codimension k. The
subspaces Y k form a filtration:
Y = Y 0 ⊃ Y 1 ⊃ · · · ⊃ Y N ⊃ Y N+1 = Y N+2 = ... = ∅ .
A complex F of sheaves of vector spaces with differential of degree one is called a perverse
sheaf with respect to the stratification if it satisfies the following conditions on supports
of its cohomology groups [GMc] :
(5.1) supp H−N±k(F) ⊂ Y k
for all k = 0, 1, . . . . A complex of sheaves F ∈ Db(Y,C) of vector spaces over Y is called
a perverse sheaf if it is perverse with respect to some stratification of Y , satisfying the
conditions above.
Any continuous map j : Y1 → Y2 of topological spaces determines the functor j
q :
Sh(Y2,C) → Sh(Y1,C) of inverse image and two functors j q : Sh(Y1,C)→ Sh(Y2,C) and
j ! : Sh(Y1,C) → Sh(Y2,C) of direct image.
For any sheaf G ∈ Sh(Y2,C) and a point y1 ∈ Y1, the stalk j
qGy1 of j
qG at y1 ∈ Y1 is
the stalk Gj(y1). For any sheaf F ∈ Sh(Y1,C) and an open U ⊂ Y2, the sections Γ(U, j qF)
of j
q
F are
(5.2) Γ(U, j
q
F) = Γ(j−1(U),F) .
The sections Γ(U, j !F) are those sections s ∈ Γ(j−1(U),F), for which the map j :
supp(s)→ U is proper.
Both functors j
q
and j ! are left exact. The functor j
q is exact. Denote by
Rj! : D
b(Y1,C) → Db(Y2,C) and Rj q : Db(Y1,C) → Db(Y2,C) the corresponding de-
rived functors.
For a topological space Y denote by ∆Y : D
b(Y ,C) → Db(Y ,C) the Poincare-Verdier
duality,
∆Y (F) = RHom(F ,DY ) ,
where DY is the dualizing complex. For a smooth complex analytic variety Y the dualizing
complex is isomorphic in Db(Y,C) to the shifted constant sheaf:
DY = CY [2 dim CY ] .
For any F ∈ Db(Y1,C) there is an isomorphism in Db(Y2,C):
Rj ! ≈ ∆Y2 Rj q∆Y1 .
Equalities (5.2) determine isomorphisms of adjunction
αG,F : HomSh(Y2,C)(G, j q(F))
∼
→ HomSh(Y1,C)(j
q(G),F) ,
which extend to isomorphisms of adjunction in derived categories,
αG,F : HomDb(Y2,C)(G, R j q(F))
∼
→ HomDb(Y1,C)(j
q(G), F) ,
with respect to which the functor Rj
q
: Db(Y1,C) → Db(Y2,C) is right adjoint to the
functor j q : Db(Y2,C)→ Db(Y1,C).
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If the map j : Y1 → Y2 is an open embedding, then the functor j ! is exact, and its
extension to derived categories: j ! : D
b(Y1,C)→ Db(Y2,C) is left adjoint to the functor
of inverse image j q : Db(Y2,C)→ Db(Y1,C) .
Let j : Y1 → Y2 be an open embedding of a smooth affine variety Y1 to a smooth
algebraic variety Y2. Denote by the same symbol j : Y
an
1 → Y
an
2 the corresponding map
of complex analytic varieties. Then the functors Rj
q
and j! map perverse sheaves to
perverse sheaves. In this situation the MacPherson extension j ! ∗(F) of a perverse sheaf
F over Y an1 is defined as the image of j !F in Rj qF with respect to the canonical map
sj : j ! (F)→ Rj q(F), determined by the two pairs (j
q, Rj
q
) and (j ! , j
q) of adjoint functors,
see Section 3.3. The MacPherson extension is a perverse sheaf over Y an2 whose restriction
to Y an1 is isomorphic to F in the category D
b(Y an1 ,C).
5.2. De Rham functor. Let Y be a smooth algebraic variety over C. Denote by Y an
the same variety considered as an analytic variety. Denote by OanY the sheaf of analytic
functions on Y an and by DanY the sheaf of rings of differential operators on Y
an with ana-
lytic coefficients, DanY = O
an
Y ⊗OY DY . We assign to any DY -moduleM the corresponding
DanY -module M
an,
Man = OanY ⊗OY M .
The sheaf ΩY of top exterior forms on Y has a structure of the right DY -module.
Differential operators of degree zero (functions) act on the top forms by means of point-
wise multiplication and vector fields act by means of minus Lie derivative:
(5.3) ω · f = fω , ω · ξ = −Lieξ(ω) .
Here f ∈ OY , ω ∈ ΩY , ξ is a vector field on Y .
Let M be a coherent DY module. Then the assignment M → Ω
an
Y ⊗DanY M
an defines
a functor from the category MY of coherent DY -modules to the category Sh(Y an,C) of
sheaves of complex vector spaces over Y an. This functor is right exact.
The left derived functor of this functor is called the de Rham functor:
(5.4) DR : Db(MY )→ D
b(Y an,C), DR(M q) = ΩanY
L
⊗DanY (M
q)an
To calculate the de Rham functor DR(M q), the class of free DY -modules can be used:
if M˜ q is a complex of free DY -modules quasi-isomorphic to M
q, then
DR(M q) = ΩanY ⊗DanY (M˜
q)an .
Another possibility is to replace the right DY -module ΩY by its free DY -resolution Ω˜
q
Y ,
then
DR(M q) = (Ω˜ qY )
an⊗DanY (M
q)an .
A free DY -resolution Ω˜
q
Y of the right DY -module ΩY looks as follows:
(5.5) 0→ DY → Ω
1
Y ⊗OY DY → · · · → Ω
N−1
Y ⊗OY DY → Ω
N
Y ⊗OY DY → Ω
N
Y → 0
where N = dim Y , ΩkY is the sheaf of exterior k-forms over Y . In local coordinates
z1, . . . , zN , the differential is
(5.6) d(ω ⊗D) = dω ⊗D +
N∑
i=1
(dzi ∧ ω)⊗
∂
∂zi
D .
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Here ω ∈ ΩkY , D ∈ DY .
Let M be a coherent DY -module. Then, due to (5.5), the complex of sheaves
DR(M) = DR(M (·)) is isomorphic in Db(Y an,C) to the complex
(5.7) 0→Man →
(
Ω1Y
)an
⊗OanY M
an → · · · →
(
ΩNY
)an
⊗OanY M
an → 0
where deg
((
ΩN−kY
)an
⊗OanY M
an
)
= −k and the differential is induced from (5.6).
Example. Let Y = X0 be the complement to the arrangement C in X = CN . For each
quiver VΓ0 = {V,A
i} ∈ QuiΓ0 , the DX0-module E
0VΓ0 is a finitely generated free OX0-
module. By the Poincare lemma the cohomology groups of the complex (5.7) in this case
are nonzero only in degree −N . Thus we have an identification in Db(Y an,C):
(5.8) DR(E0VΓ0) ≈ LVΓ0[N ]
(·)
where LVΓ0 is the locally constant sheaf (local system) of flat sections of the corresponding
connection (4.38), and C[N ] q means the shift of degree by N , C[N ]k = CN+k.
5.3. De Rham complex of a quiver DX-module. For any quiver V ∈ Qui, denote
by QV the tensor product over DanX of the right D
an
X -module Ω
an
X and the complex of left
DanX -modules REV
an:
(5.9) QV = ΩanX ⊗DanX REV
an .
Theorem 4.13 implies
Corollary 5.1. Let V ∈ QuiΓ be a quiver of Γ. Then the de Rham complex of the quiver
DX-module EV is isomorphic in Db(Xan,C) to the complex of sheaves QV.
Due to the description in (4.44) and (4.47) of the resolution REV, we get the following
description of the complex QV : 0→ Q−NV
d
→ · · ·
d
→ Q0V0 → 0 with degQrV = r:
(5.10) QrV = ⊕
α∈I(Γ)
ΩanX ⊗
(∧−r
Tα ⊗ Ωα ⊗ Vα
)
with differential d = d1 − d0, where
(5.11)
d1 (ω ⊗ t1 ∧ · · · ∧ tr ⊗ ωα ⊗ vα) =
r∑
i=1
(−1)i+1(ω) · ti ⊗ t1 ∧ . . . t̂i · · · ∧ tr ⊗ ωα ⊗ vα,
d0 (ω ⊗ t1 ∧ · · · ∧ tr ⊗ ωα ⊗ vα) =
∑
β, (α,β)∈E(Γ)
ω ⊗ Arβ,α(t1 ∧ · · · ∧ tr ⊗ ωα ⊗ vα),
for ω ∈ ΩanX , ti ∈ Tα , ωα ⊗ vα ∈ Ωα ⊗ Vα.
Analogously, Theorem 4.11 implies
Corollary 5.2. For any Γ0 quiver VΓ0 = {V,A
i}, the de Rham complex DR(E0VΓ0) is
isomorphic in Db(X0,an,C) to the complex QVΓ0 = Ω
an
X0
⊗Dan
X0
RE0VanΓ0 , where
QrVΓ0 = Ω
an
X0 ⊗ (
∧−r
T∅ ⊗ Ω∅ ⊗ V ) ,
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and the differential is d = d1 − d0,
d1 (ω ⊗ ξ1 ∧ · · · ∧ ξr ⊗ ω∅ ⊗ v) =
r∑
i=1
(−1)i+1(ω) · ξi ⊗ ξ1 ∧ . . . ξ̂i · · · ∧ ξr ⊗ ω∅ ⊗ v ,
d0 (ω ⊗ ξ1 ∧ · · · ∧ ξr ⊗ ω∅ ⊗ v) =
∑
j∈J(C)
ω · f−1j ⊗ ifj (ξ1 ∧ · · · ∧ ξr)⊗ ω∅ ⊗ Aj(v) .
Notice that this complex is isomorphic in Db(X0,an,C) to the complex (5.7).
5.4. Quiver perverse sheaves. It is known [K2, Mb, B] that for any smooth algebraic
variety Y , the de Rham functor transforms holonomic DY -modules to perverse sheaves.
Moreover, if M is a holonomic DY -module such that its singular support ss.M belongs
to the union of conormal bundles of nonsingular subvarieties Zi ⊂ Y ,
ss.M ⊂
⋂
i
T ∗ZiY ,
then the complex of sheaves DR(M) is a perverse sheaf with respect to any equisingular
stratification of Y an, such that each Zani is a union of strata.
Corollary 5.1 and Proposition 4.2 imply
Proposition 5.3. Let V ∈ Qui be a quiver of Γ. Then the complex of sheaves QV defined
by (5.9) is a perverse sheaf on Xan with respect to the stratification {Xanα , α ∈ I(Γ)}.
Analogously, for any Γ0-quiver VΓ0 ∈ QuiΓ0, the complex of sheaves QVΓ0 is a perverse
sheaf over X0,an, isomorphic in Db(X0,an,C) to the shifted by N locally constant sheaf
LVΓ0 [N ], see (4.38).
The de Rham functor respects the duality and all of the functors of direct and inverse
image. In particular, for a smooth complex algebraic variety Y and M ∈ MholY , we have
[K1, B]
(5.12) DR(∆Y (M)) ≈ ∆Y an(DR(M)) ,
For an open embedding j : Y1 → Y2 of a smooth affine variety Y1 into a smooth algebraic
variety Y2, any M1 ∈M
hol
Y1
and M2 ∈ MY2 , we have
j q(DR(M2)) ≈ DR(j
∗(M2)) ,
Rj
q
(DR(M1)) ≈ DR(j∗(M1) ,
j ! (DR(M1)) ≈ DR(j
(D)
! (M1)) ,
j ! ∗(DR(M1)) ≈ DR(j
(D)
! ∗ (M1))
(5.13)
Corollary 5.4.
(i) Let VΓ0 be a level zero quiver. Then we have in D
b(X0,an,C):
∆X0,an(DR(E
0(VΓ0))) ≈ DR(E
0(τVΓ0)) .
(ii) Let V = {Vα, Aα,β} ∈ Qui be a quiver of Γ. Then we have in Db(Xan,C):
∆Xan(DR(E(V))) ≈ DR(E(τV)) .
Proof. Both statements follow from Theorem 4.14 and relation (5.12). 
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Corollary 5.5. Let VΓ0 = {V,A
i} be a level zero quiver. Suppose that each operator Ai
has a single eigenvalue and VΓ0 has a non-resonant spectrum, or suppose that all operators
Ai are close to zero. Then the following perverse sheaves are isomorphic:
R(j0) qDR(E
0(VΓ0)) ≈ DR(E (J0,∗(VΓ0))) ,
(j0) !DR(E
0(VΓ0)) ≈ DR(E (J0,!(VΓ0))) ,
(j0) ! ∗DR(E
0(VΓ0)) ≈ DR(E (J0,!∗(VΓ0))) .
Proof. The first statement follows from Corollary 4.7 and relation (5.13). The second
and third statements follow from Corollary 4.15 and relation (5.13). 
5.5. Cohomology groups of CN with coefficients in quiver perverse sheaves.
We consider X = CN as an analytic variety. For a quiver V, the complex QV is a complex
of free OX -modules. The affine space X = CN is a Stein space,
Hk(X,Oan) = 0, for all k 6= 0 .
Hence the (hyper)cohomology groups of X with coefficients in the complex QV of sheaves
are isomorphic to the cohomology groups of the complex QV = Γ(X,QV) of global
sections of QV:
(5.14) Hk(X,QV) ≃ Hk(QV) .
Theorem 5.6. Let C be a central arrangement (that is all hyperplanes of C contain
0 ∈ CN ). Let V ∈ QuiΓ be a quiver with all linear maps Aα,β of the quiver close to zero.
Then the complex QV of global sections of the complex (5.10)-(5.11) is quasi-isomorphic
to the shifted by N quiver complex C+(V), introduced in (3.1)-(3.2):
QV
quis
≃ C+(V)[N ] .
Note that C+(V) is a finite dimensional complex.
The theorem is proved in Section 7.
Theorem 5.6 and the isomorphism in (5.14) imply the following statement.
Corollary 5.7. Let C be a central arrangement and V ∈ QuiΓ a quiver with all linear
maps Aα,β close to zero. Then for any k ∈ Z,
Hk(X,DR(EV)) ≃ Hk(X,QV) ≃ Hk+N(C+(V)) .
Let X0 denote the complement to C in CN . For a local system L on X0 introduce the in-
tersection cohomology groups IHk(X,L) as the cohomology groups Hk−N(X, (j0) ! ∗L[N ])
of the MacPherson extension of the perverse sheaf L[N ] ∈ Db(X0,C),
(5.15) IHk(X,L)
def
= Hk−N(X, (j0) ! ∗L[N ]) .
Let LV denote the local system of flat sections of the connection (4.38).
Corollary 5.8. Let V = {V,Ai} be a level zero quiver of a central arrangement C. Assume
that all operators Ai are close to zero. Then for any k ∈ Z,
Hk(X0,LV) ≃ Hk(C+(J0,∗V)) ,
IHk(X,LV) ≃ Hk(C+(J0,!∗V)) .
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Proof. The conditions on operators Ai imply that the quiver V has a non-resonant spec-
trum and Corollary 5.5 can be applied to the quiver J0,!∗V. By (5.8), LV ≈ DR(E0V)[−N ]
and
Hk(X0,LV) ≃ Hk(X,R(j0) qLV) ≃ H
k(X,DR(J0,∗V)[−N ]) ≃ H
k(C+(J0,∗V)) ,
IHk(X,LV) ≃ Hk−N(X, (j0) ! ∗LV[N ]) ≃ H
k−N(X,DR(J0,!∗V)) ≃ H
k(C+(J0,!∗V)) .
The second isomorphism in both lines is due to Corollary 5.5, the third isomorphism in
both lines is due to Corollary 5.7. 
Example. Let C be a central arrangement in X . Let aj , j ∈ I1(C), and κ be complex
numbers. Consider the trivial bundle C × X0 → X0 with the connection given by the
differential one-form 1
κ
∑
i ai
d fi
fi
. Here fi = 0 is the equation of the hyperplane Hi of C.
Let LV be the local system of flat sections of the connection.
Let V = {C, Ai} be the one-dimensional level zero quiver of Γ0, where Ai : C → C is
the operator of multiplication by ai/κ.
Let (A
q
(C), da) be the Aomoto complex, defined for C in Section 2.5. Let (Sa(F
q
(C)), da)
be its subcomplex of flag forms.
By Corollary 5.8, for |κ| ≫ 1, we have
H
q
(A
q
(C), da) ≃ H
q
(X0,LV) , H
q
(Sa(F
q
(C)), da) ≃ IH
q
(X,L) .
Here H
q
(X0,LV) are the cohomology groups of X0 with coefficients in the local system
LV and IH
q
(X,LV) are the intersection cohomology groups of X0 with coefficients in the
local system LV.
We see that the calculation of cohomology groups of X with coefficients in the perverse
sheaf associated with the quiver MacPherson extension of a level zero quiver VΓ0 gives a
topological meaning to the complex of the flag forms. One of the aims of this paper was
to give a topological meaning to the complex of flag forms.
6. Equivariant structures
6.1. Arrangement with a group action. Suppose a finite group G acts on X = CN
by affine transformations LX(g) : X → X preserving an arrangement C. This means that
G acts on the set J(C) so that LX(g)(Hj) = Hg(j) for g ∈ G, j ∈ J(C).
The action of G preserves the principal open subsets Xn.
The group G naturally acts on the graph Γ of the arrangement and on the truncated
graphs Γn.
The G-action on X induces a G-action on the ring DX . For an affine transformation
L : X → X , the associated automorphism LDX : DX → DX is defined by the formula
LDX (f)(z) = f(L
−1z) for a function f onX , and by the formula LDX (η)(z) = dL·η(L
−1z)
for a vector field η. Here dL is the derivative of L.
For g ∈ G, the transformation LDX (g) : DX → DX preserves the space F of affine
functions on X and for α ∈ I(Γ), maps the subspace Fα ⊂ F to Fg(α).
The transformation LDX (g) preserves the space T of vector fields on X with constant
coefficients and for any α ∈ I(Γ), maps the subspace Tα ⊂ T to Tg(α).
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The G-action on X induces a G-action on the algebra Ω∗X of differential forms. For
an affine transformation L : X → X , the associated automorphism LΩ∗X : Ω
∗
X → Ω
∗
X is
defined by the formula LΩ∗X (ω)(z) = ((dL)
t)−1(ω)(L−1(z)) for w ∈ Ω1X .
For g ∈ G and α ∈ I(Γ), the transformation LΩ∗X (g) maps Ωα to Ωg(α).
6.2. Equivariant quivers. An equivariant quiver (or a quiver with a group action)
VG = {Vα, Aα,β, LVα(g)} is a quiver V = {Vα, Aα,β} together with a collection of lin-
ear maps LVα(g) : Vα → Vg(α), for α ∈ I(Γ) and g ∈ G, such that for α, β ∈ I(Γ), we
have
• LVg′′(α)(g
′)LVα(g
′′) = LVα(g
′g′′) ,
• LVα(g
−1) = (LVg−1(α)(g))
−1 ,
• LVα(g)Aα,β = Ag(α),g(β) LVβ(g) .
In the same manner we define level l G-equivariant quivers.
Denote by QuiG = QuiΓ,G the category of G-equivariant quivers, by QuiΓl,G the cate-
gory of level l G-equivariant quivers and by N l : QuiΓl,G → QuiΓl the forgetful functor,
which assigns to an equivariant quiver VΓl,G the same quiver with no morphisms of group
action. In this case we will use notation VΓl for the quiver N
l(VΓl,G).
Let VΓl,G = {Vα, Aα,β, A
β
α, LVα(g)} be a level l equivariant quiver. Then for k < l, the
collection of maps LVα(g) : Vα → Vα, for g ∈ G and α ∈ I(Γ
k), determines a group action
on the level k quiver J∗l,k(VΓl).
This assignment determines a functor J∗l,k,G : QuiΓl,G→QuiΓk,G. This functor commutes
with forgetful functors,
N k J∗l,k,G = J
∗
l,k N
l .
The functor J∗l,k,G : QuiΓl,G → QuiΓk ,G admits left and right adjoint functors. Let
Jl,k,∗,G : QuiGk,G → QuiGk,G be the right adjoint functor to J
∗
l,k,G. Let Jl,k,!,G : QuiGk,G →
QuiGk ,G be the left adjoint functor to J
∗
l,k,G. We have
N l Jl,k,∗,G = Jl,k,∗ N
k , N l Jl,k,!,G = Jl,k,! N
k .
6.3. Equivariant quiver D-modules. Let X be a topological space. Any homeomor-
phism a : X → X determines an exact functor a q : Sh(X,C)→ Sh(X,C) of inverse image
of sheaves of vector spaces, which can be described as follows. The fiber a qFx of the sheaf
a qF at a point x ∈ X is the fiber Fa(x) of F at the point a(x), and for any morphism
ϕ : F → G of sheaves over X the map of fibers a qϕ(x) : a qFx → a
qGx coincides with the
map ϕ(a(x)) : Fa(x) → Ga(x).
Suppose a finite group G acts on X by homeomorphisms LX(g). For F ∈ Sh(X,C)
and g ∈ G, denote by F g the sheaf (LX(g)−1)
qF . A sheaf F ∈ Sh(X,C) is called G-
equivariant, if for g ∈ G, a morphism LF (g) : F → F g is given such that
• LFg2 (g1) LF (g2) = LF(g1g2) ,
• LFg(g−1) LF(g) = IdF .
Here the morphism of sheaves LFg2 (g1) : F g2 → (F g2)g1 is defined by the relation
LFg2 (g1) = LX(g
−1
2 )
q(LF (g
−1
2 g1g2)) .
In other words, an equivariant sheaf is a sheaf F ∈ Sh(X,C) and a collection of linear
maps L{F , U}(g) : Γ(U, F) → Γ(LX(g)(U), F), attached to any open set U ⊂ X and an
55
element g ∈ G, such that
L{F , LX(g2)(U)}(g1) L{F , U}(g2) = L{F , U}(g1g2) ,
L{F , LX(g)(U)}(g
−1) L{F , U}(g) = IdΓ(U, F) .
One defines similarly a G-equivariant complex of sheaves of vector spaces.
Denote by Sh(X,G,C) the category of equivariant sheaves over X and by Db(X,G,C)
the corresponding bounded derived category.
Assume that a finite group G acts on a smooth complex algebraic variety X by algebraic
automorphisms LX(g). Then the sheaves OX , Ω∗X , and DX are equivariant sheaves. The
morphisms L{DX , U}(g) and L{OX , U}(g) are defined by the relations
L{DX , U}(g)(f)(x) = L{OX , U}(g)(f)(x) = f(LX(g
−1)(x)) ,
L{DX , U}(g)(η)(x) = dLX(g)(η)(LX(g
−1)(x)) ,
where f is a function and η is a vector field on U . The morphisms L{Ω∗
X
, U}(g) are defined
by the relations
(6.1) L{Ω∗X , U}(g)(ω)(x) = ((dLX(g))
t)−1(ω)(LX(g
−1)(x))
for one-forms ω.
A sheafM of DX-modules is called G-equivariant if it is equipped with a structure of an
equivariant sheaf, such that the maps L{M, U}(g) respect the structure of the DX -module.
This means that
L{M, U}(g)(d ·m) = L{DX , U}(g)(d) · L{M, U}(g)(m) ,
for any m ∈ Γ(U,M) and d ∈ Γ(U,DX). In particular, the space Γ(X,M) of global
sections is an equivariant module over the ring DX = Γ(X,DX). Denote by MX,G the
category of equivariant coherent DY -modules.
IfX is an affine space andM is a coherent DX-module, then the equivariant DX -module
of its global sections determines M as an equivariant DX-module.
The sheaf OX is an equivariant left DX-module. The sheaf ΩX of top exterior forms is
an equivariant sheaf of right DX-modules.
Let VG = {Vα, Aα,β, LV(g)} ∈ QuiΓ,G be a G-equivariant quiver of Γ. Denote by
V = NN(VG) the same quiver with no group action. We equip the DX-module EV with
a structure of a G-equivariant DX-module in the following way.
Choose an edge framing {fα,β, ξα,β} of the arrangement C. Then the DX -module EV
is defined as the quotient of the left free DX-module R
0EV = ⊕α∈I(Γ)DX ⊗ Ωα ⊗ Vα by
the submodule R0EV ′, whose global sections are given by (4.25) and (4.26). For g ∈ G,
define a map LR0EV(g) : R
0EV → (R0EV)g by the formula
(6.2) L{R0EV ,X}(g)(d⊗ ωα ⊗ vα) = LDX (g)(d)⊗ LΩα(g)(ωα)⊗ LVα(g)(va)
for α ∈ I(Γ) and d⊗ ωα ⊗ vα ∈ DX ⊗ Ωα ⊗ Vα.
Proposition 6.1.
(i) The maps (6.2) determine a G-equivariant structure on the free DX-moduleR0EV.
(ii) The subsheaf R0EV ′ is invariant with respect to the maps LR0EV(g).
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(iii) Denote by LEV(g) the maps, induced by the action of the maps LR0EV(g) in the quo-
tient space EV. Then the maps LEV(g) : EV → EVg determine a G-equivariant
structure on the quiver DX-module EV.

By Proposition 6.1, we have a functor EG : QuiG → MX,G from the category of
equivariant quivers to the category of equivariant DX-modules.
For a nonnegative n, let VΓn,G = {Vα, Aα,β, Aβα, LV(g)} ∈ QuiΓ,G be a level n G-
equivariant quiver. Denote by VΓn = N n(VΓn,G) the same quiver with no group action.
We equip the sheaf EnVΓn of DXn-modules with a structure of a G-equivariant sheaf of
DXn-modules as follows.
Let Fn = {fα | α ∈ In+1(Γ)} be a level n vertex framing and UFn the corresponding open
subset of Xn, see Section 2.3. The DXn-module EnVΓn is defined as the quotient of the
free sheaf R0EnVΓn = DXn⊗C(⊕α∈I(Γn)Ωα ⊗Vα) of DXn-modules by its subsheaf R
′EnVΓn
of coherent DXn-modules, where the sections Γ(UFn ,R
′EnVΓn) of the sheaf R′EnVΓn over
UFn are given by formulas (4.33)–(4.35).
For g ∈ G, define a morphism LR0EnVΓn (g) : R
0EnVΓn → (R0EnVΓn)g by the formula
(6.3) L{R0EnVΓn ,Xn}(g)(d⊗ ωα ⊗ vα) = LDXn (g)(d)⊗ LΩ∗X (g)(ωα)⊗ LVα(g)(va)
for any α ∈ I(Γn), and d⊗ ωα ⊗ vα ∈ DXn ⊗ Ωα ⊗ Vα.
The transformation LX(g) transforms a level n vertex framing Fn to the level n vertex
framing F gn = {f
g
α}, where f
g
α(x) = fg(α)(g
−1x). The transformation LX(g) maps the
subset UFn to the subset UFgn . Formula (6.3) induces the maps
(6.4) L{R0EnVΓn , UFn}(g) : Γ(UFn ,R
0EnVΓn)→ Γ(U
g
Fn
,R0EnVΓn) .
Example.
Let VΓ0,G = {V,A
j, LV (g)} ∈ QuiΓ0,G be an equivariant quiver of level 0. It means, in
particular, that linear maps Aj : V → V , as well as linear maps Ajg = LV (g)A
jLV (g)
−1
for each α ∈ I2(Γ), j ≻ α, satisfy the relations
[Aj ,
∑
i, i≻α
Ai] = 0 , [Ajg,
∑
i, i≻α
Aig] = 0 .
The associated equivariant DX0-module E
0
GVΓ0,G is generated by the vectors ω∅⊗v, where
ω∅ = dz1∧. . .∧dzN and v ∈ V , subject to the relations (4.37). The group action is defined
by the relation
LE0GVΓ0,G(g)(ω ⊗ v) = LΩ
∗
X0
(g)(ω)⊗ LV (g)(v) .
This module is isomorphic to the DX0-module, associated to the flat connection (4.38)
in the trivial bundle on X0 with fiber V . The group G acts in the space of the global
sections of the trivial bundle L by the relation
(6.5) LL(g)(f ⊗ v) = LOX0 (g)(f)⊗ detG(g) · LV (g)(v) .
Here f ∈ OX0 , v ∈ V and detG is the one–dimensional representation of the group G in
the space Ω∅.
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Proposition 6.2.
(i) The maps (6.4) determine an equivariant structure on the sheaf R0EnVΓn of
DXn-modules.
(ii) For g ∈ G, the map L{R0EnVΓn , UFn}(g) maps the subspace Γ(UFn ,R
′EnVΓn) ⊂
Γ(UFn ,R
0EnVΓn) to the subspace Γ(U
g
Fn
,R′EnVΓn) ⊂ Γ(U
g
Fn
,R0EnVΓn).
(iii) Denote by LEnVΓn (g) the maps, induced by the action of LR0EnVΓn (g) on the quo-
tient sheaf EnVΓn. Then the maps LEnVΓn (g) determine an equivariant structure
on EnVΓn.

By Proposition 6.2, we have a functor EnG : QuiΓn,G → MXn,G from the category of
level n equivariant quivers to the category of equivariant sheaves of DXn-modules.
Since the map jl,k : X
k → X l is an embedding of G-invariant open subsets of X ,
the functor j∗l,k of inverse image of D-modules admits the canonical extension to the
functor j∗l,k,G : MXl,G → MXk,G of inverse image of equivariant D-modules. We define
the functors jl,k,∗,G : MXk,G → MXl,G and jl,k,∗,G : MXl,G → MXl,G as right and left
adjoint respectively to the functor j∗l,k,G. We have forgetful functors N
n :MXn,G →MXn
and the functors of direct and inverse image of equivariant D-modules commute with the
forgetful functors.
Equivariant versions of Theorems 4.5 and 4.6 are valid. For any k < l and an equivariant
level l quiver VGk,G, we have an isomorphism
EkG(J
∗
l,k,G(VGk,G)) ≃ j
∗
l,k,G(E
l
G(VGk,G)) .
For any k < l and an equivariant level k quiver VGk ,G, such that the quiver direct image
Jl,k,∗(N k(VGk,G)) is strongly non-resonant, we have an isomorphism
jGl,k,∗(E
k
G(VGk,G)) ≃ E
l
G(Jl,k,∗,G(VGk,G)) .
Let VG = {Vα, Aα,β, LV(g)} ∈ QuiΓ,G be an equivariant quiver and V = NN(VG).
Define an equivariant structure on the free DX-module REV = ⊕Nr=0R
rEV, where
RrEV = ⊕
α∈I(Γ)
DX ⊗
∧−r
Tα ⊗ Ωα ⊗ Vα ,
see (4.44). We define the map LRrEV(g) : R
rEV → (RrEV)g by the formula
L{RrEV , X}(g)(d⊗ τ ⊗ ωα ⊗ vα) =
= LDX (g)(d)⊗
∧−r
LDX (g)(τ)⊗ LΩ∗X (g)(ωα)⊗ LVα(g)(va) ,
for α ∈ I(Γn), and d⊗ τ ⊗ ωα ⊗ vα ∈ DX ⊗
∧−r Tα ⊗ Ωα ⊗ Vα.
Proposition 6.3.
(i) The maps LRrEV(g) determine an equivariant structure on the DX-module RrEV
and commute with the differentials d0 and d1 defined in (4.47),
di LRrEV(g) = LRr+1EV(g) di , i = 1, 2 .
(ii) The maps LRrEV(g) and LEV(g), determine an equivariant structure on the com-
plexes REV and REV of sheaves of DX-modules.
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
Denote by REVG and REVG the complexes REV and REV equipped with the equi-
variant structures described above.
Proposition 6.3 implies that for any equivariant quiver VG, the complex REVG presents
a free resolution of the equivariant DX-module EG(VG) in the category of equivariant DX-
modules.
In particular, equivariant counterparts of Theorem 4.14 and Corollary 4.15 are valid.
Namely, for any level zero equivariant quiver VG0,G = {V,A
i, LV (g)} with non-resonant
spectrum the following equivariant DX-modules are isomorphic :
j0,!,G(E
0
G(VΓ0,G)) ≈ EG(J0,!,G(VΓ0,G)) ,
j0,!∗,G(E
0
G(VΓ0,G)) ≈ EG(J0,!∗,G(VΓ0,G)) .
6.4. Equivariant quiver perverse sheaves. Let X be a complex algebraic variety
equipped with an algebraic action of a finite group G. Then the sheaf ΩanX of top exterior
analytic forms on X is the right equivariant DX -module with respect to the action (5.3)
and equivariant structure (6.1). For any M ∈MX,G the diagonal action of G on sections
of the sheaf ΩanX ⊗DanX (M)
an equips this sheaf with an equivariant structure. The
assignment M 7→ ΩanX ⊗DanX (M)
an defines a functor from the category MY,G to the
category Sh(Xan, G,C). The left derived functor to this functor is called the equivariant
de Rham functor DRG : D
b(MX,G)→ Db(Xan, G,C).
In the remaining part of this subsection, X is the affine space CN , considered as an
analytic variety equipped with an affine action of a finite group G.
Let VG be an equivariant quiver of Γ. The diagonal action of G equips the complex
QV = ΩanX ⊗DanX REV
an
with a structure of an equivariant complex of sheaves over Xan. We describe this equi-
variant structure for global sections of the sheaf QV. The graded component QVr of the
complex QV was described in (5.10) as
QVr = ⊕
α∈I(Γ)
ΩanX ⊗
(∧−r
Tα ⊗ Ωα ⊗ Vα
)
and the equivariant structure is determined by the maps
L{QVr, X}(g)(ω ⊗ τ ⊗ ωα ⊗ vα) =
= L{ΩX , X}(g)(ω)⊗
∧−r
LDX (g)(τ)⊗ LΩ∗X (g)(ωα)⊗ LVα(g)(va) ,
(6.6)
for any α ∈ I(Γn), and ω ⊗ τ ⊗ ωα ⊗ vα ∈ Γ(X,ΩX)⊗
∧−r Tα ⊗ Ωα ⊗ Vα. We have
Theorem 6.4. Let VG be an equivariant quiver. Then the equivariant de Rham complex
of the equivariant quiver DX-module EGV is isomorphic in Db(Xan, G,C) to the perverse
sheaf QV equipped with the equivariant structure (6.6). 
Denote by Y the quotient space Y = X/G and by q : X → Y the quotient map. We
regard Y as a space with the trivial action of G. We also use the notation Y 0 for the
quotient space Y 0 = X0/G with the quotient map q0 : X
0 → Y 0. The open embedding
Y 0 → Y is denoted by j0 : Y 0 → Y .
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Let F ∈ Sh(X,G,C) be a G-equivariant sheaf of complex vector spaces over X . The
direct image q
q
F of the sheaf F inherits from F the G-equivariant structure. We regard
the sheaf q
q
F as an element of Sh(Y,G,C).
Denote by qG
q
F ∈ Sh(Y,C) the sheaf of G-invariant sections of q
q
F .
The functor qG
q
: Sh(X,G,C) → Sh(Y,C) is the composition of two exact functors:
direct image functor q
q
and the functor of invariants of a finite group G. It sends [BL]
equivariant perverse sheaves on X to perverse sheaves on Y . Thus we have
Corollary 6.5. Let VG be an equivariant quiver. Then the complex of shaves q
G
q
QV is a
perverse sheaf on the quotient space Y .
Denote by QV
G
the complex ΓG(X,QV) = Γ(Y, qG
q
QV) of G-invariant global sections
of the equivariant complex of sheaves QV. Denote by detG the one–dimensional represen-
tation of the group G in the space Ω∅ of top exterior analytic forms on X , invariant with
respect to affine translations.
We have the following equivariant version of Theorem 5.6.
Theorem 6.6. Let C be a central arrangement of hyperplanes in CN . Let G be a finite
group of linear transformations of CN preserving C. Let VG be an equivariant quiver of
the graph Γ of the arrangement, such that all linear maps Aα,β of the quiver are close
to zero. Then the complex QV
G
is quasi-isomorphic to the subcomplex of G-invariants
((C+(V)⊗ detG)[N ])G of the complex (C+(V)⊗ detG)[N ]:
QV
G quis
≃ ((C+(V)⊗ detG)[N ])
G .
The theorem is proved in Section 7.
6.5. Cohomology of CN with coefficients in equivariant quiver perverse sheaves.
The category Sh(X,G,C) of equivariant sheaves has enough injectives [Gr]. Let ΓG(X, ·) :
Sh(X,G,C) → V ectC be the functor of invariant global sections. Following [Gr], de-
fine Hk(X,G, ·) to be the k-th right derived functor of the functor ΓG(X, ·), such that
Hk(X,G,F) = RkΓG(X,F) for any complex of equivariant sheaves F ∈ Db(Sh(X,G,C)).
Since G is a finite group, for any F ∈ Db(Sh(X,G,C)) the graded space H
q
(X,G,F)
coincides with the equivariant cohomology group of F [BL].
Since the functor qG
q
: Sh(X,G,C)→ Sh(Y,C) is the composition of two exact functors,
we have an equality [Gr] :
Hk(X,G,F) = Hk(Y, qG
q
F) .
The same statement is valid for the space X0 : Hk(X0, G,F) = Hk(Y 0, (q0)Gq F) .
The affine space X satisfies the equivariant Stein condition, that is, for a finite group
G
(6.7) Hk(X,G,Oan) = 0, for all k 6= 0.
Statement (6.7) can be proved as follows. In the non-equivariant case to show that
Hk(X,Oan) is trivial we replace the sheaf Oan (modulo constants) by its Dolbeault res-
olution (Ω0,q, ∂z). Then the ∂z-Poincare lemma says that any ∂z-closed (0, q)-form is a
∂z-coboundary. In the equivariant case we can use the same Dolbeault resolution, since it
60
consists of equivariant soft sheaves. Statement (6.7) requires that an invariant ∂z-closed
(0, q)-form ω has to be the ∂z-coboundary of an invariant form. By the ∂z-Poincare lemma,
we may conclude that w is the ∂z-coboundary of a possibly non-invariant form y. Then
the non-invariance of y is corrected by averaging over G.
Corollary 6.7. Let C be a central arrangement of hyperplanes in CN . Let G be a finite
group of linear transformations of CN preserving C. Let VG be an equivariant quiver with
all linear maps Aα,β close to zero. Then for any k ∈ Z
Hk(X,G,DR(EV)) ≃ Hk(X,G,QV) ≃ Hk+N
(
(C+(V)⊗ detG)
G
)
.

For an equivariant local system L on X0 introduce equivariant intersection cohomology
groups IHkG(X,G,L) as the equivariant cohomology groups H
k−N(X,G, (j0) ! ∗,GL[N ]) of
the MacPherson extension of the equivariant perverse sheaf L[N ],
IHk(X,G,L)
def
= Hk−N(X,G, (j0) ! ∗,GL[N ]) .
The functors q
q
, (q0)
q
, qG
q
, and (q0)G
q
transform perverse sheaves to perverse sheaves [BBD],
so that we have an equality
IHk(X,G,L) = IHk(Y, (q0)G
q
L) ,
where IHk(Y,L′) means the same as in Section 5.5,
IHk(Y ,L′)
def
= Hk−N(Y, (j0) ! ∗L
′[N ]) .
for any local system L′ over Y 0.
Let LV be the local system of flat sections of the connection (4.38) equipped with the
group action (6.5).
Corollary 6.8. Let VG = {V,Ai, LV (g)} be an equivariant level zero quiver of a central
arrangement C. Assume that all operators Ai are close to zero. Then for any k ∈ Z,
Hk(Y 0, (q0)
G
q
LV) ≃ Hk(X0, G,LV) ≃ Hk
(
(C+(J0,∗V)⊗ detG)
G
)
,
IHk(Y, (q0)
G
q
LV) ≃ IHk(X,G,LV) ≃ Hk(C+(J0,!∗V)⊗ detG)
G) .
6.6. Application to discriminantal arrangements. In this section we consider the
discriminantal arrangements and local systems appearing in hypergeometric solutions of
the KZ equations in [SV, V]. We calculate the equivariant intersection cohomology groups
of the discriminantal arrangements in terms of representation theory.
In this section we follow notations of [V], chapter 11.
We fix the following data:
(a) a finite-dimensional complex space h;
(b) a non-degenerate bilinear form ( , ) on h;
(c) linearly independent covectors (’simple roots’) α1, ...αr ∈ h∗.
Denote by b : h → h∗ the isomorphism induced by ( , ). Transform the form ( , ) to h∗,
using b. Set bi,j = (αi, αj), hi = b
−1(αi) ∈ h.
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Denote by g the Lie algebra, generated by ei, fi, and h, subject to the relations
[h, ei] = 〈h, αi〉ei , [h, fi] = −〈h, αi〉fi ,
[ei, fj] = δi,jhi , [h, h
′] = 0 ,
for all i, j = 1, ..., r and h, h′ ∈ h. Denote by n+ and n− the subalgebras of g , generated
by ei and fi, respectively.
There is a unique symmetric bilinear form S( , ) on g, satisfying the conditions
(i) the subspaces n+, h, and n− are mutually orthogonal with respect to S;
(ii) the restriction of S to h coincides with ( , ),
(iii) S(ei, ej) = S(fi, fj) = δi,j; S([fi, x], y) = S(x, [ei, y]).
Set g = g/KerS, n± = n±/(n± ∩KerS). These are Lie algebras. If bi,i 6= 0 for all i, then
g is the Kac-Moody algebra associated with the matrix ai,j = 2bi,j/bi,i.
For Λ ∈ h∗, we denote by UΛ the irreducible g-module with highest weight Λ ∈ h∗.
For a highest weight g-module U , we denote by C
q
(n−, U) the standard chain complex
of n− with coefficients in U . The chain complex C q(n−, U) has the canonical structure of
an h-module. For µ ∈ h∗, we denote by C
q
(n−, U)µ the subcomplex of chains of weight µ.
Let C1,N be the arrangement in X = C
N of hyperplanes
Hi : ti = 0, 1 ≤ i ≤ N ;
Hi,j : ti − tj = 0, 1 ≤ i < j ≤ N .
Fix an r-tuple λ = (k1, ..., kr) ∈ Zr≥0, k1 + · · · + kr = N , and a map πλ : {1, ..., N} →
{1, ..., r}, such that #π−1λ (i) = ki. We denote by Σλ the subgroup of the symmetric group
ΣN , which consists of permutations σ of {1, ..., N}, satisfying the condition πλ(σ(i)) =
πλ(i) for all i. We have an isomorphism Σλ ≈ Σk1× ...×Σkr . The group Σλ, as well as the
symmetric group ΣN , acts on X by permutations of coordinates. This action preserves
C1,N .
For Λ ∈ h∗ and κ ∈ C, we denote by aΛ,πλ,κ the collection of exponents aΛ,πλ,κ: C1,N →
C, where
aΛ,πλ,κ(Hi,j) = (απλ(i), απλ(j))/κ, aΛ,πλ,κ(Hi) = −(απλ(i),Λ)/κ .
Let (A q(C1,N), daΛ,piλ,κ) be the Aomoto complex of C1,N , see Section 2.5. Let
(F
q
aΛ,piλ,κ
, daΛ,piλ,κ) be its subcomplex of flag forms.
The action of Σλ on C1,N induces the action of Σλ on (A
q(C1,N ), daΛ,piλ,κ). This action
preserves (F
q
aΛ,piλ,κ
, daΛ,piλ,κ).
The following isomorphism of complexes was established in [SV], Corollary 6.13.
Theorem 6.9 ([SV]). We have
(6.8) C
q
(n, UΛ)Λ−λ ≈
(
F
N− q
aΛ,piλ,κ
(C1,N )⊗ sgn
)Σλ
,
Here λ¯ = k1α1 + . . . + krαr and sgn is the restriction to Σλ of the one-dimensional sign
representation of ΣN .
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We rewrite (6.8) in a quiver language. The collection of exponents aΛ,πλ,κ determines the
level zero equivariant quiver VΣλ(Λ, πλ, κ) of the arrangement C1,N by the rule VΣλ(Λ, πλ, κ)
= {V,Al, LV (g)}. Here V = C. The operator A
l : C→ C is the operator of multiplication
by the exponent aΛ,πλ,κ(H(l)) of the corresponding hyperplane. All operators LV (g) are
equal to IdV .
In these notations the flag complex F
q
aΛ,piλ,κ
(C1,N ) coincides with the complex of the
direct image J0,!∗V (Λ, πλ, κ) of the quiver V(Λ, πλ, κ) = N 0VΣλ(Λ, πλ, κ),
F
q
aΛ,piλ,κ
(C1,N) = C+ (J0,!∗V (Λ, πλ, κ)) .
Statement (6.8) is equivalent to the statement
(6.9) C
q
(n, LΛ)Λ−λ ≈
(
CN− q+ (J0,!∗,ΣλVΣλ(Λ, πλ, κ))⊗ sgn
)Σλ .
Let LΛ,πλ,κ be the local system on X
0, associated to the connection in the trivial line
bundle L over X0 with the connection-form∑
1≤i<j≤N
(απλ(i), απλ(j))
κ
d log(ti − tj) −
∑
1≤i≤N
(απ(i),Λj)
κ
d log ti .
We identify sections of L with scalar functions. We define the action of Σλ on sections by
the formula
LL(g)(f(x)) = sgn(g) · f(LX(g)
−1(x)) .
In notations of Section 6.5, we denote by LΛ,λ,κ the local system on Y
0 given by the
formula
LΛ,λ,κ = (q0)
Σλ
q
LΛ,πλ,κ .
Combining (6.9) and Corollary 6.8, we get
Corollary 6.10. Let X0 be the complement to C1,N in C
N . Then for |κ| ≫ 1 and k ∈ Z,
we have
IHk(Y,LΛ,λ,κ) = IH
k(X,Σλ,LΛ,πλ,κ) ≃ HN−k(n, LΛ)Λ−λ .
Let g be a simple Lie algebra with Weyl group W and half sum of positive roots ρ.
Let UΛ be the irreducible finite-dimensional g-module with highest weight Λ. By the
Borel–Weil–Bott theorem, we have
Hk(n, UΛ) = ⊕
w∈W, l(w)=k
Cw(Λ+ρ)−ρ
where Cµ is a one-dimensional space of weight µ and l(w) is the length of w. The dominant
weight Λ+ ρ is regular, that is, the equality w(Λ+ ρ) = Λ+ ρ implies w = id. Hence each
weight subspace of Hk(n, UΛ) is at most one-dimensional.
To a simple Lie algebra g and an element λ = k1α1 + . . . + krαr, ki ∈ Z≥0, of the root
lattice we assign the vector λ = (k1, ..., kr), the number N = k1 + . . . + kr, and the ar-
rangement C1,N in X = CN , equipped with the action of the product of symmetric groups
Σλ as at the beginning of this section. An integral dominant weight Λ ∈ h∗ determines
the Σλ-equivariant local system LΛ,πλ,κ on the complement X
0 to the arrangement C1,N
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and the local system LΛ,λ,κ on the quotient space Y
0 = X0/Σλ, which is an open subset
of the quotient space Y = X/Σλ.
Corollary 6.11. For |κ| ≫ 1 and k ∈ Z, the intersection cohomology IHk(Y,LΛ,λ,κ)
is at most one-dimensional and is nonzero if and only there exists w ∈ W , such that
l(w) = N − k and w(Λ + ρ)− ρ = Λ− λ.
7. Proofs
7.1. Proof of Propositions 3.1 and 3.2. We start with the proof of Proposition 3.1.
The operators Aαβ and A
γ
β commute if α ≻ β and β ≻ γ. Indeed, using relations (b) and
(c) in Section 2.1 we get
AαβA
γ
β = Aβ,αAα,βAβγAγβ = −
∑
β′, β′ 6=β
α≻β′≻γ
Aβ,αAαβ′Aβ′γAγβ =
= −
∑
β′, β′ 6=β
α≻β′≻γ
AβγAγβ′Aβ′αAα,β = AβγAγβAβ,αAα,β = A
γ
βA
α
β .
To prove (i) we have to check only that [Sβ, A
α
β ] = 0 for α such that α ≻ β. This is
equivalent to the equality [
∑
α′, α′ 6=α,
α′≻β
Aα
′
β , A
α
β ] = 0. Consider the product A
α
β ·
∑
αj , αj 6=α,
αj≻β
A
αj
β .
A nonzero contribution to the product is given only by the summands with αj for which
there exists δj with δj ≻ αj and δj ≻ α. We have
Aαβ
∑
αj , αj≻β,
αj 6=α
A
αj
β = Aβ,αAα,β
∑
δi, δi≻α
∑
αj , αj 6=α,
δi≻αj≻β
AβαjAαjβ =
−
∑
δi, δi≻α
∑
αj , αj 6=α,
δi≻αj≻β
Aβ,αAαδiAδiαjAαjβ =
∑
δi, δi≻α
Aβ,αAαδiAδiαAα,β .
(7.1)
We can apply the same procedure to the product
∑
αj , αj 6=α,
αj≻β
A
αj
β A
α
β and get the same result
(7.1). This proves statement (i) of Proposition 3.1.
To prove (ii) we note that for any vertex δ > β with l(δ) = l(β)− 2 and for any vector
eδ ∈ Vδ, the vector ⊕α, δ≻α≻βAα,δeδ belongs to the kernel of the operator Tβ due to defining
relation (b) of Section 2.1. Fix a vertex α, such that α ≻ β, and a vector eα ∈ Vα. We
have
Tβ(eα) = Aα,βAβ,α(eα) +
∑
αj , αj 6=α
αj≻β
AαjβAβ,α(eα).
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Due to relation (c) of Section 2.1, in the last sum we have a nonzero contribution only
from the summands with αj such that there exists δj satisfying δj ≻ αj and δj ≻ α. Thus
Tβ(eα) = Aα,βAβ,α(eα)−
∑
δi,δi≻α
∑
αj , αj 6=α
δi≻αj≻β
AαjδiAδiα(eα) =
= Aα,βAβ,α(eα) +
∑
δi,δi≻α
AαδiAδiα(eα)−
∑
δi,δi≻α
∑
αj , δi≻αj≻β
AαjδiAδiα(eα).
The last term belongs to the kernel of Tβ . So the action of Tβ on eα in the quotient space
⊕α:α≻βVα/KerTβ is the same as the action of A
β
α + T
0
α on eα. This proves statement (ii)
of Proposition 3.1. 
Let us prove statement (i) of Proposition 3.2. Since Aαβ and A
γ
β commute if α ≻ β and
β ≻ γ, we have to prove that [S˜β , Aαβ ] = 0 for any α ∈ I(Γ), β ≻ α. Fix a vertex α ∈ I(Γ),
such that β ≻ α. We have S˜β =
∑
γ, β≻γ A
γ
β. Since the arrangement is central, for any
γ, β ≻ γ, the planes Xα and Xγ intersect in codimension one and we can rewrite S˜β as
S˜β =
∑
δ, β>δ,l(δ)=l(β)+2
S˜β,δ ,
where
(7.2) S˜β,δ =
∑
γ, β≻γ≻δ
Aγβ .
The defining relations of quivers (see the relation (v) of Section 3.2) imply that [Aαβ , S˜β,δ] =
0 for any such δ. Thus [Aαβ , S˜β] = 0 and statement (i) is proved.
Let us prove statement (ii) of Proposition 3.2. Fix α, β ∈ I(Γ), such that α ≻ β. For
any δ, β ≻ δ we have by the second equality of Section 3.2 (iv)
(7.3) Aα,βA
δ
β = (S˜α,δ − A
β
α)Aα,β .
The summation of (7.3) over all δ, β ≻ δ gives
(7.4) Aα,βS˜β = (S˜α − A
β
α)Aα,β .
On the other hand, we have, analogously to (7.1),
Aα,β
∑
αj , αj≻β,
αj 6=α
A
αj
β = Aα,β
∑
δi, δi≻α
∑
αj , αj 6=α,
δi≻αj≻β
AβαjAαjβ =
−
∑
δi, δi≻α
∑
αj , αj 6=α,
δi≻αj≻β
AαδiAδiαjAαjβ =
∑
δi, δi≻α
AαδiAδiαAα,β ,
that is,
(7.5) Aα,β(Sβ −A
α
β) = SαAα,β .
Combining (7.4) and (7.5), we get
Aα,β(Sβ + S˜β − A
α
β) = (Sα + S˜α −A
β
α)Aα,β ,
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which implies (3.9), since Aα,βA
α
β = A
β
αAα,β by definition of operators A
β
α and A
α
β , see
(3.3). The proof of (3.9) for β ≻ α is analogous. The relations (3.9) imply the centrality
of the operator S. 
7.2. Proof of Propositions 3.9–3.11. First we prove Proposition 3.9.
Consider the direct image J0,∗W Γ0 of the level zero quiver W Γ0 = {W,B
i}. Consider a
vertex α ∈ I(Γ) and a flag Fα,...,αm=α which ends at α. Let β ∈ I(Γ) be a vertex such that
β ≻ α. According to (3.17) and (3.18), the vector Aα,βAβ,α
(
Fα,...,αm ⊗ u
)
in (J0,∗W Γ0)α
is equal to zero if F βα0,...,αm = 0 or is equal to
(−1)((β;α0,...,αm)+m−1)Fβ0,...,βm−1αm ⊗
∑
i∈I1(Γ),
i≥αk+1, i 6≥αk
Bi(u),
if F βα,...,αm 6= 0. Here Fβ0,...,βm−1 = F
β
α,...,αm
. Denote by Ik(α0, α1, ...αm) the set of all
β ∈ I(Γ) such that F βα,...,αm 6= 0 and (β;α0, ..., αm) = k. Applying relations (2.8), we get
(7.6)
∑
β∈Ik(α0,...,αm)
Aα,βAβ,α(Fα,...,αm=α ⊗ u) = Fα,...,αm ⊗
∑
i∈I1(Γ),
i≥αk+1, i 6≥αk
Bi(u) .
Relations (7.6) imply that for any α ∈ I(Γ),
(7.7) Sα = IdFα ⊗
∑
i∈I1(Γ), i≥α
Bi ,
as an operator in Fα ⊗ U . Denote by B˜α the operator B˜α =
∑
i∈I1(Γ), i≥α
Bi : W → W .
According to Proposition 3.1, the operator Sα commutes with any product Aα,βAβ,α, if β
is adjacent to α. Applying this fact to relations (7.6) and (7.7) we get
[B˜α,
∑
i∈I1(Γ),
i≥αk+1, i 6≥αk
Bi] = 0 ,
and, in particular, for k = 0, we get [B˜α, Bα1 ] = 0. We can repeat these arguments
for any flag ending at α and we conclude that the operator B˜α commutes with all its
own summands Bi. In this situation all eigenvalues of the operator B˜α are equal to
λα. Indeed, for any eigenvalue λ of B˜
α the corresponding subspace of eigenvectors is
invariant with respect to any Bi, i ≥ α. Taking the trace over this subspace of the
equality B˜α =
∑
i∈I1(Γ): i≥α
Bi, we get λ = λα. Due to (7.7) we get statement (i) of the
proposition.
To prove (iii), note that due to (3.17) and (3.18) for any α, β ∈ I(Γ), such that α ≻ β,
the operator Aβα = Aα,βAβ,α : Fα ⊗ U → Fα ⊗ U is equal to
(7.8) Aβα = IdFα ⊗
∑
i∈I1(Γ),
i≥β, i 6≥α
Bi .
Statement (iii) follows now from (i) and (ii) and Proposition 3.1. 
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Consider the quiver J0,!W Γ0 = τ
−1
N J0,∗τ0W Γ0 . The quiver τ0W Γ0 = {U,C
i} consists of
the vector space U = W ∗ and operators C i = (Bi)∗, respectively dual to Bi. Each of C i
has a single eigenvalue λi. By Proposition 3.9, the operators Sα, A
β
α, Tα, T
′
α, attached to
the quiver J0,∗τ0W Γ0 , have eigenvalues, prescribed by that proposition. The operators Sα,
Aβα, Tα, T
′
α, attached to the quiver τ
−1
N J0,∗τ0W Γ0 , are dual to the corresponding operators
for the quiver J0,∗τ0W Γ0 and thus have the same eigenvalues. This proves Proposition
3.10. 
In order to prove Proposition 3.11, it is sufficient to prove it for the quiver J0,∗W Γ0 and
then apply the duality arguments.
For α ∈ I(Γ), formula (7.8) implies that
S˜α = IdFα ⊗
∑
Bi ,
where the sum is taken over all i ∈ I1(Γ), such that the hyperplane Hi does not containXα,
but its intersection with Xα is non-empty. For a central arrangement, the last condition
is satisfied always. Thus
(7.9) S˜α = IdFα ⊗
∑
i∈I1(Γ), i 6≥α
Bi .
Combining (7.9) with (7.7), we get
(7.10) S = IdF ⊗
∑
i∈I1(Γ),
Bi .
The trace arguments as above show that the operator S has a single eigenvalue λ∞ =∑
j∈J(C) λj , if every operator B
i has a single eigenvalue λi. 
7.3. Proof of Proposition 4.1. Choose a scalar product on X invariant with respect to
parallel translations. Without loss of generality we assume that for any pair of adjacent
strata Xα ⊃ Xβ, the function fβ,α ∈ Fβ \ Fα is chosen to be orthogonal to Fα and the
vector field ξα,β ∈ Tα \ Tβ belongs to T ′β . Set M = ⊕αMα. Due to relations (4.25) and
(4.26), the space of global sections of the DX-module EV is isomorphic to a quotient space
of M . To prove (4.29), we define inductively the structure of a DX-module on M .
Define the grading on M . It is given by a grading on each summand Mα, where we set
deg(vα ⊗ ωα) = 0, deg ξ = deg f = 1 for ξ ∈ T ′α and f ∈ F
′
α .
We will use the increasing Bernstein filtration BD• of the ring DX , in which the sub-
space BD≤k ⊂ DX is spanned by the elements zi1 · · · zil
∂
∂zil+1
· · · ∂
∂zim
,
BD≤k = C
〈
zi1 · · · zil
∂
∂zil+1
· · · ∂
∂zim
| m ≤ k
〉
.
Define the action of BD≤1 on elements of zero degree M0 ⊂ M . Take a stratum Xα.
An element d ∈ BD≤1 can be presented as a sum
(7.11) d = c+ dα + d
′
α,
where c is a constant, dα ∈ Tα + Fα , d′α ∈ T
′
α + F
′
α . In the ring DX , we have
(7.12) [d1, d2] = 0 if d1, d2 ∈ Tα + Fα or d1, d2 ∈ T ′α + F
′
α .
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We use relations (4.25) and (4.26) to define the action. We set
(7.13) dα(ωα ⊗ vα) =
∑
β, α≻β
〈dα, fβ,α〉πβ,α(ωa)⊗ Aβ,α(vα) ∈
∑
β, α≻β
M0β ,
if dα ∈ Tα , and
(7.14) dα(ωα ⊗ vα) =
∑
β, β≻α
〈ξβ,α, dα〉πβ,α(ωα)Aβ,α(vα) ∈
∑
β, β≻α
M0β ,
if dα ∈ Fα . We set
(7.15) d′α(ωα ⊗ va) = d
′
α ⊗ (ωα ⊗ va) ∈ M
1
α ,
if d′α ∈ T
′
α + F
′
α .
As the next step we define the action of BD≤1 on the subspace of degree one elements
M1 ⊂ M . Again we use decomposition (7.11). Define the action of d′ ∈ T ′α + F
′
α on
d′ ⊗ (ωα ⊗ vα) ∈M1α by the formula
(7.16) d′α · (d
′ ⊗ (ωα ⊗ vα)) = (d
′
αd
′)⊗ (ωα ⊗ vα) ∈ M
2
α .
Define the action of dα ∈ Tα + Fα ⊂ BD≤1 by the formula
(7.17) dα · (d
′ ⊗ (ωα ⊗ vα)) = [dα, d
′]⊗ (ωα ⊗ vα) + d
′ · dα(ωα ⊗ vα) ,
where the first term in the right hand side is in M0α, while the action of BD
≤1 for the
second term was already defined.
We claim that formulas (7.13)–(7.17) define also an action of BD≤2 on M0.
To prove this we note first that relations (7.13)–(7.17) define an action of all second
degree monomials on M0 and the only thing to check is to verify that this action respects
quadratic relations in BD≤2. The action of the basic relation
(7.18) d1d2 − d2d1 = [d1, d2]
on M0α can be split into several types depending on the types in (7.11) of the first degree
generators di.
The case, when both di belong to T
′
α + F
′
α , is trivial. In that case di commute and
their actions commute due to (7.15).
If d1 ∈ T ′α + F
′
α and d2 ∈ Tα + Fα , then relation (7.18) is preserved due to (7.17).
The nontrivial case is when both di belong to Tα + Fα and should commute.
Suppose first that both di ∈ Tα . Then
d1d2(ωα ⊗ va) =
∑
β, α≻β
〈d2, fβ,α〉 d1 (πβ,α(ωα)⊗ Aβ,α(vα)) .
We can present each of di as
di = c
β
i ξα,β + d
′
i ,
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where ξα,β ∈ Tα ∩ T ′β , fβ,α ∈ Fβ ∩ T
⊥
α , d
′
i belongs to Tβ , and the constants c
β
i are given
by the formula cβi =
〈di,fβ,α〉
〈ξα,β ,fβ,α〉
. Then
(d1d2 − d2d1)(ωα ⊗ vα) =
∑
β, α≻β
(
cβ1 〈d2, fβ,α〉 − c
β
2 〈d1, fβ,α〉
)
πβ,α(ωα)⊗ Aβ,αvα+
+
∑
β, α≻β
(〈d2, fβ,α〉d
′
1 − 〈d1, fβ,α〉d
′
2) · (πβ,α(ωα)⊗ Aβ,αvα) .
(7.19)
The first summand in the right hand side of (7.19) is zero, since(
cβ1 〈d2, fβ,α〉 − c
β
2 〈d1, fβ,α〉
)
= 0
for each β ∈ I(Γ), such that α ≻ β. The second summand can be rewritten as a double
sum
(7.20)
∑
β, α≻β,
γ, β≻γ
Cα,β,γ ⊗ AγβAβ,αvα =
∑
β, α≻β,
γ, β≻γ
id1∧d2 (dfβ,α ∧ dfγβ)πγ,βπβ,α(ωα)⊗ AγβAβ,αvα .
For a fixed γ the coefficient Cα,β,γ in (7.20) does not depend on index β. This can be seen
from the equality
Cα,β,γ =
ωα
dfβ,α ∧ dfγβ
id1∧d2 (dfβ,α ∧ dfγβ) .
Then the sum in (7.20) equals zero due to relation (b) of Section 2.1.
The case when both di belong to Fα is treated in analogous manner. Let now d1 ∈ Fα ,
d2 ∈ Tα . Then
d1d2(ωα ⊗ vα) =
∑
β, α≻β
〈d2, fβ,α〉d1 (πβ,α(ωα)⊗ Aβ,αvα) =
=
∑
β, α≻β
γ, γ≻β
〈d2, fβ,α〉〈ξγβ, d1〉πγ,βπβ,α(ωα)⊗AγβAβ,αvα ,
(7.21)
since d1 belongs to Fβ ⊂ Fα for each summand in the first line of (7.21), and
d2d1(ωα ⊗ vα) =
∑
δ, δ≻α
〈ξδα, d1〉d2 (πδ,α(ωα ⊗ Aδ,αvα) =
=
∑
δ, δ≻α
γ˜, δ≻γ˜
〈d2, fγ˜δ〉〈ξδα, d1〉πγ˜,δπδ,α(ωα)⊗ Aγ˜δAδαvα ,
(7.22)
since d2 belongs to Tδ ⊂ Tα for each summand in the first line of (7.22).
We have the equalities of codimensions l(γ) = l(γ˜) = l(α), and the summation in the
last lines of (7.21) and (7.22) goes over one index γ or γ˜ while Xβ = Xα ∩ Xγ in (7.21)
and Xδ is the unique hyperplane which contains both Xα and Xγ˜ in codimension 1 for
(7.22).
Due to (7.12), we should prove that the difference of the right hand sides of (7.21) and
(7.22) is zero. First of all, there are no terms with γ = α in the right hand side of (7.21),
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since in this case the coefficient 〈ξγβ, d1〉 is zero. Analogously, there are no terms in the
right hand side of (7.22) with γ˜ = α since in this case the coefficient (d2, fγ˜,δ) vanishes.
For a vertex γ′ of the graph Γ there are three different possibilities:
(1) there is a summand in (7.21) with index γ = γ′ and a summand in (7.22) with
index γ˜ = γ′;
(2) there is a summand in (7.21) with index γ = γ′ and there is no summand in (7.22)
with γ˜ = γ′;
(3) there is no summand in (7.21) with index γ = γ′ and there is a summand in (7.22)
with γ˜ = γ′.
In case (2) the corresponding term vanishes due to relation (c) in Section 2.11. In case
(3), the strata Xα and Xγ˜′ are parallel inside Xδ, so the coefficient 〈d2, fγ′δ〉 vanishes as
well as the corresponding summand. In case (1) we can apply relation (c) of Section 2.1
if the sum of the coefficients in (7.21) and (7.22) is zero. So the only thing to prove is the
equality
(7.23) 〈d2, fβ,α〉〈ξγβ, d1〉πγ,βπβ,α(ωα) + (d2, fγδ)〈ξδα, d1〉πγ,δπδ,α(ωα) = 0,
when Xα and Xγ are strata of equal dimension, Xβ = Xα ∩ Xγ , Xδ = Xα + Xγ if an
origin of CN is taken inside Xβ, d1 ∈ Fα and d2 ∈ Tα . Then we can choose ξδα = ξγβ and
fβ,α = fγδ. With such an identification the left hand side of (7.23) is equal to
(d2, fγ,δ)〈ξγβ, d1〉 (πγ,βπβ,α(ωα) + πγ,δπδ,α(ωα)) .
The equality ωγ = πγ,βπβ,α(ωα) is equivalent to the equality
ωα = dfβ,α ∧ iξγ,βωγ = dfγ,δ ∧ iξγ,βωγ,
and the equality ωγ = πγ,δπδ,α(ωα) is equivalent to
ωα = iξδ,α(dfγ,δ ∧ ωγ) = iξγ,β(dfγ,δ ∧ ωγ).
The elements ξγβ and fγδ commute in DX by (7.12). This implies the equality dfγ,δ ∧
iξγ,βωγ + iξγ,β(dfγ,δ ∧ ωγ) = 0 which proves (7.23).
Suppose n ≥ 0 and k, 0 ≤ k ≤ n are given. Suppose an action of B≤k on M l is defined,
if l ≤ n− k. Let d ∈ BD≤1. For a given stratum Xα and a monomialD of degree n over
C[T ′α + F
′
α ] define
d ·D ⊗ ωα ⊗ vα = [d,D]⊗ ωα ⊗ vα +D · d(ωα ⊗ vα) if d ∈ Tα + Fα ,(7.24)
d ·D ⊗ ωα ⊗ vα = dD ⊗ ωα ⊗ vα if d ∈ T
′
α + F
′
α .(7.25)
Then the action of all monomials from B≤k on Mn−k+1 is defined. We should check
that this action preserves the commutation relations in the ring DX , more precisely, the
relations of the type
(7.26) d1 · d2 · (D ⊗ ωα ⊗ vα)− d2 · d1 · (D ⊗ ωα ⊗ vα) = [d1, d2](D ⊗ ωα ⊗ vα)
where di ∈ BD≤1 and D is a monomial of degree n − 1 over C[T ′α + F
′
α ]. If both
di ∈ T ′α +F
′
α then (7.26) is satisfied due to (7.25). Let now d1 ∈ Tα +Fα , d2 ∈ T
′
α +F
′
α .
Then by (7.24) and by induction assumptions
d1d2(D ⊗ ωα ⊗ vα) = [d1, d2D]⊗ ωα ⊗ vα + d2Dd1(ωα ⊗ vα) ,
d2d1(D ⊗ ωα ⊗ vα) = d2[d1, D]⊗ ωα ⊗ vα + d2(Dd1(ωα ⊗ vα)) ,
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so we get
(d1d2 − d2d1) · (D ⊗ ωα ⊗ vα) = [d1, d2]D ⊗ ωα ⊗ vα).
Let now d1, d2 ∈ Tα + Fα . Then by (7.24)
d1d2(D ⊗ ωα ⊗ vα) = [d1, [d2, D]]⊗ ωα ⊗ vα + [d2, D](d1(ωα ⊗ vα)) + d1(Dd2(ωα ⊗ vα))
and
(d1d2 − d2d1) · (D ⊗ ωα ⊗ vα) = D(d1d2 − d2d1)(ωα ⊗ vα) = 0
by induction assumptions. This ends the induction step and the proof of the proposition.

7.4. Proof of Proposition 4.2. The description (4.25) and (4.26) of a quiver DX-module
imply that the principal filtration (4.31) is good and the map
φ : ⊕
α∈I(Γ)
(
S(T ′α )⊗ Ωα ⊗ Vα
)
⊗ C[Xα]→ EV ,
where EV = grEV, is a well defined map of OX -modules. Proposition 4.1 implies that
this map is an isomorphism.
Consider the product ∏
α∈I(Γ)
dα ,
where dα ∈ Tα + Fα and dα = gr (da). Relations (4.25), (4.26), (7.24) and (7.25) show
that this product annihilates EV. It means that EV is a holonomic DX module with
singular support contained in ∪αT
∗
Xα
C
N . 
7.5. Proof of Proposition 4.4. Fix a nonzero exterior form ω∅ ∈ Ω∅. Identify vectors
v ∈ V with ω∅ ⊗ v ∈ Ω∅ ⊗ V , and w ∈ W with ω∅ ⊗ w ∈ Ω∅ ⊗W .
Let Φ : E0V → E0W be a morphism of DX0- modules. Since X0 is an affine variety,
the morphism is determined by the corresponding map of global sections, denoted by Φ
also. Since the DX0-module E
0V is generated by the space V , the map of global sections
is determined by its restriction to V , denote ϕ = Φ|V . The map ϕ is a regular rational
function on X0 with values in Hom(V,W ). We need to prove that ϕ is constant.
For j ∈ J(C), choose affine coordinates z1, ..., zN on X , such that the hyperplane Hj
has equation z1 = 0. Take a generic point (0, ε2, ..., εN) in Hj. Expand ϕ in the Laurent
series,
(7.27) ϕ =
ϕk
zk1
+
ϕk−1
zk−11
+ · · · ,
where ϕk are functions in z2, ..., zN holomorphic at (ε2, ..., εN). We assume that
ϕk(ε2, ..., εN) 6= 0. For v ∈ V , consider the Laurent expansion for both sides of the
equality Φ(∂z1v) = ∂z1(Φ(v)). We have
Φ(∂z1v) = Φ
(
Aj(v)
z1
+ · · ·
)
=
1
z1
ϕ(Aj(v)) + ... =
ϕk(A
j(v))
zk+11
+ ... ,
and
∂z1(Φ(v)) = ∂z1(ϕ(v)) =
(Bj − k) (ϕk(v))
zk+11
+ · · · .
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We get ϕk(A
j(v)) = (Bj − k) (ϕk(v)). Since eigenvalues of Aj and of Bj are in the same
weakly non-resonant set Gj, we conclude that k = 0. Thus the rational function ϕ has no
poles and is a polynomial function on X .
Let C[X ] be the ring of polynomials on X with complex coefficients. Denote V˜ =
C[X ] · V , W˜ = C[X ] ·W . We proved that Φ(V˜ ) ⊂ W˜ .
Let O ∈ X be the center of the arrangement. Let z1, . . . , zn be affine coordinates on
X with center at O. Let η be the associated Euler vector field, η = z1∂z1 + ... + zN∂zN .
For any v ∈ V , we have η(v) =
∑
j∈J(C)A
j(v). Let V˜ = ⊕µV˜µ, W˜ = ⊕µW˜µ be the
decompositions into eigenspaces of η. It is easy to see that the summations are over
µ ∈ G˜∅ + Z≥0. We have Φ(V˜µ) ⊂ W˜µ for any µ. Since the set G˜∅ is weakly non-resonant,
we have equalities
V = ⊕
µ∈ eG∅
V˜µ , W = ⊕
µ∈ eG∅
W˜µ ,
and Φ(V ) ⊂W . Thus ϕ is constant. The condition [Φ, ξ](v) = 0 for constant vector fields
ξ imply that ϕ is a morphism of quivers and Φ = E0(ϕ). 
7.6. Proof of Proposition 4.3. Part (i) of the proposition follows from the description
in Section 4.4 of global sections of a quiver DXn-module. Namely, the quiver DXn-module
EnVΓn has a finite-dimensional subspace V = ⊕α∈I(Γn)Ωα ⊗ Vα of the space of its global
sections. If ϕ : VΓn → WΓn is a nonzero morphism of quivers, then the associated
morphism Enϕ : EnVΓn → EnWΓn of DXn-modules is nonzero on the space V . Thus the
functor En is faithful.
The proof of part (ii) is by induction on n. The proof is based on the Beilinson-
Kashiwara-Malgrange gluing construction.
First we will recall the gluing construction, following [K3]. Then we will introduce
special open subsets Xn,β ⊂ Xn, on which the gluing procedure will be performed. For
a level n quiver VΓn , we will restrict the quiver DXn-module EnVΓn to an open set Xn,β
and describe, how this DXn,β -module can be obtained by gluing quiver D-modules of level
n− 1. We will note that the sheaf axioms imply that the categoryMXn of DXn-modules
is equivalent to a category of fibered products of MXn,β -modules. In this way we will
describe the DXn-module E
nVΓn by means of quiver D-modules of level n − 1 quivers.
With such a description we will perform the induction step.
7.6.1. Kashiwara-Malgrange filtrations and the gluing construction. Recall that a subset
G ⊂ C is called a non-resonant section of C, if G contains zero and for any a ∈ C, the
intersection G ∩ (a+ Z) consists of a single point.
Let Y be a smooth complex algebraic variety and Z ⊂ Y a smooth complex algebraic
subvariety. We assume that Z is a principal divisor, defined by the equation f = 0 for
some regular function f . Let I ⊂ OY be the sheaf of ideals of functions vanishing on Z
and F (DY ) a corresponding (see Section 4.6 decreasing filtration of the sheaf DY :
F k(DY ) = {P ∈ DY | P (I
j
β) ⊂ I
j+k
β for any j} .
Let θ be a vector field in Y tangent to Z and acting on I/I2 as the identity. We suppose
that θ is presented as a product θ = fξ, where ξ is a vector field on Y such that ξ(df) = 1.
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Let M be a DY -module. For any good filtration F (M) of a DY -module M , the quo-
tient spaces grF k(M) = F k(M)/F k+1(M) have the structure of DZ-modules. and the
function f and the vector field ξ define the DZ-module maps
gr f : grF k(M)→ grF k+1(M) and gr ξ : grF k(M)→ grF k−1(M) ,
such that gr f · gr ξ = gr θ : grF k(M)→ grF k(M).
Suppose a non-resonant section G ⊂ C is chosen. Let FG(M) be the unique good filtra-
tion ofM , satisfying the condition (v) of Section 4.6. Denote Ψ
(k)
G
(M) = grF k
G
(M). Then
for all k ≥ 0, the DZ-modules Ψ
(k)
G
(M) and the maps gr θ : Ψ
(k)
G
(M) → Ψ(k)
G
(M) depend
on the restriction M |Y \Z only. We use this remark in notations and set Ψ
(0)
G
(M |Y \Z) =
Ψ
(0)
G
(M). Denote by a the map a = gr ξ|
Ψ
(0)
G
(M)
: Ψ
(0)
G
(M)→ Ψ(−1)
G
(M) and by b the map
b = gr f |
Ψ
(−1)
G
(M)
: Ψ
(−1)
G
(M)→ Ψ(0)
G
(M).
The Beilinson-Malgrange-Kashiwara gluing theorem [Be], [K3], [M] states that for a
given non-resonant section G ⊂ C the assignment
M → (M |Y \Z ,Ψ
(−1)
G
(M), a, b)
establishes an equivalence of the category MhrsY ⊂M
hol
Y of holonomic DY - modules with
regular singularities and the category of quadruples (M˜,N, a, b), where M˜ ∈ MhrsY \Z ,
N ∈ MhrsZ , a : Ψ
(0)
G
(M˜) → N and b : N → Ψ(0)
G
(M˜) are DZ-module maps such that
ba = gr θ : Ψ
(0)
G
(j∗M˜)→ Ψ
(0)
G
(j∗M˜).
7.6.2. The spaces Xn,β. Take a vertex β ∈ I(Γn), such that l(β) = n. Let Xn,β ⊂ Xn be
the following open subset of Xn,
Xn,β = Xn−1
⋃
Xβ = X
n \
 ⋃
α6=β, l(α)=n
Xα
 .
The sets Xn,β cover Xn,
Xn =
⋃
β, l(β)=n
Xn,β ,
and for any β1, β2 ∈ In(Γ) we have
Xn,β1
⋂
Xn,β2 = Xn−1 .
Thus the category MXn of DXn-modules is the fibered product of the categories MXn,β :
(7.28) MXn ≈MXn,β1 ×MXn−1 MXn,β1 ×MXn−1 · · · ×MXn−1 MXn,βm ,
where the product is taken over all βk ∈ In(Γ). An object of the categoryMXn,β1 ×MXn−1
· · ·×M
Xn−1
MXn,βm is a collection M1 ∈MXn,β1 , ..., Mm ∈MXn,βm , such that M1|Xn−1 =
M2|Xn−1 = ... = Mm|Xn−1 .
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Let Fn−1 = {fα | α ∈ In(Γ)} be a level n−1 vertex framing of the arrangement C. The
framing determines an affine open subset UβFn−1 ⊂ X
n,β of Xn,β:
(7.29) UβFn−1 = X \
⋃
α∈In(Γ), α6=β
{fα = 0} .
Subsets UβFn−1 form a covering of X
n,β when Fn−1 varies.
7.6.3. Gluing data for Γn-quivers. Fix a vertex β ∈ In(Γ). Let fβ ∈ Fβ be a generic affine
function vanishing on Xβ. In the notations of Section 7.6.1, put Y = X
n,β and Z = Y ∩H ,
where H = {fβ = 0}.
Intersections Hj ∩H , j ∈ J(C), determine in H an arrangement, denoted by CH , which
equips H with a structure of a stratified space. The space Z coincides with the principal
level n− 1 open subset of H :
Z = Hn−1 = H \
⋃
codimHHα≥n
Hα .
The strata of Z are the intersections H ∩Xα, where α ∈ I(Γ), such that l(α) < n.
The graph of adjacencies Γn,β of the stratified space Z is a certain contraction of the
graph Γn−1.
More precisely, let Iβn−1(Γ) be the set of classes of isomorphisms of elements of In−1(Γ)
with respect to the following equivalence relation: α1 ≈ α2 if α1 ≻ β and α2 ≻ β, or
α1 = α2. Thus, the set I
β
n−1(Γ) consists of the vertices α ∈ In−1(Γ), such that α 6≻ β and
of the equivalence class β of the vertices α ∈ In−1(Γ), such that α ≻ β.
Let I˜βn (Γ) be the subset of In(Γ), which consists of the elements β
′ ∈ In(Γ), such that
the stratum Xβ′ is not equal to the stratum Xβ and is not parallel to it (not obtained by a
parallel translation). Let Iβn (Γ) be the set of classes of isomorphisms of elements of I˜
β
n (Γ)
with respect to the following equivalence relation: α1 ≈ α2 if α1 = α2 or the intersections
Xα1 ∩Xβ and Xα2 ∩Xβ coincide and have codimension one in Xβ:
Xα1 ∩Xβ = Xα1 ∩Xβ and codim XβXα1 ∩Xβ = 1.
In these notations the set of vertices of Γn,β is the union
I(Γn,β) = I(Γn−2) ∪ Iβn−1(Γ).
Define the edges of Γn,β. The vertices α1, α2 ∈ I(Γn,β), such that α1 6= β, α2 6= β and
α1 6= α2, are connected by an edge in Γn,β if and only if they are connected by an edge in
Γn−1. The vertices β and α ∈ I(Γn,β), α 6= β define an edge in Γn,β if there exists α1 ≻ β,
such that α1 and α are connected by an edge in Γ
n−1.
The graph Γn,β has loops (α1, α1)
α2 , where α1 ∈ I
β
n−1(Γ), α2 ∈ I
β
n (Γ) and there exist
representatives α1 of α1, α1 ∈ In−1(Γ), and α2 of α2, α2 ∈ I˜βn (Γ), such that α1 ≻ α2.
Let VΓn−1 = {Vα, Aα1,α2 , A
α1
α2
} ∈ QuiΓn−1 be a quiver of Γ
n−1. Define a new Γn,β-quiver
ψ
(0)
(VΓn−1) = {Wα, Bα1,α2 , B
α2
α1
} in the following way.
Set Wα = Vα for all α ∈ In−1(Γ), and Wβ = ⊕
α, α≻β
Vα.
74
Set Bα1,α2 = Aα1,α2 : Wα2 → Wα1 if both α1 and α2 are different from β. Set Bβ,α2 =
⊕α, α≻βAα,α2 : Wα2 →Wβ and Bα1,β = ⊕α, α≻βAα1,α : Wβ → Wα1 .
Let (α1, α1)
α2 be a loop of Γn,β where α1 ∈ I
β
n−1(Γ), α2 ∈ I
β
n (Γ) and α1 6= β. Define the
map Bα2α1 : Wα1 →Wα1 by the formula
Bα2α1 =
mα2∑
j=1
Aα˜jα1 ,
where α˜1, ..., α˜mα2 ∈ I˜
β
n (Γ) are all representatives of the equivalence class α¯2 ∈ I
β
n (Γ).
Let (β, β)α2 be a loop of Γn,β. Let α˜1, ..., α˜mα ∈ I˜
β
n (Γ) be all representatives of the equiv-
alence class α¯2 ∈ Iβn (Γ), and α1, ..., αm ∈ In−1(Γ) all representatives of the equivalence
class β. Define the map Bα
β
: Wβ →Wβ by the formula
Bα2
β
=
m∑
j1=1
mα∑
j2=1
A
α˜j2
αj1
−
∑
j1,j2=1,...,m, j1 6=j2
Aαj1 ,δ(αj1 ,αj2 )Aδ(αj1 ,αj2 ),αj2 .
The vertex δ(αj1, αj2) is defined by the following rule. Suppose there exists a vertex
γ ∈ {α˜1, ..., α˜mα}, such that αj1 ≻ γ and αj2 ≻ γ. Then we set δ(αj1, αj2) to be the
unique vertex of Γn−1, such that δ(αj1, αj2) ≻ αj1 and δ(αj1 , αj2) ≻ αj2. Otherwise the
corresponding term is supposed to be zero.
We define a quiver morphism T β: ψ
(0)
(VΓn−1)→ ψ
(0)
(VΓn−1). Morphism T β is a collec-
tion of linear operators T β|Wα :Wα →Wα, α ∈ I(Γ
n,β), commuting with the maps Bα1,α2
and Bα2α1 . The operators T β |Wα are zero for all α except α = β, and
(7.30) T β|W
β
=
m∑
j=1
Aβαj −
∑
j1,j2=1,...,m, j1 6=j2
Aαj1 ,δ(αj1 ,αj2 )Aδ(αj1 ,αj2 ),αj2 .
Here α1, ..., αm ∈ In−1(Γ) are all representatives of the equivalence class β. The ver-
tex δ(αj1, αj2) is the unique vertex (if exists) of Γ
n−1, such that δ(αj1, αj2) ≻ αj1 and
δ(αj1 , αj2) ≻ αj2 .
Let VΓn be a quiver of Γn. We set ψ(0)(VΓn) = ψ
(0)
(J∗n,n−1VΓn).
Lemma 7.1. For any level n quiver VΓn the linear map T β |W
β
coincides with the operator
Tβ, defined in (3.5).
Proof. The statement follows from relations (ii), Section 3.2. 
The closure X ′ = Xβ of the stratum Xβ is an affine plane. The arrangement C induces
in X ′ an arrangement denoted by Cβ . The stratum Xβ is the complement in X ′ to the
union of hyperplanes of the arrangement Cβ . The hyperplanes X
′
γ of the arrangement Cβ
are closures of the strata Xγ ⊂ Xβ of codimension one in Xβ. They are in one-to-one
correspondence with elements of the set Iβn : to each equivalence class {αi} of I
β
n we attach
a hyperplane Xαi ∩Xβ in X
′ = Xβ.
Denote by Γβ the level zero graph of the arrangement Cβ . We have a map of graphs
iβ : Γ
β → Γn,β, which sends the vertex ∅ of Γβ to the vertex β of Γn,β and the loop (∅, ∅)γ
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of Γβ to the loop (β, β)iβ(γ) of Γn,β, where iβ(γ) ∈ Iβn is characterized by the condition
that Xα ∩Xβ = X
′
γ for any representative α of iβ(γ).
To any Γβ-quiver V ′ = {V ′∅ , A
′γ
∅} we attach the following Γ
n,β-quiver iβ(V) = U =
{Uα, Cα1,α2 , C
α2
α1
}. The spaces Uα of the quiver U are all zero-dimensional except for
α = β. Set Uβ = V
′
∅ . All operators Cα1,α2 , C
α2
α1
are the zero operators except for operators
C
iβ(γ)
β
. We set C
iβ(γ)
β
= A′γ∅ : Uβ → Uβ.
Let VΓn = {Vα, Aα1,α2, A
α1
α2
} ∈ QuiΓn be a quiver of Γn. Define a quiver ψ
(−1)
β (VΓn) =
{V ′∅ , A
′γ
∅} of Γ
β as follows. We set V ′∅ = Vβ and A
′γ
∅ = A
γ
β. Define a quiver ψ
(−1)
β (VΓn) =
{V ′∅ , A
′γ
∅} of Γ
n,β as iβ(ψ
(−1)
β (VΓn)).
Define two morphisms of the constructed quivers: aβ : ψ
(0)
β (VΓn) → ψ
(−1)
β (VΓn) and
bβ : ψ
(−1)
β (VΓn) → ψ
(0)
β (VΓn). To define these morphisms, it is sufficient to define linear
maps aβ |W
β
: Wβ → Uβ and bβ|Uβ : Uβ →Wβ. We set
aβ(vα) = Aβ,α(vα) , bβ(vβ) =
∑
α∈In−1(Γ), α≻β
Aα,β(vβ) ,
for any vβ ∈ Vβ and vα ∈ Vα. We have the equality
bβaβ = T β .
Let Qn,β be the category of quadruples (VΓn−1 ,UΓβ , aβ, bβ), where VΓn−1 is a quiver of
Γn−1, UΓβ is a quiver of Γ
β, aβ and bβ are morphisms of Γ
n,β-quivers, aβ : ψ
(0)
β (VΓn−1) →
iβ(UΓβ) and bβ : iβ(UΓβ) → ψ
(0)
β (VΓn−1), such that the composition ba : ψ
(0)
(VΓn−1) →
ψ
(0)
(VΓn−1) is equal to T β , see (7.30). A morphism between objects (VΓn−1 ,UΓβ , aβ, bβ)
and (V ′Γn−1 ,U
′
Γβ , a
′
β, b
′
β) of Q
n,β is a pair (ξ, ηβ), where ξ ∈ HomQuiΓn−1 (VΓn−1 ,V
′
Γn−1),
ηβ ∈ HomQui
Γβ
(UΓβ ,U
′
Γβ), such that a
′
βψ
(0)
(ξ) = iβ(ηβ)aβ, and ψ
(0)
(ξ)bβ = b
′
βiβ(ηβ).
Now we assume that the index β is not fixed, but range over the set In(Γ).
Let Qn be the category of collections {VΓn−1 ,UΓβ , aβ, bβ | β ∈ In(Γ)}, where VΓn−1
is a quiver of Γn−1, UΓβ is a quiver of Γ
β, aβ and bβ are morphisms of Γ
n,β-quivers,
aβ : ψ
(0)
β (VΓn−1)→ iβ(UΓβ) and bβ : iβ(UΓβ)→ ψ
(0)
β (VΓn−1), such that the composition ba :
ψ
(0)
(VΓn−1)→ ψ
(0)
(VΓn−1) is equal to T β . A morphism between objects {VΓn−1 ,UΓβ , aβ, bβ |
β ∈ In(Γ)} and {V ′Γn−1 ,U
′
Γβ , a
′
β, b
′
β | β ∈ In(Γ)} is a collection {ξ, ηβ | β ∈ In(Γ)}, where ξ ∈
HomQuiΓn−1 (VΓn−1 ,V
′
Γn−1), and ηβ ∈ HomQuiΓβ (UΓβ ,U
′
Γβ), such that a
′
βψ
(0)
(ξ) = iβ(ηβ)aβ,
and ψ
(0)
(ξ)bβ = b
′
βiβ(ηβ) for any β ∈ In(Γ).
For any β ∈ In(Γ), A ∈ Qn,β, A = (VΓn−1 ,UΓβ , aβ, bβ), denote by ν(A) the Γ
n−1-quiver
VΓn−1 . Define the fibered product Q˜
n of the categories Qn,β,
(7.31) Q˜n = Qn,β1 ×QuiΓn−1 Q
n,β2 ×QuiΓn−1 · · · ×QuiΓn−1 Q
n,βm ,
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where the product is taken over all βk ∈ In(Γ). An object of the category Q˜n is the
collection of quadruples A1 ∈ Qn,β1, A2 ∈ Qn,β2, ..., Am ∈ Qn,βm, such that ν(A1) =
ν(A2) = · · · = ν(Am).
Lemma 7.2. The categories Qn and Q˜n are equivalent.

Define a functor µ : QuiΓn → Qn as follows. For any VΓn ∈ QuiΓn we set
µ(VΓn) = {J
∗
n,n−1VGn , ψ
(−1)
β (VΓn), aβ , bβ | β ∈ I(Γ
n)} .
Lemma 7.3. The functor µ : QuiΓn → Qn is an equivalence of categories.
Proof. In order to prove that µ is a functor, one should check the commutativity of
certain diagrams of maps between quivers. A direct check shows that the relations (ii)-(v)
of Section 3.2 imply the required equalities. The functor µ is an equivalence of categories,
since the spaces Vα and the maps Aα,β of the quiver VΓn can be reconstructed from µ(VΓn).
7.6.4. Gluing data for quiver DXn,β -modules. Fix a vertex β ∈ In(Γ). Choose a generic
constant vector field ξβ such that 〈ξβ, fβ〉 = 1 and set, following the notations of the
previous section, f = fβ , ξ = ξβ, θ = fβξβ. We apply the construction of Section 7.6.1 to
Y = Xn,β, Z = Y ∩H, θ, and the DY -module E
n
Y VΓn = E
nVΓn(Y ), which is the restriction
of the DXn-module E
nVΓn to the open subset Y = Xn,β. We denote by iβ the closed
embedding of Xβ to Z.
Denote by V ± the following finite-dimensional subspaces of the space of global sections
of the DY -module E
n
Y VΓn :
V + = ⊕
α∈I(Γn−1)
Ωα ⊗ Vα, V − = Ωβ ⊗ Vβ.
Let F k(DY ) be the filtration of DY , associated to the sheaf of ideals, generated by f = fβ
as in Section 7.6.1. Set
(7.32) F k(EnY VΓn) =
{
F k(DY ) · V +, k ≥ 0
F k+1(DY )V − + F
k(DY ) · V +, k < 0 .
Formula (7.32) determines a filtration of the sheaf EnVΓn .
Lemma 7.4.
(i) The filtration (7.32) is good with respect to F (DY ).
(ii) The sheaf F 0(EnY VΓn)/F
1(EnY VΓn) of DZ-modules is isomorphic to the DZ-module
En−1ψ
(0)
β (VΓn).
(iii) The sheaf F−1(EnY VΓn)/F
0(EnY VΓn) of DZ-modules is isomorphic to the quiver DZ-
module En−1ψ
(−1)
β (VΓn).
(iv) DZ-module maps gr fβ : F
−1(EnY VΓn)/F
0(EnY VΓn) → F
0(EnY VΓn)/F
1(EnY VΓn)
and gr ξβ : F
0(EnY VΓn)/F
1(EnY VΓn) → F
−1(EnY VΓn)/F
0(EnY VΓn) are isomorphic to
corresponding DZ-module maps E
n−1bβ : E
n−1ψ
(−1)
β (VΓn) → E
n−1ψ
(0)
β (VΓn) and
En−1aβ : E
n−1ψ
(0)
β (VΓn) → E
n−1ψ
(−1)
β (VΓn).
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(v) The minimal polynomial of the map gr θβ coincides with minimal polynomial of
the map bβaβ: ⊕α∈In−1(Γ)Vα → ⊕α∈In−1(Γ)Vα.
The proof of statements (ii)-(v) is based on Proposition 4.2 and consists of direct
calculations with quiver DY -modules on affine open sets U
β
Fn−1
. 
Let Gβ be a non-resonant section of C.
Denote by M˜hrsXn = M˜
hol
Xn ∩M
hrs
Xn the category of holomomic DXn-modules with regular
singularities, smooth along the strata of Xn.
Denote by N˜ n,β(Gβ) the category of quadruples (M,N, cβ, dβ) whereM ∈ M˜hrsXn−1 , N ∈
M˜hrsXβ , cβ : Ψ
(0)
Gβ
(M) → (iβ)∗N and dβ : (iβ)∗N → Ψ
(0)
Gβ
(M) are DZ-module morphisms
such that dβcβ = gr θβ : Ψ
(0)
Gβ
(M) → Ψ(0)
Gβ
(M) and all eigenvalues of dβcβ are in the set
Gβ. The gluing construction, see Section 7.6.1 says that the functor H(Gβ) : M˜hrsXn,β →
N˜ n,β(Gβ), attaching to every M ∈ M˜hrsXn,β the quadruple (M |Xn−1 , (iβ)
∗Ψ
(−1)
Gβ
(M), cβ =
gr ξβ, dβ = gr fβ), establishes an equivalence of the two categories. For any object N˜ ∈
N˜ n,β(Gβ), N˜ = (M,N, cβ, dβ) denote by ν˜β(N˜) the DXn−1-module M .
Let Gβ ⊂ Gβ be a non-resonant set.
Consider the category Qn,β(Gβ) of the quadruples Q = (VΓn−1 ,UΓβ , aβ, bβ) in Q
n,β, such
that the eigenvalues of the operator (7.30) are contained in Gβ. Then an assignment
F n,β : Q 7→ (En−1(VΓn−1), E
0(UΓβ), E
n−1(aβ), E
n−1(bβ)) ,
defines a functor F n,β : Qn,β(Gβ)→ N˜ n,β(Gβ).
Consider the category QuiΓn(Gβ) ⊂ QuiΓn of level n quivers VΓn, such that the eigen-
values of operator Tβ, defined in (3.5), are contained in the set Gβ. By Lemma 7.4, we
have a commutative diagram of functors:
(7.33)
QuiΓn(Gβ)
En(Xn,β )
−−−−−→ M˜hrs
Xn,βyµβ yH(Gβ)
Qn,β(Gβ)
Fn,β
−−−→ N˜ n,β(Gβ) .
The vertical lines in the diagram (7.33) represent equivalences of categories.
7.6.5. The induction. Suppose that for every vertex β ∈ In(Γ) there are chosen: (a) a
non-resonant section Gβ of C; (b) a non-resonant set Gβ ⊂ Gβ ; (c) a generic affine function
fβ ∈ Fβ and a generic constant vector field ξβ such that 〈ξβ, fβ〉 = 1. For every β ∈ In(Γ)
denote by Zβ the intersection X
n,β
⋂
{fβ = 0}, by iβ the closed embedding of Xβ to Zβ.
Consider the category N˜ n({Gβ}), which consists of the collections {M,Nβ, aβ, bβ | β ∈
In(Γ)}, where M is a holonomic DXn−1-module with regular singularities, Nβ is a holo-
nomic DXβ -module with regular singularities, a : Ψ
(0)
Gβ
(M)→ (iβ)∗(N) and b : (iβ)∗(N)→
Ψ
(0)
Gβ
(M) are DZβ -module maps such that ba = gr θβ : Ψ
(0)
Gβ
(M) → Ψ(0)
Gβ
(M) and all eigen-
values of ba are in the set Gβ. The category N˜ n({Gβ}) is equivalent to the fibered product
78
of the categories N˜ n,β(Gβ). This fibered product consists of the collections (N˜β1 , ..., N˜βm),
where N˜βk ∈ N˜
n,βk(Gβk) and ν˜β1(N˜β1) = ... = ν˜βm(N˜βm).
Denote by QuiΓn({Gβ}) ⊂ QuiΓn the category of level n quivers VΓn , such that the
eigenvalues of operator Tβ, defined in (3.5), are contained in the set Gβ for every β ∈ In(Γ).
Denote by Qn({Gβ}) the category of collections Q = {VΓn−1 ,UΓβ , aβ, bβ | β ∈ In(Γ)} in
Qn, such that the eigenvalues of the operator T β are contained in Gβ for every β ∈ In(Γ).
The assignment
F n : Q 7→ {En−1(VΓn−1), E
0(UΓβ), E
n−1(aβ), E
n−1(bβ) | β ∈ In(Γ)} ,
defines a functor F n : Qn({Gβ})→ N˜ n({Gβ}). We have a commutative diagram
(7.34)
QuiΓn({Gβ})
En
−−−→ M˜hrsXnyµ yH({Gβ})
Qn({Gβ})
Fn
−−−→ N˜ n({Gβ}) .
The functor H({Gβ}) attaches to any M ∈ M˜hrsXn the collection (MXn−1 , (iβ)
∗Ψ
(−1)
Gβ
(M),
cβ = gr ξβ, dβ = gr fβ | β ∈ In(Γ)). This functor is equivalent to the fibered product of
functors H(Gβ) and thus is an equivalence of categories. We know also that the functor
µ is an equivalence of categories. Thus if the functor F n is full, then the functor En is
full as well.
Consider the category QuiΓn,{Gα, eGβ ,Gγ,δ} associated with a collection of non-resonant
sets {Gα}, α ∈ I(Γn) \ ∅, and a collection of weakly non-resonant sets G˜β, β ∈ I(Γn) \ ∅,
and {Gγ,δ}, where (γ, δ) ∈ E(Γn+1), γ ≻ δ. For the same collection of sets {Gα, G˜β, Gγ,δ}
denote by Qn
{Gα, eGβ ,Gγ,δ}
the category of sequences Q = {VΓn−1 ,UΓβ , aβ , bβ | β ∈ In(Γ)} in
Qn, such that
(a) for any β ∈ In(Γ) the eigenvalues of the operator Tβ, defined in (3.5), are contained
in the set Gβ,
(b) the level n− 1 quiver VΓn−1 is in the category QuiΓn−1,{Gα, eGβ ,Gγ,δ},
(c) for any β ∈ In(Γ) the (level zero) Γβ-quiver UΓβ = {U∅, C
γ
∅ } is in the category
QuiΓβ ,{ eGβ ,Gβ,γ}, that is, the eigenvalues of the operator C
γ
∅ lie in the set Gβ,iβ(γ)
and the eigenvalues of the operator
∑
γ A
γ
∅ lie in the set G˜β.
The functor µ establishes an equivalence of categories QuiΓn,{Gα, eGβ ,Gγ,δ} and Q
n
{Gα, eGβ ,Gγ,δ}
.
Suppose that the statement (ii) of Proposition 4.3 is valid for quivers of level less than
n. Then the restriction of the functor En−1 to the category QuiΓn−1,{Gα, eGβ ,Gγ,δ} is full and
faithful. Proposition 4.4 implies that the restriction of the functor E0 to the category
QuiΓβ ,{ eGβ ,Gβ,γ} is full and faithful. Thus the restriction of the functor F
n to the category
Qn
{Gα, eGβ ,Gγ,δ}
is full. This proves that the restriction of the functor En to the category
QuiΓn,{Gα, eGβ ,Gγ,δ} is full. 
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7.7. Proof of Theorem 4.6. In this section we use the following notion. Let Y˜ be an
affine nonsingular variety. Let z1, ..., zk be regular functions on Y˜ . Assume that Z˜ ⊂ Y˜
defined by equations z1 = 0, . . . , zk = 0 is nonsingular. Let N be a DeY -module. Set
N
eZ = {n ∈ N | zpjn = 0 for j = 1, ..., k and p ∈ N, p ≫ 1}. Then N
eZ is the maximal
submodule of M with support in Z˜.
Keep the notations of Section 7.6. Let VΓn−1 = {Vα, Aα1,α2, A
α2
α1
} be a Γn−1-quiver. Fix a
vertex β ∈ In(Γ), a level n−1 vertex framing Fn−1, and a generic affine function fβ ∈ Fβ.
They define open affine subsets UFn−1 ⊂ X
n−1, see (2.5), and U = UFβn−1
⊂ Xn,β, see
(7.29). Then Xβ ⊂ U is a closed nonsingular subvariety of U . Denote byM the restriction
to Xn,β of the sheaf jn,n−1,∗(E
n−1VΓn−1) of DXn-modules and by MU the restriction of M
to U .
Let H = {fβ = 0}, HU = U ∩ H ⊂ Z = X
n,β ∩ H , and U˜ = U \ HU . Let ξ be a
constant vector field on X , such that ξ(dfβ) = 1. Denote by θ the vector field θ = fξ.
Let Gβ be a non-resonant section of C and Gβ ⊂ Gβ a non-resonant set. Let Ψ
(k)
Gβ
(M) be
the graded factors of the Kashiwara-Malgrange filtration of M , associated with the ideal,
generated by the function fβ, and the set Gβ.
Lemma 7.5.
(i) The image of the map ba : Ψ
(0)
Gβ
(M)→ Ψ(0)
Gβ
(M) has support in Xβ ⊂ Hβ,
Im ba ⊂
(
Ψ
(0)
Gβ
(M)
)Xβ
.
(ii) The DZ-module Ψ
(−1)
Gβ
(M) has support in Xβ,
Ψ
(−1)
Gβ
(M) =
(
Ψ
(−1)
Gβ
(M)
)Xβ
.
(iii) The gluing data for DU -module M are isomorphic to(
M |eU ,
(
Ψ
(0)
Gβ
(M)
)Xβ
, a, b
)
,
where b :
(
Ψ
(0)
Gβ
(M)
)Xβ
→ Ψ(0)
Gβ
(M) is the canonical inclusion and a : Ψ
(0)
Gβ
(M) →(
Ψ
(0)
Gβ
(M)
)Xβ
is the restriction of the monodromy map ba to
(
Ψ
(0)
Gβ
(M)
)Xβ
.
Proof. The statement (i) follows from statements (ii) and (iv) of Lemma 7.4, Section
7.6.4. Let us prove statement (ii). Note that since fβ is generic, for any α ∈ I(Γ
n−1)
there exists a vector field η ∈ Tα , such that 〈η, fβ〉 6= 0. This implies that in the open
set U any element in F−1
Gβ
(MU ) can be presented as a fraction
m
fβ
, where m ∈ F 0
Gβ
(MU).
Indeed, for any element n ∈ MU , we have the inclusion f
k
βn ∈ F
0
Gβ
(MU) for sufficiently
big k, so the elements of F 0
Gβ
(MU) generate MU as a DU [f
−1
β ]-module, that is, generate
MU as a DU module in the open set fβ 6= 0. Then any element n ∈ F
−1
Gβ
(MU ) can be
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written as n = f
−1
β m
′, where m′ ∈ F 0
Gβ
(MU), or as n = νm
′, where m′ ∈ F 0
Gβ
(MU ), and
ν is a vector field with constant coefficients, such that 〈ν, fβ〉 6= 0. In the last case we
can find a constant field ν ′, such that 〈ν ′, fβ〉 = 〈ν, fβ〉 and the element n
′ = ν ′m′ ∈
F−1G (MU ) satisfies the following properties. It contains a smaller number of derivatives in
its expression in terms of vectors ωα ⊗ vα and there is an inclusion n − n′ ∈ F 0Gβ
(MU).
By induction we prove that there exists m ∈ F 0
Gβ
(MU), such that n = f
−1m. Let f ′ be
another generic affine function, vanishing on Xβ. By the same arguments we show that
there exists an element m˜ ∈ F 0
Gβ
(MU ), such that n = f
′−km˜ for some integer k > 0. Put
x = fβ − f
′. The equality
n =
m
fβ
=
m˜
(fβ + x)
k
implies that xkn ∈ F 0
Gβ
(MU), that is
xkn = 0 in Ψ−1
Gβ
(MU) ,
where x = x|HU . This proves statement (ii) of the lemma.
Denote by j˜ the inclusion j˜ : U˜ →֒ U and by M˜ the DeU -module M˜ = M |eU =
En−1VΓn−1(U˜). Let M
′ be the DU -module, given by the gluing data(
M˜,
(
Ψ
(0)
Gβ
(M)
)Xβ
, a, b
)
,
where the maps a and b are described in statement (iii) of the lemma. For any DU -module
N , whose gluing data satisfy the condition that Ψ
(−1)
Gβ
(N) is supported at Xβ , we have
the equality
(7.35) HomDeU (j˜
∗(N), M˜) ≃ HomDU ((N),M
′) .
Moreover, M ′ is the unique DU -module, satisfying conditions (7.35). Denote be jβ the
inclusion jβ : UFn−1 →֒ U . Since fβ is generic, we have the equality
HomDeU (j˜
∗(N), M˜) ≃ HomDUFn−1
(j∗β(N), E
n−1VΓn−1 |UFn−1 ).
This equality, relation (7.35) and statement (ii) of lemma imply statement (ii). 
Lemma 7.6. Let EnVΓn be the DXn-module, attached to a Γn-quiver VΓn. Let β ∈ I(Γn),
l(β) = n, be a vertex such that the operator Sβ, defined in (3.4) has no positive integer
eigenvalues. Then the DXn-module (EnVΓn)
Xβ is generated by vectors of the vector space
V ′β ⊗ Ωβ , where
(7.36) V ′β =
⋂
α, α≻β
Ker Aα,β ⊂ Vβ .
The proof of the lemma goes in two steps. First, we show that the lemma holds in a
special case of a quiver D-module supported at a flag of a normal crossing arrangement
and then show how to reduce the general case to the special.
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Denote by Cn,N the arrangement of n hyperplanes {zj = 0}, j = 1, .., n, in the affine
space CN with coordinates zk, k = 1, ..., N . Let Γn be the graph of the arrangement Cn,N .
The vertices of Γn are labeled by subsets J ⊂ {1, ..., n}. We say that a Γn-quiver V is
supported at the flag ∅, {1}, {1, 2}, ..., {1, 2, ..., n} of vertices of Γn if the vector spaces VJ
of the quiver are nonzero only for J equal to one of the sets J0 = ∅, J1 = {1}, J2 = {1, 2},
... , Jn = {1, 2, ..., n}.
Let V be a Γn-quiver supported at the flag {1}, {1, 2}, ..., {1, 2, ..., n}. Choose basic
exterior forms ωJk ∈ ΩJk , ωJk = dzk+1 ∧ ... ∧ dzN and denote vJk = ωJk ⊗ vJk . Then the
defining relations (4.25) and (4.26) for the quiver DX-module EV look as follows:
(7.37)
{
zivJk = 0, i < k,
zivJk = AJk−1,JkvJk
, i = k,
{
∂zivJk = 0, i > k + 1,
∂zivJk = AJk+1,JkvJk
, i = k + 1.
Denote by Zˆ the stratum XJn, given by equations z1 = ... = zn = 0. Suppose x ∈ (EV)
Zˆ .
We can assume that
(7.38) x = P (zn+1, ..., zN)∂
k1
z1
· · ·∂knzn (vJn),
where vJn ∈ V{1,2,...,n}. We claim that x ∈ (EV)
Zˆ ⇒ vJn ∈ Ker AJn−1,n if the operator
SJn = AJn,n−1AJn−1,n : VJn → VJn has no positive integer eigenvalues.
Suppose we prove this claim for x, such that k1 + ...+ kn < k, see (7.38). Let us prove
the claim for k1+ ...+kn = k. Since zi(vJn) = 0 for i = 1, ..., n−1, the condition z
M
i x = 0
for M > 0 implies ki = 0 for i = 1, ..., n− 1. Let x = P (zn+1, ..., zN)∂knzn (vJn). If kn = 0,
then the condition zMn x = 0 implies x ∈ Ker AJn−1,n by (7.37). Let kn 6= 0. Then
znx = P (zn+1, ..., zN)∂
kn−1
zn
(
AJn,n−1AJn−1,n − kn
)
v
Jn
.
The condition zMn x = 0 for some M > 0 implies by assumption of induction that(
AJn,n−1AJn−1,n − kn
)
vJn ∈ Ker AJn−1,n , that is
(7.39) AJn−1,n
(
AJn,n−1AJn−1,n − kn
)
vJn =
(
AJn−1,nAJn,n−1 − kn
)
AJn−1,nvJn = 0.
The operator AJn−1,nAJn,n−1 , as well as the operator SJn = AJn,n−1AJn−1,n has no positive
integer eigenvalues, so the operator
(
AJn−1,nAJn,n−1 − kn
)
is invertible and (7.39) implies
AJn−1,nvJn = 0.
The passage from the general case to the special case of normal crossing, described
above, is based on the following observation.
Keep the notations of Section 7.6.1. Let Y be a smooth algebraic complex variety, let
Z ⊂ Y be a smooth subvariety of Y and let I ⊂ OY be a sheaf of ideals of the functions
vanishing on Z. Let M be a holonomic DY -module and let F (M) be a good filtration
with respect to I. Note that in general ∩nF n(M) 6= 0.
Lemma 7.7. Let m be a nonzero element of a DY -module M annihilated by some power
of the ideal I, Ikm = 0. Then there exists n ∈ Z such that m 6∈ F n(M). Thus the symbol
gr (m) is well defined and is a nonzero element of the associated graded quotient gr (M).
The claim follows from condition (ii), Section 7.6.1, for good filtrations and the fact
that F k(DY ) ⊂ F 0(DY ) · Ik for all k > 0. 
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Return to the proof of Lemma 7.6 for a general arrangement C. Let EnVΓn be the
DXn-module, attached to the Γn-quiver VΓn . Let β ∈ I(Γn), l(β) = n, be a vertex
such that the operator Sβ has no positive integer eigenvalues. Let z1, ..., zN be affine
coordinates in X = CN such that the closure Xβ of the stratum Xβ is given by the
equations z1 = 0, . . . , zn = 0, and the functions z1, ..., zn are generic affine functions in
Fβ .
Denote by (EnVΓn)
0 the DXn-module, generated by vectors of the vector space V ′β⊗Ωβ ,
where the space V ′β is defined in (7.36). Clearly, (E
nVΓn)
0 ⊂ (EnVΓn)
Xβ . We will prove
that
(7.40) (EnVΓn)
0 = (EnVΓn)
Xβ
under the conditions of Lemma 7.6.
For k = 1, ..., n let Ik be the left ideal of OX , generated by z1, z2, ..., zk. Let grk denote
the graded quotient space with respect to a good filtration, determined by the ideal Ik.
Then gr1,...,n(E
nVΓn) := grngrn−1 · · · gr1(E
nVΓn) is a quiver DY -module, where Y denotes
the affine space CN stratified by intersections of coordinate hyperplanes {zj = 0}, j =
1, ..., n, and the corresponding quiver is supported at the flag ∅, {1}, {1, 2}, ..., {1, 2, ..., n}
of vertices of Γn, described above. More precisely, gr1,...,n(E
nVΓn) is a Γ
n
-quiver DY -
module EV˜Γn, such that the space V˜Jk of the quiver V˜Γn is isomorphic to the direct sum
V˜Jk ≃ ⊕
α, α>β,l(α)=k
Vα ,
and the maps AJk,Jk±1 are the sums of the corresponding maps Aαi,αj . In particular,
V˜Jk ≈ Vβ (and YJn ≃ Xβ), and the map SJn is isomorphic to the map Sβ. Thus we
conclude that the conditions of Lemma 7.6 imply the equality
(7.41)
(
gr1,...,n (E
nVΓn)
)0
=
(
gr1,...,n (E
nVΓn)
)Xβ .
By Lemma 7.7, any element m ∈ (EnVΓn)
Xβ has a well defined nonzero symbol gr1,...,n(m).
Thus relation (7.41) implies relation (7.40). This proves Lemma 7.6. .
Return to the proof of Theorem 4.6. Since the operator T¯β for the quiver E
n−1VΓn−1
is isomorphic to the operator Sβ for the quiver ψ
(0)
β (VΓn), the DHβ -module
(
Ψ
(0)
G (M)
)Xβ
is generated by the space Wβ ⊂ ⊕α∈In−1(Γ), α≻βVα, which consists of the vectors w =∑
α∈In−1(Γ), α≻β
vα. Here vα are vectors in Vα, such that for any δ ∈ In−2(Γ), satisfying
the condition δ > β, the sum
∑
α∈In−1(Γ), α≻β
Aδ,αvα equals zero.
Then statement (iii) of Lemma 7.5 implies that the gluing data for the DXn-module
M = jn,n−1,∗E
n−1VΓn−1 coincide with the gluing data of the DXn-module E
n
Jn,n−1,∗VΓn−1 .
This proves statement (i) of Theorem 4.6. .
Let us prove statement (ii) of Theorem 4.6.
We need the following general property of adjoint functors. Let A and B be additive
categories. Let F : A → B and G : B → A form a pair of left and right adjoint functors.
The adjunction is established by a collection of isomorphisms of adjunction,
αX,Y : HomA (X,G(Y ))
∼
→ HomB (F (X), Y ) , X ∈ A, Y ∈ B.
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Let σF,G(X) : X → GF (X), τF,G(Y ) : FG(Y ) → Y, be the corresponding adjunction
morphisms, see (3.13). One can see that the adjunction morphisms completely determine
the isomorphisms of adjunction. Namely, for any X ∈ A, Y ∈ B and morphisms ϕ ∈
HomA(X,G(Y )) and ψ ∈ HomB(F (X), Y ) we have the equalities
(7.42) αX,Y (ϕ) = τF,G(Y ) · F (ϕ) , α
−1
X,Y (ψ) = G(ψ) · σF,G(X) .
Statement (ii) of Theorem 4.6 relates the isomorphisms of adjunction of two pairs of
adjoint functors. The first pair consists of the functors J∗l,k: QuiΓl → QuiΓk and Jl,k,∗:
QuiΓk → QuiΓl, where 0 ≤ k < l ≤ N . The second pair consists of the functors j
∗
l,k:
MholXl →M
hol
Xk and jl,k,∗: M
hol
Xk →M
hol
Xl .
Relation (7.42) says that it is sufficient to prove that the corresponding adjunction
morphisms τ commute with the functor Ek,
(7.43) EkτJ∗l,k,Jl,k,∗(VΓk) = τj∗l,k,jl,k,∗(E
kVΓk)
for any strongly non-resonant level k quiver VΓk . By the constructions of Section 3.4, the
morphism τJ∗l,k,Jl,k,∗ : J
∗
l,kJl,k,∗(VΓk) → (VΓk) is realized as the identity map, τJ∗l,k,Jl,k,∗|Vα =
IdVα, l(α) ≤ k. On the other hand, for anyM ∈M
hol
Xk the map τj∗l,k,jl,k,∗ : j
∗
l,kjl,k,∗(M)→M
is the identification with M of the restriction to the open set Xk of the direct image
jl,k,∗(M). Relation (7.43) means that the restriction to X
k of both sides of relation (4.41)
is equal to Ek(VΓk). This is true since all constructions of Section 7.7 do not change
quiver D-modules on the open set Xk. .
7.8. Proof of Theorem 4.11. Introduce a filtration on the complex (RE0VΓ0 , d) as
follows. Set deg(D ⊗ ξ1 ∧ ... ∧ ξr ⊗ ω∅ ⊗ v∅) = k if D is a differential operator of degree
k − r and denote by RE0V(k)Γ0 the vector subspace of RE
0VΓ0 , generated by elements of
degree less than or equal to k. We have d(RE0V(k)Γ0 ) ⊂ RE
0V(k)Γ0 ,
(7.44) 0 ⊂ RE0V(0)Γ0 ⊂ ... ⊂ RE
0V(k)Γ0 ⊂ ... ⊂ RE
0VΓ0 ,
and
⋃
k≥0RE
0V(k)Γ0 = RE
0VΓ0 . The image of the differential d in the quotient space
RE0V(k)Γ0 /RE
0V(k+1)Γ0 coincides with the image of the differential d1. The quotient com-
plex grRE0V(k)Γ0 = RE
0V(k)Γ0 /RE
0V(k+1)Γ0 is isomorphic to the tensor product of the free
O(X0)-module O(X0)⊗ Ω∅ ⊗ V∅ and the k-th graded component of the Koszul complex(
S(CN)⊗ ∧(CN), dKos
)
, where dKos =
∑N
i=1 ei ⊗
∂
∂ei
, for a given basis e1, , ..., eN of C
N :
grRE0V(k)Γ0 ≈ O(X
0)⊗ Ω∅ ⊗ V∅ ⊗
(
S(CN)⊗ ∧(CN )
)(k)
.
The complex
(
(S(CN)⊗ ∧(CN ))(k), dKos
)
is acyclic for k > 0 and consists of a one di-
mensional space S0(CN )⊗∧0(CN) with the zero differential for k = 0. As a consequence,
the complex grRE0V(k)Γ0 is acyclic for k > 0, while RE
0V(0)Γ0 consists of the vector space
O(X0)⊗Ω∅⊗V∅⊗S0(CN)⊗∧0(CN) with the zero differential. This implies that the inclu-
sion i0 : RE
0V(0)Γ0 →֒ RE
0VΓ0 is a quasi-isomorphism. On the other hand, by Proposition
4.2, (i), the composition νi0 is an isomorphism of the vector spaces O(X0)⊗Ω∅⊗V∅ and
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E0VΓ0 . Thus the map ν is also a quasi-isomorphism of the complex (RE
0VΓ0 , d) and of
E0VΓ0 , treated as the complex with zero differential. 
7.9. Proof of Theorem 4.13. Let DkX ⊂ DX denote the subspace of differential opera-
tors of order less than or equal to k.
Fix a quiver V = {Vα, Aα,β}. Let α ∈ I(Γ). For any vα ∈ Vα and ωα ∈ Ωα , set
deg(ωα ⊗ vα) = l(α). Set also deg ξ = 1 for any ξ ∈ Tα and deg f = 0 for any f ∈ Fα .
Hence deg x = p + l(α) for any x ∈
∧p Tα ∧ ∧q Fα ⊗ Ωα ⊗ Vα. Define REVk as the
subspace of REV, spanned by linear combinations∑
α∈I(Γ)
yαxα,
where xα ∈
∧∗ Tα ⊗ Ωα ⊗ Vα, yα ∈ DX and deg xα + deg yα ≤ k.
Lemma 7.8.
(i) For any k ≥ 0, REVk is a subcomplex of REV.
(ii) For any k, l ≥ 0, there are inclusions DkXREV
l ⊂ REVk+l.

By Lemma 7.8 we have a filtration
0 ⊂ REV0 ⊂ REV1 ⊂ ... ⊂ REV
of the complex REV by subcomplexes REVk. We can view this filtration as a pair: a
filtration
0 ⊂ REV0 ⊂ REV1 ⊂ ... ⊂ REV
of the complex REV, and a filtration
0 ⊂ EV0 ⊂ EV1 ⊂ ... ⊂ EV
of the DX-module EV. This filtration coincides with the principal filtration FpEV of EV,
see Section 4.2. We also have the map ν of filtered complexes, ν : REV → EV(·). Let
R˜EVk = REVk/REVk−1, and E˜Vk = EVk/EVk−1. The space R˜EVk is spanned by
linear combinations
∑
α∈IΓ
yαxα, where xα ∈
∧∗ Tα ⊗Ωα ⊗ Vα is an element of some degree
j, y is the symbol of a differential operator of degree k − j in Dk−jX /D
k−j−1
X .
The differential d˜ in the graded quotient complex R˜EV = ⊕k≥0R˜EVk can be presented
as the difference d˜ = d˜1 − d˜0, where
d˜1 (yα ⊗ t1 ∧ ... ∧ tr ⊗ ωα ⊗ vα) =
r∑
i=1
(−1)i+1yαti ⊗ t1 ∧ ...t̂i... ∧ tr ⊗ ωα ⊗ vα,
d˜0 (yα ⊗ t1 ∧ ... ∧ tr ⊗ ωα ⊗ vα) =
∑
β, α≻β
yα ⊗ Arβ,α(t1 ∧ ... ∧ tr ⊗ ωα ⊗ vα).
By Proposition 4.1, the space EV can be identified with the space M ,
M = ⊕
α∈I(Γ)
S(T ′α )⊗ S(F
′
α )⊗ Ωα ⊗ Vα.
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Here S(T ′α ) = ⊕j≥0S
j(T ′α ) and S(F
′
α ) ⊕j≥0 S
j(F ′α ) are the symmetric algebras of the
spaces T ′α and F
′
α introduced in Section 2.2. The identification map ϕ :M → EV,
(7.45) ϕ(ξi1 · · · ξin ⊗ fj1 · · · fjm ⊗ ωα ⊗ vα) = ξi1 · · · ξinfj1 · · · fjm(ωα ⊗ vα)
is an application of commuting elements ξik ∈ T
′
α ⊂ DX and fjl ∈ F
′
α ⊂ DX to the
vectors ωα ⊗ vα ∈ EV.
For any α ∈ I(Γ), ξ ∈ T ′α , and f ∈ F
′
α , set deg ξ = 1, deg f = 0, and deg(ωα ⊗ vα) =
l(α). Thus, M is a graded space with graded components
M (k) = ⊕
α∈I(Γ)
⊕
j,j+l(α)=k
Sj(T ′α )⊗ S(F
′
α )⊗ Ωα ⊗ Vα.
Set Mk = ⊕
j≤k
M (j). The spaces Mk, k ≥ 0, give an increasing filtration on M :
0 ⊂M0 ⊂ ... ⊂Mk ⊂ ... ⊂ M .
Lemma 7.9. The map (7.45) establishes an isomorphism of the filtered spaces M and
EV.
Proof. We know by Proposition 4.1 that the linear map (7.45) is an isomorphism. So
it is sufficient to establish an equality of vector spaces
(7.46) ϕ(Mk) = EVk.
for any k ≥ 0. We prove (7.46) by induction over k. By definition of Mk and EVk, we
have ϕ(Mk) ⊂ EVk and ϕ(M0) = EV0. Suppose we know that ϕ(Mk−1) = EVk−1 for
some k ≥ 1. Consider an element x = y · ωα ⊗ vα ∈ EVk, where y ∈ D
k−l(α)
X . We prove
by induction on dim Xα = N − l(α) that x ∈ ϕ(Mk). Present x as
(7.47) x =
∑
i
ξ′if
′
iξifi(ωα ⊗ vα),
where ξ′i, f
′
i , ξi, fi ∈ DX are homogeneous elements of the symmetric algebras over
T ′α , F
′
α , Tα , Fα , respectively. The summands in (7.47) with fi ∈ S
+(Fα ) = ⊕j>0Sj(Fα )
belong to EVk−1. The summands in (7.47) with fi = 1 but ξi ∈ S+(Tα ) can be presented
in the form
∑
β,l(β)>l(α) yβ(ωβ⊗vβ) and belong to EV
k according to the assumption of the
induction on N − l(α). For vertices α, l(α) = N , the summands in (7.47) with fi = 1 but
ξi ∈ S+(Tα ) are missing since Tα = 0 in this case. The rest of the summands is of the
form ξ′if
′
i(ωα ⊗ vα) with ξ
′
i ∈ S(T
′
α ), f
′
i ∈ S(F
′
α ), and belong to ϕ(M
k) by the definition
of ϕ. 
Let ν˜ : R˜EV0 → E˜V = ⊕k≥0E˜Vk be the map, induced by ν. Identify E˜Vk with M (k).
The proof of Lemma 7.9 shows that for any y ∈ DlX/D
l−1
X and α ∈ I(Γ) we can write the
image ν˜(y ⊗ ωα ⊗ vα) as
ν˜(y ⊗ ωα ⊗ vα) = ⊕
β, β≥α
ν˜β,α(y ⊗ ωα ⊗ vα),
where ν˜β,α(y⊗ωα⊗ vα) ∈ S(T
′
β )⊗S(F
′
β )⊗Ωβ ⊗Vβ and for any ξ
′ ∈ S(T ′α ), f
′ ∈ S(F ′α ),
ξ ∈ S(Tα ), f ∈ S(Fα ),
ν˜α,α(ξ
′f ′ξf ⊗ ωα ⊗ vα) = ε(ξ)ε(f) ξ
′⊗ f ′ ⊗ ωα ⊗ vα.
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Here
(7.48) ε : S(V )→ C
is the augmentation map, equal to the projection of the symmetric algebra of a vector
space V to its zero graded component S0(V ) ≈ C parallel to S+(V ) = ⊕k>0S
k(V ).
For a fixed k ≥ 0 and l = 0, ..., N = dim X , define R˜EVk,l as the vector subspace of
the space R˜EVk, spanned by the linear combinations∑
α, l(α)≥l
yαxα,
where xα ∈
∧∗ Tα ⊗ Ωα ⊗ Vα, yα is the symbol of a homogeneous differential operator
in DX , such that deg xα + deg yα = k. Define also E˜Vk,l to be the subspace of the space
E˜Vk generated by the elements ξ′ ⊗ f ′ ⊗ ωα ⊗ vα with l(α) ≥ l.
Lemma 7.10. Let k > 0 and l = 0, ..., N = dim X. Then
(i) R˜EVk,l is a subcomplex of R˜EVk,
(ii) R˜EVk,l ⊂ R˜EVk,l
′
and E˜Vk,l ⊂ E˜Vk,l
′
if l > l′,
(iii) ν˜(R˜EVk,l0 ) ⊂ E˜V
k,l.

By Lemma 7.10, for any k > 0, we have the filtration of complexes,
0 ⊂ R˜EVk,N ⊂ ... ⊂ R˜EVk,0 = R˜EVk,
the filtration of the space E˜Vk,
0 ⊂ E˜Vk,N ⊂ ... ⊂ E˜Vk,0 = E˜Vk
and the map ν˜ of filtered complexes ν˜ : R˜EVk → E˜Vk(·). For l = 0, ..., N let R̂EV
k,l =
R˜EVk,l/R˜EVk,l+1 be the quotient complex of R˜EVk and ÊVk,l = E˜Vk,l/E˜Vk,l+1 the quo-
tient module of E˜Vk. The space R̂EVk,l is spanned by linear combinations
∑
α, l(α)=l yαxα,
where xα ∈
∧∗ Tα ⊗Ωα ⊗ Vα, yα is the symbol of a homogeneous differential operator in
DX such that deg xα + deg yα = k. The space ÊVk,l is generated by linear combinations∑
α, l(α)=l ξ
′
α ⊗ f
′
a ⊗ ωα ⊗ vα, where ξ
′
α ∈ S
k−l(T ′α ), f
′
α ∈ S(F
′
α ).
Let d̂ be the differential in the quotient complex R̂EV = ⊕k,lR̂EVk,l and ν̂ the map
R̂EV0 → ÊV = ⊕k,lÊVk,l induced by ν˜. We have d̂ = d̂1, where
(7.49) d̂1 (yα ⊗ t1 ∧ ... ∧ tr ⊗ ωα ⊗ vα) =
r∑
i=1
(−1)i+1yαti ⊗ t1 ∧ ...t̂i... ∧ tr ⊗ ωα ⊗ vα,
and
(7.50) ν̂(ξ′f ′ξf ⊗ ωα ⊗ vα) = ε(ξ)ε(f) ξ
′⊗ f ′ ⊗ ωα ⊗ vα.
Relations (7.49) and (7.50) show that the complex R̂EV is the direct sum of its sub-
complexes R̂EVα, generated by the elements of the form yαxα with a fixed α ∈ I(Γ).
87
The vector space Ê is the direct sum of its subspaces Êα, generated by the elements
ξ′ ⊗ f ′ ⊗ ωα ⊗ vα. The complex R̂EVα, the space Êα and the map ν̂ form the complex
R̂EV : 0→ R̂−NEV
bd
→ R̂−N+1EV
bd
→ · · ·
bd
→ R̂0EV
bν
→ ÊV → 0.
This complex is isomorphic to the tensor product of Koszul complexes related to sym-
metric algebras S(Tα ) and S(Fα ) with coefficients in the rings S(T
′
α )⊗ S(F
′
α ):
R̂EV ≈ ⊕
α∈I(Γ)
S(T ′α )⊗ S(F
′
α )⊗KosTα ⊗KosFα.
Recall that for a vector space V of the dimension N , the Koszul complex KosV is the total
complex of free S(V )-module resolution of the trivial S(V )-module C:
KosV : 0→ S(V )⊗
∧N
(V ∗)
dKos→ · · ·
dKos→ S(V )⊗
∧0
(V ∗)
ε
→ C→ 0,
where dKos =
∑N
i=1 ei ⊗
∂
∂ei
with {ei} and {ei}, i = 1, ..., N , being dual bases of V and
V ∗, and ε is the augmentation map ε : S(V )→ C, see (7.48).
The complex R̂EV is acyclic, since Koszul complexes are acyclic. Then the complex
R˜EV, as well as REV is acyclic, since all its graded factors are acyclic. Theorem 4.13 is
proved. 
7.10. Proof of Theorem 4.14. We prove statement (ii) of the theorem. Statement (i)
is a specialization of (ii) to the open set X0.
First we reformulate statement (ii). Let V be a quiver of Γ. Consider the complex
RHomDX(REV, D˜X)[N ] ,
and denote it by R˜EV. The complex has N + 1 terms. Write it as
R˜EV : 0→ R˜−NEV → · · · → R˜0EV → 0 .
Then deg R˜kEV = k, and
R˜−rEV = HomDX
(
⊕
α∈I(Γ)
DX ⊗
(∧N−r
Tα ⊗ Ωα ⊗ Vα
)
, D˜X
)
≈
≈ ⊕
α∈I(Γ)
D˜X ⊗
(∧N−r
Tα ⊗ Ωα ⊗ Vα
)∗
.
We have to prove that R˜EV is quasi-isomorphic to the complex RE(τV).
Choose a vector η ∈
∧N T∅, η = c ∂∂z1 ∧ · · · ∧ ∂∂zN in local affine coordinates z1, ..., zN of
CN , and define a pairing(∧r
Tα ⊗ Ωα ⊗ Vα
)
⊗
(∧N−r
Tα ⊗ Ωα ⊗ V
∗
α
)
→ C
in the following way. Let α ∈ Il(Γ), ~ξp , ~ξ′p′ ∈
∧p Tα , ~fq, ~f ′q′ ∈ ∧q Fα , where p + q = r,
ωa, ω
′
a ∈ Ωα , vα ∈ Vα, v
′
a ∈ V
∗
α . Set
〈~ξp ∧ ~fq ⊗ ωα ⊗ vα, ~ξ
′
p′ ∧ ~f
′
q′ ⊗ ω
′
α ⊗ v
′
α〉 =
= (−1)
p(p−1)+q(q−1)
2 δp′,N−l−pδq′,l−q〈~ξp ∧ ~ξ
′
p′, ωα〉 · 〈η, d ~fq ∧ ω
′
α ∧ d~f
′
q′〉 · 〈vα, v
′
α〉 .
(7.51)
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Due to (7.51) we have an isomorphism
R˜−rEV ≈ ⊕
α∈I(Γ)
D˜X ⊗
(∧r
Tα ⊗ Ωα ⊗ Vα
)
.
The differential d˜ : R˜−rEV → R˜−r+1EV, adjoint to the differential (4.47), takes the form
d˜ = d˜1 − d˜0,
d˜1
(
D˜ ⊗ t1 ∧ ... ∧ tr ⊗ ωα ⊗ vα
)
=
r∑
i=1
(−1)i+1t(I)i (D˜)⊗ t1 ∧ ...t̂i... ∧ tr ⊗ ωα ⊗ vα,
d˜0
(
D˜ ⊗ t1 ∧ ... ∧ tr ⊗ ωα ⊗ vα
)
=
∑
β, (α,β)∈E(Γ)
D˜ ⊗Arβ,α(t1 ∧ ... ∧ tr ⊗ ωα ⊗ vα),
where ti ∈ Tα , ωα ⊗ vα ∈ Ωα ⊗ Vα, D˜ ∈ D˜X and x(I)(D˜) means the action of x ∈ DX
on the element D˜ ∈ D˜X with respect to the first DX-module structure on D˜X , defined
in Section 4.10. We note that D˜X is the free DX-module of rank one with respect to
the second DX -module structure. A global section ω˜ ∈ Ω
−1
X , say ω˜ = (dz1 ∧ ... ∧ dzN )
−1,
defines an isomorphism of free left DX-modules φω˜ : D˜X → DX ,
φω˜(D ⊗ ω˜) = D · 1.
Applying the isomorphism φω˜, we get the isomorphism of DX -modules,
R˜−rEV ≈ ⊕
α∈I(Γ)
DX ⊗
(∧r
Tα ⊗ Ωα ⊗ Vα
)
.
Under this identification the differential in R˜EV becomes d′ = d′1 − d
′
0,
d′D (D ⊗ t1 ∧ ... ∧ tr ⊗ ωα ⊗ vα) =
r∑
i=1
(−1)i+1D · tτi ⊗ t1 ∧ ...t̂i... ∧ tr ⊗ ωα ⊗ vα,
d′0 (D ⊗ t1 ∧ ... ∧ tr ⊗ ωα ⊗ vα) =
∑
β, (α,β)∈E(Γ)
D ⊗Arβ,α(t1 ∧ ... ∧ tr ⊗ ωα ⊗ vα),
where D ∈ DX and τ is an anti-isomorphism of DX , such that tτi = ti and
(
∂
∂ti
)τ
= − ∂
∂ti
.
Define a linear map
ν : ⊕
α∈I(Γ)
DX ⊗
(∧r
Tα ⊗ Ωα ⊗ Vα
)
→ ⊕
α∈I(Γ)
DX ⊗
(∧r
Tα ⊗ Ωα ⊗ Vα
)
as multiplication by (−1)p on each subspace of the form DX⊗
∧p Tα ∧∧q Fα ⊗ Ωα ⊗ Vα.
Conjugation of d′ with ν transforms the complex R˜EV to the complex RE(τV). The
theorem is proved. 
7.11. Proof of Theorem 5.6. Let C be a central arrangement of hyperplanes inX = CN .
Let V ∈ Qui, V = {Vα, Aα,β}, be a quiver of the arrangement C and ΓQV the complex of
global sections of the de Rham complex QV. The component ΓQVr, −n ≤ r ≤ 0, of this
complex is isomorphic to
ΓQVr = ⊕
α∈Γ
ΓΩanX ⊗
(∧−r
Tα ⊗ Ωα ⊗ Vα
)
,
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where ΓΩanX denotes the space of global holomorphic N -forms f(z1, ..., zN)dz1 ∧ ... ∧ dzN
on CN with analytic coefficients. The differential d, d(ΓQVr) ⊂ ΓQVr+1 in the complex
ΓQV is given by formula (5.11).
We construct below a new differential d∗ : ΓQV → ΓQV, such that d∗(ΓQVr) ⊂
ΓQVr−1. We construct the Laplace operator ∆ = dd∗ + d∗d. Using the Laplace operator,
we prove that the complex ΓQV is quasi-isomorphic to the quiver complex C+(V)[N ] under
the assumption that the matrix coefficients of the linear maps Aα,β are small enough.
The definition of the differential d∗ depends on the choice of a non-degenerate symmetric
bilinear form ( , ) on the vector space CN .
For any α ∈ I(Γ), let {ξi} be an orthonormal basis of the space Tα , (ξi, ξj) = δi,j, and
let {ξk} be an orthonormal basis of the space T ′α (see Section 2.2), (ξ
k, ξl) = δk,l. We
have (ξi, ξ
k) = 0, since the spaces Tα and T
′
α are orthogonal. We denote by I(Tα) the set
of the indices of the basis {ξi} of the space Tα . It contains dim Tα elements. We denote
by I(Fα) the set of the indices of the basis {ξk} of the space T ′α . It contains dim Fα
elements.
Let fl, l ∈ I(Fα), be the elements of Fα , such that 〈ξk, fl〉 = δk,l. Let f j, j ∈ I(Tα),
be the elements of F ′α , such that 〈ξi, f
j〉 = δi,j. They form an orthonormal basis of the
space F˜ ≃ Fα ⊕ F ′α of all linear function on C
N .
Let d∗1 : ΓQV → ΓQV be the linear map, defined by the formula
d∗1
(
ω ⊗ t⊗ ωα ⊗ vα
)
=
∑
i∈I(Tα)
ω · f i ⊗ ξi ∧ t⊗ ωα ⊗ vα +
∑
k∈I(Fα)
ω · ξk ⊗ fk ∧ t⊗ ωα ⊗ vα,
where α ∈ I(Γ), ω ∈ ΓΩanX , t ∈
∧∗ Tα , ωα ∈ Ωα , vα ∈ Vα.
Choose an edge framing {fβ,α, ξα,β} in such a way that for any edge (α, β) ∈ E(Γ), α ≻
β, we have (ξα,β, ξβ) = 0 for any ξβ ∈ Tβ, 〈ξ′, fβ,α〉 = 0 for any ξ′ ∈ T ′α and 〈ξα,β, fβ,α〉 = 1.
In particular, the last equality implies that the maps πα,β and πβ,α are inverse to each
other. We call such a framing orthogonal.
The bilinear form (, ) on CN defines for any α ≻ β orthogonal projections Tα → Tβ and
Fβ → Fα, which extend to projections Pβ,α :
∧∗ Tα → ∧∗ Tβ and Pα,β : ∧∗ Fβ → ∧∗ Fα .
For an orthogonal edge framing {fβ,α, ξα,β} we have
Pβ,α(ξα ∧ ξβ) = (ξα − 〈ξα, fβ,α〉ξα,β) ∧ ξβ ,
Pα,β(fβ ∧ fα) = (fβ − 〈ξα,β, fβ〉fβ,α) ∧ fα,
if ξα ∈ Tα , ξβ ∈
∧∗ Tβ ⊂ ∧∗ Tα , fβ ∈ Fβ , fα ∈ ∧∗ Fβ ⊂ ∧∗ Fα .
For each edge (α, β) ∈ E(Γ) define a linear map
d∗0,(β,α) : ΓΩ
an
X ⊗
∧∗
Tα ⊗ Ωα ⊗ Vα → ΓΩ
an
X ⊗
∧∗
Tβ ⊗ Ωβ ⊗ Vβ ,
as follows. Let ω ∈ ΓΩanX , ξα ∈
∧∗ Tα , fα ∈ ∧∗ Fα , ωα ∈ Ωα , vα ∈ Vα. We set
d∗0,(β,α)(ω ⊗ ξα ∧ fα ⊗ ωa ⊗ vα) = ω ⊗ fβ,α ∧ Pβ,α(ξα) ∧ fα ⊗ πβ,α(ωα)⊗ Aβ,α(vα)
if α ≻ β, and
d∗0,(β,α)(ω ⊗ ξα ∧ fα ⊗ ωa ⊗ vα) = ω ⊗ ξβ,α ∧ ξα ∧ Pβ,α(fα)⊗ πβ,α(ωα)⊗ Aβ,α(vα)
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if β ≻ α. Let
d∗0 =
∑
(α,β)∈E(Γ)
d∗0,(β,α) .
Lemma 7.11. The maps d∗i , i = 0, 1, form two commuting differentials,
(d∗i )
2 = 0 for i = 0, 1, d∗0d
∗
1 + d
∗
1d
∗
0 = 0.

Define d∗ = d∗1 + d
∗
0 and ∆ = dd
∗ + d∗d. We decompose ∆ as
∆ = ∆(2) +∆(1) +∆(0),
where ∆(2) = d∗1d1 + d1d
∗
1, ∆
(1) = d∗0d1 + d1d
∗
0 − d
∗
1d0 − d0d
∗
1, ∆
(0) = −d∗0d0 − d0d
∗
0.
Denote by V α the following finite-dimensional space:
V α =
∧∗
Tα ⊗ Ωα ⊗ Vα,
and let V = ⊕
α∈I(Γ)
V α.
Lemma 7.12. For any ω ∈ ΓΩanX , vα ∈ V α, and v ∈ V , we have
(i) ∆(2) (ω ⊗ va) = ω ·
 ∑
i∈I(Tα)
f iξi +
∑
k∈I(Fα)
ξkfk
⊗ vα,
(ii) ∆(1) (ω ⊗ v) = 0,
(iii) ∆(0) (ω ⊗ v) = ω ⊗∆
(0)
(v) for some linear operator ∆
(0)
: V → V .

Let α ∈ I(Γ). For any vα ∈ Vα and ωα ∈ Ωα , set deg(ωα ⊗ vα) = dim Xα = N − l(α).
Set deg ξ = −1 for any ξ ∈ Tα and deg f = 1 for any f ∈ Fα . Thus for any x ∈∧p Tα ∧ ∧q Fα ⊗ Ωα ⊗ Vα, we have deg x = p − q + N − l(α). This grading gives the
decomposition V =
N
⊕
k=0
V
k
, where V
k
consists of elements v ∈ V of degree k. We say that
a polynomial differential form ω = f(z1, ..., zN )dz1 ∧ ... ∧ dzN has degree k ≥ 0 and write
deg ω = k, if f(z1, ..., zN) is a homogeneous polynomial of degree k variables z1, ..., zN .
We say that a holomorphic form ω = f(z1, ..., zN )dz1 ∧ ... ∧ dzN has degree not less than
k ≥ 0 and write deg ω ≥ k, if the holomorphic function f(z1, ..., zN ) has zero of order not
less than k at the origin z1 = z2 = ... = zN = 0.
Define ΓQVk as the subspace of the vector space ΓQV, spanned by linear combinations
N∑
j=0
ωk−jvj ,
where vj ∈ V
j
and ωk−j ∈ ΓΩanX is a holomorphic form of degree not less than k − j.
Lemma 7.13. For a central arrangement C and for any k ≥ 0, ΓQVk is a subcomplex of
ΓQV.
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
By Lemma 7.13 we have a decreasing filtration
ΓQV = ΓQV0 ⊃ ΓQV1 ⊃ ... ⊃ ΓQVk ⊃ ... ⊃ 0
of the complex ΓQV by subcomplexes ΓQVk, such that ∩k≥0ΓQVk = 0. Let us prove that
the subcomplex ΓQV1 is acyclic.
Take an element y ∈ ΓQV1, such that dy = 0. It can be presented as a convergent
series
(7.52) y =
N∑
j=0
∑
k≥1
ωj,k−j(z)⊗ vj ,
where vj ∈ V
j
and ωj,k−j(z) is a homogeneous polynomial form of degree k − j. The
convergence means that for every j = 0, ..., N and for any ηj ∈ (V
j
)∗ the series∑
k≥1
ωj,k−j(z)〈vj , ηj〉
converges as a power series in z.
Since the differential d is homogeneous, we have
∑N
j=0 d(ω
j,k−j(z) ⊗ vj) = 0 for any
k ≥ 1. Lemma 7.12 says that for any vj ∈ V
j
and for any homogeneous polynomial form
ωk, deg ωk = k, we have
(7.53) ∆(ωk ⊗ vl) = ωk ⊗ (∆
(0)
+ k + l)vl
Since the Laplace operator ∆ commutes with d and the eigenvalues of ∆
(0)
are close to
zero, (7.53) implies also that d(ωj,k−j(z)⊗ vj) = 0 for all j and k ≥ 1.
The space V
j
is invariant with respect to ∆
(0)
, ∆
(0)
(V
j
) ⊂ V
j
. Let V
j
= ⊕λV
j
λ be the
decomposition of V
j
in the generalized eigenspaces of the operator ∆
(0)
,
V
j
λ =
∞⋃
k=0
Ker(∆
(0)
− λ)k|
V
j .
Present the element ωj,k−j(z)⊗ vj as
(7.54) ωj,k−j(z)⊗ vj = ωj,k−j(z)⊗
∑
λ
vjλ,
where vjλ ∈ V
j
λ. Relation (7.53) implies that ω
j,k−j(z) ⊗ vjλ ∈
∞⋃
m=0
Ker(∆ − λ − k)m and
d(ωj,k−j(z)⊗ vjλ) = 0.
Standard arguments with the Laplace operator say the following. Let an element x be
such that dx = 0 and let x belong to a finite-dimensional generalized eigenspace of the
Laplace operator ∆ = dd∗ + d∗d with eigenvalue µ 6= 0. Then x can be presented as the
boundary
x = dd∗
(
x
µ
−
(∆− µ)x
µ2
+
(∆− µ)2x
µ3
− ...
)
,
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which is a finite sum. This implies that for any j = 0, ..., N , k ≥ 1, and eigenvalue λ of
the operator ∆
(0)
|
V
j , we have
ωj,k−j(z)⊗ vjλ = dd
∗
(
ωj,k−j(z)⊗ vj
λ+ k
−
ωj,k−j(z)⊗ (∆
(0)
− λ− k)vj
(λ+ k)2
+
+
ωj,k−j(z)⊗ (∆
(0)
− λ− k)2vj
(λ+ k)3
− ...
)(7.55)
The sum in (7.55) is finite and the number of terms does not depend on k. The substitution
of (7.55) to (7.54) and then to (7.52) gives the presentation of the element y as the
boundary of a convergent series of homogeneous elements. Convergence follows from
the structure of (7.55). This proves that the subcomplex ΓQV1 ⊂ ΓQV is acyclic and
the complex ΓQV is quasi-isomorphic to the quotient complex ΓQV/ΓQV1, which is
isomorphic to the quiver complex C+(V)[N ]. This proves Theorem 5.6. 
7.12. Proof of Theorem 6.6. The proof of Theorem 6.6 repeats the arguments of the
proof of Theorem 5.6. For the construction of the corresponding Laplace operator we
use the symmetric bilinear form on X , invariant with respect to the G-action. Such a
form exists, since G is finite. Then the Laplace operator commutes with the G-action and
establishes a quasi-isomorphism of G -invariants of the complexes. 
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