In a network, a channel introduces correlations to the parties that aim to establish a communication protocol. In this work, we present a framework of non-local network coding by exploiting a Bell scenario and show the usefulness of non-local and quantum resources in network coding. Two-sender and two-receiver interference channels are considered, for which network coding is characterized by two-input and four-outcome Bell scenarios. It is shown that non-signaling (quantum) correlations lead to strictly higher channel capacities in general than quantum (local) correlations. It is also shown that, however, more non-locality does not necessarily imply a higher channel capacity. The framework can be generally applied to network communication protocols.
A network generates correlations. The parties that aim to establish a communication protocol via a network have to deal with interventions due to the correlations. Network coding presents a framework to devise codewords for reliable communication in a network via cooperation of the parties [1] . Messages are chosen by senders, mapped to codewords by network coding, and then transmitted to receivers through a network channel.
A multipartite Bell scenario presents a natural network framework that maps input bits to outputs bits. Inputs are chosen by the parties randomly and independently and a Bell scenario may generate correlations among outcomes, classified into local and non-local ones. The parties with shared randomness only are compatible with local correlations but non-local ones.
It turns out that the non-local correlation characterized by the Popescu-Rohrlich (PR) box [2] is useful for enhancing a channel capacity in a network channel such as an interference channel [3] . The result has been extended to a multiple access channel by generalizing to non-local games [4] . Entanglement has been asserted as a useful resource for the network coding. Along the line, it is shown that computing channel capacities is a difficult problem, e.g., NP-Hard [4] . Moreover, a general formulation of how to exploit non-local correlations in network coding is lacking. Consequently, little is known about network coding and the usefulness of nonclassical correlations in network communications, apart from particular cases of maximally entangled states or maximally non-local probabilities [3] . It is also worth mentioning that nonclassical correlations, such as entanglement, the non-locality, steering, etc., are generally inequivalent resources with each other [5] [6] [7] [8] .
In this work, we establish a Bell scenario as a framework of non-local network coding that applies nonsignaling correlations beyond shared randomness to the preparation of codewords for reliable network communication. We in particular consider two-input and twooutput interference channels, to show that non-signaling (quantum) correlations are in general more useful for higher channel capacities than quantum (local) correlations. It is also shown that more non-local correlations do not necessarily imply to a higher channel capacity, i.e., the non-locality is not a general resource that enhances a network protocol. The framework is also useful to construct non-local polytopes containing the set of quantum correlations. Our results can be generally applied to other network channels when non-local resources are available in network coding.
Let us begin with a network channel of many inputs (m) and many outputs (n), denoted by, see also Fig. 1,  
A channel is characterized by its conditional probability P N (Y 1 Y 2 · · · Y n |X 1 X 2 · · · X m ). For instance, a point-topoint channel X i → Y j can be found by a marginal probability P N (Y j |X i ). We are interested in a two-input and two-output interference channel throughout, which is characterized by a joint probability P N (Y 1 Y 2 |X 1 X 2 ).
The interference channels of our interest here are those satisfying I(X 1 ; Y 2 ) = 0 or I(X 2 ; Y 1 ) = 0 for some input distribution P(X 1 X 2 ), where I denotes the mutual information. These channels are known as incompatible or non-separate interference channels, which in fact show the effects of interference. It has been shown that an interference channel N is incompatible if its conditional probability P N (Y 1 Y 2 |X 1 X 2 ) satisfies the following [9] ,
This shows that the no-signaling conditions are not fulfilled in an incompatible network channel. Correlations of any kind can be generated between the parties communicating via the interference channel.
Network coding in a two-input and two-output interference channel works as follows. Let A 1 and A 2 denote random variables of two senders and B 1 and by a mapping E :
Let m 1 ∈ A 1 and m 2 ∈ A 2 denote message bits chosen by the senders, respectively. The map can be characterized by its joint probability
. Together with an encoding scheme E to an interference channel N , the transmission from two senders (A 1 , A 2 ) to two outputs (Y 1 , Y 2 ) is characterized by a joint probability in the following,
, the goal is to find the sum capacity defined as follows,
where C (R)
The maximization in Eq. (2) runs over encoding schemes E with an available resource R. The sum rate C (R) E (N ) has been defined in Eq. (3), where the mutual information with an encoding scheme E is denoted by I E . Note that a decoding does not increase the mutual information since it would correspond to a mapping between sets of alphabets of an equal size. W.l.o.g., it suffices to optimize an encoding E to find the sum capacity.
One of the important properties of interference channels is that for any encoding or decoding schemes, the sum rate depends only on the marginal distributions P N (Y 1 |X 1 X 2 ) and P N (Y 2 |X 1 X 2 ). This can define equivalence classes of interference channels in terms of marginal distributions: namely, channels having the same marginal distributions are equivalent.
We in particular consider a class of two-sender and two-receiver interference channels, where Fig. 1 . The channels are characterized by joint probabilities with two parameters as follows,
where p, q ∈ [0, 1]. These are obtained by generalizing the interference channel introduced in Ref. [3] , which can be found as the case that p = 1 and q = 0. Note also that the channels with p = q ∈ [0, 1] are excluded since they are not incompatible. For the channels in Eq. (4), network coding works as a mapping from two inputs to four outcomes,
where two inputs m 1 , m 2 ∈ {0, 1} are messages chosen by space-like separated and non-communicating parties A 1 and A 2 respectively. The coding scheme is equivalent to a Bell scenario [10] of two space-like separated parties, i.e., two senders, who choose from a set of two measurements where each measurement has four possible outcomes. This can be referred to as a Collins-Gisin-Linden-Massar-Popescu (CGLMP) scenario with four outcomes [11] . The CGLMP scenario with 2 inputs x, y ∈ {0, 1} and 4 outcomes a, b ∈ {0, 1, 2, 3} corresponds to network coding E in Eq. (5) by relating the outcomes as follows,
As network coding in Eq. (5) is identical to a CGLMP scenario, encoding schemes E can be therefore classified into local, quantum, and non-local network coding, according to correlations P E (X 1 X 2 |A 1 A 2 ) in Eq. (1). That is, resources available in network coding are classified accordingly. First, local network coding is referred when local correlations are exploited in the encoding: the codewords are prepared by shared randomness only (6) where D i and D j for i, j ∈ {1, 2, ..., 16} are all possible deterministic functions A i → X i for i = 1, 2 and p ij denotes the shared randomness between two senders A 1 and A 2 . Next, quantum network coding can be characterized by conditional probabilities compatible with quantum theory as follows,
for some quantum state ρ A 1 A 2 and measurements Π
and Π A 2 X 2 . This means two parties prepare codewords by sharing quantum states and measurements on them. Then, non-local network coding is referred when two senders have access to all non-signaling probabilities in the encoding,
The sets of local (L), quantum (Q), and non-signaling (N S) probabilities are convex and strict hierarchical L Q N S. That is, non-signaling (quantum) correlations contain quantum (local) ones.
In fact, the aforementioned strict hierarchy structures the sum rate in Eq. (3). To see this, we recall a useful lemma in information theory: the mutual information I(X; Y) is a convex function of conditional probabilities p(y|x) for a fixed distribution p(x) [12] . By fixing
For two encoding schemes E 1 and E 2 , their convex
Due to the convexity of the mutual information w.r.t. conditional probabilities, it follows that
This shows that the sum rate are hierarchical according to the resources in network coding E. This in fact leads to a simplification in the computation of the sum capacity: consequently, it suffices to consider all extreme encodings in the optimization in Eq. (3).
Lemma. The sum rate C In what follows, we show that the strict hierarchy for channel capacities according to the resources in network coding, namely
for channels in Eq. (4) for almost all p, q ∈ [0, 1] . From Lemma, the task is to find extreme encoding schemes in the set of local, quantum, and non-signaling correlations.
To this end, we are going to exploit the CGLMP scenario. The convex geometry of the sets L, Q, and N S has been analyzed for the CGLMP scenario [13] . The local polytope is identified by the convex hull of all local deterministic points, which are also finite. It suffices to explore the finite vertices to compute the sum capacity. The non-signaling polytope is given by the convex hull of all local and nonlocal points. Note that the nonlocal properties of the vertices are invariant under local reversible relabeling of inputs and outputs of individual parties in a Bell scenario [13, 14] , see also Appendix. The set of vertices up to local reversible relabelings gives the full characterization of the non-signaling polytope.
All local verticies are characterized by reversible local relabelings of a representative local deterministic vertex in the following, P(a, b|x, y) = 1 if a = 0 and b = 0 0 otherwise .
All non-local vertices are obtained by reversible local relabelings of a set of three representative non-local vertices for k = 2, 3, 4, respectively, as follows,
Let V j denote a set of vertices generated by local reversible relabelings of the polytopes having maximal probabilities j ∈ {1, 1 2 , 1 3 , 1 4 } in Eqs. (11) and (12), respectively. The vertices are exploited to find an optimal coding for the channel capacity, see Eqs. (2) and (5) .
The sum capacity with local network coding C (L) (N ) can be obtained by exploring all local deterministic vertices characterized by V 1 in Eq. (11) . Applying all local reversible relabelings, there are 256 local deterministic vertices. The details are shown in Appendix. The sum capacity is found as follows,
where h denotes the binary entropy. The sum capacity with non-local network coding C (N S) (N ) can be obtained by applying all reversible local relabelings to the three sets of the non-local verticies in Eq. (12) . The non-signaling polytope
consists of 204160 vertices. The sum capacity is obtained as follows,
From the sum capacities in Eqs. (13) and (14), it holds that C (N S) (N ) > C (L) (N ) for all p, q ∈ [0, 1]. For instance, for (p, q) = (1, 0) we have C (L) (N ) = 1 and C (N S) (N ) = 2. Note that the maximal capacity 2 is In the gray area, it holds that (A) C (Q) (N ) ≥ C (Q LB ) (N ) > C (L) (N ) from Eqs. (13) and (15) , and (B) (14) and (16) . For almost all p, q ∈ [0, 1], non-local network coding is more useful than quantum network coding, which is more useful than local network coding.
obtained if and only if vertices of V1 2 are applied in network coding in Eq. (8) .
For the computation of the sum capacity with quantum resources, it is essential to have the characterization of the quantum set Q. This is, however, a hard problem classified as NP-Hard [15, 16] . Then, our strategy here is to construct two convex polytopes Q LB and Q UB such that Q LB ⊂ Q ⊂ Q UB . The goal is to find bounds for the quantum sum capacity, i.e., C (Q LB ) ≤ C (Q) ≤ C (Q UB ) . Note also that the sets Q LB and Q UB are constructed to have finite number of vertices to make the computation feasible.
For lower bounds, we make use of a Bell scenario as follows. The maximally entangled state |Ψ A 1 A 2 = 1 √ 2 (|01 − |10 ) is shared by two senders. For i = 1, 2, let m i denote a message bit that a party A i wants to send to B i . The party A 1 applies a measurement σ z for m 1 = 0 and σ x for m 1 = 1. The other A 2 performs a measurement − 1
for m 2 = 1. Let a 1 , a 2 ∈ {0, 1} denote the outcomes respectively. The encoding works by deterministic functions, E : (m 1 , m 2 ) → ((m 1 , a 1 ), (m 2 , a 2 )), by which we have
Since the Bell experiment is a quantum strategy, a lower bound to the quantum capacity is shown.
To compute an upper bound to the quantum capacity, we construct a polytope that contains the quantum set. While the tight characterization when the number of vertices is fixed is highly non-trivial, our strategy is to exclude those vertices giving the maximal capacity C (R∈N S) = 2 in the non-signaling polytope V N S , where the maximal capacity is from those vertices equivalent to V1 2 in Eq. (12) . The polytope constructed by remaining vertices consists of the quantum set. By exploring the vertices of the polytope, we have an upper bound,
With the upper and lower bounds to the quantum capacity, one can find that the strict hierarchy in Eq. (10) holds true for almost all p, q ∈ [0, 1], see Fig. 2 . Thus, it is shown that non-local (quantum) correlations are more useful than quantum (local) ones in network coding. We now investigate the relation of the non-locality and the channel capacity, and show that the more nonlocality does not necessarily imply a higher channel capacity. As a measure for the non-locality, we consider the variational distance from the local polytope L. The measure has been devised from the perspective of resource theories of the non-locality [17] . For the considered scenario, the measure is proportional to the violation of the CGLMP inequality [11] .
A simplified form of a two-input and four-outcome CGLMP inequality has been shown, that for all local probabilities P E∈L (ab|xy), B 4 (P E∈L (ab|xy)) := P(a ≤ b|00) + P(a ≥ b|01) + P(a ≥ b|10) + P(a < b|11) − 3 ≤ 0 (17) for x, y ∈ {0, 1} and a, b ∈ {0, 1, 2, 3} [18, 19] .
The measure can be written as, D NL [P(ab|xy)] = max{0, B 4 (P(ab|xy))}. All different forms of CGLMP inequalities can be derived from Eq. (17) by reversible local relabelings. For instance, one can consider that local inputs and outputs remain the same for x, y = 0 whereas for x, y = 1, local outputs a and b are relabeled to (a + 2) mod 4 and b to (b + 2) mod 4. An equivalent CGLMP inequality can be obtained as follows,
where r ⊕ s ≡ (r + s) mod 4.
To compare the non-locality and the channel capacity, let us consider three vertices denoted by v , v 1 4 are compared. The non-locality is measured in the first row, and the sum rate in the second. The vertex v 1 correlation is the least useful for network coding, and also that the least non-local one is the most useful for a network communication. This shows that non-local correlations are not a general resource that enhances a network protocol.
In conclusion, we have established a framework of network coding with a Bell scenario. Local, quantum, and non-local network coding schemes are characterized accordingly. We have constructed equivalent Bell inequalities by exploiting the technique of local reversible relabelings to solve the optimization in network coding. On the technical side, our method can be used to construct non-local polytopes that contain the quantum set.
It is shown that non-local resources are strictly more useful than quantum resources, which are strictly more useful than local resources. We have also shown that the non-locality is not a general resource for enhancing network communications. More non-locality does not necessarily leads to a higher rate in network communication.
Our results shed a new light to understand network information theory. The results find that non-local correlations are generally useful in network communication. The framework we presented here with a Bell scenario can be applied to other network channels in general. To compute a channel capacity over the quantum set, it is asked to develop an efficient method of constructing non-local polytopes for optimizations in network coding. We leave it an open question to seek theoretical tools for the purpose. In general, network coding can be found by characterizing constrained non-local polytopes in the probability space. Finally, our work paves a way to develop multipartite Bell scenarios for network communication. In future investigations, it would be interesting to apply multipartite Bell scenarios to multiple-input multiple-output (MIMO) network channels. We assume a Bell scenario of two parties where each one applies n inputs and have m outputs. Bell inequalities correspond to hyperplanes in the probability space such that all local probabilities are manifested. Bell inequalities that can be related with each other by local reversible relabelings are equivalent. This means that a number of equivalent Bell inequalities can be generated by a relabeling technique. Moreover, as a consequence, any point in the probability space induces an equivalence class of a set of points such that any point in the set can be transformed to any other point of that set by a suitable local reversible relabeling.
Local Reversible Relabelings
Local Reversible Relabeling is referred to a method of generating equivalent Bell inequalities by relabeling inputs and outputs in individual parties. It corresponds to a set of all reversible transformations of inputs and outputs which can be implemented locally by a number of space-like separated parties. In the CGLMP scenario with 4 outcomes for each of the two parties, such relabelings of input corresponds to all permutations of the input set {0, 1}, and relabelings of output corresponds to all permutations of the outcome set {0, 1, 2, 3} for a given local input. Thus, the total number of all local reversible relabelings for the considered CGLMP scenario are N = (2! × 4! × 4!) × (2! × 4! × 4!).
Algorithm
Let us say P in (a, b|x, y), where x, y ∈ {0, 1} and a, b ∈ {0, 1, 2, 3}, are initial probabilities of outcomes (a, b) given an input (x, y). Then, on applying a reversible local relabeling to P in (a, b|x, y), we obtain a set of probabilities P out (a, b|x, y). Here, for CGLMP(d = 4) scenario, we will deal with all possible reversible local relabelings. Depending on the initial probability point P in (a, b|x, y), many reversible local relabeling may lead to the same final probability point P out (a, b|x, y). First we implement all the reversible local relabelings on a given initial probability point to generate a multiset consisting of N final probability points. Then we delete all duplicates in the multiset and obtain a set of all distinct probability points resulting from applying all possible reversible local relabelings to the initial probability points P in (a, b|x, y). (iii) Define: Local reversible relabeling functions F[i, j, k 0 , l 0 , k 1 , l 1 ](·), for i, j ∈ {1, 2} and k 0 , l 0 , k 1 , l 1 ∈ {1, 2, ..., 24}, as follows
• Alice:
• Bob:
applies PER I [j](·) to input y,
• Total number of local reversible relabeling functions F[i, j, k 0 , l 0 , k 1 , l 1 ](·) are
1. Input: probability vector P in = {{P in (a, b|x, y)} :
x, y ∈ {0, 1} and a, b ∈ {0, 1, 2, 3}}.
2.
Compute: MultiSet of output probability vectors, by applying N local reversible relabeling functions:
and k 0 , l 0 , k 1 , l 1 ∈ {1, 2, ..., 24}}. The algorithm in the above for applying local reversible relabelings is implemented in MATHEMATICA by considering as input(s) the four representative vertices in a two-input and four-outcome CGLMP scenario.
• Local representative vertex P(a, b|x, y) = 1 if a = 0 and b = 0 0 otherwise , (19) gives the set of all local deterministic vertices V 1 consisting of 256 elements.
• Nonlocal representative vertex with probabilities either 1 2 
gives the set all nonlocal vertices V1 2 of its type, and it consists 10368 elements.
• Nonlocal representative vertex with probabilities either 1 3 or 0
gives the set all nonlocal vertices V1 3 of its type, and it consists 110592 elements.
• Nonlocal representative vertex with probabilities either 1 4 
gives the set all nonlocal vertices V1 4 of its type, and it consists 82944 elements.
Classical capacity
The channel capacity with local network coding is obtained by generating the set all local deterministic vertices V 1 . This is done by applying all local reversible relabelings to the local deterministic vertex given by Eq. (19) ; the number of local deterministic vertices are 256. Next, with the help of MATHEMATICA, we computed the sum-rate C (L) E on all vertices in V 1 . These are basically different functions of p and q. Then by noticing that many of the vertices give same sum rate functions, we delete all the duplicates to get only 9 different functions. Since for finding an expression for capacity we need to take maximum over all these functions, we filter and eliminate all the functions which are always less then or equal to a smaller subset of the nine functions.
No-signaling capacity
For deriving the no-signaling capacity, we first generate the sets of nonlocal vertices V1 2 , V1 3 , and V1 4 by applying all reversible local relabelings to the three respective nonlocal vertex given by Eqs. (20) , (21) , (22) . The total number of vertices in the three sets V1 2 , V1 3 , and V1 4 are respectively 10368, 110592, and 82944 . Thus we could get the set of all no-signaling vertices
consisting of 204160 total number of vertices. Then, with the help of MATHEMATICA, we compute the total sum rate functions on all these vertices and by observing that many of the vertices give same sum-rate functions we delete all the duplicates. Finally, since we are interested in maximum over all these functions, we filter out most of these function to obtain the formula for the no-signaling capacity.
C. Bounds to Quantum capacity
The quantum set of correlations Q is a convex set but not a polytope which makes computation of quantum capacity a hard problem. In fact the exact boundary of the set Q is not known: it has infinitely many and unknown extreme points. Therefore with our current knowledge, in general, one can derive only some lower and upper bounds on quantum capacity by approximating the quantum set from inside and outside with the help of some simple well defined geometries, for instance some polytopes. In what follows, we adopt this approach for deriving suitable lower and upper bounds on quantum capacities.
C1. Lower bound
The computation with a Bell experiment shown in the main text is performed on MATHEMATICA by generating all such possible encoding E(X 1 , X 2 |m 1 , m 2 ), calcu-lating sum-rate functions for all these encodings, and finally selecting a minimal set from these functions such that the maximum of the selected functions give the best possible lower bound under the considered set of quantum protocols.
Note that the simple quantum protocol is derived by considering an initial probability distribution which gives maximum Bell-CHSH violation (i.e., Tirelson's point for CHSH scenario), followed by the stated deterministic mappings applied to input and output bits from this distribution to generate inputs to the channel. We tried other approach like choosing an initial probability distribution for which: (i) quantum boundary points giving maximal violation of tilted-CHSH inequalities [6] , and (ii) points on the Tirelson-Landau-Masanes (TLM) boundary of the quantum set in CHSH scenario [21] [22] [23] . It turns out that though for some values of the channel parameters p and q the lower bound can be slightly improved, the lower bounds from the protocol that we consider is sufficient to show a classicalquantum gap for a wide range of channel parameters p and q. Moreover, regions where the current protocol fails to show a classical-quantum gap, the other approach like (i) and (ii) fail to reveal any classical quantum gap. Many other numerical tests performed with various other quantum points gives similar results.
C2. Upper bound
For deriving an upper bound, we construct a polytope P out containing the quantum set, i.e., such that Q P out N S. This polytope is constructed as follows, first we find that among all the 204160 vertices of the N S polytope there are only eight vertices, all belonging to the set V1 2 , which gives the maximum possible sumrate value 2 for the channel C(1, 0). Let us denote these eight vertices by {v k : k ∈ {1, 2, 3, 4, 5, 6, 7, 8}}, and the notation v k = {P(0, 0|0, 0), P(0, 1|0, 0), · · · , P(3, 3|1, 1)} for a vector in the probability space. Then the eight vertices that we find are as follows:
, 0, 0, 1 2 , 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1 2 , 0, 0, 1 2 , 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1 2 , 0, 0, 1 2 , 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1 2 , 0, 0, 0, 0, 1 2 } (23) v 2 = {0, 0, 0, 1 2 , 0, 0, 1 2 , 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1 2 , 0, 0, 1 2 , 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1 2 , 0, 0, 0, 0, 1 2 , 0, 0, 0, 0, 0, 0, 0, 0, 0, 1 2 , 0, 0, 1 2 , 0, 0, 0} (24) , 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}.
These eight vertices form four distinct pairs such that any convex combination of two vertices from a pair again gives the maximum possible sum-rate 2 for the channel with p = 1 and q = 0, and the four pairs are {v 1 , v 2 }, {v 3 , v 4 }, {v 5 , v 6 }, {v 7 , v 8 }. We also find that on considering a convex combination of any three (or more) out of these eight vertices, except for the case which reduces to convex combination of only two vertices from a pair, the sum rate is strictly less than the maximal achievable value 2. Since our goal is to construct a polytope P out such that sum-capacity over P out is less than the sum-capacity over N S for all possible values of parameters p and q, first of all, it is necessary that we remove these eight vertices, as well as, all the other points which are convex combination of two points from any pair, i.e., all points of the N S polytope which gives the sum rate 2 for the channel with p = 1 and q = 0. Interestingly, later on we will show that, the polytope P out constructed by removing all such points is also sufficient for showing a gap between quantum and no-signaling capacities for the channel with almost all p = q.
To construct the polytope P out with the desired property, by looking at the pairs of vertices {v i , v j } we consider hyperplanes L (i,j) = c ij , where (i, j) ∈ {(1, 2), (3, 4), (5, 6), (7, 8) } such that these hyperplanes separates quantum set Q from all points which are convex combination of {v i , v j }. We define these hyperplanes with the help of four linear functional of joint probabilities P(a, b|x, y). For this, let us first define a vector of conditional probabilities, of length 64, as follows P = {P(a, b|x, y) : x, y ∈ {0, 1}, a, b ∈ {0, 1, 2, 3}}. (31) Here, in Eq. (31), we follow an ordering such that a conditional probability P(a, b|x, y) appears at a position computed from expression x 2 5 + y 2 4 + a 2 2 3 + a 1 2 2 + b 2 2 1 + b 1 2 0 + 1, (32) where a 1 , a 2 , b 1 , b 2 are derived from relations a = a 1 a 2 and b = b 1 b 2 which are nothing but binary representations of outcomes a and b. We note that ordering of conditional probabilities of any arbitrary point (vector) in the considered CGLMP scenario, we follow the rule for ordering the entries of vectors (or points in the geometric space) as defined by Eqs. (31) and (32). Then, the four linear functional that we consider can be expressed as follows:
L (i,j) = 2(v i + v j ) · P (33) (i, j) ∈ {(1, 2), (3, 4) , (5, 6), (7, 8)} Next for bounding the quantum set with suitable hyperplanes constructed from linear functionals L (i,j) , we need to find maximum and minimum value of these functionals over the quantum set Q, which is a convex optimization problem. However, since we do not know the exact quantum set we use a series of outer approximations developed by Navascues-Pironio-Acin (NPA) [15, 16] which converges to the quantum set Q. So we choose our domain as different levels of the NPA-hierarchy, denoted here by Q (k) where k ∈ {0, 1, 1+ab, 2, 3, ...}. All these different levels are convex, and they form a sequence of outer approximations of the set of quantum correlation Q, i.e., Q (0) ⊇ Q (1) ⊇ ...Q (k) ... ⊇ Q. Thus we solve the convex optimization problem which can be written as a semidefinite program as follows
Subject to P(a, b|x, y) ∈ Q (k) .
By implementing the function NPAHierarchy( P, k) from QETLAB [20] , at the simplest (nontrivial) level k = 1, the respective minimum and maximum value that all the four linear functional L (i,j) achieve is 0 and 3.414 (≈ 2 + √ 2). Therefore, we can consider the hyperplanes L (i,j) = 0 and L (i,j) = 3.5 for cropping the no-signaling polytope N S, which will give a polytope P out containing the quantum set Q. Since the hyperplanes L (i,j) = 0 are basically faces of the N S polytope, thus for obtaining the polytope P out it is sufficient to consider intersection of half-spaces L (i,j) ≤ 3.5 with the N S. Note that for our constructed hyperplanes, by running a simple code on MATHEMATICA, we check and find that all the points in the set V 1 , V1 satisfy L (i,j) ≤ 3.5 ∀(i, j) ∈ {(1, 2), (3, 4) , (5, 6), (7, 8) }, therefore, we choose set of all the points defined by
to be the vertices of the polytope P out . Here V new ij represents all the new vertices generated by cutting the nosignaling polytope N S with the hyperplane L (i,j) = 3.5. Then the constructed polytope is basically defined as P out = ConvexHull {V P out }
In order to compute all the new vertices, we first note that set of new vertices V new 12 are vertices of another (smaller) polytope defined by all normalization conditions, no-signaling conditions, and the hyperplane L (i,j) = 3.5. Set of all these linear equations is thus one representation of this polytope, what we need here is to find the vertex representation of this polytope. This is an instance of a standard problem in polyhdral geometry which can be solved exactly by using the software Polymake [24] , we thus obtained all the vertices V new ij , and for each of the four possible (i, j) pairs the number of new vertices are 3070. Now in the end, what remains to check formally is that the polytope P out indeed has the expected properties, for this we state and prove the following proposition:
Proposition. Q P out N S.
Proof: It is easy to see that P out N S. Next, suppose there is a point x such that, x ∈ Q and x / ∈ P out . Since x ∈ Q, it satisfies all the linear constraints defining the no-signaling polytope N S. Thus, the only way to satisfy x / ∈ P out is to violate L (i,j) ≤ 3.5 for some (i, j) ∈ {(1, 2), (3, 4), (5, 6), (7, 8) } which contradicts the fact that if max Q L (i,j)
3.414 for all (i, j). Hence x ∈ Q ⇒ x ∈ P out and therefore Q P out .
Finally for obtaining an upper bound on quantum capacity, similar to the method described for computing the no-signaling capacity, we maximize the sum-rate over all points in V P out , i.e., over all the vertices of the polytope P out . First, with the help of MATHEMAT-ICA, we compute the sum-rate C (Q UB ) E over the set of all vertices V P out of the polytope P out , these are basically different functions of p and q. Then by noticing that many of the vertices give same sum-rate functions, we delete all the duplicates to reduce to very few number of distinct functions. Since for finding an expression for capacity we need to take maximum over all these functions, we filtered and eliminated all the functions which are always less than or equal to a smaller subset of the set of distinct functions. We find that such smallest subset contains only four different functions of p and q.
