Abstract: Analysis of human facial images has become increasingly important due to its numerous applications. In this regard, extracting facial parameters is vital and various studies have been done in this field. Using these methods, different facial parameters such as the location of eyebrows, eye length, and nose angles are extracted. In this article, a robust and automatic method is introduced for determining facial angles from profile view images using the Radon transform. The Radon transform is a type of linear integration along a specific direction and angles play an important role in its performance. The proposed algorithm not only has good precision, but also efficient performance. The precision of this method in angle measurements is 98.51% compared with manual measurement. Compared to various other angle estimation algorithms, the proposed method has higher efficiency.
Introduction
The importance of human facial image analysis has significantly increased due to its numerous applications, including facial surgery analysis. The human face plays an important role in a person's appearance. Even the slightest deformities in the human face greatly influence appearance. Facial surgeries are performed with the highest sensitivity on the side of both surgeons and patients [1] .
In studies regarding different facial aesthetic and reconstructive surgeries, rhinoplasty is among the hardest and most complex surgeries. Rhinoplasty is a plastic surgery that is performed for functional and aesthetic corrections of nose shape. The central location of the nose on the face, along with complex relationships of other anatomic components with nose performance, has made this surgery more important. In other words, the nose is the key element in facial beauty because it is located in the center of the frontal view and is also projected from the profile view. Thus, analysis of face symmetry is a fundamental issue in facial surgeries, especially in rhinoplasty [2] .
In this regard, extracting facial parameters is vital and various studies have been done in this field [3] . Extracting different parameters such as the location of the eyebrows, the length of the eyes, and the angles of the nose is considered in these methods, and various techniques are available in the literature [4] .
Based on the abovementioned importance in aesthetic and reconstructive surgeries, the profile view angles of the face play an important role in one's facial beauty. In the work of Zheng et al. [5] , straight lines were detected in noncolor images using the Radon transform and the generalized Fourier method. This method efficiently computes straight lines. In the work of Magli et al. [6] , a postprocessing method was presented based on wavelet and Radon transforms for detecting four squares. In other research such as [7] [8] [9] , the Radon transform was used for face recognition and compared to pattern recognition methods.
Many methods for skew angle estimation in digital images have been developed in the last few decades. In the work of Lin et al. [10] , a new skew angle estimation algorithm was presented for binary document images based on fuzzy c-regression models (FCRM), with the goal of resolving the disadvantages of low accuracy and robustness of the existing approaches. This algorithm consists of four steps. The first step transfers the input image into parallel straight lines through image analysis. The second step involves selecting an operating window to accelerate the execution time. The process that follows magnifies the image by fast interpolation to increase the accuracy of the skew angle estimation. Finally, the FCRM method is applied to estimate the skew angle [10] . The other skew estimation algorithm [11] was presented for printed and handwritten documents, based on the document's horizontal projection profile and its Wigner-Ville distribution. This algorithm is able to correct skew angles that range between -89
• and +89
• and detects the right-oriented position of the page by alternations of the horizontal projection profile [11] .
In this article, facial angles from the profile view like the tip of the nose, the chin, and nasolabial angles are extracted. For this purpose, an algorithm based on the Radon transform and its properties is presented. The rest of the paper is organized as follows: the Radon transform and its special properties are introduced in Section 2. Using the Radon transform, a robust and automatic method is presented for determining facial angles from profile view images in Section 3. Section 4 shows the experimental results. Finally, conclusions are given in Section 5.
Radon transform and its properties
The Radon transform is one of the key mathematical principles in tomography imaging of an object (line, plane, and volume). Like the Fourier transform, which quickly became popular in imaging sciences, this transform has gained great popularity and applicability. In this section, the mathematical definition of the Radon transform and its importance and practical properties are introduced.
Two-dimensional radon transform
The two-dimensional Radon transform is simply a line integral. The Radon transform of ρ(x, y) is given by [12] :
where p is in the following form:
In medical imaging texts, P (p, φ) is called the ray, because the line integral is, in fact, physically like the passing of a ray along that object [12] . φ is the angle that the ray makes with the coordinate axes and p is distance of the ray to the origin ( Figure 1) . A 2-D Radon transform is converted to 1-D with the rotation of coordinates as follows:
Sinogram
In 2-D functions, the superposition of a reflection of all the rays along a specific direction is called a sinogram ( Figure 2 ) [12] . A 2-D Radon transform is a mapping and is shown as follows:
A point value in Radon space is the summation of the points on a line in (x,y) space. A point in (x,y) space is transformed to a sine curve in Radon space. The relation of this mapping is as follows [12] :
A is the value of intensity at point(x 0 , y 0 ). (r 0 , φ 0 ) is also defined as:
L y 
The proposed algorithm for profile view angles detection
In this section, an algorithm is introduced to obtain nose tip, nasolabial, and chin angles using facial profile view images. This method, which is appropriately precise, is also efficient from a computational point of view. Figure 3 shows the block diagram of the proposed algorithm.
Region selection
Region selection, for finding the region where the angle is located, is the most important because this decreases the error associated with finding the desired angle and prevents the overlap of multiple angles. Region selection guarantees high accuracy of the proposed algorithm. For region selection, facial color images of the person from profile view are used. The region where the angle is located is determined on the image to perform the angle measurement process. By considering the adjustment of images and having knowledge of standard face proportions [13] , it is easier to identify the angles' locations. These ratios are shown in Figure 4 . In order to find the angles of the tip of the nose, the middle 1/3 of the image is used. To find nasolabial and chin angles, the bottom 1/3 of the image is applied. The nasolabial angle is located at the uppermost 1/3 and chin angle is located at the bottommost 2/3 of the third segment. The purpose of the region selection is to find face proportions from profile view images. 
Face contour detection
Face contour, which should be extracted, is one of the most complex features in facial images because of the 3-dimensional nature of the human head. In the proposed algorithm, face contour is extracted using variational snakes introduced by Kass et al. [14] . For face boundary detection, it is not enough to place a snake inside the face and allow it to shrink or expand. Usually, the snake will stick to facial features such as the eyes and lips. As a result, we need additional forces for pushing the snake away from these features. In order to solve this problem, we prepared an edge map with discarded face features. We then placed a snake inside the face and allowed it to expand.
To compute the facial edge map, we first applied the median filter [15] to the input color image, and then some points around the facial features were computed and approximated with a cubic B-spline [15] to get a contour, which was used to remove the facial features.
To detect the lines of an image, the binary output of the face contour can be used as the input of the Radon transform ( Figure 5 ). Therefore, all the edges located along a specific direction create intense brightness in the sinogram [16] . These bright areas correspond to one peak in the one-dimensional drawing, and the parameters of the lines can be detected using this feature. To find an angle, the two lines (angle sides) that form the angle are required. Figure 6 shows a typical sinogram of the area related to the nasolabial angle, the brightness of which is demonstrated using two arrows. As mentioned earlier, the peaks denote two sides of the angle. In order to omit incorrect lines that were formed due to the inaccuracy of the edge-detection filter and to avoid the selection of local peaks, a threshold level is used to omit the weak lines. The peaks and length that were not equal to the defined threshold were excluded. 
Applying the Radon transform to find the sinogram
In the next step, for each angle (from 0
• to 180 • ), the maximum value was obtained in the sinogram. The maximum values were precisely found for the collection of refracted rays along a line. By doing this, a diagram that had two maximum values (as in Figure 7 ) was obtained. The angles corresponding to each of these peaks represent an angle side in the same direction. By finding these two angles and calculating their difference, the desired angle was obtained. 
Finding two local maximums
There are various optimization techniques for finding these two local maximums. Intelligent techniques like a genetic algorithm or a bacteria foraging algorithm [17] can be used for finding these points. However, to find the correct maximums with good precision and less calculation, another method should be used. In order to find these two points, a comparison of one data point with its two neighboring data points was used, i.e. a certain data point is a local maximum once a data point becomes greater than two adjacent ones. Based on a diagram of maximum values for the Radon transform (Figure 7) , the greater value within the range of 0 • -90
• was assigned as one of main maximums. The same procedure was used for finding the second main maximum within the range of 90
• -180
• . Due to the position of the angles of interest, the abovementioned method is efficient, easy to calculate, and has appropriate accuracy.
Experimental results
The proposed algorithm was used to find different angles of the face from the profile view, including nasolabial, chin-to-throat, and nose tip angles. The obtained results were compared with the results of manual measurement, FCRM, and Wigner-Ville distribution. Manual measurement is the gold standard and represents the best possible measurement available under reasonable conditions. The proposed algorithm shows good precision, is robust to noise, and has less computational load compared to the FCRM or Wigner-Ville distribution, which consequently made this algorithm suitable for application in automatic face detection systems. Figure 8 demonstrates the results of the proposed algorithm, which was applied on two sample images.
To investigate and quantitatively evaluate the proposed algorithm, 100 profile view images were randomly selected from our dataset. This database contains facial color images of more than 200 students (three orthogonal images for each person) that were captured by our designed system at Sahand University of Technology, Tabriz, Iran. The designed system helps surgeons to simultaneously collect orthogonal images in different views with high precision and quality. The proposed algorithm is integrated into the system. The developed software for facial surgery analysis is another advantage of this system.
In our proposed algorithm, the size of the input color image is 2500 × 2500 pixels. In order to obtain the error and precision of the algorithm, Eqs. (8) and (9) 
where φ m is the angle with manual measurement, φ pa is the angle obtained by the proposed algorithm, E is the error in the percentage, and V is the precision of the proposed algorithm.
In Figure 9 , mean values for the measured nasolabial, chin, and nose tip angles for 100 subjects are given. These measurements were calculated manually and by the FCRM, the Wigner-Ville distribution, and the proposed algorithm. The ranges of the nasolabial, chin, and nose tip angles were 100
• -150
and 80
• -100
• , respectively. Wigner-Ville distribution, and by the proposed algorithm on 100 samples.
The Table shows mean and standard deviation values of the precision for the FCRM, the Wigner-Ville distribution, and the proposed algorithm. The proposed algorithm had 98.51% precision and 1.49% error in nose tip angle. According to the values in the Table, the error is less in the nose tip angle and more in the nasolabial angle, and it can be understood that this algorithm had a very high rate of precision for measuring angles with longer sides. Considering the performance of the proposed algorithm, this issue is reasonable because the longer the angle sides are, the higher the values of the two maximum points will be in the sinogram. They can be easily distinguished from other local maximums and a more precise angle can be obtained. As can be observed in the Table and Figure 9 , the proposed algorithm had a higher efficiency than the other algorithms.
The proposed method is efficient and practical. Each iteration of the proposed algorithm requires about 16 s for an input image using an Intel Core i3 CPU with speed of 2.13 GHz and 4 GB of RAM and with MATLAB 7.8.0 (R2009a). 
Conclusion
In this article, a robust and automatic method was introduced to measure facial angles from profile view images using the Radon transform. The primary goal of this research was to find important face angles for facial surgery analysis systems. This technique can be part of a general system for facial surgery analysis and can extract face parameters for surgeons and physicians because the proposed algorithm is simple and has less computational load than the other methods presented in this paper. The high speed and precision of the proposed algorithm make it a distinctive method among pattern recognition techniques. In the future, other techniques of finding correct maximums may be considered to further this research.
