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This dissertation is concentrating on characterizing the symmetry properties of the distribution
for the single point statistics of random passive scalars undergoing shear flow with white in time
fluctuations corresponding to deterministic initial condition with and without physical boundary
conditions. First, we build an understanding on the derivation of Mehler’s Kernels which are
building blocks of higher order correlators. Meanwhile, we used these correlators to understand of
the symmetry properties of the probability distribution function (PDF) of the single point statistics
correpsonding to various deterministic initial conditions in free space. Next, we took a different
approach that resulted in the generation of a new method that we called as Direct Monte Carlo
method(DMC). It relies on the existence of the random Greens functions for the associated partial
differential equations and the mapping of the realizations of the stochastic processes including;
Brownian motion, integral of Brownian motion, L2− norm of Brownian motion and Brownian
bridge. Next, we discover what happens in a bounded domain for the random variable that is
defined as measuring the mass in a strip which in free space can be benchmarked by the results
associated with the random Greens functions for the point source. We completed this analysis
through simulating the underlying stochastic differential equations and this method is called Full
Monte Carlo Method(FMC). We found that the long time symmetry behavior of this aforementioned
random variable in bounded domain turns out to be the opposite of what we have in free space based
on the Full Monte Carlo simulations. This result has also been justified by using a rigorous analysis
on the ground state energy eigen-expansion method that agreed with the numerical analysis we had
regarding the investigation of flows with non-zero spatial means. Lastly, we extended these findings
to flows with zero-spatial mean flows and we derived a relation showing how the symmetry properties
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This dissertation is focused on developing mathematical and numerical tools to understand
random partial differential equations modeling the transport of decaying passive tracers. Passive
scalars can be thought as a spreading physical quantity undergoing a certain fluid flow where the
presence of this tracer does not effect the characterization of the fluid flow. Even though the
distribution of the scalar field expressing certain quantities are not effecting the flow field , the
distribution is directly related to the exisiting mixing and transport mechanism in the fluid flow.
Therefore building a methodology to further investigate the distirbutions of passive tracers such
as dye concentration, protein concentration in human cells, salinity, moisture, air pollutants is key
to better understand the environment from small scales to very large scales. In nature we assume
that turbulent events are also admitting certain statistical descriptions. Due to this connection,
the results of our research would eventually lead us to hame more insight on turbulence. Passive
scalar assumption on those physical quantities lead us to have more simplified partial differential
equations(PDEs).
The problem of computing the point-wise probability distribution function for a diffusing scalar
advected by a random fluid flow is a challenging problem which has received considerable attention in
the literature [20, 27, 19, 4, 7]. This problem emerged in the 1990s as a cartoon for fluid turbulence,
as the passive scalar evolution possesses moment closure problems similar to those arising in fluid
turbulence, and has been demonstrated to produce strongly non-Gaussian statistics in the presence
of Gaussian velocity distributions. Mathematically, it is already interesting to observe these non-
Gaussianniaty in the distributions of these scalars but it is rather more interesting to understand it
from physical perspective in the sense of understanding why some physical observables inherit these
distributions. [20, 25, 9, 10, 8, 11, 30, 14, 15, 16, 28] not unlike the observations of non-Gaussian,
exponential like heavy temperature tails of the Chicago experiments of fluid turbulence from the
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late 1980s [13]. Generally, those studies were focused upon computing the infinite time, limiting
invariant distributions, often utilizing random initial data to obtain the limiting dynamics efficiently.
The central part of this thesis is investigating the random pdes where the randomness is provided by
the fluid flow on the inherited statistical distribution of the scalar field while it has a deterministic
initial profile with various spatial dependence in free space and with prescribed physical boundary
conditions. As a result of the spatial dependence, our research in terms of observing any possible
non-gaussian behavior is going to be analyzed based on the symmetry properties of the quantity
of our interest. The following partial differential equation called transport equation governs the
evolution of the scalar field T (x, y, t) with prescribed initial and boundary conditions:
∂T
∂t
+ ~V (~x, t)∇T = κ∆T (1.1)
T (x, y, 0) = δ(y) or T (x, y, 0, x0) = δ(x− x0)δ(y) (1.2)
where ~V (~x, t) is incompressible fluid flow and κ stands for the molecular diffisuvity of the passive
scalar. This model has been intensively studied for the purpose of intermittency analysis.[20, 27, 19,
4, 7, 13].Even though certain assumptions on the velocity field immensely helps for getting closed
equations for the higher order correlators, the analysis of those correlators is still quite difficult for
many cases which require us to implement Monte Carlo Simulations. In general, it is extremely
rare to be able to write down the exact probablity density functions. However there are studies
considering spatially independent tempporally fluctuating fluid flows, the exact PDF was succesfully
derived.[8]. In that study they only had a fluid flow that is temporally fluctuating with no spatial
history. Hence, the cases in which the derivation of the exact PDFs are possible are quite limited.
Instead equation 1.2 for linear shear fluid flows fluctuating with white in time statistics (also known
as Majda model) can be explicitly solved by using Method of characteristics and/or Feynman-Kac
representation[20, 25, 9, 10, 8, 11, 30]. Even though we have results for large spatial variables, the
majority of this thesis will be focusing on N = 3.
The scope of this dissertaion is as follows: In chapter 2, we study the basics of this advection-
diffusion equation and show explicitly how we solve those moment closure problems. Later, we
derived the free space long time behavior by using a finite difference argument through recursion
relations and we obtain an agreement with the free space result for line source initial data reported
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in [11]. Here, the reasoning of our consideration of deterministic initial data comes from the future
purposes of running associated experiment to this model. That means that you exactly have control
on the amount and the location of the location of the dye being injected into the fluid.
In Chapter 3, we focus on the evolution at short, intermediate, and long time, with the ultimate
goal being to assess the role boundaries play in affecting the statistical properties the scalar inherits
from a randomly moving wall. While still simpler than the full turbulence problem, our study is aimed
at improving our understanding of how randomness evolves in variable coefficient partial differential
equations, with particular attention paid to generating verifiable physical velocity profiles. Our
recent findings have stressed the importance of taking into account the influence of proper boundary
conditions and the new, unexpected phenomena they lead to. In particular, motivated by our recent
results in the laminar flow regime which documented the surprising role the tube geometry plays in
the upstream/downstream symmetry properties of diffusing solutes transported by laminar flow [3, 2],
we here explore the evolving statistical symmetry properties of a diffusing passive scalar advected
by rapidly fluctuating, (Gaussian, white in time), linear shear flow with deterministic initial data.
While similar in spirit, our prior studies examined the first 4 spatial moments,
∫
yjT (x, y, z, t)dy,
for a passive scalar T , with y the direction of the shear flow, j = 1, 2, 3, 4. Here, we are interested in
the statistical moments, 〈T j〉, where the brackets refer to ensemble average over the statistics of the
flow. This analysis will develop a stringent benchmarking procedure which successfully documents
the ability of a Full Monte-Carlo simulation to capture the free space dynamics (for which much
exact analysis is available). With this benchmark complete, we present the results of Monte-Carlo
simulations for the random passive scalar in the presence of a no-flux boundary condition enforced
on a single plane in a half-space and document how the wall gives rise to a dramatically different
limiting probability measure.
The chapter is organized as follows: In 3.1, we set up the problem, and briefly summarize the
known results for the inherited scalar probability measure induced by this random flow. In 3.2, we
present the problem setup and a discussion of the current literature on this problem. In 3.3, we
present the random Green’s function for the cases of line source and point source initial data. We
establish that the long time, universal invariant, limiting and collapsing probability measure is set
by the behavior at the origin x = y = 0. For this point, we obtain exact formula for the PDF, and
present its dynamic self-similar evolution properties. In 3.4, we develop the evolution properties of
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the statistical skewness in the x− y plane. We first show that sufficiently far from the support set of
the initial data, the skewness is positive for all time through a careful asymptotic analysis of the N
dimensional Mehler kernel. We then study the evolution of the PDF for line and point source cases
using this method, and identify regions in the x-y plane where the skewness switches signs multiple
times. These regions are carefully determined using numerical integrations of the Mehler kernel, and
provide strong validation of the DMC method. In section 5, we develop the new Direct Monte-Carlo
method which uses the temporal rescaling properties of Brownian motion, Brownian Bridge and their
L− 2 norms to quickly generate field realizations of the random passive scalar at any point in the
x− y plane through the explicit random Green’s function. In 3.5, we turn to the comparison of DMC
with full Monte-Carlo simulation of the underlying stochastic differential equations in free space. We
develop random representations of various integral quantities of the passive scalar, which are most
natural for practical experimental applications involving optical concentration measurements and
for Full Monte-Carlo simulations. We establish the ability of the Full Monte-Carlo simulations to
match the predictions of the DMC method for point source initial data, using one of these integral
statistics from short, to the long time, universal distribution. Armed with this strong benchmark, in
3.6, we present results of the Full Monte-Carlo Simulations to study the evolution of the probability
distribution for this integrated passive scalar in free space and a channel with two parallel walls
on which vanishing Neumann boundary conditions are enforced. We will see a dramatic difference
between the free space and channel domain case. Lastly, in 3.7, we discuss the results, and plans for
a future experimental campaign.
In Chapter 4, we completed the rigorous proof of the discovery that we reported in the previous
chapter on the long time behavior of the model that is corresponding to the advection diffusion
equation with linear shear flow with non-zero spatial mean that fluctuates with white in time
statistics having negatively skewed behavior for the random variable that measures the mass in a
strip of length 2a, such that the random walkers are undergoing reflecting boundary conditions.
The approach of proving this behavior relies on the fact that in long time the ground state energy
dominates the dynamics and we later write down the perturbative expansion with the consideration
of the following change of variable for the frequency variable due to heat decay properties, the
dominating behavior in longer times is going to come from the longer wave number in the unbounded




variable. the strategy followed in this proof relies on the methodology introduced in the work of
[9]. In their work they have considered Gaussian random initial data which led them to have more
generic formulae for all scalar field moments in long times whereas in our case, it is not immediate to
see a generic pattern therefore we did not provide the estimates for all moment numbers. Although,
we have the ability of calculating all moments, we have not seen a general pattern for the centered
field moments. However, the level of analysis is sufficient to infer the long time behavior for the
problem with deterministic initial condition. We implemented this calculation at the fourth order in
other words we included the terms like η6t, η4, η2, η but not η8t. Instead, they have considered 2nd
order analysis in [9] but it is just due to the choice of the initial data. But it turns out that the long
time behavior is actually obtained at the second order. We also compared this theoretical result
with our numerical simulations and we get a very good agreement for the skewness properties of the
PDF of the aforementioned random variable.
In Chapter 5, we have considered the exact same mathematical model but for the flows with zero
spatial mean. We discovered that, the analysis of this case is looking relatively less complicated than
the case with non-zero spatial mean however, we definitely have to do the analysis at the fourth
order as the second order analysis, the leading behavior of the variance turns out to be zero. This
behavior is only peculiar to the case of the flow with zero spatial mean. We came up with a relation
in the end of this ground state energy expansion which tells us what controls the asymmetry of the
scalar field distribution. We found out that the functional of two body and three body interactions
are the ingredients controlling the symmetry of the scalar field distribution. We later extended the
analysis to periodic flows and flows with the same flux and same max and we also report these
results in this chapter.
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CHAPTER 2
Higher Order Correlator Calculations
2.1 Basics on the Governing Partial Differential Equations with Random Coef-
ficients
Let’s assume that T : R× [0,∞)→ R, such that
∂T
∂t




= K̄[Txx + Tyy]
∂T̂
∂t
= K̄T̂xx − (4π2k2K̄ + 2πikv(x, t))T̂











where ~k = (k1, k2) and the assumption that makes the question much more interesting than it used
to be that is
V (x, t) = γ(t)g(x) (2.2)










and take average over Bj for N−point.
2.1.2 Feynmann-Kac Representation for the Heat Equation











Vw is describing random flows with Gaussian statistics.
ΠNj=1T̂









Vint(~x,~k, t) = 4π











j=1T̂0(xj , xk) (2.6)






− V(xj , kj , t)T̂
Consider the 2− point correlator denoted as Ψ2 and we wonder what type of equation this Ψ2
satisfies:




= Ṫ (x1, k1, t)T (x2, k2, t) + T (x1, k1, t)Ṫ (x2, k2, t)
= T2(K̄T1x1x1 − V(x1, k1, t)T1) + T1(K̄T2x2x2 − V(x2, k2, t)T2)
= K̄∆2Ψ2 − (Σ2j=1V(xj , kj , t))Ψ2
(2.7)







Vint(~x,~k, t) = Σ
N
j=1V (xj , kj , t)
= ΣNj=1(4π
2k2j K̄ − 2πikjV (xj , t))
= 4π2|~k|2~k − 2πi~k ~f
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Product satisfies the closed form in many variables, this Feynmann-Kac Formula is one of tools
that we use to represent the solution for the heat equation in many variables.








Then, we will move the averaging argument in V inside of the integral by Fubini’s Theorem and
noticing the fact that T̂0(~x+
√
























































































At this moment , the first miracle happens due to the randomness in only time and the choice of R







































Then, the application of the second miracle that is gives us the following:
ΘN (~x, t) = Π
N

































where ΘN is called N− point correlation function for the electric fields in the form of V (~x, t) =
γ(t)g(x). The corresponding pde for which ΘN is the solution is
∂ΘN
∂t
= K̄∆(N)ΘN − ¯Vint(~x,~k)ΘN
ΘN (t = 0) = Π
N
j=1T̂0(xj , kj)








∇Θn · η̂|~x∈∂Ω = 0
(2.13)
• Note that the midpoints of each interval of our partition are considered in the construction of
the Stochastic integrals considered here so that we have Stratanovich Integrals due to the
convenience in physics related questions.
Therefore V is Gaussian i.e. V ∼ N (m,σ2), it is
φV (u) = E[exp(iuV )] = exp(−
1
2
u2σ2 + ium) (2.14)
here m = 0.
2.2 L2-norm of B-Motion
Is the following correct? ∫ t
0





















N (0,∆u) = N (0, 1) (2.16)
What about the following process? ∫ t
0
(Bt −Bs)2ds (2.17)
Answer: Let’s consider the canonical filtration {Ft} that is generated by Brownian motion Bt such
that
{Ft} = {σt|σt = {Bs|s ≤ t}} (2.18)
• Let’s assume that t > s and we have {Bt} Brownian motion adapted to the canonical filtration,
{Ft} then we have the following:
E[Bt −Bs|Fs] = E[Bt−s+s|Fs] + E[Bs] = Bt−s (2.19)
We can also see this relation as follows:
• Let’s consider a partition Γt of [0, t], where Γt = {[tk, tk+1)
∣∣0 = t0 < t1 < ... < tl = s < tl+1 <
























where w = ut .
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•
Btw ∼ N (0, tw) =
√
tN (0, w) ∼
√













Solve that advection-diffusion equation with a deterministic flow, especially shear flow such that
v(x) = εx (2.24)










T (x, y, 0) = T0(x, y) = δ(x− x0)δ(y − y0)
(2.25)






















Apply Method of Characteristic :
z(s) = H(K1(s),K2(s), T (s))
























= −ε(K2) =⇒ K1(s) = −εK2s+ c = −εK2s+ α
dT
ds
= 1 =⇒ T (s) = t+ s where T (0) = t
(2.30)
z(s) = H(k1 + εsk2, k2, s+ t)
dz
ds














Note that ∫ t
0








































































T (x, y, 0) = T0(x, y) = δ(x− x0)δ(y − y0)
(2.35)
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We have the following when we take the Fourier Transform in y− direction:
∂T̂
∂t





T̂ (x, k, 0) = T̂0(x, k) = δ(x− x0)e−2πiky0
(2.36)




















































θ1(x, k, 0) = θ10(x, k) = δ(x− x0)e−2πiky0
(2.38)
If we make the following change of variables
θ1 = Ψ1e
−4π2k2K̄t (2.39)
τ = at (2.40)
z = bx (2.41)
















Ψ1(z, k, 0) = Ψ10(z, k) = bδ(z − z0)e−2πiky0
(2.45)
We have Mehler’s Kernel for the similar problem in free space for δ initial data.Let’s note the
following problem in free space, where K(z, τ, z0) is standing for Mehler’s Kernel;
∂φ1
∂τ
= φ1zz − z2φ1
φ1(z, z0, 0) = φ10(z, k) = δ(z − z0)
(2.46)
where









Natural attempt could be applying the method of images to this kernel associated with the free
space as follows:




K(z, τ, z0 + 4jb) +K(z, τ,−z0 − 2b+ 4jb)} (2.48)
This is just incorrect. While the boundary conditions are enforced by this technique, each individual
kernel joining the infinite sum does not solve the pde. We would like to take a close look at a special
deterministic periodic in time temporal dependece ,e.g.
γ(t) = w cos(wt) =⇒ f(t) =
∫ t
0
{w cos(ws)ds} = sin(wt)
∂T
∂t






T (x, y, 0) = T0(x, y) = δ(x− x0)δ(y − y0)
(2.49)
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Take the Fourier transform, in both x and y, that is
T̂ (~k, t) =
∫
R2








This is a first order linear pde. By method of characteristics we get the following: Note that
dT
ds = 1 =⇒ T (s) = t+ s,
dk1






T̂ (0) = T̂0(α, β)
(2.51)
T̂ (k1, k2, t) = T̂0(k1 + k2sin(t), k2) exp(−4π2K̄[k22t+
∫ t
0
{ds[k1 + k2(sin(t)− sin(s))]2}])
(2.52)
Then we obtain the solution by taking the Fourier Transform as follows:













This also has the similar disease as we had for the problem we solved earlier.
2.3 Lighthill Ansatz
Let’s consider the following quantum-harmonic oscillator problem with δ initial data.
Φt = Φxx − x2Φ (2.54)
Φ(x, y, 0) = δ(x− y) (2.55)
By means of the following Lighthill Ansatz
φ(x, y, t) = g(t)ef(t)(x
2+y2)eh(t)xy (2.56)
we have the following after plugging this ansatz into the equation (2.54),
ġ + gf(x2 + y2) + ghxy = [2f + (2xf)2 + (2xf)(hy)2 + (hy)2]g − x2gef(x2+y2)eh(t)xy (2.57)
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ġ + gḟy2 = (2f + (hy)2)g (2.58)
gḣy = (2fhy)2y (2.59)
gḟ = (2f)2g − g (2.60)
are the equations that we obtain by matching the coefficients of the powers of x. From the equation









[A sinh 2t+B cosh 2t
A cosh 2t+B sinh 2t
]
(2.62)
Then, we use this solution to find the solution for (2.59), we found that
h =
−C
A cosh 2t+B sinh 2t
(2.63)

















A = R sinhα (2.65)
B = R coshα (2.66)
R = B2 −A2 (2.67)
By taking α = 0, and R = 1, we find the corresponding solution to our problem, that is:










However, if we were having the following problem :
Φt = Φxx − x2Φ (2.69)
Φ(x, y, 0) = eixy (2.70)
then we suppose the following instead of what we had before:
A = R coshα (2.71)
B = sinhα (2.72)
R2 = A2 −B2 (2.73)













then we get the following by assuming α = 0 and R = 1,









2.4 Recursion Relation Route for Ensemble Averaging ,Part 1
In this section we would like to understand alternative ways of ensemble averaging with respect
to different stochastic processes. First, we would like to generate the result for the L2− norm of













, j ≥ 2
(2.76)
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+ wj , j ≥ 2
(2.79)
where A is an arbitrary number. We consider the first recursion relation with a new recursion relation
based on cj . Then we get the following exact expression when we plug the new relation into the first
known relation:























1 + ∆tA wj−1
)
(2.80)











1 + ∆tA wj−1
) , for j ≥ 2 (2.81)









) , for j ≥ 2 (2.82)
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1− (2∆twj−1) + (2∆twj−1)2
]
, for j ≥ 2








= s− 2w2, as N →∞
(2.84)
where t = jN and ∆ =
1

















and the matrix A is the matrix product
A =
(





n n− 1 n− 2 . . . 2 1
n− 1 n− 1 n− 2 . . . 2 1
n− 2 n− 2 n− 2 . . . 2 1
. . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 2 2 . . . 2 1
1 1 1 . . . 1 1

(2.86)


















Note that if we solve the corresponding eigenvalue problem given below, we can readily represent
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~ξTA~ξ = −snλnk |~ξ|2 (2.89)













































A− λnkI)~ξ = 0 =⇒ det (
1
n2
A− λnkI) = 0, since ~ξ 6= ~0 (2.91)
Thus, we are interested in finding the values of λ = λnk so that the determinant will be zero. Clearly,

















(n− 1)− λ 1
n2
















. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

























• Subtract the second column from the first one, repeat this process in the same order for the
rest of the columns
• Subtract the last one form the (n− 1)− th column,(n− 1)− th from the (n− 2)− nd...2− nd
20
from the first one
• Eventually, we get a tridiagonal system, that we can find the determinant by a recursion
relation:
It looks like; 
1
n2
− λ λ 0 . . . 0 0
λ 1
n2
− 2λ λ . . . 0 0
0 λ 1
n2
− 2λ . . . 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 . . . 1
n2
− 2λ λ
































2.5 Eigenvalue Calculation for the Laplace’s Equation via Recursion Relations






















. . . 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .




























We should note that we did not have a different recursion relation for fn in this case that is due to
special structure of the matrix 1
n2
B − λ.
We will see that once we have a change of variable in the recursion relation for fj = eαj = zj , where
















































Due to the structure of the matrix (it is symetric) , we know that we have real eigenvalues therefore
| 1
λn2














































if λ > 0
=














, z+ = −λ4 if λ > 0
(2.98)











We would like to get the coefficients, c1 and c2. However , unlike the previous case, we do not have a
different relation for fn so that we would have used that one to create two equation, one is from f1,
22


























































































Thus, the second relation did not give us extra information.
We need more information in order to get enough information to get the coefficients in that











. . . . .












n2 0 0 0 . . . 0 0
1 −2 1 0 . . . 0 0
0 1 −2 1 . . . 0 0
. . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . .
0 0 0 0 . . . 1 0
0 0 0 0 . . . −2 1







n2 0 0 0 . . . 0 0
1 −2 1 0 . . . 0 0
0 1 −2 1 . . . 0 0
. . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . .
0 0 0 0 . . . 1 0
0 0 0 0 . . . −2 1






. . . . .

















The characteristic polynomial corresponding to this matrix B is as follows:
fn = det(B − λI) = det















. . . 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 . . . 1
n2
0








The following is the associated recursion relation to the above problem:
f0 = 0










fj−2, if j ≥ 2











































































































































































( (λ− 1)(zn−(z− − 1 + λ))





zn−(z− − 1 + λ)
)
zn+1+ (z+ − 1 + λ)− zn+1− (z− − 1 + λ)
(2.110)





( (λ− 1)(zn−(z− − 1 + λ))





[ (λ− 1)(zn−(z− − 1 + λ))










We are able to check whether our calculation is right. We would like to get the eigenvalues and the




−2 1 0 0 . . . 0 0
1 −2 1 0 . . . 0 0
0 1 −2 1 . . . 0 0
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
0 0 0 0 . . . −2 1
0 0 0 0 . . . 1 −2

(2.112)
The eigenvalue problem is:

−2 1 0 0 . . . 0 0
1 −2 1 0 . . . 0 0
0 1 −2 1 . . . 0 0
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
0 0 0 0 . . . −2 1





. . . . .









. . . . .






where h = 1n+1 is the mesh width and λ̃j = h
2λ2
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We have the following set of equations:
−2U1 + U2 = λ̃jU1
U1 − 2U2 + U3 = λ̃jU2
...
Uk − 2Uk+1 + Uk+2 = λ̃jUk+1
...
Un−1 − 2Un = λ̃jUn
(2.114)
Due to the homogeneous boundary data that is
U0 = Un+1 = 0 (2.115)
we have the following relation :
Uk − (2 + λ̃j)Uk+1 + Uk+2 = 0, if k = 0, 1, ..., n− 1 (2.116)




z2 − (2 + λ̃j)z + 1 = 0 (2.118)
There are two possibilities that can happen for the roots of this quadratic equation:
1. z1 = z2, we write the general solution for each Uk as follows:
Uk = a · zk1 + b · k · zk1 (2.119)
2. z1 6= z2 then the general solution is
Uk = a · zk1 + b · zk2 (2.120)
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We should note that if z1 = z2 was possible then we would have the following due to the given
boundary condition:
U0 = 0 = az
k
1 =⇒ a = 0 (2.121)
then we obtain Uk = 0 for all k = 0, 1, ..., n− 1. However this is not possible. This tells us that we
have the second case for the roots of that quadratic equation, then
Uk = a · zk1 + b · zk2 (2.122)
If this is the case then again by the given boundary conditions we can find these coefficients a and b.
U0 = a+ b = 0


























n+1 , for j = 1, ..., n (2.125)
We can also get the following information from that quadratic equation:
z1 + z2 = (2 + λ̃j)
z1.z2 = 1
(2.126)
z1 · z2 = e
j·2πi
n+1 z22 = 1 =⇒ z2 = e
− jπi
n+1 , z1 = e
jπi
n+1








= (2 + λ̃j) for j = 1, 2, ..., n
(2.127)
28
Then we have our eigenvalues:
λ̃j = h















for j = 1, 2, ...n.
(2.128)


















Then, if we choose a = 12i , then we have




, for k = 0, 1, ..., n+ 1 (2.130)









− λ λ 0 . . . 0 0
λ 1
n2
− 2λ λ . . . 0 0
0 λ 1
n2
− 2λ . . . 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 . . . 1
n2
− 2λ λ






























































z + 1 = 0, (2.134)
We have two possible cases for the roots of this quadratic equation:
1. z1 6= z2, or
2. z1 = z2
We should first note that the first case for the roots is not possible due to the assumption on U0,
other wise we would have seen that the general solution is
Uk = a · zk + b · kzk (2.135)
Hence,
U0 = a = −az =⇒ z = −1, (2.136)








= 2 =⇒ 1 = 0. (2.137)
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Then the general solution for each entry of the corresponding eigenvector to the eigenvalue λ is:
Uk = a · zk1 + b · zk2 (2.138)
Here we also need to assume Un+1 = 0. In the first equation , we have to set U0 = U1 that gives us
U0 = a+ b = −az1 − bz2 =⇒ (1 + z1) · a+ (1 + z2) · b = 0
zn+11 · a+ z
n+1
2 · b = 0
(2.139)
In order to get non-trivial a and b, we set the determinant of the coefficient to 0, that is
(1 + z1)z
n+1





















= 1 = e2πij =⇒ z1 = e
2πij
2n+1 z2 =⇒ z21 = e
2πij
2n+1 z1z2 = e
2πij
2n+1
=⇒ z1 = e
πij




ρeiα = z1 = e
πij
2n+1
µeiβ = z2 = e
− πij
2n+1






































2n+1 =⇒ −a · e−
2πij
2n+1 = b (2.143)
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We also have the k − th entry of the eigenvector U jk corresponding to the eigenvalue λ
n
j :



























If we take a = 12i , then







Now, we will construct the infinite sum with this eigenvalues and compare it to the result in ??.
2.6 Recursion Relation Route for Ensemble Averaging, Part2























UN = 0 (2.148)








z + 1 = 0, (2.149)
























































































+ UN = 0 (2.159)
We have































+ az3+ + bz
3




















+ azN+ + bz
N






























































In order to get non-trivial a and b we need to set the determinant of the matrix for the coefficients







































































































































































































































That is the last version of the determinant obtained from the recursion relation that we have been
working on.




























We also have the following:











tan2 θ = cotα (2.190)
By the equation that we have from the determinant,
tan θ = (tanα)N (2.191)






(tan θ)2N+1 = 1 (2.193)
Because we have the dimension of this system as N, we will only be interested in the solutions
of the following equation:
(tan θ)N+
1
2 = 1 (2.194)





















































































































< 0 if π2 <
γ










> 0 if 0 < γ2 <
π

























However,5(2N+1)4 < k <
7(2N+1)










4 < k ≤ 2N <
5(2N+1)
4 .Yet , we only
have 3(2N+1)4 < k ≤ 2N from
3(2N+1)
4 < k ≤ 2N <
5(2N+1)
4 and 0 ≤ k <
2N+1
4 from
−2N+14 < 0 ≤ k <
2N+1
4 .


















| − iπ2 if
2N+1

























for k = 0, 1, 2, ..., 2N.






















































Note that if N = 2M + 1, where M is a nonnegative integer or N = 2M then the limits of the




































The reason to avoid the complex conjugates of the first ′N ′ eigenvalue is that we already know
these eigenvalues are real so that there is no reason we may want to keep their complex conjugates
in our list even if they have different imaginary parts. Yet these imaginay parts of those eigenvalues
are so small and that is why we can consider them as real eigenvlaues.
We also checked in Mathematica whether what we are claiming for the eigenvalues that we found
through that homogeneous difference equation agrees with the direct calculation of the solution to
the characterisitc equation corresponding to that initial real symetric matrix. The result is that they
completely agree with each other. In addition to that we also compared the result in [8] and our
calculation for that product of the function of eigenvalues. We observe that they are converging to
each other for large values of dimension of the problem.
2.6.2 Parabolic Cylinder Function Approach
Let’s consider the following problem :








z=∓b = 0 (2.214)
where
τ = at (2.215)












and we make the following change of variables:
Ψ(z, τ) = e−ατΦ(z) (2.219)
z = βu (2.220)
−αΦ = Φ′′ − z2Φ (2.221)
1
β2
Φ′′ − (β2u2 − α)Φ = 0 (2.222)
Φ′′ + (−β4u2 + αβ2)Φ = 0 (2.223)
Note the following Weber differential equation:





z2)y = 0 (2.224)
Parabolic Cylinder Equation
• Assume that we are given Laplace’s equation, in rectangular coordinates.
• First we change the rectangular coordinate system to the parabolic coordinates.
• We factor the Laplacian operator in parabolic coordinates out and we consider the equations
corresponding to each factor of Laplacian operator in polar coordinates.
Let’s consider the following equation:




v′′ − 2zv′ + 2νv = 0
(2.225)
For non-negative integer ν = 0, 1, 2, ... the equation
v′′ − 2zv′ + 2νv = 0 (2.226)
is just the differential equation for Hermite polynomials. When ν is arbitrary, then those
Hermite polynomials turn into Hermite functions. Those Hermite functions correspond to the
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solutions of
u′′ + (2ν + 1− z2)u = 0 (2.227)














u = 0 (2.229)









1. If ν 6= 0, 1, 2, 3, .... then
Hν(z) and Hν(−z) (2.231)
are linearly independent solutions to
v′′ − 2zv′ + 2νv = 0 (2.232)
Then, we can write the solution as follows:
v = AHν(z) +BHν(−z) (2.233)
where A,B are constants.
2. However, if ν = 0, 1, 2, ... then we have
Hν(−z) = (−1)nHν(z) (2.234)
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Thus, we can not generate the solution to that equation
v′′ − 2zv′ + 2νv = 0 (2.235)
We need linearly independent two solutions to this equation. To obtain an expression for the





ζ = iz (2.237)
this substitution transforms it into the equation:
w′′ − 2ζw′ − 2(ν + 1)w = 0 (2.238)
which is the same as the initial ode except that ν hs been replaced by −ν − 1. It follows that
W (Hν(z), H−ν−1(iz)) 6= 0 (2.239)
This means that we have found those linearly independent two solutions . Then








3. Let’s consider the following problem:
u′′ + (2ν + 1− t2)u = 0 (2.242)
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=⇒ α = 3. (2.252)
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Thus, we get the following as the solution:
Ψ(z, τ) = D1(
√
2z)e−3τ (2.253)




Random Transport of Passive Scalars
3.1 Formulation, background, and new processes in turbulent transport
We consider the Majda Model for a passive scalar governed by a non-dimensional, random




∂y = ∆T (3.1)
T (0, x, y, x0) = T0(x, y, x0) (3.2)
Here γ(t) is Gaussian white noise with the correlation function R(t, s) defined as 〈γ(t)γ(s)〉γ =
R(t, s) = δ(t − s) and Pe is standing for the non-dimensional Peclet number and we consider
T0(x, y, x0) as
TL0 (x, y, x0) = δ (y) and T
P
0 (x, y, x0) = δ (x− x0) δ (y)
such that the superscripts L,P stand for line initial data and point source, respectively.
The time dependent random velocity field can originate from either a time varying pressure field,
or by randomly moving portions of the boundary. To obtain the shear flow generically, requires
solving a time varying heat equation with boundary conditions matching the wall motion (no-slip).
To illustrate this and bring forth the salient features of the boundary influence on the flow and tracer
evolution, consider the case of the flow between two parallel plates which gives rise to a time varying
shear layer, u:
ut = νuxx, u(0, t) = 0, u(L, t) = γ(t)
u(x, 0) = 0, 〈γ(t)γ(s)〉 = g(|t− s|).
Here, γ(t) could be any random process, such as white in time or Ornstein-Uhlenbeck process, with
general time correlation function g, and the brackets henceforth refer to ensemble average. We can
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consider the following Fourier cosine series expansion for the random process γ(t) (here on the time
interval [0, 1], γ(t) =
∑∞
j=0 aj cos(πjt), where the aj are Gaussian random numbers which, for the
white in time case, have variance 〈a20〉 = 1, and 〈a2j 〉 = 2 for j 6= 0. The solution obtained by Laplace
















) such that C > Re(singularities)
We can observe that the flow originally considered by Majda and collaborators [20, 25] is obtained
in the limit of large viscosity, in this bounded setup,
lim
ν→∞




but in general we have the proper flow solution for arbitrary viscosities and wall motion which can
be used in Monte-Carlo simulations when analytical approach to the scalar problem proves unwieldy.
Note that more general domains can be handled in a similar fashion provided the associated elliptic
problem possesses an explicit eigenbasis; also note that much more general fluctuations may be
similarly considered. For the rest of this paper, we restrict our attention to the case with g(t) = δ(t),
the so-called "white noise limit".
While many passive scalars experience extremely complicated Peclet number dependence, for
our case involving a linear shear flow, in the absence of boundaries, with white-in-time fluctuations,
the Peclet dependence may be completely rescaled from the problem via: (x′, y′) = (Pex, Pey), and
(t′ = Pe2t), and as such, unless otherwise noted, we will set Pe = 1. Of course, with the addition of
physical boundaries, the Peclet number will re-enter the problem.
We give a short review of the history of this problem next.
Majda [20] established by directly computing the ensemble average of the Feynman-Kac functional
representation that the general N point statistical correlator, ψN =
〈∏N
j=1 T (xj , yj , t)
〉
, satisfies a
close partial differential equation in 2N dimensions (here brackets refer to the ensemble average of
the random velocity field), and further established that the streamwise Fourier transform of the N
point statistical scalar correlator, Ψ = 〈
∏N
j=1 T̂ (xj , kj , t)〉 satisfies an N -body parabolic quantum
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mechanics problem [20, 25]:
∂Ψ
∂t
= ∆NΨ− V (x,k)Ψ
V (x,k) = −4π2κ|k|2 − 2π2(x · k)2
Ψ(x,k, 0) = δ(x− x0)





k = (k1, k2, · · · , kN ), and x = (x1, x2, · · · , xN ). For initial data depending only on the streamwise
coordinate, Majda derived exact solutions in any dimension for this problem [20], while for more
general multi-dimensional initial data, McLaughlin and Majda [25, 26] utilized rotations of coordinates
in RN to derive explicit formulae for the wavefunction. Majda established that for Gaussian random
initial data depending on the streamwise coordinate, that the inherited scalar distribution would
develop broader than Gaussian flatness factors for any positive time. It was then shown that this
property holds for more general initial data [25]. McLaughlin and Majda established for deterministic
initial data, non-zero, positive skewness is observed in the limiting probability measure. This will
correspond to the cold state leaning invariant measure discussed below in free-space.
Bronski and McLaughlin computed the large N asymptotics for this problem [10] and computed
rigorous estimates for the decay rate of the tail of the probability distribution. They also demonstrated
how the tail depends upon the initial data power spectrum, specifically showing how as the energy in
the initial data is moved to smaller scales, the PDF develops a broader and broader tail, consistent
with the moments analysis Majda performed. Later, Vanden-Eijnden extended these results, primarily
in the long time limit, to a broader class of non-white in time Gaussian random shear flows with
finite or even infinite correlation times [30].
These results were all derived in free-space, in the absence of physical boundaries. Much less is
known for random partial differential equations in the presence of physical boundaries. Bronski and
McLaughlin [9] utilized second order perturbation theory for the ground state of periodic Schrodinger
equations to analyze the inherited probability measure for a passive scalar advected by periodic
shear flows with multiplicative white noise, assuming the scalar field satisfied periodic boundary
conditions. In that work, they established for random initial data depending upon the stream-wise
variable that a Central Limit theorem dominated at long times, with non-uniform relaxation of
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the moments to their Gaussian numbers. For deterministic initial data, with physical (vanishing
Neumann) boundary conditions, essentially nothing is known, particularly on finite timescales, and
understanding differences in this setting is the ultimate goal of this paper. The maximum principle
for the passive scalar insures that for any positive time, with deterministic initial data, the ensuing
probability measures will be compactly supported, with a sharp estimate derived below for this
support set. Further, as we are interested ultimately in experimental observations, we will focus on
positive initial data, and we will be most interested in assessing the skewness which will indicate if
the tracer fluctuations are biased towards a hot or cold state.
Towards this goal, we will first develop new random Green’s function formulae for the two types
of initial data of line and point source outlined above. This will be done using the method of
characteristics and careful back-Fourier transform analysis for the case of the point source. We will
observe the emergence of the following stochastic processes in this analysis, which we present now.
Let B(s) be the standard Brownian motion and η =
∫ 1
0 B
2(s)ds is the L2 norm of Brownian
motion. The PDF of the L2 norm of Brownian motion as well as the single point statistics of the
scalar field corresponding to the random initial data case was studied in [11]. Due to the rescaling
property of the Wiener process, we can write the L2norm of Brownian motion [11, 30] and the




duB2 (u) ≡ t2
∫ 1
0
















It was established by Camassa, et. al [11] how the L2 norm of Brownian motion affects the random
behavior of the scalar field with random initial data, and in particular, they observed an interesting
dynamic phenomena in which the evolving PDF exhibited a non-monotonic approach to the invariant
long time measure for certain classes of initial data. Next, we extend those results to the more
complicated case involving deterministic initial data. Surprisingly, we will see that the L2 norm
of the Brownian Bridge emerges in this model for the first time for the case of deterministic point
source initial data.
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3.2 Random Green’s functions and universal invariant measures at long time
In this section, we calculate the explicit random Green’s function for line and point source initial
data. We then develop exact integral expressions for the long time invariant measures, and calculate
asymptotic expansions for this measure for its small and large fluctuation values. We demonstrate
how the PDF at finite time for the temperature at the origin evolves to this limiting state on short,
intermediate, and long times.
3.2.1 Line source initial data







TL(0, x, y, x0) = δ(y) (3.7)
It is an elementary application of the method of characteristics to calculate the random Green’s
function associated with line source initial data:














In this formula, we have utilized the well known time rescaling properties for the L2 norm of Brownian
motion given in equation (3.5). This has a particularly simple form when evaluated at the origin
x = y = 0: The random field at this point is a nonlinear mapping of the L2 norm of Brownian
motion. Consequently, elementary probability theory can be used to construct the PDF for scalar at





































The PDF for the random variable, z = TL(t, 0, 0, 0), is available from this expilcit PDF formula














Since z is a positive random variable, and since η is a positive random variable, we have immediately
from equation (3.11) an estimate for the support set of the z: 0 ≤ z ≤ 1/
√
4πt. This is also
immediately evident from inspection of the random Green’s function solution in (3.8) generally for
T even for points away from the origin since the argument of the exponential is positive. But this
support estimate is not sharp: The measure collapses faster, and the invariant, long time measure












This invariant measure can be immediately constructed again using the PDF for the L2 norm of
































Figure 3.1: Limiting invariant measure for z̃ for line source initial data: Left panel, comparison between full PDF
retaining 21 terms in (3.10) at time t = 2500 (yellow) and limiting invariant measure (grey) using 31 terms. Right
panel: comparison between invariant measure and small z̃ asymptotics (long dash), and large z̃ asymptotics (short
dash) both evaluated at time t = 2500.
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Shown in figure 3.1 is this limiting probability measure drawn through numerical evaluation of the
loop integrals in equation (3.10) retaining 31 terms. We remark that while the series is alternating,
the number of terms necessary for accurate evaluation basically requires kmax  z̃. Observe that the
maximum of this distributions at approximately, z̃ = 1.2. Also shown is the PDF evaluated at time
t = 2500, which has converged to the long time limit. In the original coordinates, this maximum
will collapse to the origin at rate 1/t, and the peak height scales linearly in time, establishing that
the measure collapses to a delta limiting sequence supported at the origin in long time, with cold










Evolution of the PDF for Line source
Figure 3.2: Evolution of the PDF for the line source for the single point statistics of the scalar field T at (x, y) = (0, 0)
by using the exact PDF formula in equation (3.10).
The asymptotic properties of the invariant measure for z̃ are derived in two different ways. For
the case of small values, it is an immediate application of Watson’s lemma applied to the first term





















, z̃ → 0 . (3.15)
We remark that this formula is valid for all time, and evaluating it at long times provides a strong
agreement with the invariant measure shown in figure 3.1.
Alternatively, the behavior for large values of z̃ is more complicated involving a super-exponential
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ansatz following prior work of two of the authors [11]:









, z̃ →∞ . (3.16)
We remark that this formula is valid only under the assumption of large time and large z̃, with the
restriction: 1 z̃ 
√
t. These formulae are plotted in figure 3.2 and even overlap capturing the
peak. We remark that sending time to infinity in equation (3.15) does not capture the peak of the
invariant measure as accurately, though is still asymptotically valid for small z̃. We will see below
that the analogous formulae for the point source case do not capture the peak at leading order, even
retaining finite time, for the small z expansion.
The loop integral formula in equation (3.10) combined with the mapping in (3.11) allow for a
rapid evaluation of the scalar at the origin using numerical evaluation of these loop integrals. In
figure 3.2 we show the evolution of this measure on short, intermediate, and long timescales. Observe
that the skewness of these measures starts negative, but transitions through a symmetric state at
approximate time t = 8.157, before ultimately collapsing into a delta limiting sequence with positive
skewness on long times. This ultimately collapses to the invariant measure in rescaled coordinates
for z̃.
Lastly, we stress that inspection of the random Green’s function given in (3.8) shows that for
any point in the plane, that the long time pointwise PDF will always converge eventually to this
universal state: a delta limiting sequence with positive skewness corresponding to a cold-leaning
biased state. We stress that this property also holds for the case of point source initial data, with
the only change being in the timescale to access the final state. Below in section 4, we will examine
finite time behavior for general points in the plane to see some interesting dynamics which occur
before this final collapsing state is reached.
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3.2.2 Point source initial data
We next consider the behavior of the random passive scalar for the case of a point source initial







TP (0, x, y, x0) = δ(y)δ(x− x0) (3.18)
Obtaining the explicit formula for random Green’s function for this initial data is a bit more
involved than the line source case, requiring a smart choice for rotating coordinates to correctly
evaluate the inverse Fourier transform.
After applying Fourier transform in both directions to equation (3.18) we solve the resulting
problem by method of characteristics. This yields








After we make the following change of variables:
k = r −B(t)qPe (3.19)
η = q (3.20)
(3.21)
At this step we have to integrate in r first. Otherwise, the resulting second integral in r defines a
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random Green’s function with a non-conditionally positive variance.
































































































where the last equality (in law) takes advantage of the rescaling properties of Brownian motion. We
emphasize, however, that this calculation is valid for any stochastic process B(t) except for the last
equality, and it will be useful to explore different processes in the future using this approach.
















Observe the emergence of the L2− norm of the Brownian Bridge in equation (3.26), which to our
knowledge has not been observed previously for the Majda Model.
The PDF for the L2− norm of the Brownian Bridge was studied in [5, 29], where a rapidly

























where D3/2 is the Parabolic Cylinder function of order 3/2. We may similarly construct the exact
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Like in the prior case for the line source, renormalization of the scalar field at the origin with
x0 = 0 yields the limiting invariant measure:
z̄ = t3/2
√









This invariant measure can be immediately constructed again using the PDF for the L2 norm of the




































Figure 3.3: Limiting invariant measure for z̄ for line source initial data: Left panel, comparison between full PDF
retaining 21 terms in (3.29) at time t = 2500 (yellow) and limiting invariant measure (grey) using 31 terms. Right
panel: comparison between invariant measure and small z̄ asymptotics (long dash), and large z̄ asymptotics (short
dash) both evaluated at time t = 2500.
Shown in figure 3.3 is this limiting probability measure drawn through numerical evaluation
of the loop integrals in equation (3.29) retaining 30 terms. The same discussion above regarding
the number of terms retained applies, with the estimate now being for this integral representation
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kmax  1/z̄. Observe that the maximum of this distributions at approximately, z̄ = 2. In the same
manner as the case of the line source, in the original coordinates, this maximum will collapse to
the origin at a rate 1/t, and the peak height scales linearly in time, establishing that the measure
collapses to a delta limiting sequence supported at the origin in long time, with cold leaning (negative
skewness) states.
Figure 3.4: Evolution of the PDF for the point source for the single point statistics of the scalar field T at
(x, y) = (0, 0) by using the exact PDF formula in equation (3.10).
The asymptotic properties of the invariant measure for z̄ are derived in two different ways. For
the case of small values, the asymptotics are derived using the well known large argument asymptotics
for Parabolic Cylinder Functions, needing to only retain the first term in the series for small z̄:















, z̄ → 0 . (3.34)
We remark that this asymptotic expansion is valid for all t > 0.
Similar to the line source, the behavior for large values of z̄ requires the super-exponential ansatz
of Camassa, McLaughlin, and Lin [11]:







, z̄ →∞ . (3.35)
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These asymptotic expansions are superimposed over the limiting invariant PDF for z̄ shown in figure
3.3 evaluated at time t = 2500. We observe that these leading order asymptotic formulae do not do
quite as good a job, particularly failing to capture the peak, even when evaluating at longer times.
Presumably higher order corrections will succeed in producing a larger overlap region between the
small and large asymptotics of the PDF.
The infinite series formula in equation (3.29) combined with the mapping in (3.30) allow for a
rapid evaluation of the scalar at the origin using numerical evaluation. In figure 3.4 we show the
evolution of this measure on short, intermediate, and long timescales. Observe that the skewness
of these measures starts negative, but transitions through a symmetric state at approximate time
t = 22.69, before ultimately collapsing into a delta limiting sequence with positive skewness on long
times. This ultimately collapses to the invariant measure in rescaled coordinates for z̃.
Next we turn to examine the evolution of the statistical skewness for the line and point source cases
in the x-y plane. We will see that these long time invariant measures are reached non-monotonically
for regions of the plane, with the skewness changing signs multiple times before landing on its long
time, positive, cold leaning state.
3.3 Evolution of statistical skewness in free space
Here we examine using numerical evaluation of the exact Mehler kernel representation for the
statistical skewness in free space for the cases of line and point source initial data. We recall that
McLaughlin and Majda [25] established that the long time limit of the skewness, for any point in the
plane, would be a positive number for deterministic initial data in free space. Here we examine the
evolution of the skewness to this long time limiting state, and find some complex dynamics in which
the PDF changes its symmetry properties multiple times before reaching its long time limiting, cold
leaning state.
To begin with, we give some intuition regarding the short time dynamics of skewness in this
problem: Since we are considering deterministic initial data, at time t = 0, we may consider that
the deterministic initial data has a statistical interpretation as a Dirac mass in space supported
on the initial curve: P (T (x, y, 0) = ω) = δ(ω − T0(x, y)). Immediately for t > 0, the heat operator
smooths this distribution, and the random advection injects randomness into the solution. If the
evaluation point (x, y) is far from the line or point source, it should be expected that the probability
of finding a value different than zero should be extraordinarily small on short timescales, with some
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sort of distribution localized very near the origin. It is less clear how this distribution should be
shaped, and the analysis of the skewness shows us that sufficiently far away from the support set of
the initial data, this distribution will always have positive skewness for all times.
3.3.1 Large x, large y asymptotics for TL0 (x, y, x0) = δ(y) initial data
Here we present the key features of an asymptotic analysis for the skewness along the line x = y
for large values of y. This result, documented in the Appendix, establishes that in this limit, the
skewness is positive for all positive time. The proof of this fact relies on splitting the Mehler kernel
in a very careful manner: The general N’th moment for this problem is




























One may always find an invertible linear transformation with u1 = (
∑





with aj > 0. In these new coordinates, the integral becomes:































where J is the Jacobian of the transformation. Next, rescale the u1 integral by w = yu1, and let
x = y. For large values of y, this results in the following asymptotic expression the N’th moment:



































j = 2aju2j t
)
(3.41)
Now the integral in w is an explicit Gaussian integral which may be immediately evaluated, producing
a convergent N − 1 dimensional integral depending only upon time. The key observation regarding
the centered third moment follows immediately in that since each moment will decay like 1/y for
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large y:
〈(T − 〈T 〉)3〉 = 〈T 3〉 − 3〈T 2〉〈T 〉+ 2〈T 〉3 (3.42)
∼ 〈T 3〉 (3.43)
∼ 1
y
F (t) , y →∞ (3.44)
for an explicitly positive function F (t) given in terms of an 2 dimensional integral presented in the
appendix resulting from the explicit evaluation of the one dimensional Gaussian integral. This result
confirms the intuition that sufficiently far from the support of the initial line source, the sign of the
statistical skewness is always positive for all time. Similar arguments may be developed for the point
source, but are more complicated.
3.3.2 Evolution for statistical skewness for line and point source initial data
The evolution of the statistical skewnesss in the finite plane is quite rich. The skewness is the
normalized, centered third moment: S(x, y, t) = 〈(T−〈T 〉)
3〉
〈(T−〈T 〉)2〉3/2 . The Mehler kernel exact integral
representation for this quantity is given below in the Appendix.
We will show that the skewness experiences multiple sign changes within a region in the x, y
plane. First some physical intuition can help to understand the origin of this behavior. As discussed
above, points far from the support set of the initial data will have values at short times which are
likely to be very small: the PDF for such points will appear as some sort of measure tightly localized
near the zero value. Once the action of random advection and molecular diffusion have sufficient
time to act, the tightly localized initial data will propagate to the observation point, and the support
of the PDF will move away from zero to some finite value. Then once the heat wave passes, the
measure will again collapse into the origin. How the measure is shaped, leaning towards the hot
state, or towards the cold state is not so easy to predict, and requires the calculation of the PDF, or
statistics like the skewness.
To compute these regions, we utilize a numerical evaluation of the Mehler kernel integral
representation for the centered third moment (given in the appendix), and numerical continuation
to identify the critical curves for the line and point source outside of which the skewness is positive
for all time (connecting to the asymptotic limit computed in the previous sub-section). This critical
curve is defined by seeking a double zero of the skewness: given a point x, seek the simultaneous
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solution to the following equations
∂
∂t
S(x, y, t) = 0 (3.45)
S(x, y, t) = 0 (3.46)
where S(x, y, t) is the statistical skewness. The first equation seeks the critical time for which the
skewness has a minimum (extrema), while the second condition asks that this minimum value is zero,
and this defines a critical curve, y = y∗(x). For other values of y not on this curve, the skewness
will either vanish at least twice in time, or will not vanish. Shown in Figure 3.5 is a phase diagram
showing these critical curves for the case of the point and line source initial data. The inset diagrams
the local behavior of the skewness evolution at the labeled (x, y) coordinate. Outside of these curves,
the skewness is positive for all time. Also shown in this figure along the x axis are different segments
for the point and line source. The x axis has peculiarities: A straightforward short time expansion
shows that the zero time limit of the skewness at the origin is −8
√
3
5 for the line source, and for the
point source is −8
√
5
7 . This may seem surprising in that the initial data is deterministic; however,
since the initial data itself is a delta function, the PDF at t=0 is not well defined since at t = 0
one is tempted to write, P (T ) = δ(T − δ(y)), and at y = 0, this is a delta function with support at
infinity, a highly singular object. On the other hand, if the initial condition is taken to be mollified
as an initial Gaussian function of y, then the short time limit of the skewness is zero. In any case, for
the present discussion of delta function initial data, the skewness will start negative for x = y = 0,
and eventually reach its long time positive limit with a single time change for both the point and
line source initial data. For points on the x axis away from the origin, this behavior persists, until a
critical value of x = x∗ is reached. At this point, the zero time limit of the skewness vanishes. This
point is labeled on the x axis in figure 3.5, for the case of line and point source data. It is interesting
that this point lives inside their corresponding critical curve. Points to the right of this point and to
the left of the curve experience a skewness which is initially positive, and changes sign twice to arrive
at the positive long time limiting state. The behavior is different along the y-axis: For any point off
the origin on the y-axis, the skewness is initially positive and changes sign twice. The short time
asymptotics along this axis are derived in the appendix, and demonstrate this explicit change in
behavior for points on the origin to points off the origin on the y-axis. Figure 3.6 documents similar
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curves separating regions of the x − y plane for which the skewness is positive for all time, from
regions where the skewness changes sign multiple times for point source initial data with x0 = 0,
and x0 = 1 to give some insight into the role played by moving the initial point source off the point
of zero shear.
We remark that more exotic skewness evolutions may arise through more complex initial conditions.
Having the skewness properties understood for the random Green’s function help to interpret what
may happen in general. For example, with multiple line sources properly positioned, the skewness
can be observed to change sign many times as pulses from each different line source arrive at a given
observation point on different timescales set by a combination of the heat evolution and random
advection.
All of these results are easily observed numerically using a new Monte-Carlo approach, dubbed
Direct Monte-Carlo (DMC) developed in the next section. It will be through the careful benchmarking
of this algorithm using the above discussion derived with accurate numerical evaluation of explicit
Mehler kernels which provide the ultimate benchmarking of Full Monte-Carlo (FMC) simulations of
the underlying stochastic differential equations presented below in section 6 in free space, documenting
the numbers of particles and field realizations necessary to replicate the exact Mehler analysis. With
that successful benchmark, the FMC can be applied with vanishing Neumann boundary conditions,
easily implemented for a half space or channel domain, and will demonstrate the radically different
hot leaning invariant measure.
3.4 A new rapid Monte-Carlo method
We next develop a rapid Monte-Carlo method built upon using the random Green’s function
integral representation formulae given in equations (3.8) and (3.25). Using the well known time
rescaling properties of Brownian motion, the L2 norm of Brownian Motion and the Brownian Bridge
in equation (3.5), realizations of the the random passive scalar, for either line source, or point source
initial data at any point (x, y) for any time are obtained through time rescaling. One needs only
to evaluate accurate realizations of the various stochastic processes at time t = 1, and then the
random Green’s function formulae immediately provide realizations of the random field through
elementary function evaluation. In turn, repeated realizations of these processes can be used to
construct statistics and PDF histograms at any point in the x− y plane and at any time.
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Phase Diagram of Skewness for Both δ(y) and δ(x)δ(y) Initial Data
Figure 3.5: Phase diagram for evolution of statistical skewness in the x− y plane, taking x0 = 0. Points interior
to line source critical (inner) curve experience skewness initially positive and changing signs at least twice before
arriving at the long time state, similar for points interior to the point source critical (outer) curve. Points exterior (to
the right) to these curves have skewness positive for all time. The exception to this behavior is on the x-axis where
skewness is initially negative for values to the left of the critical points (left point for line source, right point for point
source initial data), and for those points, the skewness changes sign only once in time.
and a variation of the Box-Muller transformation (described below in the next section), with integrals
of the process evaluated unless otherwise noted using 500 time steps. Here, we utilize 108 realizations
of each process to construct the various histograms and statistics. We find with these parameters
exceptionally strong agreement with the PDF’s developed in the prior section using the exact
integration of the loop integrals for the PDF at the origin x = y = 0 . To demonstrate this success,
we show in figure 3.4 the results of our DMC simulation with x = y = 0 for the line source initial
data with results from the exact evaluation from figure 3.2 superimposed. In figure 3.4, we show
the PDF evolution computed using the DMC algorithm, but with x = 0.22, y = 20 for the point
source data taking x0 = 1. Typically, for points in the interior of the multiple sign change skewness
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Phase Diagram of Skewness for δ(x-1)δ(y) and δ(x)δ(y) initial data
Figure 3.6: Phase diagram for evolution of statistical skewness in the x− y plane for point source initial data for two
different initial locations: x0 = 0, x0 = 1. Points interior to the critical curves experience skewness initially positive
and changing signs at least twice before arriving at the long time state. Points exterior (to the right) to these curves
have skewness positive for all time. The exception to this behavior is on the x-axis where skewness is initially negative
for values to the left of the critical points, and for those points, the skewness changes sign only once in time.
changes corresponding to the PDF moving from cold leaning to hot leaning, then back to cold
leaning. However, for the case studied here, we actually see 4 sign changes of the skewness (skewness
evolution shown in the bottom right panel of figure 3.4)! Counterclockwise from upper left shows the
PDF evolution, but also showing each PDFs reflection about its mean for five time values: the first
at t = 15 within the initially positive skewness time interval, the second at t = 30.3061 within the
first interval of negative skewness, thirdly at t = 37.9592 in the second region of positive skewness,
fourthly at t = 58.3673 in the final region of negative skewness, and lastly at t = 122.143, in the final
interval of positive skewness. Also shown in each plot is the median of the distribution. We do this
to point out an important feature regarding the sign of the skewness. In recent work of two of the
authors [1], they focussed attention on when the sign of the skewness implies a correlation between
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the median and the mean. In particular, if the median is to the right of the mean, more mass is
clearly to the right of the mean by definition. In that work, the authors presented a criterion which
guarantees when the sign of the skewness implies such a correlation between the median and the
mean. That criterion is satisfied for PDF distributions whose reflection about the mean possesses
a single intersection to the right of the mean with the original PDF. Inspection of the graphs in
figure 3.4 shows that this single reflection criterion is satisfied for all but the case with t = 30.3061
in the first time interval of negative skewness. Clearly, in that case, the median remains to the left
of the mean, whereas the skewness is negative, violating the correlation. But, importantly, there
are multiple intersections between the PDF and the reflected PDF about the mean, to the right of
the mean. So the correlation between skewness and loadedness properties is not guaranteed in this
instance. This suggests that the first interval of negative skewness is not physically relevant, but
does demonstrate in a physical, non-pathological problem, a case for which a negative sign of the
skewness doesn’t necessarily imply a hot leaning state. It is best practice to, when possible plot the
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Comparison of DMC and Exact PDF at (0,0),t∈[1,12]
Figure 3.7: Comparison of Direct Monte-Carlo PDF evolution for line source initial data at x = y = 0 with exact
PDF evaluated using equation 3.10, using 108 realizations of the random process, γ(t), and 500 steps.
3.5 Comparison of Full-Monte Carlo Method (FMC) with DMC
We next explore the role of the addition of physical boundary condition in the random passive
scalar equation using what we refer to as “Full Monte-Carlo" simulations (FMC) which refers to
solving the underlying stochastic differential equation (SDE) underlying passive scalar advection
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Figure 3.8: Evolution of the PDF for point source initial data using DMC at x = 1.1, y = 22 and x0 = 0.
Counterclockwise from upper shows the skewness evolution as a function of time, with 4 sign changes at different
times: t = 19.08, t = 29.28, t = 41.53, t = 70.102, and t = 163.98. Also shown are the means and medians, as well as
the PDF reflected about the mean. Observe, only the case with t = 29.28 has multiple crossings to the right of the
mean, and hence the statistical significance of the skewness sign change as regards the shaping of the PDF for that
time interval is questionable.
with respect to the double randomness arising from a) molecular diffusion, and b) the random flow
field. This is in contrast to our new DMC simulations which are built around the free space random
Green’s function, and their underlying stochastic process time rescaling properties. FMC is much
more expensive than DMC, but necessary to understand the role which boundary conditions play
in random PDE, particularly given the lack of translation invariance for both the random Green’s
functions, as well as the Mehler kernel integral representation formulae for the N’th statistical
moment. Given the fact that the work count is at least the square of the work count for DMC, it is
necessary to first carefully benchmark the ability of the FMC to faithfully replicate the results of
DMC. This will help to establish numbers of realizations and time step criteria needed to resolve the
PDFs and statistics associated with the random PDE with vanishing Neumann boundary conditions.
To solve the full advection diffusion problem in equation (5.3), we have implemented a Monte-
Carlo code in Fortran. Monte-Carlo methods are advantageous particularly for this class of problems
involving complex geometry in that implementing boundary conditions is facilitated through simple
billiard like reflection rules. The approach is to sample realizations of the equivalent stochastic
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Figure 3.9: Evolution of the PDF for point source initial data using DMC at x = 0.22, y = 20 and x0 = 1.
Counterclockwise from upper shows the skewness evolution as a function of time, with 4 sign changes at different
times: t = 19.08, t = 29.28, t = 41.53, t = 70.102, and t = 163.98. Also shown are the means and medians, as well as
the PDF reflected about the mean. Observe, only the case with t = 29.28 has multiple crossings to the right of the
mean, and hence the statistical significance of the skewness sign change as regards the shaping of the PDF for that
time interval is questionable.




dY (τ) = u(X(τ), Z(τ))dτ +
√
2dW2
For each realization of the random velocity field (typically for the above problem, we take
Nvel ≈ 106), then our typical initial condition is a delta function which we take to be supported at
the center of the channel. For each realization of the random velocity, each particle is evolved from its
initial condition using the above SDE using 106 independent realizations of the independent Wiener
processes (W1(t),W2(t)), each realization evaluated for Nt time steps (typically Nt ≈ 103−105). This
gives an operation count of approximately 1015 − 1017 which takes a few days using 200 processors
on our super cluster at UNC. It should be emphasized, that this problem has near perfect parallel
scalability as the different random flow realizations (the outer loop) are completely independent and
may be run independently on individual processors with no need for node communication at all.
The white noise increments dWi are standard independent and identically distributed random
variables (with reflecting boundary conditions for dW1 imposed at x = 0 and x = 1). An Euler-
Maruyama timestepping is used with a bounded timestep, typically ∆τ ≤ 10−3. To efficiently
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Figure 3.10: Comparison of Direct Monte-Carlo (left panels) with the Full Monte-Carlo (right panels) at times
(t=1,2.5,5) for the random variable, M, with width a = 0.1, x0 = 0 (both in free space). Full Monte-Carlo utilizes 106
walkers and 106 random velocity field realizations, with 5 ∗ 103 total time steps, while the Direct Monte-Carlo has 108
realizations of each underlying Brownian process, with integrals computed with 500 timesteps.
evaluate the short time dynamics, we use a variable, exponentially growing time step (typically
starting from 10−8, to ensure resolution of the short time evolution), switching to fixed time step
when the preset threshold bound is reached. This choice strikes a good balance between efficiency
and accuracy at long time, and largely limits the computationally expensive issue of calculating
multiple reflections off the boundary during each timestep when the domain size is of order one. We
have verified that this choice agrees with the standard uniform time-stepping approach by extensive
comparisons with the exactly solvable cases. The normal random increments are produced through
a combination of a Mersenne Twister uniform random number generator [24] and a “modified polar
transformation" method (see [23], Introduction), a more efficient variant of the well known Box-Muller
method for producing normally distributed random numbers.
To evaluate statistics across many timescales, the Monte-Carlo based methods are advantageous,
despite their typically slow convergence rate (' 1/
√
N), since they are “gridless," and the SDE
approach directly matches the microscopic physics (compared to finite difference/element approaches).
These methods have been strongly benchmarked for the exactly solvable case of laminar channel
flow [2], as well as the circular pipe [6], and with these parameters for the so called Peclet number,
Pe ≤ 104 through the diffusive timescale, the simulation for the spatial skewness has absolute error
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bounded by 10−4, in accordance with the law of large numbers. Similar convergence studies have
been applied to the circular pipe, with similar results.
Given this Full Monte-Carlo algorithm, we may turn to assess its success in predicting the scalar
statistics inherited from the random fluid flow. The fundamental question to be next assessed is if
this procedure has sufficient numbers of flow realizations to accurately capture the statistics of the
random passive scalar equation. Armed with the combination of exact Mehler analysis, our new
Direct Monte-Carlo simulations, and new measure changed exact PDF formulae developed above,
we next establish the strong quantitative capabilities of this approach for the case of the white in
time random linear shear layer in free space. To this end, a natural random variable to consider is
the number of particles in an infinite strip in the x-direction, and of width 2a in the y-direction. An
explicit random representation for realizations of this random variable is directly available through












 √tB(1)Pex0 + a√
4t
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 √tB(1)Pex0 − a√
4t
(
1 + tPe2 (µ+ (β −B(1))2)
)
 (3.48)
We may now directly compare the results of a Full Monte-Carlo simulation with the Direct
Monte-Carlo simulation. Figure 3.10 depicts this comparison for a point source released at the origin
at 3 output times t = 1.0, 2.5, 5.0. The left panels show the result of the Direct Monte-Carlo, while
right panels show the result of the “Full-Monte". See caption for additional details. The agreement
is clearly excellent, and confirms the ability of the Full Monte-Carlo approach to accurately track
the evolving PDFs.
We next present the Monte-Carlo simulations for a particle released at x = 1/2, for a bounded
domain with vanishing Neumann conditions (reflecting) imposed at x = 0 and x = 1, here with
Peclet number Pe = 1. In figure 3.11 we show the PDF distributions in the left panels for free space,
and in the right panels for the channel, at times t = 30, and t = 60. Clearly, the simulation in the
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Figure 3.11: Top panels: Comparison of PDFs Direct Monte-Carlo (left panels) in free space, with the channel Full
Monte-Carlo (right panels) at times (t=30,60) for the random variable, M , with width a = 0.1, x0 = 1/2 with no-flux
boundary conditions (reflecting) at x = 0 and x = 1 . Full Monte-Carlo utilizes 105 walkers and 106 random velocity
field realizations, with 800 total time steps, while the Direct Monte-Carlo has 108 realizations of each underlying
Brownian process, with integrals computed with 500 timesteps. Observe the stark difference between the cold-leaning
free space calculation, and the hot-leaning, channel simulation. Bottom panel, realizations of the random variable M
in free-space (left), and channel domain (right) at time t = 60.
bounded channel is experiencing an entirely different relaxation to its vanishing state than in free
space, with its distribution being heavily biased towards the hot state. In the bottom panels, we
show the realizations of the random variable, M , for free space (on the left), and for the channel
domain (on the right), clearly showing the highly different bias, with the free-space fluctuations
biased towards the cold state, while the channel domain is heavily biased towards the hot state. We
remark that this behavior persists well beyond the diffusion timescale in the channel domain, and
hence, it is expected to persist for all time.
3.6 Concluding remarks
Here we have explored the difference between the free space behavior of the Majda model, and
enforcing zero flux boundary conditions on an infinite channel. Using a combination of exact analysis,
careful evaluation of Mehler Kernels, and a new rapid Monte-Carlo algorithm (DMC) built upon
the random Green’s function, we have presented a thorough study of the evolution of the scalar
PDF in the x− y plane on short, intermediate, and long time scales, and have established regions
in the plane with skewness changing signs multiple times corresponding to exchanges in symmetry
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between hot and cold leaning states along the way to the eventual long time, limiting, invariant
collapsing cold leaning measure. This DMC provides a strict benchmark which demonstrates criteria
for full Monte-Carlo simulations (FMC) of the underlying stochastic differential equations, looping
over both random velocity fields, and random walks to faithfully match the exact results. Armed
with this benchmark, FMC is applied to the Majda model with no-flux boundary conditions applied
to the walls of an infinite channel, and we observe that the long time invariant measure is seen to
collapse with a negative skewness, corresponding to a hot leaning state.
Future directions for this work include the development of a physical experiment using a robotically
actuated wall to set up simulated random shear layers as well as using random pressure driven flows.
Naturally, it will be interesting to extend these results to non-white in time statistics, particularly
those with finite correlation times, and to flows arising in more exotic cross-sectional domains. Lastly,
we remark that rigorous analysis may be applied to compute the long time asymptotics of the
statistical skewness in the presence of no-flux boundaries using the method employed by Bronski
and McLaughlin [9], however that analysis utilized random symmetric initial data, and only was
carried out to second order in the coupling coefficient. In the present discussion, the analysis must be
carried out at least to third order to develop a proper theory for measuring the sign of the statistical
skewness at long times. This calculation is being carried out and will be reported soon. 1
1This chapter has been submitted as an article in Physica D. The projected citation is as follows: Camassa, R., Kilic,
Z., McLaughlin, R.M. “On the symmetry properties of a random passive scalar with and without boundaries, and
their connection between hot and cold states." Physica D. Submitted 9 February, 2018.
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CHAPTER 4
Long Time Analysis for flows with 〈u(x)〉 6= 0
4.1 Introduction
We consider the Majda Model for a passive scalar governed by a non-dimensional, random










T (0, x, y, x0) = T0(x, y, x0) (4.3)
Here γ(t) is Gaussian white noise with the correlation function R(t, s) defined as 〈γ(t)γ(s)〉γ =
R(t, s) = δ(t − s) and Pe is standing for the non-dimensional Peclet number and we consider
T0(x, y, x0) as
TL0 (x, y, x0) = δ (y) and T
P
0 (x, y, x0) = δ (x− x0) δ (y)
such that the superscripts L,P stand for line initial data and point source, respectively.
The time dependent random velocity field can originate from either a time varying pressure field,
or by randomly moving portions of the boundary. To obtain the shear flow generically, requires
solving a time varying heat equation with boundary conditions matching the wall motion (no-slip).
To illustrate this and bring forth the salient features of the boundary influence on the flow and tracer
evolution, consider the case of the flow between two parallel plates which gives rise to a time varying
shear layer, u. For the rest of this chapter, we restrict our attention to the case with g(t) = δ(t), the
so-called "white noise limit".
We give a short review of the history of this problem next.
Majda [20] established by directly computing the ensemble average of the Feynman-Kac functional
representation that the general N point statistical correlator, ψN =
〈∏N




close partial differential equation in 2N dimensions (here brackets refer to the ensemble average of
the random velocity field), and further established that the streamwise Fourier transform of the N
point statistical scalar correlator, Ψ = 〈
∏N
j=1 T̂ (xj , kj , t)〉 satisfies an N -body parabolic quantum
mechanics problem [20, 25]:
∂Ψ
∂t
= ∆NΨ− V (x,k)Ψ
V (x,k) = −4π2κ|k|2 − 2π2 (x · k)2









k = (k1, k2, · · · , kN ), x = (x1, x2, · · · , xN ) and ∂C stands for the boundaries of the hyper cube with
sides of length 1.
For initial data depending only on the streamwise coordinate, Majda derived exact solutions
in any dimension for this problem [20], while for more general multi-dimensional initial data,
McLaughlin and Majda [25, 26] utilized rotations of coordinates in RN to derive explicit formulae
for the wavefunction. Majda established that for Gaussian random initial data depending on the
streamwise coordinate, that the inherited scalar distribution would develop broader than Gaussian
flatness factors for any positive time. It was then shown that this property holds for more general
initial data [25]. McLaughlin and Majda established for deterministic initial data, non-zero, positive
skewness is observed in the limiting probability measure. These results were all derived in free-space,
in the absence of physical boundaries. Much less is known for random partial differential equations in
the presence of physical boundaries. Bronski and McLaughlin [9] utilized second order perturbation
theory for the ground state of periodic Schrodinger equations to analyze the inherited probability
measure for a passive scalar advected by periodic shear flows with multiplicative white noise, assuming
the scalar field satisfied periodic boundary conditions. In that work, they established for random
initial data depending upon the stream-wise variable that a Central Limit theorem dominated at
long times, with non-uniform relaxation of the moments to their Gaussian numbers. Relevant long
time decay in this problem is dominated by the the behavior of the wave functions at small |k|.
Instead in this work we consider a more realistic situation that is for deterministic initial data
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due to other interests for the extension of this project. In this paper, we wanted to follow up with
the paper we submitted earlier this year with the associated rigorous analysis of our numerical
finding. Here, we should underline the fact that the flow is having a non-zero spatial mean. In this
calculation, we decomposed the flow structure into mean zero and non mean zero part. The form of
the ground state energy for arbitrary spatial dimension after we implement regular perturbation
theory is given below. We will be developing the theory for a generic incompressible flow with non
zero spatial mean, yet we will be implementing the calculation for the linear shear flow. We consider
a mean zero fluid flow given as follows (x) .
ψ (x,k, t) =
∞∑
j=0
βj (k)φj (x,k) exp (−λj (k) t) (4.4)


















3β03 + · · · (4.6)






















β00 (k) = φ
0










3φ03 + . . .
)2 (4.12)




































We need the following information for the consistency of our calculation of the fourth order:
4.1.1 Case for N = 1
β01 = φ
0
1 (n1, x0) (4.15)
β02 = φ
0





































































2Pe2n21P1 (x1) + π
2Pe2n22P1 (x2) + Pe
2π2n1n2Q (x1, x2) (4.28)
74




= u (x) =
∑
j=1












Q (x1, x2) = f (x1, x2) +A (g (x1) + g (x2)) (4.33)


















































































ds (u (s) +A)2 (4.41)
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(2l − 1)4(2m− 1)4
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2 P1 (x1) (4.53)
+2n21n
2
2 (f (x1, x2)u (x1)u (x2)− 〈f (x1, x2)u (x1)u (x2)〉) (4.54)
+2n21n
2




2Ag (x2)u (x1)u (x2) (4.55)
+2n21n
2





















2 (g (x2)u (x2)− 〈g (x2)u (x2)〉) (4.59)
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We define the following ansatz:
φ02 = π





4Pe4 (G1 +G2 +G3 +G4 +G5 +G6 +G7 +G8 +G9 +G10 +G11) (4.61)
We have the following problems for G′is for i = 1, 2, ..., 11. :
∆G1 = 2ū (x1)
2 P1 (x2) (4.62)
∆G2 = 2ū (x2)
2 P1 (x1) (4.63)
∆G3 = 4 (f (x1, x2)u (x1)u (x2)− 〈f (x1, x2)u (x1)u (x2)〉) (4.64)
∆G4 = 4Ag (x1)u (x1)u (x2) (4.65)
∆G5 = 4Ag (x2)u (x1)u (x2) (4.66)
∆G6 = 4Af (x1, x2)u (x1) (4.67)
∆G7 = 4Af (x1, x2)u (x2) (4.68)
∆G8 = 4A
2g (x2)u (x1) (4.69)
∆G9 = 4A
2g (x1)u (x2) (4.70)
∆G10 = 4A
2 (g (x1)u (x1)− 〈g (x1)u (x1)〉) (4.71)
∆G11 = 4A
2 (g (x2)u (x2)− 〈g (x2)u (x2)〉) (4.72)
We should note that all of these G′is are mean zero therefore when we use the orthonormal basis
condition that will only affect how we define P2 (x) .
1.
∆G1 = 2ū (x1)







(j2 + k2) k2
cos (πjx1) cos (πkx2) (4.74)
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2.
∆G2 = 2ū (x2)







(j2 + k2) j2
cos (πjx1) cos (πkx2) (4.76)
3.
∆G3 = 4 (f (x1, x2)u (x1)u (x2)− 〈f (x1, x2)u (x1)u (x2)〉) (4.77)
4.
∆G4 = 4Ag (x1)u (x1)u (x2) (4.78)






















cos ((2j − 1)πx2)
)
(4.80)























π8 ((2n)2 + (2j − 1)2) (2j − 1)2(6n4)
(4.84)
5.
∆G5 = 4Ag (x2)u (x1)u (x2) (4.85)
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cos ((2j − 1)πx1)
)
(4.87)























π8 ((2n)2 + (2j − 1)2) (2j − 1)2(6n4)
(4.91)
6.
∆G6 = 4Af (x1, x2)u (x1) (4.92)
7.
∆G7 = 4Af (x1, x2)u (x2) (4.93)
8.
∆G8 = 4A






cos ((2j − 1)πx2) cos ((2k − 1)πx1)










cos ((2j − 1)πx1) cos ((2k − 1)πx2)





2 (g (x1)u (x1)− 〈g (x1)u (x1)〉) (4.98)

























2 (g (x2)u (x2)− 〈g (x2)u (x2)〉) (4.103)















































2π2P1 (x1) + n
2
2Pe





















2Ag(x2)f (x1, x2) +A
2g(x1)
2 +A2g(x2)






4π4P1 (x1)P1 (x2) + 2n
3
1n2Pe




4π4P1 (x2) (f (x1, x2) +Ag (x1) +Ag (x2)) (4.113)
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W (n,x)− λ01 = 2π2Pe2ū (x1)
2 n21 + 2π
2Pe2ū (x2)
2 n22 (4.114)
+4π2Pe2n1n2 (u (x1)u (x2) +A (u(x1) + u(x2))) (4.115)
After we drop higher order terms (higher than 4th order) as well as mean zero ones we are left with



































f (x1, x2) +A (g(x1) + g(x2))
][





























f (x1, x2) +A (g(x1) + g(x2))
][
u (x1)u (x2) +A (u (x1) + u (x2))
])













〈f (x1, x2)2 ū (x1)2〉x1,x2 = 0.0000140396 (4.117)
3.
〈g (x2) f (x1, x2) ū (x1)2〉x1,x2 = (0.000555556) (4.118)
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4.





〈P1 (x1) f (x1, x2)u (x1)u (x2)〉x1,x2 = (4.03374 ∗ 10−6) (4.120)
6.
〈P1 (x1) f (x1, x2)u (x2)〉x1,x2 = (0.000277778) (4.121)
7.









4.1.3 Case for N = 3
We have the following potential






























dx1 (u (x1) +A)
2 + 2A2 (n1n2 + n1n3 + n2n3)
]
(4.125)
W (n,x)− λ01 = 2π2Pe2
(
n21ū (x1)
2 + n22ū (x2)






















2Pe2P1 (x1) + n
2
2π





2Pe2Q (x1, x2) + n1n3π
2Pe2Q (x1, x3) + n2n3π
2Pe2Q (x2, x3) (4.131)
where Q (x1, x2) is given as :
Q (x1, x2) = f (x1, x2) +A (g (x1) + g (x2)) (4.132)
We follow the similar logic of eliminating higher orders and mean zero terms in the calculation of








n41P1 (x1) ū (x1)
2 + n31n2g (x1) ū (x1)






n42P1 (x2) ū (x2)
2 + n1n
3
2g (x2) ū (x2)






n43P1 (x3) ū (x3)
2 + n1n
3
3g (x3) ū (x3)








f (x1, x2)u (x1)u(x2) +A










f (x1, x3)u (x1)u(x3) +A










f (x2, x3)u (x2)u(x3) +A











































































































' − 14100000 (4.155)
5.













































































































































In order to determine the right ansatz for φ02, we have to understand the forcing term:




















2P1 (x2) ū (x1)
2 + 2π4Pe4n21n
2












2P1 (x1) ū (x2)
2 + 2π4Pe4n22n
2












3P1 (x1) ū (x3)
2 + 2π4Pe4n22n
2









































〈f (x3, x2)u (x3)u (x2)〉 −A2〈u (x3) g (x3)〉 −A2〈u (x2) g (x2)〉
)
(4.178)




n41P2 (x1) + n
4




















We also need to take the orthonormal basis condition into account which requires us to have φ02
























2Pe2P1 (x1) + n
2
2π





2Pe2Q (x1, x2) + n1n3π
2Pe2Q (x1, x3) + n2n3π






2 + π4Pe4n42P1 (x2)













2P1 (x1)P1 (x2) (4.185)
+2π4Pe4n21n
2
3P1 (x1)P1 (x3) + 2π
4Pe4n22n
2
3P1 (x2)P1 (x3) + 2π
4Pe4n31n2P1 (x1)Q (x1, x2) (4.186)
+2π4Pe4n31n3P1 (x1)Q (x1, x3) + 2π
4Pe4n32n1P1 (x2)Q (x1, x2) + 2π
4Pe4n32n3P1 (x2)Q (x2, x3) (4.187)
+2π4Pe4n33n1P1 (x3)Q (x1, x3) + 2π
4Pe4n33n2P1 (x3)Q (x2, x3) + 2π
4Pe4n21n2n3P1 (x1)Q (x2,x3) (4.188)
+2π4Pe4n1n
2
2n3P1 (x2)Q (x1, x3) + 2π
4Pe4n1n2n
2
3P1 (x3)Q (x1, x2) (4.189)
+2π4Pe4n21n2n3Q (x1, x2)Q (x1, x3) + 2π
4Pe4n1n
2
2n3Q (x1, x2)Q (x2, x3) (4.190)
+2π4Pe4n1n2n
2
3Q (x1, x3)Q (x2, x3) (4.191)










































































































































4Au (x1)P1 (x1) f (x1, x2) + 4A





4A2u (x1)P1 (x1) g (x2)〉

















2 + ū (x1)







2 f (x1, x2) g (x1) + 2Aū (x1)
2 f (x1, x2) g (x2)〉











2 g (x1) g (x2)〉
〈4u (x1)u (x2)P1 (x1) f (x1, x2)〉 = 0.000016135 (4.193)


























〈4u (x1)u (x3) f (x1, x3)P1 (x1) + 4AP1 (x1)u (x1)u (x3) g (x1) + 4Au (x1)u (x3)P1 (x1) g (x3)〉
+〈4Au (x1)P1 (x1) f (x1, x3) + 4A2u (x1)P1 (x1) g (x1) + 4A2u (x1)P1 (x1) g (x3)〉
+〈4Au (x3)P1 (x1) f (x1, x3) + 4A2u (x3)P1 (x1) g (x1) + 4A2u (x3)P1 (x1) g (x3)〉
+〈ū (x3)2 P1 (x1)2 + ū (x1)2 f (x1, x3)2 + 2Aū (x1)2 f (x1, x3) g (x1) + 2Aū (x1)2 f (x1, x3) g (x3)〉
+〈A2ū (x1)2 g (x1)2 +A2ū (x1)2 g (x3)2 + 2A2ū (x1)2 g (x1) g (x3)〉
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〈u (x1)u (x3)P1 (x1) f (x1, x3)〉
〈u (x1)u (x3)P1 (x1) g (x3)〉
〈u (x1)P1 (x1) g (x1)〉
〈u (x3)P1 (x1) f (x1, x3)〉
〈ū (x1)2 f (x1, x3)2〉
〈ū (x1)2 g (x1)2〉
〈ū (x1)2 f (x1, x3) g (x3)〉
4.
〈4u (x2)u (x3) f (x2, x3)P1 (x2) + 4AP1 (x2)u (x2)u (x3) g (x2) + 4Au (x2)u (x3)P1 (x2) g (x3)〉
+〈4Au (x2)P1 (x2) f (x2, x3) + 4A2u (x2)P1 (x2) g (x2) + 4A2u (x2)P1 (x2) g (x3)〉
+〈4Au (x3)P1 (x2) f (x2, x3) + 4A2u (x3)P1 (x2) g (x2) + 4A2u (x3)P1 (x2) g (x3)〉
+〈ū (x3)2 P1 (x2)2 + ū (x2)2 f (x2, x3)2 + 2Aū (x2)2 f (x2, x3) g (x2) + 2Aū (x2)2 f (x2, x3) g (x3)〉
+〈A2ū (x2)2 g (x2)2 +A2ū (x2)2 g (x3)2 + 2A2ū (x2)2 g (x2) g (x3)〉
〈u (x2)u (x3)P1 (x2) f (x2, x3)〉 (4.201)
〈u (x2)u (x3)P1 (x2) g (x3)〉 (4.202)
〈u (x2)P1 (x2) g (x2)〉 (4.203)
〈u (x3)P1 (x2) f (x2, x3)〉 (4.204)
〈ū (x2)2 f (x2, x3)2〉 (4.205)
〈ū (x2)2 g (x2)2〉 (4.206)




〈4u (x1)u (x2) f (x1, x2)P1 (x2) + 4AP1 (x2)u (x1)u (x2) g (x1) + 4Au (x1)u (x2)P1 (x2) g (x2)〉
+〈4Au (x1)P1 (x2) f (x1, x2) + 4A2u (x1)P1 (x2) g (x1) + 4A2u (x1)P1 (x2) g (x2)〉
+〈4Au (x2)P1 (x2) f (x1, x2) + 4A2u (x2)P1 (x2) g (x1) + 4A2u (x2)P1 (x2) g (x2)〉
+〈ū (x1)2 P1 (x2)2 + ū (x2)2 f (x1, x2)2 + 2Aū (x2)2 f (x1, x2) g (x1) + 2Aū (x2)2 f (x1, x2) g (x2)〉
+〈A2ū (x2)2 g (x1)2 +A2ū (x2)2 g (x2)2 + 2A2ū (x2)2 g (x1) g (x2)〉
〈u (x2)u (x1)P1 (x2) f (x2, x1)〉 (4.209)
〈u (x2)u (x1)P1 (x2) g (x1)〉 (4.210)
〈u (x2)P1 (x2) g (x2)〉 (4.211)
〈u (x1)P1 (x2) f (x2, x1)〉 (4.212)
〈ū (x2)2 f (x2, x1)2〉 (4.213)
〈ū (x2)2 g (x2)2〉 (4.214)
〈ū (x2)2 f (x2, x1) g (x1)〉 (4.215)
(4.216)
6.
〈4u (x3)u (x2) f (x3, x2)P1 (x3) + 4AP1 (x3)u (x3)u (x2) g (x3) + 4Au (x3)u (x2)P1 (x3) g (x2)〉
+〈4Au (x3)P1 (x3) f (x3, x2) + 4A2u (x3)P1 (x3) g (x3) + 4A2u (x3)P1 (x3) g (x2)〉
+〈4Au (x2)P1 (x3) f (x3, x2) + 4A2u (x2)P1 (x3) g (x3) + 4A2u (x2)P1 (x3) g (x2)〉
+〈ū (x2)2 P1 (x3)2 + ū (x3)2 f (x3, x2)2 + 2Aū (x3)2 f (x3, x2) g (x3) + 2Aū (x3)2 f (x3, x2) g (x2)〉
+〈A2ū (x3)2 g (x3)2 +A2ū (x3)2 g (x2)2 + 2A2ū (x3)2 g (x3) g (x2)〉
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〈u (x3)u (x2)P1 (x3) f (x3, x2)〉 (4.217)
〈u (x3)u (x2)P1 (x3) g (x2)〉 (4.218)
〈u (x3)P1 (x3) g (x3)〉 (4.219)
〈u (x2)P1 (x3) f (x3, x2)〉 (4.220)
〈ū (x3)2 f (x3, x2)2〉 (4.221)
〈ū (x3)2 g (x3)2〉 (4.222)
〈ū (x3)2 f (x3, x2) g (x2)〉 (4.223)
(4.224)
7.
〈4u (x1)u (x3) f (x1, x3)P1 (x3) + 4AP1 (x3)u (x1)u (x3) g (x1) + 4Au (x1)u (x3)P1 (x3) g (x3)〉
+〈4Au (x1)P1 (x3) f (x1, x3) + 4A2u (x1)P1 (x3) g (x1) + 4A2u (x1)P1 (x3) g (x3)〉
+〈4Au (x3)P1 (x3) f (x1, x3) + 4A2u (x3)P1 (x3) g (x1) + 4A2u (x3)P1 (x3) g (x3)〉
+〈ū (x1)2 P1 (x3)2 + ū (x3)2 f (x1, x3)2 + 2Aū (x3)2 f (x1, x3) g (x1) + 2Aū (x3)2 f (x1, x3) g (x3)〉
+〈A2ū (x3)2 g (x1)2 +A2ū (x3)2 g (x3)2 + 2A2ū (x3)2 g (x1) g (x3)〉
〈u (x3)u (x1)P1 (x3) f (x3, x1)〉 (4.225)
〈u (x3)u (x1)P1 (x3) g (x1)〉 (4.226)
〈u (x3)P1 (x3) g (x3)〉 (4.227)
〈u (x1)P1 (x3) f (x3, x1)〉 (4.228)
〈ū (x3)2 f (x3, x1)2〉 (4.229)
〈ū (x3)2 g (x3)2〉 (4.230)




〈u (x1)u (x2) f (x1, x3) f (x2, x3) +Au (x1)u (x2) f (x1, x3) g (x2) +Au (x1)u (x2) f (x1, x3) g (x3)〉
+〈Au (x1)u (x2) g (x1) f (x2, x3) +Au (x1)u (x2) g (x3) f (x2, x3) +A2u (x1)u (x2) g (x1) g (x2)〉
+〈A2u (x1)u (x2) g (x1) g (x3) +A2u (x1)u (x2) g (x3)2 +A2u (x1)u (x2) g (x2) g (x3)〉
+
〈Au (x1) f (x1, x3) f (x2, x3) +A2u (x1) f (x1, x3) g (x2) +A2u (x1) f (x1, x3) g (x3)〉
+〈A2u (x1) g (x1) f (x2, x3) +A2u (x1) g (x3) f (x2, x3) +A3u (x1) g (x1) g (x2)〉
+〈A3u (x1) g (x1) g (x3) +A3u (x1) g (x3)2 +A3u (x1) g (x2) g (x3)〉
+
〈Au (x2) f (x1, x3) f (x2, x3) +A2u (x2) f (x1, x3) g (x2) +A2u (x2) f (x1, x3) g (x3)〉
+〈A2u (x2) g (x1) f (x2, x3) +A2u (x2) g (x3) f (x2, x3) +A3u (x2) g (x1) g (x2)〉
+〈A3u (x2) g (x1) g (x3) +A3u (x2) g (x3)2 +A3u (x2) g (x2) g (x3)〉
〈u (x1)u (x2) f (x1, x3) f (x2, x3)〉 = 0.0000228781 (4.233)
















〈u (x1)u (x3) f (x1, x2) f (x2, x3) +Au (x1)u (x3) f (x1, x2) g (x2) +Au (x1)u (x3) f (x1, x2) g (x3)〉
+〈Agu (x1)u (x3) (x1) f (x2, x3) +Au (x1)u (x3) g (x2) f (x2, x3) +A2u (x1)u (x3) g (x1) g (x2)〉
+〈A2u (x1)u (x3) g (x1) g (x3) +A2u (x1)u (x3) g (x2)2 +A2u (x1)u (x3) g (x2) g (x3)〉
+
〈Au (x1) f (x1, x2) f (x2, x3) +A2u (x1) f (x1, x2) g (x2) +A2u (x1) f (x1, x2) g (x3)〉
+〈A2u (x1) g (x1) f (x2, x3) +A2u (x1) g (x2) f (x2, x3) +A3u (x1) g (x1) g (x2)〉
+〈A3u (x1) g (x1) g (x3) +A3u (x1) g (x2)2 +A3u (x1) g (x2) g (x3)〉
+
〈Au (x3) f (x1, x2) f (x2, x3) +A2u (x3) f (x1, x2) g (x2) +A2u (x3) f (x1, x2) g (x3)〉
+〈A2u (x3) g (x1) f (x2, x3) +A2u (x3) g (x2) f (x2, x3) +A3u (x3) g (x1) g (x2)〉
+〈A3u (x3) g (x1) g (x3) +A3u (x3) g (x2)2 +A3u (x3) g (x2) g (x3)〉
〈u (x1)u (x3) f (x1, x2) f (x2, x3)〉 (4.239)
+〈A2u (x1)u (x3) g (x1) g (x3)〉 (4.240)
+ (4.241)
+〈A2u (x1) f (x1, x2) g (x2)〉 (4.242)
+ (4.243)
〈A2u (x3) g (x2) f (x2, x3)〉 (4.244)
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10.
〈u (x2)u (x3) f (x1, x2) f (x1, x3) +Au (x2)u (x3) f (x1, x2) g (x1) +Au (x2)u (x3) f (x1, x2) g (x3)〉(4.245)
+〈Au (x2)u (x3) g (x1) f (x1, x3) +Au (x2)u (x3) g (x2) f (x1, x3) +A2u (x2)u (x3) g (x1) g (x2)〉(4.246)
+〈A2u (x2)u (x3) g (x1) g (x3) +A2u (x2)u (x3) g (x1)2 +A2u (x2)u (x3) g (x2) g (x3)〉 (4.247)
+ (4.248)
〈Au (x2) f (x1, x2) f (x1, x3) +A2u (x2) f (x1, x2) g (x1) +A2u (x2) f (x1, x2) g (x3)〉 (4.249)
+〈A2u (x2) g (x1) f (x1, x3) +A2u (x2) g (x2) f (x1, x3) +A3u (x2) g (x1) g (x2)〉 (4.250)
+〈A3u (x2) g (x1) g (x3) +A3u (x2) g (x1)2 +A3u (x2) g (x2) g (x3)〉 (4.251)
+ (4.252)
〈Au (x3) f (x1, x2) f (x1, x3) +A2u (x3) f (x1, x2) g (x1) +A2u (x3) f (x1, x2) g (x3)〉 (4.253)
+〈A2u (x3) g (x1) f (x1, x3) +A2u (x3) g (x2) f (x1, x3) +A3u (x3) g (x1) g (x2)〉 (4.254)
+〈A3u (x3) g (x1) g (x3) +A3u (x3) g (x1)2 +A3u (x3) g (x2) g (x3)〉 (4.255)
〈u (x2)u (x3) f (x1, x2) f (x1, x3)〉 (4.256)
+〈A2u (x2)u (x3) g (x2) g (x3)〉 (4.257)
+ (4.258)
+〈A2u (x2) f (x1, x2) g (x1)〉 (4.259)
+ (4.260)
〈A2u (x3) g (x1) f (x1, x3)〉 (4.261)
4.2 Building correlators for the Symmetry Analysis





















































)2 − C1 (n61) t) (4.263)
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)2 − C1t (n61 + n62)− C3t (n41n22 + n42n21)(4.269)
















Therefore, we have to have a < 2.145 for this linear shear flow, where Pe is taken to be Pe = 1.



































































(n1n2 + n1n3 + n2n3)
))
(4.275)(



































































































































































At this order calculation (4th order calculation) for A = 12 and the flow v (x) = x:
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Variance
〈T 2〉 − 〈T 〉2 ∼ π
t








 > 0 (4.282)
for any mean A and Pe, therefore we do not really need a higher order expansion. as t→∞
Centered Third Moment






















According to this rigorous analysis to compute the long time asymptotics of the statistical
skewness in the presence of the boundaries, we observe that for the flow of our interest that is shear
flow with white in time fluctuation and with non zero spatial mean, the statistical skewness turns
out to be negative in long times. Even though the analysis is comlete for this type of flow at the
second order, we completed it at the fourth order and the observation is that it matches with what
you have once you set the mean equal to zero. In other words, you can obtain the next chapter as a
special case for this chapter.
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CHAPTER 5
Long Time Analysis for flows with 〈u(x)〉 = 0
5.1 Introduction
We consider the Majda Model for a passive scalar governed by a non-dimensional, random












T (0, x, y, x0) = T0(x, y, x0) (5.3)
Here γ(t) is Gaussian white noise with the correlation function R(t, s) defined as 〈γ(t)γ(s)〉γ =
R(t, s) = δ(t − s) and Pe is standing for the non-dimensional Peclet number and we consider
T0(x, y, x0) as
TL0 (x, y, x0) = δ (y) and T
P
0 (x, y, x0) = δ (x− x0) δ (y)
such that the superscripts L,P stand for line initial data and point source, respectively.
The time dependent random velocity field can originate from either a time varying pressure field,
or by randomly moving portions of the boundary. To obtain the shear flow generically, requires
solving a time varying heat equation with boundary conditions matching the wall motion (no-slip).
To illustrate this and bring forth the salient features of the boundary influence on the flow and tracer
evolution, consider the case of the flow between two parallel plates which gives rise to a time varying
shear layer, u.
Majda [20] established by directly computing the ensemble average of the Feynman-Kac functional
representation that the general N point statistical correlator, ψN =
〈∏N
j=1 T (xj , yj , t)
〉
, satisfies a
close partial differential equation in 2N dimensions (here brackets refer to the ensemble average of
the random velocity field), and further established that the streamwise Fourier transform of the N
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point statistical scalar correlator, Ψ = 〈
∏N
j=1 T̂ (xj , kj , t)〉 satisfies an N -body parabolic quantum
mechanics problem [20, 25]:
∂Ψ
∂t
= ∆NΨ− V (x,k)Ψ
















k = (k1, k2, · · · , kN ), x = (x1, x2, · · · , xN ) and ∂C stands for the boundaries of the hyper cube with
sides of length 1.
Relevant long time decay in this problem is dominated by the the behavior of the wave functions
at small |k|.
Instead in this work we consider a more realistic situation that is for deterministic initial data
due to other interests for the extension of this project. In this paper, we wanted to assess the effect
of having a shear flow with zero spatial mean on the long time asymptotics of the probability density
function of the random passive scalar in the presence of boundaries. The form of the ground state
energy for arbitrary spatial dimension after we implement regular perturbation theory is given below.






ψ (x,k, t) =
∞∑
j=0
βj (k)φj (x,k) exp (−λj (k) t) (5.4)














3β03 + · · · (5.6)






































3φ03 + . . .
)2 (5.12)













































































































.... We need the following information for the consistency of our calculation of the fourth order:

























































































































(2m− 1)4 (2n− 1)4
(





We should note the following information to finalize the proposed calculation given above:







(2m− 1)4 (2n− 1)4
(
(2m− 1)2 + (2n− 1)2
)2
Case for N = 3 After we know what
(
φ01

































4p1 (x2) p1 (x3)
+2n21n2n3f (x1, x2) f (x1, x3) + 2n1n
2
2n3f (x1, x2) f (x2, x3) + 2n1n2n
2
3f (x1, x3) f (x2, x3)
+2n31n2f(x1, x2)p1 (x1) + 2n1n
3
2f(x1, x2)p1 (x2) + 2n1n2n
2
3f(x1, x2)p1 (x3)
+2n31n3f(x1, x3)p1 (x1) + 2n1n
2
2n3f(x1, x3)p1 (x2) + 2n1n
3
3f(x1, x3)p1 (x3)
+2n21n2n3f(x2, x3)p1 (x1) + 2n3n
3















































































(2m− 1)4 (2n− 1)4
(




5.1.1 Line source initial data, Calculation for the first correlator,N = 1.











T (0, x, y, x0) = δ(y) (5.33)
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We will solve the following problems for each term in the expansion of ground state energy φ0 (k,x)
and we make a change of variable for k = nε:

























3λ03 + · · · (5.38)








−∆φ0 + εW (n,x)φ0 = λφ0 (5.40)
(5.41)
O(1) :
−∆φ00 = λ0φ00 =⇒ λ0 = 0 and φ00 = 1 (5.42)
(5.43)
O (ε) :





























−∆φ02 = λ2 + (λ1 −W (x))φ01 (5.47)






W (n, τ)− λ01
)

































































































−∆φ03 = λ3 + λ2φ01 + (λ1 −W (n,x))φ02 (5.54)





























































5.1.2 Line source initial data, Calculation for the second correlator,N = 2.












−∆φ0 = λ0φ0 =⇒ λ0 = 0 φ0 = 0 (5.60)
O(ε) :







We will consider the following ansatz for φ1 = n21π2p1 (x1) + n22π2p2 (x2) + n1n2f (x1, x2) .




















































cos ((2j − 1)πx1) cos ((2k − 1)πx2)







cos ((2j − 1)πx1) cos ((2k − 1)πx2)






bjk cos ((2j − 1)πx1) cos ((2k − 1)πx2) (5.67)
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(2j − 1)2 + (2k − 1)2
)








cos ((2j − 1)πx1) cos ((2k − 1)πx2)
(2j − 1)2(2k − 1)2 (5.69)
Then we find f to be :







cos ((2j − 1)πx1) cos ((2k − 1)πx2)
(2j − 1)2(2k − 1)2 ((2j − 1)2 + (2k − 1)2)
(5.70)
It tursn out that the following is the formula for φ01 for N = 2 :
φ01 (x) = π
2n21p1 (x1) + π







cos ((2j − 1)πx1) cos ((2k − 1)πx2)


























1 (x) = 0.
We will find φ02 by using the following ansatz :
φ02 (n,x) = π
4n41p2 (x1) + π
4n42p2 (x2) + π
4n21n
2
2 (α1 (x) + α2 (x) + α3 (x)) (5.73)
We should remember that:




























π2 (2k − 1)2
)
cos ((2k − 1)πx2) (5.77)

































































f (x1, x2)〉 (5.81)















cos ((2j − 1)πx1) cos ((2k − 1)πx2)








)2 cos ((2l − 1)πx1) cos ((2m− 1)πx2)








cos ((2j − 1)πx1) cos ((2k − 1)πx2)











(2k − 1)4(2l − 1)2 ((2k − 1)2 + (2l − 1)2)
〉 (5.85)
(5.86)
The main strategy to get what we had above relies on contracting j → l for x1 and m→ k for x2.
































(2j − 1)4 (2k − 1)4 ((2j − 1)2 + (2k − 1)2)
(5.89)
Next, we would like to find out what φ02 and we already proposed the convenient ansatz for φ02.



















































cos ((2j − 1)πx1) cos ((2k − 1)πx2)




































































































































This implies the following equations:



























































































































































































































































































































(2n− 1)6(2m− 1)4 ((2m− 1)2 + (2n− 1)2) (5.108)


















−3600 + 360(2j − 1)2π2 + (2j − 1)4π4
)
90(2k − 1)4(2j − 1)8π8 ((2j − 1)2 + (2k − 1)2) (5.109)


















−3600 + 360(2k − 1)2π2 + (2k − 1)4π4
)
90(2j − 1)4(2k − 1)8π8 ((2k − 1)2 + (2j − 1)2) (5.110)











〉 = 0 (5.111)




































































−3600 + 360(2j − 1)2π2 + (2j − 1)4π4
)





















−3600 + 360(2k − 1)2π2 + (2k − 1)4π4
)
90(2j − 1)4(2k − 1)8π8 ((2j − 1)2 + (2k − 1)2)
 (5.119)
5.1.3 Line source initial data, Calculation for the third correlator,N = 3.
For this part of the problem , we consider the following potential:






















−∆φ0 = λ00φ00 (5.121)
We again have λ00 = 0 and φ00 = 1 O(ε) :












The ansatz for the φ01 is a little bit more involved compared to the lower order correlator calculations:
φ01 = π
2n21p1 (x1) + π
2n22p1 (x2) + π
2n23p1 (x3) (5.124)











cos ((2j − 1)πx1) cos ((2k − 1)πx2)







Here I would like to show the structure of (W (x)− λ1)) :



































































Here is how the product of W (x)− λ1 and φ01 looks like the following where φ01:
φ01 = π
2n21p1 (x1) + π
2n22p1 (x2) + π
2n23p1 (x3) (5.129)
+ (n1n2f (x1, x2) + n1n3f (x1, x3) + n2n3f (x2, x3)) (5.130)
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−∆φ02 = λ2 + (λ1 −W (x))φ01 (5.131)
After leaving out the higher order terms as well as mean zero terms we end up with having the







































































































(2j − 1)4 (2k − 1)4 ((2j − 1)2 + (2k − 1)2)
(5.136)
We would like to find out what φ02 is and the ansatz for φ02 is given below:
φ02 = π
4n41p2 (x1) + π
4n42p2 (x2) + π
4n43p2 (x3) (5.137)




















4n41∆p2 (x1) + π
4n42∆p2 (x2) + π
4n43∆p2 (x3) (5.141)


















This requires us to solve the following problems to find the final formula for φ02 :




























































































































































We will utilize the equivalence of the solutions to these problems when we build the correlators that
s why we do not spend time on solving these problems. The main goal of writing these problems to
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f (x2, x3) p1 (x3)〉






















































(2j − 1)4(2m− 1)4(2n− 1)4 ((2j − 1)2 + (2n− 1)2) ((2m− 1)2 + (2n− 1)2) (5.163)
We should also note the following:


















−3600 + 360(2j − 1)2π2 + (2j − 1)4π4
)
90(2k − 1)4(2j − 1)8π8 ((2j − 1)2 + (2k − 1)2) (5.164)


















−3600 + 360(2j − 1)2π2 + (2j − 1)4π4
)
90(2k − 1)4(2j − 1)8π8 ((2j − 1)2 + (2k − 1)2) (5.165)
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−3600 + 360(2j − 1)2π2 + (2j − 1)4π4
)
90(2k − 1)4(2j − 1)8π8 ((2j − 1)2 + (2k − 1)2) (5.166)


















−3600 + 360(2j − 1)2π2 + (2j − 1)4π4
)
90(2k − 1)4(2j − 1)8π8 ((2j − 1)2 + (2k − 1)2) (5.167)


















−3600 + 360(2j − 1)2π2 + (2j − 1)4π4
)
90(2k − 1)4(2j − 1)8π8 ((2j − 1)2 + (2k − 1)2) (5.168)


















−3600 + 360(2j − 1)2π2 + (2j − 1)4π4
)
90(2k − 1)4(2j − 1)8π8 ((2j − 1)2 + (2k − 1)2) (5.169)

















(2n− 1)6(2m− 1)4 ((2m− 1)2 + (2n− 1)2) (5.170)

















(2n− 1)6(2m− 1)4 ((2m− 1)2 + (2n− 1)2) (5.171)

















(2n− 1)6(2m− 1)4 ((2m− 1)2 + (2n− 1)2) (5.172)

















(2n− 1)6(2m− 1)4 ((2m− 1)2 + (2n− 1)2) (5.173)

















(2n− 1)6(2m− 1)4 ((2m− 1)2 + (2n− 1)2) (5.174)

























































2(II + 8π2(I))) (5.177)
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5.2 Building correlators for the Symmetry Analysis
















































































































































































































































































































































































At this order calculation (4th order calculation):
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Variance




Centered Third Moment In a generic format, the centered third moments leading behavior
looks like as follows:























































































(j2 +m2) (n2 + k2)
)
(5.198)




























(j2 +m2) (k2 +m2)
)
(5.199)


































































































































































cos ((2j − 1)πx) (5.211)






















π2 (2k − 1)2
)
cos ((2k − 1)πx2) (5.214)




6 and w We would like to analyze the following difference
to decide the symmetry properties in long time for channel flow:




= 8π4 (18A− 100B) ≤ 16π4 (−50 + 9(T1 + T2))B (5.216)















2 = 0.0024 (5.221)
9ω2 − 2C2λ11 < 0. (5.222)
5.3.2 Pressure Driven Flow
u1 (x) =
(
x (1− x)− 1
6
)





































2 = 0.033 (5.229)
9ω2 − 2C2λ11 < 0. (5.230)
5.3.3 Cosine Flow






dxcos (πx)2 = π2n21 (5.232)
∆f = 4π2 cos (πx1) cos (πx2) (5.233)
f (x1, x2) = −2 cos (πx1) cos (πx2) (5.234)
ω = − 4π2
∫ 1
0
cos (πx1) cos (πx2) f (x1, x2) (5.235)









24π2III < 0 (5.238)
5.3.4 Nonlinear Periodic Shear Flow
Here we consider the following periodic shear flow:







, for x ∈ [0, 1]
















∆f = 4π2u1 (x1)u1 (x2) (5.239)
f (x1, x2) =
5∑
j,k=1

























































































dx1dx2dx3 (u1 (x1)u1 (x2) f (x1, x3) f (x2, x3)) (5.243)
= 0.122 (5.244)
ω = π2 (−1.188) (5.245)
Then we found that
9ω2 − 2λ1124π2III = −1566.7 < 0 (5.246)
5.4 Concluding remarks
In this chapter, we carried out the perturbative approach for the rigorous analysis of the long
time behavior of the probability density function corresponding to the shear flow with white in time
fluctuation and zero spatial.It turns out that the calculation required us to go to the fourth order
calculation and eventually we proved that the probability density function for the associated random





A.1 Appendix: Moment Formulae and asymptotic expansions
Here we summarize the analysis of the various Mehler kernel integral representations for the
statistical moments considered in this paper. These formula follow from the work of Majda [20],
McLaughlin and Majda [25], and dissertation of Kilic [18].
A.1.1 Line Initial Data































dk1dk2 exp (2πik1y) exp (2πik2y) exp
(
−4π2|~k|2t


















dk1dk2 exp (2πik1y) exp (2πik2y) exp
(
−4π2|~k|2t









dk1dk2 exp (−2πik1y) exp (2πik2y) exp
(
−4π2|~k|2t










dk1dk2 exp (2πik1y) exp (2πik2y) exp
(
−4π2|~k|2t









dk1dk2 exp (2πik1y) exp (−2πik2y) exp
(
−4π2|~k|2t









dk1dk2 exp (−2πik1y) exp (2πik2y) exp
(
−4π2|~k|2t









dk1dk2 exp (−2πik1y) exp (−2πik2y) exp
(
−4π2|~k|2t










dk1dk2 exp (2πik1y) exp (2πik2y) exp
(
−4π2|~k|2t









dk1dk2 exp (2πik1y) exp (−2πik2y) exp
(
−4π2|~k|2t









dk1dk2 cos (2π (k1 + k2) y) exp
(
−4π2|~k|2t









dk1dk2 cos (2π (k1 − k2) y) exp
(
−4π2|~k|2t




If we set k1 = r cos (φ) , and k2 = r sin (φ) ,






drdφ cos (2πr (cos(φ) + sin(φ)) y) exp
(
−4π2r2t










dk1dk2 cos (2πr (cos(φ)− sin(φ)) y) exp
(
−4π2r2t



































dk1dk2dk3 cos (2π (k1 + k2 + k3) y) exp
(
−4π2|~k|2t











dk1dk2dk3 cos (2π (k1 + k2 − k3) y) exp
(
−4π2|~k|2t











dk1dk2dk3 cos (2π (k1 − k2 + k3) y) exp
(
−4π2|~k|2t











dk1dk2dk3 cos (2π (k1 − k2 − k3) y) exp
(
−4π2|~k|2t




k1 = r sin(φ) cos(θ),k2 = r sin(φ) sin(θ),k3 = r cos(φ) for 0 ≤ θ ≤ π2 , 0 ≤ φ ≤
π
2 , 0 < r <∞.
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A.1.2 Point Source
Next, we present the moment formulae for point source initial data:
Mean






































drdφ cos (2πr (cos (φ) + sin (φ)) y) exp
(
−4π2r2t
) exp(√2π2r22 (1+sin(2φ))(x2+x20) coth(2√2πrt))√
(4πt)2π sinh(2
√








drdφ cos (2πr (cos (φ)− sin (φ)) y) exp
(
−4π2r2t
) exp(√2π2r22 (1−sin(2φ))(x2+x20) coth(2√2πrt))√
(4πt)2π sinh(2
√





























































































































































































































A.1.3 Large x, Large y asymptotics of the skewness for line source initial data
Here, we derive the asymptotics for the skewness along the line x = y for large values of y and


















After setting x = y and u = ky, then












































Note that we used tanh(ū) ∼ ū for small ū.
Second Field Moment, 〈T 2〉 In this case we will make the following change of variables:
ū = uy, u = k1 + k2, v = k1 − k2













































































































Third Field Moment, 〈T 3〉 If we make the following change of variables:
u = k1 + k2 + k3
v = k1 − k2
w = −k1 − k2 + 2k3

























































































































































































































V ar (T ) = 〈T 2〉 − 〈T 〉2
∼ 〈T 2〉 as y →∞
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Sk(x, y, t) =
〈T 3〉 − 3〈T 2〉〈T 〉+ 2〈T 〉








> 0 as y →∞
A.1.4 Small Peclet (short time) asymptotics of the skewness
Here, we derive the small Peclet (or equivalently, small time) asymptotic expansion of the
skewness for both types of initial data along the y-axis.
Line Source Analysis This asymptotic expansion is directly obtained by Taylor expansion of







) ∼ −55645 π6|k|6Pe6t6 + 143 π4|k|4Pe4t4 − 2π2|k|2Pe2t2 + 1
as t→ 0+
Then we obtain through direct integration the first moment for line source initial data:






















































as t→ 0+. Next, we compute the second Moment with line source initial data:




































































We should note that the asymptotics converge to 0 as t→ 0., and this function is a non-negative
quantity.
Lastly, we compute the short time asymptotics for the third moment with line source initial data:










































〈T 3〉L − 3〈T 2〉L〈T 〉L + 2
(
〈T 〉L
)3 ∼ −Pe6e− 3y24t (2t−y2)3
960π3/2t3/2
as t→ 0+





sgn(y2 − 2t) as t→ 0+ .
Point Source Analysis We repeat the prior calculation for the case of the point source initial
conditions.
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We find the first moment for point source initial data:















































Next, we compute the short time asymptotics for the second moment with point source initial data
where z1 = x1k1+x2k2|k| , z2 =
−x1k2+x2k1
|k| :



























































V ar(T ) = 〈T 2〉P −
(
〈T 〉P











Lastly, we find the short time asymptotics for the third moment for point source initial data




















































































〈T 3〉P − 3〈T 2〉P 〈T 〉P + 2
(
〈T 〉P
)3 ∼ −Pe6e− 3y24t (2t−y2)3
483840π3t3
as t→ 0+





sgn(y2 − 2t) as t→ 0+ .
A.1.5 Evaluation of Numerical Integrals
The single point statistics at (x = 0, y = 0) for the both point and line source initial data
for 5.3 rely on the exact calculation of the pdf of the functionals of L2− norm of Brownian
Motion and the Brownian Bridge. When we do this analysis, we used the built in numerical
integrator in Mathematica. However, our numerical experiments led us to take AccuracyGoal = 4,
MinRecursion = 1, MaxRecursion = 20, Method = LevinRule.
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