Abstract-Microarray datasets are often limited to a small number of samples with a large number of gene expressions. Therefore, dimensionality reduction through a feature/gene selection process is highly important for classification purposes. In this paper, a feature perturbation method we previously introduced is applied to do gene selection from microarray data. A publicly available colon cancer dataset is used in our experiments. In comparison with SVM-RFE, our method is better with feature sets of between 10 and 80, however for less than 10 features SVM-RFE results in higher accuracy. An analysis of the area under the curve of the feature perturbation method for the top 50 and 25 features is performed, aiming to determine the proper amount of noise to be applied. We show that a good set of small features/genes can be found using the feature perturbation method.
I. INTRODUCTION
Microarray datasets, characterized by a limited number of samples due to the cost of acquisition and usually a larger number of gene expressions, have highlighted the importance of the dimensionality reduction task. Too many gene expressions (or features), in a dataset lead to poor classification performance. Therefore, feature selection processes are vital to successfully achieve high classification performance on microarray datasets. Several methods for feature selection have been proposed since one of the benefits is the possibility of the reduction of overfitting. For feature selection there exist two highly effective approaches, filters and wrappers. Recent studies have shown that wrapper methods, which involve the performance of the underlying learning algorithm in the process of feature selection, usually result in a selection of genes such that the classification accuracy is noticeably higher [2] [3] . In [4] , recursive feature elimination for support vector machines, SVM-RFE for short, was introduced. It is a backward selection approach that selects genes according to their influence (weight) on a support vector machine.
We introduced the feature perturbation method in [1] , which is more general than SVM-RFE in the sense that it could have any learning algorithm as the base classifier. We use the colon cancer dataset for our experiments in this paper and show results of the performance of our method compared to that of SVM-RFE. We found that the feature perturbation method outperforms SVM-RFE for a large range of selected features, however for a small number of features SVM-RFE has higher average accuracy. We consider that this behavior is likely due to the amount of noise injected for a small set of presumably good features. To determine the proper amount of noise to be applied, we introduced an analysis of the area under the curve (AUC) for the top 50 features using diverse noise levels. Finally we show that with the proper amount of noise injected into a small set of features, the feature perturbation method ends up generating accurate classifiers.
II. METHOD

A. Feature Perturbation
A feature perturbation method was introduced in [1] . It is a wrapper approach that uses the backward selection process for feature elimination. The algorithm starts with the entire set of features in the dataset, and the size of the feature set decreases by removing the least important features at every iteration. The hypothesis of the feature perturbation method is: the least important features will have little effect on classification performance when perturbed by noise, therefore these are nonrelevant features. Correspondingly, the most important features will highly affect classification performance when perturbed by noise. Non-relevant features are removed so that only relevant features remain. Fig. 1 shows a flowchart of the feature perturbation method. The initialization process consists of training set X, which is the original dataset with all features (genes) S as the surviving features. The method iterates in three stages. In the first stage, a classification model is created based on the current training set with all existing surviving features S. Any classifier could be used to create the classification model. In the second stage, called feature ranking, the ranking criteria is computed for each of the surviving features in S. The ranking for a feature is determined by the change in accuracy observed on the training samples before and after adding noise. The third stage, called feature elimination, consists of removing a feature set R from S; R contains the features with the lowest ranks. For computational purposes, it will be more efficient to remove several features at a time rather than only one. These three stages will be repeated until the training set is left with no features. A ranked feature list will result from the iterative stages. Then, for performance evaluation purposes, a classification model can be created based on a selected feature set from the ranked list, and its accuracy calculated on the test set. Feature ranking is the most important stage of the feature perturbation method. Individually, each feature i in S has randomly generated noise added to it for each of the samples in X, resulting in a new dataset X´. The trained model whose training accuracy is denoted as Acc is used to do classification on the new dataset, which was perturbed on feature i, to get a prediction accuracy denoted as Acc i . The ranking criterion for feature i is defined by the absolute value of difference between Acc and Acc i . In the feature ranking stage, for noise generation, we assume the features are independent of each other. A uniform distribution is used to randomly sample noise with parameters related to the feature being perturbed. Noise is generated following (1):
where sd i is the standard deviation of the feature being perturbed across all samples in the training set, and c is a constant factor indicating the noise level being injected in the perturbation process. For random number generation the function lrand48 was used.
In the feature elimination stage, the feature set R to be removed from S contains the features with the k lowest r i , however, in feature set S there may be features that have exactly the same r i value as that of "the last" k in set R. So, in order to avoid keeping features with this r i value in the feature set S, k is decreased such that no features in S contain the same r i value as that of k in R. Given that microarray datasets usually have few samples and a large number of gene expressions, the feature elimination stage will be computationally time consuming if features are removed one at a time. Moreover, only a few features are expected to be relevant for classification. Based on this, an adaptive feature elimination strategy is applied so that the number of features being removed is determined by the current number of surviving features. The adaptive feature elimination strategy consists of removing half the features at a time rather than just one when there are likely to be a large number of non-relevant features; when the number of surviving features reaches a threshold, one-at-a-time feature removal is initiated.
B. Feature Perturbation vs. SVM-RFE Method
SVM-RFE is an alternative method for feature selection [4] . It follows a backward removal approach as does the feature perturbation method. The main difference between SVM-RFE and the feature perturbation method is that SVM-RFE ranks features according to the weight of each feature as calculated from the support vectors. The feature perturbation method could be applied using any learning algorithm as the base classifier, in contrast to SVM-RFE that only works with support vector machines.
III. EXPERIMENTAL RESULTS
A. Data and Parameters
Experiments were performed on the colon cancer dataset, a well-known microarray benchmark [5] downloadable from [6] . The colon cancer dataset is made up of 62 microarrays from tissue samples including 22 normal and 40 colon cancer tissues. There are 2000 gene expression values for each sample. Ten fold cross validation accuracy was used for performance comparison between the feature perturbation method and SVM-RFE. Even though the feature perturbation method could be applied to any classifier, to be able to compare against SVM-RFE we used support vector machines (SVM) as the base classifier. The SVM we used is a modified version of libSVM [7] . We used a linear kernel with parameter C=1, which is the default value, for our experiments to reduce training time as well as the probability of overfitting. The sequential minimal optimization (SMO) algorithm was the optimization algorithm used. Coding and implementation differences lead to differences in results from those presented in [1] .
Due to the unequal distribution of the two classes in the dataset, the weighted accuracy was used as the classifier performance measure instead of total accuracy. Weighted accuracy gives a better estimate of the classifier performance than total accuracy [8] . Weighted accuracy is defined in (2),
where tp, fp, tn, and fn respectively are the number of true positives, false positives, true negatives and false negatives in a confusion matrix, as shown in Table I . All experiments in this paper are reported as weighted accuracy. Feature perturbation code was written in the C language on a Linux-based system.
B. Data Preprocessing
A data preprocessing phase is usually performed prior to the application of any learning algorithm [9] . A log 2 -transformation was applied to the colon cancer data on each of the gene expression values, in order to normalize the data. In addition, data were scaled to a range from 0 through 1 for use in the SVM.
C. Experiments and Results
According to the Student's t-test, we found that only 478 out of 2000 features in the colon dataset have p-values<0.05. This suggests that the majority of the features are not informative for classification purposes. Therefore we chose the adaptive feature elimination strategy described earlier in section II-A in experiments for both the feature perturbation and the SVM-RFE methods. Thus, starting with 2000 features, 50% of them were removed at every iteration until 10% (200) of the total features remain. Then features were removed one at a time.
For all experiments, 10-fold cross validation accuracy is reported. Each of the cross-validation experiments was performed five times with different random seeds and the average of the accuracies are reported. The feature perturbation method was done with diverse noise levels. The parameter c in (1), was set to 2000, 3000, 4000, 5000, 6000, 8000, and 10000. In terms of the highest accuracy reached as well as the number of features that it was reached for, we selected 2000, 4000, 6000 as the three best noise level performances, as shown in Table II . Fig. 2 shows the feature perturbation method's performance for the three best noise levels compared to that of SVM-RFE. It was observed that our method outperforms SVM-RFE for many sets of features, however its accuracy drops off early in contrast to SVM-RFE whose performance was good even for few features. We believe that the 2000, 4000, or 6000 noise levels represented too much noise for a small number of good features, therefore a smaller amount of noise was needed. We decided to reduce the amount of noise when perturbing a few "good" features. The noise level of 6000 was chosen for further experiments since the highest accuracy was reached using this approach.
Two issues had to be solved to proceed with the experiments: 1) the point at which noise reduction was needed 2) how much to reduce the noise. Issue 1) was tackled by observing that at the 6000 noise level the highest accuracy occurred for 49 features. Therefore we chose 50 features to start noise reduction and observe how favorable/unfavorable its impact would be. Hence, p was set to 50 as the switching point.
Issue 2) required the determination of an appropriate noise level to be applied to improve the accuracy for a smaller number of "good" features. To this end, the parameter c of (1) is calculated as follows:
where, α is in the range [0.1, 2.5]. For simplicity, once (3) was applied, we looked at the resultant accuracies for just one out of ten folds, however, an average of accuracies over five runs was used. The curve formed by the average weighted accuracies of the top 50 features was used to calculate the AUC. The appropriate noise level to be applied maximizes the area under this curve for each α value. The AUC was calculated with the trapezoidal method using the student version of the DADiSP software [10] . For comparison purposes, the AUC was also calculated for SVM-RFE in the same way. Fig. 3 shows a tie for α = 0.4, α = 1.5, and SVM-RFE in terms of the AUC values for the top 50 features. We also looked at the AUC for the top 25 features. Fig. 4 shows these resultant AUC values with α = 0.5 being best. Based on the AUC values obtained, we performed experiments on the colon dataset, starting with the 6000 noise level and at the point where 50 features were left, the following noise settings were applied: 1) α = 1.5 constant until no features left 2) α = 0.5 constant until no features left 3) α = 1.5 reducing it again from 25 features to be α = 0.5 Fig. 5 shows the performance compared to that of SVM-RFE as well as to the feature perturbation method performance for the case where a simple 6000 noise level was applied and kept constant for all 2000 features. Clearly, any experiment where (3) was applied to the data outperformed the case where it was not applied. The latter now had the worst performance in this scenario.
The feature perturbation method outperformed SVM-RFE for certain feature sets, as was shown in Fig. 2 . The introduction of (3) to the data made the accuracies of our method no longer drop off as early for small number of features. Fig. 6 shows a view of the top 25 feature comparison of our method for the case where α = 1.5, α = 0.5 and SVM-RFE. At 25 features, feature perturbation has higher accuracy, with fewer features accuracy crossover occurs between features 15 and 14. SVM-RFE is superior for features 14, 13, and 12. A tie is found for 11 features and thereafter SVM-RFE is higher in average accuracy.
IV. CONCLUSIONS
We compared the performance of our method against that of SVM-RFE and found that ours outperformed SVM-RFE for most sets of features, however SVM-RFE resulted in better performance for ≤ 14 features. We hypothesized that the same amount of noise applied to 2000 features represented too much noise for a smaller number of features which are presumably better. This paper introduces an analysis based on the area under the curve for the top 50 and 25 features in the process of determining an appropriate amount of noise to be applied for a selected number of features with the ultimate goal of improving performance for the feature perturbation method. According to the AUC analysis, diverse noise levels were applied to the top 50 features and we ended up with an amount of noise which resulted in improved performance for more feature sets. It does not drop off very early as before, however for the top 10, 12, 13, and 14 features SVM-RFE is still better.
Two issues need to be addressed in the feature perturbation method for it to be successfully applied to any data. These are the determination of:
• initial amount of noise to be applied such that good genes are selected for classification purposes • the switching point, since fewer features require a smaller amount of noise
