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Abstract
We consider a single class, acyclic network of G/G/1 queues. We impose some mild assump-
tions on the service and external arrival processes and we characterize the large deviations
behaviour of all the processes resulting from various operations in the network. For the net-
work model that we are considering, these operations are passing-through-a-single-server-
queue (the process resulting from this operation being the departure process), superposition
of independent processes, and Bernoulli splitting of a process to a number of processes. We
also characterize the large deviations behaviour of the waiting time and the queue length
observed by a typical customer in a single server queue. We prove that the assumptions
imposed on the external arrival processes are preserved by these operations, and we show
how to inductively apply these results to obtain the large deviations behaviour of the wait-
ing time and the queue length in all the queues of the network. Our results indicate how
these large deviations occur, by concretely characterizing the most likely path that leads to
them.
Keywords: Communication Networks, Large Deviations, Queueing Networks.
1 Introduction
Consider a single class, acyclic network of G/G/1 queues. Customers arrive to the network
in a number of independent streams and are treated uniformly by the network. Different
streams may share a queue and the first-come first-serve (FCFS) policy is implemented. A
customer departing a queue i, is routed to queue j with probability pij or leaves the network
with probability Pio. The routing decisions are assumed to be independent of everything else
in the network. The aim of this paper is to derive large deviations results for the waiting
time and the queue length observed by an arbitrary customer at different queues of the
network.
The main application area that motivates the study of such systems is the design and
the operation of high speed, packet-switched communication networks. These networks will
accommodate various types of traffic, namely, digitized voice, encoded video, and data.
The interesting problem arising is how to estimate and prevent congestion, which may
cause long delays and packet losses. It is desirable to operate the network in a regime where
packet loss probabilities are very small, e.g., in the order of 10- 9. Moreover, large delays
should also have a correspondingly small probability. Thus, the need of understanding the
large deviations behaviour of such a network arises. In this paper, we consider single class
networks, which from the application point of view means that we are dealing only with one
type of traffic in the network. For this reason, the FCFS assumption can be made without
loss of generality.
The problem of estimating tail probabilities of rare events in a single queue has received
extensive attention in the literature and has been approached by two main methodologies.
The first one is to use large deviations theory, as we do in this paper. This approach is
used in [dVW92] to estimate the tail probability of the queue length in a G/G/1 queue. In
that paper, a discrete time model was used in contrast to the continuous time model that
we use in this paper. Similar results are obtained in [CW93]. The second approach is to
use spectral decomposition techniques. This second approach is used in [EM93] to estimate
the tail probability of the queue length in a queue with a deterministic server and Markov
modulated arrival process. Results for the single queue case were first obtained in [Hui88],
[Kel91], [GH91] and later in [KWC93]. In all of these papers, the large deviations results
obtained are used to derive appropriate admission control schemes for networks.
The extension of these ideas to networks appears to be a rather challenging problem. Re-
searchers have been able to obtain some bounds on the tail probabilities for delays and queue
lengths in various networks models (see [Cha94, Cru91a, Cru91lb, YS93]), but it is not clear
whether these bounds are tight. Recently, large deviations results for two queues in tandem,
with renewal arrivals and exponential servers, were reported in [GA94]. In [dVCW93], a
very interesting approach is used to obtain results for networks with deterministic servers.
The departure process from a single G/D/1 queue is characterized in the large deviations
regime, using a discrete time model, in an attempt to treat the whole network inductively.
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The main focus of [dVCW93] is to apply the large deviations results obtained to resource
management for networks. It is important to point out that the departure process is a
very difficult process to obtain exact results for (see for example [BN90]). However, we
should note that it is not very clear to us how the large deviations result for the departure
process in [dVCW93] can be applied inductively. The crux of the matter is that [dVCW93]
uses a technical result from [DZ93a] in order to obtain the large deviations behaviour of
the departure process. The latter result holds under certain technical assumptions on the
arrival process. Since the departure process from a queue is the arrival process in an other
downstream queue in the network, one would need at this point to verify that the same
technical assumptions hold for the departure process. This is not done in [dVCW93] and
appears to be rather difficult.
In the present paper, we consider a continuous time model and we extend the work in
[dVCW93] to a network of G/G/1 queues. Our results are self-contained in the sense that
we do not need the technical results of [DZ93a]. Instead, we impose certain assumptions on
the external arrival processes and we characterize the large deviations behaviour of all the
processes resulting from various operations in the network. For the network model that we
are considering, these operations are passing-through-a-queue (the process resulting from
this operation being the departure process), superposition of independent processes, and
Bernoulli splitting of a process to a number of processes. For a single queue, we characterize
the large deviations behaviour of the waiting time incurred by a typical customer and, by
using ideas from distributional laws (see [BN91, BM92]), the large deviations behaviour of
the queue length observed by a typical customer. We prove that the assumptions imposed
on the external arrival processes are preserved by the operations mentioned above, and
we are able to apply these results inductively to obtain large deviations results for all the
interesting processes in the network. Moreover, our approach provides particular insight
on how these large deviations occur, by concretely characterizing the most likely path that
leads to them. Characterizations of most likely paths were obtained for the single queue
case in [Asm82] and [Ana88].
It is interesting to note, that in order to obtain the large deviations behaviour of the
superposition operation we prove a general result that connects the stationary distribution
(i.e., as it is seen at a random time) and the Palm distribution (i.e., as it is seen by a
typical customer) of a point process in the large deviations regime. This result could be of
independent interest.
Regarding the structure of the paper, we start in Section 2 by reviewing some results
from the theory of large deviations that we use in the sequel. In Section 3 we present the
network model that we are considering and establish our notation. In Section 4 we treat
the single queue case. This section is comprised by two subsections. In Subsection 4.1
we review the existing result for the large deviations behaviour of the waiting time and we
completely characterize the most likely path along which the waiting time takes large values.
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In Subsection 4.2, using an idea from distributional laws we obtain the tail probability of
the queue length. In Section 5 we derive the large deviations behaviour of the departure
process from a G/G/1 queue. Particular attention is given to the way that such a deviation
occurs. In Subsection 5.1, some special cases are studied. Namely, we apply the result for
the departure process of a G/G/1 queue to a G/D/1 queue and an M/M/1 queue. For
the latter case, Burke's Theorem is verified in the large deviations regime. In Sections 6
and 7 we study the large deviations behaviour of the processes resulting from the following
operations: superposition of independent processes, and Bernoulli splitting of a process
to a number of processes, respectively. In Subsection 6.1 we prove a result that connects
the Palm and the stationary distribution of a point process in the large deviations regime.
This result is used in the rest of Section 6 to derive the large deviations behaviour of the
superposition process. In Section 8, we treat, as an example, a network consisting of two
queues in tandem. We characterize the way that the waiting time in the second queue
reaches large values and we include some numerical results. Finally, in Section 9 we provide
some concluding remarks and discuss some open problems.
2 Preliminaries
In this section we review some basic results on Large Deviations Theory that will be used
in the sequel.
We first state the Gartner-Ellis Theorem (see [Buc90O] and [DZ93b]) which establishes a
Large Deviations Principle (LDP) for random variables. It is a generalization of Cramer's
theorem which applies to independent and identically distributed (iid) random variables.
Consider a sequence {S1, S2,... } of random variables, with values in EI and define
A ,() = 1-log E[eOS] . (1)
n
For the applications that we have in mind, S., is a partial sum process. Namely, Sn =
~i= Xi, where Xi, i > 1, are identically distributed, possibly dependent random variables.
Assumption A
1. The limit
A(9) lim An(O) = lim -logE[eOSj ] (2)n-+oo n--oo n
exists for all 0, where +oo are allowed both as elements of the sequence An(O) and as
limit points.
2. The origin is in the interior of the domain DA - {0 I A(H) < oo} of A(0).
3. A(0) is differentiable in the interior of DA and the derivative tends to infinity as 0
approaches the boundary of DA.
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Theorem 2.1 (Gdrtner-Ellis) Under Assumption A, the following inequalities hold
Upper Bound: For every closed set F
limsup-logP I E F] < -infA*(a). (3)
n-co n n aEF
Lower Bound: For every open set G
lim inf1 -log P Sn G > - inf A*(a), (4)
n--f1oP - aEG
where
A*(a) = sup(Oa - A(O)). (5)
We say that {S,) satisfies a LDP with good rate function A*(.). The term "good" refers
to the fact that the level sets {a I A*(a) < k} are compact for all k < oo, which is a
consequence of Assumption A (see [DZ93b] for a proof).
It is important to note that A(.) and A*(-) are convex duals (Legendre transforms of
each other). Namely, along with (5), it also holds
A(O) = sup(Oa - A*(a)). (6)
a
The Gartner-Ellis Theorem intuitively asserts that for large enough n and for small
e > 0,
P[Sn E (na - e, na + e)] , e-nA*(a)
However, in this paper, we are mostly estimating tail probabilities of the form P[Sn < na]
or P[Sn > na]. We therefore define large deviations rate functions associated with such tail
probabilities.
Consider the case where S, = Ei- Xi, the random variables Xi, i > 1, being identically
distributed, and let m = E[X 11]. It is easily shown (see [DZ93b]) that A*(m) = 0. Let us
now define
+(a) A*(a) if a > m
0 ifa<m (7)
and
A )ifa<m (8)A*-(a) (a) if a < m (8)0 if a> m.
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The convex duals of these functions are
A+(0)
~
{ A(O) if 0 (9)
+00 if0<0
and
A-(0) A A(0) if 0 < (10)
+ ±oo if 0>0
respectively.
Using the Gartner-Ellis Theorem we can now state
lim 1 log P[S, < na] = -sup(0a- A-(0)) = -A*-(a) (11)
n-+oo n 8
and
lim - log P[Sn > na] =- sup(0a - A+(0)) = -A*+(a). (12)
n-*ooi n9
3 The Network Model
In this section, we formally define the network model of which we will derive the large
deviations behaviour. Moreover, we establish the notation that we will be using and state
a set of assumptions on the arrival and service processes.
Consider a directed acyclic graph (dag) with J nodes. For reasons that will become soon
apparent, we assume that any two directed paths do not meet in more than one nodes.
Each node of the graph is equipped with an infinite buffer and a single server. Customers
enter the network in a number of independent streams A l, A2,.. , AJ . In particular, Ai is
the stream of customers that enter the network at node i. Customers are treated uniformly
by the network, i.e., the network is assumed to be single class. Let Z denote the set of
integers. By A~, i E Z, we denote the interarrival time of the ith customer in the jth
stream (the interval between the arrival epochs of the (i - 1)st and the ith customer). By
B/, i E Z, we denote the service time of the ith customer in the jth node. We assume that
for each arriving stream j the process {Aj, i E 2}, is stationary, and Ai, i E Z, are possibly
dependent random variables. Moreover, for each node j, the service times Bq, i E Z, are
iid random variables. We also assume that interarrival and service times at a specific node
are mutually independent and that service times at different nodes are independent.
Independent streams may share a queue and the FCFS policy is implemented. A cus-
tomer departing node i, connected with nodes jl, j2,... is routed to these nodes with
probabilities Pijl,Pij2,..., respectively, or leaves the network with some probability pio.
The routing decisions are assumed to be independent of everything else in the network.
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Figure 1 depicts an example of the class of networks considered. Such a network is intended
A'
P21
A2 , 2
P35 1 
P67
A3 P7 A8
Figure 1: A network example.
to model packet-switched communication networks.
We denote by W1, W 2 ,... , W J and L1, L 2 ,... , L J the steady-state waiting times and
queue lengths, incurred by a typical customer at nodes 1, 2,... , J of the network, respec-
tively. For each node j, Wj (resp. Lj) denotes the waiting time incurred (resp. queue length
observed) by the nth customer. We assume that the process {(W7j, Li ); n E Z, j = 1,.. ., J}
is stationary.
In this paper, we derive large deviations results for the steady-state waiting times
W, W2,... , W J, and the corresponding queue lengths L1, L 2 ,... ,LJ , incurred at nodes
1, 2,... , J of the network, respectively (as these random variables are seen by a typical cus-
tomer). Our strategy is first to obtain large deviations results for the steady-state waiting
time and the corresponding queue length in a single G/G/1 queue. Then it suffices to derive
a LDP for the partial sum of the aggregate arrival process in each queue of the network and
apply the result for the single queue case. It is important to note that by the definition of
the network all the streams sharing the same queue are independent. Therefore, from the
model description, it is apparent that it suffices to obtain LDP's for the processes resulting
from the following operations
1. Passing-through-a-queue (the process resulting from this operation being the depar-
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ture process).
2. Superposition of independent streams.
3. Bernoulli splitting of a stream to a number of streams.
Let (Ai, i E Z} be an arbitrary external arrival process and {Bi, i E Z} be an arbitrary
service process. We will be using the notation SX. `  - ,=i Xk; i < j for the partial sums
of the random sequence {Xi; i E Z).
Assumption B
1. The sequence of partial sums {SA1,; n > 1} satisfies the following LDP
lim 1 logP[SqnA < na] = -A- (a), (13)
n-oo n
where
() A {limno 1 logE[eSAn] if 0 < 0 (14)
A- n (14)
+oo if 0>0
and
A -(a) - sup(Oa - A-(0)). (15)
0
2. The sequence of partial sums IS'; n > 1} satisfies the requirements of the Gdrtner-
Ellis theorem with limiting log-moment generating function
a 1AB(0) lim log E[eOs ] (16)
n-+oo '
and large deviations rate function
A* (a) sup(Oa - AB(0)). (17)
Assumption C
1. For every 61, e2, a > 0, there exists MA such that for all n > MA
e-n( ^A (a)+2) < [SAi - ia < en, i = 1,..n. (18)
2. For every 61, e2, a > O, there exists MB such that for all n > MB
e-n(A ;- (a)+2) < P[SB - (j - i + 1)a < en, 1 < i < j < n], (19)
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and
e- n(A+(a) +e2) < P[SiJ - (j-i + 1)a > -en, 1 < i < j <n]. (20)
We consider external arrival and service processes that satisfy Assumptions B and C.
We will show that these assumptions are satisfied by the processes resulting from the three
operations mentioned above. In this way, our approach provides a calculus of acyclic net-
works since we will be able to determine the large deviations behaviour of each individual
queue inductively.
Assumption B provides a LDP for the arrival and service processes. Based on these
LDP's we will derive LDP's for all the processes of interest in the network. Note that only
the tail probability of the external arrival processes corresponding to "many arrivals" is
characterized by Assumption B. We will prove that in order to estimate probabilities of
large waiting times and long delays, as we do in this paper, only such a tail probability of
the aggregate arrival process in each queue of the network is needed.
Assumption C is needed in order to derive a LDP for the departure process of a G/G/1
queue. It intuitively asserts that besides the LDP for the partial sum random variable S 1,~,
we also have a LDP for the partial sum process {S 1,i, i = 1,... , n} for the arrivals and
{Sij, 1 < i < j < n} for the service times. In other words, (18) and (19) guarantee that
the partial sum process follows a path that never overshoots the straight line of slope a,
in order to reach an improbable level S1,, < na. A similar interpretation can be given to
(20). When interarrival and service times are independent, Assumption C is a consequence
of Mogulskii's theorem (see [DZ93b]). However, mild mixing conditions on the arrival
and service processes suffice to guarantee Assumption C. A thorough treatment is given
in [DZ93a]. In the Appendix we provide some conditions under which Assumption C is
satisfied based on the results of [DZ93a].
Assumptions B and C are satisfied by processes that are used to model external arrival
and services in communications networks, such as renewal processes, Markov-modulated
processes and stationary processes with mild mixing conditions.
4 Large Deviations of a G/G/1 Queue
In this section, we establish a LDP for the Palm distributions of the steady-state waiting
time and queue length (i.e., as these random variables are seen by a typical customer), in a
G/G/1 queue with stationary arrivals and service times.
The setting is the same as in Section 3. We denote by {Ai, i E 2} the stationary
aggregate arrival process to the queue and we assume that it satisfies Assumption B.1. We
also denote by {Bi, i E Z} the stationary service process and we assume that it satisfies
Assumption B.2. For this section, the independence assumption for the service times can
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be relaxed. For stability purposes, we further assume E[A] > E[B], where A (resp. B)
denotes a typical interarrival (resp. service) time.
4.1 Large Deviations of the Waiting Time
Let us first characterize the steady-state waiting time, W, incurred by a typical customer.
By W, we denote the waiting time of the nth customer. The condition E[A] > E[B] is
necessary 1 for the existence and the uniqueness of a stationary process (see [Wal88]). From
the Lindley equation, the waiting time of the 0th customer, at steady-state, is given by
Wo = [W_1 + B_1 - A]+ a max[W_1 + B_1 - Ao, 0] = max[S -i_ Si 0]_i (21)i>0
The intuitive meaning of this relation is the following: For a particular sample path, if i*
is the optimum i, then the customer with label -i* - 1 is the one who initializes the busy
period in which the 0th customer is served.
The next theorem establishes a LDP for Wo. This result is not new. The proof is almost
identical with the proof in [dVW93], where a discrete time model is used, and is therefore
omitted. An upper bound on the tail probability, of the steady-state waiting time, was first
obtained by Kingman [Kin70].
Theorem 4.1 The tail of the Palm distribution of the steady-state waiting time, W, in a
FCFS G/G/1 queue with arrivals and service times satisfying Assumption B is characterized
by
lim U log P[W > U] = 0*, (22)
U-+o0 U
where 0* < 0 is the smallest root of the equation
AA(0) + AB(-0) = 0. (23)
Remarks: Intuitively, Theorem 4.1 asserts that for large enough U, we can state
P[W > U] -. e° *u , where 0* < 0 is such that AA(O*) + AB(-0*) = 0. (24)
Moreover, due to the strict convexity of AA(.),AB(.) 2, 0* is the unique non-zero root.
Figure 2 depicts the function AA(0) + AB(-0) and the root 0*.
It is instructive to characterize the most likely "path" along which the large deviation
of the waiting time occurs. Such a characterization can also provide an alternative proof of
'for sufficiency ergodicity is also needed.
2In [Roc70] it is proven that the convex dual of a function which satisfies Assumption A, is strictly convex
on every convex subset of its domain.
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AA(0)
AA(0) + AB(-9) 
AB(-S)
- - ~ slope E[A] - E[B]
Figure 2: The root of AA(0) + AB(-O) = 0.
Thm. 4.1. Let x1,x 2 E R+, such that X2 - X= a. Using Eq. (21), we have
P[Wo > (i + l)a] > P[Si 1,- Si,0 > (i + l)a]
>P[SAo < (i + l)Xl]P[Si-1,- 1 > (i + 1)x 2 ]
> e-(i+1)[A7 (xl)+A*,+(X2)+-]5 (25)
where the last inequality makes use of Assumption B and holds for any e > O and for large
i.
Setting U = (i + l)a, we obtain
P[Wo > U] > exp{-Uinf inf [AA (Xi) + A* (X2 )] -UE} (26)
Let a* be the solution to the above optimization problem. Thus, for large U, and by
taking E -+ 0 in (26), we obtain
P[WO > U] > exp {-U i2-la A } (27)
The tightness of this bound can be proven by obtaining a matching (i.e., with the
same exponent) upper bound; the proof is omitted. Let i* be defined by the equation
i' + 1 = U/a*. Let also x* and x* solve the optimization problem in (27). Consider a
scenario where customers (-i* - 1),... , -1 arrive at an empirical arrival rate of 1 andXol
customers -i*,... ,0O are served with an empirical service rate of 1-*. Such a scenario, which
is depicted in Figure 3, has probability comparable to the right hand side of (27) and is
therefore a most likely way for the large deviation of the waiting time to occur.
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cust. (-i* - 1) arrives cust. 0 arrives
SAi rate 1 Wo
B rate/ s (~t*_ll-) rate s*
cust. (-1) arrives cust. (-1) departs
Figure 3: The optimal path for large deviations in the waiting time.
4.2 Large Deviations of the Queue Length
In this subsection, we present a LDP for the steady-state queue length in a G/G/1 queue,
as seen by a typical customer (Palm distribution). To accomplish that we use the main
argument used in deriving distributional laws; that is, a probabilistic relation between the
waiting time and the queue length. A detailed discussion of distributional laws and their
applications can be found in [BN91, BM92]. It is important to note that distributional laws
have been proven there only for renewal arrival and service processes. However in the large
deviations setting, we are able to relax the renewal assumption and state a result that holds
even for correlated arrival and service processes.
Let us now characterize the steady-state queue length L seen by a typical customer upon
arrival (this is sometimes denoted by L- in the literature). The goal is to estimate P[L > n].
Let us denote by L,_1 the queue length observed by the (n - 1)st customer. As in Section 3,
we assume that the process {(Ln, Wn); n E E} is stationary. The main idea, in order to
establish a relation between the waiting time and the queue length, is to look backwards in
time from the arrival epoch of the (n - 1)st customer. Figure 4 depicts the situation. We
SAs1,n- 1
I I I I I
To T1 T2 Tn-1 t
Figure 4: The system at time Tn_1.
denote with To, T1,... the arrival epochs of customers 0, 1,..., respectively. Recall that W,
and B, denote the waiting and the service time of the nth customer, respectively.
The main observation is the following: In order for the queue length right after Tn_1 to
be at least n, the Oth customer should be in the system at time Tn_1. Namely,
P[L._- > n] = P[WO + Bo > SA4,_] (28)
and by using (21) we obtain
P[L_-1 > n] = P[max[SBi_- S - n-A >0] =i>0 --i,0' ,n--
= P[max[SB Sl0- sA. (29)
The next theorem establishes a LDP for Ln_1. We will need a technical lemma which we
prove next. The notational convention Sjx 0; i > j, is used for the partial sums of the
random sequence {Xi; i E Z}.
Lemma 4.2 Under Assumption B, and for 0 < O, satisfying AA (0) + AB (-0) < 0, it holds
lim sup - log E[e m ax < AA(0). (30)
n-+oo n
Proof: Fix some 0 < 0 satisfying AA(0) + AB(-O) < 0 and some e > 0 such that
AA(0) + AB(-0) + 2e < 0. Note that the existence of such a 0 is guaranteed by the
condition E[A] > E[B] (see Figure 2) 3. Notice now that
E[e-Omaxi>_l[sBi-l_,o-SAi  _] < E[e -s 1,O]E[eS-in-]
i>--l
From (14) and (16) it can be seen that there exists j > 0 such that for all i > j and all
n > 0 it holds
E[eOSA ,..1] < e(n+i)(AA(9)+E) and E[e- S- i'-1o] < e(i + 2)(AB ( - O)+e)
We then have
i i- eSA
< Z E[e - S- '- .°]E[e0s-,n--] + en(AA(O)+E)e2(AB(-)+e) ei(AA(O) + AB( - O)+2e)
i=-l i>j
< K(0, j, e)en(AA(°)+E), (31)
where K(0,j, e) is some constant depending on 0, j and e but not on n. To see that,
notice that with 0 and e chosen as above, the infinite geometric series in (31) converges to
a constant independent of n. Also notice that the finite sum from -1 to j in (31) can be
upper bounded by a constant independent of n; this is because the only term that depends
3 To see that note that for small 0 we have AA(0) + AB(-0) = 0(E[B] - E[A]) + o(0).
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on n is E[e s - i .1] which is bounded above by 1 since 0 < 0. From Eq. (31) we obtain
lim sup - log E[e_-max>_[s_Bi.o-S .] < AA() + ( . (32)
n-+oo n
Since this is true for all small enough e > 0, the result follows.
Theorem 4.3 The tail of the Palm distribution of the steady-state queue length, L, in a
FCFS G/G/1 queue with arrivals and service times satisfying Assumption B is characterized
by
lim -logP[L > n] = AA(0*), (33)
n-+oo n
where 0* < 0 is the smallest root of the equation
AA(0) + AB(-O) = 0. (34)
Proof: Due to stationarity, it suffices to characterize the tail distribution of Ln-. For an
upper bound define
Gn _ max[Si-1,0 i,n-1] (35)
Using the Markov inequality, we obtain
P[L,_1 > n] = P[G, > 0] < E[e-°G"],
for 0 < O0. Taking the limit as n - oo, using Lemma 4.2, and optimizing over 0 to get the
best bound we obtain
limsup- log P[Ln_ 1 > n] < inf [AA(0)1 = AA(0*), (36)
n-+oo 7n - {I AA(O)+AB(-O)<O}
where the last equality is justified by Figure 2.
For a lower bound, set i = Sn for a > 0 (Sn is assumed integer), and notice that
P[Ln- > n] = P[Gn >0]
Pimax[sB-I0 -- S-A _SA S A
= P[max[Sn-1, 0 - 6n,n-1,-Sn-1 ] > 0]6>0
> sup P[S_l,o - Sn, > 0]
6>0
The limiting log-moment generating function of SB - S A is8 n--1,0 --_n,n--1
lim -1 log E[eO(S_n,o-S ,.)] = SAB(--O) (1+  )AA(0)
n--oo n
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and by using Assumption B we obtain
lim inf -logP[£n_ > n] > sup(-sup[-6(A- (0) A+ (-8)) - A- (8)])
n-oor n 6>0 0
= sup inf[6(A (0) + A+(-O)) + A-(0)]
6>0 0
inf [A (0)]
{O1 AA(O)+A+(-O)<o}
AA(6*) = AA(0*), (37)
where the second equality follows by dualizing the constraint AA(0) + A+ (-0) < 0. The
lower bound in (37) along with (36) proves (33).
Remark: Intuitively, Theorem 4.3 asserts that for large enough n, we can state
P[L > n] - enAA (O*), where 0* < 0 such that AA(0*) + AB(-0*) = 0. (38)
5 The Departure Process of a G/GI/1 queue
In this section we obtain a LDP for the process resulting from the passing-through-a-queue
operation of our network model. That is, we establish a LDP for the steady-state departure
process of a G/GI/1 queue, as seen by a typical departing customer. We denote by Di, i E 2,
the inter-departure time of the ith customer (the interval between the departure epochs of
the (i - 1)st and the ith customer). As in Section 3 we assume that the interarrival times
process {Ai, i E 2} is stationary, and A i are possibly dependent random variables. The
service times Bi are independent and identically distributed (iid) random variables. The
arrival and service processes are also assumed to satisfy Assumptions B and C. As explained
in Section 3, we will prove that the departure process satisfies Assumptions B and C when
the arrival and service processes do.
We denote by SDn, = i= Di, the partial sum of the departure process. The objective
of this section is to prove a LDP for S D The inter-departure times can be expressed as1,n'
follows
Di = B + hi, (39)
where Bi denotes the service time of the ith customer and Ii the idling period of the system
that ended with the arrival of the ith customer (Ii = 0 if the ith customer finds the system
busy upon arrival). By using the Lindley equation one can obtain an expression for Ii and
after some algebra derive an expression for SD in terms of the partial sums for the arrival
and the service process. Using such an expression one can prove a LDP for SD . For a
detailed exposition of this approach the reader is referred to [Pas]. In this paper we follow
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cust. (j - 1) arrives cust. n arrives
S-4
----_ _,n A
Bj-_1 i S
cust. (j - 1) departs cust. n departs
Figure 5: Deriving an upper bound on P[SDn < na].
a more intuitive approach. We derive an upper bound and a matching lower bound on
P[S', < na] based on sample path arguments. To that effect, we explicitly characterize
the most likely path leading to the large deviation of the departure process. The next
proposition establishes an upper bound for the tail probability of S DXn'
Proposition 5.1 (Upper Bound) Under Assumption B, the partial sum SD of the de-
parture process of a G/GI/1 queue under FCFS satisfies
lim sup - log P[Sf < na] < -A- (a), (40)
n--oo 'n
where
A- (a) = A- (a) + A- (a) (41)
and
A`-(a) ~ sup [Oa - A(0)]. (42)
{0IAA (0)+AB(-O)<<
Proof: Since Di > Bi for all i we obtain
SD > SB (43)1, n >- 1,n'
Consider some j < 1 and let (j - 1) be the customer who initializes the busy period in
which the 0th customer is served. Let t be the time that the (j - 1)st customer arrived,
t' the time that the (j - 1)st customer departed, and t" the time that the nth customer
departed. Figure 5 depicts the situation. Note that
Bj_1 + S D > SAn (44)
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Since the system is busy from the arrival of the (j - 1)st customer until the departure of
customer 0, we have
SD0 = sJ O. (45)
Therefore, from (45) and (44) we have
SDf = Sp,- _ > SD  ,- B-1 So - SA _- Sf_ . (46)
Now, from (43) and (46) we obtain
P[S na] < rna] p[SB< na, 3 j <1 s.t. SA - SfB < na]
.... 1,n - I ,n 3-1,0 -< 
= p[SBl < na]P[min[SfA - Sf 1, 0] < na], (47)
since the service times Bi are assumed to be independent and independent of the arrival
process. Notice that
min[SA - SfB 10] = An- max[SB A 1-].J•1 3,n 3-•o<1 3,0 ,n-
Since the moment generating function of An is independent of n, we use Lemma 4.2 to
obtain
limsup - logE[eOminj<l[Sj- - ] < AA(0), (48)
n-+oo n/4
for 0 < 0, satisfying AA(0) + AB(-0) < 0.
Using Markov's inequality we obtain
lim sup- log P[min[S'n - Sf 1,0] < na] < AA(0)- Oa.
n-+oo n j<_l 3Jn
Optimizing over 0 to obtain the tightest bound we finally find (note that for 0 < 0 we have
A (0) = AA(0))
limsup - log P[min[Sn - SB 1 0] < na] < - sup [Oa - AA(0)]. (49)
n--oo n J<1 , {0AA(0)+AB(-0)<o}
Moreover from Assumption B we can assert that
lim sup- log P[SB,~ <_ na] < -A-(a). (50)
n-+oo n 
Combining Eqs. (50) and (49) along with Eq. (47) we obtain (40).
Obtaining a lower bound on the tail probability of SDn is much more involved. Assump-
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tion B which provides a LDP for the partial sums S'A SB of the interarrival and service
times is not sufficient. Assumption C which provides a LDP for the partial sum processes
SAj, j = 1,... ,n} and {SP., 1 < i < j < n}, is required. In the next proposition we
derive a lower bound on the tail probability of S D and we prove that the departure process
{Si, i = 1,... , n} satisfies Assumption C.
Proposition 5.2 (Lower Bound) Under Assumptions B and C, the partial sum S D of
the departure process of a G/GIl/ queue under FCFS satisfies
lim inf - log P[Sfn < na] > -AD-(a). (51)
n--oo n
Moreover, the departure process {SD, i = 1,..., n satisfies Assumption C.
Proof: We distinguish two cases: a < E[B] and a > E[B], where E[B] denotes the mean
service time. For the case a < E[B], we fix e1,e2 > 0, ( > 0, Y1,Y2 > 0 such that Yi -Y2 = a
and Y' > a. Consider the set of all sample paths that satisfy
(k+ l1-j)a- en<S Bk < (k + 1-j)a + en, 1 < j k<n, (52)
-,k < (On + k - 1) C + Eln, k=1, n, (53)
and
SBnl,0 > ny2 + 2nel. (54)
We state the following lemma the proof of which is deferred until the end of the current
proof.
Lemma 5.3 For any sample path that satisfies (52), (53) and (54) we have
Dk = Bk, k = 1,... , n. (55)
As a consequence it is clear from (52) that within this set of sample paths we have
S Di < ia + emn, i = 1,..., n. Therefore,
P[S1,i i< ia + eln, i= 1,... ,n] >
P[(k + 1-j)a-exln < Sjk< (k + 1 - j)a + eln, 1 < j < k i n] x
sup sup P[Sn,k < (n k - 1) Yi en, k = 1,... ,n] x
{(>-I 1+ >a} Yl+ 
P[SCn_l,o > ny2 + 2nel]
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> sup sup exp -(A(a) + e) - n [A )(1+
{>01 t 1+< >a} Y'-Y2=a
- n Al` (Y22E) + em] }, (56)
where the last inequality holds for large n and is obtained by applying Assumption C to
the arrival and service processes. We can now choose appropriate 6', e" and e"' such that
for sufficiently large n and given e2 we have
P[Sfi -< ia + eln, i = 1,... ,n] > sup sup exp -n [AB (a)+
{(>o1 l+<' >a} Y1-Y2=a
A` ( +()(1 +() + A`( )1+ E2] } (57)
Now note that we can remove the constraint __ > a from the optimization in (57), since we
are in the region a < E[B]. To see that consider a choice of yi, Y2 such that Y1 -Y2 = a and
a > Y . This implies Y2 < a. Let us now increase yi so that Il = a and = a < E[B].
Then, A*-( __) decreases while A B+( ) stays at zero. Hence, values of yi such that a > 1+¢
are dominated by yl = (1 + ~)a which proves that the constraint l+< > a can be removed.
We now use convex analysis to prove that A`J (a) as defined in Eq. (42) is equal to
-sup sup { -(1 + )A*- (1+) -(A + (Y))
>O yl--y2=a
thus, proving that the lower bound in (57) (taking e2 -+ 0) matches the upper bound
obtained in Proposition 5.1. Dualizing the constraint AA(0) + AB(-O) < 0 we obtain (note
that AA(0) + AB(-0) < 0 if and only if AA(0) + A+(-0) < 0)
- A`--(a) = - sup [Oa - A-(0)]
{0IAA(0)+AB(-0)<<o
= inf [-Oa + A-(0)]
{G0AA(0)+AB (-0)<0- }
= sup- sup {sup[0a - (1 + )A()-A(-)]
(>o 0
= SUp {- yinfa [(1 + (AA ( )± B ()]
()0 y1-Y2=a
=sup sup [--(1+ ()A- (1+) (AB+ ()] ' (58)
C>O yl-Y2=a
To see that, note that for convex functions f, fl, f2 and for a scalar c > 0, it holds (cf)*(x*) =
cf*(x*/c), and (fi + f 2 )*(x*) = infl+ =2*X[fL*(x) + f2*(x2)] (see [Roc70] for details).
In summary, for the region a < E[B] we have verified that Assumption C holds for the
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departure process, i.e.,
P[Si. < ia + exn, i = 1,... ,in] > e-n(A - (a)+E2) (59)
By taking El, e2 -+ 0 and since P[SD < na] is clearly larger than the probability in (59),
(51) is verified for the same region.
We now consider the region a > E[B]. Fix e1, e2 > 0, C > 0 and Y1, Y2 > 0 such that yl -
Y2 = a and -2- > a. Consider the set of all sample paths that satisfy
S Bk < (k+ 1 - j)a +Eln, < j < k < n, (60)
-A Y, -(61)Cn, k < ((Sn + k - 1) Y + Ein, k = 1,... , n, (61)
and
SB(n-_lo > nY - eln. (62)
We state the following lemma the proof of which is also deferred until the end of the current
proof.
Lemma 5.4 For any sample path that satisfies (60), (61) and (62) we have
SI& < ka + 3eln, k = 1,... n. (63)
Therefore,
P[SDk < ka + 3Eln, k = 1,... ,n] >
P[SBk <(k+l-j)a + En, 1< j< k<n] x
sup sup P[SA,k < ((n + k-1)- y + e1n, k = 1,... n] x
1+( '
P[SBCn, o > ny 2 - E1 n]. (64)
Since we are in the region a > E[B], the first term in the right hand side of (64) is 0(1).
By similar calculations as the ones performed in the case a < E[B] (see Eq. (57) ) it can
be verified that
P[S1k < ka + 3eln, k= 1,... ,n] > sup sup exp{-n [A- (+' ) (1 + )+
{(>O[ 1- a} yl-y2=a
19A*+ ( ) + E2 (65)
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We now argue that the constraint Y; > a can be removed from the optimization in (65).
Consider a choice of y, = Y1, Y2 = Y2 and C = C such that y1 - Y2 = a and _i- < a. Let us1+¢
now consider the subset of sample paths with 0 = , Yl = a and Y2 = 0 from those satisfying
(60), (61) and (62). It is easy to see that the probability of this subset is e-nA - (a). Now
note that since Y-+ < a we have1+¢
exp{-nA*-(a)} > exp{-n [A' ( ) (1 + ) + A` ( ) ]}
This shows that there exist choices of Y, Y2 and ~ satisfying _Y_ > a that have a better
exponent. Hence, the constraint _Y_ > a can indeed be removed.
Thus, for the region a > E[B] also, Assumption C holds for the departure process, i.e.,
for all e1 , e2 > 0 and for large enough n we have
P[iS,k < ka + 3e1n, k = 1,... ,n] > e- n(Ar- (a)+ e2) = e-n(A i- (a)+f2) (66)
Note that when a > E[B] we have Ar-(a) = A`-(a). By taking e61,2 - O0 and since
P[Sn < na] is clearly larger than the probability in (66), (51) is also verified for the same
region.
Proof of Lemma 5.3: Note that for k = 1,... , n from (53) we obtain
sA
cn,k < ((n + k- 1) Y + ln
• (ny2 + 2nel) + (a(k - 1) - Eln)
-sn-<B 0 + SB - SB (67)
< _C(n-1 o +1,k-1 =- -(n-l,k-1 - l
where the second inequality holds because the two sides are equal at k = n + 1 and because
+, > a. The third inequality is justified by (52) and (54).
Let t be the arrival time of customer -(n- 1. Then customer k arrives at time t+SAnl,k.
The service time of customer k - 1 can end no earlier than t + SB ,k > t + SA
Hence, customer k finds a busy system upon arrival and therefore Dk = Bk, k = 1,... , n.
The above proof indicates the most likely path along which the large deviation of S1,n
occurs when a < E[B]. Let (*, y* and y* solve the optimization problem in (57). The large
deviation in SDn occurs by
Maintaining an empirical arrival rate of 1 +_ from the arrival of customer -(*n - 1,
Yl
until the departure of the nth customer, and an empirical service rate of - from they2
arrival of customer -(*n - 1, until the departure of the 0th customer, and by
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* Maintaining an empirical service rate of 1/a from the departure of the 0th customer
until the departure of the nth customer.
Figure 6 illustrates the situation.
arrival rate
service rate
rate
a
1+( --..-- - - - - - - - - - - - - - - - - - - - - - - - - -
1 t 
. -" - I a i
cust. -(*n- 1 arrives cust. 0 departs cust. n departs
Figure 6: The most likely path for large deviations of S D , when a < E[B].
Proof of Lemma 5.4: Note that for k = 1,... , n from (61) and (62) we obtain
SACn,k < (ny2 - eln) + ((k - 1)a + 261n) < (k - 1)a + 2eln + SB (68)
by using the argument used in Eq. (67). Let t be the arrival time of customer -(n - 1.
Then customer k arrives at time t + SAcn,k. We distinguish two cases. In case 1, customer
k finds a busy system upon arrival in which case Dk = Bk. In case 2, customer k finds an
empty system upon arrival. Then it departs at time t' where
t, = t + S_-(nk + Bk < ka + 3eln + t + SB (69)
by using (60) and (68). Let t" the departure time of the 0th customer. Clearly, t" >
t + SB¢,_1,0, which along with (69) implies that t'- t" < ka + 3ecn. But, according to their
definition t' - t" = SD
1,k-
The above proof implies that the most likely path along which the deviation of S D1,n
occurs when a > E[B] is the following: the first departures out of customers 1,..., n will
occur at a rate of E-]i > ! until the system becomes empty. Subsequent departures will
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occur according to the arrival rate 1+-. In any case, SD < ka will hold, but the departurey{ 1,k -
process will not follow a straight line scenario as it was the case in the region a < E[B].
Combining Propositions 5.1 and 5.2 we obtain the following theorem.
Theorem 5.5 Under Assumptions B and C, the partial sum SD of the departure process
of a G/GI/1 queue under FCFS satisfies
lim - log P[Sn< na] = -AD (a), (70)
n-+oo n
where
A- (a) = A- (a) + Ar-(a)
and
AR-(a) = sup [a - AA-(0)].
{0lAA(0)+AB (-0)<o}
We now argue that the passing-through-a-queue operation preserves Assumption B.
Proposition 5.2 establishes that it preserves Assumption C. To see that the departure
process satisfies Assumption B, notice that we have proven a LDP for the departure process
with large deviations rate function expressed as a function of the large deviations rate
function of the arrival and service processes.
Throughout this section we have assumed that the service times Bi are iid. A close
examination of the proofs of Propositions 5.1 and 5.2, suggests that a weaker condition is
sufficient for our purposes. Namely, we only need the random variables SB and S' to be
approximately independent for every j < 0, as n -+ oo. A mixing condition of the type
E[eOSoe0S'] -= E[e9So]E[eSs n]ene(n) for every j < 0, where lim,,,o e(n) = 0, is sufficient.
An alternative expression for A*-(.) which is a consequence of the defining Eq. (41) is
AD-(a) = A-(a) + A -(a) = A(a) + A-(a) if A ) (71)
AB (a) + O*a - AA(O*) if a < A't(O*)
where O* is defined in the statement of Thin. 4.1 and AIA(x) denotes the derivative of AA(')
evaluated at x. To see that consult Figure 2 and notice that the first branch of Eq. (71)
corresponds to the region of a where the constraint AA(0) + AB(-O) < 0 is not tight, and
the second branch to the region of a where this constraint is tight.
To obtain the limiting log-moment generating function for the partial sum of the depar-
ture process, we take the convex dual of A*-(.) in (71). Using the duality correspondences
proven in [Roc70] we obtain the following corollary.
Corollary 5.6 Under Assumptions B and C we have
A-(0) | infol+02={A(0) + A(0 2)} if 0 > 72)
DA() = AB(0 - 9*) + AA(*) if < (72)
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where
da [A (a) + A7 (a)] aA (9). (73)
It is instructive to determine the fluctuations of the queue length that lead to a large
deviation in the departure process. Let (* solve the optimization problem in (57) or (65).
Let t be the arrival time of customer -(*n - 1. The 0th customer arrives at t + SAtn0 and
departs no earlier than t + S(I_n . 0 Thus, for the waiting time of customer 0 holds
Wo - -1, o t +(-, = 5-1 0 ,o= Sn--,O -in,O - W0. (74)
A close examination of the proofs of Propositions 5.1 and 5.2 suggests that A*-(.) is the
large deviations rate function of the process
{(*n,k -sn- k = 1,... , n} {Sk - W k =1,. n. (75)
From the above discussion and Eq. (71) we conclude that depending on the value of a,
we can distinguish two cases for the large deviation in the departure process to occur.
a > AA(0*): In this region, A*-(a) = A`-(a) and from Eq. (75) it is clear that the most
likely way for the large deviation in the departure process to occur is the 0th customer
to incur 0(1) waiting time, which implies that it finds a queue length of 0(1) upon
arrival.
a < A'(0*): In this region, A*-(a) = O*a - AA(0*) and from Eq. (75) it is clear that the
most likely way for the large deviation in the departure process to occur is the 0th
customer to incur a large waiting time (recall from Thm. 4.1 that the large deviations
rate function for the waiting time is linear with slope 9*).
Hence, taking also into account Fig. 6 we can infer for the queue length the cases depicted
in Figure 7. In Region 2 and in contrast with Region 1, the queue builds up to lead to a
large deviation in the departure process. As we have already discussed, whether the queue
empties before the departure of customer n depends on whether a < E[B] or a > E[B].
5.1 Special Cases
In this section we apply Theorem 5.5 to two special cases. Namely, we study the departure
process, in the large deviations regime, of an M/M/1 queue and a G/D/1 queue.
The departure process of a G/D/1 queue
We assume, as in Section 5, that the interarrival times process {Ai, i E Z} is stationary and
Ai are possibly dependent random variables. The service times Bi are iid random variables
23
Region 1: a > A'(0*) Region 2: a < A'(0*)
queue length queue length
o~~~." o ~~ ust. 0 departs Cust. departscust. 0 departs cust. 0 departs cust. n departs
cust. 0 arrives cust. t. -(*n - 1 arrives
Figure 7: Two cases for the queue lenigth if a < E[B].
and equal to c w.p.1. Interarrival and service times are assumed independent.
It is straightforward that AB(0) = cO. Therefore a simple calculation yields
A*;-( ) { O+oo if a < c (76)A*- (a) = . (76)
Moreover,
A- (a) = sup [Oa - AA(0)] = a - A(0), (77)
{(IAA(O)--c<O}
where 0 is the optimizing 0. Note that by taking a > c we have AA(0) - c < 0, which
implies that for such a we have AR- (a) = A7-(a). Therefore, using Eq. (41),
A-(a) = { oa ifa c (78)
A`-(a) ifa > c
This is exactly the result obtained in [dVCW93] for a discrete time model.
The departure process of an M/M/1 queue
We assume that the arrival process is Poisson with rate A and the service times are iid,
distributed according to an exponential distribution with parameter M.
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It is straightforward to calculate
AA(0) = log(A ), AB(0) = log(P 0 (79)
Now, notice that
AA (0) + ABA(-) = =1= 0 = 0, 0 = A-, (80)
which implies that 0* = A - u, where 0* is defined in the statement of Thm. 4.1. Moreover,
notice that
X - 0* X 1
A(* A (A - *)2 =
Thus, using Eq. (71), we obtain for a > 1/p,
AD- (a) = A- (a) +- A (a) = AA (a), (81)
since by definition A*-(a) = 0 for a > 1/I/. Using the second branch of Eq. (71), we obtain
for a < 1//,
AD-(a) = A- (a) + a(A - /) - log(A//). (82)
But
A -(a) = sup[Oa - A-(0)] = a, - 1 - log(a/u),
since, by differentiating, the optimal 0 is found equal to (ap - 1)/a. Thus, from Eq. (82),
for a < 1//L,
AD-(a) = aA - 1 - log(aA) = AT-(a). (83)
Summarizing Eq. (81) and (83) we finally obtain
AD- (a) = AT (a). (84)
This result is in accordance with Burke's output Theorem which states that the departure
process of an M/M/1 queue is Poisson with rate A (see [Kel79]).
6 Superposition of independent streams
In this section we treat the superposition operation of our network model. In particular, we
derive a LDP for the process resulting from the superposition of independent arrival streams
and we show that the superposition preserves Assumptions B and C. However, as it will
become clear in the sequel, in order to derive this LDP we need a result that connects, in
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the large deviations regime, the Palm distribution of the arrival process (i.e., as it is seen by
a random customer) with its stationary distribution as seen at a random time. This result
is presented in Subsection 6.1 and could be of independent interest.
Consider two independent arrival streams. By Al (resp. A2), i E Z, we denote the
interarrival time of the ith customer in stream 1 (resp. 2). We assume that the processes
A', A?, i E E} are stationary, and mutually independent. However the interarrival times in
each stream may be dependent. We impose Assumptions B and C on the arrival process of
each stream. We denote by Al '2, i E Z, the interarrival times of the process resulting from
the superposition. It should be noted that in order to derive the LDP for the superposition,
Assumption C is not used.
The next theorem establishes a LDP for the partial sum SA'x, of the aggregate process,
resulting from the superposition of streams 1 and 2.
Theorem 6.1 Under Assumption B, the partial sum S1A, 2 of the aggregate process, result-
ing from the superposition of the independent processes A 1, A2, i E Z, satisfies
lim 1log P[SA' <na] =- inf [6,AA*(a/6,) + 2 A*-(a/6 2)]--A*, 2 (a). (85)
n-+c* n n 61+62=1
61,32Ž0
Proof: Consult Figure 8. Consider the partial sum SA',2 and let H, (resp. H 2 ) denote
SA1
l,k I
A' i I I I ' I 
1
,cA 2 2
:l,n- k
na
Figure 8: Superposition of two independent streams.
the event that the first customer of the aggregate process originates from stream 1 (resp.
2). We first obta n an upper bound on [Sa I Hi]. Notice that
,j IVI\U UVU1~,, r~l VUIUVI . 1,n -
-n A1,2 A1 I ,, Al ??A 2P[S1, _ na H 1] = P[S1, < na, S , > na]PRrS h a]
ttS c [ln $__- 
k=1
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n_• P[SIk _< na]PR[SAn_k < na]. (86)
k=l
Here, P[.] denotes the probability distribution seen by a random customer (Palm distri-
bution) and PR[.] denotes the probability distribution seen at a random time. Due to the
independence of the two arrival streams, an arrival originating from stream 1 constitutes a
random incidence in the arrival process of stream 2 and therefore we are interested in the
probability distribution seen at a random time for events concerning stream 2.
In Subsection 6.1 it is shown that
lima- 1 logPR[S < n = li < naa] = -A*-(a). (87)
n-+co n n-+oo n
Therefore, from (86), letting k = n6, 6 E [0, 1] (n6 is assumed integer), and taking large n
we obtain
PrSA',2 < na H 1] < E P[SA, 6 < na]PR[SA,(l_a) < na]
6E[0,1]
PISA i A2
<n sup P[Sa < na]PR[S,n(la) < na] =
6E[0,1]
limsup1 log P[SA2 < na I H1] <- inf [6A7L(a/6) + (1 - )A (a/(1 - 6))]
= - inf [61A~7(a/6i) + 62 A '(a/62 )]. (88)
61+62=1
61,62 >0
To obtain a lower bound notice that
P[SA" < na I H1] > sup P[Sal < na]PR[S,(la) < na] a
6E[0,1I
lim inf log P[SA, <1 na | H1] > - inf []AML(a/6) + (1- 6)A-(a/(l -6))]
n-+oo n 'E[0,1]
- inf [61A*-(a/61 ) + 62 AA(a/62 )]. (89)
61+62=1
61,62>0
Finally, observe that because of symmetry, Eqs. (88) and (89) also hold for P[SA'2 < na I
H2]. This along with the fact
P[S,Zn <• na] = P[SA1 <_ na I Hl]P[H1] + P[SlAn < na I H 2]P[H 2],
proves the theorem.
Remark: Let 6J, 6* solve the optimization problem in (85). It can be seen that the most
likely path to have a large deviation in the aggregate process is to maintain an empirical
arrival rate of - in stream 1 and a rate of 6 in stream 2. Then, since J6 + 6* = 1 the
a a 2
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empirical rate of the aggregate process is -.
a
Using induction on the number of streams superimposed we generalize Theorem 6.1 to
obtain the following corollary.
Corollary 6.2 Under Assumption B, the partial sum SlA"'' of the aggregate process,
resulting from the superposition of the m independent processes A, ... , A m i E Z, satisfies
~~~~~1 m
lim 1 -log P[SA"" < na] = - inf kA (a/k) A (a) (90)n-4oo n n - 6j+-"+6-= -A A ,.__ (a). (90)
615... >,,,_0 k=l
Using convex duality one can obtain the limiting log-moment generating function A-1 .... (.)
of S1,A" as the convex dual of its large deviations rate function A4 7 ...., (.).
We now proceed into proving that the aggregate process, resulting from the superpo-
sition of independent streams which satisfy Assumptions B and C also satisfies the same
assumptions. It is clear that the process resulting from the superposition satisfies Assump-
tion B, since we have proven a LDP for this process with large deviations rate function
expressed as a function of the large deviations rate function of the superimposed processes.
The next Theorem establishes that the process resulting from the superposition satisfies
Assumption C.
Theorem 6.3 Assume that the m independent processes Al,.. . , Am i E Z satisfy Assump-
tion C. The aggregate process resulting from their superposition also satisfies Assumption
C.
Proof: It suffices to prove the result for m = 2 since by using induction we can prove it
for any m. We need to prove that for every e1, 62, a > 0, there exists Ms such that for all
n > Ms
e-n(AA2(a)+ E2) < P[S1Aj' -ja < eln, j = 1,.. ,n]. (91)
Following the steps of the proof of Theorem 6.1 we consider the scenario that a fraction a of
customers of the aggregate process originates from the A' process. Again, H, denotes the
event that customer 1 of the aggregate process originates from the Al process. We have
P[SA1,2 -ja < eln, j = 1,..., n H1] >
> sup P[S,1j6 - jaa < en, j = 1,...,n] x
6E[0,1]
pPSA 2 (92)PR[Sl1,j(16 )- ja < ein, j = 1,... ,n]. (92)
Using Assumption C for the A' stream we obtain for large enough n
P[Sit -ja < eln, j = 1,... ,n] _ e-6(A3(a/6)+E') (93)
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In Subsection 6.1 (Lemma 6.6) it is shown that for large enough n
PR [$,(-2)- ja < eln, j = 1,... , n] > e-n(1-)(A 2 (a/(1 - )) 'e ) (94)
To obtain (91) it suffices to choose appropriate E' and e" such that for large enough n and
given 62
e-ninf6sE[o.1] [5(A* ) (a/1 +e')-(-)( ( a(1-))")] > e-n(A,2(a)e2)
6.1 Connection between Palm and stationary distributions in the large
deviations regime
In this subsection we show that the stationary and the Palm distribution of the same point
process have the same large deviations behaviour.
Consider a stationary arrival process satisfying Assumptions B with interarrivals Ai, i E
Z. Due to Assumption B and the Gartner-Ellis Thm. we have
lim ogP[SA< na] = -AA (a). (95)
n-oo n
As explained in the proof of Thm. 6.1, P[-] denotes the probability distribution seen by a
random customer (customer 1 in the case of Eq. (95)). Consider now a random time (say
t = 0) and assume that customer 1 is the first customer to arrive after t = O. Let U, V
denote the duration and the age, respectively, of Ao. The situation is depicted in Figure 9.
By PR['] we denote the probability distribution seen at the random time t = 0 and we
t=v
I I 
t
U SA
Figure 9: The arrival process seen at a random time.
are interested in obtaining a LDP for SAn under PR[.]. The next theorem establishes the
result. Moreover, we are also interested in obtaining a LDP result for the partial sum
process {Sj, j = 1, ... , n} under PR['] when Assumption C is satisfied. The latter result
is obtained in Lemma 6.6.
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Theorem 6.4 Under Assumption B we have
tim ilog PR[SlAn < na] = -A-(a). (96)
n--+oo n -
Proof: Let ER[-] denote the expectation with respect to PR[.]. We use a standard pro-
cedure to relate ER[.] to E[.] (see [Wal88]). Consider an arbitrary function f(.) of SjA . It
can be shown ([Wal88, ch. 7]) that
ER[f(Sl,n) I V = v, U = u] = E[f(Sin) I Ao = u].
Thus following the steps in [Wal88, ch. 7],
E[] J j' E[f (Sn) I Ao = u] dv dFAo(u)
= E[ f(S)Ad
=0
= E[Aof(SAn)], (97)
where we have assumed without loss of generality that E[A 1] = 1, and we have used the
notation FAo (.) for the distribution function of Ao.
To obtain an upper bound on ER[eOs ,,] we set f(.) = ee. and use Holder's inequality.
Namely,
ER[eRs[n] = E[Aoe Si~]
(p + q = 1) = E[(Ap) /P(e<qSl )/ q] < E[Ap]l/PE[eOqSi4 ]1/q, (98)
which implies
1 log E[Ap] AA (Oq) AA (Oq)
limsup logER[eOS.n] < limsup logE[A + AA ) AA((99)
n-oo n n-oo pn q q
since the first term of the right hand side vanishes for p / 0. Taking the limit as q O0 in
the above equation, using Hospital's rule and the convexity of AA(.) we obtain
1 AA (Oq) =limsup - log ER[e°s n] < limsup = OAA(0) < AA(0). (100)
n-*oo n q-+0 q
Therefore using Eq. (100) and the Markov inequality we obtain
lim sup - log P[ < na] < -A (a). (101)
n-+oo n
To obtain now a lower bound on PR[S[4 n < na] set f(S1A) = 1{SIA • na} in Eq. (97),
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where 1{ } denotes the indicator function. WVe have
PR[S14 n _< na] = uP[S n < na I Ao = u] dFAo(u)
1 A> n2 -/ 2P[S1A, < na I Ao = u] dFAo( u)
= 2P[Sn < na,Ao _> ]. (102)
We need the following lemma the proof of which is deferred until the end of the current
proof.
Lemma 6.5 Under Assumption B and for every positive e and a, there exists Na,e such
that for every n > Na,e it holds
P[S1,n < na, Ao > ] e-n(A(a)+e) (103)
We now use Lemma 6.5 in Eq. (102) and take e -+ 0 to obtain
liminf -log PR[SA < na] > -A7-(a).
n-~-oo n.
Proof of Lemma 6.5: Eq. (95) implies that for every positive e' and a there exists N', e,
such that for every n > N,',e it holds
e- n(A ;C (a)+E') < P[SA < na] < e- n(A- (a)- .') (104)
Fix now a, e' > 0, and let 3 = e'. We have
P[S, < na, Ao _ ] =
1n5
(by stationarity) = P[S ,i naAi 2
(union bound) > P[3i E [1, nS] s.t. Si+l,i+n < na, Ai > ]
> P[S(+) < na,3i E [1,n] s.t. Ai _> 1
71p A
1 A n6
> A P [ 1,n(l+6) < na, E Ai > n2]
i=1
nJn1
(P[A n B] > P[A] - P[Bc]) > - P[S,,(Ž+a) < na] - nP[S, < n
1 -n(1+6)(A(n( a )+-,') p[
_> e-n( +)(^ ()+ ) 'IP[ < ], (105)
n31 ,n
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where the last inequality holds for all n > N'a . Note that we have used the notation
1+5 IC'
BC to denote the complement of B. We next show that for n -+ oo (keeping a, 6, e' fixed)
we can neglect the second term in the right hand side of (105). To see that note that for
all / positive there exists Na,el such that for all n > N,E,,, it holds
P[SjA1 • /] < P[S] j 6 < nb] < en(A- ( )- ') (106)1~l,n6 < n 1 -L L~l,n  n6P]I e-"(~~(P)-'~). (106)
By taking 3, 5 and e' small enough and n >- Ne,e we can achieve
AA (3) - E > (1 + +)(A' ( a) ±+ e). (107)
Here we are using the fact that for sufficiently small /, A*-(3) > A*- (y-) since A7-(/3) is
monotonically increasing as 3 $ 0.
Observe now that the value of j which satisfies Eq. (107) is a function of a, 3 and e'.
Therefore, using Eq. (106), there exists Na,3,  such that for all n > Na,,E', it holds
-1 P[Sn - n )((+ (108)
n-6 i n _ -- e
Combining Eqs. (108) and (105) we conclude that there exists Na,6,e, such that for all
n >_ Na,,e, it holds
1 e-nO1+a)(AA (1-Ya)+ (109)P [Sj < na,Ao > > 16 (109)
We now choose E' such that (recall 3 = e')
1 -n(l+e')(AA-( 1---er)+e' ) > e-n(A-(a)+e)
2ne'
for all n > Na,,. This can be done due to the continuity of AA-(.).
Lemma 6.6 Under Assumptions B and C we have that for every e1, e2, a > 0 there exists
Na,El,E2 such that for all n > Na,E, 2 it holds
PR[SAj < ja + eln, j = 1,... ,n] > e-n(A -(a)+e2) (110)
Proof: Following the proof of the lower bound in Thm. 6.4 (Eq. (102)) we have
PR[Sj < ja + en, j = ,.. ., n] > P[SJA < ja + Eln, j = 1,... , Ao > 2].
7322(111)
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Now, as in the proof of Lemma 6.5, fixing a, el, e2 > 0 we obtain
P[S < ja + eln, j = 1,... , n, Ao ]=
1 l~lc~j~lc ni
n P[S +kj+k < ja + eln, j = 1,.. ,n, Ak > ]
k=l
> P[3k E [1, n6] s.t. SlA+k,+k < ja + Eln, j = 1,... ,n, Ak 12]
> -nP[Vk E [1, n6] •1+kj+k < ja + eln, j = 1,... ,n, 3k E [1, n6] s.t. Ak > n2
_> P[Vk E [1, n] SA ja + Eln, j = 1,... ,n] - .I A I (112)
Now notice that
P[Vk E [1, n6] SA+k+k < ja + eln, j = 1,... ,n] =
P[Vk E[1, nr] SAj+k -Sk <_ (j + k)a -ka + eln, j = 1,..., n]
PS,j+k < (j + k)a + Vk E [1, n6], j = 1,... n, > ka k [1, n]] =
P[Sl,j+k < (j + k)a + 2En, Vk E [1, n6], j = 1,... ,n] > e- n(1+6)(A7- (a)+e') (113)
where the last equality is obtained by choosing sufficiently small 6 such that nda - in < 0
which implies that P[SAk > ka - 2 Vk E [1, n5]] = 1. The last inequality holds, due to
Assumption C, for all n > N' Now, as in Lemma 6.5 it can be shown that there exists
N",,,, such that for all n > N",1 ', it holds
1 1
- 2rP [Sln < n] >-e-n(l+)(A(a)+)> (114)2n6 TP[Sl,ni < - 2n-
Combining Eqs. (111), (112), (113) and (114) we conclude that there exists Na,El, 6,E, such
that for all n > Na,E,,6,E, it holds
PR[Sij < ja + eln, j = 1,.. ,n] > 1-e-(l+~)(A (~)+L') (115)
We now choose e' and if necessary 3 smaller than the one chosen above for the purposes of
(113), such that
1 e-n(l+6)(A-(a)+e') > e-n(AA-(a)+e2)
2n36
for n > Na,1,e12
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7 Bernoulli splitting of a stream
In this section we treat the splitting operation of our network model. In particular, we
derive a LDP for the process resulting from the splitting of a stream to a number of streams
and we show that splitting preserves Assumptions B and C.
Consider a stream with stationary interarrival times Ai, i E Z, which is split to 2
substreams. In particular, arrivals of the "master" stream are directed with probabilities
p and 1 -p to substreams 1 and 2, respectively. The next theorem provides a LDP for
stream 1. Since stream 1 is chosen arbitrarily, by relabelling the streams one can obtain
a LDP for stream 2. The more general case in which the master stream is split to more
than two substreams can be handled successive splitting to two substreams. Let us denote
by At, A 2, i E Z, the interarrival times of substreams 1,2, respectively. A*(.) and AA(.)
denote the large deviations rate function and the limiting log-moment generating function
of the master stream.
Theorem 7.1 Under Assumption B, the partial sum S n of substream 1 satisfies
im-log P[Sn < na] = -inf 1 + 6)A- -
n--4oo n ' 5_>0
-log(1 +±) -logp- Slog(1 -p)] -A*-7(a). (116)
Proof: Let out of n + k arrivals from the master stream, n be directed to substream 1
and k to substream 2, respectively. Thus,
P[SA' < na]=
n-1 ) P[SiAn+k < na]pn(1 _ p)kk=0
z ( n( + 6)-1 ) P[Si (l+) na]pn(1 _ p)na, (117)
where we have made the substitution k = nS (assuming n3 is integer). Using Stirling's
approximation we obtain
( n( + )-l ) , (n-1/2(l + 6),)
Thus, using (117) we obtain
P[S <(1 + P[) na] p + n (1- p),<. (118)
5>0
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Finally, by using
lim log P[S (l+6) < na] =-(1 + )) 
n--oo n 1 +
we obtain (116).
We now argue that splitting preserves Assumptions B, and C. It is clear that the
process resulting from splitting satisfies Assumption B, since we have proven a LDP for this
process with large deviations rate function expressed as a function of the large deviations
rate function of the master process. The next theorem establishes that the process resulting
from splitting satisfies Assumption C.
Theorem 7.2 Assume that the process {Ai, i E Z}, satisfies Assumptions B and C. Then
the A1 process satisfies Assumption C.
Proof: The proof is very similar to the proof of Theorem 7.1. As in Eq. (117) we consider
the scenario that a fraction 1 of the arrivals from the master stream is routed to stream 1.1+6
Thus, to achieve SAj -ja < Eln, j = 1,... , n, it suffices to have SAj(l+ 6) -ja < en, j =
1,... , n. Taking also into account the number of ways that the routing of n arrivals to
stream 1 from a total of n(l + d) from the master stream can be done along with the
corresponding routing probabilities we obtain
P[Sj- ja < ln, j = 1,... ,n] >
> sup(1 + 6)nP[Sij(1+ 6 ) - ja < e<n, j = 1,... , n]p(1 - p)n6,6>0
and proceed as in Theorem 7.1, using Assumption C for the master process.
8 An Example: Queues in Tandem
In this section we apply the results derived so far to obtain LDP's for two G/GI/1 queues
in tandem. Moreover we work out a numerical example in order to get a qualitative under-
standing of the results. Large deviations results for tandem queues with renewal arrivals
and exponential servers have been reported in [GA94].
Consider two G/GI/1 queues in tandem. Let Ai, i C Z, denote the interarrival times in
the first queue and B i, Bi, i E Z, the service times in the first and second queue respectively.
These processes are mutually independent, stationary and satisfy Assumptions B and C.
According to Corollary 5.6 the limiting log-moment generating function of the departure
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process from the first queue is given by
(119)A_(H) = | inf+y=o{AsLx(x) +±A(Y)} if 0> 0 (119)A D(0)= A-, (A - 0) + AA(0*)  < 
where
"A d0 d [A- l(a) + A*-(a)]1acto )
Applying Theorem 4.1 we obtain that the tail probability of the stationary waiting time,
W2, seen by a customer in the second queue, is characterized by
P[W2 > U] - eo; U, (120)
where U is large enough and 0* < 0 is the smallest root of the equation AD(0)+AB2(-0) = 0.
Since for 0 < 0 the equation AD(0)+AB2(-0) = 0 has exactly the same roots as the equation
AD(0) + A+2 (-0) = 0, it turns out that 0* is the smallest root of the equation
inf+y=o{A-,(x) + A-A(y)} + A+2(-0) = 0 if 0 > 0
A (O - 0 ) + AA(0*) + A+2 (-0) = 0 if 0 < 0
It is instructive to characterize the most likely path along which the LDP for the waiting
time occurs in the second queue. The remarks after the proof of Theorem 4.1, suggest that
the most likely path for the waiting time in the second queue is characterized by
P[WO > (i + l)a] - sup P[Si,o < (i + 1)x 1]P[S_- 1,-1 > (i + I)x 2], (121)
X2-l =a
where W02 denotes the waiting time of the 0th customer in the second queue and i is large
enough. Setting U = (i + 1)a, we obtain for large enough U
P[W2 > U] - exp {-Uinf - inf [A- (xl) + A (x 2 )]} (122)a x2-xl=a )
Let (a*, x*,x*) be the optimal solution of the optimization problem appearing in (122).
Eq. (122) suggests that the waiting time in the second queue builds up by maintaining
an empirical rate of 1/x* for the process D (departure from first queue) and an empirical
service rate (process B 2) of 1/x2.
We use the remarks after Theorem 5.5 to characterize the most likely path for the process
D to maintain an empirical rate of 1/x*. Let i* be defined by the equation i* + 1 = U/a*.
From (121), it can be seen that it suffices to characterize the most likely path along which
the event {SDi.,o < (i* + 1)x*} occurs. As shown in Theorem 5.5, this most likely path is
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characterized by
P[SD0,O (i* + l)x] exp (i*+ l)sup sup-y=a [ ( A) - ( 1+ )
-A*+( () (* ) 1A* (a)} (123)
Let (y*,y*,(*) be the solution of the optimization problem appearing in Eq. (123). We
depict the most likely path in Figure 10, for the case x1 < E[B1], where E[B1 ] denotes the
expected service time in the first queue. For the case x1 > E[B1] the most likely path can
be similarly identified (see the discussion after the proof of Lemma 5.4).
service rate in second queue
- arrival rate in first queue
rate service rate in first queue (arrival in second)
.2Y1buC* ..--.
busy period of cust. (-i* 1) cust. * -1) departs from cust. 0 departs from first
starts in first queue first queue (arrives at second) queue (arrives at second)
Figure 10: The most likely path for the waiting time in the second queue.
We now proceed with a numerical example. We chose the arrival process A to be a
two-state Markov modulated deterministic process. More precisely, we consider a two-state
Markov chain with transition probability matrix
[1/3 2/32 (124)
1/2 1/2]'
and we let the interarrival times be equal to 1 = 5 w.p.1 when the chain is at state 1, and
equal to - = 2 w.p.1 when the chain is at state 2. The steady-state probability vector for
this Markov chain is [7rl 7T2] = [ 47] and thus the mean arrival rate is A1 rl, + A2 r2 -= 3.29.
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We chose a deterministic server for both queues 1 and 2 with rate c = 3.87.
Theorem 3.1.2 in [DZ93b] calculates the limiting log-moment generating function for
the arrival process as the largest eigenvalue of the matrix Po = [pije/' ji] which in our case
is
[ 1/32e/ 1 /2e/2 ] (125)
1/2e s/ 5 1/2e0 / 2
We performed several calculations using the software package Matlab. For the tail prob-
ability of the waiting time in the first queue we found that 0F = -18.62. We calculated the
large deviations rate functions A- (a) and A- (a) for the arrival process and the departure
process from the first queue, respectively. The results appear in Figure 11. To calculate
A`-(a) we used Eq. (78). It can be seen that the first queue has a smoothing effect on the
30 I I
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....... A `  (a)20 AA(a)
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a
Figure 11: A`-(a) and A`-(a) for the numerical example.
arrival process. In other words, the departure process deviates from its mean with smaller
probability than the arrival process does. We also found that AD(0) + AB2 (-0) is strictly
negative for all 0 < 0, so as it can be seen from the proof of Theorem 4.1 that we have
02 = -oo, which means that w.p.1 a large queue does not built up in the second queue.
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Finally, we found that the departure process D2 from the second queue has large deviations
rate function AD2 (a) equal to A- (a). This, can also be seen analytically. Namely, observe
that in Eq. (77) we have A r (a) = A- (a) which implies AD (a) = A- (a).
9 Conclusions and Open Problems
We considered a single class, acyclic network of G/G/1 queues, and characterized the large
deviations behaviour of the waiting time and the queue length in all the queues of the
network. We accomplished that by obtaining the large deviations behaviour of all the
processes resulting from various operations in the network, which for the network model
that we considered were passage-from-a-queue, superposition of independent processes, and
Bernoulli splitting of a process to a number of processes. We concretely characterized the
way that these large deviations occur.
These results are to the best of our knowledge among the few that study large deviations
in a network. It is clear that more work is needed in this area, especially in view of the
important applications in high speed communication networks. It is an interesting open
problem to derive similar results for network models that have feedback and accommodate
more than one types of traffic. It would also be interesting to study, in the large deviations
regime, how different types of traffic interact and how to choose scheduling policies in order
to satisfy certain performance criteria. Work relevant to the latter problem, for the single
queue case is reported in [Tse94] and [dVK94].
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Appendix
Here we consider an arbitrary process {Xi, i E Z} that satisfies Assumption B and the
following:
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For every e1, e2, 6, a > O, there exists Mx such that for all n > Mx
e-n(A^ -(a) +E2) < P[Sx - (j-i+ l)a < Ein, 1 < i < j < n s.t. (j-i+1) > Jn].
(126)
Inequality (126) is implied by the results in [DZ93a], under some mild mixing assumptions
on the process {Xi, i E Z}. We prove that the process {Xi, i E Z} satisfies Assumption C
for the service times (Eq. (19)), i.e.,
For every el, 62, a > 0, there exists Mx such that for all n > Mx
e-n(A;-(a)+e2) < P[S j- (j-i + 1)a < Eln, 1I < i j < n]. (127)
Since Assumption C for the arrivals (Eq. (18)) is a weaker version of the above it is also
satisfied by the process {Xi, i E Z}.
Fix positive el, 62 and a. We have
P[S xj - (j - i + l )a < El n , < i < j < n]=
= P[Sj - (j-i + l)a < en, 1 < i < j < n s.t. (j-i + 1) > 3n,
sj - (ji + l)a < eln, 1 < i < j < n s.t. (j -- i + 1) < Jn]
> P[Sj - (j-i + l)a < Eln, 1 < i j < n s.t. (j-i + 1) > n] -
P[3 i < j E [1, n] s.t. (j - i + 1) < Jn and S. - (j - i + 1)a > ln]. (128)
where we have used the inequality P[A n B] > P[A] - P[BC]. Using the union bound and
the Girtner-Ellis Thm. we obtain that for all 63 > 0 there exists N1 such that for all n > N 1
P[3 i < j E [1, n] s.t. (j-i + 1) < 6n and SX - (j-i + 1)a > Eln] <
< ' P[S - (j - i + l)a > Eln]
i<jE[l,n]
(j-i+l) 6n
< S P[Sxn > Eln]
i<jE[l,n]
(j-i+l)_6n
< n2e-nd(A+( )- e3). (129)
Now for given es > 0 choose 63 and 5 small enough in order for large n to have
n2e-n(A+( )- 3) < 1e-n(Ax-(a)+E) (130)
-- 2
This can be done since Al+(3) oo00 as 3 - 0oo.
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Also, by using (126) we have that there exists N" such that for all n > N"
P[S x - (j - i + 1)a < ein, 1 < i < j < n s.t. (j - i + 1) > 6n] > e-n(A^ - (a)+±E) (131)
Combining (131), (130) and (129) with (128) we obtain that there exists N such that for
all n > N
P[SX - (j - i + 1)a < cin, 1 < i < j < n] > e- n(^ ; (a )+E2) (132)2
Finally, to obtain (127) it suffices to choose e' such that for large enough n
e-n(A; (a)+cE) > e-n(A; (a)+e2)
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