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Abstract The one‐dimensional advection dispersion equation (1D ADE) is commonly used in practice to
simulate pollutant transport processes for assessment and improvement of water quality conditions in rivers.
Various studies have shown that the longitudinal dispersion coefﬁcient used within the 1D ADE is
inﬂuenced by a range of hydraulic and geomorphological conditions. This study aims to quantify the impact
and importance of the parameter uncertainty associated with the longitudinal dispersion coefﬁcient on
modeled pollutant time‐concentration proﬁles and its implications for meeting compliance with water
quality regulations. Six regression equations for estimating longitudinal dispersion coefﬁcients are
evaluated, and commonly used evaluation criteria were assessed for their suitability. A statistical evaluation
of the regression equations based on their original calibration data sets resulted in percent bias (PBIAS)
values between −47.01% and 20.78%. For a case study, uncertainty associated with the longitudinal
dispersion coefﬁcient was propagated to time‐concentration proﬁles using 1D ADE and Monte Carlo
simulations, and 75% conﬁdence interval bands of the pollutant concentration versus time proﬁles were
derived. For two studied equations, the measured peak concentration values were above the simulated
87.5th percentile, and for the other four equations it was close to the 87.5th percentile. Subsequent
uncertainty propagation analysis of four diverse rivers show the potential considerable impact on
concentration‐duration‐frequency‐based water quality studies, with 1D ADE modeling producing
predictions of quality standard compliance which varied over hundreds of kilometers.
1. Introduction
Maintaining good surface river water quality standards for different uses (drinking, recreation, ecological
habitat, etc.) is a challenging task due to the extensive list of complex and variable natural and anthropo-
genic factors affecting water quality conditions. Rivers are subject to variable physical, chemical, and bio-
logical processes that may affect their vulnerability to pollution loads (Chapman, 1996). River water
quality models provide a tool for simulating such processes to assist in the assessment and improvement
of water quality conditions that may not be otherwise obtained from ﬁeld monitoring. However, lack of
knowledge of water quality processes and the river system of interest can limit the reliability of the model
predictions. Modeling uncertainties can thus lead to suboptimal water or infrastructure management
decisions (Sriwastava et al., 2018). Thus, quantifying and communicating the accuracy of water quality
predictions is a key component for improving water quality conditions and managing better water
resources (Refsgaard et al., 2006; van Griensven & Meixner, 2006).
While uncertainties have been studied within other areas of catchment modeling, such as rainfall‐runoff,
groundwater, wastewater treatment, and urban drainage models (Arnbjerg‐Nielsen & Harremoës, 1996;
Beven & Binley, 1992; Dotto et al., 2012; Freni & Mannina, 2010; Mannina & Viviani, 2010b; Refsgaard
et al., 2007; Schellart et al., 2010b; Willems, 2008), relatively few studies have focused on the uncertainties
within surface water quality modeling; of these most relate to biochemical processes of speciﬁc substances.
For instance Van Der Perk (1997) explored the model uncertainty and accuracy using eight phosphate
concentration models for the Biebrza River, Poland. Although they found that when increasing model com-
plexity, the accuracy of the model also increased, the parameter identiﬁability decreased and the parameters
became increasingly correlated. Abbaspour et al. (2007) evaluated the capabilities of SWAT (Soil and Water
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Assessment Tool) when modeling the Thur River basin in Switzerland. Using the 95% conﬁdence intervals
and the ratio of the mean distance in between the 95% conﬁdence intervals and standard deviation, they
found excellent predictions for ﬂow and nitrate and good predictions for sediment and total phosphorus.
Lindenschmidt et al. (2007) examined the structural uncertainty in modeling dissolved oxygen nutrients,
phytoplankton dynamics, sediment, and micropollutants using the WASP5 package (Water quality
Analysis Simulation Program) which coupled three models: (1) a hydrodynamic model, (2) a dissolved oxy-
gen, nutrient, and phytoplankton model, and (3) a sediments model. Vandenberghe et al. (2007) utilized a
Monte Carlo‐based uncertainty propagation approach to examine predictive uncertainties in the ESWAT
model due to a selection of water quality parameters and model inputs. Despite its importance in modeling
time varying/dynamic river and pollution impacts (Boxall & Guymer, 2003; Mannina & Viviani, 2010a), stu-
dies investigating the impacts of uncertainties associated with mixing processes on water quality modeling
and decision making are limited (Benke et al., 2008; Tscheikner‐Gratl et al., 2018). Existing studies have
mostly focused either on comparing the accuracy of calibrated models of varying complexity (Moghaddam
et al., 2017) or on the uncertainty in estimating dispersion (or other) parameters in themselves using differ-
ent methods, without propagating the effect of these parameter uncertainties within water quality modeling
predictions (Alizadeh et al., 2017; Noori et al., 2016; Piotrowski et al., 2010; Sattar & Gharabaghi, 2015).
When simulating large (catchment scale) systems, the modeling of the physical transport of pollutants in riv-
ers is commonly implemented within water quality models using the one‐dimensional advection dispersion
equation 1D ADE (Rutherford, 1994).
∂C
∂t
¼ −v ∂C
∂x
þ kx ∂
2C
∂x2
(1)
where C is the concentration (mg/L), t is the time (s), v is the river mean velocity (m/s), x is the distance
downstream (m), and kx is the longitudinal dispersion coefﬁcient (m
2/s). The 1D ADE describes the change
in cross‐sectional averaged concentration of a solute with respect to time as a result of the advection and dis-
persion processes in turbulent ﬂows (Fischer, 1979; Rutherford, 1994), dispersion being a product of differ-
ential advection (velocity shear) and turbulent diffusion processes. The 1D ADE is applicable in conditions
where an equilibrium becomes established between the velocity shear and diffusion processes (Shucksmith
et al., 2007). An appropriate solution to equation (1) is dependent on the boundary conditions.
Mixing processes and hence dispersion coefﬁcients are known to be highly variable between rivers and over
different hydraulic regimes. The presence of various common riverine features such as irregular bed forms,
channel meandering, vegetation, pools, and rifﬂes can largely inﬂuence such hydraulic and geometric con-
ditions leading to signiﬁcant variations in dispersion and mixing processes (Guymer, 1998; Noss & Lorke,
2016; Shucksmith et al., 2010). Despite its widespread use within modeling tools, several sources of uncer-
tainty have been identiﬁed within the 1D ADE when applied to river systems. Primarily, the 1D ADE does
not represent the asymmetry typically observed in tracer concentration proﬁles observed in ﬁeld studies
(van Mazijk & Veling, 2005). The persistent skewness in observed concentration proﬁles has been attributed
to a number of processes, including transient storage effects and hyporheic exchange processes (Bottacin‐
Busolin & Marion, 2010; Briggs et al., 2009; Fernald et al., 2001; Nordin & Troutman, 1980; Zaramella
et al., 2003), prolonged lack of equilibrium between diffusion and dispersion effects (Schmalle &
Rehmann, 2014), and use of frozen cloud type approximations within ﬁeld measurements (Rutherford,
1994). A number of modeling tools have been developed to account for proﬁle asymmetries, which generally
include additional or replacement terms and parameters to account for storage type effects in river systems
(Runkel, 1998). However, this can lead to increased difﬁculties in parameter estimation due to issues asso-
ciated with equiﬁnality (Beven & Binley, 1992; González‐Pinzõn et al., 2013) and generally requires more
complex and well‐designed measuring campaigns for calibration (Reichert & Vanrolleghem, 2001).
Despite its limitations, the 1D ADE is still the most commonly used type of model for water quality assess-
ments. In addition, most water quality assessments are relatively insensitive to the accurate prediction of dis-
tribution tails, instead being based on concentration exceedance frequencies and durations over given
thresholds (F. W. R., 2012). A number of studies have shown that the calibrated 1D ADE is able to reproduce
ﬁeld observations of mixing processes with accuracy sufﬁcient for such catchment scale water quality mod-
eling applications, without the inclusion of transient storage/increased skewness effects (Ani et al., 2009;
Launay et al., 2015; Marsili‐Libelli & Giusti, 2008).
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A common aspect of transport andmixingmodels is the identiﬁcation of parameters via calibration/ﬁtting of
the model to observed data (Fischer, 1979). However, ﬁeld measurements needed to calibrate mixing models
over a range of ﬂow conditions at a study site are often costly and time consuming. Several attempts have
therefore been made to empirically and physically quantify the 1D ADE dispersion coefﬁcient in terms of
the underlying hydraulic processes and/or general river characteristics. Elder (1959) ﬁrst derived an equa-
tion for this dispersion coefﬁcient based on an analysis of an inﬁnitely wide channel. This method has been
generally recognized (Rutherford, 1994; Seo & Cheong, 1998) to underestimate natural dispersion in rivers
due to the neglect of transverse shear dispersion processes. Fischer (1979) derived an equation for the disper-
sion coefﬁcient that included a triple integral to account for the local transversemixing. However, difﬁculties
in accounting for the transverse mixing coefﬁcient have been encountered mainly due to the absence of
information regarding the transverse velocity and depth (Deng et al., 2001). More recently, numerous
empirical equations to estimate dispersion coefﬁcient based on geometrical river characteristics have been
developed based on regression analyses of published data sets of tracer studies and the resulting ﬁtted
1D ADE parameters (Kasheﬁpour & Falconer, 2002; Liu, 1977; Magazine et al., 1988; Seo & Cheong,
1998; Zeng & Huai, 2014). These equations are commonly based on dimensional analysis of key hydraulic
and geometric parameters known to inﬂuence dispersion and turbulent diffusion processes including the
width, depth, mean velocity, and mean shear velocity. Such empirically based formulations of dispersion
coefﬁcient as a function of bulk river properties are often implemented within water quality models to deter-
mine longitudinal dispersion coefﬁcient default parameters. For instance, the default longitudinal disper-
sion coefﬁcient in the Qual2K water quality model is calculated using a regression equation from Fischer
(1975). The default value within the D‐Water Quality module used within the software packages Delft3D
and SOBEK is calculated using a function based on the mean velocity, width, Chezy coefﬁcient, and the total
depth (Deltares, 2018). InfoWorks ICM uses a default equation based on bulk river characteristics (shear
velocity, channel width, and mean ﬂow velocity) to determine the dispersion coefﬁcient (Innovyze, 2017).
This, however, raises important questions regarding the sensitivity of water quality assessments (and asso-
ciated decision making) to inaccuracies in the estimates of such parameters. Understanding the uncertain-
ties introduced via the use of these methodologies for quantifying the dispersion coefﬁcient based on bulk
river characteristics is therefore of importance when considering the accuracy of water quality modeling stu-
dies. Little research on error propagation through existing calibrated models for water quality in rivers has
been conducted to date (Benke et al., 2008), and work to understand the implications of the longitudinal dis-
persion coefﬁcient uncertainty within water quality predictions is rare. While some studies have determined
the accuracy of some parameter estimation techniques at speciﬁc case study sites (El Kadi Abderrezzak et al.,
2015; Launay et al., 2015), or investigated the uncertainties resulting from the use of the 1D ADE (as well as
an alternate stochastic transfer function‐based approach) at a site at different ﬂow rates (Romanowicz et al.,
2013), to the authors' knowledge, there is a lack of studies that robustly estimate and propagate parametric
uncertainties associated with the determination of the dispersion coefﬁcient. The nature, scale, or signiﬁ-
cance of this uncertainty, its relationship to model structure uncertainty, or the associated implications
for commonly deployed water quality assessments is therefore not currently well understood.
The aim of this paper is to quantify the impact of uncertainty introduced to river water quality modeling as a
result of utilizing current state of the art regression equations to determine longitudinal dispersion coefﬁ-
cients. The assessment is based on the 1D ADE due both to its ongoing widespread application and to the
availability of a signiﬁcant number of historical published data sets over a range of ﬁeld sites with which
to robustly characterize parameter uncertainty. This paper ﬁrst independently evaluates six longitudinal dis-
persion regression equations by quantifying their statistical accuracy against published data sets of tracer
studies. Then, a Monte Carlo analysis is carried out to propagate uncertainty inherent in the empirical for-
mulations of dispersion coefﬁcient to time‐concentration proﬁles for an independent river solute tracing
case study. Finally, the paper estimates and discusses the potential impact of this uncertainty on water qual-
ity legislation compliance based on a concentration‐duration‐frequency analysis using rivers of different
hydraulic and geometric characteristics.
2. Evaluation of Methodologies to Estimate Dispersion Coefﬁcient in Rivers
This study identiﬁed and reviewed a range of methodologies and equations for predicting longitudinal dis-
persion coefﬁcients in rivers. It was found that most regression analyses have been based on the same
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underlying data set which has grown over time as more studies have been added. The data sets consist of
published values of bulk river characteristics and “measured” dispersion coefﬁcients. Typically, these
values are based on averaged values of cross‐sectional river surveys as well as the results of tracer study
tests in which some form of parameter identiﬁcation techniques (e.g., method of moments) have been
performed to identify mixing parameters. However, given the size of the database and the unavailability
of the raw data, it is not possible to robustly evaluate the accuracy of the underlying data sets. There is
considerable overlap in the empirical basis for most published regression‐based methods found in the
literature. However, a number of statistical and regression analysis methods have been deployed in order
to produce numerous formulations to calculate dispersion coefﬁcients. In this study, we focus on six
published equations (shown in Table 1) for a more rigorous evaluation and uncertainty analysis. These
studies were selected because they contain large and clearly identiﬁable published data sets which are
comparable, thus making a fair comparison of their potential predictive accuracy. In addition, as analysis
techniques have progressed, the predictive power and accuracy of the regression equations have tended to
grow over time. Therefore, by utilizing relatively recent methodologies, we aim to evaluate the best case
in terms of uncertainty levels within water quality predictions. The identiﬁed equations are commonly
based on regression analysis of key identiﬁed parameters such as the ratio between river mean velocity
and shear velocity v
u*
 
and river aspect ratio B
H
 
. These parameters have been determined to be inﬂuential
on calculating the dispersion coefﬁcient by several studies via dimensional analysis and observed
correlations (Kasheﬁpour & Falconer, 2002; Zeng & Huai, 2014). The six equations selected for analysis
are described below.
The equation presented in Deng et al. (2001) is based on Fischer (1975) triple integral for longitudinal disper-
sion coefﬁcient. By deriving an expression for the transverse velocity proﬁle in alluvial rivers, they consid-
ered the local velocity deviation from the cross‐sectional average velocity and solved the triple integral to
derive an analytical equation for the longitudinal dispersion coefﬁcient. A regression data set was used to
test the proposed equation to determine the suitability of the coefﬁcients in the equation. Etemad‐Shahidi
and Taghipour (2012) developed a model tree method to produce an alternate equation to derive the long-
itudinal dispersion coefﬁcient. The method consists of a recursive algorithm that performs the regression
analysis on the underlying data sets by reducing a standard deviation factor. Zeng and Huai (2014) used a
nondimensional analysis to determine that most equations underestimate the longitudinal dispersion coef-
ﬁcient for rivers with aspect ratios between 20 and 100. They suggested that a more accurate formula for
longitudinal dispersion can be found via implementing an additional factor based on the mean velocity.
Disley et al. (2015) performed dye‐tracing experiments on a small stream in Ontario. Using the collected
Table 1
Evaluated Longitudinal Dispersion Equations and Number of Data Sets Used in Their Development
Name Equation
Number of training/
calibration data sets
Deng et al. (2001) kx ¼ 0:158 Et vu*
 2 B
H
 1:67
Hu*;where 73
Et ¼ 0:145þ 13;520
 
v
u*
 
B
H
 1:38
Etemad‐Shahidi and Taghipour (2012) if BH ≤30:6; kx ¼ 15:49 BH
 0:78 v
u*
 0:11
H u* 149
if B
H
>30:6; kx ¼ 14:12 BH
 0:61 v
u*
 0:85
H u*
Zeng and Huai (2014) kx ¼ 5:4 BH
 0:7 v
u*
 0:13
H v 116
Disley et al. (2015) kx ¼ 3:563 Fr−0:4117 BH
 0:6776 v
u*
 1:0132
H u* 56
Wang and Huai (2016) kx ¼ 17:648 BH
 0:3619 v
u*
 1:16
H u* 116
Wang et al. (2017) kx ¼ 0:718þ 47:9 HB
 
v B 116
Note. The parameter kx is the longitudinal dispersion coefﬁcient (m
2/s), B is the river width (m),H is the river depth (m),
v is the river mean velocity (m/s), u* is the river mean shear velocity (m/s), and Fr is the Froude number.
10.1029/2018WR023417Water Resources Research
CAMACHO SUAREZ ET AL. 4396
data and a selection of rivers from previous studies, they developed a new regression equation of longitudinal
dispersion. Disley et al. (2015) incorporated the Froude number to capture the effect of the slope on
dispersion processes. Wang and Huai (2016) based a new equation on an analysis of dispersion in a
rectangular ﬂume and applied this understanding to natural rivers. To obtain the longitudinal dispersion
coefﬁcient from a rectangular ﬂume, they transformed the nonintegral form of the velocity distribution
into a Fourier series to solve the triple integral for longitudinal dispersion. Consequently, they used 80%
of their selected data set to train the algorithm developed for predicting the dispersion equation. Finally,
Wang et al. (2017) suggested a concise form of the dispersion coefﬁcient equation for various ﬂow
conditions. The study developed a general dispersion equation for pipe ﬂows and calibrated it for natural
rivers using a genetic algorithm model.
To initially evaluate the predictive accuracy of each of the regression equations presented in Table 1, a sta-
tistical analysis was conducted using the original regression data sets employed in the construction of each
formulation (Table 2). The corresponding data sets were selected for the analysis to provide a fair evaluation
of each model, so that each equation is only compared against its own regression data set. The statistical cri-
teria used to evaluate the equations include (i) percent accuracy, (ii) the root‐mean‐square error (RMSE)‐
observations standard deviation ratio (RSR), (iii) percent bias (PBIAS), (iv) coefﬁcient of determination
(R2), and (v) Nash‐Sutcliff coefﬁcient (NSC). A deﬁnition of these criteria can be found in Table 2. The opti-
mal value of the RMSE‐observations RSR is 0.0. RSR standardizes the RMSE using the observations and
describes the residual variance (Moriasi et al., 2007). The percentage bias (PBIAS), is used to measure the
tendency of the formulations to overestimate or underestimate the observed value. The optimal value of
the PBIAS is 0.0. Therefore, the best performing equation is the one with the smallest absolute value of
PBIAS (Gupta et al., 1999). Negative PBIAS value indicates that the equation is overpredicting the value
of the longitudinal dispersion coefﬁcient, while positive values indicate underprediction. The accuracy is
the percentage of predictive ratios (Pr) between 0.5 and 2 or its equivalent logarithmic range between
−0.3 and 0.3 (Seo & Cheong, 1998; White et al., 1973). The R2 describes the degree of collinearity between
the predicted and observed data. It also indicates the proportion of the observed data that is explained by
the variance. Higher values indicate less error variance. However, R2 does not detect systematic overpredic-
tion or underpredictions (Krause et al., 2005). The NSC is a normalized indicator of the performance of the
equation. The weakness of the NSC is that, because it is squared, it is more sensitive to high values in the data
set than lower values (Krause et al., 2005). These statistical measures were selected because they are com-
monly used to evaluate, train, or optimize the dispersion equations (Disley et al., 2015; Etemad‐Shahidi &
Taghipour, 2012; Sattar & Gharabaghi, 2015; Seo & Cheong, 1998).
Table 2
Summary of Statistical Analysis Based on Data Sets Used in the Construction of Dispersion Equations
Analyses
Wang et al.
(2017)
Wang and
Huai (2016)
Disley et al.
(2015)
Zeng and Huai
(2014)
Etemad‐Shahidi and
Taghipour (2012)
Deng et al.
(2001)
Percent accuracy 61.2 63.8 73.2 61.2 62.4 64.4
RSR ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
∑ni¼1 kx
M
i −kx
P
i
 q
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
∑ni¼1 kx
M
i −kx
M
 r 0.78 0.83 0.39 0.88 0.68 1.41
PBIAS ¼ ∑
n
i¼1 kx
M
i −kx
P
ið Þ * 100
∑ni¼1kx
M
i
20.78 3.49 −3.01 −7.48 31.9 −47.01
R2 ¼
∑ni¼1 kx
M
i −kx
M
 
kx
P
i −kx
P
 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
∑ni¼1 kx
M
i −kx
M
 2q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
∑ni¼1 kx
P
i −kx
P
 2r
2
664
3
775
2
0.41 0.43 0.85 0.44 0.63 0.36
NSC ¼ 1− ∑
n
i¼1 kx
M
i −kx
P
i
 2
∑ni¼1 kx
M
i −kx
M
 2 0.39 0.31 0.84 0.23 0.53 −0.99
Note. Analysis includes percent accuracy, RMSE‐observations standard deviation ratio (RSR), Percent bias (PBIAS), Coefﬁcient of determination (R2),
Nash‐Sutcliff coefﬁcient (NSC). RMSE = root‐mean‐square error.
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Table 2 presents the statistical results of the evaluation of the dispersion equations. According to the statis-
tical model evaluation techniques described above, Disley et al. (2015) equation has the highest accuracy,
lowest RSR, least absolute PBIAS, highest R2, and highest NSC. The Etemad‐Shahidi and Taghipour
(2012) equation has the second lowest RSR and second highest R2 and NSC. Deng et al. (2001) equation
has the second highest accuracy. From the negative PBIAS (Table 2), it is noted that the Disley et al.
(2015), Zeng and Huai (2014), and Deng et al. (2001) equations tend to overpredict the dispersion coefﬁcient.
Figure 1 shows the distribution of Predictive ratios (Pr) values (Pr = kx
P / kx
M ; where kx
P and kx
M are the
predicted and measured longitudinal dispersion coefﬁcients), grouped into histogram bins, for each of the
equations. The equations that have the highest percentages of Pr values within 0.5 and 2.0 are the most accu-
rate equations as also deﬁned by the “Percent accuracy” in Table 2. Among the studied equations, it is
observed that Disley et al. (2015) equation has the largest amount of Pr values between 0.5 and 2.0
(73.2%). The other equations all have similar Pr values between 0.5 and 2.0, ranging between 61.2% and
64.4%.
3. Methodology for Uncertainty Propagation
This section presents a methodology to evaluate the uncertainty within water quality modeling due to the
selection of the dispersion coefﬁcient using the equations detailed in Table 1, utilizing a data set from an
independent dye‐tracing experiment conducted in the Chillan River. A general background description
and discussion of uncertainty propagation using Monte Carlo methods within environmental modeling
can be found in, for example, Benke et al. (2018) and Helton (1993). The Chillan River ﬁeld study has been
selected as the data have not been included in the derivation of any of the studied dispersion coefﬁcient
equations and because ﬁeld survey and solute concentration versus time proﬁles are available, measured
downstream of an instantaneous release of tracer. The Chillan River is located in Chile's 8th Region,
approximately 400 km south of Santiago de Chile. It emerges from the AndesMountains and ﬂowswest until
it meets the Ñuble River (Brevis et al., 2001). In May and April of 2003, river survey information was
Figure 1. Probability histograms of predictive ratios (Pr) obtained from regression data sets used in the construction of
dispersion equations.
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collected alongside two tracer experiments at a site close to the city of
Chillan. Sixty milliliters of 20% Rhodamine WT tracer was released in
the river following the general guidelines described in Hubbard et al.
(1982). The tracer experiment carried out in May 2003 was selected
because the tracer breakthrough curve was complete and the river
hydraulic and geometric data were available. The data were obtained fol-
lowing the same methodology for concentration measurements as the one
used in De Smedt et al. (2005), also taken at the Chillan river. A calibrated
ﬂuorimeter, Turner Designs Model 10, with a detection limit of 0.01 ppb,
was used for the concentration measurements. Samples were analyzed in
situ and in the laboratory. The in situ samples were immediately analyzed
using the ﬂuorimeter. Due to time overlap between concentration curves
at different sampling stations, some of the samples were stored in ther-
mally isolated compartments and later analyzed using the same ﬂuori-
meter and the same calibration curves. The samples were periodically
checked for changes in the pH of the river. Comparison of the total mass
between the sampled concentrations curves conﬁrmed that losses of
Rhodamine mass between stations can be assumed negligible. The resulting river concentration versus time
proﬁles in the study reach were obtained from samples taken at measurement points positioned 2.5 and
3.8 km downstream of the release (after full cross‐sectional mixing of the solute). A total of 28 cross‐section
surveys were carried out between the upstream and downstream sampling points containing hydraulic and
geometric information. The study reach was divided into several consecutive subreaches between each
pair of cross sections. Longitudinal and transverse survey data were collected and then digitized using
AUTOCAD 2000 to determine the cross‐sectional area (reach mean = 10.6 m2, standard deviation
[std. dev] = 7.5 m2), wetted perimeter (reach mean = 17.2 m, std. dev = 5.7 m), surface width (reach
mean = 16.4 m, std. dev = 6.1 m), depth (reach mean = 0.7 m, std. dev = 0.5 m), sinuosity (reach mean = 1.5,
std. dev = 0.2), and average slope (reach mean = 0.005, std. dev = 0.002). During the selected tracer
experiment, ﬂow measurement was carried out at the injection site. A current meter (OTT Waterﬂow)
was used to determine velocity over the cross section, and these measurements were integrated over the
cross section to calculate mean ﬂow rate according to standard practice described in standard ISO‐
748:2007(E) (ISO 1100–2, 2010). The ﬂow rate was calculated as 2.6 + 0.05 m3/s. The mean velocity at each
measured cross section was calculated using the ﬂow rate and measured wetted area resulting in a reach
mean and standard deviation of 0.45 and 0.34 m/s, respectively. Further details and results of the experi-
ment are presented in Segura (2004).
To quantify and propagate the parameter uncertainty from the various dispersion equations, the following
steps were conducted for each equation analyzed:
1. Probability functions were ﬁtted to the distributions of Pr, (from Figure 1). The distributions were ﬁtted
using the Python package (Fitter) developed by (Cokelaer, 2014). Fitter evaluates 80 function types from
the statistical distributions of the Scipy package (Oliphant, 2007). In all cases, the Pr distributions were
best described by lognormal functions. This concurs with previous studies which evaluate Pr
(Kasheﬁpour & Falconer, 2002; Seo & Cheong, 1998; Zeng & Huai, 2014). The probability distributions
with their corresponding mean, sum of square errors (SSE), and kurtosis are shown in Figure 2.
2. AMonte Carlo analysis was carried out obtaining 2,000 randomly drawn Pr values from each logarithmic
probability function. These Pr values were used to adjust the deterministic dispersion coefﬁcient value
calculated using each dispersion coefﬁcient equation for each river subreach using the measured and cal-
culated hydraulic and geometric information (B,H, v, u* Fr) derived from the ﬁeld measurements. This is
similar to the method used by Schellart et al. (2010a) for studying uncertainty inherent in coefﬁcients in
existing regression equations. For example, Figure 2 shows that using the Disley et al. (2015) equation,
the predicted kx could be anywhere between approximately 0 and 10 times the “possible real kx,” so divid-
ing the predicted kx by each of the randomly drawn Pr values would give 2,000 possible real kx values. A
straightforward Monte Carlo simulation was deemed the most suitable approach, due to its conceptual
simplicity as well as its ease of explanation to, for example, regulators (Benke et al., 2018; Helton,
1993; Sriwastava et al., 2018).
Figure 2. Fitted probability distributions for predictive ratio (Pr) using
regression data sets with their corresponding mean (μ) sum of square
errors (SSE), and kurtosis (Kurt).
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3. Using an analytical solution of the 1D ADE, given by equation (2) below (Rutherford, 1994), and the
“possible real kx values” (based on the drawn Pr value from step 2), the downstream concentration proﬁle
located at 3.8 km was calculated. This was achieved by successively routing the observed upstream con-
centration proﬁle (at 2.5 km) over each subreach until the concentration proﬁle at the last subreach was
obtained (utilizing the geometric and hydraulic data). This resulted in 2,000 possible predicted down-
stream concentration proﬁles.
4. The 12.5th, 50th, and 87.5th percentiles of each concentration distribution were then identiﬁed and com-
pared with the observed concentration proﬁle and with the routed concentration proﬁle obtained using
the deterministic dispersion coefﬁcient. The 75% conﬁdence intervals were selected because these can be
estimated more reliably than larger conﬁdence intervals based on the relatively limited available data.
5. To remove errors caused by the ﬁeld measurements of velocity, the observed concentration proﬁle at the
last subreach was used to calibrate the travel time and mean velocity of each subreach; that is, the total
travel time adjusted until a match was achieved between the observed and predicted concentration dis-
tribution centroids. This was required as the aim of this work is to identify the uncertainty associated
with the dispersion coefﬁcient, rather than the initial estimation of velocity caused by ﬁeldmeasurement.
Consequently, the velocities for each subreach were corrected proportionally based on the recalculated
travel time. Steps 2–4 were repeated with the corrected mean velocity and travel time values to produce
the ﬁnal predictions and conﬁdence bands.
C x2; tð Þ ¼ ∑
∞
τ¼−∞
C x1; τð ÞvΔτﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4πkxT
p exp −v
2 T−t þ τð Þ2
4kxT
 !
(2)
Where C(x1, τ) is the temporal concentration proﬁle at x1 (upstream of each subreach) at time τ, C(x2, t) is
the concentration at the location x2 (downstream of each subreach) and time t, v is the mean velocity over
the subreach, kx is the longitudinal dispersion coefﬁcient, and T is the travel time over the cross section,
initially calculated (precalibration) using the cross‐section distances and measured velocity. Equation (2)
is based on Taylor's analytical solution to equation (1), utilizing the frozen cloud approximation to con-
vert between the temporal and spatial domains. A full discussion of this solution can be found in
Rutherford (1994).
3.1. Uncertainty Quantiﬁcation Results
The mean, SSE, and kurtosis of each ﬁtted lognormal distribution for the corresponding dispersion equa-
tions are shown in Figure 2. The mean values of the distributions range between 0.95 and 1.17 (with 1.0
representing the perfect agreement between predicted and measured coefﬁcients). Wang et al. (2017),
Wang and Huai (2016) and Disley et al. (2015) have the narrowest distributions and mean values closest
to 1.0 as also noted by the narrower histogram in Figure 1, while the remaining dispersion equations have
wider distributions and have mean values higher than 1.0 (hence an average overprediction). Disley et al.
(2015) has the largest SSE, while Wang et al. (2017) has the smallest SSE indicating a better ﬁt between mea-
sured and predicted dispersion coefﬁcients in the database. Wang et al. (2017), Wang and Huai (2016), and
Etemad‐Shahidi and Taghipour (2012) have the highest levels of kurtosis indicating longer tails. Heavier
tails indicate that some predictions heavily overestimate the dispersion coefﬁcients. However, it should be
noted that distribution tails are very sensitive to small numbers of outlying data. Disley et al. (2015) equation
results in the highest probability density in Figure 2 which is in agreement with having the highest accuracy
in Figure 1.
Figure 3 presents the results of the uncertainty propagation methodology when applied to the ﬁeld data set
from the River Chillan. Figure 3 displays the observed concentration proﬁles at the upstream and down-
stream measurement stations and the predicted concentration proﬁles based on the dispersion coefﬁcients
calculated using each of the deterministic equations in Table 1 and the analysis presented above. The pre-
dicted concentration proﬁles include the deterministic prediction, the 50th percentile (median), and the
12.5th and 87.5th percentiles (75% conﬁdence interval) resulting from the Monte Carlo analysis. To show
the inﬂuence of the changes of the river characteristics (e.g., river depth and width) on the deterministic dis-
persion coefﬁcients, the reach mean and standard deviation values of the river reaches deterministic disper-
sion coefﬁcients are shown in Figure 3. It is noted that the standard deviation of predicted dispersion
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coefﬁcient over the subreaches varies signiﬁcantly between the equations, indicating that some equations
are more sensitive to longitudinal variations in the river characteristics. The largest mean deterministic
longitudinal dispersion coefﬁcient leads to ﬂatter concentration proﬁles as observed in Figure 3 for
Etemad‐Shahidi and Taghipour (2012) with lower peak concentration values. The opposite is true for a
low dispersion coefﬁcient when using Deng et al. (2001) equation. This results in a taller and narrower
concentration versus time proﬁle. It is noted that a signiﬁcant proportion of observed concentration
values fall outside the 75% conﬁdence intervals when using Etemad‐Shahidi and Taghipour (2012) and
Disley et al. (2015) equations. The concentration versus time proﬁles obtained using Wang et al. (2017),
Wang and Huai (2016) and Zeng and Huai (2014) dispersion equations have similar 75% conﬁdence
intervals, median, and deterministic concentrations. The deterministic predictions from these dispersion
equations still underestimate the observed concentrations, but the observed concentrations are within the
75% conﬁdence intervals. The simulated concentrations using the deterministic dispersion coefﬁcient
predicted by the Deng et al. (2001) equation visually resemble the observed concentrations more
accurately than the other equations, with the observed concentrations well within the 75% conﬁdence
interval. It is noted that almost all predicted proﬁles within the 75% conﬁdence interval fail to reproduce
the early leading edge of the observed concentration proﬁles. Overall, the methodology has been shown to
provide additional information in regard to concentration predictions over and above the use of the
deterministic models, with uncertainty bands encompassing the observed concentration values. Five out
of the six studied deterministic equations underestimate observed peak concentration levels (by an
average of 29%). Etemad‐Shahidi and Taghipour (2012) equation results in the largest underestimation
among the studied equations by approximately 64%. Such underpredictions indicate that mixing processes
are generally lower in the River Chillan than is predicted by the studied regression equations. Conﬁdence
intervals are of considerable size but are approximately equivalent between the equations, indicating the
inherent uncertainty associated with the evaluation of dispersion coefﬁcients by using regression
equations derived from data from other rivers. The simulated 12.5th percentile concentration proﬁles
resulted in simulated peaks between 26% and 81% of the measured value.
Figure 3. Concentration versus time proﬁles retrieved when using six different dispersion equations and their corre-
sponding data sets for sampling stations of the river Chillan. Shaded bands represent the 75% conﬁdence interval. kx
mean and kx std dev are the results of the mean and standard deviation of the dispersion coefﬁcients for the 28 river cross
sections.
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4. Impact of Dispersion Coefﬁcient Uncertainty on Concentration‐Duration
Threshold‐Based Standards
Section 3 presented a propagation methodology to estimate uncertainty within surface water quality predic-
tions associated with the dispersion coefﬁcient derived using the regression equations based on river
characteristics. To understand the potential implications of this uncertainty, this section evaluates the pro-
pagated uncertainty from the dispersion coefﬁcient taking into consideration water quality standards and
regulatory guidance in a site‐speciﬁc context. Such guidelines and water quality standards have been devel-
oped and improved over the years to protect aquatic life from situations that may cause stress in river
environments (Milne et al., 1992). One methodology widely used in the United Kingdom to regulate
rainfall‐driven time‐varying releases (e.g., from urban drainage systems) into receiving waters is the inter-
mittent standards approach. This consists of deﬁned concentration‐duration‐frequency thresholds for speci-
ﬁc substances (F. W. R., 2012). With this approach, dissolved oxygen and un‐ionized ammonia
concentrations must not exceed given thresholds for longer than speciﬁed durations, with values based on
the return period of the storm event.
To evaluate the uncertainty due to the empirical dispersion equations with regard to concentration‐
duration‐frequency water quality regulation, an analysis of four rivers of different geometrical and hydrau-
lics properties (Table 3) obtained from the data set in Wang and Huai (2016) is conducted. This data set was
selected because it was the most extensive data set with the most overlapping data among the evaluated stu-
dies. The measured, deterministic (from each equation in Table 1), and the upper, median and lower quan-
tiles of the dispersion coefﬁcients for the four rivers as calculated using the method described in section 3
are also shown in Table 3. John Day River represents a deep (2.5 m) river with one of the lowest aspect
ratios B
H
 
of 13.8 in the data set. The measured dispersion coefﬁcient of 65 m2/s was the largest among
the studied rivers. The Monocacy River is a shallow river with one of the largest aspect ratios (130.8) and
largest widths (92.9 m). Its measured dispersion coefﬁcient was 41 m2/s. The Copper Creek and New
River show the contrast between a low versus a high mean to shear velocity ratio v
u*
 
. Copper Creek has
a mean shear velocity of 0.116 m/s and thus a low mean to shear velocity ratio (1.2) and a measured disper-
sion coefﬁcient of 10 m2/s. The New River has a lower shear velocity (0.008 m/s), high mean to shear
velocity ratio (21.3), and a measured dispersion coefﬁcient of 22 m2/s. In each river, we utilize a pseudocon-
centration distribution of ammonia and route it downstream, utilizing the same methodology as presented
in section 3 to estimate conﬁdence intervals. A constant cross section and ﬂow were applied to the simu-
lated rivers. At discrete positions (every 200 m) downstream of the release, the duration over a speciﬁed
Table 3
Measured and Deterministic Dispersion Coefﬁcient Values Together With Median and 75% Percentile Values Obtained From Monte Carlo Analysis for the Four
Selected Rivers
Parameters John Day River Monocacy River Copper Creek New River
Width (m) 34.1 92.9 18.6 102
Depth (m) 2.47 0.71 0.39 4.4
Mean velocity (m/s) 0.82 0.16 0.14 0.17
Shear velocity (m/s) 0.18 0.046 0.116 0.008
Aspect ratio B
H
(–) 13.8 130.8 47.7 23.2
Mean to shear velocity
ratio v
u*
(–)
4.6 3.5 1.2 21.3
Measured kx (m
2/s) 65.0 41.4 9.9 22.4
kx Equation (m
2/s)
Deterministic
kx
kx
50
kx 12.5,
kx 87.5
Deterministic
kx
kx
50
kx 12.5,
kx 87.5
Deterministic
kx
kx
50
kx 12.5,
kx 87.5
Deterministic
kx
kx
50
kx 12.5,
kx 87.5
Wang et al. (2017) 117 110 19, 420 16 14 6, 34 4 4 2, 11 48 43 16, 110
Wang and Huai (2016) 118 127 20, 501 14 15 6, 34 4 4 2, 10 67 66 25, 178
Disley et al. (2015) 91 107 42, 298 35 41 24, 76 8 9 5, 18 105 123 65, 249
Zeng and Huai (2014) 84 91 16, 344 22 25 11, 54 5 5 2, 12 54 59 22, 147
Etemad‐Shahidi and
Taghipour (2012)
63 68 8, 329 26 28 10, 70 8 8 3, 24 9 9 3, 26
Deng et al. (2001) 71 81 15, 344 26 30 13, 68 4 4 2, 11 93 100 40, 268
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threshold is determined and evaluated in light of U.K. concentration‐duration water quality standards for
ammonia. The analysis illustrates how uncertainty in the use of dispersion coefﬁcient regression
equations has the potential to inﬂuence the degree of compliance with water quality regulation within
modeling studies.
The initial concentration distribution (upstream boundary condition) is based on an integrated modeling
study presented by Norris et al. (2014) where an integrated catchment in the United Kingdom was modeled
using Infoworks ICM. The peak of the simulated initial concentration proﬁle was 0.61 mg N/L, and its dura-
tion was 15 hr. The distribution is considered only as an indicative description of a potential concentration
and is used in the analysis to determine the conﬁdence intervals of predictions using 1D ADEmodeling. The
water quality threshold was obtained from the Urban Pollution Drainage Manual (F. W. R., 2012) for
Salmonid Fishery Standards for 1‐hr/1‐year events, speciﬁed as 0.105 mg N/L unionized ammonia. It is
noted that to model ammonia concentrations, it may require to incorporate other processes such as biologi-
cal oxygen demand decay, nitriﬁcation, uptake by plants and bacteria, and heterotrophic respiration as
applied in other studies (Lopes et al., 2005; Radwan et al., 2001). However, as more parameters are added
to the transport model, the parameter uncertainty is less identiﬁable. This study aims to analyze the uncer-
tainty from the dispersion coefﬁcient only; thus, the ammonia concentration is assumed conservative within
the river reach.
4.1. Duration Over Threshold Analysis Results
Figure 4 presents the resulting simulated durations that the ammonia concentrations exceed the water qual-
ity threshold (0.105 mg N/L) as a function of distance downstream of the simulated initial distribution
within the John Day river when utilizing (i) observed dispersion coefﬁcient values (from the original
Figure 4. Duration over threshold versus distance for John Day River. Dotted lines present upper and lower 75% conﬁ-
dence intervals, red continuous line displays the deterministic kx equation used, black dashed line presents the median
of Monte Carlo simulation, blue continuous line presents the water quality set threshold, and green semidotted line
represents the duration over threshold values obtained when using the measured kx.
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database), (ii) dispersion values predicted using each of the deterministic equations, and (iii) median plus
75% conﬁdence intervals derived using the method described above. The horizontal line represents the
speciﬁed maximum 1‐hr duration of exceedance for a 1‐year return period event; when the simulated
duration falls below this level of compliance, the standard is achieved. Figure 4 shows that four
deterministic equations overestimate the length of river stretch where the water quality threshold is
exceeded compared to observed mixing parameters in the John Day River. Overall, there is considerable
uncertainty regarding the length of river section that exceeds the 1‐hr/1‐year return period standards for
ammonia when using regression equations for the determination of the dispersion coefﬁcient. For
example, when using Wang et al. (2017) equation, the duration over threshold exceeds 1 hr at 181 km
downstream of the release when the deterministic dispersion coefﬁcient is used. However, this distance
varies between 28 and 854 km if the 75% conﬁdence interval is considered. Figure 4 shows that when
using the measured dispersion coefﬁcient, the duration over threshold values fall within the 75%
conﬁdence interval bands in all cases. The Etemad‐Shahidi and Taghipour (2012) equation results in the
narrowest 75% conﬁdence interval.
Figure 5 summarizes this information for all four of the rivers, showing the distance downstream of the
release where the modeled pollutant has exceeded the 1‐hr/1‐year threshold using the deterministic disper-
sion coefﬁcients from each of the regression equations and the 75% conﬁdence intervals using the methodol-
ogy outlined in section 3 as well as when using the measured value of dispersion coefﬁcient for each river.
The larger measured dispersion coefﬁcient values for the John Day River and the Monocacy River (see
Table 3) mean that the pollutant disperses faster and the 1‐hr/1‐year standard is achieved after a shorter
distance. In most cases, there are considerable differences between the measured and deterministically esti-
mated dispersion coefﬁcients. The closest prediction is obtained when using the Etemad‐Shahidi and
Taghipour (2012) equation in the John Day river (2‐km difference). The largest difference between predicted
and measured values is found when using the Deng et al. (2001) equation in the Copper Creek (236‐km
difference). Considering all four rivers, the Disley et al. (2015) equation provides the closest predictions on
average (43‐km difference). When considering the 75% conﬁdence intervals, considerable differences are
observed between rivers and between equations; however, values using measured dispersion coefﬁcients
lie within predicted conﬁdence intervals in almost all cases apart from the New River.
5. Discussion
This study examines six published equations for estimating the longitudinal dispersion coefﬁcient with an
independent analysis of published data (section 2). The study then proposes a method to propagate the
uncertainty to concentration versus time proﬁles (section 3) and assesses the implications that this propa-
gated uncertainty may have on testing compliance with water quality regulation (section 4).
The results showed that the equation by Disley et al. (2015) performed best in describing the longitudinal
dispersion coefﬁcient according to the efﬁciency criteria (higher percent accuracy, R2, and NSC; least
PBIAS; and lowest RSR), while the equation by Deng et al. (2001) resulted in a poorer performance (second
highest accuracy but most PBIAS and lowest NSC). Previous studies used similar statistical criteria to eval-
uate equations for predicting the longitudinal dispersion coefﬁcient (Disley et al., 2015; Etemad‐Shahidi &
Figure 5. The 75th quantile boxplots of distance where the duration over threshold exceeded the allowed time as stated in
the water quality regulation for the studied dispersion coefﬁcient equations.
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Taghipour, 2012; Sattar & Gharabaghi, 2015; Seo & Cheong, 1998). However, as far as the authors are aware,
no studies have indicated which of these efﬁciency criteria would be most useful in terms of evaluating the
performance of the equation when subsequently calculating concentration versus time proﬁles. This study
presents a propagation methodology to analyze the effect of uncertainty inherent in the dispersion coefﬁ-
cient on the resulting concentrations when using the 1DADEmodel. Section 3 uses this methodology to esti-
mate conﬁdence intervals on the concentration versus time proﬁle of an independent tracer study measured
in the Chillan River. Figure 3 shows that in the case of the river Chillan, ﬁve out of six equations tend to over-
predict the dispersion coefﬁcient. Although Deng et al. (2001) equation had a poor performance according to
the efﬁciency criteria in Table 2, it provides the best visual resemblance to the observed concentrations. In
contrast, Disley et al. (2015) is the best performing equation according to the efﬁciency criteria but underes-
timates the observed concentrations considerably even when the conﬁdence interval is taken into considera-
tion (Figure 3). This demonstrates that not all the efﬁciency criteria (percent accuracy, RSR, PBIAS, R2, and
NSC) presented in Table 2 appear equally suitable for selecting a dispersion equation to use with the 1DADE
model. For the same reason, Nash‐Sutcliffe efﬁciency seems particularly unsuitable for selecting the best
performing dispersion equation. As described by Krause et al. (2005), the largest disadvantage of the
Nash‐Sutcliffe efﬁciency is the fact that the differences between the observed and predicted values are calcu-
lated as squared values. This means that larger values in a data set are overemphasized, whereas lower
values are neglected; however, in case of the kx coefﬁcient both high and low values are of equal importance.
If the aim of using the 1DADEmodel is to check environmental standards based on concentration‐duration‐
frequency, then looking at the PBIASmay give a better indication of how “conservative” an equation is when
checking environmental standards. A positive PBIAS value indicates that the equation is underpredicting
the dispersion coefﬁcient and hence more likely to fail a water quality standard.
The bulk river characteristics of the river Chillan would suggest that all the six longitudinal dispersion
equations studied would be equally suitable for application. The performance of the equations and the scale
of the uncertainty bands suggest that despite academic focus on regression equations to provide dispersion
coefﬁcients based on bulk river characteristics, considerable uncertainty remains when dispersion coefﬁ-
cients are utilized within modeling tools to describe concentration versus time dynamics within water qual-
ity modeling applications. Uncertainty within the estimation of dispersion coefﬁcients is likely due to a
number of reasons. These include the accuracy of the original data sets used in regression model calibration.
For example, the practical difﬁculty in the measurement of bulk river characteristics (e.g., bed shear stress or
river depth) over the same reach as the dispersion coefﬁcient means that the calibration data sets are prone
to error due to the averaging of these key geometrical and hydraulic parameters over the river reach. In addi-
tion, there is lack of information regarding the original tracer experiment data sets from which the disper-
sion coefﬁcients are derived. The quantiﬁcation of the dispersion coefﬁcient is prone to measurement
error if data processing techniques are not conducted in a robust manner and ﬁeld experiments are not con-
ducted appropriately. It should also be noted that bulk river characteristics cannot fully describe the com-
plexity of mixing processes in river systems, which are heavily affected by conditions such as sinuosity;
presence of vegetation, pools, and rifﬂes; planform variability; and hyporheic exchange. It is therefore ques-
tionable if further statistical analysis of such existing data sets can produce regression equations with the
potential to describe dispersion coefﬁcients with sufﬁcient accuracy such that model conﬁdence intervals
could be meaningfully reduced.
The implications of the uncertainty inherent within the longitudinal dispersion coefﬁcient equations on
water quality regulation were examined by calculating the duration that a pollutant exceeded a water quality
standard. This calculation was carried out for four rivers in the data set shown in Wang and Huai (2016). It
was observed that wide ranges of uncertainty are obtained for the John Day River and Copper Creek. This
implies that the water quality failure can occur over a larger interval downstream of the pollutant release
(over hundreds of kilometers). The opposite was found for the Monocacy River and New River. The uncer-
tainty interval is smaller, making it more likely to obtain an accurate estimation of where the water quality
failure occurs. However, the results for all four rivers indicate that even when using the most recent equa-
tions for estimating longitudinal dispersion coefﬁcient, a considerable level of uncertainty inherent to these
equations remains when determining water quality failures. To produce water quality simulations with
lower uncertainties, robust calibration of a river‐speciﬁc kx, using dye‐tracing studies over a range of ﬂow
rates is recommended. Further options include the use of more complex 2‐D models in which dispersion
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is less important (due to a lack of width averaging); however, this option is often limited to small reaches due
to computational cost. Work on alternate modeling approaches which seek to quantify and describe pro-
cesses such as transient storage are of value as much due to the potential for more stable and predictable
parameters (relatable to measurable physical properties, Briggs et al., 2009) as their enhanced ability to
describe speciﬁc properties of concentration distributions.
6. Conclusion
This paper examines uncertainty in 1D ADE model predictions of time‐concentration proﬁles, given uncer-
tainty inherent in using existing regression equations for estimating the longitudinal dispersion coefﬁcient.
Six recently published longitudinal dispersion equations are independently evaluated and compared. When
considering dispersion coefﬁcient prediction, this evaluation indicates that Disley et al. (2015) equation has
the highest accuracy (73.2%), while the remaining equations have similar accuracies ranging between 61.2%
and 64.4%. It is argued that evaluation criteria such as PBIAS may be important to include in the evaluation,
due to its capability to indicate underprediction or overprediction of the dispersion coefﬁcient, which are
both important for estimating duration of concentration peaks over a threshold. It is also concluded that
Nash‐Sutcliffe is not a suitable criterion for evaluation of dispersion coefﬁcient equations, as it neglects
lower coefﬁcient values, which for the purpose of estimating duration of concentration peaks over a thresh-
old are equally important as high values.
Using Monte Carlo simulations, the uncertainty in the longitudinal dispersion coefﬁcient given these six
equations is propagated through the 1D ADE to create time‐concentration proﬁles for an independent case
study. Results from a case study site suggest that when using Deng et al. (2001) equation, the closest predic-
tion of peak concentrations to observed values (approximately 3% difference between measured and 50th
percentile predicted peak concentration) are obtained, as well as the narrowest uncertainty interval.
However, the resulting uncertainty intervals were considerable for all the six studied regression equations.
For the Disley et al. (2015) and studied Etemad‐Shahidi and Taghipour (2012) equations, the measured peak
concentration values were above the simulated 87.5th percentile; for the Deng et al. (2001) equation it was
close to the 50th percentile, and for the other equations it was close to the 87.5th percentile. The simulated
12.5th percentile resulted in simulated peaks between 26% and 81% of the measured value.
Finally, the uncertainty methodology has been implemented into four rivers with different characteristics,
and the interaction with concentration‐duration‐frequency type regulatory targets has been considered.
It is shown that the resulting model conﬁdence intervals are likely to be signiﬁcant for assessment of regu-
latory compliance in areas with complex prescriptive concentration‐based targets (e.g., the United Kingdom)
as observed for the John Day River and the Copper Creek. Moreover, the effect of uncertainty is highly vari-
able between rivers with different characteristics.
Within water quality assessments this highlights the value of using longitudinal dispersion coefﬁcients
derived speciﬁcally from ﬁeld measurements for the river under study. A reduction of uncertainty in estima-
tion of longitudinal dispersion coefﬁcient using regression equations is likely to be dependent on further
understanding and quantiﬁcation of how other, more detailed river features affect mixing processes and dis-
persion coefﬁcients and an incorporation of such features within regression‐based models.
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