The development of liquid chromatography coupled with tandem mass spectrometry (LC-MS/MS) has made it possible to measure phosphopeptides on an increasingly large-scale and high-throughput fashion. However, extracting confident phosphopeptide identifications from the resulting large dataset in a similar high-throughput fashion remains difficult, as does rigorously estimating the false discovery rate (FDR) of a set of phosphopeptide identifications. This article describes a data analysis pipeline designed to address these issues. The first step is to re-analyze phosphopeptide identifications that contain ambiguous assignments for the incorporated phosphate(s) to determine the most likely arrangement of the phosphate(s). The next step is to employ an expectation maximization algorithm to estimate the joint distribution of the SEQUEST scores. A linear discriminant analysis is then performed to determine how to optimally combine peptide scores (in this case, SEQUEST) into a discriminant score that possesses the maximum discriminating power. Based on this discriminant score, the p-and q-values for each phosphopeptide identification are calculated, and the phosphopeptide identification FDR is then estimated. This data analysis approach was applied to data from a study of irradiated human skin fibroblasts to provide a robust estimate of FDR for phosphopeptides, and has been coded into a software package that is freely available
Introduction
Post-translational modifications of proteins have critical physiological roles in biological systems, notably enabling signal transduction and protein activation and inhibition. 1 As a result, identification of modified proteins is an extremely important component of studies aimed at determining the mechanisms of biological function and malfunction. Phosphorylation is one of the most important of the post-translational modifications, and is required for many cellular processes such as cell cycle transition, differentiation, and regulated proteolysis. 2, 3 The development of liquid chromatography coupled with tandem mass spectrometry (LC-MS/ MS) 4 has made it possible to analyze phosphopeptides on an increasingly large-scale and highthroughput fashion. Hundreds to thousands of phosphopeptides can be measured in a single bottom-up LC-MS/MS analysis; however, extracting confident phosphopeptide identifications from the resulting large dataset in a high-throughput fashion remains difficult, as does rigorously estimating the false discovery rate (FDR) for a set of phosphopeptide identifications.
A number of statistical approaches have been applied to assess the quality of peptide identifications. 5-9 Among these approaches are the Bayesian method used by PeptideProphet 8 that assigns a probability value to each peptide identification and the targetdecoy search strategy 9 that is used to estimate the FDR. Both of these approaches use results generated by peptide search engines such as SEQUEST 10 and X! Tandem. 11 For example, in PeptideProphet SEQUEST scores for XCorr, ΔCn, Sp, and RankSp are linearly combined to calculate a discriminant score before Bayesian theory is applied to estimate peptide identification probability scores. The weighting factors employed to combine the SEQUEST output scores into a discriminant score are obtained by static data training (i.e. from prior training datasets), and are fixed for all datasets regardless of biological sample and the type of mass spectrometer. However, the data quality of MS/MS spectra varies greatly for different MS instruments and biological samples and the results of peptide search engines generally differ as well. Therefore, the weighting factors should be MS/MS dataset-dependent, and dynamic training (i.e. training from the dataset of concern) should be performed to obtain factors specific to each dataset.
In a target-decoy analysis, the MS/MS spectra are searched against forward and reversed protein sequences, and the resulting identifications are used to estimate a FDR (which is equal to twice the number of reversed peptide identifications divided by the total number of peptide identifications). 12 This approach is based on the assumption that the distribution of the peptide identification scores (e.g., XCorr, ΔCn) of the incorrectly identified peptides from the forward database search is the same as the corresponding distribution from a reversed sequence search. There are two general approaches for performing target-decoy searches. One is to perform two separate searches against the target and decoy databases and the other is to perform a single search against a concatenated target plus decoy database. In the former approach, the computed FDR tends to be a conservative overestimate. 5 In the latter approach, there are more candidates for each MS/MS spectrum, and thus ΔCn is reduced. This reduction reduces of the discriminative power of ΔCn to distinguish among correctly and incorrectly identified peptides (see supplementary material). Regardless of which approach is used, a target-decoy analysis requires a longer search time than a target-only database search.
When applied to analyze phosphopeptides identified by SEQUEST, both the PeptideProphet and target-decoy approaches fail to take into account a specific issue related to the phosphorylation site assignment and to ΔCn. For each MS/MS spectrum, SEQUEST outputs ten peptides ranked by XCorr. If a phosphopeptide contains multiple potential phosphorylation sites and contains fewer phosphorylated residues than potential phosphorylation sites, then the XCorr value of the correct phosphopeptide identification will often be comparable to that of the same phosphopeptide (but with its incorporated phosphates rearranged). This occurrence results in a very small ΔCn value, and the "top hit" is not necessarily the correct identification. Therefore, two scores are needed for each phosphopeptide identification: 1) a score indicative of the confidence in the phosphorylation site assignment(s) and 2) a ΔCn variant related to the confidence in the identification of the amino acid sequence of the phosphopeptide.
In this study, we addressed the aforementioned issues by applying a data analysis pipeline that processed phosphopeptide search results and rigorously estimated the FDR. For each dataset, a dynamic data training routine is performed that calculates dataset-dependent weights designed to optimally combine the peptide scores (specifically SEQUEST) into a discriminant score. The p-and q-values for each identified phosphopeptide are then calculated. The data training is charge state dependent, and is accomplished through an expectation maximization (EM) algorithm and a linear discriminant analysis (LDA). Lastly, a single, composite FDR is calculated for the entire set of filter-passing phosphopeptide identifications (i.e., this set includes identifications with different parent-ion charge states). This data analysis pipeline was initially applied to data from a study of irradiated human fibroblasts, and has been made into a software package that is freely available.
Methods
The FDR estimation algorithm was applied to phosphoproteome datasets from a study of irradiated human skin fibroblasts (see the supplemental material for more experimental detail). Briefly, protein samples were digested and methylated, and then phosphopeptides were enriched using a Fe 3+ immobilized metal affinity chromatography (IMAC) protocol. 13, 14 After IMAC enrichment, the sample was analyzed by LC-MS/MS using a ThermoElectron LTQ-Orbitrap. The data analysis procedure consisted of a sequential series of steps that began with SEQUEST analyses of the MS/MS spectra and concluded by estimating the FDR of the entire set of filter-passing phosphopeptide identifications ( Figure 1 is a flow chart of the data analysis pipeline).
SEQUEST analysis, peptide filtering, and re-assignment of phosphorylation site(s)
MS/MS spectra were searched using SEQUEST (Sequest Cluster version 27 revision 12 from Bioworks 3.2, Theomo Electro Corp., Waltham, MA) against the Human International Protein Index database 15 (version 3.20, 61,225 protein sequences, www.ebi.ac.uk/IPI, European Bioinformatics Institute, Cambridge, UK). The search parameters were:
1. Fully tryptic peptide termini (allowing ≤ 2 missed cleavages) (amino-and carboxytermini were considered tryptic termini).
2.
Dynamic modifications: an addition of 79.9663 Da to serine, threonine, and tyrosine residues (phosphorylation).
3.
Static modifications: an addition of 14.0157 Da to aspartic acid, glutamic acid, and the carboxy-terminus (methylation is performed to improve IMAC enrichment).
4.
Precursor ion mass tolerance: 0.05 Da 5. Fragment ion mass tolerance: 0.5 Da (m/z) 6. Maximum number of the same amino acid that can be dynamically modified in a phosphopeptide: 3
SEQUEST generally outputs 10 peptide sequences for each MS/MS spectrum that are ranked by XCorr, and the peptide with the highest XCorr is considered the "top hit" (or "1 st hit"). Only MS/MS spectra that result in phosphopeptide top hits are kept for further analysis. This filtering step is performed because during collision-induced dissociation in the ion trap, unmodified peptides are usually fragmented more efficiently than phosphopeptides and often have higher XCorr and ΔCn scores. As a result, phosphopeptide SEQUEST scores are generally lower than the corresponding unmodified peptide scores. Therefore, the unmodified and modified peptide identifications should not be analyzed together; otherwise many correct phosphopeptides would likely be filtered away resulting in a high false negative rate. However, this filtration step might result in some false negative identifications in a different way which can happen when an MS/MS spectrum has a first hit that is an unmodified peptide and a second (or even third) hit that is a phosphopeptide and has almost as large an XCorr score. In this scenario, it can be difficult to tell in an automated fashion which hit is more confident, the unmodified, first-hit or the phosphorylated, second-hit (or even the third-hit). Thus, it is still preferred to filter to remove spectra that result in top hits that are unmodified.
If an identified phosphopeptide contains a larger number of potential phosphorylation sites than incorporated phosphates, then there are multiple possible arrangements of the incorporated phosphates. Generally, this set of phosphopeptides has similar theoretical MS/MS spectra, and thus the XCorr values will be comparable. As a result, these closely related phosphopeptides will generally be among the ten ranked hits that SEQUEST assigns to the MS/MS spectrum.
Since their XCorr values do not differ significantly from one another, the top hit is not necessarily the highest confidence identification. Therefore, a more careful analysis of the phosphopeptide variants is needed to identify the most confident identification. This analysis is performed by calculating the peptide score 16 for each variant of the top hit and the phosphopeptide identification with the highest peptide score is considered the "true top hit".
Calculation of ΔCn'
ΔCn is defined as the normalized difference between the XCorr of the peptide identification and the XCorr of the succeeding peptide identification (by XCorr rank), i.e. (1) where n is the peptide identification XCorr rank. Therefore, ΔCn of the top hit is the normalized difference between the XCorr of the first and second hit. However, after the true top hit is obtained by rearranging the incorporated phosphates of the original top hit, ΔCn of the original top hit is unrelated to the confidence of the identification of the amino acid sequence of the phosphopeptide, and a ΔCn variant, ΔCn', needs to be computed. Obtaining ΔCn' involves determining the XCorr of the true top hit, and then searching for the "true second hit". The true second hit is the highest-ranked identification that has a different amino acid sequence than the true top hit.
In general, the true top hit is among the ten hits, and its XCorr value is used. In the rare case that the true top hit is not among the ten hits, the peptide identification having the same amino acid sequence and having the lowest XCorr value is used. The Sp scores of the true top hit were determined similarly.
Occasionally, all ten hits have the same amino acid sequence and the only difference among them is the arrangement of the incorporated phosphates. Since there is not a peptide identification that satisfies the requirement to be a true second hit, these spectra are excluded from the data analysis.
Transformation of XCorr, Sp, and ΔCn'
The confidence of each true top hit is quantified using three parameters: XCorr, Sp, and ΔCn'. XCorr reflects the strength of the cross correlation between the experimental and theoretical MS/MS spectra, and longer peptide sequences tend to result in a larger XCorr values. To compare quantified confidences of peptide identifications with differing peptide lengths, XCorr needs to be normalized against the phosphopeptide length so that this bias is removed. The normalization equation used by PeptideProphet 8 is used here: (2) where L is the phosphopeptide length.
To make the joint distribution of XCorr, Sp, and ΔCn' approximately normal, Sp and ΔCn' are also transformed:
where the transformation of ΔCn' is the same as that reported by Lopez-Ferrer, et al. 17
Estimation of the mixed joint distribution using EM
For each of the three SEQUEST scores, a higher value is indicative of a higher likelihood that a peptide identification is correct. Therefore, the correctly and incorrectly identified phosphopeptides form two different clusters in space. The joint probability density function (pdf) of these three values can be utilized to quantify the confidence of the phosphopeptide identifications, and this pdf can be estimated using EM. EM is a method of calculating maximum-likelihood estimates of parameters of an underlying distribution from a statistical sample. [18] [19] [20] Assuming that the joint distributions of the two clusters are both normal, the observed triplet can be approximated by a Gaussian Mixture Model (GMM) and the mixed density function is: (4) where p 0 and p 1 denote the pdf of the incorrect and correct phosphopeptide identifications, respectively. π 0 and π 1 are the proportions of the identifications belonging to p 0 and p 1 , respectively, and they satisfy (5) X is a column vector: (6) μ 0 and μ 1 are the means of p 0 and p 1 , respectively. Σ 0 and Σ 1 are the covariance matrices of p 0 and p 1 , respectively. EM is used to estimateπ 0 ,π 1 ,μ 0 ,μ 1 ,Σ 0 , and Σ 1 .
Let [D(i, j)],i = 0,···N -1, j = 0,···2 be a matrix of the SEQUEST scores of all of the identifications, where N is the total number of identifications, and the 1 st , 2 nd , and 3 rd column of [D(i, j)] are the , , and values, respectively (i.e., each row of [D(i, j)] corresponds to a single identification). EM consists of iterations of two sequential steps: expectation and maximization. During each iteration, the following two calculations are performed:
1. Expectation: (7) where [g(i, k)] is a matrix with i = 0,···N -1, k = 0,1. x i is the i th row in data matrix [D(i, j)].
Maximization:
This iteration continues until the estimated parameters converge.
Since EM is an iterative process, the initial values of π 0 ,π 1 ,μ 0 ,μ 1 ,Σ 0 , and Σ 1 have to be provided. This is achieved through a preliminary clustering of the phosphopeptide identifications. All of the identifications are clustered into one of two clusters, cluster 0 and 1 that correspond to incorrectly and correctly identified peptides, respectively. This clustering consists of two sequential steps. During the first step, the difference ΔM between the measured and theoretical precursor masses (in ppm) is calculated and the distribution of ΔM is plotted. Generally, the distribution consists of a central dense region and a background as illustrated in Figure 5 . The maximum lower and minimum upper boundaries of ΔM are then identified, and between them is the central dense region. The boundaries of the central dense region are identified by visual inspection. These boundaries can also be identified by an automatic processing of the histogram. Those peptides that have ΔM values that fall outside of the central region are more likely to be incorrect identifications, and are placed into cluster 0. The remaining peptides are placed into either cluster 0 or cluster 1 by k-means clustering using , , and . With all of the peptide identifications clustered, the initial values of π 0 ,π 1 ,μ 0 ,μ 1 ,Σ 0 , and Σ 1 can be calculated as the sample statistics of these two clusters.
Linear discriminant analysis
After the pdf in Eqn. (4) is estimated, , , and need to be combined into a single discriminant score for each peptide identification. Combining them so that the resultant discriminant score has the most discriminative power to distinguish correct and incorrect peptide identifications can be achieved using a linear discriminant analysis (LDA). 21
To perform LDA, the membership of each peptide identification has to be determined first, which is achieved through a maximum likelihood analysis. For each identification, the probability of the identification belonging to the distributions p 0 and p 1 are calculated as π 0 p 0 and π 1 p 1 , respectively. Whichever is larger determines the membership of the peptide identification.
LDA calculates the weights used to linearly combine , , and into a discriminant score. These weights are the components of the eigenvector corresponding to the largest eigenvalue of the following matrix: (11) where (12) (13) where n 0 and n 1 are the number of identifications in each cluster, avg 0 and avg 1 are column vectors of the sample means of , , and in each cluster, and cov 0 and cov 1 are the covariance matrices of , , and in each cluster, and avg is a column vector of the sample means of , , and of all of the identifications from both clusters.
The eigenvector corresponding to the largest eigenvalue of A is U = [u 1 ,u 2 ,u 3 ] T . The discriminant score for each peptide identification can then be calculated: (14) Estimation of the discriminant score pdf using EM
The discriminant scores obtained using Eqn. (14) are samples of F, the discriminant score. The pdf of F will again be modeled as a mixture of two components that correspond to incorrectly and correctly identified peptides. Assuming that F can be described by a Gaussian Mixture Model, the parameters of this pdf can be estimated by performing a second EM, similar to the one that was used to estimate the joint distributions of , , and .
FDR estimation
The discriminant score calculated above is used as the statistic to estimate the FDR of the set of filter-passing identifications. FDR estimation involves testing multiple hypotheses with each peptide identification corresponding to a single hypothesis test. Table 1 illustrates the possible outcomes when a significance threshold is applied to all of the phosphopeptide identifications. The null hypothesis is the hypothesis that the identification is incorrect and the alternative hypothesis is the hypothesis that the identification is correct. The terms "declared nonsignificant" and "declared significant" indicate non-filter-passing and filter-passing identifications, respectively. R is the total number of filter-passing identifications. V is the number of false positive filter-passing identifications. S is the number of true positive filterpassing phosphopeptide identifications. N is the total number of identifications. V, R, and S are random variables. It is common statistical practice to write the overall error measure in terms of an expected value and the FDR is thus defined as: (15) where E is the expectation operator. Because m is usually very large in proteome-wide studies, Pr(R > 0) ≈ 1, the FDR can be estimated using the following equation: (16) Just as the false positive rate (FPR) is associated with a p-value from a single hypothesis test, the FDR is associated with q-values from the multiple hypotheses test. The q-value of each identification can be described as the expected proportion of false positive identifications among all identifications that are determined to be either as confident or more confident than the one under consideration, and therefore it quantifies the significance of each identification. Calculating the q-value for each identification and thresholding the identifications at a q-value of λ (0 ≤ λ ≤ 1) produces a set of identifications with a proportion of at most λ expected to be false positives. Therefore, these q-values can be used to filter the data and achieve a desired FDR. For a phosphopeptide identification with discriminant score F i , its q-value can be calculated: (17) Figure 2 illustrates the method used to calculate the q-values using the pdf of F. In this figure, the red and blue curves represent the pdfs of F of the incorrect and correct identifications, respectively. For any f ≤ F i , FDR(f) is calculated: (18) where A r is the area (shaded in red) to the right of f and enclosed by the corrected pdf curve of the incorrect identifications. A b is the area (shaded in blue) to the right of f and enclosed by the corrected pdf curve of the correct identifications. A r = E(V) and A b = E(R). The corrected pdf curves of the incorrect and correct identifications are represented by π 0 p 0 and π 1 p 1 , respectively. For a comprehensive theoretical description of the FDR and q-value, see For each identification, the p-value and the posterior probability p(+ | F) (i.e., the probability that the identification is correct given its discriminant score) can also be computed. The posterior probability can be calculated using Bayesian theory. 8 (19) where p(F | +) and p(F|-) are the pdfs of F for the correctly and incorrectly identified phosphopeptides, respectively, and p(-) and p(+) are the a priori probabilities that an incorrect and correct identification occurred, respectively.
Calculation of the composite FDR
The q-values that were calculated above were calculated from the precursor ion charge statedependent discriminant score pdfs. Ultimately, the phosphopeptide identifications are filtered using a desired FDR for each charge state, and then a composite FDR is computed: (20) where the set of charge i+ identifications are filtered using FDR i , N i is the total number of charge state i+ filter-passing identifications, and N i * FDR i is the expected number of charge state i+ filter-passing false-positive identifications.
Results
Application of this data analysis approach to a phosphoproteome dataset from the study of irradiated human skin fibroblasts resulted in a total of 11,004 top hit peptide identifications by SEQUEST. Peptide filtering removed un-modified peptides and peptides with charge states ≥ 4+. High charge state peptides were removed because the number of such species was relatively small, and it was not possible to accurately estimate the distribution of the SEQUEST scores. For this particular dataset, only the charge state 2+ and 3+ phosphopeptides were considered for further analysis since there were no 1+ phosphopeptides (they were excluded from fragmentation during MS analysis). After the filtering, the total numbers of charge state 2+ and 3+ peptides were 3,159 and 3,215, respectively.
For each of the resultant 2+ and 3+ top hit phosphopeptides, the most likely incorporated phosphate arrangement was obtained using the peptide score, and the ΔCn' for each true top hit was then calculated. Figure 3 is a histogram of the original XCorr ranks of the true top (blue) and true second hits (red). This figure shows that the number of identifications that required the calculation of ΔCn' was not negligible.
A scatter plot of projected onto three 2-dimensional planes was produced (Figure 4 ). In each of these graphs, the lower-left and the upper-right clusters represent the incorrect and correct phosphopeptide identifications, respectively. A histogram of ΔM was produced ( Figure 5 ) and used to determine the boundary of the central dense region. This information was used during the preliminary clustering of the identifications to calculate the initial values for EM. Note that it took ∼70 iterations for the EM to converge (Figure 6 ).
With the joint pdfs estimated for the correct and incorrect identifications, a maximum likelihood method was used to determine the cluster membership. Figure 7 shows the probabilities p-and p+ that each identification belongs to cluster 0 and cluster 1, respectively. Any point that was above the 45° line was assigned to cluster 1, and any point below it was assigned to cluster 0.
The discriminant score weights were obtained using LDA for charge states 2+ and 3+, and the F of each identification was:
The histograms of F are shown in Figures 8A and B for charge states 2+ and 3+, respectively. EM was used to estimate the pdfs of F, and these are plotted as the continuous curves in Figures  8A and B . The p-value, q-value, and p(+ | F) of each peptide identification were computed and their relationship with F is plotted in Figures 8C and D . The false negative rate (FNR) vs. F is also plotted (in Figures 8C and D) . For each discriminant score, the estimated FNR is the area to the left of the discriminant score and enclosed by the pdf curve of the correct identifications. Note that the p-value and q-value shared the same trend and p( + |F) and FNR also share the same trend.
The phosphopeptide identifications were filtered by a range of q-values to produce a range of FDR values. The expected number of false positive and true positive identifications corresponding to each FDR was computed:
The relationship between N TP and N FP , i.e., the Receiver Operating Characteristic (ROC), was plotted for both charge states (Figures 8 E and F) . Both ROCs indicated that the incorrect and correct identifications were distinguished with high certainty.
To summarize, the data analysis procedure required XCorr, Sp, ΔCn, ΔM, and a peptide sequence as input, and it output the p-value, q-value, and p(+|F). The data flow from each data analysis step to the next one was seamless. In particular, the EM algorithm took , , , and ΔM as input and output the mixture model (i.e. the estimated parameters π 0 ,π 1 ,μ 0 ,μ 1 ,Σ 0 and Σ 1 ), and the LDA algorithm took the , , , and the cluster membership (obtained via the maximum likelihood analysis) of each identification as input, and output the optimal weights U = [u 1 ,u 2 ,u 3 ] T .
Validation of the FDR estimation
Validation of the FDR estimation algorithm was carried out on two different datasets. One of the dataset was the one used in this paper and the other was a published dataset that had been manually validated. 26 For the former dataset, the set of phosphopeptide identifications with a certain FDR (either 0.0001, 0.001, or 0.01) was randomly sampled, and the corresponding experimental MS/MS spectra were manually annotated. The true FDR was then determined based on the manual annotation, adjusted by taking into account the artifacts in the data processing of peptide search engines, and ultimately compared with the estimated FDR. The difference between them was negligibly small. For the latter dataset, the FDR estimation algorithm was applied and the list of peptide identifications that passed the q-value cutoff were compared with the list of confident peptide identifications provided in the published paper. It was found that almost all of the q-value filter-passing peptides were reported as confident and vise versa. The results from both of the validation studies demonstrated the value of the FDR estimation algorithm presented in this paper. Details pertaining to the validation and the corresponding data are provided as supplementary material.
Discussion

Justification of the Gaussian Mixture Model
In the estimation of the joint distribution of , , and using EM, it was assumed that the distribution is jointly normal. In practice, a small deviation of the distribution from the GMM should not exert a large influence on the estimated FDR. This effect is because only the estimated pdf of , , and are used to obtain the cluster membership of each phosphopeptide identification, and because larger values of , , and will always result in a larger discriminant score.
The pdf of F, which was modeled using a GMM, affects the estimated FDR to a relatively larger degree. The F scores calculated by PeptideProphet 8 for incorrect and correct identifications are assumed to follow a gamma and a normal distribution, respectively. A GMM was used here because the F scores of the incorrect identifications appeared to be normal based on a visual inspection.
Justification of the multiple hypothesis testing
Estimating the FDR is a multiple hypothesis testing problem; each phosphopeptide identification represents a single hypothesis testing problem. Ideally, each p-value would be estimated using the null hypothesis distribution of F specific to statistical samples of identifications of each phosphopeptide. Similarly, each q-value would be estimated using the null and alternative hypothesis distributions of F specific to statistical samples of identifications of each phosphopeptide. Because of the nature of shot-gun proteomics, statistical samples of each phosphopeptide identification is unobtainable. Therefore, as with PeptideProphet, 8 the null distributions of F were assumed to be identical for all of the peptide identifications.
Uncertainty of peptide identifications, determination of the most likely phosphorylation site (s), and FDR estimation
There are several levels of uncertainty in identifying phosphopeptides by the algorithm presented in this paper. First, in the FDR estimation described above, it was assumed that higher values of XCorr, Sp, and ΔCn' result in higher-confidence phosphopeptide identifications. While this assumption is very reasonable from a statistical point of view, counter examples have been found by manual validation. 27 Therefore, a peptide identification that passes a very low q-value cutoff might actually be a wrong identification due to an incorrect high-scoring match between an experimental and a theoretical spectrum, which ultimately could be reflected as a deviation between the estimated and true FDR.
Second, the uncertainty of the FDR estimation can come from ΔCn. ΔCn represents the normalized difference of XCorr between the top and second hit and does not correlate directly with the goodness-of-fit between the experimental and theoretical spectra. Furthermore, ΔCn can be affected by the size of the protein database that the search engine searches against. The larger the size of the database, the smaller ΔCn tends to get.
Third, the most likely arrangement of the phosphate group(s) is determined by comparing the peptide scores of different arrangements. Even the most likely arrangement might not have a high-confidence peptide score. 16 Therefore, a confident phosphopeptide identification could still have an ambiguous arrangement of phosphate group(s). When the number of possible arrangements of the phosphate group(s) is large, it is more difficult to distinguish the most likely arrangement from the rest due to closeness of the peptide scores between multiple different arrangements. For this reason, the number of phosphate groups per peptide was limited to 3, by filtering the data before the FDR analysis.
As a result of these uncertainties, the FDR estimation algorithm presented in this paper performs a statistical analysis of phosphopeptide identifications. Individual phosphopeptide identifications that are confident based on their q-values can still be ambiguous in terms of their arrangement of phosphate group(s). If the absolute confidence of the arrangement of phosphate group(s) is needed, the AScore 16 that quantifies the confidence of each phosphorylation site assignment can be calculated.
Conclusion
The data analysis pipeline presented herein was designed to estimate the FDR of phosphopeptide identifications, and its utility was demonstrated in the context of a proteomics study of irradiated human skin fibroblasts. The pipeline obtains weights that optimally define a discriminant score and estimates the q-values and FDR by performing a rearrangement of the incorporated phosphates to identify true top hits, data training using EM to obtain the joint probability density function of the peptide scores, and performing a linear discriminant analysis. This pipeline could be extended to analyze the search results of unmodified peptides, as well as to search peptide scores from other peptide search engines (e.g., X! Tandem) and multiple search engines. Flow chart of the data analysis pipeline used to estimate the FDR of phosphopeptide identifications. Illustration of the q-value calculation. The red and blue curves denote the pdfs of F that correspond to the incorrect and correct phosphopeptide identifications, respectively. For a given discriminant score f, FDR(f) is the ratio of the red area divided by the blue area. The qvalue is then calculated by Eqn. (17) . Histogram of the XCorr rank of the true top hit (blue) and the true second hit (red). Histogram of ΔM. The maximum lower and minimum upper thresholds of the central dense region were 0 and 10 ppm, respectively. Determination of the cluster membership using the joint pdf of , , and . The xand y-axes denote the probability that each phosphopeptide identification belongs to the distribution of incorrect (p-) and correct (p+) identifications, respectively. The identifications in red (below the 45° line) were assigned to cluster 0, and those in blue (above the 45° line) were assigned to cluster 1.
Figure 8.
A,B: Histogram of F and the estimated pdf of F. The red and blue curves correspond to the incorrect and correct identifications, respectively. C,D: The p-value (red), q-value (green), and p(+|F) (blue) for each identification. The FNR is shown in cyan. E,F: ROC curves. 
