Maximum depth-to-particle-dimension ratios in which systems can be treated as two-dimensional ͑2D͒ rather than threedimensional ͑3D͒ systems in determining percolative properties have not been reported. This problem is of great technological significance. 3D solutions for percolation in even low-density systems pose much more intensive computational problems than their 2D analogs and also result in significantly different predictions for percolation onset. Moreover, many materials and sensing applications require analysis of domains of finite thickness. Adequate loading of particles is required, e.g., in electrodes in advanced batteries and fuel cells to ensure good conductivity. Adequate deployment of sensors into fields of finite thickness such as oblate, neuronal cells is required, e.g., to detect specific ions. A systematic determination of the effect of these arrangements on percolation properties is needed for both applications. Here, we provide comparisons of cluster sizes, densities, and percolation points among monodisperse, 2D and 3D systems of overlapping ellipsoids by systematically increasing the depth of the 3D system relative to particle dimensions. We investigate the effect of several boundary condition assumptions on the resulting particle orientations, emphasizing the probability of formation of large clusters. A method of experimental determination of percolation onset is also suggested, using the maximum change in cluster size. Producing conductive, thinly layered structures for use as battery electrodes requires some estimation of the amount, shape, and distribution of conductive additive, e.g., conductive carbons in Li-ion batteries.
Producing conductive, thinly layered structures for use as battery electrodes requires some estimation of the amount, shape, and distribution of conductive additive, e.g., conductive carbons in Li-ion batteries. 1, 2 Determining the dimensionality of these systems for purposes of modeling percolative properties is critical, because twodimensional ͑2D͒ and three-dimensional ͑3D͒ percolation points depend upon both particle shape and system thickness. However, maximum depth-to-particle-dimension ratios in which systems can be treated as 2D rather than 3D systems for purposes of modeling percolation have not yet been reported quantitatively.
Accurate and efficient simulation of percolation in overlapping fields is also important in the design of sensor systems, [3] [4] [5] material properties in materials containing interpenetrating particles, [6] [7] [8] [9] and even epidemiology. [10] [11] [12] [13] Some of these problems are inherently 2D, as in epidemiology, wherein the overlapping ''particles'' represent scalar fields of magnitudes of disease transmissibility around any single source. In almost all materials applications, and in sensor design for detection of species or phenomena, domains are often fully 3D and represent physical space. For example, in nanostructured gas sensors, the presence of a gas increases the conductivity of the sensing material at the grain boundaries in 3D. 14, 15 Importantly, percolation points in 2D vs. 3D model domains have been shown to be different, analytically, [16] [17] [18] [19] numerically, [20] [21] [22] [23] [24] and experimentally, 25 and thus determination of the appropriate dimensionality of a model system is critical. Many materials applications of percolation modeling require analysis of ''thin'' sections, e.g., layered electrodes in advanced batteries or fuel cells. 26, 27 Sensing applications for finite, oblate domains are also abundant, e.g., intracellular sensing. [28] [29] [30] Thus, we hereafter use the terms ''field'' and ''particle'' interchangeably, and note that our interests center on percolation in fields of fully permeable particles, an unrealistic condition for high-density material additives, but quite satisfactory for low-density arrangements of additives and for all sensing applications.
Three general approaches have been historically used to determine percolation onset in particle systems. One approach is to analytically approximate percolation onset, via a power series expansion of mean cluster density. In a series of the authors' recent papers on percolation phenomena, e.g., Ref. 31 , approximate analytical methods were developed to determine the percolation threshold for systems of ellipses and ellipsoids, building on classic work in the percolation of systems of spheres and circles. 16, 18, 32 Mean cluster size, defined as the average number of particles in clusters in a fixed domain, was used in this work. Specifically, the mean cluster size was expressed in the form of a power series, allowing the development of a convergence criterion for percolation based upon particle density, following Coniglio's formulation. 33, 34 Though the analytical methods developed were accurate, they were also computationally intensive due to the required evaluation of integrals, especially when high-order connecting graphs were introduced.
A second approach is to conduct large-scale Monte Carlo simulations ͑being careful to select domains large enough to avoid scale dependencies in solutions͒ for particular geometries of particles and domains; 24, 35 this approach is also commonly used to validate analytical approximations. 19, 31 A third approach is to use either approximations or direct simulations to develop semiempirical guidelines for percolative properties ͑based, for example, on geometry, cluster statistics, or domain size͒.
However, most percolation and aggregate models have been developed for infinite systems, either in unbounded systems, or in pseudoinfinite systems with periodic boundaries, though the importance of boundary effects has been noted by a number of groups. [36] [37] [38] [39] For example, Gabrielli et al. 40 studied the effect of boundaries on geometrical properties and found that the fractal dimension of the percolating cluster near the boundary was remarkably different from the bulk one. Thomsen 41 investigated the critical correlation length exponents and percolation thresholds in quasi-2D site percolation systems, with finite interplane coupling. He found the percolation threshold to vary continuously from 2D to 3D values with a powerlaw exponential relationship. Examples of work in specialized domains include that of Lorenz and Ziff, 42 who studied percolation and clustering on spherical surfaces; Tsubakihara, 43 who examined site percolation in a rectangular system of aspect ratio greater than one; and Provatas et al., 44 who investigated 2D fiber networks generated via a simulated flocculation process, resulting in localized particle agglomeration. Several studies have also been published on specific finite size effects and scaling approaches for 2D systems ͑e.g., Ref.
45-47͒, but the dimensional crossover in cluster properties and percolation thresholds has not been determined for continuum systems, to the authors' knowledge.
With the improved computational capabilities attained over the past few years, it is now possible to simulate a domain nearly the size of the physical domain of interest in many applications, especially in sensing nanotechnologies for biological materials, e.g., intracellular sensing. 48, 29 Models of permeable fields of geometrically complex shapes are critically important in such applications, because many targeted nanoprobes ͑including molecule uses in free dyes͒ have an inherent directionality, 49 i.e., they contain specific endgroups which comprise the detector, which renders the shape of the detection field nonspheroidal, but perhaps ellipsoidal. Thus, in the present work, we compare our prior analytic approximations to percolation onset in 2D and 3D continua with Monte Carlo simulations, designed to provide comparisons of 1. cluster properties and percolation behavior between 2D and 3D continuum systems containing equisized, overlapping ellipsoids, by systematically increasing the depth of a 3D system of particles and determining percolation points and cluster sizes and densities; and 2. the effects of varying boundary conditions in particle orientation within the systems, accounting for constraints imposed by boundaries on the formation of large clusters.
We also suggest some important considerations in image analysis of porous materials using these results, including interpretation of cluster formation as either random or physically based and determination of the effect of processes such as pressing on cluster densities by comparison with random cluster formations expected in finite systems.
Detection of Particle Overlap
The detection of particle overlap comprises a very computationally intensive step in both analytical approximations and Monte Carlo simulations of percolation onset in systems of permeable, ellipsoidal particles. In principle, one can solve the governing equations of ellipsoidal surfaces and determine whether real solutions exist. But the computational effort in doing so is high; therefore, some workers have developed indirect, but computationally efficient criteria.
To describe these criteria, the concept of a ''contact function'' must be introduced. Suppose the contact function F for a single ellipsoid A, specified by the location r A of its center, and the angle ⍀ A , which expresses its orientation in space, can be written as F A (r Ϫ r A ,⍀ A ). We then have F Ͻ 1, for r inside A; F ϭ 1 for r located on the surface of A; and F Ͼ 1 for r outside A. A nonunique but obvious choice for F is
where T indicates the transpose, and
where R are the vectors comprising the semiaxes. For two ellipsoids of arbitrary shape and size, Perram and Wertheim 50 proved rigorously that the function G(r, l), defined as
has a minimum
They further showed that
is the contact function for two ellipsoids; namely, for H Ͻ 1, the two ellipsoids overlap, for H ϭ 1 they are tangent, and for H Ͼ 1 they are separate. We note that this contact function is implicit, and thus its evaluation requires numerical iteration. For ellipsoids of uniform size, Viellard-Baron 51 derived a more efficient, explicit expression for overlap detection. A necessary and sufficient condition was stated for two ellipsoids to have no real point in common, or to be exteriorly tangential, using a contact function involving several variables for the geometry and relative spatial locations of the ellipsoids. Because we are presently interested in the effects of dimension, rather than particle size distribution, we implement the condition stated by Viellard-Baron, for equisized particles. We point out that Garboczi et al. 24 also used Baron's overlap criterion. However, they dealt with the infinite 3D problem, whereas we have worked in finite systems. The technique can easily be extended to the problem involving ellipsoids of variable sizes by replacing Viellard-Baron's overlap criteria with Perram's contact function.
Monte Carlo Simulations
We simulated domains comprised of spatially uncorrelated, equisized ellipsoids in a 3D (L ϫ L ϫ D) continuum. For simplicity, the centers of the ellipsoids were distributed by a Poisson process. In a real material, particle density near a surface may be somewhat higher than in the center, e.g., for packing or stamping postprocesses for shaping of porous materials, though this was neglected here for simplicity. And, although particle geometry and size frequently vary in real materials, prior studies have shown that a mild variation in particle size does not change the clustering properties substantially. 52 In all simulations, periodic boundary conditions were applied to the edges of the x-y plane, to minimize boundary effects. No periodicity was imposed in the z direction.
Particle orientation angles were randomly distributed, with extreme inclinations determined for a particular, semi-infinite domain as follows. By introduction of a frame of reference wherein x and y represented the infinite dimensions, and z represented the finite dimension, particles were assumed to be oriented with a uniform distribution function ͓0,2͔ in the x-y plane ͑and we note that the distribution function may also be written for ͓0,͔ if symmetry about either the x or y axis is considered͒. The difference of the two extreme locations on the ellipsoidal surface in the z direction ⌬z, is the maximum possible difference of the extreme locations on the ellipsoidal surface at the given location z of the particle centerpoint; as shown in Fig. 1 . It can be expressed as
The distribution function of the elevation angle of the major axis of particle over the z direction can be derived from this expression, as
where ⌰* is a random number distributed in ͓0,1͔. Thus, we have, for the half-height
We note that one limiting case of elevation orientation angle distribution is simply uniform particle alignment with respect to the x-y plane. We denote this case the ''parallel model'' and analyze it specifically because it has some importance in the manufacture of certain materials, e.g., laminated materials, wherein alignment is induced. This constraint on particle orientation results in an overall reduction of interparticle connections and therefore a higher percolation threshold relative to the random case.
Percolation Threshold Detection
Percolation onset for 2D and 3D continua was studied by systematically increasing the z dimension ͑thickness͒ of model domains and recording the percolation threshold at which a cluster connecting the two x-z boundary faces is detected, where z is the dimension having finite thickness. Percolation volume fractions vs. aspect ratios are shown for four types of domains in Fig. 2 : ͑i͒ a 2D arrangement, wherein ellipses were generated in a 2D domain ͑from results reported in Ref. 19͒; (ii) a ''single-layer'' arrangement of ellipses, wherein a normalized thickness of t/b ϭ 1 was used, t is the halflayer thickness; (iii) a ''finite thickness'' model, wherein the z dimension was specified relative to the particle size; and (iv) a 3D ͑infinite͒ model ͑from results reported in Ref. 53͒ . We note that the single-layer domain, comprised of a single layer of particles with major axes parallel to the x-y plane, is merely a degenerate case of the finite-layer domain. Interparticle overlap in this case is determined by the elliptical geometry of the midplane (x-y) cross section. Comparison of the volume of the ellipsoid (3/4)ab 2 and the area ab of the ellipse allows derivation of a relationship for the critical volume fraction f c of the single-layer model in terms of the critical area fraction f a in the 2D problem, as
͓9͔ using the following relation for particle density , and area or volume of a single particle
The results in Fig. 2 for the 2D and 3D infinite models were obtained by averaging the results of 1000 simulations, each consisting of at least 5000 particles. Results for the single-layer model were based on the corresponding 2D model and obtained via Eq. 9. Values for other geometries can be readily interpolated from these computational results.
These results and approximate relations clearly demonstrate the importance of dimensionality in real domains in the prediction of percolation onset, particularly for higher aspect ratio particles. And, the intrinsic variability of percolation onset in finite-thickness systems is high: even for the sphere problem, the percolation threshold rises from 29 to 52.3%, with a ratio of domain edge lengths of 1:1.80. For higher aspect ratios, the relative variability can be even higher. For example, for particles of ⑀ ϭ 10, the percolation threshold is between ϳ6.8 and ϳ21.2%, with an edge ratio of 1:3.11. Thus, clearly, the 2D or 3D models are only applicable when the thickness is either very small or extremely large, respectively, relative to particle dimension.
In Fig. 3 , critical volume fractions f c are reported for the finite-thickness domains, as a function of layer thickness t; results for 1 р ⑀ р 100 are shown. For convenient reference, we have included our own compilation of critical volume fractions using an approximate formula which shows excellent agreement with our numerical results 19, 53 in Table I ; each fitted curve gave a correlation factor with numerical results у0.99. In Fig. 3 , cell thicknesses are normalized by the half-length of particle minor axis b, so that the points on the left of each curve represent single-layer configurations, and solutions asymptotically approach those for the infinite 3D model as t → ϱ. As with the infinite domains, the percolation threshold drops rapidly with an increase in the particle aspect ratio ⑀. Table I . Critical volume fraction f c as function of normalized layer thickness z ϭ tÕb "t is half-layer thickness; b is half-length of particle minor axis…, based on approximate formula f c ϭ For example, the critical volume fraction of ⑀ ϭ 1 is more than 50 times that of ⑀ ϭ 100 at large thickness. Further, the percolation threshold dropped quickly, initially, with increasing thickness, but reached a plateau for all aspect ratios studied, when t exceeds 10. Roughly speaking, in the range of ⑀ ϭ 1-100, our results show that the infinite model can be used to accurately approximate the percolation threshold for domain thicknesses ϳ5 times greater than particle thickness 2b. Otherwise, a finite-thickness model must be used to incorporate the effects of the boundary, for accurate prediction of percolation onset. This result has important implications for modeling of many engineered ''thin films'' or other layered materials ͑e.g., Ref. 54 and 55͒, in which the layer thickness is frequently more than an order of magnitude larger than the particle thickness: an infinite 3D model is more suitable for these materials than a 2D model. Figure 4 shows a comparison of critical volume fraction for the parallel and random models as a function of layer thickness. The percolation threshold for the parallel model is significantly higher than for the random model, once the thickness exceeds a few times the particle thickness. This is undoubtedly due to the reduction in overall likelihood of interparticle connections in the z direction for the parallel model. Any constraint applied to the orientations or locations of particles generally reduces interparticle connectivity and increases the percolation threshold. This effect is more pronounced for thin layers, though in the limiting case of thickness reduction to a single layer, the solutions coincide, as seen by the rapid convergence of the two solutions around t/b ϭ 2 in Fig. 4 .
Cluster Property Determination
The generation of statistical distributions of large clusters has proven computationally and analytically daunting: for example, there are 528 possible ways to form a cluster of only five particles, 19, 53 making it practically impossible to assemble statistics for the systems of 10,000-100,000 particles, using older computer processors. More effort has been spent in generating data on smallcluster statistics, wherein isolated clusters containing a fixed, small number of particles were sought using connecting graphs, namely, schematics reflecting the pairwise connectivity between particles in- Roach's approximations ͑Eq. 11, dashed lines͒, for ͑top͒ spheres ( f c ϭ 0.29) and ͑bottom͒ ellipsoids of aspect ratio 10 ( f c ϭ 0.072). Fully 3D models ͑unit window dimensions with ϳ10,000 particles in each case͒ were used in the simulations. side each cluster. 17, 18 This method does not require full knowledge of the connectivity of the structure and is thus extremely efficient for examination of clusters of four or fewer particles.
As a useful approximation, Roach 56 suggested that at low volume fraction for particles of any shape, the cluster density n k could be estimated from
Ogston and Winzor 57 provided an analytical expression for the excluded volume of an ellipsoid, which can be used to derive the exact solution of n 1 for ellipsoids, as follows
For spheres, i.e., ⑀ ϭ 1, n 1 becomes
To analyze large clusters, we developed an alternative simulation approach. Briefly, we first assumed that each particle formed a distinct cluster. Clusters with at least one pair-connection were identified by checking interparticle connectivity, and subsequently merged. This process was repeated (n Ϫ 1)(n Ϫ 2)/2 times, for n particles. Using this approach, the interconnectivity of each and every pair of particles was examined and catalogued, and thus the complete network structure was obtained. By tallying the number of clusters with k particles, and averaging the results over a number of realizations, we obtained mean densities of clusters, for higher values of k (k Ͼ 4) than reported previously.
We thus numerically determined, for lower volume fractions of ellipsoids, both cluster densities ͑Fig. 5͒, and mean cluster sizes in the z direction ͑Fig. 7͒. As shown in Fig. 5 ͑for ellipsoids of aspect ratio 10, t/b ϭ 5), for low volume fractions, clusters comprised of isolated particles dominate, and mean cluster sizes are therefore close to unity. At higher volume fractions, isolated particles become rarer, consistent with our previous computational results for both 2D and 3D networks. 19, 53 Roach's approximations are plotted along with numerical results for several values on Fig. 6 , showing generally good agreement for volume fractions less than half of the percolation threshold, but significant divergence from actual values beyond the critical volume fraction. Table II reports the fractions of  cluster sizes present, for 2D systems, and Table III reports them for 3D systems. Interestingly, even at volume fractions as low as 2%, a nonnegligible proportion of large clusters (k у 10) arises for systems of ellipsoids (⑀ ϭ 10); this has important implications for image analysis, discussed later.
Distributions of mean cluster size vs. locations along the z direction are shown in Fig. 7 , for spheres ͑top͒ and ellipsoids (⑀ ϭ 10, bottom͒. One thousand realizations were generated and analyzed for each volume fraction; averaged results are reported. The number of particles in each realization varied from 5000 to 10,000, depending on the volume fraction used. Also, because of the half-plane symmetry, position is normalized by the half-thickness of the layer model, such that ''0'' represents the lower surface of the domain, and ''1'' represents the midplane. The mean cluster size is normalized by the value at the midplane. Figure 7 clearly shows the z direction bias in cluster distributions for finite, 3D domains. Clusters are smallest near boundaries and increase monotonically to reach a maximum at the midplane. However, this bias is pronounced at ''intermediate'' ͑in terms of percolation͒ volume fractions only. At low volume fractions relative to percolation onset, the lack of particle interaction results in distinct, uncorrelated particles, and few clusters overall. At the other extreme, for volume fractions well above the percolation threshold, particles are highly correlated, and large clusters arise. Thus, mean cluster size becomes invariant with respect to spatial location, due to strong interparticle connections.
Obviously, mean cluster size in a finite particulate system is always bounded; mean cluster size in an infinite system is always unbounded. In finite systems, for volume fractions of an intermediate value relative to percolation onset ͑e.g., 7% or so for spheres and 30% or so for ellipsoids, per Fig. 7͒ , the boundary imposes a significant constraint on cluster formation. The mean cluster size increases exponentially at the midplane as the system's volume fraction approaches its percolation point. Thus, we find that the variance in mean cluster sizes, through the z direction, is maximum at the percolation point.
This trend can be even more clearly seen in Fig. 8 , in which normalized mean cluster sizes at the boundary are reported as a function of volume fractions for spheres ͑Fig. 8, top͒ and ellipsoids ͑Fig. 8, bottom͒. For example, normalized cluster size is a minimum at the percolation point of f ϭ 0.07 in Fig. 8 ͑bottom͒. Interestingly, the normalized minimum cluster size is around 0.4 for systems of both spheres and ellipsoids. Similar values were also observed for other aspect ratios, and we state that normalized minimum cluster is apparently invariant with respect to particle aspect ratio, for large thicknesses relative to particle size.
The findings reported here have some significance in the image analysis of porous and infused materials. For example, a common question for infused materials is whether particles are spatially uncorrelated, i.e., whether particle locations are truly random. Agglomeration can be desirable or undesirable for a given application; often, observations of clusters of particles lead immediately to the conclusion that there is a particular physics involved. [58] [59] [60] [61] [62] However, our results indicate that even at volume fractions, nonnegligible numbers of large clusters arise for random systems of particles. Thus, Tables II and III could be used to compare cluster statistics for random and real materials, to determine whether or not observed clustering is consistent with random arrangement. This is perhaps even more significant for what we have termed ''finite layers,'' i.e., domains having thicknesses of approximately five times the particle thickness 2b. Our results show that for volume fractions below the percolation threshold, significant variances arise for mean cluster sizes, and boundary effects produce denser arrangements of particles near the midplane. In materials wherein compression is used to densify thin layers, 63, 64 differentiation of the possibly inhomogeneous deformation of these materials from statistical effects in finite layers is important in understanding the percolative consequences of postprocessing.
Experimental Verification
For verification of our simulations and approximate analytic solutions, we compared measured conductivities 64, 65 of three different natural graphite Li-ion anode materials comprised of purified natural graphite from Superior Graphite ͑SL-20, as shown in Fig. 9͒ , and natural graphite from Mitsui Mining, with 6 ͑GDR-6͒ and 14 ͑GDR-14͒ weight percentage coatings of amorphous carbons, respectively. Three different anode densities ͑volume fractions͒ of each material were thus obtained for each of the three materials. Imaging of all materials was performed as described previously. 64 In previous work, we had compared our conductivity results to only 2D models of conduction, from direct simulations of particle systems, using image analysis data as input. 64 Our experimental results, along with estimated critical volume fractions, are tabulated in Table IV . The effective conductivity was determined from recorded current and voltage, and the percolation threshold was estimated via linear extrapolation of conductivity against volume fraction. Specifically, we evaluated the mean values of conductivity at different volume fractions and connected the two data points at the smallest volume fractions. We then extended the line to cross the horizontal axis. The volume fraction at which the conductivity is extrapolated to be zero was identified as percolation onset, as shown in Fig. 10 . The measured ratio of particle diameter to layer thickness is used as an input parameter in the later simulation. Because thicknesses were altered by application of pressure, the diameter-to-thickness ratios were averaged as needed.
Conclusions
We studied transitions in cluster properties and percolation points in finite and infinite networks, comprised of equisized, fully penetrable ellipses and ellipsoids. In doing so, we developed numerical results for specific properties and also approximate relations for a wide range of both finite and infinite systems which may prove useful in the design of materials or sensor systems. For the special case wherein the major axes of particles are parallel to the x-y plane, we showed that percolation thresholds were significantly higher; this may prove important in systems containing preferential orientation of particles. Additionally, boundary conditions affecting clustering formation and the cluster properties were investigated in terms of their effect on nonuniformity in particle clustering in the z direction.
Excellent agreement between measured percolation thresholds ͑Table IV͒ and interpolated simulation results ͑Table V͒ were found using the approximate formulas; errors less than 5% were found, in terms of volume fraction. To accurately locate the critical volume fraction, data are needed at smaller volume fraction intervals, and higher order curve fitting techniques may be merited. A significant drawback of our approach was the extrapolation of the percolation point at volume fractions significantly away from the percolation points ͑see Fig. 10͒ . Improved accuracy of any extrapolation would be expected with additional measurements.
Percolation thresholds in the systems studied are much closer to those of 3D, rather than 2D systems. The average diameter-tothickness ratio is 6.5 for SL-20 graphite, 4.27 for GDR-6, and 4.96 for GDR-14, all of which are close to 5.0, the apparently universal transition point of percolation from two to three dimensions, lending further support to our approach. A somewhat surprisingly low threshold was found for thicknesses of systems wherein a finitethickness model, or even a 3D model must be used vs. a 2D model, of around t/b ϭ 5. This threshold is important for both estimation of percolation point, and cluster properties.
The effect of boundaries on particle clustering was also important. We observed that mean cluster size is minimized at boundaries in the z direction, reaching a maximum at the midplane. The boundary effect disappears for both low-and high-volume fractions relative to the percolation volume fraction. We also pointed out that cluster statistics should properly be used for interpretation of images of real materials, specifically in drawing conclusions about randomness in packing, and determination of the effects of processing on cluster distribution for low volume fractions relative to the percolation fraction.
In future work, we aim to apply these statistical models to both designs of materials, and of sensor systems, in finite domains. 
