At the beginning of this presentation we will give some modifications of the Internal Model based Control (IMC) of nonlinear processes using the feedforward neural networks. These modifications are aimed to provide zero steady-state error in case of constant reference signal and constant disturbances.The internal model of the plantimplemented bythe neural network (NN)trained off-lineisalso useddirectlyto obtainan approximate inverse neural controller without need for a further training. The inverse neural controller (Q controller)as a part of the IMC structure is designed using the first order approximation of Taylor series expansionof the trained NN plant model. Having in mind that in spite of avery good approximation ability of the NN model, there might be very large errors in its first derivative compared to exact one, we have proposed some heuristics to overcome the problems in calculating control increments, especially for slow nonlinear processes. Thanks to performance improvement obtained by the Fast Clustered Radial Basis Function Network (FCRBFN) with respect to some other popular types of learning algorithms such as backpropagation (BP), Extreme Learning Machine (ELM), Support Vector Machine (SVM), we proposed the FCRBFN architectureand Stochastic Gradient Descent (SGD) with momentum term learning algorithm for the implementation of the internal models of slowly varying nonlinear processes.For not so strong nonlinearity contained in plant the model, the Q controller can be designed using a linear approximate inverse of the dominant plant dynamics and an adjustment of the Q controller gain at the current time instant based on the simplified calculation from several values of preceding inputs and outputs of the FCRBFN.In the cases of high nonlinearity and slow variable dynamics present in the plant model (for example, with characteristics of hysteresis type), in order to achieve good performance during transient changes and zero steady-state error in case of constant reference signal and constant disturbances, we proposed embedding integral action into the considered neuro adaptive IMC system structure. For all proposed neuro control algorithms we have conducted extensive simulations. In this presentation we give some of the simulation results and some guidelinesfor future work.
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