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ABSTRACT 
Elevated concentrations of ambient fine particulate matter (PM2.5) and ozone (O3) 
contribute to adverse health outcomes in exposed populations. Anthropogenic source 
sectors, including aviation, residential combustion (RC), and electricity generating units 
(EGUs), lead to increased concentrations of these combustion-related pollutants. 
Quantification of the influence of emissions from specific source sectors on ambient 
pollutant concentrations can be very useful in better informing public health policy 
decision making on air quality improvements. Due to complex emissions dynamics, 
background concentrations, and meteorology, determining contributions of these sources 
to related health risks is challenging.  
To assess local impacts of aviation activity, concentrations of nitrogen oxides 
(NOx) and the PM2.5 constituent black carbon (BC) were monitored near airports. 
Moreover, aviation-attributable fractions were derived from monitored concentrations 
using regression modeling, and values were compared with predicted aviation-
attributable concentrations from a near-field dispersion model. Regional impacts of 
aviation, RC, and EGUs were assessed using the Community Multiscale Air Quality 
(CMAQ) atmospheric chemistry and transport model with the Direct Decoupled Method 
 x 
(DDM) to determine sensitivity of ambient PM2.5 and O3 concentrations to emissions 
from individual sources. Health damage functions, quantified as mortality per thousand 
tons of emitted precursor species, were created by individual airport for 66 of the highest 
fuel-burning airports in the United States and by state for RC and EGUs. Physically-
interpretable regression models were built to predict aviation-related health damage 
functions.  
With local aviation, comparisons of regression-predicted and dispersion-predicted 
BC and NOx concentrations are similar when aggregated, though diurnal patterns show 
potential weaknesses in near-field dispersion and emissions inventory accuracy. For 
regional aviation impacts, health damage function values varied by more than an order of 
magnitude across airports for each precursor-ambient pollutant pair, with seasonal effects 
present in secondary pollutant formation. Health damage functions were predicted by 
combinations of upwind and downwind population, meteorology, and atmospheric 
chemistry regime. State-resolution contributions of RC and EGUs varied both within and 
between source sectors, based on local characteristics including population density and 
EGU location. These findings reinforce the importance of quantification of source-
specific air quality and health impacts in the design of health-maximizing emissions 
control policies.   
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CHAPTER ONE: INTRODUCTION 
Ambient concentrations of fine particulate matter (PM2.5) and ozone (O3) 
contribute to adverse health outcomes in exposed populations (Jerrett et al. 2009; 
Krewski et al. 2009; Laden et al. 2006; Pope 2002; Dockery et al. 1993). PM2.5 
(particulate matter less than 2.5 μm in aerodynamic diameter) and O3 dominate health 
impacts caused by air pollutants (Brook 2002). Exposure to these air pollutants has been 
well-documented as a risk factor for cardiovascular (Mustafic et al. 2012; Zanobetti et al. 
2009a; Levy et al. 2012) and respiratory diseases (Zanobetti et al. 2009a; Levy et al. 
2012; Ji et al. 2011), as well as mortality (Brook 2002; Bell 2004; Ito et al. 2005; Levy et 
al. 2005). Specifically, PM2.5 has been found to cause or exacerbate asthma, bronchitis, 
shortness of breath, increase in hospital admissions, lung cancer, and myocardial 
infarction. O3 exposure has well documented influences on increased airway resistance 
and decreased lung function (Hazucha et al. 1989; Mudway and Kelly 2000).  
A number of different emitting source sectors contribute to total ambient 
concentrations of these pollutants across the US. Sources of PM2.5 emissions include 
combustion from mobile vehicles, power plants (also known as electricity generating 
units or EGUs), industrial processes, and wood burning. PM2.5 concentrations are also 
influenced by secondary atmospheric chemistry that transforms pollutant precursors into 
PM2.5. PM2.5 constituents that are directly emitted include elemental carbon, organic 
carbon, black carbon, and primarily emitted sulfate. Constituents that are formed 
indirectly include ammonium sulfate, ammonium nitrate, and secondary organic aerosols. 
Ozone is not directly emitted from a source; rather, it is formed through chemical 
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reactions in the atmosphere between NOx and volatile organic compounds (VOCs). 
Secondary formation of both pollutants in the atmosphere is impacted by meteorological 
and background atmospheric chemistry conditions. This work focuses on specific source 
sectors responsible for emissions that impact ambient concentrations of PM2.5 and O3, 
including aviation, residential combustion (RC), and EGUs. These source sectors emit 
pollutants from ground level to higher in the atmosphere, at ground level, and from tall 
stacks, respectively.  
Aviation  
Aviation landing and takeoff (LTO) emissions have been estimated to cause 200 
premature deaths per year in the US (Brunelle-Yeung 2009; Ratliff et al. 2009); full-flight 
aircraft emissions have been estimated to result in 10,000 premature deaths per year 
globally (Barrett et al. 2012). The aviation sector contributes a small fraction of the 
premature deaths associated with other source sectors like EGUs and RC (Caiazzo et al. 
2013; Fann et al. 2013), though remains an important emissions source given its 
continuous and rapid growth. Over the next 20 years, demand for air travel is expected to 
increase at a rate of 5% per year (The Boeing Company 2013) while emissions from 
other prominent sources are expected to decrease (Levy et al. 2012), growing the relative 
importance of aviation impacts on air quality in the absence of any aviation emissions 
reductions.  
Emissions occur at different rates while aircraft are at, arriving, and departing 
from airports. Prior to departing and upon arrival, an aircraft sits at the gate during 
boarding. The gate can utilize auxiliary power units that generate power onboard while 
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the main engines are shut down or provide power using ground support equipment, which 
contributes to airport emissions. Significant emissions also occur during the LTO cycle 
when the aircraft’s main engines are being used throughout taxiing, takeoff, climb out, 
approach, and landing, which contributes to ground pollutant concentrations, or those 
below 3,000 feet (the meteorological boundary layer) (Jacobs Consultancy 2009). All 
energy-requiring airport operations contribute to local and regional air quality, with 
resulting impacts on human health.  
Residential combustion (RC) 
 RC is comprised of all residentially utilized fuel types including oil, gas, coal, 
and wood. These fuels are burned for space heating, cooking, and water heating. 
Comparing energy-based emissions factors for these sources from the 2011 National 
Emissions Inventory, coal, kerosene, and liquefied petroleum gas contribute two orders of 
magnitude more carbon monoxide emissions and significantly more PM2.5 and NOx 
emissions than both natural gas and oil (US Energy Information Administration 2015). 
Residential wood combustion contributes significantly to ambient concentrations of 
PM2.5 and VOCs in certain regions of the country (Schauer et al. 1996; Rogge et al. 
1998), and can contribute to deterioration of both indoor and outdoor air quality (Rogge 
et al. 1998), though outdoor ambient air quality is the focus of this work. Domestic coal 
burning accounted for roughly half of the black carbon emitted from fossil fuels across 
the US in 2002 (Bond et al. 2002). Residential fuel oil is generally comprised of kerosene 
or diesel fuel, and emissions depend upon the grade and composition of the fuel, as well 
as the size, type, and upkeep of the boiler used in combustion (US Environmental 
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Protection Agency 1991). These varied residential combustion sources produce their own 
emissions profiles, which lead to negative public health impacts, especially in 
neighborhoods that are densely populated or upwind of major population centers. A 
recent study estimated that residential combustion together with industrial combustion 
contributed 41,800 deaths from PM2.5 and 350 premature deaths from O3 in 2005 
(Caiazzo et al. 2013).  
Electricity generating units (EGUs) 
Previous literature has shown that emissions related to EGUs and area sources 
(which include RC) are two of the greatest contributors to negative health impacts, with 
EGUs contributing 52,200 premature deaths from PM2.5 and 1,700 premature deaths from 
O3 in 2005 (Caiazzo et al. 2013). Coal is the predominant fuel for use in EGUs 
worldwide, providing 40% of total electricity (Epstein et al. 2011), and 39% of electricity 
in the US (US Energy Information Administration 2015). Health impacts from EGUs 
have been shown to vary based on characteristics of the power plants themselves, 
including source location, local and regional meteorology, mixture of pollutants emitted, 
atmospheric chemistry, and background ambient pollutant concentrations (Levy et al. 
2009). Emissions from tall EGU stacks can be transported at long range to expose 
populations hundreds of kilometers from the source in downwind communities. Due to 
their significant impacts on greenhouse gases and human health, many national policies 
have targeted EGUs to improve air quality and decrease health effects.  
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Policy Applications 
The Clean Air Act (CAA) was established in 1970 to protect public health and 
welfare from air pollution of different types and sources, and was revised in 1977 and 
1990 to improve effectiveness (US Environmental Protection Agency 1970). One of the 
goals of the CAA was to create National Ambient Air Quality Standards (NAAQS) for 
pollutants that have been proven hazardous to human health. NAAQS have been set to 
manage pollutants that are ubiquitous and pose a threat to human health, including 
particulate matter (both PM2.5 and PM10), nitrogen oxides, sulfur oxides, carbon 
monoxide, ground-level ozone, and lead. Of these pollutants, PM2.5 and O3, which are 
both combustion-related pollutants associated with aviation, RC, and EGUs, are believed 
to create the greatest negative impacts on human health (US Environmental Protection 
Agency 2012).  
Due to the increasing importance of aviation-related pollutants on total ambient 
concentrations as well as other time-varying factors such as population growth, updated 
policies are necessary to reduce the significant health impacts of aviation-related 
pollutants. Airports are required to comply with the Clean Air Act (CAA) general 
conformity requirements, which ensure federal activities do not contribute to new 
violations and ensure attainment of NAAQS. Airports do not qualify as major or area 
sources under the CAA, but as mobile sources that must abide by CAA rules (US 
Environmental Protection Agency 2000). The Federal Aviation Administration (FAA) 
has also put forward a variety of strategies with the intent of making the aviation industry 
more safe and efficient overall, covering a number of domains but including reductions in 
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emissions and resulting health impacts. Any mitigation strategies the FAA may utilize to 
achieve its goals must be implemented to best address their legal obligations to CAA 
general conformity requirements (Federal Aviation Administration 2011).  
The Cross-State Air Pollution Rule (CSAPR) requires states to reduce power 
plant emissions of SO2 and NOx that contribute to PM2.5 and O3 formation in other states 
in order to help states to attain the 24-hour PM2.5 standard, the annual PM2.5 standard, and 
the 8-hour O3 standard. Based on a regulatory impact analysis done by the EPA, CSAPR 
will prevent between 13,000 and 34,000 premature mortalities associated with EGU 
emissions by reducing emissions in upwind states (US Environmental Protection Agency 
2011). The Clean Power Plan Proposed Rule aims to cut carbon pollution and make a 
more efficient power sector overall by providing state-specific goals of pollution-to-
power ratios, giving states the ability to decide how to best meet the goals set by EPA. 
One of the objectives of this dissertation is to provide information for states to utilize in 
implementing maximally health-protective plans to decrease greenhouse gas emissions 
(US Environmental Protection Agency 2014). It is important to consider that combustion 
is not the only part in power production that impacts public health; coal mining (both 
underground and above-ground), transportation, and waste disposal also negatively affect 
human health (Epstein et al. 2011).  
A number of policy measures could influence the RC sector. Section 111(d) of the 
CAA requires the EPA to develop regulations for existing sources that endanger public 
health and welfare when standards are created for a new source (US Environmental 
Protection Agency 1970), and RC area sources qualify to meet this standard. Recent 
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proposals related to the Clean Power Plan under Section 111(d) would allow energy 
efficiency measures to be included as part of state-level compliance, and this may have 
downstream effects on RC, if residential energy efficiency measures targeting electricity 
led to less combustion from other sources for home heating and energy needs.  
An analysis tool utilizing source-specific health impacts, quantified as mortality 
per thousand tons of precursor emissions from each source and hereafter known as 
“health damage functions”, is necessary in assessment of emissions control scenarios. 
Emissions control strategies must be optimized with regard to both system constraints, 
including characterization of a finite number of directly modeled sources in the 
continental US, and policy constraints themselves. Determination of health impacts 
requires predicted changes in air quality based on emissions control scenarios.  
Dispersion Modeling 
Monitoring-based studies of individual source impacts on measured pollutant 
concentrations are time consuming, resource-intensive, and impractical to perform for 
each and every different source across the US. The most efficient method for determining 
pollutant concentrations associated with individual sources is to utilize accurate 
emissions inventories to populate atmospheric dispersion models that can utilize local 
source-specific information to determine the sensitivity of ambient pollutant 
concentrations to those source-emitted precursor pollutants.  
In this work, two dispersion models with different strengths and limitations are 
used. The American Meteorological Society and Environmental Protection Agency 
Regulatory Model (AERMOD) is commonly used for local scale air quality assessment 
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for all source applications along with the Emissions and Dispersion Modeling System 
(EDMS) emissions inventory for aviation. AERMOD is a near-source dispersion model 
that has the ability to capture emissions impacts with high spatial resolution, though it 
cannot capture ambient pollutant chemistry to account for secondarily formed ambient 
pollutants and assumes all compounds to be fixed or inert (Levy et al. 2008). It has been 
shown to suitably estimate concentrations of pollutants near roadways when used in 
traffic-related dispersion modeling (Venkatram et al. 2009; Misra et al. 2013), and has 
been used in local-scale airport air quality assessment (Steib et al. 2007). The Community 
Multiscale Air Quality (CMAQ) Model, conversely, is an atmospheric transport model 
used for determining source contributions on a regional scale. It is a thoroughly vetted 
and peer-reviewed air quality model that simulates formation and fate of pollutants given 
meteorological and ambient background conditions in a one-atmosphere grid-type setting 
(Byun and Ching 1999; Byun and Schere 2006; Fann et al. 2012). CMAQ can be used to 
model all sources of emissions related to one source sector with detailed chemical 
reactions at a long range (Levy et al. 2008), estimating photochemical reactions of O3 and 
NOx true to atmospheric chemistry (Arnold et al. 2003). Comparing AERMOD and 
CMAQ, AERMOD has the capability of modeling local scale pollutants from a nearby 
source with high spatial resolution separate from inclusion of secondary pollutant 
formation. CMAQ models all emissions sources with detailed chemical reactions at a 
long range, suitable for regional scale pollutants based on inclusion of secondary 
atmospheric chemistry. While both models are preferred methods of the EPA (Brown et 
al. 2011; Aermod Implementation Workgroup 2009), a policy scenario in which 
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AERMOD would be used will not generally accommodate CMAQ use and vice versa.  
Total health impacts and health damage function modeling 
Health impacts from these three different source sectors can be quantified by 
combining source-specific air quality changes predicted by dispersion models, population 
characteristics, baseline health effect incidence rates, and concentration-response 
functions derived from epidemiological literature (Fann and Risley 2011; Hubbell et al. 
2009; Tagaris et al. 2009). Total health impacts can be assessed in aggregate, looking at 
health impacts by source sector for the entire US, or by state, looking at health impacts 
from individual sources within each state. Additionally, health damage function models, 
or health impacts per unit emissions, can be calculated to provide insight into the 
efficiency of emissions reductions from a public health perspective based on source 
characteristics and location. Previous studies have used health damage function modeling 
to assess health impacts from many different source sectors, including EGUs (Levy et al. 
2009; Buonocore et al. 2014), mobile sources which have included aircraft, and area 
sources which have included RC (Fann et al. 2013). While Buonocore et al. (2014) and 
Levy et al. (2009) looked at individual EGUs within that source sector, they were limited 
in sample size (Buonocore et al. 2014) or in sophistication of the chemical transport 
model utilized to predict air quality changes (Levy et al. 2009). No previous studies 
analyze health damage functions from the aviation sector specifically. While health 
impacts have been quantified for EGUs and residential combustion (together with 
industrial combustion) (Caiazzo et al. 2013; Dedoussi et al. 2014), these source sectors 
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have not been previously analyzed on a state-wide basis for both individual precursors of 
PM2.5 and O3.    
Research objectives 
The existing literature linking anthropogenic combustion-related source-specific 
emissions to ambient concentrations falls short of being able to provide individual source 
contributions to population-wide health effects using an accurate dispersion and chemical 
atmospheric transport model in a way that is useful to policy makers. In terms of local 
aviation air quality assessment, no previous studies have utilized monitored pollutant 
concentration data for spatiotemporal validation of a dispersion model for airport 
applications. While previous research has compared dispersion model outputs with 
monitoring-based regression model predictions in non-aviation settings (Beelen et al. 
2010), a unique method that is able to distinguish emissions inventory from dispersion 
model and regression model improvements has not been performed for aviation. Health 
damage function models have not previously been assessed for a critical mass of the 
aviation sector within the US, rather, only a subset of individual airports have been 
analyzed (Arunachalam et al. 2011) or the entire sector at once (Ashok et al. 2013). 
Additionally, while nationwide source sectors have been analyzed in previous studies 
(Fann et al. 2013; Fann and Risley 2011; Hubbell et al. 2009; Tagaris et al. 2009), health 
impacts as quantified for state-wide emissions for RC and EGUs separately have not been 
previously calculated in a way that could be useful to state-wide policy makers in 
addressing federal requirements.  
This research aims to address gaps in prior literature and broaden understanding 
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of characteristics that influence the contribution of emitted pollutants to ambient pollutant 
concentrations, an understanding that is imperative in making health-protective policy 
decisions. We utilized both a near-field atmospheric dispersion model to predict pollutant 
concentrations attributable to aviation sources at specific receptor sites near an airport as 
well as a complex one-atmosphere chemical transport dispersion model to determine the 
impact of precursor emissions on ambient pollutant concentrations associated with 
aviation, residential combustion, and electricity generating units. We were able to 
leverage benefits of both model types for improvements to existing knowledge, including 
characterization of discrepancies between monitored aviation-attributable pollutant 
concentrations and dispersion models, understanding the distribution of health damage 
functions for these 3 important source sectors, and ascertaining simple predictors of 
health damage functions within the aviation sector. Information obtained from these 
analyses can be used in policy applications, including improvement of near-field 
dispersion models for aviation applications and utilization of source specific health 
damage functions to understand which areas are in greatest need of emissions control 
policies.  
The aim of Chapter 2 was to utilize two different modeling approaches for 
characterization of individual airport contributions to ambient pollutant concentrations on 
a local scale. Using statistically sophisticated regression modeling to account for 
autocorrelation between monitored pollutant concentrations, aviation-attributable 
monitored pollutant concentrations were predicted. We compared the outputs of these 
monitoring-based regression models against dispersion models, providing validation of 
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the AERMOD dispersion model for aviation sources to determine focused deficiencies of 
the model and emissions inventory. Prediction of separate emitted pollutants by both 
methods at 3 different receptor sites allowed identification of issues with individual 
pollutant emissions inventories or differential treatment of gaseous versus particulate 
pollutants within EDMS or AERMOD.  
In Chapter 3, the primary aim was to use spatial concentration surfaces from 
application of CMAQ-DDM to develop health damage functions based on individual 
airport emissions for major airports in the US. We designed and implemented an airport 
selection strategy to maximize computational efficiency by grouping individual airports 
into CMAQ-DDM runs with non-overlapping concentration surfaces. We could then 
determine the sensitivity of pollutant concentrations to airport emissions rates from a 
subset of airports across the US, representative of the entire source sector, and accounting 
for 77% of total annual fuel burned for the nation’s commercial passenger flights in 2005. 
We used these spatial pollutant concentration surfaces to derive health damage functions 
in health impacts per thousand tons of emissions. We then used these health damage 
functions for the given set of airports to determine physically interpretable and simple 
predictors of health damage functions based on population, meteorology, atmospheric 
chemistry regimes and background pollutant concentrations to be extrapolated to non-
modeled airports.  
 Chapter 4 aimed to determine health effects associated with state-wide emissions 
from both EGUs and RC. We leveraged the CMAQ-DDM concentration surface 
separation algorithm designed for use in separating airport emissions in Chapter 3 to 
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separate emissions from states run within single CMAQ-DDM runs for EGUs and RC, 
separately. We assessed state-resolution health effects of related PM2.5 and O3 precursors 
for both source sectors on an absolute basis by estimating total health impacts and on a 
normalized basis by estimating health damage functions. We then compared these values 
across states and across source sectors to understand differential characteristics between 
ground-level RC emissions and stack height EGU emissions and provided information 
for utilization in a policy framework.  
Summarized within Chapter 5 are the findings of Chapters 2–4, as well as a 
discussion of public health impacts of this work, methodological limitations, and future 
directions for further research.  
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CHAPTER TWO: A comparison between monitoring and dispersion modeling 
approaches to assess the impact of aviation on concentrations of black carbon 
and nitrogen oxides at Los Angeles International Airport 
Abstract 
Aircraft activity and airport operations can increase combustion-related air 
pollutant concentrations, but it is difficult to distinguish aviation emissions from traffic 
and other local sources. Emissions inventories are uncertain and dispersion models may 
not capture aircraft plume complexity; ambient monitoring data require detailed statistical 
analyses to extract aviation signals. The goal of this study is to compare two modeling 
approaches including monitoring-based regression models and the EDMS/AERMOD 
dispersion model, informing improvements and allowing quantitation of aviation impacts 
on air quality through multi-pollutant sensitivity and multi-monitor fate/transport 
analyses. Aggregate concentration comparisons are similar, though diurnal patterns show 
potential weaknesses in near-field dispersion, treatment of overnight conditions, and 
emissions inventory accuracy.   
Background and Introduction 
Concentrations of combustion-related air pollutants may be elevated in proximity 
to major airports due to emissions contributions from the aircraft themselves, ground 
support equipment and auxiliary power units, and airport-related vehicle traffic. Air 
pollution management requires information regarding contributions of various sources to 
ambient concentrations, which can be evaluated using monitoring-based or dispersion 
modeling-based approaches.  
15 
 
Monitoring studies have used various methods and study designs to evaluate 
influence of aircraft emissions on ambient concentrations. Mobile-monitoring has been 
used in conjunction with fixed-monitoring sites near roadways to tease out traffic-related 
background concentrations and determine pollutants most closely related to airport 
activity (Westerdahl et al. 2008), providing source attribution approaches without 
quantification over time. A far-field mobile-monitoring study found increased particle 
number concentrations up to 10 kilometers downwind of an airport, but did not 
specifically identify aviation sources and their relative contributions (Hudda et al. 2014). 
Other fixed-site ambient monitoring studies used regression modeling approaches to 
determine marginal source contributions to pollutant concentrations based on real-time 
flight activity and meteorology (Diez et al. 2012; Dodson et al. 2009; Hsu et al. 2012). 
Studies using 1-minute averaging times found positive relationships between flight 
activity and ultrafine particulate matter (Hsu et al., 2012) and other combustion pollutants 
(Diez et al., 2012), yielding quantitative source contributions, but challenges remained in 
capturing spatial and temporal variability of background pollutant concentrations. 
While these studies have been able to observe and predict pollutant concentrations 
during different seasons and meteorological conditions at both small and large airports, 
regression models informed by monitoring data are resource intensive and can only 
account for limited time periods, spatial coverage, meteorological conditions, and flight 
activities. Especially if impacts of aviation emissions may be observed over a broad 
geographic domain (Hudda et al., 2014), the most efficient method for determining 
pollutant concentrations near airports is utilizing accurate emissions inventories to 
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populate atmospheric dispersion models. Some studies have focused on construction of 
emissions indices (Herndon et al. 2008; Herndon et al. 2005) under various activity 
profiles, demonstrating variability across aircraft types and over the landing and take-off 
(LTO) cycle. For local-scale airport air quality assessment, previous studies have used the 
Emissions and Dispersion Modeling System (EDMS) emissions inventory and American 
Meteorological Society and Environmental Protection Agency Regulatory Model 
(AERMOD) dispersion modeling (Steib et al. 2007; Cimorelli 2005; Wayson 2001; Kim 
2012; Federal Register 1998). While AERMOD has suitably estimated traffic-pollutant 
concentrations (Venkatram et al. 2009), dispersion modeling for aircraft may be more 
challenging, given greater uncertainties for aircraft than for motor vehicles due to 
differential plume characteristics, including high exhaust temperature and velocity, rapid 
source movement, and complexity of plume formation and dynamics.  
Due to significant uncertainties, validation of dispersion models using airport-
related monitoring data with methods to quantify aviation contributions is a necessary 
step. Comparisons between dispersion model outputs and monitoring-based regression 
models have been performed in non-aviation settings (Beelen et al. 2010), showing 
moderate agreement. However, comparable spatiotemporally-resolved validation 
methods have not been used in aviation.  
This study aims to determine relative strengths and weaknesses of two alternate 
modeling approaches through analytical comparison between dispersion modeling and 
monitoring-based regression modeling. We focus on black carbon (BC) and nitrogen 
oxides (NOx) concentrations at Los Angeles International Airport (LAX), leveraging data 
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collected as part of the Demonstration Project of the LAX Air Quality Source 
Apportionment Study (AQSAS) between June and August 2008 (Jacobs Consultancy 
2013). BC and NOx are prominent near-airport pollutants produced via combustion and 
have potential elevations in concentrations relative to background as well as discernible 
health effects, warranting further investigation. Five-minute averaged measurements of 
BC and NOx, as well as minute-resolved meteorological conditions and real-time flight 
activity data, were collected at monitoring sites located sequentially behind LAX’s main 
departure runway and used to populate statistical models predicting pollutant 
concentrations. An EDMS/AERMOD dispersion modeling system was used to predict 
concentrations at the same monitoring receptor sites during the same time period. A 
crucial feature of our analysis is the availability of multiple pollutants at multiple 
monitoring sites. Comparing regression and dispersion model estimates for BC and NOx 
at the same site allows us to comment on potential relative biases in the emissions 
inventory, as AERMOD does not differentiate between these pollutants in the near-field. 
Comparing regression and dispersion models for BC at different monitoring sites allows 
us to examine issues with either the dispersion model or the ability of the regression 
models to capture aviation contributions at a range of distances, as emissions inventory 
issues are controlled. These comparisons allow understanding of differences between two 
modeling methodologies, informing improvements to both and allowing quantitation of 
aviation impacts on air quality.  
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Methods 
Study Design 
BC and NOx concentration data were collected as part of a large monitoring study 
conducted by Los Angeles World Airports (LAWA) through the LAX AQSAS over 42 
days during summer 2008. LAX is a large airport with more than 2300 flights arriving 
and departing daily. Runway 25R is the main departure runway, with 48% of departures, 
and runway 25L is the main arrival runway, with 45% of arrivals during the monitoring 
study. Runways are aligned with prevailing winds from the west-southwest so aircraft 
may optimally take off into the wind and land against the wind. Sampling was performed 
at 3 monitoring sites located sequentially downwind of runway 25R, along the same 250° 
trajectory as the runway. The SR site is located directly downwind of this main departure 
runway, with the P4 site 250m east of SR, and the P5 site another 250m downwind of the 
P4 site (Figure 2.1). At the SR site, BC was monitored between June 26 and July 23; 
NOx was monitored between July 7 and July 28. At the P4 site, BC was monitored 
between August 14 and August 22, and at the P5 site, BC was monitored between August 
23 and September 1. Collocated measurements of NOx and BC were only collected at 
SR.  
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Figure 2.1. Runway and monitoring site locations at LAX 
BC measurements were averaged over 5-minute periods using Magee Model AE-
31 multi-channel aethalometers, which estimate real-time BC concentrations using 
optical attenuation. The AE-31 used an 880-nm wavelength, and particle mass was 
calculated by determining attenuation of light transmitted through the sampling filter 
(Hansen et al., 1984), operating in the 0–1000 μg/m3 range with a sensitivity of < 0.1 
μg/m3.   
Ambient NOx concentrations were measured at 1-minute averages using the 
Thermo-Electron Corporation Model 42C NOx analyzer. The Thermo 42C detects 
nitrous oxide (NO) in ambient air by reacting NO with ozone, producing 
chemiluminescent reactions viewed by a photomultiplier tube. The device’s 
microprocessor utilizes an algorithm to calculate species outputs from NO or NOx 
signals. The NOx analyzer operated in the 0–.500 ppm range with a level of detection of 
.001 ppm (Weston Solutions 2009).   
Meteorological data and flight activity were measured to allow for prediction of 
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variability in pollutant concentrations. High-resolution wind speed and wind direction 
data were collected from an Automated Surface Observing Systems weather station 
located on the south airfield. Sampling was performed at 5- or 10-second averaging times 
then rolled up to 1-minute averages. One-second resolution flight activity data were 
provided by the airport, including specific aircraft and engine types.  
To account for differential emissions from different sized aircraft and engine 
types, the 2010 ICAO Aircraft Engine Emissions Databank (International Civil Aviation 
Organization Committee on Aviation Environmental Protection 2012) was used to create 
fuel-burn values as a proxy for emissions via multiplying number of engines by estimated 
fuel burned during the LTO cycle for each aircraft that arrived and departed from LAX 
during the study period (Hsu et al., 2012). Data were combined by 5-minute averaging 
times for creation of regression models. BC and NOx values were collected on a 5-
minute basis, while 1-minute wind speed and wind direction values were averaged over 
5-minute periods for use in the models, and aircraft operations and associated fuel-burn 
terms were summed over 5-minute periods.  
Regression Modeling 
The goal of regression modeling for each pollutant is to analyze the relationship 
between flight activity, meteorology, and pollutant concentrations individually at each 
monitoring site. Predicted ambient pollutant concentrations were created by fitting linear 
regression models, using fuel-burn weighted flight activity data and meteorological 
conditions as predictors for monitored pollutant concentrations at each monitoring site, 
including interaction terms to account for differences in emissions effects across 
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meteorological regimes. Flight activity lag terms were created separately by runway and 
departures/arrivals for each time interval 5- and 10-minutes before a time point and 5- 
and 10-minutes after that time point, reflecting contributions across different phases of 
the LTO cycle. For example, the “5 minutes before” value is the concentration of 
pollutant measured during the time interval 5-minutes prior to either the aircraft arrival or 
departure. 
Pollutant concentrations measured at 5-minute increments prior to the time 
modeled were included as predictors in the model to create a proxy for ambient 
background concentrations (not affiliated with aircraft emissions) present at a specific 
time and to account for autocorrelation. These lag terms were included in the full robust 
regression models for each monitor for up to 40-minutes prior to reference time.  
Wind speed was retained in regression models as a continuous variable, noting 
that previous studies have shown differences in the relationship between wind speed and 
particle concentrations from the high-velocity and buoyant exhaust plumes of aircraft and 
that of the slower and less buoyant exhaust plumes of road traffic (Carslaw et al. 2006). 
Wind direction was split into 5 categories, including northeast (0° to 90°), southeast (90° 
to 180°),  northwest (270° to 360°), southwest (180° to 240°, 260° to 270°), and west-
southwest (240° to 260°). Wind comes off of the Pacific Ocean from the west-southwest 
direction 63% of the time during the study period. Because runways are along the 250° 
trajectory and the monitors are located downwind, the southwest category was broken up 
into finer categories of winds that come directly along the runway line (240°–260°), and 
winds that are still from the southwest, but not directly along the runway mainline.  
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Dummy variables were created for time of day and weekend versus weekday to 
account for diurnal patterns in background pollutant concentrations and were included in 
the full model. Time of day is broken into four time periods based on preliminary data 
analysis, including 6am – 12pm, 12pm – 6pm, 6pm – midnight, and midnight – 6am. 
Interaction terms were created for wind direction and flight activity, wind speed and 
flight activity, and time of day and flight activity terms to account for differences in 
effects a given magnitude of emissions from departures and arrivals have on pollutant 
concentrations at different times of the day and in differing wind conditions.  
Regression parameters were chosen from this set of predictive physical variables 
using stepwise model-selection methods. Pollutant concentrations for each 5-minute time 
between 40-minutes and 5-minutes prior to reference, fuel-weighted flight activity terms 
from each runway, wind direction, wind speed, day of week, time of day, and the 
aforementioned interaction terms were included in the original and most robust model. 
Stepwise-selection allows us to determine which variables are most important of these 
physically interpretable predictors in explaining model variability based on their 
statistical significance, providing a more parsimonious model. Variables were retained at 
the p = 0.1 alpha level. Predicted values obtained from final regression models were 
analyzed for autocorrelation using the identify function within the ARIMA procedure in 
SAS. ARIMA is an autoregressive integrated moving average model that predicts time 
series response values as linear combinations of their own past values and errors, and is 
based on Box-Jenkins methods, which function to find the best fit of a time series to past 
values, performing analysis of residuals from the regression model (Box and Jenkins 
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1976). Residuals were plotted against time to analyze patterns. The number of lags 
considered when computing autocorrelations and cross-correlations within the data was 8 
(accounting for 40 minutes), and autocorrelation was assessed by statistical significance 
and visual inspection of data. In instances of visual inspection of autocorrelation patterns 
of residual values, variables that were not statistically significant in the model according 
to stepwise selection but allowed for decreased autocorrelation were retained in the 
model. Final models were used to create predicted values of BC and NOx, respectively. 
Aviation-Attributable Regression Model Predictions 
For direct comparison with dispersion model-predicted BC and NOx 
concentrations, aviation-attributable fractions of regression model-predicted ambient 
pollutant concentrations were estimated. For final regression models at each monitoring 
site, parameter estimates were used to calculate total predicted concentrations and 
predicted concentrations at each time point if all aircraft activity were set to zero. The 
difference between these two values at each time point was interpreted as the aviation-
attributable fraction for each pollutant by site. Aviation-attributable regression values 
were compared with dispersion model-predicted concentrations.  
Regression Model Validation 
A split-sample validation technique was used to analyze the generalizability of 
predicted values from SR BC and NOx regression models. Validation models were built 
using the first 90% of each dataset; predicted values were created by running these 
models on the remaining 10% of each dataset, and aviation-attributable fractions were 
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calculated for comparison with full regression predictions. Sample size was insufficient 
to conduct comparable analyses at P4 and P5.  
Dispersion Modeling 
EDMS version 5.0.2 was used to estimate emissions of NOx and PM2.5 from 
aircraft, auxiliary power units, and ground support equipment. This version of EDMS 
estimates PM2.5 emissions based upon the First Order Approximation 3 (FOA3) 
methodology described in Wayson et al. (2009). AERMET version B10300 and 
AERMOD version 09292 were used in conjunction with EDMS data to predict aviation-
attributable BC and NOx concentrations at the same receptor sites as the AQSAS 
monitoring study (BC at SR, P4, P5; NOx at SR). AERMET utilized the upper air site 
from Miramar, San Diego and surface meteorological data on site from LAX. We 
subsequently screened meteorological outputs from AERMET using the met_modify 
tool, which applies a correction to friction velocity, u*, at low wind speeds based upon 
the formulation by Qian and Venkatram (Qian and Venkatram 2010). Within AERMOD, 
aircraft sources for LTO segments were modeled as rectangular area sources, and default 
plume rise parameters were used (CSSI Inc. 2007). Dispersion model-predicted 
concentrations of aviation-attributable PM2.5 and NOx were estimated through 
summation of runway, taxiway, and aircraft departures and arrival emissions on main 
runways 24R, 24L, 25R, and 25L. PM2.5 concentrations predicted by AERMOD were 
divided by 2 to represent aviation-attributable BC emissions for comparison with 
regression model values based on speciated emissions inventories from recent 
publications using EDMS for air quality modeling. We averaged EPA’s NEI-based 
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emissions, which had 77.1% of PM2.5 as BC, while AEDT-based emissions in Wilkerson 
et al. (2010) had 35% of PM2.5 as BC for the 99 airports in the US with greatest fuel burn 
(Arunachalam et al. 2011; Woody et al. 2011).  
 
Comparison of Aviation-Attributable Concentrations from 
Regression and Dispersion Models 
Predicted aviation-attributable concentrations for BC and NOx from regression 
and dispersion models are compared with one another by hour for each monitoring site 
and pollutant separately to provide insight about both methods. Regression model values 
were rolled up to 1-hour averages to compare with dispersion model outputs over the 
same dates. Comparisons were done for BC at SR, P4, and P5 sites, and NOx at the SR 
site. Comparisons were done by evaluating aggregate estimates, diurnal patterns, and 
hourly correlations between dispersion and regression model-predicted concentrations for 
each pollutant at different monitoring sites. Comparison of BC and NOx estimates at the 
same site informs questions of emissions inventory bias, while comparison of BC 
estimates at multiple sites informs questions of dispersion or regression model bias. 
Diurnal patterns can be used to pinpoint which hours of the day show divergence in 
model predictions and analyze defining characteristics of those periods. Hourly 
correlations show potentially differing patterns between dispersion and regression models 
and help to define their relationship. Relationships between concentration estimates and 
meteorological conditions were also analyzed.  Statistical analyses were carried out using 
SAS v9.3. 
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Results 
Pollutant Monitoring 
BC concentrations differed significantly across the three sites over the monitoring 
period, with an aggregate mean of 8.7 μg/m3 at SR, 2.3 μg/m3 at P4 250 meters 
downwind of SR, and 1.5 μg/m3 at P5 250 meters downwind of P4 (Figure 2.2). NOx 
concentrations at SR were also elevated relative to background, with mean concentration 
of 330 μg/m3 and three orders of magnitude variability in 5-minute average 
concentrations. Diurnal patterns of BC were largely consistent among the SR, P4, and P5 
sites, with dampened patterns at sites further from the main departure runway. Monitored 
concentrations show a steady increase between 5 am and 8 am, with an additional peak at 
noon and again between 11 pm and 1 am. The NOx diurnal pattern at the SR site is 
similar, with highest concentrations occurring between 9 pm and 1 am.  
 
Figure 2.2. Boxplots of monitored 5-minute average BC (left) and NOx (right) 
concentrations during the AQSAS Demonstration Project.  
Boxplots show 5%, first quartile, median, third quartile, and 95% values for each 
pollutant/monitoring site. (SR BC n = 7027; P4 BC n = 2358; P5 BC n = 2817; SR NOx n = 5672).  
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Regression Models 
Final regression models for 5-minute average concentrations of BC and NOx 
include terms for flight activity, meteorology, time of day, day of week, interaction terms, 
and concentrations monitored prior to a modeled time point, which allowed us to account 
for background concentrations of pollutants and helped improve model fit while 
decreasing standard time-series statistical autocorrelation between predicted values 
(Tables 2.1 and 2.2). Regression model sample sizes are smaller than monitored data 
sample sizes due to missing values within individual predictors.   
Table 2.1. Regression models linking BC (µg/m
3
) with meteorological and source covariates 
at 3 monitoring sites.  
+ indicates positive impact on BC concentration;  - indicates negative impact on BC concentration. 
Black shading indicates p <.05; grey shading indicates p < .10. Blank cells indicate variables not 
included in the model. See Appendix A for all regression coefficients and terms. 
SR BC Runway Lag Times Wind Interaction Terms* 
Runway 
Departures and 
Arrivals 
10 
mins 
before 
5 
mins 
before 
At 
time 
0 
5 
mins 
after 
10 
mins 
after 
NE 
Wind 
(0–
90°) 
SE 
Wind 
(90–
180°) 
SW Wind 
(180–240°, 
260–270°) 
NW 
Wind 
(270–
360°) 
R25R Departures + + + + - - - - - 
R24L Departures -   + -   + + 
R25L Arrivals +        + 
R24R Arrivals + -  + +   + + 
 
P4 BC Runway Lag Times Wind Interaction Terms 
Runway 
Departures and 
Arrivals 
10 
mins 
before 
5 
mins 
before 
At 
time 
0 
5 
mins 
after 
10 
mins 
after 
NE 
Wind 
(0–
90°) 
SE 
Wind 
(90–
180°) 
SW Wind 
(180–240°, 
260–270°) 
NW 
Wind 
(270–
360°) 
R25R Departures - + +   - - +  
R24L Departures + - - + -   - + 
R25L Arrivals - - + - -   +  
R24R Arrivals - + - +     + 
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P5 BC Runway Lag Times Wind Interaction Terms 
Runway 
Departures and 
Arrivals 
10 
mins 
before 
5 
mins 
before 
At 
time 
0 
5 
mins 
after 
10 
mins 
after 
NE 
Wind 
(0–
90°) 
SE 
Wind 
(90–
180°) 
SW Wind 
(180–240°, 
260–270°) 
NW 
Wind 
(270–
360°) 
R25R Departures + + + +  - +   
R24L Departures   + - -   - + 
R25L Arrivals - + + +   - + + 
R24R Arrivals - - -     + + 
*Reference category is wind between 240–260 degrees 
Table 2.2. Regression models linking NOx (µg/m3) with meteorological and source 
covariates at SR monitoring site.  
+ indicates positive impact on NOx concentration;  - indicates negative impact on NOx concentration. 
Black shading indicates p <.05; grey shading indicates p < .10. Blank cells indicate variables not 
included in the model. See Appendix A for all regression coefficients and terms. 
SR NOx Runway Lag Times Wind Interaction Terms 
Runway 
Departures and 
Arrivals 
10 
mins 
before 
5 
mins 
before 
At 
time 
0 
5 
mins 
after 
10 
mins 
after 
NE 
Wind 
(0–
90°) 
SE 
Wind 
(90–
180°) 
SW Wind 
(180–240°, 
260–270°) 
NW 
Wind 
(270–
360°) 
R25R 
Departures 
+ + + + + - - - - 
R24L 
Departures 
- + + + -   +  
R25L Arrivals -  - - +   +  
R24R Arrivals - +       + 
*Reference category is wind between 240–260 degrees 
Across all monitoring sites and pollutants, departures on main departure runway 
25R significantly predicted increased concentrations. At SR, the most influential flight 
activity on runway 25R occurred 5 minutes before departure for both NOx and BC, 
although there were statistically significant contributions between 10 minutes before 
departure and at time of departure. At P4, departures on runway 25R were positively 
associated with BC concentrations 5 minutes before through time of departure, with the 
time shift relative to SR consistent with the location 250 meters downwind. At P5, 
departures on runway 25R 5 minutes prior to a measurement were significantly 
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associated with BC concentrations. Arrival runway activity had limited effects on 
concentrations except when wind comes from northwest and non-reference southwest 
directions, consistent with the location of the runways relative to monitors and arrival 
flight paths under westerly winds.  
Additional terms helped capture temporal patterns and reinforced the physical 
interpretability of regression models. For example, interactions between 25R departure 
activity and winds coming from directions other than west-southwest are inversely 
related to pollutant concentrations for BC and NOx at SR, as the aircraft exhaust plume is 
not being pushed toward the monitor. For flight activity on other runways, concentrations 
generally increase when wind comes from the non-reference direction.  
Aviation-attributable predicted concentrations from the split-sample validation 
models for BC and NOx at the SR site were compared with predictions from respective 
full regression models (Tables 2.1 and 2.2). Similar diurnal patterns were seen for both 
the validation model and full regression model for BC and NOx. The ratio of average 
aviation-attributable concentration by validation models as compared to full regression 
models is .92 for BC and 1.03 for NOx, indicating full regression models appropriately 
predict future aviation-attributable pollutant concentrations.    
Comparison of Aviation-Attributable Concentrations from  
Regression and Dispersion Models 
Given strong performance of the split-sample validation models, the aviation-
attributable fraction was estimated for all monitors from the full regression models 
reported in Tables 2.1 and 2.2 and Appendix A with aviation-attributable amounts 
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decreasing significantly from SR to P4 to P5 sites. This decrease with distance in 
aviation-attributable BC concentrations is similar to the relative decrease in monitored 
BC concentrations by site, and is similar to the relative decrease in ultrafine particle 
concentrations also monitored during the AQSAS study (Hsu et al. 2013).  
Aggregated over the entire study period, hourly average aviation-attributable 
pollutant concentrations from both monitoring-based regression models and dispersion 
models were well within a factor-of-two of one another for NOx at the SR site, BC at the 
P4 site, and BC at the P5 site, with ratios of 0.93, 0.68, and 1.09, respectively. However, 
regression-predicted BC at the SR site is a factor-of-4 greater than dispersion predicted 
BC at the same site (Figure 2.3).  
 
Figure 2.3. Hourly average aviation-attributable pollutant concentrations at each site as 
predicted by regression and dispersion models, respectively. 
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Diurnal patterns of hourly average aviation-attributable pollutant concentrations at 
each site indicate that differences between regression-based estimates and dispersion 
model-based estimates vary by time of day (Figure 2.4). At each of the monitoring sites, 
aviation-attributable regression-predicted values (triangles) show peaks in both BC and 
NOx concentrations midday, as well as lesser peaks during the 11 pm – 1 am hours, and 
valleys near 5 am and 8 pm. These patterns are consistent with monitored data (circles), 
especially at the SR site where aviation contributes the majority of measured 
concentrations and aviation-attributable regression model predictions closely follow total 
monitored concentration. Dispersion predicted concentrations (squares) for both 
pollutants show a smaller relative midday peak at each of the monitoring sites, with 
greater late night peaks. Thus, although the long-term average aviation-attributable values 
are comparable for the two approaches (except at the SR monitor for BC), the dispersion 
predicted values are generally lower during the day than regression predicted values and 
higher late at night.  
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Figure 2.4. Diurnal patterns of average hourly monitored concentrations (circle) and 
aviation-attributable pollutant concentrations as predicted by dispersion modeling (square) 
and regression modeling (triangle) at each monitoring site.  
Error bars indicate distribution of hourly predicted values around the mean. Note that the y-axes are 
different for each monitoring site, with highest concentrations at the SR site, followed by P4 and P5 
sites.  
 
Comparing hourly predictions of aviation-attributable concentrations by site and 
pollutant (Figure 2.5), there are many more near-zero values predicted by the dispersion 
model than by the regression model. Note that because hours where there was no aircraft 
activity were removed these points do not represent no-flight times. Conversely, at the P4 
and P5 sites for BC and the SR site for NOx, there are many hours when the regression 
model predicts low values but the dispersion model predicts high values. When 
considering the ratio of dispersion-predicted and regression-predicted aviation-
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attributable pollutant concentrations, the ratio of BC predictions at SR is lower than 0.5 
(or below the one-to-two line in Figure 2.5) 82.0% of the time, versus 54.0% for BC at 
P4, 39.1% for BC at P5, and 52.8% for NOx at SR. Further analyses indicate dispersion-
predicted values are inversely associated with wind speed, a pattern not observed from 
the monitored data or associated regression models, with the exception of a weak 
association for NOx at SR (Appendix A).  
 
Figure 2.5. Plot of hourly-average aviation-attributable dispersion predictions (μg m-3) 
versus regression predictions (μg m-3) for BC and NOx at all monitoring sites.  
SR BC R
2
 0.20; SR NOx R
2
 0.27; P4 BC R
2
 0.03; P5 BC R
2
 0.14. Two-to-one, one-to-one, and one-to-
two lines are superimposed on each panel to show the range of predictions.  
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Discussion 
This novel comparative analysis provides substantiation of the contribution of 
aircraft emissions to ambient BC and NOx concentrations on airport grounds through 
statistically robust regression models and dispersion models for sequentially collocated 
monitors. Through multi-pollutant monitoring and dispersion modeling at multiple 
monitors, with consideration of hourly predictions and diurnal patterns, we can develop 
preliminary insight about regression model performance, dispersion model performance, 
and emissions inventory uncertainty. Discrepancies between models that could not 
otherwise be resolved can provide insight about the extent to which either modeling 
approach can appropriately capture plume dynamics related to LTO emissions.   
Emissions Inventory Analysis 
Measuring both NOx and BC at the SR monitor allows commentary on any 
relative biases in the emissions inventory, as AERMOD does not treat these pollutants 
differently in the near-field. There is confidence in aviation-attributable regression 
predictions at SR because the monitor is so close to departing aircraft, dominating source 
contributions, and regression-predicted values are on par with monitored concentrations 
(Figure 2.4). Simple comparisons between monitored concentrations at SR and other 
monitors reinforce that most concentrations at SR are attributable to aviation sources, 
minimizing the possibility of significant biases in the regression model predictions. Given 
the stark contrast in regression/dispersion ratios between NOx (0.93) and BC (4.13), there 
may be a downward bias in the BC emissions inventory.  
Two factors may contribute to this downward bias. First, we assumed that 
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approximately 50% of PM2.5 emissions are in the form of BC. There is some evidence of 
a higher ratio (77%) within US EPA’s recommended speciation profiles for commercial 
aviation (Abt Associates 2014) routinely used in regional-scale air quality model 
applications (Woody et al., 2011), which would lead to correspondingly higher estimates 
from AERMOD. However, this could contribute no more than a factor-of-two error, and 
likely less. The second factor could be a systematic error in PM aircraft exhaust 
emissions within EDMS. Aircraft PM2.5 emissions are estimated using a modified version 
of the First Order Approximation Version 3 (FOA3a) (Wayson et al. 2009). Analyses of 
previous versions of FOA3 found uncertainties of a factor of five relative to adjusted 
values (Ratliff et al. 2009), so it is plausible that large uncertainties remain in the 
emissions inventory. Differences between FOA3 and FOA3a are only in the volatile 
component of PM, and hence do not affect BC estimates. However, two recent studies 
(Stettler et al. 2013a; Stettler et al. 2013b) that investigated aircraft Smoke Number (SN) 
– a direct metric used in FOA3 - and BC emissions confirmed that FOA3 based on SN 
calculations underestimates BC emissions by a factor of ~3.  
Dispersion and Regression Model Analysis 
To determine strengths and weaknesses of AERMOD or the regression modeling 
approach at varying distances from sources, we compare BC estimates across the three 
monitors. Although ratios are close to 1 for the P4 and P5 monitors, these comparisons 
are misleading given evidence of a downward bias in BC emissions. If BC emissions are 
indeed underestimated within EDMS (due to uncertainties in the BC/PM2.5 ratio or within 
FOA3, as discussed above), then similar average concentrations between the regression 
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model and AERMOD implies either that AERMOD is overestimating concentrations 
downwind due to inappropriate treatment of the exhaust plume or that the regression 
model is underestimating concentrations downwind.  
Hourly concentration predictions provide additional insight about potential 
AERMOD limitations. For example, diurnal patterns (Figure 2.4) show dispersion 
predictions that are lower during daytime hours at each site and higher during late night 
hours at the P4 and P5 sites for BC and SR site for NOx. Fewer aircraft are taking off and 
landing overnight, so aviation-attributable concentrations should be low. Additionally, 
overnight meteorological conditions differ from daytime, as wind speeds are generally 
low. At low wind speeds, it would be anticipated that the hot buoyant plume would have 
significant plume rise, resulting in lower concentrations at the monitors. The high 
dispersion-predicted concentrations during overnight hours may be indicative of 
inappropriate treatment of plume buoyancy by AERMOD, as it treats aircraft LTO 
sources as area sources. Area sources do not allow for plume rise, indicating this source 
type cannot predict buoyant plume rise of jet exhausts. Both diurnal patterns and 
differential bias by distance could indicate that AERMOD does not adequately account 
for plume buoyancy and related dynamics. Another discrepancy highlighted through 
comparing one-hour average predictions is the excess of dispersion-predicted near-zero 
values. Scatterplots in Figure 2.5 show many dispersion-predicted near-zero values at the 
SR site which are not observed in monitored data (or the regression model). These near-
zero values may be related to AERMOD’s inappropriate treatment of exhaust plume rise 
as an area source rather than a more dynamic volume source, which could have led the 
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estimated plume to have missed the SR receptor site entirely. 
While there is evidence of limitations with how AERMOD treats aircraft exhaust 
dispersion, our findings could also be explained if regression models systematically 
underestimated concentrations further from the source. In the far-field, the aviation signal 
is smaller and statistically significant predictors are fewer. In our stepwise regression 
modeling, we omitted non-statistically significant terms. This implicitly assumes a zero 
contribution of that predictor to ambient concentrations, when in reality the contribution 
may be positive if not statistically significant. This could create downward bias in 
aviation-attributable regression predictions at P4 and P5, potentially yielding a consistent 
difference between aviation-attributable regression predictions and dispersion model 
predictions at all 3 sites that measured BC.  That said, the P4 and P5 models did include 
source terms for all runways and arrival/departure activity, so large systematic bias is 
unlikely.    
Limitations 
There are limitations to this comparative analysis approach. In regression model 
creation, lack of traffic data prevents us from accounting for traffic-related emissions 
directly. Lag terms included to account for flight activity may reflect error in time-
stamping for arrivals and departures rather than near-takeoff or landing emissions. 
Additionally, flight activity patterns may be correlated with one another as well as with 
wind speed and direction, as planes take-off and land into the wind, potentially leading to 
overfit of data. In this comparison, despite 5-minute regression model resolution, analysis 
was performed on an hourly scale for dispersion model comparison, which fails to allow 
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for more nuanced exploration of pollutant patterns by smaller timescale emissions 
activity. We focus on comparison of near-field model predictions, as far-field predictions 
would not provide the same insights in model comparison, as aviation contribution would 
be smaller further from aircraft activity. Emissions inventory uncertainties may also exist 
outside of our diagnostic capabilities, though we did point out a few key issues regarding 
uncertainties with BC emissions estimates that were independently confirmed by two 
other studies (Stettler, Boies, et al., 2013; Stettler, Swanson, et al., 2013) when 
corroborated with measurements from aircraft engine tests. It is challenging to directly 
compare the influence of specific model assumptions in EDMS/AERMOD with the 
corresponding terms in the regression models, as the regression models have derived 
empirical associations with a limited number of predictors that cannot be constructed 
identically to EDMS/AERMOD parameters. Having data from an additional pollutant 
(such as NOx) at all three monitors would have strengthened our conclusions, but no 
other pollutants were measured at all monitoring sites and able to be incorporated into 
EDMS/AERMOD. Despite these limitations, however, this intensive methods-
comparison served to determine specific areas for improvement of AERMOD, EDMS, 
and monitoring-based regression models for aviation applications. Future efforts may 
expand this work to incorporate a plume rise algorithm either within AERMOD or as a 
preprocessor, explore alternate treatments of the aircraft sources and address the 
uncertainties in FOA3 algorithms. 
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Conclusions 
In this study, we compared aviation-attributable regression model-predicted and 
dispersion model-predicted concentrations for two different pollutants (NOx and BC) at 
three sequentially located monitors downwind of a runway. Comparing a single pollutant 
at different monitoring sites helped understand pollutant fate and transport and potential 
limitations of dispersion models and regression modeling approaches at varying distances 
from sources. Comparison of multiple pollutants at one site close to a significant source 
allowed probing of emissions inventories. In general, the availability of short-term 
average concentrations for multiple pollutants at sequentially located monitors led to 
conclusions that could not have been reached with other data streams. The data available 
through this study, coupled with longitudinally robust regression modeling and 
implementation of EDMS/AERMOD, allowed us to diagnose multiple issues meriting 
further exploration. In the future, these methods may be used in aviation settings to help 
separate aviation emissions from other source sectors to understand specifically which 
sectors should be targeted for pollutant reductions.  
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CHAPTER THREE: Modeling variability in air pollution-related 
health damages from individual airport emissions  
Abstract 
Aircraft emissions impact human health by increasing ambient concentrations of 
combustion-related air pollutants. Determining contributions of aircraft and airport 
sources to pollutant exposures and related health risks is challenging due to complex 
exhaust dynamics and existing background concentrations. The goals of this study are to 
model regional concentrations of both fine particulate matter (PM2.5) and ozone (O3) 
attributable to precursor emissions from individual airports, to develop airport-specific 
health damage functions per ton of emitted species, and to develop regression models 
using physically interpretable predictors to explain variability in these functions for 
extrapolation to unmodeled airports. A subset of 66 US airports was selected, including 
the largest airports as characterized by annual fuel burn and others to provide coverage of 
geographic characteristics. We applied the Community Multiscale Air Quality (CMAQ) 
model using the direct decoupled method (DDM), a sophisticated sensitivity analysis 
technique to isolate PM2.5- or O3- related contributions from individual airport-related 
precursor pollutants in a computationally efficient manner. We linked airport- and 
pollutant-specific concentrations with population data and literature-based concentration-
response functions to create health damage functions for mortality per thousand tons of 
emissions for PM2.5 and O3 precursors. Annual mortality risk per thousand tons of 
primary PM2.5 emissions varied by more than an order of magnitude across airports, 
explained by population patterns within 500 km of the airport and prevailing winds. 
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Health damage functions for secondary PM2.5 precursors had significant seasonality and 
varied by two orders of magnitude across airports, explained by combinations of long-
range population patterns and ambient concentrations influencing particle formation. 
Nitrogen oxides yielded ozone-related health benefits in the winter but increasing health 
risks in the summer in most locations, with significant variability across airports. Our 
findings reinforce the importance of location and source-specific health damage functions 
in the design of health-maximizing emissions control policies. 
Background and Introduction 
Exposure to ground-level ozone (O3) and fine particulate matter (PM2.5) is 
associated with adverse health impacts, including cardiovascular and respiratory 
premature mortality (Jerrett et al. 2009; Krewski et al. 2009). These combustion-related 
species are believed to dominate health impacts caused by air pollutants (Brook 2002). 
To minimize public health impacts associated with anthropogenic sources, air pollution 
management requires information regarding the contribution of different individual 
sources to ambient pollutant concentrations and associated health effects. These health 
effects can be summarized through health damage function models, which quantify health 
impacts per unit emissions through the combination of predicted changes in air quality as 
determined by dispersion models, population patterns, baseline health effect incidence 
rates, and concentration-response functions derived from the epidemiological literature 
(Levy et al. 2009; Fann and Risley 2011; Hubbell et al. 2009; Tagaris et al. 2009).  
Due to the long range of pollutants like PM2.5 and the secondary atmospheric 
formation of both PM2.5 and O3, associated health risks will manifest in the population on 
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a regional scale, necessitating the use of a chemistry-transport model like the Community 
Multiscale Air Quality (CMAQ) model to predict air quality changes. CMAQ is a 
thoroughly vetted air quality model (Cheng et al. 2008; Hogrefe et al. 2004) that 
simulates the formation and fate of pollutants given meteorological and ambient 
conditions in a one-atmosphere setting (Byun and Ching 1999; Byun and Schere 2006; 
Fann et al. 2012). CMAQ has been shown to estimate photochemical reactions of O3 and 
NOx true to atmospheric chemistry (Arnold et al. 2003) and has been applied to simulate 
O3 (Hogrefe et al. 2004) and PM2.5 concentrations to understand population health risks 
in regions of the US with sufficient capture of meteorological and pollutant concentration 
variability (Wesson et al. 2010; Zhang 2004). CMAQ has been used extensively for 
estimating air quality changes for health impact analyses, largely looking at entire source 
sectors of multi-source combinations (Fann et al. 2013), with relatively few applications 
to characterizing individual source impacts.  
To understand the impacts of combustion-related pollutants from individual 
sources within CMAQ, first order sensitivities have previously been calculated by 
varying input parameters in separate model simulations and analyzing the change in 
predicted concentrations, an easy to interpret approach referred to as the “brute force 
method” (Dunker 1984; Dunker et al. 2002), though computationally demanding and 
susceptible to noise in inputs (Koo 2007). The direct decoupled method (DDM) improves 
upon the brute-force method, decoupling sensitivity equations from model equations, 
allowing for computational efficiency, stability and accuracy of values (Dunker 1984; 
Dunker et al. 2002; Koo 2007). The DDM method can be used to analyze the sensitivity 
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of ambient concentrations to individual source emissions and atmospheric conditions and 
allow determination of source contributions. To date, the DDM method has been 
implemented in air quality models (including CMAQ and others) to identify how sources 
impact O3 and PM2.5 concentrations for policy analysis (Dunker 1984; Dunker et al. 
2002; Bergin et al. 2008; Odman et al. 2002), but has not been incorporated into health 
damage function modeling.  
Although air quality management would benefit greatly from insights about health 
damages from individual sources, prior studies examining variability in health damage 
functions have either focused on between-sector rather than within-sector variability, or 
have not had a sufficient sample size of individual sources using an advanced 
atmospheric model. For example, Fann et al. (2013) estimated damage functions for 
PM2.5- and O3-related deaths for individual source sectors between 2005 and 2016. They 
were able to determine that EGUs and mobile sources contributed more to air pollution-
related health impacts in 2005 than the other source sectors (area sources, secondary 
organics and biogenics, international sources, industrial point sources, and wildfires), but 
they did not explore within-sector variability (Fann et al. 2013). Levy et al. (2009) 
estimated PM2.5-related damage functions from individual coal-fired power plants, but 
relied on a simpler atmospheric model that may not adequately capture secondary 
pollutant formation (Levy et al. 2009). Buonocore et al. (2014) utilized a CMAQ brute-
force method to examine variability in health damage functions of individual power 
plants across the mid-Atlantic, but had a limited sample size given challenges in 
separating plumes from individual power plants within CMAQ runs (Buonocore et al. 
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2014).  
One important source sector for which health damage function modeling would 
be informative is aviation. Airport emissions are garnering more concern due to rapid 
growth of air transport and expected expansion to meet population needs going forward 
(Amato et al. 2010; Kurniawan and Khardi 2011; Kinsey et al. 2011) while emissions 
from other prominent sources are expected to decrease (Levy et al. 2012). However, few 
studies have characterized the health impacts of individual airports or airport-related 
emissions specifically. CMAQ has been used to estimate mortality risks from three 
airports in the eastern U.S. (Arunachalam et al. 2011) and to quantify human health 
benefits of nationwide aviation emissions reductions (Ashok et al. 2013). However, due 
to their lack of focus on individual emission types from a significant number of 
individual airports, these analyses do not provide a comprehensive foundation for 
national-scale air quality management.  
In this study, we aim to analyze the contribution of numerous individual airports 
to health impacts and use regression models to explain the variability in health damage 
functions, which would allow for health damage functions to be estimated for any airport 
in the United States. Through careful design of CMAQ-DDM airport group runs to 
capture the majority of fuel burned in the aviation sector, use of image segmentation 
techniques to extract individual airport contributions from multi-airport DDM surfaces, 
and creation of physically interpretable regional predictors of health damage functions for 
multiple pollutants, we develop insight about the magnitude and distribution of health 
impacts from aviation emissions in the continental United States. Our modeling approach 
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would generalize to other source sectors contributing to ambient air pollution and related 
health effects. 
Methods 
Study design 
We used the Direct Decoupled Method (DDM) (Dunker 1984; Napelenok et al. 
2006), an advanced sensitivity modeling technique implemented in CMAQ (Byun and 
Ching 1999; Byun and Schere 2006), to isolate O3-and PM2.5-related contributions from 
individual airport-related precursor pollutants. These airport-specific and precursor-
specific pollutant concentrations were then spatially linked with population and mortality 
rate data obtained from the Centers for Disease Control and Prevention (Centers for 
Disease Control and Prevention 2015) and literature-based concentration response 
functions for mortality effects. We estimated mortality risk per 1,000 tons of emissions 
for all ambient concentration – pollutant precursor relationships, which we term “health 
damage functions” within this manuscript (Table 3.1). Regression models were created to 
explain variability in airport-specific health damage functions as a function of population, 
meteorological, and chemistry-related predictors, allowing us to extrapolate health 
damage functions to unmodeled airports.    
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Table 3.1. Modeled emitted precursor species and ambient pollutant relationships 
Precursor Emissions Ambient Pollutant 
Primary elemental carbon (PEC) PM2.5 
Primary organic carbon (POC) PM2.5 
Primary sulfate (PSO4) PM2.5 
Nitrogen oxides (NOx) PM2.5 
Sulfur dioxide (SO2) PM2.5 
Volatile organic compounds (VOC) PM2.5 
Nitrogen oxides (NOx) O3 
Volatile organic compounds (VOC) O3 
CMAQ-DDM Design and Modeling 
Because of the computationally intensive nature of CMAQ-DDM and the number 
of airports across the United States, and given our objective to directly model the 
majority of national emissions, we needed to incorporate multiple airports into a single 
DDM run. However, the outputs would only be interpretable if the concentration surfaces 
from each individual airport within a run could be readily separated from one another. 
We therefore conducted extensive preliminary analyses to determine optimal run design.  
In a pilot analysis, CMAQ-DDM was used to model concentration surfaces for 99 
top fuel-burning airports individually for 1-week periods in January and July, and the 
resultant response surfaces were viewed in ArcMap v. 10.1. Based on visualized spread 
of secondarily formed PM2.5 concentrations (which would be expected to have a greater 
spatial extent than primarily emitted PM2.5), individual airports were grouped together to 
ensure a lack of potential concentration overlap. From the largest fuel burning airports, 
we chose a set of 66 airports believed to be representative of all airports in the United 
States. This set includes many of the largest airports as characterized by fuel burned 
annually and airports that account for geographic representation across the continental 
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US. These 66 airports, shown in Figure 3.1, account for 77% of total annual fuel burned 
for the nation’s commercial passenger flights in 2005. In order to minimize 
computational resource requirements, emissions from multiple (1–4) airports with non-
overlapping sensitivity footprints were combined into groups. In total, thirty-one model 
runs were conducted: one each for the 30 groups containing the 66 individually-modeled 
airports, plus a single additional run simulating the total contributions of all airports in 
the modeling domain. Individual run designs can be found in Appendix B.  
  
Figure 3.1. Map of 66 directly modeled airports.  
CMAQ v.4.7.1 instrumented with the Decoupled Direct Method in three 
dimensions (DDM-3D) was used to generate sensitivities of PM2.5 and O3 concentrations 
to emissions from individual airports. Chorded aircraft landing and takeoff emissions data 
from the FAA’s Aviation Environmental Design Tool (AEDT) (Roof 2007) were linked 
to the airport of arrival and departure, respectively. Airport-specific emissions data were 
then gridded into 36 km x 36 km cells covering the continental United States. All-source 
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emissions and meteorology from 2005 were used to simulate atmospheric conditions 
during January and July for bi-seasonal representation. An 11-day spin-up period 
preceding each month was simulated to provide initial conditions. January and July 
whole-month values were then averaged together to provide an estimate of annual 
average contributions from each airport to ambient PM2.5 and O3 concentrations. For 
PM2.5 constituents, 24-hour average values were reported, while for O3 constituents, 8-
hour maximum values were reported and utilized in health risk calculations.  
Separation of individual airport emissions plumes 
To separate the contribution of individual airports within a DDM run, we 
developed and applied image segmentation techniques using MATLAB 8.1.0, R2013a 
(MathWorks, Natick, MA). For each emitted precursor / ambient pollutant relationship 
for each group and month, a region growing algorithm was developed to determine the 
concentration regions attributable to each individual airport. The algorithm involved 
iterative region growing with threshold values for inclusion, which continued until at 
least 95% of the total mortalities from the run were included and the threshold values 
were less than 10% of the maximum nearby concentration for all airports. The algorithm 
accounted for both positive and negative concentrations, as seen for secondary pollutant 
formation, and had modules to ensure that smaller airports could have the full extent of 
their health impacts captured. In post-processing, regions were masked by the land of the 
contiguous United States and holes within each region were filled to form contiguous 
concentration areas for each individual airport to include areas with smaller emissions-
related sensitivities that were not originally picked up by the algorithm yet are within the 
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geographical region of emissions from that airport. We conducted multiple quality 
assurance analyses, including visual inspection of attributable concentration surfaces and 
examination of resulting health damage function distributions. CMAQ-DDM runs that 
were deemed to include airports whose concentration surfaces overlapped were removed 
post-hoc and re-run individually. More detail on the image segmentation algorithm can 
be found in Appendix B.  
Health damage function modeling 
To determine the relationship between the change in air quality associated with 
individual airport emissions and human health impacts, we used standard health damage 
function modeling approaches:  
Δ𝑦 =∑∑(𝑦0𝑖𝑗(𝑒
𝛽∙𝛥𝑥𝑖𝑗 − 1) ∙ 𝑃𝑜𝑝𝑖𝑗)
𝑀
𝑗=1
𝑁
𝑖=1
 
where i is row number, j is column number, N is total number of rows and M is total 
number of columns in the CMAQ grid. Δy is the change in mortality across the 
continental US, y0 is the all-cause baseline mortality incidence rate in grid cell at location 
ij, β is the concentration-response function as derived from the epidemiological literature, 
Δx is the change in air quality for a given precursor in grid cell ij, and Pop is the 
population of interest in grid cell ij. For PM2.5, we applied a 1% increase in mortality 
associated with a 1 μg/m3 increase in annual ambient PM2.5 concentrations, a central 
estimate used in many previous health damage function models that is consistent with 
expert opinions and bounded by reported values from major cohort studies (Krewski et al. 
2009; Laden et al. 2006; Pope 2002; Schwartz et al. 2008; Jerrett 2005; Roman 2008). 
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For O3, we developed a concentration-response function central estimate of a 0.4% 
increase in daily mortality per 10 ppb increase in daily 8-hour maximum O3 
concentrations, based on an average of 6 major meta-analyses or multi-city studies (Ji et 
al. 2011; Bell 2004; Ito et al. 2005; Levy et al. 2005; Schwartz 2005; Bell et al. 2005). 
County-resolution populations and baseline mortality rates for individuals age 25 and 
over were retrieved from CDC WONDER for 2001–2010 (Centers for Disease Control 
and Prevention 2015) to estimate mortality for 2005. Using ArcMap v.10.1, mortality rate 
and population data by county were projected as Lambert conformal conic and 
intersected with CMAQ grid cells and mortality and population values were determined 
for each grid cell, assuming uniform density of population and mortality rates within 
counties.  
Health damages were then calculated for summer and winter months separately to 
showcase seasonal variability, as well as on average per year by assuming that each of the 
January and July concentration surfaces represented half of the year, and dividing the 
total annual mortality risk by the total annual emissions for each precursor type for each 
airport. Health damage functions were reported per 1,000 tons of precursor emissions for 
ease of interpretation.  
Regression modeling 
The goal of regression modeling for health damage functions for each precursor-
pollutant relationship is two-fold. We aim to a) quantify and understand the variability 
between health damage functions for directly-modeled airports, and b) use physically 
interpretable predictors to extrapolate health damage function values to unmodeled 
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airports across the US. Physically interpretable independent variables including 
downwind and upwind population, atmospheric chemistry regimes, and meteorology are 
combined in a linear regression model to predict mortality risk values normalized by 
airport emissions.  
After testing correlation between population cut points and mortality risk, 
population variables were created by calculating population within 100 km, 100–500 km, 
and 500–1200 km of each airport using ArcMap v10.1. Background concentrations of 
NOx, VOCs, sulfate, nitrate, and ammonium, as well as air temperature, were averaged 
over these same population domains. Wind vectors were averaged over each domain and 
used to determine the prevailing wind direction for each airport. Each of the variables 
were broken into downwind, defined as the 90° quadrant in which the wind was most 
often directed, and upwind, defined as the three quadrants (270°) in which the wind was 
not most often directed. SO4, NO3, and NH4 concentrations were combined into two 
variables: the molar ratio between SO4/NH4 and the molar ratio between NO3/NH4 for 
inclusion in secondary PM2.5 models. VOC and NOx concentrations were combined as 
the ratio between VOC/NOx for inclusion in O3 models. A categorical variable defining 
whether an airport lies east or west of the Rocky Mountains was also tested.  
Due to the small sample size, predictor variables were tested in models based on a 
priori assumptions regarding the relationship between predictor variables and health 
damage functions from known precursor-pollutant relationships. Population variables 
were tested first, then interactions between population variables and meteorological and 
chemistry terms were tested. For example, the ratio of VOC/NOx is a known predictor of 
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O3 formation, as areas with high VOC/NOx ratios are NOx-limited and require NOx 
emissions to form O3, while areas with low VOC/NOx ratios are VOC-limited and 
require VOC emissions to form O3. Best fit models were created associating airport-
specific health damage functions with the aforementioned predictors for each of the 8 
precursor-pollutant pairs, with p < 0.05 and variance inflation factors between model 
predictors less than 3, indicating a lack of multicollinearity between predictors. Within 
each model, observations with studentized residuals > 3 or Cook’s D > 1 were 
determined to be influential points and were removed. As a sensitivity analysis, 
regression models were re-run including influential points to ensure model conclusions 
were not changed. Statistical analyses were carried out using SAS v9.3.  
 
Results 
Health damage functions  
Health damage functions for each precursor and season were successfully 
modeled for each of the 66 airports (Figure 3.1). These health damage functions varied 
across airports for each precursor-pollutant relationship modeled, as well as across the 
different types of precursor-pollutant relationship (i.e. primary PM2.5, secondary PM2.5 
formation, O3 formation). The boxplots in Figure 3.2 show variance in health damage 
function values for primary PM2.5 precursors PEC, POC, and PSO4 (Figure 3.2a), 
secondary PM2.5 precursors NOx, SO2, and VOCs (Figure 3.2b), and O3 precursors NOx 
and VOCs (Figure 3.2c). Both January and July values are shown in lieu of an annual 
average damage function to demonstrate seasonal differences.  
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a. 
 
b. 
 
c. 
 
Figure 3.2. Boxplots of health damage functions for 66 individual airports during January 
and July in mortality risk per thousand tons of precursor emissions.  
Panel a shows primary PM2.5 precursors; Panel b secondary PM2.5 precursors, and Panel c O3 
precursors. Boxplots show 5%, first quartile, median, third quartile, and 95% values for each 
precursor/pollutant damage function. 
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Airports with the largest health damage functions for primary PM2.5 precursors 
are located near large population centers. On the other hand, for secondary PM2.5 from 
both NOx and SO2 emissions in January, the largest health damage functions are not near 
larger cities, although the pattern differs in July. Patterns are less discernible for health 
damage functions related to PM2.5 sensitivity to VOC emissions. Health damage 
functions associated with O3 formation from NOx emissions in January are largest in 
warmer climates, while negative values were found in big cities in colder climates. In 
July, the largest health damage functions associated with O3 formation from NOx 
emissions were at smaller airports. For health damage functions associated with O3 from 
VOC emissions, larger values were seen at larger airports.  
No one airport or set of airports are consistently producing the highest or lowest 
health damage functions from different precursor-pollutant relationships, with some 
positive and some negative correlations and seasonal variability in the associations. For 
example, the health damage functions for January and July are highly correlated with one 
another for primary PM2.5 precursors, but the associations are weaker for secondary PM2.5 
and ozone (Figure 3.3). When comparing health damage functions across pollutants 
(Figure 3.4), there are some strong positive correlations (e.g., for secondary PM2.5 from 
NOx and SO2 in July) and some strong negative correlations (e.g., for O3 from NOx and 
VOCs in January), with more ambiguous relationships between secondary PM2.5 from 
VOCs and other secondary PM2.5 damage functions.  
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Figure 3.3. Scatterplots showing the relationship between health damage functions for 
individual precursors related to primary PM2.5 (top panel), secondary PM2.5 (middle panel), 
and O3 (bottom panel) between January (x-axis) and July (y-axis).   
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Figure 3.4. Scatterplots showing the relationship between health damage functions for 
secondary PM2.5 precursors (top 3 panels) and O3 precursors (bottom panel) during 
January (left) and July (right).  
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The range, mean, and median annual average health damage functions are shown 
in Table 3.2. The annual health damage functions for primary PM2.5 precursors are 
approximately 20 times the annual health damage functions for secondary PM2.5 
precursors, which are comparable in magnitude to one another and to the O3 health 
damage functions. For each precursor-pollutant combination, annual average health 
damage functions vary significantly across airports. In total, these directly modeled 
health damage functions account for 88% of total mortality risk for the entire source 
sector including all airports across the US.   
 
Table 3.2. Yearly health damage functions for 66 individual airports in mortality risk per 
thousand tons of precursor emissions.  
Precursor-
Pollutant 
Mean Median Minimum Maximum 
PEC PM2.5 24.4 18.2 3.1 76.1 
POC PM2.5 28.1 22.7 3.5 156.5 
PSO4 PM2.5 20.5 15.2 1.6 75.8 
NOx PM2.5 0.9 0.6 0.1 2.7 
SO2 PM2.5 1.0 0.9 0.1 2.8 
VOC PM2.5 0.7 0.5 0.1 6.3 
NOx O3 0.3 0.3 -0.1 1.0 
VOC O3 0.5 0.5 3x10
-3
 1.3 
 
Regression Models 
Linear regression models for health damage functions for each precursor-pollutant 
relationship include population, meteorology, and atmospheric chemistry regime 
predictors (Tables 3.3, 3.4, and 3.5). Meteorological and atmospheric chemistry regime 
predictors were included only as interaction terms with population variables, as health 
risk will only occur in the presence of an exposed population.  
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Table 3.3. Regression models linking health damage functions (mortality risk per thousand 
tons precursor emissions) for individual modeled airports for each precursor - primary 
PM2.5 relationship in January and July.  
All non-intercept variables are significant (p <0.05). Parameter estimates with standard errors are 
shown.  
 PEC-
PM2.5 
Model 
(January) 
PEC-
PM2.5 
Model 
(July) 
POC-
PM2.5 
Model 
(January) 
POC-
PM2.5 
Model 
(July) 
PSO4-
PM2.5 
Model 
(January) 
PSO4-
PM2.5 
Model 
(July) 
N 64 65 64 65 64 63 
R
2
 0.62 0.28 0.62 0.26 0.42 0.36 
Intercept 3.8 (2.3) 9.2* (3.5) 4.8* (2.2) 8.6 (4.9) 3.3* (1.5) 5.1 (4.1) 
Downwind 
Population in 
100km 
7.8 E-6 
(2.1 E-7) 
 7.9 E-6 
(2.0 E-6) 
 4.4 E-6    
(1.3 E-6) 
6.2 E-6  
(2.2 E-6) 
Upwind 
Population in 
100–500km 
1.0 E-6 
(1.0 E-7) 
6.6 E-7 
(1.8 E-7) 
9.8 E-7 
(1.2 E-7) 
8.9 E-7 
(2.6 E-7) 
4.1 E-7  
(7.8 E-8) 
7.1E-7  
(2.2 E-7) 
Downwind 
Population in 
100–500km 
 1.2 E-6 
(4.4 E-7) 
 1.7 E-6 
(6.3E-7) 
 1.2E-6  
(5.4 E-7) 
*Statistically significant intercept. 
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Table 3.4. Regression models linking health damage functions (mortality risk per ton 
precursor emissions) for individual modeled airports for each precursor-secondary PM2.5 
relationship in January and July.  
All non-intercept variables are significant (p <0.05). Parameter estimates with standard errors are 
shown. 
 NOx-
PM2.5 
Model 
(January) 
NOx-
PM2.5 
Model 
(July) 
SO2-PM2.5 
Model 
(January) 
SO2-
PM2.5 
Model 
(July) 
VOC-
PM2.5 
Model 
(January) 
VOC-
PM2.5 
Model 
(July) 
N 66 66 66 65 N/A 65 
R
2
 0.40 0.72 0.32 0.44 - 0.19 
Intercept 1.5* (0.20) -0.6* 
(0.14) 
0.2* (0.03) 0.5* 
(0.24) 
 0.3*  
(0.14) 
Downwind 
Population < 
100km 
   9.5 E-8 
(2.0 E-8) 
 4.3 E-7 
(1.1 E-7) 
Downwind 
Population < 
100km where 
SO4/NH4 ratio > .5 
   5.1 E-7 
(2.1 E-7) 
  
Upwind Population 
< 100km 
     -8.0 E-8 
(4.0 E-8) 
Downwind 
Population 100–
500km 
 3.6 E-8 
(2.0E-8) 
    
Upwind Population 
100–500km 
 5.2 E-8 
(1.0 E-8) 
-2.7 E-9 
(5.0 E-9) 
9.5 E-8 
(2.0 E-8) 
  
Upwind Population 
100–500km where 
SO4/NH4 ratio > .5 
  2.0 E-8 
(1.0 E-8) 
-3.8 E-8 
(2.0 E-8) 
  
Downwind 
Population 500–
1200km 
4.5E-8 
(1.0 E-8) 
2.0 E-8 
(1.0 E-8) 
    
Downwind 
Population 500–
1200km where 
SO4/NH4 ratio > .5 
-6.1 E-8 
(1.0 E-8) 
     
Upwind Population 
500–1200km 
-2.2 E-8 
(5.0 E-9) 
6.7 E-9 
(3.0 E-9) 
    
*Statistically significant intercept. 
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Table 3.5. Regression models linking health damage functions (mortality risk per ton 
precursor emissions) for individual modeled airports for each precursor-O3 relationship in 
January and July. 
All non-intercept variables are significant (p <0.05). Parameter estimates with standard errors are 
shown. 
 NOx-O3 
Model 
(January) 
NOx-O3 
Model 
(July) 
VOC-O3 
Model 
(January) 
VOC-O3 
Model 
(July) 
N 65 65 66 65 
R
2
 0.38 0.49 0.40 0.20 
Intercept 0.03 (0.02) 
0.3* 
(0.08) 
0.2*  
(0.10) 
0.4* 
(0.07) 
Downwind Population < 100km 
-6.3 E-8 
(2.0 E-8) 
-1.5 E-7 
(4.0 E-9) 
 
-1.6 E-7 
(6.0 E-8) 
Downwind Population < 100km where 
air temperature > 65F 
1.5 E-7 
(6.0 E-8) 
   
Downwind Population < 100km where 
VOC/NOx ratio > 15 
 
5.2 E-8 
(1.0 E-9) 
  
Upwind Population < 100km    
7.7 E-8 
(2.0 E-8) 
Downwind Population 100–500km   
2.1 E-8  
(1.0 E-8) 
 
Upwind Population 100–500km 
-3.3 E-9 
(1.0 E-9) 
1.7 E-8 
(0.00) 
  
Downwind Population 500–1200km   
9.9 E-9 
(3.0E-9) 
 
Downwind Population 500–1200km 
where VOC/NOx ratio > 15 
  
-4.2 E-8  
(1.0 E-8) 
 
Upwind Population 500–1200km   
6.5 E-9  
(2.0 E-9) 
 
*Statistically significant intercept. 
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Across primary PM2.5 models, downwind population either within 100 km of the 
airport or between 100–500km of the airport and upwind population (i.e., not in the 
predominant wind direction) within 100–500 km of the airport are predictive of health 
damage functions. Models provide better fit for January versus July. In models with 
significant intercepts, variability not otherwise represented by predictor variables is 
captured. Sensitivity analyses of models with influential points removed (1 or 2 points for 
primary PM2.5 models only) indicate parameter estimates changed slightly with inclusion 
of each point, though predictor variables remained significant in each model. Secondary 
PM2.5 model structures differ more from one another than those for primary PM2.5. In the 
model predicting health damage functions from secondary PM2.5 related to NOx in 
January, downwind populations 500–1200 km from the airport predict increased health 
damage functions, although only if the sulfate/ammonium molar ratio is less than 0.5. 
Upwind populations 500–1200 km from the airport are negatively associated with the 
health damage function. In July, the health damage functions from secondary PM2.5 
related to NOx are only associated with population 100–1200 km from the airport. For 
secondary PM2.5 related to SO2 in January, the health damage function is positively 
associated with the upwind population 100–500 km from the airport, but only if the 
sulfate/ammonium molar ratio exceeds 0.5. In July, the upwind population 100–500 km 
from the source remains significant but is diminished with a sulfate/ammonium molar 
ratio over 0.5, and the downwind population < 100 km from the airport is significant and 
has a heightened effect with a sulfate/ammonium molar ratio over 0.5. For PM2.5 related 
to VOC in July, the downwind population < 100 km from the airport increases health 
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damage functions. No defined independent variables were predictive of health damage 
functions associated with VOC-related PM2.5 in January. 
Health damage functions for NOx-related O3 are increased in January where 
downwind populations < 100 km from the airport are exposed to average temperatures 
greater than 65°F, and decreased downwind at lower temperatures and in the far field 
upwind. Downwind populations within 100 km of the airport similarly decreased health 
damage functions for NOx-related O3 in July, with a lesser decrease where VOC/NOx 
ratio is greater than 15 and a positive contribution from upwind populations 100–500 km 
from the airport. Health damage functions for VOC-related O3 are increased in the far 
field in January, though decreased where populations are exposed to high VOC/NOx 
ratios 500–1200 km downwind. In July, downwind populations < 100 km from the 
airport experience decreased health damage functions, while those upwind < 100 km 
from the airport experience increased health damage functions.  
Discussion 
This work provides airport-specific health damage functions for 66 of the highest 
fuel burning commercial airports across the continental US, making use of a thoroughly 
vetted air chemical transport model to trace emissions from each airport and determine its 
impacts on ambient concentrations of PM2.5 and O3. We provide the most comprehensive 
set of individual source health damage functions to date, including damage functions for 
secondary PM2.5 related to VOC emissions and O3 related to NOx and VOC emissions 
which are challenging to characterize in the absence of models such as CMAQ-DDM. 
Regression models created using simple physically interpretable terms explain variability 
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in these modeled functions using population, atmospheric chemistry, and meteorological 
terms based on prevailing wind directions at each airport. These regression models can be 
used to extrapolate health damage functions to other airports in the US that were not 
directly modeled.  
Health damage function analysis 
Health damage functions for primary PM2.5 are generally consistent with one 
another and display limited seasonality, as anticipated for directly emitted particles. The 
one difference is for PSO4 in January, which has a somewhat lower health damage 
function than for PSO4 in July or than the other primary constituents. This can be 
explained by the manner in which CMAQ treats PSO4, where there is a defined allocation 
between primary and secondarily formed SO4. Within CMAQ, this ratio is held constant 
over the year, where it may vary by season, as one would expect relatively more sulfate 
to be secondarily formed in the summer. This may account for the differences in health 
damage functions between January and July for PSO4, though the average of January and 
July health damage function values are similar to health damage functions for PEC and 
POC.  
Health damage functions for secondarily formed pollutants PM2.5 and O3 vary 
more between seasons due to ambient conditions that impact pollutant formation. Health 
damage functions for SO2-related PM2.5 in January are lower on average than those in 
July due to warm weather transformation of sulfur dioxide emissions to ammonium 
sulfate particles as well as because of the influence of the ozone pathway on secondary 
particulate formation, which is captured in CMAQ version 4.7.1. Ambient O3 increases 
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OH radical concentrations in the atmosphere which react with SO2 to form sulfate 
particles, increasing PM2.5 concentrations (Saltzman et al. 1983; Stein and Saylor 2012). 
Similarly, although fine particle nitrates form when the weather is colder, because of the 
influence of the ozone pathway in July, health damage functions for NOx-related PM2.5 
display limited seasonality. Health damage functions for PM2.5 related to VOC emissions 
are higher in January, as these volatile and semi-volatile compounds can transform from 
particle to gas phase at higher summer temperatures.  
Ozone-related health damage functions are lower in magnitude on average than 
those for both primary and secondary PM2.5, related in part to the nature of the health 
evidence included (relying on short-term concentrations for ozone but long-term 
concentrations for PM2.5). In January, NOx emissions decrease O3 related health risks in 
many locations, as low-temperature conditions are not beneficial to O3 formation, and O3 
is neutralized. In July, however, health damage functions for O3 related to NOx are 
positive in most locations, as O3 formation is favorable in the presence of sunlight and 
higher temperatures. VOC-related O3 has higher health damage functions in January than 
July, as NOx may be more abundant in winter and airport-related VOC emissions may 
form more O3.  
Comparison of airport health damage functions with other studies 
While few previous studies generated comparable health damage functions, we 
can provide insight regarding the interpretability of our values by comparing with 
previously-published health damage functions. For example, Levy et al. (2012) used 
CMAQ version 4.6 with application of the Speciated Modeled Attainment Test (SMAT) 
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for improved estimation of speciated components of PM2.5. Our estimates are not directly 
comparable, because of the use of different versions of CMAQ, the application of SMAT, 
and the need to approximate individual precursor contributions from Levy et al. (2012) 
by assigning all ammonium sulfate to SO2 emissions and all ammonium nitrate to NOx 
emissions. That said, our PM2.5 damage function estimates are comparable for NOx but 
significantly lower for SO2. Interestingly, while older versions of CMAQ and older 
atmospheric models found PM2.5 health damage functions associated with SO2 emissions 
to be an order of magnitude greater than PM2.5 health damage functions associated with 
NOx emissions (Levy et al. 2012; Levy et al. 2010), a more recent application using 
CMAQ v4.7.1 for power plants found only a factor of two difference, consistent with our 
estimates (Buonocore et al. 2014). This updated version of CMAQ accounts for pathways 
of secondary PM2.5 formation from NOx emissions that are more accurate to true 
atmospheric chemistry, related to the ozone cycle.  
Regression model analysis 
Although the vast majority of national health risks were characterized through our 
damage function models for 66 airports, our regression models can allow for the 
unmodeled airports contributing the remaining 12% of mortality risk to be included in 
future analyses, albeit with greater uncertainty than for the 66 directly modeled airports. 
While some regression models do not sufficiently capture variability in damage functions 
or have a challenging interpretation, they are grounded in known predictors like 
population patterns and improve upon approaches that would either exclude these airports 
entirely or assign them the average of the modeled airports’ health damage functions, 
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which would lead to biases in local and national assessments. Primary PM2.5 regression 
models are similar in structure to one another and directly interpretable, with near-field (< 
100 km) and regional-scale (100–500 km) populations influencing health damage 
functions with much larger coefficients in the near-field. The significance of upwind but 
not downwind populations 100–500 km is challenging to interpret but could be explained 
by different meteorological conditions (e.g., wind speed, atmospheric stability) during the 
times when the winds blow against the prevailing direction, which may be related to 
unique weather patterns. Interpretation of secondary PM2.5 regression models is at times 
more difficult, and stability of parameters would likely benefit from a larger sample size. 
In general, health damage functions for secondary PM2.5 in the winter are more 
influenced by the sulfate-nitrate-ammonium system and ambient concentrations of those 
constituents than in the summer, which is consistent with the importance of the O3 
pathway. Health damage functions for secondary PM2.5 associated with VOC emissions 
are more difficult to characterize, especially in January, reflecting the complexity of SOA 
formation that may not be completely captured in CMAQ v.4.7.1. Comparisons of total 
modeled and measured concentrations find systematic downward bias for SOA, but not 
other constituents, especially in states west of the Rockies. As this is the first study to our 
knowledge that derived health damage functions for secondary PM2.5 associated with 
VOC emissions, there are no comparable models from which to draw insight.  
The regression models predicting O3-related health damage functions are 
generally consistent with known atmospheric factors influencing O3 formation, but with 
some interesting deviations. In the near field, NOx emissions lead to decreased mortality 
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risk except in warmer climates in January, as local O3 is being scavenged. VOC 
emissions lead to increased O3 health damages at the regional scale, but there is an 
inverse association in the near field in July. This finding is curious, as we would expect 
areas near airports to be VOC-limited and ozone formation to be increased in those areas 
– the inverse of the relationship with NOx and O3 in the near field. This emphasizes some 
of the limitations in drawing direct causal inferences from our regression models.  
Limitations 
Despite the novel attributes of this study, there are a number of limitations. 
Foremost, the “best case scenario” for determining sensitivity of ambient pollutant 
concentrations to airport-emitted pollutants would be to model each airport individually 
using CMAQ-DDM over the course of an entire year. Due to computational constraints, 
we had to limit our analysis to a modeling time of two months chosen to be representative 
of opposing meteorological and atmospheric conditions, and needed to model 
geographically diverse sets of airports rather than one at a time. Choosing only two 
months attributes these values to half the year each and forces us to assume that health 
damage functions for January and July reasonably represent annual patterns. In terms of 
the inclusion of multiple airports per run, this created challenges in separating the impacts 
of the individual airports, and our algorithm deliberately omitted a fraction of total health 
impacts to ensure plume separability and a definitive determination of the exact source. 
That said, the sum of individual airport mortalities was never less than 95% of the total 
captured by the entire run, so the downward bias in comparison with a “best case 
scenario” modeling study is likely modest. Similarly, our limited computational resources 
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kept us from being able to model all airport emissions across the US, forcing us to utilize 
regression models to estimate health damage functions per unit emissions for previously 
uncharacterized airports. We can therefore only fully describe the spatial patterns of 
mortality risk for a subset of airports and have increased uncertainty in the total health 
damages for unmodeled individual airports, although these airports only comprise 12% of 
national health impacts.  
In calculating health damage functions, population and baseline mortality risk 
data on the county-wide level were utilized. These county-wide values needed to be 
spatially joined to the CMAQ-defined 36 km x 36 km grid cells, and in doing so, 
population density and baseline mortality rates were assumed to be uniform over the 
counties and weighted by those densities within grid cells containing more than one 
county. As population density is not uniform throughout a county, this assumption may 
have led to misattributed health damage functions in specific cells which are not 
necessarily biased toward or away from the null. In addition, the health damage function 
modeling approach implicitly assumed linearity in the concentration-response functions 
as well as equal toxicity of all particle constituents. This is consistent with current 
practice and allowed for internally consistent comparisons, but potentially contributes 
some uncertainty to our findings. 
Conclusions 
In this study, we utilized a sophisticated air chemical transport model to directly 
trace individual airport emissions to their impacts on ambient concentrations of PM2.5 and 
O3, two key drivers of health outcomes. We made use of a complex image segmentation 
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technique, used most commonly in the field of medical imaging, to separate individual 
airport concentration plumes from one another within a CMAQ-DDM run containing 2, 
3, or 4 geographically dispersed airports. Based on the calculated air quality changes, we 
determined health damage functions for these airports specific to 8 different precursor-
pollutant relationships for two different seasons, notably including the mortality risk 
associated with NOx and VOC emissions’ impacts on O3, which has not been done 
previously for aviation or other sets of individual sources. Variability in these damage 
functions was largely explained by populations exposed to concentrations, either 
amplified or diluted by temperatures and background concentrations. These individual 
damage function models coupled with the regression models can be used to determine the 
public health implications of any change in emissions across the aviation sector, and 
comparable approaches can be applied for other source sectors.   
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CHAPTER FOUR: Estimating the PM2.5- and O3-related health burden of 
residential combustion and electricity generating unit emissions by source state 
Abstract 
Residential combustion (RC) and electricity generating unit (EGU) emissions 
adversely impact air quality and human health by increasing ambient concentrations of 
fine particulate matter (PM2.5) and ozone (O3), but studies to date have not isolated 
contributing pollutants by source state, necessary for policy makers to determine efficient 
strategies to produce health benefits. In this study, we use the Community Multiscale Air 
Quality (CMAQ) model employing the direct decoupled method (DDM) to quantify 
changes in air quality and epidemiological evidence to determine concentration-response 
functions, yielding health impacts attributable to PM2.5 and O3 concentration changes by 
precursor species, source sector, and state in the US for 2005. We estimate 19,000 
premature deaths per year associated with EGU emissions, driven by SO2 emissions that 
form PM2.5. More than half of the EGU health impacts are attributable to emissions from 
seven states with significant coal combustion and large downwind populations. We 
estimate 10,000 premature deaths per year associated with RC emissions, driven by 
primary PM2.5 emissions. States with large populations and significant residential 
combustion dominated RC health impacts. Annual mortality risk per thousand tons of 
precursor emissions varied significantly across states, with states varying up to three 
orders of magnitude from one another by precursor for RC and up to two orders of 
magnitude from one another by precursor for EGUs. Primary PM2.5 health damage 
functions are an order of magnitude larger than those of secondary PM2.5 precursors, and 
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the greatest variance is seen in O3 health damage functions. Our findings reinforce the 
importance of pollutant-specific, location-specific, and source-specific models of health 
impacts in the design of health-maximizing emissions control policies.   
Background and Introduction 
Elevated concentrations of ambient ozone (O3) and fine particulate matter (PM2.5) 
contribute to adverse health outcomes in exposed populations (Jerrett et al. 2009; 
Krewski et al. 2009). Epidemiological literature has described relationships between 
population exposure to these air pollutants and both chronic and acute health effects, 
including premature mortality (Brook 2002; Bell 2004; Ito et al. 2005; Levy et al. 2005) 
and multiple types of morbidity (Zanobetti et al. 2009a; Ji et al. 2011;Mustafic et al. 
2012; Levy et al. 2012; Zanobetti et al. 2009b).  
A number of different emitting source sectors that are spatially distributed across 
the United States (US) contribute to total ambient concentrations of these pollutants, 
including electricity generating units (EGUs) and residential combustion (RC) sources. 
Previous research has shown that emissions related to EGUs and area sources (which 
include RC) are among the most significant contributors to air pollution-related health 
impacts. For example, in 2005, EGUs were estimated to contribute 38,000 premature 
deaths per year, highest among source sectors, with area sources contributing another 
27,000 premature deaths per year (Fann et al. 2013). Area sources were projected to have 
the greatest contribution to public health impacts by 2016. Similarly, a recent study 
estimated that EGUs contributed 52,200 premature deaths from PM2.5 and 1,700 
premature deaths from O3 in 2005, while commercial and residential combustion together 
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contributed 41,800 deaths from PM2.5 and 350 premature deaths from O3 (Caiazzo et al. 
2013). Another recent study estimated PM2.5-related health risks of 41,660 premature 
deaths from EGUs and 35,790 premature deaths from commercial and residential 
combustion together (Dedoussi and Barrett 2014).  
While these comparisons provide valuable insight about high-priority source 
sectors, they do not include information on the impact of specific emitted pollutants from 
individual states and specific source types for both PM2.5 and O3. While Caiazzo et al. 
(2013) estimate total health impacts by state, this is from a receptor perspective rather 
than a source perspective (i.e., the health impacts for populations living in California, 
rather than the health impacts attributable to sources in California) and is not 
differentiated by emitted pollutant, less useful information from a control strategy 
perspective. Dedoussi et al. (2014) estimates total health impacts by source state for 
PM2.5, but using a different modeling approach (adjoint modeling using Geos-Chem) and 
lacking insight about O3-related impacts or impacts by source state and precursor 
pollutant. Many national policies targeting EGUs (including the Clean Power Plan and 
the Cross-State Air Pollution Rule) have mechanisms for differential actions by states, 
and it would be important to understand how alternative combinations of emissions 
reductions could influence public health. RC could be influenced by policies such as the 
Clean Power Plan, which consider energy efficiency as one mechanism to achieve 
emissions reductions, and may be directly targeted as part of State Implementation Plans 
(SIPs) or other state policy measures. Quantification of health risks associated with state-
wide source-specific and pollutant-specific emissions will provide a tool for policy 
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makers to create health-protective and economically efficient emission control strategies. 
Health impacts from different source sectors for each state can be estimated by 
combining source-specific air quality changes with population characteristics and 
epidemiologically-derived concentration-response functions (Fann and Risley 2011; 
Hubbell et al. 2009; Tagaris et al. 2009). In addition to determination of total health 
impacts, health damage function models (health impacts per unit emissions) can be 
calculated to provide insight about sources and locations in which emissions reductions 
are more or less efficient from a public health perspective. Heterogeneity in health 
damage functions is associated with ambient atmospheric chemistry and meteorology, the 
emitting source and chemical profile of emitted pollutant precursors, as well as the 
geographic distribution of exposed populations (Fann et al. 2009). EGU and RC sources 
provide interesting contrasts from a health damage function perspective. EGUs are 
individual point sources that vary in location, stack height, age, and efficiency, while RC 
is a ground-level area emissions source directly tied to population patterns. Both are 
spatially distributed across the US, with between-sector and within-sector differences 
including proximity to populations, height of emissions origin, as well as atmospheric 
chemistry and meteorology in each location and downwind. Analysis of RC sources and 
EGUs specifically will allow us to determine variation in health impacts associated with 
tall stack point sources versus ground level area source emissions.  
The Community Multiscale Air Quality (CMAQ) model, a peer-reviewed 
atmospheric chemistry and transport model capable of modeling long-range secondary 
formation of PM2.5 and O3 from emitted precursors, can predict changes in ambient air 
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quality associated with these two source sectors, among others (Byun and Ching 1999; 
Byun and Schere 2006). Utilized with the Direct Decoupled Method (DDM), which 
decouples sensitivity equations from model equations to allow for stability and accuracy 
of values as well as computational efficiency, CMAQ-DDM has the power to determine 
individual source contributions by analyzing the sensitivity of ambient concentrations of 
PM2.5 and O3 to specific precursor emissions in the presence of different atmospheric and 
meteorological conditions (Dunker 1984; Dunker et al. 2002; Koo 2007). CMAQ-DDM 
has been used in previous studies to quantify exposure to pollutants from source-tagged 
precursors, though to our knowledge has not been included in assessment of health 
impacts (Bergin et al. 2008; Odman et al. 2002; Itahashi et al. 2012).  
In this study, we aim to quantify total health impacts from EGUs and RC for each 
emitted pollutant and state individually across the continental US. We use CMAQ v. 
4.7.1 implemented with DDM to determine estimated changes in ambient pollutant 
concentrations of PM2.5 and O3 based on EGU and RC emissions specifically, using these 
air quality changes to determine predicted total health impacts and health damage 
functions by state and sector. This approach will allow state and federal policy makers to 
determine which sources to target to decrease public health burdens and to determine 
which policies will be most efficient in achieving these improvements. Additionally, 
comparisons of health damage functions by source sector and by state will allow further 
assessment of differential attributes of RC and EGU emissions.  
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Methods 
Study design 
To determine changes in ambient air quality associated with EGUs and RC, we 
used the CMAQ model v. 4.7.1 (Byun and Ching 1999; Byun and Schere 2006) 
instrumented with DDM in three dimensions (Dunker 1984; Napelenok et al. 2006). This 
model isolated PM2.5 and O3-specific contributions from state-wide EGU and RC 
precursors to assess the sensitivity of ambient pollutant concentrations to these 
precursors. Resultant ambient pollutant concentrations were then linked with population 
and mortality rate data from the Centers for Disease Control and Prevention (Centers for 
Disease Control and Prevention 2015). Concentration-response functions associating 
ambient pollutant concentrations with associated health effects were derived from the 
epidemiological literature. We estimate total health impacts for each source sector by 
state for each precursor pollutant – ambient concentration relationship (Table 4.1). We 
also estimate health damage functions, or mortality risk per 1,000 tons of precursor 
emissions.  
Table 4.1. Modeled emitted precursor species and ambient pollutant relationships 
Precursor Emissions Ambient Pollutant 
Primary elemental carbon (PEC) PM2.5 
Primary organic carbon (POC) PM2.5 
Primary sulfate (PSO4) PM2.5 
Nitrogen oxides (NOx) PM2.5 
Sulfur dioxide (SO2) PM2.5 
Volatile organic compounds (VOC) PM2.5 
Nitrogen oxides (NOx) O3 
Volatile organic compounds (VOC) O3 
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CMAQ-DDM design and modeling 
The goal of this analysis is to directly model emissions from EGUs and RC by 
precursor and state, but due to the computationally intensive nature of CMAQ-DDM, it 
was not practical to model each state’s emissions in separate CMAQ-DDM runs for each 
source sector. To maximize efficiency, for RC and EGUs separately, we incorporated 
multiple states into a single DDM run such that concentration impacts from each state 
could be readily separated from one another. We utilized results from a pilot analysis of 
CMAQ-DDM modeled SO2 tracer emissions from EGUs to optimally design DDM runs 
for modeling concentration surfaces for 48 states within the continental US (plus 
Washington, D.C.) (S. Arunachalam et al. 2011). We overlaid concentration surfaces 
from multiple source states and developed an algorithm in which receptor states were 
allocated to source states based on the relative contribution to concentrations. We then 
calculated attributable health impacts by source state as derived from the multi-state 
surface and compared with the known state-specific estimates, grouping states to achieve 
the greatest accuracy possible in the smallest number of runs. To minimize computational 
resource requirements, states were grouped in sets of 1–3 per CMAQ-DDM run for RC 
and EGUs. For EGUs, a subset of states cut across electricity dispatch regions, so we 
subdivided those states into two different areas to facilitate future connection with energy 
efficiency or renewable energy projects. In total, 67 model runs were conducted, 
including 27 groups of states for modeling RC emissions and 39 groups of states (and 
partial states) for modeling EGU emissions. Individual run designs can be found in 
Appendix C.   
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CMAQ-DDM v. 4.7.1 was used to generate sensitivities of PM2.5 and O3 
concentrations to emissions from state-wide RC and state-wide EGUs, separately. RC 
sources were modeled as low-level area sources including all residential fuel types and 
aggregated to the county level for apportionment to grid cells by state. EGUs were 
modeled by power plant and aggregated to grid cells by state. Grid cells of 36 km x 36 
km covering the continental US were used to grid state-specific emissions from each 
source sector. Because modeling the full year was too computationally intensive, we 
selected two months (January and July) to provide bi-seasonal representation, using all-
source emissions and meteorology from 2005. To provide initial background conditions, 
a spin-up period of 11 days just prior to each month was simulated. Whole-month 
sensitivity values from January and July were averaged together to represent annual 
estimated contributions of statewide RC and EGU sources to ambient PM2.5 and O3 
concentrations. For PM2.5 constituents, values were reported as 24-hour averages, while 
for O3, 8-hour maximum values were reported for consistency with current regulatory 
policies. These values were then utilized in total health impact and health damage 
function calculations. 
Separation of state-specific concentration surfaces 
In order to separate the contributions of individual state’s contributions to ambient 
concentrations from one another within a DDM run, we applied image separation 
techniques which used MATLAB 8.1.0, R2013a (MathWorks, Natick, MA). A region-
growing algorithm was developed to determine regions of concentrations attributable to 
each state for each emitted precursor / ambient pollutant relationship within each model 
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run and season. This algorithm was run for both RC and EGUs for each state. Iterative 
region growing was used with threshold values to determine inclusion into regions. 
Iterations continued until at least 95% of the run’s total mortalities were captured in the 
sum of the regions, and until the threshold values were less than 10% of the maximum 
within-state concentration for each state. This algorithm allowed for both positive and 
negative sensitivities to be included within regions, and ensured that within a run, a 
smaller state’s region could capture the extent of its health impacts (and was not stopped 
early due to reaching the 95% of total mortalities minimum). After segmentation of each 
run, regions were masked by only land covered by the contiguous US; holes over land 
within each region were filled to form contiguous concentration surfaces for each state to 
include areas with smaller emissions-related sensitivities that were not originally picked 
up by the algorithm yet are within the geographical region of emissions from a state. 
Quality assurance (QA) analyses were performed, including analysis of total health 
impact and health damage function distributions for resultant health values, as well as 
visual inspection of concentration surfaces for each state by precursor / pollutant 
relationship for EGUs and RC, separately. For runs that did not meet QA criteria, we re-
ran CMAQ-DDM for individual states in isolation or removed states from health impact 
analyses. Appendix C contains more information regarding the image segmentation 
algorithm we used.  
Total health impact calculation and health damage function modeling  
Calculation of total health impacts by state and source sector is analogous to the 
calculation of health damage functions, with the exception of normalization by precursor 
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emissions. Total health impacts are calculated for direct quantification of health effects 
associated with ambient pollutant concentrations due to by-sector precursor emissions, 
while health damage functions allow for normalized comparisons between pollutants and 
between source sectors. The change in air quality associated with state-wide emissions 
and its relationship with human health impacts were linked using a standard health 
damage function modeling equation to determine associated change in mortality for each 
precursor / ambient pollutant pair for each source sector. The equation is as follows:  
Δ𝑦 =∑∑(𝑦0𝑖𝑗(𝑒
𝛽∙𝛥𝑥𝑖𝑗 − 1) ∙ 𝑃𝑜𝑝𝑖𝑗)
𝑀
𝑗=1
𝑁
𝑖=1
 
where i is row number and j is column number, N is total number of rows and M is total 
number of columns in the CMAQ grid. Δy is the change in mortality across the 
continental US, y0 is the baseline mortality incidence rate in grid cell at location ij, β is 
the concentration-response function as derived from the epidemiological literature, Δx is 
the change in air quality for a given precursor in grid cell ij, and Pop is the population of 
interest in grid cell ij. To associate health impacts with PM2.5 concentrations, we applied 
a central estimate concentration-response function of a 1% increase in mortality 
associated with every 1 g/m3 increase in annual ambient PM2.5 concentration (Roman 
2008). To associate health impacts with O3 concentrations, we applied a central estimate 
concentration-response function of a 0.4% increase in daily mortality per 10 ppb increase 
in daily 8-hour maximum O3 concentrations, based on major multi-city and meta-analysis 
studies (Ji et al. 2011; Bell 2004; Ito et al. 2005; Levy et al. 2005; Schwartz 2005; MD 
Bell, F; Samet, JM 2005). County-wide population and baseline mortality data for those 
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aged 25 and over were obtained from the Centers for Disease Control and Prevention. To 
estimate population and mortality in 2005, values from 2001–2010 were obtained from 
CDC WONDER (Centers for Disease Control and Prevention 2015) and averaged for 
stability of values. County-wide values were projected as Lambert conformal conic in 
ArcMap v.10.1 and intersected with grid cells for inclusion in health impact estimates, 
assuming uniform population density of population and mortality rate across counties and 
weighted by grid cells.  
Total health impacts were then calculated based on the equation above by emitted 
precursor / ambient pollutant pair for each state for both EGU and RC source sectors, 
assuming that January and July each represent six months of the year. These six-month 
values were summed to obtain annual health impact estimates. Health damage function 
values were calculated by normalizing total health impacts by the total amount of emitted 
precursor associated with that health damage function for January and July, each 
representative of what the health damage function would be if these individual month 
conditions were present for an entire year. Annual health damage function estimates were 
calculated by averaging January and July health damage function estimates such that 
January and July would be representative of six month estimates to provide the annual 
health risk for a ton of precursor emissions uniformly across the year.  
Comparison of RC and EGU source sectors  
Descriptive statistics were calculated for total health impacts and health damage 
functions for EGU and RC by precursor and state. To understand within-pollutant / 
between-state variation, the distribution of health effects was assessed for RC and EGU 
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separately by precursor pollutant for both total health impacts and health damage 
functions. To understand between-pollutant / within- state variation, scatter plots of RC 
and EGU health damage functions were created and outlying values were assessed. In 
addition, we mapped locations for the health-driving emitters for both RC and EGUs to 
understand the spatial distribution of emissions from both source sectors.  
 
Results 
Total health impacts 
Total number of deaths per year for each precursor and season were modeled for 
each of the successfully separated states for both RC and EGUs (Tables 4.2 and 4.3). 
States with missing values (5 for RC and 6 for EGUs) are those whose emissions were 
unable to be sufficiently extracted from one another to calculate total health impacts. For 
the subset of included states, RC contributes 10,000 additional deaths per year from both 
PM2.5 and O3 and EGUs contribute 19,000 additional deaths per year from both PM2.5 and 
O3.  
States contributing the most deaths related to RC are those with or located upwind 
of highly populated areas, as RC emissions are tied to population and total exposed 
population will correlate directly with total health impacts (Table 4.2). States with the 
greatest total mortalities from RC are those with combustion-type home heating near 
highly populated areas, including Ohio, California, and Maryland. Primary PM2.5 
precursors contribute 74% of the health burden for RC, driven by primary organic carbon 
(OC).    
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States with the greatest total mortalities from EGUs are those with the greatest 
coal-fired power plant emissions upwind of highly populated areas, including Ohio, 
Indiana, and Pennsylvania (Table 4.3). For EGUs, SO2, a PM2.5 precursor, contributes the 
greatest health burden, with 72% of the total health burden related to secondary PM2.5 
attributable to SO2 and NOx emissions.  
Because of the substantial differences in emissions profiles and population 
patterns between states, the ratios of RC-related deaths to EGU-related deaths vary 
greatly across source states. Deaths from RC exceed those from EGUs in 11 states, 
generally found in the Northeast and West Coast where population density is high, EGU 
coal combustion is limited, and wood or oil is used in some homes for heating. In 
contrast, deaths from EGUs greatly exceed those from RC in states with appreciable coal 
combustion from EGUs and significant usage of electricity for home heating. Although 
the ratio of EGU-related deaths to RC-related deaths is 2.8 when averaged across the 
country, the ratio varies from 0.01 to 16 across source states.  
 
Table 4.2. RC-related deaths per year by state for each precursor-pollutant pair (n = 44).  
All values are rounded to two significant figures. Sums may not add due to rounding.  
State PEC-
PM2.5 
POC- 
PM2.5 
PSO4- 
PM2.5 
NOx- 
PM2.5 
SO2- 
PM2.5 
VOC- 
PM2.5 
NOx-
O3 
VOC-
O3 
Total by 
State 
OH 290 490 260 270 260 270 -41 48 1,800 
CA 110 620 58 96 56 56 -49 33 980 
MD 120 460 84 83 79 86 -29 48 930 
NY 130 360 120 130 99 100 -48 37 910 
CT 85 340 63 55 53 58 -34 28 650 
NJ 59 540 11 -4.4 0.85 7.5 -4.2 29 640 
PA 76 400 31 16 5.6 11 -130 49 460 
WI 32 300 2 20 0.25 11 -35 95 430 
MA 49 200 36 38 32 35 -23 26 390 
OR 24 230 1.6 10 0.18 -1.9 -3.5 16 280 
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NH 26 110 17 22 16 19 -2.6 35 240 
VA 19 160 2.4 5.5 1.7 3.4 0.37 34 230 
NC 15 140 1.5 5.7 1.5 2.9 -5.3 38 200 
MO 9.7 91 0.38 7.4 0.07 3.1 0.51 55 170 
MN 11 73 4.2 29 3.2 7 -21 44 150 
IL 14 120 0.65 17 0.33 1.8 -64 48 140 
SC 11 74 3 4.5 2.4 4 -2.7 37 130 
TN 8.8 79 0.37 2.5 0.29 2 -0.15 36 130 
IN 9.5 82 0.85 8.7 0.3 2.8 -14 25 120 
KY 9.1 82 0.45 2.3 0.43 2.2 -9.3 31 120 
TX 8.1 79 0.26 4 0.38 2.1 -17 35 110 
WA 9.2 87 0.33 3.7 0.031 -0.11 -0.047 4.3 100 
ME 11 48 6.7 9.7 6.2 6.9 2 5.9 96 
IA 2.8 37 0.63 16 0.17 1.9 -11 25 72 
VT 4.5 39 0.74 5 0.16 1.1 0.38 10 61 
FL 4.3 34 1.2 3.7 0.87 0.74 3.3 9.7 58 
AL 6.1 47 1.4 12 1.2 2 -31 15 55 
OK 3.4 32 0.11 3 0.034 1.3 -5.9 20 54 
AR 3 26 0.43 3.4 0.34 1.1 0.91 17 52 
KS 2.3 30 0.0074 4.4 1.5 0.56 -8.4 21 51 
WV 4.4 36 0.36 1.4 0.36 0.85 -5.1 8.7 47 
LA 2.2 24 0.12 1.2 0.06 0.28 -3.3 9.7 34 
CO 2.8 27 0.096 1.6 0.0056 0.024 -2.4 3.5 32 
SD 0.84 8.3 0.12 5.2 0.027 0.45 -0.97 4.9 19 
NE 0.53 5.2 0.044 6.4 0.0067 0.53 -0.63 4.9 17 
AZ 0.72 6.8 0.027 0.88 0.008 0.017 1.2 1.4 11 
UT 0.67 4.6 0.28 1.7 0.28 0.26 -0.8 0.66 7.6 
NV 0.42 3.5 0.035 1.7 0.029 0.018 0.55 0.83 7.1 
NM 0.29 1.6 0.025 0.66 0.022 0.049 2.1 1.2 6 
ID 0.18 1.7 0.024 0.63 0.0033 -0.041 1.1 0.073 3.7 
RI 0.46 2.7 0.58 1.1 0.15 0.051 -1.8 0.41 3.7 
MT 0.16 1.6 0.013 1.7 0.018 -0.087 -0.03 0.15 3.5 
DC 0.11 0.3 0.14 0.16 0.075 0.15 -0.72 1.7 1.9 
WY 0.025 0.23 0.00016 0.083 0.0013 -0.022 -0.049 0.27 0.54 
DE . . . . . . . . . 
GA . . . . . . . . . 
MI . . . . . . . . . 
MS . . . . . . . . . 
ND . . . . . . . . . 
Sum 1,200 5,500 710 910 620 700 -590 990 10,000 
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Table 4.3. EGU-related deaths per year by state for each precursor-pollutant pair (n = 43).  
All values are rounded to two significant figures. Sums may not add due to rounding. 
State 
PEC-
PM2.5 
POC- 
PM2.5 
PSO4- 
PM2.5 
NOx- 
PM2.5 
SO2- 
PM2.5 
VOC- 
PM2.5 
NOx-
O3 
VOC-
O3 
Total by 
State 
OH 40 31 290 350 1,500 4.5 85 0.24 2,300 
IN 56 50 240 330 1,200 33 85 0.44 2,000 
PA 61 50 330 290 1,200 16 64 0.23 2,000 
KY 32 29 140 200 580 21 83 0.23 1,100 
MI 14 12 110 200 640 6 15 0.36 1,000 
WV 17 16 130 210 530 3.9 110 0.092 1,000 
FL 37 34 140 120 380 27 71 0.46 810 
NY 82 79 140 160 240 72 4.8 0.4 790 
IL 16 13 88 130 440 5.3 44 0.32 740 
TX 26 50 110 71 380 21 54 0.5 710 
AL 17 15 86 110 370 7.1 86 0.16 690 
NC 9.4 7.3 110 100 340 1.3 61 0.097 640 
MD 26 21 110 95 290 12 32 0.092 590 
MO 15 15 61 110 270 13 46 0.23 540 
TN 12 10 61 82 230 6.9 64 0.11 460 
VA 13 10 63 71 190 4.7 49 0.17 400 
IA 9.1 7.7 40 150 130 4.7 16 0.11 350 
OK 11 12 19 63 100 10 44 0.22 260 
ND 3 12 16 180 44 2.7 -6 0.097 250 
SC 8 6.6 50 38 110 2.8 33 0.071 250 
KS 4.9 4.5 23 66 85 3.5 25 0.14 210 
LA 11 12 27 36 87 7.9 29 0.19 210 
AR 3.3 3.1 15 34 81 2.7 49 0.071 190 
NJ 15 11 34 30 66 5.9 3.4 0.4 170 
MN 0.76 0.38 11 96 30 0.22 -2.1 0.11 140 
DE 4.6 4.8 24 24 56 2 7.3 0.077 120 
MS 3.6 2.9 10 22 54 2.2 27 0.11 120 
NE 0.52 0.53 4.6 48 43 0.58 7.4 0.035 100 
MA 6.2 5.7 16 17 36 5.1 8.1 0.048 93 
AZ 0.45 0.48 1 9.9 53 0.26 12 0.005 77 
NH 2.7 2.5 10 8.6 40 1.8 2.9 0.02 68 
CT 1.8 1.6 6.3 3.8 45 1.5 3 0.12 63 
CO 1.2 1 4 14 19 0.79 21 0.059 60 
CA 8.7 7.7 6.4 11 6.4 7 3.3 0.31 51 
WY 0.23 0.21 1.1 21 14 0.16 12 0.014 48 
UT 1.7 1.5 2.2 26 3.9 1.1 8.9 0.007 45 
NV 1.1 0.96 2.9 16 10 0.65 10 0.0096 42 
SD 0.014 0.0097 1 35 0.42 0.22 -1 0.016 36 
WA 0.8 1.2 2.5 7.2 1.4 0.13 5.6 0.028 19 
OR 0.45 0.44 1.1 7.2 2.3 0.41 2.7 0.0084 15 
ME 0.21 0.2 0.36 1.8 9.3 0.21 0.46 0.0098 13 
DC 0.53 0.45 0.64 1.1 3.3 0.34 0.36 0.0013 6.7 
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MT 0.019 0.034 0.12 9.3 0.18 0.0018 -3.6 0.0023 6.1 
GA . . . . . . . . . 
ID . . . . . . . . . 
NM . . . . . . . . . 
RI . . . . . . . . . 
VT . . . . . . . . . 
WI . . . . . . . . . 
Sum 570 540 2,500 3,600 9,900 320 1,300 6.4 19,000 
 
Values are presented in Tables 4.2 and 4.3 as annual totals, though there is 
significant seasonal variation in total health impacts by source sector and by precursor-
pollutant pair (Figure 4.1). RC-related deaths are dominated by cold weather emissions, 
as deaths are 20 times greater for January (representing all cold months) versus July 
(representing all warm months). The impact of NOx on O3 has an inverse relationship 
with deaths in January and a positive relationship with deaths in July, as high 
temperatures are needed for O3 formation and high ambient NOx can contribute to VOC-
limited regimes. Conversely, EGU-related deaths are 4 times greater for July than 
January, given the substantial contribution from SO2 emissions and enhanced secondary 
particle formation from SO2 in warmer seasons.  
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c. PSO4-PM2.5                                                             d. NOx-PM2.5 
 
e. SO2-PM2.5                                                                 f. VOC-PM2.5 
 
g. NOx-O3                                                                   h. VOC-O3 
 
 
Figure 4.1. Box plots of total health impacts per year for RC and EGUs for January and 
July by precursor-pollutant pair. 
Panel a shows total deaths for PM2.5 related to PEC; Panel b PM2.5 related to POC; Panel c PM2.5 
related to PSO4; Panel d PM2.5 related to NOx; Panel e PM2.5 related to SO2; Panel f PM2.5 related to 
VOC; Panel g O3 related to NOx; Panel h O3 related to VOC. Note that values represent six-month 
totals and y-axes display different ranges for each panel. Boxplots show 5%, first quartile, median, 
third quartile, and 95% values for each precursor/pollutant damage function. 
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To help interpret these health impacts, Figure 4.2 shows emitting sources across 
the US for primary PM2.5 for RC and Figure 4.3 shows emitting sources across the US for 
SO2 for EGUs. RC emissions are greatest in January in the Northwest, Midwest and 
Northeast, driven by climate, population density, and fuel types. Population density both 
increases emissions and the health impacts per unit emissions, so RC-related deaths are 
most prominent in states with the most RC emissions. EGU emissions of SO2 are most 
prominent in the Midwest and Mid-Atlantic regions, though due to the tall emitting 
stacks, their emissions plumes tend to travel further than RC emissions and impact 
populations further from the source. EGU-related deaths are therefore most prominent in 
states with high emissions density located upwind of multiple highly populated states.  
 
 
Figure 4.2. RC-related emissions of primary PM2.5 by grid cell in January (left panel) and 
July (right panel).  
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Figure 4.3. EGU-related emissions of SO2 by grid cell in January (left panel) and July (right 
panel).  
Health damage functions 
Health damage functions for RC and EGUs were modeled for each precursor and 
season for the subset of states seen in Tables 4.2 and 4.3. These functions varied across 
source states for each precursor-pollutant relationship modeled, as well as across different 
types of precursor-pollutant relationship (i.e. primary PM2.5, secondary PM2.5 formation, 
O3 formation). Figure 4.4 shows the distribution of health damage functions for RC and 
EGUs by precursor for January and July. Health damage functions for primary PM2.5 
precursors are greatest on average for January EGU emissions, with the distribution of 
RC and EGU July health damage functions similar to one another. Across both source 
sectors, health damage function values are much smaller for secondary pollutants 
compared with primary pollutants. SO2-PM2.5 damage functions display more seasonality 
than NOx-PM2.5 damage functions, with heightened impacts per unit emissions in July. 
NOx-O3 health damage functions are generally negative for RC in January but positive in 
July, while NOx-O3 health damage functions for EGUs display smaller negative values in 
January EGU SO2 Emissions July EGU SO2 Emissions
<0.0001  0.001   0.01      0.1        1         10      100      1000
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July and less variability overall. VOC-O3 health damage functions are significantly 
higher for RC than for EGUs in both seasons. 
 
a. PEC – PM2.5                                                   b. POC – PM2.5  
 
c. PSO4 – PM2.5                                                  d. NOx – PM2.5 
  
e. SO2 – PM2.5                                                    f. VOC – PM2.5   
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g. NOx – O3                                                             h. VOC – O3  
 
 
Figure 4. Box plots of health damage functions for RC and EGUs for January and July by 
precursor-pollutant pair.  
Panel a shows health damage functions as mortality risk per 1,000 tons precursor emissions for PM2.5 
related to PEC; Panel b PM2.5 related to POC; Panel c PM2.5 related to PSO4; Panel d PM2.5 related 
to NOx; Panel e PM2.5 related to SO2; Panel f PM2.5 related to VOC; Panel g O3 related to NOx; 
Panel h O3 related to VOC. Note that y-axes display different ranges for each panel. Boxplots show 
5%, first quartile, median, third quartile, and 95% values for each precursor/pollutant damage 
function. 
 
While Figure 4.4 is able to show the range of health damage functions for both 
source sectors, it does not describe their relationship to one another on a state-by-state 
basis. This relationship is important in understanding the relative magnitude of pollutant 
impacts from different sources. To show the relationship between health damage 
functions for RC and EGUs by state, scatterplots were created for primary PM2.5, 
secondary PM2.5, and O3 for both January and July (Figure 4.5).   
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d.  
 
e. 
 
Figure 4.5. Scatterplots showing the relationship between health damage functions for RC 
(x-axis) and EGUs (y-axis) for individual source states related to primary PM2.5 (panel a), 
NOx related to PM2.5(panel b), SO2 related to PM2.5 (panel c), VOC related to PM2.5 (panel 
d), and O3 (panel c) for both January (left panel) and July (right panel).  
 
The relationship between health damage functions for RC and EGU varies greatly 
across states. Figure 4.5a shows RC and EGU health damage functions for primary PM2.5 
precursors in January and July. While many states with low RC primary PM2.5 damage 
functions also have low EGU primary PM2.5 damage functions, other states have different 
patterns. For example, South Dakota, Arizona, and Montana have much greater health 
damage functions for primary PM2.5 constituents from RC compared with EGUs. These 
are low population density states where the RC emissions are clustered near major 
population centers but where regional-scale populations influenced by EGU emissions 
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are more limited. In contrast, states such as Maine and Oklahoma consistently have much 
higher health damage functions for EGUs compared with RC for primary PM2.5 
constituents. These states have significant RC emissions in more rural areas and have 
EGUs nearer to population centers with larger regional-scale populations. Figures 4.5b–d 
show RC and EGU health damage functions for secondary PM2.5 precursors NOx, SO2, 
and VOCs, respectively. In comparison with primary PM2.5, the association between 
EGU and RC health damage functions is similar for NOx and SO2 health damage 
functions in July, but associations are not near 1-to-1 for SO2 in January and VOCs in 
both January and July.   
O3-related health damage functions for EGUs are smaller in magnitude than those 
for RC, for both January and July and for both NOx and VOCs (Figure 4.5e), but with a  
positive association between the RC and EGU values. This differs from patterns seen 
with secondary PM2.5 precursors from EGUs, indicating some significant differences in 
spatial patterns of impact and the influence of stack height and background 
meteorological conditions.  
Discussion  
We estimated the public health burden of ambient PM2.5 and O3 concentrations 
attributable to RC and EGU emissions by source state and precursor pollutant in the 
continental US using CMAQ-DDM and health damage function modeling based on 2005 
air quality and population estimates. Health impacts of these source sectors have not 
previously been compared directly, nor has the literature provided insight about dominant 
pollutants and source states. For the subset of included states, we quantify 10,000 
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additional premature deaths per year due to RC emissions and 19,000 additional 
premature deaths per year due to EGU emissions, with RC health impacts dominated by 
PEC and POC emissions and EGU health impacts dominated by SO2 and NOx emissions.  
Comparing total health impacts with other studies  
While comparisons with previous studies are challenging given underlying model 
differences, examination of similarities and differences in estimates can provide insights 
about our findings. Total mortalities associated with EGUs have been previously 
calculated for the entire sector for the continental US for 2005 from both PM2.5 and O3 
(Caiazzo et al. 2013; Fann et al. 2013). Fann et al. (2013) found EGUs were responsible 
for 38,000 premature deaths in 2005, while we estimate 19,000 premature deaths from 
EGUs from 43 states in 2005. For RC, while Fann et al. (2013) do not report a value 
directly, they indicate 27,000 premature deaths from area sources which included 
industrial and residential combustion, and report 19,000 premature deaths from area 
sources not including residential wood combustion or taconite mines (Fann et al. 2013). 
We could therefore approximate 8,000 deaths per year from residential wood combustion 
in Fann et al., plus contributions from other residential feedstock included in the total 
area source value. In addition, the EPA recently published a regulatory impact analysis 
for residential wood heaters and utilized the methodology and concentration-response 
functions from Fann et al. (2013) to determine a health damage function average estimate 
of 0.07 deaths per ton of primary PM2.5 emissions (US Environmental Protection Agency 
2015a). By comparison, the national average RC health damage function from our 
analysis was 0.06 deaths per ton of primary PM2.5 emissions. Caiazzo et al. (2013) 
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estimate EGUs caused 52,000 premature deaths from PM2.5 and 1,700 premature deaths 
from O3, and commercial and residential combustion combined contributed 41,800 deaths 
from PM2.5 and 350 deaths from O3 in 2005. While we found O3 contributed 1,300 
premature deaths from EGUs and 400 premature deaths from RC, values which are in 
line with the Caiazzo et al. (2013) estimates, our estimates for PM2.5-related premature 
deaths are a factor of 2–3 lower for EGUs and a factor of 4 lower for RC, albeit with 
commercial combustion included in Caiazzo et al. All 3 studies analyzed health impacts 
for 2005 conditions using the National Emissions Inventory, yet differences in magnitude 
are expected given the differences between the studies, including utilization of different 
atmospheric dispersion models (CMAQ-DDM v. 4.7.1 in our study, CMAQ v4.7.1 brute 
force in Caiazzo et al., the Comprehensive Air Quality Model with Extensions (CAMX) 
v. 5.30 for Fann et al.) and different concentration-response functions.  
Total health impact analysis 
Total health impacts from RC are driven by POC emissions across the US. The 
amount of deaths from each source state is related to the total population of that state, 
which influences both the extent of residential emissions and the size of the exposed 
population, as well as the need for home heating and the degree to which wood, coal, oil, 
and gas are used. As such, states causing the most deaths from RC have large populations 
within the state and immediately downwind as well as cold weather conditions. In 
contrast, while downwind population clearly plays a role for EGU-related health impacts, 
the patterns of SO2 emissions from EGUs differ greatly from POC emissions from RC, 
and regional-scale atmospheric chemistry and transport plays a more significant role. The 
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states with the greatest EGU health impacts have the greatest coal-fired power plant 
emissions as well as atmospheric conditions amenable to secondary PM2.5 formation, 
specifically sulfate aerosol that is abundant in the Eastern U.S. (Bell et al. 2007).  
 Health damage function analysis 
Health damage functions, or total health impacts normalized by state-wide 
emissions, do not follow the same patterns as total health impacts. First considering 
between-state differences, states with high health damage functions for primary PM2.5 
emissions are a similar subset between RC and EGUs, including those in the Northeast 
and Mid-Atlantic regions. Similarly, the highest health damage functions for secondary 
PM2.5 precursors are in those same regions, with higher population states with higher 
health damage functions for RC than for EGUs. Western states, which tend to be low 
population states with other low population states surrounding them, have the lowest 
health damage functions for primary PM2.5 precursors, but not secondary PM2.5 
precursors, as they may be in areas that favor secondary particulate formation. O3-related 
health damage functions follow somewhat different patterns, with a tight association 
between values for EGUs and RC for both NOx and VOCs.  
Limitations 
Despite this study’s utilization of a sophisticated air quality model and 
epidemiologically derived concentration-response functions to estimate total health 
impacts and health damage functions affiliated with RC and EGU emissions, there are a 
number of limitations, some of which are related to computational limitations. In this 
study, we were only able to model 43 states/districts for EGUs and 44 states/districts for 
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RC, leading to a modest downward bias in total impact estimates. To determine 
sensitivity of ambient pollutant concentrations to precursor emissions from a source it is 
advantageous to model each source individually for an entire year. Due to computational 
constraints we were unable to model each state’s emissions individually and instead 
created CMAQ-DDM runs for sets of 2 and 3 states whose emissions plumes would be 
sufficiently far from one another such that they could be separated and attributed to their 
source state. Our separation algorithm deliberately omitted a small fraction of total health 
impacts to ensure sufficient separation of concentration surfaces and attribution to the 
appropriate source. This omission was less than 5% for each run, providing a modest 
downward bias in total health impacts. Similarly, we also had to limit our modeling to 
two months – January and July – chosen to be representative of opposing meteorological 
and atmospheric conditions. Choosing only two months requires us to assume that each 
of January and July reasonably represents half of the year, and that the average of these 
two months reasonably represents annual patterns. This approach has been used in 
previous studies and has been shown to represent seasonal and annual conditions 
appropriately, but will clearly have greater uncertainty than full annual runs.  
Calculation of total health impacts and health damage functions relies upon 
accurate population and baseline mortality values, which were obtained as county-wide 
values from the CDC for 2005. County-wide estimates were spatially joined to CMAQ’s 
36 km x 36 km grid cells assuming uniform population characteristics. As population 
density is not uniform across a county, this assumption may have led to misattributed 
health impacts and health damage functions in specific grid cells, though would not 
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necessarily bias estimates toward or away from the null. The modeling approach used to 
determine health impacts assumes linearity in concentration-response functions linking 
pollutant concentrations and health impacts, as well as equal toxicity of all particle 
constituents. This approach is consistent with current practice and allows for comparisons 
that are internally consistent, though contributes some uncertainty to these findings. The 
concentration-response functions themselves contain uncertainty not presented within our 
analysis, but all values would scale linearly and the conclusions about variability or 
between-pollutant comparisons would be unaffected. 
A considerable strength of our modeling platform is that the precursor-specific 
findings along with the characterization of background concentrations could allow for 
sensitivity analyses on these assumptions in future analyses. More generally, although 
our analysis includes a number of uncertainties including those from use of the National 
Emissions Inventory and CMAQ atmospheric model, we have not constructed 
distributions around our output values or formally propagated uncertainty. This is in part 
because of the complexity in quantifying CMAQ-DDM uncertainty for individual 
sources, and because of our focus on relative comparisons within this manuscript, but 
remains a limitation in interpreting and applying our results.  
Conclusions 
In spite of these limitations, we have generated a novel set of estimates of both 
health impacts and health damage functions for RC and EGUs. We attribute health 
impacts to emissions by source state and precursor pollutant, which has not been done 
previously. These source-state specific estimates can be used to address strategic control 
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policies on a state-by-state basis. For example, health damage functions can be used to 
determine which targeted emissions reductions will have the largest health benefits, an 
important part of creating efficient control strategies and designing SIPs that are 
maximally health promoting. In general, our use of CMAQ-DDM coupled with a 
complex image segmentation technique to isolate the impacts of individual states can be 
extended to other important source sectors, and the source-based health damage functions 
can allow for understanding of how emissions from these two source sectors impact 
health in a manner that can be helpful for state and federal policy makers. 
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CHAPTER 5: Conclusion 
This research aimed to evaluate the impact of emissions from prominent source 
sectors on ambient concentrations of pollutants known to adversely affect human health, 
and in turn, quantify source-specific health impacts. We utilized two different dispersion 
models to determine local and regional contributions to ambient concentrations of PM2.5 
and O3 and leveraged this information to assess health impacts for aviation, residential 
combustion (RC), and electricity generating units (EGUs). The first aim, presented in 
Chapter 2, used two different modeling approaches to characterize individual airport 
contributions to ambient concentrations of BC and NOx on a local scale. The second aim, 
in Chapter 3, utilized spatial concentration surfaces associated with emissions from 
individual US airports to develop health damage functions for precursors of ambient 
PM2.5 and O3 concentrations. In Chapter 4, we used spatial concentration surfaces to 
determine health effects associated with state-wide emissions from EGUs and RC, 
comparing these source sectors to understand impacts from tall emissions stacks and 
ground-level sources, respectively.   
Chapter 2: A comparison between monitoring and dispersion modeling approaches to 
assess the impact of aviation on concentrations of BC and NOx at LAX 
In Chapter 2, we compared aviation-attributable concentrations as predicted by 
monitoring-based regression models and dispersion models for particle pollutant BC and 
gaseous pollutant NOx at three sequentially located receptor sites. This comparison 
allowed us to analyze the strengths and weaknesses of both approaches. Comparing BC at 
the three different monitors allowed understanding of pollutant fate and transport for 
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aviation within AERMOD, as well as potential limitations of both approaches at varying 
distances from a source. As AERMOD treated both pollutants as inert and therefore the 
same as one another in this local analysis, comparing BC and NOx at a single monitor 
allowed a better understanding of the emissions inventories for each of these pollutants. 
This structured approach allowed us to diagnose potential issues with both the dispersion 
model and with the monitoring-based regression model and highlight these issues as 
meriting further exploration. Issues include potential weaknesses in near-field dispersion 
of aviation emissions and inappropriate treatment of overnight atmospheric conditions via 
AERMOD, a potential downward bias in the emissions inventory for BC, and potential 
for decreased accuracy of aviation-attributable regression model predictions further from 
the source due to smaller concentrations and a lack of significant model terms.  
Another study that utilized sophisticated regression models including information 
regarding flight activity and meteorological data analyzed ultrafine particles (UFP), or 
particles less than 0.1 μm in aerodynamic diameter, at the same receptor sites near LAX 
and found that UFP contributions from aircraft decreased by 90% in the first 500 m 
downwind (Hsu et al. 2013). This is consistent with Chapter 2 of this work, with BC 
contributions from aircraft decreasing by a factor of 4 in the first 500 m downwind. 
Conversely, one study using mobile monitoring to measure UFP concentrations on 
roadways near LAX attributed a 2-fold increase in UFP concentration up to 10 miles 
from the airport to aviation emissions, though did not utilize standard source attribution 
techniques (Hudda et al. 2014). Additional research would be required to better determine 
aviation contributions in communities surrounding airports, and in particular, to 
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determine how our two source attribution techniques fare at varying distances from the 
airport.   
   Chapter 3: Modeling variability in air pollution-related health damages  
from individual airport emissions 
In Chapter 3, we utilized a sophisticated atmospheric chemistry and transport 
model (CMAQ-DDM) to directly link individual airport emissions to ambient 
concentrations of PM2.5 and O3, pollutants which are drivers of health outcomes. We built 
and utilized a complex image segmentation technique that has been most commonly used 
in medical imaging to separate individual airport concentration plumes from one another 
within a single CMAQ-DDM run. We determined health damage functions as mortality 
risk per thousand tons of precursor emissions based on CMAQ-DDM-estimated changes 
in air quality associated with airport emissions for 8 different precursor-pollutant 
relationships during 2 different seasons. We then utilized physically interpretable 
parameters within regression models to predict health damage functions for each airport 
in order to characterize variability in these functions. Variability was largely explained by 
populations at various distances exposed to these airport-related pollutant concentrations, 
moderated by background pollutant concentrations and temperature.  
The PM2.5-related health damage functions can be compared with health damage 
functions from other analyses, with the caveat that because different chemistry-transport 
models were used and different concentration-response functions and population data 
were applied, there are some uncertainties in the comparisons (especially for secondary 
pollutant precursors). Because this study was the first we are aware of to quantify health 
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damage functions for O3 sensitivity to NOx and VOC emissions, these could not be 
compared with other studies. In Chapter 3, we found a median mortality risk per thousand 
tons of primary PM2.5 emissions of 19, while a previous study of aviation emissions that 
utilized the CMAQ model with the Speciated Modeled Attainment Test found a median 
mortality risk per thousand tons of primary PM2.5 emissions of 32 (Levy et al. 2012). An 
analysis of EGUs using the same version of CMAQ as our study (without DDM) found a 
median mortality risk per thousand tons of primary PM2.5 emissions of 18 (Buonocore et 
al. 2014). Older source-receptor matrices, which lacked the sophistication of CMAQ, 
found median values of 12 for EGUs (Levy et al. 2009) and 55 for on-road mobile 
sources (Levy et al. 2010). The aviation-related primary PM2.5 health damage function in 
Chapter 3 is therefore consistent with the literature in spite of all of the model 
differences. Comparing health damage functions for secondary PM2.5 precursors, the 
studies that utilized CMAQ v.4.7.1 (including ours) found ratios of health damage 
functions for SO2 to health damage functions for NOx to be less than 2 (Buonocore et al. 
2014), while earlier analyses utilizing less sophisticated chemistry and transport models 
found closer to an order of magnitude difference (Levy et al. 2009; Levy et al. 2010). 
These health damage functions, as well as the regression models that can be used for 
extrapolation of health damage functions to airports whose emissions were not directly 
modeled, can be used to determine public health implications of changes in emissions 
across the aviation sector.  
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Chapter 4: Estimating the PM2.5- and O3-related health burden of residential combustion 
and electricity generating unit emissions by source state  
The aim of Chapter 4 was to quantify health impacts attributable to PM2.5 and O3 
concentration changes from two major source sectors by source state. Similar to Chapter 
3, we use CMAQ-DDM to quantify changes in air quality in conjunction with a complex 
image segmentation algorithm to attribute emissions plumes to individual source states. 
We utilize epidemiological evidence to determine health impacts from RC and EGUs as 
both total deaths and mortality risk per thousand tons of precursor emissions for 8 
separate precursor-pollutant relationships. For a subset of 43 states, we estimate 19,000 
premature deaths per year from EGU emissions. More than half of these health impacts 
are attributable to seven source states with significant coal combustion, as impacts are 
driven by SO2 emissions that form PM2.5. For a subset of 44 states, we estimate 10,000 
premature deaths per year from RC emissions. States with large populations dominate RC 
health impacts, as RC is a ground-level source that is directly tied to population patterns. 
This novel set of source state-specific health impacts and health damage functions for RC 
and EGUs can be used to address strategic control policies and help state and federal 
policy makers to understand how emissions from each of these source sectors impact 
public health.  
Study limitations 
Aim-specific study limitations are detailed in Chapters 2–4. In general, there are 
some limitations that are relevant across chapters. Each chapter utilized dispersion 
modeling, regression modeling, or both. There are issues inherent to models, as they 
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serve to approximate natural phenomena as best as they can by making use of 
mathematical and statistical relationships between observed or input data. To assess a 
model’s accuracy to real world phenomena it must be validated, although not all 
applications lend themselves to direct validation. In Chapter 2, regression models were 
used to predict aviation-attributable concentrations of BC and NOx at monitoring sites 
based on monitored pollutant concentrations. The regression models themselves were 
assessed using a split-sample validation technique to analyze the generalizability of the 
model predictions. Dispersion models using the EDMS emissions inventory were used to 
predict aviation-attributable pollutant concentrations at receptor sites equivalent to 
monitoring sites. AERMOD has been validated in peer-reviewed literature in non-
aviation scenarios (Venkatram et al. 2009; Rood 2014), and EDMS is iteratively updated 
to incorporate modeling improvements (Federal Aviation Administration 2013).  Because 
different aviation-emitted pollutants cannot be specifically tagged for quantification and 
hence source attribution, these models were compared to one another as a two-way 
validation technique attempting to diagnose issues with each model type for the 
overarching goal of characterizing source contributions to ambient pollutant 
concentrations. Chapter 3 used regression models to predict health damage functions for 
airports that were not modeled by CMAQ-DDM. These predicted values cannot be 
compared to true values, though they can be compared with other airport-specific health 
damage functions based on known characteristics common between a CMAQ-modeled 
and regression-modeled airport. In Chapters 3 and 4, CMAQ-DDM predicted the 
sensitivity of ambient concentrations of PM2.5 and O3 to 6 different emitted precursor 
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pollutants. The CMAQ model predicts ambient pollutant concentration sensitivities down 
to miniscule values (i.e. picograms per cubic meter) that cannot be measured with 
modern pollutant measurement equipment and thus could not be validated even if the 
source-specific contribution could somehow be tagged and separated from ambient 
measurements.   
Emissions inventories are also used in each of the 3 chapters to populate 
aforementioned dispersion models. In Chapter 2, the FAA’s EDMS is used with 
AERMOD to predict aviation-attributable concentrations of BC and NOx at 3 receptor 
sites near LAX’s main departure runway. EDMS was designed to assess air quality 
impacts related to aviation, utilizing aircraft engine emissions factors from the ICAO 
emissions databank. Chapter 3 utilizes the FAA’s AEDT, which also draws upon EDMS. 
Chapter 4 utilizes EPA’s NEI, which estimates emissions of criteria and hazardous air 
pollutants from all emissions sources in the US. Emissions inventories need to be 
constantly updated to take into account changes in emissions based on changes in 
technologies, policies, source utilization, and other factors that lead to changes in the 
various source emissions. To account for this, NEI is updated every 3 years (US 
Environmental Protection Agency 2015b), and EDMS is revised based on need (Federal 
Aviation Administration 2013). However, emissions changes that are not reported to 
FAA or EPA will not be accounted for in the emissions inventories causing inaccurate 
emissions values. In Chapters 3 and 4, these emissions inventories are the basis of 
calculations that estimate health damage functions. While health damage functions are 
normalized by emissions, reducing the uncertainties related to emissions inventories, 
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inaccuracies in the inventories will influence atmospheric chemistry and potentially 
propagate systematic inaccuracies into health damage functions. Systematic errors are 
difficult to detect and cannot be analyzed statistically, creating potential bias in results.  
An issue that proved difficult to address in each of the studies is seasonality. 
Meteorological conditions including wind direction and speed, temperature, atmospheric 
stability, relative humidity, precipitation, and others impact the sensitivity of ambient 
concentrations of PM2.5 and O3 to emitted precursors. These meteorological conditions 
vary by season in all geographical locations across the US, impacting all three of the 
presented studies. In Chapter 2, due to the time period during which monitoring data were 
collected at LAX (between June and August 2008), we were only able to understand 
differences between dispersion modeling and monitoring-based regression modeling in 
the summer. Even in warmer climates, atmospheric conditions differ in winter months, 
which may change the dispersion of aviation-attributable pollutants near LAX. In 
Chapters 3 and 4, computational requirements limited us to modeling only two months 
during the year as representatives of the different seasons and of the annual average. We 
chose to model January and July, as they would produce extreme atmospheric and 
meteorological conditions for indication of ambient concentration sensitivity to precursor 
emissions in winter versus summer seasons. This did not allow us to model health 
damage functions for other seasons (or months). While January and July may prove to be 
the most extreme conditions, they may not average to produce an accurate annual 
average.  
Some health impact modeling limitations are present in Chapters 3 and 4. Health 
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impact and health damage function calculations require assessment of recent 
epidemiological literature to determine concentration-response functions to link pollutant 
concentrations with health effects. We utilized a number of peer-reviewed meta-analyses, 
multi-city studies, and expert elicitation analyses to determine the relationship between 
concentrations of PM2.5 and O3 and mortality. Each of the underlying epidemiological 
studies was performed using different populations, and it is unclear whether simple 
averages or central values accurately yield concentration-response functions applicable to 
the US population. Our damage function models assumed linearity between mortality and 
pollutant concentrations, which may not be accurate. Additionally, as PM2.5 is a pollutant 
that is made up of many different particle constituents, these particles may exhibit 
different toxicities from one another, which is not accounted for in these concentration-
response functions. We could theoretically incorporate any potential non-linearity or 
differential toxicity into future models or sensitivity analyses. 
For these two chapters, we also utilized county-wide population and background 
mortality data to calculate health impacts. We gridded these county-wide values to 36 km 
x 36 km CMAQ grid cells. To do this, we had to assume uniform population density 
across counties for attribution to grid cells, and in instances where multiple counties were 
part of one grid cell, needed to assume uniform population density within the counties to 
be weighted to that particular grid cell. This assumption may have led to either under- or 
over-estimates of health impacts based on differences in exposure between true 
population density and assumed uniform density within the model.   
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Public health implications 
Despite these limitations, this work has significant public health implications. 
Diagnosis of issues in aviation-specific dispersion modeling in Chapter 2 provides 
information that is necessary in updating AERMOD for use in aviation applications. 
Utilization of dispersion modeling to determine source contributions to ambient 
concentrations is much more efficient in terms of time, money, and resources than 
individual monitoring studies at each site. Application of accurate dispersion models can 
therefore aid in making health protective decisions for communities near airports. 
Additionally, this comparative methodology could be used in other source sectors to 
improve dispersion modeling or statistical approaches for source attribution, providing 
data for decision making with fewer necessary resources. 
The methodology used in Chapter 3 to determine health damage functions for 
individual airports across the US can be leveraged for use in other source sectors, as 
exemplified in Chapter 4, in which CMAQ-DDM concentration surfaces were used to 
determine health impacts and health damage functions for RC and EGUs. Health damage 
functions indicate health effects expected from a specific source’s emitted precursor 
species normalized by emissions, so that the results can be applied to any reasonable set 
of emissions, as long as the changes in ambient concentrations are not so large as to 
change the underlying atmospheric chemistry. This is very powerful information that can 
be utilized to inform the design of future policies. To decrease overall health impacts, 
policy makers can target specific sources and pollutants that create the greatest health 
damages, most benefiting health with the least cost.  
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Finally, health damage functions for RC, EGUs, and aviation provide relative 
health impacts associated with ground level sources, tall stack sources, and sources that 
travel between ground and elevated height, respectively. This provides specific insight 
about the influence of stack height and how it varies by location, along with more general 
insight about the relative contributions of source sectors within different states. As the 
influence of stack height differs significantly by location, states could devise better 
control strategies with the novel state-specific information Chapter 4 provides.  
Directions for future work  
Directions for future work can be broken into two different categories, including 
logical extensions of the current research and directions for future projects based on 
lessons learned from this dissertation. In the near term, we can use regression models 
created in Chapter 3 to predict health damage functions for the rest of the airports in the 
continental US, making use of meteorological and background ambient concentrations as 
well as population data. We could gain further insights regarding the methodological 
comparison in Chapter 2 by accessing monitoring data for other aviation-related gaseous 
and particulate pollutants at additional monitoring sites. Including more pollutants would 
allow us to understand differences in emissions inventories for these pollutants. Including 
more monitoring sites would allow us to further understand pollutant fate and transport 
near airports within AERMOD/EDMS. We could also obtain monitoring data during 
other seasons to ensure the effects of seasonality are captured. Further, results obtained in 
Chapters 3 and 4 can be more formally compared with other studies looking at entire 
source sectors nationally. Caiazzo et al. (2013) analyzed individual states as receptors for 
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health impacts associated with a number of major emitting sources, which could be 
compared with our study that analyzed individual states as sources of emissions that 
cause health impacts regionally. A source-receptor matrix could be created from state-
wide health damage functions for RC and EGUs to understand and quantify the 
relationship between source states and receptor states, allowing for more geographically 
resolved insight.  
This work provides a platform for multiple applications. First, health damage 
functions obtained for individual states for EGUs and RC can be extended for use in 
emissions control scenarios and national policy analyses. For example, using state-level 
health damage functions, we can assess the health benefits associated with decreasing 
carbon emissions by 10% across all EGUs, or the minimum emissions reduction that 
could yield comparable benefits. State policy makers can also use this information to 
determine which pollutants should be first targeted in an effort to most efficiently 
improve human health associated with air pollution.  
To extend the methods used in this dissertation further, future research could 
include application of the comparative methods used in Chapter 2 to examine other 
sources for understanding emissions dispersion and plume spread. The analyses 
performed in Chapters 3 and 4 can be used to address health damage functions and health 
impacts from other source sectors, like mobile or industrial sources. Further, morbidities 
can be estimated in addition to mortality risk, and economic valuations can be included to 
analyze policies from a cost-benefit perspective. In addition, while these analyses focus 
on the US, sophisticated atmospheric chemistry and transport models and global health 
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evidence can be utilized to determine health damage functions associated with important 
source sectors globally.  
The framework utilized in determining health damage functions associated with 
PM2.5 and O3 could potentially be extended to health damage functions associated with 
noise. In the aviation sector specifically, concern continues to grow surrounding the issue 
of noise from aircraft. A recent study found increased cardiovascular hospital admission 
rates in areas with increased aircraft noise (Correia et al. 2013), hypothesized to be 
related to stress-related health effects. While noise does not benefit from the rich body of 
epidemiological literature utilized to determine the relationship between mortality and 
exposure to PM2.5 and O3, health damage functions can be created based on current 
epidemiological information and expanded with additional information.   
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APPENDIX A  
Table A1. SR NOx Regression Model 
n = 5265, R
2
 = 0.3624 
Variable Effect Estimate (SE) p-value 
Intercept 112.02 (15.53) <.01 
Day of Week   
Weekend -22.14 (8.88) .01 
Meteorology   
Wind Speed -5.23 (1.70) 0.01 
Northeast Wind (0°–90°) -20.05 (28.96) 0.49 
Southeast Wind (90°–180°) -26.38 (19.84) 0.18 
Southwest Wind (180°–240°, 260°–270°) -9.33 (15.48) 0.55 
Northwest Wind (270°–360°) -39.75 (15.77) 0.01 
Time of Day   
Midmorning (6 am–12 noon) 83.86 (25.49) 0.01 
Afternoon (12 noon – 6 pm) -41.31 (27.04) 0.13 
Night (6 pm – 12 midnight) 210.17 (20.11) <.01 
Prior NOx Concentrations   
5 mins prior 0.06 (0.06) 0.31 
10 mins prior -0.002 (0.06) 0.98 
15 mins prior 0.003 (0.06) 0.95 
20 mins prior -0.05 (0.06) 0.37 
25 mins prior  0.05 (0.06) 0.43 
30 mins prior 0.01 (0.06) 0.80 
35 mins prior 0.03 (0.04) 0.40 
Runway 25R Departure Activity   
Runway 25R 10 mins before 0.03 (0.003) <.01 
Runway 25R 5 mins before 0.07 (0.005) <.01 
Runway 25R time 0 0.04 (0.003) <.01 
Runway 25R 5 mins after 0.003 (0.003) 0.26 
Runway 25R 10 mins after 0.003 (0.003) 0.39 
Runway 24L Departure Activity   
Runway 24L 10 mins before -0.009 (0.005) 0.05 
Runway 24L 5 mins before 0.003 (0.004) 0.44 
Runway 24L time 0 0.005 (0.003) 0.14 
Runway 24L 5 mins after 0.006 (0.004) 0.12 
Runway 24L 10 mins after -0.0004 (0.005) 0.93 
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Runway 25L Arrival Activity   
Runway 25L 10 mins before -0.002 (0.003) 0.56 
Runway 25L 5 mins before 0.004 (0.004) 0.35 
Runway 25L time 0 -0.001 (0.003) 0.75 
Runway 25L 5 mins after -9.6 E-4 (0.003) 0.75 
Runway 25L 10 mins after 0.001 (0.003) 0.77 
Runway 24R Arrival Activity   
Runway 24R 10 mins before -0.007 (0.004) 0.09 
Runway 24R 5 mins before 0.004 (0.006) 0.50 
Wind Direction / Flight Activity Interaction Terms   
NE Wind * Runway 25R Departure 10 mins before -0.04 (0.02) .06 
NE Wind * Runway 25R Departure 5 mins before -0.06 (0.02) .01 
SE Wind * Runway 25R Departure 10 mins before -0.02 (0.01) 0.01 
SE Wind * Runway 25R Departure 5 mins before -0.05 (0.01) <.01 
SE Wind * Runway 25R Departure at time 0 -0.02 (0.01) 0.01 
SW Wind * Runway 25R Departure 5 mins before -0.009 (0.005) .12 
SW Wind * Runway 24L Departure 10 mins after 0.01 (0.01) 0.05 
SW Wind * Runway 25L Arrival 5 mins before 0.01 (0.01) 0.01 
NW Wind * Runway 25R Departure 5 mins before -0.02 (0.01) 0.01 
NW Wind * Runway 24R Arrival 10 mins before 0.05 (0.01) <.01 
Time of Day / Flight Activity Interaction Terms   
Midmorning * Runway 25R Departure 5 mins before 0.02 (0.01) 0.01 
Midmorning * Runway 25R Departure 5 mins after 0.004 (0.01) 0.53 
Midmorning * Runway 24L Departure 5 mins before -0.02 (0.01) 0.01 
Midmorning * Runway 25L Arrival at time 0 -0.01 *0.01) 0.19 
Afternoon * Runway 25R Departure 5 mins before 0.02 (0.01) <0.01 
Afternoon * Runway 24L Departure 10 mins before 0.02 (0.01) <0.01 
Afternoon * Runway 24L Departure 10  mins after 0.01 (0.01) 0.02 
Afternoon * Runway 24R Arrival 5 mins before -0.02 (0.01) 0.03 
Night * Runway 25R Departure 10 mins before -0.01 (0.01) 0.05 
Night * Runway 25R Departure 10 mins after -0.01 (0.01) 0.04 
Night * Runway 24L Departure 5 mins after -0.02 (0.01) 0.02 
Night * Runway 25L Arrival 10 mins before -0.01 (0.01) 0.10 
Night * Runway 25L Arrival 5 mins before -0.01 (0.01) 0.08 
Night * Runway 25L Arrivals 10 mins after -0.01 (0.01) 0.08 
Night * Runway 24R Arrival 5 mins before -0.02 (0.01) 0.02 
Reference is weekday with west southwesterly winds from 240–260° during the early morning 
(12 midnight – 6 am)  
 
116 
 
Table A2. SR BC Regression Model 
n =4319, R
2
 = 0.4380 
Variable Effect Estimate (SE) p-value 
Intercept 1.17 (0.52) 0.02 
Meteorology   
Wind Speed -0.26 (0.06) 0.65 
Northeast Wind (0°–90°) 0.15 (0.71) 0.83 
Southeast Wind (90°–180°) -0.03 (0.54) 0.96 
Southwest Wind (180°–240°, 260°–270°) -0.86 (0.56) 0.13 
Northwest Wind (270°–360°) -0.71 (0.60) 0.24 
Time of Day   
Midmorning (6 am–12 noon) -0.44 (0.57) 0.44 
Afternoon (12 noon – 6 pm) 0.07 (1.41) 0.95 
Night (6 pm – 12 midnight) 1.68 (0.53) 0.01 
Prior BC Concentrations   
5 mins prior 1.0E-4 (1.5E-5) <0.01 
10 mins prior 2.2E-5 (1.3E-5) 0.13 
15 mins prior 2.2E-5 (1.3E-5) 0.10 
20 mins prior 1.7E-5 (1.3E-5) 0.19 
25 mins prior  2.7E-6 (1.3E-5) 0.19 
Runway 25R Departure Activity   
Runway 25R 10 mins before 1.1E-3 (1.3E-4) <0.01 
Runway 25R 5 mins before 2.9E-3 (1.6E-4) <0.01 
Runway 25R time 0 1.0E-4 (9.1E-5) 0.25 
Runway 25R 5 mins after 9.3E-5 (9.9E-5) 0.34 
Runway 25R 10 mins after -1.4E-4 (1.1E-4) 0.21 
Runway 24L Departure Activity   
Runway 24L 10 mins before -1.5E-4 (1.3E-4) 0.26 
Runway 24L 5 mins after 4.6E-5 (1.5E-4) 0.75 
Runway 24L 10 mins after -3.5E-5 (1.5E-4) 0.81 
Runway 25L Arrival Activity   
Runway 25L 10 mins before 1.0E-4 (1.0E-4) 0.32 
Runway 24R Arrival Activity   
Runway 24R 10 mins before 1.3E-4 (1.4E-4) 0.36 
Runway 24R 5 mins before -6.9E-5 (1.7E-4) 0.69 
Runway 25R 5 mins after 5.4E-7 (1.3E-4) 0.99 
Runway 25R 10 mins after 1.9E-3 (4.4E-4) <0.01 
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Wind Direction / Flight Activity Interaction Terms   
NE Wind * Runway 25R Departure 5 mins before -2.7E-3 (4.7E-4) <0.01 
   
SE Wind * Runway 25R Departure 10 mins before -5.8E-4 (2.2E-4) 0.01 
SE Wind * Runway 25R Departure 5 mins before -2.2E-3 (2.2E-4) <0.01 
SW Wind * Runway 25R Departure 10 mins before 3.5E-4 (1.7E-4) 0.04 
SW Wind * Runway 25R Departure 5 mins before -7.1E-4 (1.9E-4) 0.01 
SW Wind * Runway 25R Departure 5 mins after -4.0E-4 (1.6E-4) 0.01 
SW Wind * Runway 25R Departure 10 mins after 3.8E-4 (1.6E-4) 0.02 
SW Wind * Runway 24L Departure 10 mins before 7.9E-4 (1.9E-4) <0.01 
SW Wind * Runway 24L Departure 10 mins after 5.5E-4 (2.1E-4) 0.01 
SW Wind * Runway 24R Arrival 10 mins before -4.8E-4 (2.0E-4) 0.02 
SW Wind * Runway 24R Arrival 5 mins after 5.5E-4 (2.1E-4) 0.01 
NW Wind * Runway 25R Departure 5 mins before -8.5E-4 (2.3E-4) <0.01 
NW Wind * Runway 25R Departure 10 mins after 6.6E-4 (3.1E-4) 0.03 
NW Wind * Runway 24L Departure 5 mins after -5.7E-4 (3.0E-4) 0.06 
NW Wind * Runway 24L Departure 10 mins after 6.6E-4 (3.1E-4) 0.03 
NW Wind * Runway 25L Arrival 10 mins before 4.7E-4 (2.5E-4) 0.07 
NW Wind * Runway 24R Arrival 5 mins before 7.8E-4 (3.0E-4) 0.01 
Time of Day / Flight Activity Interaction Terms   
Midmorning * Runway 25R Departure 5 mins before 1.4E-3 (2.0E-4) <0.01 
Midmorning * Runway 24R Arrival 10 mins after -2.2E-3 (4.8E-4) <0.01 
Afternoon * Runway 25R Departure 5 mins before 9.2E-4 (1.9E-4) <.01 
Afternoon * Runway 25R Departure at time 0 4.3E-4 (1.8E-4) 0.02 
Afternoon * Runway 24L Departure 5 mins after 2.9E-4 (2.1E-4) 0.16 
Afternoon * Runway 24R Arrival 5 mins before -3.5E-4 (2.5E-4) 0.16 
Afternoon * Runway 24R Arrival 10 mins after -1.6E-3 (4.8E-4) <0.01 
Night * Runway 25R Departure 10 mins before -3.1E-4 (1.7E-4) 0.06 
Night * Runway 24R Arrival 5 mins before -6.3E-4 (2.4E-4) 0.01 
Night & Runway 24R Arrival 10 mins after -1.9E-3 (4.8E-4) <0.01 
Time of Day / Meteorology Interaction Terms   
Afternoon * Wind Speed -0.27 (.12) 0.03 
Reference is weekday with west southwesterly winds from 240–260° during the early 
morning (12 midnight – 6 am)  
 
  
118 
 
Table A3. P4 BC Regression Model 
n = 2173, R
2
 = 0.3274 
Variable Effect Estimate (SE) p-value 
Intercept -.11 (.19) 0.57 
Meteorology   
Wind Speed .20 (.025) <.01 
Northeast Wind (0°–90°) .52 (.27) 0.05 
Southeast Wind (90°–180°) .52 (.27) 0.05 
Southwest Wind (180°–240°, 260°–270°) .14 (.20) 0.49 
Northwest Wind (270°–360°) -.09 (.21) 0.65 
Time of Day   
Midmorning (6 am–12 noon) .26 (.20) 0.20 
Afternoon (12 noon – 6 pm) -.37 (.84) 0.66 
Night (6 pm – 12 midnight) -.02 (.18) .89 
Prior BC Concentrations   
5 mins prior 1.5E-4 (2.1E-5) <0.01 
10 mins prior 4.3E-6 (2.1E-5) 0.84 
15 mins prior 7.0E-5 (1.9E-5) <0.02 
Runway 25R Departure Activity   
Runway 25R 10 mins before -1.1E-4 (3.6E-5) <0.01 
Runway 25R 5 mins before 1.7E-4 (4.0E-5) <0.01 
Runway 25R time 0 3.5E-4 (4.7E-5) <0.01 
Runway 24L Departure Activity   
Runway 24L 10 mins before 1.5E-5 (5.2E-5) 0.78 
Runway 24L 5 mins before -9.3E-6 (5.3E-5) 0.86 
Runway 24L time 0 -6.1E-5 (4.1E-5) 0.14 
Runway 24L 5 mins after 6.7E-5 (5.4E-5) 0.21 
Runway 24L 10 mins after -3.4E-5 (6.4E-5) 0.60 
Runway 25L Arrival Activity   
Runway 25L 10 mins before -7.6E-5 (4.9E-5) 0.12 
Runway 25L 5 mins before -4.2E-5 (5.2E-5) 0.42 
Runway 25L time 0 6.0E-6 (4.9E-5) 0.90 
Runway 25L 5 mins after -1.2E-5 (4.1E-5) 0.77 
Runway 25L 10 mins after -9.2E-6 (5.5E-5) 0.87 
Runway 24R Arrival Activity   
Runway 24R 10 mins before -1.4E-5 (4.6E-5) 0.75 
Runway 24R 5 mins before 5.5E-5 (4.0E-5) 0.17 
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Runway 24R time 0 -5.7E-5 (4.7E-5) 0.22 
Runway 24R 5 mins after 3.2E-5 (3.9E-5) 0.17 
Wind Direction / Flight Activity Interaction Terms   
NE Wind * Runway 25R Departure at time 0 -4.1E-4 (1.4E-4) <0.01 
SE Wind * Runway 25R Departure 10 mins before 1.4E-4 (8.9E-5) 0.12 
SE Wind * Runway 25R Departure 5 mins before -1.6E-4 (9.2E-5) 0.08 
SE Wind * Runway 25R Departure at time 0 -3.4E-4 (9.6E-5) <0.01 
SW Wind * Runway 25R Departure at time 0 9.6E-5 (6.8E-5) 0.15 
SW Wind * Runway 24L Departure 10 mins before -1.6E-4 (7.6E-5) 0.03 
SW Wind * Runway 25L Arrival 5 mins before 1.4E-4 (7.8E-5) 0.08 
SW Wind * Runway 25L Arrival 10 mins after 1.3E-4 (7.9E-5) 0.09 
NW Wind * Runway 24L Departure 5 mins after 1.1E-4 (1.3E-4) 0.38 
NW Wind * Runway 24R Arrival 5 mins before -2.3E-4 (1.0E-4) 0.03 
NW Wind * Runway 24R Arrival at time 0 1.9E-4 (1.0E-4) 0.05 
NW Wind * Runway 24R Arrival 5 mins after 2.6e-4 (1.2E-4) 0.02 
Time of Day / Flight Activity Interaction Terms   
Afternoon * Runway 25R Departure 5 mins before 4.0E-4 (7.6E-5) <0.01 
Afternoon * Runway 25R Departure at time 0  4.6E-4 (7.7E-5) <0.01 
Afternoon * Runway 24L Departure 5 mins before 1.8E-4 (8.3E-5) 0.03 
Afternoon * Runway 24L Departure 5 mins after -2.4E-4 (8.3E-5) <0.01 
Afternoon * Runway 24L Departure 10 mins after 1.5E-4 (9.0E-5) 0.09 
Afternoon * Runway 25L Arrival 10 mins before -1.5E-4 (8.8E-5) 0.08 
Afternoon * Runway 25L Arrival at time 0 -1.8E-4 (8.9E-5) 0.04 
Afternoon * Runway 25L Arrival 10 mins after -1.5E-4 (8.9E-5) 0.10 
Afternoon * Runway 24R Arrival 10 mins before 1.7E-4 (7.8E-5) 0.03 
Night * Runway 24L Departure 10 mins after -9.3E-5 (1.0E-4) 0.37 
Night * Runway 24R Arrival at time 0 -1.2E-4 (8.0E-5) 0.15 
Time of Day / Meteorology Interaction Terms   
Afternoon * Wind Speed -.11 (.67) 0.08 
Reference is weekday with west southwesterly winds from 240–260° during the early 
morning (12 midnight – 6 am)  
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Table A4. P5 BC Regression Model 
n = 2527, R
2
 = 0.4002 
Variable Effect Estimate (SE) p-value 
Intercept 0.30 (.07) <0.01 
Meteorology   
Wind Speed   
Northeast Wind (0°–90°) 0.48 (0.14) <0.01 
Southeast Wind (90°–180°) 0.25 (0.10) 0.01 
Southwest Wind (180°–240°, 260°–270°) -0.04 (0.07) 0.55 
Northwest Wind (270°–360°) -0.11 (0.08) 0.18 
Time of Day   
Midmorning (6 am–12 noon) -0.04 (0.12) 0.76 
Afternoon (12 noon – 6 pm) -0.25 (0.09) 0.01 
Night (6 pm – 12 midnight) -0.02 (0.07) 0.80 
Prior BC Concentrations   
5 mins prior 2.9E-4 (1.9E-5) <0.01 
10 mins prior 1.1E-4 (2.0E-5) <0.01 
15 mins prior 1.4E-4 (2.0E-5) <0.01 
20 mins prior -3.1E-5 (1.9E-5) 0.11 
25 mins prior 1.3E-4 (1.8E-5) <0.01 
Runway 25R Departure Activity   
Runway 25R 10 mins before 8.6E-6 (1.8E-5) 0.62 
Runway 25R 5 mins before 1.2E-4 (1.5E-5) <0.01 
Runway 25R time 0 1.1E-5 (1.5E-5) 0.47 
Runway 25R 5 mins after 7.0E-6 (1.4E-5) 0.62 
Runway 24L Departure Activity   
Runway 24L time 0 1.2E-5 (2.6E-5) 0.64 
Runway 24L 5 mins after -1.1E-6 (2.1E-5) 0.96 
Runway 24L 10 mins after -1.1E-5 (2.3E-5) 0.63 
Runway 25L Arrival Activity   
Runway 25L 10 mins before -5.1E-7 (1.9E-5) 0.98 
Runway 25L 5 mins before 1.3E-4 (1.7E-4) 0.45 
Runway 25L time 0 1.1E-4 (2.0E-4) 0.58 
Runway 25L 5 mins after 1.9E-5 (1.6E-5) 0.25 
Runway 24R Arrival Activity   
Runway 24R 10 mins before 8.0E-6 (1.7E-5) 0.64 
Runway 24R 5 mins before 2.8E-6 (1.5E-5) 0.85 
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Runway 24R time 0 -4.5E-5 (2.4E-5) 0.06 
Wind Direction / Flight Activity Interaction Terms   
NE Wind * Runway 25R Departure 5 mins before -2.3E-4 (9.3E-5) 0.01 
SE Wind * Runway 25R Departure 10 mins before 4.5E-5 (4.1E-5) 0.27 
SE Wind * Runway 25L Arrival 5 mins after -1.4E-4 (4.9E-5) <0.01 
SW Wind * Runway 24L Departure at time 0 -6.6E-5 (4.0E-5) 0.09 
SW Wind * Runway 25L Arrival at time 0 6.6E-5 (3.0E-5) 0.03 
SW Wind * Runway 24R Arrival at time -  9.9E-5 (3.1E-5) <0.01 
NW Wind * Runway 24L Departure 10 mins after 1.1E-4 (4.7e-5) 0.02 
NW Wind * Runway 25L Arrival 10 mins before 8.7E-5 (3.9E-5) 0.03 
NW Wind * Runway 25L Arrival 5 mins before 5.1E-5 (3.9E-5) 0.19 
NW Wind * Runway 24R Arrival 10 mins before -5.4E-5 (3.5E-5) 0.12 
NW Wind * Runway 24R Arrival at time 0 1.1E-4 (4.1E-5) 0.01 
Time of Day / Flight Activity Interaction Terms   
Midmorning * Runway 25R Departure 10 mins before -6.5E-5 (3.4E-5) 0.06 
Midmorning * Runway 25L Arrival 10 mins before 4.3E-5 (3.4E-5) 0.20 
Midmorning * Runway 25R Departure 5 mins after 7.3E-5 (3.2E-5) 0.02 
Afternoon * Runway 25R Departure 10 mins before -7.9E-5 (3.0E-5) 0.01 
Afternoon * Runway 25R Departure at time 0 1.7E-4 (2.8E-5) <0.01 
Night * Runway 25R Departure 5 mins before -7.5E-5 (2.7E-5) 0.01 
Reference is weekday with west southwesterly winds from 240–260° during the early 
morning (12 midnight – 6 am)  
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APPENDIX B 
Table B1. Airport groupings for CMAQ-DDM runs 
Airport Code Group 
Number 
ORD 1 
LGB 1 
ATL 2 
SLC 2 
EWR 3 
SAT 3 
GEG 3 
IAH 4 
BUR 4 
ALB 4 
DEN 5 
PHL 6 
SNA 6 
LIT 6 
MSP 7 
SJC 7 
LGA 8 
ONT 8 
DSM 8 
MCO 9 
TUS 9 
BWI 10 
ICT 10 
BFI 10 
FLL 11 
SMF 11 
CVG 12 
COS 12 
BDL 13 
ABQ 13 
PIT 14 
DAL 14 
PDX 15 
ELP 15 
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MSN 15 
PWM 15 
LAX 16 
SYR 16 
DFW 17 
BOS 17 
PSP 17 
SEA 18 
DCA 18 
SFO 19 
RDU 19 
MCI 20 
ISP 20 
JFK 21 
RNO 21 
LAS 22 
HPN 22 
PHX 23 
BTV 23 
DTW 24 
SAN 24 
MDW 25 
FAT 25 
MIA 26 
BOI 26 
CLT 27 
AUS 27 
BIL 27 
IAD 28 
TUL 28 
MEM 29 
IND 30 
 
Image Segmentation Algorithm 
DDM output is visualized as 112 row x 148 column 36km x 36km grid cells 
overlaid on the continental US. Based on this concentration-response surface format, 
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image segmentation techniques were used to separate individual emissions plumes from 
one another within a group’s DDM output surface using MATLAB 8.1.0, R2013a 
(MathWorks, Natick, MA). For each emitted precursor / ambient pollutant relationship 
for each group and month, a region growing algorithm was developed to determine the 
emissions regions attributable to each individual airport. Airport locations were used as 
the initial seed points. The following steps were followed:  
 1. Find maximum sensitivity “near” each airport in the group, where 
“near” = within 5 grid cells. For pollutants with negative sensitivities (i.e. the relationship 
between NOx emissions and ambient O3 concentrations), the minimum concentration (i.e. 
most negative) near each airport was also found.  
 2. Use maximum concentration as the first positive threshold value for 
region growing. For pollutants with negative sensitivities, the initial negative threshold 
was set as the minimum concentration in that group run.  
The region growing algorithm was run iteratively. The absolute value of the 
threshold value(s) were decreased (brought closer to zero) by 10% of each iteration until:  
 1. The number of mortalities captured by the sum of the emissions regions 
is >=95% of the total number of mortalities as predicted by the full group of airports,  
AND 
 2. The threshold value is less than a specific percent (10%) of the 
maximum nearby concentration for all of the airports.  
Once the regions captured >95% of the total group-wise predicted mortalities, 
only airports whose maximum nearby concentration was >10% of the threshold value 
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were allowed to continue to grow.  
The region growing algorithm is as follows:  
For each airport (in increasing order of maximum nearby concentration) { 
 Add cell at airport location to “queue”. 
 While “queue” is not empty { 
  Search 8 nearest neighbors of grid cell at top of queue, add any 
cells that are:  
Concentration is Greater than positive threshold value OR less than negative 
threshold values (for the relationships between VOC and O3, VOC and PM2.5, and NOx 
and O3).  
AND 
Not in (or within 1 cell of the boundary of) another airport’s region from the 
previous iteration.  
  Remove current cell from queue.  
} 
} 
In post-processing, regions were masked by the land of the contiguous United 
States and holes within each region were filled to form contiguous emissions areas for 
each individual airport.  
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APPENDIX C 
Table C.1. State groupings for RC CMAQ-DDM runs 
State Group 
CO 1 
RI 1 
TN 1 
ID 2 
ME 2 
MO 2 
NH 3 
WI 3 
FL 4 
NE 4 
NJ 4 
SC 5 
SD 5 
CT 6 
KS 6 
WA 6 
MA 7 
WY 7 
OK 8 
VT 8 
KY 9 
DC 10 
OR 10 
PA 11 
TX 11 
LA 13 
MT 13 
VA 13 
NM 15 
IA 16 
MD 16 
IL 17 
UT 17 
AZ 18 
IN 18 
CA 19 
OH 19 
MN 20 
AR 21 
NY 22 
AL 24 
NV 26 
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NC 27 
WV 29 
 
Table C.2. State groupings for EGU CMAQ-DDM runs 
State Group 
Number CO 1 
ME 2 
MO 2 
NH 3 
FL 4 
NE 4 
SC 5 
SD 5 
CT 6 
KS 6 
WA 6 
MA 7 
WY 7 
OK 8 
DE 9 
ND 9 
DC 10 
OR 10 
PA 11 
TX 11 
MN 12 
NY 12 
LA 13 
MT 13 
VA 13 
TX 15 
WV 15 
IA 16 
IL 17 
UT 17 
AZ 18 
IN 18 
CA 19 
OH 19 
AR 20 
NV 20 
128 
 
NM 21 
WI 21 
IL 22 
AR 23 
NV 23 
SD 24 
VA 24 
NJ 25 
WY 25 
TN 26 
AL 27 
KY 28 
MS 29 
MI 30 
MD 31 
NC 32 
MO 33 
LA 34 
 
Image Segmentation Algorithm 
DDM output is visualized as 112 row x 148 column 36km x 36km grid cells 
overlaid on the continental US. Based on this concentration-response surface format, 
image segmentation techniques were used to separate individual emissions plumes from 
one another within a group’s DDM output surface using MATLAB 8.1.0, R2013a 
(MathWorks, Natick, MA). For each emitted precursor / ambient pollutant relationship 
for each group and month, a region growing algorithm was developed to determine the 
emissions regions attributable to each state or EGU region. The following steps were 
followed: 
 1. Find maximum sensitivity “near” the centroid of the state, where “near” 
= within a radius of 288 km. These locations were used as the seed locations for each 
region. For pollutants with negative sensitivities (i.e., the relationship between NOx 
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emissions and ambient O3 concentrations), the minimum concentration (i.e., most 
negative) near each state was also found.  
 2. Use maximum concentration as the first positive threshold value for 
region growing. For pollutants with negative sensitivities, the initial negative threshold 
was set as the minimum concentration in that group run.  
The region growing algorithm was run iteratively. The absolute value of the 
threshold value(s) were decreased (brought closer to zero) by 10% of each iteration until:  
 1. The number of mortalities captured by the sum of the emissions regions 
is greater than a chosen threshold (95% for RC, 90% for EGUs) of the total number of 
mortalities as predicted by the full group of states,  
AND 
 2. The threshold value is less than a specific percent (25%) of the 
maximum nearby concentration for all of the states. 
Once the regions captured >95% of the total group-wise predicted mortalities, 
only states whose maximum nearby concentration was >25% of the threshold value were 
allowed to continue to grow. 
The region growing algorithm is as follows:  
For each state (in increasing order of maximum nearby concentration) { 
 Add cell at state centroid location to “queue”. 
 While “queue” is not empty { 
  Search 8 nearest neighbors of grid cell at top of queue, add any 
cells that are:  
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Concentration is Greater than positive threshold value OR 
less than negative threshold values (for the relationships between 
VOC and O3, VOC and PM2.5, and NOx and O3).  
AND 
Not in (or within 1 cell of the boundary of) another state’s 
region from the previous iteration.  
  Remove current cell from queue.  
} 
} 
In post-processing, regions were masked by the land of the contiguous United 
States and holes within each region were filled to form contiguous emissions areas for 
each individual state.  
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