Abstract Character groups of Hopf algebras can be used to conveniently describe several species of "series expansions" such as ordinary Taylor series, B-series, arising in the study of ordinary differential equations, Fliess series, arising from control theory and rough paths. These ideas are a fundamental link connecting Hopf algebras and their character groups to the topics of the Abelsymposium 2016 on "Computation and Combinatorics in Dynamics, Stochastics and Control". In this note we will explain some of these connections, review constructions for Lie group and topological structures for character groups and provide some new results for character groups. Our main result is the construction and study of Lie group structures for Hopf algebras which are graded but not necessarily connected (in the sense that the degree zero subalgebra is finite-dimensional).
Character groups of Hopf algebras appear in a variety of mathematical contexts. For example, they arise in non-commutative geometry, renormalisation of quantum field theory [14] , numerical analysis [10] and the theory of regularity structures for stochastic partial differential equations [25] . A Hopf algebra is a structure that is simultaneously a (unital, associative) algebra, and a (counital, coassociative) coalgebra that is also equipped with an antiautomorphism known as the antipode, satisfying a certain property. In the contexts of these applications, the Hopf algebras often encode combinatorial structures and serve as a bookkeeping device.
Several species of "series expansions" can then be described as algebra morphisms from a Hopf algebra H to a commutative algebra B. Examples include ordinary Taylor series, B-series, arising in the study of ordinary differential equations, Fliess series, arising from control theory and rough paths, arising in the theory of stochastic ordinary equations and partial differential equations. An important fact about such algebraic objects is that, if B is commutative, the set of algebra morphisms Alg(H , B), also called characters, forms a group with product given by convolution
These ideas are the fundamental link connecting Hopf algebras and their character groups to the topics of the Abelsymposium 2016 on "Computation and Combinatorics in Dynamics, Stochastics and Control". In this note we will explain some of these connections, review constructions for Lie group and topological structures for character groups and provide some new results for character groups. Topological and manifold structures on these groups are important to applications in the various fields outlined above. In many places in the literature the character group is viewed as "an infinite dimensional Lie group" and one is interested in solving differential equations on these infinite-dimensional spaces (we refer to [6] for a more detailed discussion and further references). This is due to the fact that the character group admits an associated Lie algebra, the Lie algebra of infinitesimal characters 1 g(H , B) := {φ ∈ Hom K (H , B) | φ (xy) = φ (x)ε H (y) + ε H (x)φ (y), ∀x, y ∈ H }, whose Lie bracket is given by the commutator bracket with respect to convolution. As was shown in [5] , character groups of a large class of Hopf algebras are infinitedimensional Lie groups. Note however, that in ibid. it was also shown that not every character group can be endowed with an infinite-dimensional Lie group structure. In this note we extend these results to a larger class Hopf algebras. To this end, recall that a topological algebra is a continuous inverse algebra (or CIA for short) if the set of invertible elements is open and inversion is continuous on this set (e.g. a Banach algebra). Then we prove the following theorem.
Theorem A Let H = ⊕ n∈N 0 H n be a graded Hopf algebra such that dim H 0 < ∞
and B be a commutative CIA. Then G (H , B) is an infinite-dimensional Lie group whose Lie algebra is g(H , B).
As already mentioned, in applications one is interested in solving differential equations on character groups (see e.g. [42] and compare [6] ). These differential equations turn out to be a special class of equations appearing in infinitedimensional Lie theory in the guise of regularity for Lie groups. To understand this and our results, we recall this concept now for the readers convenience.
Regularity (in the sense of Milnor) Let G be a Lie group modelled on a locally convex space, with identity element e, and r ∈ N 0 ∪ {∞}. We use the tangent map of the left translation λ g : G → G, x → gx by g ∈ G to define g.v := T e λ g (v) ∈ T g G for v ∈ T e (G) =: L(G). Following [20] , G is called (1) is smooth, G is called C r -regular. 2 If G is C r -regular and r ≤ s, then G is also C sregular. A C ∞ -regular Lie group G is called regular (in the sense of Milnor) -a property first defined in [40] . Every finite-dimensional Lie group is C 0 -regular (cf. [43] ). In the context of this paper our results on regularity for character groups of Hopf algebras subsume the following theorem. Theorem B Let H = ⊕ n∈N 0 H n be a graded Hopf algebra such that dim H 0 < ∞ and B be a sequentially complete commutative CIA. Then
Recently, also an even stronger notion regularity called measurable regularity has been considered [19] . For a Lie group this stronger condition induces many Lie theoretic properties (e.g. validity of the Trotter product formula). In this setting, L 1 -regularity means that one can solve the above differential equations for absolutely continuous functions (whose derivatives are L 1 -functions). A detailed discussion of these properties can be found in [19] . However, we will sketch in Remark 19 a proof for the following proposition.
Proposition C Let H = ⊕ n∈N 0 H n be a graded Hopf algebra with dim H 0 < ∞ which is of countable dimension, e.g. H is of finite type. Then for any commutative Banach algebra B, the group
One example of a Hopf algebra whose group of characters represent a series expansion is the Connes-Kreimer Hopf algebra or Hopf algebra of rooted trees H CK .
Brouder [10] established a very concrete link between H CK and B-series. Bseries, due to Butcher [12] , constitute an algebraic structure for the study of inte-grators for ordinary differential equations. In this context, the group of characters G (H CK , R) is known as the Butcher group. The original idea was to isolate the numerical integrator from the concrete differential equation, and even from the surrounding space (assuming only that it is affine), thus enabling a study of the integrator an sich.
Another example connecting character groups to series expansions arises in the theory of regularity structures for stochastic partial differential equations (SPDEs) [25, 11] . In this theory one studies singular SPDEs, such as the continuous parabolic Anderson model (PAM, cf. the monograph [33] ) formally given by
We remark that due to the distributional nature of the noise, the product and thus the equation is ill-posed in the classical sense (see [25, p.5] ). To make sense of the equation, one wants to describe a potential solution by "local Taylor expansion" with respect to reference objects built from the noise terms. The analysis of this "Taylor expansion" is quite involved, since products of noise terms are not defined. However, it is possible to obtains Hopf algebras which describe the combinatorics involved. Their R-valued character group G is then part of a so called regularity structure (A , T , G ) ([11, Definition 5.1]) used in the renormalisation of the singular SPDE. See Example 25 for a discussion of the Lie group structure for these groups.
Foundations: Character groups and graded algebra
In this section we recall basic concepts and explain the notation used throughout the article. Whenever in the following we talk about algebras (or coalgebras or bialgebras) we will assume that the algebra (coalgebra, bialgebra) is unital (counital or unital and counital in the bialgebra case). Further K ∈ {R, C} will always denote either the field of real or complex numbers (though many of the following concepts make sense over general base fields).
equipped with an antiautomorphism S, called the antipode, such that the diagram
In the diagram u : K → H , k → k½ H is the unit map of H , i.e. the map which sends scalars to multiples of the unit ½ H ∈ H . We refer to [35, 13, 37, 46] for basic information on Hopf algebras.
Let B be a commutative algebra. The set of linear maps Hom K (H , B) forms a new algebra with the convolution product
and unit u B • ε H (where u B is the unit map of B).
Recall that the invertible elements or units of an algebra A form a group, which we denote A × .
The set of all infinitesimal characters is denoted g(H , B).
Lemma 3 ([37, Proposition 21 and 22]).
G (H , B) is a subgroup of the group of units Hom
K (H , B) × . On G (H , B), the inverse is given by φ ⋆−1 = φ • S
g(H , B) is a Lie subalgebra of the commutator Lie algebra Hom
where the bracket is given by
An algebraic property of characters and infinitesimal characters is that the algebraic exponential (2) ) where the multiplication is carried out in B. As point evaluations are continuous on Hom K (H , B), and multiplication is continuous in B, ⋆ is continuous.
⊓ ⊔
The definition of ⋆ does not depend on the algebra structure of H , only the coalgebra structure. We therefore get as a corollary:
Corollary 5. Let C be a coalgebra, and B a commutative, topological algebra. Then (Hom K (C, B), ⋆), equipped with the topology of pointwise convergence, is a topological algebra.
In Section 2 we will be able to state more about the topology and geometry of groups of characters, under further assumptions on H and B. In particular, we are interested in cases where G (H , B) is an (infinite dimensional) Lie group, or a projective limit of finite dimensional Lie groups, i.e. a pro-Lie group. Both of these classes of topological groups can to some extent claim to be the generalization of finite dimensional Lie groups, and have been studied extensively for this reason (see e.g. [29, 43, 27] ).
For many arguments later on gradings will be important. We recall the following basic definitions Definition 6. Recall that a graded Hopf algebra H = n∈N 0 H 0 is a Hopf algebra together with a grading as algebra and coalgebra (i.e.
In particular, H 0 becomes a Hopf subalgebra of H .
Note that for a graded Hopf algebra H , identifying a mapping f : H → B with its components on the grading induces a natural isomorphisms of topological vector spaces (with respect to the topologies of pointwise convergence)
Hence A = Hom K (H , B) becomes a densely graded topological vector space (see [5, Appendix B] ). We denote by A n := Hom K (H n , B) the parts of the dense grading. Note that A 0 becomes a locally convex subalgebra of A by definition of the grading.
Geometry of groups of characters
In this section, we review results on geometry, topology and Lie theory for character groups of Hopf algebras G (H , B) . Further, in Section 2.1 we prove a new result which establishes a Lie group structure for character groups of non-connected Hopf algebras.
In general, the existence of a Lie group structure on the character group of a Hopf algebra H depends on structural properties of the underlying Hopf algebra (e.g. we need graded and connected Hopf algebras), the table below provides an overview of the topological and differentiable structures related to these additional assumptions.
Hopf algebra H commutative algebra B Structure on G (H , B) arbitrary weakly complete pro-Lie group (cf. Remark 7) graded and dim H 0 < ∞ continuous inverse algebra ∞-dim. Lie group (Section 2.1) graded and connected locally convex algebra ∞-dim. Lie group (Section 2.2) Fig. 1 Overview of topological and Lie group structures on character groups of Hopf algebras.
In general, the character group need not admit a Lie group structure as was shown in [5, Example 4.11]. There we exhibited a character group of the group algebra of an abelian group of infinite rank which can not be a Lie group.
Remark 7.
If the target algebra B is a weakly complete algebra, e.g. a finite dimensional algebra, the character group G (H , B) is always a projective limit of finitedimensional Lie groups. In [5, Theorem 5.6] we have proved that for an arbitrary Hopf algebra H and B a weakly complete algebra, G (H , B) is a special kind of topological group, a so called pro-Lie group (see the survey [29] ). A pro-Lie group is closely connected to its pro-Lie algebra which turns out to be isomorphic to g(H , B) for the pro-Lie group G (H , B). Although pro-Lie groups do not in general admit a differentiable structure, a surprising amount of Lie theoretic properties carries over to pro-Lie groups (we refer to the monograph [27] for a detailed account).
Often the character group of a Hopf algebra will have more structure than a topological group. As we will see in the next example character groups often carry Lie group structures. Using the group structure of G and the algebra structure induced by C(G, R) (pointwise multiplication), R(G) becomes a Hopf algebra (see [23, pp. 42-43] ). Following Remark 7, we know that G (R(G), R,) becomes a topological group.
It follows from Tannaka-Kreȋn duality that as compact groups G (R(G), R) ∼ = G, whence G (R(G), R,) inherits a posteriori a Lie group structure [23, Theorem 1.30 and 1.31]. 3 Observe that the Lie group structure induced on G (R(G), R,) via Tannaka-Kreȋn duality coincides with the ones discussed in Sections 2.1 and 2.2 (when these results are applicable to the Hopf algebra of representative functions).
Example 9 (The Butcher group). Let T denote the set of rooted trees, and H CK = T the free commutative algebra generated by T . The Grossman-Larson coproduct is defined on trees as
where the sum goes over all connected subsets σ of τ containing the root. Together with the algebra structure, The Grossman-Larson coproduct defines a graded, connected bialgebra structure on H CK , and therefore also a Hopf algebra structure.
The characters G (H CK , R) are the algebra morphisms Hom Alg (H CK , R). Clearly, we can identify
In numerical analysis, the character group G (H CK , R) is known as the Butcher group [12, 24] . This group is closely connected to a class of numerical integrators for ordinary differential equations. Namely, we letẏ = f (y) be an autonomous ordinary differential equation on an affine space E. Many numerical integrators 4 can be expanded in terms of the elementary differentials of the vector field f , i.e. as a series
The elementary differentials are in a natural one-to-one correlation with T , and the series (1) thus defines an element in G (H CK , R). The crucial observation is that, (after a suitable scaling,) the convolution product in G (H CK , R) corresponds to the composition of numerical integrators. In the following, it will be established that G (H CK , R) is a R-analytic, C 0 -regular Fréchet Lie group as well as a pro-Lie group. See [8, 5] for further details on the Lie group structure of G (H CK , R).
However, in some sense, the Butcher group G (H CK , R) is too big to properly analyze numerical integrators. For every numerical integrator, the coefficients a: T → R satisfy a growth bound |a(τ)| ≤ CK |τ| . Elements of G (H CK , R) satisfying such growth bounds form a subgroup, and even a Lie subgroup. However, the modelling space now becomes a Silva space 5 . This group is studied in the article [7] .
In the next section we begin with establishing general results on the infinitedimensional Lie group structure of Hopf algebra character groups. These manifolds will in general be modelled on spaces which are more general then Banach spaces. Thus the usual differential calculus has to be replaced by the so called Bastiani calculus (see [2] , i.e. differentiability means existence and continuity of directional derivatives). For the readers convenience, Appendix 3 contains a brief recollection of this calculus.
Character groups for H graded with finite dimensional H 0
and B a continuous inverse algebra
In this section we consider graded but not necessarily connected Hopf algebras. In general, character groups of non-connected Hopf algebras do not admit a Lie group structure. Recall from example from [5, Example 4.11 (b) ] that the character group of the group algebra of an infinite-group does in general not admit a Lie group structure. However, if the Hopf algebra is not too far removed from being connected (i.e. the 0-degree subspace H 0 is finite-dimensional) and the target algebra is at least a continuous inverse algebra, we can prove that the character group G (H , B) is an infinite-dimensional Lie group. This result is new and generalises [5] where only character groups of graded and connected Hopf algebras were treated (albeit the target algebra in the graded connected case may be a locally convex algebra).
2.1.
Let (A, ·) be a (real or complex) locally convex algebra (i.e. the locally convex topology of A makes the algebra product jointly continuous). We call (A, ·) continuous inverse algebra (or CIA for short) if its unit group A × is open and inversion
The class of locally convex algebras which are CIAs are of particular interest to infinite-dimensional Lie theory as their unit groups are in a natural way (analytic) Lie groups (see [16, 21] ).
Before we establish the structural result, we have to construct an auxiliary Lie group structure in which we can realise the character group as subgroup. To construct the auxiliary Lie group, we can dispense with the Hopf algebra structure and consider only (graded) coalgebras at the moment. The authors are indebted to K.-H. Neeb for providing a key argument in the proof of the following Lemma.
Lemma 10. Let (C, ∆ ) be a finite-dimensional coalgebra and B be a CIA. Then
Proof. Consider the algebra (A := Hom K (C, K), ⋆ A ), where ⋆ A is the convolution product. Then the algebraic tensor product T := B ⊗ K A with the product (b ⊗ ϕ) · (c ⊗ ψ) := bc ⊗ ϕ ⋆ A ψ is a locally convex algebra. Since C is a finitedimensional coalgebra, A is a finite-dimensional algebra. Due to an argument which was communicated to the authors by K.-H. Neeb, the tensor product of a finitedimensional algebra and a CIA is again a CIA. 6 Thus it suffices to prove that the linear mapping defined on the elementary tensors via
is an isomorphism of unital algebras. Since A is finite-dimensional, it is easy to see that κ is an isomorphism of locally convex spaces. Thus it suffices to prove that κ is a algebra morphism. To this end let ε be the counit of C. We recall that
whence κ preserves the unit.
As the elementary tensors span T , it suffices to establish multiplicativity of κ on elementary tensors
shows that the mappings agree on each c ∈ C, whence κ is multiplicative. Summing up, Hom K (C, B) is a CIA as it is isomorphic to the CIA B ⊗ A. ⊓ ⊔ Proposition 11 (A × is a regular Lie group). Let C = n∈N 0 C n be a graded coalgebra with dim C 0 < ∞ and B be a CIA. Then A = (Hom K (H , B), ⋆) is a CIA whose 6 We are not aware of a literature reference of this fact apart from the forthcoming book by Glöckner and Neeb [22] . To roughly sketch the argument from [22] : Using the regular representation of A one embeds B ⊗ K A in the matrix algebra M n (B) (where n = dim A). Now as A is a commutant in End K (A), the same holds for B ⊗ A in M n (B). The commutant of a set in a CIA is again a CIA, whence the assertion follows as matrix algebras over a CIA are again CIAs (cf. [ Proof. Recall from [5, Lemma 1.6 (c) and Lemma B.7] that the locally convex algebra A is a Mackey complete CIA since A 0 is such a CIA by Lemma 10 (both CIAs are even sequentially complete if B is so). Now the assertions concerning the Lie group structure of the unit group are due to Glöckner (see [16] ).
To see that the Lie group A × is C k -regular (k = 1 for Mackey complete and k = 0 of sequentially complete CIA B), we note that the regularity of the unit group follows from the so called called (GN)-property (cf. 
Definition 12 ((GN)-property).
A locally convex algebra A is said to satisfy the (GN)-property, if for every continuous seminorm p on A, there exists a continuous seminorm q and a number M ≥ 0 such that for all n ∈ N, we have the estimate:
Here, µ
A is the n-linear map µ (n)
. . , a n ) → a 1 · · · a n . 
To establish the properties of A we need an estimate of the structural constants, whence we a constant K := d 2 max i, j,k {|ν jk i |, 1} 1. It suffices to establish the (GN)-property for a set of seminorms generating the topology of A. Hence it suffices to consider seminorms q ∞ induced by a continuous seminorm q on B. Since B has the (GN)-property there are a continuous seminorm p on B and a constant M ≥ 0 which satisfy (2) with respect to the chosen q. We will now construct a constant such that (2) holds for the seminorms q ∞ and p ∞ taking the rôle of q and p.
Thus by choice of the constants a trivial computation shows that the constant KM satisfies (2) for q ∞ , p ∞ and n = 1. We will show that this constant satisfies the inequality also for all n > 1 and begin for the readers convenience with the case n = 2. Thus for
As the estimate neither depends on i nor on the choice of ψ 1 , ψ 2 (we only used
. Now for general n ≥ 2 we choose ψ l ∈ A with q ∞ (ψ l ) ≤ 1 and 1 ≤ l ≤ n. As convolution is associative, ψ 1 ⋆ · · · ⋆ ψ n is obtained from applying ψ 1 ⊗ · · · ⊗ ψ n to the iterated coproduct ∆ n := id C ⊗ ∆ n−1 , ∆ 1 := ∆ and subjecting the result to the n-fold multiplication map B ⊗ B ⊗ · · ·⊗ B → B of the algebra B. Hence one obtains the formula
Again the estimate does neither depend on e i nor on the choice of ψ 1 , . . . , ψ n , whence we see that one can take KM in general as a constant which satisfies (2) for q ∞ and p ∞ . We conclude that A has the (GN)-property if B has the (GN)-property. 2. Let now (B, · ) be a Banach algebra, then A ∼ = B d is a Banach space with the norm φ ∞ := max 1≤i≤d φ (e i ) . To prove that A admits a submultiplicative norm, define the norm α K := K α ∞ (for K the constant chosen above). By construction · K is equivalent to · ∞ and we will prove that · K is submultiplicative. Consider α, β ∈ A and compute the norm of α ⋆ β on a basis element
In passing from the first to the second row we have used that the norm on B is submultiplicative. Summing up, we obtain α ⋆ β K ≤ α K β K whence A is a Banach algebra.
⊓ ⊔ In case the Hopf algeba H is only of countable dimension, e.g. a Hopf algebra of finite type, and B is a Banach algebra, the unit group A × satisfies an even stronger regularity condition.
Lemma 14. Let C = n∈N 0 be a graded coalgebra with dim C 0 < ∞ and B be a Banach algebra. Assume in addition that C is of countable dimension, then the Lie group A × from Proposition 11 is L 1 -regular.
Proof. If C is of countable dimension, then A = Hom K (C, B) is a Fréchet space (as it is isomorphic as a locally convex space to a countable product of Banach spaces). Now [19, Proposition 7.5] asserts that the unit group A × of a continuous inverse algebra which is a Fréchet space will be L 1 -regular if A is locally m-convex. However, by the fundamental theorem for coalgebras [39, Theorem 4.12] , C = lim → Σ n is the direct limit of finite dimensional subcoalgebras. Dualising, Lemma 13 shows that A = lim ← Hom K (Σ n , B) is the projective limit of Banach algebras. As Banach algebras are locally m-convex and the projective limit of a system of locally mconvex algebras is again locally m-convex (cf. e.g. [36, Chapter III, Lemma 1.1]), the statement of the Lemma follows.
⊓ ⊔
To establish the following theorem we will show now that the Lie group A × induces a Lie group structure on the character group of the Hopf algebra. Note that the character group is a closed subgroup of A × , but, contrary to the situation for finite dimensional Lie groups, closed subgroups do not automatically inherit a Lie group structure (see [43, Remark IV.3 .17] for a counter example). Theorem 15. Let H = n∈N 0 H n be a graded Hopf algebra with dim H 0 < ∞.
Then for any commutative CIA B, the group G (H , B) of B-valued characters of H is a (K−analytic) Lie group. Furthermore, we observe the following. (i) The Lie algebra L(G (H , B)) of G (H , B) is the Lie algebra g(H , B) of infinitesimal characters with the commutator bracket
[φ , ψ ] = φ ⋆ ψ − ψ ⋆ φ .
(ii)G (H , B) is a BCH-Lie group which is locally exponential, i.e. the Lie group exponential map exp : g(H
Proof. Recall from Proposition 11 and Proposition 4 that G (H , B) is a closed subgroup of the locally exponential Lie group (A × , ⋆). We will now establish the Lie group structure using a well-known criterion for locally exponential Lie groups: Let exp A be the Lie group exponential of A × and consider the subset (H , B) ). To see that L e (G (H , B) ) only contains infinitesimal characters, recall from Lemma 37 that there is an open 0-neighborhood Ω ⊆ A such that exp A maps g(H , B)∩Ω bijectively to exp A (Ω )∩G (H , B) . If x ∈ L e (G (H , B) then we can pick t > 0 so small that tx ∈ Ω . By definition of L e (G (H , B) ) we see that then exp A (tx) ∈ G (H , B) ∩ exp A (Ω ). Therefore, we must have tx ∈ Ω ∩ g(H , B), whence x ∈ g(H , B). This entails that L e (G (H , B)) = g(H , B) and then [43, Theorem IV.3.3] implies that G (H , B) is a locally exponential closed Lie subgroup of (A × , ⋆) whose Lie algebra is the Lie algebra of infinitesimal characters g (H , B) . Moreover, since (A × , ⋆) is a BCH-Lie group, so is G (H, B) [32] it has been argued that instead of the graded and connected Hopf algebra of Feynman graphs considered traditionally (see e.g. the exposition in [14] ) a non connected extension of this Hopf algebra should be used. The generalisation of the Hopf algebra then turns out to be a Hopf algebra with dim H 0 < ∞, whence its character groups with values in a Banach algebra turn out to be infinite-dimensional Lie groups. These classes of examples could in general not be treated by the methods developed in [5] .
We establish in Lemma 37 that g(H , B) is mapped by exp
A to G (H , B), whence g(H , B) ⊆ L e (G
Remark 17.
Recall that by definition of a graded Hopf algebra H = n∈N 0 H n , the Hopf algebra structure turns H 0 into a sub-Hopf algebra. Therefore, we always obtain two Lie groups G (H , B) and G (H 0 , B) if dim H 0 < ∞. It is easy to see that the restriction map q : G (H , B) → G (H 0 , B) , φ → φ | H 0 is a morphism of Lie groups with respect to the Lie group structures from Theorem 15. Its kernel is the normal subgroup
i.e. the group of characters which coincide with the unit on degree 0.
We now turn to the question whether the Lie group constructed in Theorem 15 is a regular Lie group. Theorem 18. Let H be a graded Hopf algebra with dim H 0 < ∞ and B be a Banach algebra. Then the Lie group G (H , B) is C 0 -regular and the associated evolution map is even a K-analytic map.
Proof. In Theorem 15 the Lie group structure on the character group was identified as a closed subgroup of the Lie group A × . By definition of the character group (cf. Definition (2)), G (H , B) can be described as
Observe that θ = β • diag, where β is the continuous bilinear map (4) and diag : A → A × A, φ → (φ , φ ). Since β is smooth (as a continuous bilinear map), and the diagonal map is clearly smooth, θ is smooth. Further, (5) shows that θ (φ ⋆ ψ) = θ (φ ) ⋆ At θ (ψ). Thus θ restricts to a Lie group morphism θ A × :
Since by Proposition 11 the Lie group A × is C 0 -regular, the closed subgroup G (H , B) is also C 0 -regular by [20 
Note that the results on L 1 -regularity of character groups considerably strengthen the results which have been available for regularity of character groups (see [5] ).
Character groups for a graded and connected Hopf algebra H
and B a locally convex algebra
In many interesting cases, the Hopf algebra is even connected graded (i.e. H 0 is onedimensional). In this case, we can weaken the assumption on B to be only locally convex.
Theorem 20 ([5, Theorem 2.7])
. Let H be a graded and connected Hopf algebra and B be a locally convex algebra. Then the manifold structure induced by the global parametrisation exp :
The Lie algebra associated to this Lie group is g (H , B) . Moreover, the Lie group exponential map is given by the real analytic diffeomorphism exp.
Remark 21.
Note that Theorem 20 yields more information for the graded and connected case then the new results discussed in Section 2.1: In the graded and connected case, the Lie group exponential is a global diffeomorphism, whereas the theorem for the non-connected case only establishes that exp induces a diffeomorphism around the unit.
Note that the connectedness of the Hopf algebra is the important requirement here. Indeed, we can drop the assumption of an integer grading and generalise to the grading by a suitable monoid.
Definition 22. Let M be a submonoid of (R, +) with 0 ∈ M. We call M an index monoid if every initial segment I m := {n ∈ M | n ≤ m} is finite. Note that this forces the monoid to be at most countable.
As in the N 0 graded case, we say a Hopf algebra H is graded by an index monoid M, if H = m∈M H m and the algebra, coalgebra and antipode respect the grading in the usual sense. Note that the crucial property of an index monoid is the finiteness of initial segments. This property allows one to define the functional calculus used in the proof of [5, Theorem B] to this slightly more general setting. Changing only trivial details in the proof of loc.cit., one immediately deduces that the statement of Theorem 20 generalises from an N 0 -grading to the more general situation Corollary 24. Let H = m∈M H m be a graded and connected Hopf algebra graded by an index monoid M, B a sequentially complete locally convex algebra. Then the manifold structure induced by exp : (H , B) into a K-analytic Lie group. This Lie group is C 0 -regular, its Lie algebra is g (H , B) and the Lie group exponential map is the real analytic diffeomorphism exp.
Application to character groups in the renormalisation of SPDEs
Hopf algebras graded by index monoids appear in Hairer's theory of regularity structures for locally subcritical semilinear SPDEs [25, Section 8.1] . Character groups of these Hopf algebras (and their quotients) then appear as structure group in Hairer's theory (cf. [25, Theorem 8.24] and [11] ) of regularity structures. Recall that a regularity structure (A, T, G) in the sense of Hairer (cf. [25, Definition 2.1]) is given by
• an index set A ⊆ R with 0 ∈ A, which is bounded from below and locally finite, • a model space T = α∈A T α which is a graded vector space with T 0 ∼ = R (denote by 1 its unit element) and T α a Banach space for every α ∈ A, • a structure group G of linear operators acting on T such that, for every Γ ∈ G, α ∈ A and a ∈ T α one has
T β and Γ 1 = 1.
We sketch now briefly the theory developed in [11] , where for a class of examples singular SPDEs the structure group was recovered as the character group of a connected Hopf algebra graded by an index monoid.
Example 25. The construction outlined in [11] builds first a general Hopf algebra of decorated trees in the category of bigraded spaces. Note that this bigrading does not induce a suitable N 0 -grading (or grading by index monoid) for our purposes. This Hopf algebra encodes the combinatorics of Taylor expansions in the SPDE setting and it needs to be tailored to the specific SPDE. This is achieved by choosing another ingredient, a so called subcritical and complete normal rule, i.e. a device depending on the SDE in question which selects a certain sub-Hopf algebra (see [11, Section 5] for details). Basically, the rule collects all admissible terms (= abstract decorated trees) which appear in the local Taylor expansion of the singular SPDE. 9 Using the rule, we can select an algebra of decorated trees T ex + admissible with respect to the rule. Here the "+" denotes that we only select trees which are positive with respect to a certain grading | · | + (cf. Since we are working with a normal rule which is complete and subcritical, the submonoid M satisfies |{γ ∈ M | γ < c}| < ∞ for each c ∈ R, i.e. M is an index monoid. The reason for this is that by construction T ex + is generated by tree products of trees which strongly conform to the rule [11, Lemma 5.25 and Definition 5.29]. As the rule is complete and subcritical, there are only finitely many trees τ with |τ| + < c (for c ∈ R) which strongly conform to the rule. Now the tree product is the Hopf algebra product (i.e. the product respects the grading), whence the poperty for M follows.
Now by [11, Proposition 5.39 ] the graded space T ex = ( B 0 , | · | + ) (suitably generated by a certain subset of the strongly conforming trees) together with the index set A ex = {|τ| + | τ ∈ B 0 } and the character group G ex
In conclusion, Corollary 24 yields an infinitedimensional Lie group structure for the structure group G ex + of certain subcritical singular SPDEs.
Remark 26.
In the full renormalisation procedure outlined in [11] two groups are involved in the renormalisation. Apart from the structure group outlined above, also a so called renormalisation group G ex − is used (cf. [11, Section 5] ). This group G ex − is (in the locally subcritical case) a finite-dimensional group arising as the character group of another Hopf algebra. However, it turns out that the actions of G ex + and G ex − interact in an interesting way (induced by a cointeraction of underlying Hopf algebras, think semidirect product). We hope to return to these actions and use the (infinite-dimensional) Lie group structure to study them in future work.
Appendix: Infinite-dimensional calculus
In this section basic facts on the differential calculus in infinite-dimensional spaces are recalled. The general setting for our calculus are locally convex spaces (see [44, 30] ii. if x ∈ E with p i (x) = 0 for all i ∈ I, then x = 0 (i.e. E is Hausdorff).
Many familiar results from finite-dimensional calculus carry over to infinite dimensions if we assume that all spaces are locally convex.
As we are working beyond the realm of Banach spaces, the usual notion of Fréchet-differentiability cannot be used. 10 Moreover, there are several inequivalent notions of differentiability on locally convex spaces (see again [31] ).
We base our investigation on the so called Bastiani calculus, [2] . The notion of differentiability we adopt is natural and quite simple, as the derivative is defined via directional derivatives.
Definition 28. Let K ∈ {R, C}, r ∈ N ∪ {∞} and E, F locally convex K-vector spaces and U ⊆ E open. Moreover we let f : U → F be a map. If it exists, we define for (x, h) ∈ U × E the directional derivative
We say that f is C r K if the iterated directional derivatives
exist for all k ∈ N 0 such that k ≤ r, x ∈ U and y 1 , . . . , y k ∈ E and define continuous maps
If it is clear which K is meant, we simply write C r for C r K . If f is C ∞ C , we say that f is holomorphic and if f is C ∞ R we say that f is smooth.
For more information on our setting of differential calculus we refer the reader to [17, 31] . Another popular choice for infinite-dimensional calculus is the so called "convenient setting" of global analysis outlined in [34] . On Fréchet spaces (i.e. complete metrisable locally convex spaces) our notion of differentiability coincides with differentiability in the sense of convenient calculus. Note that differentiable maps in our setting are continuous by default (which is in general not true in the convenient setting). We encounter analytic mappings between infinite-dimensional spaces, as a preparation for this, note first:
C if and only if it is complex analytic i.e., if f is continuous and locally given by a series of continuous homogeneous polynomials (cf. [4, Proposition 7.4 and 7.7] ). We then also say that f is of class C ω C .
To introduce real analyticity, we have to generalise a suitable characterisation from the finite-dimensional case: A map R → R is real analytic if it extends to a complex analytic map C ⊇ U → C on an open R-neighbourhood U in C. We proceed analogously for locally convex spaces by replacing C with a suitable complexification.
Definition 30 (Complexification of a locally convex space). Let E be a real locally convex topological vector space. Endow E C := E × E with the following operation
The complex vector space E C with the product topology is called the complexification of E. We identify E with the closed real subspace E × {0} of E C . Definition 31. Let E, F be real locally convex spaces and f : U → F defined on an open subset U. Following [40] and [17] , we call f real analytic
Note that many of the usual results of differential calculus carry over to our setting. In particular, maps on connected domains whose derivative vanishes are constant as a version of the fundamental theorem of calculus holds. Moreover, the chain rule holds in the following form: 
The differential calculus developed so far extends easily to maps which are defined on non-open sets. This situation occurs frequently in the context of differential equations on closed intervals (see [1] for an overview).
Having the chain rule at our disposal we can define manifolds and related constructions which are modelled on locally convex spaces. 
A C r -atlas of M is a set of pairwise C r -compatible manifold charts, whose domains cover M. Two such C r -atlases are equivalent if their union is again a C r -atlas.
A locally convex C r -manifold M modelled on E is a Hausdorff space M with an equivalence class of C r -atlases of (E-)manifold charts.
Direct products of locally convex manifolds, tangent spaces and tangent bundles as well as C r -maps of manifolds may be defined as in the finite dimensional setting (see [43, I.3] ). The advantage of this construction is that we can now give a very simple answer to the question, what an infinite-dimensional Lie group is: Definition 34. A (locally convex) Lie group is a group G equipped with a C ∞ Kmanifold structure modelled on a locally convex space, such that the group operations are smooth. If the manifold structure and the group operations are in addition (K-) analytic, then G is called a (K-) analytic Lie group.
We recommend [43] for a survey on the theory of locally convex Lie groups. However, the Lie groups constructed in this article have strong structural properties as they belong to the class of Baker-Campbell-Hausdorff-Lie groups.
Definition 35 (Baker-Campbell-Hausdorff (BCH-)Lie groups and Lie algebras). BCH-Lie groups share many of the structural properties of Banach Lie groups while not necessarily being Banach Lie groups themselves.
Appendix: Characters and the exponential map
Fix for the rest of this section a K-Hopf algebra H = (H , m H , u H , ∆ H , ε H , S H ) and a commutative continuous inverse algebra B. Furthermore, we assume that the Hopf algebra H is graded, i.e. H = n∈N 0 H and dim H 0 < ∞. The aim of this section is to prove that the Lie group exponential map exp A × of A := Hom K (H , B) restricts to a bijection from the infinitesimal characters to the characters.
Remark 36 (Cocomposition with Hopf multiplication).
Let H ⊗ H be the tensor Hopf algebra (cf. [35, p. 8] ). We regard the tensor product H ⊗ H as a graded and connected Hopf algebra with the tensor grading, i.e. H ⊗ H = n∈N 0 (H ⊗ H ) n where for all n ∈ N 0 the nth degree is defined as (H ⊗ H ) n = i+ j=n H i ⊗ H j .
Since dim H 0 < ∞ we see that dim (H ⊗ H ) 0 = dim H 0 ⊗ H 0 < ∞ Thus with respect to the topology of pointwise convergence and the convolution product, the algebras 
We may use β to rewrite the convolution in A as ⋆ A = β • ∆ and obtain 
with L(β ρ ) = β (·, 1 A ) and L(β λ ) = β (1 A , ·). Let φ ∈ A be given and recall from (5) 
since every Lie group exponential function transforms addition into multiplication for commuting elements. Note that it suffices to check multiplicativity of exp A (φ ) as exp A (φ )(1 H ) = 1 B is automatically satisfied. For an infinitesimal character φ ∈ A we have by definition φ • m H = φ ⋄ 1 A + 1 A ⋄ φ . Using now the naturality of the Lie group exponentials (i.e. for a Lie group morphism f : G → H we have exp H •L( f ) = f • exp G ), we derive the following:
This shows that infinitesimal characters are mapped by the Lie group exponential to elements in the character group. Now we observe that in general the implication from the first to the second line will not be an equivalence (as the Lie group exponential is not a global diffeomorphism unlike the connected Hopf algebra case discussed in [ 
