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Abstract
We deﬁne a smooth functional calculus for a non-commuting tuple of (unbounded)
operators Aj on a Banach space with real spectra and resolvents with temperate growth, by
means of an iterated Cauchy formula. The construction is also extended to tuples of more
general operators allowing smooth functional calculii. We also discuss the relation to the case
with commuting operators.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
There are many different approaches to functional calculus for one or several
operators acting on a Banach space, a common idea being that in order to deﬁne
f ðPÞ where P is some operator and f a function of some suitable class, we represent
f ðxÞ as a superposition of simpler functions oaðxÞ; for which oaðPÞ can be deﬁned
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and then deﬁne f ðPÞ as the corresponding superposition of the operators oaðPÞ: For
instance, if P is a self-adjoint operator on a Hilbert space, we have
f ðPÞ ¼ 1
2p
Z bf ðtÞeitP dt ð1:1Þ
corresponding to the representation of f as a superposition of exponential functions
via Fourier’s inversion formula. (Here bf denotes the standard Fourier transform of
f : This approach has been developed by Taylor [22] and others.) Another example is
when P is a bounded operator and f is holomorphic in a neighborhood of the
spectrum, sðPÞ; of P: Then
f ðPÞ ¼ 1
2pi
Z
g
f ðzÞðz  PÞ1 dz; ð1:2Þ
where g is closed contour around sðPÞ:
For problems of spectral asymptotics and scattering for partial differential
operators, representation (1.1) often has led to the sharpest known results (see
[13,14]), but the price to pay is that one has to get a good understanding of the
associated unitary group for instance via the theory of Fourier integral operators or
via propagation estimates. Often a formula like (1.2) is easier and more practical to
use (see for instance [1,18]). The advantage is that the resolvent ðz  PÞ1 can be
treated with simple means (like the theory of pseudodifferential operators).
If P is bounded, f ðzÞ is deﬁned with its derivatives on the spectrum of P and has an
extension ef to a neighborhood of the spectrum such that %@ef vanishes to inﬁnite
order on sðPÞ; and if the resolvent only blows up polynomially when z tends to the
spectrum, then Dynkin [11] used the Cauchy–Green formula
ef ðwÞ ¼  1
p
Z
ðz  wÞ1@ %z ef ðzÞLðdzÞ; LðdzÞ ¼ dðRe zÞdðIm zÞ
to deﬁne
f ðPÞ ¼  1
p
Z
ðz  PÞ1@%zef ðzÞLðdzÞ; ð1:3Þ
and he studied the corresponding functional calculus (also with other classes of
functions f allowing for wilder resolvent behavior). This work has been very
inﬂuencial (see below).
Unknowingly of [11], Helffer and Sjo¨strand [12] used (1.3) as a practical device in
the study of magnetic Schro¨dinger operators in the framework of unbounded non-
self-adjoint operators P; ef is then the standard almost holomorphic extension of
fACN0 ðRÞ: (We refrain from reviewing here the history of almost holomorphic
extensions with roots in the work of Ho¨rmander, Nirenberg, Dynkin and others.) It
was soon realized that (1.3) is of great practical usefulness for many problems in
spectral and scattering theory and in mathematical physics, because it is simple to
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manipulate without requiring holomorphy of the test functions f : For instance, if P
is an elliptic differential operator and f belongs to a suitable class of functions, it is
very easy to show that f ðPÞ is a pseudodifferential operator [9,12], and other
applications were obtained in cases where f does not necessarily have compact
support [8,15]. Another application of (1.3) is in the area of trace formulae and
effective Hamiltonians: For a given operator P :H-H; one sometimes introduces
an auxiliary (so-called Grushin-, or in more special situations Feschbach-) problem:
ðP  zÞu þ Ru ¼ v; Rþv ¼ vþ: ð1:4Þ
Here the auxiliary operators Rþ : H-Cþ; R :C-H should be chosen in such a
way that problem (1.4) has a unique solution
H{u ¼ Ev þ Eþvþ; C{u ¼ Ev þ Eþvþ
for all vAH; vþACþ: Then it is well-known that the operator Eþ inherits many of
the properties of P; and typically one looks for spaces C7 which are ‘‘smaller’’ in
some sense, so that the study of Eþ may be easier than that of P: For trace formulae
one can show under quite general assumptions that
tr f ðPÞ ¼ tr 1
p
Z
@ef
@z
ðzÞðEþÞ1 dEþ
dz
ðzÞLðdzÞ ð1:5Þ
which is very useful for instance when the spaces C7 are of ﬁnite (and here equal)
dimensions.
The approach of Dynkin [11] has had a great inﬂuence on many later works
devoted to general problems of functional calculus. In [19] Taylor introduced a
notion of joint spectrum sðPÞCCn for several commuting bounded operators
P1;y; Pm on a Banach space, deﬁned in terms of the mapping properties of the
operators. This spectrum is in general strictly smaller than the joint spectrum one
obtains by regarding Pj as elements in some Banach subalgebra of LðBÞ: In [20] he
then constructed a general holomorphic functional calculus OðsðPÞÞ-LðBÞ and
proved basic functorial properties. In simple cases, for instance if the function f is
entire, one can use a simple multiple Cauchy formula to represent f ðPÞ; but the
general case is intricate, and Taylor’s ﬁrst construction was based on quite abstract
Cauchy–Weil formulas; later on in [21] he made the whole construction with
cohomological methods. In [2] was given a construction based on a multivariable
notion of resolvent ozP which permits a representation of the calculus analogous to
formula (1.2). In special cases, for instance when the spectrum is real, such a
representation was known earlier, and was used by Droste [10], following Dynkin’s
approach (1.3), to obtain a smooth functional calculus in the multivariable case for
operators with real spectra. This approach is extended to more general spectra
in [17].
Various versions of functional calculus have been used in the study of the joint
spectrum of several commuting self-adjoint operators [5–7], and for non-self-adjoint
operators with real spectra in [4].
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The case of non-commuting operators is more difﬁcult and more challenging. The
monograph of Nazaikinski et al. [16] gives a nice treatment of such a theory and
contains references to many earlier works of Maslov and others. The authors build
the theory on the approximation of functions of several variables by linear
combinations of tensor products. If f ðx1; x2;y; xmÞ ¼
Qm
1 fjðxjÞ is such a tensor
product and Pj are operators on the same Banach space, that do not necessarily
commute, it is natural to deﬁne f ðP1;y; PmÞ as f1ðP1Þ 3? 3 fmðPmÞ; and then
approximate a general f ðx1;y; xmÞ by linear combinations of tensor products, and
deﬁne f ðP1;y; PmÞ as the corresponding limit in the space of operators. A prototype
for non-commutative functional calculus is given by the theory of pseudodifferential
operators, with x1; x2;y; xn; Dx1 ;y; Dxn as the basic set of non-commuting
operators.
Most approaches to the theory of pseudodifferential operators use direct methods
rather than approximation by tensor products. In this paper we shall suggest a direct
approach to smooth non-commutative functional calculus, based on a multivariable
version (3.3) of (1.3). (Another possibility, that will not be explored here is to extend
(1.1) to the multivariable case. Then, under suitable extra assumptions, one could
also consider the Weyl quantization
f wðP1;y; PmÞ ¼ ð2pÞ1
Z bf ðtÞeitP dt;
with t  P ¼P tjPj :) When P1;y; Pm are pseudodifferential operators with real
principal symbols and f belongs to a suitable symbol class, it will be quite
obvious from our formula that f ðP1;y; PmÞ is also a pseudodifferential operator,
by extending the arguments from [9,12]. We hope that the multivariable
formula (3.3) will be a useful complement to existing multivariable functional
calculii. It might provide a more direct alternative to some parts of the theory in [16].
The purpose of the present paper is merely to establish some basis for this approach
and to connect it to the one of Taylor and others [2–4,19,20] in the commutative
case.
The plan of the paper is the following:
In Section 2, we introduce some special almost holomorphic extensions of smooth
functions on the real domain.
In Section 3 we introduce the calculus using formula (3.3) and in Section 4 we
establish some additional properties. Thus we get a CN0 -calculus of several
unbounded and non-commuting operators whose spectra are real and which have
locally temperate growth of the resolvent near the real axis.
In Section 5, we relate our approach to a naive iterative approach, which amounts
to treat the calculus as an operator valued distribution equal to a tensor product of
one-dimensional operator valued distributions.
In Section 6, we review the Cayley transformation and more general Mo¨bius
transformations of operators, as a tool to reduce many questions about unbounded
operators to the bounded case.
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In Section 7 we consider the commutative case and relate the theory to the Taylor
approach. In particular, we show that the (joint) Taylor spectrum and the support of
our operator valued distribution agree.
In Section 8, we discuss what happens when the operators have non-real spectra.
In some cases there is a direct extension using formulae like (1.3) and (3.3), but there
are also cases where such a functional calculus can be given differently already in the
case of one operator (like for instance if we have a normal operator on a Hilbert
space). The conclusion is that in all cases, one can get a multi-operator calculus by
iterating suitable one dimensional formulae, in a way that is well adapted to the
spectrum of each of the individual operators.
In Section 9, we give some simple examples, and show in particular that the
support (unlike the joint spectrum in the commutative case) is highly unstable under
small perturbations.
In Section 10 we extend the calculus to the case of test functions f that do not
necessarily have compact support. This is of importance in applications to
differential operators and spectral theory (see [8,15]). For simplicity, in this and
the two remaining sections, only the case of a single operator is considered, with the
hope that the extension to the multi-operator case should be straight forward along
the lines of the previous sections.
In Section 11 we show how to recover a generating operator from a given
homomorphism from test functions into the bounded operators on some Banach
space. In the case of real spectrum it is important to have test functions with a non-
trivial behavior near inﬁnity, and we give an example of a homomorphism deﬁned on
the Schwartz space SðRÞ which is not generated by any operator.
In Section 12 we establish the basic composition result f ðgðPÞÞ ¼ ð f 3gÞðPÞ within
the framework of the extended calculus of Section 10.
2. Special almost holomorphic extensions
For any fACN0 ðRmÞ one can ﬁnd a function efACN0 ðCmÞ such that ef ¼ f on Rm
and
%@ ef ¼ OðjIm zjNÞ; ð2:1Þ
such a function ef is called an almost holomorphic extension of f : One can even
assume that the support of ef is contained in any small neighborhood of supp f in Cm:
In this paper we introduce a special holomorphic extension, where the condition
Eq. (2.1) holds for each variable separately.
Lemma 2.1. Let fACN0 ðRmÞ: Then there is a efACN0 ðCmÞ with support in an
arbitrarily small neighborhood of supp f such that
@%zj
ef ¼ OðjIm zj jNÞ; 1pjpn: ð2:2Þ
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Recall that if ef ; fˇACN0 ðCmÞ are any almost holomorphic extensions of the same
fACN0 ðRmÞ; then
ef  fˇ ¼ OðjIm zjNÞ; ð2:3Þ
this is just a special case of Eq. (2.6) below.
Proof. As a ﬁrst attempt we take
fˇ ðzÞ ¼ 1ð2pÞn
Z
eizx
Ym
k¼1
wð/xkSIm zkÞ
 !bf ðxÞ dx; ð2:4Þ
where bfASðRmÞ is the Fourier transform of f ;
/xkS ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ jxkj2
q
; z  x ¼
Xm
k¼1
zkxk;
and wACN0 ð	  1; 1½Þ is equal to 1 in a neighborhood of 0: Notice that the exponential
factor is bounded on the support of the integrand so fˇACNðCmÞ; and by modifying
the choice of w we may assume that fˇ has its support in an arbitrarily small tubular
neighborhood of Rm:
We have
@ %zj fˇ ðzÞ
¼ 1ð2pÞm
Z
eizx
Ym
k¼1;kaj
wð/xkSIm zkÞ
 !
/xjS
i
2
w0ð/xjSIm zjÞ bf ðxÞ dx:
On the support of the integrand we have /xjSB1=jIm zjj and using the rapid decay
of bf we get (2.2). Clearly fˇ jRm ¼ f : Notice that the map f/fˇ is linear, and at least
formally it is the tensor product of the one-dimensional extension maps
CN0 ðRÞ{g/gˇðzÞ ¼
1
2p
Z
eizxwð/xSIm zÞbgðxÞ dx; ð2:5Þ
cf., Section 6 below. It is easy to see that (for any almost holomorphic extension gˇ)
gˇðzÞ ¼ OðjIm zjNÞ ð2:6Þ
locally uniformly when Re zesupp g: In fact, if gðxÞ has the Taylor expansionP
n anðx  x0Þn at some point x0; then any almost holomorphic extension must have
the expansion
P
n anðz  x0Þn at this point.
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Let f have support in I1 ? In; where Ij are bounded intervals. If JjCCR
are open intervals with IjCCJj; let cjAC
N
0 ðJjÞ be equal to 1 near Ij and
consider
ef ðxÞ ¼Ym
1
cjðRe zjÞfˇ ðzÞ: ð2:7Þ
For Re zjAsuppc
0
j we have fˇ ðxÞ ¼ OðjIm zjjNÞ; so @%zj ef ¼ OðjIm zjjNÞ:
In the general case we ﬁrst decompose f by a partition of unity into a ﬁnite sum of
new functions f n; where each f n has support in a small box I n1 ? I nm: Then we getef n with support arbitrarily close to I n1 ? I nm; and if we sum the extensions ef n
we get an extension of f with support in an arbitrarily small neighborhood of
supp f : &
Notice that (2.2) is stronger than the usual requirement for almost holomorphic
extensions:
%@ef ¼ OðjIm zjNÞ: ð2:8Þ
3. The calculus
Let P1;y; Pm :B-B be densely deﬁned closed operators on the complex Banach
space B: We assume that each Pj has real spectrum,
sðPjÞCR; ð3:1Þ
and that the resolvents have temperate growth locally near R:
For every KCCC there are CK;j; NK ;jX0 such that
jjðz  PjÞ1jjpCK;jjIm zjNK ;j ; zAK\R: ð3:2Þ
Deﬁnition 1. For fACN0 ðRmÞ we put
f ðP1;y; PmÞ
¼  1
p
 mZ
?
Z
ð@ %z1?@%zm ef Þðz  P1Þ1?ðzm  PmÞ1Lðdz1Þ?LðdzmÞ; ð3:3Þ
where ef is a special almost holomorphic extension as in Lemma 2.1, and LðdzjÞ is the
Lebesgue measure on CBR2:
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We ﬁrst check that the right-hand side of (3.3) is a bounded operator on B which
depends on f but not on the choice of special extension ef : Estimates (2.1) remain
valid after differentiation so we have for every j that
@ %z1?@%zm ef ¼ OðjIm zjjNÞ;
and taking geometrical means we get
@ %z1?@%zm ef ¼ OðjIm z1jN?jIm zmjNÞ: ð3:4Þ
Using this in (3.3) we see that the integral converges in the space of bounded
operators, and for every KCCRm there exist constants CK ; NKX0 such that
jjIð ef ÞjjpCK X
jajpNK
sup
K
j@af j ð3:5Þ
for every fACN0 ðRmÞ with supp fCK ; where Ið ef Þ is the right-hand side of (3.3).
Let fˇ be another special extension of fACN0 ðRmÞ: Then
Ið ef Þ  Iðfˇ Þ
¼ lim
er0
 1
p
 mZ
?
Z
@%z1?@%zmð ef  fˇ Þðz1;y; zmÞ 

Ym
1
ð1 wðIm zj=eÞÞ
 !
ðz1  P1Þ1?ðzm  PmÞ1
Ym
1
LðdzjÞ;
where wACN0 ðRÞ is equal to 1 near the origin. Integration by parts gives
Ið ef Þ  Iðfˇ Þ
¼ lim
er0
1
2pi
 mZ
?
Z
ð ef  fˇ Þðz1;y; zmÞ Ym
1
ðw0ðIm zj=eÞÞ
 !
 ðz1  P1Þ1?ðzm  PmÞ1
Ym
1
LðdzjÞ
e
:
In view of (3.2) and (2.7), this limit is 0 and hence deﬁnition (3.3) is independent of
the choice of ef :
It follows from (3.5) that
jj f ðP1;y; PmÞjjpCK
X
jajpNK
sup
K
j@af j ð3:6Þ
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for every fACN0 ðRmÞ with supp fCK ; which means that
CN0 {f/f ðP1;y; PmÞALðBÞ
is an operator-valued distribution on Rm: Let suppðP1;y; PmÞ denote its support;
clearly f ðP1;y; PmÞ is welldeﬁned for any smooth f deﬁned in some neighborhood
of suppðP1;y; PmÞ and vanishing in a neighborhood of inﬁnity.
Next we review Feynman notation:
Notation. If f ; Pj are as above and p : f1;y; mg-f1;y; mg is a permutation, we
put
f ðP1
pð1Þ
;y; Pm
pðmÞ
Þ
¼ 1
p
 mZ
?
Z
ð@ %z1?@ %zm ef Þðz1;y; zmÞðzp1ðmÞ  Pp1ðmÞÞ1
 ðzp1ðm1Þ  Pp1ðm1ÞÞ1?ðzp1ð1Þ  Pp1ð1ÞÞ1
Ym
1
LðdziÞ: ð3:7Þ
In simpler words, this is the same as (3.3) except that we rearrange the order of the
resolvents, so that we have
ðzjm  PjmÞ1ðzjm1  Pjm1Þ1?ðzj1  Pj1Þ1;
with pð j1Þ ¼ 1;fð j2Þ ¼ 2;y :
Example 1 (Some examples).
f ðP1
3
; P2
1
; P3
2
Þ ¼  1
p
 3Z Z Z
ð@%z1@%z2@%z3Þ ef ðz1; z2; z3Þ
 ðz1  P1Þ1ðz3  P3Þ1ðz2  P2Þ1Lðdz1ÞLðdz2ÞLðdz3Þ:
When no indices are suspended we use the usual ordering of operators as in
compositions, so for operator (3.3) we have
f ðP1;y; PmÞ ¼ f ðP1
m
;y; Pm
1
Þ:
This notation can also be extended to more complicated expressions. If AALðBÞ; we
can deﬁne
f ðP1
3
; P2
1
ÞA
2
¼  1
p
 2Z Z
ð@%z1@%z2Þ ef ðz1; z2Þðz1  P1Þ1Aðz2  P2Þ1Lðdz1ÞLðdz2Þ:
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Notice that this is not an ordinary composition of f ðP1
3
; P2
1
Þ and A; while for instance
f ðP1
2
; P2
1
ÞA
3
¼ A3f ðP1
2
; P2
1
Þ
and
f ðP1
2
; P2
3
ÞA
1
¼ f ðP1
1
; P2
2
Þ3A:
4. Some further properties
Proposition 4.1. Let fACN0 ðRkÞ; gACN0 ðRcÞ; m ¼ k þ c; and P1;y; Pm as above.
Then
f ðP1;y; PkÞ3gðPkþ1;y; PmÞ ¼ ð f#gÞðP1; P2;y; PmÞ; ð4:1Þ
where ð f#gÞðx1;y; xmÞ ¼ f ðx1;y; xkÞgðxkþ1;y; xmÞ:
Proof. It follows directly from the deﬁnition since we can take ð f#gÞB ¼ ef#g˜
as the special almost holomorphic extension of f#g: &
Proposition 4.2. Let fACN0 ðRmÞ and P1;y; Pm as above. If Pkþ1 ¼ Pk for some
kAf1;y; k  1g; then
f ðP1;y; Pk; Pkþ1;y; PmÞ ¼ f ðkÞðP1;y; Pk; Pkþ2;y; PmÞ; ð4:2Þ
where f ðkÞACN0 ðRm1Þ is given by f ðkÞðx1;y; xk; xkþ2;y; xmÞ ¼
f ðx1;y; xk; xk; xkþ2;y; xmÞ; (i.e., by restricting f to the subspace xkþ1 ¼ xk).
Proof. For simplicity, we only consider the case m ¼ 2; k ¼ 1; so that P1 ¼ P2 ¼: P:
Then, using the resolvent identity,
f ðP
2
; P
1
Þ ¼ 1
p2
Z Z
ð@ %z1@%z2 ef Þðz1; z2Þðz1  PÞ1ðz2  PÞ1Lðdz1ÞLðdz2Þ
¼ 1
p2
Z Z
ð@ %z1@%z2 ef Þðz1; z2Þðz2  z1Þ1ðz1  PÞ1Lðdz1ÞLðdz2Þ
þ 1
p2
Z Z
ð@ %z1@%z2 ef Þðz1; z2Þðz1  z2Þ1ðz2  PÞ1Lðdz1ÞLðdz2Þ
¼ 1
p
Z
ð@%z1 ef Þðz1; z1Þðz1  PÞ1Lðdz1Þ  1p
Z
ð@%z2 ef Þðz2; z2Þðz2  PÞ1Lðdz2Þ
¼  1
p
Z
@%zð ef ðz; zÞÞðz  PÞ1LðdzÞ;
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which gives the result since ef ðz; zÞ is an almost holomorphic extension of
f ðx; xÞ: &
5. Deﬁnition by iteration
It is possible to construct our functional calculus from the single operator case by
iteration. To see this we ﬁrst extend our previous construction to vector-valued
functions. If fACN0 ðRm;BÞ we can ﬁnd a special almost holomorphic extension and
deﬁne f ðP1;y; PmÞ in the same way as before, just being careful to put the factor
@%z1?@%zm ef on the right-hand side of all the resolvents in formula (3.3). Again this
deﬁnition is independent of the particular choice of extension, and estimate (3.6)
holds. Notice that f ðP1;y; PmÞ ¼ 0 if suppð f Þ-suppðP1;y; PmÞ ¼ |; also when
f is vector valued (where suppðP1;y; PmÞ is the support of our operator-valued
distribution deﬁned initially on scalar valued test functions). For instance, if f
is scalar valued, uAB; and f ðx1;y; xmÞ ¼ fðx1;y; xmÞu; then f ðP1;y; PmÞ ¼
fðP1;y; PmÞu: Moreover, if f ðx1;y; xk; xkþ1;y; xmÞ is B-valued, and
gðx1;y; xkÞ ¼ f ðx1;y; xk; Pkþ1;y; PmÞ
is deﬁned as before, for each ﬁxed ðx1;y; xkÞ; then gðx1;y; xkÞ is a function in
CN0 ðRk;BÞ and
f ðP1;y; PmÞ ¼ gðP1;y; PkÞ:
Example 2. One can deﬁne, e.g., f ðP1
3
; P2
1
ÞA
2
; cf., Example 1, as gðP1Þ; where
gðx1Þ ¼ A3f ðx1; P2Þ:
Remark 1. Since we use explicit integral formulas the necessary veriﬁcations for the
statements above are easily made directly. However, one can also obtain the multi-
operator calculus in a more abstract way. Spaces like CN0 ðRkÞ are nuclear, and
therefore they behave well under topological tensor products. Since
CN0 ðRm;BÞ ¼ CN0 ðRÞc#?c#CN0 ðRÞc#B
it is therefore enough to deﬁne the functional calculus on decomposable ele-
ments f1ðx1Þ#?#fmðxmÞ#u; for uAB; which is done by the single operator
calculus.
As an application we can prove
Proposition 5.1. If P1;y; Pm are as above, then
suppðP1y; PmÞCsuppðP1;y; PkÞ  suppðPkþ1;y; PmÞ:
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Proof. Let P ¼ P1;y; Pk and Q ¼ Pkþ1;y; Pm; and similarly ðx1;y; xmÞ ¼ ðx; xÞ:
If fðx; xÞ has support outside suppðPÞ  suppðQÞ; then x/fðx; xÞ vanishes near
suppðQÞ if x belongs to (a neighborhood of) suppðPÞ: Thus x/fðx; QÞ vanishes in a
neighborhood of suppðPÞ and hence fðP; QÞ ¼ 0: &
Example 3. For one single operator P; the support coincides with the spectrum sðPÞ;
i.e., the complement of the resolvent set. In fact, suppose that fACN0 ðRÞ has support
in the resolvent set. Then we may assume that ef has support in the resolvent set as
well. However, here the resolvent ðz  PÞ1 is holomorphic, and thus
 1
p
Z
@%z ef ðzÞðz  PÞ1LðdzÞ ¼  1p
Z
@%zð ef ðzÞðz  PÞ1ÞLðdzÞ ¼ 0
by Stokes’ theorem. Thus suppðPÞCsðPÞ: Conversely, if O is an open set in the
complement of the support, then the operator valued function cðzÞ ¼ ðz  PÞ1 has a
holomorphic extension across R in O: In fact, if FACN0 ðOÞ is an almost holomorphic
extension of a function f in CN0 ðO-RÞ; then it is easy to see that
 1
p
Z
cðzÞ@%zFðzÞ
LðdzÞ
z z ¼ cðzÞFðzÞ
for each zAO\R: For any given point x0 in O-R we can choose F which is identically
one in a neighborhood, and then the integral provides the holomorphic exten-
sion at x0: One can conclude that O is contained in the resolvent set of P: Thus
suppðPÞ ¼ sðPÞ:
6. The Cayley transform
In this section we shall consider closed operators on a complex Banach space B
that are not necessarily densely deﬁned. For such operators P one deﬁnes the
spectrum as usual (namely as the complement in C of the set of z for which z  P :
DðPÞ-B has a bounded inverse, where DðPÞ is the domain, equipped with the
graph-norm jjujj þ jjPujj) and the spectrum sðPÞ becomes a closed subset of the
complex plane. The point spectrum spðPÞCsðPÞ is the set of zAC such that z  P is
not injective. In this section we only consider operators whose spectrum is not equal
to the whole complex plane.
For any closed operator P on B; we deﬁne its extended spectrum bsðPÞ as sðPÞ if P
is bounded and as sðPÞ,fNg if P is not bounded. Then bsðPÞ is a compact subset of
the extended plane bC ¼ C,fNg: If c is an automorphism of bC; a Mo¨bius mapping,
such that c1ðNÞ is outside the point spectrum of P; then cðPÞ is a welldeﬁned
closed operator with extended spectrum cðbsðPÞÞ; and it is bounded, if and only if
this set is bounded, i.e., if and only if c1ðNÞ is outside bsðPÞ: Moreover, cðPÞ is
densely deﬁned if and only if the range of P  c1ðNÞ is dense (excluding the trivial
case when c maps N to itself, in which case P and cðPÞ have identical domains).
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More precisely, DðcðPÞÞ ¼ RðP  c1ðNÞÞ; where D and R indicate the domain
and the range, respectively. A simple way of checking these facts is to use that if
cðzÞ ¼ ðm1;1z þ m1;2Þ=ðm2;1z þ m2;2Þ; with det Ma0; M ¼ fmj;kg1pj;kp2; then the
graph of cðPÞ is equal to Mðgraph ðPÞÞ; where M acts on BB in the natural way
and graph ðPÞ ¼ fðPu; uÞ; uADðPÞg:
In this way, any closed operator P such that bsðPÞCabC can be transformed to a
bounded operator. If bsðPÞCbR; one can use the automorphism
CðzÞ ¼ z þ i
z  i;
which maps bR bijectively to the unit circle T and has the inverse
z ¼ C1ðwÞ ¼ i w þ 1
w  1:
Thus C induces a 1–1 correspondence between closed operators A with real spectra
and bounded operators B with sðBÞCT; such that B  1 is injective.
We also have the identity
jwj2  1 ¼ 4 Im zjz  ij2;
which implies that jIm zjBdðw;TÞ; for z close to R (i.e. w close to T) with explicitly
controlled non-uniformity when z-N (w-1) . Furthermore, with A; B as above,
we have
dw
w  B ¼
A  i
z  i
dz
z  A; ð6:1Þ
which implies that ðw  BÞ1 has temperate growth locally near T0 ¼ T\f1g if and
only if ðz  AÞ1 has temperate growth locally near R:
If this holds, we can deﬁne a functional calculus
CN0 ðT0Þ-LðBÞ; f/fðBÞ;
as before, by the formula
fðBÞ ¼  1
p
Z
@ %w *fðwÞ LðdwÞ
w  B;
where *f is an almost holomorphic extension of f with compact support.
Clearly, fACN0 ðT0Þ if and only if f3CACN0 ðRÞ; and as one would expect,
ðf3CÞðAÞ ¼ fðBÞ: ð6:2Þ
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To see this, just notice that, by (6.1),
fðBÞ ¼  1
p
Z
@ %w *fðwÞ LðdwÞ
w  B ¼
1
2pi
Z
%@w *fðwÞ4 dw
w  B
¼ 1
2pi
Z
%@zð *f3CÞðzÞ4A  i
z  i
dz
z  A ¼ 
1
p
Z
@%zð *f3CÞðzÞ A  i
z  i
LðdzÞ
z  A;
and the last integral is equal to f3CðAÞ by Stokes’ theorem, since
1 A  i
z  i
 
1
z  A ¼
1
z  i
is holomorphic.
7. Commuting operators
In this section we shall see what happens if we impose the extra condition that
P1;y; Pm commute, but let us ﬁrst recall the basic elements of Taylor’s theory for
commuting operators, [19,20]. If A1;y; Am is a tuple of commuting bounded
operators on B; then there is a compact set sðAÞ ¼ sðA1;y; AmÞ in Cm called the
joint (Taylor) spectrum. If Aj is a sequence of commuting tuples, all of which
commute mutually, such that Aj-A in operator norm, then sðAjÞ-sðAÞ in the
Hausdorff sense (this is not true in general if they do not commute!). For each
function f which is holomorphic in a neighborhood of sðAÞ one can deﬁne f ðAÞ;
depending continuously on f ; such that it coincides with the obvious deﬁnition if f is
a polynomial or entire function, and such that ð fgÞðAÞ ¼ f ðAÞgðAÞ: Moreover, if
f ¼ f1;y; fn; and f ðAÞ ¼ f1ðAÞ;y; fnðAÞ; then the spectral mapping property holds,
i.e., sð f ðAÞÞ ¼ f ðsðAÞÞ:
Let us now suppose that the spectrum of each Ak is real. By the spectral mapping
property this holds if and only if the joint spectrum sðAÞ is contained in Rm:
Moreover, wACn is outside the spectrum if and only if there are Cj in ðAÞ; the closed
subalgebra of LðBÞ generated by A1;y; Am; such thatX
CjðAj  wjÞ ¼ 1:
The tuple A admits a continuous extension of the real-analytic functional calculus to
a smooth one if and only this holds for each Aj; and this in turn is equivalent to the
fact that the resolvent of each Aj has temperate growth in the Im-direction; it is also
equivalent to that
jjeitAjjt/tSM ; tARm;
for some M40; see, e.g., [4]. If A admits such a smooth functional calculus that
extends the real-analytic functional calculus (induced in the natural way by the
holomorphic functional calculus), then it is unique and the support of the
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corresponding operator-valued distribution is precisely sðAÞ: Moreover, there is then
an operator-valued form ozA of bidegree ðm; m  1Þ in Cm\sðAÞ; representing the
resolvent of A; with
jjozAjjpCjIm zjM ;
and the smooth functional calculus can be represented by
f ðAÞ ¼ 
Z
%@z ef4ozA; ð7:1Þ
if ef is a standard almost holomorphic extension of fACNðRnÞ; i.e., such that j %@z ef j ¼
OðjIm zjNÞ; see [4].
As long as Ak are bounded, our functional calculus, constructed by means of (3.3),
is deﬁned for any fACNðRmÞ; and we claim that it in fact coincides with (7.1). To see
this, let us ﬁrst assume that f is the restriction of an entire function F : Then we can
take our special almost holomorphic extension to be equal to F in a neighborhood of
Rm; and it then follows from the iterated Cauchy formula that (3.3) gives the
holomorphic functional calculus. Since the entire functions are dense in CNðRmÞ; the
claim follows. From representation (7.1) it immediately follows that the support of
the functional calculus, suppðAÞ; is equal to sðAÞ: The same statements hold if Rm is
replaced by the real torus Tm:
Let us now go back to our unbounded closed operators with real spectra. We say
that two such operators P1; P2 commute if the resolvents ðz1  P1Þ1 and ðz2  P2Þ1
commute for all z1 and z2 in the resolvent sets. This holds if and only if the Cayley
transforms CðP1Þ and CðP2Þ commute. If P1 and P2 are bounded this just means
that they commute themselves. Now let P1;y; Pm be as before, i.e., resolvents with
temperate growth, but, in addition, commuting. It is convenient to extend our
functional calculus to the algebra
A ¼ CN0 ðRmÞ"ð1Þ;
of all smooth functions which are constant in some neighborhood of N:
Observe that if Pj are commuting, then
f ðP1;y; PmÞ ¼ f ðP1
sð1Þ
;y; Pm
sðmÞ
Þ
for any permutation s:
From Propositions 4.1 and 4.2 we get
Proposition 7.1. Suppose that P1;y; Pm are as above and commuting. Then
f ðP1;y; PmÞgðP1;y; PmÞ ¼ ð fgÞðP1;y; PmÞ; f ; gAA: ð7:2Þ
Let Cðx1;y; xmÞ ¼ ðCðx1Þ;y; CðxmÞÞ be the multiple Cayley transform, and
suppose that Pj are commuting and have real spectra. Then each CðPjÞ has spectrum
contained in T so the joint spectrum of CðPÞ is contained in Tm: If all Pj are
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bounded, then CðzÞ is holomorphic in a neighborhood of sðPÞ and thus sðCðPÞÞ is
contained in Tm0 ¼ ðT\f1gÞm by the spectral mapping theorem. By another
application of the same theorem it follows that
sðPÞ ¼ C1ðsðCðPÞÞ-Tm0 Þ: ð7:3Þ
When Pj are unbounded and commuting let us take (7.3) as the deﬁnition of sðPÞ:
Proposition 7.2. If Aj are as above (real spectra and temperate resolvents) and in
addition commuting, then
suppðAÞ ¼ sðAÞ:
Proof. Let B ¼ CðAÞ: We are to prove that sðBÞ-Tm0 is equal to the support of
CN0 ðTm0 Þ-LðBÞ; f/f ðBÞ: ð7:4Þ
By repeated use of (6.2) we have that CðsuppðAÞÞ is equal to the support of (7.4), and
so the proposition will follow.
To begin with, we shall extend (7.4) to a multiplicative mapping
GðTmÞ-LðBÞ; ð7:5Þ
where GðTmÞ is the class of functions in CNðTmÞ that are real analytic in a
neighborhood of Tm\Tm0 : Let w0ðtÞ be a smooth function on T which is 1 in a
neighborhood of a given compact set KCT0 and 0 in a neighborhood of 1. One can
ﬁnd an almost holomorphic extension *w0 to a complex neighborhood of T such that
*w0 is 1 in a complex neighborhood of K ; and 0 in a complex neighborhood of 1. Then
*wðwÞ ¼ 1
Ym
j¼1
*w0ðwjÞ
is identically 0 in a complex neighborhood of Km and identically 1 in a complex
neighborhood of Tm\Tm0 : After multiplication by a cutoff function (which is 1 in a
neighborhood of Tm), we may assume that *w has compact support in Cm: Now take
fAGðTmÞ and let F be the holomorphic extension at Tm\Tm0 ; and ef0 a special almost
holomorphic extension near Tm0 : Thenef ¼ *wF þ ð1 *wÞ ef0
is a special almost holomorphic extension of f which is even holomorphic in a
complex neighborhood of Tm\Tm0 :
Since we have temperate growth of the resolvents in Tm0 ; we can now deﬁne
f ðBÞ ¼  1
p
 mZ
y
Z
@ %w1y@ %wm ef Lðdw1Þw1  B1? LðdwmÞwm  Bm: ð7:6Þ
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It is readily veriﬁed as in Section 3 that the integral is independent of the choice of ef :
Also the multiplicativity follows by means of the resolvent identity as in Proposition
4.2 so we get homomorphism (7.5).
Clearly (7.5) extends to a multiplicative mapping from functions which are CN in
a neighborhood of the support of (7.4) and real-analytic in a neighborhood of
Tm\Tm0 : In particular; if wAT
m
0 is outside this support, then (7.5) applies to
fwj ðxÞ ¼
%wj  %xj
jw  xj2;
and since
P
j f
w
j ðBÞðwj  BjÞ ¼ I it follows that wesðBÞ: Thus sðBÞ-Tm0 is
contained in the support of (7.4).
We claim that (7.5) coincides with the holomorphic functional calculus when f is
real-analytic on the whole of Tm: In fact, if ef is an extension with compact support in
Cm which is holomorphic in a complex neighborhood of Tm; then it follows from
Cauchy’s formula that
ef ðzÞ ¼  1
p
 mZ
y
Z
@ %w1y@ %wm ef ðwÞ Lðdw1Þw1  z1yLðdwmÞwm  zm
there. Therefore, see e.g., [20], formula (7.6) deﬁnes f ðBÞ in the holomorphic
functional calculus sense, and thus it coincides with our deﬁnition.
Lemma 7.3. Suppose that fACNðTmÞ is real analytic in UCTm: Then there are fe;
0oep1; holomorphic in some e-independent neighborhood of Tm; and a complex
neighborhood eU of U ; such that fe-f in CNðTmÞ and fe-f in Oð eUÞ:
To prove the lemma one deﬁnes fe by means of convolution with a Gaussian
approximation of unity, and since we can make contour deformation in a complex
neighborhood of U ; we also get the convergence in Oð eUÞ for a suitable eU :
To see that the support of (7.4) is contained in sðBÞ; take any fACN0 ðTm0 Þ with
support outside sðBÞ: If fe are as in the lemma, then fe-f in GðTmÞ; so
feðBÞ-fðBÞ: On the other hand, since fe are holomorphic in a complex
neighborhood of sðBÞ; and fe-0 there, feðBÞ-0 by the continuity of the
holomorphic functional calculus so fðBÞ ¼ 0: Thus Proposition 7.2 is proved. &
Remark 2. If B is a tuple of bounded operators with sðBÞCTm there is an operator
valued ðm; m  1Þ-form owB in Cm\sðBÞ such that
f ðBÞ ¼ 
Z
%@w ef4owB; ð7:7Þ
if ef coincides with the holomorphic function f in a neighborhood of sðBÞ and
has compact support. If B is as in the preceding proof, it is even possible to choose
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owB such that
jjowBjjtdðw;TmÞM
uniformly on compact sets in Tm0 ; this follows since one can deﬁne such a form owB
as the functional calculus (7.5) acting on s4ð %@wsÞm1; where
s ¼
X
fwj ðxÞdwj=2pi:
By Lemma 7.3, or by a direct computation, one veriﬁes that (7.7) can be used to
deﬁne the functional calculus (7.5) (if ef is an almost holomorphic extension which is
holomorphic in a neighborhood of Tm\Tm0 ) and from this formula it is obvious that
the support of (7.4) is contained in sðBÞ:
Proposition 7.4. Let Aj be as above (real spectra and temperate resolvents) and in
addition commuting. If f1;y;fnAA; then fjðAÞ is a commuting tuple (of bounded
operators) and sðfðAÞÞ ¼ fðsðAÞÞ:
Proof. We ﬁrst prove that if fjAGðTmÞ; then f ðsðBÞÞ ¼ sð f ðBÞÞ: If wef ðsðBÞÞ;
then fjðxÞ ¼ ð %wj  %fjðxÞÞ=j f ðxÞ  wj2 are analytic near sðBÞ; and according to
the previous proof,
P
jðwj  fjðBÞÞfjðBÞ ¼ I ; and hence wesð f ðBÞÞ: Thus
sð f ðBÞÞCf ðsðBÞÞ:
We may assume that f is real. Assume that f ðx0Þ ¼ w and that wesð f ðBÞÞ: Then
(since sð f ðBÞÞ is real) we can ﬁnd Cj; by the holomorphic functional calculus, commuting
with all Bk; such that
P
j ðwj  fjðBÞÞCj ¼ I : However, for each j we can solve
fjðxÞ  wj ¼
X
ðxk  x0kÞcjkðxÞ
with cjkðxÞ in GðTmÞ: It follows that
P
k ðBk  x0kÞ
P
j CjcjkðBÞ ¼ I ; and hence
x0esðBÞ: Thus wef ðsðBÞÞ:
We already know that fjðAÞ are bounded and commuting. By the deﬁnition of
sðAÞ; (6.2), and the ﬁrst part of the proof, we have
sðfðAÞÞ ¼ sðf3C1ðCðAÞÞÞ ¼ f3C1ðsðCðAÞÞÞ
¼fðC1ðsðCðAÞÞÞÞ ¼ fðsðAÞÞ: &
We shall now see that fðAÞ admits a smooth functional calculus if
f ¼ f1;y;fnAA and Ak are as in Proposition 7.4. From the proposition we have
that
sðfðAÞÞ ¼ fxþ iZ; ðx; ZÞAsðRe fðAÞ; Im fðAÞg:
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Moreover, if g is smooth in a neighborhood of fðsðAÞÞ; then g3fAA; in the sense
that it coincides with an element in A in a neighborhood of sðAÞ; thus g3fðAÞ is
deﬁned.
Proposition 7.5. Let Ak be as in Proposition 7.4 and let f ¼ f1;y;fnAA: If f is real
then the resolvent of each fjðAÞ has temperate growth.
If g is a smooth function in a neighborhood of sðfðAÞÞ; then
g3fðAÞ ¼ gðfðAÞÞ ð7:8Þ
holds, if the right-hand side is defined as g˜ðRe fðAÞ; Im fðAÞÞ; where g˜ðx; ZÞ ¼
gðxþ iZÞ:
Proof. If gðwÞ is any polynomial in Cn; then g3fAA and (7.8) holds by Proposition
7.1. However, if g is entire, gN are polynomials, and gN-g; then gN3f-g3f in A
and hence (7.8) holds for all entire g:
If f is real, it follows that
jjefðAÞtjjpC/tSM ; tARm;
and this implies (is actually equivalent to) that the resolvent of each fjðAÞ has
temperate growth in the Im zj-direction. It also implies that fðAÞ admits an
extension of the holomorphic functional calculus to a smooth functional calculus,
and moreover, that gNðfðAÞÞ-gðfðAÞÞ if gN are entire functions (or polynomials)
and gN-g in C
N in a neighborhood of sðfðAÞÞ in Rn: It follows that (7.8) holds for
such g: The case with a complex f follows by considering Ref; Im f: &
8. Extension to operators with non-real spectra
In this section we shall indicate an extension of the functional calculus to
operators with not necessarily real spectrum.
Let EðbCÞ be the space of smooth functions on bC; or equivalently the space of
smooth functions f ðzÞ; zAC with f ðzÞ ¼ gð1=zÞ; for jzj41; where g is smooth on the
unit disc. If KCbC is closed, let EðKÞ be the space of germs of EðbCÞ-functions near K :
We say that a closed operator A with bsðAÞCabC admits a smooth functional calculus
T : EðbsðAÞÞ-LðBÞ; ð8:1Þ
if T is a continuous algebra homomorphism that extends the holomorphic functional
calculus OðbsðAÞÞ-LðBÞ: Such a T is an LðBÞ-valued distribution with support
supp ðTÞ contained in bsðAÞ; and from applying T to fðzÞ ¼ 1=ðz  wÞ; wesupp ðTÞ;
it follows that supp ðTÞ ¼ sðAÞ:
If A is bounded, then Re z and Im z are in EðsðAÞÞ; so Re A and Im A are bounded
and continuous. It also follows that they both have real spectrum, and the continuity
ARTICLE IN PRESS
M. Andersson, J. Sj .ostrand / Journal of Functional Analysis 210 (2004) 341–375 359
of T implies that their resolvents have temperate growth. We claim that
sðRe A; Im AÞ ¼ fðx; yÞ; x þ iyAsðAÞg: ð8:2Þ
In fact, if we deﬁne A ¼ Re A  i Im A; then sðA; AÞ is the image in C2 of
sðRe A; Im AÞ under the biholomorphic mapping
ðx; ZÞ/ðz; wÞ ¼ ðxþ iZ; x iZÞ;
by the spectral mapping property of the holomorphic functional calculus. Therefore,
sðA; AÞCfðz; wÞAC2; w ¼ %zg;
and since sðAÞ is the image of sðA; AÞ under ðz; wÞ/z; (8.2) follows. It should be
emphasized that such an extension T of the holomorphic functional calculus in
general is not unique.
We now claim that the holomorphic functional calculus
f/fðRe A; Im AÞ
has an extension to all fAER2ðsðRe A; Im AÞÞ; i.e., functions f that are smooth in
some neighborhood of sðRe A; Im AÞ in R2: In fact, there is a closedLðBÞ-valued %@-
closed (2,1)-form oðx;ZÞðRe A;Im AÞ in C
2\sðRe A; Im AÞ such that jjoðx;ZÞðRe A;Im AÞjj
has temperate growth when Imðx; ZÞ-0; in view of the discussion in the previous
section. If Fðx; ZÞ is an almost holomorphic extension of f to C2; with compact
support, then
fðRe A; Im AÞ ¼ 
Z
C2
%@x;ZF4oðx;ZÞðRe A;Im AÞ ð8:3Þ
is an absolutely convergent integral.
For fAEðsðAÞÞ; let fˇ ðx; yÞ ¼ f ðx þ iyÞ: This gives rise to an isomorphism
EðsðAÞÞCER2ðRe A; Im AÞ;
and we claim that
f ðAÞ ¼ fˇ ðRe A; Im AÞ ð8:4Þ
for all fAEðsðAÞÞ; where the right-hand side is deﬁned by (8.4) and the left-hand side
is Tð f Þ: To begin with, (8.4) clearly holds if f is a real analytic polynomial, since the
left-hand side is multiplicative by assumption and the right-hand side has the same
property as part of the holomorphic functional calculus. The general case follows by
approximation. Thus, we have found a representation of Tð f Þ ¼ f ðAÞ as an explicit
absolutely convergent integral over C2 for fAEðsðAÞÞ:
If we have (8.1) but A is unbounded, then we just apply ﬁrst an automorphism c
of bC; that maps A to a bounded operator cðAÞ and then express Tð f Þ ¼ f ðAÞ ¼
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f 3 c1ðcðAÞÞ as an absolutely convergent integral
Tð f Þ ¼ 
Z
%@x0;Z0 ðF3c1Þ4oðx0;Z0ÞðRe cðAÞ;Im cðAÞÞ;
where F 3 c1 is an almost holomorphic extension of f 3 c1; C2x0;Z0*R
2
x0;y0 and x
0 þ
iy0 ¼ cðx þ iyÞ:
If we have several operators Aj that admit smooth functional calculii,
EðbsðAjÞÞ-LðBÞ; we can deﬁne
E
YbsðAjÞ -LðBÞ ð8:5Þ
as an iterated integral as in Section 3, just taking for f ðz1;y; zmÞAEð
QbsðAjÞÞ; a
special almost holomorphic extension Fˇ to C2m of
fˇ ðx1; y1;y; xm; ymÞ ¼ f ðx þ iy1;y; xm þ iymÞ
such that
j %@x1;Z1 %@x2;Z2y %@xm;Zm Fˇðx; ZÞj ¼ OðjImðx1; Z1ÞjN?jImðxm; ZmÞjNÞ
in a neighborhood of sðRe A1; Im A1Þ ? sðRe Am; Im AmÞ: In case all Aj are
bounded we then get the formula
f ðA1;y; AmÞ
¼7
Z
x1;Z1
?
Z
xm;Zm
%@x1;Z1
%@x2;Z2? %@xm;Zm Fˇðx; ZÞ
4oðx1;Z1ÞðRe A1;Im A1Þ4?4oðxm;ZmÞðRe Am;Im AmÞ:
For each unbounded Aj we ﬁrst have to make an appropriate transformation with a
Mo¨bius mapping c as described above, but we omit the general resulting formula.
Remark 3. If Tj denotes the operator-valued distribution
Tjf ¼ fðAjÞ;
then (8.5) is just the tensor product
T1#?#Tm
and it could have been deﬁned in a more abstract way; cf. Remark 1.
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9. Some further examples
The following example shows that small non-commutative perturbations of a pair
of operators can blow up the support.
Example 4. Let B ¼ C2 and A the operator given by the matrix
A ¼ 1 0
0 0
 !
;
then sðAÞ ¼ f0; 1g and hence by the spectral mapping theorem for commuting
operators
sðA; AÞ ¼ fð0; 0Þ; ð1; 1Þg:
Now let Ae ¼ U1e AUe; where
Ue ¼
cos e sin e
sin e cos e
 !
;
i.e., rotation with e: Then clearly Ae-A in norm when e-0: We claim that
suppðA; AeÞ is the whole product set f0; 1g  f0; 1g: Let us show that it contains the
point ð0; 1Þ: To see this, take smooth functions fjðxjÞ with small supports such that
f1ðx1Þ is 1 in a neighborhood of 0 and f2ðx2Þ is 1 in a neighborhood of 1. Then
f2ðAeÞ ¼ U1e f2ðAÞUe ¼ Ae
and
f1ðAÞ ¼
0 0
0 1
 !
A straightforward computation shows that f ðA; AeÞ ¼ f1ðAÞf2ðAeÞ is like
0 0
e e2
 !
:
Let Pj and Qj be tuples as before. Using that
ðz  PjÞ1  ðz  QjÞ1 ¼ ðz  PjÞ1ðQj  PjÞðz  QjÞ1;
it is easy to check that
jj f ðQÞ  f ðPÞjjtjjQ  Pjj ¼
X
jjQj  Pjjj:
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Thus if f has support outside the spectrum of P; then jj f ðQÞjjtjjQ  Pjj; so even
though not zero we can at least say that f ðQÞ is small if Q is close to P:
Example 5. If P and Q are bounded (or at least if ½P; Q	 is bounded), then
½ðz  PÞ1; ðw  QÞ1	 ¼ ðz  PÞ1ðw  QÞ1½P; Q	ðz  QÞ1ðw  PÞ1;
and from this formula we get that
jj f ðP; QÞ  f ðQ; PÞjjtjj½P; Q	jj:
It also follows that f ðP; QÞ  f ðQ; PÞ is compact if ½P; Q	 is compact.
10. Extended functional calculus
Even though everything could be reduced by means of Cayley transformation to
the case of a bounded operator, we prefer a more direct treatment. We also restrict
the attention from now on, to the case of one single operator, and hope that the
extension to the case of several operators will turn out to be straightforward.
10.1. The function space E
We deﬁne EðbRÞ ¼ ECCNðRÞ to be the space of smooth functions on R; which
posess an asymptotic expansion,
f ðxÞB
XN
0
akx
k; x-N; ð10:1Þ
with akAC; in the sense that for every NAN:
f ðxÞ ¼
XN
0
akx
k þ xN1rNþ1ðxÞ; jxj41; ð10:2Þ
where rNþ1ðxÞ is bounded with all its derivatives.
Proposition 10.1. A continuous function on R belongs to E iff it has a bounded
extension ef to C with the property that @ef@ %z is bounded and satisfies
@ef
@ %z
ðzÞ ¼ ON0;N1ð/zSN1 jIm zjN0Þ; 8N0; N1AN: ð10:3Þ
Proof. Assume ﬁrst that fAE: For jxj41; we introduce y ¼ 1=x; gðyÞ ¼ f ðxÞ; and
observe that the existence of an asymptotic expansion (10.1), (10.2) is equivalent to
the fact that gACNð	  1; 1½Þ with a0 ¼ gð0Þ: Let g˜ðyÞACNðDð0; 1ÞÞ be an almost
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holomorphic extension of g with
@g˜
@ %y
ðyÞ ¼ ONðjIm yjNÞ; 8NAN: ð10:4Þ
Consider bf ðxÞ ¼ g˜ð1=xÞ; xAC; jxj41: Using that
@
@ %y
¼ @x
@y
@
@ %x
¼ @y
@x
 1
@
@ %x
¼ %x2 @
@ %x
;
and that Im y ¼ jxj2 Im x; we see that
@bf
@ %x
¼ ON jIm xj
N
jxj2N
 !
; 8N:
In other words, ef ¼ bf satisﬁes (10.3) in the region jxj41; and combining this with the
standard construction in a bounded region, we get the desired extension ef :
Now let fACðRÞ posess a bounded continuous extension ef which satisﬁes (10.3).
Put
g˜ðzÞ ¼  1
p
Z
@ef
@ %w
ðwÞðw  zÞ1LðdwÞ; ð10:5Þ
and notice that the integral converges and that g˜ is a bounded function which
satisﬁes
@g˜
@ %z
¼ @
ef
@ %z
:
Consequently, ef  g˜ is a bounded entire function on C and hence a constant, so
ef ðzÞ ¼ a0 þ g˜ðzÞ; a0AC: ð10:6Þ
So far we only used that
@ef
@ %z
ðzÞ ¼ Oð/zS1eÞ; ð10:7Þ
for some e40; and under this weaker assumption, we see that g˜ is continuous and
g˜ðzÞ-0; jzj-N:
Now we use the full strength of (10.3), and write
1
w  z ¼ 
XN1
0
wk
zkþ1
þ w
N
zNðw  zÞ: ð10:8Þ
ARTICLE IN PRESS
M. Andersson, J. Sj .ostrand / Journal of Functional Analysis 210 (2004) 341–375364
Using this in (10.5), we get
g˜ðzÞ ¼
XN
1
1
zk
1
p
Z
@ef
@ %w
ðwÞwk1LðdwÞ
þ 1
zN
 1
p
 Z
@ef ðwÞ
@ %w
wN
1
w  z LðdwÞ ¼
XN
1
zkak þ 1
zN
rNðzÞ ð10:9Þ
with the obvious deﬁnition of ak; rN : Using (10.3), we see that rNjR is smooth and
bounded together with all its derivatives. This and (10.6) imply that fAE: &
Let G be the space of functions fAE for which the series in (10.1) converges and is
equal to f ðxÞ for jxj sufﬁciently large. In other words, G is the space of smooth
functions on R with a bounded holomorphic extension to a domain fzAC; jzj4Rg
for some R40:
Proposition 10.2. A continuous function f on R belongs to G iff it has a bounded
extension ef to C; such that @ef@ %z has compact support and satisfies
@ef
@ %z
¼ OðjIm zjNÞ; 8NAN: ð10:10Þ
The proof is just a slight variation of the one of Proposition 10.1 and will be omitted.
10.2. The operator
LetB be a complex Banach space and P :B-B a densely deﬁned closed operator.
We assume
sðPÞCR; ð10:11Þ
so that ðz  PÞ1ALðBÞ is well-deﬁned and depends holomorphically on zAC\R:
Assume,
jjðz  PÞ1jjpOðjIm zjN00/zSN01 Þ; ð10:12Þ
for some ﬁxed N00 ; N
0
1AR:
For the G-calculus, we will replace (10.12) by the weaker assumption (3.2) (with
P ¼ P1).
10.3. The calculus
For fAE as in (10.1), we recall that we have (10.6) where g˜ is given by (10.5). If
P :B-B satisﬁes (10.11) and (10.12), we deﬁne
f ðPÞ ¼ a01 1p
Z
@ef
@ %z
ðzÞðz  PÞ1LðdzÞ: ð10:13Þ
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In view of (10.3) and (10.2), this clearly deﬁnes a bounded operator, but we need to
check that the right-hand side of (10.13) only depends on f and not on the choice of
bounded extension ef satisfying (10.3). Let fˇ be a second extension of f with the same
properties. Then it is a standard fact that (2.7) holds for the difference of the two
extensions, and this estimate can also be applied to the difference g˜ðwÞ  gˇðwÞ; where
g˜ðwÞ ¼ ef ð1=wÞ; gˇðwÞ ¼ fˇ ð1=wÞ; jwjo1: We conclude that for all N0; N1AN;
ð ef  fˇ ÞðzÞ ¼ ON0;N1ðjIm zjN0/zSN1Þ; ð10:14Þ
for zAC: From this fact and (10.12), it is easy to see as in Section 3, that
 1
p
Z
@
@ %z
ð ef  fˇ ÞðzÞðz  PÞ1LðdzÞ ¼ 0;
so deﬁnition (10.13) is indeed independent of the choice of ef :
Notice that the map E{f/f ðPÞALðBÞ is linear and continuous. (E is a Frechet
space with CN-topology for the restriction of fAE to any bounded interval and the
CNð	  1; 1½Þ-topology for the function f ð1=yÞ:)
Example 6. If zA C\R; then ðz Þ1AE and ððz Þ1ÞðPÞ ¼ ðz PÞ1 is the
resolvent.
Let us establish a basic calculus result:
Proposition 10.3. If f1; f2AE; then f1f2AE; and
ð f1f2ÞðPÞ ¼ f1ðPÞf2ðPÞ: ð10:15Þ
Proof. Write fj ¼ a0;j þ gj; with gjðxÞBa1;jx1 þ a2;jx2 þy; and recall that
g˜jðzÞ ¼  1p
Z
@efj
@ %w
ðwÞðw  zÞ1LðdwÞ; @
efj
@ %w
¼ @g˜j
@ %w
: ð10:16Þ
Then,
f1ðPÞf2ðPÞ ¼ ða0;1 þ g1ðPÞÞða0;2 þ g2ðPÞÞ
¼ ða0;1a0;2 þ a0;1g2 þ g1a0;2ÞðPÞ þ g1ðPÞg2ðPÞ;
so it sufﬁces to show (10.15) with fj replaced by gj: This veriﬁcation can be done as in
the proof of Proposition 4.2 and we omit the details. &
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Application: If fAE; then sð f ðPÞÞCf ðRÞ; and if zAC\f ðRÞ; then
ðz f ðPÞÞ1 ¼ 1
z f
 
ðPÞ:
Now consider the G-calculus and let P satisfy (10.11) and (3.2). If fAG; we still
deﬁne f ðPÞ by (10.13) and show that it does not depend on the choice of ef as in
Proposition 10.2. Proposition 10.3 remains valid for the G-calculus, and so does the
application.
10.4. Relation to the Cayley transformation
Consider the Cayley(-Mo¨bius) transform C of Section 6.
If f :R-C; g : T-C; are related by
f ¼ g3C; ð10:17Þ
then fAE ¼ EðbRÞ iff gAEðTÞ ¼ CNðTÞ: Let fAE; gACNðTÞ be related by (10.17).
With P as before, deﬁne QALðBÞ; by
Q ¼ CðPÞ; ð10:18Þ
where the right-hand side can either be deﬁned by our calculus or more directly (but
equivalently) as
CðPÞ ¼ ðP þ iÞðP  iÞ1 ¼ 1þ 2iðP  iÞ1:
We know that sðCðPÞÞCT; and as in Section 6 we get
gðQÞ ¼ f ðPÞ; ð10:19Þ
where GðQÞ is deﬁned as prior to (6.2).
We have the same results for the G-calculus. (If fAG ¼ GðRÞ; then g belongs to the
space GðTÞ of CN-functions on T that are analytic near 1.)
11. Recovering P from the functional calculus
In this section we show that every functional calculus E{f/Opð f ÞALðBÞ with
suitable properties, is of the form Opð f Þ ¼ f ðPÞ for some operator P as above. We
will also get the corresponding result for the G-calculus.
Assume we have a continuous linear map
E{f/Opð f ÞALðBÞ; ð11:1Þ
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with the property
Opð f1ÞOpð f2Þ ¼ Opð f1f2Þ; fjAE: ð11:2Þ
We further assume X
gACN
0
ðRÞ
RðOpðgÞÞ is dense in B; ð11:3Þ
\
gACN
0
NðOpðgÞÞ ¼ 0; ð11:4Þ
where N ¼ ‘‘null space of ’’, R ¼ ‘‘range of ’’.
Lemma 11.1. If g0AE satisfies g0ðxÞa0 for all xAR; then Opðg0Þ is injective with
dense range.
Proof. If gACN0 ; then k ¼ g=g0ACN0 ; g ¼ kg0; so
OpðgÞ ¼ Opðg0ÞOpðkÞ ¼ OpðkÞOpðg0Þ:
Hence
RðOpðgÞÞCRðOpðg0ÞÞ;NðOpðgÞÞ*NðOpðg0ÞÞ;
and the lemma follows. &
Put ozðxÞ ¼ 1=ðz  xÞ; so that ozAE for zAC\R:
Lemma 11.2. D :¼ RðOpðozÞÞ; zAC\R is independent of the choice of z.
Proof. Let z; wAC\R; so that ow=oz; oz=owAE: The lemma follows from applying
Op to the relations
oz ¼ ozow ow; ow ¼
ow
oz
oz: &
Deﬁnition 2. For u ¼ OpðozÞvAD; zAC\R; vAB; we put Pu ¼ OpðozðxÞxÞv ¼
Opð 
zÞv:
We need to check that this deﬁnition does not depend on the choice of z; v;
in the representation of u; so assume that we also have u ¼ Opðoz˜Þðv˜Þ; z˜AC\R;
v˜AB: Using that OpðozÞ; Opðoz˜Þ are injective, we see that v˜ ¼ Opðoz=oz˜Þv;
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and hence,
Opðxoz˜ðxÞÞv˜ ¼ Opðxoz˜ÞOp ozoz˜
 
v ¼ Op xoz˜ ozoz˜
 
v ¼ OpðxozÞv:
Hence the deﬁnition of P does not depend on the choice of z; v:
We also see that P : B-B is a closed operator with domainD; with sðPÞCR; and
with
ðz  PÞ1 ¼ OpðozÞ: ð11:5Þ
On the other hand, if q is a seminorm on E; then
qðozÞpC0jIm zjN
q
0/zSN
q
1 ; ð11:6Þ
for some N
q
0 ; N
q
1AN; and combining this with (11.5) and the fact that Op is
continuous on E with values in LðBÞ; we obtain
jjðz  PÞ1jjpC0jIm zjN
0
0/zSN
0
1 ; ð11:7Þ
for some N00 ; N
0
1AN:
Proposition 11.3. Opð f Þ ¼ f ðPÞ for all fAE:
Proof. From (10.5) and (10.6), we get by restriction to the real axis
f ¼ a0  1p
Z
@ef
@ %z
ðzÞozLðdzÞ; ð11:8Þ
where ef is an almost holomorphic extension of f as in Proposition 10.1. Now (11.8)
converges in E; so
Opð f Þ ¼ a01 1p
Z
@ef
@ %z
ðzÞOpðozÞLðdzÞ
¼ a01 1p
Z
@ef
@ %z
ðzÞðz  PÞ1LðdzÞ ¼ f ðPÞ;
where we used (11.5) for the second equality and (10.13) for the last one. &
G is not a Frechet space but rather a limit of such spaces: limR-N GR; where
GR ¼ f fAG; f extends to a bounded holomorphic function in jzj4Rg:
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A sequence of functions converges in G iff there is some R40 such that it converges
in GR: Assume that we have a (sequentially) continuous map
G{f/Opð f ÞALðBÞ; ð11:9Þ
satisfying (11.2)–(11.4). Then we can still deﬁne a closed densely deﬁned operator
as above. Instead of (5.7), we get (3.2) and by the same proof as above,
we have
Proposition 11.4. Opð f Þ ¼ f ðPÞ for all fAG:
Remark 4. In view of Proposition 11.3 it is natural to ask whether any continuous
algebra homomorphism
F :EðbRÞ-LðBÞ ð11:10Þ
corresponds to a closed operator A (with a resolvent with temperate growth as
before) such that FðfÞ ¼ fðAÞ for fAEðbRÞ: Given such a F; there is a unique
homomorphism
*F : CNðTÞ-LðBÞ;
such that *Fð f Þ ¼ Fð f 3CÞ: If B ¼ *FðidÞ ¼ FðCÞ (where idðwÞ ¼ w; wAT), then
*Fð f Þ ¼ f ðBÞ for fACNðTÞ; sðBÞCT; and the resolvent has temperate growth near
T (just apply to f ðzÞ ¼ 1=ðw  zÞ). If the operator A exists, then CðAÞ ¼ FðCÞ ¼ B;
so therefore B  1 must be injective. Conversely, if B  1 is injective, it is easy to
check that A ¼ C1ðBÞ deﬁnes F: (Notice that conditions (11.3) and (11.4) ensure
that B  1 is injective and has dense range, respectively.)
The same conclusions hold if EðbRÞ is replaced by GðRÞ:
If we instead consider a similar homomorphism from SðRÞ or CN0 ðRÞ things
are different; then there is not necessarily always an operator like B: To see
this, let
f ðxÞ ¼ xð2þ sin xmÞ;
where 3pmAN and notice that f ; i.e. the composition with f ; induces a continuous
homomorphism SðRÞ-SðRÞ: If B ¼ H1ðRÞ; we can deﬁne a continuous
homomorphism S-LðH1ðRÞÞ; by letting FðfÞ be multiplication on H1ðRÞ by
f f ¼ f3f : It is easy to see that this F cannot be extended to any function fðxÞ ¼
1=ðz  xÞ; and therefore it does not correspond to any operator like A or B
above. &
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12. A gð f ðPÞÞ ¼ ðg3f ÞðPÞ result
As a preparation, we construct a suitable almost holomorphic extension of
R{x/ðz f ðxÞÞ1; when fAE; zef ðRÞ: Let ef ðzÞ be an almost holomorphic
extension of f with
@ef
@ %z
¼ ONð1Þ jIm zj
/zS2
 N
; 8NX0 ð12:1Þ
and
ref ðzÞ ¼ Oð/zS2Þ: ð12:2Þ
Then
ef ðzÞ ¼ f ðRe zÞ þ O Im z
/zS2
 
: ð12:3Þ
Let dðzÞ ¼ dist ðz; f ðRÞÞ: From (12.3), it follows that
jef ðzÞ  zj4dðzÞ=2; if jIm zj
/zS2
5dðzÞ: ð12:4Þ
Let wACN0 ðRÞ be equal to 1 near 0, and put
wdðzÞ ¼ w
CjIm zj
d/zS2
 
; ð12:5Þ
where C40 is large enough, but independent of d; z: Notice that when d40 is large
enough, then wdðzÞ ¼ 1; for all zAC:
As an almost holomorphic extension of x/ðz f ðxÞÞ1; we take
Fðz; zÞ ¼ wdðzÞðzÞ
1
z ef ðzÞ: ð12:6Þ
By construction, we have
Fðz; zÞ ¼ Oð1Þ
dðzÞ : ð12:7Þ
Further,
@
@ %z
Fðz; zÞ ¼ @
@ %z
ðwdðzÞ ðzÞÞ
1
z ef ðzÞ þ wdðzÞ ðzÞ 1ðz ef ðzÞÞ2 @ef@ %z ðzÞ: ð12:8Þ
Here,
@
@ %z
wdðzÞðzÞ ¼ w0
CjIm zj
d/zS2
 
@
@ %z
CjIm zj
d/zS2
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has its support in a region
jIm zj
d/zS2
B1; ð12:9Þ
and since
@
@ %z
CjIm zj
d/zS2
 
¼ Oð1Þ
d/zS2
;
we see that the ﬁrst term on the right-hand side of (12.8) is Oðd2/zS2Þ and has its
support in a region (12.9). The second term is Oð1Þ 1
d2
jIm zj
/zS
 N
for all NX0: We
conclude that
@
@ %z
Fðz; zÞ ¼ ONð1Þd2N jIm zj
/zS2
 N
; 8NX0: ð12:10Þ
Essentially, the same estimates show that
rzFðz; zÞ ¼ Oð1Þd2/zS2: ð12:11Þ
We also notice that
1
z ef ðzÞ  Fðz; zÞ ¼ 1 w CjIm zjd/zS2
  
1
z ef ðzÞ
is different from 0 only when
jIm zj
d/zS2
X
1
C˜
;
i.e. for
dðzÞpC˜jIm zj
/zS2
: ð12:12Þ
Now let g be continuous on f ðRÞ with a bounded uniformly Lipschitz extension
g˜ðzÞ; zAC satisfying
@g˜
@ %z
¼ Oðdist ðz; f ðRÞÞNÞ: ð12:13Þ
Consider
h˜ðzÞ ¼ g˜ð ef ðzÞÞ:
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By the chain rule,
@h˜
@ %z
¼ @g˜
@ %z
ð ef ðzÞÞ @ef
@z
 !
þ @g˜
@z
@ef
@ %z
:
Using that
distð ef ðzÞ; f ðRÞÞ ¼ O jIm zj
/zS2
 
;
and the Lipschitz properties of g˜; ef ; we get
@h˜
@ %z
¼ ONð1Þ jIm zj
/zS2
 N
; 8NX0: ð12:14Þ
It is also clear that h˜ is a bounded continuous extension of g3f with
rh˜ ¼ Oð/zS2Þ: ð12:15Þ
Consider
gð f ðPÞÞ :¼  1
p
Z
@g˜
@ %z
ðzÞðz f ðPÞÞ1LðdzÞ: ð12:16Þ
For zAC\f ðRÞ; we have
ðz f ðPÞÞ1 ¼  1
p
Z
@
@ %z
ðFðz; zÞÞðz  PÞ1LðdzÞ; ð12:17Þ
and hence,
gð f ðPÞÞ ¼  1
p
 2Z Z
@g˜
@ %z
@Fðz; zÞ
@ %z
ðz  PÞ1LðdzÞLðdzÞ
¼  1
p
Z
@
@ %z
 1
p
Z
@g˜
@ %z
ðzÞFðz; zÞLðdzÞ
 
ðz  PÞ1LðdzÞ; ð12:18Þ
where the ﬁrst double integral converges in operator norm, so the same holds for theR ðyÞLðdzÞ integral in the last expression, which we can view as
lim
e-0
 1
p
Z
ð1 weðzÞÞ
@
@ %z
ðyÞðz  PÞ1LðdzÞ: ð12:19Þ
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Consider
 1
p
Z
@g˜
@ %z
ðzÞFðz; zÞLðdzÞ
¼  1
p
Z
@g˜
@ %z
ðzÞ 1
z ef ðzÞLðdzÞ þ 1p
Z
@g˜
@ %z
ðzÞ 1 wdðzÞðzÞ
z ef ðzÞ LðdzÞ
¼ g˜ð ef ðzÞÞ þ 1
p
Z
@g˜
@ %z
ðzÞ 1 wdðzÞðzÞ
z ef ðzÞ LðdzÞ:
As already observed, the integrand in the last integral isa0 only for dðzÞpOð1Þ jIm zj
/zS2
;
and using that @g˜
@%z
ðzÞ ¼ OðdðzÞNÞ; we see that
 1
p
Z
@g˜
@ %z
ðzÞFðz; zÞLðdzÞ ¼ g˜ð ef ðzÞÞ þ Oð1Þ jIm zj
/zS2
 N
: ð12:20Þ
Using this in the last integral in (12.18), represented as a limit as in (12.19), together
with the temperate growth of the resolvent, we get
gð f ðPÞÞ ¼  1
p
Z
@
@ %z
ðg˜ð ef ðzÞÞÞðz  PÞ1LðdzÞ ¼ ðg3f ÞðPÞ: ð12:21Þ
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