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Abstract
We consider the algebra generated by the principal ﬁnite sections of products of multidimensional block Toeplitz operators with
bounded symbols. The matrices in this algebra may be regarded as higher-dimensional cubes of increasing side length. We prove
that the matrices in the quasicommutator ideal of the algebra have asymptotically no mass in the interior. This observation yields
another elementary proof of ﬁrst-order Szegö-type results. We also determine the corners, edges, and subfaces of the cube that may
carry mass asymptotically.
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1. Introduction
The n×nToeplitz matrix Tn(a) generated by a function a inL∞(T), the usual Lebesgue space of essentially bounded
complex-valued functions on the complex unit circle T, is the matrix (ai−j )ni,j=1 constituted by the Fourier coefﬁcients
ak = 12
∫ 2
0
a(ei)e−ik d (k ∈ Z)
of the function a. If a, b ∈ L∞(T), then Tn(ab) − Tn(a)Tn(b) is in general and in contrast to circulant matrices not
the zero matrix. Such matrices are called quasicommutators. The master formula in this connection is due to Widom
[15]. It says that
Tn(ab) = Tn(a)Tn(b) + PnH(a)H (˜b)Pn + WnH(˜a)H(b)Wn, (1)
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where H(c) is the inﬁnite Hankel matrix (ci+j−1)∞i,j=1, c˜ is deﬁned by c˜(t)= c(1/t) for t ∈ T, and Pn and Wn are the
operators deﬁned on 2(N) by
Pn : {x1, x2, x3, . . .} → {x1, x2, . . . , xn, 0, 0, . . .},
Wn : {x1, x2, x3, . . .} → {xn, xn−1, . . . , x1, 0, 0, . . .}.
As the Fourier coefﬁcients of a, b ∈ L∞(T) decay to zero, we conclude from (1) that the main mass of the matrix
Tn(ab)− Tn(a)Tn(b) is concentrated in the upper-left and lower-right corners. More generally, pick a ﬁnite collection
aij of functions in L∞(T) and consider the difference
Rn = Tn
⎛⎝∑
i
∏
j
aij
⎞⎠−∑
i
∏
j
Tn(aij ). (2)
Let ek be the column whose kth entry is 1 and the remaining entries of which are zero. Then Rnek and e∗kRn are the kth
column and the kth row of Rn, respectively. The basic observation of this paper is that if k stays sufﬁciently far away
from 1 and n, then the 2 norms of Rnek and e∗kRn go uniformly to zero as n → ∞.
To be more precise, let  : N → N be a function such that (n) → ∞ and n/(n) → ∞ as n → ∞. For example,
we could assume that (n) = log log n for sufﬁciently large n. We prove the following.
Theorem 1. As n → ∞,
n := max
(n)kn−(n) ‖Rnek‖2 → 0, n := max(n)kn−(n) ‖e
∗
kRn‖2 → 0.
Thus, the main mass of Rn is again concentrated in the corners of the matrix (and we will show that actually there
is asymptotically no mass in the upper-right and lower-left corners). A simple consequence of this observation is the
following version of the ﬁrst Szegö limit theorem. We denote the trace of a matrix A by trA.
Theorem 2. We have
lim
n→∞
1
n
tr
∑
i
∏
j
Tn(aij ) =
⎛⎝∑
i
∏
j
aij
⎞⎠
0
.
Theorem 2 is obviously equivalent to saying that trRn = o(n). But this is immediate from Theorem 1: we have
|trRn| =
∣∣∣∣∣
n∑
k=1
e∗kRnek
∣∣∣∣∣ 
n∑
k=1
‖ek‖2‖Rnek‖2 =
n∑
k=1
‖Rnek‖2

(n)∑
k=1
‖Rn‖ +
n−(n)∑
k=(n)+1
‖Rnek‖2 +
n∑
k=n−(n)+1
‖Rn‖,
where ‖Rn‖ denotes the spectral norm of Rn(= the operator norm induced by the 2 vector norm), and since, by (2),
‖Rn‖2∑i∏k‖aij‖∞ =: M , we deduce from Theorem 1 that
|trRn|2(n)M + (n − 2(n))n = o(n).
Thus, we have derived a Szegö-type theorem without even mentioning the notion of the trace norm.
The purpose of this paper is to prove Theorem 1 and its generalization to algebras of higher-dimensional block
Toeplitz operators. We think the insight into the rough structure of quasicommutators gained in this way may be
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useful in connection with several questions. One such question is the derivation of Szegö-type theorems. Although our
result concerning the ﬁrst Szegö limit theorem will not be terribly new, our proof will be remarkably simple.
2. The quasicommutator ideal
The abstract setting is two Banach algebras X and Y and a map  : X → Y enjoying some special properties.
The map  is said to be a quasiembedding if  is a bounded linear operator whose range (X) is a closed subset of Y
and whose null space Ker  := {x ∈ X : (x) = 0} is a closed two-sided ideal of X. Fix > 0. The map  is called
-submultiplicative if∥∥∥∥∥∥
⎛⎝∑
i
∏
j
xij
⎞⎠∥∥∥∥∥∥ 
∥∥∥∥∥∥
∑
i
∏
j
(xij )
∥∥∥∥∥∥
for every ﬁnite collection of elements xij ∈ X.
We denote by alg (X) the smallest closed subalgebra of Y which contains the set (X). Thus, if alg0 (X) stands
for the set of all ﬁnite product-sums
∑
i
∏
j (xij ) with xij ∈ X, then alg (X) is the closure of alg0 (X) in Y. The
quasicommutator ideal Q(X) is the smallest closed two-sided ideal of alg (X) which contains all elements of the
form (xy) − (x)(y) with x, y ∈ X. It is clear that Q(X) is the closure of Q0(X), the set of all ﬁnite sums of the
form ∑
i
ui((xiyi) − (xi)(yi))vi (3)
with ui, vi ∈ alg0 (X) and xi, yi ∈ X.
The following simple observation will be important in what follows. It tells us that we may either omit all the ui’s
or omit all the vi’s in (3).
Lemma 3. We have
Q0(X) =
{∑
i
ui ((xiyi) − (xi)(yi)) : ui ∈ alg0 (X), xi, yi ∈ X
}
=
{∑
i
((xiyi) − (xi)(yi)) vi : vi ∈ alg0 (X), xi, yi ∈ X
}
,
the sums over i being ﬁnite.
Proof. The ﬁrst equality follows from the obvious identity
((xy) − (x)(y))(z) = (x)((yz) − (y)(z)) − ((xyz) − (xy)(z)) + ((xyz) − (x)(yz))
and the second can be shown analogously. 
Here is the starting point of our analysis.
Theorem 4. If  : X → Y is a -submultiplicative quasiembedding, then the algebra alg (X) decomposes into the
direct sum of its closed subspaces (X) and Q(X),
alg (X) = (X) ⊕ Q(X).
Various versions of this theorem go back to Clancey, Douglas, Nikolski, Roch, Silbermann. In the present form it
can be found (along with a full proof) in [2, Theorem 2.40] and [3, Theorem 3.42].
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3. Inﬁnite Toeplitz matrices
Let L∞N×N(T
d) denote the C∗-algebra of all CN×N -valued essentially bounded matrix functions on the torus Td .
The Fourier coefﬁcients of a function a in L∞N×N(T
d) are deﬁned by
ak1,...,kd =
1
(2)d
∫
[0,2]d
a(ei1 , . . . , eid )e−i(k11+···+kdd ) d1 . . . dd
for k := (k1, . . . , kd) ∈ Zd . Notice that each ak is an N × N matrix.
The d-dimensional block Toeplitz operator T (a) generated by a matrix function a ∈ L∞N×N(Td) is the operator that
acts on 2N(N
d), the CN -valued 2 space over Nd with the norm ‖{xj }‖22 =
∑
i∈Nd‖xi‖22, xi ∈ CN , by the rule
(T (a)x)i =
∑
j∈Nd
ai−j xj (i ∈ Nd),
here ai−j stands for the (i − j)th Fourier coefﬁcient of a. Frequently the operators deﬁned in this way are referred to
as d-level block Toeplitz operators. It is well known that ‖T (a)‖ = ‖a‖∞ (see, e.g., [3, Theorem 8.11(b)]). Note that
the dependence on N and d is suppressed in the notation T (a); however, this dependence is encoded in the generating
function a.
LetB be a closed subalgebra of L∞N×N(T
d). In particular,B may coincide with all of L∞N×N(T
d). We consider the
map
T : B→L(2N(Nd)), a → T (a)
and are thus in the setting of Section 2 with X=B, Y=L(2N(Nd)), = T .
Theorem 5. The map T is a 1-submultiplicative isometry and
algT (B) = T (B) ⊕ QT (B).
Proof. That T is an isometry is the equality ‖T (a)‖ = ‖a‖∞ already mentioned. This equality implies that T is a
quasiembedding with Ker T = {0}. The 1-submultiplicativity of T is equivalent to the inequality∥∥∥∥∥∥T
⎛⎝∑
i
∏
j
aij
⎞⎠∥∥∥∥∥∥ 
∥∥∥∥∥∥
∑
i
∏
j
T (aij )
∥∥∥∥∥∥
for every ﬁnite collection of matrix functions aij ∈ B. For d = 1, a full proof is in [2, Section 2.41(a)] and [3,
Proposition 4.1(b)]. This proof works also for d2: one has simply to replace the operatorsU±n by the tensor products
U±n ⊗ · · · ⊗ U±n. Application of Theorem 4 yields the asserted decomposition of algT (B). 
Theorem 5 implies that every operator A ∈ algT (B) can be written in a unique way as T (a) + K with a ∈ B and
K ∈ QT (B). Clearly, T (a)= 	T (A) where 	T is the (bounded) projection of algT (B) onto T (B) parallel to QT (B).
The following theorem shows how T (a) = 	T (A) can be determined. We denote by V ±n the operators deﬁned on
2N(N) by
V n : {x1, x2, x3, . . .} → {0, . . . , 0, x1, x2, . . .} (n zeros),
V −n : {x1, x2, x3, . . .} → {xn+1, xn+2, . . .}.
Theorem 6. We have
	T (A) = s- lim
n→∞ (V
−n ⊗ · · · ⊗ V −n)A(V n ⊗ · · · ⊗ V n),
where s-lim stands for strong limit.
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Proof. For d = 1, this is a result in [1], which was rediscovered in [5]. Full proofs are also in [2, Section 2.41(b)] and
[3, Proposition 4.4(b)] (see also [4, p. 152]). The d = 1 proof can again be carried over to d2 without difﬁculty: it
sufﬁces to replace U±n with U±n ⊗ · · · ⊗ U±n. 
We remark that
	T
⎛⎝∑
i
∏
j
T (aij )
⎞⎠= T
⎛⎝∑
i
∏
j
aij
⎞⎠
for every ﬁnite collection aij ∈ B. Also notice that Theorems 5 and 6 imply that
A ∈ QT (B) ⇐⇒ s- lim
n→∞ (V
−n ⊗ · · · ⊗ V −n)A(V n ⊗ · · · ⊗ V n) = 0.
A classic result by Coburn implies that QT (C(T)) coincides with the setK of all compact operators on 2(Z) (see,
e.g., [3, Proposition 4.5]). Thus, abbreviating C(T) to C, we have algT (C) = T (C) ⊕K. Since C(T2) = C ⊗ C, it
follows that
algT (C(T2)) = algT (C ⊗ C) = algT (C) ⊗ algT (C)
= (T (C) ⊕K) ⊗ (T (C) ⊕K)
= T (C ⊗ C) + T (C) ⊗K+K⊗ T (C) +K⊗K
= T (C(T2)) + algT (C) ⊗K+K⊗ algT (C),
whence, by Theorem 5,
QT (CN×N(T2)) = (algT (C) ⊗K+K⊗ algT (C))N×N .
Analogously,
QT (CN×N(T3)) = (C⊗ C⊗K+ C⊗K⊗ C+K⊗ C⊗ C)N×N ,
where C := algT (C). Notice that L∞(T2) is strictly larger than L∞(T) ⊗ L∞(T) (see, e.g., [3, Section 8.7(d)]), so
that the connection between QT (L∞(Td)) and QT (L∞(T)) is not as easy as above. Moreover, even QT (L∞(T)) does
not have a simple description.
4. Finite Toeplitz matrices
Put
n ={1, 2, . . . , n}. For a ∈ L∞N×N(Td), the ﬁnite Toeplitz operator Tn(a) is deﬁned as the compression of T (a)
to 2N(

d
n),
Tn(a) : 2N(
dn) → 2N(
dn), (Tn(a)x)i =
∑
j∈
dn
ai−j xj (i ∈ 
dn).
Let S denote the set of all sequences {An}∞n=1 of linear operators
An : 2N(
dn) → 2N(
dn)
such that supn1‖An‖<∞. Here ‖ · ‖ is again the operator norm induced by the 2 norm on 2N(
dn). With the
operations
{An} + {Bn} := {An + Bn}, {An} := {An},
{An}{Bn} := {AnBn}, {An}∗ := {A∗n},
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the asterisk denoting the Hermitian adjoint, and the norm
‖{An}‖ := sup
n1
‖An‖,
the set S is a C∗-algebra. Clearly, the sequence {Tn(a)}∞n=1 belongs to S for every a ∈ L∞N×N(Td). We denote by Pn
the orthogonal projection of 2N(Nd) onto 2N(
dn). Clearly, Pn =Pn ⊗ · · ·⊗Pn where Pn is the orthogonal projection
of 2N(N) onto 
2
N(
n).
Let B be a closed subalgebra of L∞N×N(T
d). We now consider the two maps
T S : B→ S, a → {Tn(a)}∞n=1,
S : algT (B) → S, A → {PnAPn}∞n=1.
Then
alg0 T S(B) =
⎧⎨⎩
⎧⎨⎩∑
i
∏
j
Tn(aij )
⎫⎬⎭
∞
n=1
: aij ∈ B
⎫⎬⎭ ,
alg0 S(algT (B)) =
⎧⎨⎩
⎧⎨⎩∑
i
∏
j
PnAijPn
⎫⎬⎭
∞
n=1
: Aij ∈ alg0 T (B)
⎫⎬⎭ .
Theorem 7. The maps TS and S are 1-submultiplicative isometries and
algT S(B) = T S(B) ⊕ QTS(B),
algS(algT (B)) = S(algT (B)) ⊕ QS(algT (B)).
Proof. At least for d = 1, this is a well-known result (see [3, Section 7.26]; there TS is denoted by TF). Passage
to d2 is no problem. We conﬁne ourselves to the map S. We must show that supn1‖PnAPn‖ = ‖A‖ for every
A ∈ algT (B) and that
sup
n1
∥∥∥∥∥∥Pn
⎛⎝∑
i
∏
j
Aij
⎞⎠Pn
∥∥∥∥∥∥  supn1
∥∥∥∥∥∥
∑
i
∏
j
PnAijPn
∥∥∥∥∥∥ (4)
for every ﬁnite collection Aij ∈ algT (B). It is obvious that supn1‖PnAPn‖‖A‖, and since PnAPn → A strongly,
we deduce from the Banach–Steinhaus theorem (for which see, e.g., [4, Theorem 2.1]) that
‖A‖ lim inf
n→∞ ‖PnAPn‖ supn1 ‖PnAPn‖.
A similar reasoning gives (4). Indeed, we obviously have
sup
n1
∥∥∥∥∥∥Pn
⎛⎝∑
i
∏
j
Aij
⎞⎠Pn
∥∥∥∥∥∥ 
∥∥∥∥∥∥
∑
i
∏
j
Aij
∥∥∥∥∥∥ ,
and since
∑
i
∏
j PnAijPn →
∑
i
∏
j Aij strongly, it follows from the Banach–Steinhaus theorem that∥∥∥∥∥∥
∑
i
∏
j
Aij
∥∥∥∥∥∥  lim infn→∞
∥∥∥∥∥∥
∑
i
∏
j
PnAijPn
∥∥∥∥∥∥  supn1
∥∥∥∥∥∥
∑
i
∏
j
PnAijPn
∥∥∥∥∥∥ .
Theorem 4 gives the asserted decompositions. 
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Proposition 7.27 of [3] tells us thatQTS(C) coincides with the set of all sequences of the form {PnKPn+WnLWn+
Cn} where K,L ∈K, ‖Cn‖ → 0 as n → ∞, and Pn,Wn are as in Section 1. Let us denote this set by J. Thus,
QTS(CN×N(T)) = JN×N . (5)
As in Section 3 we now obtain that
QTS(CN×N(T2)) = (algT S(C) ⊗ J + J ⊗ algT S(C))N×N
and so on.
Since algT (C) = T (C) ⊕K, the algebra algS(algT (C)) is generated by the sequences {Tn(c) + PnKPn} with
c ∈ C and K ∈K. This implies that actually
algS(algT (CN×N(Td))) = algT S(CN×N(Td)). (6)
However, as Proposition 9 will show, the quasicommutator ideals of these two algebras are different.
Lemma 8. If {Kn} ∈ QS(algT (B)), then Kn → 0 strongly.
Proof. This follows from the obvious fact that PnABPn − PnAPnBPn converges strongly to AB − AB = 0. 
Proposition 9. The set QS(algT (C)) is a proper subset of QTS(C).
Proof. Let {Kn} ∈ QS(algT (C)). From (6), we infer that {Kn} ∈ algT S(C), and hence Theorem 7 and (5) imply that
Kn = Tn(c) + PnKPn + WnLWn + Cn
with c ∈ C, K ∈K, L ∈K, ‖Cn‖ → 0. Passing to the strong limit n → ∞ and taking into account Lemma 8 we get
0=T (c)+K . Since algT (C)=T (C)⊕K, it follows that c=0 andK=0. Thus, {Kn}={WnLWn+Cn} ∈ J=QT S(C).
On the other hand, {Kn} := {Tn(ab) − Tn(a)Tn(b)} is obviously in QTS(C) for all a, b ∈ C. As Kn →
T (ab) − T (a)T (b) strongly, we deduce from Lemma 8 that {Kn} does not belong to QS(algT (C)) whenever
T (ab) = T (a)T (b). 
For algebras B larger than C things are more complicated. Clearly, we always have algT S(B) ⊂ algS(algT (B)).
Let PC be the C∗-algebra of all piecewise continuous functions on T.
Proposition 10. If a, b ∈ PC have a common discontinuity, then
{PnT (a)T (b)Pn} ∈ algS(algT (PC))\algT S(PC).
Proof. It is clear that the sequence is in algS(algT (PC)). To show that it is not in algT S(PC), assume the contrary,
that is {PnT (a)T (b)Pn} ∈ algT S(PC). The map
 : algT S(PC)/J → algT (PC)/K, {An} + J → s- lim
n→∞ An +K
is aC∗-algebra isomorphism (see, e.g., [4,Theorem3.20]). Our assumption implies that the sequence {PnT (a)T (b)Pn−
Tn(a)Tn(b)} belongs to algT S(PC). Since the strong limit of this sequence is zero, we have ({An} + J) =K, and
hence the sequence must belong to J. We have
PnT (a)T (b)Pn − Tn(a)Tn(b) = Wn(T a˜b˜) − T (˜a)T (˜b)Wn
(see [4, formula (2.12), Proposition 1.12]), and if {An} ∈ J, then WnAnWn must converge to a compact operator. But
the operator T (˜ab˜) − T (˜a)T (˜b) is known to be not compact: its so-called Fredholm symbol at (t, ) ∈ T × [0, 1] is
(1 − )(˜a(t + 0) − a˜(t − 0))(˜b(t + 0) − b˜(t − 0))
(see, e.g., [4, Theorem 3.20]). 
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Proposition 11. (a) If B is any algebra containing two functions a and b such that T (ab) = T (a)T (b), then
QTS(B)\QS(algT (B)) = ∅.
(b) If B= PC, then
QS(algT (B))\QTS(B) = ∅.
Proof. (a) The sequence {Tn(ab) − Tn(a)Tn(b)} belongs obviously to QTS(B) but, by Lemma 8, it is not in
QS(algT (B)).
(b) Let a and b be as in Proposition 10. The sequence
{PnT (a)T (b)Pn − PnT (a)PnT (B)Pn} (7)
is clearly in QS(algT (PC)). Since {PnT (a)T (B)Pn} /∈ algT S(PC) by Proposition 10 and
{PnT (a)PnT (b)Pn} = {Tn(a)}{Tn(b)} ∈ algT S(PC),
it follows that the sequence (7) cannot belong to algT S(PC). Hence, it is all the more not in QTS(PC). 
Fix a function  : N → N such that (n) → ∞ and n/(n) → ∞. We denote by R the set of all {Rn} ∈ S
satisfying
max
(n) i1,...,id nN−(n)
‖Rn(ei1 ⊗ · · · ⊗ eid )‖2 → 0 (8)
as n → ∞, and we let R∗ denote the set of all {Rn} ∈ S satisfying
max
(n) i1,...,id nN−(n)
‖(ei1 ⊗ · · · ⊗ eid )∗Rn‖2 → 0 (9)
as n → ∞. Here is our main result.
Theorem 12. We have
QTS(B) ⊂ R ∩R∗ and QS(algT (B)) ⊂ R ∩R∗.
Before proving Theorem 12, we want to mention that Theorem 1 is equivalent to saying that
Q0T S(L
∞(T)) ⊂ R ∩R∗ (10)
and that hence Theorem 1 is contained in Theorem 12. However, (10) can also be proved in a straightforward way.
Namely, by Lemma 3, every sequence {Rn} ∈ Q0T S(L∞(T)) is of the form
Rn =
∑
i
U(i)n (Tn(aibi) − Tn(ai)Tn(bi)),
and by virtue of (1) we are therefore left with showing that
‖PnH(ai)H (˜bi)Pnek‖ → 0, ‖WnH(˜ai)H(bi)Wnek‖ → 0
for (n)kn − (n). But H(ai)H (˜bi)Pnek is nothing but H(ai) applied to the kth column of H(˜bi), and since the
kth column of H(˜bi) goes to zero, it follows that H(ai)H (˜bi)Pnek also goes to zero. The argument is analogous for
H(˜ai)H(b)Wnek .
We now turn to the proof of Theorem 12. This proof is more involved and we prepare it by a couple of lemmas. It
sufﬁces to show that the quasicommutator ideals are contained inR, because the containment inR∗ then follows by
passage to adjoints automatically. To avoid unessential but nasty notational complications, we restrict ourselves to the
scalar case, N = 1, and to the case of two dimensions, d = 2.
Let P and Q be the orthogonal projections of 2(Z) onto 2(N) and 2(Z\N), respectively. Recall that Pn is the
orthogonal projection of 2(N) onto 2(
n), and let Qn be the orthogonal projection of 2(N) onto 2(N\
n).
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Thus, P + Q = I on 2(Z) and Pn + Qn = I on 2(N). For a ∈ L∞N×N(Td), we denote by L(a) the Laurent operator
on 2N(Z
d), which is deﬁned by
(L(a)x)i =
∑
j∈Zd
ai−j xj (i ∈ Zd).
The operator L(a) is unitarily equivalent to the operator of multiplication by a on L2n(Td). In particular, L(ab) =
L(a)L(b). Finally, we denote by n the set {(n),(n) + 1, . . . , n − (n)}.
Lemma 13. The set R is a closed subset of S, and it is a right ideal of S, that is, if {An} ∈ S and {Rn} ∈ R, then
{AnRn} ∈ R.
Proof. Let {R()n } ∈ R and suppose
‖{Rn} − {R()n }‖ = sup
n1
‖Rn − R()n ‖ → 0 as  → ∞
for some sequence {Rn} ∈ S. Given any number > 0, there is an 0 such that supn1‖Rn − R(0)n ‖< /2, whence
max
(j,k)∈2n
‖Rn(ej ⊗ ek) − R(0)n (ej ⊗ ek)‖2‖Rn − R(0)n ‖< /2
for all n1. Since {R(0)n } ∈ R, there exists an n0 such that
max
(j,k)∈2n
‖R(0)n (ej ⊗ ek)‖2/2 for nn0.
This proves that {Rn} satisﬁes (8). Finally, if {Rn} ∈ R and {An} ∈ S, then ‖AnRn(ej ⊗ek)‖2‖An‖ ‖Rn(ej ⊗ek)‖2,
which implies that {AnRn} is in R. 
Lemma 14. If c ∈ L∞(T2) and Z is one of the operators Q ⊗ P , P ⊗ Q, Q ⊗ Q, then
max
j,k(n)
‖ZL(c)(Pn ⊗ Pn)(ej ⊗ ek)‖2 → 0 as n → ∞.
Proof. For the sake of deﬁniteness, let Z = Q ⊗ P . We have
(Q ⊗ P)L(c)(Pn ⊗ Pn)(ej ⊗ ek) = (Q ⊗ P)
∑
,∈Z
c−j,−k(e ⊗ e) =
∑
0,1
c−j,−k(e ⊗ e)
and consequently, if j(n),
‖(Q ⊗ P)L(c)(Pn ⊗ Pn)(ej ⊗ ek)‖22 =
∑
0,1
|c−j,−k(e ⊗ e)|2
∑
−(n),∈Z
|c,|2 = o(1),
because c ∈ L2(T2) and hence∑
(,)∈Z2 |c,|2 <∞. 
Lemma 15. If K ∈ QT (B), then
max
j,k(n)
‖K(Pn ⊗ Pn)(ej ⊗ ek)‖2 → 0 as n → ∞.
Proof. Let ﬁrst K ∈ Q0T (B). By Lemma 3, K is a ﬁnite sum of the form
K =
∑
i
Ci(T (aibi) − T (ai)T (bi))
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with Ci ∈ algT (B) and ai, bi ∈ B. Since
K =
∑
i
Ci(P ⊗ P)(L(aibi) − L(ai)(P ⊗ P)L(bi))(P ⊗ P)
=
∑
i
Ci(P ⊗ P)L(ai)(Q ⊗ P + P ⊗ Q + Q ⊗ Q)L(bi)(P ⊗ P),
the assertion results from Lemma 14. For general K ∈ QT (B) the assertion now follows from an /2 argument as in
the proof of Lemma 13. 
Lemma 16. If c ∈ L∞(T2) and Zn is one of the operators Qn ⊗ Pn, Pn ⊗ Qn, Qn ⊗ Qn, then
max
j,kn−(n) ‖ZnT (c)(Pn ⊗ Pn)(ej ⊗ ek)‖2 → 0 as n → ∞.
Proof. Let Zn = Qn ⊗ Pn, for example. Since
(Qn ⊗ Pn)T (c)(Pn ⊗ Pn)(ej ⊗ ek) = (Qn ⊗ Pn)
∑
,1
c−j,−k(e ⊗ e)
=
∑
n+1,1n
c−j,−k(e ⊗ e),
we get, for jn − (n),
‖(Qn ⊗ Pn)T (c)(Pn ⊗ Pn)(ej ⊗ ek)‖22 =
∑
n+1,1n
|c−j,−k|2
∑
(n)+1,∈Z
|c,|2 = o(1). 
Proof of Theorem 12. By Lemmas 3 and 13, it sufﬁces to prove that the sequences
{PnABPn − PnAPnBPn} ∈ Q0T (algT (B)), (11)
{Tn(ab) − Tn(a)Tn(b)} ∈ Q0T S(B) (12)
belong to R. The sequence (11) equals {PnA(P − Pn)BPn}. By Theorem 5, B = T (b) + K with b ∈ B and
K ∈ QT (B). Lemma 15 implies that
max
j,k(n)
‖KPn(ej ⊗ ek)‖2 → 0
and Lemma 16 shows that
max
j,kn−(n) ‖(P − Pn)T (b)Pn(ej ⊗ ek)‖2 → 0.
Consequently, the sequence (11) belongs to R. The sequence (12) is the sum of the sequences
{PnT (a)T (b)Pn − PnT (a)PnT (b)Pn}, (13)
{Pn(T (ab) − T (a)T (b))Pn}. (14)
Sequence (13) is of the form (11) and hence in R. Sequence (14) is of the form {PnLPn} with L ∈ QT (B) and
therefore Lemma 15 implies that it belongs to R. 
Corollary 17. If {An} ∈ algS(algT (B)), then there is a unique a ∈ B such thatAn=Tn(a)+Rn with {Rn} ∈ R∩R∗.
Proof. By Theorem 7, An = PnAPn + Kn with A ∈ algT (B) and {Kn} ∈ QT (algT (B)). Theorem 12 shows that
{Kn} ∈ R ∩R∗. From Theorem 5 we deduce that A = T (a) + X with a ∈ B and X ∈ QT (B). Finally, Lemma 15
implies that {PnXPn} ∈ R ∩R∗. This completes the proof of the existence of the asserted decomposition.
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To prove uniqueness, let An = Tn(a) + Rn = Tn(b) + Ln with a, b ∈ B and {Rn}, {Ln} ∈ R. For simplicity, let
N = 1. Put c = a − b. Then {Tn(c)} ∈ R and hence
max
(j,k)∈2n
‖Tn(c)(ej ⊗ ek)‖22 = max
(j,k)∈2n
n∑
=1
n∑
=1
|c−j,−k|2 → 0 (15)
as n → ∞. Let (, ) ∈ Z2. If n is sufﬁciently large, then
1 − (n)n − (n)n − , 1 − (n)n − (n)n − .
Consequently, we can ﬁnd natural numbers j and k such that
1 − (n)jn − (n)n − , 1 − (n)kn − (n)n − .
It follows that 1 − jn − j and 1 − kn − k. Thus, |c,|2 is a term of the sum on the right of (15) for all
sufﬁciently large n. This is only possible if c, = 0. In summary, c = 0 and hence Rn = Ln. 
The following two results concern two other uniqueness issues.
Corollary 18. Let {An} ∈ algT S(B) and letAn=Tn(b)+Ln, {Ln} ∈ QTS(B), andAn=Tn(a)+Rn, {Rn} ∈ R∩R∗,
be the decompositions given by Theorem 7 and Corollary 17. Then a = b.
Proof. Since {Ln} ∈ R ∩R∗ by Theorem 12, we infer from Corollary 17 that a = b. 
Corollary 19. Suppose {An} ∈ algS(algT (B)). Let
An = PnAPn + Kn = Tn(c) + PnXPn + Kn,
{Kn} ∈ QS(algT (B)), X ∈ algT (B), be the decomposition given by Theorems 7 and 5 and let An = Tn(a) + Rn,
{Rn} ∈ R ∩R∗, be the decomposition ensured by Corollary 17. Then a = c.
Proof. Theorem 12 shows that {Kn} ∈ R ∩R∗ and Lemma 15 tells us that {PnXPn} ∈ R ∩R∗. Thus a = c again
by the uniqueness in Corollary 17. 
5. First-order Szegö-type theorems
We begin with the following easy consequence of Corollary 17.
Theorem 20. Let {An} ∈ algS(algT (L∞N×N(Td))) and let An =Tn(a)+Rn be the decomposition given by Corollary
17. Then
lim
n→∞ (1/n
d) trAn = tr a0.
Proof. We must show that trRn = o(nd) as n → ∞. Put ei = ei1 ⊗ · · · ⊗ eid for i = (i1, . . . , id) and let nN =
{(n),(n) + 1, . . . , nN − (n)}. We have
|trRn| =
∣∣∣∣∣∣∣
∑
i∈
dnN
e∗i Rnei
∣∣∣∣∣∣∣ 
∑
i∈
dnN
‖Rnei‖2 =
∑
i∈dnN
‖Rnei‖2 +
∑
i∈
dnN\dnN
‖Rnei‖2.
The operators An converge strongly to some operator A ∈ algT (L∞N×N(Td)) and hence ‖Rn‖‖A‖+‖T (a)‖ =: M .
Corollary 17 implies that ‖Rnei‖2n = o(1) for all i ∈ dnN . Consequently, denoting the cardinality of a ﬁnite
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set E by |E|,
|trRn|n|dnN | + M |
dnN\dnN |
= n(nN − 2(n))d + M((nN)d − (nN − 2(n))d)
= nd
[
n
(
N − 2(n)
n
)d
+ M
(
Nd −
(
N − 2(n)
n
)d)]
= o(nd). 
We have not found Theorem 20 as it is stated in the literature, but this theorem is not absolutely new. For d = 1, the
theorem is in [4, Theorem 5.23], and for d = 1 and {An} ∈ S(algT (L∞N×N(T))), the theorem is due to SeLegue [6]. In
the case d1, Theorem 20 is known for {An} ∈ algT S(L∞N×N(Td)) from work of Tyrtyshnikov [12], Tilli [10,11] and
Serra Capizzano [8,9]. We remark that Serra Capizzano [7] even studied the limit of (1/nd) trAn in the case where An
is a ﬁnite product-sum An =∑i∏j Tn(aij ) with aij ∈ L1(Td); note that in this case Tn(∑i∏j aij ) does in general
not make sense. The results of [7] generalize former results in [16].
Also notice that, at least for d = 1, the Rn in our decomposition An = Tn(a) + Rn may be represented as Rn =
Fn + En where rank Fn4(n)2 (the contribution by the four corners) and the Frobenius norm ‖En‖F of En satisﬁes
‖En‖2F = o(n). Choosing (n) = log n, we have rank Fn = o(n) and may therefore invoke the result of Tyrtyshnikov
[13] to obtain Theorem 20.
Having said all this, we nevertheless want to emphasize that once Corollary 17 is available, the proof of Theorem
20 given above is undoubtedly of unrivaled simplicity.
Let {An} ∈ algS(algT (L∞N×N(Td))) be normal, that is, AnA∗n =A∗nAn for all n. We denote by alg{An} the smallest
closed subalgebra ofSwhich contains {Pn} (the identity element) and {An}. The algebra alg{An} is a unital commutative
C∗-algebra and hence isometrically ∗-isomorphic to C(M) whereM is the maximal ideal space. The spaceM may
be identiﬁed with the spectrum of {An} as an element of S,M= sp{An} := { ∈ C : {(An − I )−1} ∈ S}. Thus, for
every function f ∈ C(M) the sequence {f (An)} is a well-deﬁned element of alg{An} ⊂ algS(algT (L∞N×N(Td))).
The following is immediate from Theorem 20.
Corollary 21. Suppose {An} ∈ algS(algT (L∞N×N(Td))) is normal, let f (An) = Tn(b) + Rn be the decomposition
given by Corollary 17, and let b0 ∈ CN×N be the 0th Fourier coefﬁcient of b. Then
lim
n→∞ (1/n
d) tr f (An) = tr b0
for every f ∈ C(sp{An}).
If {An} is Hermitian, A∗n = An for all n, then sp{An} is a subset of R. One (well-known) special case deserves to be
singled out. Namely, let An = Tn(a) where a ∈ L∞N×N(Td) is Hermitian, which means that a∗(t)= a(t) for almost all
t ∈ Td . If ∗a(t)> 0 for almost all t ∈ Td and all  ∈ CN of norm 1, then {Tn(a)} is known to be invertible in S.
Consequently, if we denote by sp a the spectrum of a as an element of the C∗-algebra L∞N×N(T
d), thenM is a subset
of [m,M], where m := min sp a and M := max sp a. It follows that {f (Tn(a))} ∈ alg{Tn(a)} and f (a) ∈ L∞N×N(Td)
are well deﬁned for every f ∈ C[m,M].
Corollary 22. If a ∈ L∞N×N(Td) is Hermitian, then
lim
n→∞ (1/n
d) tr f (Tn(a)) = tr (f (a))0
for every f ∈ C[m;M].
Proof. Theorem 7 yields the decomposition f (Tn(a))=Tn(f (a))+Kn with {Kn} ∈ QTS(L∞N×N(Td)) and Corollary
17 implies that f (Tn(a)) = Tn(b) + Rn with {Rn} ∈ R ∩ R∗. From Corollary 18 we infer that b = f (a). We can
therefore replace the b0 in Corollary 21 by (f (a))0. 
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Tyrtyshnikov and Zamarashkin [13,14,16] developed methods to prove that Corollary 22 remains true for Hermitian
L1 functions a or even in the case where one takes the Fourier coefﬁcients of a Radon measure provided one restricts f
to the continuous functions with compact support.
6. Corners, edges, and faces
For notational convenience we now conﬁne ourselves to the scalar case, N = 1. However, all results of this section
carry over to the block case in the natural manner.
We know from Corollary 17 that every {An} ∈ algS(algT (B)) is of the formAn=Tn(a)+Rn with {Rn} ∈ R∩R∗.
Thus, if we think of Rn as a 2d-dimensional cube of side length n, then the entries in the central inner cube of side
length n − 2(n) go to zero as n → ∞. This section is devoted to the behavior of the entries in the skin outside the
inner cube (notice that for large dimensions d a cube consists almost entirely of skin).
Let ﬁrst d = 1. Then Rn is an n × n matrix. We know from Corollary 17 that the inner entries of Rn, that is, the
entries [Rn]in,kn with (n) inn−(n) and (n)knn−(n) go to zero as n → ∞. We now study the behavior
of the entries in the four corners, which means that we ﬁx i and k and consider
[Rn]ik, [Rn]i,n−k, [Rn]n−i,k, [Rn]n−i,n−k ,
and the entries along the four sides,
[Rn]i,kn , [Rn]n−i,kn , [Rn]in,k, [Rn]in,n−k ,
where i and k are ﬁxed and in and kn lie between (n) and n − (n).
Recall the deﬁnition of Wn in Section 1. It is obvious that every sequence {An} in algS(algT (B)) has a strong
limit in algT (B) ⊂ L(2(N)). We denote this limit by A0. One can show (see, e.g., [5] or [3, Corollary 7.14]) that
the sequence {WnAnWn} also converges strongly to some operator in algT (B) ⊂ L(2(N)). This operator will be
denoted by A1. We have WnTn(a)Wn = Tn(˜a) where a˜(t) = a(1/t) (t ∈ T), and Tn(˜a) is clearly just the transpose of
Tn(a) (this is no longer true in the block case, which does not matter us here). Consequently, WnTn(a)Wn → T (˜a)
strongly as n → ∞. It can be shown that
WnT (a1)T (a2) . . . T (am)Wn → T (a˜1a˜2 . . . a˜m) strongly,
and since Pn = W 2n and thus
Wn
⎛⎝∑

∏

PnAPn
⎞⎠Wn =∑

∏

WnAWn,
we see that if
An =
∑

∏

Pn
⎛⎝∏

T (a)
⎞⎠Pn,
then
A0 =
∑

∏

∏

T (a), A
1 =
∑

∏

T
⎛⎝∏

a˜
⎞⎠
.
In what follows, we ﬁnd it convenient to change the notation y∗Ax to (Ax, y).
Theorem 23. Let d = 1 and {An} ∈ algS(algT (B)). Then An = Tn(a) + Rn with {Rn} ∈ R ∩R∗ and, as n → ∞,
all mass of Rn is concentrated in the upper-left and lower-right corners. To be more precise,
lim
n→∞[Rn]ik = [R
0]ik, lim
n→∞[Rn]n−i,n−k = [R
1]ik ,
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lim
n→∞[Rn]i,n−k = limn→∞[Rn]n−i,k = 0,
lim
n→∞[Rn]i,kn = limn→∞[Rn]n−i,kn = limn→∞[Rn]in,k = limn→∞[Rn]in,n−k = 0.
Proof. It is obvious that [Rn]ik → [R0]ik . As [Rn]n−i,n−k = [WnRnWn]ik , we see that [Rn]n−i,n−k → [R1]ik . We
have
[Rn]i,n−k = (Rnen−k, ei) = (RnWnek, ei) = (Wnek, R∗nei)
= (Wnek, (R0)∗ei) + (Wnek, R∗nei − (R0)∗ei),
and since Wn → 0 weakly (which means that (Wnx, y) → 0 for all x, y in 2(N)),
|(Wnek, R∗nei − (R0)∗ei)|‖R∗nei − (R0)∗ei‖2,
and R∗n → (R0)∗ strongly, it follows that [Rn]i,n−k → 0. We similarly get that [Rn]n−i,k → 0. Finally, taking into
account that {Rn} ∈ R ∩R∗ we obtain that
|[Rn]i,kn | = |(Rnekn, ei)|‖Rnekn‖2 = o(1),
|[Rn]in,n−k| = |(Rnen−k, ein)| = |(en−k, R∗nein)|
‖R∗nein‖2 = ‖e∗inRn‖2 = o(1),
and analogously one can tackle [Rn]n−i,kn and [Rn]in,k . 
We now turn to the case d = 2. Using the method of [5] (or, equivalently, of [3, Sections 7.12– 7.14]), one can show
that for every {An} ∈ algS(algT (B)) the four strong limits
A00 := s- lim
n→∞ An = s- limn→∞ (Pn ⊗ Pn)An(Pn ⊗ Pn),
A01 := s- lim
n→∞ (Pn ⊗ Wn)An(Pn ⊗ Wn),
A10 := s- lim
n→∞ (Wn ⊗ Pn)An(Wn ⊗ Pn),
A11 := s- lim
n→∞ (Wn ⊗ Wn)An(Wn ⊗ Wn),
exist and belong to algT (B) ⊂L(2(N2)). We remark that if An = Tn(a), then A1,2 = T (a1,2) where
a00(, ) = a(, ), a01(, ) = a(, −1),
a10(, ) = a(−1, ), a11(, ) = a(−1, −1)
for (, ) ∈ T2. If, for example, An = (Pn ⊗ Pn)T (a)T (b)(Pn ⊗ Pn), then
A00 = T (a)T (b) = (P ⊗ P)L(a)(P ⊗ P)L(b)(P ⊗ P),
A01 = (P ⊗ P)L(a01)(P ⊗ I )L(b01)(P ⊗ P),
A10 = (P ⊗ P)L(a10)(I ⊗ P)L(b10)(P ⊗ P),
A11 = (P ⊗ P)L(a11)(I ⊗ I )L(b11)(P ⊗ P),
where L(c) is the Laurent operator deﬁned in Section 4.
Let {An} ∈ algS(algT (B)) (d = 2). We may think of An as a four-dimensional cube:
{(An(ei ⊗ ej ), ek ⊗ e) : (i, j ; k, ) ∈ 
4n}.
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The cube 
4n has 16 corners (vertices), for example
(i, j ; k, ), (n − i, j ; k, ), (n − i, j ; n − k, n − ),
32 edges, for instance,
(i, j ; k, n), (n − i, jn; k, ), (i, jn; n − k, n − ),
24 2-faces (facets), such as
(i, j ; kn, n), (i, jn; kn, ), (i, jn; kn, n − ),
and eight 3-faces, including
(i, jn; kn, n), (n − i, jn; kn, n), (in, jn; n − k, n).
In summary, the number of corners, edges, 2-faces, and 3-faces is 80. We identify the corners, edges, 2-faces, and
3-faces of the four-dimensional matrix An with those of the cube 
4n.
Theorem 24. Let d = 2 and {An} ∈ algS(algT (B)). Then An = Tn(a) + Rn with {Rn} ∈ R ∩R∗ and, as n → ∞,
all mass of Rn is concentrated in the four corners indexed by
(i, j ; k, ), (i, n − j ; k, n − ), (n − i, j ; n − k, ), (n − i, n − j ; n − k, n − )
and the four 2-faces indexed by
(i, jn; k, n), (in, j ; kn, ), (n − i, jn; n − k, n), (in, n − j ; kn, n − ).
In the corners, the limits of the entries of Rn exist as n → ∞, but in the 2-faces, the entries of Rn, though being
uniformly bounded, may have no limit as n → ∞ if B contains C(T).
Fig. 1 shows the four corners and the four 2-faces that carry the mass of Rn. Note that the distinguished four 2-faces
are just those that contain two of the distinguished four corners.
We split the proof into several lemmas, which will also make precise the theorem. First of all notice that Rn does not
have mass in the interior, because {Rn} ∈ R and thus
|(Rn(ein ⊗ ejn), ekn ⊗ en)|‖R(ein ⊗ ejn)‖2 = o(1).
Let m : T → T be the function deﬁned by m(t) = tm. The operator L(m) is nothing but the (bilateral) shift Um
acting on 2(Z) by the rule (Umx)i = xi−m. For k ∈ N, let P[−k,∞) and P[−k,n−k] be the orthogonal projections of
2(Z) onto 2({−k,−k + 1, . . .}) and 2({−k,−k + 1, . . . , n − k}), respectively.
Lemma 25. Let {An} be of the form
{An} =
⎧⎨⎩∑

(Pn ⊗ Pn)
[∏

T (a)
]
(Pn ⊗ Pn)
⎫⎬⎭ , (16)
the sum and the products ﬁnite. If i, j, k,  are natural numbers, then
(U−k ⊗ U−)An(Ui ⊗ Uj) = B(k,)n (Ui−k ⊗ Uj−),
where B(k,)n is the operator given by
B(k,)n =
∑

(
P[−k,n−k] ⊗ P[−,n−]
) [∏

C(k,)
]
(P[−k,n−k] ⊗ P[−,n−])
with
C(k,) = (P[−k,∞) ⊗ P[−,∞))L(a)(P[−k,∞) ⊗ P[−,∞)).
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Fig. 1.
Proof. Write T (a) as (P ⊗ P)L(a)(P ⊗ P). It is easily seen that
L(−k)P = P[−k,∞)L(−k), L(−k)Pn = P[−k,n−k]L(−k),
whence
L(−k ⊗ −)(P ⊗ P) = (P[−k,∞) ⊗ P[−,∞))L(−k ⊗ −),
L(−k ⊗ −)(Pn ⊗ Pn) = (P[−k,n−k] ⊗ P[−,n−])L(−k ⊗ −).
Thus, if we pullL(−k ⊗−) step by step from the left to the right through (16), we turn a P ⊗P to P[−k,∞)⊗P[−,∞),
convert a Pn ⊗ Pn to a P[−k,n−k] ⊗ P[−,n−], and leave L(a) unchanged (because L(−k ⊗ −)L(a) equals
L(a)L(−k ⊗ −)). This proves the lemma. 
Lemma 26. Let i = i(n), j = j (n), k = k(n),  = (n) be natural numbers depending on n ∈ N. Suppose each of the
four numbers k, , n − k, n −  has a ﬁnite limit or goes to inﬁnity as n → ∞. If |i − k| → ∞ or |j − | → ∞ as
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n → ∞, then for every {An} ∈ algS(algT (B)),
(An(ei ⊗ ej ), ek ⊗ e) → 0 as n → ∞. (17)
Proof. We have
(An(ei ⊗ ej ), ek ⊗ e) = (An(V ie0 ⊗ V je0), V ke0 ⊗ V e0)
= ((V −k ⊗ V −)An(V i ⊗ V j )(e0 ⊗ e0), e0 ⊗ e0)
and
V −k ⊗ V − = (P ⊗ P)(U−k ⊗ U−), V i ⊗ V j = (Ui ⊗ Uj)(P ⊗ P).
Suppose ﬁrst An is of the form (16). Then, by Lemma 25,
(V −k ⊗ V −)An(V i ⊗ V j ) = (P ⊗ P)B(k,)n (Ui−k ⊗ Uj−)(P ⊗ P). (18)
Our assumptions on k, , n− k, n−  imply that [B(k,)n ]∗ converges strongly to some bounded operator B∗ as n → ∞.
If |i − k| → ∞ or |j − | → ∞, then (Ui−k ⊗ Uj−)(P ⊗ P) converges weakly to zero. This shows that (18) also
goes weakly to zero and thus yields (17). As the set of all elements of the form (16) is dense in alg S(algT (B)), we
obtain (17) for all {An} ∈ algS(algT (B)). 
Lemma 27. If (i, j ; k, ) is not one of the eight quadruples listed in Theorem 24, then (17) holds.
Proof. Each of the numbers i, j, k, l is a function of n ∈ N and each of these four functions is either of the form
f (n) = r or of the form f (n) = n − r or of the form f (n) = rn with (n)rnn − (n). Consequently, k, , n − k,
n −  have ﬁnite limits or go to inﬁnity as n → ∞. Lemma 26 is applicable if |i − k| → ∞ or |j − | → ∞, and a
straightforward check of all 80 possibilities shows that this happens for all quadruples except for the eight singled out
in Theorem 24. 
Lemma 28. The entries in the four corners listed in Theorem 24 converge to
(R(ei ⊗ ej ), ek ⊗ e), (R01(ei ⊗ ej ), ek ⊗ e),
(R10(ei ⊗ ej ), ek ⊗ e), (R11(ei ⊗ ej ), ek ⊗ e),
respectively.
Proof. Consider, for example, the corner (i, n − j ; k, n − ). Then
(Rn(ei ⊗ en−j ), ek ⊗ en−) = (Rn(ei ⊗ Wnej ), ek ⊗ Wne)
= ((Pn ⊗ Wn)Rn(Pn ⊗ Wn)(ei ⊗ ej ), ek ⊗ e) → (R01(ei ⊗ ej ), ek ⊗ e),
as asserted. 
Lemma 29. In the four 2-faces listed in Theorem 24, the entries of Rn remain uniformly bounded but need not have a
limit as n → ∞.
Proof. Since the absolute value of each entry is majorized by ‖Rn‖ and supn1‖Rn‖<∞, it follows that the entries
of Rn are all uniformly bounded.
For deﬁniteness, consider the 2-face (n − i, jn; n − k, n) and let An = PnKPn ⊗ Tn(b) with c ∈ C := C(T)
and k ∈ K(2(N)). By what was said in Section 4, {PnKPn} ∈ J and hence {An} ∈ algS(algT (B)). Suppose
An = Tn(a) + Rn with {Rn} ∈ R. We have
‖(PnKPn ⊗ Tn(b))(ejn ⊗ en)‖2 = ‖PnKPnejn ⊗ Tn(b)en‖2
= ‖PnKPnejn‖2 ‖ ⊗ Tn(b)en‖2‖b‖∞‖PnKPnejn‖2.
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Given any > 0, there is an operator K0 with only ﬁnitely many entries such that ‖K − K0‖< . Since
sup
jn∈n
‖PnKPnejn‖2‖K − K0‖ + sup
jn∈n
‖PnK0Pnejn‖2
and PnK0Pnejn = 0 for all sufﬁciently large n, it follows that the sequence {PnKPn ⊗ Tn(b)} belongs toR. Thus, by
Corollary 17, a = 0 and Rn = PnKPn ⊗ Tn(b). This gives
(Rn(en−i ⊗ ejn), en−k ⊗ en) = ((Wn ⊗ Pn)Rn(Wn ⊗ Pn)(ei ⊗ ejn), ek ⊗ en)
= ((PnKPn ⊗ Tn(˜b))(ei ⊗ ejn), ek ⊗ en) = (PnKPnei, ek) (Tn(˜b)ejn, en)
= [K]ki [Tn(˜b)]n,jn = [K]ki bn−jn .
Letting, for example, n = jn + (−1)n, we get oscillation if only b−1 = b1. 
Theorem 24 is a consequence of Lemmas 27–29.
Here now is what happens for dimensions d3.We consider two d-tuples i=(i1, . . . , id) and k=(k1, . . . , kd). Each
i and each k is either of the form r or of the form n − r or of the form rn with (n)rnn − (n). We call these
indices small (s), big (b), and middle (m), respectively, and denote by [i] and [k] the d-tuples resulting from replacing
each index correspondingly by s, b, m. For example, [(n − i, j, kn, n − )] = (b, s,m, b). Let ei = ei1 ⊗ · · · ⊗ eid and
ek = ek1 ⊗ · · · ⊗ ekd . We denote the number of m’s occurring in the two d-tuples [i] and [k] by g := g(i, k). Then
(Rnei, ek) is an entry in (more precisely: near) a g-face of the n2d -dimensional cube {(Rnei, ek) : (i, k) ∈ 
dn}. Clearly,
we may assume that 0g2d − 1.
Theorem 30. Let {An} ∈ algS(algT (B)). Then An = Tn(a)+Rn with {Rn} inR ∩R∗. Let i and k be two d-tuples
as above.
(a) If g is an odd number, then (Rnei, ek) → 0.
(b) If g = 0, which is the case of the corners, then (Rnei, ek) has a ﬁnite limit. This limit is zero if [i] = [k].
(c) Let 2g2d − 2 be an even number. If [i] = [k] then (Rnei, ek) → 0, and if [i] = [k] then (Rnei, ek) remains
uniformly bounded but may have no limit.
(d) If 0g =: 2h2d − 2, then the number of g-faces carrying mass as n → ∞ does not exceed
(
d
h
)
2d−h.
(e) The number of pairs (i; k) such that (Rnei, ek) does not go to zero as n → ∞ is at most 3d − 1.
Proof. Lemmas 25 and 26 have obvious analogs for d3, and hence (Rnei, ek) goes to 0 if
|i1 − k1| → ∞ or . . . or |id − kd | → ∞. (19)
If [i] = [j ], then (19) is satisﬁed and hence (Rnei, ek) → 0.
(a) Any distribution of an odd number of m’s in [i] and [k] results in [i] = [k].
(b) It remains to show that (Rnei, ek) has a limit if [i] = [k]. This can be done as in the proof of Lemma 28.
(c) In the case where [i] = [k] one can proceed as in the proof of Lemma 29.
(d) There are exactly
(
d
h
)
possibilities to place a number h of m’s in [i], and for each of these possibilities we have
exactly 2d−h possibilities to ﬁll [i] by s and b. As [k] must equal [i] to give (Rnei, ek) the chance of not going to
zero, we have at most
(
d
h
)
2d−h possibilities to ensure that a g-face carries mass.
(e) From (d) we infer that the number of the pairs in question does not exceed(
d
0
)
2d +
(
d
1
)
2d−1 + · · · +
(
d
d − 1
)
21 = (2 + 1)d − 1 = 3d − 1. 
In connection with (e) notice that the number of pairs [i], [k] of length d one can form from s, m, b is 32d . Excluding
the pair (m, . . . , m), (m, . . . , m), which corresponds to the interior of the 2d-dimensional cube, we have 32d − 1
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possible pairs. This is the number of g-faces of a 2d-dimensional cube with 0g2d −1. Recall that in the case d =2
(Theorem 24) we already encountered the numbers 32·2 − 1 = 80 and 32 − 1 = 8.
It is interesting to understand the higher-dimensional analog of Fig. 1. To do so, we look at the 2d-dimensional
matrix (Ri1,...,id ;j1,...,jd ) from another point of view: we think of this matrix as a big d-dimensional matrix indexed by
i1, . . . , id each entry of which is a small d-dimensional matrix, the i1, . . . , id entry being the d-dimensional matrix
(Ri1,...,id ;j1,...,jd )j1,...,jd∈
dn . In this interpretation, the corners, edges, and subfaces carrying mass are just the usual
boundary of the big d-dimensional matrix thought of as a cube in Rd . Let us illustrate this in the two simplest cases.
Let ﬁrst d = 1. The n × n matrix (Rij ) may then be transformed into a 1 × n matrix (= a row) whose ith entry is
the ith row of (Rij ). In this way we obtain a row of length n2. The upper-left and lower-right corners of (Rij ) become
the left and right boundary points of this row, and points in a neighborhood of these two distinguished corners become
certain strata near the boundary points. Fig. 2 illustrates the situation for n = 5: the black boxes correspond to the
distinguished corners, and the hatched boxes represent boxes in a neighborhood of the distinguished corners.
Now let d = 2. In this case (Ri1,i2;j1,j2) has four corners and four 2-faces carrying mass (Theorem 24 and Fig. 1).
After thinking of (Ri1,i2;j1,j2) as a big square whose entries are small squares, the distinguished corners and 2-faces
become the boundary of the big square, and points in a neighborhood of the distinguished corners and 2-faces become
one-dimensional strata near the boundary of the big square. In Fig. 3 we see what happens for n=5: the black boxes are
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the four distinguished corners, the gray boxes come from the distinguished 2-faces, and the hatched boxes correspond
to boxes in a neighborhood of the distinguished corners and 2-faces. The d = 3 analog of Fig. 3 is a cube with eight
black boxes, six gray surfaces, and certain hatched two-dimensional strata near the gray boundary surfaces.
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