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Abstract 
I present in this thesis a fluid flow and heat transfer model for porous media using the lattice 
Boltzmann method (LBM). A computer simulation of this process has been developed and it is 
written using MATLAB software. The simulation code is based on a two dimensional model, 
D2Q9. Three physical experiments were designed to prove the simulation model through 
comparision with numerical results. In the experiments, physical properties of the air flow and 
the porous media were used as input for the computer model. The study results are not 
conclusive but show that the LBM model may become a reliable tool for the simulation of 
natural convection heat transfer in porous media.  
Simulations leading to improved understanding of the processes of air flow and heat transfer in 
porous media may be important into improving the efficiency of methods of air heating or 
cooling by passing air through fragmented rock.  
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1  Introduction 
In the last few decades the problem of fluid flow and convection heat transfer in porous media 
have been studied by many researchers in different fields of science and engineering , including 
civil and mechanical engineering, chemical and petroleum engineering, hydrology, and thermal 
management of electronic cooling. The LBM is widely used in many types of application: 
aerodynamic optimization, computation of aeroacoustic sources, and thermal management 
simulations. Fluid flow and heat transfer through a porous medium is a common phenomenon in 
nature and is a subject of interest that has become a separate field of research. Nield and Bejan 
(1992) have given a detailed description of the subject. The LBM is a new relatively 
computational technique for simulating fluid flows and modelling complex physics in fluids. In 
this method the fluid is modelled by particles that move on a regular lattice. The particles 
propagate to their neighbouring lattice points and redistribute their momenta in the succeeding 
collision. Chen and Doolen (1998) have applied this method to simulation of fluid flows. In the 
present thesis, a simulation for velocity and thermal flow through porous media using lattice the 
Boltzmann method is presented. 
 
1.1 Review of Alternatives to Lattice Boltzman Method  
 In any application that involves gas flow, liquid flow or heat transfer, fluid dynamics simulation 
can deliver engineering improvement or enhanced scientific understanding, in comparison to the 
time before their development. Computers are used to perform the calculations required to 
simulate the interaction of liquids and gases with surfaces and other defined boundary 
conditions. There are many software implementations, based on different numerical methods 
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available on the market or freely for scientific use for solving a variety of problems of 
engineering or scientific interest. 
Computational Fluid Dynamics (CFD) is defined as the set of methodologies which use 
computers to solve simulation of fluid flows numerically. Simulation involves solving the 
general conservation laws that govern the fluids, that is the conservation of mass, the 
conservation of momentum and the conservation of energy in the macroscopic world (Milne-
Thomson, L. M., 1973). 
The finite element method is used in structural analysis of solids (Zienkiewicz, 1967; Yang, 
1986; Zienkiewicz et al., 2005), but is also applicable to fluids (Lewis et al., 2004). This is a 
common approach used in CFD, especially for large problems and high Reynolds 
number turbulent flows (Coupez et al., 2010).  
ANSYS Fluent (ANSYS Fluent, 2011) is computational fluid dynamics software that contains 
physical modeling capabilities to model flow, turbulence, heat transfer, and reactions for 
industrial applications. 
COMSOL (COMSOL, 2014) is simulation software based on the finite element method which 
performs computational fluid dynamics simulations including laminar flow, swirl flow, turbulent 
flow, non-isothermal flow, high Mach number flow, two-phase flow, and fluid-structure 
interaction. 
FLOW-3D (FLOW-3D, 2009) software, again based on the finite element method, has been able 
to simulate natural and forced convection, conduction in fluids and solids and solid-solid heat 
transfer. 
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SolidWorks also provides a tool based on the finite element method able to simulate liquid and 
gas flow in real world conditions (Computer Aided, 2014), and to run “what if” scenarios, and to 
analyze the effects of fluid flow, heat transfer, and related forces on immersed or surrounding 
components. 
Figure 1-1 presents a simulation of fluid flows in a micro-gas turbine using SolidWorks software 
(Cadorin et al., 2012). 
 
Figure 1-1 Fluid flow simulation in micro-gas turbine (Cadorin et al., 2012) 
The finite difference method is a numerical method for approximating the solutions to 
differential equations using finite difference equations to approximate derivatives, and is simple 
to program. It is currently only used in few specialized codes, which handle complex geometry 
with high accuracy and efficiency by using embedded boundaries or overlapping grid. 
All these methods can be used for modeling fluid flows and heat transfer for steady boundary 
conditions and no phase changes. The theoretical formulations of the different software 
highlighted above are typically the same, as they are all based on the same physical conservation 
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laws. The software products (for the ones listed are all commercially available, sophisticated 
tools) differ in the way the implementation discretizes the modelled domain and the 
mathematical numerical methods used to solve the equations. Some software will have 
advantages over others in solution effiencency, or in the constitutive behaviour that is 
accommodated in their material libraries. Some, for example, Solidworks Flow Simulation, has 
capability to model very large problems, solving them in reasonable time on moderately 
specified computers. This capability arises as a result of appreciable programming effort by the 
software authors. 
But, given that all these valuable computational fluid dynamics tools are available, what is it 
about the LBM and its alternative, kinetic theory of gas formulation, that makes it specifically of 
interest in this thesis? 
The context of this work is a concerted effort to model heat and fluid flow in fractured rock 
materials that are known to behave as large scale (~1km
3
) seasonal heat storage systems. The use 
of „standard‟ CFD tools by the research team has already led to significant improvements of 
understanding of how these systems work (Fava et al. 2012), but has also led to the exposure of a 
significant weakeness in virtually all these commercial formulations: they do not readily 
accommodate material phase transitions from the fluid phase to the solid phase, as would occur 
with the cooling of liquid water to ice. The established CFD tools can deal with the problem, but 
this involves interrupting the computations, remeshing the modelled domain to accommodate the 
new solid regions, re-initialization with the previous results and restarting the computations-until 
the next ice crystal is created. 
The attractive aspect of the LBM is that such solidification processes can be accommodated „on-
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the–fly‟, that is, without stopping the computations. Although the LBM is a more recently 
developed approach to the simulation of fluid systems, it has been improved appreciably over the 
last decade such that now, large problems can be tackled with the method. It is this ease of 
dealing with phase transitions with the LBM which motivates its adoption as a topic of study in 
this thesis.  
 
 
1.2 Problem Statement 
To simulate the velocity and thermal flow through porous media using the lattice Boltzmann 
method. 
 
1.3 Objectives 
- To investigate the fluid flow and heat exchange behaviour for different porosity, 
temperature and velocity using lattice Boltzmann method. 
- To understand how fluid simulation works and how more advanced concepts can be 
added to it so we can have more realistic representations of real fluids. 
 
1.4 Thesis Overview 
Chapter 1 is a brief introduction to the lattice Boltzmann method used to simulate flow and heat 
transfer in porous media. 
Chapter 2 describes the concept of fluid and basic flow relations. Also there describes the 
principal dimensionless numbers and fundamental concepts of fluids used in this thesis. 
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Chapter 3 concerns the kinetic theory of gases, which considers the microscopic behaviour of 
molecules, and interactions that lead to macroscopic relationships and the bridge between 
microscopic and macroscopic levels of description. Also, it gives theoretical information about 
the LBM. The lattice Boltzmann equation (LBE) describes the evolution of the particle 
distribution function. The lattice Boltzmann models (LBMs) for two and three dimensions are 
also presented. As well, both the LBE for the velocity field and LBE for the temperature field as 
they are coupled for use in porous media are reviewed. 
Chapter 4 provides explanations about the streaming step and the collision step. In addition, 
discussions of described different LBM boundary conditions, used in the current work, are 
reported. 
Chapter 5 describes methodology and results for three physical model experiments, which were 
designed and executed. 
Chapter 6 includes a description of the simulations of three models written in MATLAB 
software.  
Chapter 7 presents a discussion of how the calculations are made, how the code can be used in 
other applications, and conclusions. 
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2 Properties of Fluids and Dimensionless Numbers 
The purpose of this literature review is to summarise notions used in fluid dynamics for 
simulation of fluid flow and temperature through the porous media. The review covers the 
description of the concept of fluid flow and the main dimensionless numbers. 
 
2.1 Fluid Flow and Heat Transfer in Porous Media 
The problem of fluid flow and heat transfer through porous media has preoccupied physicists and 
engineers for last four decades. The physics of this apparently simple process is, surprisingly, 
poorly understood. Heat transfer in porous media is becoming of increasingly important in heat 
exchanger analyses and design. 
A porous medium is a material containing (interconnected) voids/pores, which can contain a 
fluid (liquid or gas).  The skeletal portion of the material is often called the “matrix” or “frame” 
which is usually a solid; however, in some cases structures like foams could be considered a 
porous medium. The solid matrix is assumed to be rigid for a matrix in which the pores are 
stationary and in a single-phase fluid. Frequently, both the solid matrix and the pore network are 
continuous, having a sponge-like structure. The porous medium has two important macroscopic 
parameters which are influenced by the pore structure. One of them is permeability, which refers 
to the measure of the ability of a material (rocks) to transmit fluids. This is largely determined by 
the pore geometry (how large the pores are, and how well connected they are) and is independent 
of the properties of the penetrating fluid in the condition that there are not meltability effect of 
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the material. Another important macroscopic parameter of the porous medium is the porosity 
which represents the amount of void space. The porosity of the porous medium is defined as: 
samplemediumporousofvolumetotal
samplemediumporousincontainedvolumevoid
  
In general the porous structure of the medium and the fluid flow are very complex and accurate 
analytical solutions are difficult to obtain. 
Many natural materials such as rocks, soil, biological tissues, and manmade materials such as 
cements and ceramics can be considered as porous media. In fact, many of their important 
properties can only be investigated by considering of them as porous. The concept of porous 
media is used in many areas of applied science and engineering: filtration, mechanics (acoustics, 
geomechanics, soil mechanics, rock mechanics); engineering (petroleum engineering, bio-
remediation, construction engineering); geosciences (hydrogeology, petroleum geology, 
geophysics); biology and biophysics; material science, etc.  
The Figure 2-1 shows the connection of pores (Introduction to hydrology, 2010): 
 
 
 
Figure 2-1 Porosity (Introduction to hydrology, 2010) 
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2.2 Concept of Fluid 
A fluid can be defined as a substance which can deform continuously when being subjected to 
shear stress at any magnitude – it can flow continuously as a result of shearing action. Examples 
of typical fluids used in engineering applications are water, oil, and air. Fluid dynamics (fluid 
mechanics) is the study of moving (deformable) matter, and includes liquids, gases, and plasmas. 
In a general sense, a solid can resist shear stress by a static deformation, but a fluid cannot. 
 
2.2.1 Fluid as continuum 
In fluids, the molecules can move freely but are constrained through a traction force called 
cohesion. This force is interchangeable from one molecule to another. 
Gases consist of molecules that have a very large mean distance between them, compared with 
their molecular size. Gases have negligible cohesive force and are free to expand until 
encountering confining walls. The molecules move almost freely relative to each other, and in a 
given control volume, the number of molecules changes continuously. 
A liquid has strong cohesive forces, sufficient to hold the molecules together so that they can 
withstand higher comparison than gases, and which makes them suitable for fluid power 
applications. On the surface of the liquid, the cohesion forms a resultant force directed into the 
liquid region, and the combination of cohesion forces between adjacent molecules forms a 
tensioned membrane known as a free surface. Free-surface flows are dominated by gravitational 
effects, temperature, solute concentration, etc. 
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Gases cannot form a free-surface, and thus gas flows are rarely concerned with gravitational 
effects other than buoyancy. Gases‟ density has no precise meaning unless the control volume is 
large in comparison with the intermolecular spacing. If the volume is too large, there could be 
variation in the bulk density of the molecules due to other effects such as sound transmission. A 
reasonable value for such a volume is thus about 10
-9
mm
3
 for all liquids and gases at atmospheric 
pressure (White, 1994). However, many problems have physical dimensions much larger than 
this size so that they display fluid properties with practically continuous spatial variation. The 
fluid can be called a continuum, with well-defined derivatives of the significant variables which 
define its dynamics. 
The equilibrium of a continuum fluid is produced and maintained by collisions between 
molecules, over a characteristic time scale  . In classical fluids,   is of the order of 10-10  to    
10
-14 
seconds (Chaikin et al., 1995). In the physical distance between collisions of the molecules, 
the mean free path 
mfp
 
is the related length scale. The equilibrium state is not homogeneous in a 
system with macroscopic motion and disturbances vary in time and length scales set by   and 
mfp . The macroscopic variables of the system have slow temporal variations and for these are a 
large amount of equilibrating collisions, where dynamical disturbances are small in space at all 
times. 
For conventional fluid dynamics when the above conditions are satisfied, the Knudsen number 
Kn  should be evaluated for the problem. The Knudsen number is the ratio of the molecular 
mean free path mfp  to a representative physical length scale 0  of the obstacles and flow 
channels: 
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                                                                   0

mfp
Kn 
                                                                (2.1)
 
 
2.2.2 Basic Flow relation 
In fluid dynamics there are three levels to describe the motion of fluid: microscopic level, 
mesoscopic level, and macroscopic level. On each level, there are the corresponding models to 
represent the fluid flow. Models should satisfy the general conservation laws, i.e., conservation 
of mass, conservation of momentum and conservation of energy in the macroscopic world, in 
which the corresponding macroscopic variables (velocity, pressure and temperature) could be 
measured by using various kinds of sensor. 
On a microscopic scale, fluid contains individual molecules and their physical property (density, 
velocity, etc.) is non-uniform. The phenomena studied in fluid dynamics are macroscopic and 
treat the fluid as continuum by seeing it at a coarse enough scale that any “small” fluid element 
still has very many molecules. One can then assign a local bulk flow velocity ),( txu  to the 
element at a point x  in the fluid, and a locally averaged density. These locally averaged 
quantities then vary smoothly with x  on the macroscopic scale of the flow. 
The motion of fluid is described by the basic hydrodynamic equations, the continuity equation: 
                                                              
  0 ut                                                          (2.2)      
This expresses the conservation of mass, and the momentum equation: 
                                                 
    guuu   pt                                      (2.3) 
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which expresses the conservation of momentum (White, 1994), where: 
-  is the fluid density 
- u  is the fluid velocity 
- p is the hydrostatic pressure                                 
-  is the fluid stress tensor 
- g is the acceleration due to external forces including ..ge  the effect of gravity on the 
fluid. 
The equation for energy conservation can be written as (White, 1994): 
                                                        
     Tkp
dt
de
u
                                         (2.4)
 
where: 
-    is a viscous dissipation function 
- T is the temperature 
- k  is the coefficient of thermal conductivity of the fluid 
-  Tpee ,  is the density of thermal energy and often approximated such that dTcde v , 
where vc  is the specific heat at constant volume. 
In Newtonian fluid viscous stresses are directly proportional to velocity derivatives. jiij u , 
and for them Eq. (2.3) reduces to the Navier-Stokes equation: 
                                           
    guuuu   2pt                                          (2.5) 
where   is dynamic viscosity of the fluid. 
For incompressible fluid fluids this equation can also be written as: 
                                                
  gu
1
uuu  2

pt
                                           (2.6)
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where  /  is the kinematic viscosity of the fluid. Continuity and momentum equations are 
usually independent of T and they can be solved separately from the energy equation.  Eq. (2.5) 
contains three second-order nonlinear partial differential equations for four unknown variables, 
i.e. pressure and three components of velocity, to be solved in space and time. The system is 
closed by combining it with Eq. (2.2) and using appropriate boundary conditions, such as known 
pressure or velocity at the inlet and outlet, or on the surfaces. At solid-fluid interfaces the called 
no-slip boundary conditions characteristic of viscous fluid flows applies. Thus at a solid wall the 
fluid velocity is zero. 
For fluid-flow equations the simplest theory is frictionless flow, and Eq. (2.5) reduces to the 
Euler equation: 
                                                        
 uuug  tp

1
                                                   (2.7)
 
White (1994) used that in a gravitational field zgeg  . Integrating Eq. (2.7) along a streamline 
the Bernoulli equation for incompressible steady flow results: 
                                                             
Cgzup   2
2
1
                                                     (2.8)
 
where C  is a constant for each streamline, g  is the gravitational acceleration and z is the 
elevation. The Bernoulli equation is related to the steady-flow energy equation and is usually 
used, but has many limits. For example, on streamline no shaft work or heat transfer is accepted 
(White, 1994). 
For stationary flow with very low inertial forces, the left-hand side of Eq. (2.5) is negligible, and 
it defines the Stokes equation: 
                                                          ug
2 p                                                            (2.9) 
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This equation is very important in theoretical and experimental work for fluid flows in porous 
media, where fluid velocities are low. In the flow systems defined by the Stokes equation, the 
pressure drop is directly proportional to the fluid velocity. If the force is reversed, the streamlines 
remain unchanged.  
Many characteristics: permeability (  ), viscosity ( ), momentum ( p ), and dimensionless 
numbers are important for fluid dynamic investigations, such as: Reynolds number ( Re ), 
Rayleigh number ( Ra ), Prandtl number ( Pr ), Peclet number ( Pe ), Nusselt number ( Nu ), Mach 
number ( M ), etc. It can be advantageous to express the relevant quantities and equations in 
dimensionless form using such dimensionless numbers. For example, the dimensionless form of 
the Navier-Stokes equation Eq. (2.5) indicated by White (1994) is: 
                                       
    uuuu 2
Re
1
pt
                                          (2.10) 
The notation ( ) is for dimensionless, u is the flow velocity, p is the pressure. 
 
 
2.3 Permeability 
2.3.1 Darcy’s Law 
At low Reynolds numbers (the flow is laminar), the most important relation describing fluid 
transport through porous media is Darcy‟s law (Scheidegger, 1957): 
                                                                 
p
K


q
                                                             (2.11)
 
where: 
- q  is the volumetric fluid flow through the medium 
  
15 
 
- K  is the permeability coefficient that measures the conductivity to fluid flow of the 
porous media 
-   is the viscosity of the fluid 
- p  is the fluid pressure 
Darcy‟s law was introduced originally as an empirical relationship based on experiments on 
steady flow in a vertical homogeneous sand filter (Darcy, 1856), and Eq. (2.11) has been found 
to work very well with a wide variety of natural porous media from sand to granite rocks 
(Sahimi, 1995; Darcy, 1856 and Scheidegger, 1957). Among the most important such material 
properties are the porosity   and the specific surface area 0S  (i.e. the pore surface area in a unit 
volume of the solid material) that influences the permeability greatly.  
Koponen et al. (1997) concluded that the pore volume of the material can include non-
percolating pores and also some other non-conducting parts, which should reduce the 
geometrical porosity to effective porosity. Usually, the difference between these two porosities 
becomes more pronounced near the percolation threshold, where the medium becomes 
completely blocked.  
The Darcy number is a dimensionless number used in the dynamics of flow through porous 
media and it is found from the differential form of Darcy‟s Law: 
                                                                      
2L
K
Da 
                                                             (2.12)
 
where: 
- K  is the permeability of the medium  [m2] 
- L  is the length  [m] 
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2.3.2 Expressions for Permeability 
In theoretical and experimental work on fluid flow in porous media, attempts are usually made to 
find practical correlations between the permeability and some other macroscopic properties of 
the porous medium. The most-used expressions are the Kozeny law and Kozeny-Carman law 
that relate permeability to the structural characteristics of the medium and have been derived 
analytically for capillary tube models (Scheidegger, 1957; Bear, 1972 and Carman, 1937).  
Samarasinghe et al. (1982) used the Kozeny law, which expresses the permeability of the 
medium: 
                                                                  
22
3
Sc
K



                                                            
(2.13) 
where: 
-   is the porosity 
- c  is Kozeny constant that depends on the geometry of the porous media 
-  is the tortuosity 
- S  is the pore surface area per unit volume 
For cylindrical capillaries 2c . Sometimes the tortuosity   is included in the Kozeny constant, 
and the Kozeny law becomes: 
                                                                     
2
3
cS
K


                                                              
(2.14) 
Using in terms of the specific surface area   1/0 SS , Eq. (2.13) can be written as the 
Kozeny-Carman law: 
                                                                 
2
3
2
0 1
1




cS
K
                                                     
(2.15) 
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Equations (2.13) or (2.14) are the most-used expressions for the permeability of porous media. In 
considering flow through a porous medium, only the interconnected pores are of interest. If the 
pores are not connected to the main void space, they do not contribute to the flow. The term       
„porosity‟ is then used to describe the interconnected pore space only. The „dead-end‟ pores are 
another type of pore that contributes very little to the flow. 
Fig. 2-2 shows the connected pores which give the permeability (MPG Petroleum Inc., 2003): 
 
Figure 2-2 Permeability (MPG Petroleum Inc., 2003) 
 
2.3.3 Tortuosity 
Another useful characteristic of porous media is tortuosity  , which is a measure of the 
complexity of the flow paths. The behaviour of the fluid that flows in a porous medium can be 
microscopically very complicated. Tortuosity is defined in many ways. One of them is for the 
case of capillary models, in Eq. (2.13), tortuosity is introduced as the relation  cos/1 , where 
  is the angle formed by the capillaries with the normal of the surface of the material. Bear 
(1972) and Dullien (1979) noted that the other way is in terms of the tube length eL  and the 
thickness of the medium L , tortuosity is LLe /  or same authors prefer as  
2
/ LLe , or as 
inverses of these two definitions. 
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Koponen et al. (1996) concluded that in principal the tortuosity can be defined as the ratio of a 
(properly weighted) average length of microscopic flow paths to the length of the system in the 
direction of the macroscopic flux. A numerical estimate of tortuosity can be conveniently 
determined from: 
                                                                     



xv
v

                                                              
(2.16) 
where: 
- v  is the absolute value of local flow velocity 
- xv  is the x  component of velocity in the direction of mean flow 
-   is a spatial average over the pore space 
The tortuosity for a random porous medium is very hard to measure experimentally. To 
determine the flow tortuosity the notion of diffusive tortuosity based on random-walk simulation 
in the pore space has been introduced. Tortuosity also can be defined just considering the 
shortest continuous path between any two points within the pore space. For transport phenomena 
it is good to use a definition like that of Eq. (2.16). 
 
2.4 Momentum 
The momentum p  is fundamental concept in fluid mechanics. It is a product of the mass m  and 
velocity u  of an object.    
                                                                     up m                                                                 (2.17) 
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Newton‟s Second Law of Motion gives the force F as aF m
 
 where a  is the acceleration. 
Acceleration is the time rate of change of velocity or  .
dt
du
a   
Then force can be written as: 
                                                                 dt
d
dt
d
m
pu
F 
                                                        (2.18) 
 
2.5 Viscosity 
Viscosity is a measure of a fluid‟s resistance to flow. It describes the internal friction of a 
moving fluid. For example: a fluid with large viscosity (e.g. honey) resists motion because its 
molecular movement is subject to high internal friction, while a fluid with low viscosity (water) 
flows relatively easily because its molecular movement has less friction when it is in motion. 
Gases usually have  much lower viscosity compared to liquids. 
Newton‟s Law of Friction presented the shear stress   to the velocity gradient in a Newtonian 
fluid (Keith, 1971): 
                                                                    dx
du
 
                                                               (2.19)
 
The proportionality factor   in this formula is the dynamic viscosity of the fluid (Pa  s) (N  s/m2 
or kg/(m  s)). 
The kinematic viscosity   is the dynamic viscosity  divided by the fluid density  (m
2
/s). 
                                                                  

 
                                                                    (2.20)
 
The kinematic viscosity can be thought of as a diffusion coefficient for momentum since: 
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                                                  dx
d
dx
d
dx
d puu



 
                                                    (2.21)
 
 
2.6 Reynolds Number 
The Reynolds Number  eR  is a non-dimensional number that reflects a measure of the ratio of 
inertial forces and viscous forces. 
forcesviscous
forcesinertial
eR   
Reynolds numbers are often used in the study of dimensional analysis of fluid dynamics 
problems, and also to determine dynamic similitude between different experimental cases. They 
are also used to describe different flows: 
- laminar flow, is possible at low Reynolds numbers (<2000), where is characterized by 
constant and smooth fluid motion  
- transition flows, when the Reynolds numbers is between 2000 and 4000 
- turbulent flow, is possible at high Reynolds numbers (>4000), where fluid motion tends 
to produce flow instabilities as chaotic eddies and vortices 
Avila et al. (2011) used  the Reynolds number as a number of different situations where a fluid is 
in relative motion to a surface. This definition generally includes the fluid properties of density 
and viscosity, plus a velocity and characteristic length or characteristic dimension. This 
dimension is a matter of convention – for example a radius or diameter is equally valid for 
spheres or circles, but one is chosen by convention. For aircraft or ships, the length or width can 
be used. For flow in a pipe or sphere moving in a fluid the internal diameter is generally used 
today. Other shapes such as rectangular pipes or non-spherical objects have an equivalent 
  
21 
 
diameter defined. For fluids of variable density such as compressible gases or fluids of variable 
viscosity such as non-Newtonian fluids, special rules apply. The velocity may also be a matter of 
convention in some circumstances, notably stirred vessels.  
The Reynolds number is: 
                                                      
 LL
eR
uu

                                                               (2.22) 
 
where: 
- u  is the mean velocity of the object relative to the fluid (m/s) 
- L is a characteristic linear dimension, (travelled length of the fluid; hydraulic diameter 
when dealing with river systems; m) 
-   is the dynamic viscosity of the fluid (Pa  s or N  s/m2 or kg/(m  s)) 
-   is the kinematic viscosity of the fluid (m
2
/s) 
-   is the density of the fluid (kg/m3) 
Low velocity, high viscosity, and confined fluid conditions lead to a low eR , the dominance of 
viscous forces, and laminar flow. If eR <<1, the flow is known as Stokes or creeping flow. Such 
flow is traditionally thought to be common for liquids in many porous media due to small pore 
sizes. Higher velocities, larger length scales, or less viscous fluids lead to larger Reynolds 
numbers and the dominance of inertial forces over viscous forces. Under high Reynolds number 
(2400) the flow can become unstable (i.e., the onset of turbulence).  
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2.7 Rayleigh Number 
The Rayleigh number is a dimensionless number used in fluid mechanics that is connected with 
buoyancy driven flow (also identified as natural convection or free convection). The Rayleigh 
number is below a critical value for fluid ( 511.657cRa ), then heat transfer is mainly in the 
form of conduction; if the Ra  exceeds the critical value, heat transfer is mainly in the form of 
convection. The value of the critical Rayleigh number depends on the particular geometry and 
condition.  
 
                                                          
3LT
g
Ra 





                                                         (2.23) 
 
where: 
- Ra  is Rayleigh number 
- g  is gravity constant (N/kg) 
-   is thermal expansion coefficient (1/K) 
- T  is temperature difference between surface and quiescent temperature (K) 
- L  is characteristic length (for a vertical wall is height) (m) 
-   is kinematic viscosity (m2/s) 
-  is thermal diffusivity ( )/( pc  ) where   is the heat conduction coefficient 
(W/(m K),  is the density (kg/m3), pc  is the specific heat coefficient at constant 
pressure (J/kg K) 
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2.8 Prandtl Number 
The Prandtl number is another dimensionless number which defines the ratio of kinematic 
viscosity (momentum diffusivity) and thermal diffusivity (White, 2006):  
                                                              k
cp


Pr
                                                            (2.24)
 
where: 
-   is kinematic viscosity (m2/s) 
-   is thermal diffusivity (m2/s) 
-  is absolute or dynamic viscosity (kg/m  s) 
- pc  is specific heat capacity (J/kg K) 
- k  is conductivity (W/m K) 
The Prandtl number is used for heat transfer and comprises some fluid properties that can be 
related to the thickness of the thermal and velocity boundary layers. It is actually the ratio of the 
thickness velocity boundary layer to the thickness of the thermal boundary layer. When 1Pr  , 
the boundary layers coincide; 1Pr   means thermal diffusivity dominates; and 1Pr   means 
momentum diffusivity dominates. White (2006) founded the typical values of the Prandtl number 
as in the Table 2-1:  
 
                                        Table 2-1 Prandtl number (Withe, 2006) 
MATERIAL Pr -ranges 
Gases 0.7-1.0 
Water 1-10 
Liquid metals 0.001-0.03 
Oil 50-2000 
Air 20
0
C 0.71 
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2.9 Peclet Number 
The Peclet number ( Pe ) is a dimensionless number used in calculations involving convective 
heat transfer. It is defined as the ratio of the thermal energy convected to the fluid to that 
conducted within the fluid, and it depends on the heat capacity, density, velocity, characteristic 
length and heat transfer coefficient. The Peclet number represents the product of the Reynolds 
number ( Re ) and the Prandtl number ( Pr ). 
 
 
 
2.10  Nusselt Number 
The Nusselt ( Nu ) number is the ratio of convective heat transfer across the boundary (Munson 
et al., 2008) compared to conduction: 
fk
hL
transferheatconductive
transferheatconvective
Nu   
where: 
- L is a characteristic length 
- fk  is the thermal conductivity of the fluid 
- h  is the convective heat transfer coefficient 
A Nusselt number close to 1 is associated with laminar flows, and between 100-1000 is generally 
associated with turbulent flows. Munson et al. (2008) shows, for example, as seen in Table 2-2, 
the correlations for calculating the heat transfer coefficient in a pipe flow. 
 
PrRe
ratetransportdiffusive
ratetransportadvective
Pe
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          Table 2-2 Nusselt number for laminar and turbulent flow (Munson et al., 2008) 
 Correlation Notes 
Laminar 
Flow 
66.3Nu  For constant wall temperature 
36.4Nu  For constant heat flux at wall 
Turbulent 
Flow 
nNu PrRe023.0 8.0  
n=0.4 for heating 
n=0.33 for cooling 
Valid for 160Pr6.0   
 
 1Pr8/7.121
Pr1000Re
8
3/2 


f
f
Nu  
Where 
2
10
9.6
Re
log8.1
1






f  is the  
Darcy friction factor 
 
2.11 Mach Number 
The dimensionless number Mach is the ratio of speed of an object moving through a fluid and 
the local speed of sound (Graebel, 2001) 
                                                                     
sc
c
M                                                               (2.25) 
where: 
- M  is the Mach Number 
- c  is the velocity of the source relative to the medium 
- sc  is the speed of sound in the medium 
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2.12  Poiseuille Flow 
An important and simple type of flow is that which occurs in a pipe or a slit between two parallel 
surfaces. It is called the Poiseuille flow after the Frenchman Jean Leonard Marie Poiseuille 
(1797-1869) (Sutera and Skalak, 1993). 
The factors that influence for flow through a pipe or a slit between two parallel surfaces are: 
- the radius of the pipe or the width of the slit between the two parallel surfaces; fluid 
travels more easily through a wide pipe or slit than a narrow  one 
- the viscosity (i. e. air flows much more easily than oil) 
- the pressure difference between the ends (at higher pressure difference the flow will be 
faster), or body force 
The velocities at the walls are 0 (no-slip boundaries) in a slit or pipe and the maximum velocities 
are in the middle. In Figure 2-4, Sukop and Thorne (2005) showed the velocity profile of a slit of 
width that can be seen to be parabolic: 
                                                                  
   22
*
2
xa
G
xu 
                                                 (2.26)
 
In this formula 
*G  can be: 
- pressure gradient   LPP autin /
 
- gravitational pressure gradient gG *  
The average velocity in a slit is 2/3 of the maximum; the maximum velocity is attained at .0x  
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Figure 2-3 Poiseuille velocity profile (Sukop and Thorne, 2005) 
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3 Lattice Boltzmann Method 
 In this Chapter an introduction to the Kinetic theory of gases is presented. Tthe Boltzmann 
equation describes is explained as it the evolution of the single particle distribution function in 
the phase space by a partial differential equation. The evolution of the method explains how the 
distribution functions is updated and hence what the lattice Boltzmann method is. 
 
3.1 Kinetic Theory  
The kinetic theory was developed in relationship with the atomic structure of matter, assuming 
that the constituents, atoms and molecules are in a continuous motion. Krönig, and later Maxwell 
and Clausius postulated that heat energy is identical with the kinetic energy of atoms or 
molecules (Wolfgang 1973). Later Boltzmann introduced the theory of “probability of a state” 
and related it to the system entropy (Badino, 2006).    
 In the theory, the particles in a substance are the same type in a solid, liquid or gaseous state. 
They differ only in: 
- their arrangement, 
- how strongly the particles are held together, and 
- the amount of kinetic energy that they possess. 
Kinetic theory can be used to explain how solids, liquids and gases differ in movement and 
arrangement. The various states of matter are differentiated as follows: 
- Gases: except for collisions, the molecular motion is force free (neglecting external force 
fields, such as pressure gradients) 
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- Liquids: because there are always a large number of molecules which interact 
nonuniform motion or an equilibrium configuration is a good approximation 
- Solids: the atoms oscillate about an equilibrium configuration 
Figure 3-1 shows the arrangement of molecules in the matter states:   
 
                (a)                                         (b)                                      (c) 
 
Figure 3-1 Matter states: (a Gaseous); (b) Liquid and (c) Solid 
 
3.1.1 Kinetic Theory of Gases 
The kinetic theory of gases (also known as kinetic-molecular theory) is the study of the 
microscopic behaviour of molecules and their interactions which lead to relationships, like the 
ideal gas law and correlations between macroscopic properties and microscopic phenomena. This 
was the first theory to describe gas pressure in terms of collisions with the walls of a container, 
rather than from static forces that push the molecules apart. The kinetic theory explains why any 
given molecule has a definite mass ( m ), definite velocity ( e ), and kinetic energy of 
2
em
2
1
. 
Kinetic theory also explains how the different sizes of particles in a gas can give them different 
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individual speeds. Essentially the particles follow classical mechanics laws; consequently, the 
Newton‟s second law of motion for each particle is expressed as: 
                                                                      
a
t
F
xa 


2
2
                                                            (3.1)
 
                                                                        
a
a
t
e
x



                                                             (3.2)
 
where: 
- ax  is position vector 
- ae  is velocity vector, na ,...2,1  
- aF  
is the sum of all forces acting on the system and, ,,...2,1 na    n   is the number of 
particles                 
 
3.1.2 Bridge between Microscopic and Macroscopic Levels  
The primary variable of interest is a one-particle probability distribution function (PPDF), 
),,( tf ex . They defined that exex
33),,( ddtf   is the number of particles which, at time t , are 
located within a phase-space control element ( ex 33 dd  ) about x and e (x is a particle‟s 
coordinate in physical space and e is a particle‟s velocity). 
Liboff (1998) states that the density can be obtained by integrating f  over only the velocity 
vector: 
                                                                  
   tfd ,xe                                                          (3.3) 
The first moment is defined as: 
                                                                         uee fd                                                          (3.4) 
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For calculating the second moment, a new variable is introduced (Liboff, 1998): 
                                                                       uec                                                                (3.5) 
The velocity of the particles has two component: ,u  which is the average velocity (bulk 
velocity) and ,c  the random (peculiar) velocity. 
                                                             
ueeec 
2
1
2
1
2
1 22   fdfd                                          (3.6) 
All the moments used are seen in Table 3-1: 
Table 3-1 Moments used in kinetic theory 
No. Moment Equation 
1 Zeroth moment   efd  
2 First moment   uee fd  
3 Second moment ueeec 
2
1
2
1
2
1 22   fdfd  
 
 In Eq. (3.6) on the left hand side, the term is the internal energy per unit volume. On the right 
hand side, the first term is the total energy per unit volume and the second term is the kinetic 
energy per unit volume. After considering internal energy per unit mass as e , the term on the left 
side became: 
                                                                 
efd  ec
2
2
1
                                                           (3.7) 
The pressure is directly related to the energy per unit mass and is known as: 
                                                                 
ep 
3
2
                                                                     (3.8) 
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The macroscopic relation between pressure and temperature is defined as: 
                                                                 RTp                                                                      (3.9) 
where: 
- p is pressure 
- R  is gas constant 
- T  is temperature 
Combining the equations Eq. (3.8) and Eq. (3.9) then the temperature as a function of 
microscopic velocity can be expressed as: 
                                                                    R
e
T
3
2
                                                                 (3.10) 
 In conclusion, all the important macroscopic properties such as densities, velocities, mass, 
pressure, and temperature can be calculated. 
 
3.2 History of Lattice Boltzmann Method 
The lattice Boltzmann method (LBM) is the most promising method in computational fluid 
dynamics (Chen and Doolen, 1998). The method has its roots from the older method of lattice 
gas automata (LGA). The advantages for this method are ease of implementation, a potential for 
parallelisation, and a nature that makes expansions of the method relatively simple (Succi, 2001).  
The LGA was developed from cellular automata, with a history started in 1973. Cellular 
automata are a discrete computer model of a grid system with an evolution defined by 
mathematical rules. This method was a model for the motion of single particles in fluid using 
behavioural rules which were as simple as possible. Hence, LGA can be seen as a simple method 
of molecular dynamics. 
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Molecular dynamics (MD) is a microscopic conceptual approach where the fluid dynamics is 
modeled based on the collision and other interactions between the individual molecules 
(Mohamad, 2011). In these models the macroscopic properties are recovered using statistical 
mechanics (Mohamad, 2011). The main problem in MD is excessive usage of the computing 
resources and their limitations in extending to bigger domains (Mohamad, 2011).  
 
3.2.1 Lattice Gas Automata 
Succi (2001) describes the lattice is a systematic arrangement of basic shapes. There are several 
types of lattice in two dimensions where the basic shape can be rectangle, triangle, regular 
hexagon, and so on. A square lattice is shown in Figure 3-2. This model was first proposed by 
Hardy, Pomeau and de Pazzis (named HPP) in 1973. 
 
Figure 3-2 Square lattice - HPP model (Succi, 2001) 
Lattice Gas Automata works with a group of particles on the lattice nodes while colliding with 
particles located at the neighbouring nodes while conserving the mass and the momentum. Each 
particle has a velocity whose direction is along the connection with one of the neighbouring 
nodes. All the particles possess momentum and the collision between them is governed by a set 
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of rules which change the velocities of the particles but conserves the total momentum of all the 
particles existing at a node. The particles then propagate to their close nodes according to the 
direction of their new velocities. In each time step iteration, at each lattice node, there is collision 
between particles followed by propagation.  
Frisch, Hasslacher and Pomeau (1986) replace the square lattice used in HPP model with a 
triangular lattice because the model is insufficiently symmetric. This model is named FHP and it 
presents hexagonal symmetry as in Figure 3-3: 
 
 
Figure 3-3 Triangular lattice - FHP model (Frisch et al., 1986) 
 
LGA models are basically defined by the kinetic equation: 
                                                      
    aaaa tnttn  ,, xex                                               (3.11) 
where: 
- an  
is a Boolean in a  direction 
- ae  
is a velocity 
- a  is the collision function, which is dependent on the LGA model 
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The density is calculated by summing up the total number of particles at each node: 
                                                              
   tnt
a
a ,, xx 
                                                     (3.12)
 
The momentum density is: 
                                                      
     tntt a
a
a ,,, xexux 
                                                (3.13)
 
There  t,xu  is the macroscopic velocity, which means velocity of the entire particles. 
McNamara and Zanetti introduced the first generation lattice Boltzmann method in 1988, where 
they have replaced the Boolean fields in Eq. (3.11) by the single particle distribution functions 
af  . 
                                                  
    aaaa tftttf  ,, xex                                          (3.14) 
These models are named mesoscopic models because they do not produce results on a sigle 
particle, but a distribution of particles. 
 
3.2.2 Distribution Function 
The distribution function (DF) is a function of seven variable  zyxtzyxf eee ,,;,,,  for three 
dimension, where zyx ,,  represent the position on the Cartesian system, t  represents the time 
and zyx eee ,,  represent the velocities on axis. The velocity distribution function  xf e  is defined 
as a fraction of particles in a certain location of a container of gas or liquid with velocities 
between xe  and xx dee   in x  direction. The entire fraction of particles with velocities between 
xe  
and  xx dee  , ye  and yy dee  , ze and zz dee   is known as      zyx fff eee . Maxwell 
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(Fowler, 2008) presents the applicable particle distribution function using the symmetry 
argument. 
                                                             
 
2
exp x
B
x Af
e
e

                                                        (3.15) 
 
The magnitude of velocity in three dimensional velocity spaces is: 
                                                             
2222
zyx eeee                                                            (3.16)
 
This equation represents a sphere centered at origin with the surface area 
24 e .  
Maxwell presents the following equations (Eqs.3.17-3.24) for the distribution function. The 
distribution function with the same speed e  is: 
                                                 
        2exp44 322 eeeeeee Bzyx Affff                          (3.17) 
In condition where all these fractions corresponding to  ,...1,0e  add up to one: 
                                                                   
  1
0


ee df
                                                          (3.18)
 
The constant A  and B  obtained after solving Eq. (3.17) are related: 
                                                                   
B
A 
                                                                (3.19)
 
The average kinetic energy per particle is known as: 
                                                         
 
 




0
0
2
2 2
1
2
1
ee
eee
e
df
dfm
m
                                                (3.20)
 
and: 
                                                                   B
m
m
4
3
2
1 2 e
                                                          (3.21)
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Expressing the average kinetic energy in terms of temperature T  and Boltzmann constant k  
yields: 
                                                                    
kTm
2
3
2
1 2 e
                                                       (3.22)
 
and through comparison of Eq. 3.21 and Eq. 3.22 gives the value of B : 
                                                                       kT
m
B
2

                                                            (3.23)
 
Finally the distribution function of velocities obtained is: 
                                                       













kT
m
kT
m
f
2
exp
2
)(
2
3
e
e

                                         (3.24) 
 
 
3.3 The Lattice Boltzmann Method 
The LBM is a numerical method for simulation of fluid flow and was first proposed by 
McNamara and Zanetti (1988). The LBM approximates the continuous Boltzmann equation by 
discretizing a physical space with lattice nodes and velocity space on a set of microscopic 
velocity vectors (Maier et al., 1997). A lattice is an infinite array of discrete points generated by 
a set of discrete translation rules and it corresponds to a set of nodes that represents the discrete 
phase of physical space, where each node corresponds to either a void or a solid. Mohammed 
(2005) represents that image of a porous medium in Figure 3-5(a) as solids and voids (pores), for 
solids are black pixels and for voids are white pixels. The lattice nodes are created at the center 
of each white pixel (Fig. 3-5(b)). 
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In the LBM fluid, particles travel between these nodes following the main LB equations, which 
satisfy the Navier-Stokes equations. These equations can be solved using several numerical 
methods (finite element and finite difference). The studies have been conducted by numerous 
researchers (Succi, 2001, Yoshino et al., 2004) who concluded that LBM is comparable in 
accuracy to traditional methods in relatively high Reynolds numbers and superior accuracy in 
low Reynolds numbers, and in the case of flow through porous media (Vafai, 1984; Koponen et 
al., 1997; Zhaoli and Guo, 2005).  
 
 
Figure 3-4 (a) Image of structure with black area represents solids and white area represents the voids, 
(b) Lattice nodes at the center of each white pixel (Mohammed, 2005) 
The basic idea of LBM comes from the kinetic theory of fluids. LBM considers a representative 
volume element of fluid  (a node in the lattice) composed of particles that are defined in terms of 
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their particle velocity distribution function  txfa , . This function is a discrete function that has  
Q  number of components, where Q  is the number of microscopic velocity directions  ae  
around a lattice node (Fig. 3-6). Each component of the function ....2,1,( afa  Q) represents a 
fraction of the total number of particles at each node with a microscopic velocity ae  
(Fig. 3-6). 
The fluid particles travel on the lattice nodes through the use of the distribution function which 
determines the macroscopic velocity of fluid at each lattice node (Kutay, 2005). 
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Figure 3-5 (a) D2Q9 and (b) D3Q19 lattice microscopic velocity directions (Kutay, 2005) 
 
3.3.1 Boltzmann Equation 
The Boltzmann equation (BE) is a partial differential equation which governs the transport 
phenomenon of the density distribution function.  
The moments of the distribution function over velocity space are taken to obtain the macroscopic 
quantities such as density, momentum density, and internal energy as introduced by Chapman et 
al. (1970).  
                                                               
    eexx dtft ,,,                                                   (3.25) 
                                                           
    eexexu dtft   ,,,                                                (3.26) 
                                                     
      eexuex dtfte ,,
2
1
,
2
 
                                       (3.27)
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Where u  is the microscopic velocity vector and e  is the specific internal energy. 
If there are no collisions, the number of particles in this set does not change and can be 
expressed: 
                                                        
   tftttf ,,,, exeex 
                                         (3.28) 
If collisions between particles are counted, the number of particles in the final set will change 
and is given by introducing a collision function  f  which defines the rate of change of the 
distribution function f  at a fixed point  t,x .This is the Boltzmann equation (BE) 
                                                  
      tftftttf  ,,,, exeex
                             (3.29) 
As the BE contained a collision term and presents problems in solving it, Bhatnagar, Gross and 
Krook in 1954 found the solution. They used a mathematically simple relaxation term, because 
the collisions tend to relax the distribution function toward equilibrium: 
                                                                    
 

eqff
f


                                                 (3.30)
 
where: 
-  f  is BKG collision operator 
-    is the  relaxation time which is a function of viscosity of the fluid 
- f  is distribution function 
- 
eqf is the equilibrium distribution function 
Bhatnagar et al. (1954) introduced the concept that the equilibrium distribution function has a 
Maxwell- Boltzmann distribution of velocities and is proportional to the density. This means that 
the Maxwell-Boltzmann distribution can be taken to represent 
eqf  .  
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3.3.2 Lattice Boltzmann Equation 
The lattice Boltzmann equation (LBE) is derived directly from the LGA. Finite set of velocities 
ae  
along the links of the lattice is presented by the distribution function  tf ,,ex   which is 
transformed to corresponding discrete distribution functions  tfa ,x . He and Luo (1997) noted 
that in order to preserve the conservation laws, when discretized, these moments must be 
preserved exactly, as in the following Eqs. (3.31-3.38). The moments of the distribution function 
are given by: 
                                                            
    eexe dtfI ,,                                                     (3.31) 
Where  e  represent a polynomial in e . 
The moments of the distribution function I can be calculated by: 
                                                            
   tfwI aaa
n
a
,,
1
exe


                                             (3.32)
 
where: 
- aw  are the weights coefficient  
- n  is the number of discrete velocities  
- ae  is the discrete velocity set 
Accordingly the hydrodynamic moments of Eqs. (3.25), (3.26) and (3.27) are transformed into 
summation: 
- for   1 e , the mass density is known as: 
                                                       
  


n
a
eq
a
n
a
a fft
00
,x
                                                      (3.33)
 
- for   ee  , the momentum density is known as: 
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  eqa
n
a
aa
n
a
a fft 


00
, eexu
                                                (3.34) 
- for    2uee  , the internal energy is known as: 
                                       
      eqa
n
a
aa
n
a
a ffte 


0
2
0
2
2
1
2
1
, ueuex
                                   (3.35)
 
where: 
                                                  
   tfwftf aaaa ,,, exx                                                       (3.36) 
                                          
   tfwfwftf a
eq
a
eq
aa
eq
a
eq
a ,,, exx                                        (3.37)
 
If aw  are constants, is the factor weights specific for each model chosen and the physical point 
t,x  in the discretized physical/temporal space corresponds to a point on the lattice. 
The discrete form of the Boltzmann equation using the BKG collision operator is known as: 
                                                    
eq
aa
aa
a fff
t
f 



e
                                                  (3.38) 
 
First order discretization of the above equation with lattice spacing x   and time step 
t (Inamuro et al., 1997) leads to: 
   
       
    tftfttftttf
t
tfttf eq
aa
aaa
ax
aa ,,
1,,,,
xx
x
xex
e
xx








          (3.39) 
 
                          
        tftftftttf eqaaaaa ,,,, xxxex                                       (3.40) 
 
He and Luo (1997) use the velocity tax  /xe   and the frequency  /1  which is correlated 
to the dimensionless relaxation time t / . 
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3.3.3 Equilibrium Distribution Function 
The equilibrium distribution function for LBM can be derived from the Maxwell-Boltzmann 
distribution discussed in Section 3.2.2 : 
                                             
 





 







kT
m
kT
m
f
D
eq
2
exp
2
22 ue


                                         (3.41)
 
where 2D  for a two dimensional model which is used in this case. The speed of sound sc  is a 
relation between Boltzmann constant k , temperature T  and mass m : 
                                                                  m
kT
cs 
2
                                                                  (3.42)
 
He and Luo (1997) introduce the low-Mach number limit in Eq. (3.41): 
                               
 
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
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sss
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ccc
f
euueue
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                        (3.43)
 
The Taylor series expansion for exp )(x  is: 
                                                      
...
!3!2!1
1)exp(
32

xxx
x
                                             (3.44)
 
Using the Eq. (3.44) is obtained: 
                                 
 
...
8
2
2
2
1
2
2
exp
4
22
22
2









 

sss ccc
euueuueuu
2
                            (3.45)
 
 
                                 
   3
4
2
22
2
2
2
22
1
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2
exp u
eueuueuu
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


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



 

ssss cccc                              (3.46) 
 
  
45 
 
He and Luo (1997)   use the equilibrium distribution function (based on the Equations (3.45,      
3.46)) for low Mach number as: 
                                  
   3
4
2
22
2
22 22
1
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eueuue
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

                    (3.47)
 
For the velocity ae   the equilibrium distribution function is: 
                               
 
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3.3.4 Lattice Boltzmann Models 
Lattice Boltzmann models (LBMs) have an important capacity to simulate single and multiphase 
fluids. The model is observed from a particle perspective where collisions, streaming, and 
interaction between particle-particle and particle-surface create the entire theoretical framework. 
Numerous LBMs exist for numerical solution of fluid flow scenarios, where each model has 
microscopic movement of the fluid particles. The LBMs are typically represented as D n Qb  
where n  is the number of dimension and b   is the number of microscopic velocity direction 
( ae ), as in Fig. 3-5. For example, D2Q9 represents a two-dimensional geometry with nine 
velocity directions, and D3Q19 represents three-dimensional geometry with nineteen velocity 
directions. 
 
3.3.5 Lattice Isotropy 
An explanation has been found (Wolf-Gladrow, 2005) for the condition necessary for lattice 
isotropy. Not every lattice is appropriate for use in the LBM. For LGA, there are numerous 
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conditions stipulating that a set of lattice vectors must have sufficiently isotropic behaviour to 
develop the Navier-Stokes equation. Latt (2007) uses the BGK model for a fluid requires that 
there exist a constant sc , set of weight aw for the lattice velocities ae such that the following 
equations: 
                                                                     
1
a
aw
                                                           (3.49a)
 
                                                                   
0 a
a
aew
                                                     (3.49b)
 
                                                            
 
2
saa
a
a ceew 
                                                  (3.49c)
 
                                                           
0  aaa
a
a eeew
                                                      (3.49d)
 
                                       
    4saaaa
a
a ceeeew
                           (3.49e)
 
                                                        
0  aaaaa
a
a eeeeew
                                                (3.49f)
 
Where aw  is a set of lattice vector weights and must be selected for each lattice to satisfy these 
conditions. 
Several authors (Hardy et al., 1973, Frisch et al., 1986, Maier et al., 1997, Begun and Basil, 
2008) illustrated the lattices which meet these conditions as D1Q3, D2Q7, D2Q9, D3Q15, 
D3Q19 and D3Q27 (Fig. 3-6 a, b, c, d, e, f). 
 
  
47 
 
 
 
 
Figure 3-6 (a) D1Q3, (b) D2Q7, (c) D2Q9, (d) D3Q15, (e) D3Q19, and (f) D3Q27  
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For example, in two dimensions it is most common to use D2Q9 because it has a square grid of 
nodes and is easier to implement on a computer and in three dimensions an advantageous model 
is D3Q19. In the D2Q9 lattice, three different aw  weights are used: 
- for 0w  , 0a ,  is  for the rest vector, 
- for sw , ,4,3,2,1a  are for the short vectors, 
- for lw ,  ,8,7,6,5a  are for the long vectors. 
Then from the Eqs.: (3.49 a, 3.49c and 3.49e ) the following conditions arise: 
                                                            
1440  ls www                                                       (3.50a) 
                                                                
242 sls cww                                                          (3.50b)
 
                                                               
4342 sls cww                                                         (3.50c)
 
                                                                    
44 sl cw                                                                (3.50d) 
 
The solution for this system and for the other lattices of Fig. 3-6 are shown in Table 3-2: 
 
      Table 3-2 Lattice weight for different models 
D2Q7 D2Q9 D3Q15 D3Q19 
ae  aw  ae  aw  ae  aw  ae  aw  
 (0) 2/10 w  (0,0) 9/40 w  (0,0,0) 9/20 w  (0,0,0) 3/10 w  
( 1 ) 12/1sw  ( )0,1  9/1sw  ( )0,0,1  9/1sw  ( )0,0,1  18/1sw  
 ( )1,1  36/1lw  ( )1,1,1   72/1lw  ( )0,1,1  36/1lw  
2/12 sc  3/1
2 sc  3/1
2 sc  3/1
2 sc  
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Based on observations D1Q3 is the projection of the D2Q9 lattice on to one dimension, and 
D2Q9 lattice also is the projection of the D3Q15 lattice on to two dimensions. 
 
3.3.6 A Two-Dimensional Model                  
Frisch, Hasslacher, and Pomeau  (1986) introduced the first lattice gas model that can accurately 
simulate the two dimensional Navier-Stokes equations. The name is the FHP model; it is 
constructed on an equilateral triangular lattice (Fig. 3-6c).  
The distance between every two points is 1 lattice unit (lu) and all particles have only one speed 
1lu/time step (luts
-1
). At every lattice point x  may be up to six particles, one for every possible 
velocities defined by the particle speed and one of the six possible directions: 
                                                           
)3/sin,3/(cos aaa e                                               (3.51) 
Where 6...,2,1a  and the velocities vectors start from the origin (0, 0) to the Cartesian 
coordinate. As noted (Rothman and Zaleski, 1997) a string of Boolean variables 
),...,,( 621 nnnn  contains the states ( 0an  or 1) indicating the presence (1) or absence (0) of 
particles moving from a lattice site at x  to a neighbouring site aex  . 
In recent years, for simulation of fluid flow the D2Q9 model has been more commonly used. 
The D2Q9 model is a two dimensional model with square lattice and nine velocity vectors. 
Shokouhmand et al. (2009) used this model, and the lattice velocities are presented in Fig. 3-5a: 
The velocity vectors are ae , with 8,7,6,5,4,3,2,1,0a . 
The equilibrium distribution function for this model is given by (Eq. 3.48): 
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And the weight factors for D2Q9 are: 
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For D2Q9 model the lattice velocities are defined as: 
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The important parameters in this model are: 
- Density 
a
af ,  
- Macroscopic velocity a
a
af eu  ,                   
- Pressure 
2
scp  , 
- Kinematic viscosity tsc  






2
12
. 
With this model the value of particle speed c  is chosen as txc  / , where x  is the spacing 
and t  is the time step. The speed of sound is related to the lattice velocity and is 3/ccs  . 
Then the equilibrium distribution function for the finite set of velocities of the D2Q9 model is: 
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3.3.7 A Three-Dimensional Model 
The models in three dimensions are several, but the most representative is the D3Q19 model 
(Peng et al., 2003). The D3Q15 model has a small range of stability, and the D3Q27 model 
requires the highest computational effort; the D3Q19 model is thus a good compromise between 
the two models. 
Peng et al. (2003) represent the D3Q19 models (Fig.3.5b), based on a three-dimensional regular 
cubic lattice, with a set of nineteen discrete velocity vectors. That set has one velocity vector at 
rest (in center), six velocities at nearest neighbours and twelve velocities at next-nearest 
neighbours. 
 
For D3Q19 model the lattice velocities are defined as: 
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the weight factors are: 
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and the equilibrium distribution function is given by: 
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3.4 Lattice Boltzmann Model for Convection Heat Transfer in Porous Media 
The LBM is a methodology for fluid flow in porous media based on the Navier-Stokes equations. 
The first LBM simulation of the fluid flow in porous media in two dimensions was introduced by 
Rhotman (1988).  For three dimensions, Foti and Succi (1989) adopted the convenient result of 
porous media permeability being a function of porosity. Cancelliere et al. (1990) later developed 
a better representation of Succi‟s study using the microgeometry of the materials. Nield and 
Bejan (1992) have studied theoretically and experimentally the problem of fluid flow and heat 
transfer in porous media. The fluid flow and heat transfer in porous media have been studied by 
Guo and Zhao (2005). The conventional numerical method of computational fluid dynamics 
(CFD) is based on discretization of macroscopic continuum equations. The LBM is based on 
microscopic models or mesoscopic kinetic equations for fluids and has been shown to have good 
results with complex geometries of the porous media at pore level (Zhang et al., 2000), also with 
continuum or slip flow (Chen et al., 1998). 
In a natural porous medium, the distribution of pores is not regular in shape and size. Examples 
of   natural porous media include sandstone, beach sand, wood, and even the human lung. The 
fluids flow through connected pores in the porous medium. 
 
3.4.1 Macroscopic Equation in Porous Medium 
Niathiarasu et al. (1997) considered that if the Boussinesq limit holds and there is local thermal 
equilibrium between the fluid and the solid, then the governing equation of the generalized 
model for incompressible fluid flow and convection heat transfer in porous media can be defined 
as: 
                                                                      0 u                                                             (3.59a) 
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
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                                          (3.59c) 
The coefficient  is the ratio between the heat capacities of the solid and fluid phases and is 
given by: 
                                                          
  pffpss cc  /1                                             (3.60) 
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ck  /
                                                     (3.61)
 
                                                                    dem
kkk 
                                                         (3.62)
 
 
where: 
- u  is the volume averaged velocity 
- p is the pressure 
- e  is the effective viscosity parameter 
- F  is the total body force due to the presence of a porous medium and the other external 
force fields 
- T is the temperature of the fluid  
-   is the porosity of the porous medium 
-  is the ratio between the heat capacities of the solid and fluid phases 
- s  and f  are the solid and fluid densities 
- psc  and pfc  are the solid and fluid specific heats at constant pressure 
- m  is the effective thermal diffusivity 
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- mk  is the effective thermal conductivity 
- ek  is the stagnant thermal conductivity 
- dk  is the thermal conductivity due to thermal dispersion 
Guo and Zhao (2005) defined the force F  : 
                                                          
GuuuF 
  
K
F
K                                            (3.63)
 
where: 
-   is viscosity of the fluid and could be different then effective viscosity e  
- G  is the gravitational force, and is given by: 
                                                              
  aG  0TTg                                                   (3.64) 
where: 
- g  is the gravitational acceleration 
-   is the thermal expansion coefficient 
- 0T  is the reference temperature 
- a  is the acceleration due to other external force fields 
Ergun (1952) developed the geometric function F  and the permeability K  of the porous 
medium related to the porosity  , based on experimental investigations.  These can be expressed 
as the following functions: 
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where pd  is the diameter of the solid particle. 
After introduced the F  
in Eq. (3.66) become: 
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If ,1  the governing Equations (3.62) are for fluid flows in a simple medium. Also the flow 
governed by Eq. (3.62) is characterized by dimensionless numbers: Darcy number ( Da ), the 
Prandtl number  (Pr), the Raylegh number ( Ra -for natural convection), the Reynolds number 
(Re-for forced or mixed convection), and the viscosity ratio ( Je ).  
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3.4.2 Lattice Boltzmann Equation for the Velocity Field 
Guo and Zhao (2002) extended the LBE for fluid flows in a plain medium to flows in porous 
media; this can be expressed as: 
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where: 
-  tfa ,x  and  1,  tf aa ex   are the non-equilibrium distribution function in 
tha  lattice 
direction at node x , at time t , and node ,aex  at time 1t  
- ae  is the velocity at position x  and time t  
- t  is the time increment 
- v  is the dimensionless relaxation time 
- 
 eq
af  is the equilibrium distribution function  
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- at F  is the total force due to the presence of the porous medium and the other external 
force fields 
Guo and Zhao (2002) defined the equilibrium distribution function (EDF) in the D n Qb  model 
as: 
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where: 
- aw is the weight for the specific model 
- sc  is the speed of sound for fluid, and 3/ccs   
- txc  / , and x  is the lattice spacing 
A suitable formulation for total force aF  is: 
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The fluid velocity u is defined as: 
                                                      
Feu 


2
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Following  to the above equations (Guo and Zhao, 2002), F is connected to u  and the Eq. (3.71) 
is nonlinear for the velocity. Guo and Zao (2005) presented the fluid density and velocity as: 
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where v  is the auxiliary velocity and is given by: 
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and the parameters 0c  and 1c  are defined by: 
                                                 K
F
2
;
2
1
2
1
10


 tt c
K
c 





                                 (3.75) 
 
3.4.3 Lattice Boltzmann Equation for the Temperature Field 
In a fluid flow with heat transfer in a plain medium, LBMs are classified in two categories: 
- multispeed models (MS) 
- double-distribution function models (DDF) 
The MS models are basic extensions of the isothermal LBM, which introduce a larger set of 
discrete velocities. The equilibrium distribution functions include higher order terms for velocity.  
The DDF models using the temperature field obey a simpler convection-diffusion equation. This 
model for fluid flows in a plain medium was studied by many researchers such as Bartoloni et al. 
(1993), Shan (1997) and Guo et al. (2002). Guo and Zhao (2002) modeled the evolution of the 
velocity field by the general lattice Boltzmann equation (GLBE) of a density distribution 
function and the evolution of the temperature field by the new LBE for temperature distribution 
function. They proposed the LBE for the thermal energy distribution as: 
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where: 
-  tga ,x  is the thermal distribution function 
- c  is the dimensionless relaxation time 
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-  eqag  is the thermal distribution function at equilibrium 
 
He et al. (1998) discovered for the LBM thermal models the equilibrium distribution function for 
the internal energy density distribution function can be expressed as: 
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After eliminating the term with zeroth-through second order moment of the second term of the 
equation, they choose the same lattice models for the energy density distribution function as the 
models for the density distribution function. 
Thus, for example, in different models the equations are: 
- For D2Q9 - Seta et al. (2006) use the following equations for the discrete internal energy 
density equilibrium distribution: 
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- For D3Q19- Grucelski (2012) use the following equations for the discrete internal energy 
density equilibrium distribution: 
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The internal energy is related to the temperature by: 2/3RTe  , where R is the gas constant   
( 314.8R  [J/moll-K]). The macroscopic density, velocity and temperature are calculated by: 
                                                                     

a
af
                                                            (3.80)
 
                                                                 
a
a
a f eu
                                                           (3.81)
 
                                                              
  
a
agRT 2/2
                                                     (3.82) 
 
3.4.4 Lattice Units 
In Lattice Boltzmann simulation there are three kinds of systems:  
- physical system (real system) 
- dimensionless system 
- lattice system 
Lattice Boltzmann methods used several dimensionless parameters, such as: Reynolds number, 
Rayleigh number, Prandtl number, etc. The real parameters (viscosity, length, temperature, etc.) 
have to be transformed into dimensionless parameters and then into lattice units.  
A graphical representation of this relationship between systems is: 
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     Physical System (P)                    Dimensionless System (D)                     Lattice System (LB) 
There are two approaches that are frequently used to convert between lattice units and physical 
units: 
a) Direct conversion 
Latt (2008) noted that in direct conversion the first approach the lattice units are related to 
physical units through the time step t  and the node spacing x . The physical flow velocity at 
the node is given by: 
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There Pu is the velocity in physical units and LBu  is the velocity in lattice units. 
For physical speed of sound: 
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The kinematic viscosity in physical units is: 
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From this the time step is: 
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In the same way from Eq. (3.90) can have the space step: 
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Because at isothermal ideal gas, the pressure is proportional to the density 2scp  , that means 
when 0  is at equilibrium (or atmospheric) density and 0p  is the corresponding pressure: 
  
61 
 
                                                                      00



p
p
                                                             (3.88)
 
Both sides of this equation hold in both physical and lattice units. The physical pressure at any 
point is given as: 
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b) Dimensionless formulation 
Latt (2008) described the dimensionless formulation where a physical system ( P ) is converted 
to a continuous dimensionless system ( D ) and then converted to a lattice system ( LB ). In an 
incompressible fluid, the density has a constant value 0  , and is not changed in time and 
space.  
The equations need to be into a dimensionless structure. For this, Latt (2008) introduced 
notations 0l as a length scale and 0t  as time scale. The physical variables for time Pt  and the 
position vector Pr  are defined as dimensionless: 
                                                   P
P
D
t
t
t
,0

     
and    
P
P
D
l
r
r
,0

                                                   (3.90)
 
For other variables a unit conversion is introduced based on a dimensional analysis: 
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Using these variables into Eqs. (3.96) and (3.97), the dimensionless Navier-Stokes equations are: 
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Where the dimensionless Reynolds number is given by: 
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The reference variables in the dimensionless system for 1,0 Dl  
and 1,0 Dt , thus the viscosity in 
dimensionless system is: 
                                                                       
Re/1D                                                          (3.95) 
In the dimensionless system ( D ), the characteristic length and characteristic time of the system 
are normalized both with 1. The dimensionless system is divided into a grid with chN nodes used 
to resolve its characteristic length and  chT  is the time step used to resolve the system its 
characteristic time. Then space and time are given by: 
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The same technique can be used for velocity and viscosity to be converted between 
dimensionless system and lattice system. 
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Using the reference velocity 
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4 The Main Calculation Cycle and Boundary Conditions 
 
LBM can be considered to be composed of four different parts: collision, streaming, application 
of boundary conditions and calculation of macroscopic properties. These four processes 
constitute the basic operating loop of a LBM program, and are discussed in detail in the 
following four subsections. Appendix 2 gives further details on how the various equations are 
specifically applied in a „long hand‟ numerical example. The boundary conditions described in 
this chapter are specific to the velocity and temperature. 
 
4.1 Collision Step  
The collision step is considered as a redistribution of the distribution functions towards the local 
discretized equilibrium distribution functions and the local mass and momentum are constant.  
The equilibrium distribution function eqf  for D2Q9 is defined by Eq.3.58 in Chapter 3. 
The local density   and velocity e  are conserved, and the distribution functions change 
according to the relaxation Maxwellian rule (Chirila, 2010). 
 
 
4.2 Streaming Step 
Chirila (2010) explained that in the LBM, if all particles are entering the same node at the same 
time from different directions, there is a collision step and a new distribution of particles results. 
In Lattice Boltzmann dynamics a collision step is presented as: 
                                                  
      tftftf inainaouta ,,, xxx                                            (4.1) 
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 The streaming step (propagation step) is: 
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a ,, xex                                              (4.2) 
where: 
- outaf  is the distribution values after collision 
- inaf  is the values after collision and propagation, values entering the neighbouring cell 
- a  is the collision term, a model specific function describing the outcome of the particle 
collision. 
Combining Eq. (4.8) and Eq. (4.9) a LBM can also be defined as: 
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In LBM the conservation laws is very important. If the number of particle is conserved in the 
collision process, then it is required to have: 
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The collision term must be: 
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Also, if the momentum is conserved, it is required to have: 
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Romana et al. (2008) give example of streaming and collision in two dimensions: 
- for hexagonal lattice with seven possible velocities as in Fig. 4-2 (the arrows represent 
the particles, their direction correspond to the velocity , and their length is proportional 
af ) 
 
 
 
 
 
Figure 4-1 Collision and propagation phases in a LB model defined on a 2D hexagonal lattice (Romana 
et al., 2008) 
 
- for square lattice with nine possible velocities as in Fig.4-1: 
 
 
 
Figure 4-2 Collision and propagation phases in a LB model defined on a 2D square lattice (Romana et 
al., 2008) 
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4.3 Boundary Condition 
Boundary conditions are very important part of LBM and they are necessary before computing. 
Many researchers such as Inamuro et al. (1995), Noble et al. (1995), Maier et al. (1996), Zou 
and He (1997) etc., proposed and investigated various boundary conditions for different kinds of 
simulations. In practical applications, boundary conditions can be obtained in terms of 
macroscopic physical variables such as   and u  from mass and momentum conservations at the 
boundaries: 
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In the LBM these conditions have to be implemented through the distribution function af  at 
boundary nodes according to the macroscopic boundary conditions.  
The bounce-back rule has the incoming specific densities af  at a wall node being reflected back 
to the original fluid node, and the direction rotated at 180
0
. The boundary condition has been 
demonstrated to be only for first-order accuracy in time and space (Pan et al., 2006).  
First order bounce-back is the boundary condition which defines the unknown distribution 
function at the boundary with the first order accuracy. It does not provide accurate results for 
developing flow inside the channel. Muhammed (2011) represented this as in Fig. 4-3 where the 
first order bounce-back type of boundary condition applied. 
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        Figure 4-3 First order bounce-back of boundary condition (Muhammed, 2011) 
The distribution function is reflected inside the flow as shown in the figure and the unknown 
distribution functions are 5f , 2f  and 6f . 
                                                75
ff  ,  42 ff     and   86 ff                                                (4.10)
 
The distribution functions 7f , 4f  and 8f  are known; they can be evaluated from streaming step 
and collision step. 
The velocity lattice and thermal lattice arrangements at boundaries and inside the flow are 
represented for D2Q9 model. Almalowi and Oztekin (2012) represented the boundary condition 
for the velocity and the temperature; those are shown in the Fig. 4-4 and Fig. 4-5: 
 
Figure 4-4 D2Q9 velocity lattice arrangements at boundaries and inside the flow domain (Almalowi and 
Oztekin, 2012) 
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Figure 4-5 D2Q9 thermal lattice arrangements at boundaries and inside the flow domain (Almalowi and 
Oztekin, 2012) 
 
Figure 4-6 represents the boundary condition for a 2D Channel flow which is used for 
simulation: 
 
 
Figure 4-6 Boundary condition for 2D channel (Almalowi and Oztekin, 2012)  
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4.3.1 Boundary Condition for the Velocity 
Inlet Velocity Boundary Condition. In this case (Fig. 4-4), it is assumed that there is no 
velocity component in y  direction and is a non-zero velocity in x  direction. There are some 
distribution functions unknown after the streaming step. The unknown distribution functions are 
1f , 5f  and 8f  . They are on the left boundary. Also the density  is unknown. We use the 
equation of the non-equilibrium function and then Eq. (4.8) and Eq. (4.9) as: 
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The solution for these equations offers the following results for the unknowns at the inlet 
boundary: 
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where xu  is the known inlet velocity. 
Bottom Wall Velocity Boundary Condition. A non-slip boundary condition at the wall       
(Fig. 4-4), is assumed to be in equilibrium distribution function with a counter slip velocity at the 
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wall, equal to the wall velocity. This boundary condition can be obtained by equating the x  
and y  velocities to zero for the nodes on required boundaries. The non-equilibrium parts of the 
distribution functions need to be used as:  
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When xu  and yu  are set to zero, the unknown   multiplies with zero, then in Eq. (4.30) and  
Eq. (4.31)   becomes unimportant. In Eq. (4.28), Eq. (4.29) and Eq. (4.30) the solution gives a 
relation for the unknown distribution function of the bottom wall: 
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Top Wall Velocity Boundary Condition. Similarly with the bottom wall a boundary condition 
(Fig. 4-4), need to be used: 
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The solutions are: 
                                                                           24 ff                                                            (4.30) 
                                                                2
31
57
ff
ff


                                                      (4.31)
 
                                                                2
31
68
ff
ff


                                                      (4.32)
 
Outlet Velocity Boundary Condition. The velocity at the outlet (Fig. 4-4), is unknown, 
contrary to the inlet boundary. The unknown distribution functions are 3f , 6f  and 7f  . They are 
on the left outlet boundary. Also the density  is unknown. In this case the velocity in the y  
direction is assumed no more varying and the equations are: 
                                                                   
eqeq ffff 1133                                                  (4.33) 
                                              876543210
fffffffff 
                               (4.34) 
                                                   876513
ffffffux                                             (4.35) 
                                                  
0876542  ffffffuy                                      (4.36) 
The solution for these equations offers the following results for the unknowns at the outlet 
boundary: 
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4.3.2 Boundary Condition for the Temperature 
In the model (Fig. 4-5) is considered the temperature from outside as hot temperature (notation is 
1 in the code) and at the walls as cold temperature (notation is 0 in the code). 
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Inlet Temperature Boundary Condition. The temperature boundary conditions (Fig. 4-5) 
applied use the equality of non-equilibrium distribution functions. The equations are: 
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Bottom Wall Temperature Boundary Condition. The equations are: 
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Top Wall Temperature Boundary Condition. The equations are: 
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Outlet Temperature Boundary Condition. The equations are: 
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4.4 Definition of Macroscopic Properties 
The properties of densities and velocities for flow are calculated using the mass and momentum 
conservation at each node: 
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The temperature is calculated using the thermal distribution function: 
                                                               
),(),(
8
0
tgtT
a
a xx 


                                                   (4.56)
 
 
 
 
 
The LBM worked example for D2Q9 model is presented in Appendix 2. 
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5 Physical Experiments for Verification 
 
To verify the simulation results three physical model experiments were designed and executed: 
rectangular box model, circular plastic pipe model, and circular aluminum pipe model. In these 
experiments gravel as a porous medium was used. The temperature evolution during the 
experiments were analysed from the images taken by a thermal camera. Taken together, the three 
experiments comprised a progression towards the boundary conditions that could be 
accommodated by the code, at this stage in its development. This is why the experiments are 
presented before the simulations. 
 
5.1 Rectangular Box with Varying Boundary Temperature  
An experiment was conducted to evaluate and validate the LBM model built with MATLAB 
code. The experiment aimed to show the effects of air flow through on heat transfer with porous 
media.  
The experiment consisted of a box filled with granite gravel, an inlet region, an outlet region, a 
flow meter, a hair dryer and a thermal camera. The hair dryer was used to supply hot air. The box 
had cardboard walls with dimensions 12 cm x 12 cm x 32 cm, as in Fig. 5-1. In this experiment, 
gravel has been used as the porous medium, and was assumed as an isotropic and homogeneous 
porous media. From inspection of Fig. 5-2, the average size of gravel used in the experiment was 
estimated at 2 cm. 
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Figure 5-1 Cardboard box filled with gravel 
 
Figure 5-2 Granite gravel 
 At the beginning of the experiment, all the walls were the same temperature, considered „cold 
temperature‟, and the hot air flow was at the inlet region. The initial temperature of the box and 
gravel was 18.8° C. The hair dryer blew air at 52° C and the air velocity was approximately 0.2 
m/s. The fluid flowed through the inlet with assumed uniform velocity, passed through porous 
media and exited through the outlet. During the transit of the air flow through the gravel, a heat 
transfer occurred between the two media.  
The schematic of the experiment is presented in the Figure 5-3: 
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Figure 5-3 Validation experiment with rectangular box 
 
The temperature measurements in experiments were done with the thermal camera model Flir 
E50. The emissivity (-is the relative ability of its surface to emit energy by radiation) of surface 
was set at 0.83. The camera viewed the side of the box, normal to flow direction. The images 
(Fig. 5-4a to f) were taken during the experiment at different times (time stamped on the images) 
with a thermal camera. In this imagery, the temperatures were represented by a palette of colours 
varying from light yellow to dark purple. The coldest temperature was represented by the dark 
purple colour. With increases in temperature of the media over time, the colours of thermal 
image became brighter to yellow. After the pictures were taken, the images were analysed and 
the temperature field examined in detail.  
On the top left corner of the images, the spot temperature of the box surface was presented (in 
the cross hairs). The spot was located approximately on the middle of box. A legend of 
temperature was presented on the right hand side of the pictures. Unfortunately, the temperature 
scale changes for each time, making it harder to interpret the temperature field. The temperatures 
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change because the hot air was gone through inside the box; there was a heat transfer 
phenomenon, leading to a change in temperature of the gravel, and then the air exited through the 
outlet. In the bottom right hand corner of each image the time when the pictures had been taken 
was presented. In Fig. 5-4a, the high temperature (23.6°C) was at the plastic table where the box 
was placed. The temperature of the room in which the experiment took place started at 20°C and 
rose to 22.4°C by the end of the experiment (Fig. 5-4f). The box filled with gravel was colder 
(18.3°C) than the room at the beginning of the experiment because was taken from cold room. 
All those temperature were correlated with the colours of the legend. The temperatures of the 
spot during the experiment ranged between 18.8° C and 36.6° C. 
The pictures presented in Fig. 5-4a and Fig. 5-4b were taken at 14 minutes apart and the 
differences of the spot temperatures was 0.3° C. The temperature legend displayed in Fig. 5-4a 
ranged between 18.3°C and 23.6°C with a span of 5.3 °C.  In Fig. 5-4b the temperature ranged 
between 19°C and 28°C with a span of 9°C. In Fig. 5-4b the heat transfer process was observed 
to start to progress along the surface of the box. After a further 32 minutes (Fig. 5-4 c), the hot 
surface temperature was visible progressing to the right side of the box toward the outlet. The 
temperature difference of the spot ranged between 21°C and 38.7 °C with a span of 17.7 °C.    
In Fig. 5-4d, the difference ranged between 21.9°C and 51.4°C with a span of 29.5 °C after 20 
more minutes. In the second last image (Fig. 5-4 e) the hot temperature was present over almost 
the whole surface of the box, the last cold zone was situated close the exit. The spot temperature 
was at 30.6°C. 
In Fig. 5-4f shows the temperature distribution on the surface, after it had become steady. 
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                              (a)                                                                           (b) 
 
        
                                (c)                                                                          (d) 
                                       
        
                                 (e)                                                                   (f)            
Figure 5-4 Thermal camera images for rectangular box experiment  
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The air was warmer along the edges of box because the pores were coupled at the contact of 
gravel with rectangular edges, leaving an open channel, through which more warm air could 
flow, compared with the circular edges (Fig. 5-5a and Fig. 5-5b; blue colour). 
 
 
 
Figure 5-5 (a)-Pores at rectangular edges; (b)-Pores at circular edges 
 
The evolution temperature in time was presented in Fig. 5-6. 
 
 
Figure 5-6 Temperature-time graph for rectangular box experiment 
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The temperature was increased in time, but the temperature was not right distribution 
temperature for the porous media, because the thermal camera measured just the surface 
temperature. The isothermal condition at the walls, in this experiment, was not represented well. 
For this reason it was required to redesign another experiment with appropriate condition as in 
the simulation. 
 
5.2 Circular Plastic Pipe with Constant Boundary Temperature  
In this experiment we used a plastic pipe filled with gravel. In an attempt to obtain the isothermal 
condition at the boundary, the pipe was immersed in water with melting ice, which maintained a 
temperature at the walls to 0°C. The temperature measured was for the porous media in this 
experiment. 
This experiment consisted of a plastic pipe filled with gravel, plastic pipe used to blow air flow, 
an inlet region, an outlet region, a flow meter, a container filled with mixture of water and ice, a 
hair dryer and a thermal camera. The plastic pipe was ABS type. The gravel used in this   
experiment with fragment dimensions of approximately 2 cm, was considered as a continuum 
with an estimated porosity 0.44. The dimensions of pipe, filled with gravel, were 10 cm diameter 
and 32 cm length, as presented in Fig. 5-7 and in Fig. 5-8. The thermal camera and hair dryer 
were used as before. The position of the thermal camera, in this experiment, was over the exit of 
the flow (outlet), shown in Fig. 5-9, with the view of the camera parallel to, and against, the 
direction of the flow. 
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Figure 5-7 Outlet of the circular plastic pipe experiment 
 
Figure 5-8 Plastic pipe filled with gravel, before immersion in water tank 
 
The assembly of pipe and porous medium was immersed in a container filled with water and 
continuing melting of ice maintained the water at 0° C, the idea being to maintain the pipe walls 
isothermal. The temperature of the air flow was 35° C. The air velocity was measured 
approximately as 0.2 m/s and it was assumed uniform. The fluid flowed through the inlet and 
passed through porous media, and then exited through the outlet. A schematic of the experiment 
is presented in the Fig. 5-9. 
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                                     Figure 5-9 Validation of the circular pipe experiment  
 
Further thermal imagery (Fig. 5-10) was taken of the outlet at different times (which are shown 
in each image in the lower right hand corner). The model of thermal camera was again the Flir 
E50. The emissivity of surface was setup at 0.83. For the measurement of velocity we used the 
smoke tube method. In this method a puff of smoke was released at the exit of pipe and it was 
timed until it traveled 50 cm. The velocity was calculated having the time and distance. 
The gravel temperature was 0°C at the beginning of the experiment. In the container, the water 
was maintained at 0°C temperature close the pipe. The lower temperature was from the ice 
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represented as dark purple colour in the picture taken by the camera (Fig. 5-10a, b, c, d, e, f, g). 
The temperatures of the spot during the experiment were ranging between 0.7° C and 19.5° C. 
      
(a)                                                                     (b) 
      
     (c)                                                                  (d) 
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                               (e)                                                                     (f) 
      
                                (g)                                                                    (h) 
Figure 5-10 Thermal camera images at the outlet at plastic pipe experience 
 
The duration of the experiment was 25 minutes. The temperatures were represented by the same 
palette of colours as in the previous experiment‟s pictures. The coldest temperature was 
represented by dark purple colour and the hottest temperature become brighter to yellow colour. 
On the top left hand corner of pictures the spot temperature was displayed. The temperature 
measured by the thermal camera was located approximately in the center of the pipe at the exit 
(outlet). A legend of temperature is presented on the right hand side of the images.  
 In Fig. 5-10a the temperature in the centre of outlet pipe was indicated by the spot temperature 
as 0.7°C. In the water were presented pieces of ice, so the coldest temperature was   -2.4°C 
(represented by temperatures scale). The highest temperature was at the room wall, 1.7°C. 
The temperature measured after 4 minutes increased to 0.9°C (Fig. 5-10b). There the ice was 
melting and the cold temperature changed at -2.1°C. On the scale was presented the highest 
temperature at 5.3°C, which was for the air inlet pipe on the left hand side. In the Fig. 5-10c the 
temperature increased to 1.7°C. The image presented in Fig. 5-10b and Fig. 5-10c were taken at 
3 minutes interval. The corresponding difference of temperature was 0.8°C. In Fig. 5-10d was 
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presented a temperature increase with 0.9°C in a 2 minutes period. In Fig. 5-10e was observed a 
spot temperature of 7.5°C, which means an increase of 4.9°C than in Fig. 5-10d. In Fig. 5-10f the 
spot temperature increased with 3.7°C in 3 minutes interval to 11.2°C. In Fig. 5-10g the spot 
temperature was 16.7°C, which means an increase with 5.5°C in 5 minutes. In the last image 
(Fig. 5-10f), after 3 more minutes the spot temperature was 19.5°C; and the highest temperature 
in the field of view was 24.5°C. During the experiment, ice was added to maintain the 
temperature of the water at 0°C. 
The temperature-time dependence for this experiment is represented in Fig. 5-11: 
 
 
Figure 5-11 Temperature-time graph for circular plastic pipe experiment 
The advantage of this experiment is that the porous media in the pipe are not open channels as in 
the square box. The other advantage is that in this case the spot temperature was located in the 
center of the section of porous media not on the external wall. 
However, because the ABS pipe has thermally insulating properties, the temperature at the 
boundary confining the gravel was not maintained at 0°, despite adding the ice and having the 
  
86 
 
pipe in a waterbath (Fig. 5-9 and Fig. 5-10). The temperature of the inner wall varied throughout 
the experiment, and was clearly not isothermal.   
 
5.3 Circular Aluminum Pipe with Constant Boundary Temperature 
The next experiments used an aluminum pipe to retain the gravel because aluminum has very 
good thermal conductor properties. The experiments expected to show the effects of air flow 
through and heat transfer in porous media with isothermal boundaries. The assembly was 
immersed in water with ice and the temperature at the aluminum pipe was maintained at 0°C and 
better approximated isothermal conditions. The experimental procedure was carried out in the 
same manner as in previous cases. In this experiment a plastic pipe was used (with insulate 
properties) to blow hot air at the inlet region of the aluminum pipe filled with gravel. The 
aluminum pipe dimensions were 32 cm length and 10 cm diameter, as in Fig. 5-12 and Fig. 5-13. 
In all experiments, gravel with the same physical properties was used. The hair dryer blew the 
hot air inside the pipe. The thermal camera was used to take the pictures at the outlet where all 
changes of the temperatures in time through porous media are observed. The thermal camera 
model was the same Flir E50. The emissivity of surface was setup at 0.92. The reason for 
different emissivity used in this experiment compared to previous ones is that in the room was 
lower illumination, and the emissivity needed to be adjusted. 
The schematic experiment was the same as before (Fig. 5-9). 
The general assembly of the gravel-filled aluminum pipe, before immersion in the water tank, is 
presented in Fig. 5-13: 
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Figure 5-12 Outlet of the circular aluminum pipe experiment 
 
 
 
Figure 5-13 Aluminum pipe filled with gravel, before immersion in water tank 
Three different experiments were conducted using the aluminum pipe filled with gravel. 
 
5.3.1 Circular Aluminum Pipe - Experiment 1  
The images, taken by the thermal camera in this experiment, were presented in Fig. 5-14. 
Thermal camera was setup to measure temperatures for three different spots; spot 1 placed in the 
centre exit pipe, and the other two, spot 2 and spot 3 are placed symmetrical distance of the 
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spot1. The distance between spots were 4cm. All spots were presented on the top left hand corner 
of pictures. The emissivity ( ) was introduced in the images in the bottom left hand corner and 
was chosen from the thermal camera at value of 0.92 for the gravel (the same as before 
experiment). The legend of temperature was presented on the right hand side of the pictures as 
before. During the experiment, the water was maintained at 0°C. After the images were taken, 
the temperatures were examined in detail. The gravel temperature was at the beginning of the 
experiment under  0°C and blew little hot air, and started to take the pictures when the gravel had 
approximately 0°C. 
The imagery of experiment are presented in Fig. 5-14a, b, c, d, e, f, g, h, i, j: 
     
                         (a)     time=0                                           (b)      time=4 
     
                       (c)        time=6                                            (d)        time=10 
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                    (e)      time=12                                               (f)       time=14 
     
                   (g)         time=15                                             (h)       time=18 
     
                   (i)       time=20                                            (j)          time=24 
Figure 5-14 Thermal camera images at the outlet for aluminum pipe-experiment 1 
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In Fig. 5-14a the temperature spot 1 was to 0.1°C, the spot 2 was to 1.5°C, and the spot 3 was to 
1.6°C. The coldest temperature as seen on the temperature scale was -2.4°C that represent 
melting ice floating on water surface. The hair dryer blew air at 45°C temperature. The scale 
indicated the highest temperature, which come from the air inlet pipe. After  4 minutes          
(Fig. 5-14b), the temperature increased to 6.6 °C at spot 1, 4.9 °C at spot 2, and 6.4 °C at spot 3. 
In Fig. 5-14c the central temperature was increased at 7.4 °C. On the scale of temperature also 
increased at 13.3°C for highest temperature. The lower temperature come from the melting ice in 
the water, and on the scale of temperature was represented by the dark purple colour. The 
difference in the next image (Fig.5-14d), taken by the thermal camera after more 4 minutes, were 
the temperatures: 14.3°C at spot 1, 12.1°C at spot 2, and 13°C at spot 3. In addition, the highest 
temperature showed by the temperature scale increased at 17.6°C. The temperature continued to 
increase, in Fig. 5-14e the temperature of the spots showed that;  to 16°C at spot 1, to 14.4°C at 
spot 2, and  to 14.8°C at spot 3. The scale of temperature showed the highest temperature to 
20.7°C. In Fig. 5-14f the central temperature displayed at the spot 1 was 17°C, and the other two 
temperatures at the spot 2 and spot 3 were 14°C and respectively 14.8°C. These temperatures 
were taken after 2 minutes than before. After 2 other minutes the temperatures increased to 
17.2°C at spot 1, to 14.7°C at spot 2, and to 15°C at spot 3 (Fig. 5-14g). The highest temperature 
displayed by the scale of temperature was 19.2°C. In the Fig. 5-14h, the increased value of the 
temperatures were at spot 1 with 3.5°C, at spot 2 with 3.1°C, and at spot 3 with 1.6°C during the 
3 minutes interval (between  Fig. 5-14g and Fig. 5-14h). Also the highest temperature was 
increased to 22.6°C. The picture presented in Fig. 5-14i and Fig. 5-14j were taken at 4 minutes 
interval. The maximum temperature at the central spot reached to 21.2°C (Fig. 5-14j), and to 
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17.8°C at spot 2, respectively to 18.8°C at spot 3. The image showed the highest temperature at 
26°C. 
 The evolution of temperature distribution in the experiment 1 was presented in Fig. 5-15. There 
was observed that the central temperatures (showed by the temperature spot 1) had a higher 
value than the peripheral temperatures (showed by the temperatures spot 2 and spot 3).  
 
 
Figure 5-15 Temperature-profile graph for circular aluminum pipe –experiment 1 
In this experiment, the temperatures varied between 0°C to 21.2°C in 25 minutes interval. After 
25 minutes porous media started to steam because a small water leakage . Inside the plastic pipe 
was a small quantity of water and the temperatures became unstable. 
 
5.3.2 Circular Aluminum Pipe - Experiment 2  
The second experiment was done for a longer period and with no leaking inside the pipe. In this 
experiment we used PVC cement which glued the pieces of plastic pipe together. The plastic and 
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aluminum pipes were bonded using silicon and duck tape. The distances between the 
temperatures of spots were changed at 3 cm, for a better distribution along the diameter. The 
temperature of the gravel at beginning was 0°C. In the bottom right hand corner of each image  
the time when the pictures had been taken was presented. In the container filled with water and 
melting ice was immersed the assembly of pipes. The hair dryer blew the hot air through the inlet 
of pipe at 37°C. The air velocity was approximately measured at 0.2 m/s. The temperature 
measurements were done with the same thermal camera model Flir E50. In the bottom left hand 
corner of each image was presented the emissivity of the gravel (0.92). A legend of temperature 
was presented in the right side of the images, with lower temperature as dark purple colour, and 
higher temperature light yellow. 
Fig. 5-16a, b, c, d, e, f, e, f  show the evolution of temperature in time through porous media: 
      
                               (a)                                                                     (b) 
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                              (c)                                                                    (d) 
       
                              (e)                                                                      (f) 
       
                                 (g)                                                                    (h) 
Figure 5-16 Thermal camera images at the outlet for aluminum pipe-experiment 2 
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The temperature distribution in time was analysed in every image taken by the thermal camera 
during the experiment. In the first image (Fig. 5-16a) the predominant colour was for 0°C; the 
temperature spots indicate 0.1°C at spot 1, -0.3°C at spot 2, and 0.2°C at spot 3. The lowest 
temperature was -2.2°C, and the highest temperature 1.9°C. The aluminum wall had the water 
temperature (0°C) and in general cannot be seen in the images. In the second image (Fig. 5-16b), 
the temperature spots increase the value in three minutes when the air from the hair dryer is 
passed through the porous media. Hence, the temperature spots were 0.2°C (central spot) at spot 
1, 0.1°C at spot 2, and 0.2°C at spot 3. Also the temperature scale displayed an increasing value, 
the lowest temperature -2.1°C, and the highest temperature 2°C. After five minutes, the 
temperatures were increased to 0.6°C at all three spots. The highest temperature was at 2.5°C 
(Fig. 5-16c). The temperature continued to increase over the time reaching 2°C at spot 1, 1.9°C 
at spot 2, and 1.4°C at spot 3 as showed in Fig. 5-16d. The highest temperature was displayed at 
3.2°C. In Fig. 5-16e the central temperature was increased with 1.2°C after 3 minutes. The other 
two temperatures of the spots also increased with 1.5°C, and with 1.4°C respectively. The 
temperature scale indicated the highest temperature at 4.2°C. Between Fig. 5-16e and Fig. 5-16f 
was a three minute interval. The temperatures were 5.2°C at spot 1 and spot 2, and 4.5°C at spot 
3. The lowest temperature was at -0.1°C, and the highest at 6.2°C. The next image taken by the 
thermal camera (Fig. 5-16g) was after a further 3 minutes. This showed increased temperatures 
to 6.3°C at spot 1, to 6.1°C at spot 2, and to 6°C at spot 3. The highest temperature increased 
with 1.1°C. In the last image (Fig. 5-16h) the central temperature displayed was 7.8°C. The 
temperature at spot 2 was 6.2°C, and at spot 3 was 7.6°C. The highest temperature in this 
experiment was 8.6°C.  
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The central temperatures displayed by the temperature spot 1 were a fraction higher than the 
other two temperatures displayed by the temperature spot 2 and spot 3, because the temperature 
distributions are different. In the Fig. 5-17 are presented the evolution of temperature distribution 
in the experiment 2: 
 
Figure 5-17 Temperature-profile graph for circular aluminum pipe –experiment 2 
After 22 minutes, this experiment presented the same problem as in the first experiment: there 
was water leakage in the pipe, because of a hole between plastic and aluminum pipes. The 
occurrence of steam caused the temperature to drop. 
 
5.3.3  Circular Aluminum Pipe - Experiment 3   
Another experiment was done, after fixing the problem. This was with the same goal, to increase 
the time after starting. In this experiment, more coating of silicon to seal the joint inside the 
aluminum pipe was used and duck tape was used outside. The assembly of filled aluminum pipe 
with gravel was immersed in water at 0°C. The hair dryer blew the air at 37°C, and the velocity 
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was approximated at 0.1m/s as before experiment. The emissivity was setup by the thermal 
camera at 0.92 for the gravel. The air flowed through the inlet with assumed uniform velocity, 
passed the porous media and exited the outlet. During the transit of the air flow through the 
gravel, a heat transfer occurred between the two media. 
The same thermal camera was used to take the images at the outlet aluminum pipe. The distances 
between the temperature spots were at 3 cm. Every image presented the temperature spots, 
placed in the top left hand corner; the emissivity  placed in the bottom left hand corner; the time 
when the pictures was been taken, placed in the bottom right hand corner. A legend of 
temperature was presented on the right hand side of the images as before, where the scale 
changes from each time.  The images taken by the thermal camera during the experiment 3 were 
presented in Fig. 5-18: 
 
          
a)                                                                            b) 
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                          c)                                                                           d)  
       
                               e)                                                                     f)      
         
                        g)                                                                         h) 
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                          i)                                                                            j) 
Figure 5-18 Thermal camera images at the outlet for aluminum pipe -experiment 3 
The images were analysed and the temperature evolution examined in detail. In the first image 
(Fig. 5-18a), the temperatures displayed by the temperature spots were at the beginning 0.7°C for 
spot1, 0.8°C for spot 2 and spot 3. The highest temperature showed by the temperature scale was 
2.2°C. After a further 1 minute the temperature increased with 0.4°C at spot1, 0.2°C at spot 2, 
and 0.3°C at spot 3 as showed in Fig. 5-18b. The images presented in Fig. 5-18c and Fig. 5-18d 
were taken at 4 minutes interval time. The corresponding difference of temperatures were 0.7°C 
at spot 1, 0.8°C at spot 2, and 1°C at spot 3. The temperature scale displayed the highest 
temperature at 2.7°C. In the Fig. 5-18e the temperature increasing to 2.5°C at spot 1 and spot 2, 
and 2.1°C at spot 3. All these occurred in 4 minutes. The highest temperature also increased at 
2.9°C. After other more three minutes the temperature of the spots rose to 4°C at spot 1, 3.8°C at 
spot 2, and 3.5°C at spot 3 (Fig. 5-18f). In this image, the highest temperature displayed was 
4.5°C, and the lowest temperature was -1°C. The next image taken by the thermal camera     
(Fig. 5-18g) was after two minutes than before and the temperatures increased with 0.7°C at spot 
1, with 0.6°C at spot 2, and with 0.7°C at spot 3. The temperature scale displayed the highest 
temperature at 5.2°C, and the lowest at -0.7°C. The corresponding time between Fig. 5-18h and 
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Fig. 5-18i was two minutes. The temperatures rose in this time to 5.4°C at spot1, to 5°C at spot 
2, and 4.8°C at spot 3. For highest temperature, the scale showed at 5.8°C in this image. The last 
image (Fig. 5-18j) was taken after two minutes than before, and the temperature were displayed 
to 5.8°C at spot 1, to 5.6°C at spot 2, and 4.6°C at spot 3. In this experiment was observed how 
the temperature distributions evolve with a similarity than central temperatures.   
 Fig. 5-19  presented the evolution of temperatures distribution across the diameter of the pipe in 
experiment 3. The temperatures evolution‟s profile was similar with the other two experiments. 
 
 
Figure 5-19 Temperature profile graph for circular aluminum pipe–experiment 3 
The same issue of water leakage in the porous media influenced this experiment results. The 
duration of the experiment was 22 minutes and temperature varied from 0°C to 5.8°C. 
 
A comparison between experiments results was made in Fig. 5-20, where the temperature-time 
evolution at spot 1 are presented:  
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Figure 5-20 Temperature-time evolution for temperature spot 1, experiments 1, 2, 3 
 
The temperature increased until close to the steady state. In the graph we show the temperatures 
evolution at central spot in time for the three experiments. For the first experiment, the air flow 
speed and temperature provided by the hair dryer, had higher values (0.2m/s), than the other two 
experiments (0.1m/s). This was because the speed of blown air by the hair dryer was changed.    
 
5.4 Discussion of Physical Experimental Results 
All those experiments are valuable for a comparison between the physical results and LBM 
simulation results. The experiments intended to show the effects of air flow and heat transfer 
through porous media. The first experiment consisted of a square box filled with gravel, as 
porous medium; the boundary condition was not the same with boundary condition used in 
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simulation. The main reason for the difference was the thermal conductivity of the cardboard box 
which influenced the heat temperature. Also was presented a warmer air along the edges of box; 
there was coupled pores at the contact of gravel with rectangular edges. The thermal camera had 
the capability to measure the surface temperature, not the inside of the porous media. The 
duration of the experiment, which was intended to produce heat transfer through porous media 
contained in the box, was for two hours. In comparison with the LBM simulation, the experience 
duration was significantly longer. Another experiment was needed to be designed in order to 
reproduce the isothermal condition of the simulation. 
For this condition we conducted more experiments. In the first experiment we use a plastic pipe 
filled with gravel as porous media. In this experiment, the thermal camera measured the 
temperature at the exit of porous media. The evolution of temperature of the air flow through 
porous media showed a better heat transfer in time. The initial condition for the experiment was 
different from initial condition for the LBM model, because the walls presented thermally 
insulating properties. In a third set of experiments an aluminum pipe we used, which has very 
good thermal conductor properties, and keeping the walls at 0°C the isothermal condition for 
boundary was respected.  This experiment had the same boundary condition as in LBM model. 
The evolution of temperature distribution for central spot was presented in the graphs (Section 
5.3). In comparison the two models, physical and lattice, was different for the necessary time to 
travel the entire domain. The experiments where the isothermal boundary was used (circular 
aluminum pipe) were intended to provide the same boundary condition as in lattice simulation. 
The experiments did not reach the steady state because of water steam influence. The 
temperature measured during the experiments, until the steam altered the results, showed a 
resemblance to the distribution as in the LBM simulation. The different thermal expansion 
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coefficients for the material used to build the assembly (aluminum=22.2x10
-6
m/mK; 
ABS=30.4x10
-6
m/mK) caused leakage to occur over time. A construction of experiment 
assembly using the same materials or materials with the same expansion properties could solve 
the issues. In addition, using bounding glues with more elastic properties may be a solution. 
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6 LBM Simulations of Physical Experiments  
The code developed in MATLAB by Adam Turcotte was based on material presented in Chapter 
3 and Chapter 4, for the D2Q9 model, and evolved from a code written by Celik (2012). In this 
thesis for the simulations, various models were established: model 1, flow in a duct that tracked 
temperature, density, particle speed, and velocity vectors; model 2, with porous media, and 
horizontal velocity, vertical velocity, and velocity vectors tracked; model 3, with porous media, 
density, particle speed, and velocity vectors tracked. The simulation was designed to be similar 
to the physical experiment of the circular aluminum pipe.  For the work presented in this thesis, I 
needed to learn and to familiarise myself with MATLAB software in order to run the code, and 
to work with the programmer to complete the task. The resulting MATLAB codes are presented 
in Appendix 1. 
In these simulations, the boundary condition for temperature was considered isothermal, and all 
parameters used are given in lattice units. This means that a preliminary step in simulations is to 
convert physical quantities from the real world to the lattice world. This conversion is done 
based on the fact that several dimensionless numbers computed for fluid flow and heat transfer 
need to be identical in both „worlds‟. 
 
 
6.1 Example of other Problem used for Verification 
An example used for verification in this thesis is a master thesis by S. B. Celik (2012).  
Fluid flow and heat transfer were studied numericaly for two-dimensional channels in Celik‟s 
work using the same computer code as subsequently used in this thesis for Model 1. Celik 
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compared velocity profiles and Nusselt numbers from the LBM with the Navier-Stokes based 
analytical and numerical results available in the literature. The LBM code had two parts: a 
velocity and a heat transfer calculation, with collision, streaming, boundary condition and 
macroscopic property calculation subsections as in this work. The Poiseulle flow domain in 
macroscale had no slip boundary conditions at the walls. A uniform velocity was specified at the 
inlet and the flow at the outlet was assumed to be fully developed. The non-dimensional 
temperatures at the inlet and at the walls are 1 and 0, as in Fig. 4-12. Figure 6-1, produced by 
Celik, with the code used in this thesis is compared to results from COMSOL (COMSOL, 2012) 
the widely accepted Finite Element Method,  and verifies correct operation of the code used in 
Model 1.  
 
Figure 6-1 FEM and LBM comparison of developing velocity at macro-scale (Celik, 2012) 
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6.2 Linking the Lattice Boltzmann Method to Reality 
The LBM simulation uses lattice units. Every quantity was defined in native physical units and 
thus needs to be converted to lattice units. The technique used to do this is to define equality of 
certain dimensionless numbers that define the problem in both the physical domain and the LBM 
domain. After simulation, lattice quantities need to be converted back to physical units. The 
following dimensionless numbers were used: Nusselt, Reynolds, Peclet, Prandtl, Rayleigh and 
Darcy all of which have been discussed in Chapter 2. 
The dimensionless numbers were used to calculate the following coefficients in lattice units: 
- characteristic length L  
- kinematic viscosity    
- thermal diffusivity    
- gravity and expansion coefficient g   
- permeability  K  
A tool using the Solver application in Microsoft Excel software was developed in order to 
calculate these coefficients such that the physical and lattice dimensionless number equalities are 
solved simultaneously. The solution was found by minimizing the sum of squared errors between 
the physical and lattice dimensionless numbers (or their logarithms).  
In the following explanations, note that subscript P means the physical system and subscript 
LB  means lattice system. 
The calculation for kinematic viscosity is LB   given by Reynolds number: 
                                                                LBP ReRe                                                                  (6.1) 
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then the viscosity in lattice system is:
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The calculation for the thermal diffusivity is LB  which appears in the Peclet  number 
                                                                    LBP PePe                                                               (6.4) 
                                                                  
,
LBP
uu

LBLBPP LL 
                                                     (6.5) 
then thermal diffusivity in lattice system is:
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The calculation for the term LBLBg    is given by the Rayleigh number: 
                                                                          LBP RaRa                                                        (6.7) 
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then this term in lattice system is: 
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The calculation for permeability is given by the Darcy number: 
                                                                       LBP DaDa                                                         (6.10) 
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so that the permeability in lattice units is: 
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Table 6-1 summarised the thermal and physical properties of porous media and the 
corresponding calculated dimensionless numbers. The numbers in the yellow fields were inputs 
and the numbers in the blue fields were calculated. 
In this example, the air velocity selected was 0.2 m/s and the other values were calculated using 
the tool referred in this section. Roberson and Crowe (1997) expressed the value for the air 
density, the kinematic viscosity, the thermal conductivity of the fluid, the gas constant, the air 
heat capacity, thermal diffusivity, and acceleration due to gravity. The value for the Boltzmann 
constant, the particle hard shell diameter, the temperature of particle dynamics, and the pressure 
of particle dynamics was used by Pace (2007). Bear (1972) selected the value for the 
permeability of the medium.  
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Table 6-1 Thermal and physical parameters of porous media 
Description  
Physical 
world 
UM Lattice world 
Heat transfer coefficient (porous substrate to air) 0.01 W/m2K   
Characteristic length (diameter/span of duct) 0.10 m 55 
Thermal conductivity (of air boundary layer) 0.026 W/mK   
Nusselt number 0.039   0.039 
Boltzman constant 1.38 x10-23 J/K   
Particle hard shell diameter 6.2 x10-10 m2   
Temperature of particle dynamics 298.14 K   
Pressure of particle dynamics 101,325 Pa   
Characteristic length (diameter/span of duct) 0.10 m   
Mean free path (lambda) 2.38 x10-8 m 1.31x10-5 
Knudsen number 2.38 x10-7   2.38x10-7 
Air velocity 0.20 m/s 0.1  
Kinematic viscosity 1.58 x10-5 m2/s 4.29x10-4 
Reynolds number 1276   1276 
Thermal conductivity 0.0257 W/mK   
Gas constant 287.15 J/kgK   
Air density 1.18 kg/m3   
Air heat capacity 1005 J/kgK   
Thermal diffusivity 2.16 x10-5 m2/s 5.95x10-4 
Peclet number 926   924 
Prandtl number 0.726   0.72 
Gravity acceleration multiplied by thermal expansion 9.81x3.43 m/s2K 1.46x10-6 
Bulk air temp 298.14 K   
Diff between wall temp and bulk air temp 10 K   
Boundary surface temperature 308.14 K   
Film temperature 303.14 K   
Thermal expansion coefficient of air 2.30 x10-3 1/K   
Rayleigh number 9.55 x105   9.55x105 
Permeability of medium 1.00 x10-9 m2 3.03x10-4 
Darcy number 1.00 x10-7   1x10-7 
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6.3 Simulation of Circular Pipe Experiment 
For the simulation were used three models. 
 
6.3.1 Model 1: without Porous Media, with Nusselt Number, Temperature, 
Density, Particle Speed, and Velocity Vectors   
Fig. 6-2 to Fig. 6-6 presented results of the model‟s Nusselt number, temperature, density, 
particle speed, and velocity vectors. In this simulation the porosity was not introduced. The 
description of each set of results was: 
- in the top left hand corner up the Nusselt number was plotted (calculated from the code) , 
which represented the ratio of convective to conductive heat transfer across the boundary, 
and along the duct. 
- in the top right hand corner up the temperature of the air flow through the domain was 
plotted. 
- in the middle left hand side  the density was plotted. 
- in the middle right hand side the particle speed was plotted. 
- in the lower bottom the velocity vectors was ploted. 
Each set of results were taken at different time steps: 100, 10000, 50000, 75000, and 175000. 
The maximum number of time steps was 200000. For the temperature plot, the top and the 
bottom walls were considered cold along the domain. In the simulation code was notated with 0, 
which was represented cold temperature, and the hot temperature was notated with 1. 
In Fig. 6-2 at the beginning, the temperature was represented by the colour at the entrance of 
domain. In the rest of domain was the black colour, which means there is nothing, because there 
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was no flow in this time of simulation. At the density contour the presence of density in small 
part on the left hand side of domain was showed. The particle speed was started to go through 
the domain and the value also to increase, on the same small part of domain. At the walls (top 
and bottom) and the rest of domain, the value of particle speed was zero, which means no air 
flow there (blue colour). The velocity vectors were not influenced by the other forces and the 
senses was straight ahead, through the domain. At time step 100 the velocity was presented at the 
short part in the left hand side of domain.  
 
 
Figure 6-2 LBM model 1 plots at time step 100 
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Figure 6-3 LMB model 1 plots at time step 10000 
 
The Fig. 6-3 was taken at timesteps 10000. In Fig. 6-3 to Fig. 6-6 Nusselt number (over 400) was 
dropped at the entrance in domain (left hand side) and then, was fluctuating close the value one 
across the right hand side of domain. This meant the heat transfer mechanism was more 
convective than conductive for short time. The temperature plot presented shows heat transfer 
occured over the half way of the domain. The highest value of temperature was given by light 
yellow colour, placed in the middle, and then the colour was changing becoming orange and 
darker through black, which means there was reduced temperature (near the walls was kept the 
black colour, thus the cold temperature with value zero). The density contour showed that the 
density was presented in the entire domain. The values for the density were presented by the 
legend of colour. The particle speeds were presented in the entire domain at the difference of 
value. The value for particle speed at the walls was zero, because at the walls the velocity had 
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value zero. In this figure, the velocity vectors were passed entire domain. The velocity profile 
was parabolic, where the maximum value for velocity was in the middle; and near the walls, 
value was zero. 
 
Figure 6-4 LBM model 1 plots at time step 50000 
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Figure 6-5 LBM model 1 plots at time step 75000 
 
Figure 6-6 LBM model 1 plots at time step 175000 
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The Fig. 6-4 was taken at timstep 50000; the Fig. 6-5 was taken at timestep 75000; the            
Fig. 6-6 was taken at timestep 175000. All of them were presented the same results. The 
temperature plot showed the steady state, with the value of temperature near the walls still zero 
(black colour). The density was presented in entire domain, with higher value for the first half of 
domain than the second half of domain. The particle speed was also presented in entire domain 
with concentrated value at the centre and near the walls with zero. At wall, the particle speed had 
value of zero, all the time, represented by black colour. The velocity profile was comparable with 
velocity profile in a pipe, where the maximum value was in the middle, and decreased at the 
walls. At the walls, the value was zero.   
 
6.3.2 Model 2: with Porous Media, Nusselt Number, Temperature, Horizontal and 
Vertical Velocity, and Velocity Vectors   
Fig. 6-7 to Fig. 6-10 presented results of the model‟s Nusselt number, temperature and velocities 
evolution in time, along the duct.    
The description of each set of results is similar as in Model 1; for the middle left hand side a 
contour plot of the horizontal velocity was plotted instead the density and in the middle right 
hand side a contour plot the vertical velocity was plotted instead the particle speed. 
Each set of results applies for increasing numbers of time steps of the lattice Boltzmann model: 
20300; 65450; 92,000; and 160000, when the model was close to the steady state. The maximum 
number of time steps is 160000. The velocity was as input 0.2 m/s. The porosity used in this run 
was 0.486, and the permeability was 10
-8 
m
2
. The top and bottom walls were isothermal along the 
duct; in the boundary condition, the temperature was considered the same, cold temperature. 
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The first image, Fig.6-7, was taken at time step 20300. 
 
Figure 6-7 LBM model 2 plots at time step 20300, eps=0.486, K=1e-8 
 
In Fig. 6-7 to Fig. 6-10 Nusselt number dropped from a high value (over 300) at the right hand 
side where there was a constant velocity and temperature, and then boundary condition applied 
fluctuated close to one as one traverses to the right hand side. That means the heat transfer 
mechanism was more convective than conductive on the extreme left hand side. The Nusselt 
number has had initially a high value (over 300), which it is interpreted that the fluid flow is 
more convective than conductive. A value of Nusselt number close to one is namely convection 
and conduction of similar magnitude and it is characteristic of laminar flow. The hot temperature 
in this figure was over the half way of domain. It was represented as light yellow colour in the 
middle, then become orange and changed darker through black. In the right half of domain, the 
dark colour showed that there was not heat transfer between the air flow and porous media, 
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principally because there is no flow on the right hand side of the lattice at this particular time of 
the simulation.  
Non-zero horizontal velocity was present in more than half domain (yellow colour). The dark 
blue colour represents zero velocity. At the location of the steepest velocity gradient, the spatial         
trend appears curved, and this is due to the buoyancy of the air (the force given of acceleration 
due to gravity and thermal expansion). The vertical velocity presented in this figure, was the 
same within the right hand side of the domain. On the left hand side the plots have different 
colours at the top and bottom because the velocity senses were opposite.  The magnitude and 
direction of velocity are presented in the lower vector plot. On the right hand side the length of 
velocities are so short that they seems to disappear.   
Fig. 6-8 was taken at time step 65450. 
 
Figure 6-8 LBM model 2 plots at timestep 65450, eps=0.486, K=1e-8 
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The hot temperature plot in this figure was over two thirds of the domain, and was showed as 
light yellow colour in the middle and changed the edge through orange to blue and then black. 
The heat transfer was not in the entire domain, because there was no flow.  The horizontal 
velocity was progressing at the right hand side, reaching two thirds of the domain. The intensity 
of colour was different which means that the velocities are different. At the location of the 
steepest velocity gradient, the spatial trend appears not symmetrical, because there were other 
forces (buoyancy of the air). In this image, the blue colour displayed that was not velocity in this 
time of the simulation. The vertical velocity was observed as not uniformly developed, as shown 
by the colour distribution in the two thirds of domain, indicated some circulation. In the rest of 
the domain, the colour was presented uniform, indicating virtually constant vertical velocity 
components throughout the lattice.  
The velocity vectors were plotted in the lowest diagram in the bottom and confirm the left hand 
side to right hand side motion expected. The length of vectors becomes shorter in last third of the 
domain from left to right, and then they seem to disappear.  
The Fig. 6-9 was taken at timestep 92000, where a clear progression of temperature and velocity 
distribution on the lattice is observable. The Nusselt number profile was similar to that at 65500 
time steps, suggesting that heat transfer modes remain stationary through the evolution. The 
„Warm front‟ in the temperature distribution passed completely from left to right across the 
lattice. The temperature distribution shows consistency with isothermal boundaries. The 
horizontal velocity becomes non-zero throughout the domain. Some circulation in the vertical 
velocity remains apparent.  
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Figure 6-9 LBM model 2 plots at timestep 92000, eps=0.486, K=1e-8 
 
The last figure (Fig. 6-10) was presented the LBM model very close to the equilibrium state, 
determined through comparison of temperature and velocity from 92000 time steps; not much 
changed. Isothermal upper and lower boundaries clearly remain the same. The horizontal 
velocity and vertical field were practicaly identical to those of 92000 time steps, after 60000 
more time steps and they are not symmetrical because the effect of buoyancy. 
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Figure 6-10 LBM model 2 plots at timestep 160000, eps=0.486, K=1e-8 
 
A comparison of physical model with the LBM model was done. 
For a rectangular box with varying boundary condition the thermal camera only had the 
capability to measure the surface temperature. The camera cannot measure the temperature 
below the surface. The temperature was influenced also, by the thermal conductivity of the box.  
The temperature was presented in both, the experiment and the simulation, but the results were 
different because the heat transfer was restricted by the boundary condition. In the LBM model, 
the top and bottom walls were considered isothermal. For this reason, in the simulation the walls 
had cold temperatures that they were presented in the plots as dark colour. In physical model, the 
walls were built with cardboard, which allows the heat transfer between the porous media and 
environment. The temperatures measured with thermal camera were actually the middle box 
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surface, not in the porous media.  The duration of the experiment which was intended to produce 
the transfer of heat between air flow and in the entire porous media contained in the box, was 
two hours. That is for a long time in comparison with the LBM simulation. There was the 
difference between the temperatures used; in physical model was 16° C and for the LBM 
simulation was 10° C.  
In the physical experiment, the air flow velocity was measured to be approximately 0.2 m/s. The 
value of velocity was assumed to be constant through the box and then the time required pass 
through was calculated as 1.6 s. This value of 0.2 m/s was used as input for velocity in the LBM 
model. The velocity in lattice system was calculated as 0.01 lu/ts.  
The conversion of the time from the LBM model in physical time was obtained by using the 
velocity plots. Examination of the sequence (Fig. 6-7 to Fig. 6-10) shows that a pulse propagates 
across the lattice initially. From Fig. 6-7 where the velocities vectors are non-zero halfway across 
the lattice the corresponding distance traveled is: 
                                                                  16.0
2
32.0
d  m                                                 (6.13) 
In the simulation the corresponding physical time is: 
                                                                   8.0
2.0
16.0
t  s                                                     (6.14) 
The time for pulse to travel half way across the porous media is: 
                                                             
                                                       5.01047.0
340
16.0 3  
c
d
tc ms                                 (6.15)       
Where 340c  m/s, which represents the speed of sound in air at 18° C (Roberson and Crowe, 
1997). 
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The time per one time step is: 
                                                               
5105.2
20300
5.0
1 ts s                                           (6.16) 
For the Fig. 6-8 the physical time is: 
                                                                61.15.0
20300
65000
t ms                                         (6.17)                                                                                     
For the Fig. 6-9 the physical time is: 
                                                                
26.25.0
20300
92000
t ms                                         (6.18)                                  
                                                              
For the Fig. 6-10 the physical time is: 
                                                                94.35.0
20300
160000
t ms                                        (6.19) 
 
LBM appears to simulate a very short period of time, requiring a very large computational effort. 
 
 
 
 
6.3.3 Model 3: with Porous Media, Nusselt Number, Temperature, Density, 
Particle Speed, and Velocity Vectors   
From Fig. 6-11 to Fig. 6-15 presented results of the model‟s Nusselt number, temperature and 
velocities evolution in time, along the duct. This model was similar with model 2; however the 
porosity used was 0.440, and the permeability was 10
-9 
m
2
 (one order magnitude smaller than in 
model 2). In adition the horizontal velocity plot was replaced by the density plot, and the vertical 
velocity was replaced by the particle speed plot. In the figures was introduced also, legend of 
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colours for the temperature, for the density, and for the particle speed. The velocities vectors 
were plotted as before. 
The description of each set of results was: 
- in the top left hand corner up the Nusselt number was plotted, which represented the ratio 
of convective to conductive heat transfer along the duct. 
- in the top right hand corner up the temperature of the air through the porous media was 
plotted. 
- in the middle left hand side a density was plotted. 
- in the middle right hand side a particle speed was plotted. 
- In the lower bottom the velocities vectors were plotted. 
Each set of result applies for increasing numbers of timestepts of the lattice Boltzmann Model: 
2000, 50000, 75000, 100000, and 125000, when the model was close to the steady state. The 
maximum number of time steps was 200000. The velocity was as input 0.2 m/s. The top and the 
bottom walls were isothermal along the duct, the temperature was considered as cold temperature 
and value was 0 (in the legend of colours was represented as dark purple). The hot temperature 
was considered with value 1, and the colour was represented as light yellow. 
The Fig. 6-11 was taken at timestep 2000. The Nusselt number was vibrating close to one, thus 
there the heat transfer modes remain stationary through the evolution. In the temperature image 
was observed that was starting to pass the domain. The colours at the entrance of domain showed 
that the heat transfer was occurred, and then was the dark colour, which means there was not 
heat transfer, because was no flow in that time.  The variation visible at the entrance for the 
density showed that the density started to be present in the domain. The particle speed plot 
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showed the value of the particle speed, the value was correlated with the legend of colour. For 
the time step 2000, the particle speed was in short part in the left hand side of the domain.  The 
velocity vectors were presented in the bottom of figure. The direction of the vectors was 
horizontal inside the domain at the beginning of simulation.  
Figure 6-11 LBM model 3 plots at timestep 2000,eps=0.44, K=1e-9 
The fig. 6-12 was taken at time step 5000. The Nusselt number still closes the value one after at 
beginning was dropping from high value (over 400). The temperature was visible progressing 
almost to reach half of the domain. The light yellow was the hottest temperature, and the colour 
changed when was colder. The top and the bottom walls still isothermal along the duct. The dark 
colour represented the cold temperature; the black showed was not heat transfer. The value of 
density increased at value 3 to the legend of colour. The particle speed was presented almost half 
of the domain. At the location of the steepest particle speed gradient, had lower value and the 
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spatial trend appears curved because it was influenced by the buoyancy. The blue colour was 
showed that, there were not particles speeds presented. The light blue colour indicated particle 
speed existed, and the yellow colour represented the maximum particle speed. The velocities 
vectors were presented in the half way of domain. The other forces as buoyancy influenced the 
senses of vectors. The lengths of velocities were becoming shorter until they were vanished.  
 
 
 
Figure 6-12 LBM model 3 plots at timestep 50000 eps=0.44, K=1e-9 
 
Fig. 6-13 was taken at timestep 75000. In this figure were presented more progress in heat 
transfer, density, particle speed, and velocity vectors then before, very close the two thirds way 
of domain. The magnitude and direction of velocity are presented in the lower vector plot. The 
velocity senses were opposite because the buoyancy influence. The length of velocities is so 
short that they seem to disappear. 
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Fig. 6-14 was taken at timestep 100000. In this figure the temperature was close the exit of 
domain. The density was presented at entrance of the domain. The particle speed was over the 
two thirds of domain, and at walls was the value of zero, because at the walls velocity was zero. 
The velocity vectors were moved from the left hand side through right hand side close the exit of 
domain.  
 
Figure 6-13 LBM model 3 plots at timestep 750000 eps=0.44, K=1e-9 
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Figure 6-14 LBM model 3 plots at timestep 100000 eps=0.44, K=1e-9 
Fig. 6-15 was taken at time step 125000. The Nusselt number was dropping at the beginning and 
then was stabilized close the value one, which means the heat transfer was stationary. The 
temperature was presented in the entire domain; the heat transfer was not uniformly along the 
domain. The color scale showed the density was increased at the beginning. The particle speed 
was almost the same along the domain, and top and bottom still with value zero. The velocity 
vectors image presented the velocity were through out of the domain. The direction was 
influenced by the buoyancy and there was not velocity reversal.   
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Figure 6-15 LBM model 3 plots at timestep 125000, eps=0.44, K=1e-9 
 
6.4 Discussion of Simulation Experiment Results 
The simulation of LBM model was run for different combinations of porosities ( =0.521; 0.486; 
0.440) and permeabilities (K=10
-7
 m
2
; 10
-8
 m
2
; 10
-9
 m
2
). For the simulation  good results have 
been obtained for a porosity of 0.440, and a permeability of 10
-9
 m
2
. 
A comparison of physical model with the LBM model was presented in Section 6.3.2. The 
physical travel time calculated for the simulation model had a much smaller value than the travel 
time in the physical experiment. 
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In the LBM model the Nusselt number plotted showed a very abrupt drop, almost immediately 
after the air flow entered in the porous media (at the left hand side). The Nusselt number 
represents the ratio of convective to conductive heat transfer across the boundary. The initial 
Nusselt number was approximately 400 and as simulation progress, and then was vibrating 
closes the value of 1 (where remain stationary). A higher value of the Nusselt number means that 
the heat transfer mechanism was more convective than conductive. 
The equilibrium state was reached in the cases where the temperature and velocity vectors 
traveled across the entire domain. The isothermal upper and lower boundary conditions clearly 
remain all the time. The velocity and temperature profile was similar with Reynolds analogy 
profiles for temperature and velocity in pipe in a turbulent flow (Kakac et al., 2014). The 
measurements and interpretation of physical experiments results partially validates the LBM 
simulation code. Velocity and temperature is similar if the boundary conditions are similar. In 
Fig. 6-15a presented the velocity and temperature profiles in a pipe. This pipe had heated wall, 
and the temperature profile was changed, opposite than previous cases, where the wall was 
isothermal and cold temperature. In this figure, the Reynolds analogy was over-simplified, that 
means is for not only turbulent flow, and this analogy gives quite good agreement with 
experimental results for gases (Kakac et al., 2014).  
In a paper entitled “On the Extent and Acting of Heat Surface for Steam Boilers”, Osborne 
Reynolds (1874) suggested that the momentum and heat in a fluid are transferred in the same 
way. If the temperature of the fluid varies with a direction, the heat flow can be expressed in a 
similar way in the same direction. 
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Fig. 6-16b presented the velocity and temperature profile in the simulation, model 3 at timestep 
125000. The maximum temperature was situated in the middle of pipe. The velocity profile was 
slightly different, because there are presented the buoyancy, which influenced the velocity. The 
value of velocity was starting with value zero at the walls, and then vibrating for short period. 
After the vibrations of speed were attenuated, in the middle of pipe, the value of velocity was 
bigger. 
Fig. 6-16c presented the temperature and velocity profile in simulation (model 1) where there is 
not porosity. The profiles are similar with profiles showed in Fig. 6-16a and Fig. 6-17. 
 
 
                                                                             (a)     
                                                              
  
130 
 
      
                                                                            (b) 
                                                                   
       
                                                                            (c) 
Figure 6-16 Velocity and temperature profiles in a pipe, (a) (Kakac et al., 2014); (b) Model 3 (timestep 
125000), and (c) Model 1 (timestep 1250000 
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Fig. 6-17 presented the solution of the flow and temperature for a steady, fully developed, 
constant property, constant wall temperature laminar flow in a pipe (people.rit.edu/Laminar Flow 
Pipe). 
 
Figure 6-17 Velocity and temperature distribution in a pipe, (people.rit.edu/Laminar Flow Pipe) 
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7 Discussion, Summary and Conclusions 
This chapter contains a discussion of the calculations, and how they relate to the experimental 
work. It will also show how the code can be used in other applications and what I have learned 
from this work.  
7.1 Whether Calculations are Right or Wrong 
In Chapter 6, three separate simulations using an LBM were presented (the last two of a porous 
medium). These were presented to be considered against the physical experiments reported in 
Chapter 5, in an attempt to verify the simulations code. The simulations were graded in that they 
converged on the conditions applying in the experiments. 
The Reynolds number calculated was 1276, denoting laminar flow. In the LBM code the Nusselt 
number did not converge for permeability higher than 10
-7
 m
2
, a value meaning very permeable. 
The temperature used in the code in lattice units was, for the hot temperature equal to 1, and for 
cold temperature equal to 0, these values mapped to a temperature range of 10K, whereas in the 
experiment a much higher temperature range was observed. 
In the LBM the travel time had a much smaller value (milliseconds), in comparison with the 
travel time in the physical experiments (seconds); the calculations are Chapter 6. Even through 
the LBM appears to simulate a very short period of time, a huge computational effort is 
necessary. The travel time in the physical experiment is calculated with some error, because the 
velocity was taken as an approximation. However, there remains a big difference between time 
of the simulation and physical time of the experiment. 
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While the shapes of velocity and temperature profiles appeared consistent with the expected 
shapes for laminar flow, at least qualitatively, quantitative verification of the agreement of these 
profiles with analytical or further experimental activity remains a topic for further work. 
Particular challenges with the LBM for a porous media presented in the simulations for, model 1, 
model 2 and model 3. Model 1 appeared to arrive as steady state after 50000 time steps. For the 
porous medium model, simulation proceeds for many hours, sometimes then terminating 
unexpectedly. In the code, it is possible that there is a mistake, or an error of omission or 
commission. Every effort was taken to eliminate such errors as the work proceeded. Although 
the work presented did not indicate a completely satisfactory conclusion, it is considered by all 
involved that it represents an excellent platform on which a final solution LBM can be built. 
 
7.2 How the LBM can be Applied 
In the literature, LBM was applied in many areas of fluid dynamics and heat transfer. 
Supercomputers may be needed to simulate more realistic problems. The computation effort just 
for a pipe is immense (not practical). It is hard to think of an application where another faster or 
more convenient method is not available. More applications are potentially in medicine and 
biology, where the results can justify more computational power. 
7.2.1 3D Lattice Model 
The MATLAB code is written for two dimensions, the D2Q9 Model, which has speed advantage 
over the other computational methods. LBM models the fluid at microscopic scale, unlike the 
CFD methods, which solve the conservation equations of macroscopic properties (mass, 
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momentum, and energy) numerically. The CFD method builds in viscosity and in the LBM 
viscous behaviour emerges. This code can be adapted from the 2D Lattice Model to 3D Lattice 
Model and through these solutions that are more realistic may be obtained by plotting in three 
dimensions. For 3D dimensions, the model will require more computational power and memory. 
Hecht and Harting (2012) presented that the advantage using a MATLAB code for D3Q19  is the 
possibility of specifying the exact position of the boundary, and visualization of  the results 
(especially in dealing with complex boundaries, such as with porous media). If in a pipe, the 
computational effort for two dimensions is not practical, the computation effort in three 
dimensions will be too huge, and also, not practical.  
 
7.2.2 Hexagonal Close Packed Lattice 
The HCP lattice represents the structure, which contains atoms that were closely packed into the 
shape of a hexagon.  
This model has advantage over other methods and yields more detail at reduced computational 
cost (Usman et al., 2009). The model presents a high degree of symmetry in regular 
arrangements and it make easier to classify them and to measure their densities, more efficient 
computation because of weighting factors ( 74.0aw , 6,...1a ). 
7.2.3 Different Boundary Conditions  
Applying correct boundary conditions is a very important part of LBM model. There are several 
types of boundary condition that can be applied using LBM such as: 
- Periodic boundary conditions areas the simplest boundary condition, which means 
the edges are closed; the inlet is outlet boundary along the wall. 
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- Bounce-back boundary conditions are when a particle reaches a wall node; the 
particle will come back to the fluid nodes along its incoming direction. 
- Dirichlet boundary conditions specify the pressure/density at the boundaries. For 
these boundaries, the solution is given by the velocity boundaries. 
- Thermal boundary conditions (for example: for adiabatic boundary conditions the 
heat flux should be equal zero). Alternatively, boundaries can be isothermal as in the 
case of the Simulations of Chapter 6. 
- Extrapolation boundary conditions are therefore: for any given fluid flow, it was 
expected that there is one additional layer of sites, past the boundary, inside the wall. 
Different authors used different methods for implementing the same boundary conditions. In 
Chapter 6 LBM (Model 3) stopped when the temperature front through passed the right hand 
side of the lattice. The velocity profile had developed through out the domain and appeared to be 
at steady state. Formulation of the boundary conditions is one of the most difficult aspects of 
LBM, and different authors have reported different methods as approaches to apply them in 
LBMs. It is suspected that the premature termination of LBM code operation referred to above is 
a result of a complex interaction in one of the boundary conditions which proved difficult to 
investigate. 
 
7.2.4 Ice Nodes 
Recently LBM have applied for the computational modeling complex problems of fluid flow 
with single and multiphase flow in porous medium. The fluid with multicomponent and phase 
change was included in the equations. One of the important studies was for solid-liquid phase 
change phenomena, also melting or solidification, wich existed in many industrial processes and 
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in nature. The phase transition for melting ice is needs to be considered the subject for more 
investigations. During the melting/freezing process in porous medium, there is still a large 
amount of water that is considered permeable medium. The fluid flow will become restricted if 
the ice nodes are presented; and at the boundary with ice the bounce back node will occur. A 
computation code can be developed for LBM with multiphase for melting process to obtain a 
good optimization in the mechanism of heat transfer (Song et al., 2012). Because the presence of 
ice has influence the heat transfer, that was involved in cooling air for the ventilation in 
underground mine. More study about this process is left as a project for future investigation. 
 
7.2.5 Natural Heat Exchange Area 
The Natural Heat Exchange Area (NHEA) is a caved area containing broken rocks connected to 
underground mine workings at Creighton Mine near Sudbury. This is the primary intake for the 
ventilation system of Creighton Mine and is recognized in the world for utilizing the heat storage 
capacity of fragmented rock to provide low-cost air-conditioning through the year (cooled air 
during the summer and heated air during the winter). Considering the broken rock mass as 
porous media at NHEA, the Lattice Boltzmann Method, can be used for modeling air flow and 
heat transfer. The simulation model allows to modify different parameters which characterize the 
broken rock mass and analyse the temperature evolution of the air flow. This was the principal 
objective of the thesis, but this requires too much computation effort for two dimensions, and is 
not practical. 
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7.3 Personal Development and Learning Outcomes 
7.3.1 Technical Skill 
Before starting this thesis my knowledge of the lattice Boltzmann Method was very limited. I 
thought I knew about the advantages of the method in modeling the heat transfer, based on its 
relative simplicity and good applicability of computer programming. I was very excited by the 
prospect of modeling a heat transfer of physical system and using the findings for thermal 
problems optimization. A particular case, which I had in my mind, was the Creighton‟s Mine 
Natural Heat Exchange Area.  
In literature reviews related to my research topic, I covered a large number of papers, and books. 
Even though the LBM was studied and well documented, for the relatively new field of heat 
transfer in porous media the papers are very limited. The information from the literature reviews 
provided  me with a good understanding of the Lattice Boltzmann method and steps required to 
build a numerical simulation model. 
Another challenge for me was computer programming in MATLAB. I spent a great deal of time 
learning the basics of this language. Programming skills required to build this model were well 
beyond my prior experience; the complexity of the task of writing the code for the model 
required more in depth knowledge, assistance was needed to finish the code. Adam Turcotte, 
who is a computer programmer at MIRARCO, modified a code from Celik (2012), and finished 
LBM code that I started.  
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Through extensive research on LBM simulation technique and producing the MATLAB program 
to model the heat and mass flow through a porous media, I developed my computer and technical 
literacy. 
 
7.3.2 Personal Skills 
I have developed interpersonal and communication skills meeting people and networking at the 
23
rd
 World Mining Congress, Montreal, 2013. I also prepared and made technical presentations 
to fellow graduate students. 
 
7.3.3 Key Skills 
- High level of accuracy and attention to details 
- Planning and organizational abilities that balance work, team support and responsibilities 
in a timely manner 
- Resolve problem in a methodical manner independently and in a team work environment 
to find appropriate solutions 
- Ability to listen closely to team discussions and  recommendations, while keeping an 
open mind and noting suggestions to derive maximum benefit from brainstorming session 
- Software knowledge: AutoCAD, Microsoft Office, MATLAB 
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Appendix 1 
 
Developed LBM Codes 
 
Model 1, without Porous Media, with Nusselt Number, Temperature, Density, Particle 
Speed, and Velocity Vectors 
For this model, the code was modified and written the final version by Adam Turcotte, from a 
code written by Celik, 2012.  
 
function time = LBM_CPU_RHO(Y) 
    % Y is the Vertical Node Number 
    % Slit Channel 
    % Runs on CPU 
    % Flow + Heat Transfer 
    % Calculates Nusselt Number 
     
    X = Y*4; 
    %tstep = 100; 
    tstep = 80000; 
    Kn = 0; 
    Kappa = 0; 
    Lambda = Kn*(Y-1); 
    C = Kappa*Lambda; 
    Nu = zeros(X,1); 
    Re = 10; 
    Pe = 100; 
    Ulattice = 0.02; 
    Pr = Pe/Re; 
    Viscosity=Ulattice*(Y-1)/Re; 
    alpha = Viscosity/Pr;  
    omega = 1/(3*Viscosity+0.5); 
    oneMinusOmega = 1-omega; 
    omegat = 1/(3*alpha+0.5); 
    oneMinusOmegat = 1-omegat;   
    rho = zeros(X,Y);    
    f1 = rho;f2 = rho;f3 = rho;f4 = rho;f5 = rho;f6 = rho;f7 = rho;f8 = 
rho;f9 = rho; 
    u = rho; v=rho; 
    T = zeros(X,Y); 
    g1 = rho;g2 = rho;g3 = rho;g4 = rho;g5 = rho;g6 = rho;g7 = rho;g8 = 
rho;g9 = rho; 
    rho = rho+5; 
    %rho = rho+1; 
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    %f1 = (1/9)*rho; f2 = (1/9)*rho; f3 = (1/9)*rho; f4 = (1/9)*rho; 
    %f5 = (1/36)*rho; f6 = (1/36)*rho; f7 = (1/36)*rho; f8 = (1/36)*rho; 
    %f9 = (4/9)*rho; 
     
    tic 
    for kk=1:tstep    
        if mod(kk,10)==0 
          %---------Nusselt------------- 
            %[Nu, Nuold] = 
NusseltcalculatorD2Q9(u,rho,Ulattice,U_in,T,X,Y,Height,Kn,Nu); 
            [Nu, Nuold] = NusseltcalculatorD2Q9(u,rho,Ulattice,T,X,Y,Kn,Nu); 
            NuoldSum = sum(abs(Nuold)); 
            NuSum = sum(abs(Nu)); 
            diff = abs(NuSum-NuoldSum); 
            if diff<0.001 
                display('Program converged and paused');             
                savestring = 
['Nusselt_','Kn',num2str(Kn),'Kappa',num2str(Kappa),'Pe',num2str(Pe),'Re',num
2str(Re),'N',num2str(Y),'r',num2str(X/Y),'.mat']; 
                save(savestring) 
                break 
            end 
            %disp(kk) 
            %disp(Nu(max(X)-100)) 
            %Kn 
            %Kappa 
            %Y 
        end  
%% Momentum 
    % Collision 
        [f1,f2,f3,f4,f5,f6,f7,f8,f9] = 
CollisionD2Q9(u,v,rho,f1,f2,f3,f4,f5,f6,f7,f8,f9,omega,oneMinusOmega); 
    % Streaming 
        [f1,f2,f3,f4,f5,f6,f7,f8] = 
StreamingD2Q9(f1,f2,f3,f4,f5,f6,f7,f8,X,Y); 
    % Boundary Conditions 
        [f1(1,:),f2(1,:),f4(1,:),f5(1,:),f6(1,:),f7(1,:),f8(1,:)] = 
InletconstantVelocityD2Q9(f2(1,:),f3(1,:),f4(1,:),f6(1,:),f7(1,:),f9(1,:),Ula
ttice,Y); 
        [f3(X,:),f6(X,:),f7(X,:)] = OutletConstantVelocity( 
f1(X,:),f2(X,:),f4(X,:),f5(X,:),f8(X,:),f9(X,:),u(X-10,:));         
        %[f3(X,:),f6(X,:),f7(X,:)] = OutletConstantVelocity( 
f1(X,:),f2(X,:),f4(X,:),f5(X,:),f8(X,:),f9(X,:),u(X-1,:));         
        %[f2(:,1),f5(:,1),f6(:,1)] = 
SlipBottomWallD2Q9(f1(:,1),f3(:,1),f4(:,1),f7(:,1),f8(:,1),f9(:,1),u(:,2:3),K
n,Y);      
        %[f4(:,Y),f7(:,Y),f8(:,Y)] = 
SlipTopWallD2Q9(f1(:,Y),f2(:,Y),f3(:,Y),f5(:,Y),f6(:,Y),f9(:,Y),u(:,Y-2:Y-
1),Kn,Y); 
        [f2(:,1),f5(:,1),f6(:,1)] = 
NoSlipBottomWallD2Q9(f1(:,1),f3(:,1),f4(:,1),f7(:,1),f8(:,1)); 
        [f4(:,Y),f7(:,Y),f8(:,Y)] = 
NoSlipTopWallD2Q9(f1(:,Y),f2(:,Y),f3(:,Y),f5(:,Y),f6(:,Y)); 
    % Macroscopic Values 
        [u,v,rho] = MacroscopicD2Q9(f1,f2,f3,f4,f5,f6,f7,f8,f9,X,Y); 
%% Heat Diffiusion 
    % Collision 
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        [g1,g2,g3,g4,g5,g6,g7,g8,g9] = 
CollisionTD2Q9(u,v,T,g1,g2,g3,g4,g5,g6,g7,g8,g9,omegat,oneMinusOmegat);   
    % Streaming 
        [g1,g2,g3,g4,g5,g6,g7,g8] = 
StreamingD2Q9(g1,g2,g3,g4,g5,g6,g7,g8,X,Y); 
    % Boundary Conditions for Temperature 
        g1(1,2:Y-1)=2/9-g3(1,2:Y-1); 
        g5(1,2:Y-1)=1/18-g7(1,2:Y-1); 
        g8(1,2:Y-1)=1/18-g6(1,2:Y-1); 
    % Outlet zero-flux (Extrapolation) 
        %g3(X,2:Y-1)=2*g3(X-1,2:Y-1)-g3(X-2,2:Y-1); 
        %g6(X,2:Y-1)=2*g6(X-1,2:Y-1)-g6(X-2,2:Y-1); 
        %g7(X,2:Y-1)=2*g7(X-1,2:Y-1)-g7(X-2,2:Y-1); 
    % OUTLET HACK 
        g3(X,2:Y-1) = -g1(X,2:Y-1); 
        g6(X,2:Y-1) = -g8(X,2:Y-1); 
        g7(X,2:Y-1) = -g5(X,2:Y-1); 
    %Top Wall 
        %[g4(:,Y),g7(:,Y),g8(:,Y)] = TJumpTop(g2(:,Y),g5(:,Y),g6(:,Y),T(:,[Y-
2:Y-1]),0,C);                     
        %[g2(:,1),g5(:,1),g6(:,1)] = 
TJumpBottom(g4(:,1),g7(:,1),g8(:,1),T(:,2:3),0,C);  % 0 = Wall teperature      
        [g4(:,Y),g7(:,Y),g8(:,Y)] = TNoSlipTop(g2(:,Y),g5(:,Y),g6(:,Y),0); 
        [g2(:,1),g5(:,1),g6(:,1)] = TNoSlipBottom(g4(:,1),g7(:,1),g8(:,1),0); 
    % Macroscopic 
        T = MacroscopicTD2Q9(g1,g2,g3,g4,g5,g6,g7,g8,g9); 
    end 
time = toc; 
fprintf('CPU: time = %6.4f for %d X %d\n',time,X,Y); 
end 
%%%%%%%% End of Main Function %%%%%%%% 
  
function [g4,g7,g8] = TJumpTop(g2,g5,g6,T,Tw,C) 
    tw = (C*(4*T(:,2)-T(:,1))+2*Tw)/(2+3*C); 
    g8=tw/18-g6; 
    g7=tw/18-g5; 
    g4=2*tw/9-g2; 
end 
function [g2,g5,g6] = TJumpBottom(g4,g7,g8,T,Tw,C)    
    tw = (C*(4*T(:,1)-T(:,2))+2*Tw)/(2+3*C); 
    g6=tw/18-g8; 
    g5=tw/18-g7; 
    g2=2*tw/9-g4; 
end 
  
%% ADDED BY ADAM %% 
function [g4,g7,g8] = TNoSlipTop(g2,g5,g6,Tw) 
    g8=Tw/18-g6; 
    g7=Tw/18-g5; 
    g4=2*Tw/9-g2; 
end 
function [g2,g5,g6] = TNoSlipBottom(g4,g7,g8,Tw) 
    g6=Tw/18-g8; 
    g5=Tw/18-g7; 
    g2=2*Tw/9-g4; 
end 
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function [f1,f2,f3,f4,f5,f6,f7,f8,f9] = 
CollisionD2Q9(u,v,rho,f1,f2,f3,f4,f5,f6,f7,f8,f9,omega,oneMinusOmega) 
    t10 = u.*u + v.*v; 
    t10 = 1.5*t10; 
    t1 =  u; 
    t2 =  v; 
    t3 = -u; 
    t4 = -v; 
    t5 =  u + v; 
    t6 = -u + v; 
    t7 = -u - v; 
    t8 =  u - v; 
    feq1 = rho/9 .*  (1 + 3*t1 + 4.5*t1.*t1 - t10); 
    feq2 = rho/9 .*  (1 + 3*t2 + 4.5*t2.*t2 - t10); 
    feq3 = rho/9 .*  (1 + 3*t3 + 4.5*t3.*t3 - t10); 
    feq4 = rho/9 .*  (1 + 3*t4 + 4.5*t4.*t4 - t10); 
    feq5 = rho/36 .* (1 + 3*t5 + 4.5*t5.*t5 - t10); 
    feq6 = rho/36 .* (1 + 3*t6 + 4.5*t6.*t6 - t10); 
    feq7 = rho/36 .* (1 + 3*t7 + 4.5*t7.*t7 - t10); 
    feq8 = rho/36 .* (1 + 3*t8 + 4.5*t8.*t8 - t10); 
    feq9 = 4*rho/9 .*(1 - t10); 
    f1 = omega*feq1 + oneMinusOmega*f1; 
    f2 = omega*feq2 + oneMinusOmega*f2; 
    f3 = omega*feq3 + oneMinusOmega*f3; 
    f4 = omega*feq4 + oneMinusOmega*f4; 
    f5 = omega*feq5 + oneMinusOmega*f5; 
    f6 = omega*feq6 + oneMinusOmega*f6; 
    f7 = omega*feq7 + oneMinusOmega*f7; 
    f8 = omega*feq8 + oneMinusOmega*f8; 
    f9 = omega*feq9 + oneMinusOmega*f9; 
end 
function [g1,g2,g3,g4,g5,g6,g7,g8,g9] = 
CollisionTD2Q9(u,v,th,g1,g2,g3,g4,g5,g6,g7,g8,g9,omegat,oneMinusOmegat)   
    t1 =  u; 
    t2 =  v; 
    t3 = -u; 
    t4 = -v; 
    t5 =  u + v; 
    t6 = -u + v; 
    t7 = -u - v; 
    t8 =  u - v; 
    feq1 = th/9 .* (1 + 3*t1 ); 
    feq2 = th/9 .* (1 + 3*t2 ); 
    feq3 = th/9 .* (1 + 3*t3 ); 
    feq4 = th/9 .* (1 + 3*t4 ); 
    feq5 = th/36 .* (1 + 3*t5 ); 
    feq6 = th/36 .* (1 + 3*t6 ); 
    feq7 = th/36 .* (1 + 3*t7 ); 
    feq8 = th/36 .* (1 + 3*t8 ); 
    feq9 = 4*th/9; 
    g1 = omegat*feq1 + oneMinusOmegat*g1; 
    g2 = omegat*feq2 + oneMinusOmegat*g2; 
    g3 = omegat*feq3 + oneMinusOmegat*g3; 
    g4 = omegat*feq4 + oneMinusOmegat*g4; 
    g5 = omegat*feq5 + oneMinusOmegat*g5; 
    g6 = omegat*feq6 + oneMinusOmegat*g6; 
    g7 = omegat*feq7 + oneMinusOmegat*g7; 
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    g8 = omegat*feq8 + oneMinusOmegat*g8; 
    g9 = omegat*feq9 + oneMinusOmegat*g9; 
end 
function [f1,f2,f4,f5,f6,f7,f8] = 
InletconstantVelocityD2Q9(f2,f3,f4,f6,f7,f9,Ulattice,Y) 
    rhow = (f9 +f2 +f4 +2*(f3 +f6 +f7 ))/(1-Ulattice); 
    f1  = f3  + 2*rhow*Ulattice/3; 
    f5  = f7  + 0.5*(f4-f2) + rhow*Ulattice/6; 
    f8  = f6  + 0.5*(f2-f4) + rhow*Ulattice/6; 
end 
function [u,v,rho] = MacroscopicD2Q9(f1,f2,f3,f4,f5,f6,f7,f8,f9,X,Y) 
    rho = f1+f2+f3+f4+f5+f6+f7+f8+f9; 
    usum =  f1-f3+f5-f6-f7+f8; 
    vsum =  f2-f4+f5+f6-f7-f8; 
    u = usum./rho; 
    v = vsum./rho; 
end 
function th = MacroscopicTD2Q9(g1,g2,g3,g4,g5,g6,g7,g8,g9) 
    th = g1+g2+g3+g4+g5+g6+g7+g8+g9;  
end 
%function [Nu,Nuold] = 
NusseltcalculatorD2Q9(u,rho,Ulattice,U_real,T,X,Y,Height,Kn,Nu) 
function [Nu,Nuold] = NusseltcalculatorD2Q9(u,rho,Ulattice,T,X,Y,Kn,Nu) 
% Ulattice=umean 
Nuold = Nu; 
Umean = zeros(X,1); 
dy = 1; 
ut = zeros(X,Y); 
T_mean = zeros(X,1); 
A = zeros(X,1); 
H = Y-1; 
        for i=1:X 
            dummy=0;                 
            %for j=1:5:Y-1 
            for j=1:5:Y-5 
                dummy=dummy+(5*dy)*(19*rho(i,j)+75*rho(i,j+1)+... 
                    
50*rho(i,j+2)+50*rho(i,j+3)+75*rho(i,j+4)+19*rho(i,j+5))/288; 
            end 
            Rhomean(i)=dummy/H; 
            dummy=0;                 
            %for j=1:5:Y-1 
            for j=1:5:Y-5 
                
dummy=dummy+(5*dy)*(19*rho(i,j)*u(i,j)+75*rho(i,j)*u(i,j+1)+... 
                    
50*rho(i,j)*u(i,j+2)+50*rho(i,j)*u(i,j+3)+75*rho(i,j)*u(i,j+4)+19*rho(i,j)*u(
i,j+5))/288; 
            end 
             
            Umean(i)=dummy/Rhomean(i)/H; 
             
            dummy=0;  
            ut(i,:) = rho(i,:).*u(i,:).*T(i,:); 
            %for j=1:5:Y-1 
            for j=1:5:Y-5 
                dummy=dummy+5*dy*(19*ut(i,j)+75*ut(i,j+1)+50*ut(i,j+2)+... 
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                    50*ut(i,j+3)+75*ut(i,j+4)+19*ut(i,j+5))/288; 
            end 
            T_mean(i)=(dummy/Rhomean(i)/Umean(i)/H); 
            A(i)= 49/20*T(i,1)-6*T(i,2)+15/2*T(i,3)-20/3*T(i,4)+... 
                  15/4*T(i,5)-6/5*T(i,6)+1/6*T(i,7); % derivative 
            Nu(i) = -A(i)/T_mean(i)*2*H; 
             
        end 
%         subplot(2,2,[1 3]) 
%         plot(Nu) 
%         subplot(2,2,2) 
%         imagesc(T')    
%         subplot(2,2,4) 
%         imagesc(u') 
%         drawnow 
        subplot(3,2,[1 3 5]) 
        plot(Nu) 
        title('Nusselt Number') 
        subplot(3,2,2) 
        imagesc(T') 
        colorbar; 
        title('Temperature') 
        subplot(3,2,4) 
        imagesc(u') 
        colorbar; 
        title('Horizontal Velocity') 
        subplot(3,2,6) 
        imagesc(rho') 
        colorbar; 
        title('Density') 
        drawnow 
end 
function [ f3,f6,f7] = OutletConstantVelocity( f1,f2,f4,f5,f8,f9,u_out ) 
    rho_o = (f9+f2+f4+2*(f1+f5+f8))./(1.0+u_out); 
    f3 =f1 -0.667*rho_o.*u_out; 
    f7 =f5 +0.5*(f2 -f4 )- rho_o.*u_out/6.0;           
    f6 =f8 +0.5*(f4 -f2 )- rho_o.*u_out/6.0; 
end 
function [f2,f5,f6] = SlipBottomWallD2Q9(f1,f3,f4,f7,f8,f9,u,Kn,Y) 
    Lamda = Kn*(Y-1); 
    uslip = Lamda*(4*u(:,1)-u(:,2))/(2+3*Lamda); 
    rhow = (f1+f3+f9+2*(f4+f7+f8)); 
    f2 = f4; 
    f5 = rhow.*(1+uslip)/2 - (f1+f8) - (f2+f4+f9)/2; 
    f6 = rhow.*(1-uslip)/2 - (f3+f7) - (f2+f4+f9)/2;     
end 
function [f4,f7,f8] = SlipTopWallD2Q9(f1,f2,f3,f5,f6,f9,u,Kn,Y) 
    Lamda = Kn*(Y-1); 
    uslip = Lamda*(4*u(:,2)-u(:,1))/(2+3*Lamda);     
    rhow = (f1+f3+f9+2*(f2+f5+f6)); 
    f4 = f2; 
    f7 = rhow.*(1-uslip)/2 - (f3+f6) - (f2+f4+f9)/2; 
    f8 = rhow.*(1+uslip)/2 - (f1+f5) - (f2+f4+f9)/2; 
end 
  
%% ADDED BY ADAM %% 
function [f2,f5,f6] = NoSlipBottomWallD2Q9(f1,f3,f4,f7,f8) 
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    f2=f4; 
    f5=f7-0.5*(f1-f3); 
    f6=f8+0.5*(f1-f3); 
end 
function [f4,f7,f8] = NoSlipTopWallD2Q9(f1,f2,f3,f5,f6) 
    f4=f2; 
    f7=f5+0.5*(f1-f3); 
    f8=f6-0.5*(f1-f3); 
end 
  
function [f1a,f2a,f3a,f4a,f5a,f6a,f7a,f8a] = 
StreamingD2Q9(f1,f2,f3,f4,f5,f6,f7,f8,X,Y)  
    f1a = f1([1,1:X-1],1:Y); 
    f2a = f2(1:X,[1,1:Y-1]); 
    f3a = f3([2:X,X],1:Y); 
    f4a = f4(1:X,[2:Y,Y]);     
    f5a = f5([1,1:X-1],[1,1:Y-1]);     
    f6a = f6([2:X,X],[1,1:Y-1]);     
    f7a = f7([2:X,X],[2:Y,Y]);     
    f8a = f8([1,1:X-1],[2:Y,Y]); 
  
end 
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Model 2, with Porous Media, Nusselt Number, Temperature, Horizontal and Vertical 
Velocity, and Velocity Vectors   
This model was modified and introduced new parameters than Model 1 (porous media, 
horizontal and vertical velocity, and velocity vectors) by Adam Turcotte. 
 
clear all 
  
h     = 1e-2;       % Convective heat transfer coefficient [W/m3-K] 
L     = 1.2e-1;     % Characteristic length  [m] 
k     = 2.57e-2;    % Thermal conductivity  [W/m-K] 
lamda = 2.3787e-8;  % Mean free path  [m] 
u     = 1e-2;       % Mean velocity of fluid  [m/s] 
nu    = 1.57e-5;    % Kinematic viscosity  [m2/s] 
alpha = 2.1606e-5;  % Thermal diffusivity  [m2/s] 
cp    = 1.005;      % Specific heat  [J/kg-K] 
niu   = 1.983e-5;   % Dynamic viscosity [kg/m-s] 
g     = 9.8;        % Acceleration due to gravity  [m/s2] 
beta  = 3.43e-3;    % Thermal expansion coefficient  [1/K] 
T1    = 283;        % Hot themperature  [K] 
T0    = 273;        % Cold temperature  [K] 
K     = 1e-8;       % Permeability of porous media  [m2] 
  
% The Nusselt number 
% Ratio of convective to conductive heat transfer 
Nu = h*L/k; 
  
% The Knudsen number 
% Ratio between mean free path and physical length 
Kn = lamda/L; 
  
% The Reynolds number 
% Ratio of inertial to viscous forces 
Re = u*L/nu; 
  
% The Peclet number 
% Ratio of advective to diffusive transport rate 
Pe = u*L/alpha; 
  
% The Prandtl number 
% Ratio of viscous to thermal diffusion rate 
Pr = nu/alpha; 
  
% The Rayleigh number 
% Measure of the instability of a layer of fluid due to differences of 
% temperature and density at the top and bottom 
Ra = g*beta*(T1-T0)*L^3/(nu*alpha); 
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% The Darcy number 
% Relative effect of the permeability of the medium to diameter squared 
Da = K/L^2; 
  
DLN(1) = Nu; 
DLN(2) = Kn; 
DLN(3) = Re; 
DLN(4) = Pe; 
DLN(5) = Pr; 
DLN(6) = Ra; 
DLN(7) = Da; 
  
%NN(1) = 41; 
%NN(2) = 41; 
NN(1) = 161; 
NN(2) = 400; 
  
bugger=LBM_THESIS_ALPHA1(NN,DLN); 
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function time = LBM_THESIS_ALPHA1(NN,DLN) 
    % Y is the Vertical Node Number 
    % Slit Channel 
    % Flow + Heat Transfer 
    % Calculates Nusselt Number 
     
    % Colormap that estimates the range of a thermal camera 
    global THERMAL_MAP; 
    THERMAL_MAP = [           0.1176,0.1412,0.2275; 0.1451,0.1314,0.2735; 
        0.1725,0.1216,0.3196; 0.2000,0.1118,0.3657; 0.2275,0.1020,0.4118; 
        0.2549,0.0922,0.4578; 0.2824,0.0824,0.5039; 0.3098,0.0725,0.5500; 
        0.3373,0.0627,0.5961; 0.3637,0.0711,0.5875; 0.3902,0.0794,0.5789; 
        0.4167,0.0877,0.5703; 0.4431,0.0961,0.5618; 0.4696,0.1044,0.5532; 
        0.4961,0.1127,0.5446; 0.5225,0.1211,0.5360; 0.5490,0.1294,0.5275; 
        0.5755,0.1377,0.5189; 0.6020,0.1461,0.5103; 0.6284,0.1544,0.5017; 
        0.6549,0.1627,0.4931; 0.6814,0.1711,0.4846; 0.7078,0.1794,0.4760; 
        0.7343,0.1877,0.4674; 0.7608,0.1961,0.4588; 0.7696,0.2167,0.4336; 
        0.7784,0.2373,0.4083; 0.7873,0.2578,0.3831; 0.7961,0.2784,0.3578; 
        0.8049,0.2990,0.3326; 0.8137,0.3196,0.3074; 0.8225,0.3402,0.2821; 
        0.8314,0.3608,0.2569; 0.8402,0.3814,0.2316; 0.8490,0.4020,0.2064; 
        0.8578,0.4225,0.1811; 0.8667,0.4431,0.1559; 0.8755,0.4637,0.1306; 
        0.8843,0.4843,0.1054; 0.8931,0.5049,0.0801; 0.9020,0.5255,0.0549; 
        0.8985,0.5434,0.0703; 0.8951,0.5613,0.0858; 0.8917,0.5792,0.1012; 
        0.8882,0.5971,0.1167; 0.8848,0.6150,0.1321; 0.8814,0.6328,0.1475; 
        0.8779,0.6507,0.1630; 0.8745,0.6686,0.1784; 0.8711,0.6865,0.1939; 
        0.8676,0.7044,0.2093; 0.8642,0.7223,0.2248; 0.8608,0.7402,0.2402; 
        0.8574,0.7581,0.2556; 0.8539,0.7760,0.2711; 0.8505,0.7939,0.2865; 
        0.8471,0.8118,0.3020; 0.8504,0.8230,0.3782; 0.8538,0.8342,0.4543; 
        0.8571,0.8454,0.5305; 0.8605,0.8566,0.6067; 0.8639,0.8678,0.6829; 
        0.8672,0.8790,0.7591; 0.8706,0.8902,0.8353]; 
     
    %% SIMULATION CONFIGURATION %% 
    Y      = NN(1);  % Number of nodes in the vertical direction 
    X      = NN(2);  % Number of nodes in the horizontal direction 
    tstep  = 160000; % Maximum number of time steps 
    tplot  = 10;     % Iterations between successive graphical outputs 
    thresh = 0.001;  % Nusselt difference threshold 
    %% DIMENSIONLESS NUMBERS %% 
    %Kn = 2.38e-7;    % Knudsen number 
    %Ra = 9.55e+5;    % Rayleigh number (gbeta*T_diff*L^3)/(Viscosity*alpha) 
    %Nu = zeros(X,1); % Nusselt number 
    %Re = 6.38e+3;    % Reynolds number (L*Ulattice/Viscosity) 
    %Pe = 4.63e+3;    % Péclet number (Re*Pr) 
    %Pr = Pe/Re;      % Prandtl number (L*Ulattice/Diffusivity) 
    %Da = 1e-7;       % Darcy number 
  
    Nu = zeros(X,1);  % Nusselt number 
    Kn = DLN(2);      % Knudsen number 
    Re = DLN(3);      % Reynolds number (L*Ulattice/Viscosity) 
    Pe = DLN(4);      % Péclet number (Re*Pr) 
    Pr = DLN(5);      % Prandtl number 
    Ra = DLN(6);      % Rayleigh number 
    Da = DLN(7);      % Darcy number 
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    %% CHARACTERISTIC LENGTH AND VELOCITY %% 
    L        = Y-1;  % Characteristic length 
    Ulattice = 0.02; % Characteristic velocity 
     
    %% SLIP BOUNDARY VALUES %% 
    Kappa  = 0;            % Temperature jump parameter 
    Lambda = Kn*L;         % Mean free path 
    C      = Kappa*Lambda; % Temperature jump coefficient 
    %% FLUID PROPERTIES %% 
    Viscosity = Ulattice*L/Re; % Kinematic viscosity 
    alpha     = Viscosity/Pr;  % Thermal diffusivity 
    %% POROUS MEDIUM %% 
    eps  = 0.440;               % Porosity 
    Feps = 1.75/sqrt(150*eps^3); % Geometric function 
    K    = Da*L^2; 
    %% TEMPERATURE %% 
    T_hot    = 1.0;                % Hot temperature (normalized) 
    T_cold   = 0.0;                % Cold temperature (normalized) 
    T_inlet  = T_hot;              % Inlet temperature 
    T_top    = T_cold;             % Top wall temperature 
    T_bottom = T_cold;             % Bottom wall temperature 
    %T_top    = T_hot; 
    %T_bottom = T_hot; 
    T_init   = T_cold;             % Initial temperature 
    T_diff   = T_hot-T_cold;       % Temperature difference 
    T0       = 0.5*(T_hot+T_cold); % Reference temperature 
    %% BODY FORCE %% 
    gbeta    = Ra*Viscosity*alpha/(T_diff*L^3); 
    buoyancy = [0,gbeta]; % Buoyancy force 
    a        = [0,0];     % Acceleration due to external force fields 
    %% RELAXATION PARAMETERS %% 
    omega             = 1 / (3*Viscosity + 0.5); 
    omegat            = 1 / (3*alpha     + 0.5); 
    oneMinusOmega     = 1 - omega; 
    oneMinusHalfOmega = 1 - 0.5*omega; 
    oneMinusOmegat    = 1 - omegat; 
    %% OTHER CONSTANTS %% 
    c0 = 0.5*(1+0.5*eps*Viscosity/K); 
    c1 = 0.5*eps*Feps/sqrt(K); 
    d1 = -eps*Viscosity/K; 
    d2 = eps*Feps/sqrt(K); 
    %% INITIAL CONDITIONS %% 
    rho = ones(X,Y);        % Fluid density 
    Fx  = zeros(X,Y);       % Total body force (horizontal component) 
    Fy  = zeros(X,Y);       % Total body force (vertical component) 
    f1  = zeros(X,Y);       % Density distribution function 
    f2  = zeros(X,Y);       % Density distribution function 
    f3  = zeros(X,Y);       % Density distribution function 
    f4  = zeros(X,Y);       % Density distribution function 
    f5  = zeros(X,Y);       % Density distribution function 
    f6  = zeros(X,Y);       % Density distribution function 
    f7  = zeros(X,Y);       % Density distribution function 
    f8  = zeros(X,Y);       % Density distribution function 
    f9  = zeros(X,Y);       % Density distribution function 
    u   = zeros(X,Y);       % Fluid velocity (horizontal component) 
    v   = zeros(X,Y);       % Fluid velocity (vertical component) 
    T   = T_init*ones(X,Y); % Fluid temperature 
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    g1  = zeros(X,Y);       % Temperature distribution function 
    g2  = zeros(X,Y);       % Temperature distribution function 
    g3  = zeros(X,Y);       % Temperature distribution function 
    g4  = zeros(X,Y);       % Temperature distribution function 
    g5  = zeros(X,Y);       % Temperature distribution function 
    g6  = zeros(X,Y);       % Temperature distribution function 
    g7  = zeros(X,Y);       % Temperature distribution function 
    g8  = zeros(X,Y);       % Temperature distribution function 
    g9  = zeros(X,Y);       % Temperature distribution function 
  
    %% COMPUTE NUSSELT NUMBER AND PLOT RESULTS %% 
    tic 
    for kk=1:tstep    
        if mod(kk,tplot)==0 
            [Nu, Nuold] = ... 
                NusseltcalculatorD2Q9(u,v,rho,Ulattice,T,X,Y,Kn,Nu); 
            NuoldSum = sum(abs(Nuold)); 
            NuSum = sum(abs(Nu)); 
            diff = abs(NuSum-NuoldSum); 
            if diff<thresh 
                display('Program converged and paused');             
                savestring = ['Nusselt_','Kn',num2str(Kn),'Kappa',... 
                    num2str(Kappa),'Pe',num2str(Pe),'Re',num2str(Re),... 
                    'N',num2str(Y),'r',num2str(X/Y),'.mat']; 
                save(savestring) 
                break 
            end 
            %disp(kk) 
            %disp(Nu(max(X)-100)) 
            %Kn 
            %Kappa 
            %Y 
        end 
  
%% MOMENTUM TRANSFER %% 
    % COLLISION 
        [f1,f2,f3,f4,f5,f6,f7,f8,f9] = ... 
            CollisionD2Q9(u,v,rho,Fx,Fy,eps,f1,f2,f3,f4,f5,f6,f7,f8,f9,... 
                          omega,oneMinusOmega,oneMinusHalfOmega); 
    % STREAMING 
        [f1,f2,f3,f4,f5,f6,f7,f8] = ... 
            StreamingD2Q9(f1,f2,f3,f4,f5,f6,f7,f8,X,Y); 
    % BOUNDARY CONDITIONS 
        [f1(1,:),f2(1,:),f4(1,:),f5(1,:),f6(1,:),f7(1,:),f8(1,:)] = ... 
            InletconstantVelocityD2Q9(f2(1,:),f3(1,:),f4(1,:),f6(1,:),... 
                                      f7(1,:),f9(1,:),Ulattice,Y); 
        [f3(X,:),f6(X,:),f7(X,:)] = ... 
            OutletConstantVelocity(f1(X,:),f2(X,:),f4(X,:),f5(X,:),... 
                                   f8(X,:),f9(X,:),u(X-10,:));      
        %[f2(:,1),f5(:,1),f6(:,1)] = ... 
        %    SlipBottomWallD2Q9(f1(:,1),f3(:,1),f4(:,1),f7(:,1),f8(:,1),... 
        %                       f9(:,1),u(:,2:3),Kn,Y);      
        %[f4(:,Y),f7(:,Y),f8(:,Y)] = ... 
        %    SlipTopWallD2Q9(f1(:,Y),f2(:,Y),f3(:,Y),f5(:,Y),f6(:,Y),... 
        %                    f9(:,Y),u(:,Y-2:Y-1),Kn,Y); 
        [f2(:,1),f5(:,1),f6(:,1)] = ... 
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            NoSlipBottomWallD2Q9(f1(:,1),f3(:,1),f4(:,1),f7(:,1),f8(:,1)); 
        [f4(:,Y),f7(:,Y),f8(:,Y)] = ... 
            NoSlipTopWallD2Q9(f1(:,Y),f2(:,Y),f3(:,Y),f5(:,Y),f6(:,Y)); 
    % MACROSCOPIC PROPERTY CALCULATION 
        [u,v,rho,Fx,Fy] = ... 
            MacroscopicD2Q9(f1,f2,f3,f4,f5,f6,f7,f8,f9,X,Y,... 
                            eps,buoyancy,a,T_diff,c0,c1,d1,d2,T,T0); 
%% HEAT TRANSFER %% 
    % COLLISION 
        [g1,g2,g3,g4,g5,g6,g7,g8,g9] = ... 
            CollisionTD2Q9(u,v,T,g1,g2,g3,g4,g5,g6,g7,g8,g9,... 
                           omegat,oneMinusOmegat);   
    % STREAMING 
        [g1,g2,g3,g4,g5,g6,g7,g8] = ... 
            StreamingD2Q9(g1,g2,g3,g4,g5,g6,g7,g8,X,Y); 
    % BOUNDARY CONDITIONS 
        % INLET 
        g1(1,2:Y-1) = T_inlet*2/9  - g3(1,2:Y-1); 
        g5(1,2:Y-1) = T_inlet/18 - g7(1,2:Y-1); 
        g8(1,2:Y-1) = T_inlet/18 - g6(1,2:Y-1); 
        % OUTLET (ZERO-FLUX; EXTRAPOLATION) 
        g3(X,2:Y-1) = 2*g3(X-1,2:Y-1) - g3(X-2,2:Y-1); 
        g6(X,2:Y-1) = 2*g6(X-1,2:Y-1) - g6(X-2,2:Y-1); 
        g7(X,2:Y-1) = 2*g7(X-1,2:Y-1) - g7(X-2,2:Y-1); 
        % TOP WALL 
        %[g4(:,Y),g7(:,Y),g8(:,Y)] = ... 
        %    TJumpTop(g2(:,Y),g5(:,Y),g6(:,Y),T(:,[Y-2:Y-1]),T_top,C); 
        [g4(:,Y),g7(:,Y),g8(:,Y)] = ... 
            TNoSlipTop(g2(:,Y),g5(:,Y),g6(:,Y),T_top); 
        % BOTTOM WALL 
        %[g2(:,1),g5(:,1),g6(:,1)] = ... 
        %    TJumpBottom(g4(:,1),g7(:,1),g8(:,1),T(:,2:3),T_bottom,C); 
        [g2(:,1),g5(:,1),g6(:,1)] = ... 
            TNoSlipBottom(g4(:,1),g7(:,1),g8(:,1),T_bottom); 
    % MACROSCOPIC PROPERTY CALCULATION 
        T = MacroscopicTD2Q9(g1,g2,g3,g4,g5,g6,g7,g8,g9); 
    end 
time = toc; 
fprintf('CPU: time = %6.4f for %d X %d\n',time,X,Y); 
end 
  
%% TEMPERATURE BOUNDARY CONDITIONS %% 
function [g4,g7,g8] = TNoSlipTop(g2,g5,g6,Tw) 
    g8 = Tw/18 - g6; 
    g7 = Tw/18 - g5; 
    g4 = 2*Tw/9 - g2; 
end 
function [g2,g5,g6] = TNoSlipBottom(g4,g7,g8,Tw) 
    g6 = Tw/18 - g8; 
    g5 = Tw/18 - g7; 
    g2 = 2*Tw/9 - g4; 
end 
%% TEMPERATURE JUMP BOUNDARY CONDITIONS 
function [g4,g7,g8] = TJumpTop(g2,g5,g6,T,Tw,C) 
    tw = (C*(4*T(:,2)-T(:,1))+2*Tw)/(2+3*C); 
    g8 = tw/18 - g6; 
    g7 = tw/18 - g5; 
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    g4 = 2*tw/9 - g2; 
end 
function [g2,g5,g6] = TJumpBottom(g4,g7,g8,T,Tw,C)    
    tw = (C*(4*T(:,1)-T(:,2))+2*Tw)/(2+3*C); 
    g6 = tw/18 - g8; 
    g5 = tw/18 - g7; 
    g2 = 2*tw/9 - g4; 
end 
%% COLLISION FOR MOMENTUM TRANSFER %% 
function [f1,f2,f3,f4,f5,f6,f7,f8,f9] = ... 
    CollisionD2Q9(u,v,rho,Fx,Fy,eps,f1,f2,f3,f4,f5,f6,f7,f8,f9,... 
                  omega,oneMinusOmega,oneMinusHalfOmega) 
    t10    = u.*u + v.*v; 
    t10    = -1.5/eps*t10; 
    t1     =  u; 
    t2     =  v; 
    t3     = -u; 
    t4     = -v; 
    t5     =  u + v; 
    t6     = -u + v; 
    t7     = -u - v; 
    t8     =  u - v; 
    a10    = u.*Fx + v.*Fy; 
    a10    = -3.0/eps*a10; 
    a1     =  Fx; 
    a2     =  Fy; 
    a3     = -Fx; 
    a4     = -Fy; 
    a5     =  Fx + Fy; 
    a6     = -Fx + Fy; 
    a7     = -Fx - Fy; 
    a8     =  Fx - Fy; 
    a11    = u.*Fx; 
    a12    = v.*Fy; 
    a13    = a11; 
    a14    = a12; 
    a15    = u.*Fx + v.*Fx + u.*Fy + v.*Fy; 
    a16    = u.*Fx - v.*Fx - u.*Fy + v.*Fy; 
    a17    = a15; 
    a18    = a16; 
    feq1   = rho/9   .* (1 + 3*t1 + (4.5/eps)*t1.*t1 + t10); 
    feq2   = rho/9   .* (1 + 3*t2 + (4.5/eps)*t2.*t2 + t10); 
    feq3   = rho/9   .* (1 + 3*t3 + (4.5/eps)*t3.*t3 + t10); 
    feq4   = rho/9   .* (1 + 3*t4 + (4.5/eps)*t4.*t4 + t10); 
    feq5   = rho/36  .* (1 + 3*t5 + (4.5/eps)*t5.*t5 + t10); 
    feq6   = rho/36  .* (1 + 3*t6 + (4.5/eps)*t6.*t6 + t10); 
    feq7   = rho/36  .* (1 + 3*t7 + (4.5/eps)*t7.*t7 + t10); 
    feq8   = rho/36  .* (1 + 3*t8 + (4.5/eps)*t8.*t8 + t10); 
    feq9   = 4*rho/9 .* (1 + t10); 
    force1 = oneMinusHalfOmega*rho/9   .* (3*a1 + (9/eps)*a11 + a10); 
    force2 = oneMinusHalfOmega*rho/9   .* (3*a2 + (9/eps)*a12 + a10); 
    force3 = oneMinusHalfOmega*rho/9   .* (3*a3 + (9/eps)*a13 + a10); 
    force4 = oneMinusHalfOmega*rho/9   .* (3*a4 + (9/eps)*a14 + a10); 
    force5 = oneMinusHalfOmega*rho/36  .* (3*a5 + (9/eps)*a15 + a10); 
    force6 = oneMinusHalfOmega*rho/36  .* (3*a6 + (9/eps)*a16 + a10); 
    force7 = oneMinusHalfOmega*rho/36  .* (3*a7 + (9/eps)*a17 + a10); 
    force8 = oneMinusHalfOmega*rho/36  .* (3*a8 + (9/eps)*a18 + a10); 
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    force9 = 4*oneMinusHalfOmega*rho/9 .* a10; 
    f1     = omega*feq1 + oneMinusOmega*f1 + force1; 
    f2     = omega*feq2 + oneMinusOmega*f2 + force2; 
    f3     = omega*feq3 + oneMinusOmega*f3 + force3; 
    f4     = omega*feq4 + oneMinusOmega*f4 + force4; 
    f5     = omega*feq5 + oneMinusOmega*f5 + force5; 
    f6     = omega*feq6 + oneMinusOmega*f6 + force6; 
    f7     = omega*feq7 + oneMinusOmega*f7 + force7; 
    f8     = omega*feq8 + oneMinusOmega*f8 + force8; 
    f9     = omega*feq9 + oneMinusOmega*f9 + force9; 
end 
%% COLLISION FOR HEAT TRANSFER %% 
function [g1,g2,g3,g4,g5,g6,g7,g8,g9] = ...` 
    CollisionTD2Q9(u,v,th,g1,g2,g3,g4,g5,g6,g7,g8,g9,omegat,oneMinusOmegat)   
    t1 =  u; 
    t2 =  v; 
    t3 = -u; 
    t4 = -v; 
    t5 =  u + v; 
    t6 = -u + v; 
    t7 = -u - v; 
    t8 =  u - v; 
    feq1 = th/9  .* (1 + 3*t1); 
    feq2 = th/9  .* (1 + 3*t2); 
    feq3 = th/9  .* (1 + 3*t3); 
    feq4 = th/9  .* (1 + 3*t4); 
    feq5 = th/36 .* (1 + 3*t5); 
    feq6 = th/36 .* (1 + 3*t6); 
    feq7 = th/36 .* (1 + 3*t7); 
    feq8 = th/36 .* (1 + 3*t8); 
    feq9 = 4*th/9; 
    g1 = omegat*feq1 + oneMinusOmegat*g1; 
    g2 = omegat*feq2 + oneMinusOmegat*g2; 
    g3 = omegat*feq3 + oneMinusOmegat*g3; 
    g4 = omegat*feq4 + oneMinusOmegat*g4; 
    g5 = omegat*feq5 + oneMinusOmegat*g5; 
    g6 = omegat*feq6 + oneMinusOmegat*g6; 
    g7 = omegat*feq7 + oneMinusOmegat*g7; 
    g8 = omegat*feq8 + oneMinusOmegat*g8; 
    g9 = omegat*feq9 + oneMinusOmegat*g9; 
end 
%% INLET BOUNDARY CONDITIONS %% 
function [f1,f2,f4,f5,f6,f7,f8] = ... 
    InletconstantVelocityD2Q9(f2,f3,f4,f6,f7,f9,Ulattice,Y) 
    rhow = (f9+f2+f4 + 2*(f3+f6+f7))/(1-Ulattice); 
    f1  = f3 + 2*rhow*Ulattice/3; 
    f5  = f7 + 0.5*(f4-f2) + rhow*Ulattice/6; 
    f8  = f6 + 0.5*(f2-f4) + rhow*Ulattice/6; 
end 
%% MACROSCOPIC PROPERTY CALCULATION FOR MOMENTUM TRANSFER %% 
function [u,v,rho,Fx,Fy] = ... 
    MacroscopicD2Q9(f1,f2,f3,f4,f5,f6,f7,f8,f9,X,Y,... 
                    eps,buoyancy,a,T_diff,c0,c1,d1,d2,T,T0) 
    rho     = f1+f2+f3+f4+f5+f6+f7+f8+f9; 
    usum    = f1-f3+f5-f6-f7+f8; 
    vsum    = f2-f4+f5+f6-f7-f8; 
    %Gx      = buoyancy(1)*T_diff+a(1);  % MIGHT HAVE TO COMPUTE A SPECIAL 
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    %Gy      = buoyancy(2)*T_diff+a(2);  % T_diff ON EACH ITERATION 
    dT      = T-T0; 
    Gx      = buoyancy(1)*dT+a(1); 
    Gy      = buoyancy(2)*dT+a(2); 
    aux_u   = usum./rho + 0.5*eps*Gx; 
    aux_v   = vsum./rho + 0.5*eps*Gy; 
    aux_den = c0+sqrt(c0*c0+c1*sqrt(aux_u.*aux_u+aux_v.*aux_v)); 
    u       = aux_u./aux_den; 
    v       = aux_v./aux_den; 
    uv_mod  = sqrt(u.*u+v.*v); 
    Fx      = d1*u-d2*uv_mod.*u+eps*Gx; 
    Fy      = d1*v-d2*uv_mod.*v+eps*Gy; 
end 
%% MACROSCOPIC PROPERTY CALCULATION FOR HEAT TRANSFER %% 
function th = MacroscopicTD2Q9(g1,g2,g3,g4,g5,g6,g7,g8,g9) 
    th = g1+g2+g3+g4+g5+g6+g7+g8+g9;  
end 
%% COMPUTE NUSSELT NUMBER AND PLOT RESULTS %% 
function [Nu,Nuold] = NusseltcalculatorD2Q9(u,v, rho,Ulattice,T,X,Y,Kn,Nu) 
    global THERMAL_MAP; 
    Nuold = Nu; 
    Umean = zeros(X,1); 
    dy = 1; 
    ut = zeros(X,Y); 
    T_mean = zeros(X,1); 
    A = zeros(X,1); 
    H = Y-1; 
     
    for i=1:X 
        dummy=0;                 
        %for j=1:5:Y-1 
        for j=1:5:Y-5 
            dummy=dummy+(5*dy)*(19*rho(i,j)+75*rho(i,j+1)+... 
                50*rho(i,j+2)+50*rho(i,j+3)+75*rho(i,j+4)+... 
                19*rho(i,j+5))/288; 
        end 
        Rhomean(i)=dummy/H; 
        dummy=0;                 
        %for j=1:5:Y-1 
        for j=1:5:Y-5 
            dummy=dummy+(5*dy)*(19*rho(i,j)*u(i,j)+... 
                75*rho(i,j)*u(i,j+1)+50*rho(i,j)*u(i,j+2)+... 
                50*rho(i,j)*u(i,j+3)+75*rho(i,j)*u(i,j+4)+... 
                19*rho(i,j)*u(i,j+5))/288; 
        end 
             
        Umean(i)=dummy/Rhomean(i)/H; 
             
        dummy=0;  
        ut(i,:) = rho(i,:).*u(i,:).*T(i,:); 
        %for j=1:5:Y-1 
        for j=1:5:Y-5 
            dummy=dummy+5*dy*(19*ut(i,j)+75*ut(i,j+1)+50*ut(i,j+2)+... 
                50*ut(i,j+3)+75*ut(i,j+4)+19*ut(i,j+5))/288; 
        end 
        T_mean(i)=(dummy/Rhomean(i)/Umean(i)/H); 
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        A(i)= 49/20*T(i,1)-6*T(i,2)+15/2*T(i,3)-20/3*T(i,4)+... 
            15/4*T(i,5)-6/5*T(i,6)+1/6*T(i,7); % derivative 
        Nu(i) = -A(i)/T_mean(i)*2*H; 
    end 
         
    % PLOT RESULTS 
%   subplot(2,2,[1 3]) 
    subplot(4,2,1) 
    plot(Nu) 
    title('Nusselt Number') 
    subplot(4,2,2) 
    imagesc(T(:,Y:-1:1)') 
    colormap(THERMAL_MAP); 
    freezeColors 
    title('Temperature') 
    subplot(4,2,3) 
    imagesc(u(:,Y:-1:1)') 
    colormap('default'); 
    freezeColors 
    title('Horizontal Velocity') 
    subplot(4,2,4) 
    imagesc(v(:,Y:-1:1)') 
    colormap('default'); 
    freezeColors 
    title('Vertical velocity') 
    subplot(4,2,[5 6 7 8]) 
    NN=10; 
    MM=10; 
    uuu=u(1:NN:X,1:MM:Y); 
    vvv=v(1:NN:X,1:MM:Y); 
    [y,x] = meshgrid(1:MM:Y,1:NN:X); 
    quiver(x,y,uuu,vvv) 
    title('Velocity vectors') 
     
    drawnow 
end 
%% OUTLET BOUNDARY CONDITIONS %% 
function [f3,f6,f7] = OutletConstantVelocity(f1,f2,f4,f5,f8,f9,u_out) 
    rho_o = (f9+f2+f4+2*(f1+f5+f8))./(1.0+u_out); 
    f3    = f1 - 0.667*rho_o.*u_out; 
    f7    = f5 + 0.5*(f2-f4) - rho_o.*u_out/6.0;           
    f6    = f8 + 0.5*(f4-f2) - rho_o.*u_out/6.0; 
end 
%% NO-SLIP BOUNDARY CONDITIONS %% 
function [f2,f5,f6] = NoSlipBottomWallD2Q9(f1,f3,f4,f7,f8) 
    f2 = f4; 
    f5 = f7 - 0.5*(f1-f3); 
    f6 = f8 + 0.5*(f1-f3); 
end 
function [f4,f7,f8] = NoSlipTopWallD2Q9(f1,f2,f3,f5,f6) 
    f4 = f2; 
    f7 = f5 + 0.5*(f1-f3); 
    f8 = f6 - 0.5*(f1-f3); 
end 
%% SLIP BOUNDARY CONDITIONS 
function [f2,f5,f6] = SlipBottomWallD2Q9(f1,f3,f4,f7,f8,f9,u,Kn,Y) 
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    Lamda = Kn*(Y-1); 
    uslip = Lamda*(4*u(:,1)-u(:,2))/(2+3*Lamda); 
    rhow  = (f1+f3+f9+2*(f4+f7+f8)); 
    f2    = f4; 
    f5    = rhow.*(1+uslip)/2 - (f1+f8) - (f2+f4+f9)/2; 
    f6    = rhow.*(1-uslip)/2 - (f3+f7) - (f2+f4+f9)/2;     
end 
function [f4,f7,f8] = SlipTopWallD2Q9(f1,f2,f3,f5,f6,f9,u,Kn,Y) 
    Lamda = Kn*(Y-1); 
    uslip = Lamda*(4*u(:,2)-u(:,1))/(2+3*Lamda);     
    rhow  = (f1+f3+f9+2*(f2+f5+f6)); 
    f4    = f2; 
    f7    = rhow.*(1-uslip)/2 - (f3+f6) - (f2+f4+f9)/2; 
    f8    = rhow.*(1+uslip)/2 - (f1+f5) - (f2+f4+f9)/2; 
end 
%% STREAMING %% 
function [f1a,f2a,f3a,f4a,f5a,f6a,f7a,f8a] = ... 
    StreamingD2Q9(f1,f2,f3,f4,f5,f6,f7,f8,X,Y)  
    f1a = f1([1,1:X-1],1:Y); 
    f2a = f2(1:X,[1,1:Y-1]); 
    f3a = f3([2:X,X],1:Y); 
    f4a = f4(1:X,[2:Y,Y]);     
    f5a = f5([1,1:X-1],[1,1:Y-1]);     
    f6a = f6([2:X,X],[1,1:Y-1]);     
    f7a = f7([2:X,X],[2:Y,Y]);     
    f8a = f8([1,1:X-1],[2:Y,Y]); 
end 
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Model 3, with Porous Media, Nusselt Number, Temperature, Density, Particle Speed, and 
Velocity Vectors   
This model was modified and introduced new parameters than Model 1 (porous media, density,  
particle speed, and velocity vectors) by Adam Turcotte. 
 
 
function [] = LBM_CREATE_SCENARIO(scenario_name) 
    %% PHYSICAL PARAMETERS %% 
    % NOTE: I think these need to be re-named to make things work 
    h_phys     = 1e-2;       % Convective heat transfer coefficient [W/m3-K] 
    L_phys     = 1.2e-1;     % Characteristic length  [m] 
    k_phys     = 2.57e-2;    % Thermal conductivity  [W/m-K] 
    lamda_phys = 2.3787e-8;  % Mean free path  [m] 
    u_phys     = 1e-2;       % Mean velocity of fluid  [m/s] 
    nu_phys    = 1.57e-5;    % Kinematic viscosity  [m2/s] 
    alpha_phys = 2.1606e-5;  % Thermal diffusivity  [m2/s] 
    cp_phys    = 1.005;      % Specific heat  [J/kg-K] 
    niu_phys   = 1.983e-5;   % Dynamic viscosity [kg/m-s] 
    g_phys     = 9.8;        % Acceleration due to gravity  [m/s2] 
    beta_phys  = 3.43e-3;    % Thermal expansion coefficient  [1/K] 
    T1_phys    = 283;        % Hot themperature  [K] 
    T0_phys    = 273;        % Cold temperature  [K] 
    K_phys     = 1e-9;       % Permeability of porous media  [m2] 
    %% NUSSELT NUMBER (omit this) %% 
    % Ratio of convective to conductive heat transfer 
    %Nu = h_phys*L_phys/k_phys; 
    %% KNUDSEN NUMBER %% 
    % Ratio between mean free path and physical length 
    Kn = lamda_phys/L_phys; 
    %% REYNOLDS NUMBER %% 
    % Ratio of inertial to viscous forces 
    Re = u_phys*L_phys/nu_phys; 
    %% PECLET NUMBER %% 
    % Ratio of advective to diffusive transport rate 
    Pe = u_phys*L_phys/alpha_phys; 
    %% PRANDTL NUMBER %% 
    % Ratio of viscous to thermal diffusion rate 
    Pr = nu_phys/alpha_phys; 
    %% RAYLEIGH NUMBER %% 
    % Measure of the instability of a layer of fluid due to differences of 
    % temperature and density at the top and bottom 
    Ra = g_phys*beta_phys*(T1_phys-T0_phys)*L_phys^3/(nu_phys*alpha_phys); 
    %% DARCY NUMBER %% 
    % Relative effect of the permeability of the medium to diameter squared 
    Da = K_phys/L_phys^2; 
    %% NUMBER OF LATTICE POINTS %% 
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    Y = 160; 
    X = 400; 
    %% CHARACTERISTIC LENGTH AND VELOCITY %% 
    L        = Y-1;  % Characteristic length 
    Ulattice = 0.02; % Characteristic velocity 
    %% SIMULATION TIMESTEP %% 
    timestep = 0; 
    %% SLIP BOUNDARY VALUES %% 
    Kappa  = 0;            % Temperature jump parameter 
    Lambda = Kn*L;         % Mean free path 
    C      = Kappa*Lambda; % Temperature jump coefficient 
    %% FLUID PROPERTIES %% 
    Viscosity = Ulattice*L/Re; % Kinematic viscosity 
    alpha     = Viscosity/Pr;  % Thermal diffusivity 
    %% POROUS MEDIUM %% 
    eps  = 0.440;                % Porosity 
    Feps = 1.75/sqrt(150*eps^3); % Geometric function 
    K    = Da*L^2; 
    %% TEMPERATURE %% 
    T_hot    = 1.0;                % Hot temperature (normalized) 
    T_cold   = 0.0;                % Cold temperature (normalized) 
    T_inlet  = T_hot;              % Inlet temperature 
    T_top    = T_cold;             % Top wall temperature 
    T_bottom = T_cold;             % Bottom wall temperature 
    %T_top    = T_hot; 
    %T_bottom = T_hot; 
    T_init   = T_cold;             % Initial temperature 
    T_diff   = T_hot-T_cold;       % Temperature difference 
    T0       = 0.5*(T_hot+T_cold); % Reference temperature 
    %% BODY FORCE %% 
    gbeta    = Ra*Viscosity*alpha/(T_diff*L^3); 
    buoyancy = [0,gbeta]; % Buoyancy force 
    a        = [0,0];     % Acceleration due to external force fields 
    %% RELAXATION PARAMETERS %% 
    omega             = 1 / (3*Viscosity + 0.5); 
    omegat            = 1 / (3*alpha     + 0.5); 
    oneMinusOmega     = 1 - omega; 
    oneMinusHalfOmega = 1 - 0.5*omega; 
    oneMinusOmegat    = 1 - omegat; 
    %% OTHER CONSTANTS %% 
    c0 = 0.5*(1+0.5*eps*Viscosity/K); 
    c1 = 0.5*eps*Feps/sqrt(K); 
    d1 = -eps*Viscosity/K; 
    d2 = eps*Feps/sqrt(K); 
    %% INITIAL CONDITIONS %% 
    rho = ones(X,Y);        % Fluid density 
    Fx  = zeros(X,Y);       % Total body force (horizontal component) 
    Fy  = zeros(X,Y);       % Total body force (vertical component) 
    f1  = zeros(X,Y);       % Density distribution function 
    f2  = zeros(X,Y);       % Density distribution function 
    f3  = zeros(X,Y);       % Density distribution function 
    f4  = zeros(X,Y);       % Density distribution function 
    f5  = zeros(X,Y);       % Density distribution function 
    f6  = zeros(X,Y);       % Density distribution function 
    f7  = zeros(X,Y);       % Density distribution function 
    f8  = zeros(X,Y);       % Density distribution function 
    f9  = zeros(X,Y);       % Density distribution function 
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    u   = zeros(X,Y);       % Fluid velocity (horizontal component) 
    v   = zeros(X,Y);       % Fluid velocity (vertical component) 
    T   = T_init*ones(X,Y); % Fluid temperature 
    g1  = zeros(X,Y);       % Temperature distribution function 
    g2  = zeros(X,Y);       % Temperature distribution function 
    g3  = zeros(X,Y);       % Temperature distribution function 
    g4  = zeros(X,Y);       % Temperature distribution function 
    g5  = zeros(X,Y);       % Temperature distribution function 
    g6  = zeros(X,Y);       % Temperature distribution function 
    g7  = zeros(X,Y);       % Temperature distribution function 
    g8  = zeros(X,Y);       % Temperature distribution function 
    g9  = zeros(X,Y);       % Temperature distribution function 
    Nu  = zeros(X,1);       % Nusselt number 
    %% SAVE THE SCENARIO FILE %% 
    vars = struct('Kn', Kn, 'Re', Re, 'Pe', Pe, 'Pr', Pr, 'Ra', Ra, ... 
        'Da', Da, 'Y', Y, 'X', X, 'L', L, 'Ulattice', Ulattice, ... 
        'timestep', timestep, 'Kappa', Kappa, 'Lambda', Lambda, ... 
        'C', C, 'Viscosity', Viscosity, 'alpha', alpha, 'eps', eps, ... 
        'Feps', Feps, 'K', K, 'T_hot', T_hot, 'T_cold', T_cold, ... 
        'T_inlet', T_inlet, 'T_top', T_top, 'T_bottom', T_bottom, ... 
        'T_init', T_init, 'T_diff', T_diff, 'T0', T0, 'gbeta', gbeta, ... 
        'buoyancy', buoyancy, 'a', a, 'omega', omega, 'omegat', omegat, ... 
        'oneMinusOmega', oneMinusOmega, ... 
        'oneMinusHalfOmega', oneMinusHalfOmega, ... 
        'oneMinusOmegat', oneMinusOmegat, 'c0', c0, 'c1', c1, 'd1', d1, ... 
        'd2', d2, 'rho', rho, 'Fx', Fx, 'Fy', Fy, 'f1', f1, 'f2', f2, ... 
        'f3', f3, 'f4', f4, 'f5', f5, 'f6', f6, 'f7', f7, 'f8', f8, ... 
        'f9', f9, 'u', u, 'v', v, 'T', T, 'g1', g1, 'g2', g2, 'g3', g3, ... 
        'g4', g4, 'g5', g5, 'g6', g6, 'g7', g7, 'g8', g8, 'g9', g9, ... 
        'Nu', Nu); 
    save([scenario_name '.mat'], 'vars'); 
end 
 
 
 
 
function [] = LBM_PLOT_SCENARIO(scenario_name) 
    %% LOAD THE SCENARIO FILE %% 
    load([scenario_name '.mat'], 'vars'); 
    Y = vars.Y; 
    X = vars.X; 
    rho = vars.rho; 
    u = vars.u; 
    v = vars.v; 
    T = vars.T; 
    Nu = vars.Nu; 
    timestep = vars.timestep; 
    %% SET UP VARIABLES %% 
    THERMAL_MAP = [           0.1176,0.1412,0.2275; 0.1451,0.1314,0.2735; 
        0.1725,0.1216,0.3196; 0.2000,0.1118,0.3657; 0.2275,0.1020,0.4118; 
        0.2549,0.0922,0.4578; 0.2824,0.0824,0.5039; 0.3098,0.0725,0.5500; 
        0.3373,0.0627,0.5961; 0.3637,0.0711,0.5875; 0.3902,0.0794,0.5789; 
        0.4167,0.0877,0.5703; 0.4431,0.0961,0.5618; 0.4696,0.1044,0.5532; 
        0.4961,0.1127,0.5446; 0.5225,0.1211,0.5360; 0.5490,0.1294,0.5275; 
        0.5755,0.1377,0.5189; 0.6020,0.1461,0.5103; 0.6284,0.1544,0.5017; 
        0.6549,0.1627,0.4931; 0.6814,0.1711,0.4846; 0.7078,0.1794,0.4760; 
        0.7343,0.1877,0.4674; 0.7608,0.1961,0.4588; 0.7696,0.2167,0.4336; 
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        0.7784,0.2373,0.4083; 0.7873,0.2578,0.3831; 0.7961,0.2784,0.3578; 
        0.8049,0.2990,0.3326; 0.8137,0.3196,0.3074; 0.8225,0.3402,0.2821; 
        0.8314,0.3608,0.2569; 0.8402,0.3814,0.2316; 0.8490,0.4020,0.2064; 
        0.8578,0.4225,0.1811; 0.8667,0.4431,0.1559; 0.8755,0.4637,0.1306; 
        0.8843,0.4843,0.1054; 0.8931,0.5049,0.0801; 0.9020,0.5255,0.0549; 
        0.8985,0.5434,0.0703; 0.8951,0.5613,0.0858; 0.8917,0.5792,0.1012; 
        0.8882,0.5971,0.1167; 0.8848,0.6150,0.1321; 0.8814,0.6328,0.1475; 
        0.8779,0.6507,0.1630; 0.8745,0.6686,0.1784; 0.8711,0.6865,0.1939; 
        0.8676,0.7044,0.2093; 0.8642,0.7223,0.2248; 0.8608,0.7402,0.2402; 
        0.8574,0.7581,0.2556; 0.8539,0.7760,0.2711; 0.8505,0.7939,0.2865; 
        0.8471,0.8118,0.3020; 0.8504,0.8230,0.3782; 0.8538,0.8342,0.4543; 
        0.8571,0.8454,0.5305; 0.8605,0.8566,0.6067; 0.8639,0.8678,0.6829; 
        0.8672,0.8790,0.7591; 0.8706,0.8902,0.8353]; 
    Umean = zeros(X,1); 
    dy = 1; 
    ut = zeros(X,Y); 
    T_mean = zeros(X,1); 
    A = zeros(X,1); 
    H = Y-1; 
    %% COMPUTE NUSSELT NUMBER %% 
    for i = 1:X 
        dummy = 0;                 
        for j = 1:5:Y-5 
            dummy = dummy+(5*dy)*(19*rho(i,j)+75*rho(i,j+1)+... 
                50*rho(i,j+2)+50*rho(i,j+3)+75*rho(i,j+4)+... 
                19*rho(i,j+5))/288; 
        end 
        Rhomean(i) = dummy/H; 
        dummy = 0;                 
        for j = 1:5:Y-5 
            dummy = dummy+(5*dy)*(19*rho(i,j)*u(i,j)+... 
                75*rho(i,j)*u(i,j+1)+50*rho(i,j)*u(i,j+2)+... 
                50*rho(i,j)*u(i,j+3)+75*rho(i,j)*u(i,j+4)+... 
                19*rho(i,j)*u(i,j+5))/288; 
        end 
        Umean(i) = dummy/Rhomean(i)/H; 
        dummy = 0;  
        ut(i,:) = rho(i,:).*u(i,:).*T(i,:); 
        for j = 1:5:Y-5 
            dummy = dummy+5*dy*(19*ut(i,j)+75*ut(i,j+1)+50*ut(i,j+2)+... 
                50*ut(i,j+3)+75*ut(i,j+4)+19*ut(i,j+5))/288; 
        end 
        T_mean(i) = (dummy/Rhomean(i)/Umean(i)/H); 
        A(i) = 49/20*T(i,1)-6*T(i,2)+15/2*T(i,3)-20/3*T(i,4)+... 
            15/4*T(i,5)-6/5*T(i,6)+1/6*T(i,7); % derivative 
        Nu(i) = -A(i)/T_mean(i)*2*H; 
    end 
    %% PLOT RESULTS %% 
    fig = figure('Visible','off'); 
    subplot(4,2,1) 
    plot(Nu) 
    title('Nusselt Number') 
     
    subplot(4,2,2) 
    imagesc(T(:,Y:-1:1)') 
    colormap(THERMAL_MAP); 
    c1 = colorbar; 
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    freezeColors 
    cbfreeze(c1); 
    title(['Temperature (Time Step: ' num2str(timestep) ')']) 
     
    subplot(4,2,3) 
    imagesc(rho(:,Y:-1:1)') 
    colormap('default'); 
    c2 = colorbar; 
    freezeColors 
    cbfreeze(c2); 
    title('Density'); 
     
    subplot(4,2,4) 
    abs_vel = sqrt(u.^2+v.^2); 
    imagesc(abs_vel(:,Y:-1:1)') 
    colormap('default'); 
    c3 = colorbar; 
    freezeColors 
    cbfreeze(c3); 
    title('Particle Speed'); 
     
    subplot(4,2,[5 6 7 8]) 
    NN=20; 
    MM=10; 
    uuu=u(1:NN:X,Y:-MM:1); 
    vvv=-1.0*v(1:NN:X,Y:-MM:1); 
    [y,x] = meshgrid(1:MM:Y,1:NN:X); 
    quiver(x,y,uuu,vvv) 
    set(gca,'YDir','reverse'); 
    title('Velocity Vectors'); 
     
    %drawnow 
    set(gcf,'PaperUnits','inches','PaperPosition',[0 0 16 9]) 
    print(fig, '-dpng', '-r300', [scenario_name '.png']) 
end 
 
 
 
 
function [] = LBM_RUN_SCENARIO 
(input_name, output_name, max_timestep) 
    %% SET UP THE SIMULATION STATE %% 
    load([input_name '.mat'], 'vars'); 
    Kn = vars.Kn; 
    Re = vars.Re; 
    Pe = vars.Pe; 
    Pr = vars.Pr; 
    Ra = vars.Ra; 
    Da = vars.Da; 
    Y = vars.Y; 
    X = vars.X; 
    L = vars.L; 
    Ulattice = vars.Ulattice; 
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    Kappa = vars.Kappa; 
    Lambda = vars.Lambda; 
    C = vars.C; 
    Viscosity = vars.Viscosity; 
    alpha = vars.alpha; 
    eps = vars.eps; 
    Feps = vars.Feps; 
    K = vars.K; 
    T_hot = vars.T_hot; 
    T_cold = vars.T_cold; 
    T_inlet = vars.T_inlet; 
    T_top = vars.T_top; 
    T_bottom = vars.T_bottom; 
    T_init = vars.T_init; 
    T_diff = vars.T_diff; 
    T0 = vars.T0; 
    gbeta = vars.gbeta; 
    buoyancy = vars.buoyancy; 
    a = vars.a; 
    omega = vars.omega; 
    omegat = vars.omegat; 
    oneMinusOmega = vars.oneMinusOmega; 
    oneMinusHalfOmega = vars.oneMinusHalfOmega; 
    oneMinusOmegat = vars.oneMinusOmegat; 
    c0 = vars.c0; 
    c1 = vars.c1; 
    d1 = vars.d1; 
    d2 = vars.d2; 
    rho = vars.rho; 
    Fx = vars.Fx; 
    Fy = vars.Fy; 
    f1 = vars.f1; 
    f2 = vars.f2; 
    f3 = vars.f3; 
    f4 = vars.f4; 
    f5 = vars.f5; 
    f6 = vars.f6; 
    f7 = vars.f7; 
    f8 = vars.f8; 
    f9 = vars.f9; 
    u = vars.u; 
    v = vars.v; 
    T = vars.T; 
    g1 = vars.g1; 
    g2 = vars.g2; 
    g3 = vars.g3; 
    g4 = vars.g4; 
    g5 = vars.g5; 
    g6 = vars.g6; 
    g7 = vars.g7; 
    g8 = vars.g8; 
    g9 = vars.g9; 
    Nu = vars.Nu; 
    prev_timestep = vars.timestep; 
    clear vars; 
    %% RUN THE SIMULATION %% 
    for timestep = prev_timestep+1:max_timestep 
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        %% MOMENTUM TRANSFER %% 
        % COLLISION 
        [f1,f2,f3,f4,f5,f6,f7,f8,f9] = ... 
            CollisionD2Q9(u,v,rho,Fx,Fy,eps,f1,f2,f3,f4,f5,f6,f7,f8,f9,... 
                          omega,oneMinusOmega,oneMinusHalfOmega); 
        % STREAMING 
        [f1,f2,f3,f4,f5,f6,f7,f8] = ... 
            StreamingD2Q9(f1,f2,f3,f4,f5,f6,f7,f8,X,Y); 
        % BOUNDARY CONDITIONS 
        [f1(1,:),f2(1,:),f4(1,:),f5(1,:),f6(1,:),f7(1,:),f8(1,:)] = ... 
            InletconstantVelocityD2Q9(f2(1,:),f3(1,:),f4(1,:),f6(1,:),... 
                                      f7(1,:),f9(1,:),Ulattice,Y); 
        [f3(X,:),f6(X,:),f7(X,:)] = ... 
            OutletConstantVelocity(f1(X,:),f2(X,:),f4(X,:),f5(X,:),... 
                                   f8(X,:),f9(X,:),u(X-10,:));      
        %[f2(:,1),f5(:,1),f6(:,1)] = ... 
        %    SlipBottomWallD2Q9(f1(:,1),f3(:,1),f4(:,1),f7(:,1),f8(:,1),... 
        %                       f9(:,1),u(:,2:3),Kn,Y);      
        %[f4(:,Y),f7(:,Y),f8(:,Y)] = ... 
        %    SlipTopWallD2Q9(f1(:,Y),f2(:,Y),f3(:,Y),f5(:,Y),f6(:,Y),... 
        %                    f9(:,Y),u(:,Y-2:Y-1),Kn,Y); 
        [f2(:,1),f5(:,1),f6(:,1)] = ... 
            NoSlipBottomWallD2Q9(f1(:,1),f3(:,1),f4(:,1),f7(:,1),f8(:,1)); 
        [f4(:,Y),f7(:,Y),f8(:,Y)] = ... 
            NoSlipTopWallD2Q9(f1(:,Y),f2(:,Y),f3(:,Y),f5(:,Y),f6(:,Y)); 
        % MACROSCOPIC PROPERTY CALCULATION 
        [u,v,rho,Fx,Fy] = ... 
            MacroscopicD2Q9(f1,f2,f3,f4,f5,f6,f7,f8,f9,X,Y,... 
                            eps,buoyancy,a,T_diff,c0,c1,d1,d2,T,T0); 
        %% HEAT TRANSFER %% 
        % COLLISION 
        [g1,g2,g3,g4,g5,g6,g7,g8,g9] = ... 
            CollisionTD2Q9(u,v,T,g1,g2,g3,g4,g5,g6,g7,g8,g9,... 
                           omegat,oneMinusOmegat);   
        % STREAMING 
        [g1,g2,g3,g4,g5,g6,g7,g8] = ... 
            StreamingD2Q9(g1,g2,g3,g4,g5,g6,g7,g8,X,Y); 
        % BOUNDARY CONDITIONS 
        % INLET 
        g1(1,2:Y-1) = T_inlet*2/9  - g3(1,2:Y-1); 
        g5(1,2:Y-1) = T_inlet/18 - g7(1,2:Y-1); 
        g8(1,2:Y-1) = T_inlet/18 - g6(1,2:Y-1); 
        % OUTLET (ZERO-FLUX; EXTRAPOLATION) 
        g3(X,2:Y-1) = 2*g3(X-1,2:Y-1) - g3(X-2,2:Y-1); 
        g6(X,2:Y-1) = 2*g6(X-1,2:Y-1) - g6(X-2,2:Y-1); 
        g7(X,2:Y-1) = 2*g7(X-1,2:Y-1) - g7(X-2,2:Y-1); 
        % TOP WALL 
        %[g4(:,Y),g7(:,Y),g8(:,Y)] = ... 
        %    TJumpTop(g2(:,Y),g5(:,Y),g6(:,Y),T(:,[Y-2:Y-1]),T_top,C); 
        [g4(:,Y),g7(:,Y),g8(:,Y)] = ... 
            TNoSlipTop(g2(:,Y),g5(:,Y),g6(:,Y),T_top); 
        % BOTTOM WALL 
        %[g2(:,1),g5(:,1),g6(:,1)] = ... 
        %    TJumpBottom(g4(:,1),g7(:,1),g8(:,1),T(:,2:3),T_bottom,C); 
        [g2(:,1),g5(:,1),g6(:,1)] = ... 
            TNoSlipBottom(g4(:,1),g7(:,1),g8(:,1),T_bottom); 
        % MACROSCOPIC PROPERTY CALCULATION 
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        T = MacroscopicTD2Q9(g1,g2,g3,g4,g5,g6,g7,g8,g9); 
    end 
    %% SAVE THE NEW SIMULATION STATE %% 
    vars = struct('Kn', Kn, 'Re', Re, 'Pe', Pe, 'Pr', Pr, 'Ra', Ra, ... 
        'Da', Da, 'Y', Y, 'X', X, 'L', L, 'Ulattice', Ulattice, ... 
        'timestep', timestep, 'Kappa', Kappa, 'Lambda', Lambda, ... 
        'C', C, 'Viscosity', Viscosity, 'alpha', alpha, 'eps', eps, ... 
        'Feps', Feps, 'K', K, 'T_hot', T_hot, 'T_cold', T_cold, ... 
        'T_inlet', T_inlet, 'T_top', T_top, 'T_bottom', T_bottom, ... 
        'T_init', T_init, 'T_diff', T_diff, 'T0', T0, 'gbeta', gbeta, ... 
        'buoyancy', buoyancy, 'a', a, 'omega', omega, 'omegat', omegat, ... 
        'oneMinusOmega', oneMinusOmega, ... 
        'oneMinusHalfOmega', oneMinusHalfOmega, ... 
        'oneMinusOmegat', oneMinusOmegat, 'c0', c0, 'c1', c1, 'd1', d1, ... 
        'd2', d2, 'rho', rho, 'Fx', Fx, 'Fy', Fy, 'f1', f1, 'f2', f2, ... 
        'f3', f3, 'f4', f4, 'f5', f5, 'f6', f6, 'f7', f7, 'f8', f8, ... 
        'f9', f9, 'u', u, 'v', v, 'T', T, 'g1', g1, 'g2', g2, 'g3', g3, ... 
        'g4', g4, 'g5', g5, 'g6', g6, 'g7', g7, 'g8', g8, 'g9', g9, ... 
        'Nu', Nu); 
    save([output_name '.mat'], 'vars'); 
end 
  
%% TEMPERATURE BOUNDARY CONDITIONS %% 
function [g4,g7,g8] = TNoSlipTop(g2,g5,g6,Tw) 
    g8 = Tw/18 - g6; 
    g7 = Tw/18 - g5; 
    g4 = 2*Tw/9 - g2; 
end 
function [g2,g5,g6] = TNoSlipBottom(g4,g7,g8,Tw) 
    g6 = Tw/18 - g8; 
    g5 = Tw/18 - g7; 
    g2 = 2*Tw/9 - g4; 
end 
%% TEMPERATURE JUMP BOUNDARY CONDITIONS 
function [g4,g7,g8] = TJumpTop(g2,g5,g6,T,Tw,C) 
    tw = (C*(4*T(:,2)-T(:,1))+2*Tw)/(2+3*C); 
    g8 = tw/18 - g6; 
    g7 = tw/18 - g5; 
    g4 = 2*tw/9 - g2; 
end 
function [g2,g5,g6] = TJumpBottom(g4,g7,g8,T,Tw,C)    
    tw = (C*(4*T(:,1)-T(:,2))+2*Tw)/(2+3*C); 
    g6 = tw/18 - g8; 
    g5 = tw/18 - g7; 
    g2 = 2*tw/9 - g4; 
end 
%% COLLISION FOR MOMENTUM TRANSFER %% 
function [f1,f2,f3,f4,f5,f6,f7,f8,f9] = ... 
    CollisionD2Q9(u,v,rho,Fx,Fy,eps,f1,f2,f3,f4,f5,f6,f7,f8,f9,... 
                  omega,oneMinusOmega,oneMinusHalfOmega) 
    t10    = u.*u + v.*v; 
    t10    = -1.5/eps*t10; 
    t1     =  u; 
    t2     =  v; 
    t3     = -u; 
    t4     = -v; 
    t5     =  u + v; 
  
174 
 
    t6     = -u + v; 
    t7     = -u - v; 
    t8     =  u - v; 
    a10    = u.*Fx + v.*Fy; 
    a10    = -3.0/eps*a10; 
    a1     =  Fx; 
    a2     =  Fy; 
    a3     = -Fx; 
    a4     = -Fy; 
    a5     =  Fx + Fy; 
    a6     = -Fx + Fy; 
    a7     = -Fx - Fy; 
    a8     =  Fx - Fy; 
    a11    = u.*Fx; 
    a12    = v.*Fy; 
    a13    = a11; 
    a14    = a12; 
    a15    = u.*Fx + v.*Fx + u.*Fy + v.*Fy; 
    a16    = u.*Fx - v.*Fx - u.*Fy + v.*Fy; 
    a17    = a15; 
    a18    = a16; 
    feq1   = rho/9   .* (1 + 3*t1 + (4.5/eps)*t1.*t1 + t10); 
    feq2   = rho/9   .* (1 + 3*t2 + (4.5/eps)*t2.*t2 + t10); 
    feq3   = rho/9   .* (1 + 3*t3 + (4.5/eps)*t3.*t3 + t10); 
    feq4   = rho/9   .* (1 + 3*t4 + (4.5/eps)*t4.*t4 + t10); 
    feq5   = rho/36  .* (1 + 3*t5 + (4.5/eps)*t5.*t5 + t10); 
    feq6   = rho/36  .* (1 + 3*t6 + (4.5/eps)*t6.*t6 + t10); 
    feq7   = rho/36  .* (1 + 3*t7 + (4.5/eps)*t7.*t7 + t10); 
    feq8   = rho/36  .* (1 + 3*t8 + (4.5/eps)*t8.*t8 + t10); 
    feq9   = 4*rho/9 .* (1 + t10); 
    force1 = oneMinusHalfOmega*rho/9   .* (3*a1 + (9/eps)*a11 + a10); 
    force2 = oneMinusHalfOmega*rho/9   .* (3*a2 + (9/eps)*a12 + a10); 
    force3 = oneMinusHalfOmega*rho/9   .* (3*a3 + (9/eps)*a13 + a10); 
    force4 = oneMinusHalfOmega*rho/9   .* (3*a4 + (9/eps)*a14 + a10); 
    force5 = oneMinusHalfOmega*rho/36  .* (3*a5 + (9/eps)*a15 + a10); 
    force6 = oneMinusHalfOmega*rho/36  .* (3*a6 + (9/eps)*a16 + a10); 
    force7 = oneMinusHalfOmega*rho/36  .* (3*a7 + (9/eps)*a17 + a10); 
    force8 = oneMinusHalfOmega*rho/36  .* (3*a8 + (9/eps)*a18 + a10); 
    force9 = 4*oneMinusHalfOmega*rho/9 .* a10; 
    f1     = omega*feq1 + oneMinusOmega*f1 + force1; 
    f2     = omega*feq2 + oneMinusOmega*f2 + force2; 
    f3     = omega*feq3 + oneMinusOmega*f3 + force3; 
    f4     = omega*feq4 + oneMinusOmega*f4 + force4; 
    f5     = omega*feq5 + oneMinusOmega*f5 + force5; 
    f6     = omega*feq6 + oneMinusOmega*f6 + force6; 
    f7     = omega*feq7 + oneMinusOmega*f7 + force7; 
    f8     = omega*feq8 + oneMinusOmega*f8 + force8; 
    f9     = omega*feq9 + oneMinusOmega*f9 + force9; 
end 
%% COLLISION FOR HEAT TRANSFER %% 
function [g1,g2,g3,g4,g5,g6,g7,g8,g9] = ...` 
    CollisionTD2Q9(u,v,th,g1,g2,g3,g4,g5,g6,g7,g8,g9,omegat,oneMinusOmegat)   
    t1 =  u; 
    t2 =  v; 
    t3 = -u; 
    t4 = -v; 
    t5 =  u + v; 
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    t6 = -u + v; 
    t7 = -u - v; 
    t8 =  u - v; 
    feq1 = th/9  .* (1 + 3*t1); 
    feq2 = th/9  .* (1 + 3*t2); 
    feq3 = th/9  .* (1 + 3*t3); 
    feq4 = th/9  .* (1 + 3*t4); 
    feq5 = th/36 .* (1 + 3*t5); 
    feq6 = th/36 .* (1 + 3*t6); 
    feq7 = th/36 .* (1 + 3*t7); 
    feq8 = th/36 .* (1 + 3*t8); 
    feq9 = 4*th/9; 
    g1 = omegat*feq1 + oneMinusOmegat*g1; 
    g2 = omegat*feq2 + oneMinusOmegat*g2; 
    g3 = omegat*feq3 + oneMinusOmegat*g3; 
    g4 = omegat*feq4 + oneMinusOmegat*g4; 
    g5 = omegat*feq5 + oneMinusOmegat*g5; 
    g6 = omegat*feq6 + oneMinusOmegat*g6; 
    g7 = omegat*feq7 + oneMinusOmegat*g7; 
    g8 = omegat*feq8 + oneMinusOmegat*g8; 
    g9 = omegat*feq9 + oneMinusOmegat*g9; 
end 
%% INLET BOUNDARY CONDITIONS %% 
function [f1,f2,f4,f5,f6,f7,f8] = ... 
    InletconstantVelocityD2Q9(f2,f3,f4,f6,f7,f9,Ulattice,Y) 
    rhow = (f9+f2+f4 + 2*(f3+f6+f7))/(1-Ulattice); 
    f1  = f3 + 2*rhow*Ulattice/3; 
    f5  = f7 + 0.5*(f4-f2) + rhow*Ulattice/6; 
    f8  = f6 + 0.5*(f2-f4) + rhow*Ulattice/6; 
end 
%% MACROSCOPIC PROPERTY CALCULATION FOR MOMENTUM TRANSFER %% 
function [u,v,rho,Fx,Fy] = ... 
    MacroscopicD2Q9(f1,f2,f3,f4,f5,f6,f7,f8,f9,X,Y,... 
                    eps,buoyancy,a,T_diff,c0,c1,d1,d2,T,T0) 
    rho     = f1+f2+f3+f4+f5+f6+f7+f8+f9; 
    usum    = f1-f3+f5-f6-f7+f8; 
    vsum    = f2-f4+f5+f6-f7-f8; 
    %Gx      = buoyancy(1)*T_diff+a(1);  % MIGHT HAVE TO COMPUTE A SPECIAL 
    %Gy      = buoyancy(2)*T_diff+a(2);  % T_diff ON EACH ITERATION 
    dT      = T-T0; 
    Gx      = buoyancy(1)*dT+a(1); 
    Gy      = buoyancy(2)*dT+a(2); 
    aux_u   = usum./rho + 0.5*eps*Gx; 
    aux_v   = vsum./rho + 0.5*eps*Gy; 
    aux_den = c0+sqrt(c0*c0+c1*sqrt(aux_u.*aux_u+aux_v.*aux_v)); 
    u       = aux_u./aux_den; 
    v       = aux_v./aux_den; 
    uv_mod  = sqrt(u.*u+v.*v); 
    Fx      = d1*u-d2*uv_mod.*u+eps*Gx; 
    Fy      = d1*v-d2*uv_mod.*v+eps*Gy; 
end 
%% MACROSCOPIC PROPERTY CALCULATION FOR HEAT TRANSFER %% 
function th = MacroscopicTD2Q9(g1,g2,g3,g4,g5,g6,g7,g8,g9) 
    th = g1+g2+g3+g4+g5+g6+g7+g8+g9;  
end 
%% OUTLET BOUNDARY CONDITIONS %% 
function [f3,f6,f7] = OutletConstantVelocity(f1,f2,f4,f5,f8,f9,u_out) 
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    rho_o = (f9+f2+f4+2*(f1+f5+f8))./(1.0+u_out); 
    f3    = f1 - 0.667*rho_o.*u_out; 
    f7    = f5 + 0.5*(f2-f4) - rho_o.*u_out/6.0;           
    f6    = f8 + 0.5*(f4-f2) - rho_o.*u_out/6.0; 
end 
%% NO-SLIP BOUNDARY CONDITIONS %% 
function [f2,f5,f6] = NoSlipBottomWallD2Q9(f1,f3,f4,f7,f8) 
    f2 = f4; 
    f5 = f7 - 0.5*(f1-f3); 
    f6 = f8 + 0.5*(f1-f3); 
end 
function [f4,f7,f8] = NoSlipTopWallD2Q9(f1,f2,f3,f5,f6) 
    f4 = f2; 
    f7 = f5 + 0.5*(f1-f3); 
    f8 = f6 - 0.5*(f1-f3); 
end 
%% SLIP BOUNDARY CONDITIONS 
function [f2,f5,f6] = SlipBottomWallD2Q9(f1,f3,f4,f7,f8,f9,u,Kn,Y) 
    Lamda = Kn*(Y-1); 
    uslip = Lamda*(4*u(:,1)-u(:,2))/(2+3*Lamda); 
    rhow  = (f1+f3+f9+2*(f4+f7+f8)); 
    f2    = f4; 
    f5    = rhow.*(1+uslip)/2 - (f1+f8) - (f2+f4+f9)/2; 
    f6    = rhow.*(1-uslip)/2 - (f3+f7) - (f2+f4+f9)/2;     
end 
function [f4,f7,f8] = SlipTopWallD2Q9(f1,f2,f3,f5,f6,f9,u,Kn,Y) 
    Lamda = Kn*(Y-1); 
    uslip = Lamda*(4*u(:,2)-u(:,1))/(2+3*Lamda);     
    rhow  = (f1+f3+f9+2*(f2+f5+f6)); 
    f4    = f2; 
    f7    = rhow.*(1-uslip)/2 - (f3+f6) - (f2+f4+f9)/2; 
    f8    = rhow.*(1+uslip)/2 - (f1+f5) - (f2+f4+f9)/2; 
end 
%% STREAMING %% 
function [f1a,f2a,f3a,f4a,f5a,f6a,f7a,f8a] = ... 
    StreamingD2Q9(f1,f2,f3,f4,f5,f6,f7,f8,X,Y)  
    f1a = f1([1,1:X-1],1:Y); 
    f2a = f2(1:X,[1,1:Y-1]); 
    f3a = f3([2:X,X],1:Y); 
    f4a = f4(1:X,[2:Y,Y]);     
    f5a = f5([1,1:X-1],[1,1:Y-1]);     
    f6a = f6([2:X,X],[1,1:Y-1]);     
    f7a = f7([2:X,X],[2:Y,Y]);     
    f8a = f8([1,1:X-1],[2:Y,Y]); 
end 
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Appendix 2 
 
LBM Worked Example for D2Q9 Model. 
In this section, a LBM worked example for the D2Q9 model is presented. This example 
demonstrates detailed interactions between values that feature in the LBM using „long hand‟ 
numerical calculation for a 4x3 lattice of „fluid sites‟ (Fig.2-1). The calculations are based on 
equations presented in Chapter 3 and Chapter 4 and for simplicity, reflect flow in an open duct, 
rather than flow in a porous medium, which are also detailed in Chapter 3. The results of each 
step of the LBM calculation cycle are shown in Tables A2-2 to A2-11. 
Fig. A2-1 setup of 4 node by 3 node lattice model for illustrative flow in a uniform duct. 
 
Fig. A2-1 Lattice model 
The steps for calculations are: 
1. Real World Values of Dimensionless Numbers for Problem 
The dimensionless numbers used are in Table 6-1. 
2. Mapping from Real World to Non-dimensional Lattice World 
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The value in lattice world are in the Table A2-1: 
Table A2-1. Lattice value 
Name 2
sc  
  u      M    N 
Value 1/3 10 0.1 4.29x10
-4 
0.5001 4 3 
 
3. Initialization 
The value for 3/1
2 sc  , thus 1
2 c  (see Chapter 3).  The equilibrium distribution functions of 
all nodes were calculated using the following equation (Eq. 3.58) where 12 c : 
    8,...1,0
2
3
2
93
1
2
2
4
2
2










 a
ccc
wf aaa
eq
a
uueue

 
 
The weight factors for D2Q9 model are: 9/40 w  for the rest particle, 9/1aw  ( 4,3,2,1a ) 
for particles streaming to the face-connected neighbours, and 36/1aw  ( 8,7,6,5a ) for 
particles streaming to the edge-connected neighbours. The speed of sound is related to the lattice 
velocity and is 3/ccs  . The relaxation time is given by the kinematic viscosity 
)2/1(2   sc . 
)0,(  tff eqa
eq
a x  
10)0,(  tx  
1.0)0,(  txuu  
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The non-equilibrium distribution function, )0,( tfa x  was initially set to be equal to 
equilibrium distribution function )0,( tf eqa x . 
The equilibrium distribution functions at each node were calculated: 
)](
2
3
1[
9
4 22
0 yx
eq uuf  
 
)](
2
3
2
9
31[
9
1 222
1 yxxx
eq uuuuf  
 
)](
2
3
2
9
31[
9
1 222
2 yxyy
eq uuuuf  
 
)](
2
3
2
9
31[
9
1 222
3 yxxx
eq uuuuf  
 
)](
2
3
2
9
31[
9
1 222
4 yxyy
eq uuuuf  
 
)](
2
3
)(
2
9
)(31[
36
1 222
5 yxyxyx
eq uuuuuuf  
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2
3
)(
2
9
)(31[
36
1 222
6 yxyxyx
eq uuuuuuf  
 
)](
2
3
)(
2
9
)(31[
36
1 222
7 yxyxyx
eq uuuuuuf  
 
)](
2
3
)(
2
9
)(31[
36
1 222
8 yxyxyx
eq uuuuuuf    
 
4. Collision 
The Lattice Boltzmann equation with a single relaxation time can be written as follows           
(Eq. 3.42), where 1t : 
 ),(),(1),()1,( tftftftf eqaaaaa xxxex 

 
Where the second term is for collision and first term is for streaming. 
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5. Stream 
Figure A2-2 shows the orientation of the equilibrium distribution function components at time t  
( ),( tf eqa x ). These components at each node propagate to the neighbouring nodes and produce the 
non-equilibrium distribution function for the next time step of the neighbouring 
node )1,(  tf aa ex . The propagation was done using the following equation: 
),()1,( tftf aaa xex   
Where ),( tfa x  and )1,(  tf aa ex  are the non-equilibrium distribution function in  lattice 
direction a  at node x , at time t , at node aex  at time 1t .  
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Fig. A2-2   (a) Orientation of components of equilibrium distribution function calculated in previous time 
step; (b) Presentation of non-equilibrium distribution function  
 
6. Inlet Boundary 
At the inlet, the known components are: 763420 ,,,,,,, ffffffuu yx , and the unknown 
components are: 581 ,,, fff . The unknown components can be calculated from known 
components( Eqs. 4-24 to 4-27): 
  763420
)(
2
1
1
ffffff
u inx
in 

  
xuff 
3
2
31   
  xuffff 
6
1
2
1
4268   
  xuffff 
6
1
2
1
4275 
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7. Outlet Boundary 
At the outlet, the known components are: 851420 ,,,,,,, ffffffuu yx , and the unknown 
components are: 763 ,,, fff . The unknown components can be calculated from known 
components (Eqs. 4-46 to 4-49): 
  851420
)(
2
1
1
ffffff
u outx
out 

  
xuff 
3
2
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  xuffff 
6
1
2
1
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  xuffff 
6
1
2
1
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8. No Slip Bottom Boundary 
At the bottom, the known components are: 874310 ,,,,,,, ffffffuu yx , and the unknown 
components are: 562 ,,, fff . The unknown components can be calculated from known 
components (Eqs. 4-32 to 4-34): 
  874310
)(
2
1
1
ffffff
u bottomy
bottom 

  
42 ff   
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2
1
ffff   
 3175
2
1
ffff 
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9. No Slip Top |Boundary 
At the top, the known components are: 562310 ,,,,,,, ffffffuu yx , and the unknown components 
are: 874 ,,, fff . The unknown components can be calculated from known components        
(Eqs. 4-39 to 4-41): 
  562310
)(
2
1
1
ffffff
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top 

  
24 ff   
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1
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2
1
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10. New Density, Velocities 
After collision, the density of node x , at time 1t  was calculated:  
)1,()1,(
8
0
 

tft
a
a xx
 
The momentum of node x , at the time 1t  was:
 
])1,([)1,(
8
0
a
a
a tft exxU  
  
Macroscopic velocity was given by: 
)1,(
)1,(
)1,(



t
t
t
x
xU
xu
  
 
In this example  the  D2Q9 model, where the dimensions are M=4 node, and N=3 node. In the 
Tables A2-2 to A2-11  the value for densities, velocities, momentum, equilibrium distribution 
function, and distribution functions at different steps of calculations were presented. 
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