We propose new algorithms for computing all minimal elements of a nonempty finite family of sets in a real linear space, with respect to a preorder relation defined on the power set of that space. These algorithms are based on a set-valued counterpart of the well-known Graef-Younes reduction procedure, originally conceived for vector optimization. One of our algorithms consists of two subsequent (forward-backward) reduction procedures, similarly to the classical Jahn-Graef-Younes method. Another algorithm involves a pre-sorting procedure with respect to a strongly increasing real-valued function, followed by a single (forward) reduction procedure. Numerical experiments in MATLAB allow us to compare our algorithms for special test families of line segments with respect to -type, u-type and s-type preorder relations, currently used in set optimization.
INTRODUCTION
Set optimization has become an active field of research due to its wide applications (see, e.g., Khan , Tammer and Zȃlinescu [13] and the references therein). Deriving efficient methods for solving set optimization problems is particularly important, and so far several interesting methods have been developed for computing the minimal elements or some approximations of minimal elements (see, e.g., Jahn [10] , and Köbis and Köbis [15] ).
The aim of this paper is to develop new algorithms for computing all minimal elements of a nonempty finite family of sets A ⊆ P(E) with respect to a preorder relation defined on the power set P(E) of a real linear space E. These algorithms are inspired from three methods originally conceived for vector optimization problems:
(i) Graef-Younes method, proposed by Younes [20] and formulated algorithmically by Graef, as mentioned by Jahn [7, Section 12.4] ;
(ii) Jahn-Graef-Younes method, also called Graef-Younes method with backward iteration, proposed by Jahn [7, 12] , Jahn and Rathje [8] , and reformulated in a more general setting by Eichfelder [4] ;
(iii) Graef-Younes method with a pre-sorting procedure, proposed by Günther and Popovici [6] .
Recently, Köbis, Kuroiwa and Tammer [16] have extended (i) to set optimization problems. We recall their method in our paper as Algorithm 1 (Generalized Graef-Younes method). It is an iterative reduction procedure, which consists of a forward iteration loop that excludes a part of the elements which are not minimal in A . The method then returns a family B ⊆ A , which contains all minimal elements of A .
Our Algorithm 2 (Generalized Jahn-Graef-Younes method) extends (ii) to set optimization. It returns precisely the set of all minimal elements of A , by performing two subsequent (forward-backward) reduction procedures, each of them being based on Algorithm 1. We mention that a similar method has been studied under different assumptions (namely when is antisymmetric and the set of minimal elements of A is externally stable) by Köbis, Kuroiwa and Tammer [16] .
As a natural extension of (iii) to set optimization, our Algorithm 3 (Generalized Graef-Younes method with pre-sorting) also generates the set of all minimal elements of A , this time by pre-sorting the elements of A with respect to a strongly -increasing real-valued function, prior to the reduction procedure based on Algorithm 1.
Before presenting our algorithms, we will provide in Section 2 some preliminary notions and results on preorder relations defined on a family of sets in a real linear space. Strongly monotone scalar functions with respect to the preorder relations, as well as their role in generating minimal elements of a family of sets, are emphasized in Section 3. Then, in the main Section 4, we formulate our algorithms and we prove their correctness. A comparative analysis of the new algorithms through numerical experiments is provided in Section 5 for a special class of sets and appropriate sorting functions. This paper concludes with a brief summary and an outlook to future work in Section 6.
PRELIMINARIES
Throughout this paper E denotes a real linear space, whose power set P(E) is endowed with a preorder relation , which means that • is reflexive (i.e., ∀ A ∈ P(E) : A A) and • is transitive (i.e., ∀ A, A , A ∈ P(E) : A A and A A =⇒ A A).
Example 2.1. As usual in set optimization theory and related topics (see, e.g., Jahn and Ha [9] , Khan, Tammer and Zȃlinescu [13] , Kuroiwa [17] , and Seto, Kuroiwa and Popovici [19] ), any convex cone C ⊆ E (i.e., 0 ∈ C = R + ·C = C +C) induces on P(E) three preorder relations, ≤ C , ≤ u C and ≤ s C , defined for any A, A ∈ P(E) by
Letting ≤ C , ≤ u C and ≤ s C in the role of it follows by Definition 2.1 that
To illustrate these concepts, let us consider the particular framework where E = R 2 is endowed with the standard ordering cone C = R 2 + and let A * = {A 1 , . . . , A 5 } be the family of line segments parallel to the second bisector represented in Figure 1 . It is a simple exercise to check that 
and the following equivalence holds true:
Proof. The inclusions in (2.1) follow by Definition 2.1.
In order to prove the equivalence (2. 
(STRONGLY) -MONOTONE SCALAR FUNCTIONS
• strongly -increasing, if for any A, A ∈ A ,
• -decreasing (strongly -decreasing) if the function −ϕ is -increasing (strongly -increasing, respectively).
The next result will allow us to construct an inner approximation (i.e., a subset) of MIN (A ) by means of the minimizers of certain -increasing scalar functions. It is a set-valued counterpart of a wellknown result concerning (strongly) increasing scalar functions with respect to general preorder relations (see, e.g., Podinovskiȋ 
be the set of its minimizers. If either a) ϕ is strongly -increasing or b) ϕ is -increasing and argmin A∈A ϕ(A) is a singleton, then we have
The following lemma generalizes a result obtained in the context of discrete vector optimization by Günther and Popovici [6, Lemma 2.10].
Lemma 3.2. Assume that A is finite and let B ⊆ A be a nonempty family of sets. If ϕ : A → R is a strongly -increasing function, then the following assertions are equivalent:
Conversely, assume that 2 • holds. Since MIN (B) ⊆ B, we just have to prove that B ⊆ MIN (B). Assume by the contrary that there exists B ∈ B \ MIN (B). Then, there exists some B ∈ B such that B B and B B. By the strong -increasingness of ϕ, we obtain ϕ(B) < ϕ(B ). By assumption 2 • , we infer that B B, a contradiction. Thus the implication 2 • =⇒ 1 • holds true.
Theorem 3.1. Assume that A is finite and let B ⊆ A be a nonempty family of sets, such that MIN (A ) ⊆ B. If ϕ : A → R is a strongly -increasing function, then the following assertions are equivalent: 
ALGORITHMS FOR COMPUTING THE SET MIN (A ) WHEN A IS FINITE
In this section, we assume that
is a finite family of sets, where p ∈ N, p ≥ 2.
The next algorithm, proposed by Köbis, Kuroiwa and Tammer [16] , represents an extension of the classical Graef-Younes method from vector optimization (see, e.g., Younes [20] and Jahn [7, Section 12.4] ) to set optimization. It can be seen as a reduction procedure, which consists in eliminating some of the non-minimal elements of A , by producing in this way a family B ⊆ A , which still contains all minimal elements of A . In general, the set B generated by Algorithm 1 may significantly exceed the set MIN (A ). To overcome this drawback, we consider the following algorithm, which extends the classical "Jahn-Graef-Younes method" (also called "Graef-Younes method with backward iteration" by Jahn [7, 12] , Jahn and Rathje [8] ) from vector optimization to set optimization with respect to the preorder relation . Notice that Algorithm 2 has been already formulated by Köbis, Kuroiwa and Tammer [16, Algorithm 4.11] , but under different assumptions, namely when is antisymmetric (not necessarily reflexive or transitive) while MIN (A ) is nonempty and externally stable. /* Phase 1 (Forward reduction procedure) On the other hand, by the backward reduction procedure, we also have
Thus, we infer that B ∈ T : B A j and A j B, which exactly means that A j ∈ MIN (T ). Now, taking into account that MIN (A ) ⊆ T ⊆ A , by applying (2.2) in Lemma 2.1 for T in the role of B, we get MIN (T ) = MIN (A ). We conclude that A j ∈ MIN (A ).
Observe that, given any function ϕ : A → R, we can always find an enumeration {A j 1 , . . . , A j p } of the set A = {A 1 , . . . , A p } such that
Thus we can pre-sort the elements of A according to (4.2) and thereafter apply the algorithms stated above to {A j 1 , . . . , A j p } instead of the original enumeration {A 1 , . . . , A p }. When ϕ is a stronglyincreasing function we obtain an interesting property, highlighted by the next theorem. 
4)
then Algorithm 1 (Generalized Graef-Younes method) generates the set B = MIN (A ).
Proof. Assume by the contrary that A j ∈ B \ MIN (A ) for some j ∈ {1, . . . , p}. The, we infer the existence of a set A ∈ A such that A A j and A j A . We distinguish two cases: Case 1: If A ∈ MIN (A ), then there exists i ∈ {1, . . . , p} such that A = A i . Thus, we have A i A j and A j A i . Case 2: If A ∈ A \ MIN (A ), then by the external stability of MIN (A ) (see Remark 2.2), there is A i ∈ MIN (A ) with i ∈ {1, . . . , p} such that A i A . By transitivity of we infer that in this case we also have A i A j and A j A i .
Since ϕ is -increasing and A i A j , it follows that ϕ(A i ) ≤ ϕ(A j ). Therefore, by (4.4) we deduce that i ≤ j. Actually, since A j A i and is reflexive, we infer that i < j. By the construction of B and taking into account that A i A j and A i ∈ B, we get A j A i , a contradiction. Now we are ready to present a new method (Algorithm 3) that generates the set MIN (A ) , by presorting the elements of A before applying the Generalized Graef-Younes reduction procedure. It extends the method proposed by Günther and Popovici [6] for discrete vector optimization to set optimization. 
requesting to perform
pairwise comparisons. Formula (4.5) in particular shows that Algorithm 3 is an output-sensitive method, because its runtime depends on the size of the output set T . Notice also that the number of pairwise comparisons given by (4.5) for Algorithm 3 may be significantly smaller than the number of pairwise comparisons given by (4.1) for Algorithm 1.
NUMERICAL EXPERIMENTS

5.1.
Construction of test families of sets and strongly increasing functions. In order to implement and test our Algorithms 2 and 3, in this section we will consider finite families of line segments parallel to the second bisector in E = R 2 (as illustrated in Example 2.1) that can be also degenerated in singletons (as in the vector optimization framework). We denote such a family of segments by
where p ∈ N, p ≥ 2. Actually, for any i ∈ {1, . . . , p}, we can represent A i in the form
for some point a i = (a i 1 , a i 2 ) ∈ R 2 and some real number α i ≥ 0, where S is the line segment
By considering the standard ordering cone, C = R 2 + , we will compute the sets MIN ≤ C (A * ), MIN ≤ u C (A * ) and MIN ≤ s C (A * ), by applying our Algorithms 2 and 3 for A := A * and ≤ C , ≤ u C and ≤ s C in the role of . More precisely, in order to apply Algorithm 3, we will construct three functions, ϕ , ϕ u , ϕ s : A * → R, that are strongly increasing with respect to ≤ C , ≤ u C and ≤ s C , respectively. To this aim, we follow an approach proposed by Jahn [11] . For each direction Remark 5.1. By the explicit representation (5.1) it follows that, for any i ∈ {1, . . . , p},
Lemma 5.1. For any A, A ∈ A * we have:
Proof. These assertions hold in view of Remark 5.1.
Lemma 5.2. For any A, A ∈ A * we have:
Proof. Directly follows by Lemma 5.1. Now, we define the functions ϕ , ϕ u , ϕ s : A * → R for any A ∈ A * by
Theorem 5.1. Function ϕ is strongly ≤ C -increasing, function ϕ u is strongly ≤ u C -increasing, while function ϕ s is strongly ≤ s C -increasing.
Proof. In order to prove that ϕ is strongly ≤ C -increasing, let any A , A ∈ A * be such that A ≤ C A and A ≤ C A . Then, in view of Lemmas 5.1 and 5.2 (1 • ), we have ψ λ (A ) ≤ ψ λ (A) for any λ ∈ Λ and ψ λ 0 (A ) < ψ λ 0 (A) for some λ 0 ∈ Λ. Clearly, this implies that ϕ (A ) < ϕ (A). Thus ϕ is strongly ≤ Cincreasing. Similarly, we can show that ϕ u is strongly ≤ u C -increasing and ϕ s is strongly ≤ s C -increasing, by using Lemmas 5.1 and 5.2 (2 • and 3 • , respectively).
5.2.
Comparative analysis of our algorithms. As suggested by Eichfelder and Gerlach [5] , there are several natural ways to construct set-valued test functions in practice: (i) by adding a constant set to a single-valued function, (ii) by multiplying a constant set by a real-valued function or (iii) by considering a sum of set-valued functions given by (i) and (ii). We will use an approach similar to (iii) in order to test our Algorithms 2 and 3. More precisely, by considering a planar curve γ : [0, τ] → R 2 (with τ > 0), a nonnegative function α : [0, τ] → R + and a finite number of nodes 0 ≤ t 1 < · · · < t p ≤ τ (p ∈ N, p ≥ 2), we define the family A * = {A 1 , . . . , A p } of line segments of type (5.1) where, for any i ∈ {1, . . . , p}, a i = γ(t i ) and α i = α(t i ), i.e.,
In Table 1 we present the numerical results obtained by implementing Algorithms 2 and 3 in MATLAB 2016a, on a Core i7-8550U CPU, 16GB RAM computer. They correspond to five families of sets of type A * with p ∈ {100, 1000, 10000, 50000, 100000}, where γ(t) = (t, (t/2) sint) and α(t) = | sint| for any 0 ≤ t ≤ τ = 4π, while, for every p, the nodes 0 ≤ t 1 < · · · < t p ≤ 4π are generated randomly by means of the MATLAB function rand.
We mention that in both Algorithms 2 and 3, the pairwise comparisons of sets is performed by means of Lemmas 5.1 and 5.2, where the values of the auxiliary functions ψ λ and ψ u λ on the elements of A * are a priori computed as indicated in Remark 5.1. Moreover, in Phase 1 of Algorithm 3 (Pre-sorting procedure), we first compute the values of the sorting functions ϕ , ϕ u and ϕ s on the elements of A * by means of the explicit representations established in Section 5.1, and thereafter we sort these values by using the MATLAB function sort. As the numerical results listed in Table 1 reveals, both Algorithms 2 and 3 are quite effective even for significantly large p, the latter requesting however a shorter runtime for all five test families, due to the pre-sorting procedure. Notice that a similar behavior has been already observed within vector optimization problems by Günther and Popovici [6] .
Finally, we illustrate in Figures 2, 3 , and 4 the family A * with p = 100 along with the corresponding output sets MIN ≤ C (A * ), MIN ≤ u C (A * ) and MIN ≤ s C (A * ) mentioned in Table 1. FIGURE 2. The set MIN ≤ C (A * ) mentioned in Table 1 for p = 100 (red color). Table 1 for p = 100 (red color). Table 1 for p = 100 (red color).
CONCLUSIONS
Our algorithms are conceived for computing the minimal elements of any nonempty finite family of sets A ⊆ P(E) with respect to a general preorder relations on P(E). Although we have implemented them only for the preorder relations ≤ C , ≤ u C and ≤ s C and a particular type of sets, for which we succeeded to construct strongly increasing sorting functions, it would be of both theoretical and practical interest for further research to consider other (preorder) relations and different classes of sets, along with appropriate strongly increasing sorting functions. In particular, since a variant of the Jahn-Graef-Younes method for vector optimization problems has been already developed for variable ordering structures by Eichfelder [3] , it is natural to study whether this method could be generalized for set optimization problems in the framework considered by Eichfelder and Pilecka [1, 2] . Other interesting research topics would be to involve a pre-sorting procedure in the numerical methods proposed by Köbis and Le [14] for computing strict, strong and ideal minimal elements of a finite family of sets, as well as in the numerical methods for computing approximations of minimal elements, following the works mentioned in the Introduction.
