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1Signal Subgraph Estimation
Via Vertex Screening
Shangsi Wang, Cencheng Shen, Alexandra Badea, Carey E. Priebe, Joshua T. Vogelstein
Abstract—Graph classification and regression have wide applications in a variety of domains. A graph is a complex and high-
dimensional object, which poses great challenges to traditional machine learning algorithms. Accurately and efficiently locating a
small signal subgraph dependent on the label of interest can dramatically improve the performance of subsequent statistical inference.
Moreover, estimating a signal subgraph can aid humans with interpreting these results. We present a vertex screening method to
identify the signal subgraph when given multiple graphs and associated labels. The method utilizes distance-based correlation to screen
the vertices, and allows the subsequent classification and regression to be performed on a small induced subgraph. We demonstrate
that this method is consistent in recovering signal vertices and leads to better classification performance via theory and numerical
experiments. We apply the vertex screening algorithm on human and murine graphs derived from functional and structural magnetic
resonance images to analyze the site effects and sex differences.
Index Terms—multiple graphs, iterative screening, distance correlation, graph classification
F
1 INTRODUCTION
G Raph classification and regression are crucial to ana-lyze data sets in various fields such as neuroscience,
internet mapping, and social networks [1]–[3]. Given a set of
graphs {Gi}mi=1 along with a set of corresponding covariates
{Yi}mi=1, we would like to predict the covariate Yi based
on the graph Gi. However, G can be extremely large in
practice, e.g., the social networks and raw neuroimages can
have millions of vertices [4], which is a great challenge
computationally without first reducing the size of the graph.
Therefore, it is imperative to come up with an accurate and
efficient method for signal subgraph estimation. Signal sub-
graph extraction tries to locate a subgraph ofG that contains
all the useful information about Y , which can be helpful to
improve the subsequent inference performance. However,
estimating the signal subgraph is very challenging for large
graphs, because a graph with n vertices could have 2n
different induced subgraphs.
When the number of features is large, dimension reduc-
tion and feature selection is generally difficult and expen-
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sive, which is a challenge to many modern real data sets.
To overcome this challenge, Fan and Lv [5] proposed the
feature screening algorithm and showed that ranking vari-
ables via the Pearson’s correlation possesses a sure screening
property under linear regression models. Screening through
marginal likelihood are later considered for generalized
linear models [6], [7]. Motivated by their approaches, we
develop a vertex screening procedure to estimate the signal
subgraph.
To screen the vertices effectively requires a sufficient
measure of ”correlation”. Although Pearson’s product mo-
ment correlation has been a popular choice, it only captures
linear association and thus is not a good candidate for iden-
tifying general dependencies. The recently proposed dis-
tance correlation (Dcorr) [8]–[10] is able to detect all types of
dependencies between two random variables consistently.
The later proposed multiscale generalize correlation (MGC)
[11]–[13] is a localized version of Dcorr, which shares the
consistency property with improved finite-sample testing
power against nonlinear dependencies. For a review of
Dcorr and MGC, please see Appendices. Consistent screen-
ing under a model-free setting via distance correlation was
proposed and investigated in [14], [15].
We therefore combine distance-based correlation and
screening to yield an effective vertex screening method to
estimate the signal subgraph, which works efficiently and
tackles all inherent challenges. The methodology consists
of three steps: (i) feature computation, (ii) calculating the
distance-based correlation, and (iii) thresholding. The first
step computes a feature for each vertex based the graph. The
second step calculates a distance-based correlation measure
between the feature of each vertex and the label of interest Y
over all graphs. The last step thresholds the correlations and
only keeps the vertices with large correlations. We further
developed an iterative vertex screening algorithm, in which
the three steps are applied recursively to improve the per-
formance without sacrificing the running time. In the next
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2section, we introduce the signal graph estimation problem.
In the Main Result Section, we present our algorithm and
theoretical properties of the algorithm. In the Experiments
Section, we demonstrate the utility of the algorithm through
a series of experiments. Finally, we conclude the paper with
a discussion about possible future extensions.
2 PRELIMINARIES
2.1 Setting
Given m graphs {Gi, i = 1, . . . ,m} with a shared vertex
set V = [n], let Ai ∈ Rn×n be the adjacency matrix of Gi
for each i, which can be weighted or un-weighted, directed
or un-directed. Additionally, there is a covariate of interest
{Yi ∈ R, i = 1, . . . ,m} associated to each graph. A common
example is in neuroimage study, where the human brain
image of a subject is Gi, and the phenotype of the subject
is Yi. The brain versus phenotype pair is collected for m
subjects. In this paper, we focus on the case that Yi is a
scalar label, but the screening algorithm is readily applica-
ble to any multivariate Yi. The classical statistical pattern
recognition set up is that {(Gi, Yi)}mi=1 are independent and
identically distributed pairs according to some distribution
FG,Y [16], that is
(G1, Y1), (G2, Y2), (G3, Y3), ..., (Gm, Ym)
i.i.d.∼ FG,Y
for some true but unknown joint distribution.
It is often the case that the covariate Y only depends
on a small part of G. In addition, merely predicting Y is
insufficient in some applications. It is desirable to know
which vertices or subgraph is associated to Y . Therefore,
it is natural to search for a signal subgraph such that Y is
independent of other parts of the graph. This motivates our
definition of signal vertices and signal subgraph.
Definition For any subset of vertices U ⊂ V = [n], denote
the induced subgraph of U by G[U ], and denote the sub-
graph removing all edges in G[U ] as G\G[U ].
The set of signal vertices S is defined to be the minimal
subset of vertices U , such that G\G[U ] is independent of Y ,
that is
S = argmin
U
|U | , subject to G\G[U ] ⊥ Y,
where the notation ⊥ means independence, or FG\G[U ],Y =
FG\G[U ]FY . The induced graph G[S] on the signal vertices
is called the signal subgraph.
If the graph G is independent of Y , there is no signal in
the graph and the signal subgraph is empty in this case. If
all vertices in G are incident on at least one edge which is
dependent on Y , the signal subgraph is the whole graph
G. Moreover, there can be multiple subsets attaining the
minimum, so for ease of presentation we assume there exists
a unique signal subgraph G[S].
In practice, m graph-covariate pairs {(Ai, Yi)}mi=1 are
observed, we want to estimate the signal subgraph G[S].
The subsequent statistical inference can benefit from the
bias-variance trade-off or statistical parsimony, if vertices
with weak or no signal can be screened out effectively.
2.2 Graph Classification
We introduce a binary classification problem that is predict-
ing the label Y ∈ {0, 1} using graph G, which serves as the
foundation for Section 3.4 and later simulations.
The network model under consideration is the inho-
mogeneous Erdos-Renyi (IER) random graph model [17].
It generalizes the well known Erdos-Renyi model to allow
edge to have different probability and gives rises to a family
of distribution on undirected graphs. IER model can also
be understood as a stochastic block model with each block
having only one vertex [18].
Definition Inhomogeneous Erdos-Renyi model (IER). A
random adjacency matrix A is said to follow an inho-
mogeneous Erdos-Renyi random graph model with edge
probability matrix P ∈ [0, 1]n×n, if the edge probability
between vertex u and v is P [u, v] and independent of other
edges. The notation is A ∼ IER(P ), and the likelihood of
A under this model is
L(A;P ) =
∏
u<v
(P [u, v])A[u,v](1− P [u, v])1−A[u,v].
The class label is built into this model as follows: suppose
the graph follow IER model conditioned on Y , that is
A|Y = y ∼ IER(P y) for y ∈ {0, 1}.
Under this setting, it is clear that vertex u is a signal vertex
if and only if P 0[u, v] 6= P 1[u, v] for some vertex v, that is
S = {u ∈ V |∃v ∈ V, P 0[u, v] 6= P 1[u, v]}.
Given this model, it is known that the optimal classifica-
tion performance is achieved by the Bayes classifier g∗ [16],
which is defined
g∗(A) =
{
1 if pi0L(A;P 0) < pi1L(A;P 1),
0 if pi0L(A;P 0) ≥ pi1L(A;P 1),
where pi0 and pi1 are prior probabilities for each class. In
practice, it is natural to consider the Bayes plug-in classifier
which estimates the piy and P y and plug them into the
likelihood. In this case, the maximum likelihood estimates
of parameters are
pˆiy =
∑
i I{Yi = y}
m
,
Pˆ y =
∑
i I{Yi = y}Ai∑
i I{Yi = y}
.
Using these estimates, we can construct the Bayes plug-in
classifier gV based on the whole graph, that is
gV (A) =
{
1 if pˆi0L(A; Pˆ 0) < pˆi1L(A; Pˆ 1),
0 if pˆi0L(A; Pˆ 0) ≥ pˆi1L(A; Pˆ 1).
When we have an estimate of the signal subgraph G[Sˆ], we
could also consider Bayes plug-in classifier gSˆ based on the
estimated signal subgraph, that is
gSˆ(A) =
{
1 if pˆi0L(A[Sˆ]; Pˆ 0[Sˆ]) < pˆi1L(A[Sˆ]; Pˆ 1[Sˆ]),
0 if pˆi0L(A[Sˆ]; Pˆ 0[Sˆ]) ≥ pˆi1L(A[Sˆ]; Pˆ 1[Sˆ]),
where
L(A[Sˆ]; Pˆ y[Sˆ]) =
∏
u,v∈Sˆ
A[u, v]Pˆ
y [u,v](1−A[u, v])(1−Pˆy [u,v]).
3Similarly, we use gS to denote the Bayes plug-in classifier
based on the true signal subgraph.
To evaluate the classification performance, we consider
the 0 − 1 loss or classification error L. For a classifier g, the
loss L(g) is defined by
L(g) = P(g(A) 6= Y ).
In Section 3.4, we investigate how L(gV ) and L(gSˆ) behave,
i.e., the classification error based on the full graph versus the
classification error based on the estimated signal subgraph.
3 METHOD AND THEORY
3.1 Main Algorithm
The vertex screening procedure provides an estimate of
signal subgraph G[Sˆ] via the following steps: feature extrac-
tion, distance-based correlation computation and threshold-
ing. We also develop an iterative vertex screening proce-
dure, which applies the three steps recursively. We will first
present the non-iterative vertex screening, followed by the
iterative version.
The first step extracts a feature vector for each vertex in
a graph. We use the notation Xˆi[u, ·] to denote the feature
extracted for vertex u in graph i where i ∈ [m] and u ∈ [n].
A simple example is setting Xˆi[u, ·] to be the uth row of
adjacency matrix Ai, that is Xˆi[u, ·] = Ai[u, ·]. As a result,
Xˆi[u, ·] is a vector in Rn which can be a high dimensional
space. Alternatively, summary statistics can be treated as a
feature vector. For example, the number of vertices within k-
neighborhood of the vertex or eccentricity of the vertex can
be used as the feature for the vertex [19], [20]. Spectral meth-
ods could also be applied to extract a feature vector which
lies in Rd. For example, Adjacency Spectral Embedding [18]
and Joint Embedding [21] could recover a low dimension
latent position for each vertex. In this paper, we focus on
using adjacency vector as the vertex feature for simplicity.
The second step computes sample distance-based cor-
relation between the feature vector {Xˆi[u, ·]}mi=1 and label
{Yi}mi=1 for each vertex u ∈ V . The correlation choice is
either distance correlation (Dcorr) or multiscale generalized
correlation (MGC). Denote the distance-based correlation by
cu, that is
cu =Dcorr({(Xˆi[u, ·], Yi)}mi=1), or
cu =MGC({(Xˆi[u, ·], Yi)}mi=1).
The motivation of Dcorr and MGC is that they can
detect any kind of dependency when the sample size is
large enough. Generally speaking, we recommend using
MGC when m is small but to use Dcorr when m is large.
This is because Dcorr runs in O(m2n) while MGC runs
in O(m2nlog(m)). Then for small m, the computation dif-
ference is negligible while MGC can be more powerful
against general dependencies; while for m large (like above
1000 graphs) the power difference is negligible against most
dependencies due to the consistency, and Dcorr wins in the
running time.
The last step orders {cu}u∈V by their magnitudes, and
we threshold the correlations by a critical value c. The
vertices surviving the threshold are the estimated signal
vertices Sˆ, that is
Sˆ = {u ∈ V |cu > c}.
The estimated signal subgraph and the corresponding adja-
cency matrix are denoted by G[Sˆ] and A[Sˆ] respectively.
Algorithm 1 describes the general procedure of vertex
screening using adjacency vector as the feature vector.
Algorithm 1 Vertex Screening.
Require: {(Ai, Yi)}mi=1 and c ∈ [0, 1]
1: for u ∈ V do
2: cu = Dcorr({(Ai[u, ·], Yi)}mi=1)
3: end for
4: Sˆ = {u ∈ V |cu > c}.
We observe that vertex feature vector Xˆi[u, ·] has di-
mension n, which is the number of vertices. If the vertex
screening is performed on a smaller graph, Xˆi[u, ·] has fewer
dimension and is more likely to exhibit a stronger signal via
a larger distance-based correlation statistic with Yi for a sig-
nal vertex. This observation motivates the iterative version
that repeatedly applies Algorithm 1, i.e., at each iteration,
only a small proportion δ of all vertices are removed from
the graph. The size of the subgraph is iteratively reduced
until size 1 or some pre-determined number. Among all
possible subgraphs, pick the subgraph that has the largest
Dcorr or MGC statistic with the class label. The details
are described by Algorithm 2, where Ai[Vk] denotes the
adjacency matrix of Vk induced subgraph of graph i.
Alternatively, other possible methods to select the sub-
graph include: 1) use cross-validation [22] to select the size
of the subgraph with the best leave-one-out prediction error,
which can be computationally expensive; 2) order the cor-
relations {cu}u∈V to locate a gap among correlations, and
select the vertices larger than this gap [23]; 3) background
information available could determine the number of ver-
tices which could have signal. In the experiment section, we
will verify the iterative screening method that maximizes
the statistics, which works very well and almost always
achieves the best leave-one-out prediction error.
Note that the iterative algorithm circumvents choos-
ing the threshold c by designating a δ. For large graphs,
empirically it suffices to let δ be 0.5, which achieves an
excellent performance with only a log(n) factor increase in
running time. For graphs with a small number of vertices,
the running time is not a issue; one may let δ be 0.05 or even
reduce the size of subgraph by 1 in each iteration.
3.2 Screening Theory
The next theorem states that if the threshold t is small
enough to make sure |Sˆ| > |S|, then Sˆ contains S with high
probability as the number graphs increases. This theorem is
a direct consequence of Theorem 1 by Li, Zhong and Zhu
[15].
Theorem 3.1. If the following condition is satisfied
minDcorr(A[u, ·], Y ) ≥ c > 0 for u ∈ S,
4Algorithm 2 Iterative Vertex Screening.
Require: {(Ai, Yi)}mi=1 , δ ∈ (0, 1)
1: Set k = 1, and Vk = V
2: while |Vk| > 1 do
3: for u ∈ Vk do
4: cu = Dcorr({(AVki [u, ·], Yi)}mi=1)
5: end for
6: Set tk be the δ quantile among {cu, u ∈ Vk}
7: Set Vk+1 = {u ∈ Vk|cu > tk}
8: Set k = k + 1
9: end while
10: k∗ = argmaxkDcorr({(AVki [Vk, ·], Yi)}mi=1)
11: Output the signal vertices Sˆ = Vk∗ .
then Sˆ contains S with high probability. Specifically,
there exist two constants c1, c2 > 0, for any 0 < γ < 1/2,
P (S ⊂ Sˆ) >
1−O(n exp(−c1m1−2γ) + n2 exp(−c2mγ)).
The theorem states that the estimated signal subgraph
contains the true signal subgraph with high probability.
Actually, it is also possible to derive a threshold t to ensure
P (S = Sˆ) as the number of graphs goes to infinity. For
the proof of Theorem 3.1, please refer to Theorem 1 in [15].
Similar results also hold for MGC [12].
3.3 Justification on Iterative Screening
Despite the consistency of screening proven above, the
finite-sample performance for non-iterative screening can
be often improved by iterative screening. The next theorem
justifies this phenomenon, which demonstrates that the
signal vertices will have its signal amplified under distance
correlation by eliminating the noise vertices.
To simplify the discussion, we assume the feature vector
X consists of two sets of entries that is X = [X∗, Z], where
X∗ ∈ Rp and Z ∈ Rr . Suppose X∗ is the true signal and is
dependent on Y , while Z is noise and is independent of Y
andX∗. The first Lemma claims that the distance covariance
between X and Y increases after removing the noise entries
Z .
Lemma 3.2. Suppose that X = [X∗, Z] ∈ Rp × Rr, where
X∗ 6⊥ Y , Z ⊥ Y , and Z ⊥ X∗. Then,
Dcov(X∗, Y ) ≥ Dcov(X,Y ).
If we let r increase by adding more noise entries to X ,
the next theorem claims that the distance correlation will
decrease to 0 as r goes to infinity.
Theorem 3.3. Suppose that Xr = [X∗, Zr] ∈ Rp ×Rr , where
X∗ 6⊥ Y , Zr ⊥ Y , and Zr ⊥ X∗. Assume Zr ∈ Rr has
independent and identically distributed entries, then
lim
r→∞Dcorr(Xr, Y ) = 0.
Therefore, if the screening algorithm iteratively eliminates
the noise vertices, the distance correlation between the
signal vertex and label will become larger and larger. As
a result, iterative screening can provide a more accurate
ranking of signal vertices than one-time screening.
3.4 Classification Improvement
The last theoretical piece is to show that the estimated signal
subgraph indeed improves the classification performance.
Let e denote the number of possible edges on the graph
(which isO(n2) for dense graphs), and denote the minimum
of class priors by α, that is α = min{pi0, pi1}. We first analyze
the performance of Bayes plug-in classifier based on the
whole graph gV . The next theorem states that its prediction
error L(gV ) converges to the Bayes optimal error L(g∗) as
the number of graphs goes to infinity.
Theorem 3.4. With high probability, L(gV ) − L(g∗) is
bounded by , that is
P(L(gV )−L(g∗) < ) ≥
1− 2(e+ 1) exp
(
−mα2
(2e+
√
2α)2
)
.
Alternatively, with probability at least 1− η
L(gV )− L(g∗) ≤ (2e+
√
2α)
√
log( 2(e+1)η )
mα
.
Corollary 3.5. For small  > 0,
E(L(gV )) ≤ L(g∗) + + 2(e+ 1) exp
(
−mα2
(2e+
√
2α)2
)
.
The theorem and corollary above consider predicting Y
based on the whole graph. If we first apply vertex screening
and then predict Y based on estimated signal subgraph Sˆ
using the Bayes plug-in classifier, we will have the following
results by applying Theorem 3.1.
Theorem 3.6. With high probability, L(gSˆ) − L(g∗) is
bounded by . Specifically, there exist constants c1, c2,
and c3, such that
P(L(gSˆ)− L(g∗) < ) ≥
1− 2(es + 1) exp
(
−mα2
(2es +
√
2α)2
)
− c3(n exp(−c1m 13 ) + n2 exp(−c2m 13 )),
where es is the number of possible edges in the estimated
signal subgraph.
Corollary 3.7. For any  > 0, there exist three constants c1,
c2 and c3,
E(L(gSˆ)) <L(g
∗) + 
+ 2(es + 1) exp
(
−mα2
(2es +
√
2α)2
)
+ c3(n exp(−c1m 13 ) + n2 exp(−c2m 13 )).
Comparing Theorem 3.2 and 3.4, we can see that if n, |S| and
|Sˆ| are fixed, L(gV ) and L(gSˆ) are both converging to L(g∗)
with m going to infinity. In fact, prediction based on the
whole graph converges at a faster rate to the Bayes optimal.
If n, |S| and |Sˆ| increase faster thanm 12 , then both prediction
with or without screening have no error bound guarantees.
However, if |S| and |Sˆ| are fixed and n grow faster than m 12 ,
only vertex screening guarantees convergence of prediction
error. We state this in the next theorem.
5Theorem 3.8. Assume |S| and |Sˆ| are fixed, and n ∈
O(exp(m
1
6 )) and m ∈ o(n2), then L(gSˆ)→ L(g∗), while
L(gV ) is not guaranteed to converge to the Bayes optimal
error.
This justifies the importance of estimating the signal sub-
graph in classification.
4 EXPERIMENTS
4.1 Experiment 1: Vertex Screening under IER
In this experiment, we investigate the performance of vertex
screening under various setting. We generate 100 graphs
from 2 classes, that is A|Y = y ∼ IER(P y) with y ∈ {0, 1}
and
P y =
[
py × 120×20 0.2× 120×180
0.2× 1180×20 0.3× 1180×180
]
,
where p0 = 0.3 and p1 = 0.4. Based on this data generation
scheme, each graph has 200 vertices with the first 20 vertices
being the signal vertices. Note that it is also equivalent to
generating graphs from two Stochastic Block models [18],
where the vertices in the first block are signal vertices.
We carry out the one-time screening using Dcorr and
MGC, iterative screening (ItDcorr and ItMGC) with δ being
0.5 and 0.05 respectively. As the true signal subgraph size
is 20, all the screening methods are required to return the
estimated signal subgraph with 20 vertices. For comparison,
screening with canonical correlation analysis (CCA) [24] and
RV coefficient (RV) [25] are also included. We repeat the
data generation and screening 100 times. Figure 1 shows the
Receiver operating characteristic (ROC) [26] of one repeat.
In this experiment, screening with Dcorr and MGC always
yields similar results, so only MGC is shown in Figure
1. Table 1 reports the area under the curve (AUC) [27]
Figure 1: Receiver operating characteristic of four vertex
screening procedures. The graphs are generated as de-
scribed in Section 4.1. In terms of AUC, distance based
screening methods perform better than RV and CCA under
this setup. Iterative vertex screening is also better than one-
time vertex screening.
for all methods along with the running time. We observe
that Dcorr and MGC work much better than CCA and RV,
iterative screening at δ = 0.5 improves the performance
further with a slight increase of running time, while iterative
screening at δ = 0.05 improves marginally at the cost of
much higher running time.
Method AUC Time (sec)
ItDcorr-0.05 0.8605 (0.0103) 14.50 (1.45)
ItDcorr-0.50 0.8455 (0.0091) 1.73 (0.19)
ItMGC-0.05 0.8620 (0.0116) 856.37 (14.45)
ItMGC-0.50 0.8425 (0.0120) 110.23 (7.19)
Dcorr 0.8262 (0.0056) 1.20 (0.18)
MGC 0.8241 (0.0057) 33.39 (1.90)
RV 0.7074 (0.0077) 1.99 (0.09)
CCA 0.5353 (0.0080) 0.8 (0.05)
TABLE 1: The mean and standard error of AUC and running
time of the eight vertex screening approaches across 100
repeats. Iterative vertex screening has better AUC, but takes
longer to run.
4.2 Experiment 2: Graph Classification under IER
In this experiment, we investigate the effects of signal sub-
graph extraction for later classification. We consider a 3-class
classification problem, that is A|Y = y ∼ IER(P y) with
y ∈ {0, 1, 2} and
P y =
[
py × 120×20 0.2× 120×180
0.2× 1180×20 0.3× 1180×180
]
,
where
py =

0.3 if y = 0,
0.4 if y = 1,
0.5 if y = 2.
Based on this data generation scheme, each graph has
200 vertices with the first 20 vertices being the signal
vertices. We consider the classification performance of 4
classifiers; specifically, L(g∗), L(gV ), L(gS), L(gSˆ), where Sˆ
is the estimated signal vertices using one-time screening (Sˆ-
Dcorr, Sˆ-MGC), or iterative screening (Sˆ-ItDcorr, Sˆ-ItMGC).
Note that here L(g∗) and L(gS) are shown for demonstra-
tion purpose, which cannot be achieved in practice. With
|S| = 20, the classification performance and false positive
rate in identifying signal vertices are shown in Figure 2.
Prediction based on the signal subgraph estimated by the
vertex screening has a clear advantage over prediction based
on the whole graph. Furthermore, screening with MGC is
better than screening with Dcorr, and iterative screening is
better than non-iterative screening. Since the setup in this
experiment is similar as it in the previous experiment, we
do not include CCA or RV here. Note that screening is able
to recover the signal vertices perfectly when m > 300. How-
ever, due to estimation error in Pˆ y , L(gSˆ) the prediction
error of plugin classifier based on the subgraph is still not
as good as Bayes optimal error L(g∗).
If we assume |S| is unknown and estimate the size of
signal subgraph via maximizing the distance correlation be-
tween the subgraph and label, the resulting subgraph at the
maximal correlation statistic coincides with the subgraph of
the best classification error. Figure 3 shows the classification
error and distance correlation with their standard error for
different size of subgraph using iterative screening. Given
300 graphs, finding the best prediction error or maximizing
the distance correlation between the subgraph and label
yield the same estimate of the size of signal subgraph. How-
ever, calculating the distance correlation between subgraph
and label is computationally cheaper than computing the
6Figure 2: The graph classification error of 7 approaches with
their standard errors are shown at the top panel. We gener-
ate graphs from 3 inhomogeneous Erdos-Renyi model as
described in Section 4.2, then apply 7 approaches to classify
these graphs: Bayes plug-in on G (G), Bayes plug-in on G[S]
(S), Bayes optimal classifier (Bayes), Bayes plug-in on G[Sˆ]
with Sˆ estimated by Dcorr or MGC (Sˆ-Dcorr, Sˆ-MGC), and
Bayes plug-in on G[Sˆ] with Sˆ estimated by iterative Dcorr
or MGC (Sˆ-ItDcorr, Sˆ-ItMGC). The plot at top shows pre-
diction error using these 7 approaches. The plot at bottom
shows the false positive rate in identifying signal vertices us-
ing 4 signal subgraph estimation approaches. The classifiers
based on the estimated signal subgraph have significantly
better classification performance compared to the classifier
based on the whole graph, and are close to Bayes optimal
classifier when given 300 graphs. Furthermore, screening
with MGC is better than screening with Dcorr and iterative
screening is better than non-iterative screening, in terms of
both graph classification and signal subgraph estimation.
prediction error. This point will be demonstrated in real data
experiments as well.
4.3 Experiment 3: Site and Sex Prediction With Human
Functional Magnetic Resonance Images
We consider the task of predicting the site and sex based
on functional magnetic resonance image (fMRI) graphs [28].
Two datasets used are SWU4 [29] and HNU1 [30], which
have 467 and 300 samples respectively. Each sample is an
fMRI scan registered to the MNI152 template using the
Desikan altas, which has 70 regions [31]. We first merge two
data sets and then try to predict the site a sample come
from. In addition, we try to predict the sex of subject based
the fMRI scan.
There are multiple scans (samples) per subject; as a
consequence, we carry out a leave-one-subject-out signal
Figure 3: The prediction error and distance correlation with
their standard error based on different size of subgraph,
produced by the iterative Dcorr screening algorithm. The
optimal size of signal subgraph implied by these two statis-
tics are both 20.
subgraph estimation and prediction procedure. To estimate
the signal subgraph for site and sex, we first apply iterative
vertex screening with samples from one subject left out.
Next, we apply 11-Nearest Neighbor to predict the site
and sex of the left out samples. The prediction is based on
the estimated signal subgraph. This procedure is repeated
for all subjects and we compute the leave-one-subject-out
screening and prediction error [22], [32].
The prediction error and distance correlation between
the subgraph and label with varying size of signal subgraph
are shown in Figure 4. Predicting randomly or using no
graph at all will have error rate 0.39 and 0.50 for site and sex
prediction respectively, which is shown in the Figure 4 with
the number of vertices at 0. Sex prediction has prediction
error around 0.5 and correlation small. However, the site
prediction has achieved high accuracy with classification
error less than 0.1 when predicting using a signal subgraph
with around 10 − 30 vertices. The best performance is
achieved by the signal subgraph with 30 vertices.
As in the simulation experiment, we further utilize the
minimum prediction error and the maximum correlation
between the subgraph and label to estimate the size of
the signal subgraph. In addition, we order the correlations
between vertices and the label to find a gap between signal
vertices and insignal vertices. The estimated size of signal
subgraph to predict site using the three methods is 30, 25
and 27 respectively. The estimated size of signal subgraph
to predict sex is 45, 10 and 12. The three different methods
yield similar error rate, which validates that the stopping
criterion in the iterative screening algorithm works well.
We further apply the iterative vertex screening to all
samples and pick the top 30 signal vertices with large
distance-based correlations. It turns out that these 30 ver-
tices are matched across left and right hemispheres. If we
consider the 35 paired regions in Desikan atlas, we can
group the pairs according to whether both regions are
among the top 30 signal vertices or not. Table 2 shows the
result. The regions with large distance-based correlations
are significantly matched based on Chi-square test with a
p-value of 0.0020. The 11 left-right hemisphere matched
regions are caudal anterior cingulate, corpus callosum,
7Figure 4: Leave-one-subject-out prediction error and dis-
tance correlation based on different size of the signal sub-
graph. Two studies SWU4 and HNU1 are merged into one
data set. We carry out a leave one subject out, screening and
prediction procedure to predict sex or site of the left-out
sample. The prediction error with different size of signal
subgraph is represented by the solid lines. When predicting
with no graph or predicting all samples randomly, the
prediction error is 0.39 and 0.50 for site and sex respectively,
which are shown with the number of vertices being 0.
The distance correlation between the subgraph and two
covariates is represented by dashed lines. Sex prediction
performs poorly in this setting with prediction error being
around 0.5 and correlation small. The site prediction has
high accuracy with the best performance achieved when the
subgraph has 10− 30 signal vertices.
Figure 5: Desikan atlas with highlighted brain regions which
are significantly dependent on site. The 11 matched brain
regions as found in Table 2 are highlighted in red. They are
spatially adjacent.
cuneus, fusiform, lateral occipital, lingual, parsorbitalis,
precuneus, rostral anterior cingulate, rostral middle frontal
gyrus, and superior frontal gyrus. They are shown in Figure
5.
4.4 Experiment 4: Sex Difference in Mouse Brain with
Magnetic Resonance Diffusion Tensor Imaging
Structural magnetic resonance imaging has provided in-
sight into the genetic basis of mouse brain variability, by
Number of Pairs Right-Large Right-Small
Left-Large 11 1
Left-Small 7 16
TABLE 2: The number of left-right hemisphere matched
regions with large or small distance-based correlations.
examining the relationship between volume covariance and
genotypes [33]. Using high resolution diffusion tensor imag-
ing and tractography we can now examine the underlying
bases for structural connectivity patterns [34], in relation-
ship with genotype and sex. 55 mice brains were scanned
and registered into the space of a minimum deformation
template, aligned to Waxholm space [35]. The atlas labels
were propagated onto the template, and subsequently onto
each individual brain using ANTs [36]. DSI Studio [37]
was used to estimate tract based structural connectivity for
each brain. Each connectome was represented as a graph
with 332 vertices, 166 per hemisphere. Out of 55 mice,
32 of them are male and 23 are female. Again, we carry
out a leave-one-out iterative vertex screening to estimate
the signal subgraph. Then, the left-out sample is predicted
based on the estimated signal subgraph using a 9 nearest
neighbor classifier. The prediction result and distance corre-
lation based on various size of signal subgraph are shown in
Figure 6. Due to the small sample size, the prediction error
becomes more volatile. Furthermore, correlation becomes
monotone decreasing probably because of over-fitting, since
the sample size is small and graph size is large. The iterative
screening algorithm yields a signal subgraph of size 10,
which is very close to the best possible leave-one-out error at
size 20. The top ranked nodes include a thalamic component
and the periaqueductal gray, which are important in driving
the sexually dimorphic mouse brain development [38] [39].
Figure 6: Mouse sex prediction and distance correlation
based on different size of signal subgraph. Leave one out
iterative vertex screening and prediction is carried on the
mouse brain dataset. Signal subgraph with 10 or 20 vertices
yield the best performance.
5 DISCUSSION
In summary, we developed an iterative vertex screening
methodology to estimate the signal subgraph of interest.
The data experiments and theories offer strong evidence
that our screening algorithm estimates the signal subgraph
effectively and accurately, which leads to better performance
8for subsequent inference task. Our approach is intimately
related to classical feature screening under linear models
[5]–[7]. However, instead of Pearson correlation, we utilize
distance correlation [8] and multiscale generalized correla-
tion [11] to measure the dependency between the vertex and
response variable. This approach allows the possibility to
estimate signal subgraph based on non-scalar response vari-
able or response with non-Euclidean metric. Our method
also naturally applies to topological or spectral features of
vertices [18], [19], which have been shown to be effective in
analyzing fMRI data [40], [41]. Thus our method provides a
general and viable tool for supervised learning problems on
graphs.
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9APPENDICES
5.1 Review on Distance Correlation and Multiscale
Generalized Correlation
The distance correlation (Dcorr) [8], [9] and multiscale gen-
eralize correlation (MGC) [11], [12] are two correlation mea-
sures for dependency between any two random variables
X ∈ Rp and Y ∈ Rq . The distance covariance Dcov(X,Y )
is given by
Dcov(X,Y ) =
1
cpcq
∫ ∫ |φX,Y (s, t)− φX(s)φY (t)|2
‖s‖1+p‖t‖1+q dtds,
(1)
where φX,Y , φX and φY are characteristic functions of
(X,Y ),X and Y respectively, and cp, cq are constants. When
X and Y have finite second moment, it can be shown that
the distance correlation can be alternatively defined by
Dcov(X,Y ) = E(‖X −X ′‖‖Y − Y ′‖)
+ E(‖X −X ′‖)E(‖Y − Y ′‖)− 2E(‖X −X ′‖‖Y − Y ′′‖),
where (X,Y ), (X ′, Y ′), (X ′′, Y ′′) are independent and
identically distributed as FXY . Distance covariance between
two random variables X and Y is always non-negative, and
it equals 0 if and only if X and Y are independent. The
distance correlation Dcorr(X,Y ) between X and Y is
Dcorr(X,Y ) =
Dcov(X,Y )√
Dcov(X,X)Dcov(Y, Y )
,
which lies in [0, 1].
When applying distance correlation to sample data, the
sample distance correlation is defined by properly cen-
tering Euclidean distance matrices, followed by taking a
Hadamard product. The sample Dcorr converges to the pop-
ulation Dcorr as sample size increases to infinity, therefore
we concentrate on analyzing the population Dcorr in the
theoretical proofs.
The more recent multiscale generalized correlation
(MGC) is a local optimal version of distance correlation:
when evaluating the integral in Equation (1), the
characteristic function is truncated to a neighborhood,
which can be shown to yield a larger statistic and better
test power under a wide variety of high-dimensional and
non-linear dependence cases. A detailed discussion of MGC
is in [12], which essentially shares the same theoretical
properties as distance correlation.
Proof of Lemma 3.2
By definition of distance covariance,
Dcov(X,Y )
=
1
cp+rcq
∫
s,t
|φX,Y (s, t)− φX(s)φY (t)|2
‖s‖1+p+r‖t‖1+q
=
1
cp+rcq
∫
sp,sr,t
|φX∗,Y (sp, t)− φX∗(sp)φY (t)|2|φZ(sr)|2
‖[sp, sr]‖1+p+r‖t‖1+q
≤ 1
cp+rcq
∫
sp,sr,t
|φX∗,Y (sp, t)− φX∗(sp)φY (t)|2
‖[sp, sr]‖1+p+r‖t‖1+q
= Dcov([X∗, ~0)], Y ),
where the inequality holds because |φZ(sr)| ≤ 1.
Using the alternative definition of distance covariance,
we have
Dcov([X∗, ~0)], Y )
= E(‖[X∗, ~0)]− [X∗′, ~0)]‖‖Y − Y ′‖)
+ E(‖[X∗, ~0)]− [X∗′, ~0)]‖)E(‖Y − Y ′‖)
− 2E(‖[X∗, ~0)]− [X∗′, ~0)]‖‖Y − Y ′′‖)
= E(‖X∗ −X∗′‖‖Y − Y ′‖)
+ E(‖‖X∗ −X∗′‖‖)E(‖Y − Y ′‖)
− 2E(‖‖X∗ −X∗′‖‖‖Y − Y ′′‖)
= Dcov(X∗, Y ).
This concludes Dcov(X∗, Y ) ≥ Dcov(X,Y ).
Proof of Theorem 3.3
By definition of distance correlation,
Dcorr(Xr, Y ) =
Dcov(Xr, Y )√
Dcov(Xr, Xr)Dcov(Y, Y )
.
We first show that Dcov(Xr, Y ) converges to 0 as the
number of noise dimension r goes to infinity. By definition,
Dcov(Xr, Y ) = E(‖Xr −X ′r‖‖Y − Y ′‖)+
E(‖Xr −X ′r‖)E(‖Y − Y ′‖)− 2E(‖Xr −X ′r‖‖Y − Y ′′‖)
= E(‖Xr −X ′r‖‖Y − Y ′‖)− E(‖Xr −X ′r‖)E(‖Y − Y ′‖)+
2E(‖Xr −X ′r‖)E(‖Y − Y ′‖)− 2E(‖Xr −X ′r‖‖Y − Y ′′‖)
= Cov(‖Xr −X ′r‖, ‖Y − Y ′‖)
− 2Cov(‖Xr −X ′r‖, ‖Y − Y ′′‖)
Let us look at Cov(‖Xr −X ′r‖, ‖Y − Y ′‖).
Cov(‖Xr −X ′r‖, ‖Y − Y ′‖)
= E(‖Xr −X ′r‖‖Y − Y ′‖)− E(‖Xr −X ′r‖)E(‖Y − Y ′‖)
≤ E(‖Xr −X ′r‖‖Y − Y ′‖)− E(‖Zr − Z ′r‖)E(‖Y − Y ′‖)
= E(‖Xr −X ′r‖‖Y − Y ′‖)− E(‖Zr − Z ′r‖‖Y − Y ′‖)
= E(‖Xr −X ′r‖‖Y − Y ′‖ − ‖Zr − Z ′r‖‖Y − Y ′‖)
Let Z be the first entry of Zr , and we define
µ = E((Z − Z ′)2),
σ2 = V ar((Z − Z ′)2),
γ2 = Cov((Z − Z ′)2, (Z − Z ′′)2).
Applying the Taylor expansion to
√
‖Zr−Z′r‖2
r at µ, we have
‖Zr − Z ′r‖√
r
=µ
1
2 +
1
2
µ−
1
2 (
‖Zr − Z ′r‖2
r
− µ)
− 1
8
(
‖Zr − Z ′r‖2
r
− µ)2 +O(r− 32 ).
Similarly,
‖Xr −X ′r‖√
r
=µ
1
2 +
1
2
µ−
1
2 (
‖Xr −X ′r‖2
r
− µ)
− 1
8
(
‖Xr −X ′r‖2
r
− µ)2 +O(r− 32 ).
Therefore,
‖Xr −X ′r‖ − ‖Zr − Z ′r‖ = O(r−
1
2 ).
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As a consequence,
Cov(‖Xr −X ′r‖, ‖Y − Y ′‖)
≤ E(‖Xr −X ′r‖‖Y − Y ′‖ − ‖Zr − Z ′r‖‖Y − Y ′‖)
= O(r−
1
2 ).
We can also derive a lower bound:
Cov(‖Xr −X ′r‖, ‖Y − Y ′‖)
= E(‖Xr −X ′r‖‖Y − Y ′‖)− E(‖Xr −X ′r‖)E(‖Y − Y ′‖)
≥ E(‖Zr − Z ′r‖‖Y − Y ′‖)− E(‖Xr −X ′r‖)E(‖Y − Y ′‖)
= E(‖Zr − Z ′r‖)E(‖Y − Y ′‖)− E(‖Xr −X ′r‖)E(‖Y − Y ′‖)
= E(‖Zr − Z ′r‖ − ‖Xr −X ′r‖)E(‖Y − Y ′‖)
= O(r−
1
2 )
Similarly, we can show that
Cov(‖Xr −X ′r‖, ‖Y − Y ′′‖)→ 0.
This proves Dcov(Xr, Y )→ 0.
Next, we demonstrate that Dcov(Xr, Xr) is non-
vanishing. Again, we need to analyze Cov(‖Xr −
X ′r‖, ‖Xr −X ′r‖) and Cov(‖Xr −X ′r‖, ‖Xr −X ′′r ‖).
Cov(‖Xr −X ′r‖, ‖Xr −X ′r‖)
= E(‖Xr −X ′r‖2)− E2(‖Xr −X ′r‖)
= E(‖X∗ −X∗′‖2) + rµ− E2(‖Xr −X ′r‖)
= E(‖X∗ −X∗′‖2) + rµ−
r(µ
1
2 +
1
2
µ−
1
2
E(‖X∗ −X∗′‖2)
r
− 1
8
µ−
3
2
σ2
r
+O(r−
3
2 ))2
=
1
4
µ−1σ2 +O(r−1).
Use the similar Taylor expansion technique, we can show
Cov(‖Xr −X ′r‖, ‖Xr −X ′′r ‖) =
1
8
µ−1γ2 +O(r−1).
As long as Z is non-degenerate, σ2 − γ2 > 0. This shows
lim
r→∞Dcov(Xr, Xr) =
1
4
µ−1(σ2 − γ2) > 0
. Moreover, Dcov(Y, Y ) is always a fixed positive number
for non-degenerate Y , thus we conclude
lim
r→∞Dcorr(Xr, Y ) = 0.
Proof of Theorem 3.4
It suffices to show the Bayes plug-in density L(A; Pˆ y) is
close to the true density L(A;P y) with high probability.
We will assume piy ≥ α for some fixed α > 0. Applying
Hoeffding’s Equality to pˆiy [42],
P(|pˆiy − piy| < 1) ≥ 1− 2 exp(−2m21).
By choosing 1 small enough such that pˆiy > α2 , and
applying Hoeffding’s Equality to Pˆ yij , it follows that
P(|Pˆ yij − P yij | < 2) ≥ 1− 2 exp(−mα22).
If |pˆiy − piy| < 1 and |Pˆ yij − P yij | < 2, for any adjacency
matrix A:
|piyL(A;P y)− pˆiyL(A; Pˆ y)|
≤|piyL(A; Pˆ y)− pˆiyL(A; Pˆ y)|
+ |piyL(A;P y)− piyL(A; Pˆ y)|
<1 + |piyL(A;P y)− piyL(A; Pˆ y)|
<1 + |L(A;P y)− L(A; Pˆ y)|
<1 + e2.
The last inequality follows from recursively applying the
technique used in the first inequality and the fact that |Pˆ yij−
P yij | < 2. As a consequence, conditioned on pˆiy and Pˆ y
satisfy the Hoeffding’s inequality,
EA(|pi0L(A;P 0)− pˆi0L(A; Pˆ 0)|
+ |pi1L(A;P 1)− pˆi1L(A; Pˆ 1)|) ≤ 2(1 + e2).
Setting 2(1+e2) =  and 221 = α
2
2, we have 2 =

2e+
√
2α
.
Then, apply Theorem 2.3 in [16] yields
P(L(gV )− L(g∗) < ) ≥ 1− 2(e+ 1) exp
(
−mα2
(2e+
√
2α)2
)
.
Alternatively, setting η = 2(e+1) exp( −mα
2
(2e+
√
2α)2
) yields that
with probability at least 1− η, it holds that
L(gV )− L(g∗) ≤ (2e+
√
2α)
√
log( 2(e+1)η )
mα
.
Proof of Corollary 3.5
Following Theorem 3.2, we have
E(L(gV ))− L(g∗)
= E(L(gV )− L(g∗))
< I{L(gV )− L(g∗) < }+ I{L(gV )− L(g∗) ≥ }
< + 2(e+ 1) exp
(
−mα2
(2e+
√
2α)2
)
.
