In this paper we derive optimal algebraic-in-time relaxation rates to the kink for the Cahn-Hilliard equation on the line. We assume that the initial data have a finite distance-in terms of either a first moment or the excess mass-to a kink profile and capture the decay rate of the energy and the perturbation. Our tools include Nash-type inequalities, duality arguments, and Schauder estimates.
Introduction
In this paper we derive relaxation rates in time for the one-dimensional Cahn-Hilliard equation
Here G is a double-well potential with nondegenerate absolute minima at ±1 (cf. Assumption 1.10); a canonical choice is G(u) = 1 4 (1 − u 2 ) 2 . The Cahn-Hilliard equation was introduced by Cahn and Hilliard [2] as a phenomenological model for the phase separation of a binary alloy. It has since been widely used and studied in a variety of application areas as well as in mathematics; the literature is vast but we refer for instance to [4] [5] [6] [7] 11] . Equation (1.1) represents the gradient flow with respect to theḢ −1 metric of the scalar Ginzburg-Landau energy
(Above and throughout, integrals and norms are over R unless otherwise noted.) The minimizer of the energy subject to ±1 boundary conditions at ±∞ plays a special role in the dynamics and is often referred to as "the kink." We denote by v the kink normalized so that v(0) = 0. (For the canonical potential, v(x) = tanh(x/ √ 2).) We denote the energy of v by e * := E (v) and note for reference below that
The other kinks consist of translations of the function v. At any given time we define the shifted kink v c (x) = v(x − c) as an L 2 projection of the solution u of (1.1) onto the set of minimizers and we will refer to c as the shift. For future reference we remark that v c satisfies the Euler-Lagrange equation
We neither need nor assume uniqueness of the shifted kink. We will often work with We will make use of the gradient flow structure of (1. Furthermore we will denote the initial energy gap by E 0 := E(u 0 ). In [12] a relaxation framework was introduced that combined algebraic and differential information on distance, energy gap, and dissipation in order to deduce the rate of relaxation to equilibrium. Specifically, it was shown that for initial disturbances such that H 0 := u 0 − v 2Ḣ −1 < ∞ and E 0 = E(u 0 ) ≤ 2e * − ǫ for some ǫ > 0, the energy gap and shift decay with rates
For an explanation of the notation see Notation 1.11. We remark that the information H 0 < ∞ specifies that the longtime limit of the shift is zero. In this paper we are interested in two different measures of distance from the kink. We will establish decay using and in terms of the quantities M := |F c | dx (the "first moment") (1.7)
or V := | f c | dx (the "excess mass").
(1.8)
We are particularly interested in disturbances that are controlled in L 1 but potentially far from the origin-and hence large inḢ −1 . Our result based on V obtains relaxation rates that are-unlike the result [12] based on H 0 -independent of the distance of the disturbance from zero. Our interest in L 1 disturbances is driven in part by coarsening problems. While the relaxation framework of [12] can be applied to coarsening, cf. [13] , it does not seem to be sufficient to "go through" coarsening events, since theḢ −1 distance to the slow manifold need not be order one after the collision of two layers. The excess mass V seems to be a more natural distance for controlling the dynamics up to and beyond collision events. At the same time, the energy condition E 0 ≤ 2e * − ǫ is natural for coarsening: If one considers a solution with four kinks, then as the two nearest kinks collide, the energy is driven below 4e * (and hence the energy gap below 2e * ).
Notice that M is weaker than the true first moment; indeed, it is easy to check that M ≤ |x − c|| f c | dx, but it will be strong enough for our purposes. We define the initial values M 0 := M u 0 and V 0 := V u 0 .
Our main result is the following theorem. 0 + 1,
and the disturbance is controlled by 
for some c * 0, then decay is obtained for |c(t) − c * |.
Using the differential inequality dD dt D In order to carry out the duality argument, we will need semigroup estimates on the linearized operator ∂ t −G ′′ (1)∂ 2
x +∂ 4 x (or rather its dual). For M, it is sufficient to consider the half-space x > 0. For V, however, we have to work on a variable domain x > γ(t). In order to treat this case perturbatively, we need Schauder estimates on x > γ(t). The corresponding Hölder norm is defined with regard to the Carnot-Carathéodory metric associated to the dual Finally, we note for reference below that the function f defined in (1.4) satisfies
(1.22)
Previous results and optimality
A more elaborate review of previous results and discussion of optimality is available in [12, Subsections 1.3 and 1.4]; here we give a brief summary. Using a renormalization group approach, Bricmont, Kupiainen, and Taskinen [1] consider (1.1) with initial data given by
where sup
for some δ > 0 sufficiently small and some p > 3. They deduce the convergence rate
Carlen, Carvalho, and Orlandi [3] , on the other hand, assume bounded second moments and L 2 -closeness to the shifted kink in the form
for some δ > 0 sufficiently small. They show that for any ǫ > 0, the energy gap and L 1 distance to the centered kink satisfy
Finally, Howard [8] considers (1.1) for initial data satisfying the spatial decay assumption
for some δ > 0 sufficiently small. Using a careful spectral analysis of the linearized operator, he establishes the optimal relaxation rates
All three results [1, 3, 8] are perturbative in the sense that they assume initial data satisfying a smallness assumption in terms of some sufficiently small parameter δ. As mentioned above (cf. the discussion around (1.6)), the previous work [12] deduces decay rates based on the initial energy bound E 0 ≤ 2e * − ǫ for some ǫ > 0 and finiteness-not smallness-of the initialḢ −1 distance. In this paper we measure the distance to the slow manifold in a different metric, using either the first moment M or the excess mass V as a measure of distance. As in [12] 
Conventions and organization
We make the following (standard) assumption on the double-well potential.
Assumption 1.10. The double-well potential G is assumed to satisfy
• G is C 2 (R) and even,
The assumption that G is even is for convenience and could be relaxed.
Often we will make use of the following shorthand notations. In Sections 2 and 3 we give the proofs of (1.10)-(1.11) and (1.12)-(1.13), respectively. The proofs of the parabolic estimates are given in Section 4. The estimates for V rely on Schauder estimates on the half-line (cf. Proposition 4.5), whose proof is deferred to Appendix B.
Relaxation under bounded initial first moment
Here we collect the ingredients that we will use to prove the relaxation estimate under the assumption of bounded initial first moment, i.e., case (i) of Theorem 1.1. With the lemmas in hand, we easily deduce (1.10) and (1.11). The proofs of the supporting lemmas are given in Subsection 2.3.
Throughout Section 2, we work under the assumption (1.9).
Parabolic estimates for M
For the duality argument for M we will need the following (standard) estimates for the solution of a fourth order equation on the half-line.
where ψ satisfies ψ x ∞ ≤ 1. There holds
2)
3)
, (2.5)
2.2 Nonlinear ingredients and proof of (1.11)
The heart of the idea is to control the energy in terms of the first moment M. For this we will make use of Lemma 1.9 together with the following Nash-type inequality. We will work on the finite time horizon t ≤ T for some T ∈ (0, ∞). It is convenient to abbreviateM
Using Lemma 2.2, it is straightforward to deduce a bound on the energy gap in terms ofM.
Corollary 2.3. The energy gap is bounded above by
Hence it remains only to controlM. Before turning to that task, we introduce two auxiliary results: Lemmas 2.4 and 2.6. 
Lemma 2.4 (Additional algebraic relationships). There holds
(2.14)
We are now ready to controlM. These ingredients suffice to prove energy decay in the case of bounded first moment.
Proof of Theorem 1.1, case (i). Proposition 2.7 establishes (1.10). The estimates in (1.11) follow from a combination of (1.16), Corollary 2.3, Corollary 2.5, and Proposition 2.7.
Proofs of auxiliary results
Proof of Lemma 2.2. We appeal to (1.17) in the form For completeness we remark that (2.15) follows from the classical interpolation estimate 
For the second contribution to E, we employ the simplistic estimate
Proof of Corollary 2.3. From (1.5), (2.9), (2.8), and an integration in time, we obtain (2.10).
Proof of Lemma 2.4.
Notice that (1.5) and the Cauchy Schwarz inequality implies that u − u 0 is inḢ −1 for any finite time and hence, that u − u 0 dx = 0. Because of the condition u 0 − v dx = 0, there holds u − v dx = 0, which we use to calculate 
We then use this bound to estimate
2 and let τ ∈ (0, T ), to be optimized later. On the one hand, we note that using
On the other hand, we have the estimate
Combining the previous two estimates yields
Optimizing in τ establishes (2.14). (Notice that in the event the optimal τ exceeds T , using (2.20) on all of (0, T ) suffices.)
Proof of Proposition 2.7. We begin by introducing
Using F, we define the following simpler stand-in for M (cf. (1.7)):
That M is a suitable stand-in for M is contained in the following lemma. Proof of Lemma 2.8. We remark that because of f (y) dy = 0, we have
where there is nothing special about 1 x 2 except that it is integrable at infinity. We deduce
Invoking (1.16) and (2.11) yields
On the one hand, Young's inequality yields M M + 1. On the other hand we deduce from (2.21) that M M + M We will make use of the dual formulation
which follows from
Without loss we focus on x < 0; the estimates on (0, ∞) follow analogously. We now fix T > 0 and let ζ be as in Proposition 2.1. We calculate
(1.22)) and using equation (2.1) for ζ, we can rewrite this as
We will now collect estimates for the time integral of terms I 1 to I 4 for T large and small. By Young's inequality and Lemma 2.8, it suffices to show
for T ≥ 2,
We think of (and refer to) the case T ≥ 2 as the "large time" case and the bound for general T as the case of "order one times. 
.
For the terminal layer [T − 1, T ], we find
For order one times, we use
Term I 2 : For the "second order elliptic term" I 2 , we integrate by parts (using ζ = 0 at x = 0) to obtain
For the bulk term we estimate
where we have used the exponential, and thus in particular square integrable, tails of f c . Integrating in time, we apply (2.3) and (2.10) to obtain 
We turn now to the boundary term in (2.23). Here we argue
We use (2.14) to deduce
Term I 3 : We now address the "nonlinear term" I 3 , which we reformulate as
By using E 1 to write E E 1/2 , we can treat this term as we did the bulk term from I 2 .
For the boundary term, we use
which we handle as we did the boundary term of I 2 . Term I 4 : Finally, we turn to the "fourth order elliptic term" I 4 , which we integrate by parts to express as
For the second boundary term, we estimate
and proceed as for the boundary term in I 2 . For the first boundary term in (2.27), on the other hand, we observe ζ xxx f c x=0
Integrating in time, we estimate
for T ≥ 2, while for order one times, we use
3 Relaxation under bounded initial excess mass
As in the previous section, we begin by collecting the ingredients that we will use to prove the relaxation estimate under the assumption of bounded initial excess mass, cf. (1.13) of Theorem 1.1. With these ingredients in hand, the proof of (1.13) follows easily. The proofs of the supporting lemmas are given in Subsection 3.3.
As in Section 2, we work throughout Section 3 under the assumption (1.9).
Parabolic estimates for V
In the duality argument for V, we will need that solutions of the fourth order equation on a time-dependent domain satisfy the same estimates as on the half-line. It is in order to show this that one needs Schauder theory, to treat the motion perturbatively. Motion of the boundary at rate t 1 2 (on large temporal scales) would be critical; in our application, it is sufficient to take t 
where ψ satisfies ψ ∞ ≤ 1. There holds
As is clear from the proof, it suffices to take Λ large with respect to C 4 1 .
3.2 Nonlinear ingredients and proof of (1.13)
As in Section 2, an important observation is the following Nash-type inequality.
Lemma 3.3 (Nash's inequality).
There holds
In analogy to the case of first moments, we momentarily fix a time horizon T ∈ (0, ∞) and defineV
From (3.7) we deduce control on the energy gap E in terms ofV.
Lemma 3.4. The energy gap is bounded above by
It remains to controlV. As in the previous section, we first derive an auxiliary dissipation estimate. We now turn to the duality argument for control ofV. 
Proofs of auxiliary results
Proof of Lemma 3.3. We want to estimate E via (1.17). Using (1.18) and (2.17) (applied to f c ), we obtain
For the gradient term we infer
By (1.17), these two estimates yield (3.7).
The proof of Lemma 3.4, which is part of Nash's classical approach to heat kernel bounds, is analogous to the proof of Corollary 2.3 and we omit it.
Proof of Lemma 3.5. For any 2 3 < γ ≤ 1, we proceed as in the proof of Lemma 2.6 (substituting (3.8) instead of (2.10)) to obtain
Optimization in τ gives (3.9).
Proof of Proposition 3.6. We begin with a rough bound on the motion of zeros.
Lemma 3.7. For any 0 ≤ t ≤ T , there holds
Proof of Lemma 3.7. Let η : R → [0, 1] be a compactly supported cut-off function such that
We write
Since L ≫ 1 yields
we can absorb the second right-hand side term and deduce
We now use the Cauchy-Schwarz inequality and duality to estimate
We obtain (3.11) via optimization of (3.12) in L subject to L ≫ 1.
Using this information, we will introduce a simpler stand-in for V. We start by introducing the (T -dependent) curves
(3.13)
Here C 1 ∈ (0, ∞) is a fixed constant chosen large enough with respect to the implicit constant in (3.11) so that
for any Λ (in the definition of γ − ) and we fix Λ ∈ [1, ∞) to be the value (belonging to the constant C 1 above) from Proposition 3.1. We now introduce for given T the functional
We can think of V as approximating the excess mass in the following sense. V + 1.
On the other hand, the second inequality in (3.16) follows from
We will establish the estimates on (−∞, γ − ); the estimates on (γ + , ∞) are analogous. Using duality, we write
For simplicity of notation we drop the minus and write γ instead of γ − for the rest of the proof. Let ζ satisfy (3.1). We compute
It suffices to show for some δ ∈ (0, 1). Then (3.16) implies (3.10). Again we refer to the cases T ≥ 2 and general T as "large time" and "order one times," respectively.
Term I 1 : For the first term, we begin by considering T ≥ 2. We estimate
where C is a generic, universal constant (depending only on G) and we have used exponential tails of v cx order one away from c and the uniform distance between c and γ − afforded by (3.14) . Integrating in time, we obtain
For the terminal layer [T − 1, T ], we note
from which we deduce
For order one times, we use (3.17) to obtain
Term I 2 : We estimate as in (2.24) and (2.26) above to obtain
For T ≥ 2, we use the bound
For order one times, we use the simpler estimate
Term I 3 : For this first boundary term, we estimate
For order one times, we use the simplistic estimates
For T ≥ 2, the same estimates suffice for the terminal layer (T − 1, T ). For the integral over (0, T − 1), we argue as in (2.19), now using (2.18), (3.11), and (3.13) to derive
Again recalling (1.19), we conclude
We then integrate (cf. (3.20)): 
We first consider the case T ≥ 2. Integrating in time, we estimate
In case T 1, we estimate 
Proofs of parabolic estimates
In this section we prove Propositions 2.1 and 3.1. The former is standard but we include it for completeness. The latter requires estimates on a domain with moving boundary; we refer to the comments in Section 3.1. We will always assume the necessary spatial and temporal decay conditions on the solution and data so that the solution of the partial differential equation is uniquely determined.
Proof of the parabolic estimates for M
In this subsection we will prove Proposition 2.1. We set G ′′ (1) = 1 for notational simplicity.
Proof of Proposition 2.1. We begin with an odd reflection of ψ and then solve the problem on R via Fourier transform in space. The Fourier transformζ satisfieŝ
The solution ζ can be expressed as
where H (2) is the (second order) heat kernel and H (4) the biharmonic heat kernel, i.e. the fundamental solution of u t = −u xxxx . The heat kernel
yields the estimates Using ψ x ∞ ≤ 1 and the estimates (4.1) and (4.2) for H (2) and H (4) , we estimate
1 H
By putting further derivatives on H (2) or H (4) , we obtain (2.3) to (2.6). For (2.7) we note that from (2.1) and the previous estimates it follows that
(T − t) 3 4 and
Using ζ(x = 0) = 0, we obtain
On the one hand, |v c − v| dx |c| follows readily from the properties of v. On the other hand |x||v c − v| dx c 2 + |c| follows by considering the cases c 1 and c ≪ 1 (and the properties of v).
Proof of the parabolic estimates for V
In this subsection we prove Proposition 3.1. It is convenient to introduce the following notation.
Notation 4.1. We will set G ′′ (1) = 1 for simplicity. Also we will use · to denote · ∞ and define u, v := max{ u , v }.
In addition we will denote by u kx for k ∈ {5, 6, 7, 8} the k-th partial derivative of u with respect to x. Finally, we set
Our approach is to transform (3.1) onto the half-line and treat the resulting advection term perturbatively, i.e., as a right-hand side term, cf. (4.10). As usual, one splits the transformed problem into one taking care of the initial data (Lemma 4.2) and one taking care of the right-hand side (Lemma 4.3).
Lemma 4.2. Let v satisfy
For the proof of Lemma 4.3, which is optimal in terms of scaling, the simple semigroup estimates of Proposition 2.1 or Lemma 4.2 are not sufficient, and we appeal instead to Schauder theory in the form of Proposition 4.5, below. 
τ g xxxx , g xx , g t t≥τ + g t≥τ .
(4.8)
Corollary 4.4. For u and g as in Lemma 4.3, we have that
We prove Lemmas 4.2-4.3 and Corollary 4.4 below after first showing how Proposition 3.1 may be deduced from these results.
Proof of Proposition 3.1. Transforming in time and space viaζ(t, x) = ζ(T − t, γ(t) − x), ψ(x) = ψ(γ(t)− x) (and dropping the hats) leads in place of (3.1) to the transformed problem (4.12)
We note that using elementary interpolation (as in the proof of (A.2)), it is enough to prove
To this end we write ζ = u + v with u satisfying (4.7) for g given by (4.11) and v satisfying (4.5). According to the triangle inequality, (4.9), and (4.6), it suffices to establish
where ≪ means that the left-hand side can be made smaller than any multiple of the righthand side by choosing Λ sufficiently large. Using definition (4.11), we observe that it suffices to show
which follows for Λ sufficiently large with respect to C 4 1 from
It remains to establish the auxiliary results. The proof of Lemma 4.2 is straightforward.
Proof of Lemma 4.2.
We deduce (4.6) using
together with (4.5) and the triangle inequality. To establish (4.14), we use odd reflection and proceed as in the proof of Proposition 2.1. Note that we can bound higher order derivatives by estimating just as we did for the lower order derivatives.
For the proof of Lemma 4.3, we cannot use reflection since g x does not vanish at the origin. Instead, we will use the following half-line Schauder estimates.
Proposition 4.5 (Schauder estimates
Then u satisfies Although Proposition 4.5 may be well-known, we are not aware of a proof in the literature for the seminorm defined by (1.21) ; hence we include a proof in Appendix B. Estimates on the half-space (which are related to those above but not sufficient for our application) are found already in the work of Solonnikov; cf. [14, (3.1)-(3.6) ].
We now turn to the application. g t≥τ (4.17) and the higher order estimate
Here and below, we use the notation
We begin by showing how (4.17) and (4.18) lead to the result and then proceed to prove the estimates.
Step 1: Using (4.17)-(4.18) and interpolation (cf. Lemma A.2), we deduce
g t≥τ . Indeed, we observe on the one hand
and on the other hand
For the second order term we estimate
Step 2: To obtain the lower order estimate (4.17), let g be extended by even reflection to the line. It is enough to derive an estimate on the even function w satisfying
since w x satisfies (4.7). Using Duhamel's principle, we rewrite w as
As in the proof of Lemma 4.2 (noting that now g instead of g x is bounded), we observe that
g t≥τ , and hence (4.17).
Step 3: To establish (4.18), letη : R → [0, 1] be a smooth cutoff function withη(s) = 0 for all s ≤ 1 andη(s) = 1 for all s ≥ 2 and define η :
and the right-hand side of the differential equation is compactly supported backward in time. According to Proposition 4.5, we have the estimate
which implies (4.18).
Proof of Corollary 4.4.
We note that tu t − u satisfies
Combining ( For example, we employ estimates such as
Choosing δ sufficiently small to absorb the first summand on the right-hand side of (4.25) and controlling the second summand by (4.8), one obtains from (4.24) the estimate (4.9).
A Interpolation estimates
In this section we show the interpolation inequalities that were essential in Subsection 4.2. We remind the reader of the definitions (4.4), (4.19). 
Proof. To deduce (A.1), we write u as its forward (anticipating) temporal convolution on scale δτ plus the difference: u = η * u + (u − η * u). Differentiating and using the triangle inequality, we obtain for t ≥ τ that
Similarly, forward spatial convolution on scale h yields for t ≥ τ that
and
Combining (A.6), (A.7) for h = (δτ) u .
The proof of (A.3) is similar and we omit it. For (A.4), we first consider for t ≥ τ and s ≥ 0 the temporal estimate
The spatial part is estimated by
To see this, we use
and distinguish cases. For |z| ≤ 1 we obtain
The analogous estimate for |z| > 1 gives
For (A.5) we note that using forward spatial convolution on scale h gives
Optimization in h yields
and hence
From here we deduce For the spatial part, we obtain 
B Proof of Proposition 4.5
In this section we will prove Proposition 4.5. As usual, Schauder theory for a half space can be split into Hölder estimates on the whole space (Step 1) and Hölder estimates for inhomogeneous boundary data but vanishing right-hand side (Step 3). Both estimates will rely on representation by a kernel: the (translation invariant) heat kernel and the Poisson kernel, respectively. The latter can be explicitly recovered from the heat kernel in the usual way. Here, we will use that the heat kernel behaves like the usual (second order) heat kernel for large times, but like the "biharmonic heat kernel" for small times. Both scaling behaviors are important in order to catch the crossover in the Carnot-Carathéodory distance entering the Hölder norm (cf. (1.21) ). All this will be used first to get maximal regularity on the level of the time derivative. In order to capture u xxxx and u xx individually, this information is then postprocessed by (one-dimensional and thus elementary) elliptic theory. Splitting f as
we observe that it is sufficient to show (4.16) for solutions of        u t − u xx + u xxxx = f on t ∈ R, x ∈ (0, ∞), u = u xx = 0 for t ∈ R, x = 0, (B.1) for the two cases (i) f (t, x = 0) = 0 and (ii) f (x, t) = f (t).
For the first case, an odd reflection leads to a well-behaved problem on the line. In the second case, we take a primitive F of f and consider w := F − u, which satisfies              w t − w xx + w xxxx = 0 on t ∈ R, x ∈ (0, ∞), w = F for t ∈ R, x = 0, w xx = 0 for t ∈ R, x = 0.
We will now develop the necessary estimates for u in case (i) and w in case (ii).
To show (B.12), we note |(u t − f )(t, 0) − (u t − f )(0, 0)| ≤ 
