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TRANSCENDENCE OF THE SERIES GENERATED BY A
GENERALIZED RUDIN-SHAPIRO SEQUENCE
EIJI MIYANOHARA
Abstract. In this article, first we generalize the Rudin-Shapiro se-
quence by means of counting digit pattern (This sequence is not nec-
essarily an automatic sequence). Next we show that, if the generalized
Rudin-Shapiro sequence is not periodic, then no arithmetic subsequence
of the generalized Rudin-Shapiro sequence is periodic. We give the si-
multaneous recursively word definition of the generalized Rudin-Shapiro
sequence. We apply the transcendence measures criterion established by
Adamczewski-Bugeaud [AB2] to find that, the series generated by an
arithmetic subsequence of the non-periodic generalized Rudin-Shapiro
sequence gives a Liouville number or an S-number or T -number. We
also define two infinite matrix products from the simultaneous recur-
sively word definition of the generalized Rudin-Shapiro sequence. We can
regard the two infinite matrix products as generalizations of the infinite
product studied in [AmV1], [AmV2], [Ta]. We study the transcendence
of the power series generated by the two infinite matrix products by
using the generalized Rudin-Shapiro sequence’s properties.
1. Introduction
First, we introduce our previous investigation [Mi1]: Let k ∈ N such that
2 ≤ k. We define the k-adic expansion of non-negative integer n as follows:
n =
∑
q=0
sn,qk
q,(1.1)
where 0 ≤ sn,q ≤ k − 1. For any integer s in {1, . . . , k − 1} and any non-
negative integer y, we define the counting function d(n; sky) as follows;
d(n; sky) :=
{
1 there exists an integer q such that sn,qk
q = sky
0 Otherwise
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Let L ∈ N such that 2 ≤ L. Let µ : {1, . . . , k− 1}×N −→ {0, 1, . . . , L− 1}.
We define (a(n))∞n=0 as
a(n) ≡
∞∑
y=0
k−1∑
s=1
µ(s, y)d(n; sky) (mod L),(1.2)
where 0 ≤ a(n) ≤ L−1 and a(0) = 0. We call (a(n))∞n=0 a generalized Thue-
Morse sequence of type (L, k, µ), abbreviated as the (L, k, µ)-TM sequence.
We proved the following theorem,
Theorem 1.1 (Mi1). Let (a(n))∞n=0 be an (L, k, µ)-TM sequence. Let β ≥ L
be an integer. If there is not an integer A such that
µ(s, A+ y) ≡ µ(1, A)sky (mod L)(1.3)
for all s with 1 ≤ s ≤ k − 1 and for all y ∈ N, then
∑∞
n=0
a(N+nl)
βn+1
( for all
N ≥ 0 and for all l > 0 ) is a transcendental number.
One can find an uncountable quantity of transcendental numbers related
the k-adic expansion of non-negative integer. Moreover, if an (L, k, µ)-TM
sequence is non-periodic, any arithmetical subsequence (a(N + ln))∞n=0 of
the (L, k, µ)-TM sequence gives a transcendental number. This theorem is
proved by using the infinite product
∏∞
y=0(1 +
∑k−1
s=1 exp
2pi
√−1µ(s,y)
L
zsk
y
),
which can be regarded as the generating function of the (L, k, µ)-TM se-
quence.
On the other hand, Tachiya [Ta] investigated the transcendence of infinite
products which include the infinite product
∏∞
y=0(1+
∑k−1
s=1 exp
2pi
√−1µ(s,y)
L
zsk
y
).
Now we introduce the special case of the investigation [Ta], which is deeply
related with Theorem 1.1; For an algebraic number α, ||α|| denotes the max-
imum of the denominator of α and of the maximum value of the complex
conjugates of α. Let K be an algebraic number field. Set
Φ0(z) :=
∞∏
y=0
(
1 +
k−1∑
s=1
as,yz
sky
)
where as,y ∈ K with log ||as,y|| = O(k
y). Let α be an algebraic number with
0 < |α| < 1 and 1 +
∑k−1
s=1 as,yα
sky 6= 0 (∀y ∈ N). Tachiya [Ta] proved the
following result (see Theorem 1 and Theorem 6 (ii) in [Ta]),
Theorem 1.2 (Ta; Theorem 1 and Theorem 6). If Φ0(α) is an algebraic
number, then
as,y = 0
for every large y and 1 ≤ s ≤ k − 1, or
as,y = ζ
sky
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for every large y and 1 ≤ s ≤ k − 1, where ζ is a root of unity.
Tachiya proved Theorem 1.2 by applying inductive method in [DN] to
the infinite product Φ0(z). Recently, Amou and Va¨a¨na¨nen [AmV1], [AmV2]
investigated the quantitative version of this result and the algebraic inde-
pendence of a class of infinite products.
Now we explain the relation between Theorem 1.1 and Theorem 1.2: One
can deduce from the investigation [Ta] of Φ0(z)’s rationality that the pe-
riodic condition of an (L, k, µ)-TM sequences (1.3). However, the periodic
condition of the arithmetical subsequence of an (L, k, µ)-TM sequence does
not seem to follow from this investigation [Ta]. On the other hand, if
(as,y)0≤y,1≤s≤k−1 takes its values only in {1, exp
2pi
√−1
L
, · · · , exp 2pi
√−1L−1
L
},
one can deduce from the non-periodic condition of the arithmetical subse-
quence of an (L, k, µ)-TM sequence that the transcendence of the following
formal power series;
Φ0,N,l(z) =
∞∑
n=0
bN+lnz
n,
where Φ0(z) =:
∑∞
n=0 bnz
n. Moreover, if (a(n))∞n=0 takes its values only in
{1, 0} and (as,y)0≤y,1≤s≤k−1 takes its values only in {1,−1}, Theorem 1.1 and
Theorem 1.2 give each other new transcendental numbers. For instance, for
any integer β > 1, the series
∑∞
n=0 bN+lnβ
n, which does not satisfy the
condition Theorem 1.2, gives a transcendental number. The approaches of
Theorem 1.1 and Theorem 1.2 are different. Theorem 1.1 rests on the com-
binatorial approach by Adamczewski, Bugeaud, Luca [AdBL]. On the other
hand, Theorem 1.2 rests on Mahler method (functional equation) [DN], [LP],
[N]. Therefore, Theorem 1.1 can be regarded as a combinatorial analogy of
Theorem 1.2. In this way, Mahler method and the combinatorial approach
often give the analogous results of these arguments or the same argument
(For instance, Theorem 7 in [MortM] and Example 1.3.1 in [N]).
In this article, first we generalize the Rudin-Shapiro sequence, which is the
famous automatic sequence. This sequence is not necessarily an automatic
sequence (See Remark 2.4 in section 2 and Remark 4.6 in section 5). Next
we give a generalization of Theorem 1.1. We also define an infinite matrix
product by the generalized Rudin-Shapiro sequence. Finally, we study the
transcendence of the power series generated by the two infinite matrix prod-
ucts by using the generalized Rudin-Shapiro sequence’s properties. Those
results gives and suggests a generalization of Theorem 1.2.
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2. Generalized Rudin-Shapiro sequence and Main Results
Now we introduce the Rudin-Shapiro sequence by three definitions; First,
we give the digital definition of Rudin-Shapiro sequence. (cf. [AlS3], [Fo].)
The Rudin-Shapiro sequence (r(n))∞n=0 is defined by using occurrences of
digital pattern as follows:
r(n) :=


1 The number of occurrences of 11 in the
base 2 representation of n is odd.
0 Otherwise.
Next we give the simultaneous recursively word definition of Rudin-Shapiro
sequence (cf. [Ab]. See also [Fo].) Let {0, 1}∗ be the free monoid generated
by {0, 1}. We define a word morphism f from {0, 1}∗ to {0, 1}∗ by
f(0) = 1, f(1) = 0.
Let A0 = 0, B0 = 0. We define the 2
n+1 length words An+1 and Bn+1
recursively as
An+1 := AnBn,
Bn+1 := Anf(Bn).
A∞ := limn→∞An is also the Rudin-Shapiro sequence.
Finally, we give the generating function of Rudin-Shapiro sequence (Known
as Rudin-Shapiro polynomial. cf. [Ab]). Let z be a complex variable. Let
P0(z) = 1, Q0(z) = 1.We define the 2
n+1−1degree polynomials Pn+1(z) and
Qn+1(z) recursively as
Pn+1(z) := Pn(z) + z
2nQn(z),
Qn+1(z) := Pn(z)− z
2nQn(z).
We can regard P∞(z) := limn→∞ Pn(z) = limn→∞Qn(z) as the generating
function of Rudin-Shapiro sequence. From the recursive definition of P∞(z),(
P∞(z)
P∞(z)
)
has the following infinite matrix product representation;
(
P∞(z)
P∞(z)
)
=
∞←−∏
n=0
(
1 z2
n
1 −z2
n
)(
1
1
)
:=
∞
lim
n=0
(
1 z2
n
1 −z2
n
)
· · ·
(
1 z
1 −z
)(
1
1
)
.
Remark 2.1. [AlRB, Ni] The generating function P∞(z) of Rudin-Shapiro
sequence satisfies the following famous functional equation (see Example
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5.1.6 in [Ni]), (
P∞(z)
P∞(−z)
)
=
(
1 z
1 −z
)(
P∞(z2)
P∞(−z2)
)
.
Set P∞(z) = 1 +
∑∞
n=1 bnz
n. From iterating this functional equation (Note
this matrix whose entries are polynomials in z of degree less than 2.), for
any integer M > 0, the coefficient bn with 0 ≤ n ≤ 2
M − 1 is determined by
the following equation,(
1 +
∑2M−1
n=1 bnz
n
1 +
∑2M−1
n=1 (−1)
nbnz
n
)
=
(
1 z
1 −z
)
· · ·
(
1 z2
M−1
1 −z2
M−1
)(
1
1
)
.
Therefore, the generating function P∞(z) of Rudin-Shapiro sequence has
the following infinite matrix product representation;(
P∞(z)
P∞(−z)
)
=
∞−→∏
n=0
(
1 z2
n
1 −z2
n
)(
1
1
)
:=
∞
lim
n=0
(
1 z
1 −z
)
· · ·
(
1 z2
n
1 −z2
n
)(
1
1
)
.
The infinite matrix product representation of the k-automatic sequence’s
generating function was investigated in [AlRB].
Now we generalize the Rudin-Shapiro sequence by focusing the occur-
rences of digital pattern definition. More precisely, we generalize the pattern
sequence modulo L. (See the definition of pattern sequence [AlS1], [AlS3],
[MortM], [ST], [U1], [U2]); Let 2 ≤ d be an integer and 0 · · ·0 6= P =
p1p2 · · · pd ∈ {0, 1, · · · , k − 1}
d be a pattern. For any non-negative integer
y, we define the counting function d(n; pdk
y + · · ·+ p1k
y+d−1) as follows,
d(n; pdk
y + · · ·+ p1k
y+d−1) :=


1 there exists an integer q such that,
sn,qk
q + · · ·+ sn,q+d−1kq+d−1
= pdk
y + · · ·+ p1k
y+d−1.
0 Otherwise.
Let µ : N −→ {0, 1, . . . , L− 1}. We define (a(n))∞n=0 as
a(n) ≡
∞∑
y=0
µ(y)d(n; pdk
y + · · ·+ p1k
y+d−1) (mod L),
where 0 ≤ a(n) ≤ L − 1 and a(0) = 0. We call (a(n))∞n=0 a generalized
Rudin-Shapiro sequence of type (L, k, P, µ), abbreviated as the (L, k, P, µ)-
RS sequence. We prove the following theorem.
Theorem 2.2. Let (a(n))∞n=0 be an (L, k, P, µ)-RS sequence. Let β ≥ L be
an integer. If there is not an integer A such that
µ(y) = 0 (mod L)
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for any A ≤ y ∈ N, then
∑∞
n=0
a(N+nl)
βn+1
( for all N ≥ 0 and for all l > 0 ) is
an S-, T -, or Liouville number.
This theorem is a generalization of Theorem 1.1 for the (L, k, P, µ)-RS
sequence. This theorem is also a generalization of corollary of Theorem 8 in
[MortM] for the case that non-k-automatic sequence and the arithmetic sub-
sequence. Therefore, we give the simultaneous recursively word definition of
an (L, k, P, µ)-RS sequence for computing the complexity of the (L, k, P, µ)-
RS sequence in section 4. Furthermore, by this word definition, we establish
the correspondence of the sequence generated by the occurrences of digital
pattern, the simultaneous recursively word and the power series generated
by the infinite matrix product. This correspondence gives the widely gen-
eralization of the three definitions of the Rudin-Shapiro sequence in this
section.
Remark 2.3. ([Bu2]) Let ζ be a real number. Let wn(ζ) be the supremum of
the real numbers w for which there exist infinitely many integer polynomials
R(x) of degree at most n satisfying
0 < |R(ζ)| ≤
1
H(R)w
where R(x) = c0 + c1x+ · · ·+ cnx
n and H(R) = max{|ci| | 0 ≤ i ≤ n}. Set
w(ζ) := lim∞n=1 sup
wn(ζ)
n
. We say that ζ is an
A-number, if w(ζ) = 0;
S-number, if 0 < w(ζ) < +∞;
T -number, if w(ζ) = +∞ and wn(ζ) < +∞ for any 1 ≤ n;
U -number, if w(ζ) = +∞ and wn(ζ) = +∞ for 1 ≤ ∃n.
Especially, we say that ζ is a Liouville number, if w(ζ) = +∞ and w1(ζ) =
+∞.
Remark 2.4. If a map µ is non-periodic, then the (L, k, P, µ)-RS sequence
(a(n))∞n=0 is not a k-automatic sequence; Assume that (a(n))
∞
n=0 is a k-
automatic sequence. Therefore, there exists an integerM such that {(a(ken+
j))∞n=0 | 0 ≤ e, 0 ≤ j ≤ k
e − 1} = {(a(ken + j))∞n=0 |0 ≤ e ≤ M, 0 ≤ j ≤
ke−1}. Thus, there exist integers e with 0 ≤ e ≤M and j with 0 ≤ j ≤ ke−1
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such that,
a(kM+1n) = a(ken+ j).(2.1)
Substitute 0 for n, we have a(j) = 0. Let y be any integer in N. Substitute
pdk
y+d+1 + · · ·+ p1k
y+2d−1 for n, we have
µ(M + 2 + d+ y) = a(kM+1(pdk
y+d+1 + · · ·+ p1k
y+2d)) = a(ke(pdk
y+d+1 + · · ·+ p1k
y+2d) + j)
(2.2)
= a(ke(pdk
y+d+1 + · · ·+ p1k
y+2d)) + a(j) = µ(e+ 1 + d+ y).
From (2.2), the map µ has period M − e+ 1.
Example 2.5.
n =
∑
q=0
sq3
q
where 0 ≤ sq ≤ 2. We define the sequence (a(n))
∞
n=0 as follows,
a(n) :=


1 The number q, which is a square and
sq3
q + sq+13
q+1 = 2× 3q + 1× 3q+1, is odd.
0 Otherwise.∑∞
n=0
a(3+5n)
βn+1
= 0.00010000 · · · · · · is an S-, T -, or Liouville number, where
β ≥ 2 is an integer.
We also prove the transcendence of the power series generated by the in-
finite matrix product as follows: Let f(z) =
∑∞
n=0 bnz
n and has the following
infinite matrix product representation;(
f(z)
f(z)
)
=
∞←−∏
y=0
(
1 z2
y
1 µ(y)z2
y
)(
1
1
)
.
where µ(y) ∈ {1,−1} with #{y | µ(y) = −1} =∞.
Corollary 2.6.
∑∞
n=0
bN+ln
βn+1
( for all N ≥ 0 and for all l > 0 ) is an S-, T -,
or Liouville number, where β ≥ 2 is an integer.
From
(Φ0(z)) =
∞∏
y=0
(
1 +
k−1∑
s=1
as,yz
sky
)
(1) ,
this corollary can be regarded as a generalization of Theorem 1.2 for the
infinite matrix product.
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Moreover, We investigate the transcendence of the power series generated
by the another following infinite matrix product,

f0(z)
g1(z)
...
gd−1(z)

 =
∞−→∏
y=0
By(z
ky)


1
1
...
1

 .
where f0(z), g1(z) · · · gd−1(z) ∈ C[[z]] and By(z) (y ≥ 0) is a matrix whose
entries are polynomials in z of degree less than k with coefficients in C. This
infinite matrix product has the functional equation of the natural extension
of Tachiya’s infinite product; For any integer m ≥ 0, we set

f0,m(z)
g1,m(z)
...
gd−1,m(z)

 =
∞−→∏
y=m
By(z
ky−m)


1
1
...
1

 .
Then this infinite matrix product has the following functional equation,

f0,0(z)
g1,0(z)
...
gd−1,0(z)

 = B0(z) · · ·Bm−1(zkm−1)


f0,m(z
km)
g1,m(z
km)
...
gd−1,m(zk
m
)

 .
We state the following corollary in section 6.
Corollary 2.7. The series f0(z) =
∑∞
n=0 a(n)z
n has the following another
inifinite product, (
f0(z)
g0(z)
)
=
∞−→∏
y=0
Ay(z
ky)
(
1
1
)
.
where Ay(z) ∈
{(
1 + z 0
1− z 0
)
,
(
1 z
1 −z
)}
.
Moreover, #
{
y | Ay(z) =
(
1 z
1 −z
)}
=∞. Then
∑∞
n=0 a(N + nl)/b
n is an
S-, T -, or Liouville number.
This corollary also can be regarded as a generalization of Theorem 1.2
for the infinite matrix product.
3. Non-periodicity of (L, k, P, µ)-RS sequences
First, we introduce the some definitions and lemma for the non-periodicity
of an (L, k, P, µ)-RS sequence; Let (a(n))∞n=0 be a sequence with values in C.
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(a(n))∞n=0 is called ultimately periodic if there exist non-negative integers
N and l > 0 such that
a(n) = a(n+ l) ( for all n ≥ N).(3.1)
An arithmetical subsequence of (a(n))∞n=0 is defined to be a subsequence
such as (a(N + tl))∞t=0, where N ≥ 0 and l > 0.
Definition 3.1. Let (a(n))∞n=0 be a sequence with values in C. The sequence
(a(n))∞n=0 is called everywhere non-periodic if no arithmetical subsequence
of (a(n))∞n=0 takes on only one value.
Lemma 3.2. (a(n))∞n=0 is everywhere non periodic if and only if no arith-
metical subsequence of (a(n))∞n=0 is ultimately periodic.
The proof of this lemma is found in [Mi1] (see Corollary 1 in [Mi1]).
The next lemma is the key Lemma to consider the non-periodicity of the
arithmetical subsequence of an (L, k, P, µ)-RS sequence.
Lemma 3.3. For any non-negative integers k > 1 and n, we define the
k-adic expansion of non-negative integer n as follows:
n =
∑
q=0
sn,qk
q,
where 0 ≤ sn,q ≤ k − 1. Set qn,min := min{q |sn,q 6= 0}. If l and t be a
non-negative integer, then there exists an integer x such that
sxl,qxl,min = 1 and sxl,q = 0(3.2)
for any integer q with qxl,min < q < qxl,min + t.
Furthermore, if t′ is another non-negative integer, then there exists an in-
teger X such that
qxl,min = qXl,min, sXl,qXl,min = 1, and sXl,q = 0(3.3)
for any integer q with qXl,min < q < qXl,min + t
′.
The proof of this lemma is found in [Mi1] (see Lemma 4 in [Mi1]).
Now we prove the following theorem.
Theorem 3.4. Let (a(n))∞n=0 be an (L, k, P, µ)-RS sequence. The sequence
(a(n))∞n=0 is ultimately periodic if and only if there exists an integer A such
that
µ(y) = 0
for any A ≤ y ∈ N.
Moreover, if the (L, k, P, µ)-RS sequence is not ultimately periodic, then no
arithmetical subsequence of (L, k, P, µ)-RS sequence is ultimately periodic.
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Proof. For any non-negative integer k > 1 and n, let qn,max := max{q |sn,q 6=
0}. Assume that #{y | µ(y) 6= 0} = ∞ and (a(n))∞n=0 is not everywhere
non-periodic. From Lemma 3.2, there exist non-negative integers N and
l(0 < l) such that
a(N) = a(N + nl) (∀n ∈ N).(3.4)
Let P = p1p2 · · ·pd 6=
d︷ ︸︸ ︷
0 · · · 0 where pj ∈ {0, 1, · · · , k − 1} and R :=∑d−1
j=0 pj+1k
d−1−j . By Lemma 3.3 and the assumption of µ(y), there exists
an integer x such that
µ(qxl,min) 6= 0, qN,max + d+ 1 < qxl,min, sxl,qxl,min = 1, and sxl,q = 0,(3.5)
for any integer q with qxl,min < q < qxl,min + 3d + 1 . Moreover, by Lemma
3.3, there exists an integer X such that
qxl,min = qXl,min, sXl,qXl,min = 1, and sXl,q = 0,(3.6)
for any integer q with qXl,min < q < qXl,min + 2d + 1 + Rxl. From the
uniqueness of k-adic expansion of natural numbers, and (3.4), we get
a(kntl) = 0 for all n ≥ qN,max + d+ 1, for all t > 0.(3.7)
We consider the following two cases 1 and 2.
CASE 1; p1 6= 0.
Let U := p1k
d−1 and W := R − U . The base k representations of Uxl
and WXl are as follows,
Uxl = · · · 0 · · ·0︸ ︷︷ ︸
2d+1
p1 0 · · ·0︸ ︷︷ ︸
qxl,min+d−1
,(3.8)
WXl = · · · 0 · · · 0︸ ︷︷ ︸
d+Rxl+2
p2 · · · pd 0 · · · · · · · · ·0︸ ︷︷ ︸
qxl,min
.(3.9)
By the definitions of Uxl andWXl, the base k representation of (Ux+WX)l
is as follows,
(Ux+WX)l = · · · 0 · · ·0︸ ︷︷ ︸
2d+1
p1p2 · · · pd 0 · · ·0︸ ︷︷ ︸
qxl,min
.(3.10)
By (3.7), the definitions of Uxl, WXl and (Ux+WX)l, we get
a(Uxl) = 0,(3.11)
a(WXl) = 0,(3.12)
a((Ux +WX)l) = 0.(3.13)
TRANSCENDENCE OF THE SERIES GENERATED BY A GENERALIZED RUDIN-SHAPIRO SEQUENCE11
From (3.5), (3.6), (3.8)-(3.13) and µ(y) 6= 0, we have P = p10 · · ·0.
Let T1 := p1k
d. Then the base k representations of Rxl and TXl are as
follows,
Rxl = · · · 0 · · ·0︸ ︷︷ ︸
2d+1
p1 0 · · ·0︸ ︷︷ ︸
qxl,min+d−1
,(3.14)
T1Xl = · · · · · · 0 · · ·0︸ ︷︷ ︸
d+Rxl+1
p1 0 · · · 0︸ ︷︷ ︸
qxl,min+d
.(3.15)
By the definitions of Rxl and T1Xl, the base k representation of (Rx+TX)l
is as follows
(Rx+ T1X)l = · · · 0 · · ·0︸ ︷︷ ︸
2d
p1p1 0 · · ·0︸ ︷︷ ︸
qxl,min+d−1
.(3.16)
From (3.7) and the definition of T1Xl, we get
a(T1Xl) = 0,(3.17)
a((Rx+ T1X)l) = 0.(3.18)
On the other hands, by (3.5), (3.6), (3.14)-(3.18) and p1 6= 0, we have
µ(y + 1) = 0.(3.19)
Let Ts := p1k
d+s−1. From the base k representations of Tsxl, Ts+1Xl and
the process of (3.14)-(3.19), we have
µ(y + s) = 0.(3.20)
for any integer s > 0. This contradicts the fact #{y | µ(y) 6= 0} =∞.
CASE 2; p1 = 0.
Let J := min{j|pj 6= 0}. We put Q :=
∑2d−1−J
i=d−J k
i.
Rxl = · · · 0 · · ·0︸ ︷︷ ︸
2d+1
pJ · · · pd 0 · · ·0︸ ︷︷ ︸
qxl,min
,(3.21)
QXl = · · · · · · 0 · · · 0︸ ︷︷ ︸
Rxl+d
1 · · ·1︸ ︷︷ ︸
d
0 · · ·0︸ ︷︷ ︸
qxl,min+d−J+1
.(3.22)
By the definitions of Rxl and QXl, the base k representation of (Rx+QX)l
is as follows,
(Rx+QX)l = · · · · · · 0 · · ·0︸ ︷︷ ︸
Rxl+d
1 · · ·1︸ ︷︷ ︸
d
pJ · · ·pd 0 · · ·0︸ ︷︷ ︸
qxl,min
(3.23)
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By (3.7), the definitions of Rxl, QXl and (Rx+QX)l, we get
a(Rxl) = 0,(3.24)
a(QXl) = 0,(3.25)
a((Rx+QX)l) = 0.(3.26)
By (3.5), (3.6), (3.21)-(3.26), we have µ(qxl,min) = 0. This contradicts the
fact µ(qxl,min) 6= 0.
Assume that #{y | µ(y) 6= 0} < +∞. Set Y := max{y | µ(y) 6= 0}. By the
definition of (a(n))∞n=0 (Note the case p1 = 0), we have
a(n) = a(n) + a(tkY+1+d) = a(n+ tkY+1+d)(3.27)
for any integers t > 0 and n with 0 ≤ n ≤ kY+1+d − 1. Therefore, the
sequence (a(n))∞n=0 is ultimately periodic. This completes the proof of The-
orem 3.1. 
4. The simultaneous recursively word definition of the
(L, k, P, µ)-RS sequences and the complexity of the
(L, k, P, µ)-RS sequences
For the analyzing the transcendence of series generated by an (L, k, P, µ)-
RS sequence, we introduce the Adamczewski-Bugeaud’s quantitative tran-
scendence criterion [AdB2] Let (a(n))∞n=0 be a sequence on {0, 1, · · · , L−1}.
For any non-negative integer m > 0 and (a(n))∞n=0, we define the complexity
function p(m, (a(n))∞n=0) as follows;
p(m, (a(n))∞n=0) = #{a(j)a(j + 1) · · ·a(j +m− 1) |j ≥ 0}
Set the subset CL of R as follows;
CL := {ζ ∈ R|there exists a base β such that
p(m, (a(n))∞n=0) = O(m) where ζ =
∞∑
n=0
a(n)
βn+1
}
Adamczewski-Bugeaud proved the following theorem by using quantitative
Subspace Theorem.
Theorem 4.1 (Combinatorial quantitative transcendental criterion [AdB2]
). Let ζ ∈ CL and ζ /∈ Q. Then ζ is an S-, T -, or Liouville number.
Now we give the simultaneous recursively word definition of an (L, k, P, µ)-
RS sequence for applying this theorem to the series in Theorem 2.2: Let
2 ≤ L ∈ N and a0, a1, · · · , aL−1 ∈ C be L distinct complex numbers. Let
{a0, a1, · · · , aL−1}
∗ be the free monoid generated by {a0, a1, · · · , aL−1}. We
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define word morphism f from {a0, a1, · · · , aL−1}
∗ to {a0, a1, · · · , aL−1}
∗ as
follows,
f(ai) = ai+1 (mod L)
f j := j times composed mapping of f and f 0 := the identity mapping. We
define the following simultaneous recursively words.
Definition 4.2. Let µ : N −→ {0, 1, . . . , L − 1} and P = p1 · · · pd be a
pattern with p1 6= 0. Let A0,0 = a0, · · ·Ad−1,0 = a0. We define the ky+1
length d words A0,y+1, · · · , Ad−1,y+1 recursively as
A0,y+1 := A0,y · · ·A0,y︸ ︷︷ ︸
p1
A1,y A0,y · · ·A0,y︸ ︷︷ ︸
k−p1−1
,
A1,y+1 := A0,y · · ·A0,y︸ ︷︷ ︸
p1
A1,y A0,y · · ·A0,y︸ ︷︷ ︸
p2−p1
A2,y A0,y · · ·A0,y︸ ︷︷ ︸
k−p2−1
,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ,
As,y+1 := A0,y · · ·A0,y︸ ︷︷ ︸
p1
A1,y A0,y · · ·A0,y︸ ︷︷ ︸
ps+1−p1−1
As+1,y A0,y · · ·A0,y︸ ︷︷ ︸
p2−ps+1−1
A2,y A0,y · · ·︸ ︷︷ ︸,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ,
Ad−1,y+1 := A0,y · · ·A0,y︸ ︷︷ ︸
p1
A1,y A0,y · · ·A0,y︸ ︷︷ ︸
pd−p1−1
fµ(y)(Ai,y)A0,y · · ·︸ ︷︷ ︸,
where 0 ≤ i ≤ d − 1 and Ai,y replace As+1,y, if ps+1 = pi for some i with
1 ≤ i ≤ s. (The word As,y+1 is defined the word that As−1,y+1’s ps+1+1-th
block Ai,y replaced by As+1,y where any s with 1 ≤ s ≤ d − 2. The word
Ad−1,y+1 is defined the word that Ad−2,y+1’s pd+1-th block Ai,y replaced by
fµ(y)(Ai,y)) A∞ := limy→∞A0,y and A∞ is called the (L, k, P, µ)-RS word
with P = p1 · · · pd.
Definition 4.3. Let µ : N −→ {0, 1, . . . , L−1} and P = 0 · · ·0︸ ︷︷ ︸
t
p1 · · · pd with
p1 6= 0. Let A0,0 = a0, · · ·At,0 = a0, A
1,0 = a0, · · ·A
d−1,0 = a0. We define the
ky+1 length d+ t words A0,y+1, · · · , At,y+1, A
1,y+1, · · ·Ad−1,y+1 recursively as
A0,y+1 := A0,y A1,y · · ·A1,y︸ ︷︷ ︸
p1−1
A1,y A1,y · · ·A1,y︸ ︷︷ ︸
k−p1−1
,
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A1,y+1 := A2,y A1,y · · ·A1,y︸ ︷︷ ︸
k−1
,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ,
At−1,y+1 := At,y A1,y · · ·A1,y︸ ︷︷ ︸
k−1
,
At,y+1 := A0,y A1,y · · ·A1,y︸ ︷︷ ︸
k−1
,
A1,y+1 := A2,y A1,y · · ·A1,y︸ ︷︷ ︸
p2−1
A2,y A1,y · · ·A1,y︸ ︷︷ ︸
k−p2−1
,
A2,y+1 := A2,y A1,y · · ·A1,y︸ ︷︷ ︸
p3−1
A3,y A1,y · · ·A1,y︸ ︷︷ ︸
k−p3−1
,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ,
As,y+1 := A2,y A1,y · · ·A1,y︸ ︷︷ ︸
ps+1−1
As+1,y A1,y · · ·A1,y︸ ︷︷ ︸
k−ps+1−1
,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ,
Ad−1,y+1 := By A1,y · · ·A1,y︸ ︷︷ ︸
pd−1
fµ(y)(Cy)A1,y · · ·A1,y︸ ︷︷ ︸
k−pd−1
.
where two words By, Cy are defined as follows; If t = 1, By := A0,y. If t > 1,
By := A2,y. If p1 6= pd, 0, Cy := A1,y. If pd = 0, Cy := A2,y. If pd = p1,
Cy := A
1,y. A∞ := limy→∞A0,y and A∞ is called the (L, k, P, µ)-RS word
with P = 0 · · ·0︸ ︷︷ ︸
t
p1 · · · pd.
Remark 4.4. For P = 0 · · · 0︸ ︷︷ ︸
t
p1 with p1 6= 0, we define the word A∞ :=
limy→∞A0,y as follows; Let A0,0 = a0, · · ·At,0 = a0, A1,0 = a0, · · ·Ad−1,0 =
a0. We define the k
y+1 length 1+t words A0,y+1, · · · , At,y+1, A
1,y+1recursively
as
A0,y+1 := A0,y A1,y · · ·A1,y︸ ︷︷ ︸
p1−1
fµ(y)(A1,y)A1,y · · ·A1,y︸ ︷︷ ︸
k−p1−1
,
A1,y+1 := A2,y A1,y · · ·A1,y︸ ︷︷ ︸
k−1
,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ,
At−1,y+1 := At,y A1,y · · ·A1,y︸ ︷︷ ︸
k−1
,
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At,y+1 := A0,y A1,y · · ·A1,y︸ ︷︷ ︸
k−1
.
A∞ := limy→∞A0,y and A∞ is called the (L, k, P, µ)-RS word with P =
0 · · ·0︸ ︷︷ ︸
t
p1.
Now we show that their definitions give the simultaneous recursively word
definition of (L, k, P, µ)-RS sequences.
Proposition 4.5. If ai = i for any i with 0 ≤ i ≤ L−1, the (L, k, P, µ)-RS
word A∞ coincides the (L, k, P, µ)-RS sequence (a(n))
∞
n=0.
Proof. We show this proposition for a pattern P = p1 · · · pd with p1 6= 0.
(The proof of this proposition for the case p1 = 0 is similarly. See also
Example 5.3 in Section 5.) By the definitions of A∞ and (a(n))
∞
n=0, we have
A0,j = 0 · · ·0︸ ︷︷ ︸
kj
= a(0)a(1) · · ·a(kj − 1),(4.1)
for any j with 0 ≤ j ≤ d− 1. We assume that the following equality holds
on j with 0 ≤ j ≤ y (From (4.1), we also assume y ≥ d− 1.),
A0,j = a(0)a(1) · · ·a(k
j − 1).(4.2)
We will show the following equality,
A0,y+1 = A0,y · · ·A0,y︸ ︷︷ ︸
p1
A1,y A0,y · · ·A0,y︸ ︷︷ ︸
k−p1−1
= a(0)a(1) · · ·a(ky+1 − 1).(4.3)
By Definitions 4.2, the (L, k, P, µ)-RS sequence (a(n))∞n=0 and (4.2), we get
A0,y = a(jk
y + 0)a(jky + 1) · · ·a(jky + ky − 1),(4.4)
where j 6= p1 with 0 ≤ j ≤ k − 1. Therefore, we only have to show the
following equality,
A1,y = a(p1k
y + 0)a(p1k
y + 1) · · ·a(p1k
y + ky − 1).(4.5)
By Definitions 4.2 and (4.2), we see
A0,y−1 = a(p1k
y + jky−1 + 0)a(p1k
y + jky−1 + 1) · · ·a(p1k
y + jky−1 + ky−1 − 1),
(4.6)
A1,y−1 = a(p1k
y + p1k
y−1 + 0)a(p1k
y + p1k
y−1 + 1) · · ·a(p1k
y + p1k
y−1 + ky−1 − 1).
(4.7)
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where j 6= p2 with 0 ≤ j ≤ k − 1. From the definition of A1,y, we only have
to show the following equality,
A2,y−1 = a(p1k
y + p2k
y−1 + 0)a(p1k
y + p2k
y−1 + 1) · · ·a(p1k
y + p2k
y−1 + ky−1 − 1).
(4.8)
Similarly the process (4.5)-(4.8), we only have to show the following equality,
Ad−1,y−d+2 = a(
d−1∑
j=1
pjk
y−j+1 + 0)a(
d−1∑
j=1
pjk
y−j+1 + 1) · · ·a(
d−1∑
j=1
pjk
y−j+1 + ky−d+2 − 1).
(4.9)
By the definition of (a(n))∞n=0 and (4.2), we obtain
A0,y−d+1 = a(
d−1∑
j=1
pjk
y−j+1 + jky−d+1 + 0)a(
d−1∑
j=1
pjk
y−j+1 + jky−d+1 + 1) · · ·
(4.10)
a(
d−1∑
j=1
pjk
y−j+1 + jky−d+1 + ky−d+1 − 1),
As,y−d+1 = a(
d−1∑
j=1
pjk
y−j+1 + psk
y−d+1 + 0)a(
d−1∑
j=1
pjk
y−j+1 + psk
y−d+1 + 1) · · ·
a(
d−1∑
j=1
pjk
y−j+1 + psk
y−d+1 + ky−d+1 − 1),
where j 6= p1, p2, · · · , pd with 0 ≤ j ≤ k−1 and ps 6= pd. From the definition
of (a(n))∞n=0, we have
a(
d−1∑
j=1
pjk
y−j+1 + pdk
y−d+1 +N) ≡ µ(y − d+ 1) + a(pdk
y−d+1 +N),
(4.11)
for any N with 0 ≤ N ≤ ky−d+1 − 1. Set Ai,y−d+1 := Ad−2,y−d+2’s pd-th
block. We have
Ai,y−d+1 = a(pdk
y−d+1 + 0)a(pdk
y−d+1 + 1) · · ·a(pdk
y−d+1 + ky−d+1 − 1).
(4.12)
From (4.10)-(4.12), we show the equality (4.9). 
Now we prove that Theorem 2.2 for a pattern P = p1 · · · pd with p1 6= 0.
(The proof of Theorem 2.2 for the case p1 = 0 is similarly.) Let m be a
non-negative integer, c1 · · · cm be any m length word in A∞ and M be an
integer with kM−1 ≤ m < kM . By Definition 4.2, we get
A∞ = A0,Mf
i1(Aj1) · · ·f
is(Ajs) · · · · · · ,(4.13)
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where is ∈ {0, 1 · · · , L − 1} and Ajs ∈ {A0,M , · · · , Ad−1,M}. Therefore, the
word c1 · · · cm is contained in the following word,
f is(Ajs)f
is+1(Ajs+1).(4.14)
Set A∞ = (a(n))
∞
n=0. By (4.14), we get
p(m, (a(n))∞n=0) ≤ L
2d2kM ≤ L2d2km.(4.15)
Furthermore, there exists a constant C, independent of m, such that
p(m, (a(N + ln))∞n=0) ≤ Cm.(4.16)
By (4.16) and Theorem 3.4, we can apply Theorem 4.1 to the series gen-
erated by any arithmetical subsequence of a non-periodic (L, k, P, µ)-RS
sequence. This proves Theorem 2.2.
Remark 4.6. The series in Theorem 2.2 includes Liouville numbers; For
instance, let the sequence (a(n))∞n=0 be a (2, 2, 11, µ)-RS sequence with
µ(y) :=
{
1 y = m! m ≥ 0,
0 Otherwise.
By the definition of (a(n))∞n=0, the prefix 2
(m+1)! word of (a(n))∞n=0 is as
follows,
(a(n))∞n=0 = Am!+1Bm!+1Am!+1Bm!+1 · · ·Am!+1Bm!+1︸ ︷︷ ︸
2(m+1)!
· · · .(4.17)
Set ζ :=
∑∞
n=0
a(n)
βn+1
. By (4.17), for sufficiently large m, we have
0 < |ζ −
pm
β2m!+2 − 1
| <
1
β2(m+1)!
<
1
(β2m!+2 − 1)
m ,(4.18)
where pm is some integer. Therefore, the series ζ is a Liouville number.
(From Theorem 2.1 or Lemma 5.1 in [AdC], the sequence (a(n))∞n=0 is not
an automatic sequence.)
Remark 4.7. From the same argument of the proof of Theorem 2.2, we
can give the following quantitative refinement of Theorem 1.1.
Theorem 4.8. Let (a(n))∞n=0 be an (L, k, µ)-TM sequence. Let β ≥ L be an
integer. If there is not an integer A such that
µ(s, A+ y) ≡ µ(1, A)sky (mod L)(4.19)
for all s with 1 ≤ s ≤ k − 1 and for all y ∈ N, then
∑∞
n=0
a(N+nl)
βn+1
( for all
N ≥ 0 and for all l > 0 ) is an S-, T -, or Liouville number.
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5. The transcendence of the power series generated by the
infinite matrix product
First, we introduce the power series generated by the infinite matrix
products related the (L, k, P, µ)-RS sequences: Let A∞ = (bn)∞n=0 be an
(L, k, P, µ)-RS word with aj = exp
2pi
√−1j
L
( for all j with 0 ≤ j ≤ L− 1 )
and #{y | µ(y) 6= 0} = ∞. Set f0(z) =
∑∞
n=0 bnz
n. Assume that a pattern
P = p1 · · · pd with p1 6= 0 and d distinct numbers p1, · · · , pd. By Definition
4.2, the generating function f0(z) has the following infinite matrix product
representation (See the proof of Lemma 11 in [Mi1]);


f0(z)
f1(z)
...
fd−1(z)

 =
∞←−∏
y=0


∑k−1
s=0,s 6=p1 z
sky zp1k
y
0 . . . . . . 0∑k−1
s=0,s 6=p1,p2 z
sky zp1k
y
zp2k
y
0 . . . . . . 0
...
...
...
. . .
...
...
...
...
... 0∑k−1
s=0,s 6=p1···pd−1 z
sky zp1k
y
zp2k
y
. . . zpd−2k
y
zpd−1k
y∑k−1
s=0,s 6=pi z
sky + exp 2piiµ(y)
L
zpdk
y
zp1k
y
zp2k
y
. . . zpd−2k
y
zpd−1k
y




1
1
...
1

 .
where fi(z) is the generating function of the word limy→∞Ai,y for any i with
0 ≤ i ≤ d− 1.
Remark 5.1. If pd = 0, the word limy→∞Ad−1,y can’t be defined. There-
fore, fd−1(z) can’t be defined as formal power series. However, the word
limy→∞A0,y can be defined. Then we can define f0(z) as formal power se-
ries. The infinite matrix product representation means the formal notation
for the formal power series generated by the simultaneous recursively equa-
tions. (See third definition of the Rudin-Shapiro sequence in Section 2.)
Similarly, for any pattern P = p1 · · · pd, we can find the infinite matrix
product representation of the generating function f0(z) of the (L, k, P, µ)-
RS word with aj = exp
2pi
√−1j
L
( for all j with 0 ≤ j ≤ L − 1 ) and
#{y | µ(y) 6= 0} =∞.
Example 5.2. Let A∞ = (an)∞n=0 be an (L, 2, 11, µ)-RS word with aj =
exp 2pi
√−1j
L
( for all j with 0 ≤ j ≤ L − 1 ) and #{y | µ(y) 6= 0} = ∞.
Let f0(z) =
∑∞
n=0 a(n)z
n. the generating function f0(z) has the following
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infinite matrix product representation;(
f0(z)
f1(z)
)
=
∞←−∏
y=0
(
1 z2
y
1 exp 2piiµ(y)
L
z2
y
)(
1
1
)
.
Example 5.3. Let A∞ = (an)∞n=0 be an (L, 3, 012, µ)-RS word with aj =
exp 2pi
√−1j
L
( for all j with 0 ≤ j ≤ L − 1 ) and #{y | µ(y) 6= 0} = ∞.
Let f0(z) =
∑∞
n=0 a(n)z
n. The generating function f0(z) has the following
infinite matrix product representation;
 f0(z)f 1(z)
f1(z)

 = ∞←−∏
y=0

1 z3y z2×3y1 0 z3y + exp 2piiµ(y)
L
z2×3
y
1 0 z3
y
+ z2×3
y



 11
1

 .
where f 1(z) (resp. f1(z)) is the generating function of the limit of the word
A1,y in Definition 4.2 (resp. A1,y in Definition 4.2).
Now we introduce Szego˝’s theorem on the natural boundary of a power
series for the transcendence of the power series generated by the infinite
matrix product.
Theorem 5.4 (Szego˝’s theorem [Di] ). If among the coefficients an of a
Taylor series f(z) =
∑∞
n=0 anz
n there are only a finite number of different
numbers, then either the sequence (an)
∞
n=0 is periodic, or else f(z) has a
unit circle as its natural boundary.
From Theorem 3.4 and Szego˝’s theorem, we get the following theorem.
Theorem 5.5. Set f0,N,l(z) :=
∑∞
n=0 bN+lnz
n. Then f0,N,l(z) is transcen-
dental over C(z).
From Theorem 2.2 and the argument of Theorem 10’s proof in [MortM],
we get the following theorem.
Theorem 5.6. Set f0,N,l(z) :=
∑∞
n=0 bN+lnz
n. Then at least one of the
series
∞∑
n=0
bjN+ln
βn
,
where 1 < β ∈ N and for 1 ≤ j ≤ L− 1, is a transcendental number.
Corollary 5.7. If L = 2, then f0,N,l(
1
β
)(1 < β ∈ N) is an S-, T -, or
Liouville number. Moreover, if L = 3, then f0,N,l(
1
β
)(1 < β ∈ N) is a
transcendental number.
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Proof. First, we prove the case L = 2. The sequence (bn)
∞
n=0 corresponds
the (2, k, P, µ)-RS sequence. We have,
∞∑
n=0
a(N + nl)
βn+1
=
1
2β − 2
−
1
2β
f0,N,l(
1
β
).(5.1)
From (5.1) and Theorem 2.2, f0,N,l(
1
β
) is an S-, T -, or Liouville num-
ber. Finally, we prove the case L = 3. The sequence (bn)
∞
n=0 corresponds
the (3, k, P, µ)-RS sequence. From the argument of Theorem 10’s proof in
[MortM], we have,
∞∑
n=0
a(N + nl)
βn+1
=
1
β − 1
−
exp 2pi
√−1
3
β exp 2pi
√−1
3
− β
∞∑
n=0
bN+ln
βn+1
+
1
β exp 2pi
√−1
3
− β
∞∑
n=0
b2N+ln
βn+1
.
(5.2)
By exp 2pi
√−1
3
= exp 4pi
√−1j
3
(For any complex number a, a means the com-
plex conjugate of a.), we get
∞∑
n=0
bN+ln
βn+1
=
∞∑
n=0
b2N+ln
βn+1
.(5.3)
From (5.2), (5.3) and Theorem 2.2,
∑∞
n=0
bN+ln
βn+1
is a transcendental number.

The results in this section give and suggest a generalization of Theorem
1.2 for the infinite matrix product.
6. The transcendence of the power series generated by the
another infinite matrix product
In this section, we deal with the power series generated by the another
infinite matrix product, which has the functional equation. This functional
equation is natural extension of functional equation of Tachiya’s infinite
product. We show the following propotision.
Proposition 6.1. Let A∞ = (bn)∞n=0 be an (L, k, P, µ)-RS word with aj =
exp 2pi
√−1j
L
( for all j with 0 ≤ j ≤ L − 1 ). Set f0(z) =
∑∞
n=0 bnz
n.
Then there exist an integer d and formal power series g1(z) · · · gd−1(z) which
satisfy 

f0(z)
g1(z)
...
gd−1(z)

 =
∞−→∏
y=0
By(z
ky)


1
1
...
1

 .
where By(z) (y ≥ 0) is a matrix whose entries are polynomials in z of degree
less than k with coefficients in C.
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Proof. By the definition of f0(z), the series f0(z) has the following infinite
matrix product representation;.


f0(z)
f2(z)
...
fd−1(z)

 =
∞←−∏
y=0
Ay(z
ky)


1
1
...
1

 .
where Ay(z) (y ≥ 0) is a matrix whose entries are polynomials in z of degree
less than k with coefficients in C. (We only need that f0(z) is defined as
formal power series. We don’t need that fj(z), for all j with 0 ≤ j ≤ d−1, is
defined as formal power series.) For integers m ≥ 0 and j with 1 ≤ j ≤ d−1,
we set


f0,j,m(z)
f2,j,m(z)
...
fd−1,j,m(z)

 =
∞←−∏
y=m
Ay(z
ky−m)


1
exp 2piij
d
exp 4piij
d
...
exp 2(d−1)piij
d

 .
where (f0,0,0(z), · · · , fd−1,0,0(z)) := (f0(z), · · · , fd−1(z)). In definition 4.2,
replace A0,0 = a0, · · ·Ad−1,0 = a0 and the cyclic permutation f with order
L by A0,0 = 1, · · ·Ad−1,0 = exp
2(d−1)piij
d
and a cyclic permutation f
′
with
order Ld. (The case definiton 4.3 is similarly. Relace d by d + t.) From
these definitions and A0,y+1 = A0,y · · · , for integers m ≥ 0 and all j with
0 ≤ j ≤ d − 1, f0,j,m(z) is defined as formal power series. (We don’t need
that fi,j,m(z), for all i, j with 1 ≤ i, j ≤ d − 1 and m ≥ 0, is defined as
formal power series.) Then we have,


f0,j,m(z)
f2,j,m(z)
...
fd−1,j,m(z)

 =
∞←−∏
y=m+1
Ay(z
ky−m)Am(z)


1
exp 2piij
d
exp 4piij
d
...
exp 2(d−1)piij
d


=
∞←−∏
y=m+1
Ay(z
ky−m)


∑k−1
n=0 c0,j,m,nz
n∑k−1
n=0 c1,j,m,nz
n
...∑k−1
n=0 cd−1,j,m,nz
n

 =
k−1∑
n=0
zn
∞←−∏
y=m+1
Ay(z
ky−m)


c0,j,m,n
c1,j,m,n
...
cd−1,j,m,n

 .
where some ci,j,m,n ∈ C. (0 ≤ n ≤ k− 1, 0 ≤ i, j ≤ d− 1, and m ≥ 0.) From
the van der monde matrix, the d vectors (1 exp 2piij
d
, exp 4piij
d
, · · · , exp 2(d−1)piij
d
)
22 EIJI MIYANOHARA
(0 ≤ j ≤ d− 1) are linearly independent. Therefore,we have


c0,j,m,n
c1,j,m,n
...
cd−1,j,m,n

 = d−1∑
j=0
αj,m,n


1
exp 2piij
d
exp 4piij
d
...
exp 2(d−1)piij
d

 .
where some αj,m,n ∈ C. (0 ≤ j, n ≤ d− 1, and m ≥ 0.) We obtaine,

f0,j,m(z)
f2,j,m(z)
...
fd−1,j,m(z)

 =
k−1∑
n=0
zn
d−1∑
j=0
αj,m,n
∞
←−∏
y=m+1
Ay(z
ky−m)


1
exp 2piij
d
exp 4piij
d
...
exp 2(d−1)piij
d

 =
k−1∑
n=0
zn
d−1∑
j=0
αj,m,n


f0,j,m+1(z
k)
f2,j,m+1(z
k)
...
fd−1,j,m+1(z
k)

 .
We get, 

f0,0,0(z)
f0,1,0(z)
...
f0,d−1,0(z)

 =
∞−→∏
y=0
By(z
ky)


1
1
...
1

 .
where By(z) (y ≥ 0) is a matrix whose entries are polynomials in z of degree
less than k with coefficients in C. 
Example 6.2. Let fm(z) has the following infinite matrix product,(
f0(z)
f0(z)
)
=
∞←−∏
y=0
(
1 z2
y
1 µ(y)z2
y
)(
1
1
)
.
where µ(y) ∈ {1,−1}. Let g0(z) has(
g0(z)
g0(z)
)
=
∞←−∏
y=m
(
1 z2
y−m
1 µ(y)z2
y−m
)(
1
−1
)
.
Then f0(z) and g0(z) has the following another inifinite product,(
f0(z)
g0(z)
)
=
∞−→∏
y=0
Ay(z
ky)
(
1
1
)
where Ay(z) ∈
{(
1 + z 0
1− z 0
)
,
(
1 z
1 −z
)}
.
We have the following corollary by the argument of Corollary 5.7.
Corollary 6.3. f0(z) =
∑∞
n=0 a(n)z
n has the following another inifinite
product, (
f0(z)
g0(z)
)
=
∞−→∏
y=0
Ay(z
ky)
(
1
1
)
.
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where Ay(z) ∈
{(
1 + z 0
1− z 0
)
,
(
1 z
1 −z
)}
.
Moreover, #
{
y | Ay(z) =
(
1 z
1 −z
)}
=∞. Then
∑∞
n=0 a(N + nl)/b
n is an
S-, T -, or Liouville number.
7. Conclusion and announcement
We shall deal with more geaneral infinite matirix products in [Mi2]. The
infinite matirx product is the generating function of a sequence, which is
related the k-representation of natural numbers. We call the sequence a k-
projective sequence. In [Mi2], we shall introduce a k-projective sequence as
a untity of k-regular sequences, q-addtive functions, q-multiplicative func-
tions and other sequences (for examaple, (a(n))∞n=0 where
∑∞
n=0 a(n)z
n =∏∞
y=0(1 +
∑L
s=1 as,yz
sky) or
∑∞
n=0 a(n)z
n =
∑∞
y=0(
∑L
s=1 as,yz
sky)). Finally,
we compare the definitions of k-automatic sequence, k-regular sequence and
k-projective sequence as follows; Let K be a subfield of C. Let (a(n))∞n=0 be
a sequence which takes the values in K. Set S := {(a(ken+ j))∞n=0 | 0 ≤
e ∈ N, 0 ≤ j ≤ ke − 1}. For 0 ≤ e ∈ N, set Se := {(a(k
en + j))∞n=0 |0 ≤ j ≤
ke − 1}. S =
⋃
e≥0Se.
k-automatic sequence ⇔ S =
⋃
e≥0Se is a finite set.
k-regular sequence ⇔ S =
⋃
e≥0Se is contained in a finitely generated K
module.
k-projective sequence ⇔ For any e, Se is contained in a K module gen-
erated by d sequences (An integer d is independent of e).
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