Marginal structural models (MSM) with inverse probability weighting (IPW) are used to estimate causal effects of time-varying treatments, but can result in erratic finite-sample performance when there is low overlap in covariate distributions across different treatment patterns. Modifications to IPW which target the average treatment effect (ATE) estimand either introduce bias or rely on unverifiable parametric assumptions and extrapolation. This paper extends an alternate estimand, the average treatment effect on the overlap population (ATO) which is estimated on a sub-population with a reasonable probability of receiving alternate treatment patterns in time-varying treatment settings. To estimate the ATO within a MSM framework, this paper extends a stochastic pruning method based on the posterior predictive treatment assignment (PPTA) (Zigler and Cefalu (2017)) as well as a weighting analogue (Li et al. (2018) ) to the time-varying treatment setting. Simulations demonstrate the performance of these extensions compared against IPW and stabilized weighting with regard to bias, efficiency and coverage. Finally, an analysis using these methods is performed on Medicare beneficiaries residing across 18,480 zip codes in the U.S. to evaluate the effect of coal-fired power plant emissions exposure on ischemic heart disease hospitalization, accounting for seasonal patterns that lead to change in treatment over time.
Introduction
Evaluating health effects of air pollution exposure often requires longitudinal analysis to account for seasonal patterns in pollution emissions and relevant atmospheric and climatological covariates. Developed to confront the challenges of causal inference with such time-varying exposures and confounders, the class of models known as marginal structural models (MSMs) are used to estimate causal effects by modelling the marginal distribution of potential outcomes that would occur under different time-varying exposure patterns (Robins (1986) ). Typically, causal parameters of a MSM are estimated with inverse probability weights (IPWs), which are derived from the propensity score and used to create an unconfounded pseudo-population where each observation represents multiple "copies" of itself. Anchoring estimation of IPWs to the probability of being exposed at each of several time points can control for types of time-varying confounding that elude traditional longitudinal analysis methods ).
While many estimators based on IPW have well-studied asymptotic properties (Hernan and Robins (2018) , van der Laan and Robins (2003) , Tsiatis (2006) ), finite sample performance of these estimators is known to suffer when there is limited "overlap" of covariate distributions across different exposure patterns (Robins (2000) , Zigler and Cefalu (2017) , Petersen et al. (2010) ). Limited overlap arises in cases of strong confounding, where some covariate profiles lead to very high (or low) probabilities of observing a particular exposure pattern, creating propensity score distributions across different exposure patterns with little "overlapping" density.
This results in some observations with estimated IPWs of very high magnitude, allowing a small number of observations with high weights to dominate estimates of causal effects. In extreme cases, a complete lack of covariate overlap corresponds to a violation of the assumption of positivity -that all units have a probability of exposure bounded away from 0 or 1 -rendering estimands such as the Average exposure Effect (ATE) unidentifiable without extrapolation to areas of non-overlapping covariate distribution. While limited covariate overlap can arise as a practical consideration in a variety of settings, including those of a single point exposure, it is particularly relevant to time-varying setting of pollution exposure, where spatial and temporal patterns of exposure lead to strong confounding, and IPW effect estimates have been shown to induce spurious effect estimates (Moore et al. (2010) ).
To mitigate the consequences of limited overlap, Robins (2000) recommends use of stabilized weights for the time-varying exposure setting, which often only slightly improve finite sample properties in settings of low overlap, particularly when the number of time points increases.
Other alternatives include weight truncation, the practice of replacing extreme weights with a more moderate truncation level, which could either be chosen in an ad hoc or data-driven manner (Xiao et al. (2013) ; Elliott (2009)) , and the pruning of observations with extreme propensity scores, including the efficient interval selection method from Crump et al. (2009) 
Other alternatives avert the need to mitigate overlap directly, instead relying on extrapolation to areas of limited overlap with a model for the full conditional distribution of the outcome via, for example, augmented weighting, G-computation (Robins (1986) ), or targeted maximum likelihood estimation (TMLE) (van der Laan and Rubin (2006) ).
However, weight truncation and pruning methods commonly utilized to mitigate the consequences of limited overlap complicate interpretation of resulting causal inferences by changing the underlying population to which any subsequent causal inference applies. This may raise questions as to the relevance of the resulting estimates. For example, the Optimal Subpopulation Average exposure Effect (OSATE) developed by Crump et al. (2009) emerges as a consequence of truncating inference to a subpopulation for which the variance of the exposure effect estimate is minimized, and may not correspond to any population of practical relevance. Petersen et al. (2010) describes the problem with such methods as "trading off proximity to the initial target of inference for identifiability" -shifting focus away from the estimand of initial interest (e.g., the ATE) in favor of a potentially related quantity that can be estimated more reliably. This paper proceeds along these lines to confront the challenges of limited overlap in time-varying exposure settings with a new methodology designed to target a well-defined causal estimand that is identifiable, interpretable, and policy relevant. Specifically, we propose a Bayesian method grown from work in Zigler and Cefalu (2017) to estimate the "average exposure effect in the overlap population" (ATO), described in Li et al. (2018) in the point exposure case as the average exposure effect among "units whose combination of characteristics could appear with substantial probability in either exposure group". A given data set may provide more empirical support for a quantity such as the ATO (compared to the ATE) by confining inference to areas of the covariate distribution with substantial representation of observations in all exposure patterns.
Zigler and Cefalu (2017)'s procedure is motivated by conceiving of a latent subpopulation among which exposures are assigned in a manner consistent with a hypothetical randomized trial, that is, with unconfounded exposure assignment and approximately exact covariate overlap between comparison groups. Membership in this latent subpopulation is regarded as unknown for each observation, and rather than make a single decision to prune observations, the estimation of causal effects is based on stochastically pruning observations into this latent "overlap subset"
and averaging over a sequence of causal estimates. Each unit's probability of membership in the subset is governed by the probability that it would have received the exposure opposite of that which was observed, which is operationalized with a quantity derived from the propensity score called the posterior-predictive exposure assignment (PPTA). Zigler and Cefalu (2017) demonstrated the PPTA procedure's effectiveness in the point exposure setting for estimating causal effects with more reliable finite sample performance relative to IPW estimators with and without truncation. Li et al. (2018) presented similar findings when estimating the ATO with "overlap weights," a weighting analogue to PPTA. This paper extends the PPTA procedure of Zigler and Cefalu (2017) and the overlap weighting (OW) method of Li et al. (2018) to the setting of time-varying exposures. Towards this goal, we introduce a time-varying analog to the ATO called the average exposure effect in the "consistent overlap population" (COP) representing the sub-population of individuals whose combination of characteristics may appear with substantial probability in either exposure group at every time point of possible exposure. To aid interpretability and comparison with existing methods for estimating the average exposure effect, both methods retain the conceptual benefits of modeling causal effects with MSMs and specifying propensity score models. Both the time-varying PPTA and OW procedures are shown to estimate time-varying exposure effects in settings of limited overlap in a more stable and useful manner than analogous estimates of the ATE. Section 2.2 describes standard methodology for the analysis of time-varying exposure data: marginal structural models with IPWs constructed conditional on estimated propensity scores. Section 3 extends Zigler and Cefalu (2017) 's PPTA procedure for estimation of the ATO in timevarying treatment settings, while a weighting method by Li et al. (2018) which also estimates the ATO is extended in Section 3.5. Section 4 demonstrates the performance of the time-varying PPTA and OW methods against standard IPW methods using simulated time-varying exposure data with limited covariate overlap, considering settings where the exposure effect is and is not heterogeneous with respect to the covariate distribution. Finally, Section 5 presents an analysis of power plant emission exposure on ischemic heart disease hospitalization rates among Medicare beneficiaries residing across 18,48 zip codes in the US, which is an investigation reliant on data with notable limited covariate overlap across time. This paper concludes with a discussion in 
We will refer to the complete exposure historyT Di as observation i's exposure pattern. The set of all exposure histories to
For each observation i, p X time-varying covariates are observed at each time point d, denoted 
Marginal Structural Models for Estimating Causal Effects
This paper is concerned with estimating causal effect defined as a contrasts in counterfactual outcomes such as the the average treatment effect, E(Yt) − E(Yt ), or the causal risk ratio,
, where Yt, Yt represent the outcomes that would potentially occur under each of two different exposure patterns across D time points, denoted witht andt . While such causal effects can be defined for anyt,t , the number of possible such contrasts increases exponentially with the number of time points. To simplify the number of comparisons of interest, we follow convention and specify an unsaturated marginal structural model (MSM) representing a linear dose-response relationship between exposure and a function of potential outcomes, where the time of dose has no impact on response (Fitzmaurice et al. (2008) ):
where g(.) is a generic link function. Note that this simplification is not strictly required, and the methodology presented herein is relevant to any MSM specification. Thus, throughout the subsequent, we will use ∆ to denote a causal effect (e.g., average treatment effect or causal risk ratio) corresponding to the effect of an additional time point of exposure. For example, ∆ = ψ 1 when g(·) is the identity link, and ∆ = e ψ1 when g(·) is the log link. The parameters of a MSM such as that in (1) For illustration in this work, we estimate the parameters of (1) with the following observed-data model ):
where β 0 , β correspond, respectively, to estimates of ψ 0 , ψ 1 from (1) when they are estimated with procedures such as IPW and with validity of several attendant assumptions (which will be detailed later).
Sequential Propensity Score Models for Estimating IPWs
IPWs are typically formulated based on estimates of the propensity score, that is, estimates from a model for the mechanism governing assignment to exposures over time. Frequently, this model is conceived according to an assignment mechanism that arises from a sequential experiment, where current exposure level is assigned with some probability conditional on past exposures and covariate history. This conceptualization implies that the probability of observing any exposure
is equal to the product of the sequential probabilities of exposure assignments, conditional on covariate history, where the term T d−1 disappears when d = 1:
To estimate probabilities specified in (3), we formulate a propensity score (PS) model consisting of models for exposure assignment at each d = 1, 2, . . . , D. Each model is indexed by unknown parameters α d , and is used estimate the conditional probability of exposure at each time point, conditional on past exposuresT (d−1) , past values of time-varying covariates,X d , and baseline covariates W 0 :
where f (·) represents a pre-specified functional form relating the quantities contained within to the probability of exposure. Without loss of generality related to the varying ways in which PS models could be specified, we illustrate development based on two modeling assumptions for PS model specification. First, we assume f (·) is a logit link, specifying a log-odds of exposure that is linear in covariates and previous exposures. Second, as is often done in time-varying exposure settings, we assume that exposure and covariate history only affects exposure assignment with a "lag time" of two time points, that is, that exposure assignment at d only depends on exposures and covariates at times d, d − 1, and d − 2. Together, these assumptions lead to the following PS model specification, which will be used throughout:
where 
Under key assumptions specified in the next section, weights defined as in (6) can be used in conjunction with the observed-data model in (2) to estimate the causal parameters of the MSM in (1). In effect, weighting each observation by its w i , that is, the probability of receiving the exposure pattern that was actually received, creates a pseudo-population with the same characteristics as the population of interest but where the assignment of exposures over time is unconfounded, rendering marginal contrasts of (weighted) outcomes estimates of causal effects (Fitzmaurice et al. (2008) ).
Limited Overlap and the Assumptions for Estimating Causal Effects
Causal inference with the models and weighting procedure described in the previous sections rely on three common assumptions, the first two of which we state without comment other than to stress the importance of evaluating such assumptions in any applied setting. First is sequential consistency, i.e., that Yt = Y for any subject withT D =t. Second is conditional exchangeability (or sequential randomization):
conditional on observed covariate and exposure histories, assignment to exposure at time d is "randomized" in the sense that it is unrelated to potential outcomes. This renders the conceived sequential experiment underlying (3) as a sequentially randomized experiment. Note that this assumption could be stated with or without the simplified "lag time" depednence implied by expression (5).
The last standard assumption is that of sequential positivity, asserting that 0
, that for every observed exposure and covariate history, every observation with that exposure and covariate history has nonzero probability of receiving exposure at each time point (Robins (2000) (2013)). Limited overlap can lead to large variability in estimated w i , resulting in a few observations which are weighted so highly that they dominate the sample ; Cole and Hernan (2008) , Zigler and Cefalu (2017) ). Stabilized weights (SW) can alleviate problems to some extent, but often still result in poor finite-sample performance ; Cole and Hernan (2008) ). In the time-varying exposure case low overlap is of special concern since observations which exhibit low overlap at just one time point may be assigned an extreme weight and dominate the sample (this is discussed in more detail in Appendix B).
3 Estimating the ATO in the time-varying exposure setting
The MSM and IPW machinery described in Section 2 is most often deployed towards estimation of the causal effect in the entire population, that is, the average effect that would occur if the entire population received one additional time point of exposure. However, the causal parameter from the MSM in (1) may also be of interest in the context of an alternatively-defined population, with estimation carried out via alternatively-defined weights.
The difficulty with estimating the ATE in contexts of limited overlap motivates targeting inference representing the causal effect in a subpopulation represented by observations with substantial covariate overlap at all time points, estimation of which may prove more stable in practice. Such an estimand, motivated in Zigler and Cefalu (2017) and defined in Li et al. (2018) as the Average exposure Effect in the Overlap Population (ATO), focuses inference on the subpopulation of individuals with reasonable probability of receiving each exposure pattern of interest. Such an estimand may also be motivated for its relevance and interpretability in settings where interest is confined primarily to the subset of a population that might realistically adopt various exposure patterns.
Estimating the ATO in the Point exposure Setting with PPTA
For the point exposure case, Zigler and Cefalu (2017) developed a stochastic pruning approach for estimating causal effects in settings with limited overlap. Using the mechanics of Bayesian inference, estimation of causal effects follows marginalization over the distribution of a latent variable governing whether each unit belongs to a subset of the data exhibiting high covariate overlap and unconfounded exposure assignment.
Specifically, Zigler and Cefalu (2017) define a latent variable, S i , which is an indicator variable with S i = 1 denoting that the i th observation is a member of a latent subset of the observed data that would mimic the properties of a randomized trial. With S i unknown for all i, inference for this quantity is anchored to the probability that the i th observation could have received the exposure opposite of that which was observed, as measured by the propensity score.
This linkage between the propensity score and S i is accomplished through simulations from the posterior-predictive distribution of the exposure assignment mechanism, itself governed by the posterior distribution of the unknown propensity score. Specifically, letT i represent the posterior predictive treatment assignment (PPTA) for the i th observation, a Bernoulli random variable with probability of success equal to a drawn value from the posterior distribution of the i th obervation's propensity score. Denote the vector of PPTAs for the entire sample with
The PPTA is linked to membership in the latent uncounfounded subset with S i = 1(T i = 1 − t|T i = t) for i = 1, 2, . . . n, where 1(·) is the indicator function. For one simulation from the PPTA, {i; S i = 1} represents an unconfounded "overlap subset" of observations for which propensity score distributions for exposure and control observations display substantial overlap and a causal effect can be estimated. Iteratively sampling values ofT and {i; S i = 1} amounts to stochastically pruning observations according to their likelihood of having received the exposure opposite of that observed. Averaging causal estimates across many iterations of the unknown "overlap subset" corresponds to estimating what was defined in Li et al. (2018) as the ATO: a causal exposure effect defined in the observations "whose combination of characteristics could appear with substantial probability in either exposure group", where "substantial" is defined relative to the distributions of PS under both exposures. Details of this approach are clarified in Section 3.2 where we extend to these ideas to the setting of time-varying exposures.
Extending PPTA to the Time-Varying exposure Setting
For the time-varying setting, we refine the notion of the overlap population in the point exposure case to define the "consistent overlap population" (COP) as the sub-population of individuals whose combination of characteristics may appear with substantial probability in either exposure group at every time point of possible exposure. We extend the PPTA procedure to estimate the average exposure effect in the COP, continuing to refer to this quantity as the ATO.
Extending notation to the time-varying setting, letT di represent the PPTA for observation i at time d, whereT di is governed by the estimated propensity score at time d such thatT di ∼ Bernoulli(e di ). LetT i = [T 1i , ...T Di ] represent the PPTA history for observation i. Whereas the point exposure case has a single random variable denoting membership in the overlap subset, the time-varying setting invites definition of the latent quantity
to which we refer as the "overlap state" of the i th observation at time d.
represent the pattern of overlap states for observation i across time, Using the above quantities, we define the "consistent overlap subset" (COS) of observations as those with
. This subset of observations represents those for which time-varying exposure assignment is not confounded and for which propensity score distributions overlap between treated and untreated at all time points. Note that the COS is defined for a single draw from the posterior distribution of the propensity score and corresponding draw from the PPTA for the entire sample.
Bayesian Estimation of Causal Effects with PPTA
The general procedure for estimating the ATO consists of iteratively sampling observations into the COS based on the PPTA and then, conditional on each sampled COS, estimating a causal effect with an observed-data contrast such as (2), where the latter represents a causal effect due to the construction of the COS to balance covariate distributions between treated and untreated observations at each time point.
Obtaining posterior samples of the COS follows from: 1) specifying a propensity score model and corresponding likelihood as in (5); 2) specifying a prior distribution for the unknown pa-rameters of the propensity score model (π(α d )); and 3) evaluating the posterior distribution of the propensity score parameters (e.g., with standard Bayesian inference procedures). Draws from this posterior distribution ofᾱ d (and, by extension, the propensity scores) permits iterative sampling of the COS that marginalizes over estimation uncertainty in the propensity scores in order to obtain a probability distribution for each observation's unknown membership in the COS, denoted with p(S|W 0 ,X d ,T d ):
Expression (7) implies conditional independence of overlap state membership over time over
, which follows from reliance on a propensity score model that follows a similar conditional independence structure. Expression (8) denotes marginalization over the posterior distribution of the unknown propensity score model parameters, which corresponds to the sampling from the posterior distribution of the propensity score estimates. Expression (9) provides the expansion to dileneate between the prior distribution and likelihood governing the propensity score model, the PPTA (T di ), and the function relating the PPTA to the indicator of membership in the COS (S di ).
With the above probability distribution for p(S|W 0 ,X d ,T d ), estimation of causal effects follows from evaluating a causal contrast conditional on each draw ofS, and averaging these contrasts over the posterior-predictive distribution of this quantity. Specifically, conditional on each draw of the COS, an observed-data contrast of the form (2) is evaluated with specification of a likelihood to estimate ∆, where the correspondence between the observed-data contrast and a causal parameter follows from the assumption of conditional exchangeability and the ensured covariate balance of the COS. Iterating this procedure over iterative draws ofS and the COS produces a sequence of estimates of ∆, which constitute the posterior distribution of the ATO, to which each observation contributes in accordance with their posterior probability of membership in the COP:
where the correspondence between (β 0 , β) and (ψ 0 , ψ 1 ) and, with proper transformation owing to the link function of the observed-data model, ∆, follows from the validity of the assumptions in Section 2.4. This represents a special case of marginalizing over "design uncertainty" as described in Liao and Zigler (2018) . Throughout, we assume a flat prior distribution on (β 0 , β).
Outline of the PPTA Computational Procedure
This section outlines the computational procedure of PPTA. In the first stage, multiple draws A point estimate for the ATO follows from calculating the average value over the K estimates.
Rather than calculate the posterior variance of∆ k , a variance estimate which produces expected
Frequentist operating characteristics follows from a bootstrapping procedure which draws multiple samples with replacement from the original dataset and performs both steps 1 and 2 above on each bootstrapped sample.
A weighting analogue to PPTA
Overlap weights (OW), defined in Li et al. (2018) for the point exposure case, are a weighting approach to estimate the ATO that is analagous to the PPTA procedure. Use of OW follows the structure of estimating parameters of an MSM with IPW, but where weights are defined based on the probability of receiving the exposure opposite of that observed. The correspondence with PPTA follows from the fact that the OW is exactly equal to the probability that S i = 1 in the PPTA approach.
Extending OW to the time varying setting, define:
The weights w i,OW can then be used to weight the observed-data contrast in (2) to correspond to the causal effect ∆ in the COP, i.e., the ATO.
The primary difference between OW and PPTA is that the weights in (13) are based on a single point estimate of the propensity score (e.g., as estimated with MLE), whereas the PPTA procedure marginalizes over the entire posterior distribution of the unknown propensity score, thus reflecting the estimation uncertainty surrounding the exposure assignment mechanism.
Simulation
The following simulation study compares PPTA performance against that of IPW, SW and OW when there is limited overlap. We investigate two different types of settings: 1) those where the exposure effect is homogeneous across the entire population, implying that the ATE and the ATO have the same value, and 2) those where the exposure effect is heterogeneous with regard to observations' likelihood of membership in the COP, implying that the ATE and ATO take on different values. We also demonstrate how the PPTA procedure can provide posterior information towards an intuitive investigation of how each observation contributes to the ATO estimate through its probability of membership in the COP.
Data generation
We consider four simulation scenarios defined by whether the exposure effect is homogeneous or heterogeneous and whether D = 3 or 5 time points. In all cases, we simulate each of 250 datasets, each of size n = 5000, as follows for i = 1, 2 . . . , 5000:
4.1.1 For both homogeneous and heterogeneous exposure effect settings 
where r = 1, 2, 3, (c) Simulate exposure assignment from T id ∼ Bernoulli(e id ).
Homogeneous exposure effect simulation
For the setting where the exposure effect is homogeneous across the covariate space:
3. Simulate outcomes from the model
] represents a decreasing association between outcome and time-varying covariate X d over time. This implies, ∆, whether representing the ATE or ATO, is equal to 0.5.
Heterogeneous exposure effect simulation
For the setting where the exposure effect is heterogeneous across the covariate space: 3. For each d = 1, 2, . . . , D, bin the propensity score distribution into 20 quantiles. Define a binary indicator, O di to denote whether the the value of e id falls in a propensity score quantile with at least 10% of the observations in the quantile having T id = 1 and at least 10% having T id = 0.
Define O
O di to represent something akin to membership in the COP, to which we refer as the data-generated COP (DGCOP). That is, observations in the DGCOP are those with O * i = 1, which appear in a propensity score quantile where there is substantial overlap at each time point.
Simulate outcomes from the model Y
, where all parameters are as defined in Section 4.1.2. This implies a a exposure effect for observations in the DGCOP of 0.5, with a exposure effect of 0 in observations not in the DGCOP, resulting in different values of ∆ depending on whether it represents the ATE or the ATO.
Note that including a quantity such as O * i directly in the data generation intentionally exaggerates the relationship between overlap and exposure effect heterogeneity. This is done only for the purposes of evaluating PPTA and OW performance in settings where the ATO differs from the ATE, and is not meant to reflect a realistic data generation. Moreover, the definition of O * i = 1 in the data generation does not directly correspond to the OW or the way in which PPTA samples observations into the COS, it is meant only as a device to generate heterogeneity.
Simulation Results
The data generated as described in Section 4.1 are analyzed with the MSM and observed-data models in (1) and (2 where g(.) is the identity link and ∆ = ψ 1 ) using IPW, SW, OW and PPTA, all estimated with a correctly specified propensity score model in accordance with (5) used for the data generation. IPWs are calculated as specified in Expression (6) conditional on the MLestimatedê d . SW are calculated on the same set of ML-estimated PS following the formula described in Robins et al. (2000) . OW is implemented as described in Section 3.5 while PPTA is implemented as described in Section 3.4 with K = 1500 and flat priors on the α coefficients of the propensity score model. Unlike PPTA, the weighting methods do not draw multiple sets of PS from its posterior predictive distribution (thereby marginalizing over the uncertainty in PS estimates (Liao and Zigler (2018) )), instead conditioning exposure effect estimation upon one ML-estimated set of PS at each time point. Bootstrap SEs are calculated for all methods, as they have been found to produce approximately correct SEs for IPW in the longitudinal context (Austin (2016) ) and were found in simulations to produce approximately equal SE estimates as the robust sandwich estimator for IPW, SW and OW (results not shown). Coverage of interval estimates across replications were calculated with asymptotic coverage intervals based on bootstrapped SE estimates. These intervals were found to closely approximate density intervals constructed with full bootstrap samples in smaller simulations. Since PPTA is a stochastic analogue to OW, its posterior mean estimates of ∆ are nearly identical to the point estimates of ∆ obtained by OW. However, note that in the D = 5 case, slight differences emerge due to the decrease in covariate overlap leading to additional stochasticity in the propensity score distribution and the MCMC. A reduced number of simulations with K = 10, 000 resulted in closer agreement between the PPTA and OW approaches, indicating the likelihood that the discrepancy is due at least in part to monte carlo error in the MCMC. 
Heterogeneous exposure effects

Post-Hoc Examination of the COP
While OWs describe the extent to which a given observation might have received the opposite exposure, they do not provide a direct measure of whether a given observation is in the COP or provide a means to characterize features of the COP. In contrast, due to its anchoring to the latent quantities S id , PPTA does provide an intuitive metric for identifying members of the target COP as well as a simple empirical measure of how much overlap exists in the sample at hand. Table 3 includes the average and SD of the size of the COS across MCMC iterations from PPTA, as well as the proportion of observations that are ever estimated by the procedure to have D d=1 S di = 1, that is, the proportion of observations that provide any contribution to the estimate of ∆. Over all simulated datasets with D = 3, the average size of the COS is 125 observations, and 67% of the observations contribute some amount of information to the estimate of the ATO. The analogous numbers for the D = 5 scenarios are 9 and 18%. These numbers provide a degree of interpretability of the features of the COP relative to the entire population that is arguably more accessible than evaluating OW estimates, which are nonzero for every observation but may vary greatly in magnitude.
5 Causal effect of exposure to power plant emission on ischemic heart disease hospitalization rate at the zipcode level exposures in order to estimate the causal relationship between elevated seasonal power plant emissions (the "exposure") and IHD hospitalization rates among Medicare beneficiaries, controlling for seasonal variations in exposure and confounders. A quantity such as the ATO is relevant in this setting due to geographical characteristics which result in only some areas of the US experiencing fluctuations in coal pollution exposure sufficient to regard them as being reasonably exposed to high or low levels, with many areas exhibiting consistently low or consistently high exposure (see Figure 1) and thus not entirely relevant to potential policies targeting this type of pollution source. More specifically, this patterning results in strong confounding and low covariate overlap, as many areas exhibit characteristics inconsistent with experiencing more than one exposure level and thus provide limited empirical basis for estimating exposure contrasts (see Section 5.2 and Table 7 ). Accordingly, we offer an investigation of the effect of varying seasonal exposures to elevated coal power plant pollution on IHD hospitalization that considers both the ATO and ATE in tandem, offering comparisons between the results from different estimation strategies for these estimands. 
Data description
The data used for the evaluation consists of measurements pertaining to 18,480 zip codes from Research reanalysis project (Kalnay et al. (1996) ) and followed for up to 10 days. Finally, parcel concentration was calculated within a fine grid, spatially averaged across grids within the boundaries of each zip code and summed across all contributing power plants in order to obtain total monthly concentrations at the zip code level. Further details of exposure modelling and the evaluation used to quantify coal-fired power plant emission exposure in this paper may be found in ). 
Baseline covariates (a list of which can be seen in Table 4 ) for each zip code are derived for 2012 from the U.S. census by Esri Business Analyst Demographic Data (Esri, Redlands, CA), except for proportion of smokers within each county, which was sourced from ?. Table 4 shows that zip codes with high exposure for more seasons display lower total population and population density, lower median age and income of residents, higher proportion of white residents, and a higher proportion of smokers. Time-varying covariates included are average temperature and humidity for each season, taken from Kalnay et al. (1996) .
Seasonal exposure patterns
Maps displaying regional patterns of dichotomized exposure for winter, spring, summer and fall ( Figure 1 ) in 2012 reveals high exposure around the Ohio river valley during winter/fall months and a larger footprint of high exposure in warmer months, as both energy consumption increases and atmospheric conditions contribute to increased emissions transport (Abel et al. (2017); Seidel et al. (2012) ). Table 7 details the distribution of exposure patterns among all zip codes. These regional patterns in exposure over time motivate the ATO as a relevant causal estimand, as zip codes with seasonally high exposure provide more empirical support for an inference about how an exposure reduction might achieve health impacts than do zip codes with pervasively high or low exposure, which likely exhibit very different covariate profiles.
Analysis methodology
All four analysis methods (PPTA, OW, IPW and SW) are utilized in conjunction with the MSM and observed data models in Expressions (1) and (2), which assume a cumulative exposure effect of elevated exposure across seasons. Since the outcome variable is a rate of IHD hospitalization per 10,000 person-years, a weighted Poisson regression is utilized as per convention ) with a log-link g(.). All analyses specify the propensity score model as in Expression (5) with time-varying covariates (X d ) including seasonal average temperature and humidity and baseline covariates (W 0 ) including the demographic variables detailed in Table 4 as well as longitude/latitude of the zip code centroid. PPTA was performed with flat prior distributions on the propensity score model parameters and with K = 1000. 95% CI for all estimated effects were constructed based on 100 bootstrap samples.
Analysis results
Estimated rate ratios from an additional season of high emissions exposure on IHD hospitalization rates are presented in Table 5 This analysis suggests that the exposure effect may be heterogeneous and higher among members of the COP compared to the general population. However, the lack of overlap as indicated by the wide variability in estimated IP and stabilized weights (Table 6 ) calls into question the validity of the ATE estimate. Further supporting this point, the rate ratio estimates for IPW and SW exhibit a sizeable difference, with the more "stable" estimator (SW) estimating a result closer to null.
To further interrogate the difference between estimates of the ATO and those of the ATE, Table 6 contains summaries of the distribution of estimated weights from the IPW, SW and OW analyses and the probability of inclusion in the COS for PPTA. Both IPW and SW display very extreme weights, with a maximum of 5x10 9 for IPW and 2x10 8 for SW. These maximum weights carry extreme influence in estimation of the ATE under these methods considering that 99% of IPW are less than 95 and 99% of SW are less than 6.7. Overlap weights and the PPTA probability of inclusion have nearly identical distributions, with OW assigning the majority of the sample a negligible weight and PPTA only assigning 20.5% of observations as members of the COS at any iteration and thus utilizing them in the effect estimate (Table 6 ).
To visualize which observations contribute to the COP, Figure 2 Table 4 compares the covariate distributions of those estimated to contribute at least some information to the COP against those that never appear in the COS. Zip codes comprising the COP have smaller population, with residents that are on average poorer, higher percent white, and with higher rates of smoking compared to those that are never selected into the COS and thus do not contribute to the COP for estimating the ATO. Estimating the ATO among the COP retains all the advantages of estimating the ATO in the overlap population in the point exposure setting. Since observations are given different weight in the final estimand according to the probability that they might have received a different exposure pattern than actually received, the ensuing COP naturally describes observations that fulfil the sequential positivity assumption. The policy relevance of the ATO in the COP derives from its representation of the population subset that can be regarded as susceptible to multiple possible exposure levels, corresponding to the observations for which there is the most empirical support for a exposure contrast.
Simulations in Section 4 demonstrate how the ATO may be estimated via PPTA or OW with less bias and less variability across replications than the IPW or SW approaches for estimating the ATE. Bootstrapped standard errors for ATO result in uncertainty intervals exhibiting nearer to nominal coverage. These trends persist both when the ATO and the ATE take the same value due to homogeneity of the exposure effect across the covariate space, and in one setting where these quantities differ due to heterogeneous exposure effects.
When the exposure effect is heterogeneous across the covariate distribution, the ATO may not be substituted as an estimate of the ATE. However, in many cases, particularly with timevarying exposure data, empirical support for estimating the ATE may be limited if low overlap leads to a violation or near violation of the positivity assumption. In this case, the ATO may be an appealing estimand, in part for its correspondence to an interpretable subpopulation.
This was evidenced in the analysis of coal power plant emissions exposure, where the COP for estimating the ATO corresponded to observations bordering the Ohio River Valley that were shown to actually exhibit seasonal variation in exposure.
Despite the fact that all four methods considered herein up-weight observations with a lower probability of receiving the observed exposure pattern, the methods do exhibit meaningfully different estimates. As discussed in further detail in Appendix B, observations are only assigned a large OW/PPTA probability if they have a large to moderate probability of receiving the opposite exposure than observed at all time points, resulting in large weights/inclusion probabilities being assigned to observations which display consistently high overlap. In contrast, such observations may be assigned an extreme IPW/SW based on a propensity score estimate at a single time point, which can produce erratic finite-sample performance of causal estimators.
While IPW, SW and OW use 100% of the sample, in the context of low covariate overlap most of the sample is so down-weighted that their effect on the final estimate is negligible.
PPTA provides an intuitive manner to quantify this through the proportion of the entire sample which contributes to the COP through ever being selected into the COS in the PPTA estimation procedure. By examining the sub-set of observations that contribute nonzero inforation to the COP and corresponding ATO estimate, the investigator may be able to identify and interpret important characteristics that define the COP and dictate susceptibility to exposure variations.
There are two important features to estimation of the ATO via PPTA in the time-varying exposure setting. First, the procedure is the only one considered here that marginalizes over the posterior distribution of estimated propensity scores, thus accounting for the inherent estimation uncertainty involved in weighting (Liao and Zigler (2018) ). However. it is important to note that the PPTA approach is not a wholly Bayesian procedure owing to its two-step estimation procedure (more details on this point appear in Liao and Zigler (2018) ). We used boostrapped standard errors for the PPTA here, which, as with the OW approach, produce confidence intervals with only close to the nominal Frequentist coverage in simulations. The asymptotic properties of bootstrapped standard errors in the context of time-varying exposures is not well understood, but has been found in survival literature to perform better in simulations than robust sandwich estimators (Austin (2016) ), which are available for all weighing methods but not PPTA.
Furthermore, PPTA relies on MCMC draws from the distribution of overlap states at each time point. In cases of low covariate overlap or a high number of time points, the COS within a single iteration may be too small to support exposure effect estimation. In Section 4.2, Table   3 reports the average size of the COS across MCMC iterations in the 5 time point setting to be 9.2. We found that performing PPTA on data simulated under the same procedures detailed in Section 4.1 for 7 time points frequently resulted in some MCMC iterations with a null COS.
It can be argued that this behavior of PPTA is responding to the lack of covariate overlap in the data, and even though weighted estimates for ATO and ATE may be obtained under these circumstances, they are subject to the exact same lack of overlap and should be viewed with caution.
Applying PPTA, OW, IPW and SW to a causal analysis of seasonal air pollution exposure on IHD hospitalization rates provided evidence that an increased season of high pollution exposure resulted in higher hospitalization rates. However, statistical significance was only established over the COP, not the general population, which could derive from estimation uncertainty due to extreme weights in the IPW and SW analysis, or genuine effect heterogeneity. By mapping membership in the COS (estimated via PPTA) to zip code locations, we are able to visualize that regions of the US likely to be in the COP border the Ohio river valley. One limitation of the analysis is the loss of information resulting from dichotomization of the continuous pollution exposure, which was necessary in order to use the method presented in this paper. A promising avenue for future research is extending PPTA for use with continuous time-varying exposure levels with generalized propensity scores. Both IPW and OW are alike in that they down-weight observations with a high probability of receiving the observed exposure pattern. An observation with a low IPW would never have a high OW. However, observations with a low OW and high IPW are common.
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In order for an observation to have a high OW, it must consistently display a high to moderate probability of receiving the opposite exposure than observed at each time point. This is due to the restricted range of overlap weights, which severely penalizes observations which have a nearzero probability of observing the opposite exposure at any time point. As seen on Figure 6 , observations with high overlap weights tend to exist in an area of covariate overlap in the PS distribution at most of the time points, though are not necessarily all members of the DGCOP.
IPW performs differently to OW in two key ways. First, an observation does not have to exhibit consistently high probability of receiving the opposite exposure to be assigned an extreme IPW. Rather, due to the lack of upper bound on IPWs, an observation may recieve such an extreme weight at one time point that its behavior at other time points has little effect on its final weight. Second, observations which recieve extreme weights under IPW are in fact often in areas of low covariate overlap. IPW highly up-weights observations which, at any time point, are one of a few representing its own exposure group in an area of the PS distribution overwhelmingly populated by members of the opposite exposure group. As evidenced in Figure   6 , observations which recieve extreme IPWs are often not in the DGCOP. 
