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Abstract - Rough set theory is a very efficient tool for imperfect data analysis, especially to resolve ambiguities, classify
raw data and generate rules based on the input data. It can be applied to multiple domains such as banking, medicine etc.,
wherever it is essential to make decisions dynamically and generate appropriate rules. In this paper, we have focused on the
travel and tourism domain, specifically, Web-based applications, whose business processes are run by Web Services. At
present, the trend is towards deploying business processes as composed web services, thereby providing value-added
services to the application developers, who consumes these composed services. In this paper, we have used Genetic
Algorithm (GA), an evolutionary computing technique, for composing web services. GA suffers from the innate problem of
larger execution time when the initial population (input data) is high, as well as lower hit rate (success rate). In this paper, we
present implementation results of a new technique of solving this problem by applying two key concepts of rough set theory,
namely, lower and upper approximation and equivalence class to generate if-then decision support rules, which will restrict
the initial population of web services given to the genetic algorithm for composition.
Keywords-Rough Set Theory; Genetic Algorithm; Web Service Composition; Rule Generation; Decision Support

I.

provide a suitable and optimal solution to consumers
and to have better collaboration among participating
organizations there is a growing demand for
composing these services[11][12] as a means of
providing value added service that benefit all parties
involved.

INTRODUCTION

In today’s world of changing business there is an
inherent need for collaboration among various
organization for the purpose of rapid delivery of
customer oriented solutions and internal growth of
organization business[7].

For composing web services and providing useful
solution we need to consider many non-functional
requirements of individual web services such as
(reliability, performance, execution time etc.).

Web service, which are essentially services offered
on the web, play a vital role in the integration of large
scale applications and dynamic participation among
organization to provide essential solutions to
organizational concerns [2].

Genetic algorithm is a sub set evolutionary algorithm
which is used to solve optimization problems. As
indicated by [5][11][12]“A genetic algorithm (GA) is
a search heuristic that resembles the process of
natural evolution.” Genetic algorithm solves
optimization problems using its tool set which
comprises of inheritance, mutation, selection, and
crossover operations.

Web service as defined by W3C architecture working
group, is a software application identified by a URI,
whose interfaces and bindings can be defined,
described, and discovered as XML artifacts. Web
service in general is an implementation of Service
Oriented Architecture (SOA). Service Oriented
Architecture is defined as set of concepts and
methodology
for
developing
software
as
interoperable component objects [2].Realizing SOA
principles using web services for large scale business
integrations is a proven trend in today’s business
world.

Basic purpose of using genetic algorithm in web
service composition is generating optimal
chromosomes. Each of these chromosomes is a
collection of genes. Each gene represents a web
service and chromosome represents the composed
web service.

The web service include two operating components
which are service consumer and service provider .The
components work in distributed client–server pattern
where service consumer behaves as client and service
provider act as the server end[9].

Genetic algorithm progresses in generations (i.e.
iterations), in each generation the fitness of every
individual is checked (i.e. Web services).In each
generation some individual are combined (or
mutated) to form new population used in the next
generation of the algorithm [11][12]. Finally after a
certain number of generations we obtain optimal
composed web service.

There are a tremendously large number of web
services, fulfilling different purposes and providing
viable solutions to organizations and consumers. To
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Genetic algorithm is not effective when the input
domain of population is large. Rough set theory
generates rules that resolve ambiguity in the
information system and generate final decision rules
that are used by genetic algorithm to process input
population domain. Rough set theory plays a vital
role in adding that intelligence to the Genetic
Algorithm that makes it effective.

is non-empty finite set of attributes.(i.e.
A={a1,a2,a3,a4,…..,a10}).
The information function or(approximation function)
is defined as fa : U
Va ,where :
a={an attribute defined by ,a  A}and Va={domain
of attribute a}[1][3][4][10].
2.1.2 Equivalence relation
Consider a set of attributes α, such that α  A. We
define the equivalence relation or(indiscernibility
relation) as follows:
 (x ,y)  IND (α), x and y are indiscernible from
each other based on the set of attributes defined in α.

One of the inherent problems with genetic algorithms
is that it does not impose any restriction on its initial
population of genes. This leads to a massive number
of genes which qualify as the initial population set,
many of them unwanted and not meeting customer
specifications [12].

The objects that are indiscernible from each other are
grouped into equivalence class or(elementary set).
The equivalence classes for set U ,in the attribute
space A is given by the notation U/A[1][10],
similarly the equivalence classes for set U, in
attribute space α (α  A) is given by U/α.
2.1.3 Lower and upper approximation
Let X be our target set such that X  U, then the
lower approximation of set X in attribute space α (α
 A) is given by,
α X = {x | [x]α  X}
Where:
[x]α = {Set of equivalence class of α –Indiscernible
relation}.

Rough set theory addresses this problem by filtering
out the genes which meets the customer
specifications and classifying the genes as per the
domain they need to be applied. In this paper, we
have filtered out the genes which does not meet the
customer
specifications
of
non-functional
characteristics such as high reliability, high
performance and low cost. We have also classified
the genes under three domains, namely, airline, car
rental and hotel which can potentially be composed
for usage in a travel and tourism applications.
As indicated by [11][12], the time of execution is
much lesser and the hit rate of getting the optimal
solution is much higher, when the initial population
of genes is restricted using rough set theory. In this
paper, we have leveraged on the finding [5][11], and
applied rough set theory to generate certain rules
based on the input data. Only those genes, in this case
web services that satisfy these rules can appear as
initial population for the genetic algorithm, which is
used to compose the web services.

In simple works the lower approximation of a set is
defined by the set of objects that surely belongs to the
set [1][13].

The rest of the paper is organized as follows: Section
II provides a conceptual foundation for rough set
theory. Section III describes the implementation and
analysis of rough set theory. The paper ends with
Section IV, the conclusion and future scope of work.
II. CONCEPTUAL FOUNDATION
In this section we describe the conceptual details of
the rough set module. Section 2.1 briefly describes
the basic concepts of rough set theory. Section 2.2
defines and elaborates on the implementation steps
involved in classification and rule generation in our
implementation of rough set theory.

Fig.1 Diagrammatic view of lower and upper approximation.

In the Fig.1 the light coloured portion corresponds to
the lower approximation and the outer dark coloured
portion correspond to the upper approximation. The
boundary region is the difference between the upper
and the lower approximation.

2.1 Basic concepts of Rough Set Theory
2.1.1 Concept of Approximation space
Let IS = (U, A) be an approximation space or
(Information System), where: U is non- empty finite
set of objects.(i.e. U={u1, u2, u3,u4,….,u10}) and A

The upper approximation of set X in attribute space α
(α  A) is given by,
α X = {x | [x]α  X   }
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In simple words the upper approximation of a set is
defined by the set of objects that possibly belongs to
the set.
The difference between the upper and the lower
approximation defines the boundary region of the
given set.
The boundary region is defined as follows [3][6]:
α X – α X.
2.1.4 Reducts
A reduct is defined as the minimum set of attributes
that is required to discern one object from all other
objects based on a specific decision[1][3][14].
In formal terms, a reduct is subset of attributes;
REDUCT  A (i.e. Full set of attributes) such that
the equivalence classes generated by the reduct is
same as the equivalence class generated by full set of
attributes [8]:
[x] reduct = [x]A.
2.1.5 Decision rules
Decision rules are the if-then rules, where the if part
corresponds to the attributes and their corresponding
values in the Information system. The then part
corresponds to one or more decision class
[1][14][15].
The generated decision rules are evaluated using
three supporting concepts: Support, Accuracy and
Coverage.
Support is defined as the number of objects in the
Information system that matches the corresponding
decision rule.
Accuracy is defined as the ratio of number of objects
that match the if part of the decision rule to that of
number of objects that match the if part as well as the
then part of the decision rule.
Coverage is defined as the ration of number objects
that match the then part of the decision rule to that of
the number of objects that match the then part as well
as the if part of the rule.
The order of priority is of the supporting concepts for
decision rules are given as follows:
Priority level 1= Support, Priority level 2 = Accuracy,
Priority level 3= Coverage.
2.2 Classification amd rule generation
The following are steps involved in classification and
rule generation based on our implementation rough
set theory.

STEP1: Define the Information table
The information table is defined as a n*n matrix
(where n corresponds to number of objects or
number of features, variables, characteristics or
properties).
 The row of the table or (matrix) corresponds to
the object of interest and the column defines the
attributes or (variables or features or properties).
 The attributes are classified into conditional and
decision attributes, where conditional attributes
defines feature or property or characteristics and
decision attribute defines the final outcome or
result.
STEP2: Construction of Coded Information table
 The coded information table is constructed by
quantification of the information table generated
in the previous step.
 In this step we map each attribute value to
corresponding numerical value.
 This process is carried out until all the entries in
the table have been mapped to their
corresponding numerical alternative.


STEP3: Generation of Equivalence class table
 In this step the coded information table generated
in the previous step is processed to generate the
equivalence class table.
 Each of the objects in the coded information
table is compared with all other objects and
grouped into equivalence class based on the
indiscernibility condition that exits among their
conditional attributes.
 If any ambiguity among the decision attribute is
observed in any equivalence class, then all the
decision attributes or outcome are grouped into a
generalized decision for that equivalence class.
STEP4: Generation of Discernibility matrix
 In this step the discernibility matrix is generated
by specifying which set of attributes that discern
different equivalence class.
 This is done by processing the outcome of the
previous step (i.e. the equivalence class).This is
achieved by pair wise comparisons of all the
equivalence classes.
 Equivalence classes that have the same
generalized decision cannot be discerned from
each other.
 For those equivalence classes that belong to
different generalized decision class the
discernibility matrix is generated by identifying
one or more which have a different entry in the
equivalence class table.
STEP5: Generation of Reducts based on the
Discernibility function
 The minimum information needed to discern a
equivalence class from all other equivalence
classes with different decision is defined as a
discernibility function for that equivalence class.
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Each column of the discernibility matrix
corresponds to a discernibility function for that
particular equivalence class.

For each service we first define the information table
and follow all the steps that were discussed in the
Section 2.2.

For each of this discernibility function the reducts are
generated by considering a attribute from each entry
for a equivalence class and composing them to
getminimal set of attributes that discern that
equivalence class from all other objects (i.e.
equivalence class).

For the sake of brevity in illustration we only
describe the classification and rule generation for
airline service.



STEP6: Reduct classification
 All the reducts generated in the previous step, is
classified based on the outcome into High
Performance reducts or High Reputation reducts
or Low Cost reducts.
STEP7: Rule generation and optimization
 For each of the reducts that is generated in the
previous step if-then rules are constructed by
considering the outcome of STEP 2, STEP 3, and
STEP 5.The ambiguities that exist in the then
part of the rule are neutralized by calculating the
Support, Accuracy and coverage for each rule.
 Each rule is classified based on the decision
attribute or outcome it supports.
 The final decision rules are calculated for each
category of the rule (i.e. based on the decision
attribute it supports) by summing up the values
of Support, Accuracy and Coverage:
Resultant = Support + Accuracy + Coverage.
 The rule with highest resultant is the final rule
for that category of decision attribute.
 The above step is performed for all other
categories of web services and if any deadlock
condition exist,(i.e. two or more resultant have
same highest value ) it is broken using the
priority level criteria described in Section 2.1.5:
Priority Level=Support > Accuracy > Coverage.

STEP1: Define the Information table
First we need to define the information table for
Airline Service.
The Airline Services is listed under the column U.
i.e. U={AS1,AS2,AS3,AS4,…,AS9}
The Information table for Airline Service consist of
conditional attributes defined by :{ SUPPLIER,
TYPE, IMPLEMENTATION}. The decision attribute
is defined by the OUTCOME.
STEP2: Construction of Coded Information table
The construction of coded information system is done
by mapping of the codes for each entry in the
information table as given in the listing below:
The code for the various entities is as follows:
SUPPLIER = {1-DSC, 2-THMOSAB, 3CODOHERTY}
TYPE = {1-E-COMMERCE, 2-ERP}
IMPLEMENTATION = {1-JAVA, 2-VB, 3- C++}
OUTCOME = {1-HR, 2-HP, 3-LC}
Where, HP= {High Performance}, HR= {High
Reputation}
LC= {Low Cost}.
For the purpose of ease in computation and analysis
the coded information system is generated for the
information system. Each row in the coded
information system corresponds to unique object or
airline web service. Of all the attributes for airline
service we have considered three conditional and one
decision attribute.

III. IMPLEMENTATIONAL DETAILS
In this section we describe the implemental details of
the rough set module which is implemented in JAVA.
Figures in this section shows the actual screenshot of
the output obtained after implementing the rough set
theory. Section 3.1 describes rough set theory taking
travel reservation process as an example. Section 3.2
briefly describes experimental results and analysis.
3.1 Example Illustration of Rough Set Theory
In this section we briefly describe a example of travel
reservation process which is implemented based on
rough set theory.
The travel reservation process consists of three types
of service: Airline Service, Hotel Service and Carrental Service.

STEP3: Generation of Equivalence class table
The Equivalence class table is generated from the
coded information table by following the steps
discussed in Section 2.2.
There are 5 Equivalence Classes for Airline Service.
We see from the Fig.3 that the first row in the table
has a ambiguity among the generalized decision (i.e.
it could be either “1” or “3”).All other equivalence
class have no such ambiguity in their generalized
decision. As we can see from Fig.3 the column ‘U/A’
represent the equivalence class.
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STEP6: Reduct classification
In Fig 5, depicting the screenshot of all the reducts,
under the ReductSet tab, the reducts are classified into
High Performance, High Reputation and Low Cost
reducts.
The classification of reducts into different category is
based on the outcome of the reduct.
Each of these 14 reducts as show in Fig.5 is classified
into reducts categories as show by the tabs (HP
Reducts AS,HR Reducts AS,LC Reducts AS).

Fig.3. Screenshot of the Equivalence Class: Airline Service

STEP4: Generation of Discernibility Matrix
The Generation of Discernibility matrix for Airline
Service is based on the steps describe in Section 2.2.
The NULL value along the diagonal of the
Discernibility matrix table emphasize on the fact that
an equivalence class cannot be discerned from itself
as show in Fig.4.As a example, E1 is discernible from
E2 by the attributes{S,T},E1 is discernible from E3
by the attributes{S,T,I},E1 is discernible from E4 by
the attributes{S,I},E1 is discernible from E5 by the
attributes {S}.
As we can observe from the Fig.4 , if we considered
the figure as a matrix then the upper triangular matrix
is not filled as it same as lower triangular matrix.

Fig.5.Screenshot of full set of reducts: Airline Service

STEP7: Rule generation and optimization
The final if- then rules are generated by making use
of supporting concepts: Support, Accuracy and
Coverage.
There are two approaches of generating the final ifthen rules:
Fig.4.Screenshot of the Discernibility Matrix: Airline service

One is based on the decision attribute and another is
based on conditional attribute. But we chose the first
approach as it gives consistent rules based on the
input.

STEP5:Generation of Reducts Using Discernibility
Function
The step is carried out as described in Section 2.2
As an example, we first define the discernibility
function for each of the equivalence class using the
data from Fig.4 as follows:
Discernibility
function
for
E1=
{(S,T),(S,T,I),(S,I),(S)}
Discernibility function for E2= {(I),(S,T,I),(S,T)}
Discernibility function for E3 = {(S,T,I),(S,T,I)}
Discernibility function for E4= {(I)}
Discernibility function for E5= {NULL} or no
discernibility function exist for E5 equivalence class.

As we can see in Fig.6 the if-then rules are show in
the console of eclipse IDE:

As an example of reduct generation the first row of
Fig.5 has a reduct:
S,T,1,1,3,FIRST here,
S=Supplier, T=Type, 1=Supplier code, 1=Type code,
1=Outcome code and 3=Outcome code. The FIRST
resolves the ambiguity among outcome 1 or 3 and
sets the outcome for the reduct as 1 based on the
computation of Support, Accuracy and Coverage.

Fig.6 Screenshot of final if-then rules

Rule 1:( For High Performance)
If Supplier is 1 and Implementation is 1 then
Outcome is 1.
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Rule 2:( For High Reputation)
If Type is 2 and Implementation is 2 then Outcome is
2.
Rule 3:( For Low Cost)
If Supplier is 3 and Type is 1 then Outcome is 3.
Referring to the codes given in Section 3.2 (STEP 2 Construction of the coded information table) the rules
can be represented as:
Rule 1: If Supplier is DSC and Implementation is
JAVA then Outcome is High Performance.
Rule 2: If Type is ERP and Implementation is VB
then Outcome is High Reputation.
Rule3: If Supplier is CODOHERTY and Type is ECOMMERCE then Outcome is Low Cost.

implemented two key concepts, in rough set theory,
namely, upper and lower approximation and
equivalence classes. In our future work, we suggest
that the seven step process used in this work could be
reduced into a more fine grained process using
different set of conditional and decision attributes for
web service composition.
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3.2 Experimental results and analysis
The rough set theory as a aiding tool for genetic
algorithm was analyzed by using the application that
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