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Abstract 
Computing displacements of a structure from its measured accelerations has been major concern of some 
fields of engineering such as earthquake engineering. In vibration engineering also displacements are 
preferred to acceleration histories occasionally i.e. in the determination of forces applied on a structure. In 
brief the major problem that accompanies reconstruction of true displacement from acceleration record is 
the unreal drift observed in the double integrated acceleration. Purpose of the present work is to address 
source of the problem, introduce its treatments, show how they work and compare results of different 
techniques together. Finally some suggestions are made on the implementation of these techniques to 
remove disturbing part of the calculated displacements. 
1 Introduction 
There are advantages in using displacement histories instead of acceleration in vibration analysis of 
structures, for instance in determination of forces in time domain employing displacements has advantages 
over using accelerations due to the smoothness of displacements and also that displacements have a more 
straight forward relation to the governing equation of the structure compared to accelerations. Another 
point is that in acceleration, the emphasis is on high frequency components of the signals while 
displacements have more focus on lower frequency components. The last statement might be considered 
as the advantage of employing displacements in operational modal analysis of massive structures such as 
bridges which typically have high modal density in a quite low frequency range. 
To obtain displacements in general there exist two possibilities; first to measure the displacements directly 
which solves the problem at a first glance but has some shortcomings. To do so, variety of instruments 
such as strain gauges, string potentiometers and high-speed photography for special purposes have been 
used  [1]. These methods are not so common and do not have any enhancement compared to the use of 
accelerometers. In fact these methods are more time consuming and expensive than using accelerometers; 
which limits their use to some special cases. 
Second way is to measure acceleration and then double integrate them to obtain displacement. Although 
the displacement obtained in this case suffers from a considerable DC offset which is the shortcoming of 
the method, but there exist ways to overcome this problem reasonably. The problem of displacement 
offset correction which is alternatively referred as DC removal, offset removal, baseline correction and so 
on is almost always is encountered when double integration is performed on the acceleration time 
histories. The most common solution to this problem is to use a low-cut high pass filter on the double 
integrated data to remove disturbing part of the low frequency components of the displacement  [2]. 
Second way which is not very common is to use a curve fitter in time domain in order to remove trend of 
the signal. These methods are known as baseline correction or trend removal techniques  [3]. Generally 
baseline corrections are simple and fast ways to obtain a zero mean time record of the displacements 
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although sometimes they are used as the only tool for trend removal of the acceleration records  [4]. This is 
while it is also stated that using baseline correction as the only tool for rectification of signal is not 
capable of rectifying the drift in displacement records satisfactorily  [5]. Finally different combinations of 
curve-fitting and filtering are proposed  [5],  [6] and their efficiency in reconstructing displacements are 
compared.  
In this work major sources of error are introduced and suitable treatments for them are addressed. To do 
so it is first tried to decouple the total error of integration into deterministic errors i.e. integration error and 
stochastic error or the noise contamination. This error analysis helps in understanding source of the 
observed offset in displacement measurements. Time domain curve fitters are introduced afterwards and 
their relationship to filters is addressed. Finally some algorithms for rectification of displacements are 
proposed and discussed with numerical simulation. 
2 Error analysis 
2.1 Instrumentation error 
Starting from deterministic errors, in brief they have two major sources; instrumentation error and 
computation error. Instrumentation errors can be i.e. cross-axis measurement error due to inaccurate 
accelerometer mounting, or the tilting motion effect on the accelerometers  [7]. A comprehensive survey 
on the sources of instrumentation error can be found in  [8]. Although these errors can be treated 
mathematically, they are preferred to be prevented from propagation by increasing accuracy of 
measurements. Parameters such as appropriate sampling frequency  [9] and also appropriate 
accelerometers with a flat spectrum especially in low frequency ranges  [6] are mentioned in the literature 
as two of the most effective parameters in reducing this type of error on calculated displacement records.  
2.2 Sampling error 
There are some errors related to the sampling rate of the signal. Clearly too low sampling rate makes 
problems due to the inaccuracies in reconstruction of the real signal from samples. Slow sampling rate 
causes reduction in amplitude of the recorded signal. This amplitude reduction will be magnified in double 
integrated signal especially on its high frequency components. This leakage might be alternatively referred 
to as power leakage since signal power in high frequencies is leaking. It should be noted that this power 
leakage differs from known signal leakage. Also leakage of the signal causes error propagation in 
calculated displacement; since signal will not be perfectly zero mean anymore when leakage occurs. 
Having even a small mean value in the signal will cause a drift in the final results as will be shown in the 
next section. Although leakage error can be reduced by applying a window on the measured data, it is not 
recommended in this step. 
2.3 Numerical integration error 
From the basic mathematics, velocity history can be obtained by cumulative integration of time history of 
the acceleration using eq.(1); and displacement records are respectively obtained by integrating velocities. 
There exist various numerical integration techniques that can be used for this aim such as trapezoidal 
integration, simpson’s rule, adaptive simpson’s rule, Boole (Bode’s) rule, Newmark-ߚ methods etc. The 
most common method although seems to be the trapezoidal integration technique which assumes a linear 
interpolation between measured points and calculates integral of the fitted piecewise linear curve. In 
general, eq.’s (1) and (2) describe the relation between computed and true acceleration, velocity and 
displacement. 
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Where ܽሺݐሻ, ݒሺݐሻ and ݔሺݐሻ are true values of acceleration, velocity and displacement. തܽሺݐሻ ؆ ܽሺݐሻ is the 
measured acceleration, ݒ෤ሺݐሻ and ݔ෤ሺݐሻ are calculated velocity and displacements and ݒ଴ ൌ ݒሺ0ሻ and ݔ଴ ൌ
ݔሺ0ሻ are initial values of velocity and displacement respectively. These equations if written in the discrete 
form using Trapezoidal rule for integration, will be in the form 
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2
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Assuming ݐ ൌ ݊∆ܶ and ݒ෤௡ ൌ ݒ෤ሺ݊∆ܶሻ ؠ ݒ෤ሺݐሻ.  
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Assuming ݔ෤௡ ൌ ݔ෤ሺ݊∆ܶሻ ؠ ݔ෤ሺݐሻ. First problem is encountered here in the integration process which is 
sometimes referred to as the “initial value problem”  [6]. It states that if initial values of the velocity and 
displacement are not zero, there will be a deterministic linear drift in the calculated displacement. The 
same problem might also initiate from signal leakage which causes measured acceleration signal to have a 
negligible non-zero mean value that is magnified through integration process. Effect of leakage could be 
better understood if acceleration is decomposed into a zero mean part and a non-zero mean value തܽሺݐሻ ൌ
ܽሺݐሻ ൅ ߤ before integration. This causes a quadratic deterministic drift in the displacement. The simplest 
way to remove numerical integration errors is to apply a window i.e. Hanning to the data set and then 
integrate them. The shortcoming of applying window in this stage is that some parts of data will be lost 
since amplitude of the signal will be reduced by the effect of window which is not desired.  
 
Figure 1: Simulated acceleration of a 5DOF chainlike structure to amplitude modulated noise 
excitation 
Since it is aimed to obtain data with the least amount of corrections, applying a window before filtering – 
which will be addressed later – is not recommended in this stage; It will be shown later that all of the 
errors being deterministic of stochastic that cause drift in the displacement signal might be effectively 
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removed just by filtering or curve fitting. Therefore applying a window on data does not seem to be 
efficient although effective in this step. To illustrate effects of the methods on the measurements, 
responses of a 5 degree of freedom chainlike structure with one fixed end and ݉௜ ൌ 1 , ݅ ൌ 1,… ,5 and 
݇௜ ൌ 1200 , ݅ ൌ 1,… ,5 with proportional damping of ߦ ൌ 0.5ܯ and ܯ ൌ ݀݅ܽ݃ሺ݉௜ሻ to an amplitude 
modulated noise excitation is simulated and used as a sample measurement. Responses of the structure are 
recorded for 30 seconds with sampling frequency of 100Hz and then corrupted with 50dB white noise 
which is shown in Figure 1.  
  
Figure 2: Error due to numerical integration Blue curve shows the true displacement, Green curve 
shows the numerically integrated using trapezoidal integration rule 
Figure 2 shows acceleration calculated using trapezoidal integration method in both time and frequency 
domains. The linear drift which is seen in the integrated signal in time domain is due to error of the 
integration process. The figure on the right shows effect of numerical integration in suppression of high 
frequency components of the signal as well as amplification of low frequency components. Figure 3 
shows displacement calculated from the same signal corrupted with 50dB additive white noise together 
with true displacement. The figure shows effect of noise corruption in disqualifying calculated 
displacement in both time and frequency domains.  
  
Figure 3: Comparison of the calculated displacement from noisy acceleration with true 
displacement 
3 Time domain curve fitters 
Now the problem reduces to removing the trend which appears in the (double) integrated data. Among all 
of the available methods, trend removal curve fitting in the Moving Least Square (MLS) sense is studied 
in this work since it is a generalization of all the time domain curve fitting techniques. Later other 
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alternatives for them and their counterparts are also introduced and explained. The basic idea of the MLS 
method is like the ordinary curve fitting but with weights on some data points in a span with a pre-defined 
length that slides through the total data set. The name Moving Least Square comes from the fact that as 
the pointer slides on the fitted curve, corresponding weights of each point varies in the manner that 
weights manage the change. A rational weight should be specified to each point in a way to let the point 
corresponding to that weight has a rather high effect relative to the neighboring points if there is a good 
confidence on the data points. But if one wants to find the overall trend of a signal should design a weight 
that puts more confidence on the neighboring points as well.  
Starting point of the formulation is like fitting a least square curve to some data points. Error function 
ܧ௣ሼݔሽ ൌ ∑ ሾ݌ሺݔ௜ሻ െ ௜݂ሿଶ
ே
௜ୀ଴  is defined as the mean square error which tries to fit polynomial ݌ሺݔሻ ൌ ܽ଴ ൅
ܽଵݔ ൅ ܽଶݔ ൅ ڮ൅ ܽ௠ݔ௠ to the data set defined as ܻ ൌ ሼሺݔ௜, ௜݂ሻ|݅ ൌ 0,… , ܰሽ. Differentiating error 
function with respect to polynomial coefficients and equating them to zero results in eq. (5) and (6) 
respectively 
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ே
௜ୀ଴
൰  (6)
 
While ݆ ൌ 0,… ,݉. In the Moving Least Squares (MLS) technique it is aimed to fit a continuous 
polynomial of degree ݉ to the weighted data points. Therefore the polynomial puts discriminative weights 
on measured data points. To do this we start in a normal curve fitting manner by defining a set of 
continuous weight functions ݓ௜ሺݔሻ for ݅ ൌ 0,… ,ܰ. Therefore error function will be defined as eq.(7) 
 
 ܧ௣ெ௅ௌሼݔሽ ൌ෍ ݓ௜ሺݔሻሾ݌ሺݔ௜ሻ െ ௜݂ሿଶ
ே
௜ୀ଴
 (7)
 
If ݉ and ݓ௜ሺݔሻ are assumed to be known, ܧ௣ெ௅ௌሼݔሽ will be a continuous error function in terms of ݔ. 
Therefore minimization of the error function can be done analytically by putting ߲ܧ௣ெ௅ௌሼݔሽ ߲ ௝ܽൗ ൌ 0 for 
݆ ൌ 0,1,ڮ ,݉ which gives enough equations to calculate coefficients of the polynomial ݌ሺݔሻ. For  
݆ ൌ 0,1,ڮ ,݉ eq. (8) shows the relation between weights, points’ coordinates and polynomial 
coefficients. 
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Now it can be seen that if ݓ௜ 's are set to be constant over the whole span, eq. (8) will change to the normal 
least square equation which its solution minimizes the normal error function.  Although there are other 
possibilities for weights now; one of the famous weights is the normal distribution function which can be 
represented as a quadratic exponential i.e. ݓ௜ሺݔሻ ൌ ݁ݔ݌ሼെ ሺݔ െ ݔ௜ሻଶ ߙ⁄ ሽ , ߙ ൌ ܿݐ݁. It is clear that by 
taking this procedure effect of the weight function shows itself through coefficients. In the other words 
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coefficients of the polynomial will be functions of ݔ themselves. For better illustration of the MLS an 
example is shown in Figure 4. Consider the points defined with x and y’s shown in the figure; weighting 
function is also shown in the right hand side of Figure 4. With these data once a linear and another time a 
quadratic MLS curve with introduced exponential weight associating with ߙ ൌ 20 are fitted to the data 
points and plotted in left hand side of Figure 4. 
 
Figure 4: Linear fit with MLS method.                                                                            
Left: fitteld Line and the data points, Right: Moving weights 
For comparison, both of the calculated curves are overlaid in the plot in Figure 4. An important property 
of the MLSs is that they are differentiable according to the order of their weights  [11]. It means that a 
MLS curve is differentiable as long as its weight function is differentiable. It reveals that weight function 
plays if not more, an equally important role on the final fit as the order of the fitted polynomial.  
 
Infinite Interval Weight (Exponential)
 
ݓ௘௫௣ሺݔሻ ൌ ߙݔି௞݁ିఉ௫
మ 
כ ߙ, ߚ ݏ݄݋ݑ݈݀ ܾ݁ ݏ݌݂݁ܿ݅݅݁݀ 
Finite Interval Weights 
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Table 1: Families of weighting functions 
Although as shown above, both weights and order of the fit have some influence on the final fit, it is not 
common to use more than a cubic polynomial with moving weights in continuous space. This might be 
resulted from the advantage of high capability of the polynomials in shaping themselves according to their 
specified weights or according to disadvantage of rather high computation cost of the coefficients, if 
higher order polynomials are used. In either case it is more common to adjust the weights instead of 
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increasing order of fit. Therefore this method is rather used with zero order polynomial – which is also 
referred to as Shepard polynomial  [10] –, linear, quadratic or cubic polynomials. Table 1 represents some 
of the most common weights which are used for this type of fittings. It just shows the kernel of the 
weighting functions and not the weighting function of each point which can be defined as ݓ௜ሺݔሻ ൌ
ݓሺݔ െ ݔ௜ሻ. More discussions on the properties of introduced weights are available through Ref. [10].  
Presented weights are divided into two categories; finite interval weights that weight a subset of data i.e. 
betweenൣ– ݀, ݀൧; and infinite interval weights that weight the whole data set. Schematic views of 
introduced weight functions for interpolation as well as normal MLS fitting are shown in Figure 5. In fact 
all of the MLS weights if set to assign a very high weight on the central point of the data segment, relative 
to the neighbor points, will force the fitted curve to interpolate between the points. This property of 
interpolating MLS weights is shown in eq. (9). Accordingly the introduced families of weights in Table 1 
will become interplant for ݇ ് 0 and else they will become discriminative weights.  
 
 lim௫՜଴ݓ
ூெ௅ௌሺݔሻ ൌ ∞ (9)
 
While  
 
 lim௫՜଴ݓ
ெ௅ௌሺݔሻ ൌ ܿݐ݁. (10)
 
Non-interpolating weights Interpolating weights 
Figure 5: Representation of families of MLS and IMLS weights 
4 Alternative methods 
MLS is here introduced as the most general tool for the time domain curve fitters. Although in practice 
there are several alternatives for MLS i.e. “Graduation methods” or “Kernel Smoothing techniques”. 
These methods perform more or less the same as MLS and can be converted to MLS with some 
modifications. In the kernel smoothing methods, weights are normalized so they will have a unit area. 
Therefore they can be represented as Probability Density Functions. Eq. (11) shows general form of the 
weights for kernel smoothing procedure. Function ݃ሺݔሻ might be any functions which discriminate 
between data points. Some of the candidates for ݃ሺݔሻ are the well-known PDFs and introduced weights. 
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 ݇௜ሺݔሻ ൌ
݃ ቀݔ െ ݔ௜݀ ቁ
∑ ݃ ቀݔ െ ݔ௜݀ ቁ
ே
௜ୀ଴
 (11)
 
Another alternative for the same procedure is the “Savitzky-Golay filtering”  [12]. A.Savitzky and 
M.Golay suggested fitting a polynomial of degree “k” to “k+1” points and moving the fit span through 
the whole data points like MLS. Clearly this is the same as finite interval MLS if order “k” polynomial 
with uniform weights are assigned to the number of data points in the fit span. Another alternative in this 
part is the locally weighted regressions which fit a linear “LOWESS” or a quadratic “LOESS” curve to the 
data points in the specified span after weighting them by the weight given in eq. (12)  
 
 ݓ௜ሺݔሻ ൌ ൝
ቀ1 െ ݑ௜
ଷሺݔሻቁ
ଷ
, |ݔ| ൏ ݀
0 , |ݔ| ൐ ݀
 (12)
 
Where ݑ௜ሺݔሻ ൌ |ݔ െ ݔ௜| ݀⁄ . Clearly this is another extension of the MLS technique with this local weight. 
There are some more alternatives like “Whittaker-Henderson graduation technique” which seeks a 
balance between fitting to data and smoothing the data. This technique is stated as the precedent of the 
spline functions  [13] that for certain specifications converge to natural cubic splines. Finally parameters of 
the spline fit can be adjusted to become a smoothing spline  [13]. A smoothing spline tries to minimize the 
function shown in eq. (13) with a user-defined parameter ߛ. The reason why second derivative of the fit is 
used for penalizing the least square fit refers to the minimization of the energy of the fitted curve that can 
be shown to have direct relation to the square of the second derivative of the curve  [10]. Using eq. (13) 
therefore allows choosing between an interpolant natural cubic spline ߛ ب 1 and a straight line fit to the 
whole data ߛ ൌ 0  (a line satisfies the condition ௗ
మ௣
ௗ௫మ
ൌ 0).  
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Although eq. (13) is explained on the basis of smoothing splines, it is a general functional which can be 
minimized with respect to any fitting curve ݌ሺݔ௜ሻ without restrictions. Therefore a smoothing 
functional ߎ௣ሼݔሽ for any function ݌ሺݔሻ can be defined as eq. (14) with ܧ௣ሼݔሽ ൌ ∑ ݓ௜ሺݔሻሺ݌ሺݔ௜ሻ െ ௜݂ሻଶே௜ୀ଴  
as the least square error of the fit which tends to make an interpolant fit to the data while the smoother 
term will be ܬ௣ሼݔሽ ൌ ׬ ቀ
ௗమ௣
ௗ௫మ
ቁ
ଶ
݀ݔ
௫೙
௫బ
  
 
 ߎ௣ሼݔሽ ൌ ܬ௣ሼݔሽ ൅ ߛܧ௣ሼݔሽ (14)
 
For finding baseline of the displacement and removing it from measurements, any of the above introduced 
methods might be used according to their ability in identification of the low frequency components of the 
signal. The problem that remains is which one to choose and how to specify its parameters to take out the 
disturbing low-frequency components of signal and reconstruct true displacement. Since investigation of 
performance of the introduced methods versus filtering is aim of the current work, in the next section 
relationship of the introduced methods to filters is analyzed and afterwards discussions on the effect of 
their parameters in reconstruction of displacement are addressed. 
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5 Relation to Filters 
The introduced MLS techniques if applied on a finite interval of discrete (sampled) data is in general a 
low-pass FIR filter of order ௗܰ െ 1 with ௗܰ being the number of data points inside the averaging window 
in case the Shepard polynomial (zero order polynomial) is used with MLS. This can be concluded easily 
referring to the description of FIR digital filters  [14]. Therefore in the discrete case, if a unique weight for 
all of the points i.e. ܹ ൌ ሼݓ௞, ݇ ൌ 0,… ,݉ሽ is assumed and ݓ௝ ൌ ݓି௝  ݂݋ݎ  ݆ ് 0 , a low-pass FIR filter 
shown in eq. (15) will be resulted 
 
 ௞ܻ
௙௜௟௧௘௥௘ௗ ൌ෍ ௝݄ ௞݂ି௝
௠
௝ୀି௠
 (15)
 
Where ௝݄ ൌ
௪ೕ
∑ ௪ೕ
೘
ೕసష೘
 are filter coefficients. In general if weight function is not symmetric, filter weights 
will be reciprocal of the weights  [14]. It worth to be mentioned that fitting techniques are equal to low 
pass filtering the data while the filter needed is a high pass filter. Designing a high-pass filter from a low-
pass filter can be carried out by subtracting the low-pass filter from the signal itself – this can also be used 
together with curve fitting –; this can be defined as an “all-pass” filter  ௞ܻ
௔௟௟ି௣௔௦௦ ൌ ௞݂ subtracted from a 
low pass filter. Therefore if coefficients of the low-pass filter are shown by ௝݄ as above, coefficients of 
high-pass filter will be ௞ܻ
௛௜௚௛ି௣௔௦௦ ൌ ௞݂ െ ∑ ௝݄ ௞݂ି௝
௠
௝ୀି௠ ൌ ∑ ܪ௝ ௞݂ି௝
௠
௝ୀି௠  
 
 ܪ௝ ൌ ൜
െ ௝݄ , ݆ ് 0
1 െ ݄଴ , ݆ ൌ 0
 (16)
 
Also for the purpose of displacement correction, the filter which is needed is a phase distortion less filter 
which will be achieved if the designed filter is symmetric. As far as the relationship between time domain 
curve fitters and filters is known, it does not matter which one to use for rectification of the displacement 
time histories; since if the specification of one i.e. filter is known, specifications of its counterpart time 
domain curve fitter can be calculated.  
Therefore the only merit of the MLS that remains is that it has the advantage of interpolating with a “k” 
order polynomial between weighted data points. But as described before, effect of piecewise curve fitting 
of the MLS could also be compensated by adjusting the weights. In this sense it does not seem that these 
techniques if high order curve fitters are not used – which is common – have considerable enhancement 
compared to filtering. Therefore from now on discussions are made on the basis of filters which can be 
extended to the curve fitters as well.  
6 Notes on Filters 
Starting from an ideal low pass filter in the frequency domain, it will pass the frequencies lower than its 
cut off frequency and stop the ones after cut off keeping in mind that it should leave signal phase 
unchanged. Another important issue on the filtering is that ripples are not accepted in the filter’s transfer 
function. This is because in the process of integration, filters are used consequently. In such cases if the 
filter has ripples in its pass band like ሺ1 ൅ ߜሻ after filtering the signal ߠ times – which is common in the 
integration rectification process – ripples will be magnified in the final results as ሺ1 ൅ ߜሻఏ. This causes the 
final output signal to show a wrong spectrum after filtering. Therefore an ideal low pass filter should have 
a flat spectrum that passes frequencies between ሾെݓ௖, ݓ௖ሿ. To obtain filter coefficients, we taking back the 
filter transfer function from frequency domain to time domain using inverse Fourier Transform. Therefore  
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  ݄ሺݐሻ ൌ
1
2ߨ
න ܪሺ߱ሻ݁௜ఠ௧݀߱
ஶ
ିஶ
ൌ
1
2ߨ
න ݁௜ఠ௧݀߱
ఠ೎
ିఠ೎
ൌ
߱௖
ߨ
ݏ݅݊ܿ ቀ
߱௖
ߨ
ݐቁ (17)
 
Where  
 
 ݏ݅݊ܿሺݐሻ ൌ ൜sin ߨݐ ߨݐ⁄ , ݐ ് 0
1 , ݐ ൌ 0
 (18)
 
݄ሺݐሻ will be coefficients of filter in time domain. These coefficients ideally show a filter with a very sharp 
cut off frequency at ݓ௖. But if the filter coefficients are truncated – they are infinite in theory – ripples will 
appear in the filter transfer function which is well-known as Gibbs phenomenon. These ripples can be 
vanished theoretically just by increasing filter length to infinity which is impractical. In order to remove 
these ripples in practice there are two treatments. One is to multiply a smoothing window i.e. Hanning 
window by the filter coefficients. The other method is to let the filter have a small transition band from cut 
off frequency ߱௖ to the stop band frequency ߱௦. The choice on the frequency function which interpolates 
between these two transition bands, ߱௖ and ߱௦, is rather broad. A comprehensive discussion on the effect 
as well as design of these types of filters is given in  [15].  
Considering types of filters, both FIR and IIR filters are used broadly in practice  [2] [15]; FIR filters are 
used according to their robustness versus instability. Although a high order should be used in this case to 
result a sufficiently sharp filter. Alternatively IIR filters might be used since they can be designed to have 
flat tops as well as sharp fall in a narrow transition band. Their shortcoming is that they soon become 
unstable if designed with high orders. Also they will add their poles to the signal that is not desired in the 
identification etc. Phase change is another problem of IIR filters, but might be solved by two way filtering 
signal by the same filter. Therefore once the signal is filtered forward in time and then it is filtered in the 
reverse direction. This task removes phase of the signal completely and gives a phase distortion less signal 
in the end although this process doubles order of the applied filter. 
7 CORRECTION ALGORITHMS 
Corrections algorithms usually consist of three major steps: 1) mean removal or baseline correction of the 
measured signal 2) filtering and 3) integration. In combination of the above steps there are several 
possibilities to obtain the true displacement. i.e. Trifunac and Lee  [16] proposed removing mean of the 
signal and then applying filters several times – also to sharpen their filter – and then integrating the result 
to velocity and do the same with the velocity to obtain displacement. To reduce the computation cost Chiu 
 [6] proposed a three step algorithm of the above which is composed of 1- fitting a least squares line to the 
acceleration and subtracting it from the original signal, 2- filtering the rectified acceleration, 3- integration 
and subtraction of the initial value of the velocity.  
Converse and Brady  [17] proposed an algorithm which helps more automatization of the displacement 
rectifications with decreasing variety of techniques and repetition of each technique. Their algorithm starts 
with zero padding the measured acceleration signal and then filtering the zero-padded acceleration with a 
high pass filter with a user specified cut off frequency. Filtered signal might be integrated two times to 
result velocities and displacement consequently. The merit of this algorithm is in reduction of the 
computation procedures which just needs zero padding and filtering the recorded data once. The problem 
which is encountered is the incompatibility of the recorded acceleration and computed velocity and 
displacement if the data record after process is stripped off of the zero padded part. Therefore if the 
integration is performed on the pad stripped part, displacement will experience a frequency leakage which 
means that the frequencies removed by the filter will appear again in the filtered data and calculated 
displacement will have a drift again  [18]. Similarly insufficient number of padded zeros will cause 
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problem of drifting of the calculated displacement. To overcome this problem the number of zeros added 
to the signal is recommended to be calculated from eq. (19) 
 
 ௭ܶ௣௔ௗ ൌ 1.5
݊
௖݂
 (19)
 
In which ݊ denotes filter order and ௖݂ is the cut off frequency of the high pass filter used. ௭ܶ௣௔ௗ is then the 
time needed to be padded with zeros. Half of the zeros should be added before start of the measurement 
and the other half should be added at the end of the measurement. These amounts of zeros are stated to 
guarantee that transient effect of the filter will be captured and therefore integrated signals will not have 
any drift in them on the condition that a suitable filter is used. Type of the filter which is recommended 
with this method is a high pass second order Butterworth filter  [17]. It worth to be mentioned that if the 
measured data does not start around zero – which is a normal case in vibration measurements on structures 
– it is recommended to start the processing from the first zero level crossing of signal and finish it in the 
last zero level crossing point and also use a half cosine taper window on the beginning and at the end of 
the measurement.  
8 Numerical Example 
To show the effect of correction algorithms described above, two different correction strategies based on 
the discussions are considered here. For both of the correction algorithms it is needed that mean value of 
the whole record be subtracted from the measured signal to guarantee a zero mean signal. Sometime 
alternatively a least square line is fitted to the uncorrected acceleration and subtracted from the measured 
acceleration signal. In the first method, acceleration is filtered in both directions with a 2nd order high pass 
Butterworth filter and the result is integrated to velocity. Then the same procedure is repeated to compute 
displacement.  
 
ݓ௖ே ൌ 0.001 ݓ௖ே ൌ 0.01 ݓ௖ே ൌ 0.1 
 
 
Figure 6: Effect of sequential filtering for correction of displacement histories with 2nd order 
Butterworth filter 
Three different filters with normalized cut off frequencies ߱௖ே ൌ 0.1,0.01,0.001 are used – where 
normalized frequency 1 represents Nyquist frequency of ߨ  ೝೌ೏
ೞೌ೘೛೗೐
 – and shown in Figure 6 to represent 
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effect of cut off frequency of the filter on the correction scheme both in time and frequency domains. This 
figure shows that with the 2nd order Butterworth filter, normalized cut off frequency of ߱௖ே ൌ 0.01 
reconstructs acceptable results. Alternatively displacement might be filtered again, this third filter 
although does not affect low frequency components; it decreases power of high frequency components of 
the signal. Figure 7 shows results of the displacement signals after passing through the third filter. 
Comparison of Figure 6 and Figure 7 shows that filtering the displacement increases similarity of the high 
frequency coefficients of the signal and causes them to have a more reasonable trend. In all of the plots of 
this section, blue curve shows correct signal and green curve shows rectified signal. 
 
ݓ௖ே ൌ 0.001 ݓ௖ே ൌ 0.01 ݓ௖ே ൌ 0.1 
 
 
Figure 7: Effect of sequential filtering for correction of displacement histories with filtered 
displacements with 2nd order Butterworth filter 
Another parameter which is important in the filter is the filter order. For IIR filters, increasing filter order 
is demanding due to the sharpness that it gives to the transition band of the filter but care should be taken 
into account not to choose it too high that might cause instability of the filter. In practice for Butterworth 
filters with the introduced procedure, orders more than 4 are prone to instability and are not 
recommended. Therefore the last simulation is carried out with a 4th order filter and its results are shown 
in Figure 8 Simulation results show that choosing the right cut off frequency of the filter is the most 
important parameter and has the greatest impact on the correction of the displacement.  
Second simulation is performed with signal padded with prescribed amount of zeros in the beginning and 
at the end according to eq. (19). If the signal is zero padded, it does not need to be passed through the 
filter each time before integration. In return some pre-even and post-event oscillations will appear in the 
signal. These pre-even and post-event parts are visible in the time domain representation of Figure 9 on 
times before zero. As mentioned before, these parts should not be removed from signal after filtering since 
removing them cause frequency leakage in the results. Figure 9 shows effect of 2nd order Butterworth filter 
on the acceleration signal. Results of both of the methods show that 2nd order high pass Butterworth filter 
shows acceptable results if the right cut off frequency is chosen.  
In the last part of the paper to investigate the ability of MLS techniques in reconstructing true 
displacement the locally weighted moving least square is used. In this example the linear fit is used with 
the available “LOWESS” function in MATLAB software. For this function just the effective weight span 
in which points have non-zero weights should be specified. Three different span lengths are used and final 
results of this correction scheme are shown in Figure 10. In this figure d shows the percentage of span 
length to the total data length. 
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ݓ௖ே ൌ 0.001 ݓ௖ே ൌ 0.01 ݓ௖ே ൌ 0.1 
 
 
Figure 8: Effect of sequential filtering for correction of displacement histories with filtered 
displacements with 4th order Butterworth filter 
 
ݓ௖ே ൌ 0.001 ݓ௖ே ൌ 0.01 ݓ௖ே ൌ 0.1 
 
 
Figure 9: Effect of filtering zero padded signal for correction of displacement histories with 2nd 
order Butterworth filter 
It is clear that this technique like others has the ability to extract displacements although like all of the 
previously mentioned methods, problem of defining suitable cut off frequency which here changes to 
definition of suitable span length, still is under question and does not have an exact answer. Other time 
domain curve fitters such as smoothing splines are also used although not shown here. It is observed that 
introduced time domain techniques show approximately the same results as filters, both with good 
accuracy, only if suitable parameters are assigned to them.  
In fact time domain curve fitters in general have higher ability in filtering since they are capable to fit a 
curve of any order to the data with whatever weight desired. This is clearly stronger than averaging 
weighted data which is roadmap of the filters. But their problem is that firstly, to the best knowledge of 
authors, there is not an analytical statement stating the behavior of curve fitters in frequency domain with 
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respect to different weight functions, span lengths and polynomial order. This is while some rough 
estimates can be made on their behavior but it is not enough. Secondly they have rather higher 
computation cost compared to filters according to the least squares fitting process.  
 
݀ ൌ 0.75 ݀ ൌ 0.075 ݀ ൌ 0.0075 
 
 
Figure 10: Results of displacement corection using sequential MLS curve fitting in time 
9 Conclusion 
It is demanding to calculate displacement signals by double integrating measured accelerations although it 
suffers from various errors. To decrease effect of these errors rectifying the signal with two different 
approaches are considered; MLS and filtering. It is shown that in a special case, MLS on sampled data is 
equal to applying a digital low pass FIR filter on the signal. IIR filters are studied as well and some 
recommendations on filter specifications for displacement rectification are made. It is shown that 
introduced methods have the ability to reconstruct reasonable estimation of true displacements from 
measured accelerations if suitable parameters are assigned to them. Advantage of MLS methods is in 
using least square curve fitting instead of moving averages although their disadvantage is that their 
behavior in frequency domain is not known precisely and if high degree curves are fitted to data, rather 
high computation time is needed compared to filters. It is concluded that the most important parameter in 
addressing true displacement from measurements is cut off frequency of the filter and filter order and their 
counterparts in curve fitting; span length and weight function. Unfortunately still there is not a general 
rule for choosing the suitable values for these parameters. Therefore they are defined heuristically 
according to experience, interpretation and expectations from signal. 
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