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Summary
The excessive energy consumption o f backbone networks is causing concerns among network 
operators. This thesis focuses on the design o f Energy-aware Traffic Engineering (ETE) schemes 
which improve the energy-efficiency o f  different backbone networks by enabling the delivery o f 
traffic by the smallest number o f  network devices so that the remaining devices can go to sleep
during the periods o f low traffic demands.
The first proposed ETE scheme is called (TES) which uses only two
network routing topologies: the full topology with all links being active, and a reduced one with a 
subset o f  links sleeping. The key novelty o f TES lies in its ability to jointly optimize the reduced 
network topology and the off-peak period during which it is operated. Moreover, an extension to 
TES makes it robust to single link failures. The second ETE scheme is a Grgg»
Algorithm  (GEA) which complements TES and other existing ETE schemes by jointly optimizing 
the IGP link weights in backbone networks for improved load-balancing and energy-efficiency 
after these existing ETE schemes put links to sleep.
The final contribution is an online distributed ETE scheme called Green Backup Paths (GBP) 
which dynamically diverts traffic from some selected links onto their backup paths, which were 
pre-installed to protect against link failure, so that these links have the opportunity to go to sleep 
without affecting the primary purpose o f the backup paths. The distributed nature o f GBP makes 
it scalable to large networks and be very responsive to sudden traffic changes since multiple 
routers can concurrently make interference-free decisions.
The simple TES scheme with GEA is ideally suited for networks which experience a regular 
traffic pattern because o f their offline nature while the more complex GBP scheme is more 
suitable when there is dynamic traffic because o f  its online nature.
Keywords: Energy-efficiency, Eoad-balancing, Policy, Maximum Packet Delay, Traffic
Engineering, Offline Optimization, Distributed Network Optimization, Online Optimization and
Q uality -o f Service.
Email: f.ffancois@surrey.ac.uk
WWW: http://personal.ee.surrey.ac.Uk/Personal/F.Francois/
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Chapter 1
1 Introduction
1.1 Background and Motivation
Nowadays, many new network services, such as cloud computing and high-definition multimedia 
applications, are gaining popularity with both private individuals and enterprises. These new
network services require the support o f extensive computer networks in order to provide a good 
Quality-of-Experience to their end users. Network operators, including Internet Service Providers 
(ISPs), are encouraged by both end users and government agencies to deploy more extensive
networks in order to meet the needs for better connectivity and traffic capacity that these new 
network services require to perform well. W hile these new extensive computer networks bring 
many benefits to society, they consume a large amount o f  energy during their operation because 
they are made up o f a large number o f  links and routers. According to a study in [1], European 
Telecoms consumed 21.4TW h o f  power in 2011 and this is expected to increase to 35.8TW h by 
2020 if  no green networking technologies are implemented. In the USA, it is estimated that the 
energy consumption o f  computer networks ranges from 5TW h/year to 24TW h/year [2] depending 
on which equipment are taken into account. Hence, many stakeholders in the computer network 
industry have rightly concluded that computer networks consume an excessive amount o f  energy 
and are very keen to develop and deploy new methods to reduce the energy footprint o f  computer 
networks.
This thesis is primarily concerned with the reduction o f  energy consumption in wired backbone 
computer networks through the use o f  energy-aware traffic engineering schemes. Backbone
networks are computer networks which provide the connectivity between the different edge 
networks to which end users are directly connected. Hence, backbone networks sit at the core o f  
any communication network and when edge networks are upgraded to support more users with 
larger traffic demand needs, backbone networks need to be upgraded too. It is claimed in [3] that
40% o f  the total energy consumption o f networks will come from backbone networks by 2017 
compared to only 10% in 2009. The rationale behind this claim is that large volumes o f 
information will be transferred between different edge networks with the advent o f new network 
services such as cloud computing, Intemet-of-Things and high-definition multimedia sharing.
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1.2 Novel Energy-aware Traffic Engineering Schemes
One important method o f improving the energy-efficiency o f backbone networks is through the 
use o f  Energy-aware Traffic Engineering (ETE) schemes. These ETE schemes route traffic in the 
backbone networks in such a way that the network devices in the network can either reduce their 
operating rate or go to sleep completely in order to save energy. ETE schemes can be classified 
broadly as either offline or online ones.
Offline ETE schemes pre-calculate future energy-efficient network configurations based on 
historical and/or traffic demand forecasts. The main advantage o f  offline ETE schemes is the 
measurement o f  the traffic demands can be done only once for a long duration o f time, i.e. there is 
no need to constantly monitor the traffic demands in the network, which is a complex operation 
and adversely affects the overall throughput o f the network. Since the calculation o f future 
energy-efficient network configurations is done beforehand, a chosen ETE scheme may be tried 
with different parameters on a simulated representation o f the actual network so as to get the best 
outcomes. The main drawback o f  offline ETE schemes is that they can only be applied to well- 
behaved networks, i.e. if  future traffic demands diverge significantly from what is either 
forecasted or measured before, the pre-calculated network configurations may no longer be 
optimal. Non-optimal network configurations can cause network instabilities and/or non-optimal 
energy savings. Figure 1-1 shows the pattern o f the actual overall traffic demands in two different 
backbone networks: GÉANT and Abilene, as measured in [4], For the five-day period considered 
in Figure 1-1, the GÉANT network exhibits a predictable/diurnal traffic pattern while the Abilene 
network has an unpredictable traffic pattern. Moreover, the further analysis o f all the traffic 
demands o f the other weeks available in the dataset in [4] shows that GÉANT exhibits a similar 
regular diurnal traffic pattern over these weeks compared to the first week in Figure 1-1 while the 
traffic demands o f Abilene do not suffer frequently from large variations over these weeks o f  the 
dataset. It is not known why Abilene suffers from large variations in traffic demands on a few 
days o f  the dataset since no information about the state o f the network is available for the period 
during which the measurements were taken. The possible explanations for the large traffic 
variations are recurrent failures o f  the network devices and the bulk transfers o f data such as 
transfers o f large scientific datasets between different laboratory locations in USA.
It has already been observed in several operational backbone networks, such as GÉANT [4], 
AT&T [5] and Sprint [6], that their traffic pattern exhibits a regular diurnal behavior with traffic 
demands being high during the day and low during the night. Nowadays, most operational 
networks are over-dimensioned for off-peak time because these networks are dimensioned for 
peak traffic demands and a limited number o f network device failure scenarios such as single link 
failures.
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Figure 1-1: Predictable and unpredictable traffic patterns.
Hence, it is possible to put a subset o f  links in the networks to sleep during the off-peak time in 
order to save energy while not causing the remaining active links to become overloaded. Even 
though traffic demands are continuously changing, it is not desirable to frequently optimize the 
network configuration since this will create instabilities in the network, such as forwarding loops. 
In this thesis, a novel offline ETE scheme called Time-driven Link Sleeping  (TLS) is designed to 
jointly optimize a single energy-efficient network configuration and the off-peak duration for 
which the configuration will be applied. Hence, only two network configurations are either used 
for stability reasons: a full network topology and a reduced network topology. A full network 
topology has all links being active and is used during peak time only while a reduced one has a 
subset o f  links put to sleep and is used during off-peak time only.
It is often the case that operational networks suffer from single link failures. Network operators 
mitigate the adverse effects o f such network equipment failure events by overprovisioning their 
network so that there is enough remaining spare capacity to avoid any packet loss during these 
events. The TLS scheme reduces the spare capacity in the network during off-peak time by 
putting links to sleep for energy savings and therefore makes the network more susceptible to 
packet loss during single link failures. Hence, the second contribution o f this thesis is the 
extension o f the original TLS scheme to take into account single link failures. More specifically, a 
new ETE scheme called Time-driven Link Sleeping with Single Link Failure Protection  (TLS- 
SLFP) was designed so that the reduced topology is not only optimized in terms o f  energy- 
efficiency performance but also in its ability to prevent any packet loss during single link failures.
Currently, most existing ETE schemes which put links to sleep in backbone networks for energy 
savings do not re-oplimize the link weights. This is not optimal since the original link weights 
operate in relation with each other and therefore, are only valid when the whole topology is used 
with no sleeping links. Following this observation, the second major contribution o f this thesis is a 
new ETE scheme called GreeM (GLA) which optimizes link weights to
enhance the energy-efficiency performance o f  these existing ETE schemes. In addition to the 
optimization o f  link weights for energy savings, GLA can joint optimize the link weights for the 
more traditional traffic engineering objective o f  load-balancing. Thus, the main novelty o f  GLA is 
its ability to jointly optimize the two essential traffic engineering objectives o f load-balancing and 
energy-efficiency at the same time. At first glance, it is thought that the joint optimization o f  link 
weights for both load-balancing and energy-efficiency cannot be done since improved energy- 
efficiency can only be achieved at the detriment o f load-balancing. This is because energy is 
usually saved by concentrating traffic on the minimum number o f  links so that the remaining links 
can go to sleep while load-balancing tries to distribute the traffic as evenly as possible on the 
maximum number o f  links in order to reduce the Maximum Link Utilization (MLU) in the 
network. It will be shown in this thesis that GLA can successfully achieve near-optimal load- 
balancing while achieving a significant increase in energy-efficiency compared to three existing 
ETE schemes which do not perform link weight optimization. In addition to improving the load- 
balancing and energy-efficiency performance, it is important to limit the increase in end-to-end 
M aximum Packet Delay (M PD) during the operation o f  ETE schemes. An increase in MPD 
usually occurs because o f the reduction in the connectivity o f the networks when links are put to 
sleep. When the connectivity o f  a network is reduced, packets have to take longer paths on 
average and therefore, incur longer delay before reaching their final destination. Unfortunately, 
most existing ETE schemes do not take into account their adverse effect on the MPD during their 
operation and therefore in this thesis, the three ETE schemes, which were chosen to evaluate 
GLA, are modified to take account the MPD. The performance o f GLA on these new MPD- 
aware ETE schemes are evaluated to see the change in performance compared to the original ETE 
schemes.
Up to now, all the ETE schemes introduced in this thesis were offline ones which can only be
applied to operational networks which exhibit predictable traffic demands and therefore, these 
ETE schemes cannot efficiently deal with unpredictable traffic demands. Hence, the final 
technical contribution o f  this thesis is an online distributed ETE scheme called Green Backup 
fat/?.; (GBP). In many operational backbone networks today, Multi-Protocol Label Switching 
(M PLS) has become a popular intra-domain routing protocol to the detriment o f link state routing 
protocols such as OSPF and IS-IS due to the ease o f  doing explicit routing [7]. In MPLS-enabled 
backbone networks, the path between each source-destination pair is signaled as a Label Switched
Path (LSP). In order to provide fast recovery from single link failures, it is necessary to protect 
each link in all LSPs by installing backup paths. These backup paths consist o f links which are 
already active in the network and therefore, are already consuming energy. Since not all these 
backup paths are used at the same time, there is an opportunity to re-use these already-installed 
backup paths to divert traffic away from the protected links and onto the backup links. This 
enables the protected links to go to sleep since there is no traffic on them. The traffic diverted on 
the backup paths do not cause the power consumption o f  the links o f the backup paths to increase 
since these links are already active and do not consume more power when additional traffic is 
diverted onto them [8]. GBP is a scalable ETE scheme due to its distributed nature where 
individual routers are concunently making interference-free routing decisions based on their view 
o f  the network. Furthermore, GBP implements a novel interference-avoidance technique which 
enables routers to make constructive concurrent decisions and therefore, the deterioration o f the 
performance o f  the network due to conflicting routing decisions is avoided. In addition, this 
allows GBP to converge faster compared to the scenario where only one decision entity can make 
decisions at any one time to avoid interference.
The novelties in the three different ETE schemes that are proposed in thesis can be summarized as 
follows:
1) A new ETE scheme called TLS was designed which uses only two optimized network 
topologies during a day so that instabilities due to frequent network reconfigurations are 
prevented while still achieving significant energy savings;
2) TLS was extended into TLS-SLFP to make the calculated reduced network topology more 
robust to single link failures while preserving the maximum amount o f  the energy savings 
given by the TLS reduced topology;
3) A new ETE called GLA was designed to improve the load-balancing and energy- 
efficiency o f existing offline ETE schemes by optimizing the IGP link weights in the 
network;
4) The maximum packet delay performance o f  existing offline ETE schemes was analyzed 
and found to be inadequate for the expected Quality o f Service that end users expect from 
the network. Hence, a mechanism was designed to make existing offline ETE schemes 
aware o f  the maximum packet delay performance during their operation and keep it 
within a predetermined bound set by the network operator;
5) A new online and distributed ETE scheme called GBP was designed. GBP intelligently
re-uses pre-existing backup paths in the network so as to enable links to go to sleep and 
save energy without affecting the primary purpose o f backup paths, i.e. avoid packet loss 
during single link failures. The re-use o f  backup paths allows GBP to achieve significant
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energy savings without having to install dedicated paths for its operation and therefore, 
this results in a lower management overhead o f  paths for network operators;
6) A traffic monitoring mechanism was designed for GBP which allows it to monitor the 
state o f  the network and react to sudden traffic changes. Hence, GBP can keep the energy- 
efficiency o f the network optimized even when the traffic demands vary in the network; 
and
7) An advanced conflict-avoidance mechanism was designed for GBP to enable its 
deployment in a distributed manner in the network. Hence, GBP is able to converge fast 
since the different GBP decision entities are able to concurrently make conflict-free 
decisions.
1.3 Thesis Structure
The thesis is structured as follows:
Chapter 2: In this chapter, a complete literature review o f  the different existing and proposed 
energy savings techniques for backbone networks is done. The literature review covers the three
main categories o f energy savings methods in backbone networks: energy-aware traffic 
engineering, improvement in the energy-efficiency o f  hardware components and green network 
protocols which enable network devices to offload their functionality.
Chapter 3: This chapter covers the first technical contribution o f  this thesis which is a new 
offline ETE scheme called .S'/eep/wg (TES). TLS pre-calculates a reduced
network topology and its off-peak period o f operation based on a collection o f historical traffic 
matrices. This chapter provides the detailed step-by-step procedure o f  TLS along with an 
extensive evaluation o f  the energy-efficiency performance o f  the scheme through the use o f  a 
Point-of-Presence representation o f the European academic network GÉANT and its real traffic 
matrices.
Furthermore, the TLS scheme introduced earlier is extended to take into account single link 
failures during off-peak time. This is necessary because the off-peak reduced topology has lower 
connectivity and spare capacity, and therefore is more susceptible to packet loss during single link 
failures. A detailed algorithm is given on how the extended TLS scheme, called
L/wA: Faf/wre frofect/oM (TLS-SLFP), can improve the robustness o f  the 
reduced topology obtained from the plain TLS scheme to single link failures so that there is no 
packet loss and loss o f full network connectivity during these failures. This increased robustness 
should have the minimum amount o f impact on the energy-efficiency o f the network. Moreover,
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the energy-efficiency o f  TLS-SLFP is evaluated and also compared with that o f TLS by using the 
same network scenario.
Chapter 4: This chapter covers the jo in t optimization o f link weights in backbone networks for 
both load-balancing and energy-efficiency. A meta-heuristic based on a customized multi- 
objective genetic algorithm called Green (GLA) is used to solve this
challenging problem. GLA is an ETE scheme which can improve already-existing ETE schemes 
which use link sleeping for energy savings and link state routing for intra-domain routing. Three 
existing ETE schemes as well as the GÉANT network topology and its real traffic matrices were 
used to extensively evaluate GLA. In the last part o f  this chapter, the three chosen ETE schemes 
are modified so that they take into account the end-to-end MPD performance during their 
operation. The MPD-aware ETE schemes are then evaluated and compared against their original 
counterpart.
Chapter 5: In contrast with the first two technical chapters, this chapter introduces an online 
rather than an offline ETE scheme called Green Backup Paths (GBP) which is more suitable for 
operational M PLS-enabled backbone networks which experience frequent unpredictable traffic 
demands. The chapter provides a detailed description o f  the mechanism through which GBP can 
exploit pre-established backup paths to improve the energy-efficiency o f the network without 
adversely impacting the primary purpose o f these backup paths, which is providing fast recovery 
from single link failures with minimal packet loss. Moreover, GBP is a fully-distributed scheme 
where several routers are able to make concurrent routing decisions that are interference-free. This 
enables GBP to scale to large networks and also, converge faster. In addition, the effects o f GBP 
on the power and energy saving gains, maximum link utilization, maximum packet delay and 
change in maximum link utilization and energy-efficiency after the post-failure o f  single links are 
evaluated.
Chapter 6: This is the final chapter o f the thesis where the main contributions o f the thesis are 
summarized but most importantly are put in perspective, i.e. how these different ETE schemes
designed in this thesis actually fit in the vast landscape o f energy savings methods that are either 
already used or proposed. In the second part o f  this chapter, the future lines o f research in the field 
o f  ETE are briefly discussed.
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2 Literature Review
2.1 Introduction
The whole Internet consumed 0.9TW h in 2007, which represented 5.5% o f  the total energy 
consumption o f  the world, and this is expected to increase at the rate o f  20-25% per year [9]. 
European Telecoms consumed 21.4TW h in 2011 and this is expected to increase to 35.8TW h by 
2020 if  no green networking technologies are implemented [1 ]. For the USA, it was found out that 
the energy consumption o f  computer networks ranges from 5TW h/year to 24TW h/year [2J, 
depending on which equipment are included. These values o f  power consumption represent a 
small but sizeable percentage o f the overall power consumption in the world. As the user base o f 
the internet increases and more bandwidth-hungry applications become popular, the energy 
consumption o f  computer networks will increase rapidly if no green technologies are introduced.
The energy consumption o f modern computer networks has become a cause for concern for 
Internet Service Providers (ISPs). Nowadays, there are five main motivations for reducing the 
energy consumption o f  networks. The first one is energy prices are increasing and this is 
increasing the operational expenditure (OPEX) o f network operators. Secondly, most energy 
sources nowadays are not environment friendly and therefore, networks produce a large amount 
o f greenhouse gases during their operation. The third motivation is that the reliability o f  devices 
decreases with increased energy consumption due to increased heat dissipation. The last 
motivation is the green credentials o f  network operators can suffer if  they are seen as mtyor 
polluters.
Large ISP networks can be broken down into edge, aggregation and backbone segments. 
Currently, according to an internal Alcatel-Lucent report quoted in [3], aggregation and backbone 
segments use around 30% o f the total energy consumption o f  networks while the remaining 70% 
is consumed by edge segments. Edge segments consume more because they comprise more 
network devices which include customer premises equipment. Equipment in edge segments are 
less energy-efficient compared to the professional equipment in aggregation and backbone 
networks. This is why there has been a drive for more energy-efficient power supplies for 
customer premises equipment and for this equipment to support different power modes such as
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sleep and idle power mode because users o f  this equipment do not use it 24 hours a day. By 2017, 
it is claimed that 40% o f the total energy consumption o f networks will come from backbone 
segments and therefore, it is worth considering saving energy in this part o f  the network as well
[3].
This chapter is organized as follows: Section 2.2 provides the details about the energy
consumption o f  the different network devices and their components. Section 2.3 puts ETE in the 
wider context o f  energy-savings strategies that are/will be available to network operators by
providing an overview o f the different complementary strategies to ETE, such as energy-efficient 
hardware and green protocols, which network equipment manufacturers and network operators 
can leverage in order to save energy in networks. Section 2.4 provides a comparison o f the 
different existing ETE schemes in literature and gives a short description o f the inner workings o f 
each scheme. Finally, Section 2.5 gives the conclusions that can be drawn from the analysis that 
has been done on the various existing ETE schemes.
2.2 Energy Consumption of Network Devices and Components
The way that the total energy consumption o f  the network is distributed among the different 
network devices and components can be regarded as a useful guide for researchers to identity 
where to concentrate their efforts for reducing the energy consumption o f networks.
Backbone networks use optical fibers with W avelength Division M ultiplexing (W DM ) as the 
communication medium. It was found that 90% o f  the energy consumed by the network is by the 
Internet Protocol (IP) routers with transponders and amplifiers only using about 5% and 3% 
respectively [10]. This shows that most o f  the energy consumed by an optical backbone network 
is located in the IP routers, and researchers should mainly target IP routers in order to save 
energy. Table 2-1 shows the breakdown o f  the energy consumption in a Cisco 1200 series router 
[11], which is a typical router used in backbone networks. Furthermore, it has been demonstrated 
that the energy used by line cards does not significantly depend on the amount and/or type o f 
traffic passing through the line cards [12]. Therefore, putting line cards to sleep is currently the 
best option for energy saving in backbone networks but in the future, line cards can have different 
energy usage characteristics depending on the amount and/or type o f  traffic being received and 
forwarded by them [8]. When this type o f  line card becomes widely deployed, new 
complementary technologies will have to be designed to make the most out o f these new energy 
characteristics o f  line cards. For example, it might be advantageous to transmit at maximum speed 
and save energy by transmitting for a short period o f  time compared to transmitting at a lower 
speed for a longer period o f time if  this mode o f operation is compatible with the applications 
using the line cards. It is likely that line cards which are capable o f  doing rate adaptation will
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become widely-available in the near future since adaptive link rate has already been introduced 
for Ethernet in the IEEE 802.3az standard for energy-efficiency [13].
2.3 Network Energy Saving Strategies
In recent years, various green technologies have been proposed in the research community 
towards reducing the energy consumption o f  future network devices. These green technologies 
include hardware and protocol modifications. For e.g. the GreenTouch consortium, a group of 
institutions which aims to improve the power efficiency o f  networks by 1000 times by 2020
compared to 2010, is investigating the different energy-saving technologies for backbone 
networks [14].
Improving the energy-efficiency o f  the hardware components o f networks will most likely lead to 
significant energy savings, but this is considered as a long-term strategy because the introduction
o f energy-efficient devices will have to be included in the operators’ cycle o f infrastructure 
upgrade which involves long time periods. Hardware optimization for improved energy-efficiency 
can be done through different ways; improvements to circuit design, use o f  more energy-efficient 
components, improvements to the layout inside routers for better air flow and support o f  different 
power modes. In more detail, the different power modes can be implemented through the use o f 
technologies such a Dynamic Voltage Scaling (DVS) and Dynamic Frequency Scaling (DFS). In
[14], it is claimed that improvement in the energy efficiency o f  hardware components o f backbone 
networks will lead to a 27 times reduction o f  the energy consumption o f  the whole backbone 
network. The support o f  different power modes in networking equipment can greatly improve the 
energy-efficiency provided by the different ETE schemes as will be explained in more detail in 
Section 2.4.
Modification to protocols can be considered as both a short and a long term strategy because it
depends on the extent to which protocols are modified to support green objectives, and also how 
long the standardization o f  protocols takes. For example, data compression has been proposed in
[15] to reduce the amount o f traffic in backbone networks and therefore save power by either 
putting more links to sleep and/or reducing the operating rates o f  the links.
Another greening strategy is Energy-aware Traffic Engineering (ETE). ETE advocates for the use 
o f  existing protocols to change the pattern and amount o f  traffic in a network so as to maximize
the amount o f  spare capacity that can be removed from the network by putting network elements 
to sleep. W hile completely new and heavily-modified network protocols will need a long time for 
evaluation and implementation by manufacturers o f  networking equipment, existing protocols can 
be used for quick implementation o f  green initiatives in wired networks if only small 
modifications are made to them.
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Even if  long-term solutions for greening the future Internet will lead to significant reductions o f  
energy consumption, short term solutions are o f  equal significance because the environmental
issue and the scarcity o f  energy resources are already regarded as imminent and valid concerns. 
Hence, ETE is a subject worthy o f  investigation because o f  its great potential to significantly 
reduce the energy consumption in wired networks in the short-term. When new energy-efficient 
and green protocols are introduced in wired networks at a later time, ETE schemes will still 
maintain their importance because ETE is complementary to these other energy-savings 
strategies. Furthermore, ETE schemes can leverage the new capabilities o f  the energy-efficient 
hardware and protocols to achieve even better improvement in the energy-efficiency o f the 
network.
2.4 Energy-aware Traffic Engineering (ETE)
ETE schemes attempt to reduce the energy consumption by optimizing the capacity o f the 
network so that there is a better match between traffic demand and network capacity. The 
rationale is that any excess network capacity leads to too many network devices being fully active 
and/or working at a higher than necessary rate and therefore, energy is wasted. M oreover, ETE 
schemes can redistribute traffic in the network in such a way that there is more opportunity to put 
more network devices to sleep for improved energy-efficiency.
2.4.1 ETE Classification
The different ETE schemes in the literature can be classified through the use o f four main criteria. 
The first criterion is whether the ETE scheme performs changes to the network based on either the 
historical state o f the network or the current state o f the network. Offline ETE schemes use the 
historical state o f the network while online ones use the current state to make decisions. The 
advantage with offline ETE schemes is that the amount o f  overhead management traffic is low 
because these schemes use historical traffic demands and/or traffic demand forecasts to make 
decisions rather than sampling the state o f the network continuously.
Furthermore, offline ETE schemes usually do not require large modifications to the way networks 
operate and therefore, implementation is easier compared to online schemes. On the other hand,
online ETE schemes can usually make more accurate and precise decisions because the state o f 
the network is sampled more frequently. Therefore, the potential for energy savings is higher 
compared to offline schemes. Moreover, Online ETE schemes can react quickly to unexpected 
events such as link failures and sudden traffic changes and therefore, are more robust compared to
offline ones.
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Table 2-1: Breakdown of the energy consumption of a typical backbone router.
Network Device Power Used (W) % of Total Power Used
Line cards 508 42.8
Route Processors 76 6.4
Chassis Components 602 50.8
Total 1186 100
The second criterion by which existing ETE schemes can be categorized is the way they are
deployed in a network. The two main ways are: distributed and centralized deployment. In the 
case o f distributed deployment, the decisions are made by many separate entities in the network 
where each entity usually has only a local view o f  the network. For centralized deployment,
decisions are made by only one central entity in the network. This central entity usually has a 
global view o f  the network. The advantages o f  distributed deployment are that decisions are 
usually made quicker because information is often gathered from a small number o f nearby 
devices and since the amount o f  information is small and several decisions entities are operating 
concurrently, the required processing power and/or time per decision entity is small too.
The advantage o f  a centralized deployment is that a complete view o f the network is used to make 
decisions and therefore, these decisions are more likely to be globally optimal. In contrast, a 
decentralized approach may only achieve locally optimal solutions because o f  the limited view 
that the separate decision entities have o f  the network. A decentralized ETE scheme may suffer 
from degradations in performance due to uncooperative decisions among decision entities. To 
solve this problem, it is usually required to set up a complex cooperation mechanism between the 
different decision-making entities. A distributed approach requires several decision entities to be 
deployed, configured and maintained in the network. In comparison, a centralized approach 
requires only a single decision entity to be deployed in a network.
The third criterion by which ETE schemes can be categorized is the technology that they use to 
route traffic inside the network. There are two main varieties o f routing technologies which are 
widely deployed in operational networks nowadays: Internet Protocol (IP) and M ulti-Protocol 
Label Switching (MPLS). Examples o f  IP protocols are Open Shortest Path First (OSPF) and 
Intermediate System-Intermediate System (IS-IS). One advantage o f IP is that it is a simple 
routing protocol with no management overhead needed to set up the specific paths compared to 
MPLS. On the other hand, MPLS can explicitly define which path a Source-Destination (SD) 
flow will take in the network. This capability o f MPLS allows an optimal utilization o f all the 
links o f  the network to be achieved. The number o f  paths used to forward each SD flow can be 
higher when MPLS is used compared to IP because MPLS is not constrained by the link weights 
as IP is.
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Finally, ETE schemes can be categorized according to the hardware technology which they 
leverage in order to reduce the amount o f  energy consumption in network. There are two primary 
hardware technologies: ra/e ac/aptaf/oM and .s/gepmg. As mentioned in section 2.2, the energy 
usage o f  current technologies employed in backbone networking equipment does not significantly
depend on the amount o f traffic but this is likely to change in the future. Researchers have already 
started working on designing new ETE schemes which will exploit link rate adaptation since 
hardware supporting such a feature is likely to be widely deployed soon [16].
Table 2-3 and 2-4 provide a classification o f  the major existing ETE schemes according to the 
criteria just mentioned above.
Table 2-2: Taxonomy of existing offline ETE schemes.
ETE Scheme Characteristics Performance
Deployment Routing Technology Network scenarios for 
experiments
Main Results
Greedy_Node_ 
Link Sleeping 
[17]
Centralized IP Sleeping Virtual network with 
backbone, aggregation 
and edge routers in %, 
3% and 12% ratios
respectively
50% of routers and 30% 
of links put asleep
EPAR [8] Centralized MPLS Rate
Adaptation
Real network topology
with 50 routers and 88 
links
60% , 80% and 95%
energy savings for 
logarithmic, linear and 
cubic energy profile 
respectively
MILP WDM 
[10]
Centralized MPLS Rate
Adaptation
6 routers and 8 links 
network, 15 routers and 
21 links NSFNEf 
network and 24 routers 
and 43 links US 
network
25 to 45% energy savings
which increase with 
network size
MLTE[18] Distributed IP Sleeping &
Rate
Adaptation
15 routers network 60% energy savings
Green OSPF 
[19]
Distributed IP Sleeping Altered version of 
"Exodus" network
60% of links put to sleep
Greedy Bundled 
Link Sleeping 
[20]
Centralized IP Sleeping Abilene (12 cables per 
link), hierarchical (9 
cables per link) and 
Waxman (12 cables per 
link) networks
83%, 75% and 75% 
energy savings
GreenTE[ll] Centralized MPLS Sleeping Abilene, GEANT, 
Sprint, and AT&T
network
27% to 42% energy 
savings
MILP Router 
[21]
Centralized MPLS Sleeping &
Rate
Adaptation
8 routers and 24 links 
Telstra, and 22 routers 
and 86 links North 
American network
12% to 75% and 6% to 
61% energy savings for
Telstra and North 
American respectively
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ETE Scheme Characteristics Performance
Deployment Routing Technology Network scenarios for 
experiments
Main Results
Switching Fabri 
c[22]
Distributed Sleeping 8 links and 8 fabric 
interfaces per router
6.8 fabric interfaces put 
to sleep on average
Green Router 
[23]
Distributed MPLS Rate
Adaptation
Abilene network 50% to 88% energy 
savings depending on
maximum delay bound
Connectivity 
Sleeping [24]
Centralized IP Sleeping Ebone, Exodus and 
Abovenet network
74%, 81% and 62% of
links put to sleep
Random Graphs 
Sleeping Rate 
[12]
Centralized MPLS Sleeping & 
Rate
Adaptation
ER, PL, WS network
models
Sleep mode efficiency in 
PL > ER > WS. Cut-off
point for rate adaptation 
was 50% split between 
fixed and variable energy
DPRA [25] Distributed IP Rate
Adaptation
28 routers and 41 links 
custom network
0% to 25% energy
savings depending on 
traffic load and 
approximation of cost 
function
LLN-WS
[26][26]
Centralized IP Sleeping 8 routers and 28 links 
custom network
32% to 2% power savings 
depending on traffic 
demands
LNF-WS [26] Centralized IP Sleeping 8 routers and 28 links 
custom network
52% to 4% power savings 
depending on traffic 
demands
Green Dijkstra 
[27]
Centralized MPLS Sleeping Abilene and NSF 
networks
4.4% average power 
savings gap compared to 
optimal
Green_MST [27] Centralized MPLS Sleeping Abilene and NSF 
networks
0.7% average power 
savings gap compared to 
optimal
LR-HS & DLFR 
[50]
Centralized
&
Distributed
IP Sleeping GTE, NSF, EON and
USA networks
35% to 50% increase in 
power savings compared 
to simulated annealing
MILP-EWO [28] Centralized IP Sleeping Large number of 
networks, e.g.
Rocketfuel networks 
and Abilene
12% maximum power 
savings gap compared to 
relaxed upper bound
LLLF [29] Centralized MPLS Sleeping Large number of 
network from SNBLib
33% to 50% increase in 
power savings compared
to random link sleeping
QoS-ESIR [19] 
[49]
Centralized IP Sleeping Ebone, Exodus,
Abovenet
Around 50% gain in 
power savings compared 
to conventional OSPF 
routing
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Table 2-3: Taxonomy of existing online ETE schemes.
ETE Scheme Characteristics Performance
Deployment Routing Technology Network scenarios in 
experiments
Main Results
Greening
Internet [30]
Distributed MPLS Sleeping &
Rate Adaptation
Simple illustrative 
network
Highly dependent on inter-packet 
arrival time
Queue Rate 
[31]
Distributed IP Rate Adaptation Peer-to-Peer application 
running on university 
network
59% energy savings in links
Compare_
Sleeping_Rate
[2j
Distributed Sleeping & Rate 
Adaptation
Abilene network Sleeping: 78% to 40% time
asleep for 2% to 28% utilization. 
Rate adaptation: 90% to 70% 
rate reduction for 2% to 28% 
utilization
EATe [32] Distributed MPLS Sleeping & Rate 
Adaptation
Abovenet, A I T, Genuity,
Sprint, and Tiscali 
network
2% to 12% energy savings for
rate adaptation.
11% to 24% o f routers put to 
sleep.
15% to 30% of links put to sleep
Framework_ 
Rate [33]
Centralized MPLS Rate Adaptation Custom network with QoS 
and energy model
Mathematical proofs for 
optimality o f proposed 
algorithms
AWM_ 
EARTH [34]
Distributed MPLS Rate Adaptation Telecom Italia network Up to 70% energy savings in 
edge segment o f network during 
off-peak hours
GDRP_PS [35] Distributed IP Sleeping 15 routers and 28 links 
network
18% energy savings
Bulk Rate 
[36]
Distributed MPLS Rate Adaptation 500 routers and 2462 links 
•‘Molloy and Reed" 
network
35% energy savings
Transfer 
Sleeping [37]
Distributed MPLS Sleeping 159 routers and 614 links 
network, and 244 routers 
and 1080 links network
Network 1: 44% to 47% energy 
savings.
Network 2: 46% to 49% energy 
savings
Energy critical 
paths [38]
Centralized MPLS Sleeping GEANT and Genuity 30% to 40% power savings 
compared to OSPF for GÉANT. 
Maximum power savings gap of
10% compared to optimal for 
Genuity.
GRiDA [39] Distributed IP Sleeping 2 anonymous ISP
networks and GÉANT
Around 20% below optimal 
power savings
Green darcom 
[40]
Distributed IP Sleeping GEANT and Abilene 46% and 22% average gain in
power savings compared to plain 
multi-topology routing
ROD [41] Centralized IP Sleeping Abilene. Cemet. random 20% power savings over actual
routing scenario
Game LB ETE 
[42]
Distributed MPLS Rate adaptation NSFNET load-balancing inverse to energy 
savings
LB_ETE [43] Distributed MPLS Rate adaptation Custom network: 4 
ingress and egress routers
with 15 backbone routers
Close to optimal power savings 
for high traffic demands.
ESP Reroute 
[44]
Distributed MPLS Sleeping Custom Network 32% to 52% power savings
Green
Cognitive^ 
Network [45]
Distributed MPLS Sleeping Custom Network 6% to 33% power savings
2.4.2 ETE Analysis
This subsection provides an in-depth analysis o f the different ETE schemes in Table 2-2 and 
Table 2-3. First, the offline ETE schemes are analyzed followed by the analysis o f  the online 
ones.
2.4.2.1 Offline ETE Schemes Analysis
One o f  the main techniques through which ETE schemes achieve reduction o f energy 
consumption is router and/or link sleeping. This technique is performed within the constraints o f  
maintaining a certain Maximum Link Utilization (MLU) and keeping the full connectivity o f the 
network, i.e. there is always a path between any pair o f ingress and egress routers in the network. 
It has been proven that choosing the optimal set o f links and routers to be put to sleep is a NP- 
hard problem [11] and therefore, there is no computationally-efficient algorithm to solve this 
problem for any network o f practical size. Hence, there is a need to use heuristics to solve this 
problem efficiently for large sized network scenarios. Research papers in the literature have used 
different features o f the network in order to make an optimized selection o f network devices to 
put to sleep. They believe that their selection method will allow them to obtain a solution that is as 
close to the optimal solution as possible while using an acceptable amount o f time and/or 
computing power. Figure 2-1 shows the different selection criteria that have been used in the 
literature for router and link sleeping.
The authors o f [17] take a sequential approach where they try to put the maximum number o f  
routers to sleep first and then afterwards, the maximum number o f  remaining active links. Routers 
are targeted first because they consume more energy compared to other network devices such as 
links. If a router is put to sleep, then all the links connected to it is also put to sleep and therefore, 
a significant amount o f energy is saved when a router is put to sleep along with its links. An 
interesting observation from Table 2-1 is that a router consumes a significant amount o f  energy 
even if all the links o f  that router are put to sleep and therefore, routers must be explicitly put to 
sleep if  possible to save the greatest amount o f  energy and also make the selection process shorter. 
Unfortunately, it may not be possible to put a whole router to sleep in some networks, such as 
GÉANT and Abilene, because all the routers are source routers. In [17], several methods for 
router selection are compared: random (R), least-link (LK), least-fiow (LF) and opt-edge (OE). 
For the first method o f  router selection “random”, routers are selected randomly to be put to sleep 
while for the “least-link" selection method, active routers are selected iteratively to be put to sleep 
with the active router which has the least number o f links connected to it being selected first to be 
put to sleep. The “least-fiow” is similar to the last selection method with the exception that the 
active router which has the least amount o f traffic passing through it being selected first for
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sleeping. Moreover, this paper also uses a special network topology where edge routers are multi­
homed to many aggregation routers and therefore, it is possible to put some o f  the aggregation 
routers to sleep without the network becoming disconnected. This method is called opt-edge. An 
example of such network topology is given in Figure 2-2. The methods compared for link 
selection are: R and LF.
It was found out that the best combination o f  selection methods for routers and links was OE and 
LF respectively. In [46], the authors use most power (MP) as an additional method for selecting 
routers and links to put to sleep. The “most power” method iteratively selects the network device 
which currently consumes the most amount o f  power as the first candidate to be put to sleep. They 
found that MP can be better compared to LF for some specific ISP networks where the edge and 
aggregation segments o f  the networks are overprovisioned. In these networks, LF tends to put 
links in the aggregation and edge segments to sleep first and therefore, LF diverts traffic to the 
more power-hungry backbone segment o f the ISP network.
The authors in [29] develop a new greedy algorithm which also puts the least loaded link to sleep 
first but with the key difference that for each traffic matric, the traffic demands are randomly 
selected and routed along the shortest path. The shortest path is obtained by using link weights 
which are proportional to the load o f the links so that the more a link is loaded, the less likely is it 
going to be chosen to route a traffic demand. The authors evaluate extensively their algorithm 
based on several network topologies from the SNBLib collection o f network topologies.
RandomRandom
Most-power
Opt-edge
Least-fiowLeast-link
ConnectivityLightest-node
Least-fiow/Least-
loaded
Link Selection CriteriaRouter Selection Criteria
Figure 2-1: Selection criteria for router and link sleeping in [17|, [241,126|, [291 and [46].
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Figure 2-2: Illustrative ISP network with backbone, aggregation and edge segments.
The research paper [26] compared four router selection schemes: Lightest Node First (LNF), 
Least Loaded Node (LLN), LNF with Weight Setting (LNF-WS) and LLN with Weight Setting 
(LLN-WS). LNF ranks routers according to the sum o f the capacity o f  the links connected to them 
and LLN is similar to LF. It was found that LNF performed better than LLN for many network 
scenarios with different average traffic demands. The two basic schemes LNF and LLN were 
improved upon to create two new schemes LNF-WS and LLN-WS respectively. LNF-WS and 
LLN-WS improve the energy-efficiency o f their plain counterpart by optimizing the OSPF link 
weights after each router removal so that MLU is kept below a set threshold. It was found that 
LNF-WS and LLN-WS provided a small increase in power savings compared to their basic 
counterpart for high traffic demands only.
In [24], the algebraic connectivity o f the network is used to perform the selection o f links to put to 
sleep. The links which cause the least drop in connectivity are chosen first and the removal o f  
links is stopped once the connectivity o f the network drops below the threshold set by the network 
operator. This method results in networks staying highly connected while reducing their energy 
consumption.
The authors in [20] use a network model where a link between any two routers in the network is 
called a logical link and consists o f  a bundle o f physical links. An example o f such a network 
model is shown in Figure 2-3. They then develop three types o f greedy link sleeping algorithms 
for these physical links: Fast Greedy Heuristic (FGH), Exhaustive Greedy Heuristic (EGH) and 
Bi-level Greedy Heuristic (BGH). FGH removes the least loaded link while EGH removes the 
least loaded link which will cause the diverted traffic to go onto a new shorter path. BGH is 
similar to EGH except for the fact that it considers link removal in pairs. The authors found out
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that all three algorithms perform similarly in terms o f removal o f links but FGH took much less 
time than the other two algorithms, especially BGH.
In addition, the authors in [27] also use the same network model where links are made o f  a bundle 
o f  physical links. They develop two ETE schemes: green Dijkstra and green Minimum Spanning 
Tree (MST). The green Dijkstra algorithm routes traffic demands iteratively so that the minimum 
number o f  physical links is active in the network. Before each routing o f  one traffic demand, the 
link weight o f  each link is updated so it is equal to zero if there is enough spare capacity on the 
physical link to accommodate the traffic demand. Otherwise, the link weight is set to the value o f  
the power consumption o f a physical link if  an additional physical link needs to be woken up. 
Moreover, the authors develop an alternative scheme called green MST where several MSTs are 
calculated to satisfy all the traffic demands. An additional MST is calculated only if  the previous 
MST cannot satisfy additional traffic demands. Similar to the previous scheme, a MST is 
calculated based on link weights where a link weight is based on the amount o f  load on the link 
and whether the link is either the source or destination router o f an already-routed traffic demand. 
The authors find out that the green Dijkstra and MST schemes perform quite close to the optimal 
solution with the green MST performing better than green Dijkstra on average. The optimal 
solution is found by using the “branch and bound” optimization method but this method is only 
suitable for small networks because the computational complexity o f this method is high.
The authors in [11] used a Mixed Integer Linear Programming (MILP) solver instead o f a 
heuristic. A MILP solver can optimally solve the problem o f putting the maximum number o f  
links to sleep but it usually takes an unacceptable amount o f  time to find the optimal solution. In 
order to alleviate this significant drawback, the authors decide to pre-compute the paths that each 
SD flow can take. Hence, the MILP solver is limited to choosing which traffic splitting ratio to 
use for the different alternative paths o f  the SD flow. This new problem formulation allows for a 
much shorter computational time but it is not the true optimal solution because only the pre­
calculated paths can be used.
— >■ Sleeping Physical Link "► Active Physical Link
]) Logical Link
Figure 2-3: Network where a bundle of physical links connects any two routers.
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The paths for each SD flow were calculated by three different methods: the /f-shortest paths, the 
/f-shortest paths which meet a maximum hop count constraint and the /f-shortest paths which 
meet both a maximum hop count and an end-to-end maximum packet delay constraint. K  is an 
integer variable chosen by the authors as a trade-off between computational time and path 
diversity. It was found that while all the different methods for the selection o f  paths offer 
significant energy savings, the best method heavily depends on the characteristics o f  the network 
topology and in some cases, the amount and pattern o f  the traffic demands.
In [10], researchers find out that the transformation o f  data packets from the optical into the
electrical domain consumes a large amount o f energy. Therefore, researchers investigate the 
problem o f the correct assignment o f data packets to a particular wavelength in an optical network 
so that the chosen wavelength will undergo the minimum number o f transformations into the 
electrical domain for routing and therefore, save energy. This process is illustrated in Figure 2-4 
where IP router A will send packets to destination B and C through two different optical channels 
so that packets destined to C do not have to be processed by IP router B. Hence, unnecessary 
conversion o f packets from optical to electrical domain is avoided. This energy-saving method is 
called optical bypass. Similar to [11], the authors employ a MILP solver in order to find an 
energy-optimized solution. Moreover, they find out that an energy-optimized solution is also a 
cost-optimized one since more expensive network devices happen to use more energy. The same 
observation was made in [47]. Hence, an additional incentive for energy savings in networks is a 
reduction in the capital expenses due to the use o f  a smaller number o f power-hungry network 
devices. Moreover, the researchers in [48] consider how to connect the different routers in a given 
network under the two scenarios o f optical bypass and non-bypass so that the total energy 
consumption o f  the network is reduced.
In [21], routers are designed to have seven operating modes with each having a different level o f 
energy consumption. Six o f the seven operating modes are illustrated in Figure 2-5 with the 
seventh mode being inactive mode where the router is effectively o ff and does not forward any 
traffic. In Figure 2-5, the links at the left and right o f  each router represent terminating and 
emanating traffic respectively while the links at the top show local traffic demands. The Mode 1 is 
active mode where routers function as they would normally. The Mode 2 is links-only mode 
where the links o f the routers can be turned o ff but the router itself remains switched on. The 
Mode 3 is bridged-all mode where local demands are bridged to one link and terminating traffic is 
received on one interface only. The Mode 4 is bridged-local mode where local demands are 
bridged to one link and terminating traffic is received on all interfaces. The Mode 5 is default- 
gateway mode where local and transit traffic is forwarded via one link only. The Mode 6 is 
bridged-many mode where incoming and outgoing links are bridged, including the local link to an 
outgoing link.
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Figure 2-4: Network where unnecessary optical-tc-electrical domain conversions are avoided.
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Figure 2-5: The different operating modes of a router proposed in [211.
It was found that for medium to heavily loaded networks, there is not much difference in energy 
savings for the bridged-all (Mode 3), bridged-local (Mode 4) and default-gateway (Mode 5) 
modes o f operation. In lightly-loaded networks, bridged-all and bridged-local have similar energy 
consumption but the savings are lower than default gateway. Since default-gateway and bridged- 
local require greater modifications to the routers, the authors suggest that bridged-all is the mode 
o f  operation with the best compromise.
In [49] and [19], routers in the network are classified as either an importer or exporter router. 
Exporter routers are routers which have high outdegree connectivity while importer routers are the 
direct neighbors o f the exporter routers. The authors modify the conventional OSPF scheme so 
importer routers use the forwarding table o f one o f their closest exporter routers. As a result o f  
this modification, importer routers will not use some o f  their links to route traffic and therefore, 
these links can be put to sleep. Furthermore, the authors consider QoS by allowing an upper 
bound to be imposed on the maximum link utilization.
In [50], the authors use Lagrangian Relaxation (LR) to find an initial set o f link weights that gives 
an optimized number o f sleeping links for a given network and traffic demands. Afterwards, the
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initial set o f link weights are fed into an algorithm based on Harmonic Series (HS) to optimize the 
link weights further. In addition, the authors develop an algorithm called Distributed Loop-Free 
Routing (DLFR) which is able to update the current link weights in the network to the new ones 
found by LR-HS without the network suffering from forwarding loops. These forwarding loops 
may cause the network to suffer from packet loss and link congestion.
Another scheme which does link weight optimization is MILP Energy-aware Weight 
Optimization (MILP-EWO) in [28] and [51]. MILP-EWO is a complex algorithm that attempts to
put to sleep the maximum number o f  routers and links in the network while satisfying the traffic 
demands. A combination o f the greedy. Link Weight Optimization [52] and near-optimal MILP 
algorithms is used to make MILP-EW O. MILP-EWO was evaluated on a large set o f  networks.
Even though most network devices currently have an O n-O ff energy profile, researchers have 
already explored ways to improve the energy-efficiency o f networks where network devices are 
able to do rate adaptation in order to save energy. In [8], a new ETE scheme called Energy 
Profile-aware Routing Algorithm (EPRA) is presented where routing is not based on a fixed set o f 
OSPF link weights but the energy consumed by the link. The authors investigated the energy- 
efficiency o f five different energy profiles that current and future links will exhibit as the amount 
o f traffic carried by them varies. The five different energy profiles were: Linear, Log 10, Log 100, 
Cubic and On-Off. These energy profiles are shown in Figure 2-6. According to the authors, the 
Linear energy profile is exhibited by some switch architectures and the LoglO energy profile is 
exhibited by equipment which uses hibernation techniques. The Log 100 energy profile was used 
as an energy profile which is mid-way between the O n-O ff and LoglO energy profile. The Cubic 
energy profile is the energy profile which is exhibited by equipment using Dynamic Voltage 
Scaling (DVS) and Dynamic Frequency Scaling (DFS). Finally, the On-Off energy profile is the 
energy profile exhibited by current equipment. Evaluation o f the routing protocol shows that 
Cubic is the most energy-efficient profile followed by Linear, LoglO, Log 100 and On-Off. When 
the traffic demand was scaled up for a network where links exhibit a Cubic energy profile, the 
energy-ware routing showed an increase in energy savings compared to conventional Open 
Shortest Path First. It was also observed that energy-aware routing combined with the Cubic 
energy profile makes the load to be evenly distributed among the links.
Extending the work o f  [8], [25] proposes a new routing protocol called Dijkstra-based Power- 
aware Routing Algorithm (DPRA) which is similar to the EPRA in [8] except that rather than 
doing a global optimization, small fractions o f  traffic demands are routed using Dijkstra algorithm 
and the link costs are updated.
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Figure 2-6: Energy profiles of current and future network devices.
This process is done iteratively until all traffic demands are routed. The advantage o f  this scheme 
is that DPRA is quicker to converge than EPRA because EPRA has to resort to the use o f  
approximation o f the energy profiles through segmentation in order to have a reasonable 
computational cost at the expense o f lower energy savings.
In [22], the researchers modify the router so that it has an energy consumption which is linearly 
proportional to the amount o f  traffic going through the router. In this new router design, the link 
interfaces will not directly feed into the switching fabric but into an intermediate multiplexer-like 
component which will merge the link interfaces into a lower number o f  interfaces to the fabric. 
This is possible because it is assumed that links are rarely fully utilized and therefore, traffic 
aggregation can be done. The switching fabric is divided into small sections which can be put to 
sleep independently. It was found that when the wake-up time is small, the relationship between 
the number o f active interfaces o f  the switching fabric with traffic volume is mostly linear. As the 
wake-up time increases, this relationship deteriorates. Hence, the energy-efficiency o f routers can 
be maximized by making the wake-up time as small as possible.
2.4.2 2 Online ETE Schemes Analysis
1) Sleeping Schemes
The use o f  online sleeping protocols for energy savings was first introduced in [30] where it is 
necessary for routers to share information so that they can determine which router should go into 
sleep mode if  at all possible during the operation o f the network. Unfortunately, the authors did 
not give the detailed information o f how the sleep coordination between routers is performed. A 
detailed sleep coordination algorithm for routers, called General Routing Protocol for Power 
Saving (GDRP-PS), is presented in [35].
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Figure 2-7: The two operating states o f Power Saving Routers.
GDRP-PS will run within a backbone segment o f  the network where routers are not directly 
connected to end users and therefore, some o f these routers can go to sleep without disconnecting 
an end user. The backbone segment o f the network will consist o f two types o f  routers: traditional 
routers and Power Saving Routers (PSRs).
While traditional routers will run a common routing protocol such as OSPF, PSRs will run 
GDRP-PS. It is expected that PSRs will consume the same amount o f power as traditional routers 
when active and only 10% o f  the full power when sleeping. PSRs have two operating states: 
working and sleeping as shown in Figure 2-7. In a backbone network running GDRP-PS, PSRs 
will continuously monitor their MLU. Upon detection that their MLU has dropped below a 
threshold, the PSRs will build a routing table to see if  the network will still be fully connected if  
they go to sleep. If this is the case, they will notify a central PSR. The central PSR is a PSR which 
has been elected to be the coordinator at the beginning o f optimization process. If the central PSR 
accepts the request o f a PSR to go to sleep, the central PSR will send a notification to the PSR so 
that it can go to sleep. The central PSR replies to requests to go to sleep from other PSRs on a 
“first-come, first-serve" basis. All PSRs which are not the first PSR to make a request to the 
central PSR will not get a reply and therefore, cannot go to sleep. The sleeping PSR will wake up 
at regular interval and use the usual routing protocol to form part o f  the network again. If the PSR 
gets a wake-up message within a time interval, it goes into working state and monitors its MLU 
for the threshold so as to repeat the negotiation process for sleep permission when the MLU 
threshold is met again. The central PSR will send a wake-up message only if its own MLU is 
above a certain threshold.
In [36], each router in the network keeps an agenda o f  the starting time and duration o f  future bulk 
transfers o f data that will be forwarded by it in the network. Figure 2-8 shows the overall timeline 
for reserving a timeslot and bandwidth for a bulk transfer o f data. An algorithm was then 
developed for scheduling o f  the bulk transfer o f  data where the reservation scheduling process is 
based on the merged agenda o f  all the routers. If the merged agenda is clear, then the transfer is 
scheduled at the middle time between the current time and the deadline if  the deadline can be met. 
Therefore, the algorithm is attempting do the transfer neither too early nor too late. If the transfer 
is done too early, the transfer will block urgent requests and if  done too late, long reservations are
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blocked. If the merged agenda is not clear, the algorithm will see where it can fit the transfer so 
that it happens ideally before the deadline. In this scenario, there may be several options and an 
end-to-end energy cost model is used to determine what the best option to choose is. An 
enhancement to the proposed algorithm is that the scheduling can be modified so that transfers 
happen after each other so that there is no need to switch off-and-on frequently, which is 
inefficient.
In [38], the authors develop an ETE scheme which is a hybrid between an offline and online 
scheme. In their scheme, the authors pre-calculate three sets o f paths. The first set o f paths is to be 
used when there are low traffic demands in the network. During single link failures, the second set 
o f  paths is to be used to avoid packet loss. Finally, the third set o f paths is to be used to route the 
additional traffic demands when the traffic volume increases above a set threshold in the network.
The scheme then uses an online monitoring mechanism to detect changes in the state o f  the 
network. After which, the scheme can determine which sets o f paths need to be activated. During 
the evaluation o f  the scheme, the authors found that the scheme can achieve near-optimal power 
savings and can also react quickly to single link failures. The optimal solution was found by using 
a MILP solver but this solver takes an excessive amount o f time and therefore it is not a suitable 
solution for an operational environment but can be used to verify the efficiency o f a proposed 
ETE scheme.
In [39], a distributed online ETE scheme called GRiDA is designed. In GRiDA, each router 
independently chooses which o f  its links to put to sleep by using one o f  many configurations. In 
each configuration, a different set o f links will be sleeping. The decision to choose a particular 
configuration is usually based on the reward that was obtained when it was chosen before. The 
reward o f  a configuration depends on how much the overall power consumption o f  the network 
has reduced and if there was any congestion and loss o f  connectivity in the network when the 
configuration was used. A router may choose not to use the configuration with the largest reward 
so as to explore new configurations which may give better reduction in overall power 
consumption o f the network. One drawback o f  GRiDA is that in the process o f finding good 
configurations, the network may become disconnected and/or congested.
Reservation length
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Figure 2-8: The timeline for reserving a timeslot and bandwidth for a bulk transfer o f data.
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In [40], the authors develop an ETE scheme which is based on multi-topology routing and bundle 
links. The basic idea is to choose one topology for each SD pair in the network so that there are 
only full and empty physical links in the network as far as possible. The empty physical links can 
then be put to sleep. The routers in the network have to collaborate to select which one o f  them 
will be the first to change the topology that is used to route their SD flows so that there is no 
conflicting decision.
In [41], the authors design a new algorithm called Routing On Demand (ROD) which optimizes 
OSPF link weights in the network so that a trade-off between the maximum link utilization and 
overall power saving is achieved. ROD is based on convex optimization techniques and therefore, 
the integer problem o f  putting links to sleep must be relaxed. They found out that the overall 
power saving decreases when the maximum link utilization decreases.
In [44], the authors reroute label switched paths so that links and their associated line cards can be 
put to sleep. Each new Label Switched Path (LSP) is found by using the D ijkstra's algorithm 
where each link in the network uses a V-like function to calculate its link weight depending on the 
volume o f  traffic that it is forwarding. The V-like function reduces the probability o f empty links 
being used because this will require an additional link to be activated and more energy to be used. 
The function also prevents highly-loaded links from being used so as to avoid congestion.
In [31], the authors modify the Transmission Control Protocol (TCP) so that TCP connections can 
be split in order to allow network devices to go to sleep without terminating the TCP session. The 
splitting o f TCP connections involves adding an extra layer between the socket interface and the 
application in both the server and client. This layer in the client will instruct its server counterpart 
to drop a connection when the client goes to sleep and when the client wakes up, its layer will 
instruct its server counterpart to re-establish the TCP connection by informing it which port to 
use. If the server wants to send information when the client is asleep, its layer will inform the 
layer o f the client to wake up the client first.
In [32], an increasing step function is used to model the power consumption o f  links with respect 
to the amount o f  traffic being forwarded by them. An example o f such power profile is given in 
Figure 2-9. A novel algorithm was developed which performs an optimization o f the overall 
power consumption o f the network by removing some load from links which have a power usage 
near the left edge o f a step so that the links use a lower power step. The removed loads will be 
transferred onto links which have a power usage near the middle o f  a power step so that an 
increase in their load will not lead to a higher power step from being used. For example in Figure
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2-9, part o f the load o f  link L I can to be moved to the link L2 so that LI now consumes a lower 
amount o f  power 1 /  * while 12 still consumes the same amount o f power 12*.
In [33], the authors create a model o f  a network where routers and links are both represented as 
nodes. Each node may have several queues for packets depending on whether it represents a
router or a link. The routers have a queue for each QoS packet type while the links have only one 
queue per link that all the packets on the link must use. The network model makes extensive use 
o f  the probability o f arrival o f data and control packets to determine both the utilization o f the 
routers and also the packet delays. The authors use their network model to build a cost function 
which is the sum o f the power consumed by each node and the packet delays involved. The power 
model used by a node is similar to the one used in the previous scheme. In order to find an 
optimal solution to their cost function for the whole network, the authors use a gradient descent 
method which has polynomial algorithmic complexity and therefore, it takes a lot o f  time and/or 
computational power to solve the problem for a large network. Hence, the authors simplified the 
cost function by integrating the delay metric into the power metric. Another important result o f 
their work is that for their given model o f the network, they found out that a network where the 
traffic is balanced is also an energy-efficient one.
The researchers in [34] use a TCP buffer control called “Active W indow M anagement” (AW M) 
together with a hardware control algorithm called “Energy Aware service Rate Tuning Handling" 
(EARTH) in order to achieve energy savings in the edge routers o f an Italian ISP network. The 
authors implement an AWM gateway between TCP sources and destinations. The basic 
functionality o f  AWM algorithm is to control the AWM gateway buffers so that they stay at a 
target level even if the offered load varies. To achieve this functionality, the algorithm calculates a 
suggested window for each network interface to the gateway and this suggested window is sent to 
TCP sources connected to that interface so they can adapt their sending rate. The internal function 
blocks o f  an AW M gateway is shown in Figure 2-10. EARTH is a hardware control mechanism 
which tries to increase the capacity o f edge routers periodically and check if  the AWM can keep 
its buffer at the required target. If not, EARTH lowers the capacity again. It does this process 
iteratively to find the optimal capacity to support the network load. It was found that the AWM- 
EARTH algorithm was able to follow the offered load o f the network and keep the gateway buffer 
at a constant level even when the gateway was not the bottleneck device in the network.
In [2][53][54], “buffering and forwarding" schemes are introduced. These schemes involve 
upstream routers buffering traffic so that downstream routers do not receive traffic for a period o f  
time and are able to enter sleep mode for an extended period o f time [2]. The tradeoff o f these 
schemes is between the amount o f buffering and the increased delay that packets experience due 
to buffering.
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Another disadvantage o f  buffering is the upstream routers must have the required amount o f  
memory for storing the buffered packets. Memory with high speed access capability is usually 
expensive. Another version o f this type o f  ETE schemes is varying the source rate rather than 
stopping the flow o f  traffic altogether [53][54]. This energy saving technique implies that the 
energy consumed by the hardware is significantly dependent on the rate o f  packet flow in the 
network. The work in [55] continues along the same line where the effect o f different power states 
o f the processing unit o f the router on the packet latency and loss rate is investigated. The 
different power states represent a different tradeoff between the power saved and the time it takes 
for the processing unit to become active again.
In [2], the authors proposed a distributed rate adaptation algorithm to compare against a “buffer- 
and-burst” link sleeping algorithm. The rate adaptation algorithm uses either: 4 exponential, 4 
uniform or 10 uniform transmission rates. The constraints in this algorithm are that the delay 
introduced must be below a certain limit and there should not be excessive transitions between the
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transmission rates. The algorithm iteratively tries to adjust the transmission rate in order to give
the best network performance while attempting not to switch between transmission rates too 
oAen. It was found that the "10 uniform transmission rates'' solution performed close to the 
optimum followed by the "4 uniform transmission rates" one. The algorithm was found to have 
little impact on the delay in the network and can support a transition time o f up to 2ms between 
changes in transmission rates while still having a good performance.
The research paper [37] makes use o f  a virtual network on top o f  a physical backbone network.
The authors’ solution consists o f moving a virtual link away from its original physical link onto a 
new physical link hosted by a different line card so that the original line card can be put to sleep. 
The line card selection process is based on a greedy algorithm which uses the “ least load” metric 
as decision criterion. The transfer process will happen at Layer 2 o f the Open Systems 
Interconnection (OSI) model and will be transparent from Layer 3 o f  the OSI model. A network 
control unit will trigger the transfer process when the traffic load falls below some predetermined 
thresholds. Practical implementation o f  their routing algorithm shows that there is no packet loss 
and that the throughput o f  the routers remained the same during the transfer process.
In [42], the authors employ a game theoretic approach to the problem o f jointly  optimizing the 
load-balancing and energy-efficiency in the network. They use a polynomial function to model 
the energy consumption o f  a link with traffic flowing on it. Therefore, the problem becomes 
convex and easier to solve. They found the same inverse relationship between load-balancing and 
energy-efficiency as in [41].
In [45], the authors use a cognitive network where each router broadcasts smart packets to gather 
the state o f  the network. When these smart packets return back to their sending router, the sending 
router can then make a decision based on the information in the smart packets on how to route the 
data packets in an energy-efficient manner. The authors also use reinforcement learning to 
enhance their decision-making on how to route packets.
2.4 2.3 Sleeping versus Rate Adaptation
This section investigates how network design choices can affect whether sleeping or rate 
adaptation is better at energy savings. The first network design choice studied is the connectivity 
o f  a network. The three network connectivity types studied in [12] are: Erdos and Renyi (ER), 
Power Law (PL) and Watts-Strogatz (WS). ER creates links between any two routers based on a
given probability and the degree o f the routers will follow a Poisson distribution. The ER model 
exhibits a small-world property and the diameter o f  the graph is the log o f the number o f  routers. 
The PL model exhibits a power-law distribution for its connectivity degree between the routers 
where some routers will act as hubs and have more connections than others. The WS model is 
first constructed with each router connected to a fixed number o f neighbors and then additional
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links are added to randomly chosen pairs o f routers. This model exhibits small-world and local 
clustering properties. The performance o f sleep mode is higher in PL compared to ER. WS 
displayed the worst performance. The breakeven point between the energy-efficiency 
performance o f  sleep mode and rate adaptation occurs when the ratio o f fixed to proportional part 
o f  power consumption is equal to one for all models. Sleep mode effectiveness decreases when 
the number o f  routers increases and increases when the router degree increases for all three 
models. The ER and PL models have better path length properties compared to WS. While the 
study done in [12] uses randomly generated network topologies, the study still has practical 
significance since network operators can get an approximation o f  the potential energy savings o f  
their network by comparing their network to the three types o f network model described in the 
study. Moreover, it is possible for network operators to make their network become more energy 
efficient by modifying their network so that it has similar connectivity characteristics as the PL 
network model, the most energy-efficient network model in the study.
Future ETE schemes will have to consider the different energy profiles o f  the devices in a 
network, especially the energy consumption relationship between the devices. This will, most 
likely, make it complicated to converge to a solution quickly. Manufacturers o f  network devices
will also have to design a protocol which will help disseminate the information about the energy 
profiles o f  their devices so that a “plug n play” approach can be taken with addition and 
optimization o f new network devices to a network.
2.5 Conclusions
From the analysis o f  the different existing ETE schemes in literature, several gaps have been 
identified which the ETE schemes designed in this thesis have tried to rectify. The first gap is all 
existing offline ETE schemes presented up-to-now calculate a new network configuration for each 
traffic matrix and therefore, several network configurations are needed for the energy-efficient 
operation o f the network since the traffic demands vary during the day. This method o f operation 
is not efficient because it introduces the need to switch between different network configurations 
frequently and this causes the network to become unstable [37]. Hence, an obvious extension to 
existing offline ETE schemes is the calculation o f a network configuration which will jointly offer 
a significant amount o f  energy savings and can be applied for a long time in the network so that 
there is no instability due to frequent reconfigurations. The (TLS)
scheme, which will be presented in Chapter 3, is an ETE scheme which attempts to solve this 
problem by using only two network topologies during a day so as to avoid frequent 
reconfigurations.
Furthermore, it is well-known that backbone networks can oAen suffer from single link failures 
[56] and therefore, it is important that any future ETE schemes are robust to these failure 
scenarios since these schemes make the network more vulnerable to traffic congestion during 
single link failures because they reduce the amount o f  spare capacity in the network by putting 
links to sleep for energy savings. Unlike the majority o f  existing ETE schemes, the TLS and GBP 
ETE schemes designed in this thesis take into account single link failures in their operation so as 
to minimize the probability o f  packet loss during these failure scenarios.
Another gap in literature is most existing offline ETE schemes do not take into account the 
traditional traffic engineering objective o f  load-balancing during their operation. Network 
operators currently place more priority on load-balancing compared to energy-efficiency because 
load-balancing makes their network more resilient to traffic congestion during traffic upsurges 
and unlike energy consumption, traffic congestion is a network performance parameter which can 
directly affect the customers o f  the network operators. Therefore, the Green Load-balancing  
(GLA), which will be presented in Chapter 4, enables these existing ETE schemes to 
achieve near-optimal load-balancing while significantly improving the energy savings that they 
provide. Hence GLA makes it more likely that these ETE schemes will be adopted by network 
operators since they can improve the energy-efficiency o f their network without sacrificing the 
"more” important objective o f  load-balancing. The TLS, TLS-SLFP and GLA ETE schemes are 
offline ETE schemes, which are the most suitable type o f  ETE schemes for backbone networks 
which experience predictable/diurnal traffic patterns because o f  the low complexity and ease o f 
implementation o f such schemes.
N ot all networks exhibit a regular traffic pattern and therefore, it is important to also design an 
online ETE scheme to cater for these networks. M ost existing online ETE schemes are too 
complex and do not offer a large amount o f  flexibility in the way in which they are operated. The 
Greew (GBP) designed in this thesis extensively re-uses the existing capabilities o f
already-deployed networks such as existing backup paths to enable links to go to sleep and Traffic 
Engineering Link State Advertisements (TE-LSAs) to distribute information about the state o f  the 
network to all ETE decision entities. Therefore, GBP does not incur the significant cost and 
complexity associated with existing online ETE schemes in literature and these features o f  GBP 
will encourage network operators to deploy GBP instead o f  other competing ETE schemes. 
Moreover, GBP is aware that the logical link between any two routers in a backbone network can 
consist o f  a bundle o f  physical links and therefore, it is able to put some physical links in a 
bundled logical link to sleep to achieve greater energy savings since it is not restricted to putting a 
whole logical link to sleep. In order to provide a fast and accurate reaction to sudden traffic 
changes, an online ETE scheme must be deployed in a distributed rather than a centralized 
manner and must be able to concurrently make conflict-free decisions. Unlike most existing
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online ETE scheme, GBP has an advanced conflict-avoidance mechanism which enables all the
GBP decision entities to concurrently make conflict-free decisions. The conflict-avoidance 
mechanism is also a simple mechanism which does not require a large amount o f  resources to 
properly operate.
Moreover, all the ETE schemes designed in this thesis respects five important constraints that all
effective ETE schemes should do but many ETE schemes in literature don’t. The first constraint is 
the flow conservation in the network must be conserved, i.e. all the traffic demands should be 
satisfied even if  some network elements have been put to sleep to save energy. The second 
constraint is any ETE scheme is not allowed to make the maximum link utilization in the network 
to rise above a set threshold as predetermined by the network operator. This constraint allows the 
network to have enough remaining spare capacity so as to tolerate sudden upsurges in traffic 
demands without any packet loss. The third constraint is the ETE should keep the network fully- 
connected during its operation by ensuring that there is a communication path between any two 
routers in the network during the normal operation o f  the network. The fourth constraint is the 
network should be resilient to single link failures by remaining fully-connected during single link 
failures, i.e. there must be a communication path between any two routers in the network even if  a 
link fails in the network. Furthermore, the remaining network capacity after a failure has happen 
must be sufficient to allow all traffic demands to be satisfied without any packet loss. The fifth 
constraint is Quality o f  Service should be taken into account during the operation o f the ETE 
scheme by using a single path between each Source-Destination (SD) pair in the network to 
forward traffic. In addition, the maximum packet delay should be kept below a predetermined 
threshold during the operation o f  the new ETE scheme despite the fact that link sleeping reduces 
the connectivity o f the network and this can result in excessively long SD paths to satisfy the 
traffic demands, if not managed properly.
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Chapter 3
3 Optimization of Time-driven Link Sleeping 
Reconfignrations in ISP Networks^
3.1 Introduction
Most offline Energy-aware Traffic Engineering (ETE) schemes ([8][10]][17][18][19][20][24]) 
calculate a new energy-efficient network topology, i.e. a new network configuration every 15 
minutes typically, for each new traffic matrix (TM). Frequent re-configurations o f the network 
lead to instabilities in the network because it takes time for the forwarding table o f  routers to 
converge to a coherent view o f  the network after the network has been reconfigured [57]. Hence, 
these ETE schemes present an unacceptable trade-off between energy-efficiency and network 
stability for network operators to be willing to adopt these ETE schemes. In this view, a new ETE 
scheme called Time-driven Link Sleeping  (TES) is proposed in this chapter. TES achieves 
improved energy-efficiency o f  the network through the use o f two network topologies, a full and a 
reduced one, which are operated in a time-driven fashion. The full network topology is applied 
during peak time where traffic demands are high, so all the links o f  the network need to be active 
to provide the maximum capacity to route traffic and avoid congestion. On the other hand, the 
reduced network topology is applied during off-peak time where traffic demands are low. The 
reduced topology contains some links which are put to sleep to improve the energy-efficiency o f  
the network while respecting some constraints such as Maximum Link Utilization (MLU). The 
main novelty o f  TES is its ability to jointly optimize a reduced network topology and its period o f  
operation during off-peak time for energy savings. Since TES uses only two network topologies,
i.e. network configurations, it drastically reduces the instabilities in the network compared to the 
other existing offline ETE schemes.
The content of this chapter is based on the following two already-published works:
1. F. Francois, N. Wang, K. Moessner, and S. Georgoulas, "Optimization for time-driven link 
sleeping reconfigurations in ISP backbone networks", in Proc. of 2012 lEEE/IFIP Network 
Operations and Management Symposium (NOMS), April 2012, pp.221-228. 2
2. Frederic Francois, Ning Wang, Klaus Moessner and Stylianos Georgoulas, "Optimizing Link 
Sleeping Reconfigurations in ISP Networks with Off-Peak Time Failure Protection," IEEE 
Transactions on Network and Service Management (TNSM), vol.10, no.2, pp.176-188, June 2013.
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The first part o f  this chapter is organized in five sections as follows: Section 3.2 provides a brief 
illustration o f the mechanism o f TLS. In Section 3.3, the problem formulation for finding an 
optimized reduced network topology and its off-peak period o f  operation is presented. The 
detailed operation o f  TLS is then presented in Section 3.4. The results o f the extensive evaluation 
o f  TLS on an operational European academic network, GÉANT, and its real traffic matrices are 
shown and discussed in detail in Section 3.5. In the second part o f  this chapter (Section 3.6 to 
3.10), TLS is extended to take into account single link failures by developing a new ETE scheme 
called Time-drive Link Sleeping with Single Link Failure Protection (TLS-SLFP). The motivation 
for developing TLS-SLFP is described in Section 3.6.
3.2 Time-driven Link Sleeping (TLS) Overview
As mentioned in the previous section, TLS applies two network topologies in a time-driven 
approach. The rationale behind this is that many ISP networks have regular/predictive traffic 
behavior patterns ([5][37][58]) which offers the opportunity for simple network topology control 
rather than relying on complicated online ETE schemes. The proposed algorithm aims to compute 
a reduced network topology which will give the optimized combination o f  the number o f  sleeping  
links and duration o f  the sleeping period. This energy saving approach can be used because 
networks are currently dimensioned and operated by taking into consideration traffic demands 
during peak hours and are further overprovisioned to account for unexpected events. Therefore, 
there is room for reducing the network topology when traffic demands are low during the off-peak 
time and save energy while still maintaining the same degree o f over-provisioning that occurs 
during peak time network operation. In order to obtain a robust off-peak network reconfiguration, 
the calculation o f the off-peak topology and its duration is based on multiple sampled traffic 
matrices as input, and the detailed description o f the algorithm will be given in sections 3.3 and 
3.4.
According to the proposed scheme, two distinct network topologies are used in daily operation. 
During the normal operation hours, the original fu ll  topology is applied for handling customer 
traffic, as it happens in common practice. During off-peak time, the rec/Mcga' MgfworA: 
that excludes scheduled sleeping links is used for energy saving purposes. In order to seamlessly 
perform topology switching without incurring routing disruption, the use o f  existing multi- 
topology routing protocols, such as MT-OSPF [59] and MT-ISIS [60], is proposed as the 
underlying routing platform. Specifically, two routing topologies are configured, one with the full 
physical topology and the other excluding the links scheduled to sleep. Once the operation has 
entered the scheduled off-peak time, individual routers simultaneously activate the reduced 
routing topology by remarking the multi-topology identifier (MT-ID) o f  packets from the default
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full topology MT-ID to the reduced topology MT-ID. Similarly, when the scheduled off-peak 
time expires, all routers remark customer packets back to the full topology MT-ID.
Such operation avoids the rigid routing re-convergence procedure based on one single topology,
which is generally considered to be harmful. From an optimality point o f view, a technical 
challenge o f having these two network topologies is that the reduced network topology should not 
be exclusively optimized with respect to the number o f  sleeping links, but it should also support
as long operational periods as possible with this reduced network capacity, but without causing 
network congestion incurred due to customer traffic dynamics. It is not difficult to infer that there 
is a tradeoff which needs to be optimized, between the number o f  sleeping links in the reduced 
topology and the duration o f  the off-peak time when this topology is actually applied.
This is because, if  an excessive number o f  links is excluded from the network based on a purely 
greedy approach, then the resulting reduced topology is not able to handle even minor traffic 
increases, and in this case the full topology has to be restored, which leads to a .y/zor/ 
for the use o f  the reduced topology.
In order to determine the optimized combination  o f the reduced topology and its applied operation 
duration, it is important to consider how traffic behavior patterns can play a role. As such, 
network monitoring is periodically performed which produces distinct traffic matrices at regular 
time intervals (e.g. every tens o f  minutes), as is the case in operational networks (GÉANT [4] and 
Abilene networks [61]). It should be noted that network configurations based on one single traffic 
matrix are not sufficiently robust in dealing with traffic dynamics, as has been indicated in 
conventional traffic engineering schemes [57]. Therefore, multiple traffic matrices are considered 
as input in order to produce the optimized combination o f the reduced topology and its off-peak 
operation duration. To ease the time-driven reconfiguration operations, it is also desired that the 
off-peak configuration starts at exactly the same time and has the same duration on a daily basis 
(e.g. 7:00PM -7:00AM ). According to the proposed solution, a single synthetic traffic matrix is 
computed based on multiple sampled traffic matrices across a given period (e.g. weekly). These 
selected traffic matrices represent the traffic pattern during the daily off-peak period. Thereafter, a 
reduced network topology with the excluded sleeping links is computed based on the single 
synthetic traffic matrix. Similarly, determining the off-peak duration on a daily basis also takes 
into account traffic matrix patterns during each day. It is worth mentioning that, although traffic 
dynamics behaviors exhibit some similar patterns on a daily basis, it is also important to make 
sure the same off-peak topology can be applied in a unified time-driven manner even though there 
can be traffic pattern variations at the same (off-peak) time in each day. Input traffic matrices to 
the algorithm can also be scaled up so as to enhance the robustness o f  the calculated reduced 
network topology to potential changes in the traffic patterns. In the next section, the overall 
optimization problem will be first formulated, followed by the description o f the jo in t schemes o f
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computing the reduced topology and determining its duration. The outcome is an optimized 
network topology coupled with a unified time window for its configuration on a daily basis.
3.3 Problem Formulation
Table 3-1: Definition of symbols for TLS.
Variable Description
A , Set of sleeping links in the reduced topology during off-peak time
a Maximum allowable utilization of link capacity
B Traffic sca lin g  fa cto r
Cj Bandwidth capacity of link from router i to j
Traffic demand from s to d that traverses link from router i to j
fa Total traffic demand on link from router i to j
G(R,I) Directed graph with R being set of routers and L being set of links
Ix Set of consecutive traffic matrices supported by reduced topology
Set of links taken by from router s to d
tsd Traffic demand from router s to d
The overall problem formulation on optimizing the reduced topology and its duration can be 
expressed as:
subject to:
maximize m a x { \Ix \  x
v s . d ,
0 Vs,  d,
^ ^  ^[0,100]
n { t ^ ^ ) n A x  =  0  v s , d , x
(3.1)
(3.2)
(3.3)
(3.4)
Equation (3.1) is the objective function which jointly optimizes the reduced topology (in terms o f 
the number o f sleeping links) and the duration o f its configuration (in terms o f  the number o f 
consecutive traffic matrices which can be supported by that topology). The overall off-peak time 
duration can be calculated from the number o f  traffic matrices, which are captured at regular 
intervals, covered by the period. Equation (3.2) is the standard flow conservation constraint. 
Equation (3.3) ensures that all links have utilization below a given threshold determined by the 
ISP. That is, with the reduced topology, the maximum link load should not exceed the threshold a 
(in terms o f  the percentage o f the link capacity) at any time during the off-peak time. Equation 
(3.4) makes sure that only the active links can carry the traffic during the off-peak time period. In 
addition, it is also required that the reduced network topology should not be broken due to the link
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removals, and also on a daily basis the starting/ending time for the off-peak topology 
configuration should be unified.
It should be noted that the simplified problem o f  identifying the optimal number o f links for 
sleeping based on a single traffic matrix has been proven to be NP-hard [32][30]. Therefore, there 
is no known computationally-efficient approach to optimally solve the problem and heuristics 
need to be used. Next, the proposed TLS scheme, which is based on heuristics, is proposed below.
3.4 Proposed Heuristic Scheme
Figure 3-1 illustrates the overall approach. The curve in the figure indicates the actual MLU 
dynamic pattern across a given period (5 days"). Such a MLU curve is effectively plotted 
according to the monitored traffic matrices at a certain time interval. In this example, this is 
illustrated with the TM measurements taking place every 2 hours, 12 TMs are produced within 
each 24 hour period. In Figure 3-1, M, ,, indicates the TM in day v. Such historical TM 
information is used for computing future off-peak network configurations and this is analogous to 
the traffic matrix forecasts used in general traffic engineering. First o f all, multiple "sampled" 
TMs from different days in the considered period are used for computing a synthetic off-peak 
TM, based on which sleeping links are initially identified in the reduced network topology. The 
purpose o f  using multiple TMs instead o f  a single one is for robustness reasons, as traffic 
conditions even at the same time point in different days may vary. In addition, in order to compute 
the actual off-peak configuration period (time window) on a daily basis, a starting point
for computation on each day is be identified, i.e. this point is located at the same g for every day 
V. Starting from this point, an algorithm is designed for expanding (in both directions) the off- 
peak configuration window size incrementally in order to maximize the overall energy savings 
based on the reduced off-peak topology. As the final result, the reduced topology can be 
configured in a unified way on a daily basis, for instance between traffic matrix and 
within each day. For instance, in Figure 3-1 the values o f  and ^^ 2 for identifying the unified 
daily off-peak time are 4 and 7 respectively.
The overall heuristic-based approach consists o f the following three sequential stages; (1) 
computing the synthetic traffic matrix and the starting point for off-peak window size expansion, 
(2) greedy link removal for the provisionally reduced topology, and (3) the joint expansion o f  the 
off-peak window size and the finalization o f  the reduced topology to be applied during the off- 
peak period.
^To better illustrate the daily off-peak configuration windows, the scheme was made to start from midday on the first 
day with peak traffic volume in the network. Moreover, it is not necessary for the peak/valley Ml.U to occur exactly at 
the same time point on each day. This figure is only for illustration purposes.
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Figure 3-1: Illustration of the overall approach.
3.4.1 Stage 1: Computation of the synthetic TM and the starting point for 
off-peak window size expansion
As previously indicated, the off-peak operational window size can be represented with a sequence 
o f TMs at regular intervals, for instance eveiy 2 hours as shown in Figure 3-1. The MLU o f  each 
traffic matrix is calculated to identify the traffic matrix with the lowest MLU across the whole 
period (denoted as M*) together with its “ location” in the sequence o f the TMs (e.g. TM Afj.g in 
Figure 3-1).
The 2"^ * index o f this traffic matrix with the lowest MLU (i.e. 6 in this specific example) is set to 
be the expansion point o f the daily off-peak window. To enable a unified daily off-peak window, 
the location o f the expansion point in every other day is at the same position as M*. This is 
represented in Figure 3-1 through the calculation o f distance 9 from the beginning o f each day. 
Put in other words, since M* in the figure is then the expansion point in other days should be 
M,.6 (i.e. q = 6), where v represents the index o f  the days under consideration. It is worth 
mentioning that it is not assumed that the actual lowest MLU always takes place exactly at the 
expansion point in the other days. But this is not exhibited in Figure 3-1 simply for simplicity 
reasons. These expansions points are the starting points that will be used in the 3"'^  stage to 
determine the actual location and the size o f the off-peak windows.
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With regard to the traffic matrix information to be used for computing the reduced topology with 
link removal, it is not efficient if  only one single sampled TM is used as input, say M* with the 
lowest MLU across the whole period. A more robust strategy is to take into account multiple TMs 
in order to obtain an optimized network configuration across all scenarios during the period. As 
such, a synthetic traffic matrix is first computed based on individual TMs located on the daily 
expansion points. In this example, the overall synthetic TM is computed according to the 5 TMs 
shown in Figure 3-1. For each traffic demand in the synthetic TM, the value is the average o f  the 
corresponding entries from the 5 input TMs at the daily expansion points.
The algorithmic complexity o f  calculating all the shortest path o f  all the Source-Destination pairs 
in a graph and assigning all the traffic demands o f  one traffic matrix to the links o f  the graph is 
given by 0 (|/? |^ .( |L | +  |/?|.log|R|)) based on Dijkstra's shortest path algorithm. Since this
procedure has to be done for each traffic matrix and there are Q traffic matrices in one day and in 
total V days are considered as input, the overall algorithmic complexity to determine the whole set 
o f MLUs is 0 {Q .V .\R \^ .{ \L \  +  |/?|.log|R|)). This is actually the overall algorithmic complexity 
for this stage since the algorithmic complexity o f finding the expansion points and calculating the 
synthetic traffic matrices does not dominate the overall algorithmic complexity.
3.4.2 Stage 2: Greedy link removal
In this stage, a reduced network topology is provisionally computed based on the synthetic TM 
obtained from the previous stage. Further fine-tuning o f this topology will be performed jointly 
with the determination o f the actual off-peak operational window size in the next stage. The 
computation o f  this provisional reduced topology is achieved by the iterative greedy removal o f
the links from the full network topology. The detailed operation o f the link removal in this stage is 
shown in Figure 3-2.
Specifically, upon the actual removal o f any link, the corresponding utilization o f all the 
remaining links is updated in the whole residual topology. If  the link under consideration cannot 
be removed, it is put into the Link Removal Failure List so that it will not be further considered. 
The condition for a successful link removal is that the residual network topology still remains 
connected and also the resulting MLU does not exceed the predefined constraint rr based on the 
input synthetic TM. In addition, considering the requirement that the daily off-peak windows need 
to have unified starting time and duration, for robustness concerns the traffic matrices at all 
expansion points are also tested for compliance with the constraints in Eq. (3.3) and (3.4) (shown 
in section 3.3) each time one link is considered for removal from the network topology. At the end 
o f this operation, the network topology wif/z /Ag /mArf, which still satisfies
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Eq. (3.3) and (3.4), is determined as the reduced topology. This topology will be further refined 
jointly with the optimization o f the off-peak operational window size in the next stage.
For each candidate link for removal. Stage 2 has to find the alternative shortest paths o f all the 
Source-Destination pairs o f the graph and route all the traffic demands o f the synthetic traffic 
matrix in order to check for violation o f the MLU constraint. This step o f  Stage 2 has algorithmic 
complexity o f 0 ( |L |.  \R\^. i\L\ +  |/?|.log|R |)) given that maximum |L| links need to be considered 
for removal. The algorithmic complexity o f  checking for full connectivity o f  the graph after each 
link removal is 0 ( |/? |.( |L | +  |R|.log|R|)) based on router visiting using shortest path algorithm. 
Since the algorithmic complexity for connectivity check is lower than the previous algorithmic 
complexity, the overall algorithmic complexity o f Stage 2 is OQL\. |/?p . ( |L | +  |R |.log|R |)).
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Figure 3-2: Flow chart for greedy link removal.
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3.4.3 Stage 3: Determ ination o f off-peak w indow  size and the final reduced  
topology
The final and main stage o f the algorithm is to compute the actual off-peak window size jointly 
with the fine-tuning o f the number o f sleeping links. The flow chart in Figure 3-3 shows the 
detailed operation in this stage. To start, the maximum number o f consecutive TMs which can be 
supported by the reduced network topology computed in the previous stage is identified. The 
expansion o f the daily off-peak windows starts from the expansion points obtained in Stage I, 
which is identified by M,.^. From this point the expansion is performed in both directions 
and Z»(Zg;)gMüZg»/Zy. This is because the traffic behavior pattern is generally not 
“symmetric” in the two directions from the expansion points.
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c u r r e n t _ s c o r e = N o .  o f  r e m o v e d  lin k s  x s u m  o f  n u m b e r  o f  
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N o . o f  in te r v a ls  in  1  d a y )?
I
No
...V ...
-Yes-> l:NI)
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Figure 3-3: Flow chart showing the “off-peak window determination” stage.
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In each direction, if  the projected MLU o f  the next TM does not exceed the predefined constraint
a  for all considered days, then the time duration between that next TM and the current one can be 
included in the off-peak time window.
After the maximum number o f  consecutive TMs is obtained, the algorithm reconsiders the 
possibility o f restoring some sleeping links from the reduced topology computed in &agg 2 and 
checks if  this leads to an improved value o f  the overall objective function. The consideration o f  
adding sleeping links is in the reverse order by which the links were removed from the network 
topology in the previous stage. This step is necessary because it is possible to have a sufficient 
increase in the number o f  consecutive TMs supported (i.e. enlarged off-peak time window size) to 
compensate for a reduced number o f sleeping links and therefore, obtain better performance 
according to the objective function.
The termination condition for the iterative consideration o f restoring sleeping links depends on the 
best value o f the objective function so far. The algorithm stops if it reaches a point where the 
number o f sleeping links is not sufficient to improve the best value o f the objective cost function 
even if  the entire time period is considered off-peak.
For each restoration o f  a sleeping link. Stage 3 has to find the new shortest path o f all the Source- 
Destination pairs o f the graph and route all the traffic demands o f all the traffic matrices until 
violation o f the MLU constraint. Therefore, the overall algorithmic complexity o f  this stage is 
0(|L |.(2 .F .|R |2 .(|L |-H Z ?|.log |R |)).
3.5  P erfo rm a n ce  E va lu ation
3.5.1 Experim ent Setup
The proposed TLS scheme is evaluated by using the operational GÉANT network topology and 
its published traffic matrices [4]. Table 3-2 shows the capacity o f  the links o f  the GÉANT 
network topology. The topology is made up o f 23 Point-of-Presence (PoPs) and 74 unidirectional 
links o f  varying capacity.
In order to evaluate TLS, the historical traffic matrices o f  the GÉANT network topology are used 
[4]. More specifically, six working weeks, with a working week defined in this experiment as the 
period o f  time spanning from Monday midday to Saturday midday, are used for the extensive 
evaluation o f TLS. For each working week, 480 consecutive traffic matrices measured at 15- 
minute intervals are used. The statistical characteristics o f  the traffic matrices for each week are 
given in Table 3-3. Week 0 is used for the evaluation o f  the energy savings obtained by TLS when 
different MLU constraints, a, are used.
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Table 3-2: Link characteristic of GÉANT network topology.
\L\ c (Mbps)
32 9953
2 4876
32 2488
8 155.2
I 74
Table 3-3: Characteristics of 6 weeks of the GÉANT traffic matrices.
MLU (%) Week
0 1 2 3 4 5
Max. 90.9 95.5 93.0 93.5 77.6 87.9
Min. 30.9 26.5 26.3 21.7 17.2 18.5
Mean 58.6 57.0 54.5 48.4 44.0 46.9
T* Quartile 44.5 41.8 40.9 32.7 29.7 31.5
2"^ * Quartile 55.9 53.9 51.1 44.5 42.2 44.1
3''^  Quartile 74.2 73.2 69.7 66.3 57.8 62.0
c
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Figure 3-4: Maximum Link Utilization versus Traffic Matrix Index for GÉANT.
The other weeks in the data set are used to verify that TLS can use a representative week, week 0 
in this specific scenario, to calculate a reduced topology and its period o f  operation. Figure 3-4 
shows the trend o f  the MLU o f GÉANT over the selected six weeks. The main observation is that
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the MLU follows a diurnal pattern where the traffic demands are higher during the day compared 
to during the night. Furthermore, the troughs and crests o f the traffic demands happen about the 
same time for all the six weeks. These two observations are not unique to GÉANT with several
researchers reporting the same observations about other operational networks such as AT&T [5] 
and Sprint [6].
As previously mentioned, the network operator may have different policies in setting the
constraint threshold a  for the maximum allowable link load based on the reduced topology during 
the off-peak time. This is effectively reflected by the value o f a  in Eq. (3.3) in the problem 
formulation. In the simulation experiments, different values for a, which represent the 
conservativeness in the link removal operation, are considered. A higher value o f  a  indicates that 
higher MLU is tolerable and in this case, more energy can be saved due to either increased 
number o f  links to be removed and/or expanded off-peak time duration allowed. In the 
experiment, the following four values for a  are considered: 60, 70, 80 and 90, meaning that the 
maximum allowable MLU is 60%, 70%, 80% and 90% respectively. Certainly the constraint can 
be further relaxed (i.e. to further increase the value o f  rr), however this may lead to increased 
vulnerability o f the reduced network topology, especially due to unexpected traffic upsurge during 
the off-peak operational period. In addition, the actual traffic demands in the TMs are also scaled 
up by 10% to 30% in order to evaluate the energy-efficiency with higher traffic volume scenarios. 
The aim is to make sure that the reduced network topology can also tolerate some variation in 
MLU values because o f  traffic uncertainly. The traffic scaling factor is represented by j3.
3.5.2 Sim ulation Results
The proposed scheme was evaluated with different constraint thresholds, a , and traffic scaling 
factors, as shown in Table 3-4. In the table, T, is the total off-peak time duration (in terms o f  
minutes) per 24-hour operation and E represents the energy-efficiency (in terms o f  percentage) 
over the whole operation period under consideration. E is calculated by using the equation (3.5) 
where |A| is the number o f  sleeping links in the "reduced network topology", 7  ^ is the time 
duration during which the "reduced network topology" is operated, |L| is the total number o f links 
in the network and T  is the total operation time under consideration. It can be observed from 
Table 3-4 that, as the MLU constraint a  becomes more stringent (i.e. a  becomes smaller), the o f f  
peak window size and number o f  sleeping links decrease. The window size decreases more 
significantly compared to the decrease in the number o f  sleeping links with this specific traffic 
pattern. This phenomenon is more noticeable when the traffic matrices are scaled up and the MLU 
constraint is kept constant. The most important result from Table 3-4 is that TLS is able to 
achieve an energy-efficiency o f  28.3% over 5 consecutive working days while having a maximum
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MLU constraint o f 90% (which is still not higher than the worst-case MLU at peak time that has 
been observed). In this case, the degree o f  capacity over-provisioning between peak time and off- 
peak time is effectively synchronized during daily network operations. In most cases, more 
conservative MLU threshold settings result in less energy savings being achieved due to the 
shrunk off-peak window size and/or reduced number o f  sleeping links. On the other hand, there 
are observed cases which do not follow this trend. This is because TLS does not always remove 
the links in the same order in 5'rage 2 because the MLU constraint cr is reached at different points 
in the link removal process because o f  either a change in the magnitude o f  the traffic demands due 
to a change in the traffic scaling factor or a different MLU constraint value. Since every link 
removal may either reduce or increase the opportunity for further link removals, the energy- 
efficiency obtained are not always reduced when the traffic scaling factor is increased due to this 
unpredictability in the future link removal order.
Furthermore, it is also interesting to investigate the change o f end-to-end maximum packet delay 
based on the reduced topologies. In this thesis, the packet delay is measured in terms o f  the 
propagation delay since it has been observed that in backbone networks [62][63], the packet delay
dominated by the propagation delay and that queuing delay in not significant if the link utilization 
is below 90% which is the case for the majority o f all network scenarios in this thesis. 
Furthermore, the line-of-sight distance is used for the calculation o f the propagation delay. Table 
3-5 shows the increase in maximum packet delay in the off-peak window where the reduced 
network topologies are applied. According to the results, the maximum packet delay experiences 
only an increase o f 0.336% when the MLU constraint a  is set at 90% (without traffic demand 
scaling). The increase in maximum packet delay under the other MLU constraints, (%, is the same 
as the 90% scenario because all the Source-Destination pairs in the reduced topologies use the 
same paths, i.e. the reduced topologies are identical when or is varied but the off-peak duration 
changes. The duration o f  the off-peak windows does not affect the packet delay performance in 
this scenario.
Figure 3-5, Figure 3-6, Figure 3-7 and Figure 3-8 show the a c /W  MLU performance with time
across the 5 considered days o f week 0 for different a  constraint values. During the peak-time 
operation period (outside the dark area), the MLU performance is based on the full network 
topology. There are two MLU curve segments in the off-peak duration: the solid curves represent 
the MLU performance based on the actual reduced topology with the sleeping links, while the 
dashed curves indicate the expected MLU performance based on the original full topology.
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Table 3-4: Energy-efficiency of proposed algorithm.
a P l^zl To f(% )
90 1 33 915 28.3
1.1 33 600 18.6
1.2 33 510 15.8
1.3 33 420 13.0
80 1 33 600 18.6
1.1 33 450 13.9
1.2 33 375 11.6
1.3 33 360 11.1
70 1 33 435 13.5
1.1 33 360 11.1
1.2 j j 315 9.76
1.3 32 405 12.2
60 1 33 330 10.2
1.1 32 420 12.6
1.2 32 405 12.2
1.3 32 375 11.3
Table 3-5: Increase in maximum packet delay due to reduced topology.
a Increase in Maximum Packet Delay in off-peak window (%)
90 0.336
80 0.336
70 0.336
60 0.336
The observation on the MLU comparison is as follows: intuitively, the MLUs in the off-peak 
windows are expected to be higher when the is used rather than theyh//
network topology. This is because the number o f links available to carry the traffic demands is 
lower in the former scenario which uses the reduced topology. An interesting observation, 
however, is that there are also cases where the /w// /opo/ogy gives a higher MLU
compared to the wefworA: fopo/ogy. This is because the greedy link removal operation o f
TLS may remove a link which originally injects traffic into the most loaded link o f  the network 
based on the full topology. The removal o f  such a link can divert some customer traffic away 
from that most loaded link to other alternate paths, in which case the overall MLU is decreased.
This scenario is illustrated with the simple illustrative network in Figure 3-9, with its traffic 
matrix shown in Table 3-6. The figure shows a small topology in which the links have different
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capacities, and the IGP link weights are in inverse proportion  to the link capacities. Table 3-6 
shows the traffic matrix information to be mapped onto the topology. Initially, there is no link 
removal and the traffic demand from router /I to C is routed through router B and it consumes 10 
units o f bandwidth on the link B ^  C, which is the most loaded link in the network (note that the 
link is also carrying 60 units o f traffic from B  to C) with utilization being 70%. When the least- 
loaded link /I B is removed from the topology, then the traffic demand from A lo C will be 
diverted on to the path A ^  D C. The link utilization increase on links A ^  D and D ^  C due 
to the diverted traffic (to 30%) is not enough to make any o f them become the most loaded link in 
the network. Although link B C remains the most loaded link, its utilization is reduced to 60% 
and hence the maximum MLU in the network is reduced after the link removal.
Off-peak Periods One Day ^ = 90% line
Original 
TLS
0 50 100 150 200 250 300 350 400 450
Time Interval (Number of 15-minute Intervals from Monday 12 00)
Figure 3-5: Variation of MLU with reduced topology of a=90.
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- TLS
One DayOff-peak Periods a = 80% line
100
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S  70 -
- •  50 -
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^  30 -
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Time Interval (Number of 15-minute Intervals from Monday 12 00)
Figure 3-6: Variation of MLU with reduced topolog} of a=80.
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Figure 3-7: Variation of MLU with reduced topology of a=70.
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Figure 3-8: Variation of MLU with reduced topology of a=60.
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Figure 3-9: Illustrative network topology to demonstrate the reduction of the MLLU with the
reduced topology.
Table 3-6: Traffic demands and paths for the illustrative network topology in Figure 3-9.
Source—Destination Demand Initial Path Path after removal of link A-B
A - C 10 A ^  B C A ^  D
B - C 60 B B ^  C
A - D 20 A ^  D A ^  D
D - C 20 D D
MLU 70% ( B -4 C) 60% (B C)
5 0
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Interestingly, it can be also seen in Figure 3-5, Figure 3-6, Figure 3-7 and Figure 3-8 that most o f  the 
off-peak MLU values obtained using the original full network topology are similar to the ones 
obtained using the TLS reduced topology, meaning that the worst-case link load is not increased 
substantially due to the reduced topology. This is due to the fact that the small amount o f load 
which was previously carried by the sleeping links has been rerouted mostly to the remaining 
active links with relatively low or medium utilization. This is shown in Figure 3-10 where the 
utilization percentage o f  the sorted links is plotted for the original and TLS reduced topology 
using an off-peak traffic matrix. On the left part o f  the graph, it can be observed that TLS has 
lower utilization values due to the sleeping links which have zero utilization while the original 
topology has a set o f  links with low utilization. On the right part o f  the graph though, it can be 
seen that TLS has larger values than the original due to the loads o f the sleeping links being 
transferred to the other active links.
In addition to the above performance evaluation based on the same 5-day traffic matrices (i.e. 
week 0) as original input, the configuration obtained for week 0 was applied on 5 other different 
weeks in order to have a more comprehensive evaluation o f  the proposed TLS scheme. Table 3-7 
shows the performance o f the configuration o f  week 0 when applied to these 5 other weeks where 
H is the number o f off-peak traffic matrices which produce a MLU above the MLU constraint a 
and U is the actual MLU observed during the off-peak period. It can be observed that the value o f 
H is always 0 and that U is always below the constraint a. These results indicate promising 
robustness capability o f the TLS scheme against varied traffic patterns in different testing weeks.
- Original 
TLS40
30
co
oo
□
40 600 20
Sorted Links according to Utilization Percentage 
Figure 3-10: Percentage utilization of links in the network.
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Table 3-7: Performance of week 0 configuration on other weeks.
a
Week 1 Week 2 Week 3 Week 4 Week 5
H (/(%) H (/(%) H [/(%) H (/(%) H (/(%)
90 0 82.6 0 74.1 0 73.1 0 65.8 0 69.4
80 0 68.5 0 65.5 0 57.5 0 44.5 0 57.5
70 0 59.7 0 60.9 0 50.0 0 42.4 0 48.6
60 0 48.0 0 57.5 0 50.1 0 40.8 0 43.2
3.6 TLS with Single Link Failure Protection (TLS-SLFP)
In the proposed TLS scheme presented in first part o f this chapter, the reduced network topology 
is more vulnerable to traffic congestion in the event o f  any unexpected link failure. These single 
link failures are known to occur frequently in operational networks [56], and indeed it is 
important to eliminate, or at least minimize such risk when computing the reduced topology for 
energy saving purpose. When network devices are put to sleep, the resulting topology has a 
reduced network capability in carrying customer traffic. In case o f  unexpected network failures 
occurring in the residual topology during off-peak time, the operational network may become 
vulnerable to post-failure traffic congestion. Towards this end, the basic TLS scheme, which was 
presented in first part o f  this chapter, is extended to take into account single link failure 
protections. An advanced scheme called 5'fMg/g ZmA: FafYwre
Protection (TLS-SLFP) is proposed which enables TLS to avoid traffic congestion when any 
single link failure occurs during the operation o f the off-peak reduced network topology. This is 
achieved through the provisioning o f sufficient network resources for carrying ongoing traffic 
demands without service disruptions when these failures occur. Furthermore, TLS-SLFP ensures 
that the network still remains always fully-connected in the event o f any single link failure 
scenario during the off-peak time.
The second part o f  this chapter is organized in 4 sections as follows: Section 3.7 provides a brief
description o f the difference between the problem formulation o f  TLS and that o f TLS-SLFP. In 
Section 3.8, an overview o f  the proposed TLS-SLFP scheme is provided along with the necessary 
alterations and additions to the basic TLS scheme. In Section 3.9, TLS-SLFP is evaluated on the 
European academic network, GÉANT, and the traffic matrices from week 0 as presented in
Section 3.5.1. Furthermore, a comparison between the energy-efficiency performance o f TLS and 
TLS-SLFP is done. Finally, the main findings are summarized in Section 3.10.
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3.7 Problem Formulation for TLS-SLFP
TLS-SLFP is an extended version o f the basic TLS scheme and therefore, both schemes share the 
same energy-efficiency objective and constraints (the problem formulation o f  TLS is described in 
detail in Section 3.2). In contrast to TLS, TLS-SLFP aims to further optimize the reduced network 
topology so that it always remains fully-connected, and is able to support the worst-case off-peak 
traffic demands after the failure o f a»); single link during off-peak time. First o f  all, from the basic 
connectivity point o f  view, the further reduced (post-failure) network topology should still remain 
fully-connected. Therefore, an additional constraint must be added to cater for this new 
requirement. In addition, a still fully-connected post-failure topology does not necessarily ensure 
that all the traffic demands will be sufficiently accommodated by the further reduced topology. 
Hence, the second requirement from the viewpoint o f capacity support is considered, in which 
case the original link removal operation needs to make sure that sufficient capacity resources are 
provided by the reduced topology in the presence o f any single link failure.
3.8 M odifications to the basic TLS Scheme for TLS-SLFP
Since the objective o f TLS-SLFP is an extended problem formulation o f  the plain TLS, the 
corresponding algorithm is largely built on top o f  TLS. TLS-SLFP has four stages which are 
described in detail in the next sections below. TLS-SLFP shares exactly the same 7 and 3 as
TLS and therefore, they are not included here.
3.8.1 Modified Stage 2: Greedy link removal with full network connectivity 
check for single link failure scenarios
The 2 o f  TLS (described in detail in Section 3.4.2) has been extended for taking into
account the new constraints on post-failure connectivity o f  the reduced topology when 
determining sleeping links. Specifically, when a link 7* is considered for scheduled sleeping, the 
following condition needs to be satisfied: The removal o f  /* aW  o f  other single link 
(considered as unexpected single link failure scenarios) should still ensure the residual network 
topology remains fully connected. As such, the connectivity check is based on |L|-2 single link 
failure scenarios jointly with the removal o f /*, where |Z| is the total number o f  links within the 
physical network topology.
For each link removal in the modified .S'tagg 2, an additional connectivity check needs to be done 
for each o f  the remaining active links when they are projected to fail. The algorithmic complexity 
o f  the actual connectivity check for any single link failure is 0(|Z|.|7(|.(|7^|.log|7?| 4- |L|)). This
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additional step in the modified &age 2 results in a new algorithmic complexity o f  
0 ( |[ |.( |7 ? |2 .( |A | +  |7?|.log|7(|)+|I|.|7?|#|.log|7?| +  |/?|))).
3.8.2 New Stage 4: Optimizing sleeping link selection to avoid traffic 
congestion during single link failures
A new 4 has been included in TLS-SLFP which makes sure that no traffic congestion
(projected utilization o f  any active link exceeding 100%) occurs given any single link failure 
scenario in the robust reduced topology for the off-peak traffic demands. All the steps in S'/age 4 
are shown in Figure 3-11. The first step o f  this stage calculates the number o f  single link failure 
scenarios that cawMot be supported by the reduced network topology produced at the end o f
3. In order to test for single link failures in this reduced network topology, each active link is 
removed in turn from the topology and the ability o f  each residual topology to accommodate the 
traffic demands is verified.
After identifying the total number o f  unsupported single link failure scenarios, TLS-SLFP 
identifies what impact each sleeping link in the reduced topology will have on this number if  the 
sleeping link were to be restored back to the topology again. This step produces a list o f  ranked 
sleeping links for potential restoration according to their ability to reduce the number of 
unsupported single link failure scenarios. The next step o f  this stage involves the restoration o f  
sleeping link candidates back to the working topology according to the list produced in the 
previous step. After each sleeping link candidate is considered for restoration, the number o f  
unsupported single link failure scenarios is re-calculated, and if  this number has not decreased, the 
link can remain sleeping and the next link candidate in the list is tested.
This procedure is applied to ensure that the minimum number o f  sleeping link candidates needs to 
be restored back to the working topology, and therefore, conserve the energy-efficiency achieved 
in 3 as much as possible.
In this stage, the first step involves the calculation o f  the number o f  single link failures which 
cause the MLU to go above 100% in order to see if  optimization o f  the number o f  sleeping links is
needed. This step has algorithmic complexity o f OQL\ . Q. V. \ R\ ^ . ( \ L\  + |/?|.log|/?|)). The next 
step involves the calculation o f the number o f  unsupported single link failures for each sleeping 
link restoration. The algorithmic complexity o f  this step is 4- |7?|.log|R|))
which dominates the overall algorithmic complexity o f  this stage. The next m^or step o f  4 
is to calculate the remaining unsupported single link failures after each sleeping link restoration. 
The algorithmic complexity o f this step is the same as the previous step. Therefore, the overall 
algorithmic complexity o f  this stage can be simplified to 0 ( |L |^ . Q. V. |/?|^. ( |L | 4- |/?|.log|7?|)).
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Figure 3-11: Flow chart showing optimization of the set of sleeping links in TLS-SLFP.
5 5
Chapter 3. Optimization o f  Time-driven Link Sleeping Recon figurations in ISP Networks
3.9 Performance Evaluation
The TLS-SLFP scheme was evaluated based on the same GÉANT network topology and traffic 
matrices, from week 0, that were used for TLS (described in detail in Section 3.5.1), since this 
allows for the change in performance to be directly compared. Figure 3-12, Figure 3-13,
Figure 3-14 and Figure 3-15 indicate the energy saving comparison between TLS and TLS-SLFP 
based on different values o f MLU constraint a. All the figures indicate that the overall energy 
saving gains are reduced as new constraints are added to TLS in order to take into account single 
link failure protections in TLS-SLFP.
Figure 3-12 shows the performance comparison between TLS and TLS-SLFP when the MLU 
constraint is set to 90%. It can be seen that in all cases involving different traffic scaling factors, 
there is a decrease in energy savings when the additional constraint is applied for single link 
failure protection. For instance, the energy saving gain is reduced from 28.3% in TLS to 16% in 
TLS-SLFP in the scenario without traffic volume scaling. Figure 3-13,
Figure 3-14 and Figure 3-15 where the MLU constraint is set to 80%, 70% and 60% respectively, 
show a similar pattern as observed in Figure 3-12.
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Figure 3-12: Energy saving gains with reduced topology of a=90 under different traffic scaling
factors.
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Figure 3-13. Energy saving gains with reduced topology of a=80 under different traffic scaling
factors.
Uj“
(U
0
1
LH
16
14
12 4 
10 
8
6 H 
4  
2 
0
I  TLS
]  TLS-SLFP
1 1.1 1.2 1.3
Traffic Scaling Factor, p 
Figure 3-14. Energy saving gains with reduced topology of a=70 under different traffic scaling
factors.
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Figure 3-15. Energy saving gains with reduced topology of a=60 under different traffic scaling
factors.
Table 3-8: Energy-efficiency of TLS-SLFP.
a P l^xl To E(%)
90 1 12 1425 16.0
1.1 18 705 11.9
1.2 17 585 9.33
1.3 17 435 6.94
80 1 13 945 11.5
1.1 13 690 8.42
1.2 20 375 7.04
1.3 9 360 3.04
70 1 20 435 8.16
1.1 20 360 6.76
1.2 20 270 5.07
1.3 16 405 6.08
60 1 20 390 7.32
1.1 20 300 5.63
1.2 16 405 6.08
1.3 16 360 5.41
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Table 3-8 shows a detailed breakdown o f  the performance o f  TLS-SLFP. One interesting 
observation from this table is that TLS-SLFP tends to push more links to the sleep mode when the 
MLU constraint is lowered while decreasing the off-peak window duration. Overall, the energy 
savings decrease as the MLU constraint is lowered because the MLU threshold is reached more 
quickly during the off-peak window expansion process. It is also worth mentioning that the 
energy saving gains does not always decrease when the MLU constraint is kept constant and the 
scaling factor is increased. This is due to the same reason in the TLS scenario where the link 
removal order changes as MLU constraint and scaling factor change.
3.10 Implementation by Network Operators
Network operators can verify whether TLS, or its failure-resilient version TLS-SLFP, is suitable 
for their network by first measuring the traffic pattern in their network. As mentioned previously,
TLS is designed for backbone networks which have a regular and predictable traffic pattern and if 
network operators observe that their network behaves in this manner, then TLS can be a good 
candidate ETE scheme for their network. In most cases, network operators do not need to install 
any new monitoring tools in their network since they already have the traffic pattern o f  their 
network for network planning purposes. After verifying that the traffic pattern o f their network is 
diurnal and regular, network operators can input this information along with information about the 
network topology o f their network into a network simulator which is capable o f  running the 
TLS/TLS-SLFP scheme to get an indicative energy-savings, maximum link utilization and 
maximum packet delay. I f  the network operators are satisfied with the results obtained, they can 
go forward and implement TLS/TLS-SLFP in their network.
TLS is flexible enough ETE scheme that it allows network operators to make a trade-off between 
the amounts o f energy-savings that they want to achieve and the maximum link utilization that 
they are willing to accept as a consequence o f  the greater energy-savings obtained. The trade-off
that network operators are willing to accept will depend on their network policy. The network 
policy o f  the network operator will also determine whether TLS-SLFP should be implemented 
instead o f  plain TLS because o f  the capability o f  TLS-SLFP to protect against packet loss during
single link failures. W hile TLS-SLFP offers greater protection against single link failures 
compared to TLS, the amount o f  energy-savings is less.
3.11 Summary
In this chapter, the motivation behind developing a simple time-driven energy saving scheme for 
backbone networks is presented. The proposed heuristic algorithm, TLS, determines a reduced 
with scheduled sleeping link re-configuration and the actual off-peak time
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period during which this network topology is used. The scheme aims to identify an optimized 
trade-off between the number o f sleeping links and the configuration duration for the reduced 
topology in order to achieve maximum energy savings performance. It is demonstrated through 
simulations based on the GÉANT network and its real traffic matrices, that the proposed scheme 
is able to achieve significant energy savings in the daily operation. Furthermore, there is low 
impact on the end-to-end maximum packet delay when applying the reduced network topology 
during off-peak time. Some interesting observations have also been obtained and analyzed, such 
as the ability o f  the proposed algorithm to reduce the MLU with fewer active links, which provide 
insights for the design o f  future traffic-engineering aware network optimization schemes for 
energy-efficiency.
In the second part o f  this chapter, a new algorithm called TLS-SLFP was introduced as an 
extension to TLS to take into account single link failure protection which is known to occur 
frequently in operational networks. TLS-SLFP optimizes the off-peak reduced network topology 
with the main objectives o f  avoiding the network from becoming disconnected and congested due 
to unexpected single link failures. Even though there have been additional constraints on the 
scheme such as more stringent network connectivity and spare capacity in order to support single 
link failure events, TLS-SLFP has been shown to be able to achieve reasonable energy savings.
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Chapter 4
4 Optimizing IGP Link Weights for Energy- 
efficiency and Load-balancing in ISP
Networks^
4.1 Introduction
In addition to energy-efficiency, load-balancing has been a common objective o f plain traffic 
engineering in computer networks, and numerous schemes have been developed towards this 
objective [64]. Load-balancing aims to reduce the Maximum Link Utilization (MLU) in the 
network through an optimized distribution o f traffic. This reduction in MLU allows the networks 
to offer better Quality o f  Service (QoS) assurance and also to efficiently handle unexpected 
upsurges in traffic demands. However, since load-balancing attempts to "spread" the traffic while 
ETE algorithms attempt to "concentrate" traffic only to residual active devices (e.g. network 
links), conventional load-balancing and ETE are intuitively conflicting each other in network 
configurations.
In this chapter, a new ETE scheme, called Grgew yf/gorzV/zw (GLA), is proposed
which jointly optimizes the load-balancing and energy-efficiency in the network based on existing 
ETE schemes. GLA achieves such objectives by optimizing the Interior Gateway Protocol (IGP) 
link weights o f  a network, which influences the distribution o f traffic in a network. Existing ETE 
schemes do not re-optimize the IGP link weights after they put some links to sleep and this is not 
efficient because the IGP link weights are only optimal when all the links in the network are 
active, i.e. not sleeping. Specifically, the intelligent setting o f  IGP link weights in GLA is able to 
maxzzMzzg gMergg .yavzVzg gam.; through link sleeping, while wazzztazfz/Mg, or eve» /wrZ/zer
The content of this chapter is based on the following publications:
1. F. Francois, N. Wang, K. Moessner, S. Georgoulas, and K. Xu, "Green IGP Link Weights for 
Energy-Efficiency and Load-balancing in IP Backbone Networks", in Proc. of 2013 of lEEE/IFIP 
Networking, May 2013.
2. Frederic Francois, Ning Wang, Klaus Moessner, Stylianos Georgoulas and Ke Xu, "On IGP Link
Weight Optimization towards joint Energy-efficiency and Load-balancing," Elsevier Computer 
Communications (under review).
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different from conventional single-objective IGP link weight setting schemes which optimize only 
for load-balancing but do not efficiently provide opportunities for link sleeping operations. In the 
second section o f  this chapter, the end-to-end M aximum Packet Delay (MPD) performance o f 
three existing ETE schemes are investigated and found to be unsuitable for the strict QoS 
requirements that network operators have. In the light o f  this observation, the three existing ETE 
schemes are modified so that they can respect an upper bound on MPD. The new M PD-aware 
ETE schemes are then evaluated and compared against their original counterparts in terms o f 
load-balancing and energy savings performance.
In order to illustrate the basic concept o f GLA-based link weight optimization for both load- 
balancing and energy-efficiency, the small illustrative network topology in Figure 4-1, with
indicated link capacities and IGP weight settings, is used. The aim o f such an example is to 
illustrate how IGP link weights can be manipulated in order to create opportunities for more links 
to sleep, but without affecting the load-balancing requirements. For simplicity and clarity, an 
"incom plete” uni-directional graph is used, but certainly such an idea is also applicable to real 
network topologies with full bi-directional connectivity. First o f all, it can be observed that there 
are only two links which can be put to sleep without causing the network topology to lose full 
connectivity: namely links C -> D and A D. First, the case where the set o f link weights is non­
optimized as shown on the left is considered, and then the case where the link weights are 
optimized on the right side o f the figure is considered.
Given a simple illustrative traffic matrix composed o f only traffic demands between two Source- 
Destination pairs: C — D and A — D o f 30 and 75 units respectively, the traffic demand C — D 
goes through path C -> D with a link utilization o f  60%. For the traffic demand A — D, path 
A ^  D is used with a link utilization o f  75%. The original MLU in this scenario is therefore 75%. 
Based on the given traffic demands, the conventional techniques such as [11] are followed to 
consider link removal one by one from the topology where the least utilized link is selected first. 
First o f all, if  link C D is put to sleep, its load is re-routed through the alternative path C 
A D and the resulting utilization on link A ^  D becomes 105%. Hence, C -> D cannot be put to 
sleep because it causes the network to become overloaded. Link A D can be put to sleep 
because the alternative path A ^  B D will have MLU o f 37.5%. Therefore, the resulting MLU 
in the network is 60% and only one link can be put to sleep.
If  the link weights are optimized as shown on the right side o f Figure 4-1, both links C D and 
A -> D can be put to sleep without causing the network to become overloaded. The traffic 
demands C — D and A — D are routed along the new paths C A ^  B ^  D and A -* B D 
respectively. The MLU o f the resulting network becomes 52.5% even though two links are now
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put to sleep. The optimization o f  the link weights has made it possible not only to reduce the 
MLU from 75% to 52.5%, but also allows one more link to go to sleep, achieving simultaneous 
improvement o f both load-balancing and energy-efficiency objectives.
In addition to the aforementioned simple example that illustrates the effectiveness o f GLA based 
on one snapshot o f  traffic matrix considered in some simple ETE schemes [17][65], the proposed 
scheme can be further applied to more advanced ETE schemes which take into account traffic 
dynamics. According to the Time-driven Link Sleeping  (TLS) scheme proposed in Chapter 3 
[66][67], both the set o f sleeping links and their sleeping time are Jointly determined by taking 
into account the patterns o f  traffic demands for a given period o f  time.
When GLA is to be applied to such schemes, additional constraints need to be considered. 
Specifically, a common set o f  IGP link weights needs to be applied across a diverse set o f  traffic 
matrices. This requires the algorithm to be robust enough to ensure optimized load-balancing 
performance is achieved across different time periods.
The rest o f this chapter is organized as follows: in Section 4.2, the generic  problem o f the jo in t 
optimization o f  load-balancing and energy-efficiency is formulated. A brief review is given on the 
working mechanism o f three different ETE schemes based on which GLA will be evaluated. In 
Section 4.3, the detailed specification o f the GLA algorithm is presented. In Section 4.4, GLA is 
evaluated by using the Point-of-Presence representation o f  the European academic network 
GÉANT and its real traffic matrices. In Section 4.5, an enhanced version o f GLA, which can be 
more natively coupled with one o f  the considered ETE schemes: Time-driven Link Sleeping, is 
introduced. In Section 4.6, the Maximum Packet Delay (MPD) performance o f the different ETE 
schemes is investigated. In Section 4.7, the existing ETE schemes are modified so as to improve 
their MPD performance and Section 4.8 describes the change in the load-balancing and energy- 
efficiency performance due to these modifications. Finally, a summary o f the main findings o f  
this chapter is provided in Section 4.9.
Key: —link capacity ■ B n a n m ™
AD p a th
B
B 100 * ^ ^ 1 0 0
CD p ath
200 B
-CD p a th  ►
Non-optim ized link weights Optimized link weights
Figure 4-1: Illustrative network topology to illustrate optimization of link weights.
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4.2 Problem Formulation and Existing ETE Schemes
4.2.1 Problem Formulation
Table 4-1 : Definition of symbols for GLA.
Variable Description
K Maximum allowable utilization of link capacity
Qy Bandwidth capacity of link from router i to j
E Energy-efficiency. Each ETE scheme has its own definition of energy-efficiency which is 
described in more detail in Section 4.2.2.
Traffic demand from router s to d that traverses link from router i to y
Total traffic demand on link from router i to j
6(E,L) Directed graph with R being set of routers and L being set of links
^sd Traffic demand from router s to d
u Maximum link utilization
The joint optimization o f  load-balancing and energy-efficiency in a network can be expressed
with the following two objectives:
subject to:
m inim ize U 
m axim ize E
^sd
sd
Vs, d , i  = s 
Vs, d , i  = d  
Vs, d , i  ^  s , d
y l « l  f s a  _  y f
/iy <  X Qy Vt,y with ct E [0,100]
(4.1)
(4.2)
(4.3)
(4.4)
Equation (4.1) represents the first objective o f GLA which is the minimization o f  the M aximum 
Link Utilization (MLU) in the network in order to achieve load-balancing. For the GLA scenarios 
based on one traffic matrix, it refers to the MLU related to that snapshot only. For the scenarios 
involving multiple traffic matrices (e.g. based on TLS), this refers to the worst-cosc scgMano 
across all considered traffic matrices. Equation (4.2) represents the second objective o f GLA 
which is the maximization o f  the energy-efficiency given by an existing ETE scheme. Again, the 
definition o f  E is specific to the individual ETE schemes considered, which will be introduced in 
Section 4.2.2. Equation (4.3) represents the standard flow conservation constraint. Equation (4.4) 
ensures that whenever a reduced topology is used, all active links should have their utilization 
below a given threshold a  as determined by the ISP. That is, with a set o f  links being put into
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sleep mode, the maximum link load should not exceed the threshold a  (in terms o f a percentage o f 
the link capacity). Another constraint is that the network needs to remain fully connected when 
links are configured to sleep mode so that there is always a path between any two routers in the 
reduced network topology.
4.2.2 Existing ETE Schemes
In this section, a brief review o f  the three different offline ETE schemes, based on which GLA is 
applied, is given. The first two schemes, Least Flow (LF) and Most Power (MP), were introduced 
in [17] and [65] respectively and were chosen to evaluate GLA because o f their simplicity. The 
third ETE scheme over which GLA was evaluated is T/we-dnveM LmA: E/eepmg (TLS), which is 
the ETE scheme introduced in Chapter 3. The major difference between the first two schemes and 
TLS is that the first two schemes operate on one single traffic matrix snapshot at a time and do not 
consider a collection o f dynamic traffic matrices as TLS does. It is also worth mentioning that 
each o f these three schemes has a different way o f  calculating the Eq. (4.1) and (4.2) in Section
4.2.1.
4.2.2.1 The Least Flow Scheme
In [17], the authors use an ETE scheme called Least Flow (LF). LF iteratively selects the least 
loaded link in the network as candidate for sleeping. The selected link can only go to sleep if  the 
full connectivity o f  the network topology is maintained and the resulting MLU is below a given 
threshold a  when the link enters sleep mode. Otherwise, the next least loaded link is selected for 
sleeping consideration until all the links have been investigated.
During the operation o f  GLA on top o f  LF, the value o f  Eq. (4.1) is the MLU value when the 
single traffic matrix is mapped onto the network with its full topology (i.e. all the links in the 
network are active). The MLU value obtained is then used as the value o f a in Eq. (4.4). The 
energy-efficiency (value o f  Eq. (4.2)) o f LF is calculated as shown by Eq. (4.5) where |A| is the 
number o f sleeping links and |L| is the total number o f  links in the network. The algorithmic 
complexity o f the LF scheme was given as 0 ( |L |.  |/?p . (|L | +  |/?|. lo g |/? |))  in [17].
 ^ (4.5)
4.2 2.2 The Most Power Scheme
The M ost Power (MP) ETE scheme presented in [65] is similar to LF. MP iteratively selects the 
link which consumes the highest amount o f  power in the network as candidate for sleeping. The 
selected link can only go to sleep if the full connectivity o f  the network is maintained and the
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resulting MLU is below a given threshold a  when the link is sleeping. Otherwise, the next link 
which consumes the most power becomes candidate for removal.
During the operation o f GLA on top o f MF, the value o f Eq. (4.1) is calculated in the same way as 
for the LF algorithm above. The MLU value obtained is then used as the value o f  a in Eq. (4.4). 
The energy-efficiency (value o f  Eq. (4.2)) o f  MP is calculated as shown in Eq. (4.6) where A is
the set o f  sleeping links, P; is the power consumed when the link with index I is active and B is 
the set o f  links that are sleeping. As mentioned previously, the energy savings due to a link being
put into sleep mode can pre-dominantly be attributed to the line cards which are connected to the 
link. The algorithmic complexity o f the MP scheme was given as 0 ( |L |.  |P p .  (|L | +  |P |. lo g |P |) )  
in [65j.
,|L|
• l  —  CE =  (4.6)
4.1.2.3 The Time-driven Link Sleeping Scheme
The third existing ETE scheme over which GLA is evaluated upon is the TLS scheme described 
in detail in Chapter 3. In the operation o f GLA on top o f TLS, the objective value, U, in Eq. (4.1) 
is equal to the worst-case MLU in the network when all traffic matrices are considered. 
Specifically, the metric U in Eq. (4.1) represents the peak-tim e  MLU in the network to be 
optimized. The MLU constraint for the off-peak time, represented by a  in Eq. (4.4), depends on 
either the obtained peak-time MLU or is pre-determined by the network operator. The energy- 
efficiency (value o f  Eq. (4.2)) o f  TLS is calculated according to Eq. (4.7), where |A| is the 
number o f  sleeping links in the “reduced network topology”, is the time duration during which 
the “reduced network topology” is operated, |L | is the total number o f links in the network and T 
is the total operation time under consideration. According to Eq. (4.7), the energy-efficiency o f 
TLS can only be increased by increasing the nominator in Eq. (4.7) since the denominator is 
fixed. Intuitively, an increase in the number o f  sleeping links may lead to a smaller off-peak 
duration (i.e. sleeping time T^p), because the capacity o f  network is reduced and only a smaller 
number o f traffic demands can now be satisfied. Therefore, a trade-off needs to be obtained 
between |A| and Tq. The algorithmic complexity o f the TLS scheme was given as 
0 ( |L |.  Q. V. |E |^ . ( |L | +  \R\. log|/?D ) in Chapter 3 where the symbols Q and V are the number o f  
traffic matrices collected in each day and the number o f days considered respectively.
^  (4.7)
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4.3 Green Load-balancing Algorithm (GLA)
4.3.1 Scheme Overview
It is well-known that computing the optimal link weights for basic load-balancing is already an 
NP-hard problem [52] and therefore, a novel ETE scheme called Green Load-balancing  
A/gonVAm (GLA) is proposed. GLA uses meta-heuristics (evolutionary/genetic algorithms) to find 
the optimized IGP link weights which can solve the more complicated problem o f  the joint- 
optimization o f load-balancing and energy-efficiency in a backbone network.
GLA is used to solve the problem o f  finding the set o f  optimized green IGP link weights which 
caters for both objectives 1 and 2 as represented by Eq. (4.1) and (4.2) respectively in Section
4.2.1. GLA is implemented in the form o f  a customized version o f  the Non-dominant Sorting
Genetic Algorithm (NSGA-II) [68]. NSGA-II operates in a similar fashion to traditional genetic 
algorithms. NSGA-II has been chosen because it is a multi-objective algorithm which preserves 
diversity and elitism o f the solution space and has low algorithmic complexity. NSGA-II can be 
used to find the Pareto-optimal front o f  a solution space and therefore, there is no need to use a 
single aggregated objective function as is required with other meta-heuristics which can 
accommodate only one single objective function. Moreover, the ability to do multi-objective 
optimization allows network operators to postpone their decision on their desired trade-off 
between load-balancing and energy-efficiency until the end o f  the GLA scheme because the GLA 
schemes will provide as final result the different Pareto-optimal points that the network operator 
can choose. The Pareto-optimal front arises due to the presence o f two objectives in the problem 
formulation, load-balancing and energy-efficiency. Intuitively, load-balancing and energy- 
efficiency through link sleeping are two conflicting objectives. This is because load-balancing 
aims to reduce the load on highly-utilized links by shifting the traffic demands on these links to 
less utilized links in the network while energy-efficiency requires the traffic to be concentrated on 
a subset o f active links and putting the non-utilized links to sleep, which results in the active links 
becoming highly-utilized. The conflict between the two objectives gives rise to a Pareto-optimal 
front in the sense that, when the MLU is reduced for load-balancing purposes, the energy- 
efficiency objective will be sacrificed because o f  the more constrained environment for the 
different ETE schemes. Hence, an optimized trade-off needs to be obtained between these two 
objectives. In addition to the basic NSGA-II operations, two custom operators are also introduced 
to further enhance the performance o f  GLA by enabling a more efficient search to be done in the 
solution space.
67
C/zgpfer 4. /G f /or EMgra^-g^cfeMcy aM^ / Zoa(Y-6a/aMcmj  ^m /?  BacA:6oMg A^ efwor ,^;
4.3.2 Solution Encoding
In the genetic algorithm, the solution (i.e. the set o f IGP link weights in GLA) is encoded through 
a chromosome. A chromosome is made up o f  a number o f genes, which is equal to the number of 
links in the network in GLA. Therefore, each gene in the chromosome represents a link in the 
network. Each gene is restricted to an integer value in the range o f  I to 65535. This range 
corresponds to the range o f values allowed for IGP link weights. In GLA, a link with a link 
weight o f  65535 is defined as sleeping and is not used to route traffic demands.
4.3.3 Fitness Functions
Each chromosome (i.e. solution candidate) has two distinct fitness functions in the NSGA-II 
algorithm which are represented by Eq. (4.1) and (4.2) in Section 4.2.1 respectively. As 
mentioned previously, since the three ETE schemes, described in Section 4.2.2, have different 
mechanisms, their fitness functions differ in the way they calculate Eq. (4.1) and (4.2) (described 
in Section 4.2.1).
4.3.4 Sleeping Link Crossover Operator
A crossover operation in a genetic algorithm involves taking two chromosomes (i.e. two 
solutions) in the current population (set o f solutions) and swapping their genes (i.e. link weights) 
with each other to produce two new offspring chromosomes. The aim is to produce newly 
generated solution candidates with better fitness values. In order to explore the solution space 
more efficiently and achieve quicker convergence, a customized crossover operator is designed in 
addition to the standard operators such as two-segment crossover. This new crossover operator 
has been designed so that one parent chromosome can replace its gene with its counterpart gene in 
the other parent chromosome if the counterpart gene represents a sleeping link.
Figure 4-2 shows the operation o f  the new crossover operator. A chromosome in this operation is 
made up o f two rows. The top row contains the IGP link weights while the bottom one contains a 
binary array which indicates link status. In this array, a “ 1” value means that the associated link is 
sleeping and “0” means the associated link is active. The IGP weight o f an active link in a 
chromosome is changed with its counterpart in the other parent chromosome only if  its 
counterpart is marked as sleeping. The arrows between the two parent chromosomes in Figure 4-2 
show when link weight change occurs and the direction o f the change. This operation is similar to 
“XORing” the bottom row o f the two parent chromosomes. This new crossover operator allows 
“good" link weights which promote link sleeping to propagate through the population.
68
Chapter 4. IGP Link Weights for Energy-efficiency and Load-balancing in IP Backbone Networks
4.3.5 Link Utilization Mutation Operator
A mutation operation in a genetic algorithm involves taking one chromosome (i.e. solution 
candidate) in the population and modifying one or more genes (i.e. link weights) in the 
chromosomes. This operation is done so that new genes, which do not exist in the current 
population, are introduced in the population with the aim that this will likely increase the fitness 
functions o f the selected ehromosomes. A new mutation operator has been developed based on the 
percentage utilization o f  each link when a traffic matrix is mapped onto the topology. In this new 
mutation operator, each link weight has probability o f mutating which is equal to the
utilization percentage o f that link divided by the MLU in the network.
As such, highly utilized links will have a higher probability o f mutating compared to links with 
low utilization. The probability that a chromosome in the parent population will begin this 
utilization-based mutation is given by Pr„,„,/2 where P /w  is the probability o f a chromosome 
undergoing mutation and there is Pr,„J2 probability that the chromosome will undergo the other 
standard mutation operators.
If a link is selected to be mutated, its link weight will be increased according to Eq. (4.8) where 
14^ 1 is the new link weight. is the old link weight and is used as the mean o f  a nornial 
distribution N  with standard deviation where £ is a fractional multiplier lower than 1. The 
rationale behind Eq. (4.8) is that highly utilized links will have their link weights increased, and 
hence make them less likely to be chosen by IGP for routing traffic demands. This is likely to 
cause the load o f  these links to decrease if  alternative shorter paths are identified to route the 
traffic demands.
Wr, = W^ + \Wo-N(Wo,sWo)\ (4.8)
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Figure 4-2: Sleeping link crossover operator.
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4.3.6 Overall Operation of GLA
At the beginning o f GLA, an initial population o f random chromosomes is generated. An 
offspring population is then created through the joint application o f  crossover and mutation
operators on some randomly selected chromosomes in the parent population. In addition to the 
traditional crossover and mutation operators such as two-segment crossover and random gene 
mutation, the two custom crossover and mutation operators, described in the previous two 
subsections, are applied. These customized genetic operators help the exploration o f  the search 
space in a more efficient manner. The parent and offspring populations are then merged and 
sorted according to the fitness and diversity scores o f  the individual chromosomes to create a new 
parent population. The algorithm stops when a given targeted number o f  generations has been 
calculated, or there has been no improvement in the obtained solutions since a given number o f 
generations. The problem-independent complexity o f  NSGA-II is reported to be [68]
where k  is the number o f objectives in the problem (i.e. two for GLA) and % is the population 
size. The complexity o f  the evaluation o f  the fitness functions for each solution in the population 
depends on the ETE schemes used and has been reported in Section 4.2.2.
4.4 Performance Evaluation
4.4.1 Network Scenario
The performance o f GLA when applied to the different ETE schemes ([57][69][66][67]) is 
evaluated by using the operational network topology GÉANT and its published traffic matrices
[4]. The published topology consists o f  23 Points-of-Presence (PoPs) and 74 unidirectional links 
o f  varying bandwidth capacities which are described in Table 4-3 below. The total power 
consumption due to a link being put into sleep mode, p, is also given in the table.
These values were calculated from the power consumption model o f line cards in [70] with the 
assumption that line cards are responsible for most o f the power consumption o f  a link [10][11]. 
The power values are used by the 2"'' ETE algorithm, MP, to decide which link to put to sleep 
first. TLS operates on a collection o f  traffic matrices by nature and therefore, 480 consecutive 
traffic matrices o f  week 0 o f  the dataset are considered. The statistical characteristics o f  the traffic 
matrices were described in detail in Section 3 .5 .1.
The LF and MP ETE schemes only focus on each standalone traffic matrix and therefore, 10 
traffic matrices from the set o f traffic matrices used to evaluate TLS were chosen to evaluate GLA 
on top o f  these schemes. The 10 traffic matrices were chosen by taking 2 traffic matrices each
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from the subset o f traffic matrices which has a MLU close to the Max., Min., Mean and U' and 3'^ 
Quartiles MLU o f week 0 as specified in Table 3-3.
There are three different sets o f  link weights which are compared in this work: Az/gnor
Gangway fro /oco / ITgzg/z/ Pprzzzzzzgr (IGP-WO) and GLA. The Default link weights are the actual
link weights applied in practice.
IGP-W O contains link weights which are optimized following [52] for general load-balancing 
purpose only, without any energy awareness. These two link weight setting strategies are used as 
benchmarks to evaluate the improvement in energy-efficiency obtained by GLA based on the 
three common ETE schemes. GLA is run with 10 different seeds to get the average performance. 
As mentioned previously, GLA produces a set o f  Pareto-optimal solutions for each seed. Each 
solution candidate shows a different trade-off between energy savings and load-balancing.
As the aim is to achieve energy-efficiency without substantially sacrificing conventional traffic 
engineering (i.e. load-balancing) performance, it was decided to exclude all solutions which have 
a MLU which is Y/% (3% was chosen for all experiments in this chapter) above the lowest MLU 
given by the GLA link weights. For each seed, the best solution is then chosen by identifying the 
solution among the remaining solution candidates which has the lowest ratio o f MLU to energy- 
efflciency. TLS was further evaluated by having different MLU constraints, represented by cr in 
Eq. (4.4), during off-peak time where the “reduced network topology" is applied. The different 
off-peak MLU constraints represent the different degrees o f conservativeness by the network 
operator during off-peak time.
4.4.2 Simulation Results
Table 4-3 and Table 4-4 demonstrate the performance o f  the three sets o f link weights for the ETE 
schemes LF and MP specified in Section 4.2.2 respectively. The performance is measured in 
terms o f  the average change in Maximum Link Utilization, and average change in energy- 
efficiency, zlE, when compared to the results given by the Default link weights. In the case o f  LF,
the number o f sleeping links computed by GLA has increased by 16.1% while reducing the MLU 
by 30.7% compared to the results given by the Default link weights.
Table 4-2: Power used due to an active link.
m c  (Mbps) p(W ) | i |  X p(W )
32 9953 1120 35840
2 4876 560 1120
32 2488 280 8960
8 155.2 98 784
I 74 46704
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This shows that GLA can reduce the MLU while still achieving significantly higher energy- 
efficiency. IGP-WO link weight setting was not able to improve the energy-efficiency after the
MLU in the network has been reduced. This is shown by the negative sign for a E. It is observed 
that GLA performs slightly better than IGP-W O in terms o f  load-balancing even though GLA 
considers energy-efficiency at the same time. For MP, the energy-efficiency obtained by GLA has 
increased by 1.08% while reducing the MLU by 31 % compared to the results given by the Default 
link weights. When IGP-WO link weights were used, it was still not able to improve the energy- 
efficiency when the MLU o f  the network is reduced.
Regarding TLS, Figure 4-3 shows that GLA can achieve a substantial improvement in energy- 
efficiency o f 238% and 144% compared with the Default and IGP-WO link weights respectively 
when a (in Eq. (4.4)) is set equal to the worst-case MLU given by the “full network topology”, U. 
Effectively, cr represents the worst-case MLU that can be observed during the entire off-peak
operation duration o f the “reduced network topology” . Similar observation is obtained when a  is 
further reduced to 65% and 60% respectively. The energy-efficiency decreases when a  is 
decreased because o f the more conservative constraint for TLS. Table 4-5 shows that the high 
energy-efficiency obtained using GLA is not at the expense o f load-balancing since the GLA 
values for load-balancing are lower than those for IGP-WO.
Figure 4-4 shows the actual MLU performances across the 5 days when Default, IGP-W O and 
GLA link weights are applied to the network. It is interesting to see that when a  is set equal to U, 
the off-peak duration o f GLA is even able to cover the entire 5-day period because the difference 
between the peak and off-peak MLU under GLA is zero (also see Table 4-5). It is acceptable for a 
network to not use some links at all because this will reduce the operational costs even if  the 
network operator has already invested capital in the network. The network operator can put the 
always-sleeping links back on when there is a need for extra capacity in the network. When a  is 
set below U, link sleeping can be only configured within a specific period on a daily basis. This is 
shown by the dark areas for the Default scenario in Figure 4-4 and for the GLA link weights in 
Figure 4-5 where a  is set equal to 60%.
Table 4-3: Performance comparison of three sets of link weights for LF ETE scheme.
IGP-WO GLA
A f  (%) A (/(% ) AE (%)
-27.1 -1.17 -30.7 16.1
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Table 4-4: Performance comparison of three sets of link weights for MP ETE scheme.
IGP-WO GLA
â U  (%) A E  (%) A U  (%) A E  (%)
-27.1 -14.3 -31.0 1.08
Table 4-5: Performance of GLA for the three set of link weights.
a
Default IGP-WO GLA
(/(%) E  (%) U (%) E  (%) U (%) E  (%)
69.7 90.9 13.5 70.1 18.7 69.7 42.7
65.0 90.9 11.1 70.1 16.9 69.5 39.3
60.0 90.9 10.2 70.1 12.8 69.6 34.7
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Figure 4-3: Energy-efficiency of TLS using the different sets of link weights.
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Figure 4-4: The MLU variation across 5 days for Default, IGP-WO and GLA link weights when a  is
set equal to U.
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Figure 4-5: The MLU variation across 5 days for GLA link weights when a  is set equal to 60, which is
below U.
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4.5 Enhanced GLA for TLS
4.5.1 Solution-enhancement Heuristic
The performance o f GLA for TLS can be improved further if GLA is further customized for TLS 
through the use a Solution-enhancement Heuristic (SH). This enhanced version o f  GLA is called 
Gz-gg» w/fA o^/wffOM-gM/fOMcgrngM/ //gwrfj/fc (GLA-SH) and is
designed to run at the end o f each iteration o f  GLA. SH operates on the best solution in the 
population at the end o f  each iteration o f GLA. The best solution is determined by a single 
aggregated objective function represented by the ratio o f Maximum Link Utilization to energy- 
efficiency as given by Eq. (4.1) and (4.2) in Section 4.2.1 respectively. Figure 4-6 shows the 
flowchart o f the operation o f SH. The chromosome (i.e. solution candidate) selected for 
improvement is first evaluated to find the size o f the off-peak duration. In TLS, the energy- 
efficiency is effectively represented by the number o f  sleeping links multiplied by the off-peak 
duration.
(START
I
Find the off-peak duration o f solution
Is off-peak duration at its maximum?
Yes
I Find Traftlc Matrix which gives worst-case 
I MLU with “reduced network topology”
No
I  Find Traffic Matrix at edges o f off-peak 
j periods which gives worst-case MLU with 
I “reduced network topology"______
Route traffic demands o f traffic matrix and 
get list o f active links sorted according to 
utilization in ascending order _______
I  Set x=
Route traffic demands o f traffic matrix and 
get list o f active links sorted according to 
utilization percentage in descending order
Increase the link weight o f link at index x in i  
list I
I Re-calculate sleeping score of solution
LND)4^Yes
^  Have energy efficiency 
improved and /rew w/orsV-cwe MLU< or/gmü/ 
ivorsf-cYue ALLU?
No
No
_ _ ± _ .
► I
Restore link weight o f  link to original value
X > size of list?.
Yes
(END
Figure 4-6: Flow chart describing the operation of the Solution-enhancement Heuristic.
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If  the length o f the off-peak duration is at its maximum, the duration cannot be further increased 
to improve the energy-efficiency. The only option is to increase the number o f  sleeping links 
instead. This involves diverting load from certain active links in order to enable them to sleep. 
This diversion o f  load is done through the increase o f the IGP link weights o f certain links. SH 
first identifies the traffic matrix which gives the worst-case MLU when its traffic demands are 
routed with the off-peak "reduced network topology". The next step involves the creation o f  a list 
o f  active links ranked in ascending order according to the utilization o f  the links. The first link in 
the list is the least utilized in the network and therefore, it is easier to shift its load to other links. 
This link will be first chosen to have its link weight increased. In this work, the link weights were 
increased by 20% but this value can be changed depending on network scenario. After each link 
weight increase, the modified chromosome is re-evaluated to see if  the energy-efficiency has 
improved and the worst-case MLU has remained the same or has been reduced. If these criteria 
are met, SH stops and returns the improved chromosome to the population where it will replace 
the currently worst chromosome. In the case o f the criteria not being met, the link weight o f  last 
modified link is restored to its original value and the next link in the list undergoes link weight 
increase. This process continues until either all the links in the list have been tested or 
improvement o f  the chromosome has been successful.
I f  the size of the off-peak duration is not at its maximum, the energy-efficiency can be improved 
through the increase o f  the length o f the duration o f the off-peak period. The traffic matrices at the 
edges o f  the off-peak periods are first evaluated according to the off-peak "reduced network 
topology" to see which one gives the worst-case MLU. The identified traffic matrix is the one 
which has most likely caused the off-peak duration to be small because the maximum allowable 
utilization o f any link in the network has been reached. The traffic demands o f  the identified 
traffic matrix are then routed and a list o f active links is created. This time, the list is sorted in 
descending order according to utilization percentage. This is because the MLU can be reduced to 
allow the off-peak duration to increase for more energy-efficiency gains. This is achieved by 
shifting load from the most utilized link by increasing its link weight. The same iterative process 
o f  link weight increase is then performed in the same manner as in the previous case.
Chromosomes which cannot be improved by SH are tracked so that SH does not run on them
again and the next best chromosome is used as candidate for improvement by SH.
It is worth noting that it is possible to introduce solution enhancement heuristics for other ETE 
algorithms as well. These solution enhancement heuristics need to be specifically designed by 
taking into account their own working mechanisms in question. The development o f such
heuristics is however outside the scope o f  this thesis.
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4.5.2 Evaluation
The GLA-SH was evaluated using the same network scenario as described in Section 4.4.1. The 
results from Table 4-6 show that GLA-SH can increase the energy-efficiency o f TLS by 7% 
compared to plain GLA when a  is set equal to U.
The improvement when a is set to 65% and 60% is 9.41% and 15.6% respectively. These results 
show that the Solution-enhancement heuristic can improve the energy-efficiency o f TLS by 
customizing the operation o f  GLA. The reason why GLA-SH is able to improve on plain GLA is 
because the SH allows GLA-SH to escape from a local optimal solution. Genetic algorithms, on 
which GLA is based on, are known to be trapped in local minima and therefore, are not 
guaranteed to converge to the true global optimal [71 ].
4.6 Maximum Packet Delay (MPD) Performance of the existing ETE 
Schemes
The end-to-end Maximum Packet Delay (MPD) o f operational networks has become increasingly 
important due the popularity o f  real-time applications such as Voice-over-IP (VoIP) and video 
streaming [39].
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Figure 4-7: Comparison of energy-efficiency between GLA and GLA-SH.
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Table 4-6: Performance comparison between GLA and GLA-SH.
a
GLA GLA-SH
H(%) E(%) E(%)
69.6 69.7 42.7 69.6 45.7
65.0 69.5 39.3 69.5 43.0
60.0 69.6 34.7 69.5 40.1
These applications normally require a bounded MPD in order to provide end-users with good 
Q uality -o f Experience. The three ETE schemes, described in Section 4.2.2: LF, MP and TLS, are 
oblivious to packet delay and therefore, the packet delay may substantially increase when links 
are put to sleep for energy savings. In this section, a comprehensive analysis o f  the MPD 
performance o f  the three different ETE schemes on the three different sets o f  link weights: 
Default, IGP-WO and GLA is presented.
Table 4-7 shows the maximum, average and minimum increase in MPD when the LF ETE 
scheme is applied for the Default, IGP-WO and GLA link weights. The maximum packet delay 
was measured in the same way as described in Section 3.5.2. The general observation is that 
Default link weights perform the best in terms o f MPD performance while the GLA link weights 
scenario has the worst result. There are two main reasons behind this observation: first, the 
Default link weights have more freedom in their routing because they do not optimize load- 
balancing as GLA does. The second reason is that GLA puts more links to sleep compared to the 
Default link weights as shown in Table 4-3 in Section 4.4.2 where the LF ETE scheme measures 
directly the number o f  links put to sleep (see Eq. (4.5)). This leads to the network topology being 
less connected, forcing packets to take longer paths to reach their final destinations. GLA has also 
worse MPD performance compared to IGP-WO because even though the load-balancing 
performance is similar, more links are put to sleep by GLA compared to IGP-WO. The IGP-WO 
and GLA columns in Table 4-7 indicate that there can be large variations in MPD performance 
given different traffic matrices. This is due to the fact that the LF ETE scheme is putting links to 
sleep with the only constraints o f maintaining full network connectivity and not violating the 
MLU threshold a. Hence, the LF ETE scheme does not consider any packet delay requirement. 
Table 4-8 further shows the same general trend in MPD performance for the MP ETE scheme as 
for the LF ETE scheme based on the three sets o f link weights: Default, IGP-WO and GLA. The 
reasons for this observation are the same as for the LF ETE scheme.
As mentioned in Section 4.2.2.3, TLS uses a full and a reduced network topology for peak and 
off-peak time operation respectively.
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Table 4-8 shows the MPD performance o f TLS when the Default link weights are used. Upon 
analysis o f the reduced network topologies which were generated with the Default link weights 
and various values o f a , it was found that all o f them are the same and have 33 sleeping links 
each. Since the reduced network topology for the various values o f  o: is the same (but have 
different off-peak durations), the value o f  the maximum increase in MPD is the same.
Another observation is that the maximum MPD values for the reduced network topologies are 
smaller compared to the values in Table 4-7. Further analysis o f  the number o f  sleeping links in 
each ETE scheme shows that on average, 39.6 links are sleeping in the LF ETE scheme compared 
to 33 links for TLS ETE scheme. This larger number o f  sleeping links reduces the connectivity o f
the network, which explains the increase o f the MPD. TLS has a lower number o f sleeping links 
because it trades o ff sleeping links for a longer off-peak duration to maximize energy-efficiency
with only two network topologies.
Table 4-9 also shows the maximum increase in MPD when IGP-W O link weights are used for 
both the full and reduced TLS network topologies. The main observation is that the M PD is very 
large. As mentioned previously, the IGP-WO algorithm is oblivious to packet delay and optimizes 
the load-balancing performance only.
Table 4-7: Increase in maximum packet delay for the reduced network topology due to the Default, 
IGP-WO and GLA link weights for LF ETE scheme.
Increase in 
Maximum Packet Delay
Value (%)
Default IGP-WO GLA
Maximum 2.56 80.0 81.5
Average 0.627 19.8 44.2
Minimum 0.149 0.635 2.58
Table 4-8: Increase in maximum packet delay for the reduced network topology due to the Default, 
IGP-WO and GLA link weights for MP ETE scheme.
Increase in 
Maximum Packet Delay
Value (%)
Default IGP-WO GLA
Maximum 25.39 88.0 83.6
Average 6.99 55.3 78.9
Minimum 2.97 0.713 55.8
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Table 4-9: Increase in maximum packet delay due to the Default, IGP-WO and GLA-SH link weights
for TLS ETE scheme.
a
Maximum increase in Maximum Packet Delay (%)
Default IGP-WO GLA-SH
Full NT Reduced NT Full NT Reduced NT Full NT Reduced NT
69.6 0 0.336 54.1 54.1 77.3 77.3
65.0 0 0.336 54.1 54.1 77.0 80.0
60.0 0 0.336 54.1 54.1 77.0 80.0
Table 4-8 shows GLA-SH link weights have the worst MPD performance among the three sets o f  
link weights. This is because GLA-SH puts a significantly larger number o f links to sleep and 
achieves a better load-balancing performance compared to the other scenarios as shown in Table
4-3 and Table 4-5.
As mentioned in Section 4.2.2.3, TLS uses only a single reduced network topology all the time
when a  is set to 69.7 for the GLA link weights and therefore, the M PD performance remains the 
same during both peak and off-peak time. For values o f  a  o f 65 and 60, two network topologies 
are used for peak and off-peak operation. The reduced network topology used during off-peak 
time has some links put to sleep compared to the full network topology which has no sleeping 
links. As a result, there is a higher probability for the MPD to increase when the reduced topology 
is used.
4.7 Improvement to current ETE Schemes for Maximum Packet Delay 
Constraint
In the previous section, it was indicated that the MPD performance o f the three plain ETE 
schemes can vary substantially with the three sets o f  link weights. The current ETE schemes do 
not have a deterministic way o f  ensuring that a bounded MPD performance is maintained. 
Therefore, there is no guarantee that the MPD performance will remain within the tolerance limits 
o f  network operators. In light o f  this observation, it is desired to further extend the current ETE 
schemes so as to guarantee a minimum MPD performance while maintaining the load-balancing 
and energy-efficiency performance o f the schemes.
To take into account this new requirement, the MPD constraint in Eq. (4.9) is added to the 
problem formulation in Section 4.2.1 where is the MPD o f  the new network topology after it 
has been modified for load-balancing and/or energy-efficiency, is the MPD o f  the
original network topology and is the maximum allowed increase ratio in MPD as defined by the
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network operator. The new MPD-aware ETE schemes have the same algorithmic complexity as 
their plain counterparts since the MPD o f  a reduced network topology can be calculated during 
the calculation o f  the forwarding tables.
Dfiew — ^  ^  ^ o r ig in a l  with fî > 1.0 (4.9)
In order to enforce the new MPD constraint in Eq. (4.9), the way through which the three ETE 
schemes put links to sleep needs to be modified. The modification is that in addition to checking 
i f  the MLU and full connectivity constraints are maintained when each candidate link is 
considered to be put to sleep, the MPD performance o f  the resulting topology also needs to be 
examined. If the resulting MPD is higher than the upper bound, the link under consideration 
should not be put to sleep. The plain ETE schemes, LF, MP and TLS, which are modified to 
include the MPD constraint, are named LF-D, MP-D and TLS-D respectively.
4.8 Performance Evaluation of ETE Schemes with Maximum Packet 
Delay Constraint
The three new MPD-aware ETE schemes, namely LF-D, MP-D and TLS-D, are evaluated by 
using the same network scenario as described in Section 4.4.1 and compare the load-balancing 
and energy-efficiency performance when the Default and GLA link weights are used. The IGP- 
WO link weights were not used during the evaluation because they give an MPD value which is 
very high. Specifically, the newly introduced extra delay due to the optimization o f  the link 
weights for load-balancing only is substantially higher even if  no links are put to sleep as shown 
in Table 4-10.
4.8.1 Performance Comparison between the Original and MPD-aware ETE 
Schemes
In this section, the change in load-balancing and energy-efficiency performance is compared 
between the original and the MPD-aware ETE schemes. The chosen value o f  is I for all the 
remaining experiments in this chapter. Table 4-11 shows that the energy-efficiency performance 
decreases when the LF-D and MP-D ETE schemes are applied to the Default link weights when 
compared to the original schemes. This decrease in performance is due to a smaller number o f  
links being put to sleep, so that the network topology remains sufficiently connected to keep the 
MPD within the set constraint. Table 4-12 shows a decrease in both the energy-efficiency and 
load-balancing performance when GLA is used with the LF-D scheme. These reductions are due 
to the new constraint on the MPD which reduces the diversity o f paths available in the network 
after link sleeping. For the MP-D scheme, there is actually a slight improvement in the load-
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balancing but this comes at the expense o f  a greater decrease in the energy savings. Table 4-13 
shows a slight increase in the load-balancing performance o f  the GLA-SH link weights for the 
TLS-D ETE scheme but the energy-efficiency performance decreases.
4.8.2 Performance Comparison between Default and GLA link weights for 
MPD-aware ETE Schemes
In this section, a direct comparison study, in terms o f load-balancing and energy-efficiency, 
between the Default and the GLA link weights for the MPD-aware ETE schemes is presented. 
Therefore, it is possible to get a moderate gain in energy-efficiency if  solutions which do not have 
close-to-optimal load-balancing performance are chosen.
Table 4-15 shows that it is possible to use GLA-SH to achieve significant improvement in both 
load-balancing and energy-efficiency performance over the Default link weights for the TLS-D 
scheme.
Table 4-10: Increase in MPD for the full network topology due to the IGP-WO link weights
compared to the Default ones.
Increase in MPD Value (%)
Maximum 54.1
Average 53.8
Minimum 53.0
Table 4-11: Change in energy-efficiency when LF-D and MP-D, rather than LF and MP, are applied
to the Default link weights.
ETE Scheme AE(%)
LF-D -3.52
MP-D -2.52
Table 4-12: Change in the improvement of the load-balancing and energy-efficiency when LF-D and 
MP-D, rather than LF and MP, are applied to the GLA link weights.
ETE Scheme
LF-D -0.312 -6.77
MP-D 0.776 -7.53
82
C A apfgr 4. 7G P LzM&: /ô r  a»a( Ioa(/-6a/aM cm jg  m  TP VeDi/o/'^.y
Table 4-13: Performance improvement of the load-balancing and energy-efficiency when TLS-D, 
rather than TLS, is applied to the GLA-SH link weights.
a
GLA-SH
A(/ (%) AE(%)
69.4 0.190 -5.48
65.0 0.259 -5.50
60.0 0.236 -15.6
Table 4-14 shows the change in load-balancing and energy-efficiency performance when the GLA 
link weights are used, instead o f the Default ones, for the LF-D and MP-D ETE schemes. For the 
LF-D scheme, GLA is able to improve both the load-balancing and the energy-efficiency 
performance over the Default link weights. For the MP-D scheme, GLA is only able to improve 
the load-balancing performance at the expense o f  the energy-efficiency. When GLA converges, a 
final population o f  solutions, which contains a number o f  Pareto-optimal solutions, is obtained. 
Pareto-optimal solutions are solutions, which arise in multi-objective optimization, where one 
objective cannot be improved at the expense other objectives. In short, Pareto-optimal solutions 
offer different trade-offs in terms o f  load-balancing and energy savings. If the energy savings 
performance is prioritized over the load-balancing performance for the MP-D scheme, it is 
possible to get values o f -4.11% and 5.29% for AU and AE  respectively.
Table 4-14: Performance improvement when GLA link weights are used for the LF-D and MP-D 
ETE scheme compared to Default link weights.
ETE Scheme A(/(%) AE(%)
LF-D -30.9 12.2
MP-D -30.5 -4.11
Table 4-15: Performance improvement when GLA-SH link weights are used for the TLS-D ETE
scheme compared to Default link weights.
a
GLA-SH
AH (%) AE (%)
69.4 -23.5 46.8
65.0 -23.6 185
60.0 -23.6 167
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4.9 Summary
In this chapter, a Green Load-balancing Algorithm  (GLA) is proposed which intelligently 
optimizes IGP link weights in IP backbone networks in order to improve both the load-balancing 
and energy-efficiency o f  existing ETE schemes. The most important finding from this chapter is 
that it is possible to optimize the link weights so that significant energy-savings can be obtained 
while preserving near-optimal load-balancing. This is an important result since network operators 
do not have to make a hard choice between energy-efficiency and load-balancing. Therefore, the 
previous assumption that significant energy-savings cannot be done when load-balancing is done 
is not correct. Moreover, the design o f  GLA enables the network operator to do a tradeoff 
between load-balancing and energy-efficiency based on the policy that it has.
GLA uses a customized multi-objective genetic algorithm to identify the optimized solutions. In 
addition, two new custom mutation and crossover operators have been designed to improve the 
performance o f the genetic algorithm by enabling the solution space to be searched more 
efficiently. In order to be able to draw generic conclusions about the energy-efficiency and load- 
balancing performance o f  GLA, three diverse existing ETE schemes, LF, MP and TES, were 
selected to extensively evaluate the ability o f GLA to jointly optimize the load-balancing and 
energy-efficiency performance o f  these schemes. Simulations based on the European academic 
network GÉANT and its real traffic matrices were used to evaluate GLA. GLA was shown to 
improve the energy-efficiency o f LF, MP and TLS by 16.1%, 1.08% and 216% respectively 
compared to the Default link weight setting scenario. This improvement has been achieved while 
maintaining near-optimal load-balancing performance as shown through a comparison with IGP- 
WO. An enhanced version o f  GLA, GLA-SH, was also designed specifically for TLS. GLA-SH 
was able to improve the energy-efficiency o f TLS by 239% compared to the Default link weight 
setting, while maintaining near-optimal load-balancing performance.
In the second part o f this chapter, the M aximum Packet Delay (MPD) performance o f  the same 
three ETE schemes was analyzed. It was found that the ETE schemes often exhibit excessive 
MPD because they are completely oblivious to the increase in packet delay when they put links to 
sleep to save energy and/or when they optimize the link weights to improve the load-balancing in 
the network. In light o f  this observation, the plain ETE schemes were modified to take into 
account the MPD performance and the load-balancing and energy-efficiency performance o f the 
new MPD-aware ETE were evaluated. It was found that it was still possible to save significant 
energy while achieving near-to-optimal load-balancing in most scenarios and still respecting a 
bound on the maximum packet delay.
The performance o f the reduced network topology, obtained by GLA on top o f TLS, during single 
link failures can be guaranteed by using an extended version o f TLS called Time-driven Link
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Sleeping with Single Link Failure Protection  (TLS-SLFP) which was described in detail in 
Chapter 3. GLA can operate with no modification on top o f TLS-SLFP and this will be studied in 
future work along with extensions to the LF and MP schemes to support single link failures.
In summary, GLA can be regarded as a very promising approach which is able to further enhance 
the performance o f ETE algorithms while maintaining at the same time the capability o f  the 
produced network configurations towards supporting traditional traffic engineering objectives 
such as load-balancing and MPD.
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Chapter 5
5 Leveraging MPLS Backup Paths for 
Distributed Energy-aware Traffic 
Engineering^
5.1 Introduction
In sharp contrast with the two previously-designed ETE schemes TLS and GLA; this chapter 
introduces a new online and fully-distributed ETE scheme called Grgg» (GBP).
Online ETE schemes are important for networks which have an unpredictable traffic behavior, 
such as the one shown in Figure 1-1. This type o f network needs an ETE scheme which can 
quickly capture the unusual traffic patterns and optimize the network accordingly so as to 
preserve the energy-efficiency o f the network as well as the other network objectives such as 
load-balancing when the traffic demands vary in the network. Most online ETE schemes are made 
up of tw o main components. The first component is a traffic monitoring component which can 
accurately and precisely measure the traffic in the whole network. In addition, this component 
needs to be able to inform all relevant decision-making entities about the changes in the traffic 
demands in the network. The second component o f an online ETE scheme will then use the 
traffic information from the first component to make optimized network routing decisions which 
will improve the overall energy-efficiency o f  the network. Since traffic demands can rapidly 
change in some networks, it is important for online ETE schemes to converge quickly. One way 
o f  achieving this is to enable the different ETE decision-making entities in the network to 
concurrently make interference-free decisions.
The content of this chapter is based on the following publications:
1) F. Francois, N. Wang, K. Moessner, and S. Georgoulas, "Leveraging MPLS Fast ReRoute Paths 
for Distributed Green Traffic Engineering", in Proc. of 2013 IEEE International Workshop on 
Quality of Service (IWQoS), June 2013 (Short Paper and Poster Session).
2) Frederic Francois, Ning Wang, Klaus Moessner, Stylianos Georgoulas and Ricardo Schmidt, 
"Leveraging MPLS Backup Paths for Distributed Energy-aware Traffic Engineering," IEEE 
Transactions on Network and Service Management (TNSM) (under review).
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Nowadays, it is common for backbone operators to use Multi-Protocol Label Switching (MPLS) 
to explicitly route traffic between the different Source-Destination (SD) pairs in their networks. 
These backbone networks are protected against single link failures through the use o f pre-installed 
backup paths [72]. A backup path is used to divert the affected traffic away from the protected 
link when it fails. The route taken by the backup path is usually the shortest path between the head 
and tail router o f  the protected link but without traversing the protected link. In such local 
protection, the failure recovery is handled only by the head router o f the protected link, and none 
o f  the other remote routers needs to be aware o f the failure if  it occurs. The illustrative network 
topology in Figure 5-1 is used to demonstrate how the traffic on a link is protected against the 
failure o f  the link by a pre-installed backup path. For example, if  the link B C fails, the head 
router B  o f the link will divert the flow from A to B onto the pre-installed backup path BP\ 
(F  -> E -> C) to avoid packet loss.
GBP improves the power-efficiency o f networks by diverting traffic away from protected links 
onto the backup paths in an intelligent manner, so that the protected links can go to sleep. The 
links o f  the backup paths are already active in the network since they carry their own traffic and 
therefore, the diversion o f traffic from protected links onto them do not increase the power 
consumed by these links since the amount o f traffic on a link does not currently affect much its 
power consumption [8] as explained in more detail in Section 2.2. GBP directly uses the existing 
backup paths for power savings while not impairing the ability o f these paths to protect against 
single link failures. For each link being considered for sleeping, this is achieved by carefully 
diverting traffic onto its backup path while making sure that any single link failure during the 
sleeping period will not cause traffic overloading at any link on that backup path. In addition, 
GBP also considers the traditional traffic engineering function o f resilience o f  the network against 
potential traffic upsurges by not causing any link to become overloaded during any o f  its 
operations. On the contrary, GBP actively attempts to reduce the traffic on overloaded links so 
that the peak link utilization decreases in the network. Hence, a second objective o f  GBP is to 
increase the resilience o f  the network against potential traffic upsurges, which is in addition to its 
other objective o f  power savings.
The key novelty o f GBP is the exploitation o f  existing failure-protection backup paths for the dual
purpose o f power savings and protection against link failures. This brings the main benefit of 
achieving power-efficiency without installing any other paths in addition to the backup paths, 
which are needed anyway for failure protection. Indeed, GBP differs significantly from most other 
existing online traffic engineering schemes (e.g. [I l][32][38]) which target either power savings 
or link failure protection but not both. Furthermore, GBP considers Quality-of-Service (QoS) by 
achvg/y avoiding the use o f excessively long backup paths for power savings so as to avoid 
substantial packet delays, but allows the use o f  such paths for handling link failures.
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Figure 5-1: Basic network topology to illustrate how links are protected in MPLS backbone networks.
An additional advantage o f GBP is its fast path manipulation. As will be shown later, multiple 
routers can make concurrent conflict-free decisions at the same time thanks to their knowledge o f 
interference relationships with each other. Moreover, GBP uses only a single path to route each 
SD flow and therefore, avoids packet reordering linked with multi-path routing.
In order to evaluate the performance o f GBP, the publicly-available topology and real traffic 
matrices o f  two academic backbone networks were used, namely GÉANT and Abilene. It was 
observed that GBP can achieve significant power savings which are always within 15% o f  the 
theoretical upper bound. This result was achieved without any increase in the peak MLU o f  the 
network as a trade-off. In addition, the ability o f  GBP to reduce the MLU in the network was also 
evaluated. According to the evaluation results, GBP was able to even significantly reduce the 
MLU in the case o f GÉANT where there is a large diversity o f  paths and enough spare capacity. 
Furthermore, single link failures were simulated in the network and it was observed that the use o f  
GBP did not increase the post-failure peak MLU. In addition, the increase in the maximum packet 
delay due to the use o f  the backup paths was also found to be minimal and acceptable. Therefore, 
QoS constraints linked with delay can be met while performing online sleeping reconfigurations 
through the necessary traffic diversion by GBP.
The rest o f  this chapter is organized as follows: in Section 5.2, the problem formulation for the 
GBP scheme is described in detail. In Section 5.3, an overview o f  GBP is first presented and then 
an extensive description o f each component o f  GBP is provided along with flow charts to show 
each process o f  every component o f GBP. In Section 5.4, the results from the evaluation o f GBP 
on the GÉANT and Abilene topologies are presented. Finally in Section 5.5, this chapter is 
concluded with the key findings.
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5.2 Problem Formulation
Table 5-1 : Definition o f sym bols fo r GBP.
Variable Description
a Maximum allowable utilization o f logical link
Specifies if a logical link from router i to j  is used to route traffic from router 
s to d. A value o f  "1" means the logical link is used, otherwise it is "0".
Cl Capacity o f logical link f
/ i f Traffic demand from router s  to d that traverses logical link from router i to /
fl Total traffic demand on logical link I
Directed graph with R being set o f routers and L being set o f  logical links
Pi Power consumed by an active physical link in logical link I
^sd Traffic demand from router s  to d
Num ber o f physical links in logical link I which are in sleep mode
Nowadays, a logical link between router pairs in networks is usually made up o f  a bundle o f 
physical links [20][27]. Such a strategy reduces the complexity in upgrading network capacities 
by adding new physical links to the existing bundle. If  traffic demands are lower than the capacity 
o f  the whole bundle, power savings can be achieved by putting unused physical links to sleep. In 
addition, the line card connected to a physical link can have the opportunity to sleep when the 
physical link is put to sleep. Sleeping line cards are the major source o f power savings in green 
networks because they contribute up to 42% o f  the total power consumption o f a backbone router 
[11]. Putting part o f a logical link to sleep can be viewed as a form o f  rate adaptation, which is 
similar to what has been developed for green Ethernet [16].
The actual online optimization within each periodical GBP operation cycle can be expressed as:
m inim ize f ,  — — c, \/l w h e re f,  >  —  c, 
100  ‘ 100  ‘
with a = [0,100] 
m axim ize x
(5.1)
(5.2)
subject to:
y l ^ l  u sd y l ^ l  usd
Vs, d ,i  = s 
Vs, d, i =  d
Vs, d ,i  ^  s ,d
(5.3)
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(  Vs, d ,i  = s
t - I ,  -  Y .%  b f l ' f j f  =  Vs, d .i  = d  (5.4)
I 0 Vs, d, i V: s, d
a
/) <  —  Q VZ with (z =  [0,100] (5.5)
Equation (5.1) is the first objective o f  GBP which is to minimize the M aximum Logical Link 
Utilization (MLLU) in the network so that the network is more resilient to traffic upsurges 
because o f  the more balanced load. The MLLU was referred to as the MLU before the
introduction o f the concept o f  bundle links in this section. Equation (5.2) represents the second 
objective o f GBP which is to maximize the total amount o f power saved in network operations. 
This is represented by the sum (over all logical links o f  the network) o f the product o f  the number 
o f  sleeping physical links in a logical link and the power consumed by the physical links if  they 
were left active. Equation (5.3) is the constraint which enforces a single path to be taken by all 
traffic which has the same source and destination. Equation (5.4) is the conventional flow 
conservation constraint. Equation (5.5) prevents a logical link from being loaded above the 
threshold, cr, due to the operation o f GBP. Moreover, GBP does not use backup paths for power 
saving if  their path length (delay) is too long but they will still be used for link failure protection.
The problem o f  maximizing the number o f physical links which can go to sleep while respecting 
the above constraints has already been proven to be NP-hard in [11]. Therefore, a 
computationally-efficient heuristic, called Green Backup Paths (GBP), which can be applied in a 
network in an online and distributed fashion without requiring significant modifications to 
existing network protocols is presented.
5.3 Green Backup Paths (GBP)
In this section, an overview o f GBP is first presented followed by an in-depth description o f  all its 
different components. Table 5-2 acts as a point-of-reference for the name and description o f  all the 
notions used during the description o f  the operation o f  GBP.
5.3.1 Scheme Overview
The proposed GBP scheme consists o f  two distinct operational components, namely the offline 
and the online components. The offline component identifies the eligible backup paths for GBP 
operations. This is done based on the delay (length) characteristics o f  the paths. Network 
operators can obtain the delay o f  a path by using the physical length o f  the path and the speed o f
the path medium.
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Table 5-2: Description of all notions used in GBP.
Name Description
List of all SD flows that were diverted onto the logical link by GBP and the logical 
link has the same head router as the protected link
List of all logical links which are already in use by Token Holding (TH) routers in 
the current Multiple TH Links Selection iteration
Each logical link has an Interference-Risk Links List (IRLL) to store the logical 
links whose spare capacity must not be modified when the logical link is 
undergoing offloading by GBP
normal links list All logical links not in priority links list
priority J inks J is t List which contains all the logical links that have their utilization above a pre­
defined threshold a
List of all SD flows that normally use the logical link
f / / . y Z List of all SD flows on the logical link which are not in the pJlow s list and
TH link A logical link which has been selected by GBP for part of its traffic to be offloaded 
to an alternate route
TH router A router which is the head router of a TH link and therefore, it is the network 
device which is responsible to attempt the traffic reroute away from the TH link
The offline component also identifies an Interference-Risk Links List {IRLL) for each logical link 
in the network. The IRLL for a logical link contains all the logical links that can be potentially 
affected by this link if it is offloaded. The IRLLs are essential for GBP to be able to concurrently 
and independently offload multiple logical links without any conflict. The details o f  how the 
IRLLs are obtained and used will be described in Section 5.3.2.2 and 5.3.3.3. If the alternative 
path for a logical link introduces substantially longer delay, the network operator may choose not 
to offload such a logical link for power savings and MLLU reduction purposes. Such logical links 
are also identified in the offline phase. The IRLL and eligibility for GBP operations for each 
logical link are distributed to the routers only once since this information is static as long as the 
network topology is not changed.
The second component o f  GBP performs an online optimization by using a heuristic to 
periodically divert traffic away from logical links by activating/deactivating backup paths in order 
to optimize both the power savings and the MLLU within the network. The periodicity o f  the 
online operation can be determined by the network operator as a trade-off between the overhead 
o f  monitoring the network and the need to detect any significant changes in the network traffic 
condition.
9 1
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Figure 5-2 shows an illustration o f  the online GBP operation cycle. When a new GBP cycle starts, 
each router collects information about the traffic conditions by receiving the Traffic Engineering- 
Link State Advertisements (TE-LSAs) [73] that are broadcast by every router in the network. 
Based on this traffic information, each router can then calculate whether any o f  its directly
attached logical links can successfully offload part o f  their traffic onto alternative paths to save 
power and/or reduce the MLLU. If sufficient traffic offloading is achieved, one or more physical 
links in the concerned logical link can go to the sleep mode.
At the beginning o f a GBP optimization cycle, each router needs to check if  there are any logical
links which have become overloaded, i.e. do not comply with the constraint in Eq. (5.5) because 
o f  the sleeping reconfigurations in previous GBP optimization cycles. This may happen due to the 
increased volume o f incoming traffic since the last traffic monitoring observation. In case such 
logical links are identified, the associated router will wake up some sleeping physical links in the 
relevant protected logical links and restore the currently diverted traffic back to the protected 
logical link(s). As a result, the previously active backup path is deactivated and traffic is no longer 
diverted on its links. After each router deactivates these overloaded backup paths, they wait for a 
settling period and then broadcast a new TE-LSA to notify all other routers about the new state o f 
their logical links.
Each router then continues the online decision process by collecting the new TE-LSAs and 
updating the list o f logical links. The list o f logical links is always sorted at each router such that 
all routers have an identically ordered list. Each router goes through the list and selects the Token 
Holding (TH) links that can be concurrently offloaded without interfering with each other. A TH 
link is a logical link selected by GBP for part o f  its current traffic to be rerouted so that its overall 
traffic load is reduced, potentially reducing its power consumption by putting a subset o f its 
physical links to sleep. Each router is aware o f  the interference-free TH links due to the pre­
calculated IRLLs (see Section 5.3.2.2). If the router is the head router o f an interference-free 
Token Holding (TH) link, it becomes a TH router and is responsible for locally offloading that TH 
link. Since multiple non-interfering TH links can be concurrently selected, GBP can converge 
quicker compared to other ETE schemes [20][27][40] which are based on purely sequential 
operations.
G B P cycle starts, each router collects traffic inform ation through TE -L SA s 
— Each router disables overloaded backup paths. S tage 2  in Section 5.3.3 
SD flow  rerouting, S/age .3 & in Section 5.3.3
r  C urrent G B P cycle converges N ext G B P cycle starts—i
T Y I       T|
Figure 5-2: Timeline for the online operation of GBP.
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A non-TH router does not offload any logical link unless it becomes the head router o f a selected 
TH link during forthcoming selection rounds. Moreover, a logical link can be selected to become 
a TH link only once per GBP cycle.
TH routers broadcast an opgz-afzozz-cozM /^g/gc/ message when they have finished operating on all 
their TH links. Routers only broadcast the new TE-LSAs upon receiving opgrafzozz-cozzz^/gW
messages from all current TH routers (all routers in the network know which routers are TH 
routers because they all compute the links which are TH links). Each router then repeats the 
process o f  selecting the TH links. The GBP cycle stops after the list o f  logical links is exhausted,
i.e. all logical links have become TH links.
5.3.2 Offline Component
The offline component of GBP consists o f two stages. The first stage is responsible for the 
identification o f the backup paths which are eligible for participation in GBP operations and this 
is done by filtering out the backup paths with excessive end-to-end delay. The second stage is the 
generation o f the IRLL for each logical link o f the network. The IRLLs will allow several logical 
links to concurrently have their traffic diverted without any conflict that could lead to adverse 
effects on the network such as traffic congestion.
5.3.2.1 Identification of Eligible Backup Paths
In this stage the offline component o f  GBP identifies the backup paths that are eligible to 
participate in GBP operations based on the end-to-end delay o f the backup path compared to its 
protected logical link. Each backup path entry in the MPLS label table o f a router has an 
associated binary bit, which is set to 1 if  the path meets the constraint on the maximum
path length as determined by the network operator or 0 otherwise. If  delay_ok  is 0, the backup 
path is only used for link failure protection. For simplicity, from now on only the identified 
eligible backup paths are considered.
5.3.2.2 Generation of Interference-Risk Links Lists
The second stage o f the offline component calculates the IRLL for each logical link in the 
network. The interference-risk links o f  a TH link are defined as a// /ogzca/ /zzz^ .$ w/zzc/z zzzzz.;/ zzoZ 
zz.yeül oZ/zer 777 Zzzz^ .; Zo t/zvez'Z Zrq^ c^ Zo w/zezz Z/zaZ jpecz/zc T77 /zzz/r z.y zzzz^ grgozzzg r^oaüfzzzg. 
Taking the network topology in Figure 5-3 as example, when logical link B -> C becomes a TH
link, no other TH links are allowed to divert traffic onto logical link B C and the logical links 
o f the backup path B P l  which consists o f  logical links B E and E C. Therefore, logical links 
B C, B E and E C are in the IRLL o f  logical link B C.
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Figure 5-3: Basic network topology to illustrate how IRLLs are generated.
In addition, a TH link may have some Source-Destination (SD) flows which are currently diverted 
on it. GBP allows a TH link to divert these flows back to their original respective protected 
logical links if the head router o f  the SD flows is also the head router o f the TH link. Therefore, 
logical link B ^  F Is also added to the IRLL o f TH link B C In order to allow B ^  C to 
deactivate the backup path BP2  so that the diverted SD flow BF  is re-routed back to the original 
protected logical link B ^  F. Hence, TH link B ^  C has an IRLL consisting o f  logical links 
B ^  C (itself), B E, E ^  C and B ^  F. The description o f  how IRLLs are used to avoid 
interference when multiple TH links are concurrently offloaded will be given in Section 5.3.3.3.
5.3.3 Online Component
Figure 5-4 shows a top-level view o f the online component o f  GBP. This component consists o f 
four different stages. At the start o f  each GBP optimization cycle, each router in the network 
needs to collect link state information from other routers in the network so as to get an updated 
and consistent view o f the state o f the network.
Following this gathering o f  information, the second stage o f GBP is performed where routers may 
need to deactivate some already activated backup paths because the diversion o f  traffic on them 
has led to the logical links constituting these paths to become overloaded. After the deactivation 
o f the overloaded backup paths, GBP continues the optimization process by choosing logical links 
which have not been offloaded in this optimization cycle and do not conflict with each other 
according to the IRLLs. Attempts are then made to divert traffic from the selected logical links so 
that their power consumption and/or utilization go down while not overloading any paths.
The next step is for all routers to broadcast the state o f  their logical links so that the new state o f 
the network is captured by all routers. In the same manner as before, a new set o f  unselected 
logical links is then selected to have their traffic diverted. This iterative process o f  selecting
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logical links to have their traffic diverted is continued until all logical links in the network have 
been considered in the current GBP optimization cycle. In the remaining part o f this section, all 
the four different stages o f the online component o f GBP are described in more detail.
5.3.3.1 Stage 1: Gathering the State of the Network
At the start o f each GBP optimization cycle, all routers need to concurrently collect the 
broadcasted information about the state o f all logical links in the network. This procedure can 
leverage the TE-LSAs which are already specified in the suit o f  traffic engineering protocols such 
as OSPF-TE [74]. GBP requires two types o f  information about the logical links from the TE- 
LSAs, namely the current load and value o f  the TH jstatus_flag. Each logical link has a binary bit 
called TH_status J la g  which is set to 0 at the beginning o f  each GBP optimization cycle and to 1 
after its associated logical link has become TH link in the current GBP optimization cycle. This 
prevents a logical link from becoming a TH link again in that particular cycle.
r  START^
All routers do
Stage 1: Gathering the state of the network
B ro a d ca st an d  c o lle c t  in fo r m a tio n  o n  links th r o u g h  TE-LSAs
Set TH s ta tu s_ jla g  of all links to 0
Stage 2; Deactivation of overloaded backup paths
A lgorith m  1: d e a c t iv a te  o v e r lo a d e d  b a ck u p  p a th s
Stage 3; Selection of multiple TH links
►( END )Any link with TH status flag = = 0
A lgorith m  2: g e n e r a te  links lis ts
A lgorithm  3: s e le c t  m u lt ip le  TH links
Set TH _status_flag  of TH links t o  1
Only TH routers do:
Stage 4: Offload TH links
A lgorith m  4: O fflo a d  TH link
g A lgorith m  5: O fflo a d  b f lo w sA lgorith m  6: O fflo a d  p f lo w s
Figure 5-4: Flow chart showing the different operations in one GBP optimization cycle.
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5.3.3.2 Stage 2: Deactivation of Overloaded Backup Paths
After routers have collected information from TE-LSAs, they verify that the logical links in 
activated backup paths are not overloaded. This situation may be caused by an increase in traffic 
volume. If  such overloaded backup paths are identified, they are deactivated to relieve their 
overloaded logical links. The flow chart  ^ to demonstrate this operation is given in Figure 5-5 and 
the algorithmic complexity of^fage 2 is
5.3.3.3 Stage 3: Selection of Multiple Token Holding Links
The main purpose o f 3 is to calculate which TH links can be selected at the same time
without any interference. After the deactivation o f the overloaded backup paths, routers broadcast 
new TE-LSAs so that others are aware o f  the new state o f the network. On receiving the new TE- 
LSAs, each router forms a list o f  logical links that excludes all logical links which have their
T H jita tu sJ la g  equal to 1. Initially all logical links will be included since their respective 
is set to 0 at the start o f  each GBP optimization cycle. Given that all routers have 
the same view o f the state o f the network through the new broadcasted TE-LSAs, they will 
therefore form an identical list. The list o f  logical links is partitioned into two disjoint sub-lists,
namely priority_links J i s t  and normal J in k s  J is t .  The priority J in k s  J i s t  contains all the logical 
links that have their utilization above a predefined threshold a  and therefore, violate the constraint 
in Eq. (5.5). These have priority to become TH links because if  they are successfully offloaded, 
the resilience o f  the network against traffic upsurges will improve. The priority J in k s  J i s t  is then 
sorted in descending order based on the excess load o f  the logical links. This excess load, is 
defined by:
0 f =  m a x ( m o d ( 0  , (5.6)
where is the bandwidth capacity o f one physical link o f the logical link I. The first term o f the 
maximum function in Eq. (5.6) represents the excess load on the TH link that prevents the TH link 
from going to the next lower power level by putting an additional physical link to sleep. The 
second term is used to calculate the excess load on the TH link that prevents its utilization from 
dropping below % o f its total capacity.
The impact o f the offloading o f  highly-utilized logical links on other logical links is minimized by 
setting a limit on the maximum spare capacity o f the other logical links in the network, so that
their utilization does not exceed the predefined threshold a. The design choice o f prioritizing the 
offload o f highly-utilized links can be seen as a way o f  improving the resilience o f  the network 
against traffic upsurges.
 ^ In all flow charts in this chapter, y .x  means x is a property/variable of y. In addition, y[x] means y is a 
list where x is a position in the list.
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1 START
Each rou ter r ’m R  do:
Foreach backup_path  o f r do:
No
b a cku p _ p a th .a c tiva ted  = = true?
Yes
Foreach link I o f backup_pa th  do:
I. u tilization > a
Yes
backu p _ p a th .a c tiva ted  = false
Figure 5-5: Flow chart showing the deactivation of overloaded backup paths.
After all logical links from the priority J in k s  J i s t  have become TH links in the current GBP 
optimization cycle; it is the turn o f  the ones in the normal J in k s  J is t .  Unlike the previous list, this 
one is sorted in ascending order according to the excess load, which is calculated by using Eq. 
(5.6). This is because it is easier to offload small excess loads to alternative paths and therefore, 
achieve greater power savings. The overall process o f generating the two sub-lists is described in 
Figure 5-6.
The second part o f  Stage 3 involves the selection o f multiple logical links that can concurrently 
become TH links. The flow chart for this part is given in Figure 5-7. Each router has an initially 
empty set called conflict J in k s  set, which is also emptied after each iteration o f M ultiple TH 
Links Selection in a single GBP optimization cycle. The router goes through the 
priority J in k s  J i s t  and if  the logical link does not have any logical link o f its IRLL in the 
conflictJinks_set, the router makes the logical link become a TH link and adds its IRLL links to 
the conflict J in k s  _set. The example topology in Figure 5-4 can be used to illustrate this process. If  
the logical link B C is the first selected TH link in a Multiple TH Links Selection iteration, its 
IRLL links (i.e., links B ^ C , B - * E , E ^ C  and B -> F) are added to the conflict J in k s  _set. Any 
subsequent selected TH links in this iteration must have none o f their IRLL links in the 
conflict J in k s  _set. For example, logical link B F cannot become TH link in this iteration 
because some o f its IRLL links (i.e. B ^  C and B F) are already in the conflict J in k s  set. Since 
B F cannot become TH link again during the current GBP optimization cycle, B -> F will have 
the opportunity to become TH link during the next iteration o f the Multiple TH Links Selection. 
When a logical link becomes a TH link, its T H jsta tu sJ la g  is set to 1.
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( START
Foreach link I in L do:
No
I.TH_status_flag = = true?
Yes
Add I to  l in k s j is t
Foreach link I in l in k s j is t  do:
I.utilization > a?
Yes
NoAdd I to  p r io r ity j in k s j is t
Add I to  n o r m a lj in k s j is t
D escend\ngSort{priorityJinksJist)
AscendingSort(normo/_//n/fs_//sf)
END
Figure 5-6: Flow chart showing the generation of the two sub-lists: p r io r ity  l in k s j l is t  and
n o r m a l l i n k s j t i s t .
After going through the whole p r io r i ty j in k s j is t ,  the router performs the same selection 
procedure for links in the n o r m a lj in k s j is t .  When a router has finished calculating the TH links 
and under the condition that it is the head router o f at least one TH link, it becomes a TH router. A 
TH router will attempt to offload its TH links through the process in Stage 4, described next, and 
then broadcast an operation-completed  message to all other routers in the network upon 
concluding the whole operation. Routers in the network will broadcast a new TE-LSA 
immediately after they have received the operation-completed  message from all the current TH 
routers. The next iterations for the M ultiple TH Links Selection in the current GBP optimization 
cycle can begin after routers receive all the new TE-LSAs. The overall algorithmic complexity o f 
Stage 3 is 0 ( \L \ J .
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START
x=0
x<normo/ fmirs fislaze?
#  links in normolJinl(sJist[x}JRLL notInall links in priorityJnl<sJst[x]M L notln 
conjlfcf_Ms_sef?
YesYes
AddprM()Llmk^ listWtoTH_lmks_lisf 
pn'on(y_lmWs#TH_sfoWsJlog=T
Add normolJinksJist[x] to  T H JinksJst 
normoNmks_lis#7H_stotus_^ og=I
Add pnon'(x_fmks_WW.IRü to con^ lcl_fmks_set Add normof links lisrW.IRü to coi^ i'c(_links_Kt
Figure 5-7: Flow chart showing how to select multiple TH links.
When a router has finished calculating the TH links and under the condition that it is the head 
router o f  at least one TH link, it becomes a TH router. A TH router will attempt to offload its TH 
links through the process in described next, and then broadcast an
message to all other routers in the network upon concluding the whole operation. Routers in the 
network will broadcast a new TE-LSA immediately after they have received the operaZ/oM- 
completed  message from all the current TH routers. The next iterations for the M ultiple TH Links 
Selection in the current GBP optimization cycle can begin after routers receive all the new TE- 
LSAs. The overall algorithmic complexity o f  Stage 3 is 0 ( |L |^ ) .
5.3.3 4 Stage 4: Offloading of the Token Holding Link
The overall flow chart for 4 is given in Figure 5-8. Each TH router has three lists o f  SD 
flows for each o f  its logical links and they are used to classify all the SD flows on the logical link. 
The first list is the p w h i c h  is a list o f  all SD flows that normally use the link, i.e. the
flows were not diverted onto the logical link by GBP. The second list is the h J lo w s J is t  which is 
a list o f all SD flows that were diverted onto the logical link by GBP and the logical link has the
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same head router as the protected link. The third list is the s J lo w s J is t  which contains all the 
remaining SD flows on the logical link.
The TH router has direct control over the SD flows in the p  flows list and h flows list because 
the TH router acts as the head router for these flows and therefore, it can decide whether to route 
these SD flows on either their original protected link or backup path. The selection between 
routing either on the protected link or backup path is based on where the SD flow is currently 
routed and whether there is enough spare capacity on the alternate route to support the SD flow  
without either increasing the power consumption o f  that route or overloading the logical links o f 
the alternate route. The spare capacity, h ,^ o f  a logical link Z is given by:
h( =  m i n ( z ( - m o d ( 0  , (5.7)
where the first term o f the minimum function is the amount of traffic that can be added to a 
logical link without this link going to the next higher power level by waking up an additional 
physical link. The second term restricts the amount o f  traffic that can be added to a logical link so 
that its overall utilization percentage does not go above the predefined threshold a. If  Eq. (5.7) 
results in less than zero, then hi is 0 meaning there is no spare capacity.
In the first step o f  Stage 4, each TH router selects one o f  its TH links and calculates the excess 
load on the link using Eq. (5.6). Since the SD flows in the pJ lo w s J is t  and b J lo w s J is t  o f the TH 
link are under the direct control o f the TH router because it is the head router o f these flows, they 
are the only SD flows targeted for removal from the TH link. The flows in the b J lo w s J is t  o f  the 
TH link are first targeted. By rerouting them to their respective original protected links, the TH 
link will be offloaded and additionally, both delay and wastage o f  bandwidth will be reduced 
because o f the shorter path taken by the SD flow. The b J lo w s J is t  is sorted in descending order 
according to load so that the least number o f SD flows are moved back to their respective 
protected link when the excess load on a TH link is removed. Hence, allowing the offloading o f  
the TH link to be quicker because the smallest number o f  reconfigurations is done.
The decision whether a flow in the b J lo w s J is t  can be moved back to the protected logical link 
depends on the spare capacity o f  the respective protected logical link. The spare capacity is 
calculated by using Eq. (5.7). If the spare capacity o f the protected link is larger than the size o f  
the diverted flow, then the flow is added to the list o f flows,yZow.y_/o_remw/g_/»/, to be rerouted. 
The information contained about the logical links in the TH router needs to be updated to reflect 
that the traffic in a flow is to be rerouted. As the TH router knows all the logical links involved in 
the backup path rerouting, it can decrease the load o f  these logical links and therefore increase 
their spare capacity.
100
Chapter 5. Levera^in^ M PLS Backup Paths for D istributed E n er^-a w a re  Traffic Engineering
START ^
X/ = Calculate_Excess_Load()
Offload_b_flows()
X;>0
Yes No
j Offload_p_flows()
X/ < 0 or TH Jink.u tiliza tion  > a?
Yes
Foreach//o w  w o f  flow s_ to_rerou te_ lis t  do: No
w .backup_pa th .activa ted  = = true?
Yes
No
w .backup_pa th .activa ted  = false
(  END
w .backup_pa th .activa ted  = true
Figure 5-8: Flow chart showing the overall process of offloading a TH link.
The protected logical link o f the backup path will have its load increased and consequently its 
spare capacity decreased because some o f its previously-diverted SD flows have been rerouted 
back on it. The amount o f  excess load on the TH link is reduced by the total size o f the rerouted 
SD flows. If the excess load is still above zero, the next flow in the b J lo w s J is t  is selected for 
rerouting. The algorithmic complexity o f rerouting diverted SD flows back to their protected link 
is 0 (\R \^ ( \L \ + log|/?|^) and the flow chart for this step is presented in Figure 5-9.
In the third step o f Stage 4 if  the excess load is still greater than zero and all the flows in the 
b J lo w s J is t  have become candidate for rerouting, the flows in the p J o w s J i s t  are then 
considered for rerouting. The process is similar to the one for flows in the b J lo w s J is t  and its 
flow chart is presented in Figure 5-10. First, the list is sorted in descending order according to the 
size o f  the flows. An SD flow can be diverted to the backup path o f  the protected TH link if the 
delay jok  bit o f  the backup path is equal to 1. This enables the backup path to accept SD flows to 
be diverted on it.
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START
I
b_flow s_list = Sort_b_flows_DescendingO rder()
x = 0
X < b _ flo w s_ lis ts ize  and 0 /  > 0 ?
Yes
hi o f  p ro tec ted_ link  > b_Jlows_list[x].load ? 
Yesi
No
A
END
X + +
' A
No
CD; = CD/ - b_flow s_list[x].load
hi o f p r o te c te d j in k  = hi o f p r o te c te d j in k  - 
b_Jlows_list[x].load
hi o f  all links o f  p_flow s_list[X ].backup_path  = hi o f all links 
o f  p_ flow s_list[x].backup_path  + b_Jlows_list[x].load
Add b_flows_list[x] to flo w s_ to _ rero u te _ lis t
Figure 5-9: Flow chart showing the offloading of hJlow s from a TH link.
The spare capacity o f the backup path for this SD flow on the TH link is calculated by taking the 
minimum spare capacity o f  all the logical links involved in the backup path with the spare 
capacity o f a logical link being calculated using Eq. (5.7). If  the spare capacity o f the backup path 
is greater than the size o f the SD flow to be rerouted, the SD flow is added to the 
The spare capacity and load o f  the logical links, involved in this flow  
rerouting, are updated. This process continues until either the excess load is equal/less than zero 
or all the SD flows in the p J lo w s J is t  have become candidate for rerouting. The algorithmic 
complexity o f offloading the flows is 0(}R \^(\L \ + lo g |/?p ).
The final step o f  Stage 4 is to implement all the SD flow reroutes if  either the excess load is 
less/equal to zero or the utilization threshold o f the TH link is above the predefined threshold a. 
The second criterion is used in the case where the excess load is still greater than zero, meaning 
that not enough SD flows have been successfully rerouted but it is still desirable to implement all 
the successful SD flow reroutes because this will decrease the load o f an overloaded TH link and 
make it more resilient to traffic upsurges. Due to the way the spare capacity o f  a logical link is 
calculated, it is not possible for GBP to overload a logical link above a set threshold a  while 
offloading other logical links.
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START
i
p_ flow s_ lis t = Sort_p_flow s_D escendingO rder()
x = 0
X < p _ flo w s_ lis ts ize  and 0 / > 0 ? 
Yesi
- |
No
END
p_flow s_list[x].pro tec ted_ link .delay_ok = = 1 
and hi o f  p r o te c te d j in k  > p_ flo w sJ ist[x] .lo a d  ? No
i Yes
CD/ = 0 / - p _ flo w sJ ist[x] .lo a d
hi o f  all links o f p _ flo w sJ ist[x] .b a cku p _ p a th  = hi o f  all links o f  
p_flow sJist[x].backup__path - b_ flow sJ ist[x] .lo a d
hi o f p _ flo w sJ is t[x ] .p ro tec ted  J i n k  = hi o f  
p J o w s J is t[ x ] ,p r o te c te d  J i n k  + b_ flo w sJ ist[x].lo a d
Add p _ flo w sJ ist[x ]  to  f lo w s J o _ r e r o u te J is t
Figure 5-10: Flow chart showing the offloading o fp J lo w s  from a TH link.
The algorithmic complexity for this step is 0 ( |/? P ) .  The overall algorithmic complexity o f  Stage 
4 and o f  a whole GBP optimization cycle are 0 (\R \^ ( \L \ + lo g |/? p ) and 0 ( |L p  +  |/? P ( |L | +  
lo g |/?P ))  respectively.
5.3.4 Handling of Logical Link Failures when GBP is active
When GBP is active in a M PLS-enabled backbone network, single logical link failures are 
handled by two mechanisms: the conventional failure protection mechanism and a GBP enhanced 
failure-protection mechanism. The conventional failure-protection mechanism is applied 
regardless o f whether GBP is active or not in the network.
When a logical link fails in an M PLS-enabled backbone network, the head router o f the failed 
logical link will divert the SD flows in the failed logical link to its backup path. This conventional 
failure protection mechanism can be illustrated with the simple example topology in Figure 5-11 
where all the logical links have a capacity o f  100Mbps. If the logical link B ^  C fails, its traffic is 
diverted by the failure protection mechanism onto its backup path B P l.  For example, if  B C 
was initially carrying 50Mbps o f traffic, upon its failure the 50Mbps traffic will be diverted on 
B P l which consists o f  logical links B B and E ^  C. It should be noted that the logical links
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B E and E C may be carrying their own traffic (as they can be involved in other default and 
backup paths), and the diverted traffic from the failed logical link B C will add to this demand. 
If the utilization o f a logical link is greater than 100% o f its capacity, the excess traffic on that 
link will be lost due to congestion. For example, if B ^  E and F -> C were initially carrying 
50Mbps and 60Mbps before the failure o f  B -> C, the utilization o f link B -> B and B C will 
become 100% and 110% after the failure o f  B -» B. Hence, link E ^  C will suffer from packet 
loss because its utilization is greater than 100%.
Moreover, GBP incorporates an enhanced failure-protection mechanism which allows it to 
minimize the probability that any logical link will become over-utilized after single logical link 
failures. This enhanced failure-protection mechanism has two objectives; the first one is the 
reduction o f  the traffic that is diverted from the failed logical link onto its backup path. The 
rationale behind this objective is to avoid the logical links o f  the backup path o f the failed logical 
link from becoming over-utilized due to the traffic diversion. The second objective is the increase 
o f the spare capacity o f  the backup paths because this will allow the backup paths to 
accommodate diverted traffic without becoming over-utilized.
In order to support this GBP enhanced failure-protection mechanism, the head router o f  the failed 
logical link needs to broadcast a failure notification to all routers in the network when the logical 
link fails. Upon receipt o f the failure notification, routers will check and deactivate any o f their 
activated backup paths which use any IRLL logical links o f the failed logical link. This is done to 
achieve the two objectives o f the GBP enhanced failure-protection mechanism. The deactivation 
o f  affected backup paths is done by diverting the traffic on them back onto their protected logical 
link and as a result, one or more physical links contained by that protected logical link may need 
to wake up to carry the reverted-back traffic.
In order to illustrate the GBP enhanced failure-protection mechanism, the topology in Figure 5-11 
is extended into Figure 5-12 with the same traffic demands still being used and all logical links 
having capacity o f  100Mbps. In this topology, it can be seen that the logical link B ^  D has part 
o f its traffic diverted onto its backup path BP2 (which uses the failed logical link B -* B) when 
GBP is active so that additional physical links can go to sleep in B -> D .
Figure 5-11 : Illustrative topology to demonstrate the conventional failure-protection mechanism
in an MPLS-enabled network.
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Therefore, when B ^  C fails, the traffic to be diverted is greater compared to the scenario where 
GBP is not active since B ^  C \s carrying traffic from another protected logical link through the 
activated BP2. In this case, the GBP enhanced failure-protection mechanism will deactivate BP2 
so as to reduce the traffic to be diverted due to the failure o f  B ^  C. For example, if  BP2 is 
diverting 5Mbps on B ^  C from B-> D, the total traffic diverted by B C onto B P l  when it fails 
will reduce from 60Mbps to 55Mbps due to the deactivation o f  BP2. In order to enable the 
deactivation o f  BP2, it is necessary to deactivate all backup paths that are originally using the 
protected logical link o f  BP2, i.e. B ^  D. This is done so that B ^  D has enough spare capacity to 
accommodate the increased traffic due to the deactivation o f BP2. As mentioned in Section 
5.3.2.2, B ^  D is part o f  the IRLL o f B ^  C and according to the GBP enhanced failure- 
protection mechanism; any backup paths which use a link in the IRLL o f a failed link need to be 
deactivated.
Moreover, it may happen that the backup path o f  a failed logical link has reduced spare capacity 
because its logical links are part o f  the backup paths o f  other logical links. For example in Figure 
5-12, if  the logical link E ^  F has part o f  its traffic diverted onto its backup path BP3 for the 
power saving operations o f  GBP, this traffic diversion by GBP will reduce the spare capacity o f  
backup path B P l o f  the failed logical link B C. Therefore, B P l may become congested when 
B C fails. In order to alleviate this problem, it is necessary to deactivate any backup paths that 
are using any logical links o f the backup path o f  the failed link. For example, if  BPS was initially 
sending 5Mbps and is deactivated when B C fails, then the traffic on B B will fall by 5Mbps 
to 55Mbps and will have 45Mbps o f  spare capacity. Since the traffic on B ^  C is now reduced to 
45Mbps due to the previous deactivation o f  BB2, B P l can now support all the traffic diverted by 
B -4 C when it fails.
'BPl
BP2
Figure 5-12: Illustrative topology to demonstrate GBP enhanced failure-protection mechanism.
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When a logical link fails, the two failure protection mechanisms operate at the same time and 
independently from one another. If GBP has not previously activated any backup paths which use 
the IRLL links o f the failed logical link, only the conventional failure-protection mechanism will 
have an effect on the traffic distribution in the network.
5.4 GBP Performance Evaluation
In this section, the results o f the evaluation o f the proposed GBP scheme are presented and 
discussed. The performance evaluation is done using two operational academic network 
topologies, as described in Section 5.4.1. More specifically, the following network parameters are
measured and discussed: 1) power and energy consumption; 2) MLLU; 3) increase in maximum 
packet delay; and 4) effect o f  single logical link failures on the post-failure peak MLLU and 
energy-efficiency.
5.4.1 Network Scenarios
GBP was evaluated by using two academic network topologies, namely GÉANT and Abilene, and 
their real traffic matrices [4]. The GÉANT topology, summarized in Table 5-3, consists o f 23 
Points-of-Presence (PoPs) and 74 unidirectional links with different capacities. In Table 5-3, \L\ 
represents the number o f  logical links o f  a specific capacity c that have y, number o f physical 
links that individually transmit at À optical carrier speed and consume p amount o f  power. The 
power consumption for each physical link was obtained from the maximum power consumption 
o f  Cisco line cards [70]. For a physical link o f  capacity o f OC-48, a one-port line card uses 140W 
and for OC-3, there is no one-port line card but rather a four-port line card with total power 
consumption o f 196W. For simplicity, an OC-3 physical link is assumed to consume 196/4=49W. 
The Abilene topology consists o f 12 PoPs and 30 unidirectional links o f  varying capacity, as 
shown in Table 5-4 (which have the same notation as in Table 5-3).
For the traffic demands in the GÉANT and Abilene network, 480 consecutive traffic matrices that 
were measured at 15-minute intervals were considered [4]. Consistently, the 15-minute interval 
was also adopted as the period o f the GBP optimization cycle. That is, the application o f  each 
traffic matrix on the network corresponds to the starting point in time o f  a new optimization cycle 
o f  GBP.
5.4.2 Pow er and Energy Saving Gains
The power saved by GBP was calculated by using Eq. (5.8) below where y f  is the number o f 
physical links which are sleeping in the logical link Z. In order to evaluate the power saving gains
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o f  GBP, it was compared with a Theoretical Upper Bound (TUB) scheme. TUB was obtained 
with IBM CPLEX [75] by adding the concept o f  link sleeping to the conventional non-integer 
Multi-Commodity Flow problem. Therefore, the restriction o f  using only the predefined protected
links and backup paths to route traffic demands is not applied in TUB. GBP was simulated with 
different values o f a  for both GÉANT and Abilene.
y l ^ l  v P x w j
P ow er Saved =  - if f   x  100% (5.7)
Figure 5-13 and Figure 5-14 show that for all traffic matrices, GBP was able to save a significant 
amount o f  power for both simulated networks. The values o f power savings in both figures 
represent the power saved as a percentage o f the total power consumed by the networks when all 
links are active. Understandably, there is a gap between GBP and TUB in terms o f  power saving 
performance because GBP uses a single path fbr each SD flow while TUB uses a large number o f  
paths. O f course, it should be noted that the path configuration given by TUB cannot be 
implemented in practice because o f the large number o f paths between each SD pair in the 
network that would be required.
Table 5-3: Power model of GÉANT network topology.
Logical Links Physical Links
\L\ c y i m  X y i z À P \L\ X y i  X p
(Mbps) (Mbps) (W) (W)
32 9953 4 128 2488 OC-48 140 17920
2 4876 2 4 2488 OC-48 140 560
32 2488 1 32 2488 OC-48 140 4480
8 155.2 1 8 155.2 OC-3 49 392
I 74 172 23352
Table 5-4: Power model of Abilene network topology.
Logical Links Physical Links
|f.| c
(Mbps)
y i |f.| X y, z
(Mbps)
À P
(W)
| i |  X y, X p 
(W)
28 9920 4 112 2480 OC-48 140 15680
2 2480 1 2 2480 OC-48 140 280
I 30 114 15960
107
Chapter 5. Levera^in^ M PLS Backup Paths for D istributed Energy-aware Traffic Engineering
90
" D
S i
Æ  80
Io
Q_
TUB
a = 90
a = 80 
a  = 70
a = 60
a = 50
100 150 200 250 300
Traffic Matrix Index
Figure 5-13: Power saved for the GÉANT topology.
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Figure 5-14: Power saved for the Abilene topology.
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Figure 5-13 shows that, for the GÉANT scenario, power savings do not change significantly when
a  is reduced from 90 to 50. The energy-efficiency, E, o f GBP is calculated by using Eq. (5.9) 
which calculated the total energy saved by GBP as a proportion o f  the theoretical optimal energy
that could be saved . The value o f  T  does not change much when a  is reduced in Table 5-5, which 
correlates with the observation made for Figure 5-13. The observations made in Figure 5-13 and
Table 5-5 can be explained by the fact that even when a  is high, GBP does not have a high degree 
o f freedom to divert a significant amount o f  traffic onto a backup path because this will make the 
logical links constituting that backup path to consume a larger amount o f  power. That is, the spare 
capacity o f most backup paths in the network remains mostly constant when a  is varied from 90 
to 50 because the first term in the spare capacity equation, Eq. (5.7), is the dominating one for 
most logical links in the network.
„  E n e r g y  S a v e d  b y  G B P
T h e o r e t i c a l  O p t i m a l  E n e r g y  S a v e d
x l O O %  (5.9)
Figure 5-14 and Table 5-5 show that the power saved for the Abilene network also does not change 
much with the variation o f  a. It is interesting to see from the performance curves in Figure 5-14 
that GBP reacts to sudden changes in traffic conditions as TUB does even though the paths 
available to “absorb” these changes are limited for GBP.
5.4.3 Maximum Logical Link Utilization
The dynamicity o f the M aximum Logical Link Utilization (MLLU) resulting from the GBP 
operations across the evaluation period is shown in Figure 5-15 and Figure 5-16 for GÉANT and 
Abilene respectively. The original MLLU values that were measured in the network are also 
included in the figures. For GÉANT, GBP was able to offload highly-utilized logical links and the 
maximum MLLU became close to the value o f a  when this was varied from 90 to 70. This shows 
that GBP is able to successfully enforce the constraint in Eq. (5.5) by offloading over-utilized 
logical links while not overloading under-utilized ones as a result o f its operations.
When a  is further reduced from 70 to 50, GBP is unable to reduce the peak MLLU to meet the 
value o f  (z because there are not enough logical links with sufficiently large spare capacity to
carry the traffic from the logical links whose utilization is above a. During its operations, GBP 
does not divert traffic on any logical link whose utilization is greater than a  and therefore, it does 
not make the peak MLLU becomes worse compared to when GBP is not operated. Moreover, 
GBP will not divert an excessive amount o f traffic to any logical links because this may result in 
the utilization o f  the logical links going above a. GBP can enforce these two restrictions on the 
diversion o f traffic by calculating the spare capacity o f a logical link through Eq. (5.7).
109
J. /or Dff/r/6«feaf ^M grgy -aw arg  7ra#?c
Table 5-5: Energy-efficiency, E, for the GÉANT and Abilene topology.
GEANT Abilene
a f  (%) a E(%)
90 86.6 50 89.2
80 86.5 40 89.1
70 86.2 30 88.8
60 86.2 20 88.1
50 86.4
Figure 5-16 shows that the MLLU experiences substantial and frequent fluctuations during the
original operation o f Abilene where GBP was not activated. This is also reflected in the change in 
MLLU during the operation o f GBP. The peak MLLU remains the same as the original one when 
a  is varied from 50 to 20 during the operation o f  GBP. This happens when there is not enough 
space capacity on the backup paths to accept diverted traffic because they are already carrying a 
high volume o f  traffic. Hence, GBP cannot reduce the peak MLLU for Abilene as it did for 
GÉANT due to a lack o f spare capacity in the Abilene network.
For some traffic matrices in Figure 5-15 and Figure 5-16, it can be observed that the MLLU values 
o f GBP can go up when compared to the original ones because GBP wants to concentrate traffic 
on the minimum number o f  logical links possible so as to save the maximum amount o f power. 
This concentration o f traffic on a minimum number o f logical links is always done with the 
constraint that the MLLU should not go above the value o f  a  because o f  the rerouting actions o f 
GBP. For the traffic matrices for which the MLLU is above a  for GBP, the original MLLU is also 
above «  even though GBP is not being operated. This shows that GBP is not responsible for 
breaking the constraint (z, but it is just the original high volume o f traffic that causes the MLLU to 
be above a.
5.4.4 Increase in Maximum Packet Delay
Table 5-6 shows the increase in the maximum packet delay when GBP is operated for GÉANT and 
Abilene respectively. The maximum packet delay was measured in the same way as described in 
Section 3.5.2. For the GÉANT network topology, the average increase in the maximum packet 
delay is small, at most 6.39ms. For the maximum increase in the maximum packet delay, the 
increase was not higher than 21.9ms. For the Abilene network topology, the average and maximum 
increase in maximum packet delay were quite small at around 1.58ms and 6.96ms respectively. There was 
no change in the observed minimum maximum packet delay for both network scenarios. The main 
conclusion from these delay results is that it can be assumed that GBP does not significantly affect the
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packet delay in a well-connected network, which is the case of GÉANT and Abilene. This is despite the fact 
that GBP reroutes some traffic on longer backup paths to offload logical links.
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Figure 5-15: Variation of MLLU for Original and GBP for GÉANT topology.
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Figure 5-16: Variation o f MLLU for Original and GBP for Abilene topology.
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Table 5-6: Increase in maximum packet delay for the GÉANT and Abilene topology.
GEANT Abilene
A
Increase in Maximum Packet Delay (ms)
a
Increase in Maximum Packet Delay (ms)
Max. Avg. Min. Max. Avg. Min.
90 17.5 5.72 0 50 6.96 1.44 0
80 20.8 6.17 0 40 6.96 1.58 0
70 13.8 6.38 0 30 6.96 1.53 0
60 13.8 6.39 0 20 6.96 1.52 0
50 21.9 5.26 0
5.4.5 Single Logical Link Failure Analysis
A whole logical link can fail due to the cut o f all its bundled physical fiber links, e.g. due to 
earthquakes or other physical damages. Since GBP makes use o f backup paths for energy savings
in addition to their primary purpose o f  preventing packet loss upon single logical link failures, it is 
important to investigate the effect o f GBP on the post-failure peak MLLU [76] and the energy 
savings upon any single logical link failure. As mentioned in Section 5.3.4, upon the failure o f an
active logical link, the failure protection mechanism will divert traffic from that failed logical link 
to its corresponding backup path. This failure protection mechanism o f logical links is applied in 
an M PLS-enabled network regardless o f whether GBP is in place or not. In addition, GBP has an 
enhanced failure-protection mechanism which enables the amount o f  traffic to be diverted from 
the failed logical link to be reduced and also for the spare capacity o f the backup path o f the failed 
link to be increased so that the backup path can support the traffic diverted from the failed logical 
link.
5.4.5.1 Post-failure Peak Maximum Logical Link Utilization
Single logical link failures were simulated for all considered traffic matrices o f  both GÉANT and 
Abilene scenarios. The aim was to examine the effect o f  the dual use o f  the resources o f  the
backup paths for both power savings and logical link failure protection. The effect o f GBP on 
logical link failure protection was quantified by computing the peak MLLU after any logical link 
has failed in the network. Figure 5-17 and Figure 5-18 show the post-failure peak MLLU for normal 
energy-agnostic operation (i.e. GBP is not operated) and when GBP is active with different values 
o f  (Z for GÉANT and Abilene respectively. It can be observed that during single logical link 
failures, there was no increase in post-failure peak MLLU when GBP is active in most cases. 
When the traffic matrices for which the post-failure peak MLLU value is higher than 100% were 
further analyzed in detail, it could be observed that the peak MLLU values is the same 
irrespective o f whether GBP is active or not.
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Figure 5-17: Post-failure peak MLLU between no-GBP and GBP operations for the GÉANT
topology.
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This is an important observation since it is only when the peak MLLU is higher than 100% that 
traffic is actually lost in the network and therefore, the same peak MLLU suggests that the 
network suffers from the same degree o f  over-utilization for these traffic matrices for both the 
scenarios where GBP is activated or not. For the peak MLLU values which are less than 100%, it 
can be observed in Figure 5-17 that the post-failure peak MLLU can sometimes be reduced when 
GBP is active for GÉANT. This can happen because GBP can reduce the MLLU in the network 
as shown in Figure 5-15 for GÉANT. Therefore, there is a probability that the post-failure peak 
MLLU will be lower when GBP is activated because there is more spare capacity on the backup 
paths to accommodate the diverted traffic during single logical link failures. For Abilene in Figure 
5-18, there are a few traffic matrices where the post-failure peak MLLU is greater under GBP 
when the peak MLLU values are less than 100%. This is because GBP concentrates traffic on the 
lowest number o f logical links as possible so that the physical links in the other logical links can 
go to sleep. Therefore, there may not be enough spare capacity on some protected logical links in 
the network when the GBP enhanced failure-protection mechanism diverts traffic to them, when it 
deactivates their respective backup paths because these backup paths use any IRLL links o f  the 
failed logical link.
The main overall conclusion from Figure 5-17 and Figure 5-18 is that backup paths can be used 
for greater power savings without reducing the ability o f  the backup paths to prevent packet loss 
during single logical link failures. Therefore, there is no need to provision additional paths which 
are dedicated for power savings because non-conflicting use o f the backup paths for power 
savings and prevention o f  packet loss during single link failures is feasible.
5 4.5.2 Impact on Energy Saving Gains during Single Logical Link Failures
The energy saving gains by GBP can be affected by three different factors when a logical link
fails in the network. The first factor is that a failed logical link will not consume any energy, i.e. 
all the physical links o f the failed logical links are considered to be “sleeping” and not consuming 
power. On the other hand, it may be necessary for logical links involved in the activated backup 
path o f  a failed logical link to wake up additional physical links in order to provide the extra spare 
capacity required to accommodate the diverted traffic from the failed logical link without causing 
any post-failure traffic congestion. This is the second factor which can affect the energy saving 
gains. In addition, some already activated backup paths (for energy savings and/or reduction o f  
utilization at their protected logical links) need to be deactivated so as to reduce the amount o f 
traffic to be diverted from the failed logical links, and also to increase the spare capacity o f  the 
backup path o f  the failed logical links. Therefore, the third factor is the possible reduction in the 
power consumption o f the logical links involved in the deactivated backup paths while the 
protected logical links o f  the deactivated paths may consume more power because o f  the
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increased traffic on them. In GBP, the head routers are responsible for determining how many 
sleeping physical links in each o f  their logical links should wake up, so that only the minimum 
number o f  physical links is active without causing any traffic congestion. This design choice is 
made so as to maximize the energy savings in the network but without compromising on post-
failure packet loss.
Table 5-7 shows the change in energy-efficiency during single logical link failures compared to a
failure-free scenario for GÉANT and Abilene respectively. In this table, a positive number means 
logical link failures increase the energy saved in the network compared to a failure-free scenario 
while a negative number means the opposite. On average, the energy saved decreases during
single logical link failures. This is because several physical links will have to wake up in the 
logical links, constituting the backup path o f  the failed logical link, if  there is not enough spare
capacity in the currently active physical links o f the backup path. The power consumption o f the 
protected logical links o f the deactivated backup paths also increases due to increased traffic on 
them. However, the maximum reduction in energy saved during single logical link failures is not 
significant.
Interestingly, the Table 5-7 indicates some unexpected observations where the energy saving gains 
can further increase upon single link failures. This can be explained by the fact that logical link 
failures are similar to putting links to sleep but with the key difference that the MLLU constraint 
in Eq. (5.5) needs not be respected during single logical link failures. In other words, GBP cannot 
always achieve the same level o f energy savings compared to when some single logical links fail 
because GBP would break the MLLU constraint defined in Eq. (5.5). However, single logical link 
failures do not have this restriction because during these events, logical links can be loaded with 
as much traffic as the failure protection mechanism can handle.
Table 5-7: Change in energy-efficiency, AE, for the GEANT and Abilene topology.
GEANT Abilene
a
AE (%)
a
AE (%)
Max. Avg. Min. Max. Avg. Min.
90 -0.0000847 -3.91 -12.0 50 0.0970 -1.37 -2.61
80 -0.0752 -3.89 -11.9 40 0.153 -1.33 -2.65
70 -0.345 -3.59 -8.20 30 0.476 -1.19 -2.70
60 -0.344 -3.58 -8.20 20 0.987 -0.834 -3.13
50 0.0365 -3.61 -8.66
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5.5 Summary
There are backbone networks, such as Abilene [4], which do not exhibit a regular traffic pattern 
and it is important to develop a suitable online ETE scheme which can significantly improve the 
energy-efficiency o f such networks while preserving the ability o f  network operators to do load- 
balancing. In order to meet these requirements, a new computationally-efficient scheme called 
Grgg» (GBP) was designed.
GBP improves the energy-efficiency o f a network by leveraging existing MPLS backup paths 
which were primarily installed for the failure protection o f  logical links. This dual use o f  backup
paths leads to a lower management overhead o f paths in the network. It has been demonstrated in 
the evaluation section that GBP does not adversely affect the ability o f  backup paths to prevent 
packet loss during single logical link failures. Furthermore, GBP is a fully-distributed scheme 
where multiple logical links can be concurrently offloaded so that their number o f  active physical 
links reduces. This results in the reduced power consumption o f the whole network.
The ability o f GBP to save power was evaluated through simulations on two academic networks, 
namely GÉANT and Abilene, and their respective real traffic matrices. Results showed that GBP 
achieves significant power savings while also decreasing the maximum logical link utilization and 
maintaining the maximum packet delay in the network within reasonable bounds. The power 
savings achieved by GBP were always within 15% o f the Theoretical Upper Bound which 
indicates the efficiency o f GBP.
The design o f GBP may seem complex at first view but this is the required level o f complexity 
that is necessary to obtain the best energy-savings and load-balancing performance possible when
the network has dynamic traffic demands. The extensive network monitoring system is required 
by GBP in order to make accurate decisions, which is made much more difficult when the size of 
the traffic demands is changing quickly. The network monitoring system is already available on 
current network equipment nowadays and network operators only have to activate it and make the 
monitoring system broadcasts frequently the state o f the network. The previous two schemes 
designed in this thesis, TLS and GLA, assumed that the traffic demands will not deviate much 
from the historical traffic demands but this is not guaranteed and therefore, TLS and GLA may 
use the simple method o f traffic scaling to account for this phenomenon. In addition, GBP is 
aware that the link between any two routers can actually be made o f  a bundle o f  physical links 
and therefore, it can leverage this feature o f  the network to achieve greater energy-efficiency 
compared with the first two schemes designed in this thesis, TLS and GLA,
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6 Conclusions
6.1 Thesis Summary
The power consumption o f  backbone networks is o f  increasing concern to network operators 
because their electricity bill is rapidly increasing as they deploy more network devices to meet the 
traffic demands o f their users. To make matters worse, the price o f the unit o f electricity has been 
increasing consistently in the past decades. Hence, network operators are looking for novel ETE 
schemes that can drastically decrease the power consumption o f the network so as to significantly 
reduce their electricity bills. While network operators desires reduced power consumption, they 
still need to preserve targeted network performances such as low maximum link utilization, small 
maximum packet delay, high stability o f  new network configurations and high resilience to packet 
loss during single link failures. This thesis presented three novel ETE schemes which attempt to 
reduce the overall power consumption o f backbone networks but without deteriorating the 
original network performances.
Three ETE schemes have been designed in this thesis because not all backbone networks exhibit
the same traffic pattern and therefore, custom ETE schemes must be designed to make the most 
out o f  each particular traffic pattern. The first ETE scheme designed is TLS which targets 
backbone networks that exhibit a diurnal traffic pattern. The assumption o f a regular diurnal 
traffic allows a time-driven approach to be adopted for the reconfiguration o f  the network. In 
order to avoid instabilities in the network due to frequent reconfigurations, only two network 
configurations are used for each day. Furthermore, the start and end time o f each configuration is 
the same for each day so as to ease the implementation o f TLS. The ability o f  TLS to save a 
significant amount o f  energy was evaluated on the PoP representation o f  the GÉANT academic 
network and its real traffic matrices. TLS was able to obtain up to 28% energy savings without 
exceeding the MLU performance during peak time. Moreover, it was demonstrated that it is 
possible to use only the traffic matrices o f one week only to calculate an energy-efficient off-peak 
network configuration that is valid for several weeks. Hence, there is no need for frequent 
recalculations o f  the network configuration.
Single link failures can happen frequently in a backbone network and therefore, TLS was 
extended into TLS-SLFP to cater for these network events. The main objective o f TLS-SLFP is to
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improve the resilience o f  the off-peak network configuration o f  TLS against single link failures so 
that the network does not suffer from packet loss during these network events. Since improved 
resilience against single link failures requires more spare capacity to be present in the network, 
the off-peak network configuration o f TLS-SLFP must have more active links. The larger number 
o f  active links results in the energy-efficiency o f TLS-SLFP to be lower than for plain TLS, for 
e.g. TLS-SLP achieves 16% energy savings compared to 28% for plain TLS for the same network 
conditionsin the GÉANT European academic network.
The second ETE scheme designed in this thesis is GLA. The primary aim o f GLA is to optimize 
the IGP link weights in a network so that other existing ETE schemes based on link sleeping can 
achieve further enhanced the energy-efficiency, load-balancing and maximum packet delays. In 
other terms, GLA configures backbone networks so that other existing ETE schemes can achieve 
a better performance. As far as is known, this is the first time that link weights are optimized for 
the purpose o f jointly improving the energy-efficiency and load-balancing in operational 
backbone networks. GLA was evaluated by using three existing ETE schemes, including the TLS 
scheme. In the first part o f the evaluation o f GLA, it was shown that GLA can significantly 
improve the energy-efficiency given by these schemes while achieving close to optimal load- 
balancing. Unfortunately, the chosen ETE schemes do not take into account the maximum packet 
delays when optimizing the number o f and specific links to put to sleep in order to save energy. 
Therefore, the chosen ETE schemes can cause an excessive increase in maximum packet delay 
with as end result a reduction in the QoS. In order to solve this problem, the inner workings o f the 
chosen ETE schemes were modified so that they do not increase the maximum packet delay and 
therefore, become delay-aware. The evaluations o f  the new delay-aware ETE schemes showed 
that significant energy savings can still be achieved while keeping near-optimal load-balancing 
and experiencing no increase in the maximum packet delay. The comparison between the new 
delay-aware ETE schemes and their plain counterparts showed that there is a reduction in energy 
savings for the delay-aware schemes but this is to be expected since a trade-off is being made 
between energy savings and maximum packet delay.
The third and last ETE scheme designed in this thesis is GBP. In contrast with the first and second 
ETE schemes, GBP is an online and distributed ETE scheme which can react rapidly to sudden 
and large changes in traffic demands. GBP leverages pre-installed backup paths to improve the 
energy-efficiency o f  M PLS-enabled backbone networks. These backup paths were installed in 
MPLS-enabled backbone networks so that traffic can be diverted on them during single link 
failures and therefore, preventing packet loss during these network events. The links o f  the 
backup paths are already active since they carry their own traffic and the diversion o f  traffic on 
the backup paths does not cause the power consumption o f  these links to increase. Simulations o f  
single link failures in the two academic networks GÉANT and Abilene have shown that it is
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possible to use these backup paths for energy savings without reducing the resilience o f  the 
network against packet loss during single link failures. The ability o f GBP to make concurrent and 
interhsrence-ffee diversions o f  traffic shows that GBP is a truly-distributed algorithm. The 
distributed nature o f  GBP allows it to converge quicker and to scale to large networks. GBP was 
evaluated through the use o f the PoP representation o f  two academic networks, namely GÉANT 
and Abilene, and their real traffic matrices. W hile GÉANT exhibits a regular diurnal pattern for 
most o f the time, Abilene can experience sudden and large fluctuations in its traffic demands. 
GBP was able to achieve significant energy savings, which are quite close to the theoretical upper 
bound, while not increasing the maximum logical link utilization and suffering only from a small 
increase in maximum packet delay.
The first two ETE schemes designed in this thesis, TLS and GLA, are simpler compared to GBP 
because they operate in an offline fashion and do not have to deal with potentially sudden and 
unpredictable changes in traffic demands. Therefore, TLS and GLA is only suitable for networks 
which exhibit a regular and predictable traffic pattern while GBP can operate in networks which 
have dynamic traffic demands since it is an online ETE scheme. The main advantage with TLS 
and GLA is that they only use existing features o f current network equipment and there is no need 
to make any changes to these equipment for these schemes to work properly. Therefore, this 
involves less cost for network operators. In practice, network operators who wish to implement an 
offline ETE scheme should use the MPD-aware version o f  TLS together with GLA-SH. The 
M PD-aware version o f  TLS- will give network operator the ability to control the maximum 
packet delay according to its policy and GLA-SH will provide the optimized IGP link weights 
which allow TLS to achieve significant energy-savings. Depending on the network policy, the 
network operator may also wish to implement the SLFP version o f TLS which will give the 
network protection against packet loss during single link failures. All the versions o f TLS offer 
the network operator the ability to control the maximum link utilization, at the expense o f energy 
savings, according to its policy.
In order for GBP to tolerate these dynamic traffic behaviors, it has to extend the capability o f  
current network equipment by giving them the ability to make changes in the routing o f  traffic 
based on the information received from the network monitoring system. In practice, only a 
firmware extension for the routers is required so that the routers are able to process the TE-LSAs 
broadcasted and make routing decisions which will improve the energy-efficiency and load- 
balancing performance o f  the network. The network monitoring system that GBP requires is 
already present in current network equipment and is used to gather information about traffic 
demands for network planning purposes. It is this network monitoring system which provided the 
historical traffic demands that the offline ETE schemes TLS and GLA used in order to calculate 
new network configurations.
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In the future, network operators will deploy more energy-efficient hardware and network 
protocols and since ETE neither changes the amount o f traffic in the network nor changes the 
characteristic o f  the power consumption o f  network devices, ETE is complementary to these 
green initiatives.
6.2 Thesis Conclusions
The main conclusions that can be drawn from this thesis are:
1) TLS has shown that it is possible to design an offline ETE scheme which can achieve 
significant energy savings with only two network configurations and therefore, there is no
need to reconfigure the network frequently to achieve significant energy savings since this 
will cause instabilities in the network;
2) TLS-SLFP has shown that it is possible for the reduced topologies calculated by ETE 
schemes to provide a similar amount o f  resilience to traffic congestion during single link 
failures as full topologies while still achieving significant energy savings;
3) GLA has demonstrated that the load-balancing and energy-efficiency o f  many existing 
offline ETE schemes can be improved significantly by optimizing the IGP link weights in 
backbone networks. This is because the original link weights are only optimized when the 
full topology is used and are no longer optimized when links are put to sleep;
4) It has been shown that ETE schemes can excessively increase the maximum packet delay 
in backbone networks and that ETE schemes should take into account their effect on the 
maximum packet delay during their operation. All ETE schemes designed in this thesis 
ensures that the maximum packet delay remains within a predetermined bound set by the 
network operator during their operation;
5) GBP has shown that it is possible to re-use existing backup paths for energy savings while 
not preventing the backup paths from performing their primary function, i.e. avoid packet 
loss during single link failures. Therefore, there is no need to install dedicated paths for 
energy savings in the network with as end result a lower management overhead o f  paths; 
and
6) A light-weight conflict-avoidance mechanism can be designed to allow the different
decision entities o f an online ETE scheme to concurrently make conflict-free decisions.
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6.3 Future Work
In the future, all the ETE schemes that have been designed in this thesis will need to be 
implemented in a test bed in order to validate the behavior that was observed during simulations.
This validation will give network operators a greater level o f  confidence about the effectiveness 
o f  the different ETE schemes.
All the newly-designed ETE schemes in this thesis consider the traffic demands to be inelastic but 
this may not be the case in an operational environment. This is because it is well-known that a
large amount o f the traffic demand in a network is actually for the same content from multiple 
users [77][78]. Therefore, current research efforts in fields such as Content Delivery Networks 
(CDNs) and Information Centric Networks (ICNs) can reduce the traffic in a network and enable 
the newly-designed ETE schemes to reduce the energy consumption o f  the network further 
because the spare capacity in the network will increase. Furthermore, network operators may 
strategically place several caching servers in their network so as to further reduce the traffic in 
their network without having to rely on the traditional CDN providers.
Currently, the power consumption o f network devices does not vary much with the amount o f 
traffic being forwarded. This is likely to change in the near future because manufacturers and 
researchers are investing a lot o f effort in making the relationship between the power consumption 
and traffic forwarded by network devices become as close as possible to linear. The new power 
profiles o f network devices will lead researchers to design novel ETE schemes which will make 
the most out o f these new power profiles. Researchers in [8] have already done an initial 
evaluation o f  different possible future power profiles. If the power profiles o f  network devices 
become convex, then it will be possible to design a fully-distributed ETE scheme which can 
achieve global optimality in negligible convergence time.
In this thesis, the newly-designed ETE schemes are targeted at backbone networks only. It would 
be interesting to do a holistic analysis o f  the power consumption o f  the whole wired network,
which spans the backbone, aggregation and edge segments o f  the network. From this holistic 
analysis, it would be possible to design an ETE scheme for each segment o f  the network so that 
they can cooperate with one another and reduce the overall power consumption o f  the whole 
wired network. In addition, it would be interesting to do a cost-benefit analysis o f putting caching 
servers as close as possible to the edge o f  the network.
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