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RESUMO
Neste estudo pretende-se avaliar o desempenho de modelos competitivos para
descrever os valores mensais do oxige´nio dissolvido em estac¸o˜es de monitorizac¸a˜o
da qualidade da a´gua no rio Vouga. O confronto e´ realizado entre um modelo de
regressa˜o com erros correlacionados e dois modelos de espac¸o de estados.
Palavras-chave: Modelo de espac¸o de estados, filtro de Kalman, regressa˜o linear, oxige´nio
dissolvido.
1. INTRODUC¸A˜O
A avaliac¸a˜o da qualidade da a´gua superficial e´ uma parte importante da monitorizac¸a˜o ambi-
ental, cuja avaliac¸a˜o pode predizer a qualidade da a´gua e evitar problemas de sau´de pu´blica
de diversos tipos e n´ıveis. Um papel importante na monitorizac¸a˜o da qualidade da a´gua su-
perficial tem sido atribu´ıdo a` varia´vel concentrac¸a˜o de oxige´nio dissolvido (OD) uma vez que
este indicador resulta do impacto de um conjunto de fatores ambientais como a temperatura
da a´gua, temperatura e pressa˜o do ar, a morfologia do leito do rio, o estado de limpeza da
a´gua, as fontes de poluic¸a˜o das a´guas superficiais.
A ana´lise qu´ımica de OD mede a quantidade de oxige´nio gasoso dissolvido numa soluc¸a˜o
aquosa. Para que a a´gua seja considerada de boa qualidade e´ necessa´rio que esta possua
n´ıveis adequados de OD, um elemento necessa´rio para todas as formas de vida. Quando
os n´ıveis de OD na a´gua descem abaixo de 5 mg/l, a vida aqua´tica e´ colocada sob pressa˜o.
Nı´veis de oxige´nio que permanecem abaixo de 1-2 mg/l, mesmo que por apenas algumas horas,
podem resultar em grandes perdas de peixes ([5]). Assim, o estudo da evoluc¸a˜o temporal da
concentrac¸a˜o do OD em diversos locais de um rio, bem como a predic¸a˜o de valores futuros sa˜o
contributos importantes na monitorizac¸a˜o da qualidade da a´gua e na prevenc¸a˜o da poluic¸a˜o
da mesma. Este trabalho apresenta um estudo comparativo entre va´rios modelos competivos
para descrever o comportamento mensal do OD na estac¸a˜o de monitorizac¸a˜o de qualidade
do Carvoeiro no rio Vouga. Uma descric¸a˜o da bacia hidrogra´fica e caracterizac¸a˜o das suas
estac¸o˜es de monitorizac¸a˜o pode ser encontrada no trabalho de [2].
O per´ıodo usado na modelac¸a˜o compreende os meses de janeiro de 2002 a Maio de 2013 e
os dados foram recolhidos do portal SNIRH ([6]). Estes modelos podem ainda ser avaliados
quanto ao seu desempenho na predic¸a˜o de valores futuros do OD.
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2. MODELOS EM ANA´LISE
Como a se´rie da concentrac¸a˜o de OD tem um comportamento perio´dico, os modelos que se
apresentam sa˜o definidos tendo em conta essa caracter´ıstica da varia´vel em estudo. O modelo
base, que e´ comum aos modelos em estudo, e´ um modelo linear que tem em conta a variac¸a˜o
sazonal na concentrac¸a˜o de OD durante o ano, bem como a possibilidade da taxa de variac¸a˜o
poder variar de acordo com o meˆs isto e´, considera doze declives e doze ordenadas na origem,
podendo ser escrito como
Yt = (↵1 · t+  1)It,1 + (↵2 · t+  2)It,2 + ...+ (↵12 · t+  12)It,12 + ⇠t
=
12X
s=1
(↵s · t+  s) · It,s + ⇠t, (1)
onde Yt e´ a concentrac¸a˜o do OD no meˆs t, ↵s e  s, s = 1, 2, ..., 12, sa˜o respetivamente o
declive e a ordenada na origem associados ao meˆs t = s + 12k, para algum k = 0, 1, 2, .... A
func¸a˜o indicatriz It,s e´ definida por It,s = 1 if t = s+12k, para algum k = 0, 1, 2, ... e It,s = 0
caso contra´rio, e ⇠t e´ um ru´ıdo branco (E(⇠t) = 0, var(⇠t) =  2⇠ e E(⇠t⇠r) = 0 for t 6= r).
A estimac¸a˜o dos paraˆmetros do modelo, usando o me´todo dos mı´nimos quadrados, revelou
que, para o local em ana´lise, os res´ıduos apresentavam uma correlac¸a˜o moderada. Adicional-
mente, a ana´lise dos resultados da estimac¸a˜o do modelo definido em (1), e apo´s a correc¸a˜o dos
erros padra˜o pelo facto dos erros serem correlacionados (ver [1]), apenas o declive associado
ao meˆs de maio apresentou um valor estatisticamente significativo (para uma significaˆncia de
10%) pelo que o modelo base final possui 13 paraˆmetros, ↵5, 1, · · · , 12. Pretende-se enta˜o
usar modelos que consigam captar melhor a correlac¸a˜o existente na se´rie temporal do OD que
teˆm na sua estrutura o modelo base de regressa˜o com 13 paraˆmetros e a inclusa˜o de outras
componentes estoca´sticas que permitira˜o descrever melhor a se´rie em estudo.
FAC FACP
Figura 1: FAC e FACP emp´ırica dos res´ıduos do modelo de regressa˜o definido em (1).
2.1 Modelo de regressa˜o linear com erros correlacionados (MI)
Tendo em conta que as func¸o˜es emp´ıricas de autocorrelac¸a˜o e de autocorrelac¸a˜o parcial que se
apresentam na Figura 1, podemos definir o modelo linear com erros correlacionados, seguindo
uma estrutura autorregressiva de ordem 1, descrito por
Yt = ↵5 · t · It,5 +
12X
s=1
 s · It,s + ⇠t (2)
⇠t = ⇢⇠t 1 + at, (3)
com {at} um ru´ıdo branco cuja variaˆncia e´  2a.
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A estimac¸a˜o dos paraˆmetros deste modelo pode ser efetuada por decomposic¸a˜o, estimando-
se inicialmente os 13 paraˆmetros associados ao modelo base (1), pelo me´todo dos mı´nimos
quadrados, e posteriormente sa˜o estimados, pelo mesmo me´todo, os paraˆmetros da equac¸a˜o
(3), usando os res´ıduos obtidos na primeira etapa de estimac¸a˜o.
2.2 Modelo em espac¸o de estados aditivo (MII)
Atendendo a que a variabilidade associada ao processo autorregressivo no modelo MI podera´
na˜o ser suficiente para explicar toda a variabilidade da se´rie de OD, considera-se o modelo
mais geral, que conte´m duas fontes de variabilidade. O modelo de espac¸o de estados e´ definido
por
Yt = ↵5 · t · It,5 +
12X
s=1
 s · It,s + ⇠t + ✏t (4)
⇠t = ⇢⇠t 1 + at. (5)
As equac¸o˜es (4)– (5) sa˜o respetivamente as equac¸o˜es de observac¸a˜o e de estado. Na equac¸a˜o
de observac¸a˜o, os valores observados dependem de uma componente conhecida, de um fator
estoca´tico aditivo {⇠t} e uma componente de erro aleato´ria, {✏t}, designada por processo dos
erros de observac¸a˜o que sa˜o descritos por um ru´ıdo branco com variaˆncia  2✏ . A equac¸a˜o do
estado descreve o comportamento da componente estoca´stica, {⇠t}, que se assume ser um
processo autorregressivo de ordem 1 estaciona´rio de me´dia zero e paraˆmetro autorregressivo
|⇢| < 1; o erro do estado, {at} e´ na˜o correlacionado com o processo dos erros de observac¸a˜o
(E(at✏r) = 0, 8t, r) e tambe´m descrito por um ru´ıdo branco. Adicionalmente os processos de
ambos os erros sa˜o considerados ter distribuic¸a˜o normal. De notar que o modelo MI e´ um caso
particular deste modelo quando se admite que a variaˆncia associada ao erro de observac¸a˜o e´
nula.
2.3 Modelo de calibrac¸a˜o (MIII)
O terceiro modelo possui tambe´m duas componentes principais numa estrutura multiplica-
tiva. A primeira e´ a componente base de regressa˜o e a segunda componente estoca´stica que
mensalmente ira´ calibrar a primeira componente. O modelo acima descrito e´ um modelo em
espac¸o de estados, que pode ser definido por
Yt = Xt ·
 
↵5 · t · It,5 +
12X
s=1
 s · It,s
!
+ et (6)
Xt = µ+  (Xt 1   µ) + "t. (7)
Este modelo difere do anterior por ter uma estrutura multiplicativa, em que processo do
estado {Xt} tem uma estrutura autorregressiva de ordem 1 de me´dia na˜o nula µ. Tambe´m
neste modelo os processos dos erros de observac¸a˜o e de estado sa˜o ru´ıdos brancos e na˜o
correlacionados entre si. A distribuic¸a˜o associada aos erros e´ assumida ser a distribuic¸a˜o
Gaussiana. Nos modelos MII e MIII, devido a` sua estrutura, a estimac¸a˜o dos paraˆmetros
destes modelos podem ser realizada em duas etapas. Na primeira etapa, que e´ comum aos treˆs
modelos, sa˜o estimados os paraˆmetros do modelo de regressa˜o base, que, numa fase posterior,
sa˜o considerados como conhecidos e sera˜o usados para estimar os paraˆmetros associados ao
estado. Nesta segunda etapa, como o estado e´ na˜o observa´vel e os modelos sa˜o lineares em
que se assume a normalidade dos erros de observac¸a˜o e de estado, a estimac¸a˜o dos paraˆmetros
e´ realizada atrave´s do me´todo de ma´xima verosimilhanc¸a em que a predic¸a˜o a um passo dos
valores observados de Y (ou de uma se´rie obtida a partir desta) e´ obtida pelo algoritmo
do filtro de Kalman ([4],[3]). Para a obtenc¸a˜o das estimativas dos paraˆmetros de ma´xima
verosimilhanc¸a e´ necessa´rio a utilizac¸a˜o de procedimentos nume´ricos dispon´ıveis em diversos
softwares.
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3. ALGUNS RESULTADOS
A Tabela 1 resume os resultados da modelac¸a˜o do OD na estac¸a˜o do Carvoeiro, rio Vouga
no per´ıodo em ana´lise. Os erros quadra´ticos me´dios dos treˆs modelos esta˜o pro´ximos, assim
como os coeficientes de determinac¸a˜o. Os modelos MI e MII teˆm um desempenho ligeiramente
superior ao modelo MIII. De salientar que a estimativa da variaˆncia do erro de observac¸a˜o
do modelo MII e´ estatisticamente significativa, diferenciando assim os dois modelos MI e
MII. No que concerne a` ana´lise dos res´ıduos dos modelos em estudo, estes na˜o apresentam
correlac¸a˜o significativa e os histogramas na˜o esta˜o visualmente longe da normalidade. No
entanto apenas no modelo MII o teste de Kolmogorov-Smirnov na˜o rejeita a normalidade dos
res´ıduos que e´ um pressuposto comum a todos os modelos.
Tabela 1: Resultados da estimac¸a˜o dos paraˆmetros dos modelos
Modelo Base
par. est. err. pad.*
↵5 -0.010 0.005
 1 10.209 0.25
 2 9.983 0.24
 3 9.546 0.24
 4 8.975 0.44
 5 9.262 0.24
 6 7.771 0.25
 7 8.164 0.25 MI MII MIII
 8 8.844 0.25 par. est. err. pad. par. est. err. pad. par. est. err. pad.
 9 7.941 0.25 µ 1.000 0.001
 10 7.844 0.25 ⇢ 0.311 0.08 ⇢ 0.4120 0.02   0.594 0.016
 11 8.968 0.25  2a 0.594 –  
2
a 0.452 0.03  
2
" 0.003 0.16⇥ 10 3
 12 9.946 0.25  2e 0.064 0.02  
2
e 0.266 0.011
R2 0.561 R2 0.598 R2 0.602 R2 0.595
E.Q.M. 0.579 E.Q.M. 0.528 E.Q.M. 0.528 E.Q.M. 0.534
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