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I. INTRODUCTION AND REVffiW OF LITERATURE 
A. Introduction 
Mean-unbiased estimators in statistical inference has long been 
a source of controversy among statisticians. They are defended by some 
for their mathematical simplicity and for the optimum properties that 
this tractibility yields- They are attacked by others for their practi­
cal deficiencies, as for example, their sensitivity to outliers. As a 
result of the latter, many other criteria of unbiasedness have been 
proposed, for example, median-unbiasedness and mode-unbiasedness. In 
general, when searching for optimum estimators, one is faced with choos­
ing a dispersion criterion, i.e., objective function, and a suitable 
domain of optimization; as for example, variance on the one hand, and 
the class of unbiased estimators on the other. With this in mind, the 
first direction taken by this research was to find among the median-
unbiased estimators, one that would minimize the mean absolute deviation. 
The route taken, for this purpose, was to look for an achievable lower 
bound for the mean-absolute deviation of median-unbiased estimators. 
It turned out that this approach was not as straightforward as fixing 
only the optimization domain, and letting, so to speak, this domain 
point to a "natural" dispersion measure, rather than fixing the latter 
in advance. An additional feature here was that the domains of special 
interest, the domains of "y-unbiased" estimates, turn out in their own 
respect to be tied, through a process of minimization with respect to 
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the parameter, to another sort of "objective function." Thus the attack 
that did work may be characterized by saying that what was fixed ini­
tially was the "objective function" for the optimization domain, where­
upon the "objective function" for the dispersion was naturally singled 
out. 
Lehmann (l9$l) gave a generalized definition of unbiasedness which 
contains mean-unbiasedness and median-unbiasedness as particular cases-
Based on his geneial criterion of unbiasedness define an estimator 
6(x) to be Y-unbiased, y > 1 , for a parametric function m^ (^G) if 
Eg [ j6(x) - gCG)!^] = min Eg [ jsfx) - Eg[|6(x) 
is a strictly convex function in u and has a unique minimum m^ ^ (9) , 
when Y > 1 (Chapter II, Section A). This definition and uniqueness 
point to this: Contrary to one's intuitive view of the matter, 
the easy route, for y-unbiasedness and hence also mean-unbiasedness, 
is, given a statistic, to find the parameter function for which it is 
unbiased, rather than the other way around-
When Y > 1 ; the following properties shared by y-unbiased esti­
mators are presented in Chapter II: 
Starting with the definition of y-unbiased estimators, using argu­
ments and regularity conditions similar to the ones that lead to the 
Cramer-Rao inequality, it is possible (Section B) to identify the 
"natural" dispersion associated with y-unbiased estimators as being 
a kurtosis-type measure, denoted by K^(6, m) which can be expressed 
in the form 
3 
Hi 1 
K^(6,m) = 
[E[(6(x)-mY^ g (e))Y-2]]^"2 
E[(6(X) g(8))^] Y [E[(6(X)-m^^g(@))Y-2]]Y-2 
(Y-1) 
It is then clear that K (6, m) is a kurtosis-type measure modi­
fied by a dispersion measure. When y = h the first term of K (ô, m) 
has the form of the usual kurtosis with E [6(X)] replaced by m^ g(8) . 
Simultaneously with determining the natural measure of dispersion, 
one obtains a lower bound for it. The bound is achieved by X when X 
is normally distributed with mean 0 and known variance- It is worth­
while noticing here that the lower bound obtained for the y-kurtosis 
involves the "information" [1(3/39) log f(X^, 8)]^] 
that appears in Barankin (19^9) for the lower bound for the mean 
(y/Y-l)th power of the absolute deviation for mean-unbiased estimators. 
Table 1 shows the relation between the dispersion measure, the index of 
the "information" in the lower bound, and the index I of the objective 
function corresponding to the unbiasedness criterion, both in Barankin's 
work and that of this thesis. 
Table 1. Relation between Barankin's work and this thesis 
Dispersion 
Measure 
Index of 
Information Index I 
Barankin E [1 5(X) - m(e)|TY/Y-l Y 2 
This thesis K^(6, m) Y Y 
k 
In the case of y-biased estimators a lower bound is obtained that 
is achieved by all elements of the exponential family (Section C). 
A lower bound is obtained for a y-kurtosis of y-unbiased estimators 
when the estimation is sequential (Section F). 
Also a Chapman-Bobbins type inequality without regularity condi­
tions is derived for y-unbiased estimators (Section E). 
For Y >1 , it is shown that the "natural" sufficient statistic s 
for an exponential family is y-unbiased for the "natural" parameter, in a 
certain asymptotic sense. For y an even integer, an asymptotic bound 
is derived, which is of special interest, since it involves the usual 
Fisherian information. The sufficient statistic s is shown to achieve 
this bound in a certain asymptotic sense (Section D ) .  
In Chapter III it is shown that K^(6, m^) tends to 1/2 g(m^(9); 
0) when Y ^  1 , where g is the density function of 6 , median-
unbiased for m^(8) . The dispersion measure l/Z g(m(0); 9) appears in 
Alamo (196^) as the "natural" dispersion measure associated with median-
unbiased estimators. A lower bound for l/2 g is obtained (Section C), 
which is sharper than the lower bound obtained by Alamo. It is surpris­
ing that the straightforward way to derive the lower bound in Section C 
is to borrow the Chapman-Robbins type lower bound for y-unbiased esti­
mators, let Y ^  1 and then let AG 0, i.e., get the derivatives, 
when at first sight one would first let ^ ^ 0 and then 7 ^ 1 • 
Asymptotic efficiency in the median sense is defined, and the median 
of a sample of a normal distribution is shown not to be asymptotically 
efficient, with efficiency the familiar constant J2/-n . 
5 
B. Literature Review 
Let (I, q) be a measurable space and {PQ(x) ; 0 e 0 c R] a 
family of probability measures defined on (I, C) • Suppose we are 
faced with the problem of estimating the real parameter 9 and 5(x) = 
6(x^, Xg, .. ) x^) is a real-valued function, measurable [IIG] , on 
nx . Let W [r, 0] be a nonnegative function on Rx R that, for fixed 
9 , is measurable [B] • W [6(x), 0] is the loss incurred when our 
estimate is 6(x) and the true parameter value is 0 • Then the risk 
function for the decision procedure is 
where p ^ (x) is the probability measure on (n%, HC) corresponding to 
Pg and where the range of integration is omitted, as it will be hence­
forth, since integration is over nX • 
possible for all values of 0 • Ideally the best one could get would 
be an estimate 6 (x) such that for every estimate 6(x) one would 
have 
(1.1) 
One would like to find a 6 (x) for which R (0) is as small as 
6 
V®' 2 "s*®' V 0 in 8 (1.2) 
i.e., 6 (x) a "uniformly best" estimate. This kind of estimate 
exists only in trivial problems; therefore to obtain good estimates 
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one must be restricted to a given class of estimates- In some of the 
work done in this area restriction has been made to the class U of 
unbiased estimates, i.e., estimates ^(x) such that 
J 5(x) d Pg(x) = 9 V © in 0 . (1-3) 
Unbiasedness has been considered a reasonable criterion, as re­
marked by Lehmann (1950? page 2.1), because it "prevents an estimate 
6(x) from being too partial to any one value of 9 ." 
Even restriction to a likely class such as the unbiased class some­
times is unworkable, because of the multiplicity of objectives inherent 
in (1.2). Hence it has often been necessary to further limit the prob­
lem by sampling out one of these objective functions, i.e., to find that 
member 6 (x) U satisfying 
• (1-k) 
Statistics satisfying (1.4) are called "locally best." 
We will concentrate, in most of this review, on the squared loss 
Lg(9) = [6(x) - 9]^ . The risk function is then 
BG(8) = J [5(x) - 9]^ d Pq (X) 
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and, if 6(x) is unbiased for © , we have R^(G) = Vq [6(X)] , the 
variance of ô(x) , so that, among the unbiased estimates under squared 
loss, a locally best estimate is one minimizing VQ [6(X)] . In other 
* 0 
words, if 6 (x) is an unbiased estimate of 9 such that, for any 
other unbiased estimate of 0 , 6(x) ; one has 
Vq  [Ô*(X)] = J [ô*(x) - d Pq  (X) < J [6(x) - 9^]^ d PG (x) 
O 0 0 
= Vq[6(X)] (1-6) 
o 
then we say 6*(x) is a locally minimum variance unbiased (equivalently 
locally minimum MSE unbiased) estimate (L-M-V-U-) for 0 . When (1.6) 
is true for all 0 e 0 then one is in the fortunate situation in which 
the solution of a simple objective function is not required, and 6(x) 
is then called a uniformly minimum variance unbiased estimate (U.M.V.U. ) 
for 0 . One of the methods used for finding L.M.V.U. and U.M.V.U. 
estimates consist in getting a lower bound for the variance of unbiased 
estimates. If an unbiased estimate 6(x) achieves such a lower bound 
for all 0 e 0 , then 6(x) is clearly a U.M.V.U. estimate. If the 
lower bound is achieved for 0 = 0 then the estimate is L.M.V.U. 
o 
The first lower bound for the variance of an estimate is considered 
to have been presented independently by several authors, among them 
Cramer (19^6) and Rao (19^5), and is known in the literature as the 
Cramer-Rao inequality. Soon after these publications, many other 
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inequalities appeared, as for example the ones formulated by 
Bhattacharyya (19^6), Barankin (19^9)^ Chapman and Bobbins (1951), 
Hammersley (19$0), Kiefer (I952), Fraser and Guttman (1952), Bahadur 
(1957), Blyth and Roberts (1972), Fabian and Hannan (1977)? Wolfowitz 
(19^7); Seth (19^9) and Ibragimov and Khasminskii (197^)* We will 
give the main results obtained by each of the cited authors, including 
the original two Cramer and Rao bounds ; although they appear exten­
sively in the statistical literature, we thought appropriate, consider­
ing the content of this thesis, to reproduce it again and also the 
regularity conditions under which it holds-
From now on we will suppose the probability measure Pg(x) admits 
a density f(x; 9) with respect to the a-finite measure p , and de­
note by f(x; 6) and ji(x) their n-dimensional versions- Let X = 
(X^y ..., X^) be a random sample from a population described by some 
f(x; 9) , and consider the following regularity conditions . 
Regularity Conditions A: 
(i) 0 is an open interval in R ; 
(ii) (0/99) f(x; 9) exists a-e. [n] for every 9 in 0 ; 
(iii) I(ô/ô9) f(x; 9)) < F^(x) for all 9 in 0 , where F^ 
is integrable over FlX ; 
(iv) J ( ^  ) f(x; 9) d |j.(x) > 0 for every 
9 in 0 ; 
(v) 1 6(x) f(x; 9)1 < G^(x) for every 9 in 0 , where 
9 
is integrable over TlX • 
Then one has 
Theorem 1.1: (Cramer-Rao) 
Let g(G) be a real valued function on 0 and 6(x) an unbiased 
estimator of g(6) having a finite variance. Under regularity condi­
tions A 
[g'(e)]= 
Vn[6(x)] > ¥ 0 in 0 (1-7) 
^ n • 1(0) 
where l(0) = EQ[(3/30) log f(x; G)]^ is the Fisher information func­
tion. D 
Theorem 1.2: (Wijsman) 
Equality in (1-7) holds if and only if there exists K e G with 
( i ( K )  -  0  s u c h  t h a t  f o r  x e X - K ,  0  i n  0 ,  
f(x; S) = gSs(x)+h(x)+c(e) (1.8) 
where c is continuously differentiable. Q 
Joshi (1976) gave a set of regularity conditions which are weaker 
than regularity conditions A and under which the Cramer-Rao inequality 
still holds. He then shows that a class more general than the exponen­
tial class attains the Cramer-Rao lower bound for almost all 0 in an 
interval. He also notes that requiring the attainment of the lower 
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bound for all 0 instead of almost all 0 does not restrict the class 
of distributions attaining the bound to the exponential class. Con­
sider 
Regularity Conditions B: 
(i) 0 is an interval which may be finite or infinite and 
(0, a, v) is the parameter space; 
(ii) The set M - [(x; ©) in 1x0: (d/c)Q) log f(x; 0) exists} 
in (GX B) and on M , (A/A0) log f(x; 0) is [Cx 8]-
measurable; 
(iii) 0 < V [(a/a0) log f(X; 0)] < œ for a.a. 0 ; 
(iv) J f(x; 0) d ii(x) is differentiable with respect to 0 
under the integral sign for a.a. 0 ; 
(v) g(0) : J 5(x) f(x; 0) d ju(x) is differentiable under the 
integral sign for a.a. 0 and the statistic 6(x) is 
not equal to some constant for a-a. x • 
Under the above regularity conditions one obtains 
Theorem 1-3: (Joshi) 
The variance of 6(x)  attains the Cramer-Rao lower bound for a.a. 
0 if and only if, for 0 in 0 , and x / K where K is a null set 
of Ï , 
f(x; 0) -- c(0) h(x) exp [q(0) 6(x)} exp [S(0, x)} (1.9) 
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in which h(x) > 0 and for a.a. 0 ^ c(0) > 0 , c'(0) and q.*(0) 
exist and are finite and q*(9) / 0 , and further, for each x e K , 
(r\/r*0) S(0, x) 0 fora-a- 0 • Q 
Bhattacharyya (19^6) generalized the Cramer-Rao lower bound by 
providing a system of lower bounds for which the Cramer-Rao lower bound 
is a special case, the Bhattacharyya lower bound of order k = 1 . 
For the Bhattacharyya lower bounds of order k , k > 1 integer, to 
hold the following regularity conditions have to be satisfied: 
Regularity Conditions C: 
(i) 0 is an open interval in the real line; 
(ii) f(x; 0) exists and is finite a-e- [pi for every 
0 in 0 ; 
(iii) E [(%^/A0^) f(x; 0)1 = 0 for every i =1, 2, k and 
all 0 in 0 ; 
(iv) r I ( f(x; 0)) ( f(x; ©))[ ^ q\ d ^(x) < œ , 
agi 39J II*' 
for all i,j "1, 2, k and all 0 in 0 ; 
(v) J I ô(x) (0^/90^) f(x; 0)1 q) a |a(x) < CO for all 
1 - 1, 2, —, k and all 0 e 0 , where 6(x) is an 
unbiased estimate of the k-times differentiable function 
g(0) over 0 . 
Bhattacharyya ' s set of lower bounds is given by the following 
theorem: 
Theorem 1.4: (Bhattacharyya) 
Let #(9) be a real valued function on 0 and f^(x) an unbiased 
estimator of g(G) having a finite variance. Let M be a k x k non-
negative definite matrix, whose general element is 
M . E [ ( f(X; 0)) ( f(X; 9))} (l-lO) 
^ f2(X; 0) 39^ 
i)j - 1; 2, .; k . 
Then, if M is nonsingular at 0 and regularity conditions B 
hold, 
V [5(X)] > (g(^^(G),...,g(kj(@)) 
(1.11) 
where g^^^(©) is the i^^ order derivative of g(0) . Q 
If we denote the right-hand side of (l.ll) by J^(0) we have that 
J^(9) is a nondecreasing sequence with increasing values of k . There 
are estimators that do not attain the Cramer-Rao lower bound but do 
attain a Bhattacharyya lower bound of order k > 1 , as for example 
_1 n _ 2 
the U.M.V.U. estimator - (n-l) • E (X. - X) of for the 
i=l ^ 
normal distribution with mean 9 and variance . The variance of 
is ?a^/(n-J) which exceeds the Cramer-Rao lower bound 2a^/n but 
coincides with the second-order Bhattacharyya lower bound. 
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Fend (1959) gave conditions under which an unbiased estimator 
attains the Bhattacharyya lower bound of order k . Fend's theorem 
states that if an unbiased estimator is a polynomial of degree k of 
the minimal sufficient statistics in an exponential family and if its 
variance does not attain the Bhattacharyya lower bounds for all 
1 < j < k-1 , then it attains the k^  ^ bound, and conversely. 
In Theorem 1.5, proved by Bahadur (1957); a, characterization of 
L-M-V.U. estimators is obtained, under conditions D below. This 
characterization yields necessary and sufficient conditions in order 
that the sequence of Bhattacharyya lower bounds tend to the minimum 
variance. 
Conditions D: 
(i) J [f(x; G)/f(x; 9^ )]^  f(x; 0^ ) d n(x) < œ for all 0 e 0 ; 
(ii) V is the real linear space of all estimates 6 such that 
J(^ (x)^ )f(x; 6q) d p(x) < m ; 
(iii) W is the subspace spanned by the set ff(x; 0)/f(x; 0^): 
0 e r] ; 
(iv) U is the class of all estimates 5 e V that are unbiased 
estimates of p , an estimable parametric function, i.e., 
a parametric function p(9) for which there exists at 
least one iS-measurable, square integrable [|_i ] and unbiased 
real-valued function %(x) . 
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For ^ V denote - J 6^(x) tgCxj f(x; 6q) d. p(x) 
and II6^1! - (5^,6^)^ . 
Theorem 1.5 : (Bahadur) 
Let p be an estimable parametric function; then 
(i) The set H W consists of one estimator, say; 
(ii) 6^ - nS for every 5 e U , where H is the orthogonal 
projection to W ; 
(iii) ÔQ is a L-M-V-U. estimator; 
(iv) 6 is the only L-M-V-U- estimator of g , that is. if 
5 e U and 6 / 6^ then j|6^ j| < |l6'| • 
Bahadur (1957) remarked that if H is the projection to a sub-
space of W , it follows from Theorem 1-5 that corresponding to each 
estimable parametric function g there exists a function in the sub-
-X * 
space, 5 say, such that Flô - 6 for each 5 e . Consequently, 
||6{| > jjô II for each 6 e U , the inequality being strict unless 
6 - 6^ • One has so a general method of obtaining lower bounds to the 
variance of unbiased estimators, of which various bounds in the litera­
ture are special cases. In particular, under suitable regularity con­
ditions [Stein, 1950] , the k^^ Bhattacharyya bound to the variance 
may be obtained by letting Fl be the projection to the subspace spanned 
by h^, h^, and h^ , where h^(x) = r^^ partial derivative of 
f(x; 0)/f(x; 9^) with respect to 0 evaluated at 0=0^^ r = 0, 1, 
2, k . It follows that lim J^(0^) is equal to the variance 
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of the L.M-V.U. estimator of g if and only if each likelihood ratio 
f(x; G)/f(x, 0^) is in the subspace spanned by [hy: r • 0, 1, 2,...]. 
This condition is always satisfied if we can write f(x; 9) as in 
(1.8). 
Consider the subclass of exponential densities (1-8) satisfying, 
for P(9) a strictly monotone function of the natural parameter 9 , 
s(x) - P(0) : K(0) $i(x; 0) (1.12) 
where K(0) may depend only on 0 and is a quadratic in 0 , that is, 
K(0) = a [P(0)]2 + b P(0) + c (1.13) 
a, b, c real constants, as well as the regularity conditions given by 
Seth (19^9, page 2l). - [[(a^YaPfG)") f(x; 0)/f(x; 0^)jg } is 
0 
a set of orthonormal polynomials in s(x) with respect to Pg(x) • 
Abbey and David (1970) showed that for the exponential densities satis­
fying (1-12) and (1.13), any estimable parametric function g(0) 
possesses a U-M-V-U- estimator, t^, given by 
t^ l.i.m. Z g^"\e) G)/ f(x; 9) (l.l!^) 
where g^^^(9) - (c^^/ôP(9)") g(0) and l.i.m. means limit in the 
mean, with variance 
l6 
v(t ) z [g(")(e)f/ It^r < » - (1-15) 
^ n-l 
(1.15) equals the limiting Bhattacharyya bound. They also gave the 
following converse to Fend's theorem on the achievability of the 
Bhattacharyya bound: If the density function satisfies conditions 
(1.12) and (1.13) then any estimable polynomial in 0 of degree m 
has a U-M-V-U. estimator which is a polynomial of the same degree in the 
sufficient statistic-
A different approach to the problem of finding a locally best 
unbiased estimator was given by Barankin (19^9)- Let be the class 
of unbiased estimators of g(0) , a real function on 0 , and let 
s > 1 be a fixed number- Barankin defines the estimator 6°(x) to be 
best at 0 if 
o 
Œ > J I 5°(x) - 1(21; CI ii(X) <Jl6(x) -
• ^ V ô(x) e ^ - (1.16) 
Assume Hgfx) f(x; 0)/f(x; 0^), 0 e 0 , is defined almost 
everywhere [p] and, with r -- s/(s-l) , let and be the usual 
Banach spaces with 
Hh(x)||^  - {Jlh(x)l^  d for h e - (l-l?) 
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Denote by BQ the set of Rg that is in , and by that 
subset of made up of the unbiased estimators of h(0) = g(0) -g(0^) 
that are in L 
s 
The following theorem yields a class of lower bounds of the mini­
mum s^^ absolute central moment of such unbiased estimators. 
Theorem 1. 6  :  (Barankin) 
(i) A necessary and sufficient condition that ^ be nonempty 
is that there exists a constant c such that, for every set of n 
functions Tu , FL , • • • , IIQ ? in B , and every set of n real 
1 2 n 
numbers a^, a^, • • •, a^ , we have for every n = 1, 2, —, 
! Z a h(9 )| < c It Z a ng W - (l.l8) 
i=l i=l i r 
(ii) For every e 5 we have , where CQ is the 
greatest lower bound of the set of admissible constants c in (l.l8). 
(iii) If is nonempty there is a unique e ^  with 
llj^oll " c^ . Thus 0 is the unique unbiased estimator of h which 
is best at 0^ . Q 
"oii 
Based on Theorem 1-6, more specialized bounds for the minimum s 
absolute central moment are obtained, as generalizations of Cramer-Rao 
and Bhattacharyya lower bounds. If we denote |[0|1^ by 0^(0) then 
the following two theorems can be obtained from Theorem 1.6. 
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Theorem 1.?: (Barankin) 
Suppose the following conditions are fulfilled: 
(i) 0 is an interval of the real line; 
(ii) h is differentiable on R' c 6 
(iii) for each 9 in 0' ^ IIQ is defined a.e. [v] 
[V(A) =R f(x;0)dn(x)], and is an element of L 
«J O I 
A 
[n^ = (a/BG) Rg] ; 
(iv) for each 9 e 0 
lim 
P — G 
"o - "9 
P - G 9^ 
= 0 (1.19) 
Then if 0^ e 0' and HHg || / 0 ^ 
o r 
s — 
11% 
o r 
(1.20) 
where a mm g.l.b Og(0) • 0 
Observe that (l.20) can be rewritten in the form 
(a ^ ") = 
s ' 
h'fGo)! 
I 1 A ®)|^ G) d ^(x) 
G=G 
(1.21) 
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and when s = 2 (l.2l) is Cramer-Rao inequality. 
Theorem 1.8: (Barankin) 
Suppose the hypotheses of Theorem 1.7 are satisfied, and the follow­
ing condition fulfilled: for each 0 in a nonempty subset 0" of 
0' , (i) h"(0) (the second derivative) exists and (ii) Eg defined 
almost everywhere [v] ; is an element of , and satisfies, 
lim 
p G 
-n@ 
D - 0 - n; 
= 0 (1.22) 
Then, if 9^ e 0" , 
min . 1" h'(8o) + = h"(0^)l 
(7 > 
S — 
+ c II 
0 Or 
(1.23) 
for any two real numbers, b and c , such that the denominator of the 
right-hand side of (1.23) does not vanish. Q 
For the case r = s = 2 we can rewrite (1.23) in the form. 
b h'CSg) + c h"(e^)r 
~2. 
;(t f'(x; 9^) + c f"{x; S^)) ) 4 t(i) 
9=9 — — 0 
o 
• (1.24) 
In particular, (1.24) holds for values of b and c which maxi­
mize the right-hand side, and that maximum value is found to be 
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+ 2J^ [hXGg) h"(0^)] + [h"(G^)f , (1.2^) 
where the matrix 
J 
12 
j22 
(1.26) 
is the inverse of the matrix 
J(f'(x; 8o))2 d ti(x) J f'(x;8g)f"(x;8o) f(x^Q^) %(%) 
J f'(x;8jf"(x;eo) —^ E(x) I (fix; @0)^ f(x^ G ) _ 
f(x;0^) -o' 
(1-27) 
So we have > J^[h'(9^)f + 2J^^ ' h"(G^) + 
J ^'[h"(0^)] which is seen to be Bhattacharyya' s lower bound for the 
case of derivatives up to the second order at 0 - 0^ • 
Chapman and Robbins (195I) derived a lower bound for the variance 
of unbiased estimators that is free from regularity assumptions and is 
at least equal to and in some cases greater than that given by the 
Cramer-Rao inequality. 
Suppose that 
(i) S(0) is the set such that 
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f(x; G) > 0 , a-e. [p] in S(9) 
f(x; 0) --- 0 ; a.e. [n] in I - S(0) • 
(ii) 6(X) is an unbiased estimator of g(@) • 
(iii) Let 9/ be the set of h for which S(9 + h) c S(9) 
Then 
[g(0 + h) - g(0)] 
Vg [6(X)] > sup_ f(x; 0+h) 2 • (1-28) 
Inequality (1.28) can be seen to reduce to the Cramer-Rao inequal­
ity if the regularity conditions A hold. Also^, as was observed by 
Chapman and Bobbins (I95I)? (l-28) is obtainable from Barankin's general 
result (1.18). The author notes here that extensions of (1.28) to 
moments other than the second would seem to be derivable as well 
from Earankin (19^9)-
Suppose it is known beforehand the parameter to be estimated be­
longs to a discrete set of numbers. Hammersley (1950) obtained in­
equality (1.28) independently of the work of Chapman and Bobbins, in 
the course of dealing; with such a situation. Hammersley further gives 
some examples where the regularity conditions A are not satisfied but 
(1.28) holds. 
Conditions under which equality in (1.28) holds were investigated 
by Sen and Ghosh (197^). Comparisons are given between the lower bound 
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(1.28), call it C(q) and the bound J^(9) of (l.Jl) for the case 
•when regularity conditions C hold for some k > 1 , and conditions are 
given under which C(0) is greater or less than J^(9) . 
If in (1.28) one puts 0 • 0 -i- h , one obtains 
fF(0) - g(0)]2 
^8 : ,f(x; 0h ' (1-25) 
^0 Lf(X; 0)J 
for all 0 in 0 such that S( 0 )  c S(0) • 
Equality in (1-29) holds if and only if. for any 0 in 0 such 
that S(0) c s(0) , 
[f^(x)/f (x) - 1] 6(x) - g(0) 
Let ÇQ c 0 be the set of all 0 e 0 satisfying 
K(0) / e(e) , 8(0!) C s(G) 
then if (I.30) holds for some 0 - 0  (©) e , Vg(6(x)) - C(0) and 
sup C(0, 9) is achieved by 0 = 0 (0) . On the other hand, if 
0 e 
VargCôCx)) C(0) and C(0) ^ C(0 (©), 0) for some 0 (©) e , then 
(1.30) holds for 0 0 (©) -
The followinf^ theorem proved by Sen and Ghosh (1976) provides 
U.M.V-U. estimators of specific parametric functions. 
Theorem 1-9 • (Sen and Ghosh) 
Suppose that 
f(x; e) • eY(G)5(x) + h(x) + X 9 e 8 . (I.3I) 
(Y and Y (monotonie) are continuously differentiable and h is 
positive except perhaps on a p-null set in X • Let be a 
specified pair in 0 satisfying 2y(0j^) - SyfG^) + y{Q) e r for all 
G G 8 , where r is the range of y(9) . Then an unbiased estimator 
of 
g(8) = %(9)/a{y"l{Y(ei) - + Y(G)]) (1.32) 
is 
6(X) exp [y(6-i_) - (^Gg)] s(XJ (1*33) 
with VgF 6(X)] C(0) for all 9 in 0 . 
Under the assumptions of Theorem 1-9, Varg(6(%JU = C(G) > Jj^(9) 
for all K > 1 and 0 in 0 • 
Kiefer (1952) gave an inequality stronger than (1-28) and pointed 
out the possibility of its extension to moments other than the second-
Consider in addition to the basic framework that for each 0 , 
V • [h I (0 + h) e 0} . For fixed 0 , let and Xg be any two 
2h 
probability measures on such that 
E.(h) - r hd X-(h) exists for i - 1, 2 . 
1 J , 1 
(1.34) 
Then, for any 6(x) for which Eg [6(X)] = 6 , G in 8 , we have 
VQ[6(X)] > sup ^ 
E^(h) - Egfh) 
[J f(x; G + h) d [X^fh) - Xgfh)]]: 
I 
V % f(x; G) 
(1-35) 
d i£(x) 
where for each G the supremum is taken over all Xg for 
which X^ / Xg and for which the integrand of the integral over X is 
defined a.e. [p] • 
In his paper, Kiefer presents two examples for which the lower 
bound given by (1-35) is attained but the bound given by (1.28) is not. 
Combining the method given by Chapman and Bobbins for removing 
regularity conditions from the Cramer-Rao inequality with the one created 
by Bhattacharyya to improve Cramer-Rao lower bounds Fraser and Guttman 
(1952) obtained Bhattacharyya lower bounds without regularity assump­
tions, by introducing differences of order higher than one. 
All inequalities discussed up to this point were recognized as 
belonging to one class by Blyth and Roberts (1972), and called by them 
inequalities of Cramer-Rao type. Based on the "best" Schwarz inequality 
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[cov (6, u)]2 
Eo [6(X1 - g(9)]2 > {E_ [6(X) - g(9)]2 + % (I.36) 8 8 
where 6(X) is any real valued statistic and U = U(X; G) any real 
valued random variable, they defined (I.36) as an inequality of Cramer-
Rao type when U is such that cov (6, U) depends on 6 only through 
Eq(6(X)); that is, when U has the property 
Eg L6i(X)l ' Eg [SgfxO] =5.coVq(6^, U) 5 coVgfSg, U). (1-37) 
A necessary condition for U to give a "Cramer-Rao type inequality" 
is that LF depends on X only through a minimal sufficient statistic. 
This condition is also sufficient, when the minimal sufficient statistic 
is also complete-
Another feature shared by the above discussions of the Cramer-Rao 
inequality is that some restriction is placed on the estimator itself. 
Fabian and Hannan (197?) show that one can obtain a Cramer-Rao inequality 
under essentially just the condition that the derivative of f(x; 9) 
exists in the sense of weak convergence. This condition is shown to be 
hereditary in the sense that it is satisfied for sample size n if it 
is satisfied for sample size one. Again^ exponentiality is necessary 
and sufficient for attainment of the bound. 
A new approach to the problem of best estimation was proposed by 
Hajek (1972). He proved that, for a wide class of nonnegative loss 
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functions i(x) , under very weak restrictions on the density f(x; 0) , 
the relation 
lira lira sup E [Z [ /h (T - 9)1} > E [£(§)] (1-38) 
e - O  n - ® l 9 - 0 l < e  
' o' 
is satisfied, where is any estimate based on a sample of size n 
and is normally distributed with mean equal to zero and variance equal 
to the reciprocal of the Fisher information of the density f at the 
point 0 - 0^ . Equality in (I.38) holds for a wide class of estimates 
, including maximum likelihood and Bayes estimates. 
Another direction of generalization of the Cramer-Rao bounds is to 
the area of sequential estimation- A classical paper here is the one 
by Wolfowitz (19^7)- This is his main result for the one parameter 
case : 
Let there be f^iven an infinite sequence of Borel measurable func­
tions cPjCxj);- cpg(x^; Xg), cpj(x^, Xj), ... defined over all 
uj e n , where m (x,, Xg, .••) is an infinite sequence of observa­
tions on the random variable X , such that each takes only the values 
zero or one- Assume that everywhere in X , except possibly on a set 
whose probability is zero for all 0 , at least one of the functions 
cp^, cp^, ... takes the value one; n(w) is the random variable that 
is the smallest integer at which this occurs. 
Consider 
2'/ 
Regularity Conditions E :  
(i) The parameter 0 lies in an open interval 0 of the 
real line ; 
(ii) The derivative (ôf(x; 9)/ô0) exists for all 0 in 0 
and almost allx [p] • Define log f(x; 0)/90) = 0 
whenever f(x; 0) - 0 and postulate that Eg(B log f(x; 0)/ 
90)^ is not zero for all 0 in 0 ; 
n Ô log f(x ; 0) 2 
(iii) E- [ Z ( )1 exists for all 0 in 0 ; 
G i.l 39 
(iva) Let R., (j ^  1, 2, ...) be the set of points (x,,...,x.) 
J J 
in the j-dimensional Euclidean space such that 
cp^ ( J • • '} •••jO -1 
.cp.(x-,, •••? X.) - 0 • 
J J 
(ivb) Let the sequence of statistics 6 be a collection of func­
tions 5. (X., X-) defined on R- , measurable with 
J j J J 
respect to n G • For any integral j assume that 
i -1 
there exists a nonnegative Lebesgue measurable function 
Tj (x^, .-., Xj) such that ; 
.  J  
( A )  1 6(x^,x^, ... ,x^. ) — n f(x^;0)( < Tj (x^,X2,...,Xj) 
for almost all 0 in 0 and almost all (x^^, • • • ,x^. ) 
in R. . 
J 
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(B) r T. (x-,, X . )  DX ; dx. is finite-
<J P 0 J J 
' j 
(v) Let t.(©) - r 6(x, ,...,x.) n f(x.;0) d |i(x.), 
J ^ ^ ia ^ 
CO r^t . ( 0 ) 
(j - 1, 2, ...)• Z —^— is uniformly convergent. 
j=l 
Then one has : 
Theorem 1.10: (Wolfowitz) 
Let S be an estimator of 9 such that Eg(5) - Q + b(©) . Then, 
under regularity conditions D 
Vq[6] > (1 + f [E(n) • E( ^ Q) . 0 (1-39) 
If 5 is an unbiased estimator of 0 , (1.39) reduces to 
Vg[6J > [E(n) • E( » . (1.40) 
Equality will hold in (l. 4 o )  if 6  may be written as Z^(0) • -
Z^(9) , where and 7? are functions of 0 and Y = Z (B log 
" i=l 
fCxi: G)/aG) . 
Blackwell and Girshick (19^7) have shown that the lower bound given 
by (l.40) is attained only for the sequential process for which 
Pr {n = N} - 1 , if the probability density f(x; 0) of X is such 
that E(X) - 9 and + Xg + .. • + is a sufficient statistic 
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for all integral values M , for estimating 0 ; Xg, ..., X^ being 
M independent observations of the random variable X • 
Consider again the framework used by Wolfowitz (194%). Under the 
following conditions proposed by Seth (19^9): 
Regularity Conditions F: 
(i) 6 (x,, x_, X / \) has an expectation g(0) and a 
J- ^ n(,iu ; 
finite variance. All derivatives of g(0) are finite. 
The parameter 0 lies in an open interval 0 of the 
real line. 
(ii) The derivatives 
gi 
—r f(x,, X , , x ;0) (i = 1, 2, ..., k) , 
90 
exist for all 0 in 0 and almost all x^, Xg, .... 
and for all integer M. Define 
2 f(x^,...,x^J0) 
- ( ^ 1 ' 8 0 ^  
whenever f(x^, x^; 0) = 0; thus, 
1 Ô f(x^,...,xj^;0) 
= 0,(M) 
is defined for all 0 e 0 and almost all (x^, — ,x^), 
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(iii) For any integral j there exists nonnegative Lebesgue 
measurable functions T. (x, , x.), (i =1, 2, k) 1 J 
such that 
(A) ^ F(X^,X2; • • • JX^. ;0)] 
- '^i (^l' ^ 2' 
for all 0 in D and almost all (x^^ x^, .x^) in R^. 
(B) R T (x ,x ,... ,x ) N d X, , (i - 1, 2, k) , 
^R. 1 1 2 J k 
J 
are finite. 
j 
(iv) If t.(9) r S(x ,x_,...,x.) f(x.,x_,...,x.;e) n d x. , 
J  1 ^ J 1 ^ J k=l * 
j 
postulate the uniform convergence of 
Z t (9) , (i = 1, 2, k) . 
j=l dQ^ J 
(v) There exists functions (x^, x^, —, x^. ) for every 
j, (i ^  1, 2, k) , such that when 6 (x^, x^, - - ; x^) 
and (x^, ; x^) are replaced by unity and 
(x^, x^, x.) respectively, conditions (iii) and 
(iv) still hold. 
1 (vi) The covariance matrix of 0.(n) - -TT _ 
f( x^, —, x^) (i - 1, 2, ..., k) exists and is 
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nonsingular for almost all 0 in D and almost all 
( ,  X g ,  ••* J ) . 
Then one has 
Theorem 1.11: (Seth) 
The sequential process mentioned by Wolfowitz (19^7) satisfies 
when 6 is unbiased for g(0) , the inequality 
v„[6i > z 
i,j=l 7^8 00^ 
where ^ = E 0j(n)] and 
. . -1 
] = [X;j] (i,j = 1^ , k) . |] 
When g(9) 9 , (l-Ul) reduces to 
Vg [al > . (1-42) 
So we see that the lower bound given by Bhattacharyya (19^6) is valid 
when n is considered a random variable determined by a sequential 
procedure -
Blackwell and Girshick's result (19^7) for the achievement of the 
lower bound for the variance of unbiased estimators given by ( l A o )  
has been extended by Seth (19^9) to the case where the density function 
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M 
n f(x.; 9) , for ail fixed M > N , where N is the least value for 
1=1 ^ 
which Pr(n - N) / 0 , has an unbiased "efficient" estimator for 9 
It follows from the Wolfowitz inequality ( l A o )  that, in the case 
of sufficiently smooth dependence of the density f on the parameter 
9 , unbiased sequential estimation schemes do not have asymptotically 
any advantage over schemes of constant size, at least for a quadratic 
loss function. An analogous result is valid also for asymptotically 
unbiased schemes-
Based on the new approach proposed by Hajek (1972), Ibragimov and 
Khasminskii (197^) proved inequality (lAU) for sequential estimation 
plans when the loss function is Jl(x) ~ | x| • 
Suppose the following conditions are satisfied: 
Regularity Conditions G : 
(i) 0 is an open subset of the real line; 
(ii) The function f(x; 9) is absolutely continuous in 9 in 
some neighborhood of the point 9 •: 9^ , for all x g % ; 
(iii) The derivative f'(x; 0) - (af(x; 9)/^9) exists for each 
9 in the neighborhood considered in (ii) and all x e X; 
(iv) At the point 9 9^, the integral 
in the sense defined by Cramer. 
defining the Fisher information of the density f , is 
continuous• 
Denoting by 3^ the f-algebra of events generated by the random 
variables X^, •••, X , consider the sequential estimation scheme, i.e., 
m 
pairs (fô ], T) where 6 is an estimator measurable H G and L ra . , 
1=1 
the integer-valued random variable T satisfies the condition 
m 
[T - m] e n G • Then one has 
i 1 
Theorem 1.12: (ibragimov and Khasminskii) 
Suppose T^) is a sequence of estimation schemes satis­
fying in some neighborhood of the point 0 - 9^ the condition 
Eg (T^^) < n . (1.43) 
Then for any a > 0 the following inequality holds : 
sup E IT^") 
e — 0 n — m I G-G^j < e "^n 
lim lim n^^ | / - G] 
/I(0 ) 00 -I(G^) 
> j ° J |x| exp { 2 ] dx . Q (1.44) 
\l^  -œ 
II. Y-UNBIASED ESTIMATION FOR Y 1 
A. Introduction 
In estimation theory the criterion of mean-un"biasedness (usually 
called only unbiasedness) has long taken a central place. But as re­
marked by Savage (1972, page 2hk)^ "it is now widely agreed that a 
serious reason to prefer unbiased estimates seems never to have been pro­
posed." There is, of course, a natural connection between squared-error 
loss and mean-unbiasedness, as was already noted by Gauss (l82l). This 
is related to the fact that bilinear inner products lend themselves 
simultaneously to the formation of norms and the construction of pro­
jections that on the one hand, minimize such norms, and, on the other, 
are computable as means. The computational ease of means is in itself 
distinguishing. Finally, mean-unbiasedness has also been associated 
with the idea of "fairness," originated in the Seventeenth Century in 
connection with the problem of making fair ("unbiased") economic valua­
tions ("estimates") of articles or commodities being bought and sold 
(Walsh, 1921)- For such purposes, if precise valuations are not avail­
able, equity requires that any method of valuation should at least in 
the long run give each party fair value, and hence should be mean-
unbiased- This line of thought subsequently was put in perspective by 
considering problems of estimation involving observational errors in 
surveying and astronomy- Galileo (cf. Walsh, 1921) stressed the dis­
tinction between "estimation" in the sense of fair valuation, for which 
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mean-unbiasedness seemed relevant and appropriate, and "estimation" 
in the sense of the astronomer and surveyor, for whom errors of over 
and under estimation might not be of equal importance-
Other loss functions and restrictions have been proposed since 
the earliest formulations of point estimation. David (1959) suggested 
the use of the criterion of minimizing the least expected absolute 
deviation along with the restriction to the class of median unbiased 
estimators and also pointed out some other examples of natural connec­
tions between the loss function used and the class to which one should 
restrict the estimates, as for example, least zero power and 
mode unbiasedness (mode of the estimate equals the parameter being 
estimated). 
Birnbaum (1964) discussed some properties of median-unbiasedness 
in relation to other probability properties of point estimators. He 
showed that if the family f(x; 9), 0 e 0 , of densities satisfies the 
monotone likelihood ratio condition then a "uniformly best" median-
unbiased estimator exists and is admissible. 
Lehmann (I9^l) related the ideas of mean-unbiasedness and median-
unbiasedness to expected squared deviation and expected absolute devia­
tions not so much in terms of a natural association between expected 
loss and a class of estimators, but rather in terms of characterizing 
the latter in terms of the former. He generalized this characterization 
to generalized expected loss, and in particular to the expected power 
of absolute deviation and to the corresponding class of "y-unbiased" 
estimates. 
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The notion of unbiasedness (and the notion of bias) was extended 
by Van der Vaart (I961) in a different direction from Lehmann 
He defines the estimator ô(x) , X a random variable with probability 
distribution , 8 e 8 , of g(0) to be negatively p(0)-biased 
relative to the estimator 6 (x) if 
Pg [6(X) < 3(0)] > P [6*(X) < 3(0)] V  0 in 0 . (2.l) 
By replacing the two < signs in (2.1) by > signs we obtain the 
definition of positive p(0)-bias. We see immediately that median-
unbiasedness will turn out to be a special case of the given concept. 
The majority of the work of this thesis is directed toward finding 
measures of dispersion corresponding "naturally" to the "y-unbiased" 
estimates. It is striking that the natural measures turn out not to be 
the "y-deviations" characterizing the estimates, but rather certain 
kurtosis-type measures. 
When the characterizing expected loss is expected absolute devia­
tion (the situation y ~ l), the "natural dispersion" measure is the 
inverse of the estimator's density function, evaluated at its median, 
as suggested by Alamo ( 19i9; ). while the characterized class 
is the class of median-unbiased estimators. When the characterizing 
expected loss is expected squared deviation (the situation y = 2), the 
"natural dispersion" measure is the variance, while the characterized 
class is the class of mean-unbiased estimators. Thus y = 2 is 
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the only case where the characterizing expected loss essentially 
coincides with the "natural dispersion" measure- This natural corres­
pondence is with regard to close "y" analogues to the usual 
Cramer-Rao inequality, and thus simultaneously yields natural lower 
"v" bounds-
B- A Bound for a y-kurtosis of y-unbiased Estimators 
Let I be a space of points x , G a a-algebra of X , 9 a sub­
set of R and ^ - [p^: 0 in 0} a family of probability measures on 
G . Assume that for each 6 e 0 Pg admits a density with respect to 
the a-finite measure , say f(x; 0) - Further notation is as in 
Chapter I-
As in Lehmann (I951) consider a nonnegative Borel function 
on 0 X R -
Definition 2-1 : 
The decision procedure 6(x) is said to be unbiased for g(6) if, 
for each G in w , 
Eg rw(g(G'), 5(x))] > Eg [W(g(G), 5(xp)] , V 6' e 8- (2.2) 
Lehmann (1951) gave the following interpretation of (2-2). Con­
sider the case where, for each parameter value 0 , there exists a 
unique "correct" decision d , and that each d is "correct" for at 
least some 9 . A correct decision is defined to be one such that 
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W(G, d) ~ 0 . The loss W(9, d') depends only on the actual decision 
taken, say d' , and the decision d G) that would have been correct; 
therefore we may write W(d, d') for it- The loss W(d, d') is a 
measure of how far the two decisions d and d' are apart and (2.2) 
states that a decision function 6(X) is unbiased if on the average 
it is at least as close to the correct decision as to any incorrect 
decision. 
The next examples, given by Lehmann (l9$l), show how some usual 
unbiased criteria turn out to be a particular case of Definition 2.1. 
Consider the case when W is squared error loss. David and Neyman 
(1938) coined the modern definition of "unbiasedness," or mean-unbiased-
ness, as it applies to the theory of estimation, when presenting their 
version of the Gauss-Markov theorem of least squares- Namely, they 
called 6(x) mean-unbiased for g(0) if 
Eg [6(xJ] G(e) V G in 8 . (2.]) 
For squared error loss (W(g(0), d) =(g(9) - d)^) (2.2) becomes 
Eg [5(xj - 8(6')]^" > Eg [5(x) - g(G)]2 for all G,G'. (2.4) 
Let EQ [6(X)] • h(9) , in the usual case that h(0) is one of the 
possible values of the function g , the left-hand side of (2.4) is mini­
mized for g(e') h(G) . Thus the inequality holds for all G' if 
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and only if g(9) = h(0) , which is equivalent to (2-3), so that (2.2) 
reduces to (2.3)-
We say 6(x) is median-unbiased for g(0) if 
Pg [5(X) > g(e)] = [6(x) < g(G)] V G in 8 . (2.$) 
By using W(g(9), 6(X)) = 1 6(X) - g(G)| , as before Definition 
2.2 analogously reduces to (2-5). 
Holder's inequality is the central tool in extending the Cramer-Rao 
inequality for "y-unbiased" estimators. 
Holder's inequality : (cf. Royden, I968) 
If p and q are nonnegative real numbers such that l/p + l/q 
- 1, and if f e and g e , then f-g belongs to and 
(2 .6)  
where 
M ' tjifl®] 
P 
1/p 
IkII ' îj'UI"! 
q 
i/q. 
and for s a positive real number^ is the space of measurable 
functions h , with respect to a a-finite measure such that 
J 1 h| ^ d (.1 < CO . Equality holds if and only if there is a constant 
(Ï such that 
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Ifl^ •• a.e. [p] • (2.7) 
The following lemma also is of use in extending the notions of 
mean-unbiasedness and median-unbiasedness to Y-unbiasedness-
Lemma_2j_l : 
Let 6(x) be an estimator satisfying, for a given y > 1 , 
J I ^(x)! f(x, 8) d i^(x) < ® • (2.8) 
The function Eg [ | 5(x) - u| '^] is a strictly convex function in u 
and there is a unique value m_^ ^(9) such that [|6(X) - m_^ 
•- min Eq [l6(X) - u|^] . 
u 
Proof : 
Given y > 1 , consider the second difference, 
Eg [|5(x) - u|^] Eg [|6(X) - u + 2h|^-2|5(x) - u + hp 
+ lô(x) - u]^] -- Eg [A^IôCx) -  u|^] .  (2.9) 
The function j ô(x) - u]^ is strictly convex in u - Therefore 
1ô(x) - ul^ > 0 V X e . (2.10) 
So we obtain 
hi  
Eg [l6(X) - up] Eg [A^ ]5(X) - u|^l >0 (2.11) 
and Eg [| 5(X) - u]^] is a strictly convex function in u . 
The proof is completed by showing that 
lim Eg - u]^] - lim Eg [ | 6(x) - = = , 
U —• CO U -• -00 
V 0 e b . (2.12) 
Let be a fixed value; then, since 
(6(X) - u) + (u^ - 5(X)) = u^ - u , (2.13) 
I [ J  l (5(x) - u) 4 (u^ - 6(x))|^ f(x; G) d M(x^l^/^ 
< [j^l 6(x) - u| ^ f(x; e) d ^(x)}^'^'^ + {J] 6(x) - u^l'^f(x;9) d^(x)3^^^ 
- (Eg [ |6(X) -  [Eg [ |5(X) -  .  (a.14) 
Since Eg [[^(X)]'*'] < <= and is a fixed value, then 
E [1 fi(X) - Uj_l^] K < 00 and 
lim Eg[|6(Xj - u|Y] . lim Eg[| 6(x) -u^] > lim {|u^ -u| 
u  ^ CO u -* -co U CO 
h2 
lim {|u^ - u] - - œ . W (2.15) 
u -• -00 
Lemma 2.1 allows the 
Definition 2-2 : 
An estimator 5 (x )  satisfying 
J  I  6 ( ) ( ) ]  ^  f ( 2 ;  © )  d  | ! ( x )  <  ™  f o r  a  Y  >  1  ( 2 . l 6 )  
is said to be -y-unbiased, y > 1 , for ^(9) . a real function of 
G , if 
Eg rl 6(X) - -- min Eg [1 6(X) - ul"^] V 9 e 8 , (2-17) 
or, equivalently, since 3 A > 0 3 1 6(x) - u|^ ^  < { 6(x)| ^ + A 
u < u < u, , 
o  1  
fsipn [ 6(x) - m .(6)1 | f)(x) - m (G)] ^ f (x;9) d£(x) -0 (2.l8) 
•Ù "Y, O "Y , 0 
V 0 in 0 
where 
-1 if 6(xj < m ^(8) 
;ign [^(x) -m ^(G)] / • (2.I9) 
if 8(x) > (^0) 
The bounds will be derived under 
^'3 
Regularity Conditions H: 
(i) 0 is an open interval in the real line; 
(ii) (ô/ô9) f(x; 9) exists almost everywhere [p] for all 
0 in 0 ; 
(iii) Jsign [6(x) 6(x) -m^ ^ (8)]^ ^  f(x; G) d^(x); V>1, 
can be differentiated under the integral sign with respect 
to 0 ; 
(iv) g(0) exists V 0 in 0 ; 
(v) 0 < Eq [|^ log f(X; 0)1 "^J < CO . 
When 1 < Y < 2 we need the additional assumption, 
(vi) 0 < J l6(x) - m g(0)|^ ^  f(x; 0^) d ^(x) < = -
Theorem 2.1 identifies a certain kurtosis-like measure K as the 
Y 
"natural dispersion" associated with y-unbiased estimators, and simul­
taneously gives a lower bound for it. If 6(X) is a y-unbiased esti­
mator for ^(0) then its "natural dispersion" is 
y-1 
[E rlK(X) - m Y 
K,;S(X). n\^s(G)] . (2.20) 
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Theorem 2.1: 
Let (X, G, Pq) be a probability space, 9 fPg; 0 e 0} where 
& is absolutely continuous with respect to the ff-finite measure n , 
so that for every 0 e 0 , f(x; 0) is the density function of Pq 
with respect to p . Let 6(x) be a y-unbiased estimator for ^(g) 
satisfying (2-16). Then, if regularity conditions H hold 
I m ' r ( 0 ) 1
Proof : 
Since 6(x) is a y-unbiased estimator of ^(0) , by hypothesis, 
J sign [6(x) -m §(©)] | 5(x) ^(0)|^ ^  0) d ^(x) - 0 
V 0 in 0 . (2.22) 
Taking the derivative of (2-22) with respect to 0 we have, by 
regularity conditions H(ii), (iii) and (iv), V 0 in 0 
-(y-l)m/ g(0) J 1 6(x) - m^ ^(0)|^ ^  f(x; 0) d ii(x) 
_i f(x,0) 
+ J sign [?=.(x) - m^ G(0)] | ô(x) ^(0)] ^ 9 log—gg— f(x,0) d^^Cx) = 0-
(2.23) 
I sign [5(x) - ^ gg f(x;G)%(x). 
I15 
Rewrite (2.23) as 
(Y-1) M^^G(0)J'! 6(x) ^ f(x; 0) d |i(x) 
Ô log f(x;0) 
• 0; 
(2.24) 
Taking absolute values on both sides of equality (2.24) we obtain 
(Y-1) |M/^^(9)| J I 6(x) - M^^G(9)|^"2 f(x; 9) d II(x) 
ôlogf(x;0) I 
J sign [5(x)-m^^^(0)1l5(x) -m^^g(9)I^ ^ f(xj9)dii(x) 
< J 1 5(x)-m^^^(e)!^~^ 1 ^ 1 f(x; G) d ^(x) • (2-25) 
Using Holder's inequality on the right-hand side of inequality 
(2.25), with p Y , q •• Y/Y-1 , g " | 6(x) -m ^(9)]^ ^  and 
^ r, lop f (x; 9) 
f I — [ we obtain 
M^^^(E)| (Y-1) J I 6(x) - 5(9)1^ ^ 1(22; ®) ^  E(^) 
Ô log ±(x;9) Y -I / 
< {J1 6(x) -m^^^(0)l'^ f(x;0)dii(x)3 x [j'| gg I f(x;G)d^i(x)] 
(2.26) 
h 6 
giving the inequality 
ri 
{J| 8(x) - ^(9)1'^ f(x;Q) d^(x)} ^  
(Y-1) J 1 6(x) f^(x;E) àii(x) 
im- r@)| 
i aicgf(x; a]' V Ï77 ' 
(J I gg I f(x;G) d^(x)] 
D 
In the case where 5(x) is a y-unbiased estimator of 9 itself, 
we have that ^(9) 1 and inequality (2.21) reduces to 
\ C6(X); > a l„g f(x; e) " 177 ' 
{ Jl 90 1 I(x; G) dii(x)} 
Notice that; when y - 2 , (2.22) reduces to the mean-unbiased criterion 
and inequality (2-27) becomes the Cramer-Rao inequality. 
With respect to the achievability of the lower bound we have the 
following : 
Theorem 2.2: 
Let m(9) be a real valued function on 0 , not identically con­
stant; let 5(X) be a y-unbiased estimator of m(9) and let regularity 
conditions H be satisfied. Equality holds in (2.21) for all 9 in 0 
if and only if the density function f(x; 9) satisfies 
)i 7 
^ = a(0)(s(x) - m(9)) a.e. [p] , (2-29) 
i.e., f belongs to the exponential family and 5(X) - s( x )  -
Proof : 
The "if" part is easily verifiable so that we shall proceed to the 
"only if" part-
Suppose that equality holds in (2.21), then 
1 a log f(x; 0) 
sign [5(x) -m(9)] ] 6(x) -m(0)l ( gg ) > 0 a.e. [f] 
(2.30) 
or 
, 3 log f(x; ©) 
sign [fi(x) - m(0)l 1 6(x) - m(0)l ^  ) < 0 a.e. [f] 
(2.31) 
and, by (?•7) 
y_l Y-1 B log f(x; 0) Y 
/(G) - I — 1 a.e. [£] (2-32) 
or equivalently 
ôlogf(x; 0) 
'i'(0) I 6(x) - m(0)l -- I — 1 a.e. [£] , (2.33) 
U8 
where a(9) is a function only of 0 and o:(0) / 0. If we would 
have Q;(9) =0 then 
S lop f(x; 0) Y 
Ee t I âê I ] = 0 ' (2.3^) 
contradicting regularity condition H-(v). So, if equality in (2.21) 
holds, then (2.30) and (2.33) or (2-31) and (2-33) hold. 
If (2.30) is true we have 
5 log f(x; 0) 
(6(x) - m(G)) > 0 and ^ > 0 a.e. [f] (2.35) 
or 
9 log f(x; 0) 
(?;(x) - m(0)) < 0 and < 0 a.e. [f] . (2.36) 
(2.35) and (2.36) together with (2.33) imply that 
Ô log f(x; G) 
— a(0)(6(x)-m(0)) a.e. [£] , a(0) > 0 . (2-37) 
When (2.31) holds we obtain 
5 log f(x; 0) 
(p(x) - ra(0) ) < 0 and ^ >0 a.e. [fj (2.38) 
1+9 
or 
ô log f(x; 0) 
(5(x) - m(0)) > 0 and gg < 0 a.e. [f] • (2-39) 
(2.38), (2.39) and (2.33) lead us to 
a log f(x; 9) 
= Q:(0) (6(X) - m(0)) a.e. [f] , ct{Q) < 0 • 
SG - - (2.40) 
In either case. 
^ log f(x; 9) = a(0) (6(x) - m(0)) a.e. [f] , a(0) / 0 , 
(2.41) 
which is possible only if (Wijsman, 1973) there is a function s(x) such 
that 6(x) = s(x) and f is of the exponential family with 
3 log f(x; 9) 
gg = a(0)(s(x) - m(0)). D 
It appears that the normal location family represents the only 
instance of achievability for all n and all y • This seems due to 
the fact that this is the only case where a member of the exponential 
family is symmetric for all n about the unknown parameter. 
Example : 
To estimate 0 in the normal distribution with density 
50 
f(x, 0) ^ —— exp [- k ( X in R, 9 in R, (2.42) 
when cr is known^ we have that, for every y > 1, X is y-unbiased 
for 9 , i.e., 
J (x - 9)"^  ^ g(x ;9)  dx 
X >0 
{e-y .r •1 (x;©)dx V Y > 1 
X <0 (2.43) 
where g is the density of X which is well-known to have, in this 
case, normal distribution with mean 0 and variance o^/n • (2.4-3) 
follows from the symmetry of |x - 0]^ ^  and that of the normal dis­
tribution. 
We have now that 
9 log f(x; 0) 
00 
- (x - 0) (2.44) 
and 
(x  -  0)  >  0  
Ô log f(x; 0) 
30 
> 0 (2.45) 
or 
(x - 0) <0 <= > 
Ô log f(x; 0) 
Ô0 < 0 (2.46) 
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We see then that (2.35) and (2.36) are satisfied, which implies 
that equality in (2.21) holds with 6(X) = X , m_^ ^(9) = 0 and for 
every y > 1 • 
C. A Bound for a y-kurtosis of y-biased Estimators 
The following definition of y-biased estimator will be used: 
Definition 2•3 : 
We say that 6(x) is a y-biased estimator for the real-valued 
parametric function g(9), 0 in 0, with bias b_^ ^(0) ^  if 
J sign [6(x) - g(0)] 1 6(x) - g(0)]^ ^ f(x; 0) d ^(x) = b^ ^ (0) . (2.^7) 
Based on Definition 2-3, we are led to the inequality given by 
Theorem 2.3: 
Let (I, G, P) be a probability space 9 - [Pg; 0 e 8] where 9 
is absolutely continuous with respect to the a-finite measure p. , so 
that for every 0 in 0 , f(x; ©) is the density function of Pg with 
respect to p. • Let 6(x)  be a y-biased estimator of g(0 )  , with bias 
% g(0) ; such that Eg I 5(x)I < • If regularity conditions H hold, 
with m .(0) replaced by g(0) , and in addition b (9) is differ-
y,5 Y,0 
entiable 
52 
vil 
{EL r;6(X) - g(G)]^]] ^  
[6(x), g( )1 Eg [l6(x) - g(e)|^-2] + d(e)| 
ls'(G)| 
> (2.48) 
^ log l(x; Q) Y i/v 
i: II Êfi I dE(x)]l/^ 
where d(9) - • 
Proof: 
By hypothesis relation (2A7) holds; differentiating (2A7) with 
respect to G , by regularity conditions H(ii), (iii) and (iv) we have 
-(Y-1) g'(G) J l6(x) - g(G)|^ ^  f(x; G) d^(x) 
3 log f(x; G) 
+ J sign [fi(x)-g(©)] 1 6(x) -g(G)| Y-1 90 
f^x; G) d H(x) = \%6(8) . (2.49) 
Applying absolute value to equality (2.U9) results in 
|b^^g(G) + (Y-1) g'(G) J I 6(x) - g(G)!^ ^  f(x; 9) d jj(x)| 
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v-1 ^ l(x; ®) 
<J l6(x)-g(0)l I Tq 1 f(x; 0) d ^ (x) • (2.50) 
Employing Holder's inequality on the right-hand side of inequality 
(2.50) with p - Y and q - y/y-l we obtain 
I (Y-1) G'(G) J I 5(x) - f(x; e) d ji(x) + b^^^(9){ 
S log f(x;G) Y 
< { J16(x) -g(e)l^ f(x;e) a^ifx)] ^  x { J1 gg I 
f(x; e) d iiCx)}^ /"^  (2.51) 
that gives the desired inequality 
111 
{j lS(x) - g(8)|^  f(x; 0) d tL(x)} 
|(Y-1) J I6(x) - g(G)|^ "^  f(x; 0) d ^ (x) + b^ g^(0)/g'(9)| 
Is'(8)1 
â log f(x; 0) Y ^ (2-52) 
(j" 1 50 1 I(x; G) d. E(i)}' IVY 
The question of achievability in (2Jt-8) is answered by 
5^  
Theorem 2.4: 
The bound in (2 .48)  is achieved by 6(x )  y-biased for g(9 )  with 
bias b (0) if and only if the density function f(x; 0) satisfies 
(2.29), 6(X) - s(x )  and [sign [s(X) - g(9)]|s(X) - g(G)|^ 
= b ,(0) , V 0 in fcj . 
Y,6 
Proof : 
Entirely analogous to the proof of Theorem 2.2. Q 
Some illustrations of Theorem 2.k are: 
Example 1: Consider the problem of estimating 0 in the Poisson 
distribution 
-0 pX 
f(x; 0) = ^ , X = 0, 1, 2, ...; 0 > 0 
The estimator 6(X) - X , when y ^ k , is y-biased for 0 since 
E (X - 0)^ ^ — and b , = — 
9 nZ *'4 nZ 
We have that Eg(X - 0)^ = 0/n , Eg(X - 0)^ = 0/n^(l+3n0) and d(9) 
1/nZ so, 
{Eg(X - 9)^]- [e/n3 (1 + 3nG)] 
3Eq(X - 0)2 + D(E)|^ [0/n + l/n^} 
and 
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E 9 
| g ' ( e ) |^  
s log f(x; e )  f 
Ô0 ) 
(n^/0^) Eg(X - gf n [1 + 3ne] 
It is thus verified that equality holds in (2. 48 )  when 6(x) = X , 
:(0) = 0 and ^(0) = 0/n^ . 
Example 2: To estimate 9 in the exponential distribution 
f(x; 0)-|e®, X > 0, 9>0 
we have that X is, for y = 6 , y-biased for 0 with bias b^ ^(9) = 
5/ 20 24 V ^ ) ®) n /— \ 
0 ( -TT + ) and rg = — (x - 0) ; which is of the form 
n n 0^ 
given by (2.29). Therefore by Theorem 2.4 the bound in (2.48) is 
achieved by X when estimating 0 . 
D. An Asymptotic Bound for a y-kurtosis of 
y-unbiased Estimators 
Given a set of numbers a^, a^, ..., a^ we have the following 
equality for m^ > 1 , 
m 
n o V-
( C ai) r. 
i=l kg, ^ 
k^ + kg + .-.+kg^ = m^ 
k- integer, Kk. <m 
1  °  — 1 — 0  
Ll < m < m 
— — 0 
k, .' k_: ... k ; Ki, <-. 
12 m — 1 
a. 
X a. 
• ^ 
m 
il 
(2.53) 
m 
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Equality (2-53) will be used in 
Theorem 2.5: 
For every n , let be a y-unbiased (y > l) estimator for 
m (0) and suppose regularity conditions H(i)-(vi), hold. Suppose in 
addition that 
where y ' is the smallest even integer greater than or equal to y . 
Eg [ I log f{x; 8)1^^] < = V e ^ G (2.5k) 
Then, 
2(V-1) 
lim 
[|6n(Xj - Y 
n -• œ 
{(Y-1) Eg [|6^(X) -
> (2 .55) 
3 log f(x; 0) 2 
where L^, , denoted below by L , is given by 
Proof: 
Rewrite (2.2?) in the form 
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2(v-l) 
[(y-1) Eg [|6^^(X) -
> 
Ul 
Ô 'log f(x; 9) Y 
30 f(x; 0) (iii(x)} 
2/Y 
(2.56) 
First let y be an even integer; then, according to (2.53)? we 
can write 
. 3 log f(x; 9) y n è log f(x • 0) y 
(— z_ 
kg, ; \ 
+ kg + .. • + k^ = Y 
k. int., 1 <k. <Y 
1  —  1  —  
i-1,2,... ,m; 1 <m <Y 
y 
kl.' kg* ... k^: Ki <i <...<i <n 
— 1 2 m — 
Ô log f(x. ;0) 1 
( 39^) 
9 log f(x. ; 0) \ 
- ( 39-^) (2.57) 
Taking the expectation of (2.57) we see that, whenever at least 
one k^ • 1, i 1, ..., m , the corresponding term in the right-hand 
side of (2.57) will be zero since 
$8 
L 
a log f(x^; 0) 
Ô0 ] = 0 , i = 1, 2, n (2.58) 
so 
Eg [( Z 
^ i-zl 
n a  log f(x ; 9) Y 
S9 ) ] - F 
k^, kg, \ 
k^ + kg + • • • + k^ - y 
k. int., 1 <k. <y 1 1 — 
i=l,2, — l<in<Y 
k^ — k 1 m 
l<i^yCi2<.. <i <n 0 
m — 
a log f(x ; 0) 1 
Ej ^77-^ ) Ô6 
a log f(x^ ; 0) m 
• ) 
(2.59) 
Considering that y is an even integer, the largest m that can 
appear in (2.59) is m - y/2 , with corresponding values of the k^ 
given by k^ = 2, kg - 2, k /g - 2 and the coefficient for this 
term is ^ ••• (" ~ y/^ We can then write (2.59) 
2^ 2^^7/2)! 
in the form 
Eg [( Z 
^ i-a 
n a log f(x ; 0) Y 
80 
) 1 n Eg( 
a log f(x; 0) Y 
98 
) + ... + n(n-l) 
... (n - Y/2 + 1) 
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ô log f(x; 0) Y B log f(x; 9) ^ Y/2 v/? 1 
gê ) ] = t -Jijm "e( 59 ) + --
"1 (2.60) 
where i^, ..., i are the coefficients of the relevant powers 
of n , appearing in n(n-l) ••• (n - y/2 + l) and L = [Y(Y"1) — 
(y/Z + . 
Substituting (2.60) in (2.56)^ 
a4 )#) 
. (2.61) 
and (2.61) leads directly to (2.55)-
Inequality (2.55), for all Y > 1 ? will be established as a con­
sequence of the following inequality chain 
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2(V-1) 
{Eq rl6„(X) - ^ ^ (Gr^g(9))2 
[(Y.l)Eg[|5,(X)-m^^^(8)rir " {J| ' rf(x;e)t(x)]'^" 
(2.62) 
where y' is the smallest even integer greater than y  •  
The first inequality in (2.62) follows from (2.56), while the 
second follows as a consequence of Holder's inequality: if 1 < y < y', 
then 
I /Y I  I/Y* 
Eg r|h(x;|^] < Eg [|h(x)l^ 1 (2.63) 
with h(x )  ^ ^  log f(X; 0) and the result now follows by applying 
lim to the first and third terms of inequality (2.62). 0 
The issue of achievability in the asymptotic sense may be considered 
from the following point of view, which exploits the fact that the 
achieving s of an exponential family member is asymptotically normal. 
To begin with, consider 
Definition 2.h ; 
A sequence [^^(x)3 is asymptotically v-unbiased for m(0) if, 
for V 0 e 0 , 
6l 
0 as f - %(8)1 Q) - J I £(x;9) — 
n —> 00 . (2.64) 
Theorem 2-6: 
Consider a member f(x; 0) of the exponential family, with 
^ log f(x; 9) = a(9) [s(x) - m(9)] • (2.65) 
The sequence {s^(X}3 is asymptotically y-unbiased for m(9), 
when Y is an even integer. 
Proof: 
It is clear that 
JI Sj^(x) - m(9)I"^ f(x; 9) dji(x) > min JI s^(x) - u| ^f(x;9) d^iCx) . (2.66) 
u 
Now it suffices to show that 
, , 1/Y 
{  J 1 s^(x) -m(E) ]^f(x ;G) d^(x) l  < {min [ ]  s^(x) -  upf (x;9)dj i (x)}  + e(n) 
(2.67) 
where e(n) — 0 -
This will be accomplished by showing that, in fact, 
{ J 1 s^(x) - m(9)|'^f(x;G)d^(x)3^^^ < {min Jls^(x) - u|^f(x;e)du(x)]^/^ 
u 
+ |m(9) -  u^(9)1 (2.68 ) 
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where u (9) is the (unique, by Lemma 2.1) parametric function estimated 
n 
Y -unbiasedly by s(x) and 
m(G) - u^(6)I —> 0 as n —>* œ • (2.69) 
To verify (2.68) note that 
s^(x) -m(0) - (s^(x) - u^(G)) + (u^(0)-m(G)) (2.7O) 
giving, by Minkowski's inequality, 
[ J 1 s^(x) - m(G)l^ f(x;G)dji(x)]^^^ < [min f | s^(x) - u] ^f(x;G)d^(x)]^^^ 
Y 1/Y 
+ [Jlu^(G) - m(G)l f(x; 0) d ja(x)} 
[min J 1 s^(x) - u| f(x;G)dj^(x)]^'^^ + |u^(9) - m(G)| - (2.7I) 
To verify (2-69) consider the function of u given by 
A^(u) J I s(x) - uîf(x; G) d t£(x) . (2.72) 
By Lemma 2.1, A^(u) is strictly convex and differentiable under 
:he integral sign so that its derivative X^(u) exists everywhere, is 
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strictly increasing, has zero-intercept u^(G) , and is given by 
X^(u) - Yj'sign [s^(x) - u] • Is^(x) - ^ f(x; 0) d jaCx) 
Y J sign r — + (m(9) - u)1 | — + (m(0) - u)| ^ ^  
y/n /n 
f _ (t)djj(t) 
/n (s^ - m(0)) 
t , t Y-1 
Y r sign [ — + (ra(0) - u)l | — + (m(0) - u)| 
^ ' /E 
d F _ (t) . (2-73) 
yii (s^ -m(0)) 
Now recall that s(x) has a finite variance moment, Qj ' ^.nd 
mean m(0) , so that /IT (s (^X) - M(0)) —N(0, ra'(0)^/a(0)), whose 
cumulative distribution function we denote by F^(t) • Hence 
F (t) —> F_(t) for all t , and, 
/n (s^  -m(0) )  
•I- t Y"! 
Y r sign [ — + (m(0) -u)] | — + (m(0) -u)[ dF (t) 
/n /n /n (s^ -m(0)) 
-> YJ sign [m(0) - u] |m(0) - u|^ ^  d F^(t) 
Y sign [m(0) - u] jm(0) - u|^ = ) (u) (2-7^) 
6k 
which is a strictly increasing continuous function whose zero-intercept 
is m(0) . 
But the nature of the functions X^(u) and XQ(U) guarantee that 
the convergence of to is in fact uniform on a finite interval 
(in particular in intervals of the form [m(0) - Ç; m(0) + §]) , so that 
convergence of the zero-intercept of the function to that of X^ 
is guaranteed, i-e., u^(G) —> m(0) • Q 
Next consider 
Definition 2.9: 
A sequence of estimators is asymptotically y-efficient 
for m(©) if (a) it is asymptotically y-unbiased for m(0) . and 
(b) is such that 
nL [min E I Ô^(X) - ul^] [m'(e)}^ 
,v-2 2 e) • L , ' 
(y-1)^ [min E | 6^(x) - uj ] ^ 
Igfx; 0) - Fisher's information function-
We obtain then the following. 
Theorem 2.?: 
Consider a member f(x; 0) of the exponential family satisfying 
(2.65). If the following assumption A holds: /n (u^(0) - m(9)) tends 
1.0 '/.ero , the sequence {s^(x)} is asymptotically y-efficient for 
m(0). when y is an even integer. 
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Proof: 
Part (a) of Definition 2-5 has already been established in Theorem 
2.6. As for part (b), note that 
2(Y-1) 2(Y-1) 
nLfEgC! s^(X) - u^(0)I^]} ^ L[Eg[|/n (s^(X) - u^(0))l 
(Y-l)^{EQ[li^-uj0)l^"^]3^ (Y-l)2 EQ[I/Î{ (i7^-u^(0))r"^f 
L [Eg [Iv/n (s^(X) - m) + /rT (m - u^(e))p]} 
(Y-1)^{E^ [I/n (s^(X) - m) + lAiT (m - u^(0))[ 
2(Y-I) 
"LfJI -± ^  (m - u d F (t)} 
/n /n (s^-ra(0)) 
(Y-1)^{ J I -^ + (jn - u (0))!'^"^ d F _ (t)3 
j/n /n (s -m(0)) 
2 
2(Y-1) 
L{ Nt + /IT (m(G) - u (e)){^ d F _ (t)} 
/n (s -m(0)) 
S (2.76) 
(Y-1)^{ fit + /V (ra(0) - uje))!"^"^ d F _ (t)]2 
/n (s^-m( e ) )  
which tends by the Helly-Bray theorem and Assumption A to 
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2(Y-1) 
L d Y 
{jn'(G)}^ 
and this equals ^ • [1 
E- A Bound for a y-kurtosis of y-unbiased Estimators 
Without Regularity Conditions 
We follow here essentially the same steps taken in the proof of a 
bound for a y-kurtosis of y-unbiased estimators, but we avoid the need 
of taking derivatives under the integral sign, obtaining in this way a 
lower bound free from regularity assumptions. 
Let X (X^, X^) be a random vector with probability density 
function f(x; 0) , which is absolutely continuous with respect to the 
cr-finite measure u on the Euclidean n-space IIX , and 9 is a real 
parameter belonging to some parameter space © . Define the set S(0) 
to be 
f(x; 9) > 0 , a.e. [p] in S(0) 
/ • (2.77) 
f(x; 0) 0, a.e. [p] in IIX - S(0) 
v. 
Let 6(x) be a y-unbiased estimator of m^ ^(0) , i.e., ¥ 0 e 8 
we have 
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J sign [6(x) - 1 ô(x) - ^(0)1 f(x; G) d ii(x) = 0. (2-78) 
If 9 and 0 are two distinct elements of 0 , (G / 0) such 
that 
S(0) c S(Q) 
we can write the identity 
J [sign [6(x) - ^(0)] 1 S(x) " -sign [6(x) - m^^g(0)] 
8(G) 
f(x;0) - f(x;G) 
X |6(x)-^(8)1^-1] f(x; «aH,(x) +J [ ] £fe 
S(G) 
• sign [6(x) - (^G)] I ô(x) " ^ ^ • (2-79) 
Applying absolute values to equality (2-79) we obtain 
I J [sign [fi(x) - ^(0)] | 6(x) - ^ - sign [ 6(x) - m^^g(0)] 
S(G) 
I  6 ( x ) f ( x ; ^ ) d i i ( x ) [  <  j ' l 6 ( x )  g ( G ) |  ^  
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X 
f(x; 0) - f(x; e) 
f(x; e) f(x; 9) d ii(x) (2.80) 
Using Holder's inequality on the right-hand side of inequality 
(2.Bo) with p = Y and q ^ y/y-l we get, 
J {sign [6(x)-m^ ^ (0)] |5(x) sign [6(x) -m^^^(e)] 
S(8) 
1  6 ( x ) ^ } f ( x ; 0 )  d i i ( x )  <  [ j  1  ô ( x )  -  ^ ( 9 ) 1  ^  f ( x ;  S )  
S(G) 
1=1 
d ii(x)3 * U I ^xjg^ G)d^(x)]Vy 
S(8) 
(2.81) 
(2.81) leads to the inequality 
{ J ls(x) 
s(e) 
m^^&(8)|^ I(x; 8) d ii(x)} J {sign [6(x) - m^^g(0)] 
S(0) 
lô(x) - ^(0)!^"^ - sign [6(x) - ^(G)] |6(x) -m^^g(G)I^ ^  } 
f(x; 0) d n(x) 
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> (2.82) 
Inequality (2.82) holds for all (f) , such that S(0) c S(9), call this 
set J• We have then 
sup 
0 e <J 
m tj" |6(x) 
s(e) 
Y-l 
(0)t^ f(x; 9) dii(x)} J {sign[6(x)-m^ g^(0)] 
S(9)  
1 6(x) -My,- sign [6(x) • [ 5(x) - ^(9)1 
f(x; d ji(x) l\ 
> sup 
0 E J 
S(G)  
(2.83) 
If g(0) and f(x; 0) admit the first derivative with respect 
to G , a-e- [m] , and for a fixed 0 and ] 0 - 0] < e we have^ 
fCx; 0) - f(x; 0) 
1 (0-G)f(x; G) 1 < G(x; 0) (2.8:4) 
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and 
sign [6(x) -in^^g(0)] 1 6(x) - ^(0)1 - sign [5(x) -m^^^(e)] 
• |6(x) - < T(x, G) (2.85) 
where 
Eg [[G(X; 9)]^] < œ and Eg [[T(X; §)]} <». 
If lim f(x; 0) f(x; 0) then multiplying both sides of (2.82) by 
0 - 9  
(0-9) we get by taking limit when 0  -• 9  of (2.82) 
[EQ [L5(X) - M^^^(9)P]} ^  ^ IN;,5(8)1 
P Ô log f(x; 9) 1/Y 
(Y-1) EQ[|6(X)-M^^^(9)| '^- ]  {EG 1 GG 1^1 
which is the inequality already obtained for y-unbiased estimators, 
under regularity conditions H-
F. Sequential y-unbiased Estimation 
Let X^, Xp, ... be a sequence of independent random variables, 
each having the same density f(x; 9), x e I , 9 e 0 , with respect 
to some fixed o-finite measure . Now, instead of having a fixed 
sample size we will decide after each observation if we continue 
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sampling or not. Our decision problem consists now of the rules for 
a) deciding when to stop 
b) making a point estimate for 0 after stopping-
Consider now the sigma-fields c c — generated by X^, 
(X^, Xg), respectively. A sequence of sets {Q^: n = 1, 2, ...] , 
"Where Q,^ c for each n - 1, 2, ..., can be considered a stopping 
rule Q , that iS; sampling is continued as long as (X^, X^, •••, X^) e 
Q , n ^ 1, 2, ..., where Q,^ is the complement x — X X^] -
of Q,^ . The sample size N is now a random variable defined by the 
least integer n , n > 1 such that (X^, ... ^ X^) belongs to Q,^ . 
Define the sets as the sample points that lead to stopping at 
N ^ n , then 
" < 
if n - 1 
(2.86) 
[q^xIgX ... X%^]n[^x%^X ...X 
if n > 2 . 
Suppose the sequence [5^^] , is being used to estimate a parameter 
of interest. In other words, if we stop at N = n , we use 6^ = 
6^(xi, ..., x^) as a point estimate. 
\-unbiasedness for the sequential estimation problem is defined in 
the following way : 
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Definition 2.6: 
In a sequential estimation problem where Q is the stopping rule 
and the terminal decision when N - n is 6^(x) = ^2' —' ^n^ ^ 
we say 6^ is y-unbiased, y > 1 , for m_^ ^(0) a real function of 
9 , if, for V 9 in 0 , 
n.l 
and 
Q 
n 
min Z J U^(i) - (2.88) 
or, equivalently, since we can find a constant A such that 
CO 
^ L I Gn(K) - < Z I «n'ï" 
" %n " «n 
• f ^(x; 9) d ti^(x) + A , u^ < u < 
J: J sign [6j^(x) - m^ ^(9)] | 6^(x) -m^ ^(9)]'^"^ f ^ (x;9)djj^(x) - 0 
n 1 
(2.89) 
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n n 
where f (x; G) = Tï f(x.; 0) , d^ (x) = H d|j.(x.) . 
" i=l ^ ^ i=l 
Consider the following regularity conditions: 
Regularity Conditions I: 
(i) 0 is an open interval in the real line; 
(ii) (3/39) f(x; 0) exists almost everywhere [n] for all 
0 in 0 ; 
(iii) Z J sign [6^(x) g(0)] 1 6^(x) - m (0)] 
n.1 
• 9) titi^(x) 
can be differentiated under the summation, and integral 
sign with respect to 0 ; 
(iv) m^ ^(0) exists for ¥ 0 in 0 ; 
(v) 0 < Eg [ 1 ^ log f 8)1^] < = , n = 1, 2, ... 
We have then the following theorem: 
Theorem 2.8: 
Let Xg, be a sequence of i-i-d- random variables, whose 
common density function is f(x; 0) . Let {Q,^, n = 1, 2, ...} be a 
sequence of stopping regions associated with a given sequential pro­
cedure. Let 5^(x) be a y-unbiased estimator of m^ ^(0) . If regu­
larity conditions I are satisfied then 
7k 
N Ô log f(x ; 0) 1/Y 
(Eg I Z T} 
^ i=l Ô6 
V 0 in 0 . 
(2.90) 
Proof : 
By hypothesis (2.89) holds. Taking the derivative of (2.89) with 
respect to 0 we obtain by (ii), (iii), and (iv) , 
Z nr^^(0)(\-l) ^ g) dEn(x) 
' Q 
n 
[sign [G^fx) - " 0^,5(8)1 Y-1 
Q. 
n 
a log f (x; e) 
— n — 
96 } f^(x; 0) d^^(x) (2.91) 
Taking absolute values on both sides of equality (2.91) 
(Y-1) |m^(e)| E J I'n'-' " 
?n 
Z J (sign [6^(x) - ^(0)] 1 6^(x) 
I 
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a logf (x; 0) 
gë ^ 
^ L!6nW-\,j 
Q_ 
(e)i Y-L 
S logf^(x;6) 
00 
(2.92) 
Applying Holder's inequality to each term of the left-hand side of 
Ô log f^(x; 0) 
inequality (2.92), with q = Y ; P = Y/Y"! ; g = 1 gg 1 
and f = 1 <5j^(2£) ~ ^ , we obtain 
1 ^y,5(8)1 (Y-l) Z l5^(x) - m^^g(0)p"^f^(x; 0) dii^(x) 
n=l 
< Z [ I6n(x) 
izi 
a logf_(x; 0) 
^ L ' 00 t f^Cx; e) dH^(x)} 
1/Y 
Q_ 
< (Z [;j6^(x) 
" ^n 
Ili 
1 
Ï, 
Ô logf^(x; 0) Y 
30 ' 
VY 
f^(x; 0) d^^(x)] } • (2.93) 
n 
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(2-93) leads immediately to the desired inequality. |] 
We know from Theorem 2.1 and Theorem 2.2 that for 6 = X in the 
case N(|i, a^) ^ knovm, and for all v > 1 the lower bound (2-93) 
is achieved when we use a fixed sample size. 
As the subject of further study, it seems that the machinery 
related to asymptotic y-unbiasedness and asymptotic y-efficiency for 
exponential families can also be adapted to the sequential case with 
expected value of sample size replacing the sample size of nonsequential 
theory. 
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III. MEDIAN UNBIASED ESTIMATION 
A. Introduction 
Alamo (196^) pointed out that mean-unhiasedness is a valuable 
property when several estimates are to be combined- However, when only 
one estimate is to be formed, he advocates median-unbiasedness, 
with its evident probabilistic interpretation-
Assuming that the distribution of the statistic Y = 5(X) possesses 
a density g(y; 9) with respect to the Lebesgue measure, 6(X) is 
median-unbiased for m(0) if 
m(0) 
J g(y; G) ay - 1/2 , V G e 8 , (3.1) 
-co 
or, equivalently, if 
Pr {6(X) < m(0)} - 1/2 , V 0 e 0 - (3-2) 
Since Eg [[6(x) - u| ] is minimized when u is a median of 
6(x) , Alamo (1^64), along with others (cf- Chapter II, Section A), 
postulated the mean absolute deviation as the "natural" dispersion meas­
ure to associate with median-unbiased estimators. Searching for a lower 
bound for the mean absolute deviation of median-unbiased estimators, 
he found such a lower bound unobtainable independently of the estimator 
5(x) . He proposed then as the "natural" dispersion measure associated 
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with median-unbiased estimators the square of the reciprocal of the 
density function of the median-unbiased estimator evaluated at its 
median, m(0) , and got a lower bound for it. 
In this chapter, we shall identify this approach of Alamo as, in a 
sense, the limiting situation for the "kurtosis" analysis of Chapter II. 
In this connection it is worthwhile to note that at least one part of this 
"limiting process" is not surprising; namely that, as y ^  1, "y-unbiased 
estimates become median-unbiased estimates, as pointed out for example 
as early as I92I by Jackson. Given a set of numbers a^ , a^ , —, a^ ; 
a^  < a^  < ... < a^  , Jackson (I92I) showed that for each value Y > 1 
there is a definite number x = x which minimizes the sum 
Y 
n Y 
S (x) = Z ix - a I , (3.3) 
 ^ i=l 
and the x approaches a definite limit M as y approaches 1 . This 
value M coincides with the median when n = 2k+l or when n = 2k with 
a^  = '^k+l  ^ provides a new definition of "median" otherwise. 
B. Alamo's Lower Bound for Median Unbiased Estimators 
Suppose the following regularity conditions J hold: 
(i) 0 is an open interval in the real line; 
(ii) m'(9) - lim ni(Q ^  A6) exists for a median m(0) 
Û9 - 0 
of g; 
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(iii) (ô/ô9) g(y; G) exists almost everywhere; 
(iv) J ( 5 ) g(y; 9) dy > 0 ; 
(v) g(y ; 6) is continuous at y = m(0) ; 
(vi) J g(y; e) dy can be differentiated under the integral sign. 
According to (3.I), we can write 
m(0) m(G + AG) 
J g(y; G) dy = J g(y; G + AG) dy (3-^ ) 
when G and G + AG belong to w • If m(G + AG) > m(0) we can employ 
the decomposition: 
m(G + AG) m(0) m(G + AG) 
J g(y; G + AG)dy J g(y; 0 + A9)dy+J g(y; G + AG)dy. 
-ca -co m(G) 
( 3 . 5 )  
Applying (3-^) to the left-hand side of (3-5) and rearranging we 
obtain, 
ra(0) m^(G + AG) 
0-J [g(y; G + AO) - p(y ; G)]dy + J g(y; G +AG)dy 
-œ m(G) 
,m( 9 )  
" J [g(y; G + AG) -g(y; G)]dy + [m(G + AG) -m(G)] 
—CO 
• g[m(G + h'AG); G + AG] (3-6) 
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where the mean value theorem is used to obtain the right-hand side of 
equality (3-6)-
Dividing the right-hand side of (3-6) by AG and letting AG —0 
yields 
I ^  ^  ^ G) dy + m'(G) g(m(G); G) = 0 . (3.7) 
m 
Consider now the case m(ô + AG) < m(0) . We can then write 
m(0 + A0) m(G) 
J g(y; G)dy + J g(y; 0)dy = I/2 (3-8) 
-00 m(G + AG) 
and 
m(0 + A0) 
f g(y; G + AG)dy = 1/2 . (3.9) 
Equating (3-8) to (3-9), rearranging the resulting equality and 
applying the mean value theorem, we get 
m(9 + AG) 
0 - J [g(y; G)-g(y;0-f A©)]dy + [m(0)-m(G + AG)]g[m(G+ h.AG) ; G] . 
(3.10) 
Dividing (3-10) by AG and letting AG —> 0 we get again equality 
(3-7). 
8l 
For every c e R it is true that 
J g(y; G)dy + J g(y; 9)dy = 1 - (3-11) 
Taking the derivative of (3*11) with respect to © we verify that 
f  ^ dy  +  f â_slp-â ldy  =  0  (3 .12 )  
-CO C 
and, if we put c  ^m(0) , using (3*7) and (3.12), we come to the ex­
pression 
- J ^ dy + m'(0) g(m(9); 0) = 0 . (3-13) 
ni(0) 
From equality (3-7) we obtain 
Applying the Schwar/. inequality to (3-l'0 with h - y/~^  and f = 
 ^  ^ we obtain 
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1 ®(®) a(G)  ^ f \ 2 
[ii'(e)]® < — J" g(y;e)ay • r ( )) g(y; e)dy . 
. .  '  (3.15)  
Since Y = ô(x) is median-unbiased for ni(0) , 
[m'(e)]2 < Î— 3 icf p(y; 6))%(y; e)dy . (3.16) 
- 2g=(m(e);e) _i 
In the same way, starting with equality (3-13), one finds 
[m'(8)]2 < i f ( a g(y; ») ) g(y; e)dy . (3.17) 
- 2E=We); 0) 
Adding (3.16) to (3.17) we come to 
k[m'(G)]2 
> • (3-18) 
g2(m(9);  9)  )  e t r ;  G) dy 
Crainèr (19^ 6, page U81) showed that 
n ( a i0K^f(x;8) )^f(x;G)dx > )^g(y;9)dy. (3^19) 
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Hence (3.I8) becomes finally the desired inequality 
4 [m'(G)]: 
> 
g=(^9); S) ( a 8) f t(x-, 0) dx 
(3.20) 
Inequality (3-20) is not attained when we estimate the mean 0 of 
N(0; ff^ ) , cT^  known, by X • Indeed, it seems that the class of esti­
mators that will attain the lower bound (3-20) is very restricted. One 
case where the bound is attained, as shown by Alamo, is that of a sample 
of size 1 from the Laplace distribution 
, - 1X-0I/a 
f(x; G)  ^ e , X e R, a known . (3-21) 
Even for this density the lower bound (3-20) is not attained when 
5(x) = X and the sample size is greater than 1. 
We will now get a lower bound for l/g(m(0); 0) that is sharper 
than (3-20). 
Theorem 3-1: 
Suppose 6(x )  is a median-unbiased estimator for m(0) , g(y; 0) 
is the density function of 6(X) with respect to Lebesgue measure and 
that regularity conditions J(i), (ii), (iii), (v) and (vi) hold and 
also 
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J I S Q) 1 g ( y ;  0) dy < C O  (3.22) 
then, 
1 2lm'(0)I 
" ; I ^ I g(y; 9) dy 
Proof : 
Since, by hypothesis, 6(X) is median-unbiased for m(0) it is 
true that 
m(0) œ 
J g(y; 6)dy = J g(y; G)dy , v 0 . (3-24) 
-OS m(0) 
Taking the derivative of (3-24) with respect to 0 , by regularity 
conditions j(ii), (iii) and (vi). 
(e)  
m'(0) g(m(0); ©) + J ( ^ ) s(y; 0) dy 
-m'(0) g(m(0); 0) + J ( ^ ) g(y; 0) dy • (3-25) 
ae 
m(0) 
Rearranging (3*25) we obtain 
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2m'(e) g(m(9); Q) = J sign [y -  m(G ) ]  (  )  g(y;0)dy . 
(3.26) 
Applying absolute values to both sides of (3.26), 
g(m(9); S) =" | J sign [y-ra(0)] ( )g(y;©) dy 
<j i ^ )I g(y; G) dy , (3.27) 
(3-27) leads to inequality (3-23)• D 
If we square inequality (3-23) we can compare the lower bound 
obtained in Theorem 3-1 with Alamo's lower bound (3*20). 
k[m'(8)]; 4[m'(G)]2 
> 
U' 1 ^ g(y; 8)|g(y;8)dy]2 J ( ^ ) g(y;G)dy 
k[m'(G)]2 
- n /"( a G) )=f(x;9)dx 
-00 (3.28) 
The first inequality in (3*28) is justified by Jensen's inequality; we 
see then that the lower bound obtained in Theorem 3*1 is at least as 
/-Tood as the lower bound (3-20). The following example shows that 
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bound (3*23) is in fact better than Alamo's bound (3-20)• 
Example; To estimate 9 in the normal distribution N(0, 0 
known, X is median-unbiased for 0 since X ~ N(0, ff^ /n). 
have 
g(y;8) "  ^ exp {- ] ; y e R, e e R , 
which gives 
1 _ 
ETôTGT = ' /IT ' 
Now 
J I ' I g(y; S) dy = Eg I I = 
and 
2|m'(9) |  
J I I 6(y; 9) dy 
This shows that X attains the bound in (3-23)- Nevertheles 
j'(  ^ )'g(y;9)dy = n • J ( a f f(x; e)dx = 
showing that X does not achieve the bound in (3-20). 
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We terminate this section with a simplified proof of Alamo's in­
equality (3.20), using the method of Theorem 3.I, but instead of using 
absolute values we apply Schwarz inequality: 
If regularity conditions J hold and 6(X) is median-unbiased for 
m(0) then (3«2^ ) holds. Taking the derivative of (3*2^ ) with respect 
to 0 we obtain (3.26). Squaring (3*26) and applying the Schwarz 
inequality to the right-hand side, 
(3-29) and (3-19) lead to inequality (3*20). 
C. Alamo's Criterion as the Limit of y-kurtosis 
As indicated in Section A, facts pertaining to median-unbiasedness 
can be expected to follow naturally from suitable limit processes- The 
phenomenon applies in particular to Alamo's criterion l/g(m(0); ©), a 
generalization of which is now shown to be interpretable as the limit 
of the Y~kurtosis criteria of Chapter II as y V 1 : 
lim 
\ [6(X), m(0)] 
; : (3.30) 
g(m(0) ; 0) + g(m(©) ; 0) 
Y 4' 1 
where g is such that 
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lim g(y; 9) = g(m(e)^; 0) and lim g(y;©) = g(m(0) ;0) • 
y I m(0) y f m(0) (3-31) 
Theorem 3-2: 
Let Y = 5(x) be a y-unbiased estimator for the parametric func­
tion m(0) on 0 ; for all 1 < y < y , where X = X^ ) is 
a random sample of X with probability density function f(x; 0) with 
respect to Lebesgue measure. Let g(y; 0) be the density function of 
Y satisfying (3-3l) then, 
lim 
Hi 
[EQ [l6(X) - my 6(0)^ 1]] 
^ 1 (y-1) E@ [l6(Xj - g(m(G)+;0) + g(m(@)-;0) (^.32) 
Proof: 
First consider the limit when y 4- 1 of the denominator in the 
left-hand side of (3-32). Since g(y; 0) satisfies by hypothesis 
(3.31), given e >0 H Tl^ (e) >0 such that 
|g(m(e)";G) - g(m(G) - z; 0)) < e , 0 < z < ^ ^(e) . (3.33) 
Also from equalities (3-3l) we have that given e > 0 3 ^ (^G) > 0 
such that 
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lg (m (e) +  z ;  0 )  -  8) |  < e  ,  0  <  z  <  T)  ( e )  .  (3 -3^ )  
Write Tl(e) = min {Tl^ (e), Ugfe), 1} • 
Given e > 0 , letting 6 = y-l , we have 
I 6 J ly -m(©)I g(y; 6) dy - [g(ni(e)"^; 0) + g(m(G) ; 0)]| 
< 
m(0)-Tl(e) r 
J 6|y -m(0)j g(y; 8)dy 
m(0) 
j  5 l y - m ( G ) ]  
m(0)-Tl(e) 
6-1 
g(y;0)dy -g(m(0) ; 0) 
m(9)+T](e) 
J 6ly-m(0)l g(y;G)dy 
m(0) 
- g(m(e) ; 0) J ôjy - m(9)Ig(y; 0)dy 
e) 
(3.35) 
Let us study separately each term of the right-hand side of in­
equality (3-35): 
1st term - Making the transformation z - y - m(0) we obtain 
-Tl(e) 
J 6|z|^  ^  g(z + m(0) ; 0) dz ,-l < 6 Tl(e)" for 6 < 1-
(3.36) 
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2nd term - Now, letting w = -z , consider 
I J ô(-z)^ ^ g(z + in(0); 0) dz - g(m(0) ; 0)| 
-T1(0 
I <=_! _ I 
< J J 6 w [g(m(©) - w; 9) - g(m(9) ; 0)] dwj 
0 
11(e) 
^ g(m(9) ; 0) dw - g(m(9) ; 0}| 
%(G) 
< J 5 ]g(m( e )  - w; 0) - g(m(0) ; 0)1 dw 
0 
[Tl(e)]^ g(m(0)'; 0) dw - g(m(0) ; 0) 
TKe) 
< J 6 w^ ^ lg(m(0) - w; 0) - g(m(0) ; 0)1 dw 
0 
(^e) r _ l  
:(m(0) ; 0) J 5 w dw - g(m(0) ; 0) 
0 
< 6 e + I [Tl(e)]^ g(m(0) ; 0) - g(m(0) ; 0) [ (3.37) 
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3rd term - Using the same reasoning of (3-37) 
l(e) + I 
J 6 z ~ g(z + m(e); 0) dz - g(m(0) ; 9)| 
0 
< 1 1 '  6  z ^  ^  g ( m ( e ) ^ ;  9 )  d z  -  g ( m ( 0 ) ^ ;  9 ) ]  
0 
+ I J 6 z [g(z + m(9); G) - g(m(9) ; 0)] dz| 
0 
< I [^(e)]6 g(m(G) + ;  9)  -  8) |  + 6 e  .  (3-38)  
4th term - In the same way as in (3-36) 
J  6  I z ]  g ( z  +  m ( 0 } ;  0 ) d z |  <  6  T l ( e ) " ^  f o r  6  <  1  -  ( 3 - 3 9 )  
%(e) 
Now select 6(e) < 1 such that the sum of (3-36), (3-37), (3-38) and 
(3-39) is less than e , from which it follows that 
6 J ly -m(9)I ^  ^ g(y;9)dy - [g(m(9)^; 9) +g(m(9) ; 0)] < g 
for 6 < 6(e) ,  (3-^0)  
92 
lim 6 Eg [ 16(X) - = g(m(G)^ ; 0)+g(in(G) ;0) • (3-^ l) 
6 I 0 
Finally 
6 
R+l 
lim [Eg |6(X) - m(@)| ] = 1 • (3-42) 
6 j 0 
(3.32) follows then from (3-^ 1) and (3-^ 2). Q 
Observe that, when g is continuous at m(0) , the right-hand 
side of (3-32) becomes l/2-g(m(G); 0) • 
D. An Inequality for Median-unbiased Estinators 
Consider a given 5(x) such that 
J 1 5(X)I^  f(x; G) dx < œ , V 9e0 and y e G , (3-^ 3) 
G being a right-neighborhood of 1 . This section begins by showing 
that for every 0 e B , the (unique) ra^  g(9)'s of Lemma 2.1 tend, 
when Y 1 , to a number m^ (G) with the property that 5(x)  is 
median-unbiased for m^ (G) . 
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Theorem 3-3: 
Consider the set - [m (9 ) ] min E. {] 6(X) - u|^ ] = 
^^ 0 ° U *O 
Eg [ I6 (x )  -  m^  g(0^) l^} ,  Y  >  1  ; where is well-defined, 
in view of Lemma 2.1 and 0^  e 0 • Suppose 6(X) has a unique median 
m, (0) and E„ [ô(x)!'^ <œ ; then lim m (0 ) = m, (0 ) . 
±  y  ^ ^ ^ Y , 6 o i o  
Proof: 
Let 
E'(6(X); m (G ) + s) . (a/au) E [|6(x) - ul^ ]! 
1 ° ®o - u^ m^ fG^ +e) 
=  Y { J  ( m ^ ( 0 ^ )  +  e  -  ô ( x ) ) ' ^ ' ^ f ( x ; 0 Q ) d ^ ( x )  
[x:ô(x)< m^ (0^ )+e} 
- J (ô(x) -m^(0^) - e)^ ^ f(x; 0^)d|i(x) • (3-44) 
{x:6(x) >m^(0^)+e] 
As Y 4' ^  we obtain, 
l i ra  E ' ( f i (X ) ;  m ,^ (0^)  + e)Prob [6 (x )  <  m^(0^)  +  e ]  
- Prob {6(X) > m^ (0^ ) + e] . (3.^ 5) 
(3-^ 5) is positive, by the uniqueness of the median ; also 
9h 
K (6(X); m,(e.) - e) = (ô/au) E [|6(X) - u|^ ] 
o 9 
u=mi(9o)-e 
y f j  ( m ^ ( G ^ )  -  e  -  6 ( x ) ) ^ " ^  f ( x ;  G ^ ) d x  
V {x:5(x) <m^ (0^ )-e} 
{x;ô(x) >m^ (G^ )-e] 
(ô(x)-m, (e ) +  ^f(x; G )dx • (3-^6) 
Again, taking the limit of (3-^ 6) as y approaches 1 , 
lim E' (6(X); m^ (G^ ) - e) 
Y 4' 1 
Prob {6(X) < - Prob {6(X) > 2^(6^) + e] (S-^T) 1^0' 
and, also by the uniqueness of the median, (3-^ 7) is negative- Hence, 
it is clear that, given e > 0 , there is a y >1 such that, for all 
* 
Y < Y , 
E' (6(XJU mi(8o) + e) > 0 and E' (5(x); mi(Go) " s) < 0 (3-48) 
i.e., by the convexity of Eg [| 5(X) - uj ] , such that for all 
* 
\ < y , 
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- s < + e • (3.^ 9) 
Consider the following-
Regularity Conditions K: 
(i) 0 contains a neighborhood of 9 ; 
(ii) m^ (©) of Theorem 3-3 is strictly monotone in 0 and 
(â/ôS) m^ (G) e=e = exists; 
(iii) (s/ae) f(x; 9) 
9=9, exists almost everywhere; 
(iv) 0 < J 
a  f ( x ;  9 )  
ô9 9=9 
f(x; < m J, for all y in 
a right-neighborhood of 1 j 
(v) g(y; 0^ ) is continuous at y = ; 
(vi) For every h in a neighborhood of 0 , say y there is 
a Y > 1 such that 
IfiTê  ^
We have then 
Theorem 3'^ : 
Let m.(9 ) be such that lim m .(9^ ) = m,(9^ ), [m .(9 )} 1 O' I  ^ YJO O' 1^  •- y,5 O'-" 
Y y -L 
defined as in Theorem 2.3- Suppose regularity conditions K hold and 
that g(y; 9) is continuous at 9 - 9^  , uniformly in y for y e R 
Then 
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'  J I '  ^°\f~' £(x; d. 
o 
Proof: 
Let h e be given. For G = 0^  and 0 = 9^  + h such that, 
in the notation of Section E of Chapter II, 8(6^  + h) c S(G^ ) , inequal­
ity (2-82) (valid without regularity conditions) holds, for every y in 
a right-neighborhood of 1 ; i.e.. 
lli / 
{ J |6(x) - 6(80)1^  I(x; Sq) to} ^  / J rlslgn [6(x) 
S(9^ ) ' s(e^ ) 
*y,ô(®o + h)] |5(x) -
sign [6(x)-m^ g^(0^ )] [ ô(x) - (^0^ )1 • f(x; 9^ +h)d^  
> 
{ f(x; © 4 h) - f{x; © ) ^  J I "" f(x;©)"" ° I ife 
s(©„) - ° J 
(3-51) 
Multiplying both sides of inequality (3-55) by h and then taking 
the limit as y ^  1 successively of the numerator of the left-hand 
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side, of the denominator of the left-hand side and of the right-hand 
side of (3.51) gives 
Izi 
Im [ Jlô(x) - m f(x; G^ ) d(x)} - 1 . (3-52) 
Y I 1 ' 
lim J {[sign [6(x) - + h)] |5(x) - + h)|^ "^  
Y >1^  1 ' ' 
- sign [ô(x) - 1 6(x) - ]^/h} f(x; 0^ +h)dx 
sign [ô(x) -m-, (G +h)] - sign [ô(x) -m, (6 )] 
^  J  [  = — ] f ( x ;  « . + h ) a x  ,  
(3.53) 
where the equality is justified in view of (3-^ 3)• 
; J. , 1' f(x; 
Y 1 - - O' 
f(x; 0 + h) - f(x; 0 ) , 
;i —h "" • iTifê^I %) ^  (3.^) 
where the equality is justified by regularity condition K-(vi). 
From (3-52), (3*53) and (3*5^ ) we obtain 
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sign [6(x) -m^ (0^ +h)] - sign [5(x) 
I/ O' ] f(x; 0^  + h) dx 
•* ;i ' "" • 3^71.... ••••. 
, V h g y . 
(3.55) 
The final step is a limiting process in h • Lettirg Y = 6(x) ^  we 
have for the left-hand side of (3*55) that 
sign [y - m (0 + h)] - sign [y - m.(0 )] 
J C — 5 ] g(y; 9^  + h) dy 
- 2 jm^ C©^ )] g(in^ (0^ ); 0^ )1 
< 
sign [y-m^ (0Q +• h)] - sign [y - m^ (0^ )] 1^  0' ] g(y; ©Q + h) dy 
- J  [  sign [y - m^ (0Q + h)] - sign [y - m-|(0^ )] 1^0^ ] g(y; Qq) dy 
sign [y - m,(0 + h)] - sign [y - m,(0 )] 
+ ; [ ——s dy 
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Ol/Qo+h) 
- sign [m^ (e^  + h) - | J g(y; 0^ ) dy 
m^ fGo+h) 
sign + h) - m^ (G^ )] | J g(y; 9^ ) dy 
+ I:) - 1 
2 I h I (m,(e + h) - m,(e )) i s(y;9o)3y 
"l(®o " ») - "iC^ o) , 1 
g(y;Go)<iy h I + h) - ^ (8„)) J 
- 2 |m'(s^)l e^) (3.56) 
The second and third terms of (3.56) are equal to zero; also, given 
e >0 , we can find, by the uniform continuity of g(y; 9^ ) and regular­
ity condition K-(ii), h^ (e) > 0 such that for |h| < h^ (e) the first 
term of (3-56) is less than e/2 . Also, given 0 > 0 , we can find 
hp(e) > 0 such that for |h| < h^ Ce) the fourth term of (3-56) is less 
than e/2 • We conclude then, that given e >0 there exists a h (e) 
 ^min [h^ (e), h^ fe)] such that 
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sign [y - mu(0 + h)] - sign [y - m (9 )] 
1 J[ 3—2 g ] g(y; 9^  + h) ay 
- 2 Iin^ C©^ )! g(m^ (0^ ); 9^ )1 < e whenever [h] < h (e) • (3-57) 
Hence, 
sign [y - m, (9 + h)] - sign [y-m, (9 )] 
lin r [ — ; ] g(y; e +h) dy 
h - 0 " 
= 2 |m{(e^ )l g(»i(ep)i e^ ) . {3-58) 
As for the right-hand side of (3-55) 
f(x; 9 + h) - f(x; 9 ) 
TI h f(x; 0 ) I ®o' h -» 0 — — 0 
a log f(x; 9) 
• ' J  I  g E - = — I  f ( % ;  8 . )  a x  ( 3 - 5 9 )  
o 
by regularity condition K-(iv) and (vi)-
From (3-55), (3-58) and (3-59), inequality (3-50) follows. 0 
When a median-unbiased estimator for m(0) , say 6 (x) , attains 
the lower bound (3-50) at 9^  we will say it is median efficient at 
9^  • For any other median-unbiased estimator, ô(x) , we will use the 
following measure of efficiency at 9^  -
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g, Cm(G ); 0 ) 
Sff (s) = L(„(9 );0 ) = Ii(x)-gj(m(e^ ); m(e^ )) (3.60) 
0 * O 0 
where 
2lm'(9 )I 
I^ (x) = 2 
I  I ig 9)! I(x; Gg) 
0-©o 
and g and g are the density functions of 6 and Ô* , respec­
tively. 
Let 6^ (X) denote a statistic based on a sample of size n- We 
say 6 has asymptotic efficiency e at 0^  if 
lim Eff (6j^ ) = e • (3-6l) 
n -* œ 
When f(x; 0) = l/a • exp [-(x - 0)/2cr^} , cr^ known, it has 
already been seen in Section B that is median-unbiased for 0 and 
is also median-efficient- On the other hand, the statistic M^ (x) , 
the median of the sample X^ , . , X^  , is median-unbiased for 0 but 
not median-efficient. 
The distribution of M^ (x) is asymptotically normal with mean 0 
and variance na^ /2n . X^  has normal distribution with mean 0 and 
variance cr^ /n . Hence, assuming the appropriate "local" version of 
these limit facts, 
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g (8; 9) 
X 
n 
A V 2^TT cTn 
so that 
lim Eff (M^ (X)) = = 0.798 ; 
n -• 00 
the same value as obtained in the classical case y = 2 , where the 
measure of efficiency is the ratio of the standard deviations. 
So, even asymptotically, for the normal distribution, M(X) is 
less efficient in the median sense than X • 
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