This paper describes an information system (STEPS) designed to support the identification of illdefined systems, and subsequent use for prediction of their behaviour. Ill-definedness is brought about by unavoidable inadequacies in model structure, usually in conjunction with sparse and unreliable empirical data. The uncertainty modelling used in STEPS is based on set-theoretic concepts, i.e. the uncertainties are expressed in terms of bounds, and not in terms of statistical parameters. The set-theoretic framework is outlined briefly. To assist the identification STEPS also contains recursive parameter estimation tools based on the stochastic concept rather than the settheoretic concept. STEPS also provides support tools for data management, for model structure improvement and for the construction of predictions with the model. The information system is demonstrated by applying it to the identification of a simple dissolved oxygen model for a lake.
INTRODUCTION
During the modelling process of ill-defined systems it frequently appears that the presumed model structure of aggregated processes is not completely
In modelling ill-defined systems it appears that the set-theoretic way of correct. This situation of so-called unstructured uncertainty can be handled uncertainty modelling is a more appropriate choice than the stochastic way according to two approaches.
(Keesman and Van Straten [1] - [4] ). In the latter case, several assumptions First, on the basis of prior system knowledge a complex model, mast be made, while in the former case the only assumptions are that the representing all kind of expected effects, can be set up with many unknown uncertainties are bounded (unknown-but-bounded model). Then the parameters. In this way unstructured uncertainty is, at least patially, observation uncertainty, representing measurement and sampling converted into so-called structured uncertainty. The problem, then, is how uncertainty but also anidentifiable model error, belongs to a set. As a result to estimate the large number of parameters properly. Recently, Walter et al.
each of the observations is specified as unknown-but-bounded. The [5] have proposed a method to estimate non-uniquely identifiable observations with the associated uncertainty bounds span the so-called parameters from observations with bounded noise. Some years before Fedra behaviour space. Consequently, estimation of the model parameters results et al. [6] proposed an identification method within the set-theoretic context not in a single 'optimal' parameter estimate, but in a set of equally based on Monte Carlo simulations (see also [1] , [2] ). This method yields a acceptable parameter vectors. This set of parameter vectors spans the sonumber of realizations of behavioar-giving parameter vectors out of a called behaviour-giving parameter space. The set of behaviour-giving predefined parameter space on the basis of individual parameter intervals.
parameter vectors (see Fig. 1 ) is consistent with the predefined parameter In this way the presence of structural model error (unstructured ranges (expressing the a nriori parametric uncertainty), the model structure uncertainty) is compensated for by the set of behaviour-giving parameter and the specified observation uncertainty hounds, vectors (structured uncertainty). It appears, however, that this compensation is not always complete. Within the set-theoretic context Keesman and Van
Straten [3] have found an estimate of the uncompensated model error.
The second approach to handle the presence of unstructured uncertainty I I Depending on the results equations are added to the model to represent the / ~ ~~ ! omitted effects. Within this context of inductive modelling Beck and Young / \ -~y [7] have stressed the close relationship between model identification and \ / x / "-~ ..---,-. ~ _ .,. parameter estimation by applying an extended Kalman filter (EKF) as a structural identification procedure (see also [8] - [10] ). It must be noted then that this tool, which is essentially based on stochastic concepts, is applied Process-Output (IPO) scheme of these main modules is presented in Fig. 3 . information is provided and certainly it is not a final decision. That is, Space scanning (see [1 ] ), on the basis of randomly within the predefined observations are indicated as outliers if a high percentage of trespasses parameter space selected parameter vectors, is performed to indicate occurs at the boundaries of the behaviour space at those observations. inconsistencies between the initial behaviour space and predefined From the min-max estimation the most critical observation, assaciated parameter space. For the sake of efficiency of the subsequent space with the maximal residual, indicates an outlier if the boundaries of the identification procedure it is important to indicate and remove outliers behaviour definition space, representing only the measurement and from the behaviour space in order to avoid an empty parameter set. An sampling error, are trespassed. If this observation appears to be outlier is defined as an observation causing the behaviour-giving unreliable, than it is considered as an outlier. Otherwise most likely the parameter space to be void under the assumption that the model is valid, model structure is invalid. Analysis of the model response space with
The frequency of trespasses of the model responses with respect to the respect to the observations reveals the presence of uncompensated initial behaviour space at the various observation time instants provides structural model error ( [3] ).
information about the presence of outliers. Moreover, the efficiency is also improved by a preliminary indication where to find the behaviourTo emphasize the flexibility of the presented scheme (Fig. 4) . space identification to remove these outliers. Of course it is also possible that one starts with large uncertainty bounds, which are adjusted iteratively using fuzzy setOn the basis of the adjusted behaviour and parameter space an algorithm theoretic information of parametric subspaces associated with smaller can be run which will supply now a non-void set of behaviour-giving behaviour spaces. During these iterations information about outliers will parameter vectors consistent with the behaviour and parameter space come to light. and the specified model. Algorithms suitable for solving the setAnother point to emphasize concerns the validity of the model. It was theoretic parameter estimation problem are the so-called polytoperecognized ( [1] ) that, in spite of the invalidity of the model, the model bounding algorithms. However, these algorithms are only applicable for could still be accepted from a practical point of view for an enlarged models which are linear-in-the-parameters (see Walter and Pietbehaviour space. The associated behaviour-giving parameter space as well Lahanier [12] for an overview). From the standpoint of robustness we as the prediction uncertainty will reflect this concession.
chose an iterative random scanning procedure to solve the problem. This random scanning procedure is performed in conjunction with intermittent parameter space translations and rotations in order to
Model structure identi/ication
improve the computational efficiency. The parameter space adjustment algorithm, which can be applied to nonlinear-in-the-parameters models, The aim of this module is to provide supporting information for model has been described in detail by Keesman and Van Straten [2] . This adjustments. The key tools within this module are the regionalized algorithm can be run automatically. The interpretations of the results to sensitivity analysis (RSA), the recursive parameter estimation, and the obtain information about parameter subspaces (see [4] for an correlation analysis. The inputs and outputs to the processes are presented interpretation of the results in terms of dominant directions), however, in Fig. 5 . 
correlation analysis 3.1 System description
The ultimate cross-correlations between time-variant parameter To illustrate STEPS a simple dissolved oxygen modelling example ischosen, trajectories and system in-and outputs provide information about which describes the DO-concentrations in a well-mixed lake. Hourly correlated effects (for instance [16] ). The resulting auto-/crossobserved DO-concentrations are available from Lake De Poel and 't Zwet correlations, which are presented graphically, can sometimes be (The Netherlands) during a period of eight days (see Fig. 7 ). The changes interpreted in terms of causal effects. It is worth noting that human in DO-concentrations are determined by reaeration exchange with the intervention is indispensible in this stage of the identification, atmosphere, photosynthetic production from algae and water plants, and
Supplementary data and additional theoretical information about the consumption due to respiration, biodegradation and sediment processes.
processes must then be employed to improve the model structure. The model equation is,
Model application c(t) = Kr (Cs(t) -c(t)) + a I(t) -R (1)
where c (.) = dissolved oxygen concentration (g/m 3) As yet the emphasis of the framework is on modelling for prediction or projection and not control. Projection refers to the situation where the Cs(.) = saturation concentration (g/m 3)
internal description of the system dynamics must be changed according to I (.) = radiation (W/m 2) Kr = reaeration coefficient (l/d) future structural changes in the environmental system ( [ 17] ). Thomann [ 18] has stressed the importance of subsequent examination and verification of a = photosynthetic rate coefficient (g/mdW) model predictive performance using the actual information of the systems' R = sink term (g/m3d), state. Therefore, STEPS contains, in addition to a model prediction tool, also a model verification tool (see Fig. 6 ).
Note that the terms in the right hand side of (I) represent lumped processes. That is, by lack of detailed knowledge about the processes 1. model prediction determining the rate of change of DO-concentrations, we are urged to aggregate processes, which intrinsically means that we incorporate some structural model uncertainty. In addition, the observed DO-concentrations On the basis of the specified model structure, the set of behaviourwill contain systematic error due to spatial concentration gradients in the giving parameter vectors and the future inputs, bounded (as a result of the set-theoretic approach) predictions or projections are provided at lake, yielding non-representative samples, and fouling of the sensors. In such situations a set-theoretic approach to model fore-mentioned desired time instants. There is also an option to obtain additional uncertainties is an appropriate choice. It must be noted that the system information at these time instants from frequency distributions.
inputs, i.e. saturation concentration, as a function of the water temperature, 2. model verification and radiation (Fig. 8) , are treated as deterministic variables, i.e. system input noise is lumped in an 'output" error.
The predictions are used to verify the model by looking at the trespasses when new observations are available. These observations are presented graphically in a plot of the prediction uncertainty bounds. (behaviour definition space, see Fig. 4 ), then this knowledge can be for parameters and parametric uncertainty also result from the preceding explored in a model/data discrimination procedure (see Ill).
run. In previous papers ( [1] , [3] ) we have noticed that the model is most likely invalid in view of set-theoretic criteria. This notion is confirmed by the nonstationary course of the parameter trajectories in Fig. 11 (see [7] ). It is ACKNOWLEDGEMENTB useful then to try to improve the model. Supporting information from the recursive estimates, representing the changes of the parameter values in I am grateful to Gerrit van Straten for his comments and helpful time due to perturbations of the system, can be obtained by correlating suggestions. This research is supported by the Netherlands Technology these trajectories to observed system information. Foundation (STW).
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