This paper explores the sorting process in response to differing levels of aviation noise exposure in a housing market. Spatiotemporal Hedonic Pricing (HP) and Stated Choice (SC) results reflect nonlinearities and stigma. The HP models reveal nonlinear noise depreciation increasing from 0.40 to 2.38 percent per decibel as noise increases, while the SC noise values are lower in an area with high long-term noise exposure. These nonlinearities are attributed to the spatial sorting of noise tolerant individuals. HP results from the same "noisy" area show a "stigma" from noise during the first year after the complete removal of aviation noise.
INTRODUCTION
Sorting 1 is used in the economics literature as a metaphor for the partition of economic agents across segments of a market, as determined by market forces. With regard to the choice of dwelling location, households sort across neighborhoods in accordance to their preferences for environmental externalities, social attributes, travel costs and budget constraints. Understanding consumer heterogeneity can be especially important for policy relating to public goods and externalities (Kuminoff et al., 2013) . This paper examines sorting in the context of aviation noise. Long term noise exposure can cause health, economic and social problems (Berglund et al., 1999; Miedema, 2007) , especially for the 6.9 million people in Europe who are exposed to aviation noise levels above 55 decibels (European Environment Agency, 2010) . Examining the issue from an environmental justice angle, Sobbota et al (2007) find socioeconomic attributes such as income, education level and ethnicity to be significant predictors of whether households locate in areas highly exposed to aviation noise, which is consistent with the sorting paradigm. Hence, arriving at robust monetary values for the cost of the aircraft noise externality is important in informing appraisal and policy.
Our theoretical framework is based on the assumption 2 of preference heterogeneity regarding the level of noise residents are prepared to accept. This creates self-selection pressures that result in a sorting process, whereby few in the housing market are prepared to accept high aircraft noise exposure. This sorting process would over time create pockets of more (and less) noise tolerant consumers across space, reflecting the spatial distribution of aviation noise exposure. We would therefore expect differentiated noise values in different residential areas, according to long-term noise exposure. Hence, we can derive two research hypotheses. First, residents in very "noisy" areas will place lower values on noise nuisance. Second, a higher housing discount is required by new entrants to these areas, as fewer housing market consumers are prepared to accept high aviation noise exposure. A corollary hypothesis is that house buyers and sellers form negative associations for areas exposed to long-term extreme noise; associations that do not immediately dissipate after the removal of noise. These negative associations can result in noise depreciation to house prices or "stigma" that endures for a period after aviation noise has ceased. In this paper we test these hypotheses by looking at values of noise depreciation in the housing market derived by Hedonic Pricing (HP) techniques and the direct willingness to pay (WTP) for quietness derived from Stated Choice (SC) exercises.
Identifying the value of aviation noise has traditionally relied upon HP techniques. A common assumption found in the vast majority of HP studies is that of a constant percentage of house price depreciation per decibel of noise, the Noise Depreciation Index (NDI) (Nelson, 2008) .
There is no theoretical basis for this assumption, only computational convenience, and such an assumption is not consistent with the spatial sorting process of households. A small number of studies Andersson et al., 2010; Wilhelmsson 2000; Pommerehne, 1988) find progressively higher values per decibel at increasing noise levels, which would be consistent with a sorting process. A closely related issue is that NDI is highly sensitive to the noise threshold 3 used; with higher the depreciation rates being observed at higher thresholds (Andersson et al. 2010; Cohen and Coughlin, 2008; Bjorner et al., 2003; Rich and Nielsen 2004; Bateman et al., 2001; Lake et al., 1998 Lake et al., , 2000 implying a nonlinear relationship, which again is consistent with the spatial sorting process of households.
The behavioural aspect of sorting in relation to transport noise exposure has been explored in Stated Preference 4 (SP) studies. Arsenio et al. (2006) and Eliasson et al. (2002) found that individuals with higher marginal values of noise tended to live in quieter home locations.
Similarly, Wardman and Bristow (2004) found that those who had taken some actions to alleviate noise had higher values of further noise reduction. Conversely, Pommerehne (1988) and Vainio (2001) report that the presence of insulation can reduce the willingness to pay for further noise reduction, which is inconclusive with regard to our hypothesis. A few SP results are not consistent with sorting; according to Faburel and Luchini, (2000) and Thune-Larsen, (1995) noise values are higher for respondents exposed to higher noise levels. However, Thune-Larsen (1995) excluded genuinely noise tolerant individuals, who were not at all annoyed, from the estimation of noise values.
Stigma effects, or the enduring depreciation of housing prices after the removal of a negative externality, have been documented in the literature, in cases of proximity to hazardous infrastructure/facilities or criminal activities (Congdon-Hohman, 2013; Hite et al, 2001; McCluskey and Rausser, 2003) . However, this effect has not been examined with regard to facilities producing noise externalities.
The research hypotheses are tested by employing data from a rare experimental context, the Hellenikon Airport closure in Athens. First, we test for nonlinearities by the re-estimation of the Thanos et al. (2012) HP model from before the airport closure using a flexible log-sum threshold approach. The novelty of our approach lies in explicitly linking nonlinearities to thresholds in noise valuation and accounting for spatial sorting of households at differing levels of noise exposure. Second, we estimate spatiotemporal HP models for the post airport-closure period to determine whether any stigma from aviation noise remains on house prices. These spatiotemporal models are specified to capture changes in neighborhood quality. These models also address the common misspecification in the literature (Salvi, 2008; Dekkers and Van der Straaten 2009; Chalermpong, 2010; Andersson et al., 2010; Cohen and Caughlin 2008) of treating house sales data as cross-sectional and ignoring their temporal dimension. A house sale and its corresponding price are only observed at a specific location and distinct moment in time.
The arrow of time and the direction of causality are violated by ignoring this fact with significant econometric shortcomings Smith, 2009) . To the best of our knowledge this is the first application in the context of noise nuisance examining stigma. Third, as far as we are aware this is the first study to apply SC and HP experiments in the context of aircraft noise removal providing a unique opportunity for a cross method comparison of values. Therefore, we are able to test the research hypotheses from both a revealed and stated preference perspective, looking for noise nuisance values of residents in very "noisy" areas and the housing discount required by new entrants to these areas.
The paper is structured as follows. Section 2 reviews previous evidence on nonlinearities of noise values, threshold selection and stigma. Section 3 explains the log-sum approach to noise threshold setting. Section 4 provides details about the Hellenikon airport closure context, data and studies in the area. Section 5 presents the results of the pre-closure HP models on nonlinearity of aviation noise. The methodological approach, the specification spatiotemporal error models and results of the post-closure HP models are found in Section 6, focusing on stigma. Section 7 brings together and discusses the monetary aircraft noise valuation estimates from the SC, HP pre-closure and HP post-closure models. Conclusions are provided in Section 8.
REVIEW OF NONLINEARITY, THRESHOLDS AND STIGMA EVIDENCE
This section reviews cases of stigma in the housing market and the interconnected issues of nonlinearities and thresholds in noise valuation studies.
Stigma in the housing market
Stigma effects in the housing market with regard to facilities producing noise externalities have not been documented in the literature, although there are some examples of stigma from other externalities. Congdon-Hohman (2013) looked at the stigma of crime represented by the discovery of a methamphetamine laboratory in the vicinity, using a dataset on house sales in Summit County, Ohio from 2002 to 2009. They found a 10-19 percent decrease in sale prices of houses nearby in the year following a laboratory's discovery compared to those slightly further away, suggesting some persistence of the effect which might be related to a continuing fear of crime. Dale et al. (1999) examined the housing market from 1979 to 1995 around a lead smelter in Dallas that was closed in 1984 and fully cleaned up by 1986. As expected, prices were depressed during the smelter operational period but after the closure they increased across all areas. However, locations closest to the smelter and poorer areas were slower to recover suggesting some continuing effect. McCluskey and Rausser (2003) utilized the same example but allowing the influence of the smelter to decline with distance. They suggest that long-term stigma exists for properties within 1.2 miles of the site. Hite et al. (2001) found that long closed landfill sites in Ohio have small but persistent effect on house prices in the vicinity. Hence, we see examples of stigma effects in the literature having different duration, level of impact and spatial distribution depending on the nature of the effect.
Nonlinearity of noise values and thresholds
The assumption of constant noise depreciation per decibel has been empirically examined by only a handful of studies. Day et al. (2007) is the only paper to have applied the second stage HP approach in noise valuation and estimated an inverse demand function for road traffic and rail noise. They reported a range of increasing marginal prices for noise corresponding to increasing noise levels. The average values for road noise varied appreciably from £31.49 per annum for a 1dBA reduction from a 56dBA baseline to £67.58 at 71dBA and £91.15 at 81dBA. Andersson et al. (2010) specified a model with a pre-imposed nonlinear econometric relationship between house prices and road noise. The model produced a NDI of 1.15 at 50dBA reaching 2.9 at 70dBA. Wilhelmsson (2000) and Theebe (2004) also arrived at nonlinear NDI estimates, but with a questionable statistical treatment of noise and arbitrary threshold assumptions. Wilhelmsson (2000) uses two different variables for road noise simultaneously in the same model. The first is for all observations having no noise threshold and the second variable includes only houses visually exposed to a major road and a 68dBA threshold, which seems arbitrary after specifying no threshold in the first variable. A nonlinear NDI is calculated combining both variables without appropriate statistical significance tests for it 5 , even though only the second noise variable is statistically significant. Theebe (2004) produces statistically significant estimates only above 65dBA. The continuous noise data is converted to 5dBA band dummy variables that make no distinction between observations within a noise contour/band. The noise banding imposes untestable assumptions about functional form of noise depreciation and thresholds.
As already described, a key issue across the noise valuation literature is that of the assumptions used regarding noise thresholds. This is the level below which noise is assumed to impose no nuisance and hence has no monetary value. The absence of cut-off points, as in Brandt and Maenig (2011) , is also problematic since it assumes that there is no other sound except the noise source in the model. In HP studies of transport noise the threshold is traditionally set at around 50-55 dBA. Day et al. (2007) used a 55dBA threshold in their first stage HP model. However, further analysis of their second stage results, reported in Nellthorp et al. (2007) , suggested that noise values were positive down to a 45dBA threshold. Andersson et al. (2010) specify a semilogarithmic spatial HP models at two threshold levels of 50 and 55dBA. In their subsequent nonlinear model, they used a 50dBA cut-off and they pre-imposed a concave functional form to this relationship.
There is some divergence in the literature about the significance and selection of noise thresholds that is often treated as a matter of secondary importance. NDI is highly sensitive to the noise threshold used, typically increasing when the threshold is set higher as illustrated in Table 1 where we reproduce results from studies using more than one threshold (Andersson et al. 2010; Cohen and Coughlin, 2008; Bjorner et al., 2003; Rich and Nielsen 2002; Bateman et al., 2001 and Lake et al., 1998 , 2000 . The only exception to this is the Dekkers and Van der Straaten (2009) study, where higher thresholds reduced the aircraft noise depreciation and oddly the coefficient becomes insignificant at a 50dBA threshold. They report a model with thresholds that vary by the noise source; 45dBA for air traffic, 55dBA for road and 60dBA for rail. While the use of different thresholds attempts to reflect evidence in the noise annoyance literature, it is questionable in this context. They are effectively assuming that road traffic noise will not impact on welfare until it is 55dBA, whereas aircraft noise will do so at half the intensity, 45dBA.
The threshold levels set for a single noise source should take account of the acoustic environment. Bjørner et al. (2003) cautioned that their identification of 55dBA as threshold was for a large urban area and that a lower level may be appropriate in a more rural environment.
Similarly, Thanos et al. (2011) found that a threshold of 55dBA gave the best fit to the urban area data but that a lower threshold of 47dBA produced a better fit to data in more rural areas.
Evidence from other SP studies is sparse. Weinberger (1992) used a low cut off at 40dBA in a Contingent Valuation study in Germany. Bristow and Wardman (2006) found that the model fit deteriorated if a threshold was imposed, using aircraft valuation SC data from Lyon and Manchester. Although limited, such SP evidence as there is appears to suggest lower or no thresholds than those usually applied in HP.
While monetary noise values in HP are sensitive to thresholds, their selection is often arbitrary and usually not tested. The threshold issue is closely connected to the hypothesis of nonlinear noise depreciation: the higher the threshold the higher the NDI. We address this methodological issue in Section 3, introducing the specification of a flexible log-sum threshold found in Thanos et al., (2011, 2012) , which also explicitly includes background noise levels.
THE LOG-SUM NOISE THRESHOLD APPROACH
The physical characteristics/properties of noise are important in the analysis and threshold specification. Noise data are comprised of statistical indicators summarizing sound pressure levels over time at the logarithmic scale of decibel (dB) units and a frequency weighting, "A" in this case 6 (Berglund et al., 1999) . Transportation noise data, used in HP, are usually derived from traffic flows (of trains, airplanes or road vehicles) through noise models, as taking actual noise measurements over long periods of time in hundreds or thousands of locations would be impractical. Hence, the available noise data often refer to specific noise sources and the average overall noise levels for a large area might also be approximated.
Let us take the simplest case, where data are available for a specific noise source, say aviation γ a .
The overall noise level γ b from all other sources except aviation, henceforth termed background noise, is also known. The issue with typical thresholds/cut-off points for a specific noise source is that the noise variation in cross-sectional data is reduced as the threshold increases for that source. This is because any observation below the threshold is assumed to be equal to the cut-off point. For aviation noise, most of the observations in an affected area will exceed a 45dBA cutoff point, but very few will exceed a 75 dBA cut-off. This lack of variation at higher cut-off points (e.g. over 75dBA) causes the noise coefficients in HP models to be statistically insignificant in any given dataset.
In HP models we want to capture the effect of aviation noise on the housing market above the general noise level in the area, even for lower aviation noise levels, which is not possible with typical cut-off points. Therefore, we follow Thanos et al. (2011 Thanos et al. ( , 2012 to define a total noise level (γ t ), given by the combination of aviation noise level (γ a ) and the background noise level (γ b ), as:
If γ a is dominant, γ b will have an almost negligible effect on the total noise level and vice versa.
Equation 1 is commonly employed in the acoustics literature to calculate the sum of sound levels from different sources (see Genescà et al., 2013) . This has been completely overlooked in the economics literature that addresses noise valuation, with the exception of Andersson et al. (2010) . However, they used Equation 1 to combine just rail and road noise levels to a "total" noise level, and subsequently employed a typical cut-off point for the "total" noise level.
The threshold specification provided in Equation 1 has the advantage of including in the analysis even low levels of aircraft noise that would otherwise have been below a certain cut off point.
Hence, by including all observations the log-sum thresholds do not reduce noise variation in cross-sectional data, as typical cut-off points do. Furthermore, we take advantage of this property of log-sum thresholds to examine nonlinearities, by determining the depreciation of house prices due to aircraft noise for a range of thresholds between 45-75dBA. This is reported in Section 5.
THE AIRPORT CLOSURE CONTEXT AND DATA
Athens International Airport (AIA) or Hellenikon Airport operated for more than 40 years in the southern suburbs of Athens, Greece. In March 2001, it was closed and the main Airport hub was moved to the northeast of Athens. The population of the wider area affected at the airport by the time of its closure was over 350,000, with a significant variation of aircraft noise exposure. The following data types and approaches relevant to this context are presented here: aviation noise data, the SC data and approach, the HP approach before the airport closure and housing data for the post-closure period.
Aircraft noise data for Hellenikon Airport
The aircraft noise data for Hellenikon airport were supplied by the European Organization for the Safety of Air Navigation (EUROCONTROL), who have complete data on flight paths and aircraft movements for Hellenikon Airport. The consistency of the modelled data with actual noise measurements was confirmed by EUROCONTROL. A set of coordinates for each house sale or interview location was provided to EUROCONTROL and they supplied an estimate of its aircraft noise exposure. Thanos et al. (2011 Thanos et al. ( , 2012 employed the L den 7 noise metric, which is seen as appropriate for aircraft noise in the EU (EC, 2002) and is commonly used in studies valuing noise (Dekkers and Van der Straaten, 2009; Rich and Nielsen, 2004; Baranzini and Ramirez, 2005) . Miedema et al. (2000) investigated which noise metrics best predict annoyance from aircraft noise and supported the use of weighted noise metrics, such as L den , instead of L eq in this context.
Unfortunately, no data were available on other sources of noise pollution such as road traffic. We follow Thanos et al. (2011 Thanos et al. ( , 2012 who set a 55dBA value for background noise γ b , deduced from previous studies of the noise situation in Athens that do not address aircraft noise (Nicol and Wilson, 2004; Yang and Kang, 2005) , and used the γ t in Equation1 for aircraft noise in the HP and SC models. In the SC experiment, the absence of aircraft noise is simply the background noise level γ b (Thanos et al., 2011) .
SC around Hellenikon airport
The SC experiment of Thanos et al. (2011) , which partly explains their difference. The potential loss aversion of respondents may also contribute to this by affecting WTA (Tversky and Kahneman, 1991) . 1.14** 6.96* Alimos 0.14** 0.84* ***significant at p < 0.01; ** = significant at p< 0.05; * = significant at p < 0.10 Source: Thanos et al. (2011) The Alimos area was exposed to significantly higher aircraft noise than any other location surveyed. This is further supported by Yang and Kang (2005) who found Alimos to be the noisiest residential neighborhood in a study of 14 urban areas in Europe. However, the WTP and WTA values for Alimos are far lower, nearly a tenth of those for other areas. Thanos et al.
(2011) suggested a sorting process of noise tolerant residents in this area as an explanation for this result, given several decades of high noise exposure in Alimos (Charalampakis, 1980) . Hence, there is scope to examine the variation of HP monetary values in Alimos and compare with these results.
Pre-closure HP analysis and results Thanos et al. (2012) applied spatiotemporal HP models on 1613 house sales from 1995 to 2001, while Hellenikon airport was operational. Their novel specification of spatiotemporal HP models is further discussed in section 6. They obtained statistically significant coefficients for aircraft noise and an NDI estimate of 0.493.
Post-closure Housing Data
This study employs 773 observations of house sales starting immediately after the Hellenikon airport closure on the 2nd quarter of 2001 to the end of 2003. Table 3 presents the data including information about the basic structural characteristics of each house, such as the square meters of floor space, construction year, sale date, number of rooms, presence of a garage, floor number and house type. The full address of each house sale allowed the use of GIS to estimate additional geographical information. Frankel (1988) and Bateman et al. (2001) found local amenities to influence house prices. A number of amenity locations were acquired and the straight distance between each house and the nearest school, city square, public service facility, and park/sportfacility was calculated.
The distance from each house to the airport was also estimated. Even though there is no longer an airport, there may still be disamenities from an abandoned airport or amenities as there were plans to convert part of the site to a park and it housed many venues for the 2004 Olympic Games. It is noted that due to the geography of the area (see Fig. 2 , Thanos et al 2012) the spatial variation of noise does not coincide with distance to the airport in our data (correlation coefficient: 0.033). As the housing data here is for the post airport closure period, there is no aircraft noise in the area around the old airport. Therefore, to test for any remaining stigma from aircraft noise, we employ noise data from the last year of Hellenikon Airport operation in 2000. As expected, Alimos exhibits significantly higher aircraft noise levels compared to the other study areas in Table 3 . We create two interaction variables between aircraft noise and Alimos area to capture noise effects specific to this area. The first (Noise_Alimos) contains the total noise level (γ t ) of house sales only in Alimos, keeping all other house sales at the background noise (γ b ) level of 55dBA. The second (Noise_No_Alimos) is the reverse, containing only the background noise (γ b ) for Alimos house sales and the total noise level including aircraft (γ t ) for all other areas.
NONLINEARITY OF THE NDI
As discussed in Section 3, the log-sum threshold specification in Equation1 does not reduce noise variation at higher noise levels as much as typical cut-off points do. We exploit this property to examine nonlinearities by determining the depreciation of house prices due to aircraft noise that exceeds a range of thresholds from 45dBA to75dBA.
The aircraft noise data used in Thanos et al. (2012) is appropriate for this exercise as it exhibits a wide noise variation. We exactly replicate the preferred HP model of Thanos et al. (2012) , diverging only in the aircraft noise variable specification. The model with a 55 dBA threshold, which is considered the average background value for all the areas around the old airport, is identical to that reported in Thanos et al. (2012) .
An iterative process was adopted by varying the threshold value (γ b ) in equation 1 from 45 to 75 dBA and estimating separate HP model for each threshold value (γ b ) and resulting total noise level (γ t ). This should be looked at as filtering process, consistent with sorting, that is dominated by the aviation noise (γ a ) values that exceed each threshold (γ b ) level. It is noted that aviation noise (γ a ) varies from 38 -82 dBA. The results from the log-sum threshold specification are compared to results by identical models that employ the typical cut-off points. Table 4 presents the NDI estimates from our iterative modelling process. Our preferred results correspond with the relationship previously assumed by Andersson et al. (2010) ; the relationship identified between noise exposure and house prices is indeed concave, as the NDI increases convexly (see Figure 1) . A one dBA increase in noise levels would cause house prices to fall by 0.4 percent at 45 dBA but by 2.38 percent at 75 dBA. The rate increases slowly until the noise level reaches around 65 dBA when the rate of increase becomes more rapid. This nonlinearity is consistent with the sorting; new buyers require discounts that increase nonlinearly in progressively noisier locations. Looking at the final log-likelihood, the overall fit to the data is reduced with increasing thresholds in both specifications. This is expected as essentially each model is placing increasing constraints on the data, thus reducing noise variation. It is stressed that this not an exclusive characteristic to our data, it is an inherent property of the estimation. Data from other studies would produce similar results when estimating models with different cut-off thresholds, as in Dekkers and Van der Straaten (2009) study higher cut-offs reduced the statistical significance of noise aircraft noise depreciation, losing significance at 50dBA.
The comparison between the log-sum threshold and a typical cut-off specification is quite interesting, clearly demonstrating the superiority of the log-sum threshold approach. The difference between the two specifications to overall goodness of fit is trivial at lower noise levels, but markedly increases in favor of the log-sum specification especially above 65dBA. The
NDIs from the log-sum threshold models have higher statistical significance across the whole range of thresholds. As expected, NDI from the typical cut-off specification increase with increasing thresholds and is closer to the NDI values from log-sum specification at lower thresholds. At higher threshold levels, especially above 50dBA, this difference becomes more pronounced. At the same time, the cut-off model NDIs become more "noisy" and at 67 dBA and 70dBA lose statistical significance at the 99 and 95 percent level respectively. The NDI significance in log-sum threshold model is highest at 56-58dBA, compared to 45-47 dBA in the cut-off threshold models.
These issues amply demonstrate the weakness of the typical cut-off specification, especially at higher noise levels. In principle, the log-sum threshold approach could be extended to combine noise from multiple noise sources and account for the general soundscape (and even introduce variation across areas) in a more realistic manner to typical cut-off points where such data is available.
STIGMA
Having established nonlinearities in house price depreciation from aircraft noise, the next step is to determine whether any stigma remains after the removal of the noise externality. Furthermore, we can also examine whether nonlinearity is an issue here as well. We have therefore estimated models with housing data in the post-closure period to examine the stigma hypothesis from aircraft noise and any nonlinearities.
Methodology and Spatiotemporal Considerations
HP posits that the price of a composite commodity, housing in this case, is a function of its utility bearing attributes. The slope of the HP function can be used to determine the consumer's WTP for a given attribute, such as noise. A house sale and its corresponding price are only observed at a specific location and distinct moment in time. Henceforth, the house sale data are called spatiotemporal data and it is stressed that this is not panel data nor cross-sectional.
Indeed, subjecting spatiotemporal data to the "cross-sectional" treatment and ignoring the temporal dimension is the common approach in recent spatial econometric HP papers that value noise (Salvi, 2008; Dekkers and Van der Straaten 2009; Chalermpong, 2010; Andersson et al., 2010; Cohen and Caughlin 2008) . This misspecification produces a symmetric spatial weight matrix S, given in equation 2,
where house sales/prices simultaneously influence each other weighted by a function of distance d. Hence, future sales/prices are taken to influence past sale/prices, which violates the laws of physics. House prices are time-variant and information about future prices cannot possibly travel backwards in time, hence Spatial Autoregressive (SAR) models 9 are not appropriate for spatiotemporal data. Furthermore, future house prices cannot and should not be taken as proxies of current expectations for the future, as current expectations are only shaped by information in the present/past, amply demonstrated by the recent housing crisis.
The following argument for the Spatial Error Model (SEM) application to spatiotemporal data has been put forward: SEM is supposed to be capturing time-invariant spatially distributed errors affecting the IID 10 properties of the regression residuals. Nevertheless, it makes no sense to use the symmetric spatial weight matrix to account for time-invariant spatial errors in spatiotemporal data. A spatially weighted error term in HP only captures spatially distributed unobserved effects specifically from other house sales. Therefore, unobserved effects of house sales in the future cannot affect house prices in the past. Time-invariant unobserved effects influence both past and future in the same way. Hence, these time-invariant effects should not be accounted for by spatially weighting HP residuals of house sales that have not happened yet, but by an additional separate time-invariant error term. This is a significant avenue for future research (Smith and Wu, 2009 ), but beyond the scope of this paper. Imposing a "cross-sectional" treatment to spatiotemporal data produces an over-connected spatial weight matrix, in which all observations simultaneously influence each other. Smith (2009) demonstrated that the presence of strongly connected spatial weight matrices introduces serious biases into both the testing and estimating of spatial dependence. These biases have been found to erroneously subsume coefficient estimates of genuinely exogenous effects Thanos et al., 2012; Bateman et al. 2004) . The effects of overlooking or missrepresenting the temporal dimension of spatiotemporal data is the focus of an emerging body of spatial econometrics literature (Smith and Wu, 2009; Maury, 2009, 2011; Huang et al., 2010; Dubé and Legros, 2013a , 2013b Thanos et al., 2012) .
We adopt the approach of Thanos et al. (2012) , also followed in the pre-closure models. The spatiotemporal weight matrix W is specified to include both spatial and temporal distance. Each element in matrix W is the product of the spatial s ij and temporal t ij distance between each pair of observations (house sales), as given respectively in equation 3:
and equation 4:
d ij is simply the Euclidean distance between i and j. τ i and τ j are the sale dates of houses i and j respectively. The spatial distance effects are only included in W when the sale of house i succeeds the sale of house j. When the data are ordered chronologically, W is a lower triangular matrix. Only sales in the past affect subsequent sales and not vice versa. ξ is an appropriate time metric, quarter in this case (see Thanos et al. 2012) , starting at the earliest observation in the data. Hence, ξ i − ξ j captures the time elapsed between the observations i and j.
SAR and SEM are transformed to Spatiotemporal Autoregressive (STAR) model and Spatiotemporal Error Model (STEM) respectively, given that spatiotemporal instead of spatial weight matrices are employed. The differences also extend to how the coefficients of the spatiotemporal effects are interpreted. STAR captures unidirectional spatial spillovers only from past observations, instead of the multidirectional endogenous effects in SAR. STAR can include technological and/or pecuniary spillovers, but the spatial multiplier discussed in Small and
Steimetz (2012) is not applicable here, since the spillovers are unidirectional.
The STEM specification applied house sales data captures a specific effect different to STAR or SEM 11 . STEM addresses the special case of either a new-built house j or an improvement/deterioration to house j after its last sale. Both cases impose to all future sales an externality φ* that is not fully captured in the own price of house j. A simile for the externality imposed by new-built houses can be road traffic congestion, where each extra car imposes external cost to all others on the road. The construction of an extra house affects all other houses in the area improving or deteriorating the current neighborhood quality, as do major house improvements/deteriorations. Even purely from a dwelling density perspective φ* is not necessarily negative, as a marginal increase in dwelling density may be negative in some markets/areas and positive in others depending on existing density (Dunse, et al., 2013) .
Therefore, φ* can include a positive agglomeration externality (Thanos and White, 2014) or negative "overcrowding" externality. The only study seen employing STEM in HP is Thanos et al., (2012) and their data is mostly comprised of new-build houses. Even though they do not fully discuss the issue of φ*, their results suggest that φ* is a positive externality in that context.
A crucial methodological issue is the selection of either STAR or STEM, given their differences.
The appropriate test for detecting spatial/spatiotemporal dependence is Moran's I and for selecting the model form are the locally robust variations of the Lagrange Multiplier (LM) test (Anselin et al., 1996; Franzese and Hays, 2008) . Table 5 presents these tests, where the null hypothesis in Moran's I test of no spatial/spatiotemporal dependence is rejected. The test for STEM is highly significant while the robust STAR test is not. This means that houses prices are not significantly affected by other house prices nearby, but by the developing urban structure of the area and house improvements or the introduction of new-build houses in the urban environment. This makes sense for this specific market, since here has been significant new development in the area during the study period evident by 49.2 percent of the houses sold being newer than 2 years of age. It is also shown that the model selection tests between SAR and SEM are inconclusive, which was also observed in Thanos et al. (2012) .
Given the LM test results we select the STEM. Its structural form is shown in equation 5 and its reduced form in equation 6:
P is a vector of the house prices 12 , Z is a matrix of housing characteristics and b is a vector of the coefficients. λ is the spatiotemporal error coefficient, capturing the spatiotemporal distance weighted (W) error effect ε. Externality φ* of the unobserved change in neighborhood quality is captured by λ. N(0, σ²I) ,
Post-closure Model Results
The post-closure HP models' results are found in Table 6 . Most of the coefficients are of the expected sign and consistent with the results of the pre-closure model in Thanos et al. (2012) , even though our sample size is significantly lower. The spatiotemporal error coefficient λ is positive and statistically significant showing a positive unobserved change in neighborhood quality, in agreement with Thanos, et al (2012) . Our focus is on aircraft noise and we do not discuss other effects, except to say that the distance to the airport still has a statistically significant positive coefficient even after its closure, which captures the proximity disamenities to an abandoned airport.
Housing market stigma effects were reviewed in Section 2, but we have not identified any studies on stigma effects relating to transportation noise. The first of the two models reported here (STEM1) includes an aircraft noise variable for the whole area which shows, as expected, no negative effect or stigma. We tested for nonlinearities in stigma values. However, the statistical significance 13 of the aircraft noise coefficient is not improved even when we use the iterative log-sum threshold approach in Section 5 to look at higher levels of noise exposure.
Noise stigma in Alimos
Given that stigma is not attached to isolated observations of high noise exposure, we tested instead whether stigma is attached to certain areas as a whole. Alimos is the obvious choice,
given the high noise exposure and the scope to examine the variation of HP noise values there, stressed in section 3. In the STEM2 model ( This is an extraordinary finding, but at the same time it would be unreasonable to expect that this effect would persist indefinitely 14 . Therefore, we introduce interaction variables between Noise_Alimos and the yearly dummies 15 to STEM3 model. The results in Table 6 show that indeed this effect attenuates after 2001 and only during that year there is a depreciation of 0.27 percent per dBA in Alimos. The interpretation of this finding is that the negative associations (in the perceptions of buyers and sellers) for "noisy" Alimos, formed over decades of heavy noise exposure, persist during 2001 and dissipate after that. This could be a behavioral effect and/or inefficiencies in that housing market not allowing instantaneous adjustments after the removal of severe noise exposure. We have no way to distinguish between these effects from our current data.
For completeness, we also test if there are any area effects in Alimos prior to the airport closure.
The Alimos/No-Alimos interaction variables were inserted to the pre-closure model of Thanos et al. (2012) to test any peculiar area effects. An asymptotic t-test 16 showed that the aircraft noise depreciation in Alimos is not significantly different at the 95 percent from all other areas in the pre-closure model.
STIGMA, NONLINEARITIES AND SPATIAL SORTING
The HP and SC values are converted to a €/dBA/year form to facilitate discussion of the similarities, differences and implications and consistency with the sorting process. The price at which the household purchases a property can be considered as the discounted sum of all the future per period rents from the property. Hence, the monetary value of house attributes may be expressed per period, say annually, to be comparable with SC values. Appendix 1 illustrates in detail the approach and assumption of converting NDI to an annual stream. et al. (2007) produces values that increase linearly with the noise levels. The findings of Andersson et al. (2010) for road traffic noise show monetary noise values per dBA to be less convex (flatter) than our findings. It is stressed that our approach tested independently for nonlinearity without any imposition of a curve shape. (Eurostat, 2012) 
CONCLUSIONS
Preference heterogeneity with regard to noise exposure provides the theoretical framework of households sorting across dwelling locations with different exposure levels. This process causes a differentiation in noise values derived from different segments of consumers, according to the spatial distribution of noise exposure. More detailed hypotheses in support of sorting were derived for the direction of HP and SC values changes at differing levels of aviation noise exposure, along with the corollary hypothesis of stigma. Our results are consistent with these hypotheses. In the pre-closure HP models, new housing market entrants were found to require discounts that increased convexly in progressively noisier locations. The SC noise values of current residents in Alimos, a special case with significantly higher long-term aviation noise To the best of our knowledge, this is the first time the theoretical framework of the sorting process has been applied to noise valuation. More importantly, this theoretical framework predicts the divergence between the direction of HP and SC noise values in noisy areas, HP increasing and SC decreasing. Another novelty is the recovery of a local noise stigma for the first time in the literature. This is also the first time that NDI nonlinearities have been explicitly linked to threshold selection and the underlying soundscape. The nonlinearity in aircraft noise monetary values before the airport closure is comprehensively explored by an iterative modeling procedure across a range of noise levels. A flexible log-sum threshold approach is utilized that does not reduce noise variation in cross-sectional data. This approach may be extended to combine noise from multiple sources and account for variations in the soundscape of different areas in a more realistic manner to typical cut-off points or thresholds. The NDI ranges from 0.40 to 2.38 per dBA for dwellings exposed to aircraft noise exceeding 45dBA and 75dBA respectively, indicating a convex relationship.
These findings have implications for noise valuation and policy. First, low noise value estimates from SC and other types of SP applications should be treated with caution, especially where populations are subject to self-selection pressures as a result of long term noise exposure and sorting. There is a need to assess risks to health of such exposure in such communities. Second, where a constant value per decibel is applied in appraisal noise costs will be under-estimated. This is particularly true of areas with high levels of noise exposure, given the nonlinear depreciation of house prices per dBA of noise increase. Third, the costs from an environmental externality such as noise may well continue after its complete removal, especially in highly exposed areas.
A few avenues of further research stem from this paper. One could be the extension of this approach to equilibrium sorting models that incorporate changes in the supply side of the housing market and a robust framework for valuing non-marginal changes. The design and application of SP experiments that further test the spatial sorting of noise tolerant households would be interesting, especially if specified to incorporate the nonlinearities in values. Another avenue would be improvements in the specification of log-sum thresholds and studies that combine more noise sources, explicitly taking into account the soundscape of the study areas.
1 It is noted that the approaches of formal "equilibrium sorting" models are not followed here due to data constraints. 2 Along with the typical assumptions of homebuyer rationality, efficient housing markets, no transaction costs and exogenously determined aviation noise. 3 This is the noise level below which noise is assumed to have no monetary value. 4 We use SP as an overarching term to include both SC, contingent valuation, and other types of choice/ranking experiment. It is used when the implications discussed go further than SC and are relevant to all SP type of studies 5 The test of both coefficients being jointly statistically different from zero is not appropriate. The NDI is a linear combination of two coefficients with different variances and a covariance. The variance of NDI should be estimated to conduct tests of statistical significance (Hole, 2007) . 6 A-weighting is the frequency weighting operating as a close proxy to human auditory sensitivity as a function of frequency (Lee and Fleming 2002) . 7 Equivalent continuous sound pressure level over a fixed time period (L eq ), where the evening values (18:00 -22:00) are weighted by the addition of 5 dBA (A-weighted decibel), and the night values (22:00 -06:00) are weighted by the addition of 10 dBA 8 Municipalities of Alimos, Palaio Faliro, Glyfada and Hellenikon 9 where the hedonic price function of each house includes spatially weighted lagged prices of other houses 10 Independent and identically distributed 11 Let us take two house sales, j that precedes house sale i. It seems reasonable that the effect φ from house j should be in the spatiotemporal error term if it influences house price i, but cannot be controlled for by the researcher. However, if φ is observed by the buyer of house i and influences its price, it is reasonable to assume it was also observed by the buyer of house j that is the source of φ. Hence, the effect φ has already been captured in the price of house j and this would require a STAR specification capturing a technological spillover. Hence, STEM can only capture own unobserved effects that either did not affect the price of j or took place after the sale of j (and before house sale i). 12 Given that the Box-Cox specification is not readily implemented in the presence of spatial dependence (Kim et al., 2003) , a semi-log specification is selected. 13 The z-values for 45dBA and 65dBA are 1.65 and 1.85 respectively, not closer to 95 percent level significance than the 55dBA (z: 1.87). The statistical significance drops further above 65dBA. 14 We are grateful to the two anonymous referees for pointing this out. 15 We have dropped the yearly dummies due to severe multicollinearity: Variance inflation (VIF) for Noise_Alimos*y2001=122.13; Noise_Alimos*y2002 VIF=75.48; y2001 VIF=121.89; and y2002 VIF=74.99. However, we are confident that "Noise_Alimos*y2001" term does not capture the y2001 dummy effect, if anything these two variables are negatively correlated. The correlation between "y2001" and "Noise_Alimos" is -0.0857. We cannot reject the null hypothesis of "y2001" and "Noise_Alimos" being independent (Spearman's rho = -0.0536, Prob > |t| = 0.1365) 
