explain VOR learning highlights the importance of understanding the function(s) of the additional sites and mechanisms of plasticity that are now well established experimentally. Suvrathan et al. (2016) also raise a host of questions for future studies of cerebellum beyond VOR learning. Is LTD in the vermis (Suvrathan et al., 2016 only tested short-term plasticity) also sharply timing dependent with different Purkinje cells tuned to different parallel fiberclimbing fiber intervals? What are the molecular mechanisms underlying the observed timing-dependent plasticity rules? Is the optimal delay for inducing associative depression in a given Purkinje cell fixed, or can it be shaped by experience or early development? Using modern viral and genetic tracing methods, it may be possible to directly test the provocative speculation that the optimal delay for associative depression in a Purkinje cell is matched to the delay of the climbing fiber error signal it receives.
Finally, from a theoretical point of view there are two particularly interesting aspects of the findings of Suvrathan et al. (2016) . One is the possibility that spiketiming-dependent plasticity (STDP) windows can be shifted without an increase in their width so that learning proceeds based on pre-and postsynaptic spikes occurring within a narrow set of delays. Second is the possibility that there is diversity in the delay of such windows at the level of individual neurons of the same type within a brain region. Apart from providing an elegant solution to the specific problem of learning based on delayed error signals, we can think of the plasticity rules described by Suvrathan et al. (2016) as implementing the more general computation of learning based on the cross-correlation of signals at a non-zero delay. Standard STDP rules tuned to very brief intervals between pre-and postsynaptic spikes have been studied extensively by experimentalists and theorists (Abbott and Nelson, 2000) . The findings of Suvrathan et al. (2016) should prompt further consideration of the potential uses of cross-correlational plasticity. For example, such crosscorrelational plasticity might help bridge the timescales of STDP with timescales relevant to behavior (Drew and Abbott, 2006) and may allow single neurons to extract more complex features of their inputs (Clopath et al., 2008) .
Animals constantly encounter conflicting cues in natural environments. To survive and thrive, they must make appropriate behavioral decisions. In this issue, Ghosh et al. (2016) identified a neural circuit underlying multisensory threat-reward decision making using an elegant C. elegans model.
To survive the diverse and changing environment, animals must evaluate potential threats and rewards to make complex decisions. To thrive, animals also have to balance threat tolerance and the potential benefits of finding food. Understanding the circuit and molecular mechanisms that underlie a complex decision-making process is challenging in a highly complex organism with a large nervous system. Perhaps even more challenging is elucidating the mechanisms of behavioral plasticity that modulate intrinsic decision-making circuits. Thus, being able to address these issues in a simpler nervous system has the potential to uncover novel mechanisms that could guide studies in higher systems. The relatively simple and well-annotated nervous system of the nematode C. elegans has proven to be an ideal model system for deciphering the functional circuits underlying behavior. In more recent years, C. elegans sensory integration has emerged as a major focus of research. In this issue, Nitabach and colleagues report a novel top-down neural circuit underlying multimodal sensory integration and how 
