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Résumé / Abstract
L'apprentissage multi-tâches est une manière d'apprendre des particularités
d'un domaine (le biais) qui comprend plusieurs tâches possibles. On entraîne
simultanément plusieurs modèles, un par tâche, en imposant des contraintes sur les
paramètres de manière à capturer ce qui est en commun entre les tâches, afin d'obtenir
une meilleure généralisation sur chaque tâche, et pour pouvoir rapidement généraliser
(avec peu d'exemples) sur une nouvelle tâche provenant du même domaine. Ici cette
commonalité est définie par une variété affine dans l'espace des paramètres. Dans cet
article, nous appliquons ces méthodes à la prédiction du prix d'options d'achat de
l'indice S&P 500 entre 1987 et 1993. Une analyse de la variance des résultats est
présentée, démontrant des améliorations significatives de la prédiction hors-
échantillon.
Multi-task learning is a process used to learn domain-specific bias. It consists
in simultaneously training models on different tasks derived from the same domain
and forcing them to exchange domain information. This transfer of knowledge is
performed by imposing constraints on the parameters defining the models and can
lead to improved generalization performance. In this paper, we explore a particular
multi-task learning method that forces the parameters of the models to lie on an affine
manifold defined in parameter space and embedding domain information. We apply
this method to the prediction of the prices of call options on the S&P index for a
period of time ranging from 1987 to 1993.  An analysis of variance of the results is
presented that shows significant improvements of the generalization performance.
Mots clés : valorisation d'options d'achat, apprentissage multi-tâches, réseau de
neurones artificiels
Keywords: option call pricing, multi-task learning, artificial neural networks
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1 Introduction
Biasing the hypothesis space of a learner, by embedding in it domain information or prop-
erties specific to the task being tackled, can greatly improve its generalization performance.
Many techniques have been developed to incorporate domain knowledge in a learning mod-
el. Still, deriving an appropriate bias remains a very complex problem. Multi-task learning
can be used to circumvent this difficulty by trying to “learn” a domain-specific bias. This
technique can be used when several similar tasks derived from the same domain are avail-
able. All the tasks are learned simultaneously and the models being trained on these tasks
are forced to exchange domain information. The transfer of information is performed by
imposing constraints on the parameters of the models. Different types of constraints exist
which correspond to different multi-task learning methods.
An important issue, related to multi-task learning, consists in determining the required
number of tasks necessary to generate an adequate bias that can help improve the gen-
eralization performance of the corresponding learning models, as well as the relationship
between the required number of tasks and the size of their training sets. A theoretical analy-
sis [1] was performed which showed that the number of necessary tasks needs to be “large”
if the training sets are “small” and vice versa. Experimental results [1, 4], obtained by
applying several multi-task learning techniques to artificially generated tasks, confirm this
analysis. They also show that generalization performance improve with increasing sizes of
the training sets for a fixed number of tasks and/or with increasing numbers of tasks for a
fixed size of the training sets. Tests on a real-world problem presented in this paper also
confirm those results.
2 Multi-Task Learning
Multi-task learning methods were developed to solve three types of problems: reducing the
training time of learning models [8], limiting the overfitting tendencies related to the use of
tasks with very low signal-to-noise ratio [5] and improving the generalization performance.
Several methods exist that deal with the last problem. They include the “Task Clustering”
technique [10] which groups classification tasks in different clusters, each containing a set
of similar tasks that are used to devise a common distance metric used for classification.
Another method consists in learning internal representations [1, 2]. This is achieved by
training several neural networks on a set of similar tasks and forcing them to share their
first hidden layers. This process therefore requires that all the networks apply the same pre-
processing to their examples and then separately analyze the preprocessed examples. An
alternative to this method corresponds to forcing the neural networks to share their last hid-
den layers [3]. In that case, each network applies a different preprocessing to its examples
and then uses a common analysis method to interpret the preprocessed information. Other
variants of the internal representation learning technique include learning representations
that do not have the same level of categorization [6] and learning a set of tasks contain-
ing only one task of interest and several complementary tasks which are used to bias the
hypothesis space of the main task [9].
Another example of methods that improve the generalization performance is the “Family
Discovery” method [7] that is used to build a parameterized family of models. This iterative
method forces all the learning models to have parameters which are close to a mixture of
manifolds defined in parameter space and that was derived by using the largest eigenvectors
obtained in a principal component analysis of the parameters of the models. In [4], a related
approach is introduced that forces the parameters of the learning models to lie on a surface
defined in parameter space. The parameters representing the surface are learned along with
the parameters defining the learning models. This approach, which is described in the next
section, was compared to the “Family Discovery” method on a set of classification tasks [4]
and was showed to have significantly better generalization performance.
3 Domain-Specific Surface Learning
Domain-specific bias learning using models trained on similar tasks can be performed by
re-parameterizing the parameters Pi of each learning model i as follows: Pi = f(θ, αi),
where Pi ∈ Rn1 , θ ∈ Rn2 , αi ∈ Rn3 with n1 ≥ n3, and n1 corresponds to the parameter
space dimensionality [4]. Each learner i in this model is defined by a set of “private”
parameters αi which are transformed according to a chosen function f defined by a set of
“shared” parameters θ. The “shared” parameters are updated using examples sampled from
all the tasks while the “private” parameters are updated using examples only sampled from
the corresponding task. The “learned” domain bias is coded in the parameters θ defining
the function f . Thus both θ and αi are simultaneously learned, using a gradient-based
technique (the conjugate gradients method, in the experiments).
This framework can be used to restrict the size of the hypothesis space of the learning
models by trying to identify in this space a surface embedding domain knowledge, and by
forcing the models to only explore hypotheses that lie on this surface. In this context, f
represents the shape of the surface whose position in the parameter space is defined by the
learned parameters θ, and the parameters Pi of each model i represent a point lying on this
surface (the position of Pi on the surface being represented by αi).
The simplest surface form is an affine manifold. More complex choices include mixtures
of affine manifolds and non-linear surfaces. In the absence of a priori knowledge that could
guide the choice of the surface type, it is important to be aware of the trade-off between the
complexity of the surface on the one hand and on the other hand, the number of available
similar tasks, the size of the training sets defining the tasks as well as the complexity of the
tasks to be learned. In [4], experimental results using an affine manifold are presented that
show improved generalization performance for a set of classification tasks.
A bias learning system using an affine manifold can be described as follows: let Pi =
{Pij}, j = 1, ..., n1, represent the n1 parameters of a model i and let θ, a (n1 − d) × d
matrix, represent the parameters defining the direction of an affine manifold whose dimen-
sionality is equal to d (d ≤ n1), and β, a n1× 1 vector, represent the offset of the manifold
with respect to the origin of the parameter space. If the position of each parameter vector Pi
on the affine manifold is represented by αi = {αik}, k = 1, ..., d, the relationship between
the Pi parameters and their corresponding αi position can be expressed as follows:
Pi = θ˜αi + β (1)
where θ˜ is an n1 × d matrix whose first d rows correspond to a d × d identity matrix and
whose last n1 − d rows correspond to the θ matrix.
Besides being used to represent the offset of the manifold, β can also be used to enforce
a proximity constraint between the Pi points. Indeed, β can serve as a reference point on
the manifold towards which all the Pi points should move (see [4] for more details). In this
case, the cost function associated with such a system can be expressed as follows:
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where M corresponds to the number of tasks trained simultaneously, K is the size of each
training set, {Xik, Yik}, k = 1, ...,K are the input and desired values for task i, gi(Pi, Xik)
is the output produced by the learning model i for the input example Xik using the param-
eters Pi and λ is a constant used to weight the proximity constraint.
4 Application to Option Pricing
4.1 European Options Data
The model described in the previous section was used for the prediction of the prices of
European call options on the S&P 500 index. A European call option entitles the buyer of
the option the right to buy a specific stock at a specific moment in the future at a smaller
price equal to the strike price K agreed upon when the option was bought. In other terms,
a person can buy at time t at the price pt the right, but not the obligation, to buy a stock at
time t + τ (where τ is called the maturity) at a price K. If at time t + τ the actual stock
price st+τ > K, the option buyer can exercise the option to pay K rather than st+τ , thus
making a profit of st+τ −K. On the other hand, if st+τ < K, the buyer would not exercise
the option, and would make no profit (but in both cases the buyer would have initially
made a “loss” of pt for buying the option). The option price pt depends on several factors
including the current stock price st, the maturity τ , the strike price K, the underlying
volatility (variability) of the price sequence, etc.
We worked on data ranging from 1987 to 1993 containing around 51 000 examples, each
corresponding to the tuple (date t, st/K, τ , stock price variance estimated over 5, 22, 66,
250 and 1250 days, pt/K), and we trained models to predict the ratio of the option price
and the strike (pt/K) using all or some of the remaining variables. Preliminary experi-
ments were performed using neural networks trained on different periods of time in the
range 1987/1993 and using different subsets of input variables. All the subsets contained
st/K and τ . The difference between the subsets consisted in using all, one or no volatil-
ity variables. The results showed that any subset including the volatility computed over a
period of 1250 days led to very poor prediction performance. Similar performance were
sometimes obtained when using subsets of inputs including the volatility computed over
250 days. As for the remaining volatilities, we obtained similar results when using subsets
of inputs including them, and when using the simple subset of inputs only containing the
variables st/K and τ . Given those results, all the experiments presented in this paper were
performed using only these 2 input variables.
4.2 Experimental Setup
The data were used to compare two training approaches differing in the way the training da-
ta were used to generate a prediction model: the first approach consists in training a single
neural network using all the training data, while the second approach consists in dividing
the training data in different subsets spanning different (possibly overlapping) periods of
time and using the multi-task learning technique described in the previous section to simul-
taneously train several neural networks, each using a different subset of the training data.
In that case, multi-task learning is used to analyze different periods of time differently
and perform domain-knowledge transfer through time. Given that the data can be non-
stationary, we argue that allowing a model to apply different analyses to different periods
of time and exchange information about these periods can lead to a model with improved
prediction performance. In what follows, we explain in detail the training procedure for
each approach and then present results to compare them.
The single-task training method was tested according to the following procedure: 20 d-
ifferent feed-forward neural network architectures were selected, each having two input
units and one output unit. The architectures had different numbers of hidden layers and/or
different numbers of units per hidden layer. Each time an experiment using a single neu-
ral network was performed, all 20 architectures were trained and for each architecture, the
experiment was repeated twice using different initial parameters. For each experiment,
model selection among the architectures was performed using the prediction performance
of a validation set.
The experiments performed using the single-task learning method were chosen in such a
way as to test its generalization performance on different periods of time, and for each
period of time to test the effect of the size of the training set on the generalization perfor-
mance. The training sets had sizes equal to 3, 6, 12 and 24 months. All validation sets
were formed of the 3 months following the training set, and the test sets (on which general-
ization performance were evaluated) contained the 12 months following the validation set.
The test sets were chosen to include a long period of time in order to compare the stability
of the single-task method with that of the multi-task learning technique. Surprisingly, both
methods had a relatively stable and consistent behavior over the 12 months period included
in each test set. Five test years were chosen to evaluate the single-task method: 1989 to
1993. For each test year, single neural networks were trained using the data corresponding
to October, November and December of the previous year as a validation set and the 3, 6,
12 or 24 months preceding October as a training set (for the test period corresponding to
1989, we didn’t perform experiments using 24 months training sets because the data we
were provided starts in 1987).
The multi-task learning method was tested as follows: 2 different feed-forward neural net-
work architectures were chosen (among the set of 20 architectures used in the single-task
method). One architecture had 25 parameters and the other one had 59 parameters. The
number of parameters in an architecture corresponds to n1, the parameter space dimen-
sionality defined in the previous section. When using the affine manifold learning method,
decisions had to be made concerning the dimensionality d of the manifold and the “weight”
λ of the proximity constraint. For a specific value of n1, several values of d were chosen,
ranging between 1 and n1, in steps of 5. And for each value of d, 5 different values of
λ were chosen including λ = 0 which corresponds to removing the proximity constraint.
Each time an experiment was performed, the two chosen neural network architectures were
used. For each architecture, all the above combinations of d and λ were tried. Model selec-
tion among all those combined choices was performed using the prediction performance of
the validation set.
The experiments, using multi-tasks learning, were designed in such a way as to evaluate the
effect of the number of tasks that are trained simultaneously and the effect of the sizes of the
training set of each task on the generalization performance. Experiments were performed
by simultaneously training 2, 3 or 4 tasks and for each such choice, using training sets of
3, 6 or 12 months for each task. As with the single-task method, the validation sets of the
different tasks that were trained simultaneously correspond to 3 months of data and the test
set is formed of 12 months. The same five test years used for the single-task method were
used when applying the multi-task learning technique. Following is an example based on
test year 1990 to explain the method used to choose the training and validation sets. In
this example, 3 tasks are trained simultaneously. When using training sets of 3 months,
the training and validation sets of task 1 respectively correspond to the time period 1/1989-
3/1989 and 4/1989-6/1989, while the training and validation sets of task 2 respectively
correspond to the period 4/1989-6/1989 and 7/1989-9/1989, and the training and validation
sets of task 3 correspond to the period 7/1989-9/1989 and 10/1989-12/1989. For training
sets of 6 months, the validation sets are kept fixed and the training sets are modified only
by adding to them the 3 months that precede the current training dates. The corresponding
training and validation sets therefore correspond to 10/1988-3/1989 and 4/1989-6/1989
for task 1, 1/1989-6/1989 and 7/1989-9/1989 for task 2 and 4/1989-9/1989 and 10/1989-
N
2 3 4
3 - 0 +
M 6 - + +
12 0 + +
Table 1: Analysis of variance results obtained when comparing the generalization perfor-
mance of single models trained without bias learning with models obtained when using
affine manifolds and simultaneously training N tasks, each having a training set corre-
sponding to M months. The “-”, “0” and “+” signs respectively mean that the single model
is significantly better, equivalent or worse than the bias learning method. The significance
level was set to 5%.
12/1989 for task 3. When using training sets of 12 months, the training and validation
test sets correspond respectively to 4/1988-3/1989 and 4/1989-6/1989 for task 1, 7/1988-
6/1989 and 7/1989-9/1989 for task 2 and 10/1988-9/1989 and 10/1989-12/1989 for task
3. The validation sets were kept fixed for different sizes of the training sets to control
the experiment setting. For training sets of 6 and 12 months, there is an overlap between
the training sets associated to different tasks. We decided to explore this idea to verify
if improved generalization performance could be obtained without having to increase the
total amount of data used to train all the tasks. In the example presented for test year 1990,
when training sets of 12 months are used, the total number of different training months is
equal to 18 months (and not 36 months).
With the multi-task learning technique, how should we perform predictions on new data
(i.e. on the test year)? Two options were possible: we could either combine the outputs of
all the models trained simultaneously or we could use the model trained on the most recent
data to make new predictions. We chose the second option and are exploring ways to apply
the first one.
4.3 Results
In the first comparison tests of the two methods, a model selection based on the valida-
tion set performance was performed on the neural networks obtained using the single-task
method with different sizes of the training sets. For each year, one network was chosen a-
mong the four networks trained on 3, 6, 12 and 24 months. The generalization performance
of the chosen networks (for the test years 1989 to 1993) were compared to those obtained
when using the multi-task learning method. An analysis of variance was performed whose
results are presented in Table 4.3. Those results show that the generalization performance
of the bias learning method improve when the number of tasks learned simultaneously in-
creases and/or when the size of the training sets increases. In Figure 1, the generalization
mean squared errors of the first method and those obtained with the bias learning method
using 3 tasks and 6 months training sets are plotted. Apart from year 1991, the multi-task
learning method nearly always outperforms the single-task method, in particular in
1989 when the performance of the single-task method deteriorate drastically.
In a second set of comparison tests, we decided to “favor” the single-task method by ap-
plying an analysis of variance to its generalization performance and choosing the training
set size that leads to the best predictions. We found that using 24 months training sets leads
to significantly better performance. So we compared models trained with 24 months using
the single-task method with the bias learning method. The results obtained by performing
an analysis of variance show that the bias learning technique trained with 3 or 4 tasks and
12 months training sets still manages to achieve significantly better performance, while the
remaining models that led to significant improvements in Table 4.3 have now performance
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Figure 1: Generalization mean squared errors measured from January 1989 to December
1993 using on the one hand a model trained with no bias learning and on the other hand the
affine manifold learning method trained on 3 tasks each using 6 months training sets.
similar to those of the single-task method. These results show that when using multi-task
learning, it is possible to use a smaller amount of data (which is “recycled” and used several
times) and manage to obtain results that are similar or better than those obtained when no
bias is learned.
5 Future Work And Conclusion
When using the affine manifold learning method, only the model trained on the most recent
data was used to estimate the ratio of the option price and the strike price. An alternative
to this choice would be to combine (using a weighted average) the predictions of all the
models that were trained simultaneously. Different combinations could be used that would
consider the past generalization performance of each model, the length of time that sepa-
rates the data that was used to train the model and the time at which predictions must be
made.
We showed in this paper how multi-task learning can be applied to transfer knowledge
through time. We also presented a framework that allows to recycle the data and use it
in different contexts leading to different domain-related knowledge. Results presented on
a real-world financial task show that multi-task learning leads to significantly improved
performance.
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