ABSTRACT
INTRODUCTION
With the annotation of many genomes, the stage is set for understanding the complex inter-relationships between genes and the ways in which they act in concert. In recent years, with new experimental tools for studying gene expression, more attention is being paid to the information present in the non-coding regions of the genome, particularly the regulatory regions. Gene regulation is one of the fundamental mechanisms by which an organism responds to external and internal biochemical signals and facilitates differentiation and important developmental events.
The importance of understanding the mechanisms of gene regulation has been well known in life sciences. One of the theories for the Cambrian explosion is that the developments of new regulatory networks lead to prototypes of virtually all-modern species. Innovative experimental techniques like Microarrays (Bucher, 1999;  http://cmgm.stanford.edu/pbrown/sporulation/; Chu et al., 1998; DeRisi et al., 1997; Lockhart et al., 1996; Spellman et al., 1998; Wolfsberg et al., 1999; Zhang, 1999) and ChipArray experiments (Ren et al., 2000; Iyer et al., 2001; Lieb et al., 2001; Simon et al., 2001) have provided a flood of data that can be mined for conserved regulatory motifs within a species and between species. Methods to detect such elements embedded in non-coding sequences are bound to accelerate our understanding of transcription factors and the vital role they play in complex organisms.
There have been two approaches for finding binding sites. One approach is based on dictionary building or word counting (Jensen and Knudsen, 2000; Vanet et al., 2000; van Helden et al., 1998 van Helden et al., , 2000 and another is based on finding over-represented words within a data set by using multiple sequence alignments. Stormo and Hartzell proposed a greedy/nearest neighbor algorithm (Stormo and Hartzell, 1989; Hertz et al., 1990) , which tries to find putative motifs on the basis of Information Content (Schneider et al., 1986) , which is based on information theory (Kullback and Leibler, 1951) . CONSENSUS (Hertz and Stormo, 1999) is the most recent version of their greedy algorithm, which can also estimate the statistical significance of information content for a given quantity of input data.
Lawrence and Reilly proposed an expectation maximization (EM) algorithm (Lawrence and Reilly, 1990 ) which represents a maximum likelihood method to solve the problem. Similarly, MEME Elkan, 1994, 1995 ) is a popular EM algorithm for aligning 5 upstream regions for cis-regulatory elements. In 1993, Lawrence and colleagues proposed a Gibbs sampling algorithm (Lawrence et al., 1993) which is a stochastic variant of the expectation maximization approach. EM and Gibbs sampling algorithms have been successfully used to search for binding motifs in gene expression data (Chu et al., 1998 , http://cmgm.stanford.edu/pbrown/sporulation/; Spellman et al., 1998) .
Alignace (Hughes et al., 2000, http: //atlas.med.harvard. edu/) a Gibbs sampling algorithm, uses maximum a posteriori log likelihood (MAP) scores to detect binding sites. Alignace also incorporates two different features into the scoring scheme to predict a motif. They are group specificity (a measure of how well a given motif is localized to certain upstream regions) and positional bias (which measures the concentration of motifs within certain distance from transcriptional start site).
In 2001, Liu and colleagues proposed a new scoring scheme, which is based on a multi-order Markov chain background (Liu et al., 2001a) . The tool called Bioprospector, is a Gibbs sampling-based multiple sequence alignment program. Thijs et al. proposed a higher order background model derived from intergenic sequences (Thijs et al., 2001) . MDscan (Liu et al., 2002) has been developed for binding site detection where a confidence estimate can be applied to the upstream regions of potentially co-regulated genes in expression array experiment.
All of the above methods have power for locating regulatory binding sites, but further significant improvement in methods is needed. In this paper a new iterative algorithm called MIRA (Markov-background Iterative Rareness Algorithm) is presented and evaluated using existing microarray data, as well as data from the Saccharomyces cerevisiae Promoter Database (Zhu and Zhang, 1999 , http://cgsigma.cshl.org/jian/). Its performance is compared with existing methods. A discussion of advantages and disadvantages of various scoring scheme is also presented.
THE PROBLEM STATEMENT
From a given set of genes, the goal is to find the subset of genes that are likely to be co-regulated as well as the likely binding site responsible for this observed co-regulation. The premise of the current work is that such subsequences are over-represented in the upstream regions of the co-regulated genes but generally rare in other parts of the genome. This makes sense from an evolutionary selection and a practical standpoint. Since only a portion of the sequences in the set may actually be co-regulated, and some sequences may have multiple sites for the same transcription factor, motif detection software must be able to accommodate these uncertainties. Given N sequences likely to contain the binding site, the width w for the site, and R, a rough estimate of number of sequences likely to have the binding site, MIRA returns top ten putative binding sites.
THE ALGORITHM
The MIRA algorithm uses an iterative procedure to find a group of 'words' or motifs that are over-represented in the upstream sequence data sets yet are rare in the overall genomic background. The basic premise of the algorithm is that transcription factor binding sites tend to occur exclusively in the upstream regions of certain genes and are not likely to be common in the remaining part of the genome. Such spurious occurrences could lead to miss-regulation. To achieve this objective, we use a scoring scheme, termed 'Least Likely Consensus' (LLC), which is composite of the Information Content of a set of words or motifs found combined with the Background Rareness (BR or logarithm of inverse background frequency) of the word or motif in the overall genome background. The premise is that sets of words, which are consistent with each other in an upstream data set, but have low frequency in the overall genome, are potentially biologically meaningful.
The algorithm chooses the first sequence as the root sequence. The first word with width w (user input parameter) is chosen and a candidate set of words is collected from rest of the sequences based on a certain pre-defined mismatch distance. The number of mismatches allowed is dependent on w and is shown in Table 1 . If the mismatch distance is too large, then there would be more noise in the initial word set, leading to possible omission of binding sites. But it was also observed that tolerance for mismatch increases with increasing w. This mismatch distance can also be defined by the user as an optional input parameter. A position specific transition matrix (PSTM) is constructed (explained later in the article) from all the candidate words. The score for each word in this initial set (Transition Ratio or TR) can be calculated as the ratio of the log of PSTM score for the word to that of background model score. This is given by
where Q(b 1 ) is the probability of occurrence of nucleotide b 1 at position 1 in the foreground, Q(b i | b i−1 ) the transition probability to position i based on position i − 1 in the foreground, P (b 1 · · · b m ) the probability of occurrence of the DNA segment in the background and,
is the transition probability based on previous m positions in the background Low scoring words are removed from the initial candidate set and PSTM is recomputed on the remaining words until convergence. The candidate set is reduced (20% lowest scoring words) based on the TRs to the expected number of binding sites R (based on user input). The LLC score for this final set is given by
where n is the number of words in the set, p ij the frequency of nucleotide j at position i, P k (b 1 · · · b m ) the probability of occurrence of kth word segment in the background and
the transition probability of kth word at position l in the background. The first major term in the LLC score above represents the consistency of the word set (how well they are represented as a consensus), while the latter terms represent the background rareness of the word set.
Information Content (IC) and BR are also calculated separately to visualize and study the individual contributions of IC and BR on the overall score. For this application, the IC for the candidate set is given by
where, p ij is the frequency of nucleotide j at position i and q j is the background frequency of nucleotide j . The Background Rareness (BR or logarithm of inverse background frequency) above is given by
where, n is the number of words in the set, P k (b 1 · · · b m ) the probability of occurrence of kth word segment in the back-
the transition probability of kth word at position l in the background. This procedure is repeated for all the words of width w in the root sequence. After this procedure one has an LLC score for each of the root word in the root sequence. Throughout this analysis, 1000 base pair upstream sequences were used. Thus one will have (1000−w) LLC, IC and BR scores at the end of this step.
The average information content of the candidate word sets which are in the top one-fifth in terms of LLC scores are computed. The candidate word sets, which have higher Information Content than this average, are re-seeded with the consensus obtained from the first iteration as the root word. After this second iteration, the top ten word sets with the highest LLC scores is returned as putative binding sites. The program also returns all the root words with the corresponding LLC, IC and BR scores for generating IC versus BR plots. This data can also be used to study the rank of oligonucleotide of interest to the biologist.
POSITION SPECIFIC TRANSITION MATRIX FOR ITERATION
The algorithm's iteration process reduces the initial set of T words to a set of R words. Generally, for typical data sets, it was observed that T is 10-20 times the value of R. Previous methods represent the binding site as a w × 4 position specific frequency matrix (PSFM). Recently, higher order profile matrices have been shown to separate signal from noise and give better results (Keich and Pevzner, 2002) . MIRA uses first order position specific transition matrix (PSTM) of dimension w × 4 × 4 for the purpose of iterative convergence. It was observed that a first order PSTM had much better convergence behavior compared to a position-independent PSFM for Micro Array data sets, especially where only a fraction of sequences have a binding site.
For a given word set, PSTM stores all possible nucleotide transitions between positions i − 1 and i. The transition score (T ) of a word using PSTM is given by the expression Using a first order model builds dependencies in adjacent positions that can be poorly represented in a positionindependent model. For example, when the size of candidate set is large compared to the number of binding sites in the data set, the most frequently observed nucleotides in neighboring positions may not actually occur simultaneously in a binding site with significant probability. This is illustrated in Figure 1 . The word set for this example consists of 5-gta-, 4-cta-, 4-cgc-, 3-atc-and 3-ttc-. While the highest scoring word according to PSFM is -ctc-, the highest scoring 'path' according to PSTM is -gta-. PSTM performed better than PSFM in the data set under investigation. For simplicity the tables do not contain pseudo-counts.
For the purpose of pattern recognition, pseudo-counts, which reflect the general background behavior, are added to the known observations. This can be understood as adding B 'random' words to the existing word set. The first position can be treated as a PSFM and the pseudo-counts (B words) are distributed proportional to the mononucleotide background frequency from the whole genome (see Lawrence et al., 1993, footnote 20) . For all other transition positions, pseudo-counts are calculated as a fraction of the first order transition probabilities calculated from whole genome. For practical purposes, choosing B = √ R gave favorable results (Lawrence et al., 1993) .
TR (defined earlier) is used to remove low scoring words during the iteration. TR is a combination of T (as a foreground model) with BR.
BACKGROUND MODEL
Unlike gene prediction tools, which can rely on strong codon biases to distinguish coding from non-coding regions (Fickett and Tung, 1992) , the foreground signals for regulatory motifs are very weak. As a result, it becomes critical to accurately model the background so that foreground signals will have contrast. Traditionally, a mononucleotide background model has been used for contrasting binding sites from non-binding sites. Markov chains and HMMs have been effectively used in a number of different applications in biological sequence analysis (Xu et al., 1994; Burge and Karlin, 1997; Salzberg et al., 1998) . Bioprospector (Liu et al., 2001a ) uses a fixed order background model (with variable order in the initial chain positions), within the Bayesian framework. In Bioprospector, the Background score is computed from the following expression
Thus, a word of width w is represented by a Markov chain of order m (with orders from 0 to m used for the initial m + 1 positions of the chain). In 2002, MDscan (Liu et al., 2001a ) utilized a background model suggested by Thijs et al. (2001) . The background model is constructed from intergenic sequences and computes the background probability of a word of width w by calculating the transition probabilities at all positions, with a single Markov chain of order m. For calculating the transition probability at first m positions, m bases preceding the word is used. Thus the background score for a word computed with a Markov chain order m is given by
MIRA uses a background-scoring scheme where the first m positions are computed based on the frequency of that m-mer in the background and the transitions that follow are predicted from an m-order chain. This makes the background score independent of the surrounding DNA. The expression for background score is
It should be noted that as m tends toward w, the score, P br , tends to change from an estimate to the actual number of occurrences of that segment in the background. Using the expression for P br , the value of BR can be calculated from the expression
BR represents the normalized background frequency of occurrence estimate of a collection of n segments. The normalization is required for comparing the BR scores of two different word sets that contain different number of segments.
To verify previous studies and to determine an effective background model order for MIRA, Markov chains from order one to order six were developed and tested using two data sets; the yeast whole genome sequence and yeast intergenic sequence. The intergenic background model performed the best, with a 4th order model optimal for longer binding sites, and a 6th order model optimal for short binding sites (w < 9).
The BR score measures a quantity similar in character to group specificity score (S) (Hughes et al., 2000) . This work incorporates group specificity measurements into the scoring scheme for Alignace. This measurement, with a threshold of S < 10 −10 , was used to identify 25 known motifs in the yeast genome and was shown to be effective for identifying yeast transcription factor binding sites. The group specificity score is given by
where M is the total number of ORFs in the Yeast genome, s 1 is the set of ORFs in which the motif is present, s 2 is the set of ORFs given as input to the software. S is the probability of finding x or greater number of motifs out of s 2 sequences. As the number of binding sites in the input sequences becomes comparable to the number of motifs present in the whole genome, the overlap of sets s 1 and s 2 increases as well and the numerator in the expression approaches 1 and S approaches 0. Likewise, if a motif is present only in the input data set then it will have the highest possible BR compared to any other collection of words from the data set.
DATA SETS
The yeast genome, Saccharomyces cerevisiae was used as the basis for the current study because of the availability of expression and regulatory motif data sets related to different cellular processes such as cell cycle, sporulation etc. Some data sets have been derived from the collection of publications in PubMed (http://www.ncbi.nlm.nih.gov/) and from individual web sites maintained by researchers. Some data sets (ABF1, EBF1, REB1 & MCM1) were extracted from the S. cerevisiae Promoter Database (SCPD) (Zhu and Zhang, 1999) . The data set for PDR was obtained from the Alignace web server (Hughes et al., 2000) . The data set for GAL4 is a combination of SCPD data and Alignace data. Data sets for CSRE (Kratzer and Schuller, 1997; Roth and Schuller, 2001; Walther and Schuller, 2001 ) and HAP1 (Deckert et al., 1995; Kennedy et al., 1999; Lodi et al., 1999 ) is a combination of SCPD data and manually compiled data from recent publications in PubMed. The MIG1 data set was extracted from the table compiled by Christopher Klein (Klein et al., 1998 , http://mips.gsf.de/proj/yeast/CYGD/db/index.html). The RAP1P data was compiled from Pavlidis et al. (2001, http :// www.cs.columbia.edu/compbio/prom-svm/) and Lascaris et al. (1999) . The data set for metabolic phase in sporulation is compiled from the work of Chu (Chu et al., 1998 , http://cmgm.stanford.edu/pbrown/sporulation/). The FKH1 microarray (Zhu et al., 2000) data set was compiled from the CLB2 cluster listed in Spellman et al. (1998) . The FKH1 (Pic et al., 2000) data was compiled from supplementary website of the work of Zhu et al. (2000, http: //genomewww.stanford.edu/fkh/fkhtab1.htm). The MAC1 data set was extracted from a microarray study by Gross et al. (2000) . For all the genes in each cluster/group, 1000 base pair upstream sequence was extracted and used as input for in silico analysis.
RESULTS
The stability of MIRA was tested on biological sequences by gradually increasing the noise in the system to a factor of 2. A comparison of the performance of MIRA with other search algorithms was also performed. These results are presented in this section. The present study concludes that, when 1000 base pair long upstream sequences are used, at least five sequences actually containing binding sites are required for correct identification of regulatory motifs. When the number of 1000 base pair sequences with motifs is increased to 10, the prediction method became less susceptible to noise. The possible reasons for limitations are also presented and discussed.
SPECIFICITY AND SENSITIVITY ANALYSIS
To check the performance of MIRA on noisy data sets and to see the dependence of results on the input parameter R, two different sets of runs were conducted. Two curated data sets for four different binding sites with R = 5 and R = 10 were made. The binding sites were chosen in such a way as to represent real biological situation. Both short and long motifs, as well as very conserved (FKH1) motifs and motifs with very variable positions (ABF1) were included in this analysis. An increasing number of randomly picked upstream sequences, 1000 base pairs long, were added to these data sets. The results of MIRA on these data sets are shown in Tables 2 and 3 and Figure 2 . Specificity is defined as the number of sequences identified with the correct consensus divided by the number Table 2 . Results of specificity and sensitivity analysis for five sequences with motif. The table shows the rank along with specificity and sensitivity for four motifs with increasing noise in the data set. For all the results shown in this table, five sequences in each data set had the known motifs (R = 5). Dashes indicate that the motif was not ranked in top 10. Sensitivity 10/10 10/10 9/10 9/10 8/10 9/10 Specificity 10/10 10/10 9/10 9/10 8/10 9/10 MCM1 Rank 1 2 2 1 1 1 (w = 16) Sensitivity 10/10 9/10 9/10 9/10 9/10 10/10 Specificity 10/10 9/10 9/10 9/10 9/10 10/12
Motif name
The table shows the rank along with specificity and sensitivity for four motifs with increasing noise in the dataset. For all the results shown in this table, five sequences in each data set had the known motifs (R = 10). Dashes indicate that the motif was not ranked in top 10.
of sequences that were identified. Sensitivity is defined as the number of sequences identified with the correct consensus divided by the number of sequences, which actually had the binding site. The results in Table 2 indicate that for short binding sites, the quality of prediction decreases rapidly with increasing level of noise in the data sets. On the other hand, the results obtained for long binding sites were quite satisfactory, even when the noise in the data was doubled (N = 10, R = 5). On further analysis it was observed that the possibility for obtaining IC higher than that of the binding site increased with increasing noise in the data sets. This was especially true for short motifs. For example, all the top 10 ranked consensus for FKH1 N = 10, R = 5 data set had a higher IC than the known motif. This explains the decreasing quality of prediction with added noise. If the number of binding sites in the data sets were increased to 10, the overall prediction quality improved. (see Table 3 ). Yet, there was a general decrease in quality of solution, in terms of rank, specificity and sensitivity of the motif, compared to the situation with less noise. The overall results of Tables 2 and 3 have been summarized as a graph in Figure 2 . Tables 2 and 3 show that the quality of prediction depends on the number of binding sites in the data set. Investigation of microarray data sets showed that MIRA grew more tolerant of improper specification of R, with increasing number of binding sites in the data set. For a completely new data set, a user can run MIRA with four different values of R (R = 60, 70, 80 and 90% of N ) and see the variation in results. If a putative motif occurs consistently in some of these runs, Table 3 (when R was set to 5) and Table 4 (when R was set to 10). For all the cases when the motif was not ranked in the top 10, the rank was taken as 15. The figure shows that the prediction quality improved with increase in number of sequences with binding sites. then they are the potential binding sites, which occur in that fraction of input sequences.
WIDTH OF THE MOTIF
The current algorithm requires width of the motif to be specified. This limits the complexity and dimensionality of the search. Investigation of the effects generated by varying the width on curated data sets gave favorable results. However, the quality of prediction decreased when there was significant noise in the data sets. Results show that in general w can be varied ±3 without affecting the solution. Figure 3 shows a plot of ICs versus the corresponding width from the data sets of all the motifs used in this paper. As the width of a binding site increases, there tend to be more positions that are variable. Even though a 17 mer has an IC of 19.0, the corresponding IC scaled to 7 will be 7.82, which is far lower than the value of 13.0 which is the IC of a binding motif of corresponding width. For an IC of 7.82 for a 7 mer, the specificity of scoring system decreases rapidly, because many random word sets, which are not binding sites, can generate such a score (see Table 2 , FKH1). This explains the difficulty in making the search independent of w. Most other methods also require w to be specified and the current study indicates that this seems to be general limitation.
COMPARISON WITH OTHER METHODS
The current study performed analysis on a series of published microarray data sets as well as on well-documented binding sites from SCPD. Analysis was performed on 14 different data sets and the results were compared with existing motif detection tools. The results of these analyses are presented in Table 4 . For the current purpose, a tool was considered to have found a binding site if it recognized at least half of the site and ranked this within the top 10 scoring sets. All methods were configured to detect motifs on both strands and report at least 10 motifs. MDscan requires at least 20 sequences with binding sites for convergence and so could be only run on four data sets. For all MDscan runs, the maximum possible set of sequences was used during the search step up to the maximum of 30 allowed by the tool. For Gibbs Sampling based tools, three independent runs were performed to evaluate the consistency of the results, because the results generated by these algorithms depend on the seed to the random number generator.
In spite of the difficult nature of the problem, the results reflect a fair amount of consistency in the prediction quality of all the tools. The quality or the strength of prediction increased with increase in both the number of sequences containing the motif and the width of the motif.
MIRA found 14 of the 14 sites tested. CONSENSUS recognized 10 of the 14 sites. The results generated by CON-SENSUS however, whenever it found the site, were in the top two. The results generated by Gibbs sampling tools (Bioprospector and Alignace) showed a certain amount of variability based on the random seed. Alignace located approximately 11 of 14 motifs. Bioprospector (with whole genome background model) recognized 13 of the 14 sites. For these tools and certain data sets, different consensus sequences were obtained for certain recognized motifs. Compared to other methods, the consistency of Gibbs sampling algorithms decreases more Table shows the various data sets along with the known binding sites and the comparison of ranks of various algorithms. An '-' indicates that the motif was not ranked in the top ten putative sites by that algorithm. For Gibbs Sampling based algorithms 3 or more runs were performed to check the consistency of the results. a N is the total number of sequences in the data set. R is the estimate of number of sequences likely to have the binding site.
dramatically as the strength of the motif decreases. For example, these methods miss the HAP1 and REB1 sites. In the Gibbs sampling tools, the score obtained for the same motif from two different runs can be different (Liu, 2001b) (for example, Bioprospector with motifs HAP1 and MAC1, and Alignace with EBF1). MDscan (which can only be run on sets of 20 or more sequences) found 4 of 4 sites in these data sets.
Another interesting point about Table 4 is the result obtained for the GAL4 data set. According to SCPD (Zhu and Zhang, 1999) , GAL4 binds to a consensus of CGGNNNNNNNNNNNCCG. Hence according to Table 1 , MIRA should not be able to find the binding site, because the number of mismatches allowed for a 17 mer is 7 and the mismatch required for GAL4 is 11. The latest findings reported from analyzing 23 sequences obtained from a ChipArray experiment (Ren et al., 2000) shows the consensus to be CGGASSASTSTSSTCCG (Liu et al., 2002) . This explains the positive MIRA result for GAL4. MIRA has been tested on many other yeast data sets besides the ones shown in Table 4 , and virtually all of these met the mismatch condition.
DISCUSSION
Regulatory element detection tools typically have two components. The first component is the alignment/searching algorithm that collects and aligns similar motifs together. The second is a scoring scheme for such sets of the aligned motifs. For N sequences of length L, an O(L N ) algorithm is required to explore all possible alignments and this is computationally intractable (Stormo and Hartzell, 1989) . Therefore binding site detection tools make approximations in the search process. For example, CONSENSUS achieves efficiency by only keeping a limited number of motif matrices as machine memory will allow. Gibbs samplers sample the search space to converge to binding sites. The current algorithm, MIRA, is a semi-heuristic semi-iterative algorithm with a predefined neighbor range defined in Table 1 . Unlike the other methods in Table 2 , which are fast linear time algorithms, MIRA is an iterative search over all sequences within a running time of O(wN L 2 ). The sensitivity of MIRA is partly derived from the extensive searching scheme built into it. Unlike MDscan, MIRA is intended to work on microarray data sets and does not require a 'confidence set' for searching. This is yet another reason why the search needs to be performed over all sequences. MIRA does require a root sequence that has the binding motif. It may fail to detect the binding site if the root sequence does not contain the motif. Researchers can get around this problem by choosing the upstream region of a specific gene of their interest as the root sequence or perhaps testing several sequences as the root.
The second component, the scoring scheme, seems to be a significant drawback of many regulatory element detection tools. The LLC score used by MIRA is similar to the one presented in Liu et al. (2002) , and has two components; IC and BR. To provide a means to examine the individual effects of these two components in separating signal from noise, MIRA generates IC and BR values for all word sets after the first phase of iteration. The binding sites generally have both high IC and BR scores and generally fall in the top right-hand corner of the plots of IC versus BR (Figs 4-6 ). The initial premise that binding sites in upstream regions are rare elsewhere in the genome seems to be justified and the BR factor significantly helps the scoring in MIRA, compared to the use of IC alone. The BR scores of binding sites perhaps reflect the selective pressure against occurrences of these motifs in other regions of a genome. Figure 4 shows IC versus BR plots for the HAP1 data set, and for both first order and fourth order Markov chain background models. For the fourth order plot, the points are more dispersed in space compared to the first order plot, even though the location of binding site remains unchanged. This indicates that the fourth order model is more effective at discriminating real from false signals.
These plots also demonstrate several other points. From the nature of the cluster one can get a sense of how closely related the input sequences are (evolutionarily close sequences would land near each other on the plot). They also provide a means for visualizing the relative strength of a prediction and how well true motifs contrast against false positives and background noise. By comparing these results with Bioprospector and Alignace, both of which are Gibbs sampling based algorithms, one can say that the Markov chain based scoring scheme improves the results presented by these previous works (Liu et al., 2001a; Thijs et al., 2001) . Hughes et al. (2000) state that the 'drawback of MAP scores is that some motifs occurring ubiquitously in a genome (A rich regions) are scored very highly, but are not likely to be relevant to specific set of genes in question'. example of such a case, and shows IC versus BR plots for the MET-SPR data set in Table 2 (genes active in the metabolic phase of sporulation in yeast). There are clearly many word sets representing common words (having low BR scores) and which have higher IC than that of the binding site. But a scoring scheme that includes both of these factors can overcome the 'common word' problem.
While both IC and BR are important for scoring potential binding site sets, IC is less adequate for shorter binding sites (Fig. 6 ). This behavior is to be expected since with a shorter word size, there is a higher chance of 'accidental consensus' among upstream sequences and therefore a higher likelihood of false positives (if ranking is based wholly on information content scores). In the current study, over-represented words occurring ubiquitously in the upstream regions are penalized using their BR score. The BR model also helps longer motifs appear over-represented in upstream regions.
Results in Table 4 show that a simple mononucleotide background model gives reasonable results (CONSENSUS and Alignace use this model). It is interesting to note the data sets for which the mononucleotide background model fails. For instance, the FKH 1 binding site consensus is GTAAACA or TGTTTAC (reverse complement). Thus 5 out of 7 positions are either an A or a T. In a AT rich genome like Yeast (62%) the mononucleotide background scoring for a sequence like GTAAACA is likely to estimate this as being too common to represent a real binding site. However algorithms like Bioprospector, MDscan and MIRA, that use more complex background models, find this site.
The basic premise on which the BR model is built (that an occurrence of transcription factor binding sites in the genome is tightly controlled by natural selection) may not be valid in all situations. If a transcription factor usually requires other factors to facilitate transcription (cooperative binding factors), the selective pressure against a single motif occurring throughout the genome could be diminished compared to situations where a factor acts more independently.
Regulatory element detection continues to be a challenging problem for computational biologists for many reasons, some of which were described above. Despite the limitations, the comparison across existing tools represented in Table 2 indicates the general usefulness of these methods in predicting regulatory elements. Further improvements in the performance will most likely require more complex background model treatment as well as an incorporation of potential interactions among sites and factors. This will be especially true as more complex eukaryotes with even more complicated regulatory networks are examined.
