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THE STRUCTURE OF CLAW-FREE BINARY
MATROIDS
PETER NELSON AND KAZUHIRO NOMOTO
Abstract. A simple binary matroid is called claw-free if none of
its rank-3 flats are independent sets. These objects can be equiv-
alently defined as the sets E of points in PG(n − 1, 2) for which
|E ∩ P | is not a basis of P for any plane P , or as the subsets X
of Fn
2
containing no linearly independent triple x, y, z for which
x+ y, y + z, x+ z, x+ y + z /∈ X .
We prove a decomposition theorem that exactly determines the
structure of all claw-free matroids. The theorem states that claw-
free matroids either belong to one of three particular basic classes
of claw-free matroids, or can be constructed from these basic classes
using a certain ‘join’ operation.
1. Introduction
This paper proves an exact structure theorem for the simple binary
matroids with no three-element independent flat. All our material
could be stated in terms of finite geometry, additive combinatorics, or
matroid theory; the terminology we use borrows from all three areas,
with an emphasis on the last.
A simple binary matroid (hereon just a matroid) is a pair M =
(E,G), where G is a finite binary projective geometry PG(n − 1, 2),
and the ground set E is any subset of the points of G. We abuse
notation by writing G for the set of points of G. The dimension of
M is the dimension n of G as a geometry. Two matroids (E1, G1) and
(E2, G2) are isomorphic if some isomorphism from G1 to G2 maps E1 to
E2. A matroid N is an induced restriction (or induced submatroid) of
M if N = (E∩F, F ) for some subgeometry F of G; write M |F for this
matroid. If M has no induced restriction isomorphic to N , then M is
N-free. Our terminology is somewhat nonstandard in matroid theory;
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2 NELSON AND NOMOTO
our matroids are essentially simple binary matroids in the usual sense,
except we include the extrinsic ambient space G, which need not be
spanned by the ground set, in the definition.
If B is a basis of an n-dimensional projective geometry G, we write
In for the matroid (B,G). Call I3 a claw. Note that a matroid (E,G)
is claw-free if and only if P ∩E is not a basis of P for any plane P of G.
We prove that claw-free matroids can all be constructed from matroids
in one of three ‘basic classes’ of claw-free matroids via a single ‘join’
operation that preserves the property of being claw-free. We need to
define these classes and the join operation before stating the result.
A triangle of G is a two-dimensional subgeometry. If E contains no
triangle of G then M = (E,G) is triangle-free (a triangle-free matroid
is also known as a cap or capset). The complement ofM is the matroid
M c = (G\E,G). We say M is a PG-sum if E is the disjoint union of
two (possibly empty) subgeometries of G. Finally, call M even-plane
if all of its 3-dimensional induced restrictions have even-sized ground
sets. It is easy to see that PG-sums and even-plane matroids are claw-
free, and, since the complement of a claw contains a triangle, that the
complements of triangle-free matroids are claw-free.
To define our join operation, it is useful to think of the points of a bi-
nary projective geometry G as vectors; write [G] for the n-dimensional
vector space G ∪ {0} ∼= Fn2 associated with G ∼= PG(n − 1, 2). Write
+: [G]2 → [G] for the sum operation in this vector space, and extend
this notation to sets, writing X + Y for {x + y : x ∈ X, y ∈ Y } and
x+ Y for {x}+ Y .
The lift-join of two matroids M1 = (E1, G1) and M2 = (E2, G2) is
the matroid M1 ⊗M2 = (E,G), where G is a projective geometry of
dimension dim(G1)+dim(G2) containing disjoint copies of both G1 and
G2, and E = E1 ∪ (E2 + [G1]).
While ⊗ is noncommutative, we will prove in Lemma 2.3 that it is
associative, and preserves the property of being claw-free. We can now
state our main result.
Theorem 1.1. A matroid M is claw-free if and only if M can be
obtained via lift-joins from matroids that are either PG-sums, even-
plane matroids, or the complements of triangle-free matroids.
This theorem resembles Chudnovsky and Seymour’s classification of
claw-free graphs [3]. The matroids It, being maximally acyclic, play the
role of trees, motivating the use of the term ‘claw’ (which describes the
more symmetric of the two three-edge trees) to refer to I3. Moreover,
two of our basic classes are similar to natural classes of claw-free graphs;
PG-sums are analogous to the graphs G having a vertex v adjacent
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to every other vertex, for which G − v is the union of two cliques,
and the complements of triangle-free matroids behave similarly to the
complements of triangle-free graphs, which are clearly claw-free.
It seems that this is part of a larger phenomenon, and that our
theorem forms part of the natural ‘exponential’ analogue of the theory
of the subgraph order. Binary matroids with the ‘restriction’ order, as
we have defined them, resemble simple graphs with the subgraph and
induced subgraph order in a variety of deep contexts (see [1,2,4,5,6,8],
for example).
Although there is a well-studied generalisation of graphs to ‘graphic
matroids’ that is vital in the theory of matroid minors, it takes less
of a central role here, and usually the natural theorems in the ‘binary
restriction’ setting do not imply much about graphs; the techniques
used to solve matroidal problems tend to differ greatly from those for
the analogous questions in graph theory, even while the graph-theoretic
flavour of the theorems remains present. This can be a blessing and a
curse. The matroidal analogues of theorems about subgraphs can be
very difficult, or even fail completely. However, in many other cases the
matroidal proofs go more smoothly in a way that can make matroids
even seem more pleasant than graphs. The main theorem of this paper
is certainly one of the latter cases – the classification of claw-free graphs
required a series of long papers, and (necessarily) incorporates both
technically defined basic classes and sporadic examples – by contrast,
Theorem 1.1 is easy to state, and its entire proof, while not short, is
contained in this paper. This gives hope that harder questions about
induced restrictions are within reach, even when their graph-theoretic
analogues appear outside the range of current techniques.
In particular, one might hope for a structure theorem for the It-free
matroids for larger t. We show later (see Corollary 2.5) that such a
class is closed under lift-joins, but it is not clear what other operations
and basic classes might be required.
χ-boundedness. Let χ(G) and ω(G) respectively denote the chro-
matic number and the clique number of a graph G. Clearly χ(G) ≥
ω(G); a class G of graphs is χ-bounded if there is a function f such that
χ(G) ≤ f(ω(G)) for all G ∈ G. The class of claw-free graphs is known
to have this property ([12]), and it is a notorious conjecture ([9,12])
that the same is true when ‘claw-free’ is replaced by ‘T -free’ for any
fixed tree T .
For an n-dimensional matroid M = (E,G), write ω(M) for the di-
mension of the largest subgeometry of M contained in E, and define
χ(M) = n − ω(M c). The parameter ω is a natural analogue of clique
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number. The parameter χ, known as the critical number ofM and also
called critical exponent, is an analogue of chromatic number (this may
not seem obvious at first look, but turns out to be a natural analogy in
many ways; for example, if M = M(G) is the graphic matroid of the
graph G, then χ(M) = ⌈log2(χ(G))⌉ – see [10] p. 588 for a discussion).
The lower bound χ(M) ≥ ω(M) is easy to show, since the dimensions
of disjoint subgeometries of G sum to at most n. As with graphs, a
class M of matroids is χ-bounded by a function f if χ(M) ≤ f(ω(M))
for all M ∈ M. Unfortunately, [2] shows that the class of claw-free
matroids does not enjoy this property for any function.
Theorem 1.2 ([2], Theorem 1.3). For all k ≥ 0, there is an even-plane
matroid M with ω(M) ≤ 2 and χ(M) ≥ k.
Since even-plane matroids are claw-free, this implies that the claw-
free matroids are not a χ-bounded class. As a consequence of our
structure theorem, we prove that even-plane matroids present the only
obstruction to χ-boundedness.
Theorem 1.3. If N is an even-plane matroid, then the class of N-free,
claw-free matroids is χ-bounded.
Rough structure. The χ-boundedness in Theorem 1.3 follows from
the fact that claw-free matroids with bounded ω are very highly struc-
tured. One way to state this structure is the following theorem.
Theorem 1.4. For all s ≥ 1 there exists k ≥ 2 so that, if M is a claw-
free matroid and ω(M) ≤ s, then M is the lift-join of 2s+ 1 matroids,
each of which either is even-plane, or has dimension at most k.
We will show (see Lemma 2.7) that ω(M1 ⊗M2) = ω(M1) + ω(M2)
for all matroids M1,M2. Since even-plane matroids have ω ≤ 2 while
ω(N) ≤ dim(N) for each N , the conclusion of the theorem above im-
plies that ω(M) ≤ (2s + 1)k. Thus, we can view the theorem as a
qualitative structure theorem for claw-free matroids with bounded ω.
We hope that this kind of statement will apply equally when, instead
of excluding a claw, we exclude It for some arbitrary fixed t. That is, we
want to describe theM for which ω(M) ≤ s, but also σ(M) ≤ t, where
σ(M) is the largest ℓ for whichM has an induced Iℓ-restriction. Ideally,
we would like a theorem that describes all such matroids as belonging
to some constructively described class Ms,t within which ω and σ is
bounded. Theorem 1.4 does this when t = 2 (i.e. in the claw-free case);
the description incorporates small matroids, even-plane matroids, and
lift-joins.
For larger t, the description in Theorem 1.4 will fail for two rea-
sons. The first is the existence of classes that generalise the even-plane
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matroids. For each t ≥ 1, let Et denote the class of matroids whose
t-dimensional induced restrictions all have ground sets of even size. It
was shown in [2] that Ej properly contains Ei for i < j, and that these
classes are structurally rich, growing richer as t grows. Theorem 3.2 of
[2] gives a complete description of all these classes in terms of an iter-
ative construction. It is easily seen that ω(M) < t for all M ∈ Et, and
that σ(M) < t for all t odd and M ∈ Et. Therefore, any description
of the matroids for which ω and σ are bounded by t must describe all
matroids in Et′ , where t′ is the largest odd integer with t′ ≤ t.
The second reason is because lift-joins are not general enough. For
example, the direct sum M =M1⊕M2 of two matroids M1 = (E1, G1)
andM2 = (E2, G2) (defined as M = (E1∪E2, G) where G is a minimal
projective geometry containing G1 and G2 as disjoint subgeometries)
satisfies ω(M) = max(ω(M1), ω(M2)) and σ(M) = σ(M1) + σ(M2);
therefore, performing a bounded number of direct sums does not in-
crease ω and σ arbitrarily, and so (say) the class of matroids that
are direct sums of at most 5 even-plane matroids satisfies ω ≤ 2 and
σ ≤ 10, and is not described by any classes or constructions already
discussed.
In fact, there is a common generalisation of lift-joins and direct sums.
Call a projective subgeometry of G a flat of G. For matroids M1 =
(E1, G1) and M2 = (E2, G2) and flats F1, F2 of G1, G2 respectively, let
M1 ⊗F1,F2 M2 = (E,G), where G, as usual, is a minimal projective
geometry containing G1 and G2 as disjoint flats, and
E = (E1 ∪ E2) ∪ (F1 + (E2 ∩ F2)).
This is a partial lift-join; if F1 or F2 is empty then it is a direct sum,
and if Fi = Ei for each i, it is a lift-join. We will show in Lemma 2.8
that σ(M) ≤ 2(σ(M1) + σ(M2)) + 3 and ω(M) ≤ ω(M1) + ω(M2),
regardless of the Fi. We believe that this operation is general enough
to write down a structure conjecture.
Conjecture 1.5. For all s, t ≥ 1 there exists k ≥ 2 such that, if M is
a matroid with ω(M) ≤ s and σ(M) ≤ t, then M can be constructed
via partial lift-joins from matroids M1, . . . ,Mk, where each Mi is in Ek.
Note, since σ(M) ≤ k and ω(M) < k for all M ∈ Ek, that the
conclusion implies that σ(M) and ω(M) are bounded. Note also that
we do not need to distinguish the case where theMi are small, as small
matroids are all in Ek whenever k is sufficiently large. We expect that if
the above conjecture is true, the required k will be very large compared
to s and t.
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The codimension of a flat F in a projective geometry G is defined
to be dim(G)− dim(F ). The following is an alternative version of the
statement in Theorem 1.4.
Theorem 1.6. For all s ≥ 1 there exists k ≥ 2 such that, for every
claw-free matroid M = (E,G) with ω(M) ≤ s, there is a flat F of G
whose codimension at most k, such that M |F is the lift-join of 2s + 1
even-plane matroids.
It is clear that ω(M) ≤ ω(M |F ) + k for every codimension-k flat, so
the outcome of this theorem still certifies bounded ω. For each matroid
M = (E,G), define α(M) = ω(M c) = dim(M) − χ(M c). This is the
analogue of the ‘independence number’ of a graph, and is equal to the
largest dimension of an induced submatroid of M whose ground set is
empty. Another consequence of Theorem 1.1 is a qualitative structure
theorem where we bound α instead of ω in the hypothesis.
Theorem 1.7. For all s ≥ 1 there exists k ≥ 2 such that, for every
claw-free matroid M = (E,G) with α(M) ≤ s, there is a flat F of G
whose codimension at most k, such that M |F is the lift-join of 2s + 1
matroids whose complements are triangle-free.
Density. We say a matroid M = (E,G) is full-rank if G = cl(E).
We prove a theorem that exactly determines the sparsest claw-free
matroids, showing that they are exponentially dense.
Theorem 1.8. Let M = (E,G) be a full-rank, r-dimensional claw-free
matroid. Then |E| ≥ 2⌊r/2⌋+2⌈r/2⌉−2. Equality holds precisely when E
is the disjoint union of two flats of G of dimensions ⌊r/2⌋ and ⌈r/2⌉.
It is a rare property for N to give rise to an exponential lower bound
like the above on the density of full-rank N -free matroids; indeed, if
N 6∼= It is a full-rank t-dimensional matroid, then the matroid Ir is a
full-rank N -free matroid with only linearly many elements. We conjec-
ture that Theorem 1.8 will generalise to excluding an arbitrary It.
Conjecture 1.9. Let t ≥ 2 and r ≥ t be integers. If M = (E,G) is a
full-rank, r-dimensional matroid with no induced It-restriction, then
|E| ≥ s2⌈r/(t−1)⌉ + (t− 1− s)2⌊r/(t−1)⌋ − (t− 1),
where s is the remainder of r on division by t − 1. Equality holds
precisely when E is the disjoint union of flats F1, . . . , Ft−1 whose di-
mensions sum to r, where | dim(Fi)− dim(Fj)| ≤ 1 for all i, j.
Although this extremal structure is simple, we expect that this con-
jecture will be difficult to prove. Even for t = 3, we do not know
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a way that does not use the full strength of Theorem 1.1. The fol-
lowing weaker conjecture might be more amenable to a direct proof.
Theorem 1.8 implies that λ =
√
2 satisfies the conjecture when t = 3.
Conjecture 1.10. For all t ≥ 3 there exists λ > 1 such that for each
r ≥ t, every full-rank, r-dimensional matroid M = (E,G) with no
induced It-restriction satisfies |E| > λr.
Excluding anticlaws. A anticlaw is the complement of a claw. Using
our structure theorem for claw-free matroids, it is possible to give a
structure theorem for claw-free, anticlaw-free matroids. We say that a
matroid M = (E,G) is a target if there exist flats F0 ⊆ F1 ⊆ . . . ⊆
Fk ⊆ G such that E is the union of Fi+1\Fi for all even i (note that
flats are allowed to be empty).
Theorem 1.11. A matroid M is claw-free and anticlaw-free if and
only if M is a target.
2. Preliminaries
Flats. We call a subgeometry of G a flat of G. Flats correspond to
vector subspaces, and hence a flat F is equivalently characterised by
the property that F ∪ {0} is closed under addition; recall that we
write [F ] for this set. We call flats of dimension 2 and 3 triangles and
planes respectively. (The word ‘line’ may seem more appropriate for
a 2-dimensional flat, but we go with ‘triangle’ in analogy with graph
theory.) A maximal proper flat of G is a hyperplane. A d-dimensional
flat has 2d − 1 elements.
Note that a triangle of G is equivalently a triple {x, y, x + y} ⊆ G
with x 6= y. As well as [F ] being closed under addition, it is also
clearly true that x + y ∈ F for all distinct x, y ∈ F ; i.e. no triangle
of G contains exactly two elements of F . Taking complements, we see
that if no triangle of G contains exactly one element of E, then G\E is
a flat of G. Matroids with this property play a special role in extremal
theory. For an integer t ≥ 0, a Bose-Burton geometry of order t is a
matroid M = (E,G) for which G\E is a flat of dimension dim(G)− t.
These matroids are named after the authors of [1], who proved the
following geometric analogue of Tura´n’s theorem.
Theorem 2.1. Let M = (E,G) be a matroid. If t ≥ 0 and E contains
no (t+1)-dimensional flat of G, then |E| ≤ 2dim(M)(1−2−t). If equality
holds, then M is an order-t Bose-Burton geometry.
If we know not just that every triangle T satisfies |T ∩ F | 6= 2, but
that |T ∩ F | is always odd, then F must be either equal to G or a
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hyperplane of G, since otherwise F is a flat of codimension at least 2,
so its complement contains a triangle.
Lift-joins. A coset of a flat F in a flat G ⊇ F is any proper translate
of the subspace [F ] of [G], i.e. a set of the form F = x+ [F ] for some
x ∈ G\F . The set G\F partitions into cosets of F . We do not consider
the set F itself a coset.
For disjoint projective geometries G1, G2, write G1⊕G2 for the pro-
jective geometry G = ([G1]⊕ [G2])\{0}, where the second ‘⊕’ denotes
the vector space direct sum. Note that dim(G) = dim(G1) + dim(G2);
we naturally identify each [Gi] with its copy in [G1]⊕ [G2], and accord-
ingly think of G1 and G2 as disjoint subgeometries of G1⊕G2. We can
thus define the lift-join of matroids M1 = (E1, G1) and M2 = (E2, G2)
slightly more formally by
M1 ⊗M2 = (E1 ∪ (E2 + [G1]), G1 ⊕G2).
Note that Mi = (M1 ⊗M2)|Gi for each i ∈ {1, 2}. A set Y ⊆ G is
mixed with respect to a matroid M = (E,G) if Y intersects both E
and G\E; otherwise it is unmixed. We now prove a lemma that will
allow us to recognise lift-joins.
Lemma 2.2. Let M = (E,G) be a matroid and F be a flat of G. The
following are equivalent.
(1) F has no mixed cosets with respect to M .
(2) M is a lift-join of M |F and another induced submatroid of M .
(3) M is the lift-join of M |F and M |J for each maximal flat J of
G that is disjoint from F .
Proof. Suppose that (1) holds. Let J be a maximal flat of G that is
disjoint from F ; note that each coset of F intersects J in exactly one
element. For each x ∈ J , the fact that the coset [F ] + x is unmixed
implies that ([F ] + x) ⊆ E if and only if x ∈ E, and ([F ] + x)∩E = ∅
if and only if x /∈ E. Therefore E = (E ∩ F ) ∪ ⋃x∈E∩J([F ] + x) =
(E ∩ F ) ∪ ((E ∩ J) + [F ]). It follows that M = (M |F )⊗ (M |J). Thus
(1) implies (3).
Clearly (3) implies (2); suppose that (2) holds, so M is the lift-join
of M |F and M |K for some flat K of G that is disjoint from F . Thus
E = (E ∩ F ) ∪ ((E ∩ K) + [F ]). Let x, y ∈ G\F belong to the same
coset of F in G, so x+ y ∈ F . If x ∈ E then x ∈ (E ∩K) + [F ] and so
y ∈ (E ∩K) + [F ] ⊆ E. Therefore x ∈ E implies that y ∈ E; it follows
that F has no mixed cosets. 
IfM = (E,G) is a matroid and F is a nonempty proper flat of G that
has no mixed cosets with respect toM , then we call F a decomposer of
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M , and say that F decomposes M . The above lemma shows that M is
a lift-join of two smaller matroids if and only if M has a decomposer.
Note that if F decomposes M and F ′ decomposes M |F , then F ′ also
decomposes M , since each coset of F partitions into cosets of F ′.
Lemma 2.3. ⊗ is associative.
Proof. Let Mi = (Ei, Gi) for i ∈ {1, 2, 3} with the Gi disjoint. Both
the matroids (M1⊗M2)⊗M3 andM1⊗ (M2⊗M3) have ambient space
G = G1 ⊕G2 ⊕G3. The first has ground set
(E1∪(E2+[G1]))∪(E3+[G1 ⊕G2]) = E1∪(E2+[G1])∪(E3+[G1]+[G2]).
The second has ground set
E1∪ ((E2∪ (E3+ [G2]))+ [G1]) = E1∪ (E2+ [G1])∪ (E3+ [G1] + [G2]),
giving the lemma. 
To show that lift-joins preserve the property of being claw-free, we
prove something more general. Recall that M = (E,G) is full-rank if
G = cl(E).
Lemma 2.4. Let N be a full-rank matroid of dimension at least 3,
containing no four distinct elements that sum to zero. If M1 and M2
are N-free matroids, then so is M1 ⊗M2.
Proof. LetMi = (Ei, Gi) for i ∈ {1, 2} and letM =M1⊗M2 = (E,G).
By Lemma 2.2, no coset of G1 is mixed with respect to M . Let F
be a flat of G for which M |F ∼= N . Since M1 is N -free, we have
F 6⊆ G1; since cl(E ∩ F ) has dimension dim(F ) > dim(F ∩ G1), we
have (E ∩ F )\G1 6= ∅; let x ∈ (E ∩ F )\G1.
If dim(F ∩G1) ≥ 2 then let v, w ∈ F ∩G1 be distinct. Since [G1]+x
is unmixed and intersects E, we have
E ⊃ [G1] + x ⊃ {x, x+ w, x+ v, x+ v + w}.
These four distinct elements all belong to E∩F ; this is a contradiction,
since they sum to zero. Thus dim(F ∩G1) ≤ 1.
If |F ∩G1| = 1 then let w be its element; since dim(E∩F ) ≥ 3 there
is some y ∈ (F ∩E)\ cl({x, w}). Now y ∈ E\G1 and so [G1]+y ⊆ E; it
follows that {x, x+w} ⊆ E and {y, y+w} ⊆ E. But x, x+w, y, y+w
are distinct elements of F ∩ E with sum zero, again a contradiction.
If F ∩ G1 = ∅ then, for each element z of F , the coset [G1] + z
intersects F in exactly one element z′ and moreover, the map ψ : z 7→ z′
is a linear injection from F to G2. Since G1 has no mixed cosets, we
have ψ(z) ∈ E if and only if z ∈ E, and so M |F and M |ψ(F ) are
isomorphic. The latter is an induced restriction of the N -free matroid
M |G2, giving a contradiction to M |F ∼= N . 
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For t ≥ 3, the matroid It satisfies the hypotheses of the above lemma.
This gives the following.
Corollary 2.5. If t ≥ 3 is an integer then the class of It-free matroids
is closed under lift-joins.
The next two lemmas establish some more properties of lift-joins.
Lemma 2.6. If F is a decomposer of a matroid M = (E,G), and
K,K ′ are flats of G disjoint from F for which cl(F ∪K) = cl(F ∪K ′),
then there is an isomorphism ψ from M |K to M |K ′ for which each
x ∈ K satisfies x+ ψ(x) ∈ [F ].
Proof. Since K and K ′ are each disjoint from F while cl(F ∪ K) =
cl(F∪K ′), we have dim(K) = dim(K ′), and each coset of F in cl(F∪K)
meets K and K ′ in a single element each. For each x ∈ K, let ψ(x)
be the unique element of ([F ] + x) ∩K ′. Since F is a decomposer we
have ψ(x) ∈ E if and only if x ∈ E. For each x ∈ K ′ the coset [F ] + x′
intersects K in some point x for which x′ = ψ(x), so ψ is surjective and
thus bijective. Finally, for distinct x, y ∈ K the elements ψ(x) + ψ(y)
and ψ(x+ y) are both in ([F ] + (x+ y)) ∩K ′, so are equal. Thus ψ is
an isomorphism. 
Lemma 2.7. If M ∼= M1 ⊗M2, where Mi = (Ei, Gi) then
• M c ∼=M c1 ⊗M c2 ,
• M | cl(F1∪F2) = (M1|F1)⊗(M2|F2) for all flats F1, F2 of G1, G2,
• ω(M) = ω(M1) + ω(M2), and
• χ(M) = χ(M1) + χ(M2).
Proof. Let M = (E,G), where G = G1⊕G2 and E = E1∪ ([G1] +E2).
To see the first part, note that
Ec = G\(E1 ∪ ([G1] + E2))
= (G1\E1) ∪ ([G1] +G2)\([G1] + E2)
= (G1\E1) ∪ ([G1] + (G2\E2)),
where we use the fact that every z ∈ [G1]+G2 is uniquely expressible in
the form z = x+y for x ∈ [G1] and y ∈ G2. This gives M c =M c1⊗M c2 .
For the second part, let F = cl (F1 ∪ F2). We have
E ∩ F = ((E1 ∪ E2) ∩ F ) ∪ ((F1 + (E2 ∩ F2)) ∩ F )
= (E1 ∩ F1) ∪ (E2 ∩ F2) ∪ (F1 + (E2 ∩ F2))
= (E1 ∩ F1) ∪ ([F1] + (E2 ∩ F2)),
from which it follows that M |F = (M1|F1)⊗ (M2|F2).
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For each i ∈ {1, 2} let ωi = ω(Mi) and let Ki ⊆ Ei be a flat of
dimension ωi. Then K1 ∪ ([K1] + K2) = cl(K1 ∪ K2) is a flat of G
contained in E by the previous part, giving ω(M) ≥ ω1 + ω2.
Now let F be a flat of G for which F ⊆ E. LetK be a maximal flat of
F that is disjoint fromG1; note that dim(F ) = dim(K)+dim(F∩G1) ≤
dim(K) + ω1. Since G = G1 ⊕G2, the flat cl(G1 ∪K) intersects G2 in
a flat K ′ for which cl(G1 ∪K) = cl(G1 ∪K ′). By Lemma 2.6 we have
M |K ∼= M |K ′ = M2|K ′, and since K ⊆ E this implies that K ′ ⊆ E2
and so dim(K ′) ≤ ω2. Thus dim(F ) ≤ ω1 + ω2, and the third part
follows. Finally, let n = dim(G) and ni = dim(Gi) for each i. We have
χ(M) = n− ω(M c) = (n1 + n2)− ω(M c1)− ω(M c2) = χ(M1) + χ(M2)
giving the last part. 
Two nice special cases of lift-joins are when either M1 or M2 has
dimension 1, or equivalently when M has a decomposer that is either
a single element or a hyperplane. These cases correspond to more
elementary constructions that preserve being claw-free. Since they are
important in our proof, we discuss them here. Let M = (E,G).
If H is a hyperplane of G, it is easy to see that H decomposes M
if and only if G\H is either contained in E or disjoint from E. In the
latter case we have cl(E) ⊆ H , so M is not full-rank; conversely, if M
is not full-rank, then any hyperplane containing cl(E) is a decomposer.
If an element a of G satisfies a + E = E, then a /∈ E and {a}
is a decomposer of M . If a satisfies a + (E ∪ {0}) = E ∪ {0}, then
a ∈ E and {a} is a decomposer of M . In fact, it is easy to see that
{a} is a decomposer of M if and only if one of these two statements
holds. If a + E = E, then by Lemma 2.6, all restrictions of M to
hyperplanes not containing a are isomorphic; for each hyperplane H of
G with a /∈ H , we say that M is a doubling of M |H . So every matroid
that is a doubling has a decomposer.
We now prove the fact asserted in the introduction about the interac-
tion of the parameters ω and σ with partial lift-joins. This lemma will
not be needed in the rest of the paper. Recall that a partial lift-join of
M1 = (E1, G1) and M2 = (E2, G2) is a matroid M = M1 ⊗F1,F2 M2 =
(E,G1 ⊕ G2), where E = (E1 ∪ E2) ∪ (F1 + (E2 ∩ F2)) for some flats
F1, F2 of G1, G2 respectively. Recall also that σ(M) is the largest ℓ for
which M has an induced Iℓ-restriction.
Lemma 2.8. If M is a partial lift-join of matroids M1 and M2, then
• ω(M) ≤ ω(M1) + ω(M2) and
• σ(M) ≤ max(3, 2(σ(M1) + σ(M2)))
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Proof. Let M = (E,G) and Mi = (Ei, Gi) for each i, where G =
G1⊕G2 and E = (E1∪E2)∪(F1+(E2∩F2)). Let E ′ = E1∪([G1]+E2),
so (E ′, G) = M1 ⊗M2. It is clear that E ⊆ E ′, from which it follows
that ω(M) ≤ ω(M1 ⊗M2) = ω(M1) + ω(M2) by Lemma 2.7.
Let t = σ(M) and consider an induced It-restrictionM |K ofM . Let
J = E ∩ K. Let F = cl(F1 ∪ F2) and (J1, J2) = (J ∩ F, J\F ). From
Lemma 2.7 it follows that M |F = (M1|F1) ⊗ (M2|F2). Now M | cl(J1)
is an induced I|J1|-restriction of M |F , and so |J1| ≤ σ(M |F ). We now
claim that σ(M |F ) ≤ max (2, σ(M1|F1), σ(M2|F2)). Let s = σ(M |F ).
If s > max (σ(M1|F1), σ(M2|F2)) then M1|F1 and M2|F2 are Is-free
but M |F is not; since M |F = (M1|F1) ⊗ (M2|F2), Corollary 2.5 gives
a contradiction unless s ≤ 2; this implies the claimed bound.
The matroid M | cl(J2) is an induced I|J2|-restriction of M . Since F
is a flat and J is an independent set, we also have F ∩ cl(J2) = ∅.
Therefore J2 ⊆ E\F ⊆ E1 ∪ E2 ⊆ G1 ∪ G2. For each i ∈ {1, 2}, we
have cl(J2∩Gi)∩Fi = ∅, soMi| cl(J2∩Gi) =M | cl(J2∩Gi) ∼= I|J2∩Gi|.
Therefore |J2 ∩ Gi| ≤ σ(Mi) for each i ∈ {1, 2}, and so |J2| = |J2 ∩
(G1 ∪G2)| ≤ σ(M1) + σ(M2). Combining the above bounds, we get
σ(M) = |J | ≤ max (2, σ(M1|F1), σ(M2|F2)) + σ(M1) + σ(M2),
which implies that σ(M) ≤ max(3, 2(σ(M1)+σ(M2))) as required. 
PG-sums. Recall that a matroid M = (E,G) is a PG-sum if E is
the disjoint union of at most two flats of G. We say that M is a
strict PG-sum if M is full-rank and its ground set is the union of
exactly two disjoint nonempty flats F1, F2. If this is the case, then
G\E = F1 + F2, and in fact |F1 + F2| = |F1||F2|; i.e. every x ∈ G\E is
uniquely expressible as x = x1 + x2 where x1 ∈ F1 and x2 ∈ F2. The
next lemma shows that PG-sums are ‘perfect’.
Lemma 2.9. If M is a PG-sum then χ(M) = ω(M).
Proof. It suffices to consider the case where M = (E,G) is a strict
PG-sum, since otherwise either M is not full-rank and we can pass to
the restriction (E, cl(E)), or E = G and the conclusion is obvious. Let
F1, F2 be disjoint flats of G whose union is E, and let ni = dim(Fi) and
n = dim(M), so n = n1 + n2. Assume that n1 ≤ n2; we clearly have
ω(M) = n2.
Let F ′1 ⊆ F2 be an n1-dimensional flat and let ψ be an isomorphism
from M |F1 to M |F ′1. Let K = {x + ψ(x) : x ∈ F1}. Note that K ⊆
F1 + F2 = G\E. Since F1 and F ′1 are flats, for distinct x, y ∈ K we
have x+ y ∈ K. Finally, since |F1||F2| = |F1 +F2|, we have |K| = |F1|
so dim(K) = n1 = n−n2. It follows that χ(M) ≤ n2 = ω(M), and the
result follows. 
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The class of PG-sums is clearly closed under taking induced restric-
tions; it follows from this that PG-sums are claw-free. In fact, we
can easily characterize the class by forbidding four particular three-
dimensional induced restrictions. Define P5 and K4 to be the unique
three-dimensional matroids on 5 and 6 elements respectively (the lat-
ter’s name comes from its association with the complete graph on four
vertices). Let C4 denote the four-element three-dimensional matroid
whose ground set sums to zero.
Lemma 2.10. M is a PG-sum if and only if it is (I3, C4, P5, K4)-free.
Proof. The forwards direction follows from the fact that the class of PG-
sums is closed under taking induced restrictions, and that the matroids
I3, C4, P5 or K4 are not PG-sums.
Conversely, suppose that M = (E,G) is (I3, C4, P5, K4)-free. Let F
be a largest flat of G that is contained in E. We may assume that
3 ≤ |E| < |G| and that F 6= E, as otherwise M is a PG-sum.
Suppose first that |F | = 1. Let v1 ∈ F and v2, v3 ∈ E\F . By
maximality, E contains none of the elements v1+v2, v1+v3, v2+v3. But
thenM | cl({v1, v2, v3}) is isomorphic to either I3 or C4, a contradiction.
So |F | ≥ 3. Let v1 ∈ E\F . Then for any v2 ∈ F , we must have
v1 + v2 /∈ E; otherwise, by maximality there exists v3 ∈ F such that
v1 + v3 /∈ E, but then M | cl({v1, v2, v3}) has either 5 or 6 elements, so
is either an induced P5 or K4-restriction. Now, let v1, v2 ∈ E\F . We
claim that v1 + v2 ∈ E\F , which will imply that E\F is a flat of G
and hence that M is a PG-sum. Suppose not, and let v3 ∈ F . Then
M | cl({v1, v2, v3}) is isomorphic to either I3 or C4, a contradiction. 
Even-plane matroids. Write E3 for the class of even-plane matroids
(the matroids (E,G) where |E ∩ P | is even for every plane P of G).
The material we need on even-plane matroids comprises a pair of re-
sults from [2], which considers their internal structure in detail, and a
straightforward lemma. The first is easy to state.
Theorem 2.11 ([2], Theorem 1.2). If M,N ∈ E3 and M has no N-
restriction, then χ(M) ≤ dim(N) + 4.
The second result we need from [2] requires a definition. We say
that a matroid M = (E,G) is a semidoubling of a matroid N if there
is a hyperplane H of G, a hyperplane H ′ of H , and an element a of
G\(H∪E) for whichM |H = N , while E = (E∩H)∪(a+((H\E)∆H ′)).
This condition is equivalent to the statement that for each x ∈ H , we
have a+ x ∈ E if and only if either x ∈ H ′ ∩ E or x ∈ (H\H ′)\E.
The significance of semidoublings is that they preserve the property
of being even-plane.
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Theorem 2.12 ([2, Corollary 3.4]). The class of even-plane matroids
is closed under doublings and under semidoublings.
Finally, the following lemma is immediate.
Lemma 2.13. If M = (E,G) ∈ E3 and H is a hyperplane of G, then
(E∆(G\H), G) ∈ E3.
Proof. Let P be a plane of G. Note that |P ∩ (G\H)| is either 0 or 4,
and that |E∩P | is even. Hence |E∆(G\H)∩P | = |E∩(P ∩H)|+ |(P ∩
(G\H))\E| ≡ |E∩ (P ∩H)|+ |P ∩ (G\H)∩E| = |E∩P | (mod 2). 
Restricted Triangles. Finally, we state and prove a lemma that gives
a global structure in a matroid for which certain types of triangle are
forbidden. We use this result remarkably often to find decomposers.
Lemma 2.14 (Coset Lemma). Let (P,Q,R) be a partition of a binary
projective geometry G for which no triangle T of G satisfies |T ∩P | ≥ 1
and |T ∩ R| = 1. Then
• cl(P ) ⊆ P ∪Q, and
• All cosets of cl(P ) in G are contained in Q or R.
Furthermore, if (R1, R2) is a partition of R and G has no triangle that
intersects P , R1 and R2, then all cosets of cl(P ) in G are contained in
Q, R1 or R2.
Proof. Let 0X = {0} for all X ⊆ [G], and let kX = X + (k − 1)X
for all k ≥ 1. Note that [cl(X)] = ∪k≥1(kX). Let P ′ = P ∪ {0}.
The triangle condition given implies that P ′ + (P ′ ∪Q) ⊆ P ′ ∪Q. An
easy inductive argument gives that kP ′ ⊆ P ′ ∪ Q for all k ≥ 1; thus
[cl(P )] = ∪k≥1(kP ′) ⊆ P ′ ∪Q and so cl(P ) ⊆ P ∪Q as required.
Let A be a coset of cl(P ); note that A ⊆ G\ cl(P ) ⊆ Q ∪ R. If A
contains a vector w ∈ Q, then a similar inductive argument gives that
w+kP ′ ⊆ P ′∪Q for all k ≥ 0 and so A = [cl(P )]+w = ∪k≥0(w+kP ′) ⊆
Q. Otherwise A ⊆ R, as required.
Finally, if (R1, R2) is a partition of R as in the hypothesis, then for
each coset A ⊆ R of cl(P ), we have (A∩R1)+P ′ ⊆ A∩(G\R2) = A∩R1.
If A contains some u ∈ R1, then induction gives u + kP ′ ⊆ R1 for all
k ≥ 0; it follows that A = ∪k≥0(u+ kP ′) ⊆ R1. So each coset of cl(P )
that is contained in R is contained in either R1 or R2, as required. 
Targets. Recall that M = (E,G) is a target if there are distinct flats
F0 ⊂ . . . ⊂ Fk of G for which E is the union of Fi+1\Fi over all even
i < k. We show that targets are closed under some basic properties.
Lemma 2.15. The class of targets is closed under taking induced re-
strictions, complementations, and lift-joins.
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Proof. Note that if F0 ⊆ . . . ⊆ Fk are flats ofG, not necessarily distinct,
for which E is the union of Fi+1\Fi over all even i < k, then we can
remove consecutive pairs of equal flats from the sequence to obtain such
a sequence where the flats are distinct, certifying that M = (E,G) is a
target. Thus we can allow the Fi in the definition to be equal. It follows
from this fact that targets are closed under taking induced restrictions
and under complementation (consider the sequence (∅, F0, . . . , Fk, G)
if k is odd and (∅, F0, . . . , Fk−1, G) if k is even).
Finally, suppose that M1 = (E1, G1) and M2 = (E2, G2) are targets;
let F0 ⊆ . . . ⊆ Fs be flats of G1 and K0 ⊆ . . . ⊆ Kt be flats of G2
certifying this. By possibly appending a copy of Fs to the end of the
first sequence, we may assume that s is odd. Let K ′i = G1 ⊕ Ki for
each i ∈ {1, . . . , t}, so G1 ⊆ K ′0 and K ′0, . . . , K ′t is a nested sequence of
flats of G1 ⊕G2. If M = (E,G1 ⊕G2) =M1 ⊗M2, then
E = E1 ∪ ([G1] + E2)
= ∪i(Fi+1\Fi) ∪ ([G1] + (∪j(Kj+1\Kj)))
= ∪i(Fi+1\Fi) ∪
(∪j(K ′j+1\K ′j)
)
,
where the unions are taken over all even i and j with i < s and
j < t. Now, since s is odd while Fs ⊆ G1 ⊆ K ′1, the sequence
(F0, F1, . . . , Fs, K
′
0, . . . , K
′
t) certifies thatM is a target, as required. 
3. Large Decomposers
Before proceeding, we restate Theorem 1.1 in terms that will be more
convenient. The equivalence follows from Corollary 2.5 and Lemma 2.2,
as well as the obvious fact that the three basic classes are claw-free.
Theorem 3.1. If M = (E,G) is a claw-free matroid, then either
• M is even-plane,
• M c is triangle-free,
• M is a strict PG-sum, or
• M has a decomposer.
We will prove Theorem 3.1 by induction on the dimension of M ,
and we are thus interested in when a decomposer F of some induced
submatroid M |H of M extends to a decomposer of M = (E,G) itself.
This section and the next address a few special cases of this that turn
out to be all we need: namely, where H is a hyperplane of G, and the
decomposer F is minimal and has dimension either 1 or dim(H)− 1.
In what follows, we will frequently be obtaining a contradiction by
finding a claw. Abusing terminology slightly, we say that a set X is
itself a claw in a matroid M = (E,G) if X is a three-element linearly
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independent set with X = E∩cl(X). Having such anX is equivalent to
having an induced I3-restriction. To check that {x, y, z} is a claw in this
sense, it suffices to verify that x, y, z ∈ E and x+y, y+z, x+z, x+y+z /∈
E ∪ {0}. To keep our proofs somewhat concise, we will usually just
assert that various three-element sets are claws without writing the
required checks explicitly; we have endeavoured to ensure that when
we do this, the check is easy to perform with information recently
established.
In many lemmas to come, we will consider a partition (X0, X1) of a
hyperplane H defined by X1 = (a+E) ∩H and X0 = H\X1 for some
element a of G\H . This partition can be defined alternatively by its
property that for all x ∈ H , we have x ∈ X1 if and only if x+ a ∈ E.
We will first consider the case in which some hyperplane H has a
minimal decomposer F which is itself a hyperplane of H . This implies
that the coset H\F is either contained in E or disjoint from E; the
next two lemmas deal with these subcases.
Lemma 3.2. Let M = (E,G) be a claw-free matroid, let H be a hy-
perplane of G and let F be a hyperplane of H. If H\F ⊆ E and M |F
has no decomposer, then either
• M c is triangle-free, or
• M has a decomposer F ′ containing F .
Proof. Let A = H\F . Suppose for a contradiction that M c has a
triangle, and that no flat F ′ containing F is a decomposer of M . Thus
F does not decompose M , so F has a mixed coset B. Fix an element
a ∈ B\E, and let X1 = (a + E) ∩ H and X0 = H\X1. Note that
X1 ∩ F 6= ∅ since B is mixed.
We may assume that A ∩ X0 6= ∅, as otherwise A + a ⊆ E, which
implies that the coset G\(F ∪B) = A ∪ (A+ a) of F ∪B is contained
in E, and so F ∪ B decomposes M . Let v ∈ A ∩X0, so a+ v /∈ E.
3.2.1. Let T ⊆ H be a triangle. Then
• if T ⊆ F and |T ∩X0| = 2 then T ⊆ E, and
• T does not intersect all three of X0\E,X1\E and X1 ∩ E.
Subproof: For the first part, let T = {v1, v2, v3} with T ∩X0 = {v1, v2}.
Note that {v}∪ (T +v) ⊆ A ⊆ E. If v1 /∈ E, then {v+v1, a+v+v1, v}
is a claw if v+v1 ∈ X1 and {v+v2, v+v3, a+v3} is a claw if v+v1 ∈ X0;
either case gives a contradiction, so v1 ∈ E. Symmetrically we have
v2 ∈ E. If v3 /∈ E, then {v, v+ v3, a+ v3} is a claw if v + v3 ∈ X0, and
{v + v1, v1 + v2, a+ v + v3} is a claw if v + v3 ∈ X1. Thus v3 ∈ E.
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For the second part, let T = {v1, v2, v3} ⊆ H be a triangle for which
v1 ∈ X0\E, v2 ∈ X1\E and v3 ∈ X1 ∩ E. Then {a + v1, a + v3, v3} is
claw; thus, there are no such triangles. 
We may now apply Lemma 2.14 to conclude the following.
3.2.2. F ∩X0 ⊆ E.
Subproof: Suppose not, so that (F\E) ∩ X0 6= ∅. Let (P,Q,R) =
((F\E) ∩ X0, (F ∩ E) ∩ X0, F ∩ X1). The choice of a implies that
R 6= ∅. This is a partition of F , and by the first part of the previous
claim, no triangle T of F satisfies |T ∩P | ≥ 1 and |T ∩R| = 1, as such a
triangle contains exactly two elements of X0 but is not contained in E.
Moreover, if (R1, R2) = ((F\E) ∩X1, (F ∩ E) ∩X1), then no triangle
of F intersects P,R1 and R2 by the second part of the claim.
Thus, we can apply Lemma 2.14 to the flat F with the given par-
tition, so the flat F ′ = cl(P ) satisfies F ′ ⊆ P ∪ Q ⊆ X0, and every
coset of F ′ in F is contained in either Q,R1 or R2; none of these sets is
mixed with respect to M , so it follows that either F ′ = ∅, F ′ = F , or
F ′ is a decomposer of M |F . The last case contradicts hypothesis. The
fact that R is nonempty and F ′ ⊆ P ∪Q = F\R implies that F ′ 6= F ,
and so F ′ = ∅. This yields P = ∅, giving the claim. 
This claim, together with the fact that H\F ⊆ E, implies that each
triangle of G containing a must intersect E. Recall that by assumption,
M c has a triangle T0. As just observed, we have a /∈ T0. For each x ∈ T0
we therefore have x+a ∈ E, as otherwise {a, x+a, x} does not intersect
E. It follows that T0 + a ⊆ E, so E ∩ cl(T0 ∪ {a}) = T0 + a and T0 + a
is thus a claw, giving a contradiction. 
Next, we consider the case in which the coset of H\F is disjoint from
E. Although the statement is not self-complementary, the first part of
its proof is surprisingly similar to the proof of the previous case.
Lemma 3.3. Let M = (E,G) be a claw-free matroid, let H be a
hyperplane of G and let F be a hyperplane of H with |F | > 1. If
(H\F ) ∩ E = ∅ and M |F has no decomposer, then either
• M and M |F are both strict PG-sums, or
• M has a decomposer F ′ containing F .
Proof. Let A = H\F , so A∩E is empty. Suppose that neither outcome
holds. Thus, F is not a decomposer, so has a mixed coset B. Fix an
element a ∈ B ∩ E, and let X1 = (a + E) ∩ H and X0 = H\X1.
That B is mixed implies that X0 ∩ F 6= ∅. If A ⊆ X0, then the set
A ∪ (A + {a}) = G\(F ∪ B) is disjoint from E and so F ∪ B is a
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decomposer of M ; thus A ∩ X1 6= ∅. Let v ∈ A ∩ X1, so a + v ∈ E.
We claim the following.
3.3.1. Let T ⊆ H be a triangle. Then
(i) if T ⊆ F and |T ∩X1| = 2, then T ⊆ E, and
(ii) T does not intersect all three of X1\E,X0\E and X0 ∩ E.
Subproof: For (i), suppose that T ⊆ F and |T ∩X1| = 2; let {v1, v2} =
T ∩X1 and {v3} = T ∩X0. Note that v + [T ] is disjoint from E. Now
cl({a, v, v3}) ∩ E = {a, a+ v} ∪ (E ∩ {v3, a+ v + v3}),
and
cl({v3, a+v, a+v1})∩E = {a+v1, a+v2, a+v}∪(E∩{v3, a+v+v3}),
which implies that {v3, a+v+v3} ⊆ E, as otherwise one of these planes
gives a claw in M . We have
cl({a+ v, v1, a+ v2}) ∩ E = {a+ v, a+ v2} ∪ ({v1, a+ v + v1} ∩ E)
and
cl({a, v, v1}) ∩ E = {a, a+ v1, a+ v} ∪ ({v1, a+ v + v1} ∩ E),
so, similarly, {v1, a + v + v1} ⊆ E. Thus v1 ∈ E and, symmetrically,
v2 ∈ E; therefore T ⊆ E.
For the second part, note that if T = {v1, v2, v3} is a triangle with
v1 ∈ X1\E. v2 ∈ X0\E and v3 ∈ X0∩E, then cl(T ∪{a})∩E = {a, a+
v1, v3} and so M has a claw. Thus, there are no such triangles. 
We may now apply Lemma 2.14 to conclude the following.
3.3.2. F ∩X1 ⊆ E.
Subproof: Suppose not, so that (F\E)∩X1 6= ∅. Define a partition of
F by (P,Q,R) = ((F\E)∩X1, F ∩E ∩X1, F ∩X0) and let (R1, R2) =
((F\E) ∩X0, F ∩ E ∩X0). Recall that R 6= ∅ by the choice of a.
The previous claim gives that no triangle T of F satisfies |T ∩R| = 1
and |T ∩ P | ≥ 1, and that no triangle of F intersects all three of
P,R1, R2; thus, Lemma 2.14 implies that the flat F
′ = cl(P ) satisfies
F ′ ⊆ P∪Q, while each coset of F is contained inQ,R1 orR2. As before,
this implies that F ′ has no mixed cosets in F , so either F ′ = ∅, F ′ = F ,
or F ′ is a decomposer ofM |F ; the last case contradicts the hypothesis,
and we have F ′ 6= F because R 6= ∅; it follows that F ′ = ∅ and so
P = ∅, which gives the claim. 
We now diverge from the techniques in Lemma 3.2. The previous
claim gives that the sets X0∩E,X0\E and X1∩E induce a partition of
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F . We now show that this partition naturally gives rise to a partition
of A = v + [F ].
3.3.3. For all u ∈ F ,
• If u ∈ X0 ∩ E, then v + u ∈ X1.
• If u ∈ X0\E, then v + u ∈ X0.
• If u ∈ X1 ∩ E, then v + u ∈ X0.
Subproof: The first two are immediate; if u ∈ X0 ∩ E and v + u ∈ X0,
then {a, u, a+ v} is claw. Moreover, if u ∈ X0\E and v+u ∈ X1, then
{a, a+ u+ v, a+ v} is a claw.
Finally, suppose for a contradiction that u ∈ X1∩E but v+u ∈ X1.
Then we claim that {u} is a decomposer of M |F ; since {u} 6= F and
all cosets of {u} are pairs of the form {w,w + u}, it suffices to show
that there does not exist w ∈ F\{u} for which w /∈ E and u+ w ∈ E.
Consider such a w. By 3.3.2, we have w ∈ X0. If u+w ∈ X1, then this
is a contradiction to 3.3.1(i), so u+ w ∈ X0. The first two statements
of the current claim imply that v + u + w ∈ X1, and v + w ∈ X0, but
then {a, a+ v+ u+w, a+ v+ u} is a claw. Thus, {u} is a decomposer
of M |F , contradicting the hypothesis. 
3.3.4. F ∩X1 and (F ∩ E) ∩X0 are flats.
Subproof: Suppose there is a triangle T of F such that |T ∩ X1| = 2.
Let {v1, v2} = T ∩ X1 and {v3} = T ∩ X0. Then 3.3.1 gives T ⊆ E,
and 3.3.3 gives {v+ v1, v+ v2} ⊆ X0 and v+ v3 ∈ X1. But this implies
that {a + v, a + v1, v2} is a claw. So there are no such triangles. This
implies that F ∩X1 is a flat in F .
Now, suppose that F has a triangle T for which |T ∩ (E ∩X0)| = 2.
Let {v1, v2} = T ∩ E ∩ X0 and {v3} = T\{v1, v2}. If v3 ∈ E\X0
then {a, v1, v2} is a claw. If v3 ∈ X1, then v3 ∈ E, and 3.3.3 gives
{v+v1, v+v2} ⊆ X1 and v+v3 ∈ X0. Now {a, v1, a+v+v2} is a claw.
It follows that there are no such triangles, so F ∩E ∩X0 is a flat. 
Let F1 = F ∩ X1 and F2 = F ∩ E ∩ X2; we know from the above
and 3.3.2 that F1, F2 are flats with F1 ⊆ E. Since E ∩A = ∅, we have
E ∩H = E ∩ F = F1 ∪ F2. Moreover,
E\H = {a} ∪ (a+X1)
= {a} ∪ (a+ (X1 ∩ F )) ∪ (a+ ({v} ∪ (v +X0 ∩ F ∩ E)))
= (a+ [F1]) ∪ ((a+ v) + [F2]),
where the second line uses 3.3.3. It follows that
E = (E ∩H) ∪ (E\H) = F1 ∪ F2 ∪ (a + [F1]) ∪ ((a+ v) + [F2]),
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which is the union of the disjoint flats cl(F1∪{a}) and cl(F2∪{a+v}),
neither of which is contained in F . It follows that M and M |F are
PG-sums.
By hypothesis, dim(F ) > 1. If M |F is not a strict PG-sum then
either F ⊆ E, or E ∩ F is contained in a hyperplane of F . In either
case, some hyperplane decomposes M |F , a contradiction. So M |F is
a strict PG-sum; i.e. cl(E ∩ F ) = F . But the flat {a, v, a + v} is
disjoint from F , so cl(E) contains cl(F ∪ {a, a + v}) = G, and thus
cl(E) = G. Since F 6⊆ E we have E 6= G and so M is therefore also a
strict PG-sum. 
4. Small Decomposers
We now handle the cases where M has a hyperplane H for which
M |H has a one-element decomposer. These are harder. We first con-
sider the case where this decomposer is contained in E.
Lemma 4.1. Let M = (E,G) be a claw-free matroid. If H is a hyper-
plane of G, and {b} ⊆ E is a decomposer of M |H, then either
• M c is triangle-free, or
• M has a decomposer containing b.
Proof. Let Ec = G\E. Suppose that M has no decomposer; thus, {b}
has a mixed coset B in M ; let a ∈ B ∩ Ec. Note that a /∈ H since
B 6⊆ H ; let X1 = (a + E) ∩ H and X0 = H\X1. By construction
we have b ∈ X1. Fix a hyperplane F of H for which b /∈ F . Let
Fj = {v ∈ F : |{a+ v, a+ b+ v}∩E| ≡ j (mod 2)} for each j ∈ {0, 1}.
We may assume that F1 ⊆ E; indeed, if there exists v ∈ F1∩Ec, then
{b, a+ b, a+ v} gives a claw provided v ∈ X1, and {b, a+ b, a+ b+ v}
gives a claw if v ∈ X0. We now argue that we can apply Lemma 2.14
to a certain partition of F ; the proof is unilluminating.
4.1.1. The sets Q = X1∩F0∩E, R = X0∩F0∩Ec and P = F\(Q∪R)
satisfy the hypotheses of Lemma 2.14 in the flat F .
Subproof: Since F1 ⊆ E, the four sets
(P1, P2, P3, P4) = (X0 ∩F1 ∩E,X0 ∩F0 ∩E,X1∩F1 ∩E,X1 ∩F0 ∩Ec)
form a partition of P . Suppose that the claim fails; then F has a
triangle {v1, v2, v3} for which v1 ∈ P , v2 ∈ P ∪Q and v3 ∈ R. The fact
that v3 ∈ R implies that v3, v3 + a, v3 + b, v3 + a+ b /∈ E.
Suppose first that v2 ∈ Q, which gives v2, b+v2, a+v2, a+b+v2 ∈ E.
If v1 ∈ P1 ∪ P2 = X0 ∩ E, then {v1, v2, a + v2} is a claw and if v1 ∈
F1∩X1∩E, then {b+v1, b+v2, a+b+v2} is a claw. If v1 ∈ F1∩X0∩Ec,
then {a+ b+ v1, v2, a + v2} is a claw. Thus v2 ∈ P .
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If v1, v2 ∈ P then there exist i, j so that v1 ∈ Pi and v2 ∈ Pj; we
may assume by symmetry that i ≤ j. A careful check shows that
• {b, a + b+ v1, a+ b+ v2} is a claw if (i, j) = (1, 1),
• {v2, b+ v1, a + b} is a claw if i ∈ {1, 2} and j = 2,
• {v1, v2, a+ v2} is a claw if i ∈ {1, 2} and j = 3,
• {b, a + v1, a+ v2} is a claw if (i, j) = (3, 3),
• {a+ b, a + v2, b+ v1} is a claw if (i, j) = (1, 4),
• {a+ b, v1, a+ v2} is a claw if j = 4 and i ∈ {2, 3},
• {a+ b, a + b+ v1, a+ b+ v2} is a claw if (i, j) = (4, 4),
giving a contradiction in all cases. 
It follows from Lemma 2.14 that every coset of cl(P ) is contained in
Q or in R, and that cl(P ) ⊆ P ∪Q.
Suppose that R 6= ∅, so cl(P ) 6= F . We argue that the flat D =
cl({a, b} ∪ P ) is a decomposer in M ; let A be a coset of D in G.
Now A has the form A0 + {0, a, b, a + b} for some coset A0 of cl(P )
in F ; we either have A0 ⊆ Q or A0 ⊆ R. If A0 ⊆ Q then A =
A0 + {0, a, b, a + b} ⊆ Q + {0, a, b, a + b} ⊆ E by definition of Q. If
A0 ⊆ R then A = A0 + {0, a, b, a + b} ⊆ R + {0, a, b, a + b} ⊆ Ec by
the definition of R. In either case, A is not mixed in M . Furthermore,
since cl(P ) 6= F we have dim(cl(P )) < dim(G) − 2 and so dim(D) ≤
dim(cl(P )) + 2 < dim(G). Thus D is a decomposer of G containing b,
giving a contradiction.
So R = ∅; we now argue that M c is triangle-free. Indeed, the fact
that F = P ∪Q implies that for each v ∈ F , each triangle in the plane
cl({v, a, b}) contains an element of E. Every triangle of G containing a
is contained in such a plane, so each triangle of G containing a contains
an element of E. Thus if T ⊆ Ec is a triangle, then a /∈ T , and for
each x ∈ T we must have x + a ∈ E. This implies that T + {a} is a
claw in M . So M c is triangle-free. 
We now handle the complementary case where M |H has a one-
element decomposer that is not contained in E. This case turns out to
be extremely intricate, and very different from the previous case, even
though the matroids involved ostensibly only differ in a single element.
We first need a lemma that recognises even-plane matroids.
Lemma 4.2. Let M = (E,G) be a claw-free matroid, let H be a hyper-
plane of G, and let b ∈ H\E be such that, for all u ∈ G\{b}, we have
|E ∩ {u, u+ b}| = 1 if and only if u /∈ H. Then, for every hyperplane
F of H not containing b, either
• M |F is even-plane, or
• M |F is a Bose-Burton geometry.
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Proof. Let F be a hyperplane of H not containing b, and suppose that
M |F is not even-plane. Let a ∈ G\H ; we have |E ∩ {a, a+ b}| = 1 by
hypothesis; we may assume that a ∈ E and a+ b /∈ E.
Let X1 = (a+H)∩X1 and X0 = H\X1. The hypotheses imply that
if v ∈ H\{b}, then {v, b+ v}∩E has even size, and {v, b+ v}∩X0 has
odd size. The next claim essentially states that given a flat K of H ,
there is another flat K ′ where M |K = M |K ′, and the elements of K ′
have some desired intersction with X0 and X1.
4.2.1. If K is a flat of H with b /∈ K, and I0, I1 are disjoint subsets of
K for which I0 ∪ I1 is linearly independent, then there is a flat K ′ of
H, not containing b, and an isomorphism ψ from M |K to M |K ′ for
which ψ(I0) ⊆ X0 and ψ(I1) ⊆ X1.
Subproof: By replacing I0, I1 with supersets if necessary, we may as-
sume that I0 ∪ I1 is a basis for K. For each i ∈ {0, 1} and x ∈ Ii, let
ψ(x) be the unique element of {x, x + b} ∩ Xi, and extend ψ linearly
to all x ∈ K. Let K ′ = ψ(K). The linear independence of I0 ∪ I1 ∪{b}
implies that ψ is injective. Moreover, it is clear that ψ(v) ∈ {v, v + b}
for all v ∈ K and so, since |E ∩{v, v+ b}| is even, ψ is an isomorphism
fromM |K toM |K ′ that has the required property by construction. 
4.2.2. If P is a plane of H not containing b, then either P ⊆ E, or
|P ∩ E| is even.
Subproof: Let P be a counterexample. Suppose first that |P ∩ E| = 5,
so P ∩ E = {v1, v2, v3, v1 + v2, v1 + v3} for some linearly independent
v1, v2, v3; by 4.2.1 with (I0, I1) = ({v1, v2, v3},∅), we may assume that
v1, v2, v3 ⊆ X0. Now
E ∩ cl({a, v2, v3}) = {a, v2, v3} ∪ (E ∩ {a+ v2 + v3}),
which implies that a + v2 + v3 ∈ E, and
E∩cl({a, v1, a+v2+v3}) = {a, v1, a+v2+v3}∪(E∩{a+v1+v2+v3}),
which gives a + v1 + v2 + v3 ∈ E. But now v1 + v2, v1 + v3, and
a+ v1 + v2 + v3 give a claw in M .
Suppose now that |P ∩ E| = 3. Since M |P is not a claw, we must
have E∩P = {v1, v2, v1+v2} for some v1, v2; let v3 ∈ P\E. By 4.2.1 we
may assume that v1, v3 ∈ X0 and v2 ∈ X1. This implies that b+v2 ∈ X0
and b+ v1, b+ v3 ∈ X1. Now
E ∩ cl({a, v1, v3}) = {a, v1} ∪ (E ∩ {a + v1 + v3}),
which implies that a + v1 + v3 /∈ E, and
E ∩ cl({a, b+ v2, v3}) = {a, b+ v2} ∩ (E ∩ {a+ b+ v2 + v3})
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giving a + b + v2 + v3 /∈ E; thus a + v2 + v3 ∈ E. Now the set
{v1 + v2, a+ v2, a+ v2 + v3} is a claw.
Finally, suppose that |P ∩ E| = 1; by 4.2.1 we may assume that
P = cl({v1, v2, v3}) where {v1} = P ∩E and v1 ∈ X0 while v2, v3 ∈ X1.
Then {v1+v2, v1+v3, v2+v3} ⊆ X1, as otherwise one of {a, v1, a+v2},
{a, v1, a + v3} or {a, a + v2, a + v3} is a claw. Hence v1 + v2 + v3 ∈
X1, as otherwise {a, v1, a + v2 + v3} is a claw. But now the triple
{a + v1 + v2, a + v1 + v3, a + v1 + v2 + v3} is a claw, completing the
contradiction. 
By the above claim and the assumption thatM |F is not even-plane,
we can conclude that E contains a plane of F . Let K be a largest flat
of F for which K ⊆ E; by the above, dim(K) ≥ 3. If K = F then
M |F is a Bose-Burton geometry, as required. Otherwise, let v ∈ F\E.
Let K1 = {(v + E) ∩ K} and K0 = K\K1. If some triangle T of
K has even intersection with K1, then the plane cl(T ∪ {v}) contains
an odd number of elements of E and contains the nonelement v of E,
contradicting 4.2.2. Thus, every triangle of K has odd intersection
with K1; it follows that either K1 is a hyperplane of K, or K1 = K.
If K1 is a hyperplane of K, then since dim(K) ≥ 3, there is some
triangle T ⊆ K1 and some w ∈ K0. Now T + w ⊆ K0 and so E ∩
cl(T ∪ {v+w}) = T , so |E ∩ cl(T ∪ {v+w})| = 3, contradicting 4.2.2.
So K1 = K, and thus K + v ⊆ E. This argument applies for every
v ∈ F\E, and by the maximality of K, every coset of K contains such
a v. Therefore every coset A of K satisfies |A∩E| = |A| − 1 = |K|. It
follows that |E ∩ F | = 2dim(F )(1 − 2−dim(K)). Since E ∩ F contains no
flat of dimension larger than dim(K), Theorem 2.1 implies that M |F
is a Bose-Burton geometry, as required. 
We can now deal with the case where M |H has a one-element de-
composer disjoint from M .
Lemma 4.3. Let M = (E,G) be a claw-free matroid and let H be a
hyperplane of G. If {b} ⊆ H\E is a decomposer of M |H, then either
• M c is triangle-free,
• M is even-plane, or
• M has a decomposer.
Proof. Suppose that M c has a triangle and M has no decomposer, so
{b} has a coset {a, a+ b} in M where {a, a+ b} ∩ E = {a}. We argue
throughout a series of claims that M is even-plane. Since {b} is a
decomposer of H , we have a /∈ H ; as usual, let X1 = (a+H) ∩ E and
X0 = H\X1. Note that b ∈ X0. Let Ec = G\E and define a partition
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(H0, H1) of H\{b} by
Hi = {v ∈ H\{b} : |{a+ v, a+ b+ v} ∩ E| ≡ i (mod 2)}.
If H\{b} ⊆ E then recall that Ec contains a triangle T of G. This
T intersects H and so b ∈ T , which implies that a /∈ T , giving cl(T ∪
{a})∩E = {a}+T , which yields a claw in M . This is a contradiction,
so {b} has a coset that is disjoint from E.
If v ∈ H0 ∩X0 ∩ E then {a, v, b+ v} is a claw. If v ∈ H0 ∩X1 ∩ Ec
then {a, a+ b+ v, a+ v} is a claw; it follows that H0 ⊆ E∆X0, and so
for every v ∈ H0 the set v + {0, a, b, a+ b} is unmixed in M .
4.3.1. H1 6⊆ E.
Subproof: Suppose that H1 ⊆ E. Then the sets
(P,Q,R) = (H1 ∩ E,H0 ∩X1 ∩ E,H0 ∩X0 ∩ Ec)
partition H . Let F be a hyperplane of H not containing b, and let
(P ′, Q′, R′) = (P ∩ F,Q ∩ F,R ∩ F ); we just saw that H\E contains
a coset of {b} which implies that R contains such a coset, so R′ 6= ∅.
We show that the partition (P ′, Q′, R′) of F satisfies the hypotheses
of Lemma 2.14. If it does not, then F has a triangle {v1, v2, v3} with
v1 ∈ P, v2 ∈ P ∪ Q and v3 ∈ R. If v2 ∈ Q and v1 ∈ X0, then
{a + v2, a + b + v2, a + b + v1} is a claw. If v2 ∈ Q and v1 ∈ X1, then
{a+ v2, a+ b+ v2, a+ v1} is a claw. If v2 ∈ P then {a, i1b+ v1, i2b+ v2}
is a claw, where i1 and i2 are the binary scalars for which v1 ∈ Xi1
and v2 ∈ Xi2 . So Lemma 2.14 applies to (P ′, Q′, R′) in F , giving
cl(P ′) ⊆ P ′ ∪Q′, while every coset of cl(P ′) in F is contained in either
Q′ or R′.
We now argue that D = cl({a, b}∪P ′) is a decomposer ofM . Clearly
D 6= ∅, and since cl(P ′) ⊆ (P ′ ∪ Q′) and R′ 6= ∅, we have cl(P ′) 6= F
which implies that dim(cl(P ′)) < dim(F ) and dim(D) < dim(M).
Consider a coset A of D; now A = A0 + {0, a, b, a + b} for some coset
A0 of cl(P
′) in F . If A0 ⊆ Q′ then A = A0 + {0, a, b, a + b} ⊆ Q +
{0, a, b, a + b} ⊆ E by the definition of Q, and if A0 ⊆ R′ we have
A ⊆ Ec by the definition of R. Therefore D has no mixed cosets in G,
and is thus a decomposer of M ; this is a contradiction. 
4.3.2. For each flat K of H with K ⊆ H1, either M |K ∈ E3 or M |K
is a Bose-Burton geometry.
Subproof: Let G′ = cl(K ∪ {a, b}) and H ′ = G′ ∩H . Let M ′ = M |G′;
we apply Lemma 4.2 to b and H ′ in G′. Let v ∈ G′\{b}. If v ∈ H ′
then |{v, b + v} ∩ E| ∈ {0, 2} since no coset of {b} in H is mixed. If
v ∈ {a, a+ b} then |{v, b+ v} ∩ E| = 1 and, if v ∈ (G′\H ′)\{a, a+ b},
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then the plane cl({a, b, v}) intersects K in an element w for which
v ∈ {w+a, w+a+b}; since w ∈ H1 this implies that |{v, b+v}∩E| = 1.
Thus, for all v ∈ G′\{b}, we have |{v, b + v} ∩ E| = 1 if and only if
v /∈ H , and the claim follows from Lemma 4.2. 
Define a partition (P,Q,R1, R2) of H\{b} by
(P,Q,R1, R2) = (H1 ∩ Ec, H1 ∩ E,H0 ∩X0 ∩ Ec, H0 ∩X1 ∩ E).
Note that since H1 6⊆ E we have P 6= ∅.
4.3.3. G has no triangle T with |T ∩ P | ≥ 1 and |T ∩ (R1 ∪ R2)| = 1,
and there is no triangle of G that intersects P,R1 and R2.
Subproof: Let R = R1 ∪R2. The definition of the Hi and the fact that
{b} is a decomposer imply that each set W ∈ {P,Q,R1, R2, R1 ∪ R2}
satisfies W = {b}+W .
To see the first part, let {v1, v2, v3} be a triangle of G with v1 ∈ P ,
v2 ∈ P ∪ Q and v3 ∈ R. For each i ∈ {1, 2}, the set {vi, vi + b}
intersects X0 in exactly one element wi, and we have w1 + w2 ∈ {v1 +
v2, v1 + v2 + b} ⊆ R, so {w1, w2, w3 = w1 + w2} is a triangle with
w1 ∈ P ∩X0, w2 ∈ (P ∪Q) ∩X0 and w3 ∈ R.
Suppose that w2 ∈ Q. If w3 ∈ R1 then {a, a+ b+ w1, w2} is a claw.
If w3 ∈ R2 then {a+w3, a+ b+w3, a+ b+w2} is a claw. Suppose now
that w2 ∈ P . If w3 ∈ R1 then {a, a + b + w1, a + b + w2} is a claw. If
w3 ∈ R2 then {a+w3, a+ b+w3, a+ b+w2} is a claw, completing the
contradiction.
For the second part, consider a triangle {v1, v2, v3} of G where v1 ∈
P , v2 ∈ R1 and v3 ∈ R2. Let {w1} = {v1, v1 + b} ∩ X0; let w2 = v2
and w3 = w1 + v2; since wi ∈ {vi, vi + b}, the set {w1, w2, w3} is
a triangle with w1 ∈ P ∩ X0 while w2 ∈ R1 and w3 ∈ R2. Now
{a+ b+ w1, a+ w3, b+ w3} is a claw. 
Let w ∈ P and let z be the element of {w, b + w} ∩ X1, noting
that z ∈ P . Let F be a hyperplane of H containing z but not b. Let
(P ′, Q′, R′1, R
′
2) be the partition of F induced by (P,Q,R1, R2). By
Lemma 2.14 and 4.3.3, we have cl(P ′) ⊆ P ′ ∪Q′ = F1, and every coset
of cl(P ′) in F is contained in Q′, R′1 or R
′
2. Let F
′ = cl(P ′).
4.3.4. M |F ′ is not a Bose-Burton geometry.
Subproof: Suppose that M |F ′ is a Bose-Burton geometry. Let F ′′ =
P ′ ∩ X1. This set is nonempty because z ∈ F ′′. We will show that
F ′′ is a decomposer of M ; we first argue that it is a flat. Indeed, if
x, y ∈ F ′′ are distinct then, since x, y ∈ Ec, the fact that M |F ′ is a
Bose-Burton geometry gives x+ y ∈ Ec, and since F ′ is a flat we have
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x+ y ∈ F ′, so x+ y ∈ F ′ ∩Ec, but this gives x+ y ∈ X1, as otherwise
{a, a+ x, a + y} is a claw. Therefore x+ y ∈ F ′ ∩ Ec ∩X1 = F ′′, and
thus F ′′ is a nonempty flat.
Let A be a coset of F ′′ in F ; we now show that A is contained in E
or Ec, is contained in Xi for some i, and is contained in Fj for some j.
To see this, we consider two cases:
• If A 6⊆ F ′ then A is contained in some coset of F ′ in F and
is thus contained in R1, R2 or Q; in the first two cases the
conclusion is clear, in the last case we have A ⊆ E and A ⊆ F1,
and if x0 ∈ X0∩A and x1 ∈ X1∩A then x0+x1 ∈ F ′′ ⊆ X1∩Ec
and it follows that {a, x0, b + x1} is a claw; thus A ⊆ X0 or
A ⊆ X1.
• If A ⊆ F ′ then A ⊆ F1, and since M |F ′ is a Bose-Burton
geometry while F ′′ ⊆ Ec∩F ′, we clearly have A ⊆ E or A ⊆ Ec.
If A ⊆ Ec then A ⊆ P ′; since A is disjoint from F ′′ = P ′ ∩X1
we have A ⊆ X0. If A ⊆ E and A intersects X0 in x0 and X1
in x1, then {a, x0, b+ x1} is a claw; thus A ⊆ X0 or A ⊆ X1.
Finally, we show that F ′′ is a decomposer in M . For this, we need
to show that every coset of F ′′ in M is contained in E or in Ec; let
B = [F ′′]+u be such a coset, where u ∈ G\F ′′. Since cl(F ∪{a, b}) = G
we have u = v + h for some v ∈ F and h ∈ {0, a, b, a + b}. Therefore
B = ([F ′′] + v) + h.
If v /∈ F ′′ then [F ′′] + v is a coset A of F ′′ in F , so A is contained in
either E or Ec, is contained in Xi for some i ∈ {0, 1}, and is contained
in Fi for some i ∈ {0, 1}. The fact that H ∩E = (H ∩E) + b, together
with the definition of the Xi and Fi, thus imply that each of the sets
A,A + a, A + b, A + (a + b) is contained in either E or Ec. But B is
one of these sets, so B ⊆ E or B ⊆ Ec.
If v ∈ F ′′ then B = [F ′′] + h for some h ∈ {a, b, a + b}. Recall that
F ′′ ⊆ F1 ∩ X1 ∩ Ec. If h = a then the fact that F ′′ ⊆ X1 and a ∈ E
gives B ⊆ E. If h = b then the fact that {b} is a decomposer of M |H
and b /∈ H gives B ⊆ Ec. If h = a + b then, since F ′′ ⊆ F1 ∩ X1 and
a+b /∈ E, we have B ⊆ Ec. Therefore F ′′ is a decomposer ofM , giving
the needed contradiction. 
Let A be a coset of cl(P ′) in F , so A is contained in Q,R1 or R2. If
A ⊆ Q then A ⊆ F1∩E and so the flat cl(P ′)∪A is contained in F1. By
4.3.2 it follows that M |(cl(P ′) ∪ A) is either a Bose-Burton geometry
or is in E3. In the first case, M | cl(P ′) is a Bose-Burton geometry,
contradicting 4.3.4. In the second case, 4.3.4 gives that there is a
triangle T ⊆ cl(P ′) for which |T ∩ E| = 1, but then the fact that
A ⊆ E yields | cl(T ∪ {u}) ∩ E| = 5 for every u ∈ A, contradicting
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M |(cl(P ′) ∪ A) ∈ E3. Therefore every coset of cl(P ′) in F is contained
in R1 or R2.
4.3.5. F ′ = F = F1.
Subproof: Since F ′ ⊆ F1 ⊆ F , it suffices to show that F ′ = F ; suppose
not, so dim(F ′) ≤ dim(G) − 3, and therefore cl(F ′ ∪ {a, b}) 6= G. We
show that cl(F ′ ∪ {a, b}) is a decomposer of M . Let C be a coset of
cl(F ′∪{a, b}), so C has the form C = [F ′]+{0, a, b, a+ b}+u for some
u /∈ cl(F ′∪{a, b}); by replacing u by u+a, u+b or u+a+b if necessary,
we may assume that u ∈ F , so C = ([F ′]+u)+{0, a, b, a+b}. The coset
[F ′] + u of F ′ is contained in R1 or in R2 by the above observations,
so [F ′] + u is contained in E or Ec, and it follows from that fact that
{b} is a decomposer and the definition of the Xi and Fi that for all
x ∈ [F ′] + u, we have x + {0, a, b, a + b} ⊆ E for all x ∈ E, and
x + {0, a, b, a + b} ⊆ Ec for all x ∈ Ec. Therefore the coset C is
contained in either E or Ec. Since F ′ is a proper nonempty flat of G,
cl(F ′ ∪ {a, b}) is thus a decomposer of M , giving a contradiction. 
By 4.3.2 and 4.3.4, we have M |F = M |F ′ ∈ E3. Since M |H is
the doubling of M |F , it follows that M |H ∈ E3 also. The fact that
F = F1 implies that H\{b} = H1 and so X0 + b = X1. Let Ji =
(H\{b}) ∩ (E∆Xi) for each i ∈ {0, 1}, so (J0, J1) is a partition of
H\{b} for which J0 + b = J1.
4.3.6. If T is a triangle of H with b /∈ T , then |T ∩ J0| is even.
Subproof: Let T = {v1, v2, v3} be a triangle of H with b /∈ T for which
T∩J0 is odd and as large as possible. If v2, v3 /∈ J0 then {v1, v2+b, v3+b}
is a triangle contained in J0, contradicting maximality. Thus T ⊆ J0.
If v1 ∈ X0\E then {a, b+ v2 + (1− i2)a, b+ v3 + (1− i3)a} is a claw,
where i2, i3 are the binary scalars for which v2 ∈ Xi2 and v3 ∈ Xi3.
Therefore T ⊆ X1 ∩ E.
Since M |H ∈ E3, it contains no F7-restriction, and since by 4.3.4
it is not a Bose-Burton geometry, Theorem 2.1 gives that |E ∩ H| <
3
4
· 2dim(H). The triangle T is contained in exactly 2dim(H)−2 − 1 planes
of H ; since 3 + 3(2dim(H)−2 − 1) > |E ∩H|, a majority argument gives
that there is a plane W of H containing T for which |(W\T )∩E| < 3;
thus |W ∩ E| = |T | + |(W\T ) ∩ E| < 6; since M |H ∈ E3 this gives
|W ∩E| ≤ 4, and so W ∩E contains exactly one element w outside T ,
and W = cl(T ∪{w}). Every element of W ∩Ec lies in a triangle of W
containing exactly one element of E, so b /∈ W . The three-element set
T + w intersects either X0 or X1 in two elements; say they are v1 + w
and v2 +w. If v1 + w, v2 + w ∈ X0 then {a, a+ b+ v2 +w, b+ v3} is a
claw. If v1 + w, v2 + w ∈ X1 then {a, a+ w + v1, b+ v3} is a claw. 
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The above claim implies that each triangle of F has even intersection
with J0, so F ∩ J1 is either equal to F , or is a hyperplane of F . The
definitions of J0 and J1 imply that if v ∈ F , then {v, v + a} ∩ E has
even size if and only if v ∈ F ∩ J0. Let M ′ = (E ′, cl(F ∪ {a})) be the
doubling of M |F by a if F ∩ J1 = F , or the semidoubling of M |F by a
with respect to the hyperplane F ∩ J1 if F ∩ J1 is a hyperplane of F ;
since M |F ∈ E3, the matroid M ′ is even-plane by Theorem 2.12. Since
E ∩ cl(F ∪ {a}) = E ′∆(cl(F ∪ {a})\F ), by Lemma 2.13 it follows that
M | cl(F ∪ {a}) ∈ E3.
Moreover, if x ∈ F then {x, b+x}∩E has even size, and if x ∈ [F ]+a
then {x, b + x} ∩ E = {(x + a) + a, (x + a) + a + b} ∩ E, which has
odd size because x + a ∈ F = F1. Since b /∈ cl(F ∪ {a}) and F is
a hyperplane of cl(F ∪ {a}), it follows that M is the semidoubling of
M | cl(F ∪ {a}) by b with respect to the hyperplane F . Thus M ∈ E3,
as required. 
5. General decomposers
We now combine the results in the previous two sections to com-
pletely describe the claw-free matroids having a hyperplane that admits
a decomposer.
Theorem 5.1. Let M = (E,G) be a claw-free matroid and let H be a
hyperplane of G for which M |H has a decomposer. Then either
• M is even-plane,
• M is a PG-sum,
• M c is triangle-free, or
• M has a decomposer.
Proof. Suppose that none of the outcomes hold. Let F ⊆ H be a
minimal decomposer of M |H . The minimality of F implies
5.1.1. M |F has no decomposer.
If F is a hyperplane of H or |F | = 1, then one of Lemmas 3.2, 3.3, 4.1
or 4.3 yields a contradiction. Therefore dim(F ) ≥ 2, and F has more
than one coset in H . Since F does not decompose M , it has a mixed
coset B in G.
We say that a set A ⊆ G is vacant if A ∩E = ∅, and full if A ⊆ E.
The fact that F decomposes M |H implies that every coset of F in H
is either vacant or full. Note that if A and A′ are distinct cosets of F
in some flat F+ containing F , then A+ A′ is also a coset of F in F+.
Call a coset A of F inM |H good if the cosets A and A+B are either
both vacant or both full, and say A is bad otherwise.
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5.1.2. F has a bad coset in H.
Subproof: Suppose not; we argue that the flat F ∪ B decomposes M .
Indeed, if A is a coset of F ∪B then A = A′ ∪ (A′ +B) for some coset
A′ of F in H ; since A′ is good this implies that A is vacant or full.
Thus F ∪B decomposes M , a contradiction. 
5.1.3. Let A be a bad coset of F in H and let FA = F ∪A∪B∪(A+B).
• If A is vacant, then M |FA and M |F are strict PG-sums, and
• if A is full, then (M |FA)c is triangle-free.
Subproof: Note that FA is a flat of G such that F ∪A is a hyperplane of
FA, and F is a hyperplane of F∪A. Let F+ be a flat of FA that contains
F . It is easy to see that F+ has a coset containing B or A ∪ (B + A).
But B is mixed, and the fact that A is bad implies that A∪ (B+A) is
mixed. So F+ is not a decomposer of M |FA, and thus no decomposer
of M |FA contains F . By 5.1.1, we can apply Lemma 3.2 (if A is full)
or Lemma 3.3 (if A is vacant) to obtain the desired conclusion. 
5.1.4. If A1, A2 are distinct full cosets of F in H and A1+A2 is vacant,
then A1 and A2 are good.
Subproof: Suppose otherwise; we may assume that A1 is bad, so there
exists u1 ∈ (A1+B)\E. Let A3 = A1+A2 and Fi = F∪Ai∪B∪(Ai+B)
for each i ∈ {1, 2, 3}. By 5.1.3, the matroid (M |F1)c is triangle-free.
Let a ∈ B\E and let v1 = a+u1 ∈ A1. Since dim(F ) > 1 andM |F has
no decomposer, there exists x ∈ F\E. Since (M |F1)c is triangle-free
we have x+ a ∈ E and x+ a+ v1 ∈ E.
Let v3 ∈ A3. If both a+v3 and a+x+v3 are both nonelements of E,
then {v1+ v3, x+ v1+ v3, a+x+ v1} is a claw, and if both are elements
of E, then {a + v3, a + x + v3, a + x} is a claw. Thus exactly one is
an element of E; by possibly replacing v3 by v3 + x, we may assume
that a + v3 ∈ E and a + x + v3 /∈ E. If a + x + v1 + v3 ∈ E, then
{a+x+ v1+ v3, a+x+ v1, a+ v1+ v3} is a claw, so a+x+ v1+ v3 /∈ E.
Since A3 is vacant and a + v3 ∈ E, the set A3 is bad. By 5.1.3 the
matroidM |F3 is a PG-sum. Thus E∩F3 is the disjoint union of two flats
K1, K2. Since a+x, a+v3 ∈ E∩F3 and (a+x)+(a+v3) = x+v3 ∈ A3
is not, one of these two flats (say K1) contains a+x, and the other (say
K2) contains a+ v3. Since K1, K2 are disjoint flats with union E ∩ F3,
we have (K1 +K2) ∩ E = ∅.
If K1 ∩F = ∅, then F ∩E = F ∩K2 which is a flat of F . But since
dim(F ) ≥ 2, it follows that either F ∩ E = ∅, in which case every 1-
dimensional flat of F decomposes M |F , or F ∩E is a nonempty flat of
F , in which case every singleton in this flat decomposes F . Either case
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contradicts hypothesis, so it follows that K1 6= {a + x} and therefore
K1 ∩ F contains an element w.
So w ∈ E and, since K1 is a flat, we have w+ a+ x ∈ E. Moreover,
we have a + w + v3 = w + (a + v3) ∈ K1 + K2, so a + w + v3 /∈ E.
Now using the fact that a+x+ v1+ v3 /∈ E as observed earlier, the set
{a+ x+ w, x+ w + v1, w + v1 + v3} is a claw. 
5.1.5. Let A1, A2 be distinct vacant cosets of F in H. Then A1 or A2
is good. Moreover, if A1 + A2 is full, then A1 and A2 are both good.
Subproof: Let a ∈ B ∩ E. Let I be the set of i ∈ {1, 2} for which Ai
is bad. It suffices to show that if |I| ≥ 1, then |I| = 1 and A1 + A2 is
vacant; let A3 = A1 + A2, and suppose that |I| ≥ 1; we may assume
that 1 ∈ I. For each i ∈ I, let Fi = F ∪ B ∪ Ai ∪ (Ai + B). By 5.1.3
the matroids M |Fi and M |F are strict PG-sums. Let Ki, Li be the
summands of M |Fi, where a ∈ Ki; since M |F is strict, the sets Ki ∩F
and Li ∩ F are nonempty.
Specialising to i = 1, let x ∈ (K1 + L1) ∩ F ; thus, x /∈ E, and, since
x+ a ∈ K1 + L1, we have x+ a /∈ E.
Again, consider a general i ∈ I. Since Ai is bad, the set Ai + B =
Ai+ {a} contains an element vi+ a of E, where vi ∈ Ai ⊆ G\E. Since
a ∈ Ki and vi /∈ Ki, we have vi + a /∈ Ki, so vi + a ∈ Li. The element
u = a + vi + x satisfies u+ a /∈ E and u+ vi + a /∈ E, so u /∈ Ki ∪ Li,
giving a+ vi + x /∈ E.
Assume that A3 is full, and let v3 ∈ A3. If a + v3 and a + v3 + x
are both not in E, then {v3, a + v3, a} is a claw; by possibly replacing
v3 with v3 + x we may assume that v3 + a ∈ E. Note that v1 + v3
and x + v1 + v3 are in the vacant set A2; if a + v1 + v3 ∈ E then
{x+ v3, a+ v3, a+ v1 + v3} is a claw, so a+ v1 + v3 /∈ E.
Let w ∈ F ∩ L1; we have a + w ∈ K1 + L1 so a + w /∈ E. Since
a+ v1 ∈ L1 we also have a+ w + v1 ∈ E. Now w + v3 ∈ A3 ⊆ E while
w+ v1 + v3 ∈ A2 ⊆ G\E; it follows that {w+ v3, a+ v3, a+w+ v1} is
a claw. This contradiction shows that A3 is vacant.
Now assume that |I| = 2. Recall that w ∈ F ∩L1 and a+w /∈ E; it
follows that w ∈ L2 also, as w ∈ L2∪K2, and w ∈ K2 would imply that
w + a ∈ K2 ⊆ E. For each i ∈ {1, 2} we have shown that a + vi ∈ Li,
so a + w + vi ∈ Li, giving a + w + vi ∈ E.
We have a+ w + v1 + v2 ∈ E, as otherwise {a, a+ v1, a+ w + v2} is
a claw. But now {a + w + v1, a + w + v2, a + w + v1 + v2} is a claw,
giving a contradiction. Thus |I| = 1 as required. 
5.1.6. F has no bad vacant coset in H.
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Subproof: Let A be such a coset. We first argue that A is the only bad
coset; indeed, if A′ is another bad coset then (A,A′) contradicts 5.1.5
if A′ is vacant, the pair (A′, A+A′) contradicts 5.1.4 if A′ and A+ A′
are both full, and the pair (A,A+A′) contradicts 5.1.5 if A′ is full and
A+ A′ is vacant. Thus A is the only bad coset.
We now argue that the flat F ′ = cl(F ∪A∪B) = F ∪A∪B∪(A+B)
decomposes M . Since F ′ 6= ∅ while dim(F ′) = dim(F ) + 2 < dim(G),
it suffices to show that F ′ has no mixed cosets in G. Let C be a coset
of F ′; we have
C = C0 ∪ (A+ C0) ∪ (B + C0) ∪ (A+ B + C0)
for some coset C0 of F in H . If exactly one of C0 and A+C0 is full, then
either (A,C0) or (A,A+C0) contradicts 5.1.5. Thus C0 and A+C0 are
either both empty or both full. Since they are both good, this implies
that C is either empty or full. So F ′ is a decomposer of M , contrary
to assumption. 
Thus, all bad cosets are full.
5.1.7. F has a vacant coset in H.
Subproof: Suppose not; we show that M c is triangle-free. Let T be a
triangle in M c. Since T ∩ H is nonempty while H\F ⊆ E, we have
T ∩ F 6= ∅. If T ⊆ F ∪B, let F ′ = F ∪B ∪A∪ (A+B) for some bad
coset A. Otherwise, let F ′ = cl(F ∪ B ∪ T ). In either case, we have
T ⊆ F ′, and F ′ = F ∪ B ∪ A ∪ (A+B) for some coset A.
If A is good, then by construction we have T 6⊆ F ∪B, so T intersects
A∪(A+B). But A is a full good coset, so A∪(A+B) ⊆ E, contradicting
the fact that T ⊆ G\E. If A is bad, then 5.1.3 implies that (M |F ′)c is
triangle-free. This contradicts T ⊆ F ′. 
Let K be a maximal flat of H that is disjoint from F , so each coset
A of F in H intersects K in a unique element vA, with vA ∈ E if and
only if A is full, while A = F + vA. Let P ⊆ K be the set of all vA
for which A is bad, let Q be the set of all vA for which A is good and
full, and R be the set of all vA for which A is good and vacant. Now
5.1.4 implies that there is no triangle T of K with |T ∩ R| = 1 and
|T ∩ P | ≥ 1; by Lemma 2.14, each coset of cl(P ) in K is contained in
Q or R. We have R 6= ∅ by 5.1.7, so cl(P ) 6= K.
We now argue that the flat F ′ = cl(F ∪ {a} ∪ P ) decomposes M .
Clearly F ′ 6= ∅, and the fact that cl(P ) 6= K implies that F ′ 6= G.
Consider a coset C of F ′. We have C = [F ′] + u = [(F ∪ (F +B))] +
[cl(P )]+u for some u ∈ G\F ′; since K contains a flat that is maximally
disjoint from F ′, we can take u ∈ K\ cl(P ).
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The set C0 = [cl(P )] + u is a coset of cl(P ) in K, so is contained in
either Q or R. Therefore C ⊆ [F ∪ (F +B)]+Z for some Z ∈ {Q,R}.
Now
[F ∪ (F +B)] + Z =
⋃
z∈Z
(([F ] + z) ∪ ((F +B) + z)) .
If Z = Q then each coset [F ] + z and (F +B) + z is full by definition
of Q, so C is full. Similarly, if Z = R then [F ] + z and (F +B) + z are
empty for all z, so C is empty. Thus F ′ is a decomposer ofM , yielding
a final contradiction. 
At this point, we can easily reduce Theorem 3.1 to a finite computa-
tion, showing that it suffices to verify the result in dimension at most 8.
Although actually performing this check computationally would likely
be impossible, we include the argument here for interest.
Theorem 5.2. If Theorem 3.1 holds for all matroids of dimension at
most 8, then it holds in general.
Proof. Let M = (E,G) be a minimal counterexample to the theorem;
we may assume that dim(M) ≥ 9. Since M c is not triangle-free, there
is a triangle T ⊆ G\E. Since M is not a PG-sum, there is a plane P
for G for which M |P is not a PG-sum by Lemma 2.10. Since M /∈ E3,
there is a plane Q of G for which |E ∩Q| is odd.
Note that T ∪ P ∪ Q is contained in a flat F of dimension at most
2+3+3 = 8. Let H be a hyperplane of G containing F . The existence
of T, P and Q certifies that (M |H)c is not triangle-free, and that M |H
is not even-plane or a PG-sum; since M |H is not a counterexample, it
follows that M |H has a decomposer F . Theorem 5.1 thus implies that
M has a decomposer, contrary to assumption. 
6. The main theorem
In this section, we prove Theorem 3.1. The strategy is an adaptation
of the proof of Theorem 5.2, where we reduce the size of the base case
from 8 to something more manageable. The 8 appears in the argument
above because, naively, if a matroid is not in one of our three basic
classes, then it contains a certificate of this fact in dimension at most 8.
Our argument below is essentially reducing the size of such a certificate
in the important cases.
Recall that P5 is the three-dimensional matroid with five elements.
This matroid is of particular interest at this point since its presence in
a matroid M certifies that M is neither a PG-sum nor even-plane.
THE STRUCTURE OF CLAW-FREE BINARY MATROIDS 33
Lemma 6.1. Let M = (E,G) be a claw-free matroid and let H be a
hyperplane of G for which M |H is a strict PG-sum such that M |H /∈ E3
and (M |H)c is not triangle-free. Then either
• M has an induced P5-restriction,
• M is a strict PG-sum, or
• M has a decomposer.
Proof. Suppose that none of the conclusions hold. Let K0, K1 be the
disjoint nonempty flats ofH whose disjoint union is E∩H . If one of the
Ki has dimension 1, then since M |H is strict, the other is a hyperplane
of H , which meets every triangle of H ; this contradicts the hypothesis
that H\E contains a triangle. Therefore each Ki has dimension at
least 2. If they both have dimension 2 then M |H ∈ E3; thus K0 or K1
has dimension at least 3, and therefore dim(H) ≥ 5 and dim(G) ≥ 6.
Since M has no decomposer, there exists a ∈ E\H . Let X1 =
(a + E) ∩ H and X0 = H\X1. Think of the indices of X0 and X1 as
belonging to Z2.
Since M has no P5-restriction, no plane P of G contains precisely
five elements of E. For every triangle T of H , the plane cl(T ∪ {a})
contains exactly 1 + |T ∩ E|+ |T ∩X1| elements of E, so we have
6.1.1. |T ∩ E|+ |T ∩X1| 6= 4 for every triangle T of H.
For any triangle T of Ki, it follows that |T ∩X1| 6= 1; therefore
6.1.2. For each i ∈ {0, 1} the set X0 ∩Ki is a flat of Ki.
This also imposes structure on the elements of K0 +K1.
6.1.3. For each i, j ∈ Z2 we have (Xi ∩K0) + (Xj ∩K1) ⊆ X1+i+j.
Subproof: Let x ∈ K0 ∩ Xi and y ∈ K1 ∩ Xj and x + y ∈ Xℓ, where
ℓ ∈ Z2. If i = j = 0 then, since {a, x, y} is not a claw, we have
a + x + y ∈ E and so ℓ = 1. Otherwise the triangle T = {x, y, x+ y}
satisfies |T ∩E| = 2 and 1 ≤ |T ∩X1| ≤ 3, so since |T ∩E|+|T∩X1| 6= 4
we have |T∩X1| odd. It follows that i+j+ℓ = 1 in Z2 and so ℓ = 1+i+j,
giving the claim. 
6.1.4. For each i ∈ {0, 1}, either Ki ⊆ X0 or |Ki ∩X0| = 1.
Subproof: Suppose first that Ki ⊆ X1. If K1−i ⊆ X0 then by 6.1.3 we
have K0 +K1 ⊆ X0, and it follows that E is the union of the disjoint
flats cl(Ki∪{a}) and K1−i, so is a PG-sum, contrary to assumption. If
there is some v ∈ K1−i∩X1, then let T = {u1, u2, u3} be a triangle ofKi.
We have T+v ⊆ X1 by 6.1.3, so now the triangle T ′ = {u2, u1+v, u3+v}
satisfies |T ′ ∩ E| = 1 and T ′ ⊆ X1, contradicting 6.1.1. Therefore
X0 ∩Ki is nonempty for both i.
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If the conclusion fails, then there exist z1, z2 ∈ Ki ∩ X0 and v ∈
Ki ∩ X1; since Ki−1 6⊆ X1 there also exists y ∈ K1−i ∩ X0. Since
X0∩Ki is a flat we have z1+z2 ∈ X0 and v+z1+z2 ∈ X1. By 6.1.3 we
have y+z2 ∈ X1 and y+v+z1+z2 ∈ X0. Now {z1+v, a+y+z2, a+v}
is a claw, a contradiction. 
6.1.5. |Ki ∩X0| = 1 for both i.
Subproof: If not, then there is some i ∈ {0, 1} for which Ki ⊆ X0
by 6.1.4. If K1−i ⊆ X0, then 6.1.3 implies that K0 +K1 ⊆ X1. Since
the dimensions of K0 and K1 are at least 2 and sum to at least 5, we
may assume by symmetry that dim(K1) ≥ 3. Let {x1, x2} ⊆ K0 and
{y1, y2, y3} ⊆ K1 be linearly independent sets. Using K0 + K1 ⊆ X1
together with K0 +K1 ⊆ G\E, the set
{a+ x1 + y1 + y3, a+ x2 + y2 + y3, a+ x1 + x2 + y1 + y2 + y3}
is a claw, giving a contradiction.
Otherwise, the set K1−i∩X0 has size 1 by 6.1.4; let w be its element.
Now 6.1.3 gives X1 = (K1−i\{w}) ∪ (Ki + w) and so
E = Ki ∪ (Ki + a + w) ∪K1−i ∪ (K1−i + a + w)
which implies that E + a + w = E, and so {a + w} decomposes M , a
contradiction. 
Assume now by symmetry that dim(K1) ≥ 3; thus K1 ∩X1 contains
a triangle T = {x, y, x+y}. Let u ∈ K0∩X1; now u+T ⊆ X1 by 6.1.3.
Therefore the plane cl({a, x, y + w}) contains exactly five elements of
E, giving a contradiction. 
We now restate and prove Theorem 3.1.
Theorem 6.2. If M is a claw-free matroid, then either
• M is even-plane,
• M c is triangle-free,
• M is a strict PG-sum, or
• M has a decomposer.
Proof. Let M = (E,G) be a counterexample of smallest possible di-
mension. Clearly dim(M) ≥ 3, since otherwise M ∈ E3. It is easy to
check the following:
6.2.1. Every 3-dimensional, odd-sized claw-free matroid has a one-
element decomposer.
This gives dim(M) ≥ 4. Also observe that for every hyperplane H
of G, the matroid M |H has no decomposer, as otherwise we obtain a
contradiction from Theorem 5.1.
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Since M /∈ E3, there is a plane P of G for which |P ∩E| is odd, and
since M c is not triangle-free, there is a triangle T ⊆ G\E. Choose P
and T so that their intersection is as large as possible.
6.2.2. dim(M) = 5.
Subproof: Suppose not, so either dim(M) = 4 or dim(M) ≥ 6. If
dim(M) = 4, then P is a hyperplane of G, and 6.2.1 implies that M |P
has a decomposer, giving a contradiction.
Therefore dim(M) ≥ 6. Let H be a hyperplane of G containing
P ∪ T . By construction the matroid M |H is not even-plane, while
(M |H)c contains a triangle; since M |H has no decomposer but is not a
counterexample, it is a strict PG-sum. Since M is not a strict PG-sum
and has no decomposer, Lemma 6.1 implies thatM has a P5-restriction
M |P ′. Let H ′ be a hyperplane of G containing T and P ′. Now the
existence of P ′ certifies that M |H ′ /∈ E3 and M |H ′ is not a PG-sum,
and T certifies that (M |H ′)c is not triangle-free. Since M |H ′ has no
decomposer, this contradicts the minimality in the choice of M . 
6.2.3. P ⊆ E.
Subproof: We first argue that P ∩ T is empty. If P ∩ T 6= ∅ then
dim(cl(P ∪ T )) ≤ 4; let H be a hyperplane containing P ∪ T . Since
M |H is not a counterexample, but M |H /∈ E3 while T ⊆ H\E and
M |H has no decomposer, we conclude that M |H is a strict PG-sum.
However, for each 4-dimensional strict PG-sum, the ground set is
either the disjoint union of a point and a hyperplane, or of two triangles.
IfM |H has the former structure then every triangle of H intersects the
hyperplane, contradicting the existence of T . If M |H has the latter
structure, then every plane of H has odd intersection with each of
the two triangles so has even intersection with E; this contradicts the
existence of P .
Therefore P ∩ T is empty. We now argue that P ⊆ E. If not, let
v ∈ P\E. If u + v /∈ E for some u ∈ T , then T ′ = {u, v, u + v} is a
triangle contained in G\E that intersects P in more elements than T
does; this contradicts the choice of T and P . Thus v + T ⊆ E. But
this implies that cl(T ∪ {v}) ∩ E = v + T and so M has a claw, a
contradiction. Thus P ⊆ E. 
Since T ⊆ G\E and P ⊆ E, we have T ∩P = ∅ and so the fact that
dim(G) = 5 implies that G = cl(P ∪ T ). Let T = {u1, u2, u3} and for
each u ∈ T , let Au = P ∩ (u+ E).
6.2.4. Au1∆Au2∆Au3 = P , and each of Au1, Au2 , Au3 is either a trian-
gle of P or equal to P .
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Subproof: If the first conclusion fails, then there is some v ∈ P for
which |{u ∈ T : v ∈ Au}| is even. Then the plane Q = cl({v} ∪ T ) has
odd intersection with E and intersects T , contradicting the choice of
P and T .
To see the second conclusion, it suffices to show that each triangle T ′
of P has odd intersection with Au; indeed, if |T ′∩Au| is even, then the
plane P ′ = cl(T ′∪{u}) has odd intersection with E and also intersects
T ; this contradicts the choice of P and T . 
If at least two of the sets Au are equal to P (say the first two),
then Au3 = P∆P∆P = P and so E = G\T which implies that T
decomposes M , a contradiction.
If exactly one of the Au (say Au1) is equal to P , then Au2 and Au3
are triangles with symmetric difference P∆P = ∅, so Au2 = Au3 = T
′
for some triangle T ′ of P . It follows that
E = ([u1]+P )∪ ({u2}+T ′)∪ ({u3}+T ′) = ([u1]+P )∪ ({u2, u3}+T ′).
Since u1 + [u1] = [u1] and u1 + {u2, u3} = {u2, u3}, this implies that
u1 + E = E, and therefore {u1} decomposes M , a contradiction.
Finally, if all three Au are triangles, then since they have symmetric
difference P , it is easy to see that they are exactly the three triangles
T1, T2, T3 through some element z of P . Let {y1, y2, y3} be a triangle
of P not containing z for which yi ∈ Aui for each i ∈ {1, 2, 3}, so by
construction, if x ∈ P and i ∈ {1, 2, 3}, then ui + x ∈ E if and only if
x ∈ {z, yi, z + yi}. Using this, we see that {z + y2, u1 + z + y1, u3 + z}
is a claw. 
As discussed earlier, the above theorem, together with an inductive
argument, implies Theorem 1.1.
7. Corollaries
We now now prove the corollaries of Theorem 1.1 that were discussed
in the introduction. They are all easy consequences, even if writing
down their proofs takes a little work.
χ-boundedness. Recall that a class M of matroids is χ-bounded by
a function f if χ(M) ≤ f(ω(M)) for all M ∈ M, and that M is χ-
bounded if it is χ-bounded by some f . It was shown in [2] that the
class E3 is not χ-bounded, and therefore neither is the class of claw-free
matroids. In this section we show that for every N ∈ E3, the class of
claw-free, N -free matroids is χ-bounded by some function f that grows
exponentially.
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Call a function f : Z≥0 → Z≥0 superadditive if f(x+y) ≥ f(x)+f(y)
for all x, y > 0. (It is technically convenient not to insist that f(0) = 0.)
Lemma 7.1. Let M be a class of matroids and let M′ be its closure
under lift-joins. If M is χ-bounded, then so is M′. Moreover, if M is
χ-bounded by a superadditive function f , then M′ is χ-bounded by f .
Proof. Let g be a function χ-bounding M. Define g′ by g′(k) = g(k)
for k ≤ 1, and g′(k) = max(g(k),max1≤i<k(g′(i) + g′(k − i))) for all
k > 1. By construction we have g′(k) ≥ g(k) for all k ≥ 1, and g′ is
superadditive. Since g ≤ g′, the class M is χ-bounded by g′. Note
also that if g is superadditive, then an inductive argument implies that
g = g′.
To show the lemma, it therefore suffices to argue that M′ is χ-
bounded by g′. Suppose not, and let M ∈M′ have minimal dimension
with χ(M) > g′(ω(M)). If M ∈ M we have a contradiction. Oth-
erwise, M is the lift-join of two matroids M1,M2 ∈ M′ of smaller
dimension, and now Lemma 2.7 gives
χ(M) = χ(M1) + χ(M2)
≤ g′(ω(M1)) + g′(ω(M2))
≤ g′(ω(M1) + ω(M2)) = g′(ω(M)),
a contradiction. 
We now need to argue that the class of complements of triangle-
free matroids is χ-bounded. If M c is triangle-free then χ(M) is equal
to dim(M) or dim(M) − 1, so this essentially amounts to showing
that dim(M) is bounded by a function of ω(M). This is a special
case of a Ramsey theorem for projective geometries; the following is a
consequence of Corollary 2 of [7], rephrased in our language.
Theorem 7.2. For all s, t ≥ 0 there is an integer n(s, t) such that
every n-dimensional matroid M satisfies ω(M) ≥ s or ω(M c) ≥ t.
Unfortunately, the techniques in [7] give an enormous value for n,
even when t = 2, which is the special case we will need. In order to
obtain a somewhat reasonable χ-bounding function we use the following
theorem of Sanders [11] to derive a better bound for n(s, 2).
Theorem 7.3 ([11, Theorem 4.1]). Let G ∼= PG(n−1, 2), let X ⊆ [G],
and let α = |X|/2n. If α ≤ 1
2
, then X +X contains a subspace of [G]
of dimension n− ⌈n/log2
(
2−2α
1−2α
)⌉
.
Corollary 7.4. Let s ≥ 2 be an integer. If M = (E,G) is a matroid
for which M c is triangle-free and dim(M) ≥ 2s(s+1), then ω(M) ≥ s.
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Proof. Let dim(M) = n. Suppose that ω(M) < s; Theorem 2.1 implies
that |E| ≤ 2n−2n−s. If equality holds thenM is an order-s Bose-Burton
geometry so G\E is a flat of dimension n− s ≥ 2 and thus contains a
triangle, contrary to hypothesis. Therefore |E| ≤ 2n − 2n−s − 1.
Let Ec = G\E. We have |Ec| = 2n − 1 − |E| ≥ 2n−s. Let X be a
2n−s-element subset of Ec; we have α = |X|/2n = 2−s ≤ 1
2
. Now
log2
(
2−2α
1−2α
)
= 1 + 1
ln(2)
ln(1 + 1
1/α−2
) = 1 + 1
ln(2)
ln(1 + 1
2s−2
)
Using ln(1 + x) ≥ x − 1
2
x2 and the fact that 1
2s−2
− 1
2(2s−2)2
≥ 2−s for
s ≥ 2, this gives log2
(
2−2α
1−2α
) ≥ 1 + 1
ln(2)
2−s. By Theorem 7.3, the set
X +X thus contains a subspace F of dimension n − ⌈n/(1 + 1
2s ln 2
)⌉.
Using ⌈x⌉ ≤ x+ 1 we get
dim(F ) ≥ n− ⌈n/(1 + 1
2s ln 2
)⌉ ≥ n− n
2s ln 2+1
− 1 ≥ n
2s
− 1 ≥ s,
where we use 2s ln 2 + 1 ≤ 2s. But now F ⊆ Ec + Ec, so since Ec
contains no triangle, we have F ⊆ E. This contradicts the fact that
ω(M) < s. 
Rephrased in the language of Theorem 7.2, this result states that
n(s, 2) ≤ (s + 1)2s. It would be interesting to know whether a subex-
ponential bound is possible; certainly it is for the analogous problem in
graph theory. We now have enough to prove Theorem 1.3. We restate
it here with an explicit f that grows exponentially.
Theorem 7.5. Let N ∈ E3. The class of N-free, claw-free matroids is
χ-bounded by the function f(k) = (k + 2)2k+1 + k(dim(N) + 4).
Proof. Let M1 denote the class of N -free matroids in E3, let M2 de-
note the class of matroids whose complement is triangle-free, and let
M3 denote the class of PG-sums. Let M′ = M1 ∪ M2 ∪ M3. By
Theorem 1.1, every claw-free matroid M is obtained via lift-joins from
‘basic’ matroids in E3, M2 or M3, and since all the basic matroids
are induced restrictions of M , if M is N -free, then so are all the basic
matroids. Thus M lies in the closure under lift-joins of M′.
The function h(k) = (k + 2)2k+1 is superadditive since
(x+ y + 2)2x+y+1 ≥ (x+ y + 4)2x+y ≥ (x+ 2)2x+1 + (y + 2)2y+1
for all x, y ≥ 1. Therefore f is superadditive as it is the sum of two
superadditive functions. By Lemma 7.1 it is thus enough to show that
M′ is χ-bounded by f . Indeed, if M ∈ M1 then χ(M) ≤ dim(N) +
4 ≤ f(ω(M)) by Theorem 2.11. If M ∈ M2 with ω(M) = s, then
χ(M) ≤ dim(M) < 2s+1(s + 2) ≤ f(s) by Corollary 7.4. Finally, if
M ∈ M3 then χ(M) = ω(M) ≤ f(ω(M)) by Lemma 2.9; the theorem
follows. 
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This theorem is enough to characterise exactly which down-closed
classes of claw-free matroids are χ-bounded.
Corollary 7.6. If M is a class of claw-free matroids that is closed
under taking induced restrictions, then M is χ-bounded if and only if
E3 6⊆ M.
Proof. If E3 ⊆M, then Theorem 1.2 implies thatM is not χ-bounded.
Otherwise, there is some N ∈ E3 with N /∈ M, so all matroids in M
are N -free. Theorem 7.5 now gives the result. 
Rough structure. We now restate and prove Theorems 1.4, 1.6 and 1.7.
Theorem 7.7. For all s ≥ 1, there exists k ≥ 2 such that, if M is
a claw-free matroid with ω(M) ≤ s, then M is a lift-join of matroids
M1, . . . ,M2s+1, such that each Mi either has dimension at most k, or
is even-plane.
Proof. Let k = k(s) = 2s+1(s + 2) for each s. Recall that Lemma 2.3
shows that ⊗ is associative. By Theorem 1.1, there is some t for which
there are matroids M1, . . . ,Mt with M = ⊗ti=1Mi, for which each Mi
is either an even-plane matroid, the complement of a triangle-free ma-
troid, or a strict PG-sum. By including dimension-zero matroids, we
may assume that t ≥ 2s+ 1; choose t so that if t > 2s+ 1, then t is as
small as possible.
Each Mi that is not even-plane is either a strict PG-sum, or the
complement of a triangle-free matroid. It is clear that a strict PG-
sum with ω ≤ s has dimension at most 2s. If M ci is triangle-free and
ω(Mi) ≤ s, then by Corollary 7.4 we have dim(Mi) < 2s+1(s + 2); in
either case, dim(Mi) ≤ k.
It remains to argue that t = 2s+1; suppose not. Using ω(N⊗N ′) =
ω(N) + ω(N ′), it is routine to show by induction that ω(M) ≥ c,
where c is the number of Mi that have a nonempty ground set. Since
ω(M) ≤ s, this implies that c ≤ s < 1
2
(t − 1). Therefore there are
two consecutive matroids Mi,Mi+1 that are both empty. But if this is
the case, then one could replace Mi,Mi+1 with the empty (and thus
even-plane) matroid Mi ⊗Mi+1 in the sequence to shorten its length,
contradicting the minimality of t. 
Theorem 7.8. For all s ≥ 1 there exists k ≥ 2 such that, for every
claw-free matroid M = (E,G) with ω(M) ≤ s, there is a flat F of G
whose codimension at most k, such that M |F is the lift-join of 2s + 1
even-plane matroids.
Proof. Let s ≥ 1. Let k′ be the constant depending on s given by the
previous theorem, and let k = (2s + 1)k′. By the previous theorem
40 NELSON AND NOMOTO
we have M = ⊗2s+1i=1 Mi where each Mi = (Ei, Gi) either has dimension
at most k′ or is even-plane. For each 1 ≤ i ≤ 2s + 1, let Fi = Gi
if Mi is even-plane, and let Fi = ∅ otherwise. Let F = cl(∪iFi).
By the second part of Lemma 2.7 the matroid M |F is the lift-joint of
2s+1 even-plane matroidsMi|Fi, and since dim(F ) =
∑2s+1
i=1 dim(Fi) ≥∑2s+1
i=1 (dim(Gi)− k′) ≥ dim(M)− k, the result follows. 
Theorem 7.9. For all s ≥ 1 there exists k ≥ 2 such that, for every
claw-free matroid M = (E,G) with α(M) ≤ s, there is a flat F of G
whose codimension at most k, such that M |F is the lift-join of 2s + 1
matroids whose complements are triangle-free.
Proof. By Theorem 1.1, we have M = ⊗ti=1Mi, where each Mi =
(Ei, Gi) is either the complement of a triangle-free matroid, a strict
PG-sum, or even-plane. Let ni = dim(Gi) for each i. Let ℓ be the
number ofMi for which α(Mi) ≥ 2 (i.e. M ci is not triangle-free). Using
Lemma 2.7 we have s ≥ α(M) = ∑ti=1 α(Mi) ≥ 2ℓ. For each i we
produce a flat Fi of Gi so that (M |Fi)c is triangle-free, and so that the
sum of the codimensions of the Fi is bounded.
If α(Mi) ≤ 1, then set Fi = Gi. Otherwise Mi is even-plane or a
strict PG-sum. In either case, since ni − χ(Mi) = α(Mi) ≤ s, we have
ni ≤ χ(Mi) + s for each i. If Mi ∈ E3, then let Fi = ∅; since Mi does
not contain the empty s-dimensional matroid Os, Theorem 2.11 gives
χ(Mi) ≤ 4, and so ni ≤ s+4 and thus Fi has codimension at most s+4.
If Mi is a strict PG-sum, then let Fi be a larger of the two flats whose
union is Ei. Lemma 2.9 gives s ≥ α(Mi) = ni−χ(Mi) = ni−ω(Mi) =
ni − dim(Fi), so Fi has codimension at most s in Gi. Since Fi ⊆ Ei,
we also have (M |Fi)c triangle-free.
Now let F = cl(∪ti=1Fi). For each Mi for which α(M) ≤ 1 we have
dim(Fi) = ni, and for each other Mi we have dim(Fi) ≥ ni − (s + 4).
There are at most ℓ ≤ s/2 matroids Mi of the second type; it follows
that dim(F ) ≥ n − s
2
(s + 4). Moreover, by construction each M |Fi
is the complement of a triangle-free matroid, and we have M |F =
⊗ti=1(M |Fi).
It remains to show that we can choose t ≤ 2s + 1 (we can assume
that t ≥ 2s + 1 by including dimension-zero matroids if necessary).
Since s ≥ α(M |F ) = ∑ti=1 α(M |Fi), there are at most s different Fi
for which α(M |Fi) > 0; if t > 2s+ 1 then there thus exists i for which
α(M |Fi) = α(M |Fi+1) = 0; i.e. these two M |Fi are both projective
geometries. But then M ′i = ((M |Fi) ⊗ (M |Fi+1)) is also a projective
geometry; replacing these two elements of the sequence by just M ′i
would give a shorter sequence of matroids whose lift-join is M |F . By
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repeating this operation as required, we conclude that M |F is the lift-
join of exactly 2s+1 matroids whose complements are triangle-free, as
required. 
Density. We restate and prove Theorem 1.8. The proof is a little
tedious but routine; it amounts to proving that PG-sums where the
two flats have almost equal size are sparser than even-plane matroids,
the complements of triangle-free matroids, or anything constructed by
their lift-joins.
Theorem 7.10. Let M = (E,G) be a full-rank, r-dimensional claw-
free matroid. Then |E| ≥ 2⌊r/2⌋ + 2⌈r/2⌉ − 2. Equality holds precisely
when either M ∼= C4, or E is the disjoint union of two flats of dimen-
sions ⌊r/2⌋ and ⌈r/2⌉.
Proof. The theorem is easy to check when r ≤ 3, since full-rank r-
dimensional matroids have at least r elements, and claw-free ones have
at least 4 elements when r = 3. We prove the theorem for r > 3.
Define f : Z → Z by f(n) = 2⌊n/2⌋ + 2⌈n/2⌉ − 2. It is routine to
check that f(n + 1) ≤ 2f(n) for all n ≥ 1, with equality if and only
if n ∈ {1, 2}; it follows by induction that f(n + i) ≤ 2if(n) for all
n, i ≥ 1, with equality only if n+ i ≤ 3. From this, we get f(n) < 2n−1
for all n ≥ 4, and that f(n) < 2n−2 for all n ≥ 6.
IfM = (E,G) is a rank-r strict PG-sum, then E is the disjoint union
of flats of dimensions d1 and d2 with d1 + d2 = r. Thus |E| = 2d1 +
2d2 − 2, which is minimized precisely when {d1, d2} = {⌊r/2⌋ , ⌈r/2⌉};
thus M satisfies the theorem. By Theorem 2.1, the complement of an
r-dimensional triangle-free matroid has at least 2r− (2r− 2r−1) = 2r−1
elements, so if M c is triangle-free, then M satisfies the theorem. We
now show that the same is true for even-plane matroids and for lift-joins
of smaller matroids satisfying the theorem.
7.10.1. The theorem holds for even-plane matroids.
Subproof: We first show that ifM = (E,G) is a full-rank, r-dimensional
even-plane matroid with an induced C4-restriction, then |E| ≥ 4(r−2).
Suppose thatM |P ∼= C4 for a plane P ofM . SinceM is full-rank, there
must be at least r− 3 cosets of P that intersect E. We show that each
such coset contains at least four elements of E, from which it will follow
that |E| ≥ 4(r − 3) + 4 = 4(r − 2) as claimed. Consider such a coset
a + [P ], where a ∈ E\P . If a + P ⊆ E then |E ∩ (a + [P ])| = 8 > 4.
Otherwise there exists x ∈ P for which x+a /∈ E. For each triangle T =
{x, y, z} of P containing x, the fact thatM |P ∼= C4 implies that |T ∩E|
is even, so, since the plane cl(T ∪ {a}) also has even intersection with
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E, the set E must contain exactly one of y+ a and z + a. Making this
argument for each of the three triangles of P containing x implies that
E contains exactly three elements of (a+[P ])\{a}, so |E∩(a+[P ])| = 4
as required, giving |E| ≥ 4(r − 2).
In particular, if dim(M) ∈ {4, 5} andM has an induced C4-restriction,
then since 8 > f(4) and 12 > f(5), we have |E| ≥ 4(r − 2) > f(r), so
M satisfies the theorem.
Now let M = (E,G) ∈ E3 with dim(M) ≥ 4. If every triangle T of
G has even intersection with E, then since M is nonempty, we have
E = G\H for some hyperplane, so |E| = 2r−1 > f(r). Otherwise,
there is a triangle T of G for which |T ∩ E| is odd, and since each of
the 2r−2 − 1 planes of G containing T has even intersection with E,
we have |E| ≥ |E ∩ T | + 2r−2 − 1 ≥ 2r−2. If dim(G) ≥ 6 then since
f(r) < 2r−2, this implies the result.
If dim(G) ∈ {4, 5} then, as established, we may assume M to have
no induced C4-restriction. If M is a PG-sum then the result holds.
Otherwise, by Lemma 2.10 and the fact that M ∈ E3, there is a plane
P of G for which M |P ∼= K4. Let T ′ be a triangle of P with T ′ ⊆ E.
Since each plane P ′ containing T ′ has even intersection with E, this
gives |E| ≥ |E ∩ P | + (2r−2 − 2) = 2r−2 + 4, since 2r−2 − 2 is the
number of planes other than P that contain T . Since r ∈ {4, 5} we
have 2r−2 + 4 > f(r), giving the result. 
7.10.2. If M =M1⊗M2 is a full-rank matroid and M1,M2 satisfy the
theorem, then M satisfies the theorem.
Subproof: We may assume that M1 and M2 have positive dimension.
Let Mi = (Ei, Gi) and di = dim(Gi) ≥ 1, so dim(M) = d1 + d2, and
E = E1 ∪ ([G1] + E2). If E2 is contained in a hyperplane H2 of G2,
then E ⊆ [G1] + [H2] which implies that M is not full-rank; thus M2
is full-rank, and so |E2| ≥ f(d2), which gives
|E| ≥ | [G1] | · |E2| ≥ 2d1f(d2) > f(d1 + d2) = f(dim(M)),
where we use 4 ≤ dim(M) = d1 + d2 and the fact established earlier
that f(n+ i) < 2if(n) for n+ i > 3. 
The theorem now follows from an inductive argument using the
claims above and Theorem 3.1. 
Excluding anticlaws. Finally, we restate and prove Theorem 1.11.
Recall that a anticlaw is the complement of a claw, and that a matroid
M = (E,G) is called a target if there are distinct (possibly empty)
flats F0 ⊆ . . . ⊆ Fk ⊆ G such that E is the union of Fi+1\Fi over all
even i.
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Theorem 7.11. A matroid M is claw-free and anticlaw-free if and
only if M is a target.
To prove this theorem, we begin with a straightforward lemma that
describes the structure of claw-free, triangle-free matroids. The lemma
and proof can also be found in [2], but the we repeat it here for com-
pleteness.
Lemma 7.12 ([2], Corollary 5.2). A full-rank matroid M = (E,G) is
claw-free and triangle-free if and only if M is an order-1 Bose-Burton
geometry.
Proof. We may assume that dim(M) ≥ 2. If M is an order-1 Bose-
Burton geometry, then it is clear that it is claw-free and triangle-free.
For the converse, we make the following observation. Given three dis-
tinct elements u, v, w ∈ E, since {u, v, w} is not a triangle, and M is
claw-free, there exists some x ∈ cl({u, v, w})∩ E. Since M is triangle-
free, x /∈ {u+v, v+w, u+w}, and therefore it follows that x = u+v+w.
Thus, for all distinct u, v, w ∈ E we have u + v + w ∈ E. Now, let
v0 ∈ E, and consider the set E ′ = E + v0. We claim that E ′ is a sub-
space of Fn2 . Clearly 0 ∈ E ′, and for any two distinct nonzero x, y ∈ E ′,
we have x+ y = ((x− v0) + (y − v0) + v0) + v0 ∈ E ′ by the above ob-
servation applied to {x− v0, y − v0, v0}. Therefore E ′ is a subspace of
F
n
2 . If v0 ∈ E ′ then E = E ′ and so M contains a triangle, giving the
result or a contradiction. If v0 /∈ E ′ then E is a coset of E ′; since M is
full-rank, it follows that M is an order-1 Bose-Burton geometry. 
We are now ready to prove Theorem 7.11.
Proof of Theorem 7.11. It is easy to see that a claw is not a target. By
Lemma 2.15, targets are closed under complementation and induced
restrictions; it follows that targets are claw-free and anticlaw-free. It
remains to show that claw-free, anticlaw-free matroids are targets; sup-
pose otherwise and let M = (E,G) be a counterexample of smallest
possible dimension.
By minimality,M is full-rank, and sinceM is claw-free and anticlaw-
free, both E and G\E contain triangles, as otherwise we can apply
Lemma 7.12 to M or M c to conclude that M is a target, giving a con-
tradiction. By Theorem 3.1 and the fact that G\E contains a triangle,
M is either even-plane, a strict PG-sum, or the lift-join of two matroids
of smaller dimension. Let T be a triangle contained in E.
Suppose first thatM is even-plane. Let P be the collection of planes
of G containing T . For each P ∈ P, we have |E ∩ P | ∈ {4, 6}, and
since E ∩ P contains a triangle but M |P is not an anticlaw, we have
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|E ∩ P | = 6 and |E ∩ (P\T )| = 3. Therefore
|E| = |T |+
∑
P∈P
|E ∩ (P\T )| = 3(1 + |P|) = 3 · 2dim(M)−2.
But E contains no plane of G, so Theorem 2.1 implies thatM is a Bose-
Burton geometry of order 2 and is thus a target, giving a contradiction.
Suppose thatM is a strict PG-sum, so E is the disjoint union of two
nonempty flats F1 and F2. One of these flats, say F1, must contain T ,
but then M | cl(T ∪ {v}) is a anticlaw for each v ∈ F2, a contradiction.
Finally, suppose that M =M1 ⊗M2 for matroids M1,M2 of smaller
dimension that M . By minimality, both M1 and M2 are targets; by
Lemma 2.15, it follows that M is a target, giving a contradiction. 
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