





3.1  Obyek Penelitian dan Lokasi Penelitian 
Obyek dalam penelitian ini yaitu seluruh perusahaan Sektor Properti, Real 
Estate dan Konstruksi Bangunan yang terdaftar di Bursa Efek Indonesia (BEI) 
2014-2018 yang laporan keuangannya didapat dari IDX Semarang yang berlokasi 
di Jl. M.H. Thamrin No. 152, Pekunden, Semarang Tengah, Kota Semarang, Jawa 
Tengah. 
3.2  Populasi, Sampel, dan Teknik Sampling 
Populasi dalam penelitian ini adalah seluruh perusahaan Sektor Properti, Real 
Estete dan Konstruksi Bangunan yang terdaftar di Bursa Efek Indonesia (BEI) 
periode 2014-2018. 
Sampel adalah bagian dari populasi. Pengambilan sampel dilakukan dengan 
metode “purposive sampling” dengan tujuan untuk mendapatkan sampel yang 
representatif sesuai dengan kriteria yang ditentukan. Adapun kriteria yang 
digunakan dalam menentukan sampel penelitian meliputi: 
1. Perusahaan Sektor Properti, Real Estate dan Konstruksi bangunan yang 
 terdaftar di Bursa Efek Indonesia (BEI) tahun 2014-2018. 
2. Perusahaan yang delisting atau berpindah sektor pada periode pengamatan 2014-
2018. 
3. Perusahaan yang laporan keuangan dan annual report nya tidak dapat di akses 
atau tidak dapat di download. 
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4. Perusahaan yang mempublikasikan laporan keuangan dan memaparkan data 
informasi secara lengkap mengenai variabel yang dibutuhkan secara konsisten 
yang berakhir pada tanggal 31 Desember selama periode pengamatan pada tahun 
2014-2018 dan datanya dapat digunakan sebagai sampel penelitian. 
Tabel 3.1. Kriteria Sampel 
No Keterangan Jumlah 
1. Perusahaan sektor property, real estate dan 
konstruksi bangunan yang terdaftar di BEI 
Periode 2014-2018 
 
    51 
2. Perusahaan yang delisting atau berpindah 
sektor pada periode pengamatan 2014-2018 
(0) 
3. Perusahaan yang laporan keuangan dan 
annual report nya tidak dapat di akses atau tidak 
dapat di download 
(7) 
4. Perusahaan yang tidak memiliki data yang 
dibutuhkan didalam laporan keuangan maupun 
annual report 
(5) 
5. Perusahaan yang mempublikasikan 
laporan keuangan dan memaparkan data 
informasi secara lengkap mengenai variabel 
yang dibutuhkan secara konsisten yang berakhir 
pada tanggal 31 Desember selama periode 
pengamatan pada tahun 2014-2018 dan datanya 
dapat digunakan sebagai sampel penelitian 
 
39 
      Sumber: data sekunder yang telah diolah (2019) 
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Dari tabel 3.1 diatas, terdapat beberapa nama perusahaan yang dijadikan 
sebagai sampel dan dapat dilihat daftarnya pada lampiran. 
3.3  Metode Pengumpulan Data 
3.3.1 Jenis dan Sumber Data 
Data yang digunakan dalam penelitian ini adalah data sekunder. Data 
sekunder merupakan data yang sumbernya diperoleh secara tidak langsung 
biasanya berupa laporan keuangan dan annual report perusahaan sektor property, 
real estate dan konstruksi bangunan yang terdaftar di Bursa Efek Indonesia tahun 
2014-2018 dan bersumber dari web resmi IDX (www.idx.co.id), kantor IDX yang 
terdapat di kota Semarang, dan website masing-masing perusahaan.  
3.3.2 Teknik Pengumpulan Data 
Dalam penelitian ini, teknik pengumpulan data yang digunakan berupa 
metode dokumentasi dengan pengumpulan data baik dari catatan data sekarang atau 
catatan data historis.  
3.4  Alat Analisis Data 
Dalam sebuah penelitian, analisis data merupakan bagian yang paling utama karena 
pada tahapan ini akan dilakukan pengolahan data yang akan menghasilkan suatu 
kesimpulan atas hepotesis yang telah dibuat. 
3.4.1 Uji Statistik Deskriptif 
Uji statistik deskriptif menjadi langkah pertama yang dilakukan apabila ingin 
melakukan pengujian dengan spss. Menurut Ghozali (2009:19), statistik deskriptif 
memberikan gambaran atau deskripsi suatu data yang dilihat dari nilai rata-rata 
31 
 
(mean), standar deviasi, varian, maksimum, minimum, sum, range, kurtosis, dan 
skewness. 
3.4.2  Pengujian Asumsi Klasik 
Untuk memenuhi syarat yang ditentukan sebelum dilakukan uji hipotesis dan 
untuk menentukan ketepatan model maka perlu dilakukan pengujian atas beberapa 
asumsi klasik. Uji asumsi klasik terdiri dari uji normalitas, uji multikolonieritas, uji 
autokorelasi dan uji heteroskedastisitas. Adapun pengolahan datanya menggunakan 
software SPSS. 
3.4.2.1 Uji Normalitas 
Uji normalitas bertujuan untuk menguji apakah model regresi variabel 
pengganggu residual memiliki distribusi residual normal (Ghozali, 2009:147). 
Model regresi yang baik adalah model yang memiliki distribusi residual normal 
atau mendekati normal. Menurut Ghozali (2009:151) Uji statistic yang dapat 
digunakan untuk menguji normalitas residual adalah uji statistic non-parametrik 
Kolmogorov-smirnovv (K-S). Uji Kolmogorov-Smirnov dilakukan dengan melihat 
nilai Asymp. Sig. (2-tailed). Apabila nilai yang dihasilkan lebih dari 5% maka data 
berdistribusi normal. 
3.4.2.2  Uji Autokorelasi 
Uji autokorelasi bertujuan menguji apakah dalam model regresi linear ada 
korelasi antara kesalahan pengganggu (residual) pada periode t dengan kesalahan 
pengganggu pada periode t-1 (sebelumnya). Jika terjadi korelasi, maka dinamakan 
ada problem autokorelasi. Autokorelasi muncul karena observasi yang berurutan 
sepanjang waktu berkaitan satu sama lain (Ghozali, 2009). Pada SPSS, pemeriksaan 
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autokorelasi dilakukan menggunakan uji Durbin-Watson. Hasil regresi dengan nilai 
dalam tabel DW dengan kriteria sebagai berikut : 
a. Jika 0 < d < dl, ada autokorelasi positif 
b. Jika dl ≤ d ≤ du, tidak ada keputusan 
c. Jika ≤ 4 – dl < d < 4, ada autokorelasi yang negative 
d. Jika 4 – du ≤ d ≤ 4 – dl, tidak ada keputusan 
e. Jika du < d < 4 – du, tidak ada autokorelasi positif dan negatif 
3.4.2.3  Uji Multikolinearitas 
Uji multikolinearitas ini bertujuan untuk menguji apakah terdapat korelasi 
antara variabel bebas di dalam model regresi. Multikolinearitas merupakan kondisi 
dimana dua atau lebih variabel bebas saling berkorelasi. Jika antara variabel 
independen saling berkorelasi, maka variabel-variabel ini tidak ortogonal. Nilai 
cutoff yang umum dipakai untuk mendeteksi adanya multikolinearitas pada model 
regresi adalah Tolerance ≤ 0,10 atau sama dengan nilai VIF (Variance Inflation 
Factor) ≥ 10 (Ghozali, 2009).  
3.4.2.4  Uji Heteroskedastisitas 
Uji heteroskedastisitas bertujuan untuk melihat apakah dalam model regresi 
terjadi ketidaksamaan variance dari residual satu pengamatan ke pengamatan yang 
lain. Jika variance dari residual satu pengamatan ke pengamatan lain tetap, maka 
disebut Homoskedastisitas dan jika berbeda disebut Heteroskedastisitas. Model 
regersi yang baik adalah yang tidak bersifat heteroskedasitas. Metode yang 
dilakukan untuk menentukan ada atau tidaknya heteroskedastisitas dengan 
melakukan Uji Glejser. 
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3.4.3  Analisa Regresi Berganda 
Teknik analisis regresi linier berganda pada dasarnya adalah studi mengenai 
ketergantungan variable dependent (terikat) dengan satu atau lebih variable 
independent (variabel bebas), dengan tujuan untuk mengestimasi atau memprediksi 
rata-rata populasi atau nilai rata-rata variabel dependent berdasarkan nilai variabel 
independent yang diketahui (Gujarat dalam Ghozali, 2013:95). Terdapat 2 variabel 
dalam model ini, yaitu : 
- Variabel Dependen 
ROA (return on asset) 
- Variabel Independen 
a. Perputaran Kas 
b. Perputaran Piutang 
c. Perputaran Persediaan 
Untuk menguji model tersebut menggunakan persamaan linier berganda 
dengan rumus sebagai berikut : 
ROA = α + β1 CTO + β2 RTO + β3 ITO + e 
Keterangan : 
ROA  = Return on Assets 
α  = konstanta 
β1 - β3 = koefisien parameter 
CTO  = Cash Turnover / Perputaran Kas 
RTO  = Receivable Turnover / Perputaran Piutang 
ITO  = Inventory Turnover / Perputaran Persediaan 
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e  = error atau kesalahan pengganggu (residual) 
3.4.4  Uji kebaikan model (Goodness of Fit) 
Ketepatan fungsi regresi sampel dalam menaksir nilai aktual dapat diukur dari 
goodnes of fit-nya (Ghozali, 2009:87). Tujuan dari uji kebaikan model ini adalah 
untuk menentukan seberapa baik model yang digunakan cocok untuk menguji 
hipotesis yang telah dirumuskan. Secara statistik, setidaknya dapat diukur dari nilai 
koefisien determinasi, dan nilai statistik t. 
3.4.5  Uji Statistik t (uji hipotesis) 
Pengujian hipotesis digunakan untuk menguji setiap hipotesis yang ada 
dengan menggunakan uji statistik t. Hasil pengujian akan menentukan apakah 
hipotesis yang diajukan dapat diterima atau ditolak. Uji hipotesis t bertujuan untuk 
menguji tingkat signifikan pengaruh suatu variabel independen secara individual 
terhadap variabel dependen (Ghozali, 2009:88). Uji t dilakukan dengan 
membandingkan antara nilai t-hitung dengan nilai t-tabel. Apabila t-hitung lebih 
kecil dari t-tabel, maka H1 ditolak, dan sebaliknya. Berikut adalah langkah-langkah 
dalam melakukan uji t: 
1.  Penelitian ini menggunakan taraf signifikansi α = 5% pengambilan 
     keputusan dengan tingkat signifikansi α = 0,05 ditentukan sebagai berikut: 
a. Apabila p value < 0,05, maka H0 ditolak dan Ha diterima. Artinya bahwa 
 variabel independen secara persial atau individu mempunyai pengaruh 
 yang signifikan terhadap variabel dependen. 
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b. Apabila p value > 0,05, maka H0 diterima dan Ha ditolak. Artinya bahwa 
 variabel independen secara parsial atau individual tidak mempunyai 
 pengaruh yang signifikan terhadap variabel dependen. 
