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ABSTRACT. Given a target distribution µ and a proposal chain with generator Q on a finite state space,
in this paper we study two types of Metropolis-Hastings (MH) generator M1(Q,µ) and M2(Q,µ) in a
continuous-time setting. While M1 is the classical MH generator, we define a new generator M2 that
captures the opposite movement of M1 and provide a comprehensive suite of comparison results ranging
from hitting time and mixing time to asymptotic variance, large deviations and capacity, which demonstrate
that M2 enjoys superior mixing properties than M1. To see that M1 and M2 are natural transformations,
we offer an interesting geometric interpretation ofM1, M2 and their convex combinations as `1 minimizers
between Q and the set of µ-reversible generators, extending the results by Billera and Diaconis (2001). We
provide two examples as illustrations. In the first one we give explicit spectral analysis of M1 and M2 for
Metropolised independent sampling, while in the second example we prove a Laplace transform order of
the fastest strong stationary time between birth-death M1 and M2.
AMS 2010 subject classifications: 60J27, 60J28
Keywords: Markov chains; Metropolis-Hastings algorithm; additive reversiblization; hitting time; mixing
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1. INTRODUCTION
In this paper, we study the so-called Metropolis-Hastings reversiblizations in a continuous-time and
finite state space setting. This work is largely motivated by Choi (2017), in which the author introduced
two Metropolis-Hastings (MH) kernels M1 and M2 to study non-reversible Markov chains in discrete-
time. While M2 is a self-adjoint kernel, M2 may not be Markovian, which makes further probabilistic
analysis of M2 to be difficult. In a continuous-time setting however, we will show that similar con-
struction for M2 still gives a valid Markov generator, and this observation motivates us to study fine
theoretical properties of M2. This paper is therefore devoted to the study of M1 and M2 and offers rel-
evant comparison results between M1, M2 and the proposal chain. It turns out that M2 enjoys superior
hitting time and mixing time properties when compared with M1, and so from a Markov chain Monte
Carlo perspective, M2 offers acceleration when compared with the classical MH algorithm M1.
The rest of this paper is organized as follow. In Section 2, we fix our notations and define the two
MH generators M1 and M2 that we study throughout our paper. The main results can be found in both
Section 3 and Section 4. In Section 3 we provide interesting geometric interpretations of M1, M2 and
their convex combinations as `1 minimizers between the proposal chain and the set of generator that are
reversible with respect to the target distribution. In Section 4 we compare various hitting time and mixing
time parameters between M1 and M2. The final section is devoted to two concrete examples. More
specifically, in the first example we consider the special case of Metropolised independent sampling in
Section 5.1 and offer explicit spectral analysis forM1 andM2, while in the second example in Section 5.3
we study birth-death proposal chain that allows for effective comparison of the fastest strong stationary
time of M1 and M2.
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2 MICHAEL C.H. CHOI AND LU-JING HUANG
2. METROPOLIS-HASTINGS KERNELS: M1 AND M2
In this section, we give the construction of continuous-time Metropolis-Hastings (MH) Markov chains.
To fix our notation, we let X be a finite state space and µ be a target distribution on X . It is perhaps
well-known that the classical MH algorithm offers a way to construct a discrete-time Markov chain that
is reversible with respect to µ. For pointers on this subject, we refer readers to Metropolis et al. (1953);
Roberts and Rosenthal (2004) and the references therein. Here we adapt the basic idea and recast the
classical discrete-time MH algorithm to a continuous-time setting so as to construct what we call the first
MH Markov chain. We note that similar construction of continuous-time Metropolis-type algorithms can
be found in Diaconis and Miclo (2009).
Definition 2.1 (The first MH generator). Given a target distribution µ on finite state space X and a
proposal continuous-time irreducible Markov chain with generator Q, the first MH Markov chain has
generator given by M1 = M1(Q, µ) = (M1(x, y))x,y∈X , where
M1(x, y) :=
min
{
Q(x, y),
µ(y)
µ(x)
Q(y, x)
}
, if x 6= y;
−∑z:z 6=xM1(x, z), if x = y.
Note that the above definition closely resembles the classical MH algorithm, in which we simply
substitute transition probability in the MH algorithm by the transition rate Q of the proposal chain. By
mirroring the transition effect of M1 and capturing the opposite movement, we can construct another
MH generator, which is what we call the second MH generator. More precisely, we give a definition for
it as follows.
Definition 2.2 (The second MH generator). Given a target distribution µ on finite state space X and a
proposal continuous-time irreducible Markov chain with generator Q, the second MH Markov chain has
generator given by M2 = M2(Q, µ) = (M2(x, y))x,y∈X , where
M2(x, y) :=
max
{
Q(x, y),
µ(y)
µ(x)
Q(y, x)
}
, if x 6= y;
−∑z:z 6=xM2(x, z), if x = y.
Comparing Definition 2.1 and 2.2, we see that in the former we take min while in the latter we
consider max for off-diagonal entries. It is what we meant by M2 mirroring the transition effect of M1.
As another remark, we note that in the discrete-time setting, M2 as defined in Choi (2017) may not be
a Markov kernel. In the continuous-time setting however, M2 as defined in Definition 2.2 is a valid
Markov generator.
To allow for effective comparison between these generators, we now introduce the notion of Peskun
ordering of continuous-time Markov chains. This partial ordering was first introduced by Peskun (1973)
for discrete time Markov chains on finite state space. It was further generalized by Tierney (1998) to
general state space, and by Leisen and Mira (2008) to continuous-time Markov chains.
Definition 2.3 (Peskun ordering). Suppose that we have two continuous-time Markov chains with gen-
erators Q1 and Q2 respectively. Both chains share the same stationary distribution pi. Q1 is said to
dominate Q2 off-diagonally, written as Q1  Q2, if for all x 6= y ∈ X , we have
Q1(x, y) > Q2(x, y).
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For a given target distribution µ and proposal generator Q, define the time-reversal generator of Q
with respect to µ as
Q∗(x, y) =
µ(y)Q(y, x)
µ(x)
, x, y ∈ X .
Q is said to be µ-reversible if and only if Q = Q∗. For convenience, let Q¯ = (Q + Q∗)/2. We also
denote the inner product with µ by 〈·, ·〉µ, that is, for any functions f, g : X → R,
〈f, g〉µ =
∑
x∈X
f(x)g(x)µ(x).
In the following, we collect a few elementary observations and results on the behaviour of generators
Q, Q∗, M1 and M2.
Lemma 2.1. Given a target distribution µ on X and proposal chain with generator Q, then we have
(1) M1 and M2 are µ-reversible.
(2) (Peskun ordering) M2 M1.
(3) For any function f : X → R,
〈M2f, f〉µ 6 〈M1f, f〉µ.
If we take µ = pi, the stationary distribution of the proposal chain, then we have
(4) Q+Q∗ = M1 +M2.
(5) (Peskun ordering) M2  Q M1.
(6) For any function f : X → R,
〈M2f, f〉pi 6 〈Qf, f〉pi 6 〈M1f, f〉pi.
Proof. For item (1), it is easy to see that for x 6= y,
µ(x)M2(x, y) = max{µ(x)Q(x, y), µ(y)Q(y, x)} = max{µ(y)Q(y, x), µ(x)Q(x, y)} = µ(y)M2(y, x).
So M2 is µ-reversible. Similarly, the µ-reversibility for M1 can be derived via replacing max by min in
the above argument.
Next, we prove item (2), which trivially holds since
M2(x, y) = max
{
Q(x, y),
µ(y)
µ(x)
Q(y, x)
}
> min
{
Q(x, y),
µ(y)
µ(x)
Q(y, x)
}
= M1(x, y).
Item (3) follows readily from (Leisen and Mira, 2008, Theorem 5) since both M1 and M2 are µ-
reversible. Next, we prove item (4). We see that
Q(x, y) +Q∗(x, y) = min {Q(x, y), Q∗(x, y)}+ max {Q(x, y), Q∗(x, y)} = M1(x, y) +M2(x, y),
if µ = pi. We proceed to prove item (5), which follows from
M2(x, y) = max {Q(x, y), Q∗(x, y)} > Q(x, y) > min {Q(x, y), Q∗(x, y)} = M1(x, y).
Finally, we prove item (6). For any function f , we see that
〈Qf, f〉pi =
〈
Q¯f, f
〉
pi
.
As we have M2  Q¯  M1 and they are all reversible generators, desired results follow from (Leisen
and Mira, 2008, Theorem 5). 
The above lemma will be frequently exploited to develop comparison results in Section 4.
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3. GEOMETRIC INTERPRETATION OF M1 AND M2
This section is devoted to offer a geometric interpretation for both M1 and M2. Suppose that we are
given a target distribution µ on X and a proposal chain with generator Q and stationary distribution pi.
Our result is largely motivated by the work of Billera and Diaconis (2001), who is the first to study
geometric consequences of M1 in discrete-time. As we will show in our main result Theorem 3.1 below,
it turns out that both M1 and M2 (as well as their convex combinations) minimize certain `1 distance to
the set of µ-reversible Markov generator on X . As a result, they are natural transformations that maps a
given Markov generator to the set of µ-reversible Markov generators.
Let us now fix a few notations and define a metric to quantify the distance between two Markov
generators. We writeR(µ) to be the set of conservative µ-reversible Markov generators and S(X ) to be
the set of Markov generator on X . For any Q1, Q2 ∈ S(X ), we define a metric dµ on S(X ) to be
dµ(Q1, Q2) :=
∑
x∈X
∑
y:x 6=y
µ(x)|Q1(x, y)−Q2(x, y)|.
To see that dµ defines a metric, we have dµ(Q1, Q2) = 0 implies Q1(x, y) = Q2(x, y) for all off-
diagonal entries and since each row sums to zero we have Q1(x, x) = Q2(x, x) for all x ∈ X . The
distance between Q andR(µ) is then defined to be
dµ(Q,R(µ)) := inf
M∈R(µ)
dµ(Q,M).(3.1)
With the above notations in mind, we are now ready to state our main result in this section:
Theorem 3.1. The convex combinations αM1 + (1 − α)M2 for α ∈ [0, 1] minimize the distance dµ
between Q andR(µ). That is,
dµ(Q,R(µ)) = dµ(Q,αM1 + (1− α)M2).
Moreover,M1 (resp.M2) is the unique closest element ofR(µ) that is coordinate-wise no larger (resp. no
smaller) than Q off-diagonally.
Remark 3.1. Taking µ = pi in Theorem 3.1, the stationary distribution ofQ, α = 1/2 and usingQ+Q∗ =
M1 +M2 by Lemma 2.1, we see that
dpi(Q,R(pi)) = dpi(Q, Q¯).
Thus, the additive reversiblization Q¯ is a natural transformation of Q that minimizes the distance dpi
between Q and the set of pi-reversible generators.
To illustrate this result, we consider the simplest possible case of two-state with X = {0, 1} and
Q(a,b) =
[−a a
b −b
]
,
where a, b > 0. Thus this generator Q(a,b) can be parameterized as (a, b) on S(X ) = {Q(a,b); (a, b) ∈
R+ ×R+}. The intersection of S(X ) and the line µ(1)b− µ(0)a = 0 is therefore the set of µ-reversible
generatorR(µ), that isR(µ) = {Q(a,b); µ(1)b− µ(0)a = 0, a, b > 0}. These are illustrated in Figure 1
below.
In Figure 1, there are two points (a1, b1) and (a2, b2). The former point lies above R(µ) while the
latter lies below the straight lineR(µ), and hence they represent two non-reversible Markov chains. We
see that M1 projects vertically for (a1, b1) and horizontally for (a2, b2). On the other hand, M2 mirrors
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Figure 1. M1 and M2 as `1 projections in the 2× 2 case
the action of M1 and does the opposite: it projects horizontally for (a1, b1) and vertically for (a2, b2). In
addition, we can compute the distance dµ explicitly between these generators as in Theorem 3.1:
dµ(Q(a1,b1),M1(Q(a1,b1), µ)) = |µ(1)b1 − µ(0)a1|,
dµ(Q(a1,b1),M2(Q(a1,b1), µ)) = |µ(0)a1 − µ(1)b1|,
and
dµ(Q(a1,b1), αM1(Q(a1,b1), µ) + (1− α)M2(Q(a1,b1), µ))
= (1− α)|µ(0)a1 − µ(1)b1|+ α|µ(1)b1 − µ(0)a1|
= |µ(0)a1 − µ(1)b1|,
where α ∈ [0, 1]. From Theorem 3.1, they all minimize the distance between Q(a1,b1) andR(µ).
We now proceed to give a proof of Theorem 3.1.
Proof of Theorem 3.1. The proof is inspired by the proof of Theorem 1 in Billera and Diaconis (2001).
We first define two helpful half spaces:
H< = H<(Q, µ) :=
{
(x, y); µ(x)Q(x, y) < µ(y)Q(y, x)
}
,
H> = H>(Q, µ) :=
{
(x, y); µ(x)Q(x, y) > µ(y)Q(y, x)
}
.
We now show that for N ∈ R(µ), dµ(Q,N) > dµ(Q,M2). First, we note that
dµ(Q,N) >
∑
(x,y)∈H<
[
µ(x)|Q(x, y)−N(x, y)|+ µ(y)|Q(y, x)−N(y, x)|].
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As N is µ-reversible, setting N(x, y) = Q(x, y) + xy gives N(y, x) =
µ(x)
µ(y)
(Q(x, y) + xy). Plugging
these expressions back yields
dµ(Q,N) >
∑
(x,y)∈H<
[
µ(x)|xy|+ µ(y)
∣∣∣∣Q(y, x)− µ(x)µ(y) (Q(x, y) + xy)
∣∣∣∣ ]
=
∑
(x,y)∈H<
[
µ(x)|xy|+ |µ(y)Q(y, x)− µ(x)Q(x, y)− µ(x)xy|
]
>
∑
(x,y)∈H<
|µ(y)Q(y, x)− µ(x)Q(x, y)| = dµ(Q,M2),
where we use the reverse triangle inequality |a−b| > |a|−|b| in the second inequality. For uniqueness, if
N is off-diagonally no smaller than Q, then xy > 0. If anyone is strictly positive, we have dµ(Q,N) >
dµ(Q,M2). Alternatively, the uniqueness can be seen by observing that if N(x, y) > Q(x, y) then
N(y, x) >
µ(x)
µ(y)
Q(x, y). Similarly, we can show dµ(Q,N) > dµ(Q,M1) via substituting H< by H>.
To see that dµ(Q,M1) = dµ(Q,M2), we have
dµ(Q,M2) =
∑
(x,y)∈H<
|µ(y)Q(y, x)− µ(x)Q(x, y)|
=
∑
(y,x)∈H>
|µ(y)Q(y, x)− µ(x)Q(x, y)| = dµ(Q,M1).
As for convex combinations of M1 and M2, we see that
dµ(Q,αM1 + (1− α)M2) = (1− α)
∑
(x,y)∈H<
|µ(y)Q(y, x)− µ(x)Q(x, y)|
+ α
∑
(x,y)∈H>
|µ(y)Q(y, x)− µ(x)Q(x, y)|
= (1− α)dµ(Q,M2) + αdµ(Q,M1) = dµ(Q,M1).

4. PERFORMANCE COMPARISONS BETWEEN Q¯, M1 AND M2
The evaluation of the performance of Markov chains depends on the comparison criterion. Popular
comparison criteria that have appeared in the literature include mixing time and hitting times, spectral
gap, asymptotic variance and large deviations, see e.g. Bierkens (2016); Chen et al. (1999); Chen and
Hwang (2013); Chen et al. (2012); Diaconis et al. (2000); Frigessi et al. (1992); Geyer and Mira (2000);
Huang and Mao (2017, 2018); Hwang et al. (2005); Peskun (1973); Roberts and Rosenthal (1997); Sun
et al. (2010) and references therein. In this section we give some comparison theorems based on these
parameters for chains Q¯, M1 and M2. Recall our setting that we are given a proposal irreducible chain
X = (Xt)t>0 with generator Q, transition semigroup (Pt)t>0 and stationary distribution pi. We are
primarily interested in the behaviour of the following parameters:
• (Hitting times) We write
τA = τA(Q) := inf{t > 0;Xt ∈ A},
τ+A = τ
+
A (Q) := inf{t > 0;Xt ∈ A and there exists s ∈ (0, t) such that Xs 6= X0}
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to be the first hitting time and the first return time to the set A ⊆ X of chain X respectively, and
the usual convention of inf ∅ = ∞ applies. We also adapt the common notation that τy := τ{y}
(resp. τ+y := τ
+
{y}) for y ∈ X . The commute time tx,ycom between two states x, y is
tx,ycom = t
x,y
com(Q) := Ex(τy(Q)) + Ey(τx(Q)).
Another hitting time parameter of interest is the average hitting time tav, which is defined to be
tav = tav(Q, pi) :=
∑
x,y
Ex(τy)pi(x)pi(y).
In fact, tav equals to the sum of the reciprocals of the non-zero eigenvalues of −Q, and it also
has close connection with the notion of strong ergodicity, see for example Cui and Mao (2010);
Mao (2004).
• (Total variation mixing time) For  > 0, we write the total variation mixing time tmix() to be
tmix() = tmix(Q, pi, ) := inf
{
t > 0; sup
x
||Pt(x, ·)− pi||TV < 
}
,
where for any probability measure ν and pi on X , ||ν − pi||TV := 12
∑
x |ν(x)− pi(x)| is the total
variation distance between these two measures. A commonly used metric is tmix(1/4) where we
take  = 1/4.
• (Spectral gap) Denote the spectral gap of Q to be
λ2 = λ2(Q, pi) := inf
{〈−Qf, f〉pi : pi(f) = 0, pi(f 2) = 1}.
The relaxation time trel is then the reciprocal of λ2, that is,
trel = trel(Q, pi) :=
1
λ2
.
Note that in the finite state space setting, λ2 is the second smallest eigenvalue of −Q¯.
• (Asymptotic variance) For a mean zero function f , i.e., pi(f) = 0, the central limit theorem for
Markov processes (Komorowski et al., 2012, Theorem 2.7) gives t−1/2
∫ t
0
f(Xs)ds converges in
probability to a mean zero Gaussian distribution with variance
σ2(f,Q, pi) := −2〈f, g〉pi,
where g solves the Poisson equation Qg = f .
• (Large deviation) Let the occupation measure of the Markov chain X be
Lt =
1
t
∫ t
0
δXsds,
and the rate function be
I(Q, ν) = sup
u>0
(
−
∑
x∈X
ν(x)
Qu(x)
u(x)
)
, ν ∈ P(X ),
where P(X ) is the set of probability distributions on X . It follows from the large deviation
principle that for large t and A ∈ P(X ),
P(Lt ∈ A) ≈ exp
(
−t inf
ν∈A
I(Q, ν)
)
.
We refer readers to den Hollander (2000) for further references on the subject of large deviations
of Markov chains.
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• (Capacity) For any disjoint subset A,B of X , we define the capacity between A and B to be
cap(A,B) = cap(A,B,Q, pi) :=
∑
x∈A
pi(x)Px(τ+A > τ
+
B ).
If Q is reversible with respect to pi, the classical Dirichlet principle for capacity gives
cap(A,B) = inf{〈−Qf, f〉pi : f |A = 1, f |B = 0}.
Note that in Doyle (1994) and Gaudillière and Landim (2014), the authors derived the Dirichlet
principle for non-reversible Markov chains.
With the above parameters in mind, we are now ready to state our first comparison result between M1
and M2:
Theorem 4.1 (Comparison theorem between M1(Q, µ) and M2(Q, µ)). Given a target distribution µ on
finite state space X and proposal irreducible chain with generator Q, we have the following comparison
results between M1 = M1(Q, µ) and M2 = M2(Q, µ):
(1) (Hitting times) For λ > 0 and A ⊆ X , we have
Eµ(e−λτA(M1)) 6 Eµ(e−λτA(M2)).
In particular, Eµ(τA(M1)) > Eµ(τA(M2)). Furthermore, tav(M1, µ) > tav(M2, µ).
(2) (Total variation mixing time) There exists a positive constant Cµ that depends on µ such that
tmix(M2, µ, 1/4) 6 Cµtmix(M1, µ, 1/4).
That is, tmix(M2, µ, 1/4) .µ tmix(M1, µ, 1/4).
(3) (Spectral gap) We have λ2(M1, µ) 6 λ2(M2, µ). That is, the exponential `2-convergence rate of
chain M2 is faster than that of chain M1, or trel(M1, µ) > trel(M2, µ).
(4) (Asymptotic variance) For h ∈ `20(µ) = {h; µ(h) = 0},
σ2(h,M1, µ) > σ2(h,M2, µ).
(5) (Large deviations) For any ν ∈ P(X ), I(M1, ν) 6 I(M2, ν). That is, the deviations for chain
M2 from the invariant distribution are asymptotically less likely than for M1.
(6) (Capacity) For any disjoint A,B ⊆ X ,
cap(A,B,M1, µ) 6 cap(A,B,M2, µ).
In particular, if we take A = {x} and B = {y}, we have
tx,ycom(M1) > tx,ycom(M2).
Theorem 4.1 shows that M2 has superior mixing properties than M1 in almost all aspects: M2 has
smaller mean hitting time, average hitting time, commute time, total variation mixing time, relaxation
time and asymptotic variance and larger rate function and capacity between any two disjoint sets. As
a result, it seems to suggest that for Markov chain Monte Carlo purpose one should use M2 whenever
possible since it is faster than its classical Metropolis-Hastings counterpart M1. In Section 5.1, we offer
an explicit spectral analysis for both M1 and M2 in the Metropolised independent sampling setting.
In the next result, we take µ = pi, the stationary distribution of the proposal chain Q and offer com-
parison results between M1,M2 and Q¯. Recall that all these generators minimize the distance between
Q andR(pi) in Theorem 3.1. They however behave differently based on different parameters:
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Theorem 4.2 (Comparison theorem betweenM1,M2 and Q¯). Given a target distribution pi on finite state
space X and a proposal chain with generator Q. If pi is the stationary distribution of chain Q, then we
have the following comparison results betweenM1 = M1(Q, pi), M2 = M2(Q, pi) and Q¯ = (Q+Q∗)/2:
(1) (Hitting times) For λ > 0 and A ⊆ X , we have
Epi(e−λτA(M1)) 6 Epi(e−λτA(Q¯)) 6 min
{
Epi(e−λτA(Q)), Epi(e−λτA(M2))
}
.
In particular, for any A ⊆ X ,
Epi(τA(M1)) > Epi(τA(Q¯)) > max
{
Epi(τA(Q)), Epi(τA(M2))
}
.
Furthermore,
tav(M1, pi) > tav(Q¯, pi) > max
{
tav(Q, pi), tav(M2, pi)
}
.
(2) (Total variation mixing time) There exists positive constants C(1)pi , C
(2)
pi that depend on pi such
that
tmix(M2, pi, 1/4) 6 C(1)pi tmix(Q¯, pi, 1/4) 6 C(2)pi tmix(M1, pi, 1/4).
That is, tmix(M2, pi, 1/4) .pi tmix(Q¯, pi, 1/4) .pi tmix(M1, pi, 1/4).
(3) (Spectral gap) We have
λ2(M1, pi) 6 λ2(Q¯, pi) 6 λ2(M2, pi).
That is, trel(M1, pi) > trel(Q¯, pi) > trel(M2, pi).
(4) (Asymptotic variance) For h ∈ `20(pi) = {h; pi(h) = 0},
σ2(h,M1, pi) > σ2(h, Q¯, pi) > max
{
σ2(h,Q, pi), σ2(h,M2, pi)
}
.
(5) (Large deviations) For any ν ∈ P(X ),
I(M1, ν) 6 I(Q¯, ν) 6 min
{
I(Q, µ), I(M2, ν)
}
.
(6) (Capacity) For any disjoint A,B ⊆ X ,
cap(A,B,M1, pi) 6 cap(A,B, Q¯, pi) 6 min
{
cap(A,B,Q, pi), cap(A,B,M2, pi)
}
.
In particular, if we take A = {x} and B = {y}, we have
tx,ycom(M1) > tx,ycom(Q¯) > max
{
tx,ycom(Q), t
x,y
com(M2)
}
.
Remark 4.1. In Theorem 4.2, we provide a comparison theorem between between M1, M2 and Q¯ based
on different parameters. We believe that similar results should hold between Q and M2, and conjecture
that M2 should mix faster than Q simply because we are taking the maximum between Q and Q∗ for
off-diagonal entries. We are not able to prove it however due to the non-reversibility of Q.
The rest of this section is devoted to the proof of Theorem 4.1 and Theorem 4.2.
4.1. Proof of Theorem 4.1. Many of our results follow from the Peskun ordering between M1 and M2
as well as Lemma 2.1. We first prove item (1). As M2  M1 and both are µ-reversible, (Huang and
Mao, 2018, Theorem 3.1) gives the desired result on the Laplace transform order of hitting time.
Next, we prove item (2). First, we fix A ⊆ X such that µ(A) > 1/4, and by item (1), we have
Eµ(τA(M2)) 6 Eµ(τA(M1)) 6 sup
x
Ex(τA(M1)) 6 sup
x,A:µ(A)>1/4
Ex(τA(M1)).
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By (Oliveira, 2012, Theorem 1.3), there exists universal constantC(1) such that supx,A:µ(A)>1/4 Ex(τA(M1)) 6
C(1)tmix(M1, µ, 1/4). On the other hand, let x∗ := arg maxEx(τA(M2)) and µmin := minx µ(x), we
then have
µ(x∗)Ex∗(τA(M2)) 6 Eµ(τA(M2)) 6 C(1)tmix(M1, µ, 1/4),
which becomes
sup
x,A:µ(A)>1/4
Ex(τA(M2)) 6
C(1)
µmin
tmix(M1, µ, 1/4).
Using again (Oliveira, 2012, Theorem 1.3), there exists universal constant C(2) such that
sup
x,A:µ(A)>1/4
Ex(τA(M2)) > C(2)tmix(M2, µ, 1/4).
Desired result follows from taking Cµ = C
(1)
C(2)µmin
.
Now, we prove item (3). Using the definition of spectral gap and Lemma 2.1, we see that
λ2(M2, µ) = inf{〈−M2f, f〉µ : µ(f) = 0, µ(f 2) = 1}
> inf{〈−M1f, f〉µ : µ(f) = 0, µ(f 2) = 1}
= λ2(M1, µ).
From (Chen, 1992, Chapter 9), this leads to
sup
||f ||`2(µ)61
||eM2tf − µ(f)||`2(µ) = e−λ2(M2,µ)t 6 e−λ2(M1,µ)t = sup
||f ||`2(µ)61
||eM1tf − µ(f)||`2(µ).
For item (4), it readily follows from (Leisen and Mira, 2008, Theorem 6). We proceed to prove item
(5). Denote R = M2−M1. It is easy to see that R is also a µ-reversible generator. Since M1, M2 and R
are µ-reversible generators, from (den Hollander, 2000, Theorem IV.14),
I(M2, ν) = −
∑
x,y
√
ν(x)
µ(x)
µ(x)M2(x, y)
√
ν(y)
µ(y)
= −
∑
x,y
√
ν(x)
µ(x)
µ(x)
(
M1(x, y) +R(x, y)
)√ν(y)
µ(y)
> I(M1, ν), for ν ∈ P(X ).
Finally, we prove item (6). We use again Lemma 2.1 and the Dirichlet principle for capacity of
reversible Markov chains in (Liggett, 1985, Chapter 2, Theorem 6.1) to give
cap(A,B,M1, µ) = inf
{〈−M1f, f〉µ : f |A = 1, f |B = 0}
6 inf
{〈−M2f, f〉µ : f |A = 1, f |B = 0}
= cap(A,B,M2, µ).
In particular, taking A = {x} and B = {y}, we have
µ(x)Px(τy(M1) < τ+x (M1)) 6 µ(x)Px(τy(M2) < τ+x (M2)).
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Together with |M1(x, x)| 6 |M2(x, x)| and (Aldous and Fill, 2002, Chapter 2 Corollary 8), desired result
follows since
tx,ycom(M2) =
1
|M2(x, x)|µ(x)Px(τy(M2) < τ+x (M2))
6 1|M1(x, x)|µ(x)Px(τy(M1) < τ+x (M1))
= tx,ycom(M1).

4.2. Proof of Theorem 4.2. Since M1, Q¯, M2 are pi-reversible and M2  Q¯  M1, the proof of the
results for them is omitted as it is essentially the same as the proof of Theorem 4.1 with µ substituted by
pi. It remains to prove the results for chain Q.
For hitting times, from (Huang and Mao, 2018, Theorem 3.3) it follows that
Epi(e−λτA(Q¯)) 6 Epi(e−λτA(Q)) and Epi(τA(Q¯)) > Epi(τA(Q)),
for any A ⊆ X . Hence, item (1) holds. Next, we prove item (4). In fact, applying (Huang and Mao,
Theorem 4.3) to the continuous-time case, i.e., replacing I − P by Q in its proof, gives that
σ2(h, Q¯, pi) > σ2(h,Q, pi), for h ∈ `20(pi).
For large deviations, (Bierkens, 2016, Proposition 3.2) gives the desired result. Finally, we use the
Dirichlet principle of capacity in Gaudillière and Landim (2014) to prove item (6). More specifically,
from (Gaudillière and Landim, 2014, Lemma 3.2), we can see that
cap(A,B,Q, pi) = inf
f |A=1,f |B=0
sup
g|A,g|Bconstants
{
2〈Q∗f, g〉pi − 〈g, (−Q¯)g〉pi
}
> inf
f |A=1,f |B=0
〈f, (−Q¯)f〉pi
= cap(A,B, Q¯, pi),
where we take g = −f in the inequality. 
5. EXAMPLES
In this section, two examples are provided to illustrate our main results. In the first example in Section
5.1, we give an eigenanalysis for the case of Metropolised independing sampling, while in the second
example in Section 5.3, we consider the case when Q is a birth-death chain and compare the fastest
strong stationary time of M1 and M2.
5.1. Metropolised independent sampling and spectral analysis of M2. In this section, we offer an
explicit spectral analysis for both M1 and M2 of Metroplised independent sampling on a finite state
space X = J1,mK = {1, 2, . . . ,m} with m ∈ N. This section is inspired by the work of Liu (1996)
who offered the first explicit eigenanalysis of M1 for Metropolised independent sampling. We will show
that similar results can be obtained for M2 using the techniques therein. Suppose that p = (py)y∈X is a
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probability distribution on X , and denote by P = (P (x, y))x,y∈X with P (x, y) = py to be a transition
matrix of the form
P =
p1 p2 . . . pm... ... ... ...
p1 p2 . . . pm
 .
In addition, we take the proposal chain to be the continuized chain of P with generator Q := P − I ,
where I is the identity matrix of size m×m. For a given target distribution µ = (µ(x))x∈X , we define
wx :=
µ(x)
px
and assume without loss of generality (by relabelling the state space) that w1 > w2 > . . . > wm. As a
result, both M1(Q, µ) and M2(Q, µ) take the form
M1(Q, µ) =

p1 + γ1 − 1 µ(2)w1
µ(3)
w1
. . . µ(m)
w1
p1 p2 + γ2 − 1 µ(3)w2 . . .
µ(m)
w2
p1 p2 p3 + γ3 − 1 . . . µ(m)w3... ... ... ... ...
p1 p2 p3 . . . pm − 1
 ,
M2(Q, µ) =

p1 − 1 p2 p3 . . . pm
µ(1)
w2
p2 + β2 − 1 p3 . . . pm
µ(1)
w3
µ(2)
w3
p3 + β3 − 1 . . . pm
...
...
...
...
...
µ(1)
wm
µ(2)
wm
µ(3)
wm
. . . pm + βm − 1
 ,
where for x ∈ J1,m− 1K and i ∈ J2,mK,
γx :=
m∑
j=x
µ(j)
wj
− µ(j)
wx
> 0, βi :=
i∑
j=1
µ(j)
wj
− µ(j)
wi
6 0.
In our result below, we show that (βi − 1)i∈J2,mK (resp. (γx − 1)x∈J1,m−1K) are the eigenvalues of
M2(Q, µ) (resp. M1(Q, µ)).
Proposition 5.1 (Eigenanalysis of M1 and M2 for Metropolised independent sampling). Given a target
distribution µ on X = J1,mK and proposal chain with generator Q = P − I , the non-zero eigenvalues-
eigenvectors of M2(Q, µ) are (βi−1,vi)i∈J2,mK, while that of M1(Q, µ) are (γx−1,wx)x∈J1,m−1K, where
vi =
(
− µ(i),−µ(i), . . . ,−µ(i),
∑
j6i−1
µ(j)︸ ︷︷ ︸
ithposition
, 0, . . . , 0
)T
,
wx =
(
0, 0, . . . , 0,
∑
j>x+1
µ(j)︸ ︷︷ ︸
xthposition
,−µ(x), . . . ,−µ(x)
)T
.
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Remark 5.1. In fact, the spectral information of M1(Q, µ) can be obtained from M2(Q, µ) by reordering
the index in the way of changing i to m− i+ 1 and replacing β by γ.
Remark 5.2. As explicit eigenvalues information are available for M2(Q, µ), by means of Theorem 4.1
item (3) we have
e(maxi∈J2,mK βi−1)t = sup
||f ||`2(µ)61
||eM2tf − µ(f)||`2(µ) 6 sup
||f ||`2(µ)61
||eM1tf − µ(f)||`2(µ) = e(γ1−1)t.
5.2. Proof of Proposition 5.1. In this section, we prove Proposition 5.1 for M2 by adapting similar
techniques as in Liu (1996). The case for M1 has already been done in (Liu, 1996, Theorem 2.1). First,
we denote 1 := (1, 1, . . . , 1)T to be the column vector of all ones and G by
G := M2(Q, µ)−Q =

0 0 0 . . . 0
µ(1)
w2
− p1 β2 0 . . . 0
µ(1)
w3
− p1 µ(2)w3 − p2 β3 . . . 0... ... ... ... ...
µ(1)
wm
− p1 µ(2)wm − p2
µ(3)
wm
− p3 . . . βm
 .
Note that 1 is a common right eigenvector of both M2(Q, µ) + I and M2(Q, µ) + I − G = P with
eigenvalue 1. Since M2(Q, µ) + I −G = P is of rank one, the rest of the eigenvalues of M2(Q, µ) + I
and G have to be the same, and hence the non-zero eigenvalues for M2(Q, µ) are (βi − 1)i∈J2,mK. To
determine the eigenvectors, we begin with the eigenvectors for G.
Lemma 5.1. For i ∈ J2,mK,
ui = (ui(x))x∈J1,mK =
(
0, 0, . . . , 0,
∑
j6i
µ(j)︸ ︷︷ ︸
ithposition
, µ(i), . . . , µ(i)
)T
is an eigenvector associated with eigenvalue βi of G.
Proof. We consider the k-th entry of the vector Gui, denoted by Gui(k), for the following three cases
k < i, k = i and k > i. In the first case when k < i,
Gui(k) = 0 = βiui(k).
In the second case when k = i, we have
Gui(k) = βi
∑
j6i
µ(j) = βiui(k).
Finally, in the last case when k > i, we check that
Gui(k) = G(k, i)
∑
j6i
µ(j) + µ(i)
k∑
j=i+1
G(k, j)
=
(
µ(i)
wk
− pi
)∑
j6i
µ(j) + µ(i)
k−1∑
j=i+1
(
µ(j)
wk
− µ(j)
wj
)
+ µ(i)βk
= µ(i)
(
i∑
j=1
µ(j)
wj
− µ(j)
wi
)
= βiµ(i) = βiui(k).
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
We now proceed to show that vi = ui − µ(i)1 is an eigenvector. First, we note that
pui = pi
∑
j6i
µ(j) + µ(i)
m∑
j=k+1
pj = µ(i)(1− βi),
and so
(M2(Q, µ) + I)ui = Gui + 1pui = βiui + µ(i)(1− βi)1.
Since 1 is a right eigenvector of M2(Q, µ) + I with eigenvalue 1, for any t we have
(M2(Q, µ) + I) (ui − t1) = βi
(
ui − t− µ(i)(1− βi)
βi
1
)
.
Solving for t =
t− µ(i)(1− βi)
βi
gives vi = ui − µ(i)1 is an eigenvector.
5.3. Comparing the fastest strong stationary time of birth-death Metropolis chains M1 and M2.
In our second example, we consider the case when the state space is X = J0, nK and the proposal chain
Q is an ergodic birth-death chain, that is, Q(x, y) > 0 if and only if |y − x| = 1. In this setting, it is
easy to see that both M1(Q, µ) and M2(Q, µ) are birth-death chains. For this example we are primarily
interested in the so-called fastest strong stationary time Tsst(Q) starting from 0, which is a randomized
stopping time that satisfies, for t > 0,
max
y∈X
{
1− e
Qt(0, y)
pi(y)
}
= P0(Tsst(Q) > t).
As Q is an birth-death chain, classical results (see e.g. (Diaconis and Saloff-Coste, 2006, Corollary
4.2) or (Fill, 2009, Theorem 1.4)) tell us that Tsst(Q) under P0 has the law of convolution of exponen-
tial distributions with parameters being the non-zero eigenvalues of −Q. This fact, together with the
Courant-Fischer min-max theorem of eigenvalues, give rise to the following comparison results:
Proposition 5.2 (Fastest strong stationary time of birth-death Metropolis chains M1 and M2). Given
a target distribution µ on finite state space X and birth-death proposal chain with generator Q, by
writing the eigenvalues of −M1 = −M1(Q, µ) and −M2 = −M2(Q, µ) in ascending order for j = 1, 2
0 = λ1(Mj) 6 λ2(Mj) . . . 6 λ|X |(Mj), we have, for i ∈ J1, |X |K,
λi(M1) 6 λi(M2).
Consequently, there is a Laplace transform order of the fastest strong stationary time starting at 0 be-
tween M1 and M2, that is, for α > 0,
E0(e−αTsst(M2)) > E0(e−αTsst(M1)).
In particular, the mean and variance of the fastest strong stationary time are ordered by
E0(Tsst(M2)) 6 E0(Tsst(M1)),
Var0(Tsst(M2)) 6 Var0(Tsst(M1)).
Proof. First, by Lemma 2.1 we have 〈−M2f, f〉µ > 〈−M1f, f〉µ. By the Courant-Fischer min-max
theorem of eigenvalues (Horn and Johnson, 2013, Theorem 4.2.6), this leads to
λi(M1) 6 λi(M2).
ON HITTING TIME, MIXING TIME AND GEOMETRIC INTERPRETATIONS OF METROPOLIS-HASTINGS REVERSIBLIZATIONS15
Consequently, for α > 0,
λi(M1)
λi(M1) + α
6 λi(M2)
λi(M2) + α
.
Taking the product yields
E0(e−αTsst(M2)) =
|X |∏
i=2
λi(M2)
λi(M2) + α
>
|X |∏
i=2
λi(M1)
λi(M1) + α
= E0(e−αTsst(M1)),
where the equalities follow from the fact that both M1 and M2 are birth-death chains and so their fastest
strong stationary times are distributed as convolution of exponential distributions with parameters being
the non-zero eigenvalues. In particular, we have
E0(Tsst(M2)) =
|X |∑
i=2
1
λi(M2)
6
|X |∑
i=2
1
λi(M1)
= E0(Tsst(M1)),
Var0(Tsst(M2)) =
|X |∑
i=2
1
λi(M2)2
6
|X |∑
i=2
1
λi(M1)2
= Var0(Tsst(M1)).

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