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Re´sume´
L’imagerie optique diffuse (IOD) et l’e´lectroence´phalographie (EEG) sont deux modalite´s
d’imagerie fonctionnelle ce´re´brale comple´mentaires : elles n’imagent pas le meˆme phe´nome`ne
physiologique, mais posse`dent des re´solutions temporelles et spatiales du meˆme ordre de
grandeur. La relation entre les activite´s e´lectrique (mesure´e par l’EEG) et he´modynamique
(mesure´e par l’IOD) e´tant encore mal connue, il est indispensable de pouvoir effectuer des
acquisitions simultane´es de signaux EEG et IOD.
Sur le volet expe´rimental, le but de ce travail e´tait d’adapter un casque d’EEG pour y intro-
duire des fibres optiques et, ainsi, effectuer des acquisitions simultane´es d’IOD et d’EEG. Une
e´tude consacre´e aux activations dans les cortex moteur et pre´moteur lie´es a` la pre´paration
du mouvement a permis de valider le syste`me, qui devra cependant eˆtre encore ame´liore´.
La partie the´orique de ce travail a porte´ sur l’utilisation de re´gions reconstruites a` partir
de donne´es d’IOD comme a priori spatial pour la re´solution du proble`me inverse en EEG (i.e.
la localisation des sources) via un mode`le baye´sien. Des simulations ont permis une e´valuation
pre´cise de l’apport des donne´es d’IOD et montre´ en particulier que l’utilisation d’un a priori
ame´liorait l’amplitude des sources reconstruites. Cette e´tude a e´galement prouve´ que, quelle
que soit la cohe´rence spatiale entre les activite´s de l’IOD et de l’EEG, l’utilisation de l’IOD
comme a priori ne de´grade jamais la reconstruction de l’EEG.
Bien que des ame´liorations restent a` apporter tant au niveau du mode`le the´orique qu’au
niveau du syste`me d’aquisition, ce travail a montre´ l’inte´reˆt et la faisabilite´ des acquisitions
simultane´es en IOD et EEG.
Mots cle´s : imagerie optique diffuse, spectroscopie proche infra-rouge, e´lectroence´phalogra-
phie, pre´paration au mouvement, estimation baye´sienne.
vii
Abstract
Diffuse Optical Imaging (DOI) and electroencephalography (EEG) are two complemen-
tary functional brain imaging modalities: they do not image the same physiological phe-
nomenon, but their spatial and temporal resolutions are of the same order of magnitude.
Because the relationship between electrical (as measured by EEG) and hemodynamic (as
measured by DOI) activities is still poorly understood, being able to record EEG and DOI
data simultaneously appears necessary.
On the experimental side, the aim of this project was to adapt an EEG cap to introduce
optical fibers and thus, record DOI and EEG simultaneously. A study of the activations in
the premotor and motor cortices, involved in movement preparation, allowed us to validate
the acquisition setup, which nevertheless needs to be further improved.
The theoretical part of this work focused on the use of regions reconstructed from DOI data
as a spatial prior for the resolution of the inverse problem in EEG (i.e. the source location)
via a Bayesian model. Simulation data gave us an accurate assessment of the contribution
of DOI data and showed in particular that the use of a prior improved the amplitude of the
reconstructed EEG sources. This study also showed that, regardless of the spatial coherence
between DOI and EEG activities, the use of DOI prior did not worsen the EEG reconstruction.
Although both the theoretical model and the acquisition system remain to be improved,
this work showed the interest and feasibility of simultaneous EEG and DOI acquisition.
Key words: diffuse optical imaging, near infrared spectroscopy, electroencephalography,
movement preparation, Bayesian estimation
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1CHAPITRE 1
Introduction
1.1 Imagerie fonctionnelle ce´re´brale
L’imagerie fonctionnelle ce´re´brale est un des domaines de recherche et de de´veloppement
technologique parmi les plus dynamiques a` l’heure actuelle. Ce type d’imagerie consiste a`
visualiser l’activite´ physiologique des neurones directement (activite´ e´lectrique) ou indirec-
tement (activite´ he´modynamique par exemple). Il existe plusieurs techniques d’imagerie qui
permettent d’obtenir des images fonctionnelles du cerveau, mais il s’agit souvent de solutions
couˆteuses, lourdes en infrastructure, et ne´cessitant parfois l’utilisation de mole´cules radioac-
tives comme dans le cas de la tomographie par e´mission de positons (TEP). Dans beaucoup
de situations, tant dans le domaine clinique, de recherche qu’industriel, ces caracte´ristiques
sont des inconve´nients majeurs.
Les modalite´s d’imagerie fonctionnelle peuvent eˆtre classe´es principalement en deux cate´go-
ries : celles qui imagent l’activite´ e´lectrique directement (comme l’e´le´ctroence´phalographie
(EEG)) et celles qui imagent la demande e´nerge´tique relie´e a` l’activite´ e´lectrique. Dans cette
seconde cate´gorie, on trouve entre autres les modalite´s qui imagent les variations du sang
(en flux ou en volume), e´galement appele´es l’activite´ he´modynamique (comme l’imagerie
optique diffuse (IOD) ou encore l’imagerie par re´sonance magne´tique fonctionnelle (IRMf)).
Chacune de ces techniques pre´sente des avantages et des inconve´nients qui seront mieux de´ve-
loppe´s dans les chapitre 3 et 4. Les techniques imageant l’activite´ e´lectrique ont de meilleures
re´solutions temporelles (peuvent eˆtre infe´rieures a` la milliseconde) que les techniques he´-
modynamiques ; elles sont souvent tre`s sensibles, mais de ce fait tre`s bruite´es e´galement et
demandent de multiplier les de´tecteurs pour obtenir une bonne re´solution spatiale.
De´veloppe´e de fac¸on particulie`rement intensive depuis une quinzaine d’anne´es Villringer et al.
(1993), l’imagerie optique diffuse (IOD) propose des solutions non invasives pour de faibles
couˆts. Fonde´e sur les proprie´te´s d’absorption de la lumie`re par certaines mole´cules, cette
modalite´, meˆme si elle est limite´e en re´solution spatiale (au mieux de l’ordre du centime`tre),
permet ne´anmoins d’obtenir une bonne re´solution temporelle (jusqu’a` 10 ms).
Parmi ses avantages, l’IOD est une modalite´ non invasive, tre`s peu encombrante et peu
astreignante pour le sujet. En particulier, le sujet n’est pas oblige´ d’eˆtre immobilise´, ceci
permettant de l’utiliser pour des e´tudes sur de jeunes enfants (meˆme des pre´mature´s), ce qui
2est tre`s difficile avec d’autres types d’imagerie fonctionnelle.
L’IOD posse`de de nombreux points communs avec un autre type d’imagerie fonctionnelle
plus connu : l’e´lectroence´phalographie (EEG). En effet pour l’IOD comme pour l’EEG :
– ces deux modalite´s sont non invasives ;
– leurs re´solutions spatiales et temporelles sont comparables ;
– toutes deux ont de faibles couˆts de mise en œuvre.
Cependant ces deux types d’imageries fonctionnelles ne permettent pas d’observer les meˆmes
phe´nome`nes : l’EEG enregistre l’activite´ e´lectrique des neurones, alors que l’IOD permet
d’enregistrer les changements de concentration en sang oxyge´ne´ et de´soxyge´ne´. Meˆme si ces
parame`tres sont totalement diffe´rents, ils traduisent ne´anmoins tous deux l’activite´ neuronale
et sont comple´mentaires dans le fonctionnement ce´re´bral.
L’EEG est utilise´ en clinique depuis des de´cennies ; le traitement du signal et les reconstruc-
tions possibles sont des sujets d’e´tude encore d’actualite´ (Baillet et Garnero (1997); Litvak et
Friston (2008)). Aujourd’hui, l’EEG est souvent utilise´ en recherche en le couplant a` d’autres
types d’imagerie fonctionnelle. L’EEG a l’avantage d’avoir une excellente re´solution tempo-
relle (submilliseconde). Cependant, le signal e´tant faible et bruite´, pour obtenir un signal
correct, il est ne´cessaire d’acque´rir un grand nombre d’e´ve´nements. La re´ponse he´modyna-
mique est beaucoup plus lente et ne´cessite moins d’e´ve´nements, ne´anmoins le rapport entre
activite´ e´lectrique et activite´ he´modynamique ou couplage neurovasculaire est encore le sujet
de discussions Steinbrink et al. (2006); Wan et al. (2006); Boden et al. (2007); Ou et al. (2009).
Le but ge´ne´ral de cette the`se est de de´velopper une nouvelle technique d’acquisition de don-
ne´es permettant d’enregistrer simultane´ment les donne´es d’IOD et d’EEG chez l’adulte, afin
de mieux comprendre le rapport entre activite´ e´lectrique et re´ponse he´modynamique ; puis
une nouvelle me´thode d’analyse simultane´e des donne´es d’EEG et d’IOD a e´te´ de´veloppe´e.
1.2 Utilisation de l’imagerie optique diffuse
L’imagerie optique infrarouge : L’ide´e d’e´tudier l’oxyge´nation sanguine a` l’aide de la
lumie`re infrarouge n’est pas re´cente Jo¨bsis (1977), cependant, le de´veloppement de l’imagerie
optique n’est re´ellement intensif que depuis une vingtaine d’anne´es. Depuis, l’IOD (souvent
abusivement appele´e spectroscopie proche infra-rouge (NIRS) 1) a e´te´ reconnue comme un
moyen d’avoir acce`s a` l’activite´ neuronale par l’activite´ he´modynamique ce´re´brale Obrig
et al. (2000b), et de nombreuses avance´es techniques ont e´te´ re´alise´es Gibson et al. (2005).
1. NIRS pour «near infrared spectroscopy». Beaucoup d’auteurs parlent abusivement de spectroscopie
alors que seulement deux ou trois longueurs d’onde sont utilise´es.
3Ne´anmoins, les champs d’application sont plus larges que les neurosciences.
Champs d’applications : L’IOD permettant d’observer les variations des concentrations
sanguines, ses applications couvrent diffe´rents domaines en plus des applications ce´re´brales :
par exemple, la mammographie Boverman et al. (2005); Enfield et al. (2007) ou, plus re´cem-
ment, l’urologie Macnab et Stothers (2008). Cependant, la plupart des recherches sur l’IOD
se font en neurosciences sur le fonctionnement ce´re´bral.
Applications neuronales et lien avec la re´ponse he´modynamique : Re´cemment, il
a e´te´ de´montre´ lors d’une e´tude motrice que la re´ponse en he´moglobine de´soxyge´ne´e e´tait
tre`s fortement corre´le´e a` la re´ponse de´pendant de l’oxyge´nation du sang (re´ponse BOLD
pour «blood oxygen level dependent») de l’IRMf Huppert et al. (2006) ; cet article montre
e´galement une forte corre´lation entre la re´ponse en he´moglobine oxyge´ne´e et celle de l’ASL
(«arterial spin labeling») observe´e en IRM. C’est pourquoi meˆme si le sujet de la pre´sente
the`se est l’IOD, les e´tudes en IRMf pre´sentent beaucoup d’inte´reˆt.
Pourtant, aujourd’hui encore l’activite´ he´modynamique ce´re´brale n’est pas bien explique´e.
Pendant que certains auteurs tentent de mieux comprendre les phe´nome`nes oscillatoires spon-
tane´s (oscillations lentes facilement diffe´rencie´es des battements cardiaques et autres rythmes
plus rapides) et leur relation avec la re´ponse he´modynamique Moosmann et al. (2003); Obrig
et al. (2000a), d’autres s’inte´ressent aux relations entre activite´ neuronale et re´ponse he´mo-
dynamique Franceschini et al. (2008); Ou et al. (2009); Boden et al. (2007); Steinbrink et al.
(2006). Pour cette proble´matique, il est e´vident que l’enregistrement de l’EEG et de l’IOD
simultane´ment permet d’apporter des e´le´ments de re´ponses sur le couplage entre activite´
e´lectrique et re´ponse he´modynamique.
Acquisition et analyse de donne´es : En paralle`le, plusieurs auteurs ont cherche´ a` aug-
menter la pre´cision et la re´solution des donne´es d’IOD Boas et al. (2004b); Uludag et al.
(2004). En particulier, ces articles soulignent l’importance du choix des longueurs d’ondes
utilise´es pour re´duire l’erreur due au «cross-talk»(sorte d’interfe´rence entre les longueurs
d’ondes ayant pour conse´quence que les signaux se me´langent partiellement). D’apre`s ces
deux articles, les longueurs d’ondes utilise´es par notre syste`me (690 et 830 nm) minimisent
cette erreur. De la meˆme manie`re, certains auteurs ont tente´ de comprendre les autres phe´-
nome`nes sous-jacents causant une perte en re´solution, en pre´cision et en sensibilite´ spatiales
de l’image de l’IOD Boas et al. (2004b,a), entre autres en ajoutant des informations a priori
avant d’effectuer une reconstruction.
4L’IOD e´tant un syste`me d’imagerie encore re´cent, plusieurs chercheurs tentent simplement
de standardiser les me´thodes d’analyse des signaux en utilisant des me´thodes de´ja` applique´es
a` d’autres types d’imagerie fonctionnelle, comme le mode`le line´aire ge´ne´ral Schroeter et al.
(2004); Cohen-Adad et al. (2007) ou la de´composition en ondelettes Lina et al. (2008). En-
fin, la reconstruction des donne´es en trois dimensions reste depuis plusieurs anne´es un pro-
ble`me d’actualite´ Arridge (1999). Les reconstructions peuvent eˆtre de diffe´rents types Arridge
(1999); Gibson et al. (2005), mais re´cemment de nouveaux types de reconstruction e´mergent
Dehaes et Lesage (2010).
Acquisitions multimodalite´ :
IRMf-EEG : La relation entre l’activite´ neuronale et la re´ponse he´modynamique est encore
un domaine de recherche tre`s actif. Graˆce a` une e´tude visuelle, Wan et ses colle`gues ont
de´montre´ que la re´ponse he´modynamique et l’activite´ e´lectrique avaient un rapport de puis-
sance Wan et al. (2006). La meˆme constatation a e´te´ faite en enregistrant l’activite´ e´lectrique
par magne´toence´phalographie (MEG) Nangini et al. (2008).
De plus, plusieurs me´thodes d’analyse conjointes ont e´te´ de´veloppe´es depuis quelques an-
ne´es : sous forme d’analyse asyme´trique, i.e. l’IMRf est conside´re´e comme une contrainte au
niveau de la reconstruction de sources d’EEG Daunizeau et al. (2005); Henson et al. (2010),
ou sous forme d’analyse syme´trique, i.e. une fusion syme´trique des informations issues des
deux modalite´s d’imagerie Daunizeau et al. (2007).
IOD-EEG : Les re´centes recherches chez l’animal tendent a` montrer que la re´ponse he´mo-
dynamique n’est qu’une convolution spatio-temporelle de l’activite´ e´lectrique Devor et al.
(2005). Aujourd’hui, certaines acquisitions simultane´es EEG-IOD sur des humains tendent
a` confirmer cette hypothe`se. En effet, certains chercheurs, en se limitant a` des acquisitions
lors de taˆches visuelles Rovati et al. (2007) avec une seule e´lectrode et une seule paire source-
de´tecteur (chacune d’un coˆte´ du cortex visuel avec un stimulus syme´trique), ont montre´ que
la re´ponse he´modynamique, comme le potentiel e´voque´ visuel, augmentait avec le contraste
du stimulus visuel. Cependant, en e´tudiant des stimulations de courte dure´e, plusieurs cher-
cheurs ont montre´ que la relation entre activite´ e´lectrique et re´ponse he´modynamique e´tait
non line´aire, tant chez le rat en IOD-EEG Franceschini et al. (2008) que chez l’homme en
IOD-MEG Ou et al. (2009).
De manie`re plus ge´ne´rale, les ondes α enregistre´es en EEG sont corre´le´es avec une re´ponse he´-
modynamique spe´cifique Moosmann et al. (2003) et il a e´te´ montre´ que plus la fre´quence des
ondes α e´tait faible, plus l’intensite´ de la re´ponse he´modynamique, comme celle du potentiel
e´voque´, e´tait e´leve´e Koch et al. (2008). D’autres encore ont observe´ la re´ponse he´mody-
namique d’enfants pre´mature´s lors de bouffe´es d’activite´ e´lectrique pendant leur sommeil
5Roche-Labarbe et al. (2007), montrant qu’il existait bien une activite´ he´modynamique spe´-
cifique lors de ces bouffe´es.
1.3 Objectifs de recherche
Le point commun de tous les objectifs de cette the`se est de contribuer a` la compre´hension
des relations entre l’activite´ e´lectrique et la re´ponse he´modynamique des neurones.
Dans un premier temps, il est apparu e´vident que l’e´tude l’IOD seule serait rapidement
un atout pour re´aliser des acquisitions multi-modalite´s. En effet, les proble`mes lie´s aux ac-
quisitions d’EEG sont d’ores et de´ja` bien connus (en particulier la difficulte´ de garder une
impe´dance de contact basse pour toutes les e´lectrodes tout au long de l’acquisition). Pour
cre´er un syste`me d’acquisition double, il est ne´cessaire de connaˆıtre aussi bien les possibilite´s
que les proble`mes que peuvent amener chaque modalite´.
Mon premier objectif e´tait donc de bien connaˆıtre l’IOD tant au niveau des acquisitions de
donne´es qu’au niveau de l’analyse, afin de cibler les e´ventuels proble`mes a` re´soudre lors des
acquisitions doubles.
Par la suite, j’ai de´veloppe´ un prototype permettant l’acquisition simultane´e de donne´es
d’EEG et d’IOD.
L’enregistrement simultane´ EEG-IOD sur quelques sujets sur des taˆches pre´de´finies (une
taˆche visuelle et une taˆche de pre´paration au mouvement) constituait donc mon deuxie`me
objectif, ainsi que l’analyse des donne´es acquises.
Enfin, un troisie`me objectif a e´te´ de de´velopper et tester un outil d’analyse permettant de
prendre en compte les donne´es d’IOD et d’EEG enregistre´es simultane´ment.
Ce travail a e´te´ effectue´ dans un environnement de donne´es simule´es et a permis de mettre
en œuvre un nouvel outil d’analyse de donne´es d’EEG et d’IOD.
1.4 Plan du manuscrit
Le second chapitre explique le fonctionnement physiologique du cerveau, base de tous
les types d’imagerie fonctionnelle. Puis, le troisie`me chapitre expose les principes the´oriques
de l’imagerie optique diffuse. Les the´ories d’optique diffuse sous-jacentes seront pre´sente´es
dans un premier temps, puis nous verrons les techniques d’analyse des signaux permettant
6l’interpre´tation des donne´es. Le quatrie`me chapitre expose le fonctionnement de l’EEG ainsi
que les diffe´rents types de reconstruction de sources qui ont d’ores et de´ja` fait leur preuve.
Le cinquie`me chapitre de´crit plus pre´cise´ment le projet de recherche sur les acquisitions si-
multane´es comprenant deux types de taˆches : une sur l’activite´ pre´paratoire aux mouvements
et une autre sur l’activite´ visuelle. Une revue de litte´rature suivie d’une description des ex-
pe´riences mene´es y sont pre´sente´es, ainsi qu’une discussion sur les re´sultats obtenus et les
ame´liorations a` pre´voir.
Enfin le sixie`me chapitre de´taille la nouvelle me´thode d’analyse de donne´es d’EEG jointes a`
celles d’IOD. La the´orie et la mise en œuvre sur des donne´es simule´es sont pre´sente´es dans
ce chapitre. Puis les re´sultats de ces analyses sont compare´s a` d’autres types d’analyse et
discute´s. Enfin, une discussion ge´ne´rale constitue le chapitre 7, suivie d’une conclusion au
chapitre 8.
7CHAPITRE 2
Le fonctionnement ce´re´bral humain : de l’activite´ e´lectrique a` la re´ponse
he´modynamique
Succintement, l’activite´ ce´re´brale correspond a` l’activite´ e´lectrique de groupes de neu-
rones. Cette activite´ e´lectrique constitue une de´pense d’e´nergie, donc une consommation
d’oxyge`ne, d’ou` un appel de sang appele´ re´ponse he´modynamique. Pour mieux de´crire le
fonctionnement ce´re´bral, nous nous attarderons tout d’abord sur la ge´ne´ration de l’activite´
e´lectrique, puis nous verrons comment la re´ponse he´modynamique est engendre´e. Enfin en
dernier point, nous de´crirons plus pre´cise´ment un mode`le biome´canique de re´ponse he´mo-
dynamique commune´ment utilise´ en particulier en IRMf, le mode`le du ballon de Buxton
(Buxton et al. (2004)).
2.1 L’activite´ e´lectrique des neurones
La description faite dans ce manuscrit reste succinte, pour de plus amples de´tails, il est
conseille´ au lecteur de se re´fe´rer a` un ouvrage consacre´ au sujet, comme par exemple Bear
et al. (2001).
2.1.1 Constitution physiologique des neurones
Les neurones sont les unite´s de base du cortex ce´re´bral, mais on trouve des neurones
ailleurs, en particulier dans la moelle e´pinie`re. Ce sont des cellules spe´cifiques constitue´es
d’un corps cellulaire ou soma, de dentrites et d’un axone (cf. figure 2.1).
– Le corps cellulaire contient le noyau de la cellule et a pour fonction de traiter l’ensemble
des informations ;
– Les dendrites sont des fibres ramifie´es permettant de collecter les informations affe´-
rentes ;
– L’axone est une fibre de longueur variable permettant de transmettre les messages du
corps cellulaire, information effe´rente.
De plus, le relai qui assure la transmission de l’influx nerveux est la synapse.
La membrane cellulaire des neurones est polarise´e par un exce`s d’ions positifs a` l’exte´rieur. La
particularite´ de cette membrane est sa capacite´ a` cre´er un phe´nome`ne e´lectrique : le potentiel
d’action (PA). La figure 2.2 montre le de´cours temporel d’un PA : en quelques millie`mes de
8Figure 2.1 Sche´ma d’un neurone moteur. Il existe plusieurs types de neurones, mais toujours
forme´ de la meˆme base : un corps cellulaire, une ou plusieurs dendrites et un axone. (Source :
http ://www.cvc.u-psud.fr/IMG/gif/neurone.gif).
9seconde et sur une infime longueur de membrane, un aﬄux de sodium (ions Na+) entre dans
la cellule, ce qui de´polarise la membrane.
Figure 2.2 De´cours temporel d’un potentiel d’action. Un PA (en noir) est constitue´ d’une
de´polarisation (2) jusqu’a` un potentiel maximum (3) d’environ +30 mV, puis d’une repo-
larisation (4) jusqu’a` une le´ge`re hyperpolarisation (5). Le potentiel de repos (1) d’environ
-70 mV est repre´sente´ en bleu. Le potentiel de seuil (environ -50 mV) apparaˆıt en rouge.
(Source : http ://www.apteronote.com/revue/images/membranepotentielaction.jpg).
2.1.2 Activation des neurones
Il existe un potentiel de repos entre l’inte´rieur du neurone et l’exte´rieur d’environ -70 mV.
Cette diffe´rence est non seulement due a` une diffe´rence de concentration ionique entre les par-
ties internes et externes du neurone, mais aussi a` un flux d’ions potassium (K+) constant ap-
pele´ courant de fuite. Lorsqu’un message arrive sur une synapse, un potentiel post-synaptique
(PPS) est ge´ne´re´. Si la synapse est excitatrice, alors le PPS est positif et, si la synapse est
inhibitrice, alors le PPS est ne´gatif.
Si la somme temporelle et spatiale (cf fig. 2.3) des PPS de´passe un certain seuil (envi-
ron -50 mV), alors les canaux ioniques spe´cifiques du sodium (Na+) sont active´s, ce qui
re´e´quilibre les concentrations ioniques, et meˆme inverse la diffe´rence de potentiel (environ
+30 mV) : c’est la de´polarisation de la membrane. Rapidement, des ions K+ sortent de la
cellule pour re´e´quilibrer les potentiels et repolariser la membrane. Cette sortie des ions K+
va meˆme jusqu’a` une le´ge`re hyperpolarisation, ensuite le potentiel membranaire retourne au
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Figure 2.3 Sommation spatio-temporelle des PPS et ge´ne´ration d’un PA. (Source :
http ://www.colorado.edu/intphys/Class/IPHY3730/image/figure4z.jpg).
potentiel de repos. C’est l’ensemble constitue´ par la de´polarisation (partie 2 de la figure 2.2),
repolarisation (partie 4 de la figure 2.2) et hyperpolarisation (partie 5 de la figure 2.2) de la
membrane qu’on appelle potentiel d’action.
Le phe´nome`ne du PA est tre`s rapide (1 a` 3 ms) graˆce a` la pre´sence de canaux ioniques
dans la membrane.
L’activation des neurones suit une loi du «tout ou rien», c’est-a`-dire que les PA sont toujours
les meˆmes, c’est leur pre´sence ou fre´quence qui permet de quantifier une information.
Le PA est suivi d’une pe´riode ou` toute ge´ne´ration d’un nouveau PA est impossible. Cette
pe´riode est dite «re´fractaire». Les PA sont transmis le long de l’axone rapidement et avec
une atte´nuation minime graˆce a` la couche de mye´line entourant l’axone.
Les me´canismes engendrant les PA et, en particulier, l’activation des canaux ioniques
ne´cessitent de l’e´nergie. Cette e´nergie est fournie par l’oxyge`ne et le glucose apporte´s par
le sang. Ainsi, l’activation des neurones ne´cessite un apport spe´cifique de sang d’ou` une
vasodilatation. Les variations en concentrations sanguines (sang oxyge´ne´ [HbO2 ] et sang
de´soxyge´ne´ [Hb]) resultent donc de cette vasodilatation et de la consommation en oxyge`ne des
neurones. Les variations en [HbO2 ] et [Hb] en re´ponse a` une activation neuronale constituent
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la re´ponse he´modynamique.
2.2 La re´ponse he´modynamique
Lors d’activations, les neurones ont besoin d’e´nergie, fournie par l’oxyge`ne et le glucose
du sang ; ainsi pour augmenter l’apport sanguin lors des activations, le flux sanguin ce´re´bral
(CBF, cerebral blood flow) est augmente´. Tous les me´canismes menant a` cette augmentation
ne sont pas encore bien connus (Iadecola (2004); Girouard et Iadecola (2006)). Cependant, la
physique du syste`me vasculaire irriguant le cerveau est importante et sa description consti-
tuera une premie`re partie, alors que la seconde sera consacre´e a` l’ensemble des vasodilatateurs
e´mis lors d’une activation neuronale. Enfin, la troisie`me partie de´crira plus pre´cise´ment un
mode`le commune´ment utilise´ pour la re´ponse he´modynamique.
2.2.1 Structure du syste`me vasculaire ce´re´bral
Le cerveau repre´sente seulement 2 % de la masse corporelle, mais il rec¸oit 15 % du de´bit
sanguin provenant du coeur et consomme environ 20 % de l’oxyge`ne qui est produit par le
syste`me cardiovasculaire.
Pour re´pondre a` une telle demande en oxyge`ne, le cerveau est irrigue´ par cinq sinus, «grosses
arte`res»situe´es a` la surface du cerveau. Ces arte`res se divisent en arte`res plus petites, puis
en arte´rioles qui traversent la surface pour irriguer le volume entier du cerveau ; ces arte´rioles
se divisent enfin en capillaires, lieu des e´changes en oxyge`ne et en glucose.
Selon leur taille, les vaisseaux ne sont pas relie´s de la meˆme fac¸on aux neurones (cf.
figure 2.4). Les arte`res et arte´rioles sont entoure´es de muscles lisses, eux-meˆmes innerve´s par
des nerfs pe´rivasculaires, ce qui permet si ne´cessaire une variation du diame`tre des arte`res.
Plus les arte´rioles pe´ne`trent profonde´ment dans le cerveau, plus elles re´tre´cissent, et plus
l’e´paisseur de la couche de muscles lisses diminue, au point de disparaˆıtre (cf. figure 2.4).
Les cellules endothe´liales des capillaires (cf. figure 2.4) jouent un roˆle important dans le
controˆle du flux ce´re´bral, car elles peuvent libe´rer de puissants agents vasoactifs induisant un
changement de diame`tre vasculaire.
2.2.2 Variations du flux sanguin en re´ponse a` une activite´ neuronale
La re´ponse he´modynamique semble eˆtre une re´ponse a` un manque soudain d’e´nergie (i.e.
glucose et oxyge`ne) pendant l’activite´ neuronale, cependant, la variation de flux re´pondant a`
une activation n’est pas alte´re´e par l’hypoglyce´mie ou l’hypoxie (Attwell et Iadecola (2002)).
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Figure 2.4 Relation entre les cellules des vaisseaux sanguins ce´re´braux, les neurones et les
nerfs pe´rivasculaires. Provenant de Girouard et Iadecola (2006).
En re´alite´, de nombreux vasodilatateurs interviennent dans la ge´ne´ration de la re´ponse he´-
modynamique (cf. tableau 2.1).
Cette multitude d’agents vasoactifs complique conside´rablement la compre´hension de cette
re´ponse, encore mal connue aujourd’hui. En particulier, il semblerait qu’une concentration
extracellulaire en ions K+ de´passant les 8-10 mM cause une dilatation des arte´rioles tant in
vivo que in vitro (Kuschinsky et al. (1972)).
De manie`re ge´ne´rale, il est ave´re´ que lors d’une activation neuronale, des vasodilatateurs sont
libe´re´s provoquant une augmentation du CBF tant dans les capillaires que dans les arte´rioles.
Cette augmentation du CBF correspond a` un apport en sang oxyge´ne´, ce quicorrespond a`
une augmentation de la concentration en he´moglobine oxyge´ne´e ([HbO2 ]), et une diminution
de celle en he´moglobine de´soxyge´ne´e ([Hb]). Afin de mieux comprendre ces phe´nome`nes, nous
avons choisi de prendre en exemple un mode`le de re´ponse he´modynamique : le mode`le du
ballon (Buxton et al. (2004)).
2.3 Un mode`le de re´ponse he´modynamique
Il existe plusieurs types de mode`les de re´ponse he´modynamique (Friston et al. (2000);
Behzadi et al. (2004); Buxton et al. (2004); Sotero et Trujillo-Barreto (2008)). Ce mode`le a
e´te´ cre´e´ initialement pour expliquer certains re´sultats de l’imagerie par re´sonance magne´tique
fonctionnelle (IRMf). L’IRMf donne un signal de´pendant de l’oxyge´nation du sang ou signal
BOLD. Le signal BOLD est lie´ a` la concentration en sang de´soxyge´ne´ ([Hb]) et certaines
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Tableau 2.1 Facteur implique´s dans la vasodilatation lie´e a` la re´ponse he´modynamique. Pro-
venant de Girouard et Iadecola (2006).
Agents vasoactifs Re´fe´rences
Ions vasoactifs
K+ Kuschinsky et al. (1972)
H+ Kuschinsky et al. (1972)
Ca2+ Heuser (1978)
Facteurs Me´taboliques
Lactate, CO2 Roy et Sherrington (1890); Schmidt (1950)
Hypoxie Schmidt (1950)
Ade´nosine Rubio et al. (1975)
Neurotranmetteurs vasoactifs
Dopamine Krimer et al. (1998)
GABA Fergus et Lee (1997)
Ace´tylcholine Scremin et al. (1973)
Peptide intestinal vasoactif Yaksh et al. (1987)
Autres
NO Northington et al. (1992)
COX-2 compose´s (cycloxyge´nase-2) Niwa et al. (2000)
P450 compose´s Peng et al. (2002)
CO Monte´cot et al. (1998)
e´tudes montrent que ce signal est tre`s fortement corre´le´ au signal [Hb] de´tecte´ par l’IOD
(Huppert et al. (2006)).
En re´alite´, ce mode`le est constitue´ de quatre parties distinctes :
1. une partie retranscrit la non line´arite´ dans le temps entre le stimulus (s(t), vecteur
binaire repre´sentant le paradigme de stimulation) et la re´ponse neuronale (N(t)) ;
2. le «couplage neurovasculaire»relie l’activite´ neuronale a` la re´ponse en CBF et en taux
me´tabolique ce´re´bral en oxyge`ne (CMRO2) ;
3. le mode`le du ballon de´crit les dynamiques reliant le volume sanguin ce´re´bral CBV et
[Hb] avec le CBF et la consommation en oxyge`ne (CMRO2) ;
4. enfin, la dernie`re partie du mode`le fait la relation entre le signal BOLD, le CBV et
[Hb].
L’ensemble du mode`le est repre´sente´ par le sche´ma de la figure 2.5. La partie 4 du mode`le
concerne uniquement l’IRMf, mais le reste du mode`le concerne l’he´modynamique en ge´ne´ral
et est donc tout a` fait applicable dans notre cas. Ici, nous nous inte´resserons tout particulie`-
rement au troisie`me point, le mode`le du ballon proprement dit, afin de mieux comprendre la
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Figure 2.5 Sche´ma repre´sentant des liens entre les diffe´rentes variables du mode`le provenant
de Buxton et al. (2004).
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relation entre le flux, la consommation d’oxyge`ne, le volume et la concentration en he´moglo-
bine de´soxyge´ne´e.
Avant de de´crire plus pre´cise´ment ce mode`le, il est ne´cessaire de pre´ciser que les notations
sont en majuscules lorsqu’elles concernent des donne´es physiologiques brutes (par exemple
CBF, CMRO2 ou CBV) ; lorsque ces grandeurs sont normalise´es par leur niveau de re´fe´rence
respectif, elles sont alors repre´sente´es par des minuscules (f pour CBF, m pour CMRO2, v
pour CBV ou q pour [Hb]). Ainsi au repos, on a f = m = v = 1.
Mode`le 1 : La re´ponse neuronale
Pour passer du stimulus s(t) a` la re´ponse neuronale, Buxton et ses colle`gues ont conside´re´
la re´ponse neuronale comme un simple syste`me a` boucle inhibitrice («inhibitory feedback»).
La re´ponse neuronale est la diffe´rence entre une excitation s(t) et une inhibition I(t).
N(t) = s(t)− I(t) (2.1)
dI(t)
dt
=
κN(t)− I(t)
τ1
(2.2)
avec κ le facteur de gain, et τ1 la constante de temps entre l’inhibition et la re´ponse neuronale.
Avec ce mode`le, la re´ponse neuronale a` un stimulus soutenu est un pic de´croissant vers un
plateau (cf. figure 2.5). La valeur du plateau est de´termine´e par κ.
Mode`le 2 : Le couplage neurovasculaire
La re´ponse neuronale e´tant de´finie, on peut conside´rer que la re´ponse du CBF et du CMRO2
sont une convolution d’une re´ponse impulsionnelle avec la re´ponse neuronale. Si on de´finit h
et g comme les re´ponses impulsionnelles respectives de f (le CBF) et m (le CMRO2), alors
on a :
f(t) = 1 + (f1 − 1)h(t− δtf )⊗N(t) (2.3)
m(t) = 1 + (m1 − 1)g(t− δtm)⊗N(t) (2.4)
Le symbole ⊗ repre´sente la convolution. δtf (respectivement δtm) est le de´lai entre le de´but
du stimulus et le de´but de la re´ponse en flux, f (respectivement, la re´ponse en oxyge´nation,
m). Le parame`tre f1 (respectivement m1) est un facteur d’e´chelle repre´sentant la valeur du
plateau de f (respectivement m) en re´ponse a` une activite´ neuronale d’amplitude 1.
Une forme plausible pour la re´ponse impulsionnelle h(t) est une fonction gamma de largeur
a` mi-hauteur d’environ 4s (Buxton et al. (2004)). Avec une telle re´ponse impulsionnelle, le
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flux f et l’oxyge´nation m sont bien relie´s a` la stimulation s.
Au niveau local, l’oxyge´nation du sang veineux de´pend directement de la fraction d’oxy-
ge`ne extraite, E. Ainsi la consommation en oxyge`ne, CMRO2, est proportionnelle au CBF,
a` la fraction d’oxyge`ne extraite E et a` la concentration en oxyge`ne au niveau arte´riel (Ca) :
CMRO2 = E.Ca.CBF⇔ m = E
E0
f, (2.5)
avec E0 la fraction d’oxyge`ne extraite au repos. Cette e´quation est valable strictement au
repos. Si l’une des variables varie trop, alors l’e´quation 2.5 n’est plus valable, cependant pour
des faibles changements autour de la valeur au repos, les changements en CBF et en CMRO2
restent proportionnels.
Mode`le 3 : Le mode`le du ballon
En re´gime permanent, le CBV et le CBF sont relie´s par une loi de puissance :
v = fα (2.6)
avec α = 0, 4 approximativement. Cette relation empirique s’applique a` tout le volume san-
guin, meˆme si le mode`le de´crit ici ne prend en compte que le volume sanguin veineux dans
les capillaires.
La relation (2.6) est valable au repos ; par contre en re´gime transitoire, i.e. lorsque le volume
varie, cette relation n’est plus respecte´e.
Dans ce mode`le, on conside`re que le compartiment veineux est un ballon extensible. Ainsi,
le flux entrant dans le ballon est le flux sanguin ce´re´bral (pre´ce´demment de´fini comme f),
et le flux sortant est une fonction croissante du volume du ballon. Ainsi, si le volume varie,
sa variation temporelle sera proportionnelle a` la diffe´rence entre le flux entrant (f) et le flux
sortant (fout).
dv
dt
=
1
τMTT
[f(t)− fout(v, t)], (2.7)
avec τMTT le temps moyen de transit a` travers le ballon.
En prenant en compte la relation (2.6) pour le flux entrant, on peut re´e´crire l’e´quation 2.7
afin de mode´liser les effets viscoe´lastiques des vaisseaux. fout est alors une fonction du volume
du ballon et de ses variations dans le temps :
fout(v) = v
1/α − τ dv
dt
. (2.8)
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Dans cette e´quation, τ traduit une constante de temps. Quant a` la concentration en de´soxy-
he´moglobine, q, sa variation temporelle est simplement la soustraction des concentrations
entrante et sortante :
dq
dt
=
1
τMTT
[
f(t)
E(t)
E0
− q(t)
v(t)
fout(v, t)
]
. (2.9)
Les concentrations entrante et sortante sont respectivement le premier et le deuxie`me terme
de l’e´quation. Il est a` noter que ce mode`le conside`re que le syste`me revient a` l’e´quilibre ins-
tantane´ment lors de l’extraction d’oxyge`ne (aucun de´lai temporel).
Buxton et al. ont re´ussi a` mode´liser diffe´rents aspects de la re´ponse he´modynamique ob-
serve´s expe´rimentalement. Meˆme si ce mode`le a e´te´ de´veloppe´ au de´part pour l’IRMf, nous
allons voir dans la partie suivante que les the´ories sur lesquelles repose l’IOD permettent
d’imager directement la concentration en sang de´soxyge´ne´ (et en sang oxyge´ne´), grandeur
que Buxton et al. ont incluse dans leur mode`le.
Apre`s avoir de´crit le fonctionnement ce´re´bral ainsi qu’un de ses mode`les, quelques moda-
lite´s d’imagerie fonctionnelle particulie`rement inte´ressantes sont succintement de´crites ici.
2.4 Diffe´rents syste`mes d’imagerie fonctionnelle
La plupart des modalite´s de neuroimagerie fonctionnent en mode «balistique». Le terme
balistique est utilise´ pour toute modalite´ dont l’e´nergie issue de la source se propage en ligne
droite jusqu’a` l’objet. Avec ce type d’imagerie, la facilite´ repose dans le fait qu’il y a une
correspondance univoque entre les parame`tres mesure´s et les coordonne´es des volumes ima-
ge´s. L’exemple le plus simple de ce type de propagation est celui de la vision directe ou de la
microscopie, qui permettent de re´aliser une image bidimensionnelle d’une surface tridimen-
sionnelle. Plusieurs types d’imagerie (comme l’imagerie a` rayons X) utilisent e´galement ce
type de propagation d’e´nergie.
En IOD, diffe´rents phe´nome`nes agissent sur la lumie`re et rendent plus difficiles les recons-
tructions (Siegel (2004)). Ici, nous allons tout d’abord pre´senter succintement deux modalite´s
d’imagerie, les plus inte´ressantes a` coupler a` l’IOD, puis une rapide pre´sentation de l’IOD
suivra. Pour chacun des types d’imagerie pre´sente´, un paradigme pre´cis est de´fini avant d’ef-
fectuer une acquisition. Le paradigme constitue le de´roulement temporel de la taˆche effectue´e
par le participant. On trouve principalement deux types de paradigme : en blocs 1 ou mono-
1. Un paradigme en bloc est constitue´ de plusieurs e´ve´nements identiques.
18
e´ve´nementiel 2.
Imagerie par Re´sonance Magne´tique (IRM)
L’IRM est base´e sur l’observation des proprie´te´s magne´tiques des tissus ou, plus pre´cise´ment,
la re´sonance des spins des protons en pre´sence d’un champ magne´tique. Les temps de re-
laxation sont diffe´rents selon le type de tissu, on peut donc obtenir une image anatomique
de´taille´e de ces tissus.
La modalite´ anatomique de l’IRM permet d’obtenir une image anatomique de´taille´e du cer-
veau (ou d’autres parties du corps). La re´solution de ces images de´pend du champ magne´tique
applique´ 3 ainsi que de la dure´e de l’acquisition (en ge´ne´ral une dizaine de minutes).
La modalite´ fonctionnelle de l’IRM (IRMf) permet d’imager l’he´moglobine desoxyge´ne´e. En
effet, l’he´moglobine de´soxyge´ne´e posse`de des proprie´te´s magne´tiques diffe´rentes de celles de
l’he´moglobine oxyge´ne´e. La mole´cule d’he´moglobine de´soxyge´ne´e est paramagne´tique, ce qui
permet, en quelque sorte, de l’utiliser comme agent de contraste endoge`ne. L’e´volution tem-
porelle de cette mole´cule permet de mettre en e´vidence une activite´ neuronale. En effet,
l’activation d’un groupe de neurones provoque une consommation accrue d’oxyge`ne, ce qui
provoque imme´diatement une augmentation du flux sanguin. L’IRMf de´tecte donc un signal
de´pendant du niveau d’oxyge`ne du sang (signal BOLD), signal relie´ directement a` l’activite´
des neurones.
L’IRMf n’e´tant pas a` proprement dit le sujet de cette the`se, sa description reste tre`s succinte
ici, mais de plus amples renseignements peuvent eˆtre trouve´s dans de nombreux ouvrages sur
le sujet (par exemple Moonen et Bandettini (1999)).
E´lectroence´phalographie (EEG)
Le principe de l’EEG repose sur la de´tection directe des signaux e´lectriques issus des neu-
rones. Comme tout courant e´lectrique, les courant neuronaux cre´ent un champ magne´tique
et un champ e´lectrique perpendiculaires entre eux ; l’EEG permet de de´tecter ce champ e´lec-
trique.
Typiquement, un ensemble d’e´lectrodes est mis en contact avec le cuir chevelu (ou directe-
ment implante´ dans le cerveau pour les animaux) et permet de de´tecter les signaux e´lectriques
2. Dans un paradigme mono-e´ve´nementiel, chaque e´ve´nement est unique et diffe´rent des autres. En parti-
culier pour les activite´s spontane´es (comme les pointes qu’on peut enregistrer en e´pilepsie), le paradigme est
ogligatoirement mono-e´ve´nementiel.
3. en pratique, on utilise en clinique des champs magne´tiques de 1,5 ou 3 T, mais en recherche, on peut
utiliser des champs allant jusqu’a` 7 T voire plus pour les recherches sur l’animal
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importants (jusqu’a` plusieurs dizaines de millivolts). En effet, l’EEG ne permet pas d’enre-
gistrer l’activite´ d’un seul neurone (sauf si les e´lectrodes sont implante´es), le signal e´tant trop
faible pour se distinguer du bruit. En revanche, si un ensemble de neurones dans une meˆme
re´gion sont active´s de manie`re synchrone, alors le signal peut eˆtre enregistre´ par EEG. Le
fonctionnement de l’EEG sera de´taille´ de manie`re plus explicite au chapitre suivant.
Imagerie optique diffuse (IOD)
Pour ce qui est de l’IOD, le principe de base est d’illuminer le tissu avec un ensemble de
sources et de mesurer l’absorption dans le tissu a` l’aide d’un ensemble de de´tecteurs. Dans
les tissus biologiques, la lumie`re proche-infrarouge est principalement absorbe´e par deux
chromophores particuliers qui sont l’oxy- et la de´soxyhe´moglobine (cf. fig. 2.6 4). En utilisant
deux longueurs d’onde, judicieusement choisies, on peut alors de´terminer simultane´ment les
concentrations [Hb] et [HbO2 ].
Figure 2.6 Coefficient d’extinction des principaux chromophores dans les tissus. En-dehors
de cette feneˆtre les valeurs des coefficients remontent extreˆmement rapidement.
Il est a` noter que le spectre proche infra-rouge est utilise´ car en-dehors de la feneˆtre de
longueur d’onde 600-1000 nm (appele´e feneˆtre the´rapeutique), on observe que l’absorption
4. Les donne´es originales pour l’he´moglobine ont e´te´ compile´es par Scott Prahl (prahl@ece.ogi.edu) en
utilisant les donne´es de W. B. Gratzer (Med. Res. Council Labs, Holly Hill, London) et N. Kollias (Wellman
Laboratories, Harvard Medical School, Boston). Les donne´es pour l’eau ont e´te´ publie´es (Hale et Querry
(1973)) et sont disponibles : http ://omlc.ogi.edu/spectra/water/abs/index.html.
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des chromophores pre´sents dans les tissus biologiques augmente fortement. Au-dessus de 1
µm, l’absorption de l’eau est trop forte pour permettre une propagation de la lumie`re ; et en
dessous de 600 nm, c’est l’absorption par l’he´moglobine qui empeˆche la propagation.
Re´solution spatio-temporelle
Les re´solutions temporelle et spatiale diffe`rent selon le type d’imagerie utilise´. Le sche´ma de
la figure 2.7 repre´sente les resolutions temporelle et spatiale de l’IRM, de l’EEG et de l’IOD.
Figure 2.7 Comparaison des re´solutions temporelles et spatiales pour diffe´rents types d’ima-
gerie ce´re´brale (Strangman et al. (2002)). L’ERP (pour «event-related potential») est une
forme d’analyse des donne´es d’EEG (cf. chapitre 4) permettant d’obtenir le potentiel lie´ a`
un e´ve´nement donne´ et la SPECT (signifiant «Single Photon Emission Computed Tomogra-
phy») est une forme particulie`re de TEP appele´e tomographie a` e´mission monophotonique.
La figure 2.7 montre que l’IOD posse`de une re´solution spatiale moins e´leve´e que l’IRMf,
mais une re´solution spatiale nettement supe´rieure.
Le chapitre suivant de´taille les avantages et les inconve´nients de l’IOD ainsi que son fonc-
tionnement the´orique et pratique.
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CHAPITRE 3
L’imagerie optique diffuse
Pour comprendre les re´sultats et les proble`mes rencontre´s lors des expe´riences expose´es
par la suite, il est ne´cessaire d’expliquer les principales caracte´ristiques et les lois physiques
sur lesquelles repose la modalite´ d’imagerie fonctionnelle qu’est l’imagerie optique diffuse.
D’autres modalite´s d’imagerie fonctionnelle ont e´te´ pre´sente´es dans le chapitre pre´ce´dent,
ici le fonctionnement de l’IOD est de´taille´ avec ses avantages ainsi que ses inconve´nients par
rapport a` ces autres modalite´s. Les bases the´oriques de l’optique diffuse seront pre´sente´es ainsi
que les caracte´ristiques expe´rimentales de ce syste`me, et enfin les diffe´rents types d’analyse
de donne´es pouvant eˆtre utilise´s.
3.1 Un syste`me d’imagerie fonctionnelle particulier
L’imagerie optique diffuse (IOD) est un syste`me d’imagerie purement fonctionnel. En effet
cette modalite´ ne permet pas d’obtenir des images anatomiques, mais seulement une carte
des activations neuronales, ou plus pre´cise´ment une carte des diffe´rences de concentrations
de sang (oxyge´ne´ et desoxyge´ne´), qui refle`tent l’activite´ des neurones.
L’IOD est base´e sur les diffe´rences d’absorption entre les deux longueurs d’onde injecte´es par
une meˆme source. Nous verrons que l’utilisation de deux longueurs d’onde permet d’obtenir
deux e´quations dont les deux inconnues sont [Hb] et [HbO2 ]. Ainsi, la re´solution de ces deux
e´quations a` chaque e´chantillon temporel permet d’obtenir les variations temporelles de [Hb]
et [HbO2 ]. Les activations neuronales provoquant un de´cours temporel particulier en [Hb] et
[HbO2 ], on peut donc de´terminer s’il y a eu ou non une activation neuronale a` partir de [Hb]
et [HbO2 ].
3.1.1 Avantages et inconve´nients de l’IOD
Pour les modalite´s balistiques, la propagation rectiligne de la lumie`re ne´cessite l’utilisation
de photons de grande e´nergie. En effet, pour e´viter une trop forte diffusion des particules des
tissus, on diminue la longueur d’onde de la lumie`re utilise´e, donc on augmente l’e´nergie des
photons. Or plus les photons ont une e´nergie importante, plus ils sont dangereux. L’avantage
de l’IOD est l’utilisation de lumie`re proche infrarouge, donc de photons de faible e´nergie,
ainsi la re´pe´tition d’expe´riences ne constitue en aucun cas quelque chose de dangereux, alors
qu’il est fortement de´conseille´ d’effectuer des radiographies a` rayons X ou des images TEP a`
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re´pe´tition avec certains radioisotopes.
La plupart des syste`mes d’imagerie balistique fournissent des images anatomiques de grande
pre´cision spatiale. Ceux qui fournissent e´galement des images fonctionnelles (IRMf et TEP)
ne donnent qu’une faible pre´cision temporelle. L’IRMf peut produire une pre´cision tempo-
relle jusqu’a` des fre´quences approchant difficilement les 10 coupes par seconde, mais pour
imager un cerveau entier, il faut plusieurs coupes. L’IOD permet d’acque´rir sans proble`me
suple´mentaire des signaux a` 100 Hz. Avec une telle pre´cision temporelle, la re´solution spatiale
de l’IOD n’est pas aussi bonne qu’en IRMf (quelques millime`tres), mais selon les ge´ome´tries
utilise´es, la re´solution spatiale peut aller de 5 mm jusqu’a` 1-2 cm. C’est pourquoi il peut eˆtre
inte´ressant de coupler l’excellente re´solution temporelle de l’IOD a` d’autres modalite´s dont
la re´solution spatiale est supe´rieure.
Lors d’une acquisition d’IRMf, le patient est dans un espace restreint (a` l’inte´rieur d’un
aimant) ce qui l’oblige a` bouger le moins possible. Il est donc impossible d’utiliser ce type
d’imagerie sur des animaux sans les anesthe´sier. Or selon les e´tudes effectue´es, l’anesthe´sie
peut influencer les re´sultats obtenus. L’IOD, quant a` elle, permet quelques mouvements. Si
les sources et les de´tecteurs sont correctement fixe´s, des mouvements sont possibles. Bien
suˆr, si l’e´tude effectue´e concerne les activations lors de mouvements pre´cis, il est ne´anmoins
ne´cessaire que le patient soit immobile, car on ne pourrait pas diffe´rencier les activations
correspondant a` chaque mouvement.
Le principal proble`me de l’IOD est que l’imagerie de l’activite´ neuronale est indirecte. En
re´alite´, on image les concentrations de sang oxyge´ne´ et de´soxyge´ne´, et on en de´duit une ac-
tivite´ ou non des neurones dans l’aire ce´re´brale image´e.
D’autre part, du fait de la forte absorption de la lumie`re dans les tissus biologiques, la lumie`re
ne peut se propager sur des trop longues distances, on ne peut donc imager que quelques mil-
lime`tres de la surface du cortex. Il est strictement impossible d’imager les parties internes du
cerveau.
Dans la section suivante, nous allons voir les the´ories optiques sur lesquelles se base l’imagerie
optique diffuse.
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3.2 La the´orie optique de l’IOD : l’optique diffuse
Les tissus biologiques sont fortement diffusants aux longueurs d’onde utilise´es en IOD.
Dans cette partie, nous allons voir tout d’abord comment faire un lien entre les coefficients
d’absorption et les concentrations en he´moglobine, puis nous pre´senterons les the´ories de
l’optique diffuse, sur lesquelles l’IOD se base.
3.2.1 Relation entre absorption et concentrations des chromophores
D’apre`s la loi de Beer-Lambert, dans un milieu absorbant, l’intensite´ de la lumie`re est
atte´nue´e suivant une loi exponentielle :
I = I0.e
−µa.L, (3.1)
ou` I0 est l’intensite´ incidente et I est l’intensite´ sortante. L est la longueur du chemin op-
tique. Le coefficient d’absorption, ou absorbance, µa, de´pend du milieu traverse´ ainsi que
de la longueur d’onde λ. La loi de Beer-Lambert n’est valable que si le milieu n’est pas ou
faiblement diffusant.
Dans un milieu fortement diffusant, la loi de Beer-Lambert modifie´e (LBLM) est une des-
cription empirique simple de l’absorption optique. En de´finissant la densite´ optique (OD)
comme le logarithme du rapport des intensite´s sortante et incidente, la LBLM est de´crite par
l’e´quation suivante :
OD = − ln( I
I0
) = µa.L.B +G, (3.2)
ou` B est le facteur diffe´rentiel de chemin optique. En effet, l’e´quation (3.2) ne´cessite un
facteur de correction B refle´tant le fait que, le milieu e´tant fortement diffusant, il n’y a pas
qu’un seul chemin optique possible entre la source et le de´tecteur. Enfin, G est un facteur
de´pendant de la ge´ome´trie de mesure.
Le coefficient d’absorption µa dans un milieu compose´ de plusieurs espe`ces absobantes est
de´fini :
µa =
∑
i
εi.Ci, (3.3)
avec εi le coefficient d’extinction pour le chromophore i (soit la variable traduisant la quantite´
de lumie`re que chaque mole´cule d’un chromophore peut absorber) et Ci est la concentration
de ce chromophore dans le milieu.
En ne conside´rant que des variations temporelles lentes des concentrations ∆Ci des chromo-
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phores, on peut re´e´crire l’e´quation (3.2) :
∆OD = − ln( I
I0
) =
∑
i
εi.∆Ci.L.B. (3.4)
Ici, ∆OD est la variation de densite´ optique. On peut alors remarquer que le terme G a
disparu, la ge´ome´trie ne de´pendant pas du temps. On peut directement relier la densite´
optique a` l’absorption par le facteur LB.
Dans les tissus biologiques, les longueurs d’onde de proche infrarouge ne sont absorbe´es que
par l’oxy- et la de´soxy-he´moblobine. La somme sur i ne posse`de donc que deux termes, l’un
correspondant a` HbO2 et l’autre a` Hb. Il est e´vident que l’e´quation (3.3) ne permet pas
a` elle seule de de´terminer les deux concentrations [HbO2 ] et [Hb]. Heureusement, plusieurs
coefficients de cette e´quation (ε et ∆µa) de´pendent de la longueur d’onde utilise´e. En IOD, on
enregistre donc deux intensite´s a` deux longueurs d’onde diffe´rentes, afin d’obtenir un syste`me
de deux e´quations 3.3 a` deux inconnues CHbO2 et CHb. Avec deux longueurs d’ondes λ1 et λ2,
le syste`me d’e´quations est le suivant :{
∆µa(λ1) = εHb(λ1)∆CHb + εHbO2(λ1)∆CHbO2
∆µa(λ2) = εHb(λ2)∆CHb + εHbO2(λ2)∆CHbO2 .
(3.5)
Ce syste`me peut eˆtre facilement inverse´ et devient alors :
∆CHb = det
−1
(
εHbO2(λ1)∆µa(λ2)− εHbO2(λ2)∆µa(λ1)
)
∆CHbO2 = det
−1
(
εHb(λ2)∆µa(λ1)− εHb(λ1)∆µa(λ2)
)
, (3.6)
ou` det est le de´terminant de la matrice des coefficients d’extinction :
det = εHbO2(λ1).εHb(λ2)− εHbO2(λ2).εHb(λ1).
De´sormais, graˆce au syste`me (3.6), les deux concentrations de chromophores peuvent eˆtre
de´termine´es. Ce syste`me est e´crit en ne conside´rant que deux chromophores, or il en existe
plusieurs autres dans les tissus biologiques (Siegel (2004)), mais l’absorption due a` ces derniers
est ne´gligeable devant celle due a` HbO2 et Hb. On peut e´ventuellement aussi eˆtre inte´resse´
par la concentration de l’eau ; il est alors ne´cessaire d’ajouter une troisie`me longueur d’onde,
afin d’obtenir un syste`me de trois e´quations a` trois inconnues.
Ainsi, en utilisant deux longueurs d’onde diffe´rentes, on peut retrouver simultane´ment les
concentrations [Hb] et [HbO2 ].
Cependant, la de´termination des coefficients d’absorption a` partir des mesures d’intensite´
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lumineuse demande de s’attarder sur le type de propagation lumineuse qui se produit dans
les tissus biologiques.
3.2.2 Bases d’optique diffuse : diffe´rentes formes de diffusion
Dans cette section nous allons voir les diffe´rents types de diffusion optique pour com-
prendre comment la lumie`re se propage lors de diffusion.
En optique, diffe´rents phe´nome`nes peuvent influencer la propagation de la lumie`re (cf. fig. 3.1).
Figure 3.1 Diffe´rentes formes de propagation de la lumie`re. Dans les tissus biologiques, la
lumie`re est fortement diffuse´e et partiellement absorbe´e.
La diffusion est un des phe´nome`nes optiques les plus complexes a` comprendre et a` quan-
tifier. En re´alite´, il existe diffe´rentes formes de diffusion, et nous ne ferons ici qu’un survol
des diffe´rentes the´ories, car de nombreux ouvrages ont de´ja` traite´ le sujet de manie`re appro-
fondie (par exemple Meyzonnette et Le´pine (2001)). Les principales diffe´rences se font sur
le rapport entre la taille de la particule diffusante et la longueur d’onde λ. Si la taille de la
particule diffusante est infe´rieure au dixie`me de la longueur d’onde de la lumie`re conside´re´e,
alors la the´orie de Rayleigh s’applique, et l’intensite´ observe´e dans un angle θ par rapport a`
la direction incidente est alors proportionnelle a` (1+ cos2(θ)).(R6)/(λ4), ou` R est le rayon de
la particule.
Sinon, si le rayon de la particule est supe´rieur au dixie`me de la longueur d’onde, alors la
the´orie de Mie est plus adapte´e. On de´finit alors un parame`tre de Mie comme η = 2piR/λ.
L’intensite´ diffuse´e dans une direction donne´e de´pend alors fortement de η et de l’indice de
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re´fraction de la particule.
La figure 3.2 permet de comparer les diffusions isotropes de Rayleigh et de Mie.
Figure 3.2 Repre´sentation des fonctions spatiales de diffusion pour les diffusions isotrope, de
Rayleigh et de Mie. dV est le volume diffusant et θ est l’angle de diffusion. Dans les cas des
diffusion de Rayleigh et de Mie, on peut constater que la probabilite´ que le photon soit re´tro-
diffuse´ (i.e. θ = 180o) est plus grande que la probabilite´ que celui-ci soit diffuse´ dans une direc-
tion avec θ = 90o. Source : http ://www.ifremer.fr/cersat/fr/research/sensors/images/cours-
image-176.gif.
Une troisie`me the´orie, variante de la the´orie de Rayleigh, est celle de Rayleigh-Gans-Debye
(RGD). La the´orie de RGD peut s’adapter aux limites de la the´orie de Rayleigh (soit quand
la particule a une taille d’environ le dixie`me de la longueur d’onde).
L’ensemble de ces the´ories concerne des diffusions dites e´lastiques, car les photons conservent
leur e´nergie lors de la diffusion. Il existe encore d’autres types de diffusion dits diffusion in-
e´lastique (comme la diffusion Compton). Dans ce cas, des phe´nome`nes non line´aires viennent
se greffer aux phe´nome`nes de diffusion et engendrent une perte de l’e´nergie des photons (i.e.
une augmentation de la longueur d’onde).
En IOD, la lumie`re posse`de une longueur d’onde de l’ordre de 700 a` 800 nm. Or la taille des
mole´cules d’he´moglobine est d’environ 7 nm, soit environ 100 fois infe´rieure aux longueurs
d’onde utilise´es. Le mode`le de diffusion qui s’applique pour l’imagerie optique est donc le mo-
de`le de Rayleigh. Cependant, les multiples diffusions que rencontre la lumie`re dans les tissus
impliquent le de´veloppement d’une the´orie plus adapte´e aux milieux fortement diffusants.
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3.2.3 Mode`le de propagation dans des milieux fortement diffusants
Cette section de´crit les the´ories optiques permettant de calculer les coefficients d’absorp-
tion a` partir des mesures d’intensite´ lumineuse.
Dans le cas de l’IOD, la lumie`re rencontre de nombreuses particules diffusantes et ne suit pas
un chemin rectiligne entre la source et le de´tecteur. Ces diffusions multiples font qu’on ne
peut se baser sur les lois de l’optique ge´ome´trique (propagation balistique), ni sur les e´qua-
tions de Maxwell (ondes e´lectromagne´tiques). Il est alors pre´fe´rable de se baser sur l’e´quation
de transport radiatif des photons, qui conside`re la lumie`re comme un ensemble de parti-
cules, les photons, se propageant dans un milieu posse´dant des caracte´ristiques de diffusion
et d’absorption homoge`nes, et contenant des inhomoge´ne´ite´s de taille finie :
1
ν
∂L(r,Ω, t)
∂t
+∇L(r,Ω, t)Ω + (µa + µs)L(r,Ω, t)
= µs
∫
4pi
f(Ω,Ω′)L(r,Ω′, t)dΩ′ + S(r,Ω, t) (3.7)
Dans l’e´quation de transport radiatif (3.7), L(r,Ω, t) est la radiance (puissance par unite´ de
surface et par unite´ d’angle solide) a` la position r dans la direction Ω au temps t. µa et
µs sont respectivement les coefficients d’absorption et de diffusion du milieu. f(Ω,Ω
′) est la
fonction de phase de diffusion repre´sentant la probabilite´ de diffusion dans une direction Ω′
a` partir d’une direction Ω. Enfin, ν est la vitesse de propagation dans le milieu et S(r,Ω, t)
repre´sente la source de photons (distribution spatiale et angulaire en W m−3 sr−1).
Cette e´quation traduit la conservation de la radiance. En conside´rant une particule diffu-
sante autour de la position r dans une direction Ω au temps t, les deux termes de droite
correspondent aux photons entrant dans la particule : somme des photons provenant direc-
tement de la source S(r,Ω, t), et de l’ensemble des photons diffuse´s par les autres particules
µs
∫
4pi
f(Ω,Ω′)L(r,Ω′, t)dΩ′ ; les termes de gauche correspondent a` l’ensemble des photons
apre`s l’interaction avec la particule : le premier terme, de´rive´e temporelle de la radiance,
correspond a` la diffe´rence de photons entrant et sortant de la particule, le second terme cor-
respond au flux de photons dans la direction Ω, et le troisie`me terme repre´sente les photons
diffuse´s et absorbe´s par la particule.
Pour re´soudre l’e´quation de transport radiatif, on effectue quelques approximations : on
conside`re une source isotrope et un flux constant dans le temps. Plusieurs auteurs (Ishimaru
(1997); Haskell et al. (1994); Boas (1996)) ont de´crit plus clairement comment passer de
l’e´quation de transport radiatif a` l’e´quation d’onde dans le cas d’un milieu fortement diffu-
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sant.
Dans ce cas, pour de´crire la propagation des photons dans un milieu tel que les tissus bio-
logiques (i.e. ou` la probabilite´ de diffusion pour un photon est nettement supe´rieure a` celle
d’absorption µa << µs), l’e´quation d’onde correspondante est appele´e e´quation de diffusion
des photons :
−∇D∇Φ(r, t) + νµaΦ(r, t) + ∂Φ(r, t)
∂t
= νS(r, t), (3.8)
ou` ∇ est l’ope´rateur Laplacien. Φ(r, t) est la fluence des photons. Dans l’e´quation (3.8) D
contient le coefficient de diffusion D = ν
3(µ′s+µa)
(avec µ′s le coefficient de diffusion re´duit),
enfin µa est le coefficient d’absorption.
Le premier terme de la partie de gauche de (3.8) traduit donc directement les phe´nome`nes de
diffusion, et le second ceux d’absorption. Il est a` noter que si D est constant dans le milieu,
le premier terme peut alors s’e´crire −D.∇2Φ(r, t).
Lorsqu’on connaˆıt D et µa, alors cette e´quation permet de de´terminer Φ e´tant donne´ S ; c’est
ce qu’on appelle le proble`me direct.
L’IOD est base´e sur la re´solution du proble`me inverse. En effet, les mesures faites reviennent
a` de´terminer Φ en certains points de l’espace (les de´tecteurs), et cette e´quation a` l’aide de
quelques approximations permet de de´terminer µa et D.
Approximation de l’e´quation d’onde et re´solution du proble`me inverse.
L’e´quation de diffusion peut eˆtre line´arise´e a` l’aide des approximations de Rytov ou de Born.
Ces deux approximations sont utilise´es de manie`re classique sur la plupart des e´quations
d’onde. Nous ne chercherons pas a` comparer ces deux approximations, ceci ayant de´ja` e´te´
fait (Woodward (1989)). Pour re´sumer, ces approximations au premier ordre correpondent
a` :
Φ(r, t) = Φ0 + Φpert pour Born,
Φ(r, t) = Φ0 exp(Φpert) pour Rytov.
Ces deux approches de´composent la fluence en deux parties, l’une Φ0 de´pendant unique-
ment des proprie´te´s du milieu de fond, µao et µ
′
so pre´sume´s constants, et l’autre Φpert relatif
aux variations dues a` une perturbation, δµa et δµ
′
s.
Avec ces approximations, la re´solution du proble`me direct dans un milieu tel que les tissus
biologiques donne une fluence de photons sous la forme d’une combinaison de fonctions de
Green :
G(r, r0) =
exp(−(µa/D)1/2|r − r0|)
|r − r0| , (3.9)
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de´pendant du milieu (µa et D) et des positions des sources (r0) et des de´tecteurs (r) (Arridge
(1999)).
Ces approximations permettent d’arriver a` des e´quations line´aires simples (pour plus d’infor-
mation voir Boas et al. (2001b)) et permettent alors de calculer le chemin optique suivi par
la lumie`re.
Chemin optique suivi : Mode`le de propagation en forme de banane.
En re´alite´, en optique diffuse, on ne parle pas de chemin optique suivi par la lumie`re, on
conside`re seulement la probabilite´ que la lumie`re suive un chemin donne´.
En effet, la diffusion e´tant un phe´nome`ne ale´atoire, on ne peut pas pre´dire dans quelle direc-
tion partira un photon diffuse´, mais on peut de´terminer la probabilite´ qu’un photon a d’eˆtre
diffuse´ dans une direction donne´e. En conside´rant la propagation des ondes lumineuses dans
un milieu diffusant, et en conside´rant une source a` une position donne´e et un de´tecteur a`
une autre position donne´e, alors la re´solution du proble`me direct de´termine l’ensemble des
chemins que les photons peuvent emprunter pour aller de la source au de´tecteur, et montre
que cet ensemble posse`de une forme de banane («banana shape»en anglais, cf. fig. 3.3).
Figure 3.3 Propagation de la lumie`re dans un milieu diffusif suivant une forme de «banane».
Ce type de figure est calcule´ graˆce a` la re´solution du proble`me direct.
3.3 L’enregistrement et l’analyse des donne´es
Le principe de l’IOD repose sur l’acquisition simultane´e de deux signaux optiques de
longueurs d’onde diffe´rente. Nous allons voir que l’acquisition de ces donne´es peut se faire de
diffe´rentes fac¸ons, et que l’analyse des donne´es peut e´galement prendre plusieurs formes.
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3.3.1 Diffe´rents types de syste`mes
L’instrumentation de l’IOD peut prendre diffe´rentes formes. La forme la plus simple e´tant
base´e sur l’illumination continue de l’objet, celle-ci est ge´ne´ralement appele´e «continuous
wave»(CW) ou «onde continue»par opposition a` l’instrumentation RF (radio-fre´quence)
ou l’instrumentation pulse´e. Pre´sente´es dans cet ordre, ces diffe´rentes instrumentations ap-
portent chacune une mesure supple´mentaire ou une plus grande pre´cision de mesure, mais
aussi une augmentation significative des couˆts.
L’illumination continue (CW)
Le principe de cette instrumentation repose sur l’illumination continue des aires a` imager.
En re´alite´, un de´tecteur peut recevoir la lumie`re de plusieurs sources, donc pour pouvoir
diffe´rencier les sources, elles sont module´es en basse fre´quence. Par exemple, pour notre
mode`le d’instrumentation (Techen CW5), le syste`me comporte 24 sources avec trois longueurs
d’onde diffe´rentes (690, 830 et 980 nm), et chaque source posse`de une fre´quence de modulation
propre (de quelques kilohertz, avec 0,2 kHz entre les fre´quences de modulation de chaque
source). Ainsi, lors de la de´modulation, l’e´valuation de la fre´quence de modulation permet
de savoir de quelle source il s’agit. En continu, on mesure seulement l’atte´nuation du signal
optique, soit le rapport d’amplitudes entre la lumie`re mesure´e en sortie et la lumie`re incidente.
L’e´quation de diffusion des photons (3.8) montre que µa et µ
′
s sont lie´s et affectent tous les
deux l’atte´nuation optique. On ne peut donc pas de´terminer les deux coefficients avec une
seule mesure. On choisit alors de de´terminer l’un des deux coefficients et on conside`re l’autre
comme connu (cf. fig. 3.4).
Figure 3.4 Propagation de la lumie`re avec l’instrumentation CW. L’absorption et la diffusion
agissant de la meˆme manie`re en diminuant l’amplitude de´tecte´e, l’atte´nuation optique permet
de de´terminer µa si on conside`re un µ
′
s connu. (Sche´ma tire´ de Siegel (2004))
L’instrumentation utilise´e lors des acquisitions de´crites dans le chapitre 5 e´tait un syste`me
CW5 de Techen (Continuous Wave 32 canaux). La figure 3.5 montre une photobraphie de ce
syste`me.
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Figure 3.5 A gauche : le syste`me Techen CW5 32 canaux, avec l’appareil servant a` l’e´mission et
a` la de´tection des diffe´rentes longueurs d’onde, ainsi que l’ordinateur enregistrant les donne´es
acquises. A droite : un participant avec un ensemble de fibres dispose´ sur le craˆne.
L’instrumentation radio-fre´quence (RF)
Ce type d’instrumentation repose sur modulation RF du signal optique. Les fre´quences de
modulation sont donc nettement supe´rieures a` celles utilise´es en CW (plusieurs centaines
de me´gahertz). Avec de telles fre´quences de modulation, les meˆmes informations qu’en CW
sur l’atte´nuation optique sont retrouve´es ; de plus, le de´phasage entre les ondes incidentes et
sortantes permet d’estimer le temps de transit moyen des photons. Avec ce type d’instru-
mentation, on peut donc en plus du calcul de µa graˆce a` la mesure de l’atte´nuation optique,
estimer la valeur moyenne de µ′s graˆce au temps de transit moyen (cf. fig. 3.6).
Figure 3.6 Propagation de la lumie`re avec l’instrumentation RF. Ici, le temps de propagation
de la lumie`re dans le tissu est directement relie´ a` la diffusion, donc en mesurant le de´phasage
entre l’intensite´ de´tecte´e et celle e´mise par la source, on peut retrouver la valeur moyenne de
µ′s et calculer µa avec l’atte´nuation optique du signal. (Sche´ma tire´ de Siegel (2004))
L’instrumentation pulse´e
Avec ce type d’instrumentation, la lumie`re incidente est un impulsion sub-nanoseconde. La
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repre´sentation temporelle de l’impulsion incident est une gaussienne e´troite ; a` la de´tection,
la forme temporelle de l’impulsion de sortie permet de de´terminer la fonction de diffusion de
flux des photons (ou TPSF pour «temporal point-spread function»). Cette fonction permet
d’estimer beaucoup plus pre´cise´ment (par rapport a` l’instrumentation RF) les valeurs de µa
et µ′s pour chaque paire source/de´tecteur en fonction de la longueur d’onde et du temps (cf.
fig. 3.7).
Figure 3.7 Propagation de la lumie`re avec l’instrumentation pulse´e. Une impulsion sub-
nanoseconde est envoye´e dans le tissu et est simultane´ment absorbe´e et diffuse´e. La courbe de
gauche repre´sente l’amplitude lumineuse en fonction du chemin optique parcouru pour deux
absorptions diffe´rentes. Une augmentation de l’absorption, µa1 < µa2, provoque une pente
plus raide dans la partie de´croissante de la TPSF ; de plus, le chemin optique moyen diminue,
car si l’absorption augmente, les photons ne peuvent plus parcourir de longs trajets, ce qui
implique que les trajectoires en forme de banane s’applatissent. La courbe de droite repre´-
sente l’amplitude lumineuse en fonction du chemin optique parcouru pour deux coefficient
de diffusion diffe´rents. Si la diffusion augmente, µ′s1 < µ
′
s2, alors le chemin optique moyen
augmente, et la totalite´ de la courbe diminue, car les photons passent plus de temps dans le
tissu donc sont plus longtemps sujets a` l’absorption. (Sche´ma tire´ de Siegel (2004))
L’instrumentation pulse´e est la plus performante et permet en particulier de mesurer plus
pre´cise´ment le coefficient de diffusion des tissus, mais c’est aussi la plus complexe et la plus
couˆteuse des diffe´rents types d’instrumentation.
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Dans la partie qui suit, nous allons aborder certaines des difficulte´s rencontre´es lors de me-
sures expe´rimentales.
3.3.2 Difficulte´s expe´rimentales
Lors d’une nouvelle expe´rience, il est indispensable de penser a` la ge´ome´trie a` utiliser
ou, plus clairement, a` la fac¸on dont les sources et les de´tecteurs vont eˆtre dispose´s. Il existe
des logiciels de simulation, cependant pour avoir une ide´e pre´cise des ge´ome´tries a` utiliser, il
faudrait pouvoir simuler une teˆte humaine, en terme d’absorption et de diffusion. Plusieurs
sources se contredisent sur les coefficients d’absorption et de diffusion des tissus biologiques
(Okada et al. (1997); Cheong et al. (1990)). On peut supposer que ces coefficients varient
d’un individu a` un autre, ce qui rendrait les simulations inutiles. Cependant, en gardant des
distances entre les sources et les de´tecteurs constantes, on sait que les photons descendent ap-
proximativement toujours a` la meˆme profondeur dans le cortex, donc en disposant les sources
et les de´tecteurs sur la totalite´ de la zone a` imager, on sait quel volume on image.
Pour pre´ciser la zone image´e, on peut e´galement utiliser la neuronavigation, c’est-a`-dire uti-
liser l’IRM anatomique (IRMa) du participant afin de situer pre´cise´ment les sources et les
de´tecteurs sur l’IRMa (cf. figure 3.8).
Figure 3.8 Exemple de neuronavigation : les sources sont repre´sente´es par les points rouges et
les de´tecteurs par les points bleus. La sensibilite´ de cette ge´ome´trie est repre´sente´e en couleur
sur la reconstruction 3D de l’IRMa : les zones en rouges sont les re´gions ou` la ge´ome´trie
utilise´e est la plus sensible.
Cette technique, encore en cours de de´veloppement, permet e´galement de reproduire sur
les images IRMa la sensibilite´ de la ge´ome´trie utilise´e. Ainsi, on sait avec pre´cision quelle aire
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du cortex est image´e.
En pratique, la disposition des sources et des de´tecteurs semble assez simple, mais si le
participant a des cheveux fonce´s et qu’une me`che vient se placer entre la fibre et le cuir
chevelu, alors la lumie`re passera beaucoup moins bien entre la fibre et le cuir chevelu. De ma-
nie`re ge´ne´rale, plus les cheveux sont fins, moins ils sont geˆnants, cependant, cela n’influence
pas vraiment la qualite´ de la mesure, mais le temps d’installation du casque peut alors eˆtre
significativement augmente´. Le sujet ide´al pour l’installation d’un casque optique posse´de
donc des cheveux clairs et fins ; c’est pourquoi les e´tudes sur les personnes age´es ou les jeunes
enfants posent moins de proble`mes expe´rimentaux.
Lors de l’acquisition, le syste`me d’IOD permet au sujet quelques mouvements. En effet, les
fibres sont suffisamment solidement fixe´es pour garder le contact avec le cuir chevelu meˆme
lors de mouvements. Evidemment, si l’e´tude mene´e concerne l’activite´ motrice, alors les mou-
vements autres que ceux demande´s par le paradigme sont a` proscrire : il serait alors impossible
de dissocier les activite´s dues aux diffe´rents mouvements.
3.3.3 Analyse des donne´es
Dans cette partie, nous allons de´finir les variables importantes pour l’analyse des signaux,
puis voir de quelle manie`re les donne´es peuvent eˆtre analyse´es.
Le pre´traitement des donne´es permet de transformer les variations d’intensite´ lumineuse
directement acquises en variations de concentrations, [HbO2 ] et [Hb]. Ces variations nous in-
forment sur l’activite´ neuronale dans la re´gion correspondante. En effet, lorsque des neurones
sont active´s dans une re´gion donne´e, ceux-ci consomment de l’oxyge`ne. Cette consomma-
tion a pour effet imme´diat d’augmenter le flux sanguin par dilatation des vaisseaux. Cet
apport supple´mentaire de sang oxyge´ne´ fait augmenter la concentration relative de [HbO2
] et en meˆme temps diminuer celle de [Hb]. On conside`re donc que la re´gion observe´e est
active´e lorsqu’on enregistre une re´ponse he´modynamique, correspondant a` une augmentation
de [HbO2 ] et une diminution de [Hb].
Ge´ne´ralement, on conside`re que la re´ponse he´modynamique dite canonique, h, est la re´ponse
he´modynamique a` une activite´ neuronale infiniment courte temporellement. La figure 3.9
montre cette re´ponse canonique pour [HbO2 ].
Cette re´ponse he´modynamique canonique est celle de l’he´moglobine oxyge´ne´e. Pour l’he´-
moglobine de´soxyge´ne´e, la re´ponse posse`de la meˆme forme, mais est ne´gative.
De manie`re ge´ne´rale, pour repre´senter simplement un paradigme, on utilise un vecteur tem-
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Figure 3.9 Re´ponse he´modynamique canonique h pour [HbO2 ]. Cette re´ponse canonique est
celle utilise´e par SPM5 (http ://www.fil.ion.ucl.ac.uk/spm/software/spm5/).
porel binaire X qui est a` 1 lorsque la taˆche est en train d’eˆtre effectue´e, et a` 0 lorsque le
participant est au repos. La figure 3.10 montre un exemple de paradigme.
Dans cette expe´rience, si le paradigme est celui repre´sente´ sur la figure 3.10, alors la
re´ponse he´modynamique a` cette taˆche serait la convolution de ce vecteur de paradigme X et
de la re´ponse he´modynamique canonique h. La figure 3.11 montre la re´ponse attendue pour
le paradigme X.
De manie`re ge´ne´rale, pour analyser les donne´es acquises, i.e. quantifier la re´ponse he´mo-
dynamique enregistre´e, il existe principalement deux types de de´marches :
– le moyennage (particulie`rement efficace pour l’analyse des taˆches de dure´e constante),
– le mode`le line´aire ge´ne´ralise´ (particulie`rement efficaces pour les taˆches de dure´e variable)
Nous allons donc voir dans les parties suivantes comment se font ces deux types d’analyse.
Le moyennage
L’analyse par moyennage est pre´ce´de´e d’un filtrage des donne´es. En effet, la re´ponse he´-
modynamique est relativement lente par rapport a` d’autres parame`tres physiologiques, on
peut donc effectuer un filtrage passe-bas de 0,5 Hz sans craindre d’enlever les fre´quences de
la re´ponse he´modynamique. En re´alite´, avec une fre´quence maximum de 0,5 Hz, il est pos-
sible qu’on enle`ve quelques fre´quences de la re´ponse he´modynamique, mais on a ne´anmoins
suffisamment de fre´quences pour quantifier la re´ponse he´modynamique. Ce filtrage permet
d’e´liminer une grande partie du bruit physiologique ; on e´limine en particulier les battements
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Figure 3.10 Exemple de paradigme pour une taˆche simple de mouvement de doigts. Le par-
ticipant bouge les doigts chaque fois que le vecteur est a` 1, ce mouvement provoquant une
re´ponse he´modynamique.
Figure 3.11 Re´ponse he´modynamique the´orique de [HbO2 ] pour le paradigme de la figure
3.10.
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cardiaques (1 a` 1,5 Hz en ge´ne´ral) et la respiration (0,5 a` 0,7 Hz en ge´ne´ral). De plus on ef-
fectue e´galement un filtrage passe-haut a` 0,009 Hz afin d’e´liminer les composantes continues
et basses fre´quences.
Une fois le signal filtre´, on effectue directement une moyenne sur tous les stimuli. Or pour
que l’ope´ration de moyenne puisse eˆtre valable, il faut que le paradigme ne comporte que des
stimuli de meˆme dure´e. La figure 3.12 montre les diffe´rences entre un signal non filtre´ et le
meˆme signal filtre´, tous deux moyenne´s sur tous les stimuli pour un test de mouvement.
Figure 3.12 Moyenne des concentrations sanguines sans filtrage (a` gauche) et avec filtrage
entre 0,009 et 0,5 Hz (a` droite). Enregistrement dans l’aire motrice, avec une taˆche simple de
mouvement de doigts. En rouge : [HbO2 ] et en bleu : [Hb].
La figure 3.12 correspond au re´sultat du moyennage sur des donne´es de mouvement des
doigts avec le paradigme de la figure 3.10. Ces donne´es ont e´te´ observe´es dans le cortex
moteur. On voit sur ces re´sultats une re´ponse he´modynamique significative (avec ou sans fil-
trage). On peut e´galement observer que l’amplitude du signal filtre´ est le´ge`rement plus faible
que celle du signal original. Ainsi, sur cet exemple, on observe une diminution d’amplitude
d’environ 6% pour [HbO2 ] (en rouge) et [Hb] (en bleu). Le principal avantage du filtrage est
que la composante continue du signal original est retire´e, ce qui permet de mieux appre´cier
l’e´volution des concentrations. En effet, en regardant de plus pre`s les variations de [Hb], on
peut voir que la moyenne sans filtrage de [Hb] n’est jamais ne´gative ; alors qu’avec le filtrage
[Hb] devient ne´gatif, ce qui est caracte´ristique de la re´ponse a` une activite´ neuronale.
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Nous allons maintenant voir les principes du deuxie`me type d’analyse des donne´es, base´
sur le mode`le line´aire ge´ne´ral.
Le mode`le line´aire ge´ne´ral
Cette section a fait l’objet d’une publication (Cohen-Adad et al. (2007)).
Le mode`le line´aire ge´ne´ral (MLG) est utilise´ depuis plusieurs anne´es en IRMf (Worsley et
Friston (1995)). Ses avantages comme ses limitations sont aujourd’hui bien connus (Lange
et al. (1999)).
Dans le cas de l’IOD, on applique ce mode`le directement aux concentrations de´tecte´es. Le
principe de ce mode`le est de conside´rer les concentrations C comme la somme de la re´ponse
he´modynamique, de de´rives (correspondant en particulier aux bruits physiologiques et au
bruit d’instrumentation) et d’un bruit re´siduel. Si X repre´sente la matrice du paradigme (un
vecteur de 0 et de 1 s’il n’y a qu’un seul type de stimulus), alors la concentration C peut eˆtre
mode´lise´e par :
C = Xhβ +Bθ + e. (3.10)
Ici, Xh est la convolution du paradigme X et de la re´ponse he´modynamique canonique h. Xh
correspond donc a` la re´ponse he´modynamique the´oriquement attendue (pour le paradigme
de la figure 3.10, Xh est repre´sente´ sur la figure 3.11). β repre´sente l’intensite´ de la re´ponse
aux stimuli ou «taille de l’effet», c’est la quantite´ a` estimer. B est l’ensemble des de´rives,
soit les fonctions permettant de mode´liser les signaux de fond, chacune de ces fonctions ayant
un poids θ. B est constitue´ de fonctions polynomiales (traduisant particulie`rement le bruit
d’instrumentation) et de fonctions sinuso¨ıdales (traduisant plutoˆt les bruits physiologiques,
comme le rythme cardiaque ou le rythme respiratoire). Enfin, e est le re´sidu de valeur moyenne
ze´ro et de variance σ2.
Une fois ce mode`le mis en place, l’estimation se fait par une approche baye´sienne de´veloppe´e
au de´part pour l’IRMf (Marrelec et al. (2003)). Si les variables sont compatibles avec le
mode`le, le the´ore`me de Bayes e´tablit la relation entre diffe´rentes densite´s de probabilite´
comme :
p(β, θ, σ2|C) = p(β, θ, σ
2)p(C|β, θ, σ2)
p(C)
. (3.11)
Etant donne´ que le de´nominateur p(C) est inde´pendant de β, θ et σ2, il peut eˆtre retire´ car
ce n’est qu’un terme de normalisation. De plus, en supposant que les de´rives et le re´sidu sont
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inde´pendants, on peut re´e´crire l’e´quation (3.11) :
p(β, θ, σ2) = p(β)p(θ)p(σ2). (3.12)
Toutes ces densite´s de probabilite´s nous sont inconnues, il est donc ne´cessaire de poser
quelques a priori, comme :
– p(β) constant (i.e. l’intensite´ de la re´ponse he´modynamique est toujours la meˆme pour
un stimulus donne´),
– p(θ) constant (i.e. les intensite´s des de´rives sont les meˆmes du de´but a` la fin des don-
ne´es),
– p(σ2) proportionnel a` l’inverse de σ2 (i.e. le re´sidu est un bruit gaussien).
En supposant que le re´sidu est gaussien, on peut e´crire :
p(β, θ, σ2|C) ∝ (σ2)−L/2−1 exp
[
− 1
2σ2
||C −Xhβ −Bθ||2
]
, (3.13)
ou` L est le nombre d’e´chantillons. Le parame`tre d’inte´reˆt e´tant le vecteur β, il faut encore
inte´grer par rapport a` la variable θ pour obtenir la densite´ de probabilite´ de´sire´e.
p(β, σ2|C) =
∫
p(β, θ, σ2|C) dθ
=
(2piσ2)nd/2√
det(BTB)
exp
[
− 1
2σ2
[
(C −Xhβ)TJ(C −Xhβ)
]]
. (3.14)
Ici, J est le projecteur sur l’espace orthogonal a` l’espace des de´rives. On a ici J = I −
B(BTB)−1BT (avec I la matrice identite´), qui satisfait J2 = J et JB = 0. nd repre´sente le
nombre total de fonction de de´rives.
Avec une distribution des β donne´e, on peut e´valuer la valeur moyenne, βˆ par une simple
inte´gration sur l’ensemble des β, on obtient alors :
βˆ = [Xh
TJXh]
−1XhTJC. (3.15)
Il est alors aise´ d’estimer la variance de l’estimateur :
vˆβ =
1
d
(βˆ2 − βˆ2)
=
1
d
([CTJC − βˆTXhTJXhβˆ][XTh JXh]−1) (3.16)
=
1
d
(CTJJXJC [X
T
h JXh]
−1),
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avec JX = I−Xh(XTh JXh)−1XTh et d repre´sente les degre´s de liberte´, soit d = L− (ns+1)−
(nd + 1), ou` ns est le nombre de conditions diffe´rentes dans les stimulations.
Avec le MLG, les re´sultats obtenus pour un paradigme en blocs (paradigme de la figure
3.10) sont repre´sente´s sur la figure 3.13.
Figure 3.13 Exemple d’estimation a` l’aide du MLG. A gauche l’estimation de [HbO2 ], et a`
droite celle de [Hb] pour la meˆme paire source-de´tecteur. Le paradigme est celui repre´sente´
sur la figure 3.10, pour la meˆme expe´rience de mouvements de doigts. Les concentrations
sont repre´sente´es en bleu. La courbe rouge correspond au signal estime´ (de´rives + re´ponse
he´modynamique estime´es), et la courbe noire repre´sente la re´ponse he´modynamique estime´e
(Xh ∗ βˆ)
On peut voir sur la figure 3.13 que les de´rives (en rouge) sont assez proches des donne´es
enregistre´es (en bleu), aux tre`s hautes fre´quences pre`s. Avec l’estimation, la re´ponse he´mo-
dynamique ressort nettement alors qu’elle n’e´tait pas force´ment facile a` voir sur les donne´es
brutes. Il faut noter que sur cette expe´rience l’estimation des de´rives a e´te´ facilite´e par le fait
qu’avant et apre`s l’expe´rience, deux pe´riodes de quatre minutes de repos (i.e. fixation d’une
croix sans bouger) ont e´te´ enregistre´es. Ainsi, l’estimation des de´rives a pu se faire a` partir
de ces deux pe´riodes ou` le vecteur paradigme est a` 0.
Chacune des deux me´thodes d’analyse pre´sente ses avantages et ses inconve´nients. Le moyen-
nage n’est pas une estimation, on sait que l’on observe bien la re´ponse he´modynamique,
meˆme si le filtrage modifie le´ge`rement celle-ci, alors que l’estimation par le MLG ne per-
met pas d’eˆtre suˆr que l’on estime bien la re´ponse au paradigme. En particulier, il peut y
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avoir des signaux de de´rives qui corre`lent avec le paradigme et qui augmentent (ou dimi-
nuent) l’estimation faite de l’intensite´ de la re´ponse he´modynamique β. Ceci est vrai pour les
protocoles en blocs, ou` les stimuli sont pe´riodiques. Pour les protocoles e´ve´nementiels (e.g.
protocole pseudo-ale´atoire), l’estimation du MLG est tre`s robuste, alors que le moyennage ne
peut eˆtre re´alise´, tous les stimuli n’ayant pas la meˆme dure´e. Une approche par de´convolu-
tion du signal par le vecteur du protocole peut cependant permettre de retrouver la re´ponse
he´modynamique.
Reconstruction de source
Les me´thodes d’analyse de´crites ci-dessus permettent d’analyser les signaux enregistre´s,
mais ne permettent pas de localiser les activite´s neuronales produisant les donne´es enregis-
tre´es. Pour reconstruire le milieu ayant donne´ les signaux, il est ne´cessaire de s’inte´resser tout
d’abord au proble`me direct.
Proble`me direct
L’e´quation (3.4) peut se re´e´crire sous forme matricielle :
Y = AX. (3.17)
Dans cette e´quation,Y est la matrice de mesures, de dimensionNmes×T (avecNmes le nombre
de mesures effectue´es, c’est-a`-dire le nombre de paires source-de´tecteur, et T le nombre de
points temporels). X est la matrice de coefficients d’absorption, de dimension Nvox×T (avec
Nvox le nombre de voxels conside´re´s). La matrice de sensibilite´ A, de dimension Nmes×Nvox,
est forme´e des profils de sensibilite´ de chacune des paires source-de´tecteur. L’e´le´ment de A
de la ligne i et de la colonne j repre´sente la mesure attendue sur la paire source-de´tecteur i
pour une activite´ unitaire du voxel j.
Le proble`me direct revient a` estimer Y en connaissant A et X. Il existe diverses me´thodes
pour re´soudre le proble`me direct : les solutions par des me´thodes d’e´le´ments finis (Ishimaru
(1997); Okada et al. (1996)) ou de diffe´rences finies (Hielscher et al. (1998)) sont des solutions
pre´cises, mais produisent des erreurs importantes dans le cas de milieux fortement absorbant
(comme une he´moragie) ou peu diffusant (comme le liquide ce´phalo-rachidien). Des me´thodes
hybrides permettent de´sormais de prendre en compte des volumes non-diffusant inclus dans
des milieux fortement diffusant (Arridge et al. (1999); Ripoll et al. (2000)). Re´cemment,
Dehaes et Lesage (2010) ont de´veloppe´ une me´thode hybride de perturbation base´e sur la
me´thode d’e´le´ments frontie`re. Permettant une repre´sentation pre´cise et simple du milieu, les
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re´sultats de cette me´thode sont tre`s proches de ceux des simulations Monte Carlo (sauf dans
les zones proches des optodes, i.e. dans la peau ou l’os pour une teˆte adulte).
La me´thode d’imple´mentation nume´rique la plus utilise´e est la simulation Monte Carlo (Wang
et al. (1995); Hayakawa et al. (2001); Boas et al. (2002)). Les me´thodes base´es sur la simu-
lation Monte Carlo sont reconnues pour eˆtre pre´cises et faciles a` imple´menter. Elles peuvent
eˆtre effectue´es meˆme dans le cas de milieux he´te´roge`nes, mais demandent un temps de calcul
plus important que d’autres me´thodes. Les principes the´oriques des simulations Monte Carlo
utilise´es au chapitre 6 sont pre´cise´ment de´crites dans Wang et al. (1995) et leur imple´menta-
tion nume´rique apparaˆıt dans Boas et al. (2002).
Proble`me inverse
Pour re´soudre le proble`me inverse, il est ne´cessaire d’inverser la matrice A. Toute la difficulte´
de cette inversion vient du mauvais conditionnement de cette matrice (Nmes ¿ Nvox). La re-
construction des images peut se faire de diverses manie`res : par exemple par des me´thodes de
perturbation (Arridge (1999)) ou de re´tro-projection (Franceschini et al. (2000)). En ge´ne´ral,
les diffe´rentes me´thodes de reconstruction sont passe´es en revue dans Arridge (1999), Boas
et al. (2004b) ou Gibson et al. (2005).
Une me´thode de reconstruction commune´ment utilise´e est une inversion de Moore-Penrose
(A−1 = AT (AAT )−1) avec une parame`tre de re´gularisation α :
X̂ = AT (AAT + αI)−1Y, (3.18)
ou` I est la matrice identite´. L’e´quation (3.18) correspond a` une re´gularisation de Tikhonov.
La valeur de α peut eˆtre relie´e a` la plus grande valeur propre (smax) de la matrice de cova-
riance de A. Par exemple, Boas et al. (2004b) ont utilise´ α = 10−3.smax.
Etant donne´ le mauvais conditionnement de la matrice de sensibilite´, la solution de ce pro-
ble`me inverse n’est pas unique. Dans ces conditions, il est inte´ressant d’apporter des infor-
mations fonctionnelles ou anatomiques a priori avant d’effectuer une reconstruction. Des a
priori provenant d’autres modalite´s d’imagerie peuvent eˆtre utilise´es comme des IRM (Bar-
bour et al. (1995); Boas et Dale (2005)).
L’IOD est une modalite´ simple a` utiliser et peu one´reuse, ne´anmoins elle ne donne acce`s
qu’aux concentrations en sang oxyge´ne´ et de´soxyge´ne´ et constitue donc une forme d’image-
rie indirecte du fonctionnement neuronal. Le chapitre suivant pre´sente une autre modalite´
43
d’imagerie, qui permet d’enregistrer directement les signaux e´lectriques ce´re´braux : l’EEG.
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CHAPITRE 4
L’e´lectroence´phalographie
L’e´lectroence´phalographie (EEG) est le premier type d’imagerie fonctionelle utilise´ en
clinique (depuis les anne´es 1960). Son principe est simple, enregistrer les courants e´lectriques
neuronaux e´mis par le cerveau. Nous allons voir dans ce chapitre qu’en re´alite´, l’application
de ce principe est plus complique´ qu’il n’y paraˆıt.
Les principales dates de l’histoire de l’EEG seront d’abord rapidement rappele´es, avant de
rentrer dans les principes d’enregistrement des signaux et de l’analyse de ceux-ci.
4.1 Bref historique de l’EEG
Aujourd’hui, on attribue le premier enregistrement d’EEG sur les humains a` Hans Berger
en juillet 1924. Cependant, ses recherches e´taient base´es sur le travail de Richard Caton, qui
de`s 1875 a` Edimbourg, avait rapporte´ devant la British Medical Association des mesures de
potentiel sur le cortex d’animaux changeant selon la stimulation utilise´e ; c’e´tait la premie`re
corticographie.
Le neuropsychologue allemand, Hans Berger, a quant a` lui donne´ son nom a` l’EEG et re´alise´
de nombreuses expe´riences sur des patients humains. Il a publie´ son travail dans une se´rie
d’articles entre 1929 et 1938 (Berger (1932)).
De`s 1934, Fisher et Lowenback ont pour la premie`re fois observe´ des pointes «e´pileptifor-
mes» dans un e´lectroence´phalogramme. Puis en 1947, la American EEG Society est fonde´e
et organise la meˆme anne´e le premier congre`s international sur l’EEG.
Plus tard, afin de pouvoir re´aliser de re´elles e´tudes de groupe, le docteur Jasper de´finit une
standardisation de la position des e´lectrodes sur le scalp : le syste`me 10-20 (Jasper (1958)) ;
cela permit l’utilisation syste´matique de l’EEG dans le domaine clinique de`s le de´but des
anne´es 1960.
Initialement, les signaux e´taient directement trace´s sur des feuilles pour eˆtre ensuite lus par
des neurologues. Depuis les anne´es 1980 et l’ame´lioration des espaces de stockage nume´riques,
les EEG sont maintenant directement nume´rise´s et analyse´s avec des me´thodes beaucoup plus
pousse´es.
Aujourd’hui, l’EEG est un peu moins utilise´e depuis l’ave`nement de l’IRMf et d’autres ima-
geries fonctionnelles. Cependant, l’EEG est indispensable pour l’e´pilepsie, et reste toujours
principalement utilise´e pour des diagnostics de coma, d’ence´phalopathie ou de mort ce´re´brale.
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4.2 Signaux d’EEG
4.2.1 Origine des signaux
Les courants neuronaux enregistre´s par l’EEG sont principalement dus aux potentiels
post-synaptiques (PPS) (Niedermeyer et Silva (2005)).
Les PPS sont faibles (de l’ordre du millivolt) et traversent diffe´rentes couches de tissus biolo-
giques ou` ils sont diffuse´s et atte´nue´s avant d’eˆtre enregistre´s par les e´lectrodes. Sur le scalp,
les e´lectrodes peuvent enregistrer des signaux a` partir de quelques dizaines de microvolts,
ce qui correspond a` des activations massives issues de populations de neurones (plusieurs
milliers voire millions) synchrones et de meˆme orientation 1 (Ebersole et Pedley (2003)). De
plus, e´tant donne´ que le champ e´lectrique de´croˆıt avec la distance, les activite´s profondes
sont plus difficiles a` de´tecter que celles proches du scalp (Klein et Thorne (2007)).
Les potentiels d’action (PA) ne contribuent pas au signal EEG car ils sont beaucoup plus
courts temporellement (1-2 ms) que les PPS (10-250 ms), donc un recouvrement temporel de
plusieurs potentiels d’action est beaucoup plus rare que celui de plusieurs PPS. D’autre part,
les PA sont mode´lise´s par des quadripoˆles dont l’atte´nuation en fonction de la profondeur est
beaucoup plus forte que celle des dipoˆles correspondant aux PPS.
4.2.2 Enregistrement des signaux
L’ordre de grandeur des amplitudes de signaux exige de minimiser toutes les pertes. Pour
cela, on utilise un gel pour ame´liorer l’impe´dance de contact des e´lectrodes, on utilise un le´ger
abrasif pour e´liminer les peaux mortes avant de mettre en position les e´lectrodes.
Le montage standard de position des e´lectrodes est appele´ le syste`me 10-20 : 19 e´lectrodes
sont dispose´es relativement aux points de re´fe´rence (nasion, inion et pre´-auriculaire droit et
gauche). La figure 4.1 montre la disposition des e´lectrodes dans le syste`me 10-20.
Le nom de ce syste`me vient du fait que toutes les distances correspondent a` 10 ou 20% de
la distance totale (i.e. distance entre nasion et inion ou pre´-auriculaire droit et gauche). Ce
syste`me permet en particulier d’assurer que les e´lectrodes ont le meˆme nom dans tous les
laboratoires.
Il peut eˆtre inte´ressant de rajouter des e´lectrodes pour augmenter la pre´cision spatiale de
l’EEG. Pour une EEG dite «haute-densite´», on utilise jusqu’a` 256 e´lectrodes.
Un des principaux avantages de l’EEG est sa re´solution temporelle. La plupart du temps,
un e´chantillonnage temporel a` 0,1 ou 1 kHz est suffisant. Cependant, il ne faut pas oublier
1. Si les orientations sont oppose´es, alors les champs e´lectriques s’annulent.
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Figure 4.1 Disposition des e´lectrodes dans le syste`me 10-20. Ce syste`me peut eˆtre vu comme
un syste`me de coordonne´es ou` le nombre repre´sente l’he´misphe`re et la lettre indique une
localisation ge´ne´rale dans le cerveau. Les chiffres pairs repre´sentent l’he´misphe`re droit et les
impairs le gauche, la lettre z indicant la ligne entre les deux. Les re´gions ce´re´brales sont
repre´sente´es par une ou deux lettres : Fp=fronto-polaire, F=frontal, C=central, P=parie´tal,
O=occipital, T=temporal.
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le principe de Nyquist : l’e´chantillonnage doit eˆtre au moins 2 fois plus rapide que la plus
haute fre´quence du spectre qui nous inte´resse. Il peut parfois eˆtre inte´ressant de diminuer la
fre´quence d’e´chantillonnage pour e´viter d’obtenir des donne´es trop volumineuses.
4.2.3 Caracte´ristiques des signaux
La somme de tous les potentiels du cerveau (potentiels d’action, PPS) cre´e un bruit de
fond important dans lequel l’activite´ synchrone de toute une population de neurones est
souvent noye´e. En re´ponse a` une stimulation (visuelle, motrice, ou autre), l’EEG enregistre
un potentiel e´voque´ (PE). Ne´anmoins, ce PE reste noye´ dans le bruit. Si la re´ponse a` un
meˆme stimulus est enregistre´e plusieurs fois lors de l’acquisition, on peut lors de l’analyse
effectuer une moyenne sur tous les stimuli et faire ainsi ressortir le PE moyen du bruit.
Les PE constituent des re´ponses transitoires a` une stimulation, mais dans les signaux EEG,
on identifie aussi diverses fre´quences associe´es a` des e´tats de fonctionnement du cerveau. Ces
oscillations repre´sentent une activite´ synchronise´e de tout un re´seau de neurones. Plusieurs
bandes de fre´quence sont identifiables dans les signaux d’EEG et posse`dent chacune une
distribution et une signification biologique particulie`re :
– Bande δ (0 - 4 Hz) : pre´sentes chez les be´be´s, particulie`rement au niveau parie´tal, et
pendant le sommeil des adultes (au niveau frontal) ;
– Bande θ (4 - 8 Hz) : pre´sentes chez les jeunes enfants et chez les adultes en e´tat de
somnolence ou de me´ditation (Cahn et Polich (2006)) ;
– Bande α (8 - 13 Hz) : au niveau parie´tal (plus intense du coˆte´ dominant) et dans des
sites centraux (C3-C4) chez les sujets relaˆche´s, fermant les yeux ;
– Bande β (13 - 30 Hz) : de faible amplitude, plus facilement visible en frontal, tra-
duit un sujet attentif, concentre´, actif, re´fle´chissant, avec des pense´es prenantes voire
stressantes.
La figure 4.2 illustre les diffe´rentes fre´quences que l’on peut retrouver en EEG.
Il existe des fre´quences plus e´leve´es (bande γ) dans les signaux neuronaux, mais celles-ci
ne sont pas mesurables avec un EEG standard en raison de l’effet filtre passe-bas de l’os (on
peut les mesurer avec des e´lectrodes implante´es ou en MEG).
Un EEG normal e´volue avec l’aˆge : les rythmes sont plus lents chez les enfants que chez les
adultes.
4.2.4 Signaux e´lectriques perturbant la mesure
Lors de d’un enregistrement d’EEG, le signal contient plusieurs composantes :
– les PE, signal d’inte´reˆt que l’on cherche a` voir au mieux,
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Figure 4.2 Diffe´rentes bandes de fre´quences de l’EEG. On peut noter que le nom des bandes de
fre´quences n’est pas en rapport avec les fre´quences elles-meˆmes, la fre´quence α a simplement
e´te´ la premie`re observe´e par Hans Berger. Source : http ://www.biogetic.com/img/eeg2.gif.
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– des signaux e´lectriques arte´factuels, sujets de cette section,
– du bruit physiologique, d’autres signaux e´lectriques de plus faible amplitude,
– du bruit e´lectrique, qui provient de l’e´lectronique du syste`me ou des ondes e´lectroma-
gne´tiques environnantes (les fre´quences 50 ou 60 Hz selon que l’acquisition est faite en
France ou au Canada).
Les signaux e´lectriques arte´factuels perturbent le signal d’EEG enregistre´ et peuvent eˆtre geˆ-
nant pour l’analyse de ce signal. Il est donc inte´ressant d’enregistrer se´pare´ment ces arte´facts
afin de pouvoir les retirer du signal d’EEG.
Electrooculogramme
L’e´lectrooculogramme ou EOG est l’enregistrement de l’activite´ e´lectrique oculaire. On
peut enregistrer deux signaux diffe´rents, celui horizontal et celui vertical, repe´rant respecti-
vement les mouvements horizontaux et verticaux des yeux. L’EOG vertical est indispensable
lors de l’enregistrement d’un EEG car il permet de repe´rer le clignement des yeux, ce qui
constitue un arte´fact exteˆmement fort dans les signaux EEG. Cet arte´fact est induit par la
diffe´rence de potentiel entre la corne´e et la re´tine, qui est grande par rapport aux potentiels
ce´re´braux. Lors du clignement des yeux, le mouvement re´flexe du globe oculaire donne ce
signal e´lectrique caracte´ristique d’arte´fact (cf. fig. 4.3).
L’EOG est particulie`rement indispensable lors d’enregistrements de polysomnographie, e´tude
des diffe´rents e´tats du sommeil.
Electrocardiogramme
L’e´lectrocardiogramme (ECG) correspond a` l’enregistrement des signaux e´lectriques car-
diaques. Ces signaux peuvent parfois perturber les signaux d’EEG, c’est pourquoi il peut eˆtre
inte´ressant d’enregistrer un ECG en meˆme temps qu’un EEG.
Electromyogramme
L’e´lectromyogramme (EMG) est l’enregistrement de l’activite´ e´lectrique des muscles. Des
arte´facts musculaires peuvent eˆtre produits par les mouvements de la maˆchoire, ou simple-
ment une forte tension dans les maˆchoires, ou de manie`re ge´ne´rale par la contraction de
muscles faciaux. L’EMG est particule`rement indispensable lors d’e´tudes de mouvement ou
d’imagination de mouvements, il permet de savoir pre´cise´ment quand (ou si) le mouvement
a eu lieu. Par exemple, pour une e´tude sur les mouvements, il est impossible de retrouver un
PE (cf. section 4.3) sans la synchronisation de l’EEG sur l’EMG.
50
Figure 4.3 Exemple de signaux EEG comportant des clignements d’yeux. Les clignements
sont encadre´s par des marqueurs (barres verticales vertes) ; dans la suite de l’analyse, on
peut choisir de faire une re´gression sur ces segments pour diminuer l’effet de ces arte´facts, ou
on peut simplement choisir de ne pas prendre en compte les re´ponses ou` ces segments appa-
raissent. Le choix sera fait en fonction du nombre de re´ponses perturbe´es par des clignements
d’yeux.
De plus, des mouvements de la teˆte ou du corps peuvent produire des arte´facts dus au mou-
vement des fils des e´lectrodes ou a` un changement dans la qualite´ du contact entre l’e´lectrode
et le craˆne.
4.3 Analyse des signaux
4.3.1 Pre´traitements
Comme nous venons de le voir, les signaux bruts d’EEG contiennent, en plus de l’infor-
mation d’inte´reˆt, plusieurs signaux arte´factuels qu’il faut e´liminer ou diminuer au maximum
avant de commencer l’analyse des donne´es. Pour cela, si l’on posse`de beaucoup d’essais pour
un meˆme stimulus, on peut simplement ne prendre en compte que les essais ou` les arte´facts
n’apparaissent pas. Ce n’est pas la majorite´ des cas, mais il existe plusieurs algorithmes de
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de´composition de sources permettant d’isoler les arte´facts contaminant le signal et, par la`
meˆme, de les e´liminer. On peut e´galement e´liminer les signaux arte´factuels enregistre´s en
meˆme temps que l’EEG, en les soustrayant (avec une certaine ponde´ration, les e´chelles du
signal et des arte´facts n’e´tant pas force´ment les meˆmes lors de l’enregistrement) des signaux
de chaque e´lectrode.
Une fois les arte´facts retire´s, on filtre les donne´es en prenant en compte la fre´quence des
informations pertinentes. Typiquement, on peut appliquer un filtre passe-bas a` 40% de la
fre´quence d’e´chantillonnage (le principe de Nyquist dictant que les fre´quences supe´rieures ne
sont pas pertinentes). On peut souvent filtrer jusqu’a` 30 Hz, les fre´quences supe´rieures e´tant
tre`s atte´nue´es par l’os, donc tre`s faibles.
Au niveau des fre´quences basses, on peut appliquer un filtre passe-haut pour e´liminer les
de´rives de de´polarisation des e´lectrodes (infe´rieures a` 0,1 Hz). Cependant, l’application d’un
filtrage reste de´licate, surtout si l’on de´sire retrouver des PE, phe´nome`nes transitoires de
courte dure´e, donc constitue´s d’une grande plage de fre´quences.
4.3.2 Etude directe des signaux
Pour obtenir des potentiels e´voque´s, il suffit de moyenner le signal sur l’ensemble des
stimulations. Il est ne´cessaire d’avoir un repe`re pre´cis pour chaque stimulation, car si les
signaux ne sont pas bien synchronise´s, alors la moyenne ne fera rien ressortir du bruit. De
meˆme, il faut un nombre suffisant d’e´ve´nements pour pouvoir obtenir un signal suffisamment
intense par rapport au bruit de fond. De manie`re ge´ne´rale, pour N re´pe´titions d’un meˆme
e´ve´nement, alors le rapport signal-sur-bruit (RSB) de la moyenne de ces N e´ve´nements sera
e´gal a` :
RSBN =
√
N.RSB1 (4.1)
Ou` RSBN est le rapport signal-sur-bruit de la moyenne de N e´ve´nements, et RSB1 est le
rapport signal-sur-bruit d’un seul e´ve´nement. Ainsi, plus le nombre d’e´ve´nements est e´leve´
plus le rapport du signal d’inte´reˆt sur le bruit du PE sera e´leve´.
Cependant, lorsque le PE ressort clairement du bruit, il reste une question, ou` l’activite´ a-t-
elle pre´cise´ment eu lieu ? C’est pour re´pondre a` cette question que de nombreuses techniques
de localisation de sources ont e´te´ de´veloppe´es.
Des techniques d’analyse temps-fre´quence ont e´galement e´te´ de´veloppe´es afin de mieux de´tec-
ter a` quel instant apparaˆıt une bande de fre´quence donne´e. Les de´compositions en ondelettes,
en particulier, ont plusieurs applications en EEG (Thakor et Tong (2004)).
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4.3.3 Localisation de sources de courant
La localisation de sources, e´galement appele´e reconstruction de sources, permet de retrou-
ver les sources de courant ayant donne´ les potentiels enregistre´s par les e´lectrodes au niveau
du scalp.
Comme dans tous les types d’imagerie, les deux dimensions essentielles en EEG sont le temps
et l’espace. Donc, toutes les variables sont de forme matricielle ou vectorielle. Le mode`le sui-
vant permet de de´crire de manie`re ge´ne´rale l’EEG :
M = GJ+ E (4.2)
ou` M est la matrice des donne´es de dimension P × T (P est le nombre d’e´lectrodes et T le
nombre d’e´chantillons temporels), G est la matrice du proble`me direct (ou autrement dit la
re´ponse impulsionnelle) de dimension P × Q (Q est le nombre de sources), la matrice J, de
dimension Q×T est constitue´e de l’intensite´ des sources avec leur position et leur orientation,
E correspond a` la matrice de bruit.
Ainsi, le proble`me direct correspond a` de´terminer M en connaissant les autres variables et
le proble`me inverse a` estimer J a` partir de M.
Mathe´matiquement, il est impossible de reconstruire une solution unique J pour un EEG
donne´ M, car le proble`me est sous-de´termine´ (le nombre de sources possible est tre`s supe´-
rieur au nombre de capteurs). Ne´anmoins, de nombreuses recherches ont permis de mettre en
place des mode`les permettant de localiser plus ou moins pre´cise´ment les sources de courant
graˆce a` certains a priori sur la solution recherche´e.
Pour comprendre comment localiser une source a` partir du signal, il faut tout d’abord s’in-
te´resser a` l’obtention du signal a` partir de sources connues, c’est-a`-dire, au proble`me direct.
Mode´lisation des potentiels au niveau du scalp : le proble`me direct
Le proble`me direct consiste a` mode´liser les potentiels e´lectriques recueillis au niveau du
scalp a` partir de sources connues, dans un milieu dont les proprie´te´s e´lectriques sont e´galement
connues. Une fois le milieu clairement de´fini, l’application des e´quations de Maxwell permet
de calculer le potentiel en tout point du milieu.
Pour cela, plusieurs types de mode`les plus ou moins re´alistes ont e´te´ de´veloppe´s.
Le mode`le sphe´rique Le mode`le sphe´rique est simplement constitue´ de sphe`res concen-
triques repre´sentant chacune un type de tissu biologique. Le plus souvent, un mode`le a` trois
sphe`res est suffisant : une pour la peau, une pour l’os du craˆne et une troisie`me pour tous
les tissus ce´re´braux (dont les proprie´te´s e´lectriques sont tre`s proches). Des mode`les a` quatre
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couches incluent une mince couche de liquide ce´phalo-rachidien entre le craˆne et le cerveau.
Ce mode`le a l’avantage d’eˆtre tre`s simple, mais posse`de plusieurs de´savantages : tout d’abord
la ge´ome´trie prise en compte n’est que tre`s approximative de la ge´ome´trie d’une teˆte. De
plus, dans ce mode`le, chaque couche de tissu est conside´re´e comme un milieu homoge`ne et
isotrope. Dans la re´alite´, les tissus biologiques ne sont pas homoge`nes et surtout l’os et la
matie`re blanche ont des conductions e´lectriques nettement anisotropes (i.e. diffe´rentes selon
la direction de propagation du courant).
Les mode`les re´alistes surfaciques Pour se rapprocher de la re´alite´, un mode`le surfacique
a` ge´ome´trie re´aliste a e´te´ de´fini. Dans ce cas, le mode`le est individuellement construit a` partir
de l’IRM anatomique de chaque sujet. Ainsi, une segmentation de l’IRM permet de diffe´rencier
la peau, de l’os du craˆne et des tissus ce´re´braux.
Ge´ome´triquement, ce mode`le est beaucoup plus proche de la re´alite´ que le mode`le sphe´rique,
cependant, dans ce mode`le comme dans le mode`le sphe´rique, chaque milieu est conside´re´
comme homoge`ne et isotrope. Pour comple´ter ce mode`le, des mode`les re´alistes volumiques
ont e´te´ de´finis.
Les mode`les re´alistes volumiques Dans les mode`les volumiques, les conductivite´s he´te´-
roge`nes et anisotropes des milieux sont mode´lise´es en appliquant des me´thodes nume´riques
comme les e´le´ments finis (Yan et al. (1991); Thevenet et al. (1991)), ou les diffe´rences finies
(Lemieux et al. (1996)). Ces techniques demandent de discre´tiser les milieux en e´le´ments
volumiques, ce qui peut eˆtre difficile selon la forme du volume e´le´mentaire ne´cessaire.
Ces techniques ont permis d’e´tudier l’influence sur les potentiels e´lectriques des variations de
conductivite´ des diffe´rents tissus (Haueisen et al. (1997)) et de l’anisotropie du craˆne (Marin
et al. (1998)).
Reconstruction des sources de courant : le proble`me inverse
Le proble`me inverse consiste a` mode´liser la distribution des dipoˆles de courant en se
basant sur les potentiels e´lectriques recueillis au niveau du scalp, et en connaissant les ca-
racte´ristiques du milieu. Chaque dipoˆle de courant est caracte´rise´ par six parame`tres : trois
pour la position, deux pour l’orientation et un pour l’amplitude. Le proble`me inverse posse`de
toujours de nombreuses solutions car, selon les lois de la physique, plusieurs configurations de
sources peuvent produire les meˆme potentiels a` l’exte´rieur d’un volume conducteur (Helm-
holtz (1853)).
De plus, le proble`me inverse est mal conditionne´, c’est-a`-dire que le nombre de mesures prises
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a` un instant donne´ est faible (une vingtaine avec le syste`me 10-20, jusqu’au plus 256 mesures
dans les EEG haute re´solution). Dans de telles conditions, non seulement la solution calcule´e
sera tre`s sensible au bruit, mais aussi il est indispensable de limiter l’espace des solutions par
des a priori sur la re´partition des sources.
Les mode`les dipolaires Ce mode`le conside`re que l’activite´ e´lectrique est due a` un petit
nombre de dipoˆles, c’est-a`-dire de petites aires (de dimensions petites par rapport a` leur
distance aux capteurs) dans lesquelles l’activite´ est concentre´e, et assimilables a` des dipoˆles
appele´s «dipoˆles de courant e´quivalents». Pour se rapprocher d’une solution re´elle, on mini-
mise l’erreur de moindre carre´ entre le champ re´el mesure´ et celui qui serait produit par la
configuration de sources estime´es. C’est pour cette comparaison qu’il est ne´cessaire d’estimer
le proble`me direct dans la re´solution du proble`me inverse. La solution la plus simple est celle
ne comprenant qu’un seul dipoˆle. Ne´anmoins, il est souvent ne´cessaire d’en conside´rer plu-
sieurs.
Pour avoir une solution unique, le nombre de parame`tres a` estimer ne doit pas de´passer le
nombre de mesures ; par exemple, pour les 20 mesures du syste`me 10-20, au plus 3 dipoˆles
(avec 6 parame`tres chacun) pourront eˆtre explique´s. Malgre´ la complexite´ du fonctionnement
ce´re´bral, par rapport a` la simplicite´ du mode`le dipolaire, il a e´te´ montre´ que les re´sultats
de ce mode`le s’accordent avec les connaissances anatomiques et physiologiques des fonctions
sensorielles et motrices (Snyder (1991)). En outre, il a e´galement e´te´ montre´ que l’utilisation
de cette me´thode avec des mode`les de teˆte re´alistes permet de re´duire l’erreur de localisation
de la source a` moins d’un cemtime`tre (Yvert et al. (1997)).
Les me´thodes dipolaires donnent des re´sultats inte´ressants, mais ne permettent pas d’expli-
quer des donne´es sur une grande feneˆtre temporelle. De plus, le nombre limite´ de dipoˆles
estime´s ne permet d’expliquer qu’imparfaitement des activations e´tendues spatialement.
Les me´thodes par balayage La` ou` les me´thodes pre´ce´dentes estimaient la meilleure
position des dipoˆles pour expliquer les donne´es, les me´thodes par balayage prennent en compte
chaque e´le´ment du volume ce´re´bral et estiment la probabilite´ d’y trouver un dipoˆle de courant.
Des me´thodes par balayage base´es sur des mode`les multipolaires (et non dipolaires) ont permis
de mieux mode´liser des distributions de sources e´tendues sur la surface corticale (Mosher et al.
(1999)).
Meˆme si ces me´thodes posse`dent des avantages par rapport aux me´thodes dipolaires, elles
e´chouent souvent a` reconstruire des sources tre`s corre´le´es temporellement.
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Les me´thodes de sources distribue´es Inspire´es des me´thodes de reconstruction tomo-
graphiques, ces me´thodes conside`rent un grand nombre de dipoˆles afin de n’avoir a` estimer
que l’amplitude de ceux-ci. Afin de pouvoir retrouver l’orientation du dipoˆle e´quivalent, trois
dipoˆles sont pris en compte dans chaque position du volume conside´re´ (une partie ou la to-
talite´ du volume ce´re´bral).
Dans ces mode`les, le nombre de parame`tres a` estimer est souvent supe´rieur au nombre de
donne´es, c’est pourquoi des me´thodes de re´gularisation ont e´te´ de´veloppe´es pour stabiliser les
solutions (Demoment (1989)). Plusieurs me´thodes de sources distribue´es existent et diffe`rent
selon les zones ce´re´brales conside´re´es et les me´thodes de re´gularisation utilise´es.
En particulier, la me´thode LORETA («Low Resolution Electrical Tomography») de´veloppe´e
par l’e´quipe de Pascual Marqui (Pascual-Marqui et al. (1994)) cherche l’ensemble des sources
dont l’e´volution est la plus lente dans l’espace.
Le principal inconve´nient de ces me´thodes est qu’elle produisent des solutions souvent trop
lisses spatialement pour eˆtre re´alistes du point de vue physiologique. Il existe aujourd’hui
des mode`les de sources homoge`nes par morceaux qui inte`grent des a priori anatomiques en
permettant aux dipoˆles d’une meˆme structure corticale (par exemple un sillon) d’avoir la
meˆme intensite´. De cette manie`re, des discontinuite´s apparaissent entre des dipoˆles proches
spatialement mais appartenant a` des structures diffe´rentes (Baillet et al. (2001b)).
4.4 Comple´mentarite´ de l’IOD et de l’EEG
Dans le pre´sent chapitre et le pre´ce´dent, le fonctionnement the´orique et technique de
l’IOD et de l’EEG ont e´te´ explique´s. Ces deux techniques d’imagerie permettent toutes les
deux d’imager le fonctionnement neuronal, mais par l’acquisition de signaux totalement dif-
fe´rents : l’EEG image directement l’activite´ e´lectrique neuronale, alors que l’IOD enregistre
les e´volutions des concentrations sanguines desquelles l’activite´ neuronale peut eˆtre de´duite.
Cependant, l’IOD et l’EEG ont de nombreux points communs :
– Les deux modalite´s sont strictement non-invasives.
– Les couˆts de mise en œuvre sont faibles.
– L’IOD, comme l’EEG, ne posse`de pas de modalite´ anatomique, mais permet seulement
d’imager la fonction ce´re´brale.
– Les deux modalite´s ne´cessitent la re´solution d’un proble`me inverse.
– Les re´solutions spatiales et temporelles sont du meˆme ordre de grandeur.
Un des principaux avantages d’utiliser ces deux types d’imagerie est le peu de contrainte pour
le sujet. En particulier Roche-Labarbe et al. (2007) ont utilise´ des acquisitions simultanne´es
en IOD et en EEG pour e´tudier les bouffe´es d’activite´s chez les enfants pre´mature´s. Ce genre
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d’e´tude est impossible a` re´aliser sans anesthe´sie en IRMf.
Pour comparer ces deux modalite´s d’imagerie, la plus grande difficulte´ est de relier les si-
gnaux neuronaux e´lectriques et he´modynamiques. Depuis plusieurs anne´es, de nombreuses
e´tudes tentent de mieux comprendre la relation entre activite´ e´lectrique et re´ponse he´mody-
namique. La plupart des auteurs s’accordent pour dire que la re´ponse he´modynamique est
une convolution temporelle d’une re´ponse he´modynamique canonique avec l’activite´ neuro-
nale (Wan et al. (2006); Nangini et al. (2008)). En outre, Devor et al. (2005) ont montre´ que
la re´ponse he´modynamique e´tait une convolution temporelle, mais aussi spatiale de l’activite´
neuronale. De ce fait, une re´ponse he´modynamique pourrait apparaˆıtre dans une colonne
neuronale et eˆtre due a` une activite´ neuronale dans une colonne voisine.
Cependant, une difficulte´ pour relier l’activite´ e´lectrique et la re´ponse he´modynamique est
de de´finir l’activite´ neuronale a` partir des enregistrements effectue´s (en EEG ou en MEG).
Rovati et al. (2007) ont montre´ par des acquisitions simultanne´es en EEG et en IOD que les
potentiels e´voque´s et les re´ponses he´modynamiques relie´es montraient tous deux une aug-
mentation de leur amplitude avec l’augmentation du contraste de la stimulation visuelle. Des
acquisitions en MEG et en IRMf ont permis de montrer que l’e´nergie des signaux magne´-
tiques (ou e´lectriques) e´tait plus adapte´e que les signaux bruts pour pre´dire la re´ponse BOLD
(Nangini et al. (2008, 2009)). En outre, Ou et al. (2009) ont montre´ que les pics tardifs de
l’activite´ de MEG corre`lent mieux avec la re´ponse he´modynamique de l’IOD que la re´ponse
primaire. Ceci signifie que la re´ponse he´modynamique corticale est principalement controˆle´e
par l’activite´ synaptique relie´e aux processus intracorticaux plutoˆt que par l’activite´ thala-
mique.
Le chapitre suivant de´taille l’e´tude simultanne´e en EEG et en IOD faite sur l’activite´ de pre´-
paration au mouvement. Enfin, le chapitre 6 montre comment l’utilisation de l’IOD comme
a priori pour l’EEG permet d’obtenir des reconstructions de sources quantitativement plus
pre´cises que l’EEG seule.
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CHAPITRE 5
L’e´tude expe´rimentale des activations de pre´paration au mouvement
Dans de pre´ce´dents enregistrements en imagerie optique diffuse (IOD), lors d’une taˆche
de mouvement des doigts avec un paradigme en bloc 1, nous avons observe´ que la re´ponse
he´modynamique au mouvement de´butait le´ge`rement (environ 1 s) avant l’apparition de l’ins-
truction de mouvement. Deux hypothe`ses avaient donc e´te´ avance´es : 1) Le paradigme en
bloc provoque une certaine habituation et le sujet anticipe l’apparition de l’instruction en
de´butant son mouvement plus rapidement ; 2) Le sujet montre des activations de pre´para-
tion au mouvement avant de de´buter re´ellement le mouvement. La pre´sente e´tude avait donc
pour but de de´terminer comment les activations de pre´paration au mouvement peuvent se
pre´senter dans des donne´es d’IOD.
L’IOD permet d’imager indirectement l’activation neuronale, tandis que l’e´lectroence´pha-
lographie (EEG) image directement l’activite´ e´lectrique neuronale. Ce projet avait pour but
l’e´tude l’activite´ de pre´paration au mouvement, en enregistrant simultane´ment d’une part en
IOD pour la re´ponse he´modynamique, d’autre part en EEG pour l’activite´ e´lectrique.
Dans ce chapitre, nous allons donc passer rapidement en revue quelques re´sultats d’e´tudes an-
te´rieures et voir que l’activite´ e´lectrique due a` la pre´paration du mouvement est de´ja` connue.
Par la suite, nous verrons comment cette e´tude s’est organise´e, tant au niveau de la technique
d’acquisition qu’au niveau du paradigme. Enfin les premiers re´sultats seront discute´s pour
de´terminer les ame´liorations ne´cessaires pour poursuivre ce travail.
5.1 Les activations de pre´paration au mouvement
Observations chez le singe
Les activations pre´-mouvement ont d’abord e´te´ observe´es chez le singe. Les singes sont en-
traˆıne´s a` effectuer certaines taˆches, puis sont ensuite ope´re´s pour l’implantation d’e´lectrodes
permettant un releve´ precis de l’activite´ e´lectrique des neurones. Une taˆche de reproduction
d’une se´quence, ou` les singes devaient appuyer sur un e´cran apre`s la pre´sentation de la se´-
quence (Akkal et al. (2004)), a permis de mettre en e´vidence des activations importantes dans
l’aire pre´motrice supple´mentaire ou pre´-AMS avant l’exe´cution de la taˆche.
Une e´tude sur les mouvements de la maˆchoire des singes (Yoshino et al. (1998)) a e´galement
1. Les re´sultats d’une de ces acquisitions sont ceux pre´sente´s au chapitre 3, en exemple du traitement du
MLG p.40.
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permis de montrer que tous les neurones du cortex pre´moteur ne re´agissaient pas de la meˆme
fac¸on. Certains de ces neurones ont une activation dite phasique, un changement d’activite´
de courte dure´e corre´lant avec un mouvement de la maˆchoire ; d’autres neurones ont une
activite´ tonique, avec un maintien de l’activite´ pendant les phases statiques (bouche ouverte
ou ferme´e). D’autres neurones ont montre´ une activite´ tonique et phasique, un maintien de
l’activite´ avec une le´ge`re de´croissance pendant la phase statique pre´ce´dant le mouvement et
une forte activite´ lors du mouvement.
Par la suite, des investigations ont e´te´ mene´es chez l’humain.
Observations chez l’homme
Plusieurs e´tudes ont de´ja` e´te´ effectue´es sur les activations lors de la pre´paration de mou-
vements chez l’humain. Graˆce a` l’IRMf, il a e´te´ observe´ que des mouvements effectue´s de
manie`re volontaire provoquent une activation plus forte que des mouvements effectue´s en
re´ponse a` un stimulus exte´rieur (Gerardin et al. (2004); Cunnington et al. (2005)).
Les activations observe´es en IRMf (Elsinger et al. (2006)) lors de la pre´paration de se´quences
de doigts simples (par exemple, taper 5 fois avec le meˆme doigt) sont moins fortes que les
activations pre´parant des mouvement complexes (ou` plusieurs doigts sont utilise´s dans la
meˆme se´quence).
Des e´tudes par IRMf (Gerardin et al. (2004); Elsinger et al. (2006)) ont montre´ que plusieurs
re´gions du cerveau semblent s’activer lors de la pre´paration d’un mouvement : non seule-
ment les cortex pre´moteur late´raux et les pre´-AMS, mais aussi d’autres re´gions subcorticales
comme les ganglions de la base ou le thalamus.
D’apre`s ces e´tudes (Cunnington et al. (2005); Gerardin et al. (2004); Elsinger et al. (2006);
Liu et al. (2005)), les zones corticales qui s’activent lors d’un paradigme de pre´paration d’un
mouvement sont particulie`rement les aires motrices et pre´motrices, les aires 4 et 6 de Brod-
mann (cf. figure 5.1).
Cette figure montre bien que les aires motrices (4) et pre´motrices (6) sont tre`s proches et
ne´cessitent une bonne re´solution spatiale pour eˆtre diffe´rencie´es les unes des autres.
L’IOD ne permettant d’imager que des re´gions externes du cortex et le nombre de sources et
de de´tecteurs sur notre appareil e´tant limite´, nous avons de´cide´ de limiter nos investigations
aux cortex moteur et pre´moteur.
Dans ces re´gions, des activations similaires a` celles trouve´es chez le singe ont e´te´ observe´es
(Liu et al. (2005)) : des activations phasiques sont pre´sentes lors des instructions de pre´para-
tion et d’exe´cution ; de plus, une activation tonique le´ge`rement de´croissante entre le stimulus
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Figure 5.1 Repre´sentation des aires de Brodmann (vue late´rale gauche). Les aires 4 et
6 correspondent respectivement aux aires motrices et pre´motrices du cortex. (Source :
http ://www.umich.edu/c˜ogneuro/jpg/Brodmann.html )
de pre´paration et l’exe´cution a e´te´ observe´e.
5.2 Re´alisation de l’e´tude
Dans cette e´tude nous voulions dissocier temporellement et spatialement les activations
de pre´paration et d’exe´cution du mouvement. Le paradigme a donc e´te´ conc¸u pour dissocier
temporellement les diffe´rents types d’activations. Pour les dissocier spatialement il fallait une
disposition des sources et des de´tecteurs tre`s pre´cise, la re´solution spatiale de l’IOD n’e´tant
pas tre`s bonne. De plus, la technique d’acquisition a e´te´ le´ge`rement modifie´e pour permettre
l’enregistrement simultane´ de l’IOD et de l’EEG.
5.2.1 Sujets
Quatre sujets (trois hommes et une femme) ont participe´ aux premie`res acquisitions de
cette e´tude. Aucun n’avait d’ante´ce´dents de maladie neurologique ou psychiatrique. Tous
e´taient droitiers et age´s entre 23 et 27 ans.
L’e´tude ayant eu lieu au Centre de recherche de l’Institut universitaire de ge´riatrie de Montre´al
(CRIUGM), elle a e´te´ approuve´e sur le plan e´thique par le comite´ mixte d’e´thique de la
recherche - Regroupement Neuroimagerie/Que´bec (CMER-RNQ). Tous les participants ont
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donne´ un consentement e´crit avant l’enregistrement des donne´es.
5.2.2 Technique d’acquisition
Pour enregistrer simultane´ment l’EEG et l’IOD du participant, un casque EEG a e´te´
adapte´. Le principe est simple : introduire les fibres optiques (sources et de´tecteurs) dans les
orifices des e´lectrodes servant habituellement a` introduire le gel permettant le bon contact
entre la peau et l’e´lectrode (cf. fig. 5.2). De cette manie`re, nous avons observe´ que les sources
et les de´tecteurs sont un peu plus e´loigne´s qu’avec les autres casques (environ 4 cm au lieu
de 3). Cette distance supple´mentaire nous a oblige´s a` utiliser des fibres optiques re´ceptrices
de plus gros cœur captant davantage de lumie`re (1 mm de diame`tre de cœur au lieu de 0,3
mm).
Figure 5.2 Dispositif utilise´ lors d’acquisitions de donne´es simultane´es en EEG et en IOD,
pour une taˆche visuelle.
La figure 5.2 repre´sente le casque EEG modifie´ pour les acquisitions, et la disposition des
fibres optiques sur cette photographie montre bien leur rigidite´.
Un test pre´liminaire d’acquisition d’IOD seule avec ce casque nous a permis de voir plusieurs
activations au niveau des aires motrices lors d’une expe´rience de mouvement des doigts. Un
second test nous a permis de ve´rifier le bon fonctionnement des deux modalite´s simultane´-
ment avec une taˆche visuelle simple (un carre´ blanc clignotant au centre de l’e´cran). Les
re´sultats de ce second test ont mis en e´vidence une corre´lation spatiale e´vidente entre les
donne´es d’EEG et d’IOD.
L’enregistrement simultane´ de l’IOD et de l’EEG est aujourd’hui utilise´ par plusieurs groupes
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de recherche au niveau mondial 2, cependant, la plupart utilisent des e´lectrodes particulie`-
rement conc¸ues pour ces acquisitions (Roche-Labarbe et al. (2007)). Une des conditions du
cahier des charges de notre syste`me e´tait que chacun des syste`me soit utilisables inde´pen-
demment de l’autre : le casque EEG a le´ge`rement e´te´ modifie´ (des fixations pour les fibres
optiques on e´te´ rajoute´es), mais reste parfaitement fonctionnel, et de nouvelles fibres optiques
ont e´te´ acquises pour adapter le syste`me d’IOD, cependant les fibres optiques habituelles sont
toujours fonctionnelles.
Pour cette e´tude, les syste`mes d’imagerie utilise´s e´taient pour l’IOD une machine Techen
CW5, et pour l’EEG une machine BrainAmp. La fre´quence d’e´chantillonnage s’e´levait a`
100 Hz pour l’IOD et a` 1 kHz pour l’EEG. Pour l’IOD, un ensemble de 4 sources et 8 de´tec-
teurs e´tait dispose´ sur le casque EEG. La figure 5.3 donne un aperc¸u de la ge´ome´trie utilise´e
et montre les correspondances entre les optodes de l’IOD et les e´lectrodes de l’EEG.
Figure 5.3 Correspondance des paires de l’IOD avec les e´lectrodes de l’EEG. Les paires de
l’IOD sont repre´sente´es en vert, les sources correpondant aux carre´s rouges et les de´tecteurs
aux ronds bleus. Les noms des e´lectrodes correspondant aux diffe´rentes optodes sont note´es
sur la figure.
La figure 5.3 montre toutes les paires enregistre´es par l’IOD, cependant, les re´sultats mon-
tre´s par la suite ne concernent que les paires les plus courtes (entre 2,7 et 3,8 cm pour le sujet
4 3), soit les paires 1, 2, 7, 8, 13, 14, 19 et 20. Pour les paires plus longues, les concentrations
sanguines oscillent beaucoup plus, ceci e´tant duˆ a` une plus grande erreur lors de la conversion
d’intensite´ lumineuse en concentrations sanguines (Boas et al. (2004b)).
2. Une revue bibliographique sur les enregistrements en multimodalite´ est faite au chapitre suivant.
3. les longueurs des paires varient le´ge`rement d’un participant a` un autre en fonction de la taille de la teˆte
de celui-ci.
62
5.2.3 Paradigme
Pour observer les activations de pre´paration au mouvement, il est important de dissocier
temporellement le stimulus de pre´paration au mouvement de celui de l’exe´cution. De plus,
pour observer les activations les plus fortes possibles, nous avons de´cide´ de faire effectuer aux
participants des se´quences complexes ou` le participant devait reproduire de la main gauche la
se´quence pre´sente´e sur un clavier. Ainsi, le paradigme de l’e´tude est repre´sente´ sur la figure
5.4.
Figure 5.4 Paradigme utilise´ pour observer la re´ponse he´modynamique a` une activation de
pre´paration au mouvement. La se´quence est d’abord pre´sente´e pendant 750 ms, puis un
de´lai de dure´e pseudo-ale´atoire correspond a` la pre´paration du mouvement, puis un signal
d’exe´cution (ou de non-exe´cution) termine la phase de pre´paration. Enfin un intervalle inter-
stimuli de dure´e pseudo-ale´atoire termine la se´quence.
Chaque pre´sentation de se´quence (i.e. chaque se´quence e´tant constitue´e de 5 mouvements
de doigt) durait au total 750 ms ; chaque cercle, repre´sentant chacun un doigt, e´tait colore´e
l’espace de 150 ms. Le de´lai entre la pre´sentation de la se´quence et l’instruction d’exe´cu-
tion e´tait pseudo-ale´atoire (entre 4 et 10 s). De cette manie`re, le participant ne pouvait
pas anticiper l’exe´cution du mouvement. Le signal d’exe´cution (coloration en vert du carre´)
n’apparaissait pas toujours ; un signal de non-exe´cution (carre´ rouge) apparaissait ponctuel-
lement. De cette manie`re, la pre´paration e´tait bien se´pare´e de l’exe´cution. Il e´tait demande´
au participant d’exe´cuter la se´quence a` son propre rythme, mais lentement, dans le but de
diffe´rencier les activations e´lectriques dues a` chaque mouvement de doigt. De ce fait, le signal
d’exe´cution restait affiche´ pendant toute l’exe´cution, et encore 1 s apre`s la fin de l’exe´cution.
Le signal de non-exe´cution restait quant a` lui affiche´ pendant 3 s. De plus, pour que le par-
ticipant ne puisse pas non plus anticiper la prochaine instruction de pre´paration, l’intervalle
inter-stimuli e´tait e´galement pseudo-ale´atoire (entre 6 et 12 s).
63
Afin de ne pas trop complexifier l’exe´cution des se´quences, seulement deux se´quences dif-
fe´rentes ont e´te´ inte´gre´es dans le paradigme (se´quence (a) : C-Z-X-V-C et se´quence (b) :
V-C-X-V-Z 4). Ces deux se´quences e´taient pratique´es par les participants avant le de´but de
l’acquisition, pour que le sujet se familiarise avec le paradigme ainsi que pour obtenir un
maximum de se´quences correctement exe´cute´es.
Afin de multiplier le nombre d’e´ve´nements tout en limitant la taille des fichiers enregistre´s,
chaque acquisition e´tait constitue´e de 2 sessions d’enregistrement, avec une pause de quelques
minutes entre les deux si le participant le souhaitait. Chaque session durant environ 18 mi-
nutes, et compte tenu du temps important de l’installation du mate´riel (au minimum une
heure), il a e´te´ de´cide´ de limiter le nombre de session a` deux. Dans chaque session, chacune
des se´quences apparaissait 21 fois (dont 6 fois suivie d’un signal de non-exe´cution). L’ordre
d’apparition des se´quences e´tait ale´atoire, donc diffe´rent pour chaque session.
5.2.4 Me´thodes d’analyse des donne´es
Dans cette e´tude, les donne´es ont e´te´ analyse´es se´pare´ment afin de ve´rifier si les deux
types d’imagerie donnaient des activations ou non.
Donne´es d’EEG
Nous avons pu utiliser les programmes pre´existants du centre de magne´toence´phalographie
(centre MEG) de l’hoˆpital Pitie´-Salpeˆtrie`re apre`s changement du format des donne´es EEG 5.
Les donne´es brutes ont tout d’abord e´te´ filtre´es avec un filtre passe-bande entre 0,2 et 30 Hz,
ainsi les fre´quences d’inte´reˆt sont conserve´es, mais les arte´facts lents et celui du au courant
e´lectrique (60 Hz au Canada 6) sont retire´s et ne perturbent pas le signal. Par la suite, les
clignements des yeux ont e´te´ repe´re´s graˆce a` l’e´lectrooculogramme enregistre´ pendant les
acquisitions. Dans la suite des traitements, les e´ve´nements comportant des clignements des
yeux ont e´te´ ignore´s 7 afin de ne pas perturber les re´sultats des analyses.
Les analyses mene´es succe´ssivement sur les donne´es sont :
– une moyenne sur tous les e´ve´nements (sauf ceux comprenant des clignements d’yeux)
pour diminuer le niveau de bruit,
4. Les doigts du participant e´taient place´s sur les 4 touches de la range´e du bas d’un clavier qwerty, donc
l’index sur le V, le majeur sur le C, l’annulaire sur le X et l’auriculaire sur le Z.
5. Le format de BrainAmp a e´te´ transforme´ en format .lena, format spe´cifique au centre MEG
6. Les donne´es ont e´te´ enregistre´es au Canada. En France la fre´quence du re´seau e´le´ctrique est 50 Hz.
7. Ces clignements d’yeux concernent au maximum une dizaine d’e´ve´nements, il restait donc a priori
suffisemment d’e´ve´nements pour faire ressortir une activation, et ceci a e´te´ confirme´ par les re´sultats obtenus.
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– une cartographie des moyennes pour avoir une ide´e de la zone active´e,
– une reconstruction de source afin de localiser plus pre´cise´ment l’activite´.
La moyenne sur tous les e´ve´nements a e´te´ faite en synchronisant tous les e´ve´nements sur le
de´but de l’exe´cution. Le paradigme comportant un temps de pre´paration de dure´e variable,
en se synchronisant sur l’exe´cution, la moyenne permet d’observer la fin de la pre´paration :
les 3 secondes pre´ce´dant l’exe´cution. La dure´e de la pre´paration variait entre 4 et 10 s, donc
avec cette moyenne, les instants pre´ce´dents (4 ou 5 s avant l’exe´cution) ne correspondent pas
pour tous les e´ve´nements a` de la pre´paration. La moyenne a` ces instants n’a donc pas de sens.
La moyenne a donc e´te´ faite entre -4 et +3 s ou` t = 0 s est l’instant du de´but de l’exe´cution.
Puis des cartographies des signaux d’EEG ont e´te´ faites a` partir des donne´es moyenne´es en
conside´rant les positions des e´lectrodes (enregistre´es pour chaque sujet). Ces cartographies
ont trois dimensions (deux spatiales et une temporelle), et afin de pouvoir expliquer au lecteur
les principaux re´sultats ontenus, nous avons choisi deux instants repre´sentatifs : -1 s pour
repre´senter l’activation de pre´paration du mouvement, et +65 ms pour celle d’exe´cution du
mouvement.
Enfin, pour la reconstruction de sources, le protocole utilise´ a e´te´ imple´mente´ dans le logiciel
BrainVISA 8 et utilise un mode`le de sources distribue´es base´ sur l’algorithme de reconstruc-
tion de sources de Brainstorm 9.
Pour la reconstruction de sources, la meˆme IRM anatomique de re´fe´rence a e´te´ utilise´e pour
tous les sujets. Ainsi les comparaisons entre sujets ont e´te´ fortement facilite´es.
La repre´sentation de la densite´ de courant cortical de la reconstruction de sources en quatre
dimensions (trois dimensions spatiales et une temporelle) est nettement plus repre´sentative
que quelques images avec seulement deux dimensions. Cependant, afin de donner au lecteur
une ide´e des re´sultats obtenus lors de ces reconstructions de sources, les images de deux
he´misphe`res sont repre´sente´es se´pare´ment dans ce document. Au niveau temporel, les deux
meˆmes instants que pour les cartographies ont e´te´ choisis (la pre´paration correspond toujours
a` -1 s, et l’exe´cution a` +65 ms).
IOD
Lors de l’analyse des donne´es, comme pour l’EEG, toutes les moyennes et estimations du
8. BrainVISA : Schwartz et al. (2004); Cointepas et al. (2010) http ://www.brainvisa.info
9. Brainstorm est une bibliothe`que Matlab de´die´e a` l’analyse et a` la visualisation des re´sultats de MEG
et d’EEG (Baillet et al. (2001a)). Elle contient les e´le´ments ne´cessaires a` la lecture du signal, a` l’analyse avec
la caracte´risation de signal multiple applique´e re´cursivement (RAP-MUSIC pour «Recursively Applied and
Projected MUltiple SIgnal Classification»(Mosher et Leahy (1996))) et au calcul de la densite´ de courant
cortical par norme minimum, ainsi que tous les outils de repre´sentation des donne´es sur IRMa. http ://neu-
roimage.usc.edu/brainstorm
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MLG ont e´te´ synchronise´es par rapport a` l’exe´cution du mouvement. Les phe´nome`nes de
pre´paration apparaissent donc dans les valeurs ne´gatives de l’e´chelle des temps.
Dans un premier temps, les donne´es ont e´te´ filtre´es avec un filtre passe-bande entre 0,01
et 0,2 Hz. De cette manie`re, la plupart des fre´quences physiologiques (en particulier la fre´-
quence cardiaque) sont e´limine´es, tout en conservant les principales fre´quences constituant
la re´ponse he´modynamique. Les concentrations [HbO2 ] et [Hb] sont ensuite moyenne´es en se
synchronisant sur le de´but de l’exe´cution.
Afin de quantifier la re´ponse he´modynamique enregistre´e, nous avons utilise´ l’estimation
du mode`le line´aire ge´ne´ral (MLG) pre´sente´e au chapitre 3 (p.38). Cependant l’estimation du
MLG en synchronisant la re´ponse he´modynamique sur le de´but de l’exe´cution du mouvement
permet uniquement de quantifier la re´ponse au mouvement et non la re´ponse a` la pre´paration
du mouvement. Afin de pouvoir quantifier la re´ponse a` la pre´paration du mouvement, nous
avons re´aliser plusieurs estimations en de´calant temporellement le vecteur de stimulations.
Nous avons effectue´ toutes les estimations entre -15 et +15 s en de´calant le vecteur de stimu-
lations par pas de 1 s. Avec un tel de´calage temporel, nous e´tions suˆrs de couvrir largement la
pre´paration et l’exe´cution. Ce type d’analyse a de´ja` e´te´ de´crit dans une publication (Cohen-
Adad et al. (2007)).
En the´orie, afin d’avoir une base comple`te de de´rives, il faut qu’elle soit compose´e de toutes
les fre´quences de sinuso¨ıdes possibles 10, ce qui de´pend de la longueur temporelle des don-
ne´es. Cette base de sinuso¨ıde agit comme un filtre passe-bande, puisque toutes les fre´quences
appartenant a` cette base sont conside´re´es alors que les fre´quences en dehors de cette base
sont ignore´es par le mode`le. Pour les donne´es de pre´paration au mouvement, une base com-
ple`te (avec une fre´quence maximale de 0,2 Hz) repre´sentait plus de 300 sinuso¨ıdes, ce qui est
nettement supe´rieur au nombre de degre´s de liberte´ (30 e´ve´nements pour chaque session), et
risque de donner des re´sultats incohe´rents 11.
Pour limiter le nombre de de´rives, des fre´quences minimale et maximale ont e´te´ de´finies. Ces
fre´quences limites agissent comme un passe-bande, puisque le mode`le ne conside`re alors que
les sinuso¨ıdes entre ces deux fre´quences. Pour que le proble`me soit correctement conditionne´,
10. Pour qu’une base nume´rique de sinuso¨ıdes soit comple`te, elle doit eˆtre constitue´e de toutes les fre´quences
possible : la plus lente est constitue´e d’une seule pe´riode sur tout le vecteur temporel (fre´quence=1/T avec
T la dure´e des donne´es), la suivante d’une pe´riode et demi (fre´quence=1, 5/T ), et ainsi de suite jusqu’a` la
fre´quence maximale de´termine´e par l’utilisateur.
11. On peut noter que des estimations avec 300 de´rives peuvent eˆtre faites au risque de donner des re´sultats
totalement incohe´rents. Ces estimations ont ne´anmoins e´te´ faites a` pour ces donne´es et les re´sultats semblaient
cohe´rents (peu diffe´rents) avec ceux de l’estimation utilisant seulement 4 de´rives polynomiales et aucune
sinuso¨ıdale.
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nous avons choisi de garder les sinuso¨ıdes entre 0,02 et 0,05 Hz. Avec ces limites, le nombre
de sinuso¨ıdes e´tait d’environ 80.
Les estimations avec 300, 80 ou sans sinuso¨ıdes donnaient des re´sultats similaires, au sens ou`
les valeurs estime´es ne diffe´raient que peu (pas plus de 10% de variation d’une estimation
a` l’autre) et les formes des courbes lors du de´calage du vecteur de stimulation restaient les
meˆmes. C’est pourquoi nous avons choisi de pre´senter ici seuls les re´sultats des estimations
sans de´rives sinuso¨ıdales.
5.3 Re´sultats
Dans cette section, seuls les re´sultats du sujet 4 sont montre´s. Les autres sujets montrent
des re´sultats peu cohe´rents entre l’EEG et l’IOD. Les re´sultats de ces autres sujets sont pre´-
sente´s en annexe A.
Pour le sujet 4, l’exe´cution des se´quences a e´te´ parfaite au sens ou` 100% des se´quences ont
e´te´ correctement exe´cute´es. Le temps de re´action moyen (TDR) entre le signal d’exe´cution
et le premier mouvement e´tait de 0,78 s avec un e´cart-type de 0,14 s ; le temps d’exe´cution
(TDE) moyen de la se´quence e´tait de 2,65 s avec un e´cart-type de 0,63 s.
Il n’existait pas de diffe´rence significative entre les TDR et TDE des se´quences (a) et (b)
(TDRa = 768 ± 134 ms, TDRb = 801 ± 155 ms et TDEa = 2631 ± 660 ms, TDEb =
2676 ± 617 ms). En revanche, les donne´es ayant e´te´ enregistre´es en deux sessions imme´dia-
tement succe´ssives, il apparaissait une diffe´rence entre les TDE des deux sessions : pour la
session 1 TDE1 = 2109±287 ms, alors que pour la session 2 TDE2 = 3198±350 ms 12. On peut
supposer que le participant montrait simplement les premiers de signes de fatigue, car pour ce
sujet l’acquisition a eu lieu en fin de journe´e, apre`s une journe´e de travail. On peut noter que
meˆme si les TDR ont le´ge`rement augmente´ entre les deux sessions (TDR1 = 748± 146 ms et
TDR2 = 820± 136 ms), ils n’e´taient pas significativement diffe´rents entre les deux sessions.
5.3.1 Donne´es d’EEG
Moyenne des donne´es temporelles
Les re´sultats ont e´te´ approximativement similaires pour les quatre sujets. Les re´sultats du
sujet 4 sont donne´s sur la figure 5.5.
Pour ce sujet, les e´lectrodes montrant clairement une activation de pre´paration sont les
12. D’apre`s un test de Student, les TDE e´taient significativement diffe´rents avec un intervalle de confiance
de 99%.
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Figure 5.5 De´cours temporel de la moyenne des donne´es d’EEG du sujet 4. Pour la moyenne,
un filtre passe-bande entre 0,2 et 30 Hz a e´te´ applique´, et les e´ve´nements comprenant des
clignements des yeux ont e´te´ ignore´s. Le temps 0 correspond au de´but de l’exe´cution de la
se´quence. Le marqueur rouge correspond au temps -1 s, soit l’instant de la pre´paration du
mouvement dans les re´sultats de cette e´tude et la ligne verticale grise a e´te´ ajoute´e pour
marquer l’instant d’exe´cution, soit environ +65 ms. Les e´lectrodes montrant clairement une
activation de pre´paration sont encadre´es en vert et les autres e´lectrodes cite´es dans le texte
sont souligne´es en bleu. Les valeurs a` droite des colonnes sont les potentiels des e´lectrodes
correspondantes au temps du marqueur rouge (i.e. instant de la pre´paration).
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e´lectrodes : F3, F4, F7, F8 et F5. Pour toutes ces e´lectrodes, le potentiel posse`de une valeur
fortement ne´gative au temps t =-1 s, et apre`s retourne rapidement vers des valeurs absolues
moins e´leve´es. Les e´lectrodes Fp1 et Fp2 ont e´galement des potentiels fortement ne´gatifs,
cependant, ceux-ci se maintiennent a` des valeurs similaires jusqu’apre`s l’exe´cution. Donc, si
ce de´cours temporel correspond a` une activite´, alors celle-ci n’est pas directement relie´e a` la
pre´paration du mouvement, et donc ne nous inte´resse pas dans la pre´sente e´tude.
Les meˆmes e´lectrodes du coˆte´ gauche (F3 et F7) et droit (F4 et F8) semblent donc montrer
des activations similaires, sauf pour l’e´lectrode F6 (syme´trique de F5) ou` le signal e´tait trop
bruite´ pour montrer une activation de pre´paration nette. Le bruit pre´sent sur F6 n’apparaˆıt
pas sur la figure 5.5, car le filtre a retire´ une grosse partie du bruit. Lors de l’enregistrement,
l’impe´dance de F6 e´tait e´leve´e (supe´rieure a` 10 MΩ), car la fibre optique introduite dans
cette e´lectrode la faisait le´ge`rement bouger. Les donne´es brutes ont clairement montre´ que le
signal de cette e´lectrode e´tait plus bruite´ que les autres.
Ce sujet montre une activation bilate´rale relativement syme´trique sur les deux he´misphe`res.
Ces changements lors de la pre´paration correspondent a` des activations toniques. Pour les
activations phasiques lors du mouvement, la synchronisation (l’enfoncement des touches du
clavier) n’est pas suffisement pre´cise pour faire apparaˆıtre ce type d’activation. Pour cela
un e´lectromyogramme (EMG) aurait e´te´ ne´cessaire pour de´terminer avec pre´cision l’instant
exact de l’exe´cution. Dans cette e´tude, nous nous inte´ressions a` la pre´paration du mouvement,
c’est pourquoi nous n’avons pas enregistre´ d’EMG. La partie du signal pre´ce´dant l’exe´cution
ne correspond a priori qu’a` l’activation de pre´paration au mouvement et non a` l’activation de
mouvement. Cependant, le marqueur temporel correspondant a` l’enfoncement de la touche
du clavier, il est probable que le mouvement commence quelques millisecondes avant le mar-
queur temporel. Ne´anmoins e´tant donne´ les temps de re´action enregistre´s, il apparaˆıt que
1 s avant le de´but de l’exe´cution, l’instruction n’e´tait pas encore apparue, donc le sujet e´tait
encore en phase de pre´paration du mouvement.
Selon les sujets, l’amplitude de la pre´paration pouvait changer, et les e´lectrodes montrant
cette pre´paration n’e´taient pas exactement les meˆmes (par exemple le sujet 2 montrait des
activations plus poste´rieures, sur les e´lectodes FC en particulier). Parmi les quatre sujets, un
ne montrait pas d’activite´ de pre´paration en EEG.
Cartographie
Les cartographies des moyennes des signaux d’EEG sont toutes apparues cohe´rentes avec les
de´cours temporels observe´s pre´ce´demment.
Par exemple, pour le meˆme sujet 4, la cartographie de la pre´paration, environ 1 s avant
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l’exe´cution, est repre´sente´e sur la figure 5.6. Cet instant correspond bien a` un instant ou`
l’instruction d’exe´cution n’e´tait pas encore apparue, donc l’activation repre´sente´e en haut de
la figure 5.6 ne correspond qu’a` l’activation de pre´paration, et celle en bas de cette figure
correspond a` l’activation d’exe´cution.
Sur le haut de cette figure (pre´paration), il semble que plusieurs sources d’activation res-
sortent, re´parties sur la teˆte entie`re, correspondant a` des activations bilate´rales. Ne´anmoins,
le coˆte´ droit (coˆte´ contralate´ral) semble active´ de manie`re plus intense que le coˆte´ gauche. En
particulier, on peut voir que la source la plus intense apparaˆıt autour de FC6 et une source
secondaire autour de FC2.
Pour ce qui est de l’instant d’exe´cution du mouvement, le bas de la figure 5.6 montre les
re´sultats de la cartographie environ 65 ms apre`s le de´but de l’exe´cution. Encore une fois
sur cette cartographie, comme sur la pre´ce´dente, il apparaˆıt plusieurs activation sur la teˆte
entie`re, mais le coˆte´ droit semble plus fortement active´. Une source diffuse apparaˆıt encore
autour de FC6, F4 et FT8.
Les cartographies montrent des activations plutoˆt diffuses, c’est pourquoi il est plus in-
te´ressant de re´aliser une reconstruction de sources afin de voir si les observations sur les
cartographies sont dues a` des sources e´galement diffuses ou non.
Reconstruction de sources
La figure 5.7 pre´sente l’he´misphe`re droit du sujet 4 lors de la pre´paration du mouvement, i.e.
environ 1 s avant l’exe´cution. Cette figure montre l’e´nergie des courants corticaux des prin-
cipales sources reconstruites pour les re´gions d’inte´reˆt montre´es en bleu sur les feneˆtres de
gauche de cette figure. Le poˆle positif, comme le poˆle ne´gatif est au niveau de la limite entre
les aires 8 et 9 de Brodmann, correspondant aux cortex pre´moteur associatif et pre´frontal
dorsolate´ral. Les deux poˆles de courants positif et ne´gatif montrent des similitudes dans le
de´cours temporel de l’e´nergie des sources : leur e´nergie augmente a` partir de 3 s avant l’ins-
truction d’exe´cution et commence a` diminuer a` partir de 1 s avant l’instruction d’exe´cution.
Pour le poˆle ne´gatif, l’e´nergie est de´ja` quasiment revenue a` 0 au moment de l’exe´cution, alors
que pour le poˆle positif, le niveau de l’e´nergie reste encore supe´rieur (environ 6×10−20 J) lors
de l’exe´cution.
Pour l’he´misphe`re gauche, la reconstruction de sources correspondant a` la pre´paration est
repre´sente´e sur la figure 5.8. Comme pour l’he´misphe`re droit, il existe plusieurs poˆles d’e´nergie
significatifs. Cette figure ne montre que les deux principaux poˆles, i.e. dont l’e´nergie est la plus
grande lors de la pre´paration, qui se trouvent dans le cortex pre´moteur (aire 6 pour le poˆle
positif, et aire 8 pour le poˆle ne´gatif). Ces deux poˆles montrent des similitudes au niveau des
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Figure 5.6 Cartographies de l’EEG moyenne´ du sujet 4 lors de la pre´paration (en haut, 1,022
s avant l’exe´cution) et de l’execution (en bas, environ 66 ms apre`s le de´but de l’exe´cution)
du mouvement. Les donne´es moyenne´es sont repre´sente´es sur ces cartographies. Les deux
cartographies sont repre´sente´es avec la meˆme e´chelle de couleurs (repre´sente´e au dessous de
chaque cartographie).
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Figure 5.7 Repre´sentation de la densite´ de courant cortical de la reconstruction de sources
de l’he´misphe`re droit du sujet 4. La feneˆtre en haut a` gauche repre´sente les signaux issus
des sources reconstruites au niveau du cortex lors de la pre´paration du mouvement (environ
1 s avant l’exe´cution). Les deux feneˆtres a` gauche (au milieu et en bas) repre´sentent en bleu
les re´gions d’inte´reˆt conside´re´es (dans les aires 8 et 9 de Brodmann). Les feneˆtres de droite
repre´sentent le de´cours temporel de l’e´lectrode choisie comme re´fe´rence, FC2 (en haut, «Sen-
sor Data»), et la puissance des sources de la re´gion d’inte´reˆt correspondante (en bas). Dans
les de´cours temporels, la barre verticale rouge montre l’instant conside´re´, ici la pre´paration
a` -1 s. La valeur 0 de l’e´chelle temporelle correspond a` l’exe´cution de la se´quence.
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Figure 5.8 Repre´sentation de la densite´ de courant cortical de la reconstruction de sources
de l’he´misphe`re gauche du sujet 4. La feneˆtre en haut a` gauche repre´sente les signaux issus
des sources reconstruites au niveau du cortex lors de la pre´paration du mouvement (environ
1 s avant l’exe´cution). Les deux feneˆtres a` gauche (au milieu et en bas) repre´sentent en bleu
les re´gions d’inte´reˆt conside´re´es (respectivement dans les aires 8 et 6 de Brodmann). Les
feneˆtres de droite repre´sentent le de´cours temporel de l’e´lectrode choisie comme re´fe´rence,
FC2 (en haut, «Sensor Data»), et celui de la puissance des sources de la re´gion d’inte´reˆt
correspondante (en bas). Dans les de´cours temporels, la barre verticale rouge montre l’instant
conside´re´, ici la pre´paration a` -1 s. La valeur 0 de l’e´chelle temporelle correspond a` l’exe´cution
de la se´quence.
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de´cours temporels des e´nergies des sources : de la meˆme fac¸on que pour l’he´misphe`re droit,
les e´nergies des sources de l’he´misphe`re gauche commencent a` augmenter environ 3 s avant
l’exe´cution, cependant cette augmentation est moins rapide que dans l’he´misphe`re droit. Le
maximum de ces e´nergies est atteint environ 1 s avant l’exe´cution, puis ces e´nergies diminuent
jusqu’a` se stabiliser environ 0,2 s apre`s l’exe´cution. Le niveau atteint apre`s l’exe´cution reste
supe´rieur au niveau avant la pre´paration (entre -4 et -3 s).
Figure 5.9 Repre´sentation de la densite´ de courant cortical de la reconstruction de sources
de l’he´misphe`re droit du sujet 4. La feneˆtre en haut a` gauche repre´sente les signaux issus
des sources reconstruites au niveau du cortex lors de l’exe´cution du mouvement (environ
65 ms apre`s l’exe´cution). La feneˆtre en bas a` gauche repre´sentent en bleu la re´gion d’inte´reˆt
conside´re´e, dans l’aire de Brodmann 46. La feneˆtre de droite repre´sente le de´cours temporel de
l’e´lectrode choisie comme re´fe´rence, FC2 (en haut, «Sensor Data»), et celui de la puissance
des sources de la re´gion d’inte´reˆt correspondante (en bas). Dans les de´cours temporels, la
barre verticale rouge montre l’instant conside´re´, ici l’exe´cution a` +65 ms. La valeur 0 de
l’e´chelle temporelle correspond a` l’exe´cution de la se´quence.
Lors de l’exe´cution, i.e. environ 65 ms apre`s l’exe´cution, l’he´misphe`re droit (cf. figure 5.9)
ne montre que des poˆles avec un maximum d’e´nergie faible (par rapport aux autres poˆles
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d’e´nergie observe´s). Un seul poˆle est mis en e´vidence sur la figure 5.9, il se situe vraiment
en avant des cortex moteur et meˆme pre´moteur, dans le cortex pre´frontal dorsolate´ral (aire
de Brodmann 46). Il montre un de´cours temporel d’e´nergie inte´ressant, puisque l’e´nergie
commence a` augmenter environ 3 s avant l’exe´cution, jusqu’a` atteindre un maximum environ
1,8 s avant l’exe´cution, puis diminue lentement jusqu’a` l’exe´cution de la se´quence, et retourne
enfin au niveau de base.
Pour l’he´misphe`re gauche, comme pour la pre´paration, l’exe´cution montre deux princi-
paux poˆles d’activite´ (cf. figure 5.10) situe´s aux meˆmes endroits que lors de la pre´paration
c’est-a`-dire dans le cortex pre´moteur (dans les aires 6 et 8). Les de´cours temporels des e´nergies
de ces sources sont exactement les meˆmes que ceux de´crits pre´ce´demment (pour la figure 5.8).
5.3.2 Donne´es d’IOD
Pour les donne´es d’IOD, deux types d’analyses ont e´te´ faites : la moyenne sur tous les
e´ve´nements (pre´ce´de´e d’un filtrage), et une estimation baye´sienne du MLG (avec un de´calage
temporel du vecteur de stimulation).
Moyenne des donne´es
Pour le sujet 4, les re´sultats des moyennes pour les paires courtes sont pre´sente´es sur la figure
5.11. On peut noter que pour ce sujet, les paires les plus courtes font entre 2,7 et 3,8 cm de
long.
Sur cette figure, il semblerait que les paires 7 et 13 soient active´es de manie`re importante.
Les paires 8 et 14 montrent e´galement une activation, mais d’amplitude moins e´leve´e (envi-
ron 3 × 10−7 mol.L−1 pour les paires 8 et 14, par rapport a` 7 × 10−7 et 10 × 10−7 mol.L−1
respectivement pour les paires 7 et 13).
On peut noter sur cette figure que les concentrations des paires 13 et 14 oscillent beaucoup,
i.e. une fre´quence autour de 0,13 Hz est tre`s forte par rapport aux autres fre´quences. Cepen-
dant, filtrer cette fre´quence reviendrait a` filtrer une partie de la re´ponce he´modynamique.
Pour la paire 13 a` l’instant de l’exe´cution, la concentration en HbO2 augmente clairement, et
celle en Hb diminue, ce qui correspond bien a` une re´ponse he´modynamique.
Sur la figure 5.11, on peut e´galement observer que l’activation de la paire 7 semble de´buter
avant le de´but de l’exe´cution. La concentration en HbO2 devient positive environ 3,5 s avant
l’exe´cution, et la concentration en Hb devient ne´gative 2 s avant l’exe´cution. Cette activa-
tion de´butant avant l’exe´cution re´elle de la se´quence est peut-eˆtre relie´e a` la pre´paration du
mouvement.
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Figure 5.10 Repre´sentation de la densite´ de courant cortical de la reconstruction de sources
de l’he´misphe`re gauche du sujet 4. La feneˆtre en haut a` gauche repre´sente les signaux issus
des sources reconstruites au niveau du cortex lors de l’exe´cution du mouvement (environ
65 ms apre`s l’exe´cution). Les deux feneˆtres a` gauche (au milieu et en bas) repre´sentent en
bleu les re´gions d’inte´reˆt conside´re´es (dans les aires 6 et 8 de Brodmann). Les feneˆtres de
droite repre´sentent le de´cours temporel de l’e´lectrode choisie comme re´fe´rence, FC2 (en haut,
«Sensor Data»), et celui de la puissance des sources de la re´gion d’inte´reˆt correspondante
(en bas). Dans les de´cours temporels, la barre verticale rouge montre l’instant conside´re´,
ici l’exe´cution a` +65 ms. La valeur 0 de l’e´chelle temporelle correspond a` l’exe´cution de la
se´quence.
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Figure 5.11 Moyennes des concentrations sanguines pour les paires courtes du sujet 4. Les
donne´es ont e´te´ filtre´es entre 0,01 et 0,2 Hz. Les concentrations en HbO2 sont repre´sente´es
en rouge, et celles en Hb en pointille´s bleus. Sur l’e´chelle temporelle, l’abscisse 0 correspond
au de´but de l’exe´cution de la se´quence.
Estimation du mode`le line´aire ge´ne´ral
Les re´sultats sont pre´sente´es en figure 5.12 pour les deux enregistrements du sujet 4.
La figure 5.12 pre´sente toutes les estimations du MLG en de´calant le vecteur de stimula-
tions par pas de 1 s entre -15 et +15 s. Le temps t = 0 s correspond au premier mouvement
effectue´ (i.e. premie`re touche enfonce´e par le sujet).
Sur cette figure, on peut remarquer que les valeurs de concentrations estime´es par le MLG,
βˆ, pour les paires 7 et 13 ont des allures semblables pour les deux acquisitions, et montrent
toutes deux une activation, i.e. un βˆ maximum positif pour [HbO2 ] proche de t = 0 s en
meˆme temps qu’un βˆ minimum ne´gatif pour [Hb]. On peut meˆme observer que la paire 7
montre des extreˆma le´ge`gement avant (a` environ -1 s pour [Hb] et pour [HbO2 ] dans les
deux acquisitions) la paire 13 (environ +1 s pour [Hb] et 0 s pour [HbO2 ] dans la premie`re
acquisition, et dans la seconde +2 s pour [Hb] et +1 s pour [HbO2 ]).
Les intensite´s des extreˆma sont du meˆme ordre de grandeur pour les deux acquistions des
la paire 7, avec un rapport |βˆHbO2/βˆHb| de 4,0 pour la premie`re acquisition et 2,8 pour la
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Figure 5.12 Estimations du MLG du sujet 4 pour les deux acquisitions autour de l’exe´cution,
avec un de´calage temporel des stimulations entre -15 et +15 s. La valeur du de´calage temporel
est donne´ en abscisse : la valeur de 0 s correspond a` une synchronisation avec l’exe´cution.
Les estimations de [HbO2 ], βˆHbO2 , sont repre´sente´es par des croix rouges, et celles de [Hb],
βˆHb, par des ronds bleus. La partie du haut (les deux range´es de feneˆtres du haut) repre´sente
les estimations (βˆ) de la premie`re session et la feneˆtre du bas celle de la seconde session.
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seconde. Pour la paire 13, l’intensite´ du maximum de |βˆHbO2 passe du simple au double entre
la premie`re et la seconde acquisition, et celle du minimum en βˆHb passe du simple au triple.
Le rapport ||βˆHbO2/βˆHb| reste dans les deux cas beaucoup plus e´leve´ que pour la paire 7 : 9,8
pour la premie`re acquisition et 5,7 pour la seconde.
La paire 8 montre e´galement une le´ge`re activation, mais avec des βˆ nettement moins e´le-
ve´s que pour les paires 7 et 13 : pour la paire 8 |βˆ| ne de´passe pas 3× 10−7.
En dehors de ces paires, les autres paires ne semblent pas montrer de comportement simi-
laires entre la premie`re et la seconde acquisition. On ne peut donc conside´rer dans aucun cas
qu’une de ces paires est active´e.
5.4 Discussion
Le but de cette e´tude e´tait d’obsever des activations de pre´paration au mouvement lors
d’acquisitions simultane´es d’EEG et d’IOD. Les enregistrements de donne´es ont e´te´ faits
simultane´ment avec un casque adapte´ spe´cialement pour ce type d’acquisition. Lors d’acqui-
sitions pre´liminaires (re´sultats non montre´s), ce casque a montre´ qu’il permettait d’enregistrer
correctement les donne´es, tant en EEG qu’en IOD.
L’analyse des donne´es a e´te´ faite se´pare´ment pour l’EEG et l’IOD. Les me´thodes d’analyse
utilise´ pour l’EEG sont des me´thode de´ja` valide´es par d’autres (Baillet et al. (2001b,a)).
Pour l’IOD, l’analyse par moyennage est couramment utilise´e (Obrig et al. (2000b); Boas
et al. (2001a)), et l’analyse par estimation du MLG a d’ors et de´ja` e´te´ valide´e (Cohen-Adad
et al. (2007)).
Le syste`me d’acquisition d’IOD ne posse´dait pas suffisamment de fibres optiques pour per-
mettre d’imager les deux he´misphe`res du cerveau du participant. Or les donne´es d’EEG
faisaient ressortir des activations e´lectriques dans les deux he´misphe`res que ce soit simple-
ment avec les moyennes des signaux, les cartographies ou les reconstructions de sources. Le
mouvement e´tait exe´cute´ seulement avec la main gauche, et l’activation apparaissant en EEG
est bilate´rale, ceci e´tant cohe´rent avec de pre´ce´dentes e´tudes (Gerardin et al. (2004); Cun-
nington et al. (2005); Elsinger et al. (2006)).
Dans les re´sultats, il ressort que les deux se´quences avaient une complexite´ similaire : le
temps de re´action (TR) et le temps d’exe´cution (TE) ne diffe`rent pas significativement d’une
se´quence a` l’autre. Ceci nous permet de justifier le fait que l’analyse de donne´es n’ait pas
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diffe´rencie´ les deux se´quences.
Les reconstructions de sources de l’EEG permettent de situer les activations de pre´paration
du mouvement dans les cortex pre´moteur late´ral et pre´moteur associatif, mais e´galement dans
le cortex pre´frontal dorsolate´ral droit. Dans une e´tude par IRMf (Gerardin et al. (2004)), lors
d’une taˆche de pre´paration au mouvement, il a de´ja` e´te´ trouve´ des activations dans le cortex
pre´frontal dorsolate´ral gauche pour des mouvement effectue´s de la main droite. Les re´sultats
de la reconstruction de sources sont donc parfaitement en accord avec les re´sultats de cette
e´tude (Gerardin et al. (2004)).
Les re´sultats d’IOD montrent une activation sur les paires 7 et 13. Ces paires correspondent
respectivement aux e´lectrodes C2-C4 et FC2-FC4. Quant a` l’analyse de l’EEG, Le moyennage
tend a` faire ressortir en particulier les e´lectrodes F4, F6, F8, ainsi que leurs syme´triques du
coˆte´ droit ; alors que les cartographies montrent une activation plus intense du cote´ droit :
autour de FC6 pour le mouvement et sa pre´paration, et autour de FC2 pour la pre´paration
uniquement. L’e´lectrode FC2 correspond en IOD a` la paire 13, donc les activite´s de´tecte´es
en EEG et en IOD sont cohe´rentes.
La paire 7 (entre les e´lectrodes C2-C4) est plus poste´rieure que la paire 13, on peut donc faire
l’hypothe`se que la paire 7 fait ressortir l’activite´ lie´e au mouvement, alors que l’activite´ de
la paire 13 correspond plus a` l’activite´ de pre´paration. Or l’activite´ e´lectrique lie´e au mouve-
ment ne ressort pas dans les donne´es d’EEG, on ne peut donc pas faire de corre´lation entre
les activite´s e´lectrique et he´modynamiques lie´es au mouvement.
De plus, l’EEG a montre´ que la pre´paration du mouvement commenc¸ait en moyenne 3 s avant
l’exe´cution. Il est difficile de ne pas mettre en relation ce temps avec le de´but de l’activation
de la paire 7 en IOD, soit 3 s avant l’exe´cution. Le de´but de l’activation est moins abrupt
que le reste de l’activation, les trois premie`res secondes de cette activation pourraient cor-
respondre a` la pre´paration du mouvement. Cependant, il serait ne´cessaire de re´pliquer cette
expe´rience sur plusieurs sujets afin de confirmer cette hypothe`se.
Les figures de ce chapitre ne pre´sentent que les re´sultats du sujet 4, qui est le seul mon-
trant une certaine cohe´rence entre les activations observe´es en EEG et en IOD. Les autres
sujets n’ont montre´ aucune activation cohe´rente entre une e´lectrode et les paires d’IOD cor-
respondantes, en particulier a` cause de l’IOD qui ne montrait aucune activation nette. Pour
deux autres sujets, les sources reconstruites apparaissaient dans des zones du cerveau le´ge`re-
ment plus poste´rieures. Ces diffe´rences de localisation sont probablement dues aux diffe´rences
individuelles, mais aussi a` de le´ge`res diffe´rences dans le recalage entre la position des e´lec-
trodes pour chaque sujet et l’IRM anatomique de re´fe´rence utilise´e. De plus, sur ces trois
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sujets, un ne semblait pas montrer non plus d’activite´ de pre´paration en EEG.
D’apre`s de pre´ce´dentes expe´riences en IOD, les mouvements de la main entie`re montraient des
activations fortes et claires, or dans la pre´sente expe´rience, les mouvements effectue´s e´taient
simplement de taper sur les touches d’un clavier. Le mouvement en lui meˆme e´tant de moins
grande amplitude, il semble logique que la re´ponse he´modynamique relie´e soit moins intense.
D’autre part, nous demandions aux participants d’effectuer les se´quences lentement (en es-
pe´rant au de´part diffe´rencier le mouvement de chaque doigt en EEG), mais il semble qu’en
IRMf, la re´ponse BOLD soit d’autant plus forte que le rythme de mouvement des doigts est
rapide et soutenu (Jancke et al. (2006)). Pour poursuivre cette e´tude, il serait donc bon de
demander aux participants d’effectuer les se´quences rapidement et plusieurs fois d’affile´e, afin
d’avoir une re´ponse he´modynamique forte a` l’exe´cution.
5.4.1 Conclusions : ame´liorations a` apporter au syste`me
Pour le sujet 4, les acquisitions d’EEG et d’IOD semblent cohe´rentes spatialement. Ce-
pendant, les autres sujets ne montrant pas d’activite´ he´modynamique claire, il a e´te´ de´cide´
d’ame´liorer le syste`me d’acquisition avant de poursuivre l’e´tude.
En effet, le syste`me d’acquisition peut eˆtre ame´liore´ a` plusieurs niveaux :
1) Le syste`me d’acquisition d’EEG peut eˆtre ame´liore´ afin de diminuer le bruit enregistre´ :
en blindant le connecteur entre le casque et le syste`me d’acquisition Brainamp, le syste`me
serait ainsi mieux isole´ des ondes e´lectromagne´tiques environnantes.
On pourrait limiter les mouvements des fils conducteurs issus du casque et utiliser des caˆbles
ne produisant pas de potentiels dus a` la compression de l’isolant (chaque mouvement cre´e
une de´rive du signal EEG).
Il faudrait e´galement mieux isoler les fils de chaque e´lectrode individuellement (certains arte´-
facts apparaissent syste´matiquement sur plusieurs e´lectrodes «voisines»au sens e´lectronique,
alors que les e´lectrodes ne sont pas force´ment physiquement proches au niveau de la disposi-
tion sur le craˆne).
2) Concernant le syste`me d’enregistrement d’IOD, le plus gros proble`me vient de la taille
des fibres optiques des de´tecteurs (fibres de 1 mm de diame`tre de cœur). Ces fibres captaient
juste assez de lumie`re pour pouvoir traiter les donne´es, alors qu’il aurait e´te´ plus inte´ressant
d’avoir des intensite´s plus e´leve´es pour re´duire les erreurs de calcul des concentrations.
Les fibres ayant un gros diame`tre de cœur sont difficiles a` manipuler car trop rigides, et leur
rigidite´ les rend difficiles a` mettre en place sur le casque EEG. Lors des acquisitions, les fibres
avaient tendance a` faire bouger les e´lectrodes du casque, et plusieurs ve´rifications e´taient
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ne´cessaires avant de pouvoir commencer une acquisition. Il faudrait utiliser tout un ensemble
de fibres de diame`tre de cœur plus petit (par exemple 0,3 mm) afin d’obtenir une de´tection
de lumie`re suffisante tout en gardant la souplesse des fibres plus petites.
D’autre part, les fibres devraient eˆtre isole´es les unes des autres, car nous nous sommes rendus
compte lors d’acquisitions suivantes que la lumie`re dans les fibres sources passait directement
dans les fibres des de´tecteurs lorsque les fibres se touchaient. Ceci faisait apparaitre un niveau
d’intensite´ acceptable voire tre`s bon, alors que la fraction de lumie`re passant re´ellement dans
le cortex pouvait eˆtre minime, voire nulle.
Enfin, en dernier point, le syste`me de fixation des fibres sur le casque EEG devrait eˆtre re-
pense´, car le syste`me de fixation est a` l’heure actuelle base´ sur des bandes auto-agrippantes,
et apre`s quelques utilisations manque de rigidite´ pour maintenir les fibres suffisamment pour
qu’elle restent bien perpendiculaires a` la surface du craˆne.
En outre, pour permettre par la suite d’effectuer des reconstructions sur les donne´es optiques,
il serait ne´cessaire d’utiliser davantage de sources et de de´tecteurs afin de couvrir une plus
grande surface du craˆne.
Ce syste`me d’acquisition, meˆme s’il n’e´tait pas parfait, a prouve´ qu’il fonctionnait conve-
nablement, car les re´sultats d’au moins un sujet sur quatre sont cohe´rents, ainsi que les
re´sultats du premier test pre´liminaire.
Le chapitre qui suit traite plus pre´cise´ment des avance´es apporte´es a` l’analyse conjointe des
donne´es.
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CHAPITRE 6
L’estimation baye´sienne de la reconstruction d’e´lectroence´phalographie sous
une contrainte base´e sur la reconstruction d’imagerie optique diffuse
Ce chapitre a fait l’objet d’un article (Chapuisat-Lemay et al. (2010)).
6.1 Acquisition en multimodalite´ : apport de l’IOD dans les acquisitions d’EEG
Les acquisitions en multimodalite´ permettent d’apporter des informations sur plusieurs
phe´nome`nes physiologiques et, lorsque les acquisitions sont faites simultane´ment, des corre´-
lations au niveau des dynamiques temporelles peuvent eˆtre faites.
En raison du mauvais conditionnement du proble`me inverse de l’EEG, l’IRMf est souvent uti-
lise´e comme a priori pour re´gulariser le proble`me inverse de l’EEG (Daunizeau et al. (2005);
Henson et al. (2010)). Compare´e a` ces approches asyme´triques, un mode`le syme´trique a e´te´
de´veloppe´, prenant en compte les couplages ou non de l’activite´ e´lectrique et du signal BOLD
(Daunizeau et al. (2007)). D’autres e´tudes cherchent e´galement a` mieux comprendre la rela-
tion entre l’activite´ e´lectrique et la re´ponse he´modynamique : lors de stimulations visuelles,
les ondes α de l’EEG ont e´te´ corre´le´es avec l’amplitude de la re´ponse he´modynamique en-
registre´e par IOD (Koch et al. (2008)), ainsi que l’amplitude de celle du signal BOLD de
l’IRMf (Moosmann et al. (2003)). Ne´anmoins, les relations entre activite´ neuronale, activite´
e´lectrique et re´ponse BOLD (ou re´ponse he´modynamique) sont encore discute´s (Nangini et al.
(2008); Liu et al. (2010)).
L’enregistrement de l’EEG dans l’aimant de l’IRM n’est pas trivial. En effet, le fonctionne-
ment de l’IRM comporte des changements de gradients de champ magne´tique qui provoquent
d’importants arte´facts dans le signal d’EEG (pour une revue ge´ne´rale des proble`mes d’en-
registrement simultane´ de l’EEG et l’IRMf, voir Ritter et Villringer (2006)). Meˆme si de
nombreux progre`s ont e´te´ faits afin d’ame´liorer le rapport signal-sur-bruit de l’EEG mesure´
dans l’IRM, celui-ci n’est toujours pas optimal aujourd’hui (Vasios et al. (2006); Ritter et
Villringer (2006); Riera et al. (2007); Mantini et al. (2007)). En revanche, l’IOD est un enregis-
trement optique qui n’interfe`re pas avec l’enregistrement e´lectrique de l’EEG, donc le rapport
signal-sur-bruit de l’EEG (RSBEEG) est nettement meilleur en EEG-IOD qu’en EEG-IRMf.
De plus, l’IRMf ne donne acce`s qu’au signal BOLD alors que l’IOD permet d’avoir une vision
plus comple`te de la re´ponse he´modynamique, en imageant simultane´ment les concentrations
en HbO2 et HbR.
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Ces avantages expliquent que depuis peu de nombreuses recherches sur le couplage neurovas-
culaire sont faites en EEG-IOD (Franceschini et al. (2008); Koch et al. (2008); Obrig et al.
(2002); Rovati et al. (2007)), ainsi qu’en MEG-IOD (Mackert et al. (2008); Ou et al. (2009)).
L’EEG-IOD (ou la MEG-IOD) a e´galement l’avantage d’eˆtre un syste`me peu contraignant
pour le patient, qui peut eˆtre amene´, le cas e´che´ant, jusqu’au lit du patient ou meˆme eˆtre
utilise´ sur des enfants en bas aˆge (Roche-Labarbe et al. (2007)). L’atteinte du couplage neuro-
vasculaire lors de certaines pathologies (hypertension, Alzheimer d’apre`s Girouard et Iadecola
(2006)) est ave´re´, et l’EEG-IOD est parfaitement adapte´ pour ce type d’acquisition, car le
syste`me peut facilement eˆtre transporte´ jusqu’au lit du patient.
Etant donne´ l’e´mergence d’acquisitions doubles EEG-IOD, le de´veloppement d’outils d’ana-
lyse conjointe est ne´cessaire. Alors que l’IRMf permet de re´gulariser le proble`me inverse
de l’EEG, le couplage de l’IOD a` l’EEG a pour but d’ame´liorer le volet quantitatif de la
reconstruction des sources EEG. Pour cela, nous proposons d’utiliser un mode`le baye´sien
afin d’utiliser la reconstruction des donne´es d’IOD comme a priori pour la reconstruction
de sources de l’EEG. Notre objectif e´tant de comparer les sources reconstruites aux sources
re´elles, nous avons de´veloppe´ un environnement de donne´es simule´es re´alistes et effectue´ des
reconstructions a` partir de ces donne´es.
Dans ce chapitre, nous verrons dans un premier temps comment les donne´es ont e´te´ simule´es
tant en IOD qu’en EEG, puis nous expliquerons la reconstruction de l’IOD ainsi que la prise
en compte de cette reconstruction en tant qu’a priori pour la reconstruction d’EEG. Les
re´sultats des reconstructions de simulations avec divers niveaux de bruit seront par la suite
pre´sente´s et discute´s.
6.2 Simulation et reconstruction de donne´es
Pour pouvoir comparer les activite´s originales et les activite´s reconstruites, des donne´es
ont e´te´ simule´es aussi bien en IOD qu’en EEG. Les proble`mes directs (spe´cifique pour chaque
type d’imagerie) ont e´te´ utilise´s pour simuler des donne´es re´alistes, et les proble`mes inverses
ont permis de reconstruire les activite´s tant en IOD qu’en EEG.
6.2.1 Proble`mes directs : simulations des donne´es
Simulation en imagerie optique diffuse
Le mode`le anatomique de teˆte a e´te´ obtenu a` partir d’une IRM anatomique. Cette image
de re´sonnance magne´tique a e´te´ segmente´e a` l’aide de SPM5 1 et FSL 2 : la peau, l’os, le
1. Wellcome Trust Center for Neuroimaging, UCL, Londre. http ://www.fil.ion.ucl.ac.uk/spm/software/spm5/
2. FMRIB Analysis group, Universite´ d’Oxford. http ://www.fmrib.ox.ac.uk/fsl/
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liquide ce´phalo-rachidien (LCR), la matie`re grise (MG) et la matie`re blanche (MB) ont e´te´
diffe´rencie´s. La taille des voxels e´tait de 1 mm isotrope, et les dimensions du volume segmente´
e´taient 176×240×256 voxels.
Une configuration de cinq sources et huit de´tecteurs a e´te´ de´finie pour couvrir le cortex visuel
(cf. fig.6.1).
Figure 6.1 Configuration utilise´e pour le proble`me direct de l’IOD. (A) : position des sources
(en rouge) et des de´tecteurs (en bleu) de l’IOD. Les paires source-de´tecteurs utilise´es pour la
de´finition du proble`me direct de l’IOD sont repre´sente´es en pointille´s verts. (B) : une coupe
axiale du mode`le anatomique segmente´.
Cette configuration de sources et de de´tecteurs nous a permis de cre´er seize paires source-
de´tecteurs diffe´rentes ; Pour chaque paire, la distance entre la source et le de´tecteur mesurait
exactement 30 mm, ce qui est suffisant pour que la lumie`re pe´ne`tre de quelques millime`tres
dans le cortex (Boas et al. (2004a); Dehghani et al. (2009)).
Les proprie´te´s optiques de base des tissus ont e´te´ de´finies a` partir de (Strangman et al.
(2003)). Les longueurs d’onde (λ) choisies sont celles utilise´es par le syste`me expe´rimental
soit 690 et 830 nm. Le tableau 6.1 re´sume l’ensemble des proprie´te´s optiques de base utilise´es
lors de l’imple´mentation du proble`me direct. Pour chaque type de tissu et chaque longueur
d’onde, le coefficient d’absorption µa0 , le coefficient de diffusion µs, le facteur d’anisotropie g
et l’indice de re´fraction n ont e´te´ de´finis et leurs valeurs sont rassemble´es dans le tableau 6.1.
La propagation de la lumie`re dans les tissus est base´e sur l’e´quation de transport ra-
diatif (3.7) et imple´mente´e nume´riquement graˆce a` des simulations de Monte Carlo (Wang
et al. (1995); Boas et al. (2002)). Les simulations de Monte Carlo sont reconnues pour donner
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Tableau 6.1 Proprie´te´s optiques de chaque tissu pour la simulation de donne´es. µa0 est le
coefficient d’absorption (en cm−1), µs est le coefficient de diffusion (en cm−1), g est le facteur
d’anisotropie, et n est l’indice de re´fraction. Dans les simulations, les proprie´te´s de la matie`re
blanche et de la matie`re grise ont e´te´ conside´re´es comme identiques (Strangman et al. (2003)).
λ = 690 nm λ = 830 nm
Tissu µa0 µs g n µa0 µs g n
Peau 0,159 80 0,9 1,4 0,191 66 0,9 1,4
Os 0,101 100 0,9 1,4 0,136 86 0,9 1,4
LCR 0,004 1,0 0,9 1,4 0,026 1,0 0,9 1,4
MB et MG 0,178 125 0,9 1,4 0,186 111 0,9 1,4
des mesures de simulation re´alistes (Boas et al. (2002); Uludag et al. (2002); Heiskala et al.
(2009)). Deux longueurs d’onde ont e´te´ simule´es (690 et 830 nm), et aucune modulation
de fre´quence n’a e´te´ ajoute´e. Pour obtenir des simulations re´alistes, nous avons simule´ la
propagation de 108 photons pour chaque longueur d’onde dans le milieu ge´ome´triquement
de´fini dans la figure 6.1, et dont les proprie´te´s optiques sont re´sume´es dans le tableau 6.1. Ce
nombre de photons a de´ja` e´te´ utilise´ et permet d’obtenir des statistiques satifaisantes (Wang
et al. (1995); Boas et al. (2002)).
Simulation en e´lectroence´phalographie
Le mode`le line´aire suivant permet de relier les donne´es d’EEG, M, et l’intensite´ des
dipoˆles, J :
M = GJ+ E (6.1)
ou` M est la matrice des donne´es de dimension P × T (P est le nombre d’e´lectrodes et T le
nombre d’e´chantillons temporels), G est la matrice du proble`me direct de dimension P ×Q
(Q est le nombre de dipoˆles), la matrice J, de dimension Q× T est constitue´e de l’intensite´
des dipoˆles (cette matrice sera l’inconnue du proble`me inverse), E correspond a` la matrice
de bruit.
La matrice directe G a e´te´ obtenue a` partir d’une me´thode d’e´le´ments de frontie`re (Kybic
et al. (2005)). Un mode`le de teˆte re´aliste a` trois couches a e´te´ utilise´ avec un rapport de
conductivite´ os/cerveau de 1/20. L’e´le´ment de la matrice G de la ligne i et de la colonne j
repre´sente la mesure attendue sur l’e´lectrode i pour une activite´ unitaire du dipoˆle j.
L’activite´ d’EEG, simule´e comme une activite´ transitoire a` l’aide de trois gaussiennes de
diffe´rentes amplitudes, correspond a` la simulation d’un pic e´pileptiforme. Le bruit ajoute´ par
la suite ainsi que la position des e´lectrodes correspondent a` des donne´es d’EEG enregistre´es
sur un sujet au repos. Un ensemble de 54 e´lectrodes a e´te´ dispose´ sur la teˆte du sujet pour
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enregistrer un bruit re´el.
L’espace des dipoˆles est un maillage correspondant ici a` la surface entre matie`re grise et ma-
tie`re blanche, et obtenu en segmentant l’IRM anatomique du participant a` l’aide du logiciel
BrainVISA 3. Ce maillage a ensuite e´te´ sous-e´chantillonne´e pour obtenir une surface consti-
tue´e de 4 203 sommets et 8 388 faces. Pour simuler les activite´s d’EEG, deux re´gions actives
ont e´te´ de´finies : dans le cortex occipital droit et dans le cortex frontal gauche. La surface de
ces re´gions e´tait du meˆme ordre de grandeur : 353 mm2 pour la re´gion active occipitale et 381
mm2 pour celle frontale ; l’amplitude de l’activite´ ge´ne´re´e e´tait uniforme sur toute la re´gion
active. Une fois les re´gions actives de´finies, la matrice G a e´te´ applique´e a` J pour obtenir les
mesures au niveau des e´lectrodes.
Figure 6.2 Surfaces active´es pour simuler les donne´es d’EEG. A gauche : la re´gion active
simule´es dans le cortex frontal gauche. A droite : la re´gion active simule´es dans le cortex
occipital droit.
Graˆce a` deux re´gions distinctes (repre´sente´es sur la figure 6.2), nous avons simule´ trois
cas diffe´rents :
– Une activite´ unique dans le cortex occipital droit (surface active´e repre´sente´e a` droite
sur la figure 6.2) ;
– Une activite´ unique dans le cortex frontal gauche (repre´sente´e a` gauche sur la figure 6.2) ;
– Deux activite´s simultane´es : une dans la re´gion occipitale droite et une dans la re´gion
frontale gauche.
Dans chaque cas, une fois l’activite´ simule´e suivant le mode`le line´aire (eq. (6.1)), diffe´rents
niveaux de bruit ont e´te´ ajoute´s. En pratique, le bruit e´tant re´el (enregistre´ sur un participant)
c’est l’amplitude de l’activite´ simule´e qui a e´te´ modifie´e pour une amplitude du bruit constante
3. BrainVISA : http ://www.brainvisa.info
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afin de simuler les diffe´rents niveaux de bruit :
M = RSBEEG.SignalsansBruit + E (6.2)
ou` SignalsansBruit (e´quivalent a` GJ) est l’activite´ simule´e sans bruit, et RSBEEG est le rapport
signal-sur-bruit. Trois niveaux de bruit diffe´rents ont e´te´ simule´s avec les valeurs de RSBEEG
de 2, 0,5 et 0,1. Dans chaque cas, le signal final utilise´ e´tait la moyenne de 10 essais avec le
meˆme niveau de bruit. L’ensemble des signaux ainsi obtenus est repre´sente´ sur la figure 6.3.
Figure 6.3 Signaux d’EEG simule´s. Sur chaque feneˆtre les signaux des 54 e´lectrodes sont
repre´sente´s. Les lignes correpondent aux trois diffe´rentes configurations : (A) activite´ occipi-
tale, (B) activite´ frontale et (C) les deux activite´s simultane´es. Les colonnes repre´sentent les
diffe´rents niveaux de bruit : a` gauche, un niveau de bruit faible (RSBEEG = 2), au milieu, un
bruit moyen (RSBEEG = 0, 5) et a` droite, un niveau de bruit e´leve´ (RSBEEG = 0, 1)
Dans la figure 6.3, les diffe´rents niveaux de bruit sont repre´sente´s par les diffe´rentes
colonnes :
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– A gauche, le niveau de bruit est tre`s faible (RSBEEG = 2). Ceci correspond expe´ri-
mentalement a` une moyenne sur un tre`s grand nombre d’e´ve´nements, ce qui n’est pas
toujours re´alisable selon la taˆche effectue´e par le participant. Ce niveau de bruit peut
eˆtre re´aliste pour une taˆche visuelle.
– Au milieu, le niveau de bruit est moyen (RSBEEG = 0, 5). Ce niveau de bruit est ob-
tenu lorsque le nombre d’e´ve´nements enregistre´ est suffisant (quelques dizaines d’e´ve´-
nements), quelle que soit la taˆche.
– A droite, le niveau de bruit est e´leve´ (RSBEEG = 0, 1). Dans ce cas, l’observation directe
des signaux ne permet pas de de´celer une activite´ quelconque (excepte´ peut-eˆtre dans
le cas de la double activite´). Ceci est comparable a` des signaux bruts d’EEG sans
moyenne, c’est-a`-dire un signal mono-e´ve´nementiel.
Configurations des activite´es simule´es en IOD et EEG
En premier lieu, des activite´s concordantes en IOD et EEG ont e´te´ simule´es. Les deux
activite´s sont donc localise´es au meˆme endroit dans le cortex occipital droit. Les signaux
d’EEG simule´s dans cette configuration (appele´e configuration concordante par la suite) sont
repre´sente´s sur la figure 6.3(A).
Le second cas simule´ est la configuration d’activite´s discordantes. Dans cette configuration,
l’IOD simule une activite´ dans le cortex occipital droit, alors que les donne´es d’EEG montrent
une activite´ dans le cortex frontal gauche. Les signaux d’EEG correspondant a` cette confi-
guration sont repre´sente´s sur la figure 6.3(B).
La configuration la plus probable lors d’acquisitions re´elles est la configuration partiellement
concordante. En effet, les e´lectrodes de l’EEG couvrent syste´matiquement la totalite´ de la
teˆte, alors que les optodes de l’IOD sont souvent moins nombreuses et ne peuvent couvrir
correctement qu’une partie limite´e de la teˆte. Selon la taˆche e´tudie´e en IOD, une re´gion
d’inte´reˆt est de´finie et couverte au mieux par les optodes afin d’obtenir une image la plus
pre´cise possible. Lors des simulations, cette configuration a e´te´ cre´e´e en induisant deux ac-
tivite´s concordantes en IOD et en EEG dans le cortex occipital droit, et en ajoutant une
seconde activite´ e´lectrique dans le cortex frontal gauche. Afin de tester notre me´thode de
reconstruction, nous avons simule´ le cas a priori le plus difficile a` reconstruire : deux activite´s
e´lectriques parfaitement synchronise´es, meˆme si ce cas est exceptionnel. Les signaux d’EEG
correspondant a` cette configuration sont repre´sente´s sur la figure 6.3(C).
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6.2.2 Proble`mes inverses : reconstruction de donne´es
Reconstruction en imagerie optique diffuse
La re´gion d’activation simule´e e´tait de´finie par une variation du coefficient d’absorption
∆µa dans cette re´gion. En effet, pendant les activations ce´re´brales, la variation des concen-
trations en HbO2 et HbR induit une variation du coefficient d’absorption (Villringer et al.
(1993)). Cette variation du coefficient d’absorption a e´te´ limite´e spatialement aux voxels du
cortex uniquement (Strangman et al. (2003)). L’amplitude de cette variation a e´te´ de´finie
d’apre`s Huppert et al.(2006) : ∆µ690a = −0, 0062 et ∆µ830a = 0, 0155 cm−1 pour λ = 690 et
λ = 830 nm respectivement. Par la suite, un bruit gaussien a e´te´ rajoute´ pour obtenir des
donne´es plus re´alistes. Plus spe´cifiquement, deux types de donne´es d’IOD ont e´te´ ge´ne´re´es :
des donne´es sans bruit, et des donne´es en ajoutant 5% de bruit (rapport bruit-a`-signal ou
RBSIOD = 5%).
La reconstruction de l’absorption a e´te´ obtenue en utilisant une me´thode d’inversion re´gula-
rise´e (Penrose (1955)).
∆µa = A
T (AAT + γB)−1∆y ou` B = diag(AAT + β)−1/2 (6.3)
ou` A est la matrice de sensitivite´ (correspondant au proble`me direct), ∆y est le vecteur de
donne´es et β et γ sont des parame`tres de re´gularisation de´finis pour minimiser les erreurs
entre la reconstruction des donne´es et les mesures (Dehghani et al. (2009)). Toutes les images
reconstruites ont e´te´ cre´e´es dans un volume de 2 mm de re´solution isotrope pour e´viter
les proble`mes dits de «inverse-crime»(Kaipio et Somersalo (2007)), apparaissant lorsque les
volumes de simulation et de reconstruction sont identiques. Ensuite, les donne´es reconstruites
sont re´interpole´es dans le volume original.
Interpolation du volume a` la surface
Les donne´es d’IOD sont reconstruites dans le volume anatomique ; or la reconstruction d’EEG
se fait sur une surface (la surface entre la matie`re grise et la matie`re blanche). Il est donc
ne´cessaire d’interpoler la reconstruction volumique de l’IOD avant de pouvoir l’injecter dans
la reconstruction de sources de l’EEG. Pour cela, nous avons choisi d’utiliser une me´thode
d’interpolation de´ja` utilise´e en IRMf (Grova et al. (2006b)). Un diagramme ge´ode´sique de
Vorono¨ı est construit a` partir de la surface corticale. Chaque cellule de ce diagramme est
associe´e a` un sommet de la surface et contient l’ensemble des voxels associe´s a` ce sommet. Ce
type d’interpolation est robuste et peu sensible aux petites erreurs d’enregistrement (Grova
et al. (2006b)). Le sche´ma de la figure 6.4 repre´sente le principe de l’interpolation effectue´e.
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Figure 6.4 Repre´sentation sche´matique en deux dimensions de l’interpolation du volume du
sulcus sur la surface corticale, en utilisant un diagramme ge´ode´sique Vorono¨ı ou une sphe`re
locale. La surface corticale du sulcus est repre´sente´e en rouge et les points Pi sont les sommets
du maillage de la surface, e´galement utilise´s les noyaux de l’interpolation. Les lignes bleues
indiquent les limites du masque anatomique A. Les voxels utilise´s par l’imagerie fonctionnelle
sont repre´sente´s par la grille continue noire, alors que les voxels de l’imagerie anatomique sont
repre´sente´s par la grille pointille´e. Autour de chaque sommet (Pi) de la surface, la sphe`re
locale Sph(i, r) est repre´sente´e par un cercle gris de rayon r, alors que les cellules de Vorono¨ı,
de´finies avec la re´solution anatomique, apparaissent en vert. Sche´ma tire´ de Grova et al.
(2006b).
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Il paraˆıt e´vident d’apre`s le sche´ma de la figure 6.4 que l’interpolation utilisant un diagramme
de Vorono¨ı est nettement plus adapte´ qu’une interpolation se basant sur une sphe`re, car dans
le second cas, certains voxels ne sont pas pris en compte et d’autres appartiennent a` deux
sphe`re diffe´rentes 4. L’interpolation utilisant un diagramme de Vorono¨ı permet donc d’inter-
poler tous les voxels du masque. Dans notre cas, nous avons conside´re´ que l’IOD ne pouvait
imager que la matie`re grise, un masque de matie`re grise uniquement a donc e´te´ construit. De
cette manie`re, nous avons e´galement ignore´ toutes les activite´ d’IOD reconstruites dans les
couches plus externes (comme le LCF ou l’os).
La reconstruction d’IOD est utilise´e comme un a priori dans la reconstruction d’EEG, c’est-
a`-dire que la reconstruction d’IOD peut eˆtre vue comme la probabilite´ qu’un sommet soit
active´. Une normalisation de la reconstruction d’IOD e´tait donc ne´cessaire avant de pouvoir
l’injecter dans la reconstruction d’EEG. Pour des proble`mes de mise en oeuvre informatique,
les sommets ne pouvaient pas avoir une probabilite´ d’activation nulle, c’est pourquoi nous
avons applique´ un poids δ a` la reconstruction d’IOD :
F = IQ − δ(IQ −∆µmesha ) (6.4)
ou` F est directement la carte de probabilite´s injecte´e dans le proble`me inverse de l’IOD, i.e. la
reconstruction d’IOD interpole´e sur la surface avec un poids δ. ∆µmesha est la reconstruction
d’IOD interpole´e sur la surface et normalise´e. IQ est la matrice identite´ de dimension Q. Le
parame`tre δ est utilise´ pour ajuster le poids de la contrainte d’IOD. Ainsi, pour simuler un
mode`le de reconstruction sans a priori, ce parame`tre e´tait a` 0, et a` 0,99 pour simuler une
contrainte forte.
Reconstruction en e´lectroence´phalographie
Le parame`tre a` estimer dans le proble`me inverse est l’intensite´ des dipoˆles, J. Sous une
certaine hypothe`se H de´finissant l’a priori utilise´, la loi de Bayes nous permet d’exprimer la
fonction de densite´ de probabilite´ (FDP) a posteriori de J comme :
p(J|²2, σ2,M, H) = p(M|J, σ
2).p(J|²2, σ2, H)
p(M|²2, σ2, H) . (6.5)
L’e´quilibre entre la vraisemblance des donne´es et le poids de l’a priori de l’IOD est obtenu par
l’ajout de parame`tres appele´s «hyperparame`tres». Pour e´crire l’e´quation (6.5) nous consi-
de´rons deux hyperparame`tres, σ2 et ²2, respectivement lie´s a` la variance du bruit et a` celle
4. Les voxels appartenant a` deux sphe`res auraient une influence sur deux sommets diffe´rents de la surface.
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des sources et mutuellement inde´pendants. Ces hyperparame`tres doivent eˆtre estime´s afin de
quantifier la FDP a posteriori de J, p(J|²2, σ2,M, H).
Dans l’e´quation (6.5), la vraisemblance des donne´es est p(M|J, σ2) 5, p(J|²2, σ2, H) est la
FDP de J a priori 6, et p(M|²2, σ2, H) est l’e´vidence des donne´es 7.
Pour chaque e´chantillon temporel, nous conside´rons que p(J|²2, σ2, H), la FDP de J a priori,
est gaussienne, de moyenne nulle et de covariance (σ2/²2)(L(H)TL(H))−1, ou` L(H) est un esti-
mateur laplacien discret de´pendant de l’hypothe`se H. Sous d’autres hypothe`ses spe´cifiques 8,
le the´ore`me de Bayes nous permet d’estimer le maximum a posteriori (MAP), Ĵ, valeur de J
qui maximise p(J|²2, σ2,M, H). Ceci est e´quivalent a` minimiser la somme de la vraisemblance
logarithmique et d’un terme de re´gularisation ponde´re´ par ²2 :
Ĵ = argmin
J
[
||M−GJ||2 + ²2||L(H)J||2
]
. (6.6)
Cette minimisation revient a` trouver un e´quilibre entre les donne´es, ||M−GJ||2 et l’informa-
tion a` priori, ||L(H)J||2, en adaptant l’hyperparame`tre d’e´chelle ²2. L’hypothe`se H de´finit le
mode`le utilise´ et influe directement sur la covariance a priori des sources. Les deux hypothe`ses
spe´cifiques utilise´es par la suite seront de´finies dans le paragraphe suivant.
Afin d’estimer Ĵ (eq. (6.6)), nous devons tout d’abord trouver un estimateur de ²2. Pour
les hyperparame`tres, l’utilisation du the´ore`me de Bayes et l’inte´gration de p(²2|σ2,M, H)
sur σ2 permet d’obtenir une expression de p(²2|M, H). Il n’existe aucune solution analytique
pour estimer ²ˆ2 (le MAP de ²2), ne´anmoins, e´tant donne´ que la FDP est unidimensionnelle,
l’ensemble des valeurs admissibles de ²2 peut eˆtre parcouru afin d’obtenir une e´valuation nu-
me´rique de ²ˆ2. Une fois ²ˆ2 de´termine´, Ĵ peut eˆtre estime´.
La strate´gie baye´sienne de´crite ici a de´ja` e´te´ utilise´e en IRMf-EEG et, pour plus de de´tails,
voir Daunizeau et al. (2005).
Evaluation de la reconstruction
De´finition des hypothe`ses Afin de pouvoir comparer la reconstruction en utilisant un
a priori et celle sans a priori, nous avons de´fini deux hypothe`ses H distinctes, dont le choix
conditionne la strate´gie de reconstruction :
5. Pour la vraisemblance des donne´es, les donne´es, M, ont e´te´ conside´re´es comme inde´pendantes de ²2 et
de H. La vraisemblance est
6. p(J|²2, σ2,H) est la FDP de J a priori car elle ne de´pend pas des donne´es.
7. L’e´vidence des donne´es n’est qu’un parame`tre de normalisation, et ne joue donc pas de roˆle dans les
calculs de´crits ici.
8. On conside`re en particulier que le bruit E est gaussien, de moyenne nulle, inde´pendant et identiquement
distribue´.
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– H0 : «Pour chaque e´chantillon temporel, les intensite´s des sources sont inde´pendantes,
et ont la meˆme puissance.» Dans ce cas, la matrice de covariance a priori correspondant
a` H0 est L
(H0) = IQ (avec IQ la matrice identite´ de dimension Q). H0 est l’hypothe`se
nulle, car aucune source n’est privile´gie´e, cette hypothe`se est non informative. Sous
l’hypothe`se gaussienne, on peut mode´liser H0 par :
Jj ∼ N
(
0Q,
σ2
²2
IQ
)
, j = 1, ..., t, (6.7)
avec N repre´sentant une distribution gaussienne et 0Q un vecteur colonne de 0 de
longueur Q. On peut noter que sous cette hypothe`se, la me´thode de´crite ici correspond
a` une me´thode de norme minimale (MN pour «minimum norm») de la reconstruction
de sources.
– H1 : «Pour chaque e´chantillon temporel, les intensite´s des sources sont inde´pendan-
tes, et leur puissance est lie´e a` la carte de probabilite´ d’activation F de´rive´e de la
reconstruction des donne´es d’IOD.»H1 est l’hypothe`se informative, puisque l’a priori
est inte´gre´ a` la reconstruction. On peut aussi e´crire cette hypothe`se sous la forme :
Jj ∼ N
(
0Q,
σ2
²2
F
)
, j = 1, ..., t, (6.8)
avec F la fonction transfe´rant la reconstruction d’IOD dans l’espace des sources de
l’EEG. Dans ce cas, on a L(H1) = F−1/2.
Comparaison des hypothe`ses En utilisant le the´ore`me de Bayes, on peut facilement
de´finir la probabilite´ a posteriori de l’hypothe`se i, p(Hi|M). De`s lors, on peut comparer la
probabilite´ des deux hypothe`ses en calculant le rapport p(H1|M)/p(H0|M). Nous avons donc
de´fini l’indice α comme :
α = ln
(p(H1|M)
p(H0|M)
)
(6.9)
Pour tous les de´tails mathe´matiques lie´s au calcul de cet indice, se re´fe´rer a` Daunizeau et
al. (2005). Une valeur positive pour α signifie que, e´tant donne´ M, l’hypothe`se H1 est plus
probable que l’hypothe`se H0, c’est-a`-dire que connaissant les donne´es, la reconstruction avec
l’a priori base´ sur l’IOD est plus probable que la reconstruction sans a priori. A l’inverse, une
valeur ne´gative signifie que la reconstruction par MN est la plus probable, en d’autres termes,
l’a priori n’est pas cohe´rent avec les donne´es. Nous avons conside´re´ α comme significatif si
sa valeur absolue de´passait le seuil de´fini a` 1,5. Cette valeur correspond a` un rapport de 4,5
entre les probabilite´s et a de´ja` e´te´ utilise´e pour une autre e´tude (Grova et al. (2008)).
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Pour quantifier l’impact de l’a priori sur la reconstruction, nous avons de´fini d’autres in-
dices :
– Le maximum des intensite´s reconstruites, Jmax : Compare´ aux valeurs de la simulation,
Jmax (ainsi que le sommet sur lequel ce maximum apparaˆıt) nous informe sur la qualite´
de la reconstruction. Si Jmax est plus proche des valeurs simule´es Jsim pour la recons-
truction avec a priori que de celle pour la reconstruction sans a priori (et si le maximum
apparaˆıt sur le meˆme sommet), on peut supposer que la reconstruction avec a priori
est la plus performante. Les valeurs maximales lors des simulations, Jsim, de´pendaient
du niveau de bruit (cf e´q. (6.2)) : pour RSBEEG=2, Jsim e´tait d’environ 130.10
−6V,
pour RSBEEG=0,5, cette valeur descendait environ a` 30.10
−6V, et pour RSBEEG=0,1,
la valeur simule´e e´tait d’environ 9.10−6V.
– La surface de la re´gion d’inte´reˆt (SRI) : Cet indice est un moyen d’e´valuer la qualite´
de la reconstruction de l’e´tendue de l’activite´. La re´gion d’inte´reˆt a e´te´ de´finie comme
la re´gion dans laquelle les intensite´s des sources reconstruites e´taient supe´rieures a` la
moitie´ de Jmax. On s’attend a` ce que plus une reconstruction est performante, plus
la SRI est proche de la surface active´e lors des simulations (SAS). On devrait donc
retrouver les valeurs simule´es : 352 mm2 pour l’activite´ dans la re´gion occipitale droite,
et 381 mm2 pour l’activite´ dans la re´gion frontale gauche.
– Le recouvrement spatial (RS) : Le recouvrement spatial permet de ve´rifier la position
relative de la re´gion d’inte´reˆt par rapport a` la re´gion active´e lors des simulations. Le
recouvrement spatial correspond donc au rapport entre l’intersection des deux re´gions
et leur union. Plus la re´gion d’inte´reˆt est proche de la re´gion simule´e, plus l’indice de
recouvrement sera proche de 100%.
– La somme des erreurs au carre´, ou SEC : La SEC est un moyen de quantifier la qualite´
globale de la reconstruction : SEC(Ĵ) = ||Ĵ−JEEG||2, avec JEEG les intensite´s simule´es.
Plus la SEC est faible, plus la reconstruction est globalement proche de la simulation.
6.3 Re´sultats obtenus
6.3.1 Contrainte base´e sur l’IOD
La figure 6.5 montre les reconstructions obtenues a` partir des deux types de donne´es
d’IOD (donne´es sans bruit, et avec 5% de bruit).
95
Figure 6.5 Reconstruction des donne´es d’IOD sans bruit (A) et avec 5% de bruit (B). Ces
reconstructions sont interpole´es sur la surface, elles seront simplement normalise´es avant
d’eˆtre injecte´es dans notre mode`le.
Seules ces deux reconstructions d’IOD ont e´te´ utilise´es comme contrainte. Les repre´sen-
tations de la figure 6.5 ont simplement e´te´ normalise´es avant de pouvoir eˆtre injecte´es dans
notre mode`le de reconstruction d’EEG.
6.3.2 Activite´es concordantes en IOD et en EEG
Les re´sultats de l’estimation du mode`le avec et sans a priori sont repre´sente´s sur la fi-
gure 6.6 ; ces re´sultats correspondent au cas d’activite´s concordantes avec un bruit faible en
EEG (RSBEEG=2) et sans bruit en IOD (RBSIOD=0).
Le cas repre´sente´ sur la figure 6.6 est le meilleur sce´nario, c’est-a`-dire que le bruit est presque
nul en EEG (RSBEEG=2), et en IOD aucun bruit n’a e´te´ ajoute´ (RBSIOD=0). Ces conditions
ne sont pas re´alistes, mais elles nous ont permis de ve´rifier le bon fonctionnement de notre
mode`le.
Dans ce cas, nous avons obtenu une valeur de α=1197 (cf. tableau des re´sultats p.98), une
valeur positive et significative refle´tant la concordance entre l’information de l’a priori et celle
contenue dans les donne´es d’EEG. La figure 6.6 nous montre que la reconstruction avec a
priori (H1) posse`de un maximum plus e´leve´ et une e´tendue moins grande que la reconstruc-
tion MN (H0).
Les indices calcule´s dans ce cas sont rassemble´s dans le tableau 6.2(a) (p.98) et montrent
exactement la meˆme tendance : Jmax passe de 26,8 nA.m dans la reconstruction MN, a` 102
nA.m dans la reconstruction avec a priori d’IOD, ce qui repre´sente presque le quadruple.
Pour cette configuration, la valeur simule´e e´tait de Jsim=139 nA.m. La SRI passe, quant a`
elle, de 468 mm2 avec la reconstruction MN a` 112 mm2 pour la reconstruction avec a priori
96
Figure 6.6 Comparaison des reconstructions d’EEG MN (A et C) et avec un a priori base´ sur
l’IOD (B et D). Ces re´sultats ont e´te´ obtenus a` partir de donne´es d’EEG avec RSBEEG=2
et des donne´es d’IOD avec RBSIOD=0. Les activite´s e´lectriques et he´modynamiques ont e´te´
simule´es au meˆme endroit, dans le cortex occipital droit. (A) et (B) montrent la reconstruc-
tion pour un seuil a` Jmax/2, la partie colore´e repre´sente donc la re´gion active´e. (C) et (D)
repre´sentent respectivement les reconstructions MN et avec l’a priori de l’IOD a` la meˆme
e´chelle.
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d’IOD, pour une taille de re´gion simule´e de 353 mm2.
La partie (a) du tableau 6.2 montre des valeurs de α plus e´leve´es lorsque le RSBEEG est plus
grand. De la meˆme manie`re, en utilisant des donne´es d’IOD bruite´es, on obtient une valeur
de α moins grande. Ne´anmoins, quel que soit le niveau de bruit de l’EEG ou de l’IOD, la
valeur de α reste toujours positive et significative.
Concernant l’intensite´ maximum, plus les donne´es sont bruite´es, plus le maximum simule´
est faible : 139, 35 and 7,0 nA.m respectivement pour une valeur de RSBEEG de 2, 0,5 et
0,1. Le tableau 6.2(a) montre bien que l’ajout de l’a priori d’IOD permet de reconstruire un
maximum d’intensite´ nettement plus proche de celui simule´ que la reconstruction MN. De la
meˆme manie`re, la SRI diminue lorsqu’on utilise un a priori d’IOD. La re´gion simule´e couvrait
353 mm2, la SRI est donc nettement plus petite que la re´gion simule´e (au moins 3 fois plus
petite), quel que soit le niveau de bruit.
Le tableau 6.2(a) montre e´galement que le recouvrement spatial est plus faible dans les recons-
tructions avec a priori d’IOD que dans les reconstructions MN. En revanche, la proportion de
la SRI appartenant a` la re´gion simule´e (nombre entre parenthe`ses dans le tableau) augmente
clairement lors de l’utilisation d’un a priori d’IOD. Cette proportion monte jusqu’a` 100%
pour l’a priori base´ sur les donne´es d’IOD bruite´es (quel que soit le niveau de bruit en EEG).
Cette valeur de 100% signifie que la totalite´ de la SRI est incluse dans la re´gion simule´e.
Dans le tableau 6.2(a), la SEC montre un cas particulier, le cas ou` RSBEEG=2 : la SEC
est plus e´leve´e pour une reconstruction avec un a priori d’IOD (avec ou sans bruit) que
pour la reconstruction MN. Dans les autres cas, la SEC est plus petite (de 5 a` 10%) lors de
l’utilisation de l’a priori d’IOD.
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6.3.3 Activite´es non concordantes en IOD et en EEG
La figure 6.7 repre´sente les re´sultats des reconstructions de donne´es d’EEG avec un haut
niveau de bruit (RSBEEG=0,1) comprenant ou non un a priori base´ sur les donne´es d’IOD
non bruite´es (RBSIOD=0%).
Le cas illustre´ par la figure 6.7 repre´sente un des pires sce´narios envisageables ; ce niveau de
bruit (RSBEEG=0,1) est envisageable pour les signaux bruts d’EEG. Les potentiels e´voque´s
de l’EEG ne´cessitent une moyenne sur un certain nombre d’e´ve´nements afin de ressortir du
bruit. Nous avons donc simule´ ici le cas ou` l’analyse s’appliquerait directement sur le signal
brut. Dans la figure 6.7, les repre´sentations (A) et (C) montrent qu’avec l’hypothe`se H0,
une activite´ diffuse dans la re´gion frontale gauche est reconstruite, mais aussi une dans la
re´gion frontale droite (activite´ arte´factuelle). Dans l’hypothe`se H1 (repre´sentations (B) et
(D)), aucune source n’est reconstruite dans le cortex frontal. Au niveau occipital, des sources
d’activite´ diffuse apparaissent avec la reconstruction MN ((E) et (G)) ; la reconstruction avec
un a priori d’IOD montre une activite´ plus intense et plus focalise´e que la reconstruction MN
dans le cortex occipital droit ((F) et (I)), alors que les simulations d’EEG ne comportaient
aucune source au niveau occipital.
Dans cette configuration, l’indice Jmax est multiplie´ par 8 entre la reconstruction MN et la
reconstruction avec a priori d’IOD, soit 0,645 nA.m et 5,39 nA.m respectivement. On peut
noter que ces maxima apparaissent sur des nœuds e´loigne´s l’un de l’autre (n’appartenant
pas aux 10 plus proches voisins). La figure 6.7 montre bien qu’une source intense et focale
apparaˆıt dans le cortex occipital droit lors de la reconstruction avec un a priori d’IOD, alors
que la reconstruction MN ne montrait qu’une tre`s le´ge`re activite´ dans cette re´gion.
Le tableau 6.2(b) comporte tous les indices de validation calcule´s pour tous les niveaux de
bruit dans ce contexte de simulation.
Dans ce cas d’activite´ discordante, le tableau 6.2(b) montre que lorsque le niveau de bruit est
re´aliste (par exemple pour un potentiel e´voque´, RSBEEG ≥0,5), alors aucun des indices ne
varie significativement entre la reconstruction MN et la reconstruction avec a priori d’IOD.
Par exemple, la SEC ne varie jamais de plus de 3% entre H0 et H1 ; d’autre part, la plus
grande variation de Jmax obtenue entre H0 et H1 est de 16% (et moins de 6% dans tous les
autres cas).
Dans le cas ou` le bruit est plus e´leve´ (RSBEEG=0,1), alors les variations des indices entre H0
et H1 sont nettement plus importantes, et la figure 6.7 montre bien qu’une source apparaˆıt
dans le cortex occipital droit.
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Figure 6.7 Comparaison des reconstructions MN (A,C,E,G) et avec un a priori d’IOD
(B,D,F,I), a` partir de donne´es d’EEG avec RSBEEG=0,1 et de donne´es d’IOD avec
RBSIOD=0%. Dans cette configuration, l’activite´ d’EEG a e´te´ simule´e dans le cortex frontal
gauche, alors que l’activite´ d’IOD e´tait dans le cortex occipital droit. (A), (B), (C) et (D)
montrent une vue frontale des reconstructions en 3 dimensions (reconstructions seuille´es a`
Jmax/2 pour (A) et (B), et reconstructions a` la meˆme e´chelle pour (C) et (D)), les parties
(E) a` (I) montrent la vue occipitale de ces reconstructions.
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6.3.4 Activite´es partiellement concordantes en IOD et en EEG
Les re´sultats pre´sente´s sur la figure 6.8 correspondent a` des activite´es partiellement concor-
dantes avec des niveaux de bruit re´alistes (RSBEEG=0,5 et RBSIOD=5%).
La figure 6.8 montre que l’hypothe`se H0 permet bien de reconstruire les deux activite´s e´lec-
triques, une dans le cortex occipital droit et une dans la re´gion frontale gauche. En comparai-
son, l’hypothe`se H1 permet de reconstruire une activite´ similaire dans le cortex frontal, alors
que l’activite´ occipitale apparaˆıt plus intense et moins e´tendue que dans la reconstruction
MN.
Dans le cas d’activite´ partiellement concordantes, l’e´vidence α est toujours positive et signifi-
cative quel que soit le bruit en EEG et en IOD. On peut cependant remarquer que les valeurs
de cet indice diminuent lorsque le niveau de bruit est e´leve´ (12 et 15 pour des reconstructions
avec des a priori base´s sur de l’IOD sans bruit et avec bruit, respectivement).
Tous les indices calcule´s dans ce cas sont rassemble´s dans le tableau 6.2, la partie (c) reprend
les indices globaux (α et la SEC) ainsi que les indices concernant l’activite´ occipitale, et la
partie (d) reprend les indices concernant l’activite´ frontale. Pour l’activite´ occipitale, le maxi-
mum d’intensite´ reconstruit est plus proche des valeurs simule´es dans la reconstruction avec
a priori d’IOD qu’avec la reconstruction MN. La valeur de Jmax est multiplie´e au minimum
par 3,6 lorsqu’on ajoute l’a priori d’IOD a` la reconstruction d’EEG. Pour l’activite´ occipitale,
la SRI diminue d’au moins 75% lorsque l’a priori d’IOD est ajoute´ a` la reconstruction. Pour
cette activite´, les changements en terme de recouvrement spatial sont similaires a` ceux ob-
serve´s dans le cas d’activite´s concordantes (tableau 6.2(a)). Le recouvrement est plus faible
avec des reconstructions prenant en compte l’a priori d’IOD, alors que la proportion de la
re´gion d’inte´reˆt appartenant a` la re´gion simule´e est plus grande, et va jusqu’a` 100% dans le
cas de la reconstruction avec a priori base´ sur les donne´es d’IOD bruite´es.
Pour l’activite´ frontale, le maximum d’intensite´ reconstruit ou la SRI ne varie que de moins
de 20% entre la reconstruction MN et la reconstruction avec a priori d’IOD. Le recouvrement
spatial varie quant a` lui de moins de 15%, entre les deux types de reconstructions.
La SEC ne varie quasiment pas (moins de 1% de variation) dans les configurations ou`
RSBEEG=0,5 ou 0,1. Dans la configuration ou` RSBEEG=2, la SEC varie d’au moins 14%
entre la reconstruction MN et la reconstruction avec a priori d’IOD.
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Figure 6.8 Comparaison des reconstructions MN (A,C,E,G) et avec un a priori d’IOD
(B,D,F,I), sur des donne´es d’EEG re´alistes (avec RSBEEG=0,5) et des donne´es d’IOD re´alistes
(RBSIOD=5%). Dans ce cas, les donne´es d’EEG comprenaient deux activite´s distinctes : une
dans le cortex occipital droit (concordant avec l’activite´ IOD) et une dans le cortex frontal
gauche. Les feneˆtres (A)-(D) montrent la vue frontale des reconstructions en trois dimensions
(les reconstructions seuille´es a` Jmax/2 sont en (A)-(B), et (C)-(D) montrent les reconstruc-
tions a` la meˆme e´chelle), et (E)-(I) montrent la vue occipitale (de la meˆme manie`re, en (E)-(F)
sont les reconstructions seuille´es a` Jmax/2, et en (G)-(I) les reconstructions a` la meˆme e´chelle).
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6.4 Discussion
6.4.1 Me´thode
L’utilisation de l’IOD au lieu de l’IRMf est justifie´e car le syste`me d’acquisition de l’IOD
est plus facile a` utiliser, moins contraignant pour le sujet, moins one´reux, et surtout l’IOD ne
produit pas d’arte´facts lors d’enregistrements simultane´s avec de l’EEG. Le mode`le mathe´-
matique utilise´ ici a d’ores et de´ja` e´te´ valide´ pour l’analyse de l’IRMf-EEG (Daunizeau et al.
(2005); Grova et al. (2008)). Ne´anmoins, une importante distinction doit eˆtre faite entre l’IOD
et l’IRMf : la reconstruction tomographique de l’IOD e´tant un proble`me inverse, elle est cor-
rompue par certaines erreurs de localisation. De ce fait, le principal but de cette e´tude e´tait
de de´montrer que les informations de la reconstruction d’IOD, incluant les biais et erreurs de
localisation, peuvent ne´anmoins constituer un a priori inte´ressant pour le proble`me inverse de
l’EEG. Cette e´tude cherchait donc a` e´valuer la pre´cision de la localisation de sources d’EEG
lorsqu’une reconstruction d’IOD e´tait utilise´e comme contrainte spatiale du proble`me inverse
en EEG. Cette e´valuation a donc e´te´ faite dans un environnement parfaitement controˆle´ en
utilisant des donne´es simule´es re´alistes.
Les donne´es ont e´te´ simule´es avec un bruit re´aliste tant en IOD qu’en EEG. La me´thode
de propagation de photons utilise´e pour simuler les donne´es d’IOD e´tait une simulation de
Monte Carlo. Ce type de simulation a de´ja` e´te´ utilise´ et valide´ comme une me´thode ade´quate
pour simuler des donne´es re´alistes (Boas et al. (2002); Uludag et al. (2002); Heiskala et al.
(2009)). Pour l’EEG, de pre´ce´dents travaux ont valide´ les me´thodes de simulations utilise´es
ici (Daunizeau et al. (2005); Grova et al. (2006a)), et le bruit ajoute´ a` ces simulations e´tait
un bruit re´el enregistre´ sur un sujet volontaire sain au repos.
Parmi les diffe´rentes configurations simule´es, la plus re´aliste et la plus inte´ressante e´tait le
cas partiellement concordant. En effet, dans des acquisitions re´elles, les e´lectrodes de l’EEG
couvrent la totalite´ de la teˆte du participant alors qu’en IOD, les optodes sont souvent trop
peu nombreuses et ne permettent de couvrir qu’une partie de la teˆte. Dans une acquisition
double IOD-EEG, il est donc probable que l’EEG de´tecte une activite´ dans une re´gion ce´re´-
brale non couverte par l’IOD. Dans la configuration d’activite´s partiellement cohe´rentes, la
premie`re source d’activite´ est vue aussi bien par l’EEG que par l’IOD alors que la seconde
source n’est pas vue par l’IOD. Au niveau temporel, le cas le plus difficile a e´te´ simule´ : une
activation parfaitement simultane´e des deux sources en EEG. Meˆme dans ce cas, les re´sultats
montrent que la reconstruction avec un a priori d’IOD donnent de meilleurs re´sultats que
la reconstruction MN pour l’activation concordante, alors qu’aucun changement n’apparaˆıt
pour l’activite´ discordante.
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Le seuil de 1,5 pour l’e´vidence α est plutoˆt permissif. Cependant, dans tous les re´sultats obte-
nus, la valeur absolue minimum de α e´tait de 12, ce qui signifie le rapport p(H1|M)/p(H0|M)
vaut 163× 103, ce qu’on peut conside´rer comme significatif. Les indices utilise´s pour valider
l’inte´reˆt du mode`le sont d’ordre quantitatif pour le maximum d’intensite´ reconstruit Jmax
et la surface de la re´gion d’inte´reˆt (SRI), alors que la SEC et le recouvrement spatial sont
des indices plus globaux et plus qualitatifs. Ainsi, l’ensemble des indices utilise´ permettait
d’e´valuer la me´thode tant qualitativement que quantitativement.
6.4.2 Interpre´tation des re´sultats
Dans le cas d’activite´s concordantes, les valeurs de α sont toutes positives et signifient
donc que la reconstruction avec a priori d’IOD est plus probable que la reconstruction MN,
et ce quel que soit le niveau de bruit en IOD ou en EEG. Dans le cas d’activite´s partiellement
concordantes, les valeurs de α e´taient e´galement positives et significatives, on peut donc en
tirer les meˆmes conclusions que dans le cas d’activite´s concordantes, i.e. la reconstruction
avec a priori d’IOD est plus probable que la reconstruction MN. Dans le cas d’activite´s
discordantes, les valeurs de α sont toujours significatives, mais ne´gatives, indiquant que la
reconstruction MN est plus probable connaissant les donne´es que la reconstruction avec a
priori d’IOD. Ces trois cas montrent donc que l’e´vidence α refle`te bien la concordance ou
non de l’activite´ e´lectrique avec l’a priori optique. Lorsque l’a priori optique correspond bien
a` une activite´ e´lectrique, alors la valeur de α est positive et, dans le cas contraire, elle est
ne´gative. La valeur de α permet donc de pre´dire si la reconstruction avec a priori d’IOD sera
plus performante que la reconstruction MN.
Pour la configuration d’activite´s discordantes avec un haut niveau de bruit en EEG (RSBEEG =
0, 1) les re´sultats sont diffe´rents. En dehors de ce cas particulier, l’utilisation de l’IOD dans
le proble`me inverse de l’EEG ame´liore quantitativement la reconstruction de sources lorsque
les activite´s sont concordantes, et n’apporte pas de changement, lorsqu’elles ne le sont pas.
Il faut noter que la reconstruction d’activite´s concordantes avec a priori d’IOD donne des
surfaces de re´gions d’inte´reˆt (SRI) nettement plus petites que les surfaces des re´gions actives
lors de la simulation (SAS), ce qui entraˆıne un recouvrement spatial infe´rieur a` 100%. La SRI
(qui descend parfois en dessous de 50 mm2) est nettement plus petite que la SAS (environ 350
mm2), alors le rapport entre l’intersection et l’union des deux re´gions ne peut pas eˆtre e´leve´
(14% est le maximum dans cet exemple). En re´sume´, meˆme si la localisation de la source
d’activite´ est meilleure avec un a priori d’IOD, l’e´tendue de l’activite´ est mal reconstruite.
Il peut y avoir deux raisons a` ceci : 1) l’activite´ simule´e e´tait constante sur toute la re´gion
active´e, or le proble`me inverse tend a` reconstruire une activite´ variant continuˆment ; 2) la
me´thode de reconstruction de l’activite´ d’EEG est base´e sur la reconstruction MN, ce n’est
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pas la plus approprie´e pour reconstruire des activite´s de grande e´tendue (Grova et al. (2006a)).
Dans le cas d’une activite´ de´tecte´e par l’EEG mais pas par l’IOD, la reconstruction de
sources d’EEG ne change pas qualitativement ni quantitativement avec l’utilisation de l’a
priori d’IOD. Cependant, lorsque le bruit est e´leve´ en EEG, l’utilisation d’un a priori d’IOD
tend a` cre´er une source arte´factuelle (faux positif) la` ou` l’a priori est fort. L’e´quation (6.6)
montre que si l’activite´ e´lectrique (correspondant au terme GJ) est faible, alors l’a priori
prend plus de poids, et la reconstruction sera de ce fait plus proche de l’a priori d’IOD que
de la reconstruction sans l’a priori d’IOD. L’indice α est donc indispensable pour savoir s’il
existe ou non une concordance entre l’a priori et les donne´es EEG. De plus, la valeur absolue
de α est proportionnelle a` la concordance des informations apporte´es par les donne´es d’EEG
et d’IOD : plus les informations de l’EEG ou de l’IOD sont importantes (plus le rapport signal
a` bruit est grand), plus la valeur de α est grande. Ainsi l’indice α constitue une me´trique
approprie´e pour de´terminer si l’a priori d’IOD est en concordance avec les donne´es d’EEG,
et si cet a priori doit eˆtre utilise´ ou non.
Dans le cas d’un potentiel e´voque´ moyenne´, le niveau de bruit correspond a` celui simule´
pour RSBEEG ≥ 0, 5. D’apre`s les re´sultats obtenus, l’a priori d’IOD peut eˆtre utilise´ dans
tous les cas, car quelle que soit la concordance ou discordance des activite´s, la reconstruction
de sources d’EEG n’est jamais de´te´riore´e par l’utilisation de l’a priori d’IOD. Nous avons fait
l’hypothe`se que les faux positifs obtenus dans le cas d’activite´s discordantes avec un bruit
e´leve´ (RSBEEG = 0, 1) correspondaient a` un bruit particulier que le mode`le interpre`te comme
une activite´ lorsque l’a priori est fort a` cet endroit.
Pour tester cette hypothe`se, nous avons cre´e´ un a priori d’IOD seuille´ : dans la carte d’IOD,
chaque valeur au-dessus d’un seuil a e´te´ mise a` 1, et a` 0 sinon. Les re´sultats de la recons-
truction utilisant ce nouvel a priori d’IOD ont montre´ que lorsque l’a priori d’IOD est a` 1,
l’activite´ EEG est focalise´e et son intensite´ est augmente´e, qu’il s’agisse ou non d’une activite´
re´elle dans les donne´es d’EEG. Un faux positif de forte intensite´ sera donc cre´e´ a` chaque fois
que l’a priori est fort (proche de 1), et qu’il existe une activite´ arte´factuelle dans les donne´es
d’EEG. Dans ce cas, l’utilisation de l’a priori reconstruit un faux positif de forte intensite´ la`
ou` il n’y avait une faible activite´ arte´factuelle dans la reconstruction MN.
Les re´sultats obtenus avec l’a priori d’IOD binarise´ ont e´galement montre´ que la reconstruc-
tion d’IOD est apporte une re´elle information spatiale. Dans tous les cas, les re´sultats obtenus
avec l’a priori d’IOD binarise´ e´taient de moins bonne qualite´ que ceux obtenus avec l’a priori
d’IOD original. La binarisation la carte d’IOD enle`ve une partie des informations spatiales
apporte´es par la reconstruction d’IOD, c’est pourquoi il est plus inte´ressant de garder la
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totalite´ des informations d’IOD, en particulier les intensite´s reconstruites.
L’utilisation de l’a priori d’IOD tend a` focaliser l’activite´ EEG partout ou` l’a priori est
fort. Cette focalisation a e´te´ observe´e aussi bien dans le cas d’activite´ e´lectrique re´elle que
dans celui d’activite´ arte´factuelle. La me´thode de reconstruction utilise´e ici est base´e sur la
me´thode de norme minimale. Il a e´te´ de´montre´ que cette me´thode n’e´tait pas la meilleure
pour de´terminer la localisation et l’e´tendue des ge´ne´rateurs d’activite´ (Grova et al. (2006a)).
On peut donc le´gitimement penser qu’une autre me´thode de reconstruction (maximum d’en-
tropie sur la moyenne (souvent appele´ MEM pour «maximum entropy on the mean ») ou
tomographie e´lectromagne´tique a` basse re´solution (commune´ment appele´e LORETA pour
«low resolution electromagnetic tomography»)) cre´erait moins de sources arte´factuelles et
donc, que l’utilisation d’un a priori avec cette me´thode produirait une reconstruction encore
plus proche de l’activite´ re´elle.
6.5 Conclusions et perspectives
Ce travail a montre´ que l’utilisation d’un a priori base´ sur l’IOD dans le proble`me inverse
de l’EEG permet une reconstruction de sources quantitativement plus pre´cise qu’une recons-
truction MN lorsque les activite´s d’IOD et d’EEG sont au meˆme endroit. De plus, meˆme si
les activite´s d’IOD et d’EEG ne sont pas au meˆme endroit, la reconstruction en EEG n’est
pas de´teriore´e par l’utilisation d’un a priori d’IOD, si les conditions de bruit correspondent a`
celles d’un potentiel e´voque´ moyenne´ (RSBEEG ≥ 0, 5). Dans ces conditions, on peut utiliser
l’a priori d’IOD dans tous les cas, la reconstruction n’e´tant jamais de´teriore´e. L’e´vidence α
permet de de´terminer s’il faut ou non utiliser l’a priori dans la reconstruction d’EEG.
Il faudrait maintenant de´terminer l’effet exact de la distance entre les activite´s d’EEG et
d’IOD. Dans notre e´tude, seuls les cas extreˆmes ont e´te´ teste´s (activite´s localise´es au meˆme
endroit ou a` l’oppose´ l’une de l’autre), ne´anmoins, ces premiers re´sultats ont permis de mon-
trer que l’e´vidence α est une bonne me´trique pour connaˆıtre la concordance ou non des
donne´es avec l’a priori. Afin de valider cette me´thode, il est aussi indispensable de l’appliquer
a` des donne´es re´elles.
Meˆme si la re´solution spatiale de l’IOD n’est pas meilleure que celle de l’EEG, cette e´tude a
permis de montrer que l’utilisation d’un a priori d’IOD dans le proble`me inverse de l’EEG per-
met d’ame´liorer la quantification de la localisation des sources dans des conditions de bruit
re´alistes. Il serait e´galement inte´ressant d’utiliser la reconstruction d’EEG comme a priori
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pour la reconstruction d’IOD. D’apre`s les re´sultats de la pre´sente e´tude, on peut supposer
qu’une approche ite´rative de reconstruction des activite´s d’IOD et d’EEG pourrait produire
une reconstruction conjointe plus pre´cise que chacune des reconstructions d’une modalite´
seule.
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CHAPITRE 7
Discussion ge´ne´rale
Le travail de recherche faisant l’objet de ce doctorat a e´te´ effectue´ en plusieurs temps.
Un travail expe´rimental a tout d’abord e´te´ mene´, puis mis en suspens pour des raisons
techniques, et suivi par un travail the´orique sur des donne´es simule´es. Cette partie the´orique a
e´te´ mise en œuvre pour obtenir les re´sultats probants qui manquaient a` l’e´tude expe´rimentale.
C’est pourquoi cette discussion ge´ne´rale s’articulera autour de deux sections discinctes, l’une
concernant le travail expe´rimental, et l’autre, la partie plus the´orique de mon travail.
7.1 Acquisitions expe´rimentales
Les premiers tests expe´rimentaux en IOD couple´e a` de l’EEG ont e´te´ concluants. En par-
ticulier, une premie`re acquisition avec un paradigme visuel a montre´ que les activations en
IOD et en EEG se situaient sur la meˆme optode-e´lectrode. Malheureusement, les acquisitions
suivantes pour e´tudier la pre´paration du mouvement n’ont pas e´te´ concluantes : sur quatre,
un seul sujet montrait des activations en IOD. Pour permettre d’enregistrer des donne´es per-
tinentes, cette e´tude doit eˆtre modifie´e et le syste`me d’acquisition doit eˆtre modifie´.
Concernant l’e´tude, pour pouvoir repe´rer pre´cise´ment le mouvement du participant, un e´lec-
tromyogramme (EMG) devrait eˆtre syte´matiquement enregistre´ pendant les acquisitions.
L’enregistrement de la touche tape´e peut eˆtre retarde´e de plusieurs dizaines de millisecondes
par rapport au mouvement lui-meˆme et ce retard n’e´tant pas constant, ce marqueur tem-
porel n’est pas suffisamment pre´cis pour pouvoir obtenir un potentiel e´voque´ en moyennant
le signal. De plus les EMG e´tant bruite´s et ne permettant pas toujours de repe´rer tous les
mouvements lors des acquisitions, un syste`me simple a` base de laser devrait eˆtre e´galement
ajoute´ : chaque doigt coupe un faisceau laser lors du mouvement, permettant de repe´rer avec
pre´cision le mouvement des doigts.
Plusieurs ame´liorations sont a` apporter au syste`me d’acquisition, tant au niveau du syste`me
d’IOD qu’a` celui de l’EEG. La totalite´ des ces ame´liorations ont e´te´ liste´es dans le chapitre 5,
il n’est donc pas ne´cessaire de reprendre cette liste ici. Cependant, le principal proble`me de
ce syste`me d’acquisition est que les fibres utilise´es pour la de´tection de la lumie`re sont trop
grosses (1 mm de cœur), donc trop rigides et tiennent mal en place sur le casque. Les fixations
de ces fibres sont mal adapte´es et doivent eˆtre totalement repense´es. Enfin, ces fibres n’ont
pas de gaine opaque e´vitant le transfert direct de lumie`re d’une fibre a` une autre, proble`me
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apparu lors d’acquisitions supple´mentaires dont les donne´es sont inutilisables.
Les acquisitions d’IOD couple´e a` l’EEG sont en pleine e´mergence actuellement dans la litte´ra-
ture, et notre syste`me, meˆme s’il e´tait peu robuste, a montre´ qu’il permettait l’enregistrement
simultane´ des deux types de donne´es. Ne´anmoins, le travail d’adaptation technique de ce sys-
te`me reste important avant de pouvoir effectuer de nouvelles acquisitions.
7.2 Analyse de donne´es d’IOD et d’EEG
Meˆme si de plus en plus d’articles scientifiques montrent l’inte´reˆt d’enregistrer des donne´es
d’EEG et d’IOD simultane´ment, l’analyse conjointe de ces donne´es n’apparaˆıt pas encore
dans la litte´rature. C’est pourquoi notre analyse de l’EEG avec un a priori base´ sur l’IOD
est novatrice. Cette e´tude reste une e´tude pre´liminaire et de nombreux tests restent a` faire,
cependant notre e´tude a montre´ que notre mode`le baye´sien est parfaitement fonctionnel et
permet d’obtenir une reconstruction quantitativement plus re´aliste lorsque les deux types de
donne´es sont cohe´rents. Notre e´tude a en outre de´montre´ que dans le cas de donne´es avec
un bruit mode´re´ en EEG (typiquement le niveau de bruit obtenu pour un potentiel e´voque´
moyen), l’utilisation de l’a priori base´ sur l’IOD ne de´te´riore pas les reconstructions de sources
de l’EEG, meˆme lorsque les activite´s d’IOD et d’EEG sont e´loigne´es l’une de l’autre. Cette
constatation permet d’utiliser ce mode`le dans des conditions expe´rimentales ou` les optodes
de l’IOD ne couvrent qu’une re´gion de la teˆte, alors que l’EEG enregistre les activite´s issues
de tout le cortex.
Naturellement notre e´tude ne reste qu’une premie`re validation du mode`le. Il reste encore
a` ve´rifier le bon fonctionnement du mode`le avec des donne´es re´elles, et e´tudier la re´elle
influence de la distance entre les activite´s e´lectrique et he´modynamique. Une fois ces dernie`res
validations effectue´es, il serait inte´ressant de chercher a` de´velopper un mode`le permettant de
reconstruire les sources de l’IOD en utilisant un a priori d’EEG. Cette e´tape en elle-meˆme
demande une imple´mentation totalement diffe´rente, puisque la reconstruction de l’IOD se
fait dans un volume alors que celle de l’EEG se fait sur une surface. Il sera donc ne´cessaire de
trouver un moyen pour interpoler les informations de la surface de l’EEG vers le volume de
l’IOD. Or il est e´vident qu’il est plus simple de passer d’un volume a` une surface que l’inverse.
Il serait inte´ressant de garder le meˆme type de formalisme (i.e. estimation baye´sienne) pour
le second mode`le, car une approche ite´rative appliquant successivement les deux mode`les
aux donne´es pourrait peut-eˆtre donner acce`s a` une pre´cision et une re´solution impossibles a`
obtenir avec seulement l’un des deux types d’imagerie.
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CHAPITRE 8
Conclusion
L’imagerie optique diffuse (IOD) posse`de de nombreux avantages compare´e a` d’autres
types d’imagerie fonctionnelle. Sa facilite´ d’utilisation et ses bas couˆts en font une modalite´
de plus en plus utilise´e. Ainsi malgre´ une re´solution spatiale infe´rieure a` la plupart des autres
modalite´s fonctionnelles (comme l’IRMf), l’IOD apporte une re´solution temporelle excellente,
et aucun danger pour les patients, meˆme pour des mesures re´pe´te´es, et moins de contraintes
que l’IRMf.
Les principes optiques sur lesquels repose l’IOD ont permis le de´veloppement de diffe´rents
types de syste`mes. Leurs principales diffe´rences sont leur comple´xite´ de mise en œuvre et
leurs couˆts. En outre, les deux diffe´rentes techniques d’analyse des donne´es permettent aussi
bien d’analyser les paradigmes pe´riodiques que ceux pseudo-ale´atoires.
Couple´e a` l’e´lectroence´phalographie (EEG), l’IOD permet d’e´tudier le couplage neurovascu-
laire en imageant l’activite´ e´lectrique et he´modynamique simultane´ment. Pour mieux connaˆıtre
ce couplage, une e´tude sur les activations pre´paratoires au mouvement a de´bute´, mais des
proble`mes au niveau de la technique d’enregistrement de donne´es n’ont pas permis de mener
a` bien cette e´tude.
L’apport de l’enregistrement de donne´es d’IOD pour la reconstruction d’EEG a cependant
e´te´ de´montre´ dans un environnement de simulations re´alistes. L’utilisation de la reconstruc-
tion de l’IOD comme a priori permet de quantitativement mieux reconstruire les sources de
l’EEG. Il reste encore plusieurs validations a` effectuer pour parfaire ce mode`le, cependant
son utilite´ dans la reconstruction de l’EEG a e´te´ de´montre´e.
Le but de ce travail est a` terme d’obtenir un mode`le d’analyse conjointe syme´trique pour les
donne´es d’IOD et d’EEG. Un tel mode`le d’analyse permettrait de mieux comprendre le fonc-
tionnement du couplage neurovasculaire, et par la` meˆme de mieux comprendre les pathologies
affectant ce couplage.
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ANNEXE A
Re´sultats comple´mentaires des acquisitions EEG-IOD sur les activations de
pre´paration au mouvement
Les re´sultats des trois autres sujets enregistre´s lors de l’e´tude sur la pre´paration des mou-
vements sont pre´sente´s dans cette annexe. Afin de ne pas confondre les re´sultats de chacun,
les re´sultats de chaque sujet sont pre´sente´s dans des sections diffe´rentes.
Dans cette annexe, les analyses pre´sente´es sont uniquement celles ne´cessaires a` la compa-
raison EEG/IOD : pour chaque sujet, les signaux moyenne´s ainsi que les cartographies lors
de la pre´paration et de l’exe´cution du mouvement sont pre´sente´s pour l’EEG, et, pour l’IOD,
seule la moyenne des signaux est repre´sente´e. Ainsi, les e´lectrodes de l’EEG et les paires de
l’IOD active´es peuvent eˆtre identifie´es, et mises en correspondance 1.
Pour des raisons d’incompatibilite´ de certains logiciels avec les formats de donne´es, les images
d’EEG montre´es dans cette annexe n’ont pas e´te´ obtenues avec le meˆme logiciel que les images
montre´es dans le texte. On peut noter en particulier que les signaux temporels d’EEG sont
oppose´s par rapport a` ceux montre´s au chapitre 5. L’activite´ de pre´paration au mouvement
qui apparaissait dans le chapitre 5 comme une diminution du niveau de base, apparaˆıt ici
comme une augmentation.
A.1 Performance des sujets
Le tableau A.1 re´sume les temps de re´action de tous les sujets.
Les temps de re´action moyens ne sont pas significativement diffe´rents les uns des autres.
Le tableau A.2 re´sume les temps d’exe´cution de tous les sujets.
Les temps de d’exe´cution moyens ne sont pas significativement diffe´rents les uns des autres.
1. La correspondance entre les e´lectrodes de l’EEG et les paires de l’IOD est la meˆme pour tous les sujets
et est sche´matise´e en figure 5.3, p.61.
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Tableau A.1 Temps de re´action pour l’ensemble des sujets (en ms). TDR1 correspond au
temps de re´action moyen pour la premie`re session, et TDR2, celui pour la seconde.
TDR1 TDR2 TDR moyen
Sujet 1 697 ±145 765 ±100 732 ±127
Sujet 2 925 ±431 804 ±107 855 ±299
Sujet 3 1085 ±394 988 ±277 1038 ±342
Sujet 4 748 ±146 820 ±136 784 ±145
Tableau A.2 Temps d’exe´cution pour l’ensemble des sujets (en ms). TDE1 correspond au
temps d’exe´cution moyen pour la premie`re session, et TDE2, celui pour la seconde.
TDE1 TDE2 TDE moyen
Sujet 1 1401 ±192 2582 ±244 2017 ±635
Sujet 2 2628 ±104 2567 ±135 2597 ±125
Sujet 3 2017 ±326 2394 ±483 2203 ±449
Sujet 4 2109 ±287 3198 ±350 2654 ±634
A.2 Re´sultats du sujet 1
A.2.1 Signaux temporels
La moyenne temporelle des signaux d’EEG du sujet 1 est repre´sente´e en figure A.1.
Sur les signaux temporels d’EEG du sujet 1 (figure A.1), il apparaˆıt un de´cours temporel
particulier a` l’instant de l’exe´cution : la plupart des e´lectrodes montrent un maximum ou
un minimum au temps t=0 s. Ce de´cours temporel ne commence environ qu’a` -0,5 s et se
termine environ a` +0,7 s. Il est peut probable que ce phe´nome`ne soit lie´ a` l’exe´cution du
mouvement, car l’exe´cution de´butait a` t=0 s et se terminait en moyenne a` +2 s.
On voit une le´ge`re activite´ de pre´paration au mouvement sur les e´lectrodes CPz et CP2. Ces
e´lectrodes sont plus poste´rieures les e´lectrodes active´es pour le sujet 4.
A.2.2 Cartographies
Les cartographies de pre´paration (environ 1 s avant le mouvement) et d’exe´cution (envi-
ron 60 ms apre`s le de´but du mouvement) du mouvement sont respectivement pre´sente´es en
figure A.2 et A.3.
Les deux cartographies, de pre´paration (figure A.2) et d’exe´cution (figure A.3) du mouve-
ment, sont pre´sente´es a` la meˆme e´chelle de couleurs : du bleu clair (-10 µV) au rouge clair
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Figure A.1 Moyenne des signaux temporels de l’EEG pour le sujet 1.
(+10 µV), le noir repe´sentant un potentiel nul.
La cartographie de pre´paration du mouvement (figure A.2) montre une activite´ faible (les
potentiels ne de´passent pas ±5µV). Un faible poˆle ne´gatif apparaˆıt autours de Cz, et deux
poˆles le´ge`rement ne´gatifs autours de AF7 et P8.
La cartographie de l’exe´cution du mouvement (A.3) montre seulement un poˆle positif et
un poˆle ne´gatif avec des potentiels nettement plus e´leve´s que ceux de la pre´paration du mou-
vement. Pour une exe´cution de mouvement, on s’attendrait a` avoir une activite´ ni frontale
(poˆle positif), ni occipitale (poˆle ne´gatif) 2. Ces cartographies ne permettent pas de de´termi-
ner des zones active´es.
2. Le cortex visuel est au niveau occipital, mais les changements dans l’affichage ne sont pas suffisemment
importants pour obtenir une telle activite´.
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Figure A.2 Cartographie de la moyenne des signaux de l’EEG pour le sujet 1 lors de la
pre´paration du mouvement (environ 1 s avant le mouvement).
Figure A.3 Cartographie de la moyenne des signaux de l’EEG pour le sujet 1 lors de l’exe´cution
du mouvement (environ 60 ms apre`s le de´but du mouvement).
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A.2.3 Moyenne des signaux
La moyenne des concentrations, [HbO2 ] et [Hb], sont repre´sente´es sur la figure A.4.
Figure A.4 Re´sultats de la moyenne de l’IOD du sujet 1 pour toutes les paires courtes. [HbO2
] est repre´sente´e en ligne continue rouge et [Hb] en pointille´es bleus.
Les moyennes de concentrations montrent une activite´ sur la paire 1, apparaissant le´ge`-
rement en retard : environ 3 s apre`s le de´but de l’exe´cution, d’apre`s le temps d’exe´cution du
sujet 1, l’exe´cution e´tait de´ja` termine´e a` cet instant. La paire 14 montre e´galement une le´ge`re
activite´, mais encore plus en retard.
Le sujet 1 montre de le´ge`res activite´s en EEG comme en IOD, mais dans les deux cas,
on peut le´gitimement se demander si ces activite´s re´ellement lie´es au mouvement : les locali-
sations des cartographies n’apparaissent qu’au niveau frontal et occipital, les paires de l’IOD
ne montrent des activations qu’apre`s la fin de l’exe´cution de la se´quence.
A.3 Re´sultats du sujet 2
A.3.1 Signaux temporels
La moyenne temporelle des signaux d’EEG du sujet 2 est repre´sente´e en figure A.5.
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Figure A.5 Moyenne des signaux temporels de l’EEG pour le sujet 2.
Sur les signaux temporels d’EEG du sujet 2 (figure A.5), plusieurs e´lectrodes frontales
(Fp1, Fp2, AF4, AF7 et dans une moindre mesure AFz) montre une activite´ arte´factuelle :
un de´cours temporel particulier lors de la pre´paration, et disparaissant environ 1 s avant le
de´but de l’exe´cution.
L’e´lectrode F7 montre e´galement un de´cours temporel particulier : environ 1,3 s avant l’exe´-
cution, une chute nette du signal apparaˆıt.
Un de´cours temporel similaire a` celui d’une activite´ de pre´paration au mouvement apparaˆıt
sur les e´lectrodes F6 et FT7. Il est e´tonnant de trouver une activite´ de pre´paration au mou-
vement au niveau temporal (FT7). En contrepartie, l’e´lectrode F6 e´tait e´galement active´e
pour le sujet 4.
A.3.2 Cartographies
Les cartographies de pre´paration et d’exe´cution du mouvement sont respectivement pre´-
sente´es en figure A.6 et A.7.
Les deux cartographies (figures A.6 et A.7) sont pre´sente´es a` la meˆme e´chelle de couleurs :
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du bleu clair (-10 µV) au rouge clair (+10 µV).
Figure A.6 Cartographie de la moyenne des signaux de l’EEG pour le sujet 2 lors de la
pre´paration du mouvement (environ 1 s avant le mouvement).
La cartographie de pre´paration (figure A.6) montre plusieurs poˆles positifs et ne´gatifs. Les
poˆles les plus intenses apparaissent sur FT7 (positif) et F7 (ne´gatif). En voyant le de´cours
temporel de F7, on peut se poser des question sur le fait d’interpreˆter un seul instant dans
les cartographies.
La cartographie de l’exe´cution du mouvement (A.7) montre seulement un poˆle positif au
niveau frontal. Encore une fois, pour une exe´cution de mouvement, on ne s’attendrait pas a`
avoir une activite´ frontale marque´e. De plus, deux poˆles ne´gatifs apparaissent de manie`re sy-
me´trique autour de TP7 et TP8. Ces dernie`re sont a priori trop temporale pour correspondre
a` une activite´ du cortex moteur (ou pre´-moteur).
En re´sume´, ces cartographies montrent des zones active´es qui ne peuvent pas eˆtre relie´es a`
des activite´s dans le cortex moteur ou pre´-moteur.
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Figure A.7 Cartographie de la moyenne des signaux de l’EEG pour le sujet 2 lors de l’exe´cution
du mouvement (environ 60 ms apre`s le de´but du mouvement).
A.3.3 Moyenne des signaux
La moyenne des concentrations, [HbO2 ] et [Hb], sont repre´sente´es sur la figure A.8.
Pour le sujet 2, les moyennes de concentrations montrent une activite´ sur les paire 2,
8, 14 et 19. Il semble e´tonnant qu’un mouvement des doigts aussi le´ger que de taper une
se´quence sur un clavier puisse donner une activation visible sur autant de paires. On peut
noter que sur la paire 19, la re´ponse he´modynamique ne de´bute qu’environ 5 s apre`s le de´but
de l’exe´cution, donc apre`s la fin de l’exe´cution. La paire 13 montre e´galement une activite´,
mais la re´ponse en [HbO2 ] est en retard d’environ 3 s par rapport a` celle en [Hb].
Le sujet 2 montre une activite´ e´lectrique sur F6, or cette e´lectrode correspond a` la paire
19 de l’IOD (entre F4 et F6). Une activite´ he´modynamique apparaˆıt bien sur la paire 19,
mais cette activite´ de´bute en retard. On peut donc e´mettre un doute sur la relation entre
activite´ e´lectrique et he´modynamique pour ce sujet.
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Figure A.8 Re´sultats de la moyenne de l’IOD du sujet 2 pour toutes les paires courtes. [HbO2
] est repre´sente´e en ligne continue rouge et [Hb] en pointille´es bleus.
A.4 Re´sultats du sujet 3
A.4.1 Signaux temporels
La moyenne temporelle des signaux d’EEG du sujet 3 est repre´sente´e en figure A.9.
Comme pour le sujet 2, les e´lectrodes frontales montrent un de´cours temporel particulier.
Fp1, Fp2, AFz, AF3, AF4, AF7 et AF8 (c’est-a`-dire toutes les e´lectrodes les plus ante´rieures)
montrent ce de´cours a priori arte´factuel.
En dehors de cet arte´fact, aucune e´lectrode ne posse`de un de´cours temporel similaire a` une
activite´ de pre´paration au mouvement.
A.4.2 Cartographies
Les cartographies de pre´paration et d’exe´cution du mouvement sont respectivement pre´-
sente´es en figure A.10 et A.11.
Les deux cartographies (figures A.10 et A.11) sont pre´sente´es a` la meˆme e´chelle de couleurs :
du bleu clair (-10 µV) au rouge clair (+10 µV).
La cartographie de pre´paration du mouvement (figures A.10) ne fait ressortir qu’un poˆle
positif au niveau frontal, et un poˆle le´ge`rement ne´gatif au niveau occipital gauche. Comme
131
Figure A.9 Moyenne des signaux temporels de l’EEG pour le sujet 3.
pour les sujets 1 et 2, pour une exe´cution de mouvement, on ne s’attendrait pas a` avoir une
activite´ frontale marque´e, ni une activite´ occipitale.
Comme pour la cartographie de pre´paration, la cartographie d’exe´cution du mouvement
montre un fort poˆle positif au niveau frontal. De legers poˆles ne´gatifs apparaissent e´galement
de chaque coˆte´ au niveau temporal. A priori, aucune de ces activite´ n’est relie´e au mouvement.
A.4.3 Moyenne des signaux
La moyenne des concentrations, [HbO2 ] et [Hb], sont repre´sente´es sur la figure A.12.
Les paires 1 et 2 montrent a` plusieurs instants des [HbO2 ] positifs en meˆme temps que
des [Hb] ne´gatifs. Cependant, les amplitudes de ces activations e´tant similaires autour de
0, 10 ou 20 s, on peut se demander si l’un de pics correspond re´ellement a` la re´ponse au
mouvement. La paire 13 montre des similitudes avec les paires 1 et 2 au niveau de son de´-
cours temporel, cependant, pour la paire 13, une premie`re re´ponse plutoˆt faible apparaˆıt en
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Figure A.10 Cartographie de la moyenne des signaux de l’EEG pour le sujet 3 lors de la
pre´paration du mouvement (environ 1 s avant le mouvement).
Figure A.11 Cartographie de la moyenne des signaux de l’EEG pour le sujet 3 lors de l’exe´-
cution du mouvement (environ 60 ms apre`s le de´but du mouvement).
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Figure A.12 Re´sultats de la moyenne de l’IOD du sujet 3 pour toutes les paires courtes.
[HbO2 ] est repre´sente´e en ligne continue rouge et [Hb] en pointille´es bleus. Pour une raison
de lisibilite´ des courbes, toutes les paires sont a` la meˆme e´chelle, sauf la paire 19.
avance par rapport au de´but de l’exe´cution (t≈-2 s), et une seconde re´ponse plus intense
en [HbO2 ], de´bute environ 3 s apre`s le de´but de l’exe´cution. Etant donne´ l’instant auquel
s’initie la seconde re´ponse, et le fait que son intensite´ en [Hb] diminue (par rapport a` la pre-
mie`re re´ponse), on ne peut pas affirmer que cette re´ponse est lie´e a` l’exe´cution de la se´quence.
De manie`re ge´ne´rale, le sujet 3 ne montrant pas d’activation en EEG, aucune corre´lation
ne peut eˆtre faite entre les re´sultats de l’EEG et ceux de l’IOD.
