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On the number of k-compositions of n satisfying
certain coprimality conditions
La´szlo´ To´th
Abstract
We generalize the asymptotic estimates by Bubboloni, Luca and Spiga (2012) on the
number of k-compositions of n satisfying some coprimality conditions. We substantially refine
the error term concerning the number of k-compositions of n with pairwise relatively prime
summands. We use a different approach, based on properties of multiplicative arithmetic
functions of k variables and on an asymptotic formula for the restricted partition function.
2010 Mathematics Subject Classification: 05A17, 11N37, 11P81
Key Words and Phrases: k-compositions, coprime summands, t-wise relatively prime sum-
mands, multiplicative arithmetic function of several variables, restricted partition function
1 Motivation
Let n, k ∈ N := {1, 2, . . .}. For n ≥ k, the k-compositions of n are the representations
x1+· · ·+xk = n, where x1, . . . , xk ∈ N. It is well known that the number of all k-compositions is(n−1
k−1
)
. Gould [6] considered the numberRk(n) of k-compositions of n such that gcd(x1, . . . , xk) =
1, obtained that its Lambert series is
∞∑
n=1
Rk(n)
xn
1− xn
=
xk
(1− x)k
,
and then deduced that
Rk(n) =
∑
d|n
(
d− 1
k − 1
)
µ(n/d), (1.1)
where µ is the Mo¨bius function. A short direct proof of identity (1.1) is the following. By using
the property of the Mo¨bius function,
Rk(n) =
∑
x1,...,xk≥1
x1+···+xk=n
∑
d|gcd(x1,...,xk)
µ(d) =
∑
d|n
µ(d)
∑
y1,...,yk≥1
y1+···+yk=n/d
1 =
∑
d|n
µ(d)
(
n/d− 1
k − 1
)
, (1.2)
giving (1.1).
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Let Jt(n) = n
t
∏
p|n(1 − 1/p
t) denote the Jordan function of order t, where J1(n) = ϕ(n) is
Euler’s totient function. If k = 2, then it follows that R2(n) = ϕ(n) for every n ≥ 2. Identity
(1.1) shows that for k ≥ 3,
Rk(n) =
1
(k − 1)!
Jk−1(n) +O(n
k−2), (1.3)
as n → ∞. In fact, (1.1) implies that for every k, Rk(n) is a linear combination of the Jordan
functions Jt(n) (1 ≤ t ≤ k − 1). More exactly, for every n ≥ k ≥ 2,
Rk(n) =
1
(k − 1)!
k−1∑
t=1
ak,tJt(n) =
1
(k − 1)!
(
Jk−1(n)−
k(k − 1)
2
Jk−2(n) + · · ·+ ak,1ϕ(n)
)
,
where
ak,t(n) =
k−1∑
j=t
(−1)j−ts(k − 1, j)
(
j
t
)
,
s(n, k) denoting the signed Stirling numbers of the first kind.
Bubboloni, Luca and Spiga [2] investigated the number of k-compositions of n with some
different coprimality constraints. Namely, let
Ak(n) := #{(x1, . . . , xk) ∈ N
k : x1 + · · ·+ xk = n, gcd(x1, x2 · · · xk) = 1}
and
Bk(n) := #{(x1, . . . , xk) ∈ N
k : x1 + · · ·+ xk = n, gcd(xi, xj) = 1, 1 ≤ i < j ≤ k}.
Note that, if k = 2, then A2(n) = B2(n) = R2(n) = ϕ(n) for every n ≥ 2. They proved in
[2] that for any k ≥ 3,
Ak(n) = Ckfk(n)
nk−1
(k − 1)!
+O
(
nk−2(log n)k−1
)
(1.4)
and
Bk(n) = Dkgk(n)
nk−1
(k − 1)!
+O
(
nk−1(log n)−1
)
, (1.5)
as n→∞, where Ck and Dk are explicit constants, depending only on k, while fk(n) and gk(n)
are depending on k and on the prime factorization of n. Actually, it was also proved in paper
[2] that 2/3 < fk(n) < 2 and 1/(2k) < gk(n) < 2k for every n ∈ N, and explicit constants for
the above O-terms were given. Note also, that in [2] the sum Ak(n) was denoted by Ak−1(n),
and the corresponding results were formulated for k+1 instead of k. As described in paper [2],
these results have applications in group theory and Galois theory.
In a recent preprint, Thomas [7] considered the case k = 3 and obtained for the sum B3(n)
the error term O(n3/2+ε), which refines (1.5).
In this paper we define for 1 ≤ s ≤ k − 1,
Ak,s(n) := #{(x1, . . . , xk) ∈ N
k : x1 + · · ·+ xk = n, gcd(x1 · · · xs, xs+1 · · · xk) = 1},
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representing the number of k-compositions of n such that the first s summands are coprime to
the last k − s summands. We remark the symmetry property Ak,s(n) = Ak,k−s(n), valid for
every 1 ≤ s ≤ k − 1. Also, for 2 ≤ t ≤ k we define
Bk,t(n) := #{(x1, . . . , xk) ∈ N
k : x1 + · · · + xk = n, gcd(xi1 , . . . , xit) = 1, 1 ≤ i1 < . . . < it ≤ k},
representing the number of k-compositions of n such that the summands are t-wise relatively
prime. If s = 1 and t = 2, then Ak,1(n) = Ak(n) and Bk,2(n) = Bk(n), defined above. Also, if
t = k, then Ak,k(n) = Rk(n).
We obtain asymptotic formulas with error terms for Ak,s(n) and Bk,t(n), which generalize
formulas (1.3), (1.4) and (1.5). In the case t = 2 our error term substantially refines the error
term of formula (1.5), obtained in papers [2, 7]. We use a different approach, inspired by
(1.2), based on properties of multiplicative arithmetic functions of k variables and the restricted
partition function
N(n; a1, . . . , ak) := #{(x1, . . . , xk) ∈ N
k : a1x1 + · · ·+ akxk = n}. (1.6)
The treatments for the sums Ak,s(n) and Bk,t(n) are quite similar. For the proofs we use
the method and some results from our earlier work [8], concerning the asymptotic density of the
k-tuples of positive integers with t-wise relatively prime components, with some other notation.
The main results of the present paper are given in Section 2 and their proofs are included in
Section 3.
We will use the notation n =
∏
p p
νp(n) for the prime power factorization of n ∈ N, the
product being over the primes p, where all but a finite number of the exponents νp(n) are zero.
The number of distinct prime factors of n will be denoted by ω(n).
2 Main results
For k ≥ 3 and 1 ≤ s ≤ k − 1 let
Fk,s(x) :=
1
x
(
xk + (x− 1)k − xs(x− 1)k−s − xk−s(x− 1)s + (−1)k−1
)
, (2.1)
which is polynomial of degree k − 3. Also, for k ≥ 3 and 2 ≤ t ≤ k let
Gk,t(x) :=
1
x

t−1∑
j=0
(
k
j
)
(x− 1)k−j + (−1)k−t
(
k − 1
t− 1
)
=
1
x

xk − k−1∑
j=t
(−1)j−t
(
k
j
)(
j − 1
t− 1
)
xk−j

 , (2.2)
which is a polynomial of degree k − 1.
We prove the following results.
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Theorem 2.1. Let k ≥ 3 and let 1 ≤ s ≤ k − 1. Then
Ak,s(n) = Ck,sfk,s(n)
nk−1
(k − 1)!
+
{
O
(
nk−2(log n)max(s,k−s)
)
, if k ≥ 4,
O
(
n(log n)2 log log n
)
, if k = 3,
where
Ck,s =
∏
p
(
1−
Fk,s(p)
pk−1
)
,
fk,s(n) =
∏
p|n
(
1 +
(−1)k−1
pk−1 − Fk,s(p)
)
.
Theorem 2.2. Let k ≥ 3 and let 2 ≤ t ≤ k. Then
Bk,t(n) = Dk,tgk,t(n)
nk−1
(k − 1)!
+


O
(
nk−2
)
, if k ≥ 4, t ≥ 3, or k = t = 3,
O
(
nk−2(log n)k−1
)
, if k ≥ 4, t = 2,
O
(
n(log n)2(log log n)2
)
, if k = 3, t = 2,
where
Dk,t =
∏
p
Gk,t(p)
pk−1
,
gk,t(n) =
∏
p|n
(
1 +
(−1)k−t+1
(
k−1
t−1
)
Gk,t(p)
)
.
We note that fk,s(n) and gk,t(n) are positive bounded functions of n, which specify the
asymptotic behavior of Ak,s(n) and Bk,t(n). In the case s = 1 we reobtain from Theorem 2.1
formula (1.4) with the same error term for k ≥ 4, and with a slightly weaker error term for
k = 3. In the case t = 2 we recover from Theorem 2.2 formula (1.5) with a substantially better
error term for every k ≥ 3.
3 Proofs
3.1 The restricted partition function
Let N0 = {0, 1, 2, . . .} and consider the restricted partition function
P (n; a1, . . . , ak) := #{(x1, . . . , xk) ∈ N
k
0 : a1x1 + · · ·+ akxk = n}, (3.1)
where a1, . . . , ak are given positive integers. It is known that in the case gcd(a1, . . . , ak) = 1 the
function P (n; a1, . . . , ak) can be represented as a (k− 1)-degree polynomial in n plus a periodic
sequence of n. More exactly, one has
P (n; a1, . . . , ak) = ck−1n
k−1 + ck−2n
k−2 + · · ·+ c1n+ c0 + s(n; a1, . . . , ak), (3.2)
4
where
ck−1 =
1
(k − 1)!a1 · · · ak
, ck−2 =
a1 + · · · + ak
2(k − 2)!a1 · · · ak
, (3.3)
and s(n; a1, . . . , ak) is a periodic sequence with period lcm(a1, . . . , ak). See Comtet [4, Sect.
2.6, Th. C]. There is a rich bibliography on properties of the restricted partition function, in
particular on its polynomial part. See, e.g., the recent papers [1, 3, 5] and their references.
For our purposes the variables x1, . . . , xk are positive. The connection between the functions
(1.6) and (3.1) is given by
N(n; a1, . . . , ak) = P (n− a1 − · · · − ak; a1, . . . , ak). (3.4)
We need the following result.
Lemma 3.1. Let k ∈ N, k ≥ 2 be fixed and let a1, . . . , ak ∈ N such that gcd(a1, . . . , ak) = 1.
Then
N(n; a1, . . . , ak) =
nk−1
(k − 1)!a1 · · · ak
+O
(
nk−2(a1 + · · ·+ ak)
a1 · · · ak
)
,
as n→∞, uniformly for n, a1, . . . , ak.
Proof. According to (3.2) and (3.3) we have
P (n; a1, . . . , ak) =
nk−1
(k − 1)!a1 · · · ak
+O
(
nk−2(a1 + · · ·+ ak)
a1 · · · ak
)
.
By using (3.4) we conclude that the same asymptotics holds for N(n; a1, . . . , ak), as well.
3.2 The sum Ak,s(n)
We define the function
ϑk,s(n1, . . . , nk) =
{
1, if gcd(n1 · · ·ns, ns+1 · · ·nk) = 1,
0, otherwise,
which is symmetric in the variables x1, . . . , xs and in xs+1, . . . , xk, but not symmetric in all
variables. However, ϑk,s is a multiplicative function of k variables, that is
ϑk,s(m1n1, . . . ,mknk) = ϑk,s(m1, . . . ,mk)ϑk,s(n1, . . . , nk),
provided that gcd(m1 · · ·mk, n1 · · ·nk) = 1. Hence we have
ϑk,s(n1, . . . , nk) =
∏
p
ϑk,s(p
νp(n1), . . . , pνp(nk))
for every n1, . . . , nk ∈ N. Also, for every prime p and every ν1, . . . , νk ∈ N0,
ϑk,s(p
ν1 , . . . , pνk) =


1, if ν1 = · · · = νs = 0, νs+1, . . . , νk ∈ N0,
or ν1, . . . , νs ∈ N0, νs+1 = · · · = νk = 0,
0, otherwise.
(3.5)
For the multiple Dirichlet series of the function ϑk,s we have the next result.
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Lemma 3.2. If 1 ≤ s ≤ k − 1, then
∞∑
n1,...,nk=1
ϑk,s(n1, . . . , nk)
nz11 · · ·n
zk
k
= ζ(z1) · · · ζ(zk)Hk,s(z1, . . . , zk),
where
Hk,s(z1, . . . , zk) =
∏
p

 ∏
1≤j≤s
(
1−
1
pzj
)
+
∏
s+1≤j≤k
(
1−
1
pzj
)
−
∏
1≤j≤k
(
1−
1
pzj
) (3.6)
is absolutely convergent if ℜzj ≥ 0 (1 ≤ j ≤ k) and ℜ(zj + zℓ) > 1 (1 ≤ j ≤ s, s + 1 ≤ ℓ ≤ k).
In particular, for z1 = · · · = zk = 1,
Hk,s(1, . . . , 1) =
∏
p
(
1−
pFk,s(p) + (−1)
k
pk
)
is absolutely convergent, where Fk,s(p) is defined by (2.1).
Proof. The function ϑk,s(n1, . . . , nk) is multiplicative, hence its Dirichlet series can be expanded
into an Euler product. Using (3.5) we deduce
∞∑
n1,...,nk=1
ϑk,s(n1, . . . , nk)
nz11 · · ·n
zk
k
=
∏
p
∞∑
ν1,...,νk=0
ϑk,s(p
ν1 , . . . , pνk)
pν1z1+···+νkzk
=
∏
p

 ∞∑
ν1,...,νs=0
1
pν1z1+···+νszs
+
∞∑
νs+1,...,νk=0
1
pνs+1zs+1+···+νkzk
− 1


=
∏
p

 ∏
1≤j≤s
(
1−
1
pzj
)−1
+
∏
s+1≤j≤k
(
1−
1
pzj
)−1
− 1

 ,
which gives the desired formula by factoring out
∏
1≤j≤k
∏
p
(
1− 1
pzj
)−1
= ζ(z1) · · · ζ(zk).
Observe that, performing the multiplications in (3.6), all terms with pe cancel out, where
e = zi1 + · · · + zij such that 1 ≤ i1 < · · · < ij ≤ s or s + 1 ≤ i1 < · · · < ij ≤ k. This
gives the result on the absolute convergence.
If z1 = · · · = zk = 1, then
Hk,s(1, . . . , 1) =
∏
p
((
1−
1
p
)s
+
(
1−
1
p
)k−s
−
(
1−
1
p
)k)
=
∏
p
(
1−
pFk,s(p) + (−1)
k
pk
)
,
by a direct computation.
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Lemma 3.3. Let 1 ≤ s ≤ k − 1. For every n1, . . . , nk ∈ N,
ϑk,s(n1, . . . , nk) =
∑
d1|n1,...,dk|nk
λk,s(d1, . . . , dk),
where the function λk,s is multiplicative, and for any prime powers p
ν1 , . . . , pνk (ν1, . . . , νk ∈ N0)
λk,s(p
ν1 , . . . , pνk) =


1, ν1 = · · · = νk = 0,
(−1)ν1+···+νk−1, ν1, . . . , νk ∈ {0, 1},
ν1 + · · ·+ νs ≥ 1, νs+1 + · · · + νk ≥ 1
0, otherwise.
(3.7)
Proof. This follows at once by Lemma 3.2, where
Hk,s(z1, . . . , zk) =
∞∑
n1,...,nk=1
λk,s(n1, . . . , nk)
nz11 · · ·n
zk
k
.
Note that λk,s(p
ν1 , . . . , pνk) = 0 provided that (i) νi ≥ 2 for at least one 1 ≤ i ≤ k, or (ii)
νi = 1 for at least one 1 ≤ i ≤ s and νs+1 = · · · = νk = 0, or (iii) νi = 1 for at least one
s + 1 ≤ i ≤ k and ν1 = · · · = νs = 0. If ν1 = · · · = νk = 1, then λk,s(p, . . . , p) = (−1)
k−1 for
every prime p.
Lemma 3.4. Let 1 ≤ s ≤ k − 1. For every n ≥ k we have
Ak,s(n) =
∑
δ|n
µ2(δ)(−1)(k−1)ω(δ)
∑
1≤j1,...,jk≤n/δ
gcd(j1,...,jk)=1
gcd(j1···jk,δ)=1
λk,s(j1, . . . , jk)N(n/δ; j1, . . . , jk). (3.8)
Proof. By the definitions of Ak,s(n) and ϑk,s(n1, . . . , nk), and by Lemma 3.3 we have
Ak,s(n) =
∑
x1,...,xk≥1
x1+···+xk=n
ϑk,s(x1, . . . , xk) =
∑
x1,...,xk≥1
x1+···+xk=n
∑
d1|x1,...,dk|xk
λk,s(d1, . . . , dk)
=
∑
1≤d1,...,dk≤n
λk,s(d1, . . . , dk)
∑
a1,...,ak≥1
d1a1+···+dkak=n
1
=
∑
1≤d1,...,dk≤n
λk,s(d1, . . . , dk)N(n; d1, . . . , dk).
Let δ = gcd(d1, . . . , dk). If δ 6 | n, then the equation d1a1 + · · · + dkak = n has no solutions
in a1, . . . , ak. If δ | n, then N(n; d1, . . . , dk) = N(n/δ; d1/δ, . . . , dk/δ). We deduce, by grouping
the terms according to the values of δ,
Ak,s(n) =
∑
δ|n
∑
1≤d1,...,dk≤n
gcd(d1,...,dk)=δ
λk,s(d1, . . . , dk)N(n/δ; d1/δ, . . . , dk/δ)
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=
∑
δ|n
∑
1≤j1,...,jk≤n/δ
gcd(j1,...,jk)=1
λk,s(j1δ, . . . , jkδ)N(n/δ; j1, . . . , jk). (3.9)
If gcd(j1 · · · jk, δ) 6= 1, then at least one jiδ is not squarefree and λk,s(j1δ, . . . , jkδ) = 0.
If gcd(j1 · · · jk, δ) = 1, then λk,s(j1δ, . . . , jkδ) = λk,s(j1, . . . , jk)λk,s(δ, . . . , δ) by multiplicativ-
ity. Also, if δ is not squarefree, then λk,s(δ, . . . , δ) = 0. If δ = p1 · · · pr is squarefree, then
λk,s(δ, . . . , δ) = λk,s(p1, . . . , p1) · · · λk,s(pr, . . . , pr) = (−1)
(k−1)ω(δ) .
Inserting these into (3.9) gives the desired formula.
Lemma 3.5. If 1 ≤ s ≤ k − 1, then for every δ ∈ N,
Tδ :=
∞∑
j1,...,jk=1
gcd(j1,...,jk)=1
gcd(j1···jk,δ)=1
λk,s(j1, . . . , jk)
j1 · · · jk
=
∏
p6 | δ
(
1−
Fk,s(p)
pk−1
)
.
Proof. We have
Tδ =
∞∑
j1,...,jk=1
gcd(j1···jk,δ)=1
λk,s(j1, . . . , jk)
j1 · · · jk
∑
c|gcd(j1,...,jk)
µ(c)
=
∞∑
c,v1,...,vk=1
gcd(cv1···vk ,δ)=1
µ(c)λk,s(cv1, . . . , cvk)
cv1 · · · cvk
=
∞∑
c=1
(c,δ)=1
µ(c)λk,s(c, . . . , c)
ck
∞∑
v1,...,vk=1
gcd(v1···vk,cδ)=1
λk,s(v1, . . . , vk)
v1 · · · vk
,
by using the same properties of the function λk,s as in the proof of Lemma 3.4. We obtain from
Lemma 3.2 that
Tδ =
∞∑
c=1
(c,δ)=1
µ(c)λk,s(c, . . . , c)
ck
∏
p6 | cδ
(
1−
pFk,s(p) + (−1)
k
pk
)
=
∏
p6 | δ
(
1−
pFk,s(p) + (−1)
k
pk
) ∞∑
c=1
(c,δ)=1
µ(c)λk,s(c, . . . , c)
ck
∏
p|c
(
1−
pFk,s(p) + (−1)
k
pk
)−1
=
∏
p6 | δ
(
1−
pFk,s(p) + (−1)
k
pk
)∏
p6 | δ

1− λk,s(p, . . . , p)
pk
(
1−
pFk,s(p)+(−1)k
pk
)

 =∏
p6 | δ
(
1−
Fk,s(p)
pk−1
)
,
using that λk,s(p, . . . , p) = (−)
k−1.
Proof of Theorem 2.1. By applying Lemma 3.1 we have
N(n/δ; j1, . . . , jk) =
(n/δ)k−1
(k − 1)!j1 · · · jk
+O
(
(n/δ)k−2(j1 + · · ·+ jk)
j1 · · · jk
)
,
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and inserting it into (3.8) gives
Ak,s(n) =
nk−1
(k − 1)!
∑
δ|n
µ2(δ)
δk−1
(−1)(k−1)ω(δ)
∞∑
j1,...,jk=1
gcd(j1,...,jk)=1
gcd(j1···jk,δ)=1
λk,s(j1, . . . , jk)
j1 · · · jk
+R1 +R2, (3.10)
where
R1 ≪ n
k−1
∑
δ|n
µ2(δ)
δk−1
∑′
j1,...,jk
|λk,s(j1, . . . , jk)|
j1 · · · jk
(3.11)
with
∑′
meaning that j1, . . . , jk ≤ n/δ does not hold, that is, there exists at least one i (1 ≤
i ≤ k) such that ji > n/δ, and
R2 ≪ n
k−2
∑
δ|n
µ2(δ)
δk−2
∑
j1,...,jk≤n/δ
(j1 + · · ·+ jk)|λk,s(j1, . . . , jk)|
j1 · · · jk
. (3.12)
According to Lemma 3.5 the main term in (3.10) is
nk−1
(k − 1)!
∏
p
(
1−
Fk,s(p)
pk−1
)∑
δ|n
µ2(δ)
δk−1
(−1)(k−1)ω(δ)
∏
p|δ
(
1−
Fk,s(p)
pk−1
)−1
=
nk−1
(k − 1)!
∏
p
(
1−
Fk,s(p)
pk−1
)∏
p|n
(
1 +
(−1)k−1
pk−1
(
1−
Fk,s(p)
pk−1
)−1)
=
nk−1
(k − 1)!
∏
p
(
1−
Fk,s(p)
pk−1
)∏
p|n
(
1 +
(−1)k−1
pk−1 − Fk,s(p)
)
=
nk−1
(k − 1)!
Ck,sfk,s(n).
To estimate R2 note that for any i (1 ≤ i ≤ k),
S :=
∑
j1,...,jk≤x
ji|λk,s(j1, . . . , jk)|
j1 · · · jk
=
∑
j1,...,jk≤x
|λk,s(j1, . . . , jk)|
j1 · · · ji−1ji+1 · · · jk
≤
∏
p≤x
∞∑
ν1,...,νk=0
|λk,s(p
ν1 , . . . , pνk)|
pν1+···+νi−1+νi+1+···+νk
=
∏
p≤x
(
1 +
c1
p
+
c2
p2
+ · · ·+
ck−1
pk−1
)
,
by (3.7), where c1, . . . , ck−1 are certain positive integers. We need the precise value of c1. If
1 ≤ i ≤ s, then we have p in the denominator if and only if νi = 1 and exactly one of νs+1, . . . , νk
is 1, all other values νj being 0, which occurs k − s times. That is, c1 = k − s. In the case
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s + 1 ≤ i ≤ k, the denominator is p if and only if νi = 1 and exactly one of ν1, . . . , νs is 1, all
other values νj being 0, which occurs s times. So, in this case c1 = s.
We deduce that
S ≪
∏
p≤x
(
1 +
1
p
)max(s,k−s)
≪ (log x)max(s,k−s), (3.13)
by Mertens’ theorem. For x = n/δ we obtain from (3.12) that
R2 ≪ n
k−2
∑
δ|n
µ2(δ)
δk−2
(log n/δ)max(s,k−s) ≤ nk−2(log n)max(s,k−s)
∏
p|n
(
1 +
1
pk−2
)
, (3.14)
where
∏
p|n
(
1 + 1
pk−2
)
≪ 1 if k ≥ 4 and it is
∏
p|n
(
1 + 1p
)
= nϕ(n)
∏
p|n
(
1− 1
p2
)
≪ log log n if
k = 3.
Now we estimate R1. Consider the sums∑′
j1,...,jk
|λk,s(j1, . . . , jk)|
j1 · · · jk
with n/δ = x, and assume that ji > x for i ∈ I ⊆ {1, . . . , k} and jℓ ≤ x for ℓ /∈ I. That is, we
need to estimate the sum
U :=
∑
ji>x, i∈I
jℓ≤x, ℓ/∈I
|λk,s(j1, . . . , jk)|
j1 · · · jk
.
Let m = #I. We distinguish the following cases:
Case i) m ≥ 3: if 0 < ε < 1/2, then
U =
∑
ji>x, i∈I
jℓ≤x, ℓ/∈I
|λk,s(j1, . . . , jk)|
∏
i∈I j
ε−1/2
i∏
i∈I j
ε+1/2
i
∏
ℓ/∈I jℓ
≤ xm(ε−1/2)
∞∑
j1,...,jk=1
|λk,s(j1, . . . , jk)|∏
i∈I j
ε+1/2
i
∏
ℓ/∈I jℓ
≪ xm(ε−1/2),
since the latter series is convergent by Lemma 3.2. Using that m(ε − 1/2) < −1 for 0 < ε <
(m− 2)/(2m), here we need m ≥ 3, we obtain that U ≪ 1x .
Case ii) m = 1: Assume that I = {a}, ja > x and jℓ ≤ x for all ℓ 6= a. Consider a prime
p. If p | jℓ for some ℓ 6= a, then p ≤ x. If p | ja and p > x, then p 6 | jℓ for every ℓ 6= a and
λk,s(j1, . . . , jk) = 0 by its definition (3.7). Hence it is enough to select the primes p ≤ x. We
deduce
U <
1
x
∑
ja>x
jℓ≤x, ℓ 6=a
|λk,s(j1, . . . , jk)|
j1 · · · ja−1ja+1 · · · jk
≤
1
x
∏
p≤x
∞∑
ν1,...,νk=0
|λk,s(p
ν1 , . . . , pνk)|
pν1+···+νa−1+νa+1+···+νk
≪
1
x
(log x)max(s,k−s),
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similar to the estimate (3.13).
Case iii) m = 2: Assume that I = {a, b}, that is, ja, jb > x and jℓ ≤ x for all ℓ 6= a, b.
Furthermore, suppose that 1 ≤ a, b ≤ s or s + 1 ≤ a, b ≤ k. Let p be a prime. If p | jℓ for
some ℓ 6= a, b, then p ≤ x. If p | ja or p | jb, and p > x, then p 6 | jℓ for every ℓ 6= a, b and
λk,s(j1, . . . , jk) = 0 by (3.7). So, it is enough to consider the primes p ≤ x. Similar to the case
ii) we deduce that
U <
1
x
∑
ja,jb>x
jℓ≤x, ℓ 6=a,b
|λk,s(j1, . . . , jk)|
j1 · · · ja−1ja+1 · · · jk
≤
1
x
∏
p≤x
∞∑
ν1,...,νk=0
|λk,s(p
ν1 , . . . , pνk)|
pν1+···+νa−1+νa+1+···+νk
≪
1
x
(log x)max(s,k−s).
Hence, we need to handle one more case, namely when ja, jb > x, where 1 ≤ a ≤ s,
s+ 1 ≤ b ≤ k and jℓ ≤ x for all ℓ 6= a, b. We split the sum U into two sums, namely
U =
∑
ja,jb>x
jℓ≤x, ℓ 6=a,b
|λk,s(j1, . . . , jk)|
j1 · · · jk
=
∑
ja>x3/2, jb>x
jℓ≤x, ℓ 6=a,b
|λk,s(j1, . . . , jk)|
j1 · · · jk
+
∑
x3/2≥ja>x, jb>x
jℓ≤x, ℓ 6=a,b
|λk,s(j1, . . . , jk)|
j1 · · · jk
=: U1 + U2,
say, where
U1 =
∑
ja>x3/2, jb>x
jℓ≤x, ℓ 6=a,b
|λk,s(j1, . . . , jk)|
j
1/3
a
∏
ℓ 6=a jℓ
1
j
2/3
a
≤
1
x
∞∑
j1,...,jk=1
|λk,s(j1, . . . , jk)|
j
1/3
a
∏
ℓ 6=a jℓ
≪
1
x
,
since the series is convergent.
At the same time,
U2 ≤
1
x
∑
x3/2≥ja, jb>x
jℓ≤x, ℓ 6=a,b
|λk,s(j1, . . . , jk)|∏
1≤ℓ≤k,ℓ 6=b jℓ
where ja ≤ x
3/2, jb > x, jℓ ≤ x (ℓ 6= a, b). Let p be a prime. If p | jℓ for an ℓ ∈ {1, . . . , k} \ {b},
then p ≤ x3/2. If p | jb and p > x
3/2, then p 6 | jℓ for every ℓ 6= b and λk,s(j1, . . . , jk) = 0 by its
definition. Hence it is enough to take the primes p ≤ x3/2. We deduce, as above,
U2 ≤
1
x
∏
p≤x3/2
∞∑
ν1,...,νk=0
|λk,s(p
ν1 , . . . , pνk)|
pν1+···+νb−1+νb+1+···+νk
≪
1
x
(log x3/2)max(s,k−s) ≪
1
x
(log x)max(s,k−s).
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Hence for every m ≥ 1,
U ≪
1
x
(log x)max(s,k−s),
which applied for x = n/δ in (3.11) gives
R1 ≪ n
k−2
∑
δ|n
µ2(δ)
δk−2
(log n/δ)max(s,k−s),
leading to the same estimate for R1 as that in (3.14) obtained for R2.
This finishes the proof of Theorem 2.1.
3.3 The sum Bk,t(n)
Similar to the proof of Theorem 2.1, consider the characteristic function of the k-tuples of
positive integers with t-wise relatively prime components, i.e., let
̺k,t(n1, . . . , nk) =
{
1, if gcd(ni1 , . . . nit) = 1 for 1 ≤ i1 < . . . < it ≤ k,
0, otherwise.
The function ̺k,t(n1, . . . , nk) is symmetric in all variables and it is a multiplicative function
of k variables. For every prime p and every ν1, . . . , νr ∈ N0 one has
̺k,t(p
ν1 , . . . , pνk) =
{
1, if there are at most t− 1 values νi ≥ 1,
0, otherwise.
The following result on the multiple Dirichlet series of the function̺k,t was proved in our
paper [8]. Let ej(x1, . . . , xk) =
∑
1≤i1<...<ij≤k
xi1 · · · xij denote the elementary symmetric poly-
nomials in x1, . . . , xk of degree j.
Lemma 3.6 ([8, Th. 2.1]). Let 2 ≤ t ≤ k. Then
∞∑
n1,...,nk=1
̺k,t(n1, . . . , nk)
nz11 · · ·n
zk
r
= ζ(z1) · · · ζ(zk)Lk,t(z1, . . . , zk),
where
Lk,t(z1, . . . , zk) =
∏
p

1− k∑
j=t
(−1)j−t
(
j − 1
t− 1
)
ej(p
−z1 , . . . , p−zk)


is absolutely convergent if ℜ(zi1 + · · ·+ zij ) > 1 for every 1 ≤ i1 < . . . < ij ≤ k with t ≤ j ≤ k.
In particular, for s1 = · · · = sk = 1,
Lk,t(1, . . . , 1) =
∏
p
pGk,t(p) + (−1)
k−t+1
(k−1
t−1
)
pk
is absolutely convergent, where Gk,t(p) is defined by (2.2).
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Lemma 3.7. Let 2 ≤ t ≤ k. Then for every n1, . . . , nk ∈ N,
̺k,t(n1, . . . , nk) =
∑
d1|n1,...,dk|nk
ψk,t(d1, . . . , dk),
where the function ψk,t is multiplicative, and for any prime powers p
ν1 , . . . , pνk (ν1, . . . , νk ∈ N0),
ψk,t(p
ν1 , . . . , pνk) =


1, ν1 = . . . = νk = 0,
(−1)j−t+1
(j−1
t−1
)
, ν1, . . . , νk ∈ {0, 1}, j := ν1 + . . .+ νk ≥ t,
0, otherwise.
(3.15)
Proof. This follows by Lemma 3.6, where
Lk,t(z1, . . . , zk) =
∞∑
n1,...,nr=1
ψk,t(n1, . . . , nk)
nz11 · · ·n
zk
k
.
Lemma 3.8. Let 2 ≤ t ≤ k. For every n ≥ k we have
Bk,t(n) =
∑
δ|n
µ2(δ)
(
(−1)k−t+1
(
k − 1
t− 1
))ω(δ) ∑
1≤j1,...,jk≤n/δ
gcd(j1,...,jk)=1
gcd(j1···jk,δ)=1
ψk,t(j1, . . . , jk)N(n/δ; j1, . . . , jk).
(3.16)
Proof. We follow the same steps as in the proof of Lemma 3.4. First, by the definitions of Bk,t(n)
and ̺k,t(n1, . . . , nk), and by Lemma 3.7 we have
Bk,t(n) =
∑
x1,...,xk≥1
x1+···+xk=n
̺k,t(x1, . . . , xk) =
∑
x1,...,xk≥1
x1+···+xk=n
∑
d1|x1,...,dk|xk
ψk,t(d1, . . . , dk)
=
∑
1≤d1,...,dk≤n
ψk,t(d1, . . . , dk)
∑
a1,...,ak≥1
d1a1+···+dkak=n
1
=
∑
1≤d1,...,dk≤n
ψk,t(d1, . . . , dk)N(n; d1, . . . , dk).
By grouping the terms according to the values of δ = gcd(a1, . . . , ak),
Bk,t(n) =
∑
δ|n
∑
1≤j1,...,jk≤n/δ
gcd(j1,...,jk)=1
ψk,t(j1δ, . . . , jkδ)N(n/δ; j1 , . . . , jk). (3.17)
Here we need some properties of the function ψk,t, defined by (3.15), which are similar to the
function λk,s. Namely, if gcd(j1 · · · jk, δ) 6= 1, then ψk,t(j1δ, . . . , jkδ) = 0. If gcd(j1 · · · jk, δ) = 1,
then ψk,t(j1δ, . . . , jkδ) = ψk,t(j1, . . . , jk)ψk,t(δ, . . . , δ). If δ is not squarefree, then ψk,t(δ, . . . , δ) =
0. If δ is squarefree, then ψk,t(δ, . . . , δ) =
(
(−1)k−t+1
(k−1
t−1
))ω(δ)
.
From (3.17) we obtain the desired formula.
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Lemma 3.9. If 2 ≤ t ≤ k, then for every δ ∈ N,
Vδ :=
∞∑
j1,...,jk=1
gcd(j1,...,jk)=1
gcd(j1···jk,δ)=1
ψk,t(j1, . . . , jk)
j1 · · · jk
=
∏
p6 | δ
Gk,t(p)
pk−1
,
Proof. We have
Vδ =
∞∑
j1,...,jk=1
gcd(j1···jk,δ)=1
ψk,t(j1, . . . , jk)
j1 · · · jk
∑
c|gcd(j1,...,jk)
µ(c)
=
∞∑
c,v1,...,vk=1
gcd(cv1···vk ,δ)=1
µ(c)ψk,t(cv1, . . . , cvk)
cv1 · · · cvk
=
∞∑
c=1
(c,δ)=1
µ(c)ψk,t(c, . . . , c)
ck
∞∑
v1,...,vk=1
gcd(v1···vk ,cδ)=1
ψk,t(v1, . . . , vk)
v1 · · · vk
,
by using the properties of the function ψk,t, explained in the proof of Lemma 3.8. We deduce
from Lemma 3.6 that
Vδ =
∞∑
c=1
(c,δ)=1
µ(c)ψk,t(c, . . . , c)
ck
∏
p6 | cδ
pGk,t(p) + (−1)
k−t+1
(
k−1
t−1
)
pk
=
∏
p6 | δ
pGk,t(p) + (−1)
k−t+1
(k−1
t−1
)
pk
∞∑
c=1
(c,δ)=1
µ(c)ψk,t(c, . . . , c)
ck
∏
p|c
(
pGk,t(p) + (−1)
k−t+1
(k−1
t−1
)
pk
)−1
=
∏
p6 | δ
pGk,t(p) + (−1)
k−t+1
(k−1
t−1
)
pk
∏
p6 | δ
(
1−
ψk,t(p, . . . , p)
pk
·
pk
pGk,t(p) + (−1)k−t+1
(k−1
t−1
)
)
=
∏
p6 | δ
Gk,t(p)
pk−1
,
using that ψk,t(p, . . . , p) = (−)
k−t+1
(k−1
t−1
)
.
We also need the following estimates proved in [8, Sect. 4], by similar arguments as given in
the proof of Theorem 2.1.
Lemma 3.10. Let 2 ≤ t ≤ k. Then for any i (1 ≤ i ≤ k),
∑
j1,...,jk≤x
|ψk,t(j1, . . . , jk)|
j1 · · · ji−1ji+1 · · · jk
≪
{
1, if t ≥ 3,
(log x)k−1, if t = 2.
(3.18)
Furthermore,
∑′
j1,...,jk
|ψk,t(j1, . . . , jk)|
j1 · · · jk
≪
{
x−1, if t ≥ 3,
x−1(log x)k−1, if t = 2,
(3.19)
with
∑′
meaning that there is at least one i (1 ≤ i ≤ k) such that ji > x and jℓ ≤ x for the
other values of ℓ.
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Proof of Theorem 2.2. Identity (3.16) and Lemma 3.1 lead to
Bk,t(n) =
nk−1
(k − 1)!
∑
δ|n
µ2(δ)
δk−1
(
(−1)k−t+1
(
k − 1
t− 1
))ω(δ) ∞∑
j1,...,jk=1
gcd(j1,...,jk)=1
gcd(j1···jk,δ)=1
ψk,t(j1, . . . , jk)
j1 · · · jk
+R3 +R4,
(3.20)
where
R3 ≪ n
k−1
∑
δ|n
µ2(δ)
δk−1
(
k − 1
t− 1
)ω(δ) ∑′
j1,...,jk
|ψk,t(j1, . . . , jk)|
j1 · · · jk
and
R4 ≪ n
k−2
∑
δ|n
µ2(δ)
δk−2
(
k − 1
t− 1
)ω(δ) ∑
j1,...,jk≤n/δ
(j1 + · · ·+ jk)|ψk,t(j1, . . . , jk)|
j1 · · · jk
.
According to Lemma 3.9 the main term in (3.20) is
nk−1
(k − 1)!
∏
p
Gk,t(p)
pk−1
∑
δ|n
µ2(δ)
δk−1
(
(−1)k−t+1
(
k − 1
t− 1
))ω(δ)∏
p|δ
(
Gk,t(p)
pk−1
)−1
=
nk−1
(k − 1)!
∏
p
Gk,t(p)
pk−1
∏
p|n
(
1 +
(−1)k−t+1
(k−1
t−1
)
Gk,t(p)
)
=
nk−1
(k − 1)!
Dk,tgk,t(n).
To estimate R3 we apply (3.19) in the case x = n/δ. We deduce that if k ≥ t ≥ 3, then
R3 ≪ n
k−2
∑
δ|n
µ2(δ)
δk−2
(
k − 1
t− 1
)ω(δ)
= nk−2
∏
p|n
(
1 +
1
pk−2
(
k − 1
t− 1
))
,
which is ≪ nk−2 if k ≥ 4. If k = t = 3, then we get R3 ≪ n
∏
p|n
(
1 + 1p
)
≪ n log log n.
However, formula (1.3) shows that in this case the final error term is O(n).
If k = 3, t = 2, then
R3 ≪ n
∑
δ|n
µ2(δ)
δ
2ω(δ) (log n/δ)2 ≤ n(log n)2
∏
p|n
(
1 +
2
p
)
≤ n(log n)2
∏
p|n
(
1 +
1
p
)2
≪ n(log n)2(log log n)2.
To estimate R4 we apply (3.18). We deduce that if t ≥ 3, then
R4 ≪ n
k−2
∑
δ|n
µ2(δ)
δk−2
(
k − 1
t− 1
)ω(δ)
= nk−2
∏
p|n
(
1 +
1
pk−2
(
k − 1
t− 1
))
,
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leading to R4 ≪ n
k−2 if k ≥ 4 and to R3 ≪ n
∏
p|n
(
1 + 1p
)
≪ n log log n if k = t = 3. However,
in the latter case the final error term is O(n) by (1.3), already mentioned above.
If t = 2, k ≥ 3, then we have
R4 ≪ n
k−2
∑
δ|n
µ2(δ)
δk−2
(k − 1)ω(δ) (log n/δ)k−1 ≤ nk−2(log n)k−1
∏
p|n
(
1 +
k − 1
pk−2
)
which is ≪ nk−2(log n)k−1 if k ≥ 4, and is ≪ n(log n)2(log log n)2 if k = 3.
This completes the proof of Theorem 2.2.
References
[1] G. Alon and P. L. Clark, On the number of representations of an integer by a linear form,
J. Integer Seq. 8 (2005), no. 5, Article 05.5.2, 17 pp.
[2] D. Bubboloni, F. Luca, and P. Spiga, Compositions of n satisfying some coprimality con-
ditions, J. Number Theory 132 (2012), 2922–2946.
[3] M Cimpoeas¸ and F. Nicolae, On the restricted partition function, Ramanujan J. 47 (2018),
no. 3, 565–588.
[4] L. Comtet, Advanced Combinatorics, The Art of Finite and Infinite Expansions, D. Reidel
Publishing Co., Dordrecht, 1974.
[5] K. Dilcher and Ch. Vignat, An explicit form of the polynomial part of a restricted partition
function, Res. Number Theory 3 (2017), Paper No. 1, 12 pp.
[6] H. W. Gould, Binomial coefficients, the bracket function, and compositions with relatively
prime summands, Fibonacci Quart. 2 (1964), 241–260.
[7] J. Thomas, Compositions with 3 pairwise coprime parts, Preprint, 2020, arXiv:2001.12001
[math.NT].
[8] L. To´th, Counting r-tuples of positive integers with k-wise relatively prime components,
J. Number Theory 166 (2016), 105–116.
La´szlo´ To´th
Department of Mathematics
University of Pe´cs
Ifju´sa´g u´tja 6, 7624 Pe´cs, Hungary
E-mail: ltoth@gamma.ttk.pte.hu
16
