ABSTRACT A DDoS attack is one of the most serious threats to the current Internet. The Router throttling is a popular method to response against DDoS attacks. Currently, coordinated team learning (CTL) has adopted tile coding for continuous state representation and strategy learning. It is suitable for this distributed challenge but lacks robustness. Our first contribution is that we adapt deep network as function approximation for continuous state representation, as a deep reinforcement learning approach is robust in many different Atari games with a little modification of the learning architecture. Furthermore, current multiagent router throttling methods only consider traffic-reading information. Therefore, for a homogeneous team scenario, all agents can share parameters with the same deep network. However, for heterogeneous team scenarios, if all agents still share one deep network, the learning policy may not be sufficiently ideal. Our second contribution is that we add team structure information so that all agents can still share one deep network. However, deep reinforcement learning is a considerably time-consuming task. Transfer learning is an appropriate method because learning policy in a simple scenario allows us to transfer the policy to other different and even complex scenarios. For transfer learning regarding the DDoS control problem, we propose a progressive transfer learning approach, which is our third contribution. Therefore, we can learn a better policy with less time consumption. Moreover, with progressive transfer learning, we can promote our method in a more complex environment. The experimental results validate that our three contributions truly achieve better performance than the existing methods.
I. INTRODUCTION
With the increase in Internet bandwidth and the continuous release of various DDoS hacking tools, the implementation of DDoS attacks is becoming easier [1] , and the events of DDoS attacks are on the rise [2] , [3] . In September 2016 [4] , the website of computer security consultant Brian Krebs was hit with 620 Gbps of traffic [5] . At approximately the same time, an even larger DDoS attack using Mirai malware, peaking at 1.1 Tbps, targeted the French web host and cloud service provider OVH.3. The most notable DDoS attack occurred in October 2016 against a service provider, which took down hundreds of websites, including Twitter, Netflix, Reddit, and GitHub, and lasted for several hours.
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A distributed and coordinated defense mechanism is required to tackle the DDoS problem. To stop or reduce the aggregate traffic, we need a massive amount of router nodes or agents to cooperate with each other [6] , [7] . Router throttling [8] is a suitable method to solve the DDoS problem, since the throttling router can throttle its traffic so that the total traffic towards the given victim server can be reduced. Router throttling has been implemented on the CROSS/Linux software router running on a Pentium III/864 MHz machine [8] . Thus, it can be easily implemented in real-world scenarios.
The router throttling based DDoS attack response problem can be viewed as Markov Decision Problem (MDP), which are systems that change state stochastically, with the probability distribution for each transition determined by the current state, and the action chosen by a learning system [9] . A number of reinforcement learning algorithms have been VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/
proposed that are guaranteed to learn a policy (a mapping from states to actions). The goal of reinforcement learning is to maximize the expected, total, discounted reward during each episode.
As the DDoS problem exhibits high complexity and multidimensionality, multiagent reinforcement learning (MARL) can create an automated and effective response against DDoS attacks. Malialis and Kudenko (2015) [7] proposed the hierarchical communication (Comm) mechanism combined with the coordinated team learning (CTL) method, which is a new method extended to the original multiagent router throttling method. However, the above MARL methods use tile coding [10] for a single agent to learn a strategy. The limitation of tile coding is that it requires human designers to select the width of each tile in each dimension correctly [11] . Thus, tile coding based methods are not robust enough for different environmental parameters.
Mnih et al. [12] , [13] apply deep learning to seven Atari 2600 games from the ARCADE learning environment without tuning the structure or learning algorithm. It achieves superior performance compared with all previous methods on six games and surpasses human experts on three of the games. Moreover, deep reinforcement learning (Deep Q Network, DQN) can be adapted to many different Atari games without adjustment of the structure or learning algorithm [14] . Thus, we adapt the deep network for router throttling. In this paper, we mainly adopt Deep Q Network (DQN) as a reinforcement learning method for throttling router to learn a policy.
For the DDoS flood control problem, the structure of the network environment is quite complex. To simplify the problem, Malialis and Kudenko (2015) [7] considered the team structure to be the same. As the team structure of the CTL method is homogeneous, the reward of agents in the same team is the same and the policy of all agents is also similar. Thus, all agents can share parameters of the same deep network [15] , [16] . Parameter sharing also dramatically reduces the number of parameters that must be learned, thereby speeding learning [17] . However, in the real network environment, the team structures are quite different from each other. Thus, only coping with the homogeneous team scenario problem is not sufficient. Moreover, for a heterogeneous team scenario, if all agents still share the same deep network, the learning policy may not be ideal enough. However, if we can add the team structure information, all agents can still share one deep network. Therefore, we add the team structure information to the state information so that we can cope with a scenario with a more complex environment.
Many reinforcement learning (RL) tasks are difficult to learn from scratch. It is often easier to learn a simple task first and then solve the difficult task based on the learned knowledge from a simple task. This idea is known as transfer learning or curriculum learning [10] , [18] , and it can be extended to RL problems with multiple cooperating agents. In a cooperative multiagent environment, the tasks become more difficult as the number of agents increases. If the source task is similar to the target task, it can be easily solved by directly transfer learning. However, if the source task is quite different from the target task, directly transfer learning may fail.
In this paper, we propose a progressive transfer deep coordinated team learning with team structure information (PT-DCTL+TS) method. Our approach extends the work of multiagent router throttling by making several contributions:
1. We adapt deep network for state representation (function approximation for continuous state space), as deep reinforcement learning is robust in many different Atari games with little modification of the learning architecture. The deep network based reinforcement learning is more robust than the tile coding based reinforcement learning method for this problem.
2. We add team structure information for the state input so that all agents can still share one deep network for a heterogeneous team scenario. For a homogeneous team scenario, all agents can share parameters with the same deep network; however, for a heterogeneous team scenario, if all agents still share one deep network, the learning policy may not be sufficiently ideal.
3. We propose a progressive transfer learning method that can learn a better policy with less time consumption. If we have learned a policy in a simple scenario, then we can transfer the policy to other different and even complex scenarios. However, if the source task is quite different from the target task, we can progressively transfer some transfer learning steps because within each step, the source task is similar to the target task.
The organization of the paper is as follows. Section II introduces the background of DDoS attacks and Router Throttling mechanism. We discuss the related work in Section III, focusing on the DDoS defense mechanisms and an analysis of previous work. Our proposed approach and its design details are introduced in Section IV. The experimental setup is provided in Section V, and we compare our proposed method with some existing methods in different environmental settings. We conclude in Section VI, where we analyze the advantages and existing issues of our approach and present directions for future work.
II. BACKGROUND
The problem of router throttling of DDoS attacks can be viewed as a resource management problem. The goal is to protect a victim server so that it is safe from the excessive traffic that arrives over a global network.
A. DISTRIBUTED DENIAL OF SERVICE ATTACKS AND ROUTER THROTTLING RESPONSE
In this section (distributed denial of service attacks) we will introduce the attack model of DDoS, and the router throttling response for DDoS attack.
1) DDoS ATTACK MODEL
A DDoS attack is a highly coordinated attack, and the framework of the DDoS attack model [19] is shown in Fig.1 . [19] . An attacker control a large amount of terminals to launch a DDoS attack.
The model consists of four elements, they are the attacker, handlers, terminals, and victim server. The terminals are compromised by the attacker, which constitute a botnet. Specifically, the attacker installs some malicious software on vulnerable terminals to communicate with and control them, these terminals are regarded as handlers. The attacker communicates with the handlers, which then control the terminals in order to launch a DDoS attack towards the victim server. The attacker will send massive useless traffic towards the victim server, the traffic will rapidly overload the server, exhaust server's resources and make it unavailable to its intended users or customers.
It is challenging to defend a DDoS threat for many reasons [20] . These reasons include the distributed traffic (the attack traffic flows originate from terminals spread all over the Internet), the large volume of traffic (which is unlikely to be stopped by a single defense point near the server), the similarity of the attack traffic to legitimate packets (since the damage is caused by the aggregated volume and not packet contents), and the difficulty of tracing the attack back (IP spoofing). To combat the distributed nature of DDoS attacks, a distributed and coordinated defense mechanism is needed. Moreover, many defensive nodes that are differently located cooperate with each other to reduce the accumulated traffic.
2) ROUTER THROTTLING RESPONSE
Router throttling is a suitable method for responding DDoS attack. Router throttling mechanism can be viewed as a resource management problem. Each throttling router has an agent that can decide how much packets will be throttled.
In this paper, the aggregate traffic is defined as packets from certain region arrived at routers or servers over the last W seconds, which is called monitor window. Assume x i is the aggregate legitimate traffic over region i, y i is the aggregate attack traffic launched by attackers over region i at the timestamp t, a i ∈ [0, 1] is the throttling rate (a i = 0 means all packets including legitimate and attack traffic will be sent to servers; a i = 1 means all traffic (legitimate and attack) will be throttled). The goal of a dense mechanism or policy is to maximize the average legitimate traffic passing rate during a time interval T as shown in (1) , where N is the number of throttling routers. We hope resources provided by server can be utilized by legitimate users as much as possible, however, the aggregate traffic passed to servers should be less than the load limits U s to make sure server's safety, as shown in (1) .
B. THROTTING ROUTER AGENTS
The main components of router throttling mechanize are the throttling routers. Each throttling router has an agent that can decide how much packets will be throttled. Here, the agent is a reinforcement learning agent. The framework of router throttling is shown in Fig.2 . The throttling routers (agents) get state information from the environment, and choose actions to change the environment to a new state, and get reward information from the environment. The throttling routers interact with the environment and learn a policy by the stored samples in the memory buffer. Reinforcement learning has been successful in many fields. We firstly introduce the background of single-agent reinforcement learning and then extend it to multi-agent reinforcement learning (MARL).
1) REINFORCEMENT LEARNING
Reinforcement learning (RL), which enables an agent to learn control policies online given only sequences of observations and rewards, has emerged as a dominant paradigm for training autonomous systems [21] .
For the throttling router agent, as shown in Fig.2 , it gets state information s from environment, then choose an action a based on its own policy, the environment will change to a new state s , at the same time agent will get a reward r from the environment. During the training period, the agent will store the [s, a, r, s ] into a memory buffer, then the agent will learn a policy from the memory buffer by buffer replay [32] . The agent will continuously interact with the environment until the learning policy converged to an ideal policy, then the learned policy can be used for some new environment to response for DDoS attack.
2) STATE REPRESENTATION
For the case of an MDP with a finite number of states and actions, a reinforcement learning system containing a lookup table (with separate entries for each state or state-action pair) can solve it well. However, such lookup tables typically do not scale well for high-dimensional MDPs with a continuum of states and actions (the curse of dimensionality), for such case, a function-approximation system is needed for state representation [9] . Tile coding is a function approximation method.
In tile coding, the variable space is partitioned into tiles. Any such partition is called a tiling. The method uses several overlapping tilings and for each tiling, maintains the weights of its tiles. The approximate value of a given point is found by summing the weights of the tiles, one per tiling, in which it is contained. The limitation of tile coding is that it requires human designers to select the width of each tile in each dimension correctly [11] . Thus, tile coding based methods may not robust enough for different environmental parameters. Deep network is another function approximation method, which may be robust enough for different environmental parameters.
Recently, deep learning (DL) has become a hotspot in machine learning [22] . The DL method focuses on the perception and expression of things [23] , [24] . Reinforcement learning (RL) is another research hotspot in machine learning [25] - [27] . The basic aim of RL is to learn an optimal strategy by interaction with the environment [28] . Google's AI research team named DeepMind has innovatively combined perceived DL and decision-making RL to form a new research hotspot in artificial intelligence, namely, deep reinforcement learning (DRL). DQN [28] is a classical DRL method, DQN adopts the deep convolution network to approximate the current value function. In this paper, we mainly adopt DQN as our reinforcement learning method.
3) MULTIAGENT REINFORCEMENT LEARNING
However, many real-world problems, such as network packet delivery [25] and rubbish removal [29] , are naturally modeled as cooperative multiagent systems [30] . Unfortunately, tackling such problems with traditional RL is not straightforward. Multiagent reinforcement learning (MARL) has been widely studied in recent years. MARL is characterized by a common environment that is influenced by the joint actions of multiple agents [31] .
The common multiagent reinforcement learning is shown in Fig.3 . Here N agents interact with the environment simultaneously. Each agent i obtains its own state s i from the environment; then, each agent chooses an action a i based on its own state s i and policy π i . The joint actions a = [a 1 , a 2 , . . . , a N ] will change the environment into a new state s i , and each agent i can receive a reward r i from the environment. By constantly recycling the above process, we can obtain series of data [s i , a i , s i , r i ] to be stored in the memory buffer. Each agent learns an optimal policy from its stored memory buffer [s i , a i , s i , r i ] by buffer replay [32] .
C. TRANSFER LEARNING
Data mining and machine learning technologies have already achieved significant success in classification, regression, and clustering [33] . Transfer learning is shown in Fig.4 . However, many machine learning methods work well based on the assumption that the training and test data are drawn from the same feature space and the same distribution [34] . When the distribution changes, most statistical models need to be rebuilt from scratch using newly collected training data.
In many real applications, it is expensive or impossible to recollect the needed training data and rebuild the models from scratch. It would be nice to reduce the effort to recollect the training data. In such cases, knowledge transfer or transfer learning between task domains would be desirable.
To some extent for the DDoS response problem, deep network based methods can achieve better performance than tile coding based methods, but the time needed for training and learning may be much longer. Transfer Learning in Reinforcement Learning (RL) is an important topic [35] , [36] . In the DDoS response problem, the source and target task have the same state variables and actions. For both the homogeneous team scenario and the heterogeneous team scenario, we can adopt transfer learning from a simple scenario to a more complex scenario.
III. RELATED WORK
In this section, we introduce the taxonomy of DDoS defense mechanisms and related multiagent router throttling methods.
A. DDoS DEFENSE TAXONOMY
According to [20] , the DDoS defense mechanisms can be classified into three categories, namely, intrusion prevention, intrusion detection, and instruction response.
1) INTRUSION PREVENTION
Intrusion preventive mechanisms attempt to eliminate the possibility of an attack occurring or to help the victim servers tolerate the attack without affecting legitimate users [7] .
Intrusion prevention includes management [19] , filtering [37] , and resource multiplication [20] . Management mechanisms are concerned with keeping the system's state in such a way that the possibility of being compromised or becoming a victim is minimized. Filtering mechanisms drop network packets according to specific rules or criteria. Resource multiplication mechanisms provide a very large amount of resources to enable the victim to tolerate the attack.
Given that preventing some attacks and detecting the rest is usually a less expensive approach than trying to stop everything, intrusion prevention should work in cooperation with the other two categories of intrusion defense mechanisms. Although intrusion preventive mechanisms are important and essential, they are not perfect.
2) INTRUSION DETECTION
Intrusion detection monitors the log files and triggers an intrusion alarm if a suspicious event is detected.
Intrusion detection includes misuse and anomaly detection. Misuse detection aims at identifying already known attacks [38] . However, it cannot uncover novel or mutated intrusions. Anomaly detection aims at uncovering novel or mutated attacks by attempting to define the normal network behavior [39] . For instance, Xu et al. [40] develop a DDoS detection approach based on a source IP monitoring mechanism using hidden Markov models and cooperative reinforcement learning. The role of reinforcement learning is to enable the optimization between detection accuracy and communication costs. However, this approach usually suffers from a high rate of false positives and negatives and needs sensor agents to acquire information, such as the congestion, the delay of the Internet and the flow of each router. Furthermore, with IP spoofing, an attacker can easily hide his true identity by placing a fake source address in the IP packet's source address.
When intrusion detection does not work, the server will be attacked, and it should ask for some help from intrusion response.
3) INTRUSION RESPONSE
Intrusion response aims at mitigating the DDoS impact on the server while keeping collateral damage levels to a minimum. Intrusion response includes traceback [41] , reconfiguration [42] , changing the IP address [43] , and rate limiting [7] .
Traceback mechanisms aim at identifying the agent machines responsible for the attack. However, it is virtually impossible to trace attacks due to a large number of attack paths [44] .
Reconfiguration mechanisms alter the topology of the network in order to add more resources or isolate the attack traffic. However, they are not suitable in cases where information needs to be frequently updated (especially during an attack) or it is dynamic by nature (live audio or video stream). In cases of sensitive information where security is a major concern, engineering a solution that replicates sensitive information without any ''leaks'' is challenging.
Changing the IP address of the victim server constitutes another type of DDoS response, which is related to the concept of a moving target defense. The typical moving target approach is that the name of a service is stable but its IP address is not [45] . One of the criticisms of this approach is that advanced DDoS attack tools can include a domain name system (DNS) tracing function to track the IP address changes [46] .
Rate limiting mechanisms drop some fraction of the suspicious network traffic. These mechanisms are typically used when the detection mechanism cannot precisely characterize the attack traffic (e.g., when attack signatures cannot be derived). Distributed rate limit mechanisms are proper methods to cope with DDoS attacks as they are the distributed defense mechanisms and can be implemented easily in the real network environment.
The comparison of different defense mechanisms is shown in Table 1 . In this paper, we focus on intrusion response when intrusion prevention and intrusion detection do not work. For the intrusion response mechanism, we mainly focus on distributed rate limiting mechanisms.
B. MULTIAGENT ROUTER THROTTLING
The DDoS attacker can control a large number of terminals to attack a given server. To tackle the DDoS problem, a distributed and coordinated defense mechanism is required. To mitigate the aggregate traffic, we need a considerable amount of router nodes or agents to cooperate with each other [6] , [7] . However, the basic MARL approach suffers from the curse of dimensionality and fails to scale up in large scenarios [31] . Malialis and Kudenko (2015) [7] proposed a coordinated team learning method based on hierarchical communication (Comm).
1) HIERARCHICAL COMMUNICATION (COMM)
This method towards scalability aims to form teams of agents, as shown in Fig.5(a) and Fig.5(b) . The whole internet environment can be divided into several teams as shown in Fig.5(a) . In the team, a leader connects several intermediate routers, each intermediate router connects several throttling routers, and each throttling router controls several terminals, as shown in Fig.5(b) . Malialis and Kudenko (2015) [7] proposed a hierarchical unidirectional communication scheme. The router of the victim server signals its local traffic reading to its team leader. The team leader signals both its local traffic reading and the received traffic reading of server to its intermediate routers.
Similarly, the intermediate router signals its local load reading and the two received traffic readings to its throttling routers, as depicted in Fig.5 by the unidirectional arrows.
• State Space. The state space is the same as that in Malialis and Kudenko (2015) [7] . The state of each throttling router agent (such as R 3 in Fig. 5 • Action Space. Each router applies to throttle via probabilistic traffic dropping. For example, action 0.2 means that the router will drop 20% of its aggregate traffic towards the victim server. The available action space is [0, 0.1, . . . , 0.9]; therefore, all agents have to choose one action from the ten actions.
• Reward Function. The system has two goals, which are encoded in the reward function. The first goal is to keep its load below the upper boundary, Us, to keep the victim server's work. When this is not true, the system will receive a punishment-reward of −1. The second goal of the system is to allow as much legitimate traffic as possible to reach the victim server during a DDoS attack.
2) COORDINATED TEAM LEARNING (CTL)
The step towards scalability of multiagent router throttling concerns the use of task decomposition and team rewards. 
IV. METHOD
In this section, we introduce our deep coordinate team learning based method for DDoS router throttling, which is called progressive transfer deep coordinated team learning with team structure information (PT-DCTL+TS).
A. DEEP COORDINATED TEAM LEARNING (DCTL)
The CTL method proposed for multiagent router throttling is based on Q-learning or SARSA [47] . For a continuous state space, they adopt tile coding for state approximation. Given the success of the deep Q network in Atari 2600 computer games, we adapt deep network for state representation. We now describe the exact architecture of our DCTL method in Table 2 . We use a fully connected multilayer perceptron (MLP) network with three hidden layers, consisting of 20, 30, and 30 hidden units with a ReLU [48] function. The input layer is the state space, and the output layer is the action space. The optimizer of the network is Adam [49] .
For the homogeneous team scenario, we use the coordinated team reward function for each reinforcement learning agent (throttling router). However, for the scenario of heterogeneous teams, given that the team structures are different from each other, we should make some modifications. Therefore The state space of the CTL method is four-dimensional. The dimensions are the accumulated traffic reading of the victim server, the leader, the intermediate router and the throttling router as shown in Fig.5 . The team structure in Malialis and Kudenko (2015) [7] is homogeneous. For the homogeneous team scene, we adopt parameter sharing (all agents share the same deep network) for the network design. Parameter sharing has three explicit advantages over the parameter independent method [15] .
• Learning Speed. The learning speed is nearly N times faster than that of the latter; here, N is the number of agents.
• States Diversity. The sampled states for training have better diversity, which helps with fast convergence and stability.
• Network Memory. It requires nearly N times smaller network memory than that of the latter. In the real-world network environment, the team structure is quite different. Thus, only coping with the homogeneous team scenario problem is not enough. For a heterogeneous team scenario, if all agents still share one deep network, the learning policy may not be sufficiently ideal. However, if we add team structure information, all agents can still share one deep network. The team structure of Malialis and Kudenko (2015) [7] stipulates that one victim server connects 5 teams (leaders), one leader connects 2 intermediate routers, each intermediate router connects 3 throttling routers, and each throttling router controls 2 terminals. Here, [5, 2, 3, 2] can represent the team structure. We can add team structure information to the four-dimensional state space so that we can obtain an eight-dimensional state space.
C. PROGRESSIVE TRANSFER LEARNING
The main idea of transfer learning is that the experience or knowledge gained in one task can help to improve the learning performance in a related but slightly different task [50] . Traditional machine learning techniques try to learn each task from scratch, while transfer learning techniques try to transfer the knowledge from some previous tasks to a target task when the availability of high-quality training data poses difficulties [33] . FIGURE 6. The framework of our progressive transfer learning method. We will generate subgoal tasks based on source task and target task first, then transfer from source task to target task step by step.
If the source task is quite similar to the target task, we can transfer from the source task to the target task directly. However, if the source task is quite different from the target task, the direct transfer may not work and even cause a negative transfer. We can design a curriculum with increasing difficulty of series of subgoal tasks and progressively transfer from the source task to the target task by some transfer learning steps (a few subgoals for transfer learning), within each step, the source task is similar to the target task. The framework of our progressive transfer learning method is shown in Fig.6 . We will generate N −1 subgoal tasks based on the given source task and target task first, then transfer from source task to subgoal task 1, when fully transferred, it will transfer form subgoal task 1 to subgoal task 2, step by step, until transfer to target task.
Suppose that we have learned a good policy from 2 homogeneous teams scenarios; we can transfer the policy to the 4-team scenario, the 7-team scenario, and the 10-team scenario. Here, the 2 homogeneous team scenario is the source task, and the 4-team scenario, the 7-team scenario, and the 10-team scenario are three different target tasks. For the homogeneous team scenario, we can just use the fourdimensional traffic reading information as the input state. However, for heterogeneous team scenario, we should use eight-dimensional information as the input state. Moreover, the state contains both traffic reading information and structure information.
Obviously, for the same given knowledge (a learned policy of the 2-heterogeneous-team scenario), if we directly transfer from the scenario of 2 heterogeneous teams to the scenarios of 4 heterogeneous teams, 7 heterogeneous teams, and even 10 heterogeneous teams, then the scenario of 4 heterogeneous teams can learn a better policy than the scenario of 7 heterogeneous teams, and the scenario of 7 heterogeneous teams can learn a better policy than scenario of 10 heterogeneous teams, since increasing the number of teams leads to an increasing trend of the level of difficulty. If we transfer from a scenario of 2 heterogeneous teams to 4 heterogeneous teams, we can use part of the learning episodes transfer from the scenario of 2 heterogeneous teams to that of 3 heterogeneous teams. Then, part of the learning episodes transfer from 3 heterogeneous teams is used for the scenario of 4 heterogeneous teams. Moreover, if we transfer from the scenario of 2 heterogeneous teams to that of 10 heterogeneous teams, each step uses one eighth of the learning progress. By this progressive transfer method, we can learn a better policy with less time consumption.
The detailed comparison of different methods is shown in Table 3 . Here, we show the advantages and disadvantages of different methods. The method in the next row is modified by the prior row's method. The first row is the coordinated team learning (CTL), where we adapt the deep network for this problem so that we can obtain the deep coordinated team learning (DCTL) method in the second row. We then add the team structure information for DCTL, and we obtain the DCTL+TS method. To save time during the training period, we adopt transfer learning so that we obtain T-DCTL+TS. Our progressive transfer learning method is named PT-DCTL+TS.
V. EXPERIMENTS
In this section, we conduct experiments on synthetic attack scenarios to evaluate our proposed method. We aim to answer the following research questions:
• RQ1. Does our deep network based method performs better than the tile coding based CTL method?
• RQ2. Is adding team structure information helpful for the homogeneous team scenario?
• RQ3. Can our progressive transfer learning improve upon direct transfer learning?
A. EXPERIMENT SETUP
In this section, we will introduce the data generation, the baseline methods for comparison, the parameters of different methods, and the evaluation metric. All our experiments are conducted in an Ubuntu server with 64GB of RAM. During our experiment, we make some assumptions or requirements.
• Assumption 1. The intrusion prevention and intrusion detection mechanisms do not work, and we have to refer to an intrusion response mechanism. As the distributed router throttling method is easily implemented and can cope with the distributed attack, we mainly focus on multiagent router throttling methods.
• Assumption 2. The traffic rate of the attack terminal is much larger than the legitimate terminal, given that the number of terminals that can be controlled by the attacker is much less than the total number of terminals.
• Assumption 3. The structure of intermediate routers and router agents within a team is the same. The structure of intermediate routers and router agents in the different teams can be different. 
1) DATA GENERATION
Our network model and experimental setup are based on Yau's work [8] . Each terminal is independently chosen to be a legitimate user with probability p or to be an attacker with probability q. Here, p and q are set, respectively, to be 0.6 and 0. The upper boundary of the victim server U s is based on the topology size and is set to be the equalization (3); here, δ > 0 is used to increase the upper boundary of the server to keep the server safe, team i is the number of terminals in the i team. For example, for the network topology consisting of 5 homogeneous teams, the upper boundary is given by U s = 12 × 5 + 2 = 62.
2) PARAMETER SETTINGS
We consider the coordinated team learning (CTL) approach as the baseline method to compare with our method. The parameters of our method are the same as those of the CTL method [7] . The detailed settings of parameters are shown in Table 4 . The memory size of the memory buffer in our reinforcement learning is 100000, namely that we can store at most 100000 interactive samples, the new samples will overwrite the old samples. During the training period, the learning agent will get the batch size (32) samples for policy learning. The initial is set to 0.3 as in [7] . During the training episode, the will decrease with a constant rate, thus at the end of the training episodes, becomes 0. Thus, during test episodes, the policy will not change, and agents will use the learned policy to test the new data generated from the environment.
B. HOMOGENEOUS TEAM SCENARIO
In this section, we present and analyze the experimental results to answer the proposed research questions.
1) THE EFFICIENCY OF DEEP NETWORK BASED CTL (RQ1)
In this section, we will compare the average reward of our proposed method DCTL with CTL. We plot the global reward at the last time step of each episode averaged over ten repetitions as in [7] . The system is trained for 100,000 episodes. At the start of each episode, we re-choose the legitimate users, attackers, and their rates according to the model. For this particular experiment, we use an initial = 0.3 and the exploration is stopped after the 80,000th episode. Here, each episode is repeated 10 times. To better demonstrate the efficiency of different methods, we plot the average reward of 100 episodes. Fig.7 shows the reward of each episode (green line) as well as the average reward of 100 episodes (red line).
From Fig.7 , we can see that with the increase of episodes and the decrease of , the reward and average reward have a rising trend. It is clear that the system learns and improves over time until it finally converges. After 80,000 episodes, = 0, which means that agents choose the optimal action VOLUME 7, 2019 based on the learned policy during 80000∼100000, and the policy will not change. Here, the training period is 0∼80000. And 80000∼100000 is the test period. Therefore, we can focus on the comparison during the interval of 80000∼100000 episodes to compare the test performance of different methods. We can see that the training curve has a rising trend, but also has some fluctuation, as the agent will explore randomly the environment. And the performance of our proposed deep network based method is better than the tile coding based method for the homogeneous team scenario.
2) THE EFFICIENCY OF PROGRESSIVE TRANSFER LEARNING (RQ3 IN THE HOMOGENEOUS TEAM ENVIRONMENT)
In this section, we will transfer from the environmental setting of 2 homogeneous teams to 4, 7 and 10 homogeneous teams to compare the efficiency of the progressive transfer learning (RQ3) in the homogeneous team environment.
Although the performance of deep network based methods is better than the tile coding based methods, the time needed for the deep network based methods is longer, and we can refer to the latter result from Table 5 . Thus, transfer learning is an appropriate method to save time. Moreover, when a good policy from the 2-homogeneous-team scenario is learned, we can transfer the policy to the 4-, 7-, and 10-homogeneous-team scenario. For the scenario of homogeneous teams, we can just use the four-dimensional traffic reading information as the state of the throttling router agent.
In Fig.8 , we plot the average reward of the scenarios for 4, 7 and 10 heterogeneous teams without a transfer and with a transfer during the 10000 episodes (here, we just run 10000 episodes to save some time). From Fig.8 , we can see that the performance of transfer learning is better than directly learning from scratch, especially during the training period (during the interval 0 and 8000 episodes) and that at the beginning of the training period, the transfer learning method can achieve a high reward much faster.
The learning process can be divided into different parts, and each part just solves a reasonably easy task. We call this method progressive transfer learning. In Fig.9 , we can see that the performance of progressive transfer learning is much better than direct transfer learning. The progressive transfer learning of 4 teams is better than that of 7 teams and 10 teams. This is consistent with the difficulty of different tasks. The transfer from 2 homogeneous teams to 4 homogeneous teams may be an easy task, the transfer from 2 homogeneous teams to 7 homogeneous teams may be a considerably hard task, and the transfer from 2 heterogeneous teams to 10 homogeneous teams may be an exceedingly hard task. Thus, the performance of 10 teams in progressive transfer learning is worse than that of 7 teams in progressive transfer learning, and the performance of 7 teams in progressive transfer learning is worse than that of 4 teams in progressive transfer learning.
The time needed for transfer learning in the homogeneous team scenario is shown in Table 5 . The time needed for progressive transfer learning is much less than direct transfer learning. In addition, transfer learning can learn faster than directly learning from scratch.
C. HETEROGENEOUS TEAM SCENARIO
For the heterogeneous team scenario, we can use the eightdimensional state. The state contains both traffic reading information and structure information. We will compare DCTL and DCTL+TS with CTL and CTL+TS. In addition, we will also transfer the scenario from 2 heterogeneous teams to that of 4, 7 and 10 heterogeneous teams.
1) THE EFFICIENCY OF STRUCTURE INFORMATION (RQ2)
To demonstrate that structure information is useful for scenarios with a heterogeneous team, in Fig.10 , we plot the average reward of tile coding based methods (CTL, CTL+TS) and deep network based methods (DCTL, DCTL+TS) over 10000 episodes in the scenario of 5 heterogeneous teams. The 5-heterogeneous-team structure is [5, 3, 2, 3] [5, 2, 3, 2] , and [5, 2, 3, 3] . From Fig. 10 , we can see that in the heterogeneous team scenario, the performance of deep network based methods is better than that of tile coding based methods. In addition, the performance of DCTL+TS is better than that of DCTL. Therefore, with the added team structure information, the throttling router agent can learn a better policy.
2) THE EFFICIENCY OF PROGRESSIVE TRANSFER LEARNING (RQ3 IN THE HETEROGENEOUS TEAM ENVIRONMENT)
If we have learned an ideal policy from the scenario of 2 heterogeneous teams, then we can transfer the policy to scenarios of 4, 7 and 10 heterogeneous teams. All of the structures of 10 different teams are [5, 3, 2, 3] , [5, 3, 2, 2] , [5, 4, 2, 1] , [5, 2, 3, 2] , [5, 2, 3, 3] , [5, 4, 3, 2] , [5, 3, 2, 1] , [5, 3, 3, 3] , [5, 2, 3, 4] , and [5,1,2,3]. In Fig.11 , we plot the average reward of the scenarios for 4, 7 and 10 heterogeneous teams without a transfer and with a transfer. Fig. 11 shows that the performance of transfer learning is better than that of direct learning from scratch. Furthermore, if we compare Fig.11 with Fig. 8 , we can see that for the heterogeneous scene, the performance of transfer learning is much better than that of the homogeneous scene. This is mainly because in the homogeneous scenario, the data are generated from a single model; thus the data diversity is relatively poor. However, for the heterogeneous scenario, the more diverse data are better for policy learning.
In Fig.12 , we can see that the performance of 4 teams and 7 teams with progressive transfer learning is better than that of direct transfer learning. However, the performance of 10 teams with progressive transfer learning is much worse than that of direct transfer learning. The progressive transfer divides a difficult problem into several small parts, which can facilitate considerably easier learning. However, the approach will lose some training data since the training data are increasing with the team number. If we distribute more episodes for a small team number scenario, the training data will be reduced. Furthermore, if we compare Fig. 12 with Fig.9 , we can see that for the heterogeneous scenario, the performance of progressive transfer is not as good as that in the homogeneous scenario, especially for the progressive transfer learning with 10 heterogeneous teams. This mainly occurs because transfer learning with 10 heterogeneous teams is much harder and progressive transfer learning may lose some training data.
VI. CONCLUSION
In this paper, we propose a deep network based progressive transfer learning method PT-DCTL+TS for router throttling to cope with the DDoS attack. We make three contributions. First, we adopt a deep network instead of the tile coding for this DDoS problem since the deep learning method is more robust for a complex environment. Second, we add team structure information to the state so that agents with the heterogeneous team structure can still share one deep network. Third, our progressive transfer learning can learn a better policy with less time consumption.
It remains for future work to study how to increase the performance of transfer learning for a more complex environment. The limitation is that the structure information of agents from the same team remains the same in our proposal. However, in real-world settings, all agents may have a different structure. Moreover, the number of agents is not as large as the real network environment. Thus, we anticipate investigating how our method can achieve the capability of modeling a more complex environment, given that our ultimate goal is to apply the proposed method to the real environment. All our experiment is conducted in a simulated environment, there is still a lot of problems should be solved, so that we can implement our router throttling method in real-world scenarios.
