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Abstract
We study the interplay between discrete quantum symmetries at certain points in the moduli
space of Calabi-Yau compactifications, and the associated identities that the geometric realiza-
tion of D-brane monodromies must satisfy. We show that in a wide class of examples, both local
and compact, the monodromy identities in question always follow from a single mathematical
statement. One of the simplest examples is the Z5 symmetry at the Gepner point of the quintic,
and the associated D-brane monodromy identity.
∗rlk at vt.edu
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1 Introduction
Studying B-type topological D-Branes using the derived category allows us to go beyond the pic-
ture of D-branes as vector bundles over submanifolds, and opens the window toward understanding
various α′-corrections. At the same time this technology is very efficient at studying certain prob-
lems, like the superpotential [1, 2], which seem hard by traditional boundary conformal field theory
(CFT) techniques.
From the point of view of strings in string theory, the appearance of the derived category is
intriguing, but D-branes mandate the categorical approach [3, 4]. In particular, B-type topological
D-branes are objects in the bounded derived category of coherent sheaves. The A-type D-branes
have a very different description, involving the derived Fukaya category. Mirror symmetry ex-
changes the A and B branes, and naturally leads to Kontsevich’s homological mirror symmetry
(HMS) conjecture. For a detailed exposition of these ideas we refer the reader to the recent book
[5], or the review articles [6, 7].
The fact that B-type D-branes undergo monodromy as one moves in the moduli space of com-
plexified Kahler forms is expressed quite naturally in this language. This is in fact a surprisingly rich
area, where the interplay between abstract mathematics (autoequivalences of derived categories)
and string theory (discrete symmetries in CFT’s) is particularly evident. The main motivation of
the present paper is to further our understanding in this area.
To motivate our result we need to start with mirror symmetry in its pre-HMS phase. In this
form mirror symmetry is an isomorphism between the (complexified) Kahler moduli spaceMK(X)
of a Calabi-Yau variety X and the moduli space of complex deformations Mc(X˜) of its mirror X˜.
For the precise definitions we refer to the book by Cox and Katz [8].
The complexified Kahler moduli space MK(X) is an intricate object, but for X a hypersurface
in a toric variety it has a rich combinatorial structure and is relatively well-understood. In partic-
ular, the fundamental group of MK(X) in general is non-trivial, and one can talk about various
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monodromy representations. More concretely, there are two types of boundary divisors inMK(X):
“large radius divisor” and the “discriminant”. Both are reducible in general.
At a large radius divisor certain cycles of X (or X itself), viewed as a Kahler manifold, acquire
infinite volume. The discriminant is somewhat harder to describe. The original definition is that
the CFT associated to a string probing X becomes singular at such a point in moduli space.
Generically this happens because some D-brane (or several of them, even infinitely many) becomes
massless, and therefore the effective CFT description provided by the strings fails. A consequence
of this fact is that, by using the mirror map isomorphism of the moduli spaces, as one approaches
the discriminant in MK(X) one is moving in Mc(X˜) to a point where the mirror X˜ is developing
a singularity.
Armed with this picture of MK(X), we can fix a basepoint O, and look at loops in MK(X)
based at O. Traversing such loops the D-branes will undergo monodromies, similarly to the BPS
particles in Seiberg-Witten theory, and for topological B-branes this leads to non-trivial functors
D(X) → D(X),1 which are in fact equivalences. Therefore we arrive at a group homomorphism,
the monodromy representation, first suggested by Kontsevich:2
µ : π1(MK(X)) −→ Aut(D(X)).
At present writing very little is known about µ. The question at hand is: given a pointed loop in
MK(X), what is the associated autoequivalence in D(X)? Progress in this direction was made in
[9], where this question is answered for the EZ-degenerations introduced in [10].
It is clear now that given a presentation of π1(MK(X)) where we know the images under µ of
the generators, the relations in the presentation will determine interesting identities in Aut(D(X)).
In particular, whenever one is at a point in moduli space which is an orbifold of some sort (like
a Landau-Ginzburg orbifold), the moduli space locally is an orbifold itself. The fact that moduli
spaces are in general stacks rather than varieties, precisely because of the appearance of additional
automorphisms at different points, complicates matters a bit, as we will see in the example of the
next paragraph. But it is clear that there are loops encircling the orbifold point in moduli space
which are finite order. Therefore the associated monodromy operator in Aut(D(X)) has to satisfy
an analogous relation. Understanding these relations in Aut(D(X)) is the goal of this paper. We
will find that in a broad range of examples of “toric” Calabi-Yau varieties, both local and compact,
finite orderness always follows from a general statements concerning Seidel-Thomas twist functors
and complete exceptional collections (Prop. 2.8 and Prop. 2.9 are two special cases).
For illustration, let us look at the example of the quintic 3-fold in P4. In this case the com-
pactification MK(X) of the Kahler moduli space MK(X) is isomorphic to P
1. MK(X) is also
isomorphic toMc(X˜), the complex structure moduli space of the mirror. In either of these moduli
spaces we have three distinguished points:
1. PLV is the large volume limit point in MK(X). It also corresponds to the large complex
structure limit point (with maximally unipotent monodromy) in Mc(X˜).
2. P0 is the conifold point. Here the D6-brane wrapping X becomes massless, and therefore the
effective CFT description brakes down. Alternatively, the mirror family X˜ develops rational
double points, in physics language conifolds, and is singular.
1
D(X) will always denote the bounded derived category of the the variety (or smooth stack) X.
2Kontsevich’s ideas were generalized by Horja and Morrison. We refer to [9] for more details on the history of this
topic.
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3. PLG is the Gepner point, and is a Landau-Ginzburg (LG) orbifold. At this point in moduli
space the mirror X˜ has the Fermat form, and has an additional Z5 automorphisms. In both
formulations we see that at this point the moduli space has a stacky Z5 structure.
3
Let MP denote the monodromy associated to a loop around the point P . Since PLV and P0 are
the only limit points ofMK(X), and the compactification of this is isomorphic to P
1 (see [8]), with
π1(P
1−{2 points}) = Z, one would want to conclude, incorrectly, that MPLV and MP0 are related.
But as we discussed, PLG is a stacky point in the moduli space, with finite stabilizer, and so, at
best, the 5-th power of MPLG
∼=MPLV ◦MP0 is the identity. This was proposed by Kontsevich, who
checked it in K-theory. Later Aspinwall [6] realized that in fact
M5PLG
∼= (−)[2]. (1)
The authors of [11] observed that the exceptional collection
OP4 ,OP4(1), . . . ,OP4(4)
and its dual collection {Ωk
P4
(k)}4k=0 (Ω
k
P4
is the kth wedge power of the holomorphic cotangent bun-
dle) were implicit in Aspinwall’s proof, and this was the aspect of the proof that gave a handle for
generalizations. This observation allowed [11] to show that (1) generalizes to Calabi-Yau hypersur-
faces in weighted projective spaces of arbitrary dimensions. More precisely, for the generic Calabi-
Yau hypersurface X in weighted projective space Pnw0...wn , one has that (MPLG)
P
wi ∼= (−)[2], where
MPLG = TOX ◦LOX (1) in the notation of Sec. 2.2. The proof constructs a Beilinson’s resolution of
the diagonal for Pnw0...wn using the full exceptional collection
O,O(1), . . . ,O(
∑
wi − 1)
and its dual. Canonaco generalized this approach [12], and shows that given a full exceptional
collection on a smooth stack, it leads to a Beilinson type resolution. This resolution is then used
to prove Prop. 2.8 and Prop. 2.9.
The aim of this paper is to understand the identities stemming from quantum symmetries in the
case when MK(X) is higher dimensional. The recurring feature in our investigations will be the
existence of exceptional collections, either on divisors in the Calabi-Yau, or in the ambient space.
Exceptional collections have appeared in the physics literature before [13, 14]. They were first
applied in the context of Landau-Ginzburg models in [15, 16, 17]. They reappeared in the AdS/CFT
literature [18, 19] in the context of quiver gauge theories [20]. Their role in determining the gauge
theory living on D-branes placed at Calabi-Yau singularities was clarified in [21, 22]. In this paper
we show that they can also be used to establish the monodromy identities.
The organization of the paper is as follows. In Section 2 we briefly review some of the Fourier-
Mukai technology, which is used throughout the paper. In Section 3 we consider three very different
examples with two dimensional moduli space, and show that in every instance, the monodromy
identities that follow from the emergence of additional cyclic symmetries in moduli space always
follow from Prop. 2.8 and Prop. 2.9. We conclude the paper with a discussion of how general our
results are, and an outlook to possible generalizations.
3Mathematically the compactified moduli spaceMK(X) ∼=Mc( eX) ∼= P
1 is only a coarse moduli space, while the
moduli stack is P1(5, 1). As a scheme P1(5, 1) ∼= P1, but not as a stack.
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2 Monodromies as autoequivalences
We start this section with a brief review of Fourier-Mukai functors. Then we express the various
monodromy actions on D-branes in terms of Fourier-Mukai equivalences.
2.1 Fourier-Mukai functors
For the convenience of the reader we review some of the key notions concerning Fourier-Mukai
functors, and at same time specify the conventions used. We will make extensive use of this
technology in the rest of the paper. Our notation follows [23].
Given two non-singular proper algebraic varieties (or smooth Deligne-Mumford stacks), X1 and
X2, an object K ∈ D(X1×X2) determines a functor of triangulated categories ΦK : D(X1)→ D(X2)
by the formula4
ΦK(A) := Rp2∗
(
K
L
⊗ p∗1(A)
)
,
where pi : X×X → X is projection to the ith factor:
X1×X2
p1 p2
X1 X2 .
The object K ∈ D(X1×X2) is called the kernel of the Fourier-Mukai functor ΦK.
It is convenient to introduce the external tensor product of two objects A ∈ D(X1) and
B ∈ D(X2) by the formula
A⊠B = p∗2A
L
⊗ p∗1B .
The importance of Fourier-Mukai functors when dealing with derived categories stems from the
following theorem of Orlov (Theorem 2.18 in [24]), later generalized for smooth quotient stacks
associated to normal projective varieties [25])
Theorem 2.1. Let X1 and X2 be smooth projective varieties. Suppose that F : D(X1)→ D(X2) is
an equivalence of triangulated categories. Then there exists an object K ∈ D(X1×X2), unique up
to isomorphism, such that the functors F and ΦK are isomorphic.
The first question to ask is how to compose Fourier-Mukai (FM) functors. Accordingly, let X1
X2 and X3 be three non-singular varieties, while let F ∈ D(X1×X2) and G ∈ D(X2×X3) be two
kernels. Let pij : X1×X2×X3 → Xi×Xj be the projection map. A well-known fact is the following:
Proposition 2.2. The composition of the functors ΦF and ΦG is given by the formula
ΦG ◦ΦF ≃ ΦH , where H = Rp13∗
(
p∗23(G)
L
⊗ p∗12(F)
)
.
Prop. 2.2 shows that composing two FM functors gives another FM functor, with a simple
kernel.
Now we have all the technical tools ready to study the monodromy actions of physical interest.
4 Rp2∗ is the total right derived functor of p2∗, i.e., it is an exact functor from D(X) to D(X). Similarly,
L
⊗ is the
total left derived functor of ⊗. Most of the time these decorations will be omitted.
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2.2 Monodromies in general
As discussed in the introduction, the moduli space of CFT’s contains the moduli space of Ricci-flat
Kahler metrics. This, in turn, at least locally has a product structure, with the moduli space of
Kahler forms being one of the factors. This is the moduli space of interest to us. This space is a
priori non-compact, and its compactification consists of two different types of boundary divisors.
First we have the large volume divisors. These correspond to certain cycles being given infinite
volume. The second type of boundary divisors are the irreducible components of the discriminant.
In this case the CFT becomes singular. Generically this happens because some D-brane (or several
of them, even infinitely many) becomes massless at that point, and therefore the effective CFT
description breaks down. For the quintic this breakdown happens at the well known conifold point.
The monodromy actions around the above divisors are understood to some extent. An extensive
treatment of monodromies in terms of Fourier-Mukai functors was given in [9]. We will review now
what is known.
Large volume monodromies are shifts in the B field: “B 7→ B+1”. If the Kahler cone is higher
dimensional, then we need to be more precise, and specify a two-form, or equivalently a divisor D.
Then the monodromy becomes B 7→ B+D. We will have more to say about the specific D’s soon.
The simplest physical effect of this monodromy on a D-brane is to shift its charge, and this
translates in the Chan-Paton language into tensoring with the line bundleOX(D). This observation
readily extends to the derived category:
Proposition 2.3. The large radius monodromy associated to the divisor D is
LD(B) = B
L
⊗OX(D) , for all B ∈ D(X) .
Furthermore, this is a Fourier-Mukai functor ΦL, with kernel
L = δ∗OX(D) ,
where δ : X →֒ X×X is the diagonal embedding.
Now we turn our attention to the conifold-type monodromies. For this we need to introduce the
Fourier-Mukai functor with kernel Cone (A∨ ⊠ A→ O∆), where O∆ = δ∗OX , and for A ∈ D(X) its
derived dual is
A
∨ = RHomD(X)(A,OX).
By Lemma 3.2 of [26], for any B ∈ D(X):
ΦCone(A∨⊠A→O∆)(B)
∼= Cone
(
HomD(X)(A,B)
L
⊗ A −→ B
)
.
Since the functor ΦCone(A∨⊠A→O∆) will play a crucial role, we introduce a notation for it:
TA := ΦCone(A∨⊠A→O∆) , TA(B) = Cone
(
HomD(X)(A,B)
L
⊗ A −→ B
)
. (2)
The functor TA is sometimes referred to as the Seidel-Thomas twist functor.
Returning to conifold-type monodromies, we have the following conjecture from [9]:
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Conjecture 2.4. If we loop around a component of the discriminant locus associated with a single
D-brane A becoming massless, then this results in a relabeling of D-branes by applying TA.
The question of when is TA an autoequivalence has a simple answer. For this we need the
following definition:
Definition 2.5. Let X be smooth projective Calabi-Yau variety (stack) of dimension n. An object
E in D(X) is called n-spherical if Extr
D(X)(E, E)
∼= Hr(Sn, C), that is C for r = 0, n and zero
otherwise.
One of the main results of [26] is the following:
Theorem 2.6. (Prop. 2.10 in [26]) If the object E ∈ D(X) is n-spherical, then the functor TE is
an autoequivalence.
Let us mention at this point that in the rest of the paper whenever we have an expression
involving the functor TE, then E will always be spherical.
2.3 Exceptional collections and autoequivalences
Exceptional collections play a surprisingly central role concerning the monodromy identities that
we are to discuss. First we recall some facts about them, then we will list two propositions from
[12] which constitute the technical backbone of this paper.
Definition 2.7. Consider the bounded derived category of coherent sheaves D(X) on the algebraic
variety (smooth stack) X.
1. An object E ∈ D(X) is called exceptional if Extq(E , E) = 0 for q 6= 0 and Ext0(E , E) = C.
2. An exceptional collection (E1, E2, . . . , En) in D(X) is an ordered collection of exceptional ob-
jects such that
Extq(Ei, Ej) = 0, for all q, whenever i > j .
3. An exceptional collection is complete or full if it generates D(X).
The existence of a full and strong exceptional collection for a given variety X constrains the
structure of X considerably. In particular, no smooth projective (and therefore compact) Calabi-
Yau variety admits such a collection; the obstruction comes from Serre duality. The exceptional
collections we are interested in are constructed on an exceptional divisor or the ambient space, i.e.,
where the Calabi-Yau is embedded, rather than on X itself.
Now we turn to two propositions that will be used repeatedly in the remainder of this paper. As
we will see, in all the examples considered, the monodromy identities dictated by CFT can always
be explained using these two statements. It is also gratifying to remark that these statements were
motivated by precisely the kind of identities that they are now used to prove. More precisely, these
statements were formulated by Alberto Canonaco as a consequence of trying to prove with the
author the conjectures substantiated in [27] and [23].
Let X and Y be smooth varieties/stacks, with canonical bundles ωX resp. ωY . Also assume
that we have a full exceptional collection in D(Y ) : E1, E2, . . . , Em. There are two cases to consider.
The first is when X is a Calabi-Yau hypersurface in Y . In this case we have that
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Proposition 2.8. If i : X →֒ Y is the inclusion of a hypersurface such that ωY ∼= OY (−X), then
Ti∗E0 ◦ · · · ◦Ti∗Em
∼= LOX(−X)[2].
In the second case Y is a hypersurface in X, where X is Calabi-Yau; and we have and analogous
statement
Proposition 2.9. If j : Y →֒ X is the inclusion of a hypersurface such that j∗ωX ∼= OY , then
Tj∗E0 ◦ · · · ◦Tj∗Em
∼= LOX(Y ).
Note that if X is Calabi-Yau, then the condition j∗ωX ∼= OY is automatically satisfied.
3 Examples
3.1 C 2/Z3
In this section we focus on the C2/Z3 geometric orbifold and the associated CFT. In this case there
is only one supersymmetric Z3 action
(z1, z2) 7→ (ωz1, ω
2z2) , ω
3 = 1 .
First let us review some of the findings and notations of [27], then generalize them. The crepant
resolution of the singularity, denoted by X, has a reducible exceptional divisor. The toric fan of the
resolved space X is shown in Fig. 1. Let Ci denote the divisor associated to the vertex vi, which in
v2=(0,1)
v3 =
v1+2v2
3 = (1, 0)
v4 =
2v1+v2
3 = (2,−1)
v1 = (3,−2)
Figure 1: The toric fan for the resolution of the C2/Z3 singularity.
this case is a curve. The exceptional locus of the blow-up consists of the divisors C3 and C4, both
−2 curves.
The curves C3 and C4 are the generators of the Mori cone of effective curves. The Kahler cone
is dual to the Mori cone, and both are two dimensional. The Poincare duals of the curves Ci are
denoted by Di. Since we are in two complex dimensions, an irreducible divisor is a curve. This
leads to potential confusion. To avoid it, the reader should remember that Ci lives in the second
homology H2(X,Z), while Di lives in the second cohomology H
2(X,Z).
Now let us look at the moduli space of complexified Kahler forms. The point-set spanned by
the rays of the toric fan, A = {v1, . . . , v4}, admits four triangulations, i.e., in the language of the
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(1, 0)x3
(0, 1)x4
(1,−2)
(−2, 1)
Smooth
phase
C1
Z3 phase
C2
Z2 phase
C3
Z2 phase
C4
Figure 2: The phase structure of the C2/Z3 model.
Smooth
pointL2
Z2
point
L1
Z3
point
L3
Z2
point
L4
.
.
.
.
∆0
∆0
∆0∆0
Figure 3: The moduli space of the C2/Z3 model.
gauged linear sigma model we have four phases. The secondary fan is depicted in Fig. 2, which
is the toric fan of the Kahler moduli space. The four phases are the completely resolved smooth
phase; the two phases where one of the P1’s has been blown up to partially resolve the Z3 fixed
point to a Z2 fixed point; and finally the Z3 orbifold phase.
The orbifold points in the moduli space are themselves singular points. This fact is related
to the quantum symmetry of an orbifold theory. For either of the Z2 points, one has a C
2/Z2
singularity with weights (1,−1), while the Z3 point the moduli space locally is of the form C
2/Z3,
with weights (1, 2).
The four maximal cones of Fig. 2, C1,. . . , C4, correspond to the four distinguished phase points.
The four edges correspond to curves in the moduli space, denoted L1, . . . ,L4. These are all weighted
projective lines, all isomorphic to P1 as varieties, but not as stacks. The four curves connecting
the different phase points are sketched in Fig. 3, together with the discriminant locus of singular
CFT’s. The discriminant ∆0 intersects the four lines transversely. We depicted this fact in Fig. 3
using short segments.
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When talking about monodromy there are two cases to be considered. One can loop around a
divisor, i.e., real codimension two objects; or one can loop around a point inside a complex curve.
Of course the two notions are not unrelated. Our interest will be the second type of monodromy:
looping around a point inside a curve.5
It was shown in [27] that monodromy around the Z2 point inside L1 is
MZ2 = Ti∗OC3 ◦ LD2 , (3)
while monodromy around the Z2 point inside L2 is
M
′
Z2
= Ti∗OC4 ◦ LD1 . (4)
Here i : C3 →֒ X resp. j : C4 →֒ X are the embedding maps, while C3 and C4 are the exceptional
divisors defined at the beginning of the subsection. Finally, monodromy inside L3 around the Z3
point is given by
MZ3 = Tj∗OC4 ◦ MZ2 = Tj∗OC4 ◦ Ti∗OC3 ◦ LD2 . (5)
Using an approach analogous to the one deployed in [11], [27] showed that
(MZ2)
2 = LD1 (M
′
Z2
)2 = LD2 . (6)
These identities were reproved in [12] using Proposition 2.8.
[27] also conjectured that
(MZ3)
3 ∼= idD(X), (7)
and checked this statement at the level of Chern characters (idD(X) is the identity functor ofD(X)).
Here we provide a proof for (7), which is different from the one in [12] by being more closely tied
with the physics of the example, and which will pave the way for similar result presented in the
sequel, which of course are not proven in [12].
We start by recalling Lemma 8.21 from [28], which shows how to conjugate a Seidel-Thomas
twist functor by an autoequivalence.
Lemma 3.1. If F ∈ D(X) and G is an autoequivalence of D(X), then
G ◦TF
∼= TG(F) ◦G.
First we simplify (MZ3)
2 using lemma 3.1:6
M
2
Z3
= MZ3 ◦ (TOC4 ◦MZ2)
∼= TMZ3 (OC4 ) ◦MZ3 ◦MZ2 = TMZ3 (OC4 ) ◦TOC4 ◦M
2
Z2
.
As it was shown in Sec. 4.2 of [27], MZ3(OC4) = OC3 ; while (6) shows that M
2
Z2
∼= LD1 , therefore
M
2
Z3
∼= TOC3 ◦TOC4 ◦LD1 = TOC3 ◦M
′
Z2
, (8)
where M′
Z2
was defined in (4).
Now observe that
MZ3 = TOC4 ◦MZ2 = M
′
Z2
◦L
−1
D1
◦MZ2 . (9)
5As explained by many authors, since Li is not part of the moduli space, rather it is only a compactification
divisor, one cannot consider loops inside it. Instead, the loops in question are infinitesimally close to being in Li.
6For brevity we omit i and j from Ti∗OC3 and Tj∗OC4 .
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Therefore (8) and (9) imply that
M
3
Z3
∼= TOC3 ◦ (M
′
Z2
) 2 ◦L−1D1 ◦MZ2 .
But (M′
Z2
) 2 ∼= LD2 by (6), while TOC3 ◦LD2 = MZ2 . Thus
M
3
Z3
∼= MZ2 ◦L
−1
D1
◦MZ2
∼= idD(X),
where in the last relation we used (6) again.
The idea that one has to take away from this proof is the concept, rather than the manipulations.
One starts out withMZ3 , and then rewrite it’s third power in such a way that the already established
identities in (6) can be used. Note also that both identities in (6) were needed, along with two
of the three fractional branes, OC3 and OC4 , and the fact that the Z3 monodromy permutes the
fractional branes, i.e., MZ3(OC4) = OC3 from [27]. The same philosophy will guide the proof of the
next subsection.
3.2 C 3/Z5
Let us now turn to the example of C 3/Z5, as treated in [23]. First we review the relevant toric
geometry of C3/Z5, then the moduli space of complexified Kahler forms. Throughout, we follow
closely the notation of [23].
Once again, there is a unique supersymmetric Z5 action, i.e., Z5 ⊂ SL(3,Z):
(z1, z2, z3) 7→ (ωz1, ωz2, ω
3z3) , ω
5 = 1 .
The toric fan of the resolved space X is the cone over Fig. 4. We denote the divisor associated
to vi by Di. The exceptional locus of the blow-up is reducible, with two irreducible components
corresponding to v4 and v5.
•
v2
•
v1
•
v3
•
•
v5
v4
Figure 4: The toric fan for the resolution of the C3/Z5 singularity.
Toric geometry immediately tells us that the divisor D4 is a P
2, while D5 is the Hirzebruch
surface F3. Let f be the fiber of F3 (e.g., the cone generated by v1 and v5), and h its −3 section
(the cone generated by v4 and v5). At the same time, h is the hyperplane class of P
2, while f
does not intersect P2. The curves h and f are the generators of the Mori cone of effective curves.
Shrinking h also shrinks the divisors D4, and hence gives a Type II contraction, while shrinking f
collapses the Hirzebruch surface F3 onto its base, giving a Type III degeneration.
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(1, 0)x1
(0, 1)x2
(1,−2)
(−3, 1)
Smooth
phase
C1
Z5 phase
C4
Z2 phase
C2
Z3 phase
C3
Figure 5: The phase structure of the C3/Z5 model.
There are again four phases. The secondary fan is depicted in Fig. 5. The four phases are as
follows: the completely resolved smooth phase; the two phases where one of the compact divisors
D4 or D5 has been blown up to partially resolve the Z5 fixed point; and finally the Z5 orbifold
phase.
The phase corresponding to the cone C2 can be reached from the smooth phase C1 by blowing
down the divisor D5. This creates a line of Z2 singularities in the Calabi-Yau. We will refer to
this phase as the Z2 phase. Similarly, the phase C3 is reached by blowing down the divisor D4, and
creates a C3/Z3 singularity. We call this the Z3 phase.
The orbifold points in the moduli space are themselves singular points. The Z2 point is a C
2/Z2
singularity with weights (1,−1), while the Z3 point the moduli space locally is of the form C
2/Z3,
with weights (1, 2).
We have already seen that the four maximal cones C1,. . . , C4 in Fig. 5 correspond to the four
distinguished phase points. Similarly, the four rays correspond to curves in the moduli space, and
once again are weighted projective lines: L1, . . . ,L4.
Smooth
pointL2
Z2
point
L1
Z5
point
L3
Z3
point
L4
∆0
∆0
∆0
∆0
•
•
•
•
•
Figure 6: The moduli space of the C3/Z5 model.
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The discriminant intersects L1 tangentially, while it is transverse to the other Li’s’. We depicted
this fact in Fig. 6 using a parabola and resp. short segments.
It was shown in [23] that monodromy around the Z2 point inside L1 is
7
MZ2 = Tj∗OD5 (−f) ◦ Tj∗OD5 ◦ LD2 , (10)
and monodromy around the Z3 point inside L2 is
MZ3 = Ti∗OD4 ◦ LD1 , (11)
while monodromy inside L3 around the Z5 point is given by
MZ5 = Ti∗OD4 ◦ MZ2 . (12)
In [23] it was conjectured that
(MZ2)
2 = LD1 (MZ3)
3 = LD2 , (13)
and the statements were checked at the level of Chern characters. These identities were proved in
[12] using Proposition 2.8, and full exceptional collections on F3 resp. P
2. [23] also conjectured
that
Proposition 3.2.
M
5
Z5
∼= idD(X) .
Proof. We prove the statement using (13), and the philosophy of the previous subsection. For this
we first rewrite M 2
Z5
in a more convenient form using Lemma 3.1:
M
2
Z5
= MZ5 ◦ (TOD4 ◦MZ2)
∼= TMZ5(OD4 ) ◦MZ5 ◦MZ2 = TMZ5 (OD4 ) ◦TOD4 ◦M
2
Z2
. (14)
But M 2
Z2
∼= LD1 by (13), while TOD4 ◦LD1 = MZ3 . Furthermore, Sec. 4.1.3 of [23] proves that
MZ5(OD4) = OD5(f). (As shown in [23], both are fractional branes, and this is just the statement
that the Z5 monodromy permutes the fractional branes.) Therefore
M
2
Z5
∼= TOD5(f) ◦MZ3 . (15)
A short computation shows that MZ3(OD5(f)) = OD5(2f). Using this fact, (15) and Lemma 3.1,
we have that
M
4
Z5
∼= TOD5(f) ◦TOD5(2f) ◦M
2
Z3
.
On the other hand it is easy to verify that
TOD5(f)
◦TOD5(2f)
∼= L 2D1 ◦MZ2 ◦L
−2
D1
◦L
−1
D2
.
Consequently,
M
5
Z5
= (TOD4 ◦MZ2) ◦ (L
2
D1
◦MZ2 ◦L
−2
D1
◦L
−1
D2
) ◦M 2
Z3
∼= TOD4 ◦ (MZ2 ◦L
2
D1
◦MZ2) ◦ (L
−2
D1
◦L
−1
D2
) ◦M 2
Z3
∼= TOD4 ◦L
3
D1
◦ (L−2D1 ◦L
−1
D2
) ◦M 2
Z3
= (TOD4 ◦LD1) ◦L
−1
D2
◦M
2
Z3
= MZ3 ◦L
−1
D2
◦M
2
Z3
∼= idD(X) .
To go from line one to line two we used the fact that composition of Fourier-Mukai functors is
associative. To go to line three we used the first relation in (13). In the last line we used (11), and
the second relation in (13).
7Once again, i and j are the embeddings, and will be omitted later on.
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3.3 A compact example: P49,6,1,1,1[18]
The degree 18 hypersurface in the weighted projective space P49,6,1,1,1 is a well studied example
of a Calabi-Yau 3-fold with two dimensional complexified Kahler moduli space. We will follow
the notation of [29], where the relevant identities that are the subject of this paper were partly
checked at K-theory level. We will lift these identities to the derived category, and prove them.
This example is particularly interesting, since both Proposition 2.8 and 2.9 will be needed in the
proof, while the examples studied so far used only one of them per example.
First we review the geometry of the blown-up P49,6,1,1,1, which we call Z, as the details will be
important in the sequel. Z is particularly easy to describe torically: its fan has the same rays,
v1, . . . , v5, as P
4
9,6,1,1,1, and one additional ray corresponding to the blow-up, v6:
v1 = (1, 0, 0, 0), v2 = (0, 1, 0, 0), v3 = (0, 0, 1, 0)
v4 = (0, 0, 0, 1), v5 = (−9,−6,−1,−1), v6 = (−3,−2, 0, 0).
(16)
The weighted projective space P49,6,1,1,1 has a curve of Z3 singularities, located at the points
[z1, z2, 0, 0, 0], where [z1, . . . , z5] are homogeneous coordinates on P
4
9,6,1,1,1. Locally these are of the
form C3/Z3. We blow up this curve by introducing the ray v6, which satisfies the additional relation
v3 + v4 + v5 − 3v6 = 0. (17)
Let di denote the divisor corresponding to the ray vi. It is clear from (16) that we have the
following linear equivalence relations
d1 ∼ 3h, d2 ∼ 2h, d3 ∼ d4 ∼ d5 ∼ l, d6 ∼ e, e ∼ h− 3l. (18)
The generic degree 18 hypersurface in P49,6,1,1,1 intersects the curve of Z3 singularities in one
point, and hence is singular. Blowing up P49,6,1,1,1 resolves the singularity of the hypersurface as
well. This is achieved torically by considering a generic anti-canonical hypersurface X in Z, the
blow-up of P49,6,1,1,1 discussed before. It follows from (16) that in the notation of (18) −KZ = 6h,
thus X is a generic element in the linear system |6h|. The exceptional divisor e of Z intersects X
in a P2, which we call E, and X is elliptically fibered over E. Let H resp. L denote the restriction
of the divisors h resp. l of Z to X. As a consequence of (18) and the fact that −KZ = 6h, on X
we have the linear equivalence relations
E ∼ H − 3L, X ∼ 6H. (19)
This model has four phases (depicted in Fig. 7):8
1. the smooth Calabi-Yau phase.
2. an orbifold phase, whose limit point has the orbifold singularity C3/Z3, but the Calabi-Yau
has infinite volume.
3. a P2 phase, where the elliptic fibration X collapses onto its base P2. In the limit, this elliptic
fiber has zero area and the P2 has infinite volume.
4. a Landau-Ginzburg (LG) phase with the Gepner point as the limit point.
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Figure 7: The moduli space of the P49,6,1,1,1[18] model.
The discriminant locus of singular CFT’s is reducible, with irreducible components ∆0 and ∆1.
These intersect the four lines of interest in the way depicted in Fig. 7: the intersections at L1 and
L3 are simple transverse; ∆0 and ∆1 meet L4 at the same point; while L2 and ∆0 meet at third
order.
We have three interesting monodromy identities to consider: at the orbifold point, at the P2
point, and at the LG point. We start with the orbifold point.
3.3.1 Monodromy around the orbifold point
It was argued in [29] that monodromy inside L1 around the orbifold point is given by
M1 = Ti∗OE ◦LL, (20)
where i is the embedding of the exceptional divisor i : E →֒ X. Guided by the Z3 quantum
symmetry of the C3/Z3 orbifold, which is created by blowing down E, [29] shows that
ch
(
(M1)
3(OX)
)
= eH .
Now we will show that indeed
Proposition 3.3.
(M1)
3 ∼= LH .
Proof. We start by rewriting (M1)
3 in a more convenient form using the definition (20) and
Lemma 3.1:
(M1)
3 =(Ti∗OE ◦LL) ◦ (Ti∗OE ◦LL) ◦ (Ti∗OE ◦LL)
∼=Ti∗OE ◦TLL(i∗OE) ◦TL2L(i∗OE)
◦L
3
L.
(21)
But LL(i∗OE) = i∗(OE(i
∗L)), and it is easy to see, particularly in the toric presentation, that the
divisor L restricts to the hyperplane divisor on E ∼= P2, i.e., LL(i∗OE) = i∗OE(1); and similarly
8See Section 5 of [29] for more details.
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L
2
L(i∗OE) = i∗OE(2). But O,O(1),O(2) is a full exceptional collection on P
2. Using Prop. 2.9,
eq. (21) becomes
(M1)
3 ∼= LOX(E) ◦L
3
L = LE+3L = LH .
In the last equality we used the linear equivalence (19).
3.3.2 Monodromy around the P2 point
It was shown in [29] that monodromy inside L2 around the P
2 point is given by
M2 = LH ◦L
−2
L ◦TOX ◦LL ◦TOX ◦LL ◦TOX . (22)
Passing from the Calabi-Yau point to the P2 point represents collapsing a large radius elliptic fiber
to an LG orbifold theory, which is a Z6-orbifold, and thus has a Z6 quantum symmetry. This
motivated [29] to prove that
ch
(
(M2)
6(OX)
)
= 1.
Lifting this to the derived category, we have the following:
Proposition 3.4.
(M2)
6 ∼= (−)[2].
Proof. We first rewrite M2 using the definition (22) and Lemma 3.1:
M2 = LH ◦TOX(−2L) ◦TOX(−L) ◦TOX .
Then once again using Lemma 3.1
(M2)
6 = LH ◦
(
TOX(−2L) ◦TOX(−L) ◦TOX
)
◦
(
TOX(H−2L) ◦TOX(H−L) ◦TOX(H)
)
◦ · · · ◦
(
TOX(5H−2L) ◦TOX(5H−L) ◦TOX(5H)
)
◦L
5
H .
(23)
Recall that Z denotes the resolved weighted projective space P49,6,1,1,1, i.e., the ambient space
where X is embedded as a smooth hypersurface, as discussed at the beginning of Sec. 3.3, and also
recall the toric divisors l and h on Z from (18). We have the following lemma
Lemma 3.5.
OZ(−2l),OZ(−l),OZ ,OZ(h− 2l),OZ (h− l),OZ(h), · · · ,OZ(5h − 2l),OZ(5h− l),OZ(5h)
is a full exceptional collection on Z.
Proof of the lemma. First note that both P49,6,1,1,1 and its blow-up Z are singular toric varieties,
and hence we need to work with them as smooth stacks. For convenience we tensor each element of
the collection by OZ(2l), which of course is irrelevant for exceptionality. The task now is to prove
that
OZ ,OZ(l),OZ(2l),OZ(h),OZ (h+ l),OZ(h+ 2l), · · · ,OZ(5h),OZ (5h+ l),OZ(5h+ 2l) (24)
is exceptional.
The obvious route is to compute the Ext groups by standard toric techniques available for
line bundles on toric varieties, a straightforward but tedious work. Instead, we will use a recent
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result by Kawamata [30] which we paraphrase for the convenience of the reader. Section 5 of [30]
considers a toric divisorial contraction φ : X → Y, with exceptional divisor E , where X and Y are
toric stacks. φ : X → Y is also known as the blow-up map.
Let Ei be the prime divisors on Y corresponding to the rays {vi}
n
i=1 of the toric fan, which in
turn define the toric stack Y. Since X is a blow-up, the rays {vi}
n
i=1 define prime divisors on X as
well, which we call Di. Of course, X has one more prime divisor, the exceptional divisor Dn+1 = E ,
corresponding to the additional ray vn+1 of the blow-up. The contraction morphism is described
by an equation
a1v1 + · · ·+ an+1vn+1 = 0, (25)
for integers ai.
In general there is no morphism of stacks X → Y, but there is still a fully faithful functor
Φ : D(Y)→ D(X ). Kawamata proves the following isomorphism:
Φ
(
OY(
n∑
i=1
kiEi)
)
∼= OX
(
n∑
i=1
kiDi +NkE
)
, whereNk = ⌊
−1
an+1
n∑
i=1
aiki⌋. (26)
⌊x⌋ is the integer part of the rational number x (the floor function).
Returning to our problem, it is known that
O,O(1), . . .O(17) (27)
is a full exceptional collection on the toric stack P49,6,1,1,1. We will now show that (24) is the image
of (27) under Φ. The exceptionality of the sequence (24) then follows immediately, since Φ is a
fully faithful functor. For this we use (26) with the role of (25) being played by (17):
Φ(O
P
4
9,6,1,1,1
(i)) ∼= OZ(il +Nie), whereNi = ⌊
1
3
i⌋. (28)
Running through the index set 0, 1, . . . , 17, and using the linear equivalence e ∼ h − 3l from (18)
completes the proof of exceptionality.
The fact that (24) is full follows from Theorem 5.2(1) of [30].
Returning to the proof of Prop. 3.4, in particular Eq. (23), first recall that L and H are the
restrictions of the toric divisors l and h on Z. Therefore,
OX(αH + βL) = j
∗OZ(αh + βl), for all α, β ∈ Z,
where j : X → Z is the embedding. Using Lemma 2.8 and Lemma 3.5, Eq. (23) becomes
(M2)
6 ∼= LH ◦LOX(−X)[2] ◦L
5
H = L6H−X [2] = (−)[2].
In the last equality we used again the linear equivalence (19).
3.3.3 Monodromy around the LG point
Monodromy inside L3 around the LG point was shown to be [29]
M3 = TOX ◦M1. (29)
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The fact that the LG point is a Z18 orbifold motivated [29] to prove that
ch
(
(M3)
18(OX)
)
= 1.
But in fact more is true:
Proposition 3.6.
(M3)
18 ∼= (−)[2].
Proof. Using the definition (29) and Lemma 3.1 we have that
(M3)
3 =(TOX ◦M1) ◦ (TOX ◦M1) ◦ (TOX ◦M1)
∼=TOX ◦TM1(OX ) ◦TM21(OX) ◦M
3
1.
Using Prop. 3.3, we have that
(M3)
3 ∼= TOX ◦TM1(OX) ◦TM21(OX ) ◦LH . (30)
To proceed, we need to compute M1(OX) and M
2
1(OX ). Let’s start with M1(OX). From it’s
definition in (20), M1(OX ) = Ti∗OE(OX (L)). From the definition (2) it’s clear that we need to
compute HomD(X)(i∗OE ,OX(L)). For later convenience we compute HomD(X)(i∗OE ,OX(kL)) for
all k ∈ Z.
Lemma 3.7. Homa
D(X)(i∗OE ,OX(kL)) = H
a(P2,OP2(k − 3)) for all a ∈ Z, and k ∈ Z.
Proof of the lemma. First observe that i∗OE = Ri∗OE , and use the fact that i
! is the right adjoint
functor of Ri∗:
HomD(X)(i∗OE ,OX(L)) = HomD(E)(OE , i
!OX(L)). (31)
On the other hand, for i : E →֒ X an embedding of a divisor, and X a Calabi-Yau,
i!OX(kL) = Li
∗OX(kL)
L
⊗ ωE ∼= OE(k − 3). (32)
(see, e.g., [10] or the Appendix of [2] for some properties of i!).
Since E ∼= P2, (31) and (32) imply that
HomD(X)(i∗OE ,OX(kL)) = H
∗(P2,OP2(k − 3)).
Using the lemma, and the fact that Hi(P2,OP2(−2)) = H
i(P2,OP2(−1)) = 0 for all i ∈ Z, we
immediately see that
M1(OX) = OX(L), M
2
1(OX) = OX(2L).
Thus (30) becomes
(M3)
3 ∼=
(
TOX ◦TOX(L) ◦TOX(2L)
)
◦LH .
Repeatedly using Lemma 3.1 (by moving LH to the right) gives
(M3)
18 ∼=
(
TOX ◦TOX(L) ◦TOX(2L)
)
◦
(
TOX(H) ◦TOX(H+L) ◦TOX(H+2L)
)
◦ · · · ◦
(
TOX(5H) ◦TOX(5H+L) ◦TOX(5H+2L)
)
◦L
6
H .
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But this is the exceptional collection (24) in the proof of Lemma 3.5, and therefore Lemma 2.8
gives that
(M3)
18 ∼= LOX(−X)[2] ◦L
6
H = L6H−X [2] = (−)[2].
Let us mention that the direct approach used in proving Prop. 3.6 does not work for proving
(7) or Prop. 3.2. The reason is that we have sheaves supported on different divisors in those cases,
and the analogs of the steps in the proof of Prop. 3.6 do not lead to an exceptional collection, and
we are led to use a cleverer approach.
4 Discussion
In the light of our results, the reader will naturally ask the question of how generic are these type of
results? On the physics side, given a Calabi-Yau compactification, we expect discrete symmetries to
arise at various points in moduli space, and hence the moduli space locally is an orbifold. Therefore
the fundamental group of the moduli space is non-trivial. Choosing a presentation, the generators
of this group will satisfy certain relations. D-branes, through their monodromy, translate these
relations into relations between the associated autoequivalences. As a result, we expect interesting
identities between autoequivalences for a general Calabi-Yau compactification.
The next question is how often do these identities follow from the technique of exceptional
collections developed here. Obviously, we cannot expect to have an exceptional collection for every
instance. In this paper we looked at three examples with two dimensional moduli space, two local
and one compact, and proved a total of nine identities. Every one of them followed from the
existence of an exceptional collection (either on a divisor, or in the ambient space). The author
also studied the compact models P41,1,2,2,2 and P
4
1,1,2,8,12, with two resp. three dimensional Kahler
moduli space, and obtained similar results.
On the other hand, most known Calabi-Yau varieties are subvarieties in toric varieties (hy-
persurfaces and complete intersections). Kawamata proves (Theorem 1.1. of [25]) that if X is a
projective toric variety with at most quotient singularities, then the associated smooth Deligne-
Mumford stack X has a complete exceptional collection consisting of sheaves. This suggests that
for large class of Calabi-Yau varieties at least part of the monodromy identities should indeed follow
from the exceptional collection techniques. It would be interesting to study examples where the
ambient space does not have an exceptional collection.
Unfortunately general statements are beyond reach at this point, even in the toric case. The
first obstacle is that in order to write down the identities we need a detailed understanding of the
singularities of the moduli space, the discriminant loci, and its intersections with the large radius
divisors. All of these are hard to get, but computing the discriminant in the general case seems
impossible. There are two ways to approach the problem:
1. write down the equations enforcing that the mirror is singular, and use elimination theory.
2. use Horn parametrization, and then elimination theory (see, e.g., [27]).
Using Groebner basis for the elimination part, both approaches give the same answer, but as the
dimension of the moduli space increases, today’s computers are unable to solve the elimination
problem. Even if we knew the discriminant, its intersections with the large radius divisors is very
diverse (we already saw evidence in our examples), hence writing down general statements seems
impossible. Therefore, the best one can do is to prove the identities case by case, as we have done
in this paper. On the other hand, this is not an unsatisfactory state of affairs, since this is the best
one can do for the proof of mirror symmetry as well: prove it case by case.
One family of examples where we can make general statements is the case of hypersurfaces
in weighted projective spaces. Physics-wise the relevant case is the 3-fold, and it is meaningless
to work on 6-folds and higher, but mathematically the statement holds for all weights and all
dimensions. The weighted projective space has only quotient singularities, and also has a strong
and full exceptional collection when viewed as a stack. As discussed in the introduction, the relevant
identity was proven in full generality in [11].
There are two future directions that our technique seems suitable to tackle. The first is to
extend our results to complete intersections in toric varieties. The second is the connection with
Horja’s EZ-transformations [10]. The conjectured autoequivalences were proved only in the case
when the Calabi-Yau is a fibration over the projective space of dimension d, Pd [9]. The proof used
the so-called “Verdier 9-diagram”, and had no mention of exceptional collections. Canonaco [12]
pointed out that the same result also follows from the exceptional collection approach. This opens
up the possibility of proving other cases of Horja’s EZ-conjecture.
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