This paper deals with the following problem. Given a finite extension of fields L/K and denoting the trace map from L to K by Tr, for which elements z in L, and a, b in K, is it possible to write z as a product x · y, where x, y ∈ L with Tr(x) = a, Tr(y) = b? We solve most of these problems for finite fields, with a complete solution when the degree of the extension is at least 5. We also have results for arbitrary fields and extensions of degrees 2, 3 or 4. We then apply our results to the study of PN functions, semifields, irreducible polynomials with prescribed coefficients, and to a problem from finite geometry concerning the existence of certain disjoint linear sets.
Introduction
The goal of this paper is to find out under which conditions it is possible to write an element of a field as the product of two elements with prescribed trace with respect to a subfield. Our main theorem (Theorem 5.1) states that, for finite fields F q n , n ≥ 5, every element of F * q n can be written as the product of two elements of prescribed trace. In order to obtain this result, we translate the problem into the problem of finding rational points on an associated curve.
Our question was motivated by a number of applications which are gathered in Section 6. A first application deals with the existence problem for particular disjoint linear sets on a projective line. These results are very relevant in the study of many problems from finite geometry, in particular for (multiple) blocking sets [1, 11] and KM-arcs [4] . The second application of our main theorem leads to an improvement on a result of Kyureghyan and Ozbudak [8] about PN functions. An adaptation of the proof of our main theorem leads to a result on the non-existence of certain semifields of BEL rank 2. Finally, we link our problem to the study of polynomials with certain prescribed coefficients.
Our applications use only the case of finite fields, so we concentrate on this case. But, when it is no further effort to do so, we work in greater generality.
The trace map
Let L be a field with subfield K and as usual, denote the degree of L over K by [L : K]. Let Tr L/K denote the field trace from L to K, i.e. Tr L/K (α) is the trace of the K-linear map on L, x → αx. If the fields L and K are clear from the context, we may write Tr instead, and in the case that K is the finite field of order q, F q and L = F q n , Tr F q n /Fq is simply denoted by Tr n . We remark that the trace is identically zero for purely inseparable extensions and our problem is trivial in this case.
The fact that Tr L/K is an K-linear map leads to the following observation which is easy to prove. Lemma 1.1. Let a ∈ K * and b ∈ K * . It is possible to write z ∈ L * as a product x · y, where x, y ∈ L with Tr(x) = a and Tr(y) = b if and only if it is possible to write z ab as a product x ′ · y ′ with Tr(x ′ ) = 1 and Tr(y ′ ) = 1.
Overview
The first part of our paper deals with field extensions of degree 2 (Section 2), degree 3 (Section 3) and degree 4 (Section 4). The main theorem 5.1 appears in Section 5. In Sections 2, 3, 4, the proofs are split in several seperate cases. We give an overview here.
• Extensions of degree 2:
-T 0 T 0 = L: Proposition 2.2 for char(K) = 2, Proposition 2.5 for char(K) = 2 -T 0 T 1 = L: Proposition 2.3 for char(K) = 2, Proposition 2.6 for char(K) = 2 -T 1 T 1 = L: Proposition 2.4 for char(K) = 2, Proposition 2.7 for char(K) = 2, Corollary 2.8 for finite fields with char(K) = 2
-When is 1 ∈ T 0 T 0 , T 0 T 1 , T 1 T 1 ?: Corollary 2.9. • Extensions of degree at least 5 for finite fields: T a T b = L * ∪ {ab} see Theorem 5.1.
Remark 1.6. We were not able to derive a result for T 1 T 1 for field extensions of degree 4. In particular, we do not know whether F * q 4 = T 1 T 1 when q > 3.
2 Extensions of degree 2 Lemma 2.1. Let K be an arbitrary field and let f : X 2 + a 1 X + a 2 be an irreducible polynomial over K. Let α be a root of f , let L = K(α) and let x = x 0 + x 1 α be an arbitrary element in L. Then
Proof. Since Tr is K-linear, Tr(x) = x 0 Tr(1) + x 1 Tr(α) and the result follows as Tr(1) = 2, Tr(α) = −a 1 .
2.1
Extensions of degree 2 for char(K) = 2
Let L and K be as in Lemma 2.1 with char(K) = 2, and let β in L.
Then β ∈ T 0 T 0 if and only if β ∈ K.
Proof. Let X 2 + a 1 X + a 2 be the minimal polynomial of α.
Similarly, y ∈ L has Tr(y) = 0 if and only if y = y 0 + y 1 α with 2y 0 − a 1 y 1 = 0, y 0 , y 1 ∈ K. It folllows that x · y = β is equivalent to
The left hand side of this expression equals
which is an element of K. Hence, if β ∈ L \ K, there are no elements x, y ∈ L with Tr(x) = Tr(y) = 0 and x · y = β. If β = b 0 ∈ K, then putting x 1 = 1 and y 1 = b 0 a 2 1 /4−a 2 yields the solution x = a 1 2 + α with Tr(x) = 0 and y = b 0 a 2 1 /4−a 2 ( a 1 2 + α) with Tr(y) = 0 to x · y = β. Note that the denominator a 2 1 /4 − a 2 is nonzero, as otherwise X 2 + a 1 X + a 2 would not be irreducible. Proof. We proceed as in the proof of Proposition 2.2. We have that x is of the form
If β ∈ K * , then b 1 = 0, forcing x 1 = 0 and b 0 = 0, a contradiction. If β ∈ L \ K * , then b 1 = 0. We see that x = 2b 1 and y = ( b 0 x 1 − a 1 4 ) 4 a 2 1 −4a 2 yields a solution to x · y = β with Tr(x) = 0 and Tr(y) = 1. 
Proof. We proceed as in the proof of Proposition 2.2. We have that x is of the form 1 2 +x 1 ( a 1 2 +α) and y is of the form 1 2 +y 1 ( a 1 2 +α) for some x 1 , y 1 ∈ K. Putting x·y = b 0 +b 1 α yields
We see that x 1 , y 1 are the solutions to the quadratic equation
This implies that x 1 , y 1 can be found if and only if
is a square 2.2 Extensions of degree 2, char(K) = 2
First note that if char(K) = 2, an extension K(α)/K with α a root of X 2 + a 1 X + a 2 with a 1 = 0 is inseparable.
Hence, we may restrict ourselves to K(α), α a root of X 2 + a 1 X + a 2 with a 1 = 0.
T 0 T 0
Proposition 2.5. Let K be an arbitrary field of characteristic 2 and let f : X 2 +a 1 X +a 2 be an irreducible polynomial over K with a 1 = 0. Let α be a root of f , let L = K(α) and let β be an arbitrary element in L. Then β ∈ T 0 T 0 if and only if β ∈ K.
Proof. Let x = x 0 + αx 1 be an element of L with Tr(x) = 0. Since Tr(x) = a 1 x 1 by Lemma 2.1, and a 1 = 0, x 1 = 0. Similarly, if Tr(y 0 + αy 1 ) = 0, we have that y 1 = 0. Hence, if x · y = β, then β ∈ K. If β ∈ K, then putting x = 1 and y = β yields that β ∈ T 0 T 0 .
T 0 T 1
Proposition 2.6. Let L and K be as in Proposition 2.5 and let β = β 0 + β 1 α be an arbitrary element in L. Then β ∈ T 0 T 1 if and only if β ∈ L \ K * .
Proof. Let x = x 0 + αx 1 be an element of L with Tr(x) = 0. Since Tr(x) = a 1 x 1 , and a 1 = 0, x 1 = 0. If Tr(y 0 + αy 1 ) = 1, we have that y 1 = 1/a 1 . Hence, x · y = β, yields that Proof. Let x = x 0 + αx 1 be an element of L with Tr(x) = 1. Since Tr(x) = a 1 x 1 , we have that x 1 = 1/a 1 . Similarly, if Tr(y 0 + αy 1 ) = 1, we have that y 1 = 1/a 1 . Hence, x · y = β, yields that
This shows that x 0 , y 0 are the solutions of the quadratic equation
In particular, when K is a finite field, we necessarily have that a 1 = 0 and we obtain the following.
Corollary 2.8. Let K be a finite field of characteristic 2 and let f : X 2 + a 1 X + a 2 be an irreducible polynomial over K. Let α be a root of f , let L = K(α) and let β = β 0 + β 1 α be an arbitrary element in L. Then β ∈ T 1 T 1 if and only if
is a square.
If char(K) = 2 with L = K(α) where α is a root of X 2 + a 1 X + a 2 = 0, a 1 = 0, then 1 ∈ T 1 T 1 if and only if X 2 + X + a 2 a 1 + 1 = 0 has a solution in K.
Extensions of degree 3
In this section we consider extensions of degree three over an arbitrary field K. We first show some general results, and then give explicit results for specific cases.
We distinguish three categories of extensions of degree three.
• Galois extensions: L = K(α), with the minimal polynomial of α having three distinct roots in L.
• Separable extensions which are not Galois: L = K(α), with the minimal polynomial of α having one root in L, and three distinct roots in L(ω) for some ω / ∈ L.
• Inseparable extensions: L = K(α), with the minimal polynomial of α over K having repeated roots in L
The last of these can only occur in characteristic three, with α being a triple root of its minimal polynomial. In this case, the trace function is identically zero, and hence the questions become trivial.
Separable extensions of degree 3
The following proposition will assist in our consideration of T 0 T 0 and T 0 T 1 for separable extensions.
Lemma 3.1. Suppose L is a separable extension of K of degree three with char(K) = 2, and let (x 0 , x 1 , x 2 ) be the coordinates of x ∈ L with respect to some K-basis. Then the coordinates of the elements of the set {x ∈ L * : Tr L/K (βx −1 ) = 0} are precisely the zeroes of a nondegenerate quadratic form.
Proof. Let L = K(α), and let f be the minimal polynomial of α over K. Let E := K(α, ω) be the splitting field of f . Then there is an element σ generating a subgroup of Gal(E/K) of order 3, with fixed field K(ω), and E is a Galois extension of K(ω). Note that this includes the case where E = L, i.e. L is Galois.
For any element x of L, its minimal polynomial over K is equal to its minimal polynomial over K(ω). Hence we have that
Now suppose Tr L/K (βx −1 ) = 0, with x = 0. Then multiplying both sides of this equation by N L/K (x), we get that
It is straightforward to see that C β (x) is a quadratic form over K. The bilinear form 3.2 K(α) Galois, α a root of
Proof. Let Gal(L/K) = σ , and let α 1 = α σ 0 , α 2 = α σ 2 0 be the other roots of f . Note that there always exists an α 0 ∈ L such that {α 0 , α 1 , α 2 } is a K-basis for L; this follows from the Normal Basis Theorem.
Then, as in the proof of Lemma 3.1, we see that β ∈ T 0 T 0 if and only if there exists x ∈ T 0 such that Tr(βx σ+σ 2 ) = 0. Letting x 0 + x 1 + x 2 = 0, the left hand side of this equation is a quadratic form in x 0 , x 1 , with coefficients which are linear forms in
Then the quadratic is
Thus β ∈ T 0 T 0 if and only if the discriminant of this quadratic form is a square in K. The discriminant turns out to be
where q is not a power of two or three. Then
Proof. Example Corollary 3.4 gives an example of a degree 3 extension of a finite field for which T 0 T 0 is not the entire field. We will now see that there are degree 3 extensions of infinite fields as well that have this property. For example, consider the field Q(α 0 ), where α 0 = 2 cos 2π 7 is a root of x 3 + x 2 − 2x − 1. This is a cyclic Galois extension of Q of degree three. Let α 1 , α 2 be the other two roots, which satisfy
First note that if f : X 3 − d an irreducible polynomial over K, and K is a field with char(K) = 3 then L = K(α) is an inseperable extension, and the trace form is identically zero. Hence, in this case, we may restrict ourselves to char(K) = 3.
Lemma 3.5. Let K be an arbitrary field and suppose f : X 3 − d is an irreducible polynomial over K. Let α be a root of f , and let L = K(α). Let ω be a primitive third root of unity, and define σ ∈ Aut(K(α, ω)/K) by σ(α) = ωα, σ(ω) = ω.
Then
Proof. Let E := K(α, ω) be the splitting field of f . Then σ generates a subgroup of Gal(E/K) of order 3, with fixed field K(ω), and E is a Galois extension of K(ω).
For any element x of L, its minimal polynomial over K is equal to its minimal polynomial over K(ω). Hence we have that 
Tr(x) = Tr(y) = 0, x · y = β. Since Tr(x) = 3x 0 , we see that we require x 0 = 0 and y 0 = 0 in order for Tr(x) = Tr(y) = 0 to hold.
Now since x = 0, x · y = β implies that N(x)y = βx σ+σ 2 , and so Tr(y) = 0 ⇔ Tr(βx σ+σ 2 ) = 0. Hence there exists a solution if and only if there exist
and multiplying this out we see that
Corollary 3.8. Let K be an arbitrary field with char(K) = 2, 3 and let f :
Proof. Recall that in F 2 h , every element is a square. Hence, if b 0 = 0, the equation
, which has a solution if and only if
Proposition 3.10. Let K be an arbitrary field and let f :
Proof. If char(K) = 3, the proposition is trivial, so we may assume that char(K) = 3. Let C β (x) as in Lemma 3.1. Let β ∈ L * .
Suppose first that we can find u with C β (u) = 0, a = Tr L/K (u) = 0. Then we can let x = aβ/u, y = u/a so xy = β and Tr L/K (x) = aC β (u)/N L/K (u) = 0, Tr L/K (y) = Tr L/K (u)/a = 1.
By Proposition 3.7, we know that for an element 
Remark 3.12. We will see in Proposition 3.17 that for odd characteristic, the equation of Lemma 3.11 does not always have a solution. However, the authors believe that there is always a solution to this equation when the characteristic is even. For q = 2 h , h ≤ 6 computer results confirm this belief. For q = 2 h , h ≡ 0 mod 2 and h ≡ 0 mod 3, it can be shown that the equation does not split into linear factors over some extension field, which implies that there are always solutions in F q 3 . Since this proof is rather technical and does not lead to a full solution to the problem, we do not include it here.
First note that, since the degree of the extension of F q 3 over F q coincides with the characteristic 3, it is always possible to find an irreducible polynomial of the form
Lemma 3.13. Let K = F q , q = 3 h and let f :
Proof. If α is a root of this polynomial, then Tr(α) = 0. By squaring both sides of the equation α 3 − α = −a we find that (α 2 ) 3 − 2(α 2 ) 2 + α 2 + a 2 = 0, and hence, Tr(α 2 ) = −1 = 0. Since [F q 3 : F q ] = 3, Tr(1) = 3 = 0. The statement follows from the F q -linearity of the trace.
Proof. By Lemma 3.13, if Tr(c 0 + c 1 α + c 2 α 2 ) = 0, necessarily c 2 = 0. We conclude that every element in T 0 is of the form c 0 + c 1 α.
Now consider an element
has a solution. Since the minimal polynomial of α has degree 3, it follows that
When is 1 ∈ T a T b ?
As for degree two extensions, we have seen in the previous section that T a T b is not necessarily the field L. We now wish to find out whether 1 is in T a T b or not. Proof. If α ∈ K, then Tr(α) = 3α. So if char(K) = 3, for any α ∈ K * , Tr(α) = Tr(α −1 ) = 0 and hence, 1 ∈ T 0 T 0 . Now suppose char(K) = 3 and suppose that Tr(α) = Tr(α −1 ) = 0 for some α ∈ K. Since α / ∈ F, the minimal polynomial of α has to have degree 3 and of the shape X 3 − d = 0 for some d ∈ K. This polynomial is irreducible if and only if d is not a cube in K. Proof. Suppose that there is an α ∈ K such that Tr(α) = 1 and Tr(α −1 ) = 1.
If α ∈ K, then Tr(α) = 3α = 1 and Tr(α −1 ) = 3α −1 = 1. This implies that 9 = 1, hence, char(K) = 2. If K has characteristic 2, Tr(1) = Tr(1 −1 ) = 1, so 1 ∈ T 1 T 1 .
So if char(K) = 2, K(α) = K. Since K(α) is a subfield of L, which has degree 3 over K, K(α) = L. Let f be the minimal polynomial of α, then f is of the form X 3 + aX 2 + bX + c = 0. Since Tr(α) = 1, a = −1. The element α −1 satisfies the equation cX 3 + bX 2 + aX + 1 = 0, and hence, since Tr(α −1 ) = 1, b/c = −1. Hence, f is of the form
which is (X − 1)(X 2 + b), and hence, never irreducible, a contradiction.
4 Extensions of degree 4
First note that if X 4 + X 2 + d is an irreducible polynomial over K and char(K) = 2, then L = K(α) is an inseperable extension. Hence, in this case, we may restrict ourselves to char(K) = 2. Proof. We have that Tr(1) = 4. Since α is a root of X 4 + X 2 + d, Tr(α) = 0, and Tr(1/α) = 0. We see that (α 2 ) 2 + α 2 + d = 0. Hence, Tr K(α 2 )/K (α 2 ) = −1. Moreover, [K(α) : K(α 2 )] = 2, so Tr K(α)/K (α 2 ) = Tr K(α 2 )/K(α) Tr K(α)/K (α 2 ) = 2 · (−1). We have that α 3 = −α − d/α, and hence, Tr(α 3 ) = 0. The statement follows by the K-linearity of Tr. 
then Tr(x) = 0. We see that β/x = (α + α 3 ), and Tr(β/x) = 0.
Then it is readily checked that β = x·y with x = (−b 0 /dα −b 1 /dα 3 ) and y = (α +α 3 ). It is clear that Tr(x) = Tr(y) = 0.
So assume x = 0. Since x 0 = x 2 = 0, we have that Tr(x) = 0. We find that α
Using this, a straightforward but tedious calculation shows that Tr(β/x) = 0.
Proof. Since q is odd, we can take an element d in F q such that 1−4d is a non-square. This implies that the polynomial X 4 + X 2 + d is irreducible. Take this as minimal polynomial for α and F q 4 = F q (α). Then T 0 T 0 = F q 4 by Proposition 4.2. If b 1 = b 3 = 0, then β ∈ K(α 2 ), which is a quadratic extension of K. From Proposition 2.3, noting that Tr K(α)/K (x) = 2Tr K(α 2 )/K for any x ∈ K(α 2 ), then K(α 2 )/K ⊂ T 0 T 1 . Thus we can assume b 1 = b 2 = b 3 = 0, that is, β ∈ K. Indeed it suffices to show that 1 ∈ T 0 T 1 , which can be directly verified by taking x = 16 4d+3 (1 − 2α 2 ). If b 3 = 0, and b 1 = 0, then let x = 4b 1 α implying Tr(x) = 0. Let y = 1
It follows that X 4 + X 2 + d = X 4 + X 2 − y 2 0 + y 0 , and hence, that X 4 + X 2 + d = (X 2 + y 0 )(X 2 − y 0 + 1), a contradiction since X 4 + X 2 + d is irreducible.
First note that if f : X 4 − d is an irreducible polynomial over K and char(K) = 2, then L = K(α) is an inseperable extension. Hence, also in this case, we may restrict ourselves to char(K) = 2.
The proof of the following Lemma goes along the same lines as that of Lemma 3.5. Then
Let x = x 0 + x 1 α + x 2 α 2 be an arbitrary element in L. Then 
has a K-rational point.
We want to find solutions to Tr(x) = Tr(y) = 0, x · y = β.
. Then x · y = β ⇒ N(x)y = βx σ+σ 2 +σ 3 , and so Tr(y) = 0 ⇔ Tr(βx σ+σ 2 +σ 3 ) = 0. Hence there exists a solution if and only if there exist x 1 , x 2 , x 3 such that Tr(βx σ+σ 2 +σ 3 ) = 0.
We have a solution if and only if the cubic curve defined by the right hand side of this equation has a K-rational point, proving the claim. Proof. By Proposition 4.7, it suffices to show that the cubic form C β has a nontrivial K-rational point.
For a finite field of odd order q, an irreducible of the form X 4 − d exists if and only if q ≡ 1 mod 4. Hence we have the following immediate corollary.
T 0 T 1
Proposition 4.9. Let L and K be as in Proposition 4.7. Then L = T 0 T 1 .
, then Tr(x) = 1. Let y = 4b 3 α 3 , then Tr(y) = 0. We see that β = x · y. If b 1 = 0, then let
We have that Tr(x) = 1. Let y = 4b 1 α, then Tr(y) = 0. We see that β = x · y.
, then Tr(y) = 0. It is not hard to check that x · y = β. Proof. Suppose that there is an α ∈ L such that Tr(α) = Tr(α −1 ) = 0.
• If K(α) = K, then Tr(α) = 4α. Using that char(K) = 2, this gives us α = 0, a contradiction. • If K(α) = K and K(α) = L, then K(α) is a quadratic subfield of L.
Vice versa, suppose that L, with char(K) = 2 has a quadratic subfield E, i.e. [E : K] = 2. Let γ ∈ E \ K be an element with minimal polynomial X 2 + a 1 X + a 2 . Put δ = γ + a 1 2 , then δ ∈ E \ K and 5 Extensions of degree at least 5 for finite fields Theorem 5.1. Let α be an element of F * q n , n ≥ 5, (or n = 4 and q = 2, 3), and let a, b ∈ F q . Then α can be written as α = x · y where x, y ∈ F q n , Tr(x) = a, Tr(y) = b.
Proof. Let β a be an element of F q n with Tr(β a ) = a and let β b be an element of F q n with Tr(β b ) = b. By the additive form of Hilbert's theorem 90, we know that writing α = x · y, where Tr(x) = a and Tr(y) = b is equivalent to finding elements z, t ∈ F q n such that
We rewrite this as
The right hand side is an element u(t) in F q n (t) which has q simple poles in F q , the algebraic closure of F q . Hence, u cannot be written as f (t) p − f (t), f (t) ∈ F q (t) as u has simple poles and any poles of f (t) p − f (t) have order divisible by p. So the curve
is an irreducible cover of the projective t-line. Applying the Hurwitz formula (see e.g.
[14, Proposition III.7.10] for a more general calculation) the genus g of C is
The Hasse-Weil bound [14, Theorem V.2.3] |q n + 1 − N| ≤ 2gq n/2 , then gives us a bound on the number of points N on C(F q n ) :
The points where z or t have poles have to be discarded and these are at most 2q points.
We see that, if n ≥ 5, or n = 4 and q = 2, 3, N > 2q, and hence, there are elements z, t ∈ F q n such that
Applications
We now show various applications of the ideas developed in the first part of the paper.
Most are based on the following observation: the curve
has an F q n -rational point with yf (x) = 0 if and only if the curve
has an F q n -rational point with f (x) = 0, where e ∈ F q n is some fixed element satisfying Tr(e) = 1. This follows firstly by noticing that, if Tr(y) = 0, z = y/Tr(y) satisfies Tr(z) = 1 and conversely any z ∈ F q n , Tr(z) = 1 is of the form z = y/Tr(y) (e.g. with y = z) and, secondly, using the fact that the elements of trace zero are precisely those of the form y q − y for some y.
More generally, we show various problems which correspond to determining the existence of F q n -rational points on curves of the form
in particular when g(x) = L 2 (x)
x + a, for linearised polynomials L 1 (x), L 2 (x).
Disjoint linear sets
Let K be a field, and L an extension of K of degree n. A K-linear set is a set of points of the projective space PG(k − 1, L) = P(L k ) defined by a K-subspace of L k . Such sets have been studied in particular over finite fields, due for example to their uses in constructing (multiple) blocking sets [1, 11] , KM-arcs [4] , and, as we see later, finite semifields. We refer to [10] , [13] for further details.
Here u L denotes the projective point in PG(k − 1, L), corresponding to the vector u, where the notation reflects the fact that all L-multiples of u define the same projective point. When u = (u 0 , . . . , u k−1 ) is a vector in L k , then u L = (u 0 , . . . , u k−1 ) L will be denoted as (u 0 , . . . , u k−1 ) L , or (u 0 , . . . , u k−1 ) q n if L = F q n is finite. A club is a K-linear set of rank s in PG(1, L) containing a point of weight s − 1, which is called the head of the club. A K-linear set is said to be scattered if all of its points have weight at most one.
For the remainder of this section we will focus on the case k = 2, s = n, L = F q n , K = F q . An important question in this setting is the existence problem of disjoint linear sets of rank n. We will show how the results of the previous sections give immediate results in this regard.
For a linearised polynomial f (x), we define
Every linear set of rank n in PG(1, q n ) is PGL-equivalent to one of the form Γ f , for some linearised polynomial f (x). Two such linear sets Γ f , Γ g intersect if and only if xg(y) − yf (x) = 0 for some nonzero x, y ∈ F q n , or equivalently, the curve
has nonzero F q n -rational points.
Furthermore, Γ f and Γ g intersect if and only if the curve
Disjoint clubs
Lemma 6.1. Every club of rank n in PG(1, q n ) with head (1, 0) q n , and disjoint from (0, 1) q n is of the form {(z, γTr(z)) q n |z ∈ F * q n } for some γ ∈ F * q n .
Proof. Every F q -linear set S, disjoint from (0, 1) q n , can be written as (x, f (x)) q n , where f is a linear map. If S is a club with head (1, 0) q n , then f (x) has q n−1 roots, and hence, f (x) is a rank 1 map. Every rank 1 map on F q n can be represented as x → αTr(βx) for some α, β ∈ F * q n . Now put βx = z, then {(x, αTr(βx)) q n |x ∈ F * q n } = {( z β , αTr(z)) q n |z ∈ F * q n }.
This in turn equals
{(z, αβTr(z)) q n |z ∈ F * q n } = {(z, γTr(z)) q n |z ∈ F * q n }, for γ = αβ. Lemma 6.2. Let C 1 and C 2 be two disjoint clubs of rank n in PG(1, q n ). Then they are, up to PGL-equivalence, equal to
Proof. As PΓL(2, q n ) acts 3-transitively on PG(1, q n ), we may pick the head of C 1 to be (1, 0) q n and the head of C 2 to be (0, 1) q n . As C 1 and C 2 are disjoint, by Lemma 6.1, they are of the form {(x, γTr(x)) q n |x ∈ F * q n } and {γ ′ Tr(y), y) q n |y ∈ F * q n }. Now elements of the stabiliser of (1, 0) q n and (0, 1) q n in PGL(2, q n ) are induced by matrices of the form a 0 0 d , which map {(x, γTr(x)) q n |x ∈ F * q n } to {(ax, dγTr(x)) q n |x ∈ F * q n }. So the element 1 0 0 1/γ induces a map from {(x, γTr(x)) q n |x ∈ F * q n } onto C 1 = {(x, Tr(x)) q n |x ∈ F * q n } and {γ ′ Tr(y), y) q n |y ∈ F * q n } onto {γ ′ Tr(y), y/γ) q n |y ∈ F * q n } = {γγ ′ Tr(y), y) q n |y ∈ F * q n }. Putting α = γγ ′ yields that the latter equals C 2 . There are no disjoint clubs in PG(2 4 ), PG (3 4 ) and PG(1, q n ), n ≥ 5.
Linear sets disjoint from a club
In Corollary 6.4, we have seen that when n ≥ 5, there cannot be a club disjoint from a club in PG(1, q n ). In this Subsection, we will show that, if a linear set is defined by a linearised poynomial of relatively small degree, it can never be disjoint from a club. Theorem 6.5. Let
where f is an F q -linearised polynomial of q-degree d. If d < n/2 − 1, then C 1 and C 2 have at least one point in common.
Proof. We have seen that a linear set and a club, up to PGL-equivalence, or equal to
where f is an F q -linearised polynomial. We will show that the equation
has at least one solution if d < n/2 − 1.
Note that the elements u of F q n of the form x/Tr(x) are exactly those with Tr(u) = 1.
As in the proof of Theorem 5.1, the elements of u of F q n with Tr(u) = 1 are those of the form z q − z + β 1 for some z ∈ F q n , where β 1 is a fixed element with Tr(β 1 ) = 1. The equation then becomes
Since f has q-degree d, its degree is q d , and hence, the degree of the polynomial f (y) y − β 1 is q d − 1, which is coprime to the characteristic of F q n .
Again, as in Theorem 5.1, the Hurwitz formula shows that this equation defines a curve over F q n of genus (q d − 2)(q − 1)/2 and the Weil bound gives the following estimate for the number N of F q n -points of the curve.
The unique point at infinity does not give a solution to the equation (2), so we need N > 1 to guarantee a solution and this is true under the assumption that d < n/2 − 1.
Example. The standard example for a scattered linear set in PG(1, q n ) is given by S = {(x, x q ) q n | x ∈ F * q n }. It follows from Theorem 6.5 there are no clubs in PG(1, q n ), disjoint from S.
Finite Semifields
A finite presemifield is a finite-dimensional division algebra over a finite field, where multiplication is not assumed to be associative. If a multiplicative identity exists, it is called a finite semifield. We will omit the word finite from now on.
In [2] , a geometric construction for semifields was introduced. In [9] , this was developed further, and the notion of the BEL-rank of a semifield was introduced. Of relevance to this paper are semifields of BEL-rank two. We denote the algebra with this multiplication by S L 1 ,L 2 . Given a linearised polynomial L 1 (x), we consider whether there exists a linearised polynomial L 2 (x) such that
for all x, y ∈ F * q n . Equivalently, we need to find for which L 2 the curve
does not have F q n -rational points.
There are some known constructions for semifields of this form, as well as some sporadic examples found by computer presented in [9] . One of the sporadic examples has L 1 (x) = Tr F 2 6 :F 2 2 (x), and so Theorem 6.5 gives a partial answer towards resolving whether or not this example lives in an infinite family. Corollary 6.6. If S Tr,L 2 defines a semifield, then deg(L 2 ) ≥ q n/2−1 .
PN functions
In this section we illustrate an application of our results to PN functions.
Definition 5. A function F : F q n → F q n is said to be planar, or perfect nonlinear (PN), if for all y ∈ F * q n , the map
is a permutation.
We refer to [8] for background on PN functions. Most known PN functions have a special form, known as Dembowski-Ostrom polynomials. We review the main results here. a ij x q i +q j .
Result 6.7. Suppose L 1 (x), L 2 (x) are linearised polynomials. Then L 1 (x)L 2 (x) is Dembowski-Ostrom, and is EA-equivalent to xL(x) for some linearised L(x).
Result 6.8. Suppose L(x) is a linearised polynomial. Then the following are equivalent:
(1) The function x(L(x) + αx) is PN;
(2) The multiplication x • y := xL(y) + yL(x) + 2αxy on F q n defines a commutative semifield;
(3) The curve L(y) y = − L(x) x + 2α has no F q n -rational points.
It is well known that PN functions of Dembowski-Ostrom type are closely related to commutative semifields in odd characteristic. Namely, if (F q n , •) is a commutative semifield, then the function F (x) := x • x is PN and Dembowski-Ostrom.
In [8] , [15] , the following was shown, using techniques similar to ours. Result 6.9. Let n ≥ 4 and a ∈ F q n . Then the function x(Tr n (x) + ax) is not planar on F q n .
Precise conditions on when x(Tr n (x) + ax) is planar were established in [3] .
We are now ready to derive a similar result for the function Tr n (x) 2 + ax 2 .
Theorem 6.10. Let n ≥ 5 and a ∈ F q n . Then the function F (x) = Tr n (x) 2 + ax 2 is not planar on F q n .
Proof. F (x) is planar if and only if Tr(x)Tr(y) + axy = 0 for all x, y ∈ F q n with xy = 0. This is clearly never the case when a is zero. If a is nonzero, this occurs if and only if −a −1 / ∈ T 1 T 1 , since a solution would imply that a −1 =
x Tr(x)
x Tr(x) ∈ T 1 T 1 . But by Theorem 5.1, T 1 T 1 = F q n for all n ≥ 5, proving the result. Remark 6.11. Note that if −a = b 2 is a square in F q n , then Tr n (x) 2 + ax 2 = (Tr n (x) − bx)(Tr n (x) + bx), which is EA-equivalent to xL(x) for some L(x) if and only if Tr(b) = 0. However when −a is not a square in F q n , or when Tr( √ a) = 0, we have a new nonexistence result on PN functions of this type.
Irreducible polynomials with prescribed coefficients.
The Hansen-Muller conjecture states that, exept for 5 small exceptional cases, for every n and q there exists a monic irreducible polynomial of degree n over F q with one prescribed coefficient. It is assumed that the constant term (if preassigned) is nonzero. This conjecture was settled apart from a finite number of cases in [16] , and finally completely solved in [7] .
Many related results have followed after this, e.g. restricting to primitive polynomials, or specifying more prescribed coefficients. Most results are asymptotic: for example, one can prove that, if q is suffficiently large, and the number of prescribed coefficients is not too large compared to n, there exists a monic irreducible polynomial with these prescribed coefficients [6] . In particular, it is shown that Result 6.12. [6, Theorem 1.3] Suppose n ≥ 8, q ≥ 16 and r ≤ n/4 − log q (n) − 1. Then there exists a monic irreducible polynomial of degree n with r prescribed coefficients, except when 0 is assigned in the constant term. We conclude the same when q ≥ 5, n ≥ 97, and r ≤ n/5; or when n ≥ 52,r ≤ n/10 for arbitrary q.
A similar result in the case where the second coefficient and one other coefficient are prescribed are found in [12] . These are valid for n ≥ 22 and q > 97, and for q ≤ 97 and n > 22 specified in function of q, given in a table [12] .
Using the results developed in this paper, we can add some missing small cases to the previous theorems by showing the following: Theorem 6.13. Let a, b ∈ F q , q = p h . Let n = 2, 3 be a prime number. If n 2 ≡ ab mod p, then there exists a monic irreducible polynomial of degree n of the form X n + c 1 X n−1 + c 2 X n−2 + · · · + c n−1 X + c n with c 1 = a and c n−1 /c n = b.
Proof. By Theorem 5.1, T −a T −b = F q n . Hence, 1 ∈ T −a T −b implying that there is an element α ∈ F q n with Tr(α) = −a and Tr( 1 α ) = −b. Since n is prime, the minimal polynomial f (X) of α has degree n or degree 1. If α / ∈ F q , the minimal polynomial of α has degree n and c 1 = −Tr(α) = a. We see that 1 α satisfies the equation c n X ′n + c n−1 X ′n−1 + . . . + c 1 X ′ + 1 and it follows that c n−1 /c n = −Tr( 1 α ) = b. Now, suppose that the element α such that Tr(α) = a and Tr( 1 α ) = b is in F q . Then Tr(α) = nα = a and Tr( 1 α ) = n/α = b. It follows that, if n ≡ 0 mod p, α = a/n = n/b. And hence, ab ≡ n 2 mod p. If n ≡ 0 mod p, then Tr(α) = 0 = a and Tr( 1 α ) = 0 = b, and hence, n 2 ≡ ab mod p.
