Abstract. For a simple connected graph G, let D(G), T r(G), D L (G) and D Q (G), respectively be the distance matrix, the diagonal matrix of the vertex transmissions, distance Laplacian matrix and the distance signless Laplacian matrix of a graph G. The convex linear combinations
Introduction
All graphs considered in this paper are finite, undirected and simple. Let G be such a graph with vertex set V (G) and edge set E(G), denoted by G = (V (G), E(G)). We use standard terminology; for concepts not defined here, we refer the reader to any standard graph theory monograph, such as [6] or [13] .
In G, the distance between two vertices u, v ∈ V (G), denoted by d uv , is defined as the length of a shortest path between u and v. The diameter of G is the maximum distance between any two vertices of G. The distance matrix of G, denoted by D(G), is defined as D(G) = (d uv ) u,v∈V (G) .
Till now, the distance spectrum of a connected graph has been investigated extensively. The transmission T r G (v) of a vertex v is defined to be the sum of the distances from v to all other vertices in G, i.e., T r G (v) = 
any result regarding the spectral properties of generalized distance matrix, has its counterpart for each of these particular graph matrices, and these counterparts follow immediately from a single proof. In fact, this matrix reduces to merging the distance spectral, distance Laplacian spectral and distance signless Laplacian spectral theories.
Since the matrix D α (G) is a real symmetric matrix, therefore its eigenvalues can be arranged Let M be a symmetric matrix of order n having eigenvalues w i , i = 1, 2, . . . , n. If w 1 and w n are respectively the largest and smallest eigenvalues of the symmetric matrix M, then the spread of the matrix M is defined as s(M) = w 1 − w n . In the literature, several papers can be seen regarding the parameter s(M) for any symmetric matrix M. The spread of a matrix is a very attractive topic and as such the investigation of the spread of some matrices of a graph become interesting. When M is restricted to a particular graph matrix, the parameter s(M)
has attracted much attention of the researchers as is clear from the fact that various papers can be found in the literature in this direction. For a particular graph matrix (like adjacency, Laplacian, signless Laplacian etc), the much studied problem about the parameter s(M) is to obtain bounds in terms of various graph parameters. Another problem worth to mention is to characterize the extremal graphs for the parameter s(M) for a graph matrix, in some class of graphs.
Let ρ 1 ≥ ρ 2 ≥ . . . ρ n be the distance eigenvalues of the graph G. The distance spread of a connected graph G was considered in [17] and is defined as S D (G) = ρ 1 − ρ n . Various lower and upper bounds for the parameter S D (G) can be found in in [17] . We define the generalized distance spectral spread of a graph G as the difference between the largest and smallest eigenvalues of D α (G), that is,
It is clear from the above discussion that
The motive of this paper is to obtain bounds for the parameter D α S(G), in terms of different graph parameters and to characterize the extremal graphs.
The rest of the paper is organized as follows. In Section 2, we obtain some bounds for the generalized distance spectral spread D α (G) of graphs. We also obtain relation between the generalized distance spectral spread D α (G) and the distance spectral spread S D (G). In Section 3, we obtain lower bounds for the generalized distance spectral spread D α (G) of bipartite graphs involving different graph parameters and characterize the extremal graphs for some cases. In Section 4, we obtain lower bounds for the generalized distance spectral spread D α (G) in terms of clique number and independence number of the graph G and characterize the extremal graphs for some cases.
Bounds for D α (G) for any graph
In this section, we obtain some bounds for D α S(G), in terms of various graph parameters. We also establish a relation between the generalized distance spectral spread and the distance spread of a graph G. We start with known results which will be used in the proofs of our main results in the sequel.
, with equality if and only if G is a transmission regular graph.
The following Lemma can be found in [15] .
Lemma 2.2 Let X and Y be Hermitian matrices of order n such that
where λ i (M) is the i th largest eigenvalue of the matrix M.
In either of these inequalities, equality holds if and only if there exists a unit vector that is an eigenvector to each of the three eigenvalues involved.
The proof of the following lemma is similar to that of Lemma 2 in [9] , so is omitted here.
Lemma 2.3 A connected graph G has two distinct D α (G) eigenvalues if and only if G is a complete graph.
If G is a k-transmission regular graph, then T r(G) = kI n (where I n is the identity matrix of order n) and so
Therefore, if ρ 1 ≥ ρ 2 · · · ≥ ρ n are the distance eigenvalues of the k-transmission regular graph G,
Hence, for a k-transmission regular graph G, the study of generalized distance spectral spread ≤ α ≤ 1, it has been shown [7] that the generalized distance matrix D α (G) of the connected graph G is a positive semi-definite matrix. Therefore, for ≤ α ≤ 1, it is clear that any upper bound for generalized distance spectral radius gives an upper bound for the generalized distance spectral spread D α S(G).
The following result gives a relation between the generalized distance spectral spread D α S(G) and the distance spread S D (G) of a connected graph G.
Theorem 2.4 Let G be a connected graph of order n having transmission degree sequence
{T r 1 , T r 2 , . . . , T r n }. If T r max = max 1≤i≤n T r i and T r min = min 1≤i≤n T r i , then
Equality occurs on both sides if and only if G is a transmission regular graph..
Proof. Let G be a connected graph of order n having generalized distance matrix D α (G). Since
, by taking k = 1, j = 1 in first inequality and k = 1, j = n in second inequality of Lemma 2.2, it follows that
Again taking k = n, j = 1 in first inequality and k = n, j = n in second inequality of Lemma 2.2, we get
From (2.2) and (2.3), we have
and
The result now follows from these inequalities. Equality occurs in (2.1) if and only if equality occurs in (2.2) and (2.3). Suppose that equality occurs on the right of (2.2), then by Lemma 2.2, the eigenvalues
and D(G) have the same unit eigenvector x. Similarly, if equality occurs on the left of (2.2), then again by Lemma 2.2, the eigenvalues
and D(G) have the same unit eigenvector x. From this it follows that the eigenvalues λ 1 (T r(G)) and λ n (T r(G)) of the matrix T r(G) have the same eigenvector, which is
In a similar way we can discuss the equality in (2.3).
Conversely, if G is a k-transmission regular graph then D α (G) = kαI n + (1 − α)D(G) and so equality holds in (2.2) and (2.3).
From inequality (2.2), we obtain the following bounds for the generalized distance spectral
with equality occurs on both sides if and only if G is a transmission regular graph. In the literature, we can find various bounds for the distance spectral radius ρ 1 . All those bounds together with inequality (2.4) give bounds for the generalized distance spectral radius ∂ 1 .
Similarly, from inequality (2.3), we get the following bounds for the smallest generalized
with equality on both sides if and only if G is a transmission regular graph.
The following result gives the lower bound for D α S(G) in terms of Weiner index W and the generalized distance spectral radius ∂ 1 .
Theorem 2.5 If G is a connected graph of order n, then
D α S(G) ≥ n n − 1 ∂ 1 − 2αW (G) n − 1 ,(2.
6) equality holds if and only if
Proof. Let ∂ 1 , . . . , ∂ n be the generalized distance eigenvalues of G. Note that
. Thus
Equality in (2.6) holds if and only if ∂ 2 = · · · = ∂ n . That is, if and only if G has exactly two distinct eigenvalues. Using Lemma 2.3, it follows that G is the complete graph K n .
Conversely, if G ∼ = K n , it can be seen by direct computations that equality occurs in (2.6).
The following is another lower bound for D α S(G) in terms of Weiner index W and the generalized distance spectral radius ∂ 1 .
Theorem 2.6 Let G be a connected graph of order n. Then
equality holds if and only if
Proof. Note that
Therefore,
Equality in (2.7) holds if and only if ∂ 2 = · · · = ∂ n . That is, if and only G has exactly two distinct eigenvalues. Using Lemma 2.3, it follows that G is the complete graph K n .
Conversely, if G ∼ = K n , it can be seen by direct computations that equality occurs in (2.7).
The following observation is immediate from Lemma 2.1 and Theorem 2.6.
Corollary 2.7 Let G be a connected graph of order n having Wiener index W (G). Then
D α S(G) ≥ 1 n   2W (G) − n 2 (2(1 − α) 2 1≤i<j≤n (d ij ) 2 + α 2 n i=1 T r 2 i ) − 4W 2 (G) n − 1   ,
with equality if and only if
Now, we obtain a lower bound for the generalized distance spectral spread D α S(G) in terms of Weiner index W .
Theorem 2.8 Let G be a connected graph of order n having Wiener index W (G). Then
Proof. Let ∂ 1 ≥ ∂ 2 ≥ . . . ≥ ∂ n be the generalized distance eigenvalues of G. We assume that the non-negative real numbers a 2 , a 3 , . . . , a n−1 , b 2 , b 3 , . . . , b n−1 are defined by the equations
On the other hand, we have
. . , n − 1, and therefore
, we obtain
Consequently, from (2.8), we get
as desired.
For a real rectangular matrix
be the Frobenius norm of M. If M is a square matrix, its trace is denoted by trM. If w 1 and w n are respectively the largest and smallest eigenvalues of the symmetric matrix M, the spread of the matrix M is defined as s(M) = w 1 − w n . The following observation is due to Mirsky [11] .
Lemma 2.9 Let M be an n-square normal matrix. Then 
with equality if and only if
Proof. Since the matrix D α (G) is a normal matrix with D α (G)
T r . This gives trD α (G) = n∂ 2 , which implies that 2αW = n∂ 2 , that is,
where e is the all one n-vector, it follows that ∂ 2 ≤ α∂ 1 . So, we have
. Since equality occurs in (2.9) if and only if G is a transmission regular graph, it follows that equality occurs in 
Bounds for D α S(G) for bipartite graphs
In this section, we obtain lower bounds for D α S(G) in terms of maximum degree ∆, order n, transmission degrees, average distance degrees and Weiner index of a bipartite graph G.
Let M be a real matrix of order n described in the following block form 10) where the diagonal blocks M ii are n i × n i matrices for any i ∈ {1, 2, . . . , t} and n = n 1 + · · · + n t . respectively. Then a i ≥ b i ≥ a n−r+i , for all i = 1, 2, . . . , r.
The following observation can be found in [8] .
Lemma 3.2 Let M be a matrix of order n having eigenvalues a 1 ≥ a 2 ≥ · · · ≥ a n and let B be a principle matrix of M of order r having eigenvalues
for all i = 1, 2, . . . , r.
The following observation can be found in [7] . The following result gives the generalized distance spectrum of the complete bipartite graph K r,s .
Lemma 3.4
The generalized distance spectrum of complete bipartite graph K r,s consists of eigenvalue α(2r + s) − 2 with multiplicity r − 1, eigenvalue α(2s + r) − 2 with multiplicity s − 1 and the remaining two eigenvalues as x 1 , x 2 , where
Proof. Let V 1 and V 2 be the partite sets of K r,s such that the degree of each vertex in V 1 is r and the degree of each vertex in V 2 is s. It is clear that T r(v i ) = 2r + s − 2, for all v i ∈ V 1 and T r(u j ) = 2s + r − 2, for all u j ∈ V 2 . Now, using Lemma 3.3 with S = V 1 and then with S = V 2 , we get the eigenvalue α(2r + s) − 2 with multiplicity r − 1 and the eigenvalue α(2s + r) − 2 with multiplicity s − 1. The remaining two eigenvalues (as the quotient matrix for the graph K r,s is an equitable quotient matrix) can be obtained from the quotient matrix of the matrix D α (K r,s )
given by B = αs + 2r − 2
Let
T r(v j ) be the average distance degree of the vertex v i . The following result gives a lower bound for D α S(G) in terms of maximum degree ∆, order n, average distance degrees and Weiner index W of a bipartite graph G. 
,
(ii).
Proof. Let G be a connected bipartite graph on n ≥ 3 vertices with maximum degree ∆, Wiener
then u ij ∈ V 1 , for j = 1, 2, . . . , ∆. By suitably labelling the vertices of G, it can be seen that the generalized distance matrix of the graph G can be written as
where
. It can be seen that the quotient matrix B of the matrix
The eigenvalues of the matrix B are
2 . Now, using Lemma 3.1, the result follows in this case.
If ∆ = n − 1, then G being a bipartite graph implies that G ∼ = K 1,n−1 . The result now follows from Lemma 3.3, by taking r = 1 and s = n − 1.
Taking r = a and s = n − a with s ≥ r in Lemma 3.4, it follows that the generalized distance spectrum of K a,n−a is
It is easy to see that f (α) is decreasing function of α. Therefore, f (α) ≥ f (1) = 0 implies that n(2 − 3α) + 2aα + √ σ ≥ 0 holds for all α. Thus, it follows that
Proceeding, similarly it can be seen that (α+2)n−4± √ σ 2 ≥ α(n + a) − 2 for all α ∈ [0, 1] and a = 1.
Therefore, for a = 1, we have ∂ n (K a,n−a ) = α(n + a) − 2.
If α = 0 and a = 1, then ∂ n (K a,n−a ) = α(n + a) − 2 and so
It is easy to see that D α S(K a,n−a ) is a decreasing function of a for all a ∈ [1,
]. Therefore, it follows that
If α = 0 and a = 1, then ∂ n (K 1,n−1 ) = (α+2)n−4− √ σ 2 and so D α S(K 1,n−1 ) = n 2 α 2 − (n 2 + 2 − 2n)4α + 4(n 2 − 3n + 3).
By direct computation it can be seen that n(2 − α) − 4α + √ σ 2 ≤ n 2 α 2 − (n 2 + 2 − 2n)4α + 4(n 2 − 3n + 3), giving D α S(K 1,n−1 ) ≥ D α S(K 2,n−2 ) Thus, for α = 0, it follows that K ⌊ n 2 ⌋,⌈ n 2 ⌉ is the complete bipartite graph of order n having minimum generalized distance spectral spread and K 1,n−1 has the maximum generalized distance spectral spread.
If α = 0, proceeding similarly as above it can be seen that the same conclusion holds. Thus we have proved the following. The following observation follows from Lemma 2.2 and can be found in [7] . The eigenvalues of the matrix B are
