Abstract: Reconfiguration control for discrete event systems (DES) is concerned with the realization of different system configurations by modification of the supervisory control loop. In this paper, we study the reconfiguration supervisor design for reconfigurable manufacturing systems (RMS) that comprise multiple components. We construct a modular supervisor for each configuration and system component in order to realize each active configuration and to quickly change between configurations. Different from the existing literature that is focused on monolithic design, our method is abstraction-based, and, hence applicable to large-scale DES.
INTRODUCTION
Reconfiguration control of discrete event systems (DES) allows changing the supervisory controller depending on the active system configuration. Reconfiguration control is employed for the supervisory control of reconfigurable manufacturing systems (RMS) (Garcia and Ray, 1996; Li et al., 2009; Faraut et al., 2009; Schmidt, 2012) and for the fault-tolerant and failure-recovery control (Wen et al., 2008; Paoli et al., 2011; Kumar and Takai, 2012) .
Several requirements have to be taken into account when designing a reconfiguration controller. First, the desired operation has to be realized in each configuration. Second, configuration changes should be possible when requested and should be performed as fast as possible. Third, a suitable design approach should scale to large-scale systems.
The literature provides different approaches for the reconfiguration control of DES. The realization of reconfiguration supervisors is studied in (Endsley et al., 2006) without a synthesis algorithm. Reconfiguration controller synthesis is performed in (Garcia and Ray, 1996; Li et al., 2009; Faraut et al., 2009; Schmidt, 2012) under different assumptions, whereas all these approaches only consider monolithic synthesis. Similarly, different monolithic reconfiguration scenarios are investigated in the scope of fault-tolerant control (Wen et al., 2008; Paoli et al., 2011; Wittmann et al., 2012; Kumar and Takai, 2012) . Hence, the current literature on reconfiguration control for DES only provides monolithic approaches that generally do not scale to large-scale systems. In view of the previous discussion, we propose a method for the design of reconfiguration supervisors for large-scale RMS that comprise multiple components. Our reconfiguration supervisor is constructed from abstraction-based supervisors for each individual configuration as in (Schmidt and Breindl, 2011) and supervisors for state attraction that are able to complete each active configuration in case of reconfiguration. Our first contribution is the generalization of state attraction as in (Brave and Heymann, 1993) to the new notion of modular state-attraction in order to achieve state attraction without the need for a monolithic system model. Our second contribution is the construction of modular reconfiguration supervisors for each configuration and system component. In particular, the computation of these supervisors never requires the evaluation of a monolithic system model and the overall reconfiguration supervisor is given as the synchronous composition of all modular supervisors. It is nonblocking by construction and fulfills the requirements stated above. We demonstrate our approach by an example RMS.
The remainder of the paper is organized as follows. Section 2 introduces the basic notation regarding DES and supervisory control. Abstraction-based supervisory control for RMSs is motivated by an example in Section 3 and our procedure for the supervisor construction is presented in Section 4. Conclusions are given in Section 5.
PRELIMINARIES

Discrete Event Systems
The set of all finite strings over a finite alphabet Σ is denoted as Σ . The concatenation of two strings s 1 , s 2 ∈ Σ is written as s 1 s 2 ∈ Σ , s 1 ≤ s defines that s 1 is a prefix of s and |s| denotes the length of s. The empty string is denoted as ∈ Σ such that s = s = s for all s ∈ Σ and | | = 0. A language over Σ is a subset L ⊆ Σ . The prefix closure of L is defined by L = {s 1 ∈ Σ | ∃s ∈ L s.t. s 1 ≤ s}, and a language L is prefix closed if L = L. In addition, for a language L ∈ Σ and a string s ∈ L, we write L/s = {t ∈ Σ |st ∈ L} for the set of suffixes of s in L.
The natural projection p i : Σ → Σ i , i = 1, 2, for the (not necessarily disjoint) union Σ = Σ 1 ∪ Σ 2 is defined iteratively: (1) let p i ( ) = ; (2) for s ∈ Σ , σ ∈ Σ, let
We model a DES as a finite state automaton G = (X, Σ, δ, x 0 , X m ), with the finite set of states X; the finite alphabet of events Σ; the partial transition function δ : X ×Σ → X; the initial state x 0 ∈ X and the set of marked states X m ⊆ X. We write δ(x, σ)! if δ is defined at (x, σ). We extend the transition function δ to a partial function on X ×Σ in the usual way. The behavior of G is characterized by its closed language L(G) = {s ∈ Σ |δ(x 0 , s)!} and its marked language L m (G) = {s ∈ L(G)|δ(x 0 , s) ∈ X m }. The synchronous composition G 1 ||G 2 of two automata G 1 , G 2 is defined in the usual way (Cassandras and Lafortune, 2008) .
G if either G is the empty automaton (X = ∅), or X ⊆ X, and for all x ∈ X and σ ∈ Σ, it holds that
Finally, we recall the notion of a natural observer. Definition 1. (Wong and Wonham (1996) ). Let G be an automaton over the alphabet Σ and let p : Σ →Σ be a natural projection forΣ ⊆ Σ. p is denoted as a natural observer for G if it holds for all s ∈ L(G) and t ∈Σ that
Supervisory Control
We write Σ = Σ c∪ Σ u for controllable (Σ c ) and uncontrollable (Σ u ) events. We say that
and there exists a supervisor S such that L m (G||S) = K if and only if K is controllable for L(G) and Σ u (Ramadge and Wonham, 1987) . If K is not controllable for L(G) and Σ u , the supervisor will implement the supremal controllable sublanguage of K. We write L m (S||G) = SupC(K, L(G), Σ u ). Such supervisor is nonblocking and maximally permissive if SupC(K, L(G), Σ u ) = ∅. If S can be realized as a subautomaton S G, then S is a statefeedback supervisor for G.
State Attraction
We consider a finite state automaton G = (X, Σ, δ, x 0 , X m ) and an uncontrollable event set Σ u . A subset X ⊆ X is an invariant set in G if no transition from a state in X leaves this set. Next, we recall the notion of state attraction. Definition 2. (Brave and Heymann (1990) ). Let A ⊆ X ⊆ X and assume that A, X are invariant sets in G. Then, A is denoted as a strong attractor for X in G if
• the strict subautomaton of G with the state set X \A is acyclic • ∀x ∈ X , there is a u ∈ Σ such that δ(x, u) ∈ A A is denoted as a weak attractor for X in G with Σ u if there exists a state-feedback supervisor S G, such that A is a strong attractor for X in S.
The literature provides polynomial-time methods for computing supervisors for state attraction (Kumar et al., 1993; Brave and Heymann, 1993) . For example, Brave and Heymann (1993) determine a minimally restrictive optimal (state-feedback) supervisor S with complexity O(|X| 2 ).
Abstraction-based Supervisory Control
Consider a DES that is modeled by multiple component automata G i , i = 1, . . . , n, over the corresponding al-
Here, Σ i,u and Σ i,c denote the uncontrollable and the controllable events, respectively. It is assumed that each component shares the events
with other components. The global set of shared events is thus given by
Moreover, it is assumed that the components that share an event agree on the control status of this event, i.e. ∀i,
The desired system behavior is given by component spec-
. . , n and a global specificationK ⊆Σ , whereby it is assumed that Σ ∩ ⊆Σ ⊆ Σ. Then the abstraction-based approach as illustrated in Fig.  1 can be employed (Schmidt and Breindl, 2011) . 
). The obtained closed loops are then abstracted using the projections
Using the overall abstracted closed loopĜ = || n i=1Ĝ i , an abstraction-based supervisorŜ is computed for the specificationK such that
Finally, the overall closed loop is realized aŝ
(1) It is shown by Feng and Wonham (2008) ; Schmidt and Breindl (2011) that the overall closed loop in (1) is nonblocking if the used projections p i , i = 1, . . . , n are all natural observers. Furthermore, Schmidt and Breindl (2011) prove that the supervisorŜ||(|| n i=1 ) is maximally permissive if the additional properties of mutual controllability and local control consistency hold.
PROBLEM STATEMENT
Motivation
The example RMS as depicted in Fig. 2 consists of a stack feeder (SF), two reconfigurable manufacturing tools (RMTs) RMT1 and RMT2, a rotary table (RT) and a single purpose machine (M1). Products can enter RMT1 from SF with event s-r1 and are transported to RT after processing (event r1-rt). RT can forward products either to RMT2 (event rt-r2) or to the environment of the RMS (event out). From RMT2, products can either move back to RT (event r2-rt) or to M1 (event r2-m1). Products that are processed by M1 are transported back to RMT2 (event m1-r2). In the scope of this study, we assume that the RMS is divided into two modular components, whereby the first module consists of SF, RMT1, RT and the second module comprises RMT2 and M1. Automata models for all plant components are given in Fig. 3 . We consider two configurations of the RMS. In the first configuration, only module 1 is operational and the product follows the path SF, RMT, RT before moving to the environment. The related specifications are shown in Fig.  4 . In the second configuration, products are first processed in module 1 and then moved to module 2. After processing by RMT2 and M1, the products exit to the environment via module 1 (see Fig. 5 ). That is, configuration 2 requires interaction between the two modular plant components. We next compute abstraction-based supervisors for both configurations. For each configuration j ∈ {1, 2}, we determine the component supervisors S 2.4. The respective supervisors for configuration 1 and 2 are shown in Fig. 6 and 7. Here, it can be noted that the supervisorŜ 2 resolves a possible blocking situation between the two modular components. If a product enters RMT2, it first has to return to RT and leave the RMS before the next product can move to RT. It can be noted that the supervisors for the two configurations are obtained according to the classical synthesis approaches and without taking into account the desired reconfiguration behavior. This issue has only been studied for monolithic supervisors in the existing literature. Hence, reconfiguration in case of abstraction-based synthesis is the main focus of this paper. To this end, we briefly outline the desired reconfiguration behavior.
• It is desired to complete the operation of each configuration before starting a new configuration. This allows completing products of an active configuration.
• It is desired to retain the structure of the abstractionbased supervisor in each configuration. Considering that abstraction-based supervisor synthesis as described in Section 2.4 can be applied in multi-level hierarchies in case of large-scale systems, we want to preserve this property for the reconfiguration supervisor realization.
Problem Formulation
We next formalize the reconfiguration problem according to the previous discussion. We consider the setup in Section 2.4 with plant components G i and uncontrollable events Σ u,i for i = 1, . . . , n. We want to realize a set of m configurations C = {1, . . . , m}, whereby each configuration j ∈ C comprises component specifications
. . , n, and a global specificationK j ⊆ (Σ j ) . Each configuration j ∈ C is realized by an abstraction-based supervisor with the components
. . , n analogous to Section 2.4. We further assume that the natural projections p
||K j is nonblocking for each j ∈ C. In order to model the reconfiguration, we introduce a reconfiguration request event j req , a reconfiguration finish event j fin and a reconfiguration start event j st for each j ∈ C. We write Σ req = j∈C {j req }, Σ fin = j∈C {j fin },
The reconfiguration request events are used to indicate whenever a change of configuration is requested. The reconfiguration finish events and reconfiguration start events are introduced to show the completion of old configuration and beginning of new configuration respectively. We assume that all these events are controllable.
Then, we address the following problem.
j are given as above for j ∈ C and i = 1, . . . , n. Without loss of generality, let 1 be the initial configuration of the RMS. We want to compute a reconfiguration supervisor S rec that fulfills the following conditions
(4) After a reconfiguration request from configuration k to j, the RMS should • complete the operation of the active configuration k in a bounded number of steps • start the new configuration j afterwards. That is, for
ABSTRACTION-BASED SUPERVISOR
Assumptions
We introduce several realistic assumptions. First, we assume that each configuration starts from the initial plant state x 0 and each configuration can be terminated at the initial plant state. It has to be noted that this assumption is a restriction of the generally possible behavior but is practically reasonable. In many DES models of manufacturing systems, the initial plant state represents the idle state. This state is assumed by the system from the start (initially) and will be reached again if no additional products enter the system and all present products exit the system. Second, we assume that it is possible to disable all transitions from the initial plant state. It has to be noted again that such assumption is reasonable from the practical perspective, since the RMS operation should not uncontrollably start itself but should be enabled/disabled by a supervisor. Finally, we assume that a configuration change should only be requested if some configuration is currently active (and not during reconfiguration). This is also a practical assumption; if the operator decides to change the configuration, it is not reasonable to assume that a new reconfiguration is requested before operating the previously requested configuration.
Composed State Attraction
As stated in Problem 1 (4), the RMS should complete the current configuration before starting a new configuration in case of a reconfiguration request. This task can be accomplished by a supervisor for state attraction that moves the plant to its initial state as proposed by Schmidt (2012) . However, such approach assumes a monolithic plant representation and is hence not suitable for large-scale systems. We introduce the new notion of a composed invariant set and a composed state attractor that is suitable for state attraction in systems with multiple components. Definition 3. Let T i = (W i , Σ i , ω i , −, −) be automata for i = 1, . . . , l and let C ⊆ X 1 × · · · × X l be a set of composed states. We write Σ = l i=1 Σ i and use the natural projections p i : Σ → Σ i . C is denoted as a composed invariant set for T 1 , . . . , T l if it holds for all c = (c 1 , . . . , c l ) ∈ C and σ ∈ Σ that
In words, C is a composed invariant set for T 1 , . . . , T l if any transition that can be jointly taken by all T i , i = 1, . . . , l from a state in C again leads to a state in C. Definition 4. Let T i , Σ and p i , i = 1, . . . , l be given as in Definition 3. Let C ⊆ X 1 ×· · ·×X l and A ⊆ C be invariant sets. Then, A is denoted as a strong composed attractor for C in T 1 , . . . , T l if for all c = (c 1 , . . . , c l ) ∈ C
(1) ∃u ∈ Σ and a = (a 1 , . . . , a l ) ∈ A such that ω i (c i , p i (u)) = a i for all i ∈ 1, . . . , l. (2) ∃N such that |u| < N for all u that fulfill (1).
Condition (1) in Definition 4 requires that, starting from a composed state c = (c 1 , . . . , c l ) (each T i starts from c i ), there must be a string u that moves each automaton T i to its component a i of a state in A. That is, all T i , i = 1, . . . , l jointly move to the set A. In addition, (2) requires that any such string is not longer than a bound N . That is, starting from any state in C, the automata T i , i = 1, . . . , l will jointly move to A with a bounded number of transitions.
We consider the example in Fig. 8 with the composed states C = {(1, 1, 1), (2, 1, 2), (3, 1, 3), (4, 1, 4), (2, 2, 5), (2, 3, 5), (2, 4, 5), (6, 1, 2), (1, 2, 6), (1, 3, 6) , (1, 4, 6), (5, 1, 1)}. For example, from (6, 1, 2), the string u = out r1-rt rt-r2 r2-m1 m1-r2 r2-rt out leads to the set A = {(1, 1, 1)}.
Modular Supervisor Component
We construct modular reconfiguration supervisors
for each component i = 1, . . . , n and each configuration j ∈ C. To this end, let C j be the state set of (||
This means, the initial system state in A j is reached in a bounded number of steps from each state of (||
Then, the construction rules for R j i are as follows. Moreover, we use the same construction rules (with analogous notation) to obtainR j for all j ∈ C.
The modular reconfiguration supervisors for the example configurations 1, 2 are shown in Fig. 9 and 10, respectively. According to the construction, each supervisor comprises a subautomaton that coincides with the supervisor computed in Fig. 9 , a subautomaton, that corresponds to the respective automaton of the composed state attractor in Section 4.2 and a waiting state W. These subautomata are connected by the relevant events in Σ req , Σ fin and Σ st .
Reconfiguration Coordinator
Finally, we use an automaton
) that coordinates the change to configuration j ∈ C. This automaton enforces that configuration j starts (j st ) after the previous configuration is completed. Fig. 11 shows the automata P 1 and P 2 for our example configurations 1, 2.
Overall Reconfiguration Supervisor
Together, the RMS is controlled by the synchronous composition of all supervisors described above. That is, the overall reconfiguration supervisor is given by
Fig. 11. Automata P 1 for P 2 for configuration changes.
We state Theorem 2 without proof due to space limits. Theorem 2. The reconfiguration supervisor S rec in (2) solves Problem 1 under the assumptions in Section 4.1.
We point out several desirable properties of S rec .
• The construction of each modular supervisor R j i and R j is based on S j i ,Ŝ j and T j i ,T j . All automata can be computed with polynomial-time complexity and without constructing an overall plant model. Note that a procedure for computing T j i andT j has been developed but is not in the scope of this paper.
• The abstraction-based supervisorR j has the same structure as the modular supervisors R j i . That is,R j could be used as a low-level modular supervisor for a further abstraction-based supervisor computation. Hence, our method is applicable in multi-level hierarchies that are shown to be effective for large-scale systems Schmidt et al. (2008); Feng and Wonham (2008) ; Schmidt and Breindl (2011); Su et al. (2012) .
• Similar to Schmidt (2012) , it is possible to add a new configuration k ∈ C to the RMS by computing R k i for i = 1, . . . , n,R k and P k .
CONCLUSION
In this paper, we study the supervisory control of reconfigurable manufacturing systems (RMSs) in the framework of abstraction-based control for discrete event systems (DES). We construct a reconfiguration supervisor that is composed of modular supervisor components for each RMS configuration. Our reconfiguration supervisor realizes each configuration and performs fast reconfigurations whenever requested using the concept of state attraction. In contrast to existing monolithic approaches, our method is applicable to large-scale RMSs due to the abstraction-based synthesis. The practicability of our method is demonstrated using an example RMS. In future work, the proposed method will be applied to the reconfiguration control of a large-scale laboratory RMS. The development of computational support for our method in libfaudes (libFAUDES, 2006 (libFAUDES, -2013 is under way.
