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Introduzione
“Il professionista cerca di fare la cosa giusta, piuttosto che focalizzarsi sul guadagno:
egli ben sa che il profitto altro non è che la conseguenza di una serie di azioni
corrette.” (Jesse Livermore)
E’ idea comune tra gli operatori finanziari che sia produttivo disporre di un
portafoglio di algoritmi di trading, ognuno dei quali si sia dimostrato sistematica-
mente proficuo in passato.
Si stima che nel 2017 oltre il 75 percento delle negoziazioni sui mercati degli Stati
Uniti sono state svolte da algoritmi di trading automatici.1 2
In questo elaborato, inizialmente si introducono la teoria finanziaria classica, la
finanza comportamentale e due teorie collegate ad essa; verrà poi sviluppato un
algoritmo di trading automatico, mostrandone successivamente un’applicazione
sull’S&P500 Future.
L’errore più frequente per coloro che progettano algoritmi di trading è quello di
cercare “l’algoritmo perfetto”. Inserendo sempre più parametri nell’insieme delle
regole operative degli algoritmi, si riesce talvolta a realizzare algoritmi che hanno
funzionato perfettamente in passato, ma, essendo quest’ultimi plausibilmente
overfittati, non saranno abbastanza robusti da reggere alla prova del tempo.
L’overfitting, è comunque un fenomeno che si riferisce comunque a tutto il percorso
di sviluppo di un algoritmo.
Nel proseguo dell’elaborato, verranno conseguentemente applicate alcune procedure
di validazione dell’algoritmo proposto; la configurazione di parametri di quest’ultimo,
si conseguirà dalla miglior stima dei parametri ottenuta dai dati storici.
In particolare, verrà applicata una procedura proposta da Bailey, de Pardo, Borwein
e Zhu (2015), la Combinatory Symmetric Cross Validation (CSCV), volta a
misurare la probabilità di backtest overfitting, in riferimento al metodo di sviluppo
dell’algoritmo di trading oggetto dell’elaborato.
Infine, verranno analizzati i risultati dell’analisi di validazione dell’algoritmo
proposto e tratte le conclusioni sull’opportunità relativa all’inserimento di algoritmi
di trading in un’ottica di portafoglio.
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Capitolo 1 - Efficienza dei mercati finanziari e trad-
ing automatico
1.1 - La teoria finanziaria classica
La teoria finanziaria classica prende forma all’inizio degli anni cinquanta, in un’epoca
dove, per superare la crisi economica, sociale e culturale causata dalla Seconda
Guerra Mondiale, si ricercavano risposte precise e rappresentazioni della realtà
secondo modelli ideali.
In quegli anni e nei successivi, Markowitz (1952) costruiva la teoria del portafoglio
efficiente basandosi sui principi di media e varianza dei rendimenti, studiosi come
Modigliani e Miller (1958) descrivevano gli investitori come soggetti economici
puramente razionali, mentre Fama (1970) sosteneva che i mercati sono caratterizzati
dall’efficienza e che dunque non esistono asimmetrie informative tra gli individui
partecipanti ad essi.
Esiste un racconto che sintetizza simpaticamente l’approccio alla base della teoria
dei mercati efficienti: un economista sta passeggiando in compagnia di un amico e
ad un certo punto l’amico nota una banconota da 100 dollari a terra. Appena si
china per raccoglierla, l’economista lo blocca dicendogli: “Non disturbarti, se fosse
una banconota autentica, qualcuno l’avrebbe già raccolta”.
In particolare, l’ipotesi dei mercati efficienti è stata inizialmente sviluppata da
Samuelson (1965), Mandelbrot (1966) e Roberts (1967) nella seconda metà degli
anni sessanta, venendo poi più ampiamente definita nel lavoro di Fama (1970).
Fama sostiene l’idea che i prezzi degli strumenti finanziari scambiati nei mercati
riflettano, e dunque incorporino pienamente, tutte le informazioni disponibili agli
operatori di mercato in modo razionale e istantaneo, rendendo così vana ogni possibile
ulteriore operazione di arbitraggio.
Più precisamente Fama definisce tre distinte ipotesi di efficienza dei mercati:
• Efficienza in forma debole, qualora i prezzi osservati sul mercato riflettano
tutta l’informazione contenuta nella serie storica dei prezzi stessi;
• Efficienza in forma semi-forte, qualora i prezzi di mercato riflettano tutta
l’informazione contenuta nella serie storica dei prezzi, più qualunque altra
informazione pubblica;
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• Efficienza in forma forte, qualora i prezzi di mercato riflettano l’informazione
contenuta nella serie storica dei prezzi stessi, qualunque altra informazione
pubblica, nonché qualunque informazione privata.
L’efficienza in forma forte implica l’efficienza in forma semi-forte, che a sua volta
implica l’efficienza in forma debole.
Come conseguenza di questa ipotesi, non sarebbe dunque possibile formulare una
strategia operativa con un rendimento reale stabilmente superiore a quello del mercato,
basandosi esclusivamente sull’informazione contenuta nella serie storica dei prezzi,
sull’informazione di pubblico dominio oppure su una qualsiasi informazione privata
o privilegiata.
Quando si parla di forma forte, semi forte e debole, si fa anche riferimento al periodo
temporale, ossia al fatto che il mercato sconta perfettamente le notizie in un arco di
tempo più o meno lungo: per Fama il prezzo futuro di uno strumento finanziario è
prevedibile solamente se hai la notizia prima del mercato (insider trading) e quindi
non è possibile prevederlo per chi non ha l’informazione a disposizione. Nel medio
periodo poi, gli investitori digeriscono l’informazione e quindi adeguano il prezzo alle
loro aspettative razionali. Infine, nel lungo periodo, il mercato assorbe totalmente la
notizia ed il prezzo la incorpora correttamente.
L’ipotesi definita da Fama non prende in considerazione l’emotività degli investitori,
ma li giudica pienamente capaci di interpretare la notizia nel lungo periodo in maniera
del tutto razionale ed efficiente, cosicché i prezzi di mercato siano corretti. In termini
matematici, si dice che la distribuzione dei prezzi segue dei random walk.
In finanza, per valore reale di mercato di uno strumento finanziario si intende l’ultimo
prezzo di mercato. Quest’ultimo è il risultato di vari fattori tra cui: i parametri di
redditività nel caso di azioni di società quotate, il valore materiale del bene nel caso
delle materie prime, l’influenza della legge della domanda e dell’offerta, la volontà
del compratore di acquistare, e del venditore di cedere lo strumento finanziario in
oggetto, e le aspettative degli operatori circa il futuro e le contingenze economiche
che si creeranno.
In contrapposizione al valore reale vi è il concetto di valore equo, conosciuto anche
come fair value. In merito all’interpretazione di quest’ultimo, possono riscontrarsi
molteplici soluzioni: valore coerente con i principi etici, contabili e giuridici, valore
non fuorviante, inteso come miglior rappresentazione di una determinata situazione
patrimoniale, e valore privo di distorsioni, le quali potrebbero essere causate dai
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diversi portatori d’interessi che ruotano attorno allo strumento finanziario in oggetto.
In un mercato efficiente, il valore reale ed il valore equo di uno strumento finanziario
coincidono ogni istante, concretizzandosi poi nel prezzo di mercato.
1.2 - La finanza comportamentale: teoria del prospetto ed
ipotesi dei mercati adattivi
“Quando un gruppo di individui reagisce coerentemente, senza che vi sia alcun
coordinamento tra i singoli individui, siamo in presenza di un gregge che, se agisce
contemporaneamente e nello stesso modo, dà origine al comportamento del gregge
un’espressione spesso usata per descrivere alcuni tipi di fenomeni come le bolle
speculative.” (Fanton, 2016)
Più volte la storia ha dimostrato come l’emotività collettiva abbia portato alla
determinazione del prezzo di un qualche bene. Ad esempio, all’inizio del 16° secolo
si diffusero in Europa, in particolare in Olanda, svariate specie di tulipani, fiori che i
nobili si contendevano per farne sfoggio presso le loro dimore. I prezzi delle varietà
più rare e belle iniziarono a crescere di pari passo con la domanda sempre più forte.
La crescita dei prezzi sembrava inarrestabile, tutti erano contagiati dalla mania dei
tulipani e quando mancava il denaro per gli acquisti lo si prendeva a prestito. Nel
1623, un singolo bulbo poteva costare più di mille fiorini, l’equivalente di 34 maiali
grassi. Nel 1635 viene registrata una vendita record: il bulbo Semper Augustus
raggiunse i 6mila fiorini di quotazione. Nel 1637, non si sa per quale precisa ragione,
qualcuno iniziò a vendere senza riacquistare, riscontrando nel tempo sempre più
difficoltà nel trovare nuovi compratori. Le vendite generarono dapprima nervosismo,
poi timore, infine panico: la bolla scoppiò ed i prezzi crollarono di oltre il 90% in
pochissimo tempo. Un altro esempio famoso è la bolla “Dot Com” che scoppiò nel
2000, dopo che negli anni precedenti, in particolare negli Stati Uniti, i titoli azionari
legati all’innovativo settore Internet ebbero un rapido rialzo dei corsi. Una bolla
scoppiata recentemente è quella del Bitcoin, una criptovaluta che valeva quasi 20mila
dollari a fine 2017, le cui quotazioni scesero di oltre l’80% nelle settimane successive.
Negli ultimi decenni si sono susseguite molteplici teorie in contrasto all’ipotesi dei
mercati efficienti, che documentano la sua inadeguatezza a interpretare l’andamento
dei mercati finanziari ed affermano che i mercati spesso non sono efficienti, nemmeno
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in forma debole. Le critiche più durature ruotano intorno alle preferenze e al
comportamento dei partecipanti al mercato.
Durante lo sviluppo dell’economia neoclassica, gli economisti cercarono di riplasmare
la disciplina come scienza naturale, con spiegazioni del comportamento economico
dedotte da assunti fatti sulla natura degli agenti economici. La psicologia era in
buona parte scomparsa dalle discussioni economiche nella prima metà del XX secolo.
Successivamente, Il modello basato sulla teoria dell’utilità attesa, iniziò a venire
globalmente riconosciuto ed accettato, generando così delle ipotesi verificabili circa il
processo decisionale di un soggetto riguardo ad una scelta in condizioni di incertezza.
Negli anni successivi numerose anomalie vennero osservate rispetto a queste ipotesi
e ci si rese conto che il modello basato sull’utilità attesa non risultava idoneo in
situazioni in cui i soggetti si trovano di fronte a delle scelte rischiose. In particolare,
alcuni psicologi ed economisti tra i quali Kahneman, Tversky, Edwards, Simon e
Thaler, iniziarono a paragonare i loro modelli cognitivi del processo decisionale
soggetto a rischio ed incertezza, con i modelli economici del comportamento
razionale.
Iniziò così a svilupparsi la branca della finanza comportamentale, un campo di studio
che, applicando la ricerca scientifica all’ambito della psicologia cognitiva e della
sociologia, elabora modelli di comportamento alternativi rispetto a quelli formulati
dalla teoria economica standard, con lo scopo di comprendere più profondamente
le decisioni economiche degli investitori e come queste si riflettano nei prezzi di
mercato e nell’allocazione delle risorse.
Attraverso gli studi della finanza comportamentale si perviene alla critica più
significativa alla teoria classica: essa riguarda la piena razionalità degli investitori
durante un processo decisionale in condizioni di incertezza.
Nel corso degli ultimi decenni, i contributi provenienti dalla psicologia evoluzionistica
hanno mostrato che, nel corso del tempo, il sistema cognitivo umano si sia adattato
alle richieste dell’ambiente esterno sviluppando diverse strategie di ragionamento
e decisione. Molte decisioni si basano generalmente su opinioni personali che
riguardano la probabilità di eventi incerti. A volte, le credenze riguardanti eventi
incerti sono espresse in forma numerica come pronostici o probabilità soggettive.
Kahneman e Tversky hanno indagato che cosa determini tali opinioni e come le
persone generalmente stimino il valore di una quantità incerta o la probabilità che si
verifichi un evento, traendo la seguente conclusione: il ragionamento umano fa ampio
impiego di euristiche, scorciatoie mentali e procedimenti di pensiero intuitivi che
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esulano dal ragionamento logico, portando a rapide conclusioni con il minimo sforzo
cognitivo. In particolare, gli individui prendono le loro decisioni utilizzando un
numero limitato di euristiche, piuttosto che servirsi di sofisticati processi razionali.
Le euristiche riducono la complessità della predizione ad un’operazione di giudizio
più semplice. Come simpaticamente evidenziato dalla Figura 1, spesso le euristiche
sono assai utili, ma a volte conducono a gravi e sistematici errori. Per esempio,
la distanza apparente di un oggetto è in parte determinata dalla nitidezza dei
contorni di quest’ultimo. Tuttavia, facendo affidamento a questa regola si finisce per
commettere errori sistematici nella stima della distanza.
Figura 1: La sopravvivenza dell’Homo Sapiens fu dovuta alle decisioni euristiche e
alle conseguenti azioni immediate.
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Il ragionamento di tipo euristico, in opposizione a quello di tipo algoritmico, prevede
che si giunga ad una risposta affidandosi all’intuizione piuttosto che seguendo un pro-
cedimento di verifica sequenziale degli step necessari allo scopo. Tale stile decisionale
è preferibile in quelle circostanze in cui la scarsità di risorse cognitive e di risorse
temporali impediscono una valutazione approfondita e ponderata di tutti gli elementi
o quando l’output richiesto al sistema cognitivo concerne procedure familiari o già
consolidate.
La limitazione del numero di euristiche utilizzate dagli esseri umani per risolvere
un problema dato, porta alla genesi dei bias cognitivi, delle forme di distorsione
della valutazione causate da un qualche pregiudizio. Essi portano allo sviluppo di
un pensiero critico, sviluppato sulla base dell’interpretazione delle informazioni in
possesso, anche se non logicamente o semanticamente connesse tra loro. Ciò porta
dunque ad un errore di valutazione od alla mancanza di oggettività di giudizio
fondati, al di fuori del giudizio critico, su percezioni errate o deformate, su pregiudizi
e ideologie, utilizzati spesso per prendere decisioni in fretta e senza fatica. Si tratta,
il più delle volte di errori cognitivi che impattano nella vita di tutti i giorni, non solo
su decisioni e comportamenti, ma anche sui processi di pensiero.
La nascita e la diffusione del concetto di “bias cognitivi” sono riconducibili all’inizio
degli anni settanta, quando gli psicologi Kahneman e Tversky avviarono il programma
di ricerca denominato “Heuristics and Bias Program”3, allo scopo di comprendere
in che modo gli esseri umani maturassero decisioni in contesti caratterizzati da
ambiguità, incertezza o scarsità delle risorse disponibili.
Le evidenze sperimentali accumulate in quel periodo, le quali confutavano ripetu-
tamente gli assunti di base della teoria classica delle decisioni, portarono i due
autori a sviluppare una nuova lente teorica con cui guardare ai processi decisionali
umani nel tentativo di pervenire ad un modello che fosse quanto più rappresentativo
del reale comportamento umano. Kahneman e Tversky (1979) elaborarono così la
celebre teoria del prospetto, una teoria della decisione che sostiene che le persone non
trattano le probabilità per ciò che realmente rappresentano, venendo esse influenzate
da distorsioni che portano a sottostimare le probabilità elevate ed a sovrastimare
quelle piccole.
In particolare, i due autori posero l’accento su quattro importanti fenomeni psicologici,
in realtà collegati tra loro:
• L’effetto contesto: il contesto in cui l’individuo si trova a operare la scelta,
ha un effetto determinante sulla scelta stessa. In particolare il modo in cui
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il problema viene formulato influisce sul modo in cui l’individuo percepisce il
punto di partenza (o ‘’status quo”), rispetto a cui valutare i possibili esiti delle
proprie azioni;
• L’avversione alle perdite: per la maggior parte degli individui la motivazione
a evitare una perdita è superiore alla motivazione a realizzare un guadagno.
Questo principio psicologico generale, che è probabilmente collegato a una sorta
di istinto di sopravvivenza, fa sì che la stessa decisione può dare origine a scelte
opposte se gli esiti vengono rappresentati al soggetto come perdite piuttosto
che come mancati guadagni;
• Effetto di isolamento: deriva dalla propensione degli individui a isolare spesso
probabilità consecutive, invece di trattarle insieme;
• Effetto di riflessione: le persone attribuiscono valori ai guadagni e alle perdite,
piuttosto che alla ricchezza in sé ed i pesi decisionali sono assegnati ai risultati
con diverse probabilità.
Il contributo rivoluzionario fornito dai due autori fu definitivamente riconosciuto nel
2002, quando a Kahneman fu assegnato il premio Nobel per l’Economia «per avere
integrato risultati della ricerca psicologica nella scienza economica, specialmente in
merito al giudizio umano e alla teoria delle decisioni in condizioni d’incertezza».
Secondo la visione della finanza comportamentale, è dunque contemplata la possibilità
per i mercati di allontanarsi in maniera significativa e durevole dall’efficienza.
Per affrontare il conflitto tra le teorie economiche basate sull’ipotesi dei mercati
efficienti e la finanza comportamentale unita all’evidenza empirica, Lo (2005) ha
proposto l’ipotesi dei mercati adattivi, in accordo alla più moderna visione dei
mercati finanziari, visti come la rappresentazione di un sistema ecologico nella quale
vari agenti competono per una risorsa scarsa, i profitti.
In particolare, l’autore afferma che: “I prezzi riflettono tanta informazione quanta ne
viene cagionata dalla combinazione di molteplici condizioni ambientali, e dal numero
e dalla natura degli agenti presenti nel contesto economico preso in considerazione.”
(Lo, 2005)
Per agenti, si intendono tutti i vari attori che partecipano ai mercati finanziari come
gli emittenti, i market makers, gli analisti, gli hedge funds, gli investitori retail e via
dicendo.
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Le implicazioni dell’ipotesi dei mercati addativi possono essere sintetizzate dai
seguenti principi chiave:
• Gli esseri umani non sono né sempre razionali né sempre irrazionali, ma sono
entità biologiche che hanno la capacità di svolgere ragionamenti astratti basati
sull’esperienza passata, portando così i loro comportamenti ad essere plasmati
a seconda dell’evoluzione dell’ambiente circostante;
• Gli esseri umani mostrano pregiudizi comportamentali e potrebbero rivedere le
proprie euristiche in seguito ad un errore commesso;
• Le dinamiche dei mercati finanziari sono guidate dall’interazione tra persone
con diversi comportamenti, metodi di apprendimento e di adattamento, che
vivono in ambienti sociali, culturali, economici e naturali diversi tra loro;
• Mercati diversi hanno un diverso grado di efficienza, ed in essi possono essere
presenti possibilità di arbitraggio;
• Una strategia di investimento, sia essa basata sull’analisi fondamentale, quanti-
tativa o tecnica, può performare bene in certi ambienti e male in altri;
• Ogni individuo lotta per la sopravvivenza, e le chiavi per concretizzare
quest’ultima sono l’innovazione e l’adattamento delle strategie operative alle
variazioni delle condizioni dei mercati.
Considerando il comportamento dei vari agenti come espressione del mercato
finanziario, le ipotesi di perfetta efficienza ed inefficienza del mercato sono
decisamente estreme e poco rappresentative della realtà.
A differenza dell’ipotesi dei mercati efficienti, l’ipotesi plasmata da Lo, non prevede
che vi sia la possibilità che il processo evolutivo arrivi ad un equilibrio stabile e
definitivo, ma suppone un continuo sviluppo riguardo tutti gli aspetti del sistema
ecologico sopradescritto.
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1.3 - Algoritmi di trading automatico e backtesting
I metodi quantitativi volti a valutare il movimento del prezzo di uno strumento
finanziario, con lo scopo di prendere decisioni operative a valore atteso positivo,
stanno diventando strumenti sempre più importanti nell’arsenale degli investitori.
Sin dagli anni novanta, si possono utilizzare dei software per inserire ordini di
compravendita riguardanti strumenti finanziari sui mercati attraverso la rete grazie
all’ausilio di un broker che funge da intermediario. La lista dei prodotti che possono
essere scambiati comprende azioni, obbligazioni, commodity, derivati e valute.
L’approccio meccanico al trading consiste nella definizione di un insieme di regole
quantitative, volte a scovare qualche forma di inefficienza su un qualunque strumento
finanziario, portando l’operatore ad effettuare le operazioni sul mercato attenendosi
ad un protocollo ben preciso.
Queste regole riguardano sia gli ingressi in posizione, sia il dimensionamento della
posizione, ossia la definizione della porzione di capitale da impiegare nella prossima
operazione, sia la gestione dell’operazione, individuando i più idonei metodi di uscita.
Nell’ultimo decennio, la forte crescita del lato hardware dei computer e lo sviluppo di
sempre più performanti piattaforme di trading, ha permesso agli operatori finanziari
di automatizzare completamente le proprie operazioni. Diversamente dagli operatori
che utilizzano un approccio discrezionale, attraverso l’approccio meccanico, si arriva
dunque a progettare un algoritmo di trading automatico (detto anche sistema di
trading automatico), che è un programma informatico che crea in automatico gli
ordini di compravendita attenendosi ad un insieme predefinito di regole e li invia
sistematicamente ad un mercato borsistico. Queste regole si basano su un insieme
di parametri che fungono da input, come per esempio la lunghezza di una media
mobile, il valore di un indicatore tecnico, un orario di contrattazione e via dicendo.
Il backtesting è una metodologia basata sull’analisi dei dati storici utilizzata per
testare la validità delle capacità esplicative di una teoria o di un modello, o per
valutare la bontà di una strategia operativa. In riferimento ad un algoritmo di
trading, attraverso il backtest viene ricostruita/simulata l’operatività dell’algoritmo
in un determinato periodo passato. Il fine principale di un backtest è quello di
analizzare il comportamento del sistema nel passato e, analizzando le metriche
prodotte, determinare la bontà del set di regole che guida l’algoritmo, evitando così
di tradurre in operazioni, ipotesi che hanno scarsa probabilità di fornire risultati
positivi.
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Il concetto sulla quale si fonda questa analisi è che si ritiene che ciò che è risultato
sistematicamente profittevole in passato, sia più verosimile che lo sia in futuro rispetto
a ciò che non ha funzionato, almeno all’interno di un determinato periodo temporale,
caratterizzato da dinamiche simili a quelle passate, o fino a quando il comportamento
dello strumento finanziario non cambia completamente pelle. In altre parole, si
ritiene che, in riferimento ad un più ampio scenario di stazionarietà, la storia, pur
con qualche variante, si ripeta.
La precisa traduzione in codice delle regole operative di un algoritmo di trading, è uno
dei vantaggi del trading meccanico: grazie ai fornitori di dati (data providers) infatti,
si può fruire dei dati storici relativi ai prezzi di una miriade di strumenti finanziari,
consentendo agli operatori, di effettuare dei backtest di algoritmi di trading.
La principale caratteristica desiderata da un algoritmo di trading è la capacità di
produrre rendimenti positivi in maniera costante. Il backtesting è una delle tecniche
di analisi più utilizzate dagli operatori quantitativi, ma è anche oggetto di abuso da
gran parte di essi. Vi sono infatti svariate falle alla quale bisogna prestare attenzione
per non cadere in inganno:
• Bias di selezione: dopo molteplici test, si considerano solamente le strategie
che hanno performato meglio;
• Look-ahead bias: si utilizzano informazioni che non erano ancora disponibili al
momento della simulazione;
• Snooping dei dati: si utilizzano informazioni ricavate dal periodo out of sample
per migliorare le prestazioni dell’algoritmo;
• Costi di transazione: non si considerano i costi di commissione, imprescindibili
nell’attività di trading;
• Slippage: nel caso si utilizzino stop order non si considerano i costi dovuti allo
slippage, termine utilizzato per indicare la differenza tra il prezzo teorico quale
l’algoritmo dovrebbe eseguire un ordine secondo la regola definita, ed il prezzo
effettivo quale l’ordine viene poi effettivamente eseguito;
• Fill degli ordini: nel caso si utilizzino limit order non si ha la certezza che,
quando lo strumento finanziario in oggetto raggiunge il prezzo alla quale siamo
disposti a comprare o vendere, l’ordine venga realmente eseguito, in quanto ad
ogni livello del libro ordini (book) vi sono, generalmente, più operatori finanziari
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in attesa di eseguire la compravendita;
• Outliers: le performance dell’algoritmo dipendono soprattutto da pochi outliers
verificatisi nel periodo preso in esame;
• Vendite allo scoperto: nel caso si trattino azioni o altri strumenti finanziari che
necessitino di un prestatore titoli per eseguire una vendita allo scoperto, non si
ha la certezza di trovare una controparte disposta a prestarci i titoli in oggetto.
13
Capitolo 2 - Sviluppo di un algoritmo di trading
automatico sull’S&P500 Future
2.1 - Dati utilizzati
Per sviluppare l’algoritmo ci si serve dei dati storici relativi allo strumento finanziario
S&P500 Future, ossia il contratto utilizzato per contrattare il paniere azionario delle
500 aziende più capitalizzate degli Stati Uniti. In particolare, si sono selezionati
i valori relativi all’apertura, alla chiusura, ai massimi ed ai minimi di ogni ora di
contrattazione, nel periodo dal 03/02/1998 al 03/02/2019.
I contratti futures, in quanto contratti a termine, permettono di andare lunghi o
corti senza la necessità di un prestatore titoli. Inoltre, non è necessario detenere
in portafoglio un controvalore pari al valore totale del contratto, ma solo una
percentuale di esso, il margine di garanzia.
Sfruttando le più moderne piattaforme di trading, si può eseguire il backtest di un
algoritmo attraverso la codifica in un linguaggio di programmazione, definendo così
le regole operative alla quale si deve attenere la strategia. Questi linguaggi sono
spesso basati su dei costrutti sequenziali, iterativi (per i cicli) e di selezione (logica if
. . . else . . . then).
La principale caratteristica desiderata dal risultato di un backtest di un algoritmo
affinché questo sia perlomeno apprezzabile, è la profittabilità. Come misura di
quest’ultima, si ha un’immediata risposta esaminando il profitto netto, ossia
l’ammontare del profitto o della perdita maturata nel periodo di tempo selezionato,
comprensivo dei costi commissionali e dei costi dovuti allo slippage.
Anche la curva dei profitti (o (equity line) è uno strumento utile per la valutazione
di un algoritmo: rappresentando graficamente l’andamento dei profitti generati nel
tempo, essa ci dà un’immediata informazione su come sono stati prodotti quest’ultimi.
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2.2 - L’insieme di regole dell’algoritmo
Ogni strumento finanziario ha una sua peculiarità, forgiata dalle molteplici operazioni
svolte dagli investitori su quel determinato strumento. Ad alcuni strumenti, ad
esempio le materie prime come l’oro o il palladio, si applicano con successo strategie
che puntano a seguire il trend in atto in caso di rottura dei livelli di supporto e
resistenza, ovvero dei minimi e massimi relativi.
Ad altri strumenti invece, come agli indici azionari americani, si adattano meglio
tecniche cosiddette di “mean reversion”, che sono basate sull’idea che il prezzo tenda
a ritornare verso la propria media, e pertanto suggeriscono di vendere dopo una
salita (in prossimità o dopo la rottura di una resistenza) e comprare dopo una
discesa (in prossimità o dopo la rottura di un supporto).
Lungo il percorso che porterà alla definizione dell’insieme di regole dell’algoritmo
e la conseguente stima dei parametri di esse, si utilizza solamente la porzione di
dati dal 03/02/1998 al 03/02/2014, cosiddetto periodo in sample: questa procedura
tornerà utile durante la procedura di validazione della strategia, dove si utilizzerà la
porzione finale dei dati, dal 03/02/2014 al 03/02/2019 come campione out of sample.
Come evidenziato in precedenza, affinché il backtest dell’algoritmo fornisca risultati
veritieri, bisogna si considerino i costi di commissione, i costi dovuti allo slippage
e l’effettiva esecuzione degli ordini. I costi di commissione non sono considerati
durante la fase di stima dei parametri, mentre si applica un costo di 3$ ad operazione
nella fase di validazione dell’algoritmo.
Essendo le operazioni effettuate dall’algoritmo attraverso ordini limit, ossia l’ordine
verrà eseguito solo al raggiungimento di un prezzo preimpostato (e non “al meglio”),
non si applica alcun costo dovuto allo slippage.
Per evitare il problema del fill degli ordini, si considera ogni ordine eseguito
solamente quando il prezzo eccede di un tick (la variazione minima), rispetto al
prezzo fissato dall’algoritmo, in riferimento agli ingressi ed alle uscite dalla posizione.
Le regole su cui è basato l’algoritmo, si riferiscono esclusivamente ai prezzi
dell’S&P500 Future orari e giornalieri od a valori derivati da questi. In particolare,
si sfruttano il massimo ed il minimo degli ultimi D giorni, il massimo ed il minimo
delle ultime H ore, la differenza tra massimo e minimo (range) giornaliero delle
ultime 3 giornate di contrattazione, alla quale applicheremo un moltiplicatore M.
Nel 1998, il valore nozionale del contratto S&P500 Future era di circa 50000$,
mentre nel 2019 il valore si attesta intorno ai 125000$. Per rendere uniformi i calcoli
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a prescindere dal periodo di operatività, si fissa l’equity iniziale pari a 560000$ e si
inserisce poi nell’algoritmo una variabile che determina il numero di contratti con
la quale effettuare la prossima operazione; più precisamente, attraverso la codifica
della variabile Ncon (si veda Appendice B) si programma l’algoritmo ad entrare
in posizione con un numero di contratti pari all’intero più vicino del quoziente:
(equity iniziale/valore nozionale contratto alla chiusura del giorno precedente).
Si definiscono qui di seguito i parametri che compongono l’insieme di regole
dell’algoritmo:
D = numero di giorni;
H = numero di ore;
M = moltiplicatore.
Sia:
Gap = media dei range delle ultime 3 giornate di contrattazione.
Siano definite le seguenti variabili:
EntryPriceLong = (Minimo degli ultimi D giorni) - Gap×M
EntryPriceShort = (Massimo degli ultimi D giorni) + Gap×M
ExitPriceLong = (Massimo delle ultime H ore) + Gap×M
ExitPriceShort = (Minimo delle ultime H ore) - Gap×M
Sia Pt l’ultimo prezzo dell’S&P500 future.
Si decide di definire le seguenti regole per l’ingresso in posizione:
Se non hai operato nelle ultime 24 ore allora:
- Compra Ncon contratti se Pt ≤ EntryPriceLong;
- Vendi allo scoperto Ncon contratti se Pt ≥ EntryPriceShort.
Si decide di definire le seguenti regole per l’uscita dalla posizione:
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Se sei in posizione da almeno 1 ora allora:
- Se hai una posizione lunga, vendi tutti i contratti a carico quando Pt ≥
ExitPriceLong;
- Se hai una posizione corta, ricopriti con tutti i contratti a carico quando Pt ≤
ExitPriceShort.
Se nessuna di queste condizioni si verifica, l’algoritmo non svolgerà alcuna operazione.
Dopo aver determinato il set di regole che guida l’algoritmo, ed i relativi parametri
di esse, si procede a stimare i valori ottimali di quest’ultimi.
La stima dei parametri si può effettuare analizzando tutti i risultati prodotti
dall’algoritmo con ogni possibile combinazione di parametri, facendoli variare in
un dominio definito. Questa ottimizzazione ha lo scopo di stabilire quale tra le
configurazioni di parametri esaminate ha prodotto il risultato più soddisfacente
secondo una qualche misura di performance, nel periodo di tempo considerato.
Vi sono svariate possibilità per quanto riguarda la funzione da massimizzare per
giungere alla stima dei parametri definitivi. Sebbene il profitto netto realizzato
dall’algoritmo dia immediatamente una valutazione della bontà di quest’ultimo, non
ci dà nessuna indicazione sul rischio associato alle operazioni svolte, con particolare
riferimento all’ampiezza dei drawdown storici, ossia della variazione percentuale tra
un picco di massimo ed un picco di minimo relativi dell’equity line line generata.
2.3 - Sharpe ratio vs Martin Ratio
Lo Sharpe Ratio (SR) è una misura di performance di un portafoglio titoli. Esso
esprime il rendimento di un portafoglio titoli, al netto del rendimento non rischioso
(risk free rate), normalmente inteso come il tasso d’interesse di prestiti statali AAA a
breve scadenza, in rapporto al rischio (volatilità, deviazione standard) del portafoglio
stesso. Viene così indicato il rendimento in termini percentuali per ogni unità di
rischio del nostro investimento.
Sia rq il rendimento di un portafoglio q, σq la sua deviazione standard (o volatilità),
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e rf il tasso d’interesse del titolo privo di rischio.
L’indice di Sharpe del portafoglio q è pari a:
SRq =
rq − rf
σq
Sebbene sia largamente impiegato nella prassi e fornisca una giustificazione
immediata al modello di equilibrio di riferimento per i mercati finanziari (il CAPM),
l’indice di Sharpe non è immune da critiche4.
Si è inoltre discusso circa la validità dello SR in sé come adeguata misura di
rendimento corretto per il rischio di un portafoglio di titoli; questo tipo di
argomentazione è proprio della letteratura sulla asset allocation. Niente infatti
implica che il rischio, un concetto per sua natura soggettivo, debba coincidere con la
varianza (o, in maniera equivalente, con la deviazione standard) del rendimento;
questo tipo di obiezione è analogo a quella mossa alla teoria della frontiera dei
portafogli con preferenze di tipo media-varianza.
La Figura 2 dimostra ulteriormente, oltre ogni ragionevole dubbio, i limiti logici
dello Sharpe Ratio.
Figura 2: I limiti dello Sharpe Ratio
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I fondi A, B e C presentano la medesima redditività annualizzata e la medesima
volatilità, conseguentemente presentano lo stesso SR, ma nessuno potrebbe sostenere
che presentano anche lo stesso rischio. La riflessione sull’idoneità dell’indice di
Sharpe a rappresentare le preferenze degli operatori finanziari, ha portato allo
sviluppo di misure di performance alternative, tra le quali l’Ulcer Index e, derivato
da esso, il Martin Ratio.
L’Ulcer Index (UI) è una misura del rischio di un portafoglio titoli ideato da Peter
Martin (1987). E’ fondato sulla misura della volatilità, ma solamente nell’accezione
negativa di quest’ultima. Infatti, mentre altre misure come la deviazione standard
trattano in egual maniera i movimenti positivi e negativi, solo i movimenti negativi
causano stress e ulcere allo stomaco (come il nome dell’indice suggerisce). L’indice
è basato su un determinato intervallo di tempo, composto da N periodi (giorni,
settimane, mesi e via dicendo).
Sia pi il valore dell’equity al tempo i e maxi il massimo valore raggiunto dall’equity
fino al tempo i, con i = (1, ..., N).
Prendendo i più alti valori raggiunti dall’equity in ordine cronologico, ogni chiusura
inferiore al massimo storico è un ritracciamento espresso in termini percentuali:
Ri = 100× pi−maximaxi ,∀i = (1, ..., N).
Per esempio, se il massimo dell’equity raggiunto nella prima settimana è di 100$ e
nella seconda settimana l’equity si attesta a 90$, si ottiene R1 = −0.1.
In riferimento ad un portafoglio q, il valore dell’UI è definito da:
UIq =
√∑N
i=1R
2
i
N
.
Grazie all’elevamento al quadrato dei ritracciamenti, si ottiene un valore dell’UI
positivo. Il calcolo è relativamente immune alla frequenza di campionamento
dell’equity. I risultati sono infatti simili quando sono calcolati nei prezzi settimanali
o nei prezzi giornalieri, anche se è consigliato di non scegliere frequenze più basse,
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come il trimestre o l’anno, in quanto non si coglierebbero eventuali discese di prezzo
interne al periodo.
Si può utilizzare questo indice come misura di rischio in vari contesti ove abitualmente
si utilizza la deviazione standard. In particolare, in riferimento ad un portafoglio q,
Martin (1989) definisce il Martin Ratio (MR) come:
MRq =
Returnq −Risk Free Return
UIq
Come per lo SR, anche per il MR vengono utilizzati i rendimenti annualizzati
ed, alla stessa maniera, un valore alto del MR è migliore di un valore basso (gli
investitori preferiscono maggiori rendimenti e minor rischio).
2.4 - Stima dei parametri
Si sceglie di utilizzare il Martin Ratio con un tasso risk free pari al 2% come
funzione da massimizzare nel periodo in sample, allo scopo di stimare i parametri
ottimi.
In particolare, si sono ricavati i valori dell’equity ogni venerdì di contrattazione, alle
ore 10 (orario Exchange, sito in New Jersey). Se un venerdì è giorno di chiusura del
mercato, la misurazione slitterà al venerdì successivo. Si ottiene così un totale di
N = 803 periodi, valore utilizzato come denominatore per il calcolo del MR.
Prima di determinare gli intervalli nei quali si richercherà la combinazione ottimale
dei parametri D, H e M , si deve prima fare una dovuta considerazione:
• per valori alti di D, H e M , l’algoritmo fa poche operazioni nel periodo
selezionato, compromettendo così la numerosità campionaria necessaria per
dare un valido significato al backtest;
• per valori bassi di D, H e M l’algoritmo fa un buon numero di operazioni,
ma questo non è sempre un bene, in quanto per eseguire ogni singola
operazione bisogna pagare i costi transizionali che, se calcolati nell’equity,
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fanno deteriorare le performance del sistema.
Per i motivi di cui sopra, si sceglie di far variare i parametri nei seguenti domini:
• {D : D ∈ (5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15)};
• {H : H ∈ (8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22)};
• {M : M ∈ (0.1, 0.2, 0.3)}.
In totale si ottiene un insieme di (11× 15× 3) = 495 diversi algoritmi.
Tramite l’applicazione della funzione:
{D,H,M} : max
D,H,M
MRi, con i = (1, ..., 495)
si ottiene la combinazione di parametri che ha meglio performato secondo Martin
Ratio nel periodo in sample: questa combinazione è la terna composta da D =
10, H = 15,M = 0.1.
mr <- as.data.frame(MartinRatio(ds, Rf = 0.02))
which(mr == max(mr))
## [1] 247
list(colnames(mr[247]),max(mr))
## [[1]]
## [1] "101501"
##
## [[2]]
## [1] 4.238851
In Figura 3 si mostrano le venti combinazioni di parametri che hanno prodotto la
miglior performance in termini di Martin Ratio nel periodo in sample, con i relativi
valori associati.
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Figura 3: Martin Ratio delle migliori venti configurazioni (DDHHMM)
In figura 4 si mostra l’equity line dell’algoritmo che utilizza i parametri stimati,
relativa al periodo in sample. La configurazione ottimale fa registrare un rendimento
annualizzato, calcolato sull’equity iniziale, pari al 6.94%. Inoltre, l’algoritmo svolge
in media un’operazione ogni sei giornate di contrattazione, mentre in media ogni
operazione ha una durata di circa due giornate.
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Figura 4: Equity line periodo IS con: D = 10, H = 15,M = 0.1
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Capitolo 3 - Validazione dell’algoritmo
Attraverso delle procedure di validazione, si può scongiurare o meno la possibilità
che un algoritmo degradi le proprie performance nell’immediato futuro, rispetto a
quanto accaduto nel periodo in sample utilizzato per trovare i parametri ottimali.
L’errore più frequente per coloro che progettano algoritmi di trading è quello di
cercare “l’algoritmo perfetto”. In questa ricerca essi spendono la maggior parte del
tempo a sviluppare idee sempre più complesse o ad inserire filtri e parametri di
ottimizzazione. Così facendo riescono talvolta a costruire algoritmi che in backtesting
hanno equity line perfette, ma, essendo plausibilmente sovraottimizzati, essi non
sono abbastanza robusti da reggere alla prova del tempo. In genere gli operatori
quantitativi passano dallo stato di euforia pura, quando riescono a scrivere un codice
che genera un’equity di backtesting perfettamente lineare, per poi sprofondare nello
sconforto quando si mettono a verificarne la robustezza attraverso i vari “stress test”.
L’overfitting, o sovraottimizzazione, è un fenomeno che deriva dalla moltitudine
di test effettuati al fine di trovare i valori ottimali dei parametri di un algoritmo
(secondo una prescelta funzione da massimizzare). Il tentativo di rendere perfetto
l’algoritmo per il periodo analizzato, adattando continuamente i parametri in
maniera tale da ottenere risultati stratosferici nella fase di backtest, conduce al
miglior risultato ottenibile nel periodo in sample (training set), ma porterà ad una
degradazione dei risultati nel periodo out of sample (test set).
In altre parole, se è necessario implementare regole troppo specifiche per migliorare i
risultati passati, oppure si sceglie una combinazione di parametri che per coincidenze
particolarmente fortuite risulta perfetta per il periodo prescelto, si corre il rischio di
non far operare con successo il sistema nel futuro.
Si applica qui in seguito una serie di metodi, cosiddetti “di validazione”, con il fine
di valutare le possibilità che l’algoritmo di trading proposto possa continuare a
funzionare anche nella fase successiva a quella dello sviluppo.
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3.1 - Metodi di validazione empirici
3.1.1 - Analisi della stabilità dei parametri
Si desidera che i valori del Martin Ratio ottenuti in sample, diano risultati analoghi
a parità di distanza dai parametri ottimali. Viceversa, se l’intorno dei parametri nel
proprio dominio non dovesse essere stabile, sarebbe un segno di overfitting, nel senso
che probabilmente è stata scelta la “combinazione perfetta” che probabilmente non
darà altrettante soddisfazioni quando l’algoritmo sarà messo ad operare in reale.
In Figura 5 e 6, si propongono due visualizzazioni degli intorni parametrici: una
ottenuta tramite una heatmap, realizzata utilizzando il metodo del gradiente per
la variazione del colore, ed una di tipo tridimensionale, la cui forma desiderata è
una superficie unimodale. Per praticità di visualizzazione, si è fissato il parametro
M = 0.1, mentre lungo gli assi cartesiani si trovano tutti i valori dei domini di D e H.
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Figura 5 e 6: Heatmap e superficie unimodale D = (5 : 15), H = (8 : 22),M = 0.1
3.1.2 - Analisi multimarket
Testare l’algoritmo su serie storiche totalmente diverse non è molto utile, in quanto,
come descritto prima, ogni strumento finanziario ha una sua peculiarità.
Si possono invece ricercare delle serie storiche simili a quella in oggetto, allo scopo di
indagare un eventuale degradazione delle performance a seguito di piccole variazioni
di prezzo rispetto a quanto realmente accaduto con lo strumento finanziario originale.
Se ciò dovesse avvenire, si sarà probabilmente filtrato il rumore della serie storica e
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non la componente di segnale.
In Figura 7, 8, 9 e 10 si mostra il risultato dell’applicazione dell’algoritmo ad altri
strumenti finanziari, nello stesso periodo considerato per l’algoritmo originale. In
particolare, gli strumenti in questione sono il Nasdaq Future, il Dow Jones Future,
l’S&P400 ed il Natural Gas.
Figura 7, 8, 9 e 10: Applicazione dell’algoritmo su Nasdaq Future, Dow Jones
Future, S&P400 e Natural Gas
Come si evince dalle figure qui sopra, l’algoritmo produce risultati positivi quando
applicato ad altre serie storiche diverse da quella originale.
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3.2 - Analisi out of sample
3.2.1 - Confronto tra Martin Ratio in sample e out of sample
Si analizza la performance, in termini di profitto netto, ottenuta dall’algoritmo
nel periodo out of sample. In Figura 11 viene rappresentata l’equity line prodotta
dall’algoritmo dal 03/02/1998 al 03/02/2019, con i parametri ottimizzati nel periodo
in sample.
L’algoritmo ottiene buone performance anche nel periodo out of sample; in
particolare, la configurazione di parametri D = 10, H = 15, M = 0.1, fa registrare,
nel periodo out of sample, un rendimento annualizzato pari al 5.51%.
Figura 11: Equity line D = 10, H = 15,M = 0.1, periodo in sample + out of sample
Un test più severo, consiste nel confrontare i risultati ottenuti in sample ed out
of sample tra tutte le possibili combinazioni di parametri, secondo la misura di
performance utilizzata per scegliere i parametri ottimali. Affinché il test si consideri
superato, si desidera che le configurazioni parametriche che meglio hanno performato
in sample, rimangano le migliori nel periodo out of sample, e viceversa con le peggiori.
Per fare questo confronto, si crea dunque una heatmap dei valori di Martin Ratio
ottenuti nel periodo out of sample per tutte le 165 combinazioni dei parametri D
e H con M fissato a 0.1. Anche questa heatmap è stata realizzata utilizzando il
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metodo del gradiente per la variazione del colore.
In Figura 12 si visualizza l’heatmap dei valori del MR ottenuti in sample, mentre in
Figura 13 si hanno gli analoghi valori ottenuti nel periodo out of sample.
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Figura 12 e 13: Confronto heatmap MR in sample e out of sample, per
D = (5 : 15), H = (8 : 22),M = 0.1
Si nota come la distribuzione dei valori del Martin Ratio calcolato nel periodo out of
sample, sia abbastanza congruente con i valori ottenuti in sample. In particolare,
si nota un leggero spostamento della zona con i valori più alti: la combinazione di
parametri migliore, considerato solamente il periodo out of sample è: (D = 16, H =
11,M = 0.1)
3.2.2 - Analisi della distribuzione delle operazioni out of sample
Si analizza la distribuzione dei profitti e delle perdite realizzate dall’algoritmo nel
periodo out of sample. Si desidera che la i valori in oggetto si distribuiscano
omogeneamente intorno alla loro media, lungo tutto il periodo analizzato. Inoltre,
una scarsa presenza di outliers sta ad indicare sia che i risultati ottenuti non sono
frutto di un esiguo numero di operazioni fortunate o meno.
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Figura 14 e 15: Distribuzione e QQplot operazioni out of sample
Come si mostra in Figura 14 e 15 rispettivamente, si nota sia come gli esiti delle
operazioni si distribuiscano uniformemente attorno alla loro media (linea blu), sia la
presenza di 3 outliers (1 positivo, 2 negativi).
3.2.3 - Ricampionamento delle operazioni out of sample
L’ultimo metodo di validazione empirico, sfrutta una simulazione effettuata tramite
ricampionamento con reimmissione. Si carica su R la serie storica dei profitti/delle
perdite generate dall’algoritmo nel periodo out of sample.
Attraverso la funzione replicate, si creano poi 500 campioni casuali con reinserimento,
presi dal campione originale. Si mostra in Figura 16 l’esito del ricampionamento.
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Figura 16: Simulazione di 500 campioni casuali, con reinserimento
Si calcola poi la somma cumulata dei profitti/delle perdite di ogni campione e
viene annualizzato il rendimento prodotto da ogni strategia, sottraendo ad esso il
tasso risk free, impostato al 2%. Come si intuisce dall’istogramma in Figura 17,
si è calcolata la frequenza dei rendimenti annualizzati negativi, nei 500 campioni
generati dalla simulazione; utilizzando la formula casi favorevoli/casi possibili si
ottiene un valore pari a 0.048, mentre approssimando la distribuzione dei rendimenti
ad una normale, si ottiene immediatamente il valore della funzione di ripartizione
calcolata su zero, pari a 0.0436.
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Figura 17: Distribuzione rendimenti annualizzati ed approssimazione normale
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3.3 - Una tecnica di validazione metodologica
Nell’ultima parte di questa tesi si applicherà una procedura, la Combinatory Sym-
metric Cross Validation (CSCV), proposta da Bailey, de Pardo, Borwein e Zhu (2015)
per misurare la probabilità di backtest overfitting (PBO), in riferimento al metodo
di sviluppo di una strategia di investimento. Utilizzando il metodo CSCV, gli autori
hanno illustrato vari esempi di come questo diagnostichi la PBO di una strategia
overfittata contro una strategia che ha una componente di segnale legittima. Uno dei
vantaggi di questa procedura è quello di non richiedere la specificazione dei parametri
utilizzati nel’insieme di regole dell’algoritmo. E’ dimostrato5 che la CSCV produce
stime ragionevoli di PBO in molti contesti.
3.3.1 - Probabilità di Backtest Overfitting
Molti investitori si affidano ai backtest per l’allocazione del capitale in una più ampia
strategia di investimento. I recenti progressi della ricerca nel campo algoritmico
e nell’elaborazione dei dati ad alte prestazioni hanno reso quasi banale testare
milioni e miliardi di alternative strategie di investimento su un set finito di dati di
serie storiche finanziarie. Questi progressi da un lato sono indubbiamente utili, ma
dall’altro presentano un effetto negativo spesso messo a tacere: l’allarmante aumento
dei falsi positivi nelle relative pubblicazioni accademico ˆ7.
In ogni algoritmo, il progettista di esso ci adatta dei parametri e per ognuno di
questi, esso testa migliaia di combinazioni e ricerca delle combinazioni di questi
parametri che siano, secondo una misura di performance (per esempio il Martin
Ratio), significativi al un livello di confidenza del 95%, in accordo con la procedura
di test di verifica d’ipotesi di Neyman-Pearson. La probabilità di errore del primo
tipo, alfa, è valida solo quando applichiamo il test una singola volta. “La probabilità
di falsi positivi si incrementa all’aumentare del numero di test condotto sugli stessi
dati.” (Miller, 1981).
Nell’ambito del trading algoritmico, in genere si identifica un fenomeno con un
basso rapporto signal-to-noise, una misura utilizzata per comparare il livello di un
desiderato segnale con il livello del rumore di fondo. Poiché nell’ambito del trading il
segnale è debole, spesso il risultato di ottimizzazione parametrica genera un backtest
overfittato, dunque è necessario che un test di ipotesi sia condotto su un campione
sufficientemente grande come metodo di valutazione dell’esistenza di un fenomeno.
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La CSCV è una procedura computazionale utile per individuare i falsi positivi nel
contesto delle strategie di investimento.
Si definisce una precisa caratterizzazione del fenomeno overfitting: affinché questo
sia presente, la configurazione di parametri dell’algoritmo che forniscono il miglior
risultato secondo qualche misura di performance nel periodo in sample, deve sottop-
erformare sistematicamente le rimanenti configurazioni nel periodo out of sample. Il
fondamento di ciò, si basa sul concetto che la combinazione parametrica ottimale
scelta in sample è, almeno in parte, legata al rumore di fondo del training set.
Si dà in seguito la definizione di overfitting nel contesto di selezione di una strategia
di investimento5.
Considerato uno spazio di probabilità (T, F, Prob) dove T rappresenta uno spazio
campionario di coppie di campioni in sample e out of sample, si mira a stimare la
probabilità di backtest overfitting per il seguente processo di selezione della strategia:
selezionata tramite backtest la migliore, secondo qualche misura di performance per
esempio il Martin Ratio, delle N strategie etichettate con (1, 2, ..., N).
Fissata una misura di performance, si utilizzano dei vettori casuali R =
(R1, R2, ..., RN) e R = (R1, R2, ..., RN) su (T, F, Prob) per rappresentare rispettiva-
mente le performance in sample e out of sample delle N strategie.
Per un determinato campione c ∈ T , che è una coppia di campioni in sample e out
of sample, si utilizzano Rc e RC per denotare le performance delle N strategie su c.
L’osservazione chiave qui è quella di comparare il posizionamento (ranking) delle
strategie selezionate in sample e out of sample. Si consideri dunque lo spazio relativo
ai posizionamenti Ω, che consiste nelle N ! permutazioni di (1, ..., N).
Si utilizzano dei vettori casuali r e r per rappresentare il posizionamento dei
componenti di R e R rispettivamente.
Per esempio, se N = 4 e si considera come misura di performance il Martin Ratio, per
un definito campione c ∈ T , con RC = (2.8, 3.5, 2.2, 4.1) e RC = (3.1, 4.3, 2.6, 3.8), si
ha r = (3, 2, 4, 1) e r = (3, 1, 4, 2).
Così, entrambi i vettori r e r sono vettori casuali che mappano (T, F, Prob) su Ω.
Si definisce ora il backtest overfitting nel contesto della selezione di una strategia
di investimento nella maniera sopra descritta. Si deve utilizzare il seguente
sottocampione di Ω:
Ω∗n = {f ∈ Ω : fn = N}.
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Definizione (Backtest overfitting)5: Si dice che un processo di selezione di una
strategia basato sul backtesting è overfittato se una strategia con la miglior
performance IS ha un ranking atteso inferiore alla mediana OOS. Utilizzando una
formula Bayesiana e la notazione di cui sopra, si ha: ∑Ni=1E[ rn ∈ Ω∗n ] ≤ N2 .
Definizione (Probability of Backtest Overfitting)5: Una strategia con la miglior
performance IS non è necessariamente la migliore OOS. Inoltre, vi è una probabilità
non nulla che questa strategia con la miglior performance IS, abbia un ranking
inferiore alla mediana OOS. Questa misura è ciò che viene definita come probabilità
di backtest overfitting (PBO). Più precisamente,
PBO = ∑Nn=1 Prob[ rn < N/2 : r ∈ Ω∗n ] Prob[ r ∈ Ω∗n ].
In altre parole, Si dice che un processo di selezione della strategia è overfittato se le
performance attese delle strategie selezionate in sample, è inferiore alla mediana dei
ranking delle performance out of sample di tutte le strategie. In questa situazione, il
processo di selezione della strategia diventa infatti dannoso.
Si noti come in questo contesto, IS corrisponda al sottocampione di osservazioni
utilizzate per seleziona la miglior strategia tra le N alternative. Questa è la ragione
per la quale si può definire la PBO senza aver la conoscenza del set di regole che
governa l’algoritmo, “in una maniera model-free e non parametrica.” (de Prado, 2018).
3.3.2 - La procedura CSCV
Si supponga che un ricercatore stia sviluppando un algoritmo di trading. Esso prima
definisce la struttura del set di regole ed i parametri di esse, poi procede con il
backtesting con lo scopo di scoprire la combinazione di parametri che meglio si
adatta alle sue esigenze. Come risultato di ciò, il ricercatore finisce per ottenere un
numero N di configurazioni alternative, tra le quali la migliore secondo il suo criterio
di valutazione della performance.
Bailey e altri (2017) hanno proposto una procedura per stimare la PBO attraverso il
metodo CSCV. Si spiega schermaticamente qui il funzionamento della procedura.
Primo, si forma una matriceM raccogliendo la serie delle performance delle N prove.
In particolare, ogni colonna n = 1, ..., N rappresenta un vettore dei guadagni e delle
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perdite delle t = 1, ..., T osservazioni associate ad una particolare configurazione dei
parametri dell’algoritmo. M è dunque una matrice a valori reali di ordine (T ×N).
Le uniche condizioni imposte sono che M abbia lo stesso numero di righe per ogni
colonna, dove le osservazioni sono sincronizzate per ogni riga lungo le N prove, e
che la metrica di valutazione della performance utilizzata per scegliere la strategia
ottimale, il Martin Ratio, possa essere stimato su dei sottocampioni di ogni colonna.
Secondo, si partiziona M attraverso righe, in un numero pari di S disgiunte sot-
tomatrici di eguali dimensioni. Ognuna di queste sottomatrici MS, con s = 1, ..., S è
di ordine T
S
×N .
Terzo, si formano tutte le combinazioni CS di MS, prese in gruppi di dimensione
S/2. Questa operazione fornisce un numero totale di combinazioni pari a
(
S
S/2
)
=(
S−1
S/2−1
)
S
S/2 =
S/2−1∏
i=0
S − i
S
2 − i
.
Per esempio, se S = 10 verrano formate 252 combinazioni. Ogni combinazione
c ∈ CS è composta da S/2 sottomatrici Ms.
Quarto, per ogni combinazione c ∈ CS:
a) Si forma il training set J , unendo le S/2 sottomatrici MS, che costituiscono c.
J è dunque una matrice di ordine (T/S)(S/2)×N = T/2×N ;
b) Si forma il testing set J , come complemento di J in M . In altre parole, J è la
matrice di ordine T/2×N formata da tutte le righe di M che non sono parte
di J ;
c) Si forma un vettore RC di ordine N con i valori della misura di performance
utilizzata, dove l’n-esimo oggetto di R riporta la performance associata alla
n-esima colonna di J , il training set;
d) Si determina l’elemento n∗ tale che Rn ≤ Rn∗, ∀n = 1, ..., N. In altre parole,
n∗ = arg maxn{Rn};
e) Si forma un vettore R di ordine N con i valori della misura performance
associata alla n-esima colonna di J , training set;
f) Determiniamo la relativa classificazione di Rn∗, entro R. Denotiamo questa
classificazione come ωc, con ωc ∈ (0, 1). Questa è la relativa classificazione
della performance OOS associata alla configurazione scelta IS. Se la procedura
35
di ottimizzazione dei parametri dell’algoritmo non è overfittata, dovremmo
osservare che Rn∗ sovraperforma sistematicamente R (OOS), come anche Rn∗,
sovraperforma R (IS);
g) Si definisce la funzione logit λc = log[ ωc1−ωc ]. Valori alti implicano una con-
sistenza tra le performance ottenute IS e OOS, indicando un basso livello di
overfitting. Inoltre, si ha che λc = 0 quando Rn∗ coincide con la mediana di R.
Quinto, si calcola la distribuzione delle classificazioni OOS raccogliendo tutti i
valori λc, per c ∈ CS. La funzione di ripartizione f(λ) è dunque stimata come
frequenza relativa alla quale λ si verifica attraverso tutte le combinazioni CS, con∫∞
−∞ f(λ)dλ = 1.
Infine, la probabilità di backtest overfitting è stimata come PBO =
∫ 0
−∞ f(λ)dλ, e da
la probabilità associata alla strategia risultata ottimale in sample, di sottoperformare
out of sample.
Tramite la funzione pbo del pachetto R PerformanceAnalytics si è applicata
questa procedura, in riferimento al metodo di sviluppo dell’algoritmo di trading
oggetto dell’elaborato. Si ottiene PBO = 0.099 = 9.9%, oltre all’istogramma di
λc , ∀c ∈ (1, ..., 252), mostrato in figura 18.
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Figura 18: Stima della PBO ottenuta tramite la procedura CSCV
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Conclusioni e spunti futuri
Non vi è alcuna strategia operativa che da la certezza assoluta di ottenere un
guadagno costante sui mercati. In compenso è risaputo che, in riferimento ad un
portafoglio, l’utilizzo congiunto di più strategie operative, ciascuna la quale sia in
qualche maniera dimostrata valida in termini di risultati prodotti e abbia superato
dei test di validazione opportuni, difficilmente porta ad un peggioramento delle
performance complessive. Inoltre, l’utilizzo di più algoritmi di trading non totalmente
correlati tra loro, fa si che la volatilità complessiva del portafoglio diminuisca. Questo
ultimo concetto ha un risvolto molto importante, in quanto nell’ambito dei contratti
futures, grazie all’utilizzo della leva finanziaria, vi è la possibilità di comprare e
vendere allo scoperto alcuni strumenti finanziari per un controvalore maggiore rispetto
all’ammontare della liquidità detenuta in portafoglio. Di conseguenza, non diviene
importante valutare esclusivamente i rendimenti prodotti da un algoritmo, ma anche
la sistematicità con la quale questi si ottengono. In questo elaborato, si è dapprima
proposto un algoritmo di trading automatico, applicando poi delle procedure di
validazione allo stesso. L’integrazione di metodi empirici e metodologici utilizzati in
quest’ultima, ha messo alla prova diversi aspetti, sia in riferimento all’algoritmo, sia
al metodo di sviluppo di esso. I risultati ottenuti si sono rivelati complessivamente
soddisfacenti: in particolare il valore della PBO < 10%, secondo Bailey e altri5
ed in accordo con l’applicazione standard della procedura di verifica di ipotesi di
Neyman-Pearson, non porta a rigettare l’ipotesi di overfitting del modello selezionato.
Vi sono comunque almeno due questioni che vale la pena menzionare. La prima
riguarda la presenza dei 3 outliers nel periodo out of sample: si può valutare la
possibilità di inserire una soglia di stop loss ed una di take profit, allo scopo di evitare
situazioni estreme. La seconda questione riguarda i valori dei parametri da utilizzare
nel caso l’algoritmo dovesse essere messo in funzione prossimamente: nonostante la
terna composta da D = 10, H = 15 e M = 0.1 sia risultata la migliore secondo il
Martin Ratio nel periodo in sample, si è visto che la combinazione D = 11, H = 16
e M = 0.1 ha performato meglio out of sample. Si potrebbe dunque pensare di
aver utilizzato il periodo in sample come trainingset, ed il periodo out of sample
come validationset; quest’ultimo avrebbe portato alla raffinazione dei valori iniziali,
facendo propendere per la scelta della combinazione D = 11, H = 16 e M = 0.1, e
conducendo alla messa “in incubazione” dell’algoritmo per i prossimi mesi, in maniera
tale da avere un campione non utilizzato nella fase di stima dei parametri, il test set.
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Appendice A - Codice R
Si utilizzano i seguenti pacchetti R: tidyverse, zoo, xts, lattice, reshape2, pracma,
foreach, PerformanceAnalytics, pbo.
###Calcolo Martin Ratio in sample
n <- read_delim("ISdef.csv", delim=";", col_names = T) %>%
as.data.frame() %>%
select(-c(3:5))
n <- n %>% mutate(sett = parse_date(sett, format = "%d/%m/%Y" ))
g <- n %>%
reshape(idvar = "strat", direction="wide", timevar = "sett")
%>% t()
d <- n[1:nrow(g),"sett"]
colnames(g) = g[1,]
g <- g[-1,]
ts <- xts(g,order.by = d)
mr <- as.data.frame(MartinRatio(ts, Rf = 0.02))
which(mr == max(mr))
list(colnames(mr[247]),max(mr))
###Heatmap in sample
ggplot(n , aes(x = n$D, y = n$H)) +
geom_raster(aes(fill = n$MartinRatio), interpolate=F) +
geom_tile(aes(fill = n$MartinRatio),colour = "white") +
scale_fill_gradient2(low="dark red", mid="orange",
high="dark green",
midpoint=mean(n$MartinRatio),
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limits=range(n$MartinRatio)) +
theme_classic()
###Ricampionamento con reinserimento out of sample
m <- as.data.frame(read_delim("listatrade.csv", delim=";",
col_names = T))
heno <- as.data.frame(replicate(500,sample(m$pl, nrow(m),
replace=T)))
df <- rbind(c(rep(0, ncol(heno))),heno) %>%
as.data.frame()%>%
ave(FUN = cumsum)
ss <- mutate(df,t=seq(0:248))
h <- melt(ss, id.vars = "t")
ggplot(h,aes(t, value,col=variable)) + geom_line() +
theme(legend.position="none")
cc <- as.numeric(df[249,])
equity <- 560000
retann <- ((((equity+cc)/equity)^(1/5))-1)-0.02
hist(retann, breaks = 120, probability = T)
curve(dnorm(x, mean=mean(retann),sd=std(retann)),
min(retann), max(retann), add=T, col="blue")
abline(v=0, col = "red")
retann <- as.data.frame(retann)
sum(with(retann, retann>0))
sum(with(retann, retann<0))/500
retann <- ((((equity+cc)/equity)^(1/5))-1)-0.02
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ccstandard <- (cc-mean(cc))/std(cc)
poss <- 0-mean(retann)/std(retann)
pnorm(poss)
###Procedura CSCV
tot <- as.data.frame(read_delim("supersayan.csv",
delim=";", col_names = T))
tot$sett <- parse_date(tot$sett, format = "%d/%m/%Y" )
f <- reshape(tot, idvar = "strat", direction="wide", timevar = "sett")
f <- t(f)
colnames(f) <- t[1,]
f <- f[-1,]
d <- tot[1:nrow(f),"sett"]
#si rende ss divisibile per 10
ss <- xts(f, order.by = d)
nrow(ss)
ss <- ss[-c(1051:1057),]
my_pbo <- pbo(ss,s=10,f=MartinRatio)
summary(my_pbo)
histogram(my_pbo,type="density")
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Appendice B - Codice EasyLanguage
inputs : giorni(10), ore(15),molt(0.1);
vars : Equity(560000), Ncon(0), Gap(0);
vars : EntryPriceLong(0), ExitPriceLong(0), EntryPriceShort(0), ExitPriceShort(0);
Ncon = round(Equity/C of data2/50, 0);
Gap = ((((Hof data2−Lof data2)+(H[1]of data2−L[1]of data2)+(H[2]of data2−
L[2] of data2))/3));
EntryPriceLong = Lowest(L of data2, giorni)−Gap×molt;
ExitPriceLong = Highest(H, ore) +Gap×molt;
EntryPriceShort = Highest(H of data2, giorni) +Gap×molt;
ExitPriceShort = Lowest(L, ore)−Gap×molt;
/////PARTE LONG
//ENTRATA
If mp=0 and Last24hNoPos=0
then begin
buy Ncon contracts next bar at EntryPriceLong limit;
end;
//USCITA
If mp>=1 and barssinceentry>=1 then begin
sell next bar at ExitPriceLong limit;
end;
/////PARTE SHORT
//ENTRATA
If mp=0 and Last24hNoPos=0
then begin
sellshort Ncon contracts next bar at EntryPriceShort limit;
end;
//USCITA
If mp<=-1 and barssinceentry>=1 then begin
buytocover next bar at ExitPriceShort limit;
end;
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