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Abstract
This work describes two simple and efficient algorithms for exactly learning a target con-
cept from a finite n×m concept space, in the setting where the teacher draws counter-examples
randomly from some known probability distribution. The first learning algorithm guarantees
that the learner will only need to seeO(log n) counter-examples, in expectation, to identify the
target concept. The second algorithm is applicable to the case where the teacher also draws
their target concept at the beginning of the learning process from a different known probability
distribution. Even for this case, we show that the learner can still identify the target concept
after only seeing O(log n) counter-examples, in expectation, by simply drawing their hypoth-
esis randomly from the known teacher’s distribution conditioned on the previously revealed
counter-examples.
1 Introduction
This paper describes simple algorithms for two problems on exact learning from random counter-
examples (Angluin and Dohrn, 2017). These problems may be viewed as a game between a teacher
and a learner, where the goal of the learner is to learn a target concept chosen by the teacher from
a concept class. In this environment, the concept class can be viewed as a n×m boolean matrix H,
whose rows represent the set of concepts or hypotheses. The target concept, or target hypothesis, is
one of the n rows of the matrix, h∗ ∈ H. We let X denote the set of columns of matrix H, and the
function h(x) denote the value of row h ∈ H at column x ∈ X.
The learner learns through proper equivalence queries (Angluin and Dohrn, 2017). This means
that in every round of the learning process, the learner queries the teacher by selecting a row h ∈ H.
The teacher either responds with the answer "yes", indicating that h is the target row (and hence
the learning is complete), or reveals a counter-example x and the value of h∗(x) for x ∈ X on which
the target row differs with h, i.e. h(x) 6= h∗(x). Moreover, there is a known probability distribution
P over X and the teacher’s counter-example x is drawn from the probability distribution P(h, h∗)
(denoted by x ∼ P(h, h∗)) which is defined as P conditioned on the event h(x) 6= h∗(x). Upon
receiving the counter-example, the learner selects a row h ∈ H for the next round and the game
continues until h = h∗. Learner’s goal is to minimize the number of rounds needed for learning
the target row h∗.
For the problem stated above, we show that the learner can learn in an expected O(log |H|)
rounds by always picking a row h ∈ H that has the highest "majority" score among the rows that
are consistent with, ie. do not contradict, the counter-examples seen so far.
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The need for the counter-examples to be chosen randomly by the teacher can by seen by the ex-
ample given in Angluin and Dohrn (2017), where H is simply the n× n identitymatrix. For any h∗
and h, the teacher will have a choice between exactly two counter-examples. One counter-example
will eliminate all hypothesis but h∗, and the other ”bad” counter-example will just eliminate h. An
adversarial teacher could simply pick the ”bad” counter-example every single round and thus it
would take Ω(|H|) time to learn h∗ without random counter-examples.
A well known Halving Algorithm based on majority vote is known to require only O(log |H|)
proper equivalence queries in the setting where counter-examples are chosen deterministically
(Littlestone, 1988; Barzdin and Freivald, 1972; Angluin, 1988). While this bound also applies for
the identity matrix example, it is only because in this setting, the learner is also allowed to select a
majority vote hypothesis h which is not necessarily in H.
For the Learning from Random Counterexamples problem, the Max-Min learning algorithm
has already been shown to be optimal (Angluin and Dohrn, 2017). The work in this paper can be
seen as an alternative optimal algorithm whereby the well known Halving Algorithm (based on
majority voting) (Littlestone, 1988; Barzdin and Freivald, 1972; Angluin, 1988) is extended to the
setting of the Learning from RandomCounterexamples problem with a simple tweak. Also, while
the original work on the Learning from Random Counterexamples problem (Angluin and Dohrn,
2017) is established for the case where H is a boolean matrix, this work extends more generally to
matrices with arbitrary values.
Another contribution of this work is to solve the open problem posed by Angluin and Dohrn
(2017) that asks if there is an efficient randomized learning algorithm when the teacher draws the
target row h∗ ∼ Q, where Q is a known probability distribution over the rows in H. We show that
if the learner also draws consistent hypotheses h from Q conditioned on the events that certain sets
of hypotheses were eliminated in previous rounds, they can learn in expectedO(log |H|) rounds.
The paper is organized as follows. The first algorithm presented and analyzed in Section 2 ex-
tends the majority vote idea in Littlestone’s algorithm to the setting of the Learning from Random
Counterexamples (LRC) problem. The algorithm for the open problemposed by Angluin and Dohrn
(2017) is presented and analyzed in Section 4. Both algorithms start out by assuming that H is a
Boolean matrix, but towards the end of each problem it is shown how to extend the algorithm to
more general matrices.
1.1 Some Definitions
The following definitions are used throughout the paper.
Definition 1. H is a n × m boolean matrix, for positive integers n and m, with no duplicated rows or
columns. H can be thought of as a set of hypotheses.
Definition 2. X denotes the set of columns of matrix H.
Definition 3. h ∈ H denotes a hypothesis or row in matrix H. For x ∈ X the function h(x) denotes the
value of row h at column x in H.
Definition 4. P denotes a probability distribution over X.
Definition 5. Define D(h1, h2) to be the set of all columns on which h1 ∈ H and h2 ∈ H have different
values. More formally,
D(h1, h2) = {x ∈ X | h1(x) 6= h2(x)}.
Definition 6. P(h1, h2) is defined as a probability distribution over D(h1, h2), and is the result of con-
ditioning P on the event h1(x) 6= h2(x). P(h1, h2, x) is defined as the individual probability of drawing
element x ∈ D(h1, h2) from distribution P(h1, h2).
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2 Learning from Random Counter-examples (LRC) Problem
The LRC problem is defined as follows. The teacher has a set target hypothesis h∗ ∈ H. In every
round, the learner picks a consistent hypothesis and presents it to the teacher. For any learner’s
hypothesis h ∈ H that is not equal to h∗, the teacher gives a counter-example x ∈ D(h, h∗) ∼
P(h, h∗). The learning ends when the learner picks the teacher’s hypothesis, ie. h = h∗. The goal
of the learner is to learn h∗ after seeing the smallest number of counter-examples.
Definition 7. Consider any set of hypotheses H, and construct hypothesis MAJH so that each column
contains the most frequent element in the corresponding column of the matrix H. Note that it is possible
thatMAJH /∈ H. More formally, let the majority vote hypothesis be defined by
MAJH(x) :=


1 if |{h ∈ H | h(x) = 1}| ≥ |H|2 ,
0 otherwise.
Definition 8. (Best possible majority hypothesis selection.) Let hˆ be a consistent hypothesis in H that
maximizes P(h(x) = MAJH(x)).
The following algorithm can learn h∗ by seeing at most O(log |H|) counter-examples:
while true do
Pick hˆ to be a consistent hypothesis in H that maximizes P(h(x) = MAJH(x)).
Let x′ be the counter-example returned by the teacher.
if there is no such counter-example then
Output hˆ.
end
else
Eliminate the set of hypotheses {h ∈ H | h(x′) 6= h∗(x′)} from H.
end
end
Algorithm 1: Learner’s Algorithm
The analysis for Algorithm 1 is as follows. Lemma 1 and Lemma 2 establish the performance of
the algorithm for any particular round. In these Lemmas, H denotes the set of consistent hypothe-
ses and hˆ denotes the learner’s choice of hypothesis for the round being considered. Lemma 1
shows that the probability that the teacher’s counter-example x is a majority element in hˆ, or
hˆ(x) = MAJH(x), is at least
1
2 . Lemma 2 shows that a counter-example drawn by the teacher will
eliminate at least 14 of the remaining hypotheses in expectation. Finally, Theorem 1 shows that
Algorithm 1 has an expected running time of O(log |H|).
Lemma 1. Fix any hypothesis h∗ ∈ H, and let hˆ be as defined above. Let A be the event that hˆ(x) 6= h∗(x).
For h∗ 6= hˆ and x ∼ P(hˆ, h∗),
P(hˆ(x) = MAJH(x) | A) ≥ P(hˆ(x) 6= MAJH(x) | A).
And therefore,
P(hˆ(x) = MAJH(x) | A) >
1
2
.
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Proof. Assume for sake of contradiction that
P(hˆ(x) = MAJH(x) | A) < P(hˆ(x) 6= MAJH(x) | A).
Since hˆ(x) 6= h∗(x) and hˆ(x) 6= MAJH(x) together imply that h
∗(x) = MAJH(x), we deduce that
P(h∗(x) = MAJH(x) | A) > P(hˆ(x) = MAJH(x) | A)
P(h∗(x) = MAJH(x)) > P(hˆ(x) = MAJH(x)).
Since h∗ ∈ H, this contradicts the definition of hˆ (Definition 8).
Lemma 2. Fix any hypothesis h∗ ∈ H, and let hˆ and event A be as defined above. For x ∼ P(hˆ, h∗), the
expected number of hypotheses h ∈ H with h(x) 6= h∗(x) is at least |H|/4.
Proof. By Lemma 1,
E
[
|{h ∈ H : h(x) 6= h∗(x)}|
]
≥ P(hˆ(x) = MAJH(x) | A) ·E
[
|{h ∈ H : h(x) 6= h∗(x)}| | hˆ(x) = MAJH(x)
]
≥
1
2
·
|H|
2
=
|H|
4
.
Theorem 1. The learning algorithm, Algorithm 1, only needs to see an expected O(log |H|) counter-
examples to learn h∗.
Proof. By Lemma 2, in every round, the counter-example that is chosen will eliminate at least 14 of
the remaining hypotheses in expectation. Thus, by Theorem 21 of Angluin and Dohrn (2017) it fol-
lows that this algorithm for the learner can learn the teacher’s hypothesis in O(log |H|) expected
rounds.
3 LRC in General Case
This problem is exactly the same as the LRC problem except that the elements of matrix H can be
arbitrary values.
Definition 9. Consider any set of hypotheses H, and construct hypothesis MAJH so that each column
contains the most frequent element in the corresponding column of the matrix H. Note that it is possible
thatMAJH /∈ H.
Definition 10. (Best possible majority hypothesis selection.) Let hˆ be any consistent hypothesis in H that
maximizes P(h(x) = MAJH(x)).
The learner will still use Algorithm 1 and by doing so can learn h∗ by seeing at mostO(log |H|)
counter-examples. The analysis for Algorithm 1 in this setting is as follows.
Lemma 3. Fix any hypothesis h∗ ∈ H, and let hˆ be as defined above. Let A be the event that hˆ(x) 6= h∗(x).
For h∗ 6= hˆ and x ∼ P(hˆ, h∗),
P(h∗(x) 6= MAJH(x) | A) >
1
2
.
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Proof. Assume for sake of contradiction that
P(h∗(x) 6= MAJH(x) | A) ≤
1
2
, P(h∗(x) = MAJH(x) | A) >
1
2
Since for any x ∈ X, hˆ(x) 6= h∗(x) and h∗(x) = MAJH(x) together imply that hˆ(x) 6= MAJH(x),
P(hˆ(x) 6= MAJH(x) | A) >
1
2
, P(hˆ(x) = MAJH(x) | A) ≤
1
2
P(h∗(x) = MAJH(x) | A) > P(hˆ(x) = MAJH(x) | A).
P(h∗(x) = MAJH(x)) > P(hˆ(x) = MAJH(x)).
Since h∗ ∈ H, this contradicts the definition of hˆ (Definition 10).
Lemma 4. Fix any hypothesis h∗ ∈ H, and let hˆ and event A be as defined above. For x ∼ P(hˆ, h∗), the
expected number of hypotheses h ∈ H with h(x) 6= h∗(x) is at least |H|/4.
Proof. By Lemma 3,
E
[
|{h ∈ H : h(x) 6= h∗(x)}|
]
≥ P(h∗(x) 6= MAJH(x) | A) ·E
[
|{h ∈ H : h(x) 6= h∗(x)}| | h∗(x) 6= MAJH(x)
]
≥
1
2
·
|H|
2
=
|H|
4
.
Theorem 2. The learning algorithm, Algorithm 1, only needs to see an expected O(log |H|) counter-
examples to learn h∗ in the general case.
Proof. By Lemma 4, in every round, the counter-example that is chosen will eliminate at least 14 of
the remaining hypotheses in expectation. Thus, by Theorem 21 of Angluin and Dohrn (2017) it fol-
lows that this algorithm for the learner can learn the teacher’s hypothesis in O(log |H|) expected
rounds.
4 LRC with Randomly Drawn Target Concept
Definition 11. Q denotes a probability distribution over H.
We now consider an open problem presented in Angluin and Dohrn (2017), in which the
teacher’s hypothesis h∗ is randomly chosen from probability distribution Q and the teacher’s
counter-example is chosen based on probability distribution P.
A learning algorithm for this problem is as follows. In the first round of the algorithm, the learner
draws a hypothesis randomly from H according to the known teacher’s distribution Q. When
presented with a counter-example for this hypothesis, the learner updates H by removing the
hypotheses that disagree with the counter-example. The learner also updates the teacher’s distri-
bution Q to make it consistent with the new H. The learner draws the hypothesis for the next
round from the updated H according to the updated distribution Q. This process continues until
the learner correctly learns the teacher’s hypothesis. Algorithm 2 below has the pseudo-code for
this algorithm.
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Definition 12. In Algorithm 2, the set of consistent hypotheses evolves over time by the sequence denoted
by H1,H2,H3, . . .. Here H1 = H and H1 ⊃ H2 ⊃ H3 . . .. The corresponding evolution of the teacher’s
probability distribution Q by the learner over this set is denoted by the sequence Q1,Q2,Q3, . . ., where Qi
is a distribution on the hypothesis set Hi.
HereQ1 = Q is the known teacher’s distribution overH. Also, for i ≥ 1, Qi+1 isQi conditioned
on the event that in round i, the learner draws h ∼ Qi and gets a counter-example that is consistent
only with the hypotheses in the set Hi+1 ⊂ Hi. To compute Qi+1 from Hi+1, Hi, and Qi, we start
by defining probabilities Y(i, h1, h2).
Definition 13. Define Y(h1, h2, i) as the probability that in the i-th round, for teacher’s hypothesis h2 ∈
Hi+1, and for a learner’s hypothesis h1 ∈ Hi − Hi+1, the teacher draws counter-example x ∼ P(h1, h2)
such that exactly the set of hypotheses Hi − Hi+1 is eliminated from Hi.
Y(h1, h2, i) is computed as follows. Let Z ⊂ D(h1, h2) be the set of counter-examples such that
x ∈ Z exactly eliminates hypotheses Hi − Hi+1 from Hi. More formally,
Z = {x | x ∈ D(h1, h2) ∧ [h2(x) 6= h(x), ∀h ∈ Hi − Hi+1] ∧ [h2(x) = h(x), ∀h ∈ Hi+1]}.
Z is the set of counter-examples for which the set of consistent hypotheses evolves from Hi to Hi+1
in round i of Algorithm 2. Therefore,
Y(h1, h2, i) = ∑
x∈Z
P(h1, h2, x).
The iterative computation of Qi+1 from Hi+1, Hi, and Qi is as follows. For i ≥ 1 we denote q
i
j
to be the probability the learner draws hj ∼ Qi. Let Si = Hi − Hi+1. Let B be the event that the
hypotheses of the set Si are eliminated in round i. Define A to be the event that a hypothesis hj ∈
Hi+1 is the teacher’s hypothesis h
∗. Note that qi+1j = Pr(A|B). Now we establish the following
Lemma for the value of qi+1j .
Lemma 5. For i ≥ 1 and any hj ∈ Hi+1
qi+1j =
∑hk∈Si q
i
kq
i
jY(hk, hj, i)
∑hm∈Hi+1 ∑hk∈Si q
i
kq
i
mY(hk, hm, i)
(1)
Proof. Wewill prove by induction on i. The base case follows as q1j are the known probabilities for
the original teacher’s probability distribution Q.
Let the induction hypothesis hold for a certain round i ≥ 1. Thus probabilities qij, as defined
in Equation 1, make up the teacher’s probability distribution Qi over Hi.
In the inductive step, we compute the individual probabilities of distribution Qi+1 as follows.
As before, let B be the event that the hypotheses of the set Si = Hi − Hi+1 are eliminated in round
i, and A be the event that a hypothesis hj ∈ Hi+1 is the teacher’s hypothesis h
∗. We are interested
in computing qi+1j = Pr(A|B).
Using Bayes’ theorem (Lee, 2012),
Pr(A|B) =
Pr(B|A)Pr(A)
Pr(B)
.
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Now using the prior distribution, Qi, and the definition of Y(h1, h2, i), we solve for the individual
probabilities thus establishing the induction step for Equation 1:
qi+1j = Pr(A|B) =
[∑hk∈Si q
i
kY(hk, hj, i)][q
i
j]
[∑hm∈Hi+1 ∑hk∈Si q
i
kq
i
mY(hk, hm, i)]
(2)
The following algorithm can learn h∗ by seeing at most O(log |H|) counter-examples:
r = 1, H1 = H, Q1 = Q
while true do
Draw the learners hypothesis hl ∈ Hr randomly from Qr.
Let x be the counter-example returned by the teacher.
if there is no such counter-example then
Output hl .
end
else
Hr+1 = Hr − {h ∈ Hr | h(x) 6= h
∗(x)}.
Calculate Qr+1 as described in Lemma 5.
r = r+ 1.
end
end
Algorithm 2: Learner’s Algorithm 2
The following is the analysis for Algorithm 2. In Lemma 7 we show that the expected fraction
of eliminated hypotheses by the counter-example given is at least 12 . In other words, E
[
|Hi+1|
]
≤
|Hi|/2. In Theorem 3, we show that the expected running time of Algorithm 2 is O(log |H|).
We perform the analysis on the i-th round of the algorithm and omit the index iwherever possible.
Definition 14. For h ∈ Hi, define V(h, x) as the fraction of hypotheses in Hi that disagree with h on
example x. More formally,
V(h, x) =
|{h′ ∈ Hi | h
′(x) 6= h(x)|
|Hi|
.
Definition 15. Define E(h1, h2) to be the expected fraction of hypotheses that are eliminated from Hi when
the learners hypothesis is h1 ∈ Hi and the teacher’s hypothesis is h2 ∈ Hi.
E(h1, h2) = ∑
x∈D(h1,h2)
V(h2, x) ∗ P(h1, h2, x).
Lemma 6. In any i-th round of the algorithm (i ≥ 1), for any two hypotheses h1, h2 ∈ Hi where h1 6= h2,
E(h1, h2) + E(h2, h1) = 1.
Proof. Note that D(h1, h2) = D(h2, h1). Also, for any x ∈ D(h1, h2), P(h1, h2, x) = P(h2, h1, x) and
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V(h1, x) = 1−V(h2, x) because h1(x) 6= h2(x). Thus
E(h1, h2) + E(h2, h1) = ∑
x∈D(h1,h2)
V(h2, x) ∗ P(h1, h2, x) + ∑
x∈D(h2,h1)
V(h1, x) ∗ P(h2, h1, x)
= ∑
x∈D(h1,h2)
(V(h2, x) ∗ P(h1, h2, x) +V(h1, x) ∗ P(h1, h2, x))
= ∑
x∈D(h1,h2)
(V(h2, x) + 1−V(h2, x)) ∗ P(h1, h2, x)
= ∑
x∈D(h1,h2)
P(h1, h2, x)
= 1 .
Lemma 7. In any i-th round of the algorithm (i ≥ 1), since the learner draws hl ∼ Qi, the expected fraction
of hypotheses eliminated by the counter-example given is at least 12 . In other words, E
[
|Hi+1|
]
≤ |Hi|/2.
Proof. Let n = |Hi|, and let qj denote the probability that hj ∼ Qi. The expected fraction of
hypotheses eliminated by the counter-example when hl ∼ Qi is
n
∑
j=1
n
∑
k=1
qjqkE(hj, hk).
By Lemma 6, and using the fact that E(h, h) = 1 for any h ∈ Hi,
=
n
∑
j=1
qj
2 +
n
∑
j=1
n
∑
k>j
qjqk
= (q1 + q2 + q3 + ...+ qn)
2 −
n
∑
j=1
n
∑
k>j
qjqk
≥ (q1 + q2 + q3 + ...+ qn)
2 −
(q1 + q2 + q3 + ...+ qn)
2
2
= (1−
1
2
) =
1
2
.
Theorem 3. In the setting where the teacher’s hypothesis is drawn from Q and the counter-examples are
drawn from P, Algorithm 2 only needs to see an expected O(log |H|) counter-examples to learn h∗.
Proof. In round 1, when H1 = H and Q1 = Q, the counter-example will eliminate at least
1
2 of
the hypotheses in expectation (by Lemma 7). In the next round, the learner draws hl ∼ Q2. In
Q2, the probability of picking any particular hypothesis is equivalent to Pr(A|B), where A is the
event that that hypothesis is the teacher’s hypothesis, and B is the event that in the first round,
the set of hypotheses H1 − H2 was eliminated (by Lemma 5). As a result, we can think of round
2 in this setting to be a round 1 in a new setting with hypotheses H2 and distribution Q2. In this
setting, Lemma 7 holds because the learner and teacher are picking from the ”same” distribution,
and the counter-example that is chosen must eliminate at least 12 of the remaining hypotheses
in expectation. We can repeat this argument for all subsequent rounds. Thus, by Theorem 21
of Angluin and Dohrn (2017) it follows that Algorithm 2 can learn the teacher’s hypothesis in
O(log |H|) expected rounds.
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ADeterministic Learning Algorithm. Note that there is an equivalent learning algorithm for the
LRC with Randomly Drawn Target Concept problem that has the same performance guarantee
and in which the learner’s choice of hypothesis is deterministic. In the i-th round, the learner
picks the best hypothesis h ∈ Hi which results in the greatest reduction in the expected size of
Hi+1. Such a learner’s hypothesis can be easily found by choosing the hypothesis h1 ∈ Hi which
maximizes ∑h2∈Hi E(h1, h2).
The General Case Even in the general case, where the values of matrix H can be arbitrary, Algo-
rithm 2 can learn the teacher’s hypothesis in O(log |H|) expected rounds. The only change in the
proof would be that Lemma 6 would become ”In any i-th round of the algorithm (i ≥ 1), for any
two hypotheses h1, h2 ∈ Hi where h1 6= h2, E(h1, h2) + E(h2, h1) ≥ 1.” E(h1, h2) + E(h2, h1) ≥ 1
instead of E(h1, h2) + E(h2, h1) = 1 because in the general case there may be a set of hypotheses
that have a chance of being eliminated both if h1 was the teacher’s hypothesis and h2 was the
learner’s hypothesis, and if h2 was the teacher’s hypothesis and h1 was the learner’s hypothesis.
More formally, this set is {h ∈ Hi | (h(x) 6= h1(x) ∧ h(x) 6= h2(x))∀x ∈ D(h1, h2)}. Hypotheses
in this set are eliminated in both cases, and thus contribute to both the expected elimination calcu-
lated in E(h1, h2) and E(h2, h1), while all other hypotheses are only eliminated in one case or the
other. With E(h1, h2) + E(h2, h1) ≥ 1, the expected fraction of hypotheses eliminated as calculated
in Lemma 7 is still clearly at least 12 .
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