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Abstract 
This paper presents the investigation of acoustic characteristics of ethnically diverse accents in Malaysian English across 
genders. The study of Malaysian English is still at infancy and the cues of how accents can be differentiated by human are less 
understandable. Understanding this through the use of formants would discover the importance of these features that can be 
used to drive the classification results. It was found that males and females differ in terms of all formants scores that correlate to 
accents in great details using two-way and one-way analysis of variance and the plots of normal fit of individual formant.  
© 2013 The Authors. Published by Elsevier Ltd. 
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1. Introduction 
Nowadays, English has been practiced in most parts of the world as lingua franca in addition to one's national 
language due to the globalization and the outburst of information technology through the internet. It has become an 
undisputed choice of communication for business, financial, social and education. Nevertheless, English has been 
spoken with localized varieties or accents that relates to the local notions of identity, language and communication 
[1]. The spread of English into the Southeast Asia which includes this country namely Malaysia since several 
decades back has burgeoned into what is now known as Malaysian English (ME). This is regarded as one of the 
New Englishes in Kandiah’s framework of Englishes among linguist researchers. It has also been claimed [1-2] 
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that Malaysians speak English with local Malay, Chinese (Mandarin, Hokkien, Teochew, Cantonese, Hakka) and 
Indian (Tamil, Malayalam, Telugu) accents due to their articulation habit and differences in their mother tongues’ 
phoneme inventory in addition to the norms providing Englishes i.e. the British English and the American English.  
The emergence of accents or sub-variants of English in Malaysia is obvious due to the scenario of multi-ethnic, 
multi-cultural and multi-lingual society comprises of 28.334 million population of 50.1% Malays, 22.6% Chinese, 
6.7%  Indians and others [3]. Hence, ethnicity is the main concern that give rise to accentuation in speech apart 
from other factors [4] such as age, gender, geographical origin, educational background, language proficiency and 
usage, social-economic class and experience of staying in English-speaking country. Defined as a systematic 
variation in pronunciation patterns due to different ethno-linguistic and cultural background of a speaker, accent 
does not include lexical differences, grammar or other linguistic aspects. The suprasegmental or prosodic features 
such as intonation, stress, rhythm, speaking rate are also accounted as accent but the segmental or acoustic features 
in pronunciation is normally more reliable to quantify than the latter. 
Due to the aforementioned facts, accent is a major cause of speech variability in both speech and speaker 
recognition sytems (ASRs) especially when the systems are trained with native speakers. The performance of 
interactive voice response systems for speaker-independent environment using telephone networks for instance, 
degrades when presented with accented speech of users from different geographical regions in the world. 
Analyzing accent features is the key-processing in the ASRs to ensure reliability of the systems. 
Numerous studies in accent recognition have attempted to use spectral analysis to extract accent features such as 
in filter banks analysis, cepstral analysis such as mel-frequency cepstral coefficients (MFCC) and perceptually 
linear predictive [5-9], parametric autoregressive model i.e. linear predictive coding (LPC) and formant 
frequencies [10-13]. Others have employed temporal features such as pitch contour and energy [11, 14]. LPC 
models the vocal tract characteristics or spectrum of the human production system as an autoregressive process 
(statistical term) or all-pole IIR filter (engineering term). The drawback of LPC technique is that it applies a 
uniform weighting to the whole spectrum [15] of speech signal. Unlike MFCC, it shows the result of various 
frequency components after decomposition of that complex signal. Nevertheless, LPC is still popular in many 
speech fields including speech recognition due to its simple and robust implementation and can be used to deduce 
formant frequencies (formants) that could be estimated from clear peaks in the spectrum as it reflects the highest 
concentration of energy when resonances occur in the vocal tract.   
This paper intends to address the problem of acoustic difference of  speech that correlates to different accents 
which arise from ethnically diverse English of three majority ethnic groups in Malaysia i.e. the Malays, Chinese 
and Indians. This study has acquired their speech samples elicited from several read sentences consist of sequences 
of accent-sensitive words in previous study [16] through careful recordings. Frequently, the first three formants are 
assumed to play the most important role in distinguishing sounds but this study investigates the usefulness of up to 
the fifth formant. In addition to accent, another factor namely gender, has also been studied to see the interaction 
with accent using analysis of variance (ANOVA).  
The remainder of this paper is organized as follows. The database and experimental setup is explained in   
Section 2. Next, Section 3 describes the methodology used in extracting the speech features for accent analysis. 
The findings and results are discussed in Section 4. Lastly, Section 5 concludes the important findings and 
investigation of this paper. 
2. Database and Experimental Setup 
Several recording sessions were conducted to elicit speech from ME speakers of three main ethnics i.e. Malays, 
Chinese and Indians. The tasks consisted of three sections. Section A comprised of 52 isolated words that were 
properly selected from currently popular accent databases such as the CU-Accent Corpus [5, 17] from University of 
Texas at Dallas (UTD), Speech Accent Archive [18] from George Mason University (GMU) and Speech Under 
Simulated and Actual Stress (SUSAS) from Duke University. Section B consisted of 17 sentences formulated by 
our research group consisted of the aforementioned accent-sensitive wordlist in Section A. Lastly Section C was 
made up of Stella paragraph as available at the Speech Accent Archive website. However for the analysis purpose 
of this paper, only speech material from Section B was taken for analysis. Appendix A shows the details of this 
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elicitation sentences that were utilized in this work. The sentences b01 to b04 were excluded due to time constraint 
of transcription resulted in the total of 13 sentences. Table 1 describes the details of the portion of ME database 
(developed by Intelligent Signal Processing group at University Malaysia Perlis) used in this work. 
Each sentence was replicated three times for each speaker. This collection of utterances amounted to 3471 
speech samples recorded from 89 volunteers. Each speech lasted about 1.30 sec to 4.83 sec from the shortest to the 
longest sentences. The speakers were originated from various north, south, west and east regions of the country and 
as such they were also influenced by their regional accents. Subjects were postgraduate students of Universiti 
Malaysia Perlis aged from 18 to less than 30 years. The recording was carried out in a semi-anechoic acoustic 
chamber (having approximately 22 dB background noise) using a handheld condenser, supercardioid and 
unidirectional microphone using a laptop computer sound card and MATLAB program. The sampling rate and bit 
resolution were set to 16 kHz and 16 bps for normal high quality used in ASR applications.  
 
Table 1. Database distribution according to accent and gender categories. 
 
Accent Gender No of Speakers No of utterances (N) 
Malay Male 14 546 
Female 15 585 
Total 29 1131 
Chinese Male 15 585 
Female 15 585 
Total 30 1170 
Indian Male 15 585 
Female 15 585 
Total 30 1170 
Total Male 44 1716 
Female 45 1755 
Total 89 3471 
 
3. Methodology 
This section specifically describes the method used to extract formants using linear predictive coding. The block 
diagram of LPC and formant extraction procedure is shown in Fig. 1. 
 
 
Fig. 1.   Block diagram of LPC and formant frequencies extraction. 
3.1. Formant frequencies 
Formants can be considered as frequency characteristics [19] and also prosodic features [11] as it models the 
time evolution of speech signal. Formants are resonant frequencies of the vocal tract which appears as clear peaks 
in speech spectrum [20] that mark the frequencies of large concentration of energy within voiced phonemes. The 
formant structure mainly consists of six formant frequencies [10] labeled from the lowest frequency, counted 
upwards with lower frequencies contain higher energy but less intelligibility as compared to the higher frequencies. 
The first formants F1 brings the greatest energy and reflects the speaking style and language structure [11], thus 
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important for speaker recognition. By contrast F2, F3 and above are more important for speech intelligibility [20]. 
Accent may takes both speech and speaker traits concurrently. It has been reported that F2 and F3 are very sensitive 
to both parameter changes reflecting the detailed tongue movement while F1 changes the location when only the 
overall shape of the vocal tract is changing.  
Formants can be calculated from power spectral density. Nevertheless the dominant method of formants 
estimation is based on source-filter separation method, where the coefficients of LPC are deduced from. However, 
the estimation of formants from spectral shape of vocal tract property is nontrivial as not all peaks in the spectrum 
are resulted from vocal tract resonances. In this work, the coefficients of LPC were treated as polynomial and in 
order to find the poles of the linear predictive filter, their roots were calculated. Only positive frequencies up to 
half of the sampling frequency were taken for calculations. For formants estimation, the order of LPC used, 
denoted by q was decided based on equation (1) where fs is the sampling frequency. This is one classical way used 
as the thumb’s rule for estimating formants apart from other methods [21-23]. 
 
10002 fsq +=    (1) 
3.2. Algorithm for formant extraction 
Step 1: Initially zero-adjusted the sampled speech data to remove a DC bias during recording and pre-
emphasized using first-order FIR with preemphasis parameter of 15/16. 
Step 2: Frame-blocked the word samples into short-time frames of 512 data points with 256 overlapping points 
and apply Hamming windows to the frames. 
Step 3: Apply LPC procedure using autocorrelation method to calculate linear predictive coefficients as can be 
found in [24].  
Step 4: Calculate the roots of predictor polynomials to find the peak locations in the spectra of linear predictive 
filters. 
Step 5: Take only the roots with positive angles i.e. r=imaginary(r)>0.01 as it occurs as complex conjugate 
pairs. 
Step 6: Convert the angles into frequencies mathematically using equation (2). 
 
( ) ( )( ) ( )π∗∗= − 2realimaginarytan 1 fsrrFi    (2) 
 
where Fi is the ith formant in Hz, r is the root and fs is the sampling frequency. 
Step 7: Sort the formants Fi in ascending order with the lowest frequency becomes F1, the second lowest 
becomes F2 and so forth until the fifth formant F5. 
Step 8: For j=1:N, repeat Step 1–7 for all speech samples in the database taking the average formants for each 
utterance where N is the number of samples in the database used.  
4. Results and Discussion 
Since the speech utterances were elicited from read sentences, initially the silence parts in the samples were 
removed using a silence removal and endpoint detection algorithm developed by Saha, Chakroborty & Senapati 
[25]. Fig. 2(a) and (b) show speech signals before and after silence removal. After trial and error, a very low 
threshold of 0.05 was chosen in the present research as the recordings were held in a sound-proof room as 
explained in Section 2. The process of removing the non-speech activity is essential for less computations and 
more accurate information after some averaging being applied. 
Whilst most of the researchers have only explored for the first three formants, in this study, the investigation 
was extended up to the fifth formant. Using the number of LPC defined in equation (1), five formants were 
deduced from the speech database for this experiment.  
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(a)                                                                                      (b) 
Fig. 2. The waveforms of a male speaker (Spk041) of a Malay ethnic uttering speech labeled as b13 as in Appendix A (a) before silence 
removal; (b) after silence removal. 
Fig. 3(a) and (b) show five formants extracted from the peaks of linear predictive (LP) filters  of a frame signals 
and their corresponding windowed frame signals. Normally, the first formant, F1 appears as the highest energy 
concentration followed by the others. However, in Fig. 3(b), the F4 appeared to be as strong as the F3, while the F5 
contained higher intensity than the F2, F3 and F4 respectively. This proved that it was worthwhile to consider up to 
the fifth formant in this analysis.  
    
(a) 
 
(b) 
Fig. 3. Plots of the windowed frame and its LP spectrum of  (a) b07 the 254th frame, the first utterance from Spk087, an Indian male; (b) b13 the 
65th frame, the first utterance from Spk085, a Chinese female. 
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A two-way, between-groups ANOVA was conducted to explore the impact of ethnical accent and gender on the 
production of formants in human speech, as calculated by the peaks obtained from the LPC spectrum. The subjects 
were of the Malay, Chinese and Indian ethnic descendant youngsters. The results of Tests of Between-Subjects 
Effects for individual formant (F1–F5) as obtained using the two-way ANOVA showed that there were statistically 
significant interaction effects between the two factors i.e. (Acc∗Gen: Sig.<0.05). This meant that the effects of 
accent on the production of formants were significantly dependent whether a speaker was a male or female. By 
referring to the partial eta squared column as indicator for the strength of interaction, it was found that the effect 
size was moderate i.e. 0.065 for F3 and only small for the others i.e. <0.01. As the consequence, this study could 
not simply interpret the main effects. Hence follow-up tests were conducted by splitting the data into separate male 
and female datasets and analyzed using one-way ANOVA to see the effect of accent on the individual formant. 
Table 2(a) and (b) show a big spread out of the data from the means which reflect the dynamic range of 
formants among the male and female speakers within a group, obtained as part of the descriptive statistics.  
 
Table 2. Mean and standard deviation of formants F1, F2, F3, F4 and F5 scores of (a) male speakers; (b) female speakers. 
 
(a) (b) 
 
Formant Male Speakers 
Malay Chinese Indian 
 Mean Std. Mean Std. Mean Std. 
F1 482 43 504 59 474 45 
F2 1470 118 1453 131 1443 127 
F3 2353 106 2389 124 2308 114 
F4 3184 143 3163 134 3154 138 
F5 3995 154 3926 147 3911 130 
                 
Formant Female Speakers 
Malay Chinese Indian 
 Mean Std. Mean Std. Mean Std. 
F1 520 50 531 51 502 46 
F2 1395 142 1333 122 1340 133 
F3 2324 131 2215 143 2272 140 
F4 3196 91 3148 104 3119 101 
F5 4018 93 3969 132 3988 96 
 
     Having reaching the statistically significant of all the tested formants, the actual differences in the mean 
scores between the accent groups were measured using effect size statistics. The common statistic used is eta 
squared, defined as the sum of squares between groups divided by the total sum of squares. According to Cohen 
(1988), the effect size (ε2) is regarded as small for ε2=0.01, medium or moderate for ε2=0.06 and large for ε2=0.14 
[26]. The F-test conducted has degree of freedom (df) of 2 for each formant and df of 1713 for the error written as 
F(2, 1713) for the male speakers and similarly F(2, 1752) for the female speakers. Table 3 summarizes the 
important results of the one-way ANOVA comparing across both gender and accent factors. 
 
     Table 3. One-way ANOVA results summarizing the significant value and effect size of formants. 
 
Formant Gender F-test Sig. Effect Size, ε2 Strength of ε2 
F1 Male 54.994 0.0001 0.0603 Moderate 
Female 52.954 0.0001 0.0570 Moderate 
F2 Male 6.728 0.001 0.0078 Small 
Female 38.342 0.0001 0.0400 Small 
F3 Male 73.360 0.0001 0.0789 Moderate 
Female 91.627 0.0001 0.0947 Moderate 
F4 Male 7.351 0.001 0.0085 Small 
Female 91.592 0.0001 0.0947 Moderate 
F5 Male 54.168 0.0001 0.0595 Moderate 
Female 31.083 0.0001 0.0343 Small 
 
From the above effect size calculations, it can be concluded that for the males, F2 and F4 played less important 
role while for the females, F2 and F5 have a bit small effect in discrimination power compared to other formants. 
The details of whereabouts the difference occurred among the tested groups were explained in the post-hoc 
comparisons for each formant using the Tukey HSD tests. This tests indicated that the mean scores for the Malay 
accent group (G1), Chinese accent group (G2) and Indian accent group (G3) were significantly differ in the 
following manner (Table 4) with the means and standard deviations as described in Table 2. 
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Table 4. Significant results of post-hoc comparisons between three accent groups on formant scores using ANOVA. 
 
Formant Gender Between groups significant differences 
F1 Male All G1, G2 and G3 
Female All G1, G2 and G3 
F2 Male Only G1 and G3 
Female Only G1 and G2 and 
G1 and G3 
F3 Male All G1, G2 and G3 
Female All G1, G2 and G3 
F4 Male Only G1 and G2 and 
G1 and G3  
Female All G1, G2 and G3 
F5 Male Only G1 and G2 and 
G1 and G3  
Female All G1, G2 and G3 
 
The normal fits of individual formants (F1–F5) distributions are plotted in Fig. 4–8 relative to the accents for 
both genders. Together with the post-hoc comparisons in Table 4, these plots visually show the importance of each 
formant to be used as feature in accent classification problem. In these figures, it is observed that F1 and F3 
potentially have better divergence for males while F3 and F4 potentially have better divergence for females of the 
mean points to separate the three accent groups. 
 
 
(a) 
 
(b) 
 
Fig. 4. Normal fit of formant F1 distribution for the (a) male speakers; (b) female speakers relative to accents. 
 
 
(a)  (b) 
 
Fig. 5. Normal fit of formant F2 distribution for the (a) male speakers; (b) female speakers relative to accents. 
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(a) 
 
(b) 
 
Fig. 6. Normal fit of formant F3 distribution for the (a) male speakers; (b) female speakers relative to accents. 
 
 
(a) 
 
(b) 
 
Fig. 7. Normal fit of formant F4 distribution for the (a) male speakers; (b) female speakers relative to accents. 
 
 
(a) 
 
(b) 
 
Fig. 8. Normal fit of formant F5 distribution for the (a) male speakers; (b) female speakers relative to accents. 
5. Conclusions 
In this paper, a two-way and a one-way between-groups ANOVA were conducted to explore the impact of 
ethnical accent and gender on the production of formants in human speech for Malaysian English accents database. 
The existence of multi-racial and ethnics in this country and the influence on the use of English as the second most 
important language has created sub-variants of English spoken by the Malaysians. This speech complexity has 
caused the drop in the performance of the automatic speech and speaker recognition systems that could be 
overcome if the acoustic characteristics of different accents were greatly understood. The past researches claimed 
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that only formants F1, F2 and F3 were important as speech features. However, the important of individually F1, F2, 
F3, F4 and F5 have been shown in this paper in great details using the ANOVA analysis. The results have indicated 
a significant interaction between accent and gender at Sig. of 0.05 for all formants with the highest effect size 
obtained using formant F3. Due to the existence of interaction effects between gender and accent, by using 
separately one-way ANOVA, the strength of the difference between groups or the influence of individual formant 
were measured using the effect size. It was found that, for the males, F2 and F4 played less important role while for 
the females, F2 and F5 have a bit small effect in discrimination power compared to the other formants. 
Additionally, using normal fit plots, it was observed that F1 and F3 offered better divergence for males while F3 
and F4 offered better divergence for females of the mean points to separate the three accent groups. 
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Appendix A. Speech material with code and word count. 
Code Sentence / phrase Word count 
b01 This is my mother. 4 
b02 He took my book. 4 
b03 How old are you? 4 
b05 It would be better if a boy and a girl have more time for communication. 15 
b06 Look! Catch that bird. It goes to south. 8 
b07 Three businessmen pump their money into this project in bringing up the profit as their target. 16 
b08 Aluminium is not white. Your teeth are. 7 
b09 We must hear the expert before we change our mind. 10 
b10 Root anchors the plant to the ground. 7 
b11 The student drew a line at the bottom of the map. 11 
b12 It’s my pleasure to see thirty of you there. 9 
b13 Freeze! Don’t enter. You break the rule. 7 
b14 Hello there. Your destination is in the east, fifty-eight kilometres from here. 13 
b15 The temperature is at zero degree. 6 
b16 Histogram is a type of bar chart. 7 
b17 The car park is wide and open. 7 
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