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Building materials, lack of vegetation and absence of open spaces in urban areas cause
surfaces such as asphalt to become warmer than nearby vegetated surfaces that surround the city,
creating the urban heat island (UHI) effect. Little investigation has been done regarding
temperature changes across these surfaces before and after frontal passages. This study analyzes
the 24-hour temperature difference as a result of a cold front passage by examining the
transitional seasons (Spring and Fall) for Dallas, Texas; Atlanta, Georgia; and Kansas City,
Missouri. This research focused on investigating the pattern of moist and dry tropical air masses
preceding a transitional air mass and moist and dry polar air masses the proceeding 24-hours.
Using recorded hourly data from Automated Surface Observing Systems (ASOS) stations during
these events one can visualize the time lag in temperature change between sites in developed
urban areas and surrounding more vegetated surfaces outside the city.
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CHAPTER I
INTRODUCTION
Increased temperature trends are continuing, potentially as a result of global climate
change, and high temperature records are broken each summer, especially within urban areas
(Coumou, Dim, et al., 2013). Record-breaking temperatures and extreme heat in urban areas
expose that population to poor air quality and health risks. There is a gap in knowledge about
how meteorological factors can intensify or change urban heat islands. The impact transitional
air masses have on temperature can vary widely not only event to event, but between urban and
surrounding areas. It is important to understand the interaction and impact frontal passages have
on urban areas and the spatial temperature lag and gradient; this can contribute to a quick spike
in energy consumption that deviates from the forecasted peak load.
The objective of this research is to determine if urban and rural areas differ in response
time to cold front passages and the implications of any differences with respect to the energy
sector. Through the examination of temperature recordings, it is hypothesized the urban areas
will experience a lag in dropping temperatures after the passage of a cold front when compared
to rural areas at similar latitudes. The second hypothesis is the rate of cooling after the passage of
a cold front will be influenced by the urban environment.
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CHAPTER II
BACKGROUND
2.1

General Overview
The UHI was first observed 100 years ago by Luke Howard in 1818, when the city center

of London was warmer than the surrounding area and reduced heating requirements for the
winter (Howard, 1833). In the 1960s, the negative impacts of UHI became apparent as summers
grew hotter causing air conditioning use and therefore energy use to increase (Meier, A., 2006).
Generally, the higher the UHI intensity of a particular city, the hotter the location and the greater
the number of cooling degree days of that city. UHI temperatures usually peak 3 to 5 hours after
sunset but can be delayed until after sunrise depending on the properties of the urban materials
(Oke, 1987). When the present weather is cloudy and windy the effect of the UHI on air
temperature diminishes. However, it should be noted that during benign conditions, the surface
temperature of an urban area can get up to 10°C to 32°C hotter than the air temperature.
Therefore, a UHI is typically most pronounced during clear and calm weather and the weakest
during cloudy and windy conditions. A comparison of urban and rural stations in Bucharest,
Romania in 1994 showed that during cloudy and windy conditions the difference between
similar stations was 1°C at night, whereas during calm and clear conditions the difference was
much more pronounced at 3.6°C (Gartland, 2011).
The density of buildings can also contribute to UHI intensity, as the urbanization in the
region of Greater Ho Chi Minh City, Vietnam, was responsible for approximately half of the
2

observed increases in air temperature since the late 1980’s (Doan and Kusaka, 2016). It was
found that an increase of UHI was due to the growth of a city (Lokoshchenko, 2017). The United
Nations in 2014, discovered that 54% of the world's population lives in urban areas with an
expected increase to 66% by 2050 (Hardin, et al., 2018). Ranagalage, et. al. (2018), looked at the
spatial distribution of UHIs and their temporal changes by using Land Surface Temperature
(LST) data. Multiple analyses of UHIs using LSTs have been conducted to further understand
their impacts. Hot and cold spots, significant spatial clusters of high and low variable values,
were identified by looking into the spatial pattern of surface urban heat island (SUHI) in Sri
Lanka utilizing LST, were located. The spatial pattern of the emerging hot spots followed the
pattern of urbanization in the district, expanding from west to east. The consequences of UHIs
have been noted as thermal discomfort, increased rate of formation of key pollutants, health
risks, and increased energy use (Meier, 2006). The investments in electrical generating capacity
and the degradation of materials are accelerated as a consequence of UHIs, shortening the
operating life of everything from rubber gaskets to road surfaces (Meier, 2006).
Air quality degradation and related health impacts are particularly present within UHIs.
Higher ambient temperatures increase pollutants and have detrimental health impacts on the
community (Cartalis, et al., 2001). As cooling energy demands increase within UHIs, so do
emissions of pollutants causing air quality to degrade as well as human health (Taha, 2017). The
relationship between UHI and air pollution shows (Paravantis, et al, 2017) (Li, et al., 2018)
warmer temperatures due to UHI then promote turbulent dispersion of aerosol particles in the
urban areas, decreasing the near surface urban pollution island (Li, et al., 2018). The impact of
UHIs and extreme heat have on cardiovascular and respiratory mortality for people particularly
vulnerable, 65 years and older, were examined and it was concluded more deaths occur when
3

temperatures are abnormally warm. A one-day lag time was identified for the maximum
temperatures to directly affect mortality (Paravatnis, et al., 2017). Building materials contribute
to UHI intensity and thus energy consumption, but the density of buildings can also contribute to
UHI intensity. Compactness intensifies surface temperatures, which leads to an impact on
thermal comfort, inducing heat stress, causing a rise in morbidity and mortality (Giridharan and
Emmanuel, 2018).
UHIs have commonly been examined in relation to surface type. Land Use Land Cover
(LULC) is a key way to classify land types, vegetation, and albedo, and thus has been used in
various UHI research studies (Estoque, et al., 2017; Homer, et al., 2015; Singh, et al., 2017;
Stewart and Oke, 2012; Sun, et al., 2018; Taha, 2017; Zhang, et al., 2017). One common use of
LULC in relation to UHI is to define urban areas and rural areas as well as examine the impact
and changes in temperature regarding the LULC type, as seen above. The National Land Cover
Database 2011 (NLCD11) is a 16-class land cover classification scheme applied across the
continental United States with a spatial resolution of 30 meters. It is based upon decision tree
classifications of 2011 Landsat data and quantifies land cover change from 2001 to 2011. The
NLCD11 is the most recent national land cover product, commonly used to define surface types
within regions of study. Surface types and LSTs relationships have been explored and led to
findings of mean LST of impervious surfaces being roughly 3°C higher than green space
(Estoque, et al., 2017); the amplitude of the annual temperature cycle is higher in the central
urban area when compared to nearby rural areas (Sun, et al., 2018).
The relationship between LSTs and UHIs help to understand the impact of LULC
changes and anthropogenic effects to the spatial distribution of LSTs (Singh, et al., 2017). The
relationship between UHI magnitude and rural surface temperature (RST) can be explained by a
4

difference in vegetated surfaces. The relationship between UHI magnitude and the RST revealed
that vegetation and rainfall have a positive influence on UHI magnitude. (Zhou, et al., 2010)
The collection of ASOS data for temporal variability as well as the mapping of LULC
methods, as discussed earlier, can provide more insight to the temporal changes of UHIs in
relation to meteorological factors. Eastin (2018), utilized five years of ASOS observations to
analyze the multi-scale temporal variability of Charlotte, North Carolina, as well as the monthly
mean temperatures over 40 years. The 24-hour temperature change urban heat island intensity
(UHII) maxima occurred between two hours before sunset and two hours after. Whereas the rural
cooling reached a minimum temperature one to two hours after sunset, the urban cooling lagged
behind by one to two hours in comparison (Eastin, 2015). The lag correlation between daytime
UHI and nearby RST occurs because of the difference in vegetation and surface moisture
between the two surfaces. The significant positive correlation between daily variations in
nocturnal mean UHII suggests local weather and air quality have a strong influence on nocturnal
UHII variability (Eastin, 2015).
2.2

Weather Events Background
Weather patterns play a large role in UHI shifts, impacts, and intensity. Studies have been

conducted to measure UHI temporal variability, urban weather patterns with the influences of
building materials and compactness, synoptic influences of UHI intensity, and blocking pattern
influences, all with the intention to unveil the effects weather patterns and spatial scales have on
UHI trends and intensity. Addressing synoptic features and their influences on UHI intensity can
help identify conditions that affect rural and urban areas differently. Such as evaluating the
degree to which synoptic scale processes influence the UHI intensity during periods of extreme
5

heat (Hardin, et al., 2018). UHI intensity was found to be stronger under hot and dry weather
conditions and both urban and rural areas air temperatures were found heightened under moist
weather conditions (Hardin, et al., 2018).
Other synoptic scale weather features, such as blocking patterns can have a noticeable
impact on UHI intensity. A case study event during a heat wave found the UHI intensity
increased by nearly 8°C and identified a significant synoptic scale blocking pattern responsible
for the intensification of the drought and enhanced UHIs (Dong, Li, et al., 2018). Increased urban
temperatures enhance anthropogenic energy consumption and increase heat-related mortality by
magnifying the severity of heat waves (Rosenfeld, et.al., 1988).
2.3

Energy and Significance
As noted above, weather variations can have an important impact on UHIs and thus

impact electricity demand. Energy consumption and the ambient temperature do not have a linear
relationship and depend on the weather dominated zone. Electricity consumption increase
depends on indoor comfort temperature and ambient temperature, and a response function
estimates additional electricity needs per degree of temperature increase. Through a case study of
Washington, D.C., Dallas, Phoenix, Tucson, Los Angeles, New Orleans, Chicago, Louisiana,
Maryland, and Massachusetts the increase was noted for the base load and percentage rise per
degree of ambient temperature (Cartalis, et al., 2001).
An increase in peak electricity demand causes utility companies to add additional power
plants resulting in an increase in the cost of electricity and can place stress on the power
networks. Another way to estimate energy consumption and UHI effects on energy consumption
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is to estimate a building’s energy consumption. The ratio of electricity demand increase per
degree of temperature rise varies between 0.5% and 8.5%, (Santamouris, et al., 2015).
Not only do the building materials contribute to UHI intensity and thus energy
consumption, but compactness does as well. By looking at the Building Space conditioning
(BSC) we find compactness leads to intense surface temperatures, which causes an impact on
thermal comfort, inducing heat stress, prompting a rise in morbidity and mortality (Giridharan
and Emmanuel, 2018).
An increase in air conditioning usage results in a larger peak in energy consumption at
times of extreme heat. Understanding the causes of the higher ambient temperatures, the costs of
higher energy peaks in urban areas caused by increasing UHIs overtime can help us mitigate for
lower energy usage, such as using reflective materials, and adding green space. An UHI means
there are higher ambient temperatures, in return makes for more energy consumption, which
increases the peak energy and total electricity demand. The urban environment alters building
performance that is then altered by urban heat island influence (Palme, et al., 2017). Meier
(2006) suggests that urban heat island feedback loops can be caused by higher ambient
temperature. This results in an increase in anthropogenic cooling and higher energy
consumption, which can create an increase in air pollution, then causing health complications.
Mitigation techniques such low energy or zero energy buildings reduce the energy needs and
stress to the utilities and consumers and is an effort to reduce ambient temperatures in urban
areas (Mihalakakou, et al., 2002). Ways to possibly mitigate this include: shading, ventilation,
green infrastructure, and albedo enhancement (Giridharan and Emmanuel, 2018).

7

This research leads to a visual and analytical understanding of three case studies in the
United States and how heating degree days (Gartland, 2011) change within small spatial
increments increase the knowledge of energy usage between urban and suburban areas in a 24hour period. Peak energy load forecasts take the previous year’s energy usage and past weather
into consideration, but over the past 30 years climatic trends have changed drastically and this
research can provide insight into better understanding these changes and can be applied to better
forecast energy in the future. A better understanding of how urban areas temperatures are
influenced, in the past 30 years, from a frontal passage during transitional seasons will lead to
better forecasting peak energy loads. Spikes in energy demands for urban areas in the summer
and their correlation with heating and cooling degree days have been evaluated by Palme, et. al.,
(2017). This study will expand the scientific community’s knowledge of urban areas energy
usage based on changes in temperature for the transitional seasons. Energy companies and the
general public alike will benefit from the proposed research. A more accurate and prepared peak
energy load leads to fewer power outages and brownouts. Thus, when the frontal passage occurs
and there is a large shift in energy usage, the knowledge gained from the proposed research will
lead to the correct amount of energy available for all users to remain comfortable when the
weather shifts.

8

CHAPTER III
DATA AND METHODS
This study will identify urban and rural regions using the National Land Cover
Database,16-class land cover classification scheme with a spatial resolution of 30m. Because
UHI studies lack consistency in defining the urban and rural areas (Grimmond, 2006; Muller et
al., 2013; Zhou et al., 2013), studies further defined as urban and suburban areas. The NLCD
classification map superimposed onto the study areas was done to determine the land cover type
associated with the Automated Surface Observing System (ASOS) sites. This was completed in
order to better define each ASOS site as urban or non-urban. All state boundaries used in
Quantum Geographic Information System (QGIS) were downloaded from the United States
Census Bureau Topically Integrated Geographic Encoding and Referencing (TIGER) database
and clipped by using QGIS and the EcoValuator plugin. Utilizing QGIS, a map was created
showing urban boundary areas and their respective rural areas and location of ASOS stations.
After each study area was mapped using the process described above, and the land cover
types determined, ASOS sites were added using their latitude and longitude coordinates as
recorded by NOAA, and a one-degree radius buffer was drawn from the city point as given by
the USGS science catalog, as shown by Figures 3.1-3.3. Temperature changes between the
following urban and nearby rural areas were analyzed for Atlanta, Georgia; Kansas City,
Missouri; and Dallas Texas. This was done to better understand the urban and rural temperature
relationships from passing fronts on varying sized cities. Each location was carefully chosen to
9

avoid terrain influences on the frontal passage, such as mountainous and coastal areas. Each city
site was chosen due to data availability, as well as the latitude and longitude comparisons
between the cities. Iowa State University’s environmental mesonet was utilized to gather hourly
temperature data from each ASOS station within the one-degree radius previously determined.
The Spatial Synoptic Classification (SSC) (Sheridan, 2002) is a scheme where air mass
types were identified for each day based on climatological knowledge was utilized to define the
existing, transitional, and new air masses for analysis. For the purpose of this study, examined
dates were those of transitional air masses during transitional seasons (Spring and Fall). Once
these dates were identified using the SSC scheme, surface analysis maps from NOAA were used
to validate the passage of a cold front on the dates determined by the SSC scheme for each
location. Using the statistical program R, changes in 24-hour temperature differences as caused
by a frontal passage were identified for the past 30 years. This process was replicated for each of
three locations. Hourly ASOS temperature data from the sites, as determined by the one-degree
radius map created, were collected for analysis in R. This resulted in 19 study days for Dallas,
Texas; 26 study days for Atlanta, Georgia; and 28 study days for Kansas City Missouri.
The magnitude and timing of the 24-hour temperature change is represented by box and
line plots. Using these graphs, the temperature differences between urban and nearby rural and
suburban areas of all the three study sites could be analyzed. Lag was determined by comparing
the corresponding peak temperatures from sites denoted as urban areas versus sites outside of the
highly developed land cover type within the one-degree radius for each location.

10

Figure 3.1

Dallas, Texas study area of land cover classification and ASOS sites
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Figure 3.2

Atlanta, Georgia study area of land cover classification and ASOS sites
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Figure 3.3

Kansas City, Missouri study area of land cover classification and ASOS sites
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CHAPTER IV
RESULTS AND DISCUSSION
4.1

Dallas, Texas
Temperature data, for the cold frontal passage dates, were collected from nine ASOS

sites within the one-degree radius. Four of the nine stations were classified as urban by the
NLCD classification. The mapped land cover data for Dallas, Texas allowed the classification of
the Denton, McKinney, Terrell, and Fort Worth- Alliance ASOS stations as non-urban sites and
the remaining stations, Fort Worth/Meacham, Dallas/ Fort Worth, Arlington, Dallas/Love Field,
Dallas/Redbird Airport were within the one degree radius and categorized as urban sites. All data
were collected for transitional days between 1998 and 2018 during transitional seasons (i.e.
spring and fall) with all possible combinations of dry and moist tropical 24 hour preceding the
transitional air mass and dry and moist polar air mass 24 hours after the transitional air mass. In
order to determine which pattern of preceding and proceeding air masses result in the largest 24hour temperature change, the maximum and minimum recorded temperature were collected for
the 24-hour transitional air mass period in Dallas, Texas. The difference of the two temperatures
taken resulted in the largest 24-hour temperature change during a transitional air mass. As a
result of these findings in Dallas, Texas, the remaining investigation focused on the moist
tropical air mass preceding the transitional air mass and a dry polar airmass proceeding it, for
Kansas City, Missouri and Atlanta, Georgia. As shown in Figure 4.1, the 24-hour temperature
range for each frontal passage event is smaller within urban areas when compared to the non14

urban areas. This suggests that high and medium intensity classified land cover temperatures
have less of a response to the frontal passage than the non-urban areas temperatures.

Figure 4.1

4.2

The average temperature difference between urban and non-urban classified
stations in Dallas, Texas

Atlanta, Georgia
Following the same procedure completed in Dallas, TX, the following ASOS stations

near Atlanta, GA have been classified as non-urban sites, Rome R. B. Russell Airport,
Cartersville Airport, Gainesville Gilmer Airport, Peachtree City Falcon Field. Similarly, the
following three ASOS stations were classified as urban by the application of the NLCD
developed intensity, Atlanta Fulton County Airport, Atlanta Peachtree Airport, Atlanta Hartsfield
International Airport. Figure 4.2 shows the difference between temperature ranges recorded in
15

the urban areas and non-urban areas for the Atlanta, GA area. When compared to Dallas, TX the
temperature differences are smaller. The National Land Cover Database land cover change
images from 2001 to 2011, indicate that some of the sites classified as non-urban (such as
Peachtree City and Rome) appear to have become more developed which could have led to the
smaller temperature differences.

Figure 4.2

The average temperature difference between urban and non-urban classified
stations in Atlanta, Georgia
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Figure 4.3

Recorded 24-hour ASOS station temperatures April 19, 2013
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Figure 4.4

Recorded 24-hour ASOS Station temperatures April 12, 2008
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Figure 4.5

Recorded 24-hour ASOS station temperatures November 10, 2005

There are three events in which the average magnitude of 24-hour temperature range was
higher for the urban sites when compared to the non-urban sites shown by figure 4.3, 4.4, and
4.5. Influence of the southernmost ASOS station, Atlanta Fulton County Airport, cause it to have
experienced higher temperatures than the other non-urban sites, such as Rome and Cartersville
Airport. The Rome and Cartersville Airport ASOS stations experience the greatest 24-hour
temperature drop. Since Atlanta Fulton County Airport ASOS station is included in the nonurban data set this lowered the average the overall non-urban site. The Gainesville ASOS, a nonurban station, followed the same temperature trends as the urban sites for each of the three events
19

described above. This affected the average 24-hour temperature range experienced by non-urban
sites. As an example, on April 12, 2008 prior to a frontal passage the urban sites were warmer
than the other events, causing the urban average temperature range to be slightly larger after the
frontal passage.
4.3

Kansas City, Missouri
Following the same protocol completed in Dallas, TX and Atlanta, GA, the ASOS sites

including St. Joseph Rosecrans Memorial, Kansas City International Airport, Lees Summit
Municipal Airport, Kansas City R. Gebaur Airport, are all classified as non-urban. Not
surprisingly, the Kansas City Downtown Airport ASOS station is classified as an urban site due
to the national land cover classification of highly developed.

20

Figure 4.6

The average temperature difference between urban and non-urban classified
stations in Kansas City, Missouri

The overarching trend for Kansas City shows the urban area experiences a smaller
average 24-hour temperature range than the average 24-hour temperature range of the non-urban
stations. Unfortunately, there is only one ASOS station is classified as urban. Shaped by the lack
of Kansas data, the comparison of urban and non-urban relationships with cold frontal passages
is not as robust as with the other cities in this study.
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CHAPTER V
STATISTICAL ANALYSIS
A statistical analysis was performed using the bootstrap method within R, which
iteratively samples the dataset to estimate a summary of the dataset. The bootstrap method is a
statistical resampling procedure and is a way to estimate a function of the underlying population
by resampling it with the same population distribution (Wilks, 2011). This analytical technique
has been previously used to test the inhomogeneity of the variance of time-averaged
temperatures by Downton and Katz in 1993. Bootstrapping is useful when the dataset does
not support a permutation test, like the datasets used in this study. In order to test for statistical
significance in the variance of recorded temperatures within the urban areas versus outside the
urban areas for each city, the correlation between urban ASOS stations recorded temperatures for
each event was calculated for each city. For both Dallas, Texas and Atlanta, Georgia all urban
ASOS stations were highly correlated (between .86 and .95 for Atlanta urban ASOS stations),
therefore one station within both cities was chosen and used to compare the variance of recorded
temperatures against those for each non-urban ASOS station. The stations chosen to represent the
urban areas are Dallas Love Field, Atlanta-Hartsfield Airport, and Kansas City- Wheeler
downtown. There is only one urban station for Kansas City, so no correlation test was needed.
After each urban area station was determined the bootstrapping method was applied, to compare
the variance of each representative urban site against each non-urban station for each event. This
bootstrapping method ran 5,000 iterations with a 95% confidence interval. The null hypothesis is
22

that the variances of the urban and non-urban stations are statistically similar. A statistically
significant difference is present when the median of one station falls outside the confidence
interval of the other station. The box and whisker plots visualize the median with a dark black
line, and the box represents the 95% confidence interval. The temperature variability is higher
for a station if that station’s median is above the confidence interval of the second station in the
comparison. Not every comparison resulted in a significant difference between urban and nonurban temperature variability, as shown by the total number of events being higher than the
number of events where a median of one station is above or below the confidence interval of the
other.
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Table 5.1

Number of events with significant temperature variability between Urban and
Non-Urban Stations

Urban Median
Below NonUrban
Total
Confidence
ASOS Station Events Interval

Urban Median
Above NonUrban
Confidence
Interval

Non-Urban
Median Above
Urban
Confidence
Interval

Non-Urban
Median Below
Urban
Confidence
Interval

Dallas, Texas
Corsicana

19

1

10

1

5

Terrell

19

0

4

1

2

Fort Worth
Alliance

19

0

2

1

1

McKinney

18

0

2

0

1

Denton
Enterprise

19

0

1

2

1

1

19

5

10

Total

Kansas City,
Missouri
St. JosephRosecrans

28

1

10

2

4

Kansas City
International
Airport

28

1

3

2

0

Lee's Summit

19

2

2

4

0

4

15

8

4

Total

Atlanta,
Georgia
Rome

13

3

3

3

3

Cartersville

25

4

0

6

0

Gainesville

26

1

6

2

5

Peachtree City
Falcon Field

26

2

4

2

4

10

13

13

12

Total

24

5.1

Dallas, Texas

60
50
40

Bootstrap Variance of Temperature Data

70

Coriscana, TX Non-Urban vs. Urban

Non-urban

Figure 5.1

Urban

Bootstrapped temperature variance between Corsicana, TX and Dallas Love Field,
TX indicating a significant difference
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Figure 5.2

Bootstrapped temperature variance between a. Terrell, TX, b. Denton Enterprise,
TX, c. McKinney, TX, d. Fort Worth Alliance, TX and Dallas Love Field, TX
indicating a significant difference for a. and b. and no significant difference for c.
and d.

A total of 19 events were examined for the Dallas study area. By comparing the variance
of all recorded temperatures, for all events studied, of each non-urban station to the Dallas Love
Field urban station (Figures 5.1 and 5.2) it was determined which stations showed a significant
difference between urban and non-urban temperatures. As shown in Figure 5.1, the non-urban
Corsicana temperatures have a statistically different variance than the urban temperatures where
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the non-urban temperatures have a lower variability than the urban temperatures. This is also
shown in Table 5.1, where the most occurrences of urban temperatures having a higher
availability when broken down by event appear in Corsicana followed by Terrell. Comparing the
difference of variances between Dallas and Terrell (Figure 5.2.a.) resulted in the same trend as
Corsicana, where the non-urban temperatures have less variability than the urban temperatures
which disproves the hypothesis for these two sites. When comparing Dallas and Denton
Enterprise recorded temperature variance (Figure 5.2.b.), the urban temperatures were less
variable than the non-urban temperatures, which aligns with the hypothesis. This is also shown in
Table 5.1; which Denton has the most occurrences of urban temperatures being less variable than
non-urban temperatures. Comparing the Dallas temperature availability of McKinney stations
(Figure 5.2.c.) and Fort Worth Alliance (Figure 5.2.d.) to Dallas, there is no statistical difference
between the recorded temperature variability, also shown in Table 5.1.
Overall, the two stations furthest from Dallas within the study area have the highest
frequency of events resulting in statistically different variances with Corsicana then Terrell being
the furthest stations from Dallas. As the stations are closer to Dallas, the temperature variability
becomes less significantly different, like Denton, and the non-urban and urban recorded
temperature variability becomes increasingly similar like McKinney and Fort Worth Alliance.
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5.2

Atlanta, Georgia

Figure 5.3

Bootstrapped temperature variance between a. Rome, GA, b. Cartersville, GA, c.
Gainesville, GA, d. Peachtree City, GA and Atlanta-Hartsfield Airport, GA
indicating a significant difference for all.

As previously stated, the correlation between the urban stations were .86-.95, so one
central urban station, Atlanta- Hartsfield Jackson Airport, was chosen to compare the variance of
urban temperatures to each non-urban station in the study area for Atlanta, Georgia. There was a
lack of data for the Rome ASOS station, with only data for 13 of the 26 events for the Atlanta
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study area. When comparing recorded temperature variability between Atlanta and Rome, Figure
5.3.a. shows uban temperatures being less variable than non-urban temperatures aligning with
the hypothesis. When broken down by events there was no discernable trend as Rome and Dallas
both had the same number of occurrences where the urban and non-urban temperatures were
more variable than the other. The Cartersville station lacked data for one event, so the
comparison was made for the remaining 25 events. Of those events, as shown in Table 5.1,
Cartersville had the most occurrences of events where the urban temperature variability was
significantly lower than the non-urban temperatures. This result is reflected by Figure 5.3.b. as
well. For Gainesville, when compared to Atlanta temperature variance in Figure 5.3.c, the nonurban temperatures are less variable than the urban temperatures going against the hypothesis.
When broken down into events in Table 5.1, the same result was shown, Gainesiville had the
highest occurrence of events in which the non-urban temperature variability was statistically
lower than the urban temperature variability. Comparing the variance of temperatures between
Atlanta and Peachtree City Falcon Field (Figure 5.3.d), the same result as Gainesville was
reflected, showing the non-urban temperature variability significantly lower than that of the
urban temperatures reinforced by results in Table 5.1.
There was no discernable trend from the stations furthest from the city, Rome and
Gainesville, from the two stations closer to the city, Cartersville and Peachtree City, as each
resulted in one station not confirming the hypothesis and one station confirming the hypothesis.
It is difficult to make any definitive assessment due Rome, one of the furthest stations from the
city, with half of the events missing temperature data.
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5.3

Kansas City, Missouri

Figure 5.4

Bootstrapped temperature variance between a. Saint Joseph, MO, b. Lee’s Summit,
MO and Kansas City- Wheeler Downtown, MO indicating a significant difference
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Figure 5.5

Urban

Bootstrapped temperature variance between Kansas City International Airport, MO
and Kansas City- Wheeler Downtown, MO indicating no significant difference

As previously stated, one ASOS station was classified as urban within the Kansas City
study area, the Wheeler Downtown station, and was used to test against all non-urban stations in
order to compare the recorded temperature variance for all 28 events examined in this study.
Being the furthest station from the urban area, the St. Joseph ASOS station revealed the urban
temperatures having a lower variability than the non-urban temperatures (Figure 5.4.a.).
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Although, when broken down by events, Table 5.1 shows the St. Joseph station having the most
occurrences of urban temperatures being more variable than the non-urban temperatures.
Comparing the Kansas City urban station to the Kansas City International Airport ASOS station,
both Figure 5.5 and Table 5.1 reflect there is no significant difference between the variability of
temperatures recorded at the urban and non-urban station. Lee’s Summit ASOS station was
missing data for nine events, so the remaining 19 events were examined, where Figure 5.4.b.
reveals the urban temperatures being less variable than the non-urban temperatures. Table 5.1
confirms this result, having the most occurrences of non-urban temperatures being significantly
more variable than the urban temperatures.
The pattern follows the two cities furthest from the city having a significant difference in
temperature variability, whereas the station closest to the urban station having no significant
difference in temperature variability in response to a cold front passing through the area.

32

CHAPTER VI
CONCLUSION
As warming trends continue to strengthen the intensity of UHIs, it is important to take
note of the response to frontal passages over time and the role of land cover changes play in this
response for nearby areas. When comparing average temperature range from all urban ASOS
stations and all non-urban ASOS stations (Figure 4.1, 4.2, 4.6), the overarching trend is the urban
areas experience a smaller 24-hour temperature range for cold frontal passage events. When the
scope is narrowed to each specific frontal passage event for individual urban and non-urban
stations, the results become more ambiguous. Lag time in response to the frontal passage
between urban and non-urban areas, from individual event line plots of all station’s temperatures,
the lag time was due to the geography of the stations instead of the land cover type.
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Figure 6.1

Bootstrapped boxplots of Dallas, Texas overlaid with the ASOS stations
visualizing the pattern of significant variance difference between sites
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Figure 6.2

Bootstrapped boxplots of Atlanta, Georgia overlaid with the ASOS stations
visualizing the pattern of significant variance difference between sites
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Figure 6.3

Bootstrapped boxplots of Kansas City, Missouri overlaid with the ASOS stations
visualizing the pattern of significant variance difference between sites

The non-urban stations which showed significantly higher temperature variability than
the urban stations, as proposed by the original hypothesis, were Lee’s Summit and St. Joseph in
Missouri, Cartersville and Rome in Georgia, and Denton Enterprise in Texas. Of these stations,
four of the five were located northeast of the urban center, visualized by Figures 6.1-6.3.
Whereas, of the four stations where the urban stations had higher temperature variability than the
non-urban station, three of the four were located south, east, or southeast of the urban center. The
remaining three non-urban stations, which showed no significant difference between the urban
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and non-urban temperature variance, were located closest to the urban areas while still being
classified from land cover data as non-urban areas.
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