Abstract-A wide range of empirical applications rely on linear approximations to dynamic Euler equations. Among the most notable of these is the large and growing literature on precautionary saving that examines how consumption growth and saving behavior are affected by uncertainty and prudence. Linear approximations to Euler equations imply a linear relationship between expected consumption growth and uncertainty in consumption growth, with a slope coefficient that is a function of the coefficient of relative prudence. This literature has produced puzzling results: estimates of the coefficient of relative prudence (and the coefficient of relative risk aversion) from linear regressions of consumption growth on uncertainty in consumption growth imply estimates of prudence and risk aversion that are unrealistically low. Using numerical solutions to a fairly standard intertemporal optimization problem, our results show that the actual relationship between expected consumption growth and uncertainty in consumption growth differs substantially from the relationship implied by a linear approximation. We also present Monte Carlo evidence that shows that the instrumental-variables methods that are commonly used to estimate the parameters correct some, but not all, of the approximation bias.
I. Introduction
T HE estimation of key parameters in the household's utility function has been a longstanding goal of empirical research on consumer behavior. These parameters are of interest because they furnish a quantitative gauge of theoretically important concepts, such the strength of the precautionary saving motive, the degree of prudence and risk aversion, and the willingness of consumers to substitute consumption over time.
In order to estimate parameters from the utility function, a suitable empirical specification must first be chosen. A wide range of applications employ specifications that rely on linear approximations to dynamic Euler equations, and a virtual cottage industry has been created from the estimation of linearized consumption Euler equations. 1 Despite the popularity of this approach, an important unanswered question is whether linear approximations of Euler equations produce accurate estimates of key parameters in the consumer's utility function.
In this paper, we investigate the properties of linearized Euler equations within the context of one type of empirical application: the growing literature on precautionary saving that examines how consumption growth and saving behavior are affected by uncertainty. This application often involves regressing consumption growth on measures of uncertainty in expected consumption growth (the idea being that, with precautionary motives, future uncertainty will depress current consumption and raise consumption growth). The estimating equation is derived from a secondorder Taylor expansion of the Euler equation, which is the first-order condition for optimal consumption choice and relates marginal utility today to expected marginal utility tomorrow. The parameter estimates can be used to measure the strength of precautionary saving motives, where, in the absence of precautionary motives, future uncertainty should not affect consumption growth.
The empirical work on precautionary saving has produced some anomalous results, in part due to differences in empirical strategies. One set of studies has investigated the effect of income risk on the level of consumption or wealth accumulation, and suggests that precautionary motives may explain a significant fraction of wealth accumulation (Lusardi, 1993; Carroll, 1994; Carroll & Samwick, 1998) . Other studies produce more mixed results. Guiso, Jappelli, and Terlizzese (1992) find that precautionary saving can explain only a small fraction of saving using a self-reported measure of earnings uncertainty from Italian household data. One potential shortcoming of these studies is that income (or earnings) variability may be a poor proxy for income risk if most of the variation in income is predictable. Skinner (1988) shows that precautionary saving can comprise a large fraction of aggregate savings in a life-cycle model, but comparisons of savings rates across occupation groups provide little support for the theory.
In this paper, we focus on tests of precautionary saving motives based on linear approximations to consumption Euler equations. Studies that use this approach typically find that the estimated effects of consumption uncertainty on consumption growth are small, indicating that precautionary motives are weak or nonexistent (Dynan, 1993; Kuehlwein, 1991) . For utility functions characterized by decreasing absolute risk aversion, these latter results also imply implausibly low levels of relative risk aversion. More specifically, given that the within-period utility function is isoelastic, such that u͑C t ͒ ϭ C t
1Ϫ
1 Ϫ , this literature yields estimates of that are generally below 1.3, and are often insignificantly different from 0. We investigate one possible reason for these small estimates of . Specifically, the method of estimating (which utilizes a second-order Taylor expansion of the Euler equa-tion) relies on linear or log-linear approximations of the Euler equation. If the Euler equation is sufficiently nonlinear, these approximations will be poor, implying that estimates of may differ from their true values simply because the Euler equation is approximated. We refer to this divergence between the estimated and true values as approximation bias.
In this paper, we study how approximation bias due to linear approximation influences parameter estimates. We take a two-step approach. First, we examine nonlinearities in the consumption Euler equation. We start with a standard intertemporal optimization problem, in which a finite-lived consumer with isoelastic preferences chooses consumption and saving given current wealth and the current shock to income. For several sets of assumptions about the parameters that govern preferences and the income process, we solve numerically for the function that relates consumption to wealth and the income state in each year of "life." We use these consumption functions to solve for the relationship between expected consumption growth and uncertainty in consumption growth, and contrast this with the relationship implied by the second-order approximation. We find substantial departures from the linear relationship implied by the second-order approximation.
How might these nonlinearities influence actual parameter estimates? The second step in our analysis investigates this issue. In particular, we ask how nonlinearities are likely to be translated into approximation bias in estimates of . Typical estimates based on linearized Euler equations involve using household-level data to regress consumption growth over a given time period on a measure of variability in consumption growth, such as average squared consumption growth, using either ordinary least-squares or instrumental-variables techniques. In the latter case, squared consumption growth is often instrumented using variables such as education and occupation indicators; the assumption is that these factors predict variability in consumption growth but are uncorrelated with the error term. The second step in our analysis allows us to investigate the extent to which this assumption is likely to be true.
We examine the extent of bias using both ordinary leastsquares (OLS) and instrumental-variables (IV) estimators by performing a Monte Carlo study in which we choose a utility function (that is, a value of ) and simulate panel data on optimal consumption for a large number of "households." For our results to be informative about the extent of bias in actual parameter estimates, it is important that the heterogeneity across our simulated households mimics that found in true data. To do this, we use income data from the Panel Study of Income Dynamics (PSID) to estimate the parameters of the income process for households in sixteen different education/occupation groups. We then solve for the appropriate consumption functions using each of the sixteen sets of parameter estimates. With these consumption functions in hand, it is straightforward to simulate data for households from the different education/occupation groups (with the fraction of households from each group in the simulated data equal to the fraction of households in each group in the PSID). These data are used to investigate the properties of OLS estimates of , as well as IV estimates that use occupation and education indicators as instruments.
Our results indicate that regressions of consumption growth on consumption growth squared produce estimates of that are biased down from the true value. OLS estimates produce the most bias, with estimates of that are between 12% and 30% of the true value. The IV estimates fare somewhat better, but are still biased down, with estimates of that are typically around 60% of the true value. The reason for the bias is that the instruments (the occupation and education indicators that determine the income process parameters) are correlated with the higher-order moments of consumption growth that are in the error term of the linearized equation. Another feature of our results is that the extent of bias varies with wealth: when the sample is split between "low-wealth" and "high-wealth" households, the estimates of are biased down most for the low-wealth group, and for some estimation techniques are actually biased up for the high-wealth group. Differences in estimates of across wealth groups may be interpreted as evidence that poorer households are more liquidity constrained than are wealthier households (Zeldes, 1989; Dynan, 1993) . For example, if poorer households face binding borrowing constraints, the usual Euler equation will not hold for those households. Binding constraints will force these agents to consume their current income instead of their permanent income, and those households will have faster consumption growth because the binding constraint forces them to defer consumption. If current income is also less volatile than permanent income, the reasoning goes, estimates of prudence for constrained households will be biased down. 2 Our results indicate that these differences may also arise as the result of approximation bias.
To document the difference between the approximate and true relationship between expected consumption growth and uncertainty in consumption growth, our investigation requires us to first compute the "true" consumption function. Because there is no known analytical solution to this problem, we must seek a numerical solution that is itself an approximation of the true solution. Obviously, our approach to investigating linearization bias in Euler equation estimation will not be very informative unless the approximate numerical solution we compute is far closer to reality than that of the linearized Euler equation. We provide the results of two robustness checks for our numerical solution in appendix A. First, we give the solutions to the model with 2 These arguments are, however, likely to be less important for models of individual behavior than they are for representative agent models of aggregate behavior. As Deaton (1987) shows, permanent income will be more volatile than current income if current income growth is positively autocorrelated. Such positive autocorrelation in income growth is a robust feature of aggregate data, but not household data. double the number of grid points for wealth used in our benchmark model; because the numerical accuracy can be made ever more accurate by using finer and finer grids, this check is one way of demonstrating that the number of grid points we have used is sufficient to make the numerical solution very accurate. Second, we report the results of a test for Euler equation accuracy recommended by Den Haan and Marcet (1994) . The focus of this paper is not to document the superiority of numerical solution techniques over linearized Euler equation approaches. Indeed, this question has been investigated extensively in other recent work that typically finds that the linearized Euler equation fares much worse than numerical-solution techniques (Judd, 1998; Taylor & Uhlig, 1990) . Instead, we focus here on investigating the substantive issue of potential bias in Euler equation estimation of consumption functions, an important problem in many empirical applications.
Section II discusses in more detail how approximations to Euler equations have been used in previous literature, and why estimates based on these approximations may be biased. Section III describes our methods for computing consumption functions, and examines how the approximate relationship between consumption growth and the variance of consumption growth differs from the relationship implied by our numerical solutions. Section IV describes our estimation of income processes for each occupation/education group using household data, and discusses the Monte Carlo results. Section V concludes.
II. Approximations to Euler Equations
We start with a simple but general model of consumption. Individuals choose consumption and saving in each period so as to maximize expected lifetime utility. We assume that there is one asset, A t , and that assets held between t and t ϩ 1 earn a gross return of R tϩ1 . Decisions are made conditional on current resources (cash on hand) held at the beginning of the time period, and on information about future incomes and interest rates. Utility is additively separable and is discounted across periods at rate ␦. Subutility functions in each period are identical and isoelastic-elastic. The maximization problem is summarized as
(
Cash on hand ( x t ϵ A t ϩ y t ) evolves according to
where y tϩ1 is labor income earned in time t ϩ 1. Following most of the literature on precautionary saving, we assume that the real interest rate in not stochastic and is fixed at r ϭ R Ϫ 1. The only uncertainty consumers face is in labor income, which fluctuates from period to period.
In this case, the Euler equation associated with utility maximization is
or, in the specific case of isoelastic-elastic utility:
Because marginal utility is not linear in consumption in equation (4), it is not possible to derive an equation that relates expected future consumption to current consumption. Instead, researchers commonly linearize the right side of equation (4) and derive an equation that relates the expected growth in consumption to the expected squared growth in consumption. Specifically, taking a second-order Taylor approximation of marginal utility in t ϩ 1 around the point C t , inserting into equation (4), and rearranging yields
where 1 ϩ equals the coefficient of relative prudence Ϫ uٞ͑C t ͒C t uЉ͑C t ͒ as defined by Kimball (1990) . The error term, v t , is composed of an additive series of moments of consumption growth. Specifically,
Equation (5) indicates that, if precautionary saving motives exist, then uncertainty (as measured by the conditional expectation of squared future consumption growth) is positively related to anticipated consumption growth. The intuition underlying this result is straightforward: prudent individuals will delay consumption until uncertainty about the future is resolved, so that consumers facing more uncertainty will display higher consumption growth on average. The linear approximation of equation (5) can also be done in logarithms, to yield
where the error term v t contains higher-order moments of the difference in the logarithm of consumption. Under the assumption that the change in the logarithm of consumption is normally distributed, equation (7) reduces to an equation that relates expected consumption growth to the conditional variance of consumption growth. 3 In the work that follows, we will estimate equation (7) as well as (5), and present evidence (based on simulations) that the assumption of normality is not valid. Estimates of equation (5) or (7) can, in principle, provide information on the coefficient of relative prudence and the importance of precautionary saving motives. Dynan (1993) adopts this approach, using household-level consumption data from the 1985 Consumer Expenditure Survey. This survey has a short-panel element, with each household surveyed in as many as four consecutive calendar quarters. Dynan estimates equation (5) by regressing average consumption growth over the period for each household on (time) average squared consumption growth. She uses instrumental variables to account for the fact that taste shifters, which are likely to be correlated with the variance of consumption growth, may be included in the error term, and because the short length of the panel will make the sample mean of actual squared consumption growth a poor measure of risk. The instruments include variables such as indicators for occupation and industry and education measures, which are plausibly related to consumption uncertainty. Dynan's fairly precise estimates of the coefficient on squared consumption growth range from 0.012 to 0.156, implying a coefficient of relative prudence in the range from 0.024 to 0.312, and a negative value of (which also equals the coefficient of relative risk aversion) in the range of Ϫ0.976 and Ϫ0.688. As Dynan points out, this range of values for is implausible. Merrigan and Normandin (1996) , using British data, and Kuehlwein (1991) , using the U.S. PSID, also estimate relatively low values for , in the range of 0.78 to 1.33 for Merrigan and Normandin. Kuehlwein uses OLS estimation and obtains a higher value for , equal to approximately 4.0, but it is not statistically different from 0. 4 If the approximation error, v t , is correlated with uncertainty in consumption growth, OLS estimates of the parameters of equation (5) will be biased. Moreover, instrumentalvariables estimates may fare little better. Instruments that are correlated with uncertainty in consumption growth may be correlated with third-and higher-order moments of consumption growth that make up the error term in equation (5). To build intuition, consider, for example, the first term in equation (6), which equals expected cubed consumption growth multiplied by Ϫ(1 ϩ )(2 ϩ )/6. If those who face more uncertainty in consumption growth also have consumption growth that is more skewed to the right, the first term in v t and expected squared consumption growth will be negatively correlated. In this case, and ignoring higherorder moments in v t , a regression of consumption growth on expected squared consumption growth will yield an estimate of (1 ϩ )/2 that is biased down. Although it is not possible to prove analytically that the bias will go in one direction or the other, our numerical calculations discussed below support the idea that bias due to approximation error will typically yield estimates of that are too low. It is important to emphasize that this bias is not a result of measurement error, data quality, or misspecification of preferences-even if all variables were accurately measured and the econometrician knew the individual's true objective function, the bias would still exist-but is instead solely the result of approximation error.
III. Numerical Solutions to Consumption Functions
To assess the extent to which approximation error is a problem, we numerically compute consumption functions, and contrast the "true" relationships between consumption growth and consumption uncertainty, with the relationships implied by the linear approximations. This is done for a variety of assumptions about the size of and the stochastic process that governs the evolution of income.
We start with the model discussed above. The first step is to choose a utility function, an interest rate, and a stochastic process for income. We choose the commonly assumed isoelastic utility function, and assume that income growth follows a first-order moving-average process with the general form
The choice of a first-order moving average process is roughly consistent with evidence from the microdata. (See for example MaCurdy (1982) , Abowd and Card (1989) , and Pischke (1995) .) Although these studies generally suggest individual income changes follow a MA(2) rather than a MA(1) process, the latter is a good approximation that requires one fewer state variables to solve the model, which greatly reduces computational complexity. We model ⑀ as a discrete ten-point approximation to a normal distribution. The Euler equations are solved by backwards recursion, starting with a terminal time period T (which we set to 60). In practice, it is easiest to solve for the ratio of consumption to income in each time period (denoted t ) as a function of two state variables: the ratio of cash on hand to income (denoted w t ) and ⑀ t . Further details on the numerical solution and its accuracy are given in appendix A. Figure 1 shows results from what we call our "baseline case." In this case, we have set the parameters of the income equation (8) to equal to 0.02, equal to 0.444, and the standard deviation of ⑀ (denoted ) to 0.20. The parameters values for and are from MaCurdy (1982) . (Pischke (1995) obtains similar estimates.) Although MaCurdy's and Pischke's estimates of are around 0.25, we use a lower value of 0.20 because at least part of the estimated error variance is likely to be due to the presence of substantial measurement error in recorded income. The baseline interest rate r is set to 0.03; the rate of time preference, ␦, is set to 0.05; and the parameter of the isoelastic utility function is set to 3. 5 We begin by showing the characteristics of the consumption function for one particular time period, t ϭ 30, although results for other time periods are qualitatively similar. The top-left panel of figure 1 graphs the ratio of consumption to income against the cash on hand to income. 6 Note that as many as ten functions could be graphed, one for each of the ten possible values of ⑀ t . To avoid clutter, we graph only three. The line marked "k ϭ 1" denotes the graph for the lowest value of ⑀, "k ϭ 5" is the fifth-lowest value, and "k ϭ 10" is the highest. As expected, consumption is an increasing function of cash on hand. Furthermore, high realizations of ⑀ result in lower values of the ratio of consumption to cash on hand. This does not imply that good shocks to income lower consumption, but indicates that good shocks raise cash on hand by more than they raise consumption.
The top-right panel graphs the relationship between expected consumption growth and the ratio of cash on hand to income, which can be computed from the policy functions. (See appendix A.) The lower-left panel shows expected squared consumption growth plotted against the ratio of cash on hand to income. These two graphs indicate that a consumer with low cash on hand (relative to income) will have both higher expected consumption growth and higher expected squared consumption growth. These results are consistent with the findings of Carroll (1997a) and Carroll and Kimball (1996) : because poor consumers have a lesser ability to smooth shocks to income, the conditional variance of their consumption growth will be higher than that for wealthier households, and precautionary motives work to depress consumption and increase its rate of growth.
The functions graphed in figure 1 depend on ⑀, the value of the shock to income growth. Given the ratio of cash on hand to income, consumers with adverse shocks have higher consumption-to-income ratios, higher expected consumption growth, and higher expected consumption growth squared. Because a negative shock to income today implies 5 Our choice of baseline parameter values for r, ␦, and are standard in the consumption literature; see, for example, Deaton (1991 ), Carroll (1997a , and Ludvigson and Michaelides (forthcoming) . 6 All but the bottom-right graph in figure 1 are drawn for the range of cash on hand to income from 0.5 to 3; although nothing prevents cash on hand from being negative, simulation results indicate that it usually is not, and the graph focuses attention on the values of cash on hand that are most relevant. The bottom-right figure uses a wider range of cash on hand, so that the differences in the slopes of the functions are more visually apparent. Table 1 provides calculations of differences in the slopes. higher expected income tomorrow, individuals increase the amount of consumption relative to income (decrease saving) out of any given level of cash on hand, thereby partially smoothing out the transitory decline in income by deaccumulating assets. However, uncertainty together with precautionary motives imply that this smoothing is only partial, and consumers expecting higher income growth will have higher expected consumption growth.
Given the optimal solution for the first and second conditional moments of consumption growth, we are now in a position to compare their relationship with that implied by the Taylor expansion (5). This comparison is made on the bottom-right panel of figure 1 , which graphs the relationship between expected consumption growth and expected squared consumption growth. 7 The ratio of cash on hand to income falls as expected consumption growth (and squared consumption growth) rise, so points on the right side of the figure correspond to lower cash on hand. The consumption growth equation implied by the Taylor expansion (5) indicates the function graphed should have an intercept equal to 1
ͬ and a slope of ( ϩ 1)/2 ϭ 2, given the baseline parameters. This linearized equation is also shown. To simplify notation in what follows, we denote the slope of the linearized equation as ( ϩ 1)/2. The slope of the actual function relating consumption growth to consumption growth squared is denoted as (* ϩ 1)/2, and is referred to hereafter as the "true" slope. It should be kept in mind that * is not a fixed number, and varies with the ratio of cash on hand to income. Furthermore, the true slope is subject to error, because it is based on an (approximate) numerical solution to the consumption functions. However, the evidence in appendix A indicates that the approximation is very accurate.
A comparison of the two lines indicates that the linearized and true equations are quite different. In particular, the figure shows that the slope of the true equation is lower than the slope of the linearized equation. Furthermore, the difference in the slopes is not fixed and varies with cash on hand. Specifically, the divergence is larger for higher values of expected consumption growth and consumption growth squared (where cash on hand is lower); this implies that the divergence in slopes is greatest for less wealthy consumers (for whom expected consumption growth is highest). It is therefore not surprising to find that estimates of differ across groups of individuals when the sample is split based on wealth or occupation, as in Dynan (1993) and Merrigan and Normandin (1996) . These studies consider the possibility that liquidity constraints may bias estimates of downward for less wealthy consumers, and, consistent with this hypothesis, they report lower values for less wealthy households. Note that these findings are also consistent with the direction of bias shown in figure 1, indicating that, even without liquidity constraints, poorer households can be expected to appear less prudent simply because the linearized Euler equations of less wealthy individuals will be subject to greater downward approximation bias. Our simulation results, discussed below, confirm this prediction by showing that estimates of differ across groups of individuals when the sample is split by wealth.
How large are the differences between the slopes of the linearized and true equations? To provide summary evidence, we computed the slopes of the true equations, shown in figure 1, and then constructed weighted averages of the true slope (* ϩ 1)/2 to the linearized slope ( ϩ 1)/2. This is done for every time period, and results are reported for every third year. The weights are constructed to reflect the distribution of the ratio of cash on hand to income for each year that is implied by the model. Specifically, we simulated income series for 1,000 consumers (using the baseline parameters for the income process), and used the policy functions for consumption to calculate series for consumption and cash on hand for each consumer. The simulated data are used to compute nonparametric estimates of the joint density of (w, ⑀) for each year. These density functions are used to compute the weighted average of the ratio of the true to linearized slope.
The results for the baseline case are shown in the first column of table 1. The top panel shows the average value of the true slope, (* ϩ 1)/2, divided by ( ϩ 1)/2 for a selection of time periods. The ratios are not identical across time periods for two reasons: first, the policy functions vary across years, although these differences are not large; second, the simulated distributions of cash on hand to income (used to weight the averages) differ across years, with the cross-sectional dispersion in cash on hand growing over time. However, in all time periods, we find that on average the slopes of the true equations are substantially lower than the slope of the linearized equation. The lower panel of table  1 shows the values of */ implied by the results in the top panel; the value of indicated by the (average) slope of the true consumption growth equation is between 68% and 82% of its true value.
How sensitive are our results to changes in the baseline set of parameters? Columns 2 through 6 of table 1 provide summary statistics for each of the cases for a selection of years. The results of table 1 are summarized as follows. First, the linearized Euler equation is a better approximation for lower values of , the standard deviation of ⑀: when is reduced from 0.20 to 0.125, the ratio of the true slope to that implied by equation (5) rises relative to the baseline case. For example, for t ϭ 30, the ratio equals 0.853 for the baseline case and 0.941 for the case with equal to 0.125, implying an increase */ from 0.804 to 0.921. An implication is that estimates of based on the linearized Euler equation may indicate that people with riskier income streams are less prudent (and less risk averse) than those with less-risky income streams, even if in fact there is no difference across the groups. Bias due to approximation error may make it difficult to test whether risk aversion affects how individuals select into different occupations.
Second, reductions in , the moving-average parameter, increase the divergence between the slopes of the linearized and true equations. When is lowered from 0.44 to 0.30, the ratio of the slopes (in t ϭ 30) falls from 0.853 in the baseline to 0.786. Decreases in imply that income innovations are more persistent, so that a given shock translates into a larger change in lifetime wealth. It is therefore not surprising that declines in have effects similar to increases in .
The third column of table 1 shows the effect of increasing the parameter . When is increased from 3 to 4, the amount of bias rises. For example, the average ratio of the true slope to the linearized slope falls from 0.853 (for t ϭ 30) to 0.770. Note that this implies the value of which would be inferred from the true equation is only 71.3% of the true value. Thus, the extent to which the degree of prudence is understated (in percentage terms) is positively related to the true degree of prudence. The final two columns show the effects of changing the parameters r and . The results indicate that increasing the rate of interest (and keeping the discount rate constant, so that consumers are more "patient") has little effect on the extent of bias in the slope. Likewise, changing has little effect.
The results in this section show that Euler equations are quite nonlinear, implying that, for some wealth values and income states, the true relationship between consumption growth and uncertainty in consumption growth will differ considerably from the linearized relationship.
IV. Approximation Bias in Empirical Estimates
This section examines whether errors caused by linear approximation to Euler equations result in biased parameter estimates of , using commonly employed estimation techniques. The standard method used in the literature discussed in section II is to construct measures of consumption growth for household i in year t (denoted cg it ) and measures of variability in consumption growth (denoted cg it 2 ) using panel data on households, and then regress consumption growth on variability in consumption growth:
As discussed above, the consumption-growth equation based on the linearized Euler equation implies that ␤ 0 equals ͑r Ϫ ␦͒ ͑1 ϩ r͒ and that ␤ 1 equals ( ϩ 1)/2. Equation (9) is typically estimated using OLS or IV techniques. The use of The parameters for the baseline case are: ϭ 0.20, ϭ 3, ϭ 0.44, r ϭ 0.03, and ϭ 0.02. The method of computing weighted averages is described in the text. The results are from a model with T ϭ 60.
instrumental variables makes a great deal of sense, if for no other reason than to eliminate biases caused by measurement error in consumption. However, the discussion in section II indicates that it may be extremely difficult to find instruments that are not correlated with the error term in equation (9), even in the absence of measurement error. Equation (6) indicates that the error term includes higherorder moments of consumption growth. Valid instruments must consist of variables that are correlated with variability in consumption growth, but are not correlated with these higher-order moments. It is difficult to think of theoretically justifiable reasons why some variables would be correlated with the second moment but not with higher-order moments. Nevertheless, the extent of bias found in practice will depend on the extent to which the instruments are correlated with the error term, a factor that will, in turn, depend on which instruments are used.
The most common instruments employed in practice are variables such as occupation, education, and industry indicators (for example, Dynan (1993) ). The use of these variables is motivated by the idea that education and occupation influence the time-series properties of individual's income, so that (for example) highly educated people may have higher income growth over their lifetimes, and selfemployed managers may face more income risk than others. These differences in income patterns will affect consumption decisions and are likely to produce differences in variability in consumption growth. However, if (for example) individuals in different occupations and educations have different amounts of skewness in consumption growth, then these variables are not valid instruments, and even IV estimates of the parameters will be biased.
We assess whether this problem is important in practice by conducting a Monte Carlo analysis. Our approach is to generate simulated data on consumption for individuals who share common preferences and face the same interest rate, but who have different values of the parameters for the process that generates income. To match heterogeneity in income parameters to heterogeneity found in real data, we use information on the labor income of household heads from the PSID to estimate income equations for individuals in sixteen different education/occupation groups. We solve for up to forty years of consumption functions using each of the sixteen sets of parameters and then simulate consumption data for individuals in each of the groups. The simulated data is used to estimate equation (9), above, using both OLS and IV techniques. Although we take care to use realistic parameters for the income process, it should be kept in mind that we do not incorporate many features of the world that may influence consumption and saving decisions over the life cycle: there is no retirement period (and so no retirement motive for saving), no social security system or other tax and transfer programs, no inheritances or bequests, and no restrictions on borrowing. Research by Hubbard, Skinner, and Zeldes (1995), Gourinchas and Parker (1999) , and others indicates that these features are important determinants of observed life-cycle saving profiles. Our goal is to illustrate pitfalls of linearized Euler equations for estimation, rather than to produce simulated data that matches actual distributions of consumption, saving, and wealth.
The first step in our analysis was to estimate the parameters of the income equation (7) for the different education and occupation groups. We used the 1972-1992 waves of the PSID and selected a sample of male heads of households between the ages of 25 and 55, inclusive, who reported labor income for at least three contiguous years. The measure of labor income used is a variable constructed by the PSID, and includes wages, salaries, bonuses and commissions, income from professional practices, plus the labor components of income from farm (including market garden) and nonfarm businesses, and roomers and boarders, and market gardens. The labor components of these latter items are calculated according to how much time was spent on the various activities. Further details on sample selection are available in appendix B.
In each year, individuals were coded as being in one of the six occupations listed in table 2. We then constructed a single non-time-varying occupation for each individual that consisted of the occupation worked in the majority of years. (Ties were broken by assigning individuals to the "higher" of the occupations using the order in table 2; for example, a person who spent three years as a manager and three years as a professional would be coded as a professional.) Individuals were also assigned to one of three education categories: less than twelve years of school, exactly twelve years of school, and more than twelve years of school. Individuals from two occupation/education cells (professionals and managers with less than twelve years of education) were excluded from the analysis, because there were too few people. The final data set consisted of 43,067 observations on 5,567 individuals distributed across sixteen education/occupation cells. The distribution of individuals across cells is shown in table 2. Cell sizes ranged from 78, for professionals with exactly twelve years of education, to 719, for craftsmen with twelve years of education.
These data were used to estimate the parameters , , and for each of the sixteen cells. We followed the estimation methods discussed by Abowd and Card (1989) . (Details are provided in appendix B.) The estimates for each cell are shown in table 2. The estimates of are what might be expected: within each occupation group, those with more education have higher earnings growth. Within each education group, craftsmen and operatives had the lowest growth. Somewhat surprisingly, laborers and service workers have higher values of than do craftsmen and operatives. The parameter also varies across groups; the general pattern is for those with more education to have lower values of , indicating more persistence in shocks. Less-skilled clerical and sales workers, and laborers and service workers, display much less persistence. The parameter estimates of seemed too high to be plausible, and we (arbitrarily) halved them for the purposes of the simulations. 8 (The halved values are reported in table 2.) There is remarkably little variation in across the cells. The range is from 0.137, for clerical and sales workers with less than twelve years of school, to 0.220, for laborers and service workers with more than twelve years of education. Values of cluster between 0.16 and 0.19 for nine of the sixteen cells. There is no clear tendency for to increase or decrease with education.
These parameters were used to solve for consumption functions for each of the cells. We assumed that the remaining parameters were constant across groups (with ϭ 3, r ϭ 0.03, and ␦ ϭ 0.05,) and solved for forty years of consumption functions. We then simulated data on income and consumption for 300,000 "households" for these forty years, assuming that each individual started with cash on hand equal to income. The numbers of households in each occupation/education cell was set so that the distribution of households across cells in the simulated data matched that in the PSID. We discarded the first five years of data because we did not want our results to be influenced by our assumptions about initial assets; we also discarded the last five years, when individuals are drawing down assets in anticipation of death. The number of years per household was reduced by one more year after first-differencing consumption, which left 8,700,000 household/year observations in our simulated data set.
Differences in the income parameters across occupation/ education groups produce differences in consumption patterns in the simulated data. Table 2 shows averages of consumption growth and consumption growth squared for each cell of our simulated data. Average consumption growth ranges from 0.0016 (for clerical and sales workers with twelve years of education) to 0.796 (for highly educated professionals). These two groups also had the lowest and highest average risk in consumption growth. It is not surprising that consumption growth mirrors income growth. For each group, consumption tracks income fairly closely. In addition, there is very little saving in our simulated data, and assets are sometimes negative. Given the lack of a retirement motive for saving, and the absence of borrowing constraints, even cautious consumers who expect future income growth will sometimes borrow against the future.
To estimate the parameters of equation (9), we use Monte Carlo simulations to create 300 samples of 1,000 households per sample, and used these samples to generate 300 sets of parameter estimates. Two versions of equation (9) 8 Several authors have pointed out that these measures are likely to be inflated by substantial measurement error in recorded income (for example, Deaton (1991) and Attanasio et al. (1999) ). We also follow these authors in not reducing the size of the moving-average parameter, even though this would logically follow in order to increase the role of the permanent component in income; the variance of the permanent component is already a large fraction of overall earnings variance, and a larger value seems implausible. As a practical matter, larger variances imply that consumers may hold larger ranges of assets, making it more difficult to obtain accurate numerical solutions. Dynan (1993) , who averages consumption growth and squared consumption growth over four quarters of the Consumer Expenditure Survey. Finally, we estimate a third set of equations (model C) based on the logarithmic specification of the Euler equation shown in equation (7). Specifically, we regress the average change in the logarithm of consumption on the average squared change in the logarithm of consumption. All three models are estimated using OLS, and using IV with three instrument sets. The first instrument set includes a set of dummies for each of the sixteen occupation/ education groups. The second set includes six occupation and three education dummies; it is common in empirical work to exclude interactions between the instruments. The third set is the same as the second, only it adds the lagged value of the ratio of assets to income. For model A, this is the value of the asset-to-income ratio at t Ϫ 1; for models B and C, it is the value in the first year of the sample. The rationale for including this as an instrument is that consumers with more liquid assets may be better able to smooth consumption and will have lower variability in consumption growth. 9 As a final exercise, we split the samples for each model into two equally sized groups of consumers: those with "high" and "low" values of lagged ratio of assets to income. As discussed above, lower estimates of for households with lower assets are often taken as evidence of borrowing constraints. However, it is likely that approximation biases in the estimates also varies with wealth, and it is useful to see if the estimates of vary across groups when, by construction, all households have the same value of , and no liquidity constraints exist.
We first present our estimates of models A and B. Our primary interest is whether the slope parameter ␤ 1 differs from the values implied by the linearized equation: that is, ␤ 1 ϭ ( ϩ 1)/2 ϭ 2. The OLS results, summarized in the top panel of table 3, indicate that the estimated values of ␤ 1 are in most cases biased down. Model A, using the full sample, yields estimates of ␤ 1 with an average of 0.968 and a standard deviation of 0.389. The distribution of these 300 OLS estimates of ␤ 1 indicate that, although there are many cases in which ␤ 1 is lower than 0.5, in no case does it exceed 1.7. The estimate of implied by the average estimate of ␤ 1 is 0.936, less than one-third of the true value of 3. The results for model B (full sample) indicate even more bias.
The average estimate of ␤ 1 equal to 0.688 implies an estimate of of 0.376, which is only 12.5% of the true value.
The OLS estimates also perform badly when the sample is split by wealth. For model A, the average estimate of ␤ 1 for the low-wealth sample is 0.864, lower than for the full sample. Estimates for the high-wealth sample are actually biased up: they all exceed 2, and imply on average a value of equal to 3.9. The results for model B also yield estimates of for the low-wealth sample that are lower than for the high-wealth sample, although for both groups there is downward bias. Do IV estimators perform better than OLS estimators? Results using the three different instrument sets are in the second through fourth panels of table 3. The results can be easily summarized:
First, the instrument sets are good predictors of variability in consumption growth. The F-statistics in the first-stage regressions are quite large, averaging more than 20 in all cases. This does not, however, ensure that the instruments are valid, because they may be correlated with the error term in equation (9), which consists of a series of higher-order moments. It is straightforward to show that the instruments are in fact often correlated with the error term. Because we know the actual values of intercept and the slope of equation (9), we can calculate the error term for each observation and regress the error term on the instruments. The F-values on the instruments in these regressions are also large, with p-values nearly always less than 0.05 for the full and low-wealth samples. Given this correlation, the IV estimates are expected to be biased. The high-wealth subsample does somewhat better, although the instruments are significantly correlated with the error term more than half the time.
Second, the IV estimates of ␤ 1 are generally larger than the OLS estimates, but are still biased down. For example, in model A, the average IV estimate of ␤ 1 (using the first instrument set) is 1.408, in contrast to the average OLS estimate of 0.968. The IV results imply an estimate of equal to 1.81, which is 60% of the true value. (Note that, because the variables in the first two instrument sets do not vary over time, the full sample IV estimates for model A and model B are identical.) Again, this bias is to be expected, given that the instruments are correlated with the higherorder moments of consumption growth that are in the error term.
Third, the use of instrumental variables reduces, but does not eliminate, differences in the estimates of ␤ 1 across the wealth groups. Using the first instrument set, the values of implied by the results are 1.77 for the low-wealth group and 2.10 for the high-wealth group.
A common method of cross-checking the plausibility of a set of instruments is to test any overidentifying restrictions that have been made. (For example, Dynan (1993) .) We computed chi-square tests of the null that the overidentifying restrictions are valid. The number of rejections of the All hypothesis tests use a 5%-significance level. The parameter choices for r, ␦, and imply that ␤0 equals Ϫ0.0065 and ␤1 equals 2.
null were infrequent: they ranged from only 1 out of 300, to 20 out of 300 tests. The fact that the tests for the validity of the overidentifying restrictions generally pass, together with the finding that the instruments are not weak in the firststage equation, may appear to be at odds with the result that the IV estimates are biased. However, these results are not inconsistent: OID tests provide information on whether some subset of instruments are invalid given that at least one (or, the number required for the model to be just identified) is valid, but they do not provide information on the validity of the whole set of instruments. These results underscore the danger of assuming that large F-statistics in the first-stage equation and "passing" OID tests ensure the validity of an instrument set.
Estimates of model C, in which we regressed the mean change in the logarithm of consumption on the mean squared change in the logarithm of consumption, are shown in table 4. We present IV results using only the first instrument set; the results are similar when the other two instrument sets are used. These results are very much like those discussed above. The IV estimates show less bias than do the OLS estimates, but estimates of the parameter are still substantially below its true value. A related issue is whether the change in the logarithm of consumption in our simulated data is normally distributed. If so, then the approximation (7) on which these estimates are based can be replaced by an exact relationship between the mean and the variance of the change in the logarithm of consumption. The simulated data do not support the assumption of normality. Within each occupation/education cell, we tested whether the change in the logarithm of consumption displayed skewness or kurtotis. For all cells the hypothesis of no kurtosis was rejected, and the estimate of kurtosis was positive. In twelve of the sixteen cells, the change in the logarithm of consumption was skewed to the left, and tests for no skewness were rejected.
In summary, Monte Carlo analysis demonstrates that OLS estimation of consumption growth on uncertainty in consumption growth is likely to produce estimates of that are biased down. Instrumental-variables approaches are not, in general, going to be of much use to correct for this bias, because it is not plausible that instruments that are correlated with the second moment of consumption growth are not correlated with higher-order moments.
Other recent papers investigate the properties of linearized Euler equations, and they confirm the central message of this paper. Carroll (1997b) and Laibson (1997) use models of consumption similar to that of Carroll (1997a) , in which consumers never borrow, and also find some degree of bias in estimates of the prudence parameter from linearized Euler equations. Taken as a group, these results highlight the danger of relying on linearized Euler equations to estimate the parameters of utility functions. The general failure to obtain accurate estimates of parameters using simulated data makes it doubtful that reliable estimates can be obtained from real data.
At the same time, it should be noted that the size and even direction of bias that is found may be quite sensitive to assumptions about preferences, income processes, and time horizons. For example, Laibson (1997) assumes that the log-level of income follows a first-order autoregressive process. The value of that is estimated using simulated data is 80% of its actual value. Although Laibson does not attribute this bias to approximation error from linearization (his aim is to compare results from models with and without hyperbolic discounting), his results are remarkably similar to ours. Laibson, Repetto, and Tobacman (1998) builds in retirement, taxes, and bequests. This study finds that estimate of is biased up by approximately 7%. Carroll (1997b) works with an infinite-horizon model in which consumers (voluntarily) never borrow, which is more similar to that of Laibson (1997) than to our model, and finds a much greater degree of approximation bias in than does Laibson. These differences in results could be driven by differences in the choices of preference parameters, of time period (infinite horizon or not), of income process, and of the underlying sources of heterogeneity in the simulations. Without knowing which set of assumptions is best, it is difficult to determine how biased parameter estimates will be in practice. The work in this paper indicates that, with a parsimonious but standard precautionary saving model cal- All hypothesis tests use a 5%-significance level. The parameter choices for r, ␦, and imply that ␤0 equals Ϫ0.0065 and ␤1 equals 2.
ibrated to match the stylized facts of household-level income data, estimates of Euler equations using standard methods may be badly biased.
V. Conclusion
This paper investigates nonlinearities in dynamic Euler equations. We also study the extent to which nonlinearities may induce bias in parameter estimates obtained when the estimating equation is a linear approximation to the nonlinear equation. We find that, for some wealth and income states, the Euler equation is sufficiently nonlinear that linearized approximations are poor and may imply a value for the coefficient of relative prudence (or risk aversion) that is lower than the true value. Simulation results confirm the prediction that ordinary least-squares regressions of consumption growth on uncertainty in consumption growth are likely to produce a downward bias in the estimate of . Moreover, the degree of bias varies with wealth, with less-wealthy households displaying more downward bias. In addition, our results indicate that researchers may be able to eliminate some, but not all, of the bias that would arise in ordinary least-squares estimation by instrumenting for consumption risk using education/occupation dummies.
Our findings help to resolve some puzzles in literature on consumption behavior. For example, much of the empirical literature on precautionary saving suggests that income risk is an important factor in determining how much wealth consumers hold or how much they save, indicating that precautionary motives may be important. Yet studies that use linearized Euler equations often find that uncertainty in consumption growth has very little impact on consumption growth, suggesting that precautionary motives may be weak. Our results indicate that approximation error is likely to result in measures of the degree of prudence that are biased down. The analysis may also help explain why estimates of parameters of the utility function (using microlevel data) often differ across subsamples of the population, split according to wealth or the degree of income uncertainty. Bias associated with the use of linear approximation varies with wealth and income risk, so that what would appear to be genuine differences in behavior across subgroups may be an artifact of approximation error.
APPENDIX A

Numerical Solutions
Solution methods
As shown by Deaton (1991) , the ratio of consumption to income at time t will be stationary and can be solved for as a function of two state variables: the ratio of cash on hand to income (denoted w t ) and the income growth innovation, ⑀ t . This specification is computationally more convenient than solving for the level of consumption itself, because the range of possible values for cash on hand to income is smaller than the range of possible values for cash on hand, and implies that the second state variable in the model is the innovation to income growth, rather than the lagged level of income. Let t equal the ratio of consumption to income in t and z t equal the ratio of income in t to last period's income, so that z t equals e ϩ⑀tϪ⑀tϪ1 . The Euler equation can be expressed as
where ␤ equals (1 ϩ r)/(1 ϩ ␦). Rather than assuming that the error ⑀ t has a continuous distribution, we specify the distribution as a discrete ten-point approximation to a normal distribution, which considerably speeds computation time.
The Euler equations are solved via backwards recursion, starting with a terminal time period T (which we set to 60.) We choose a grid of 500 values of w T , and solve for a set of corresponding values of T . Although it will generally be the case that is a function of the income innovation ⑀ as well as the ratio of cash on hand to income, w, this is not true of the terminal period: assuming that the consumer dies with no net assets, then consumption in the last period of life, period T, equals cash on hand, so that T equals w T for all values of ⑀ T . Given this solution for T , one can solve for the values of TϪ1 that satisfy the Euler equation for a grid of possible values of w TϪ1 ϩ ⑀ TϪ1 . Solutions for earlier periods can be found by working backwards, solving for t as a function of w t and ⑀ t , given the solutions for tϩ1 . In principle, it is possible to solve for consumption functions for any number of years. In practice, however, this is sometimes difficult because the range of possible values of cash on hand to income (eventually) narrows as the solution moves backwards in time. In all of our cases, we solved for at least 45 years, (that is, from t ϭ 16 to t ϭ 60).
Computation of expected consumption growth
Note that consumption growth (C tϩ1 Ϫ C t )/C t can also be expressed as ( tϩ1 z tϩ1 Ϫ t )/ t . The graph shows consumption growth expected as of time t:
which is computed for each of the possible values of w t and ⑀ t using the numerical solution t .
Numerical Accuracy
Because there is no closed-form solution to the problem solved in the text, the numerical grid method is an approximation to the solution. This section provides two robustness checks on the accuracy of the numerical solution in which we use a grid of values for cash on hand.
As a first check, we compute the statistic proposed by Den Haan and Marcet (1994) for the accuracy of numerical solutions to stochastic, dynamic models with rational expectations. This test is done by simulating the model for 1,000 realizations of the exogenous income process over the number of time periods for which the model is solved and for which we perform tests based on Monte Carlo simulations in the main text. The results of these simulations are used to test the null hypothesis of a martingale difference sequence for marginal utility given in equation (4). The statistic is
where â ϭ ͑ xЈ t x t ͒ Ϫ1 ͑ xЈ t t ͒, t ϭ c tϪ1
x t is a vector consisting of a constant, one lag of income growth, and one lag of the consumption-income ratio (including additional lags or other lagged variables did not alter the results). Den Haan and Marcet (1994) show that, in this case, m should have approximately a 2 (3) distribution asymptotically under the null hypothesis that the numerical solution is exact. Table A1 reports the percentage of 1,000 draws in which m is in the upper and lower 2.5% tails of the 2 (3) distribution for a two-sided test at a significance level of 2.5%.
The results for the baseline case, as well as for a variety of departures from the baseline parameter values (those used in table 1), show that the numerical solution is very accurate in every case; in 1,000 replications, the test statistic is rarely higher than the theoretical critical 97.5% value or lower than the theoretical 2.5% value. If the numerical solution were exact, the statistic would fall in the 95%-confidence region exactly 95% of the time.
As a second check on the accuracy of our numerical solution, we doubled the number of grid points used for the grid of cash on hand and recomputed the statistics given in the top panel of table 1 for the base case. Table A2 shows the results when we use 1,000 grid points instead of 500 for cash on hand relative to income. For ease of reference, the first column reproduces the results for the base case in the top panel of table 1 using 500 grid points.
The comparison shown in table A2 demonstrates that the solution using 1,000 grid points is almost identical to that using 500; thus, 500 grid points seems to be sufficient to make the numerical solution extremely accurate. The parameters for the baseline case are: ϭ 0.20, ϭ 3, ϭ 0.44, r ϭ 0.03, and ϭ 0.02. The method of computing weighted averages is described in the text. The results are from a model with T ϭ 60. The parameters for the baseline case are: ϭ 0.20, ϭ 3, ϭ 0.44, r ϭ 0.03, and ϭ 0.02. The method of computing weighted averages is described in the text. The results are from a model with T ϭ 60.
APPENDIX B
Estimation of Income Parameters
Data definitions and sample selection
The sample was drawn from the 1972-1992 waves of the PSID. For an observation to be included in the sample, an individual had to be a male head of household between the ages of 25 and 55, inclusive, in the survey year. The individual also had to have positive labor income, annual work hours that were positive but no greater than 4,680, have nonmissing occupation and education information, and have average hourly labor earnings (that is, annual labor earnings/annual hours) that were greater than or equal to $1 and less than or equal to $100. (Money values are in 1985 dollars.) After these exclusions were made, individuals were kept if they were in the sample for at least three contiguous years. The final sample had 43,067 observations on 5,567 individuals.
The income measure used for the analysis was total labor income of the household head. Labor income is a variable constructed by the PSID and includes income from wages and salaries, bonuses, overtime, commissions, a professional trade or practice, the labor components of farm and business income, and income from roomers, boarders, and market gardens. The labor components of these latter income variables was computed by the PSID, using information on hours the head had worked on each of these activities.
The occupation measure is based on the question on "occupation on the main job." Occupation was given a one-digit code in the early years of the survey (pre-1976), and the coding was then altered to a two-digit and then to a three-digit code. The occupation measures from the later years were recoded to be consistent with the earlier one-digit measure; the possible occupation categories are in table 2. We then defined our measure of occupation to be the "major occupation," that is, the occupation in which the person worked the most number of years. Ties were broken by allocating people to the "higher" of the occupations for which there was a tie, where "higher" occupations are listed earlier in table 2. There is a moderate amount of occupational change: of the 5,567 people represented in the sample, 37.93% never changed occupation (so that major occupation always equaled current occupation). However, only 27% had more than two changes in occupation, and, for many of these, the changes were back and forth between only two occupations. Within each occupation group, we classified people according to whether they had less than twelve years of schooling, twelve years of schooling (that is, a high-school degree), and more than twelve years of schooling. The sample size did not permit classifying people into finer educational categories.
Estimation methods
The model we estimated for the individuals in each occupation/ education group was
where it is assumed that the shocks ⑀ it are not correlated across time for individuals and have a zero mean and a constant variance of 2 . Equation (B1), together with these assumptions, implies that
and
We used the following strategy to estimate the parameters , , and . First, following Abowd and Card (1989) , who worked with experienceadjusted wage measures, we first regressed the change in the logarithm of labor income on a set of age dummies to sweep out age effects. (Because all individuals in the group are in the same education category, the age effects are close to being the same as experience effects.) We measured the growth term as the intercept plus the age effect for thirty-year-olds, that is, the average change in the logarithm of income at age thirty. An alternative would have been to measure as the mean value of ⌬ ln ( y it ). Doing so would have produced measures of about half the value of the measures we used, but with the same ranking of growth across different occupation/education groups. Second, we used the residuals from the regression described above to construct estimates of var (v it ) and cov (v it , v itϪ1 ); these estimates are simply the averaged squared residual and the average of the residual times its lagged value. These were substituted into equation (A2) and (A3), respectively, and we then solved for 2 and . The standard errors of these estimates were obtained using the delta method. As discussed in the text, we used values of that are half of those estimated on the grounds that the estimates seem implausibly high and are likely to reflect measurement error. Measurement error in income that is i.i.d. should produce estimates of that are also too high; that is, income innovations will appear to be less persistent than they actually are. We experimented with estimating 2 and under the assumption that income has an i.i.d. measurement error component with a variance that is one-fourth the value of 2 . This resulted in plausible estimates of 2 , but values of that were extremely low and, in one case (for professionals with twelve years of school) negative. We decided that the most sensible strategy was to use our original estimates, halving the estimate of .
The estimates and standard errors of the parameter estimated are listed in table B1, with standard errors in parentheses. 
