Dépendances fonctionnelles (extraction et exploitation) by GARNAUD, Eve et al.
No d'ordre : 4883
UNIVERSITE DE BORDEAUX I
ECOLE DOCTORALE Mathématiques et
Informatique
SCIENCES ET TECHNOLOGIES DE L'INFORMATION
ET DE LA COMMUNICATION
T H È S E
pour obtenir le titre de
Docteur en Sciences
de l'Université de Bordeaux I
Mention : Informatique
Présentée et soutenue par
Eve Garnaud
Dépendances fonctionnelles :
extraction et exploitation
Thèse préparée au LaBRI
soutenue le 19 novembre 2013
Jury :
Rapporteurs : Anne Doucet - Université Paris VI
Jean-Marc Petit - Université de Lyon
Co-directeurs : Soﬁan Maabout - Université Bordeaux IV
Mohamed Mosbah - Institut Polytechnique de Bordeaux
Président : Olivier Beaumont - Université Bordeaux I
Examinateur : Farid Cerbah - Dassault Aviation, Paris

Remerciements
Cette thèse est le fruit de trois ans de travail mais aussi d'échanges avec nombre
de personnes qui méritent d'être citées ici.
En premier lieu, je souhaite remercier Soﬁan Maabout pour tout ce que j'ai
appris à ses côtés, son esprit critique, son engagement et son écoute. Un grand
merci également à Mohamed Mosbah pour sa disponibilité, ses conseils et son suivi.
J'ai eu la chance d'être encadrée par deux directeurs exemplaires tant d'un point de
vue scientiﬁque qu'humain.
Je tiens à exprimer toute ma gratitude à Anne Doucet et Jean-Marc Petit d'avoir
accepter de relire ma thèse, de m'avoir accordé de leur temps dans la ﬁnalisation du
mémoire comme pour la soutenance. Je remercie également Olivier Beaumont qui
a présidé la soutenance avec sa sérénité et sa bonne humeur. Je tiens à remercier
Farid Cerbah pour ses commentaires lors de la soutenance mais aussi tout au long
de la thèse lors des réunions du projet SIMID.
Un grand merci également à Loïc Martin pour son regard technique, son soutien
et ses encouragements. Je remercie aussi Noël Novelli et Nicolas Hanusse pour nos
débats scientiﬁques animés et fructueux, pour leurs conseils et leur bienveillance.
Je tiens aussi à remercier les personnes que j'ai cotoyé au département infor-
matique de l'IUT de Bordeaux et plus particulièrement Isabelle Dutour, Nicholas
Journet, Romain Bourquis, Mickaël Montassier, Patrick Félix, Geneviève Matabos et
bien d'autres de m'avoir accueillie aussi chaleureusement et de m'avoir fait conﬁance
pour les enseignements.
L'équipe administrative du LaBRI a également joué un rôle très important. Pour
m'avoir guidée et facilitée bien des démarches, un grand merci à Cathy Roubineau,
Brigitte Cudeville, Lebna Mizani, Philippe Biais et Véronique Desforges-Bogati.
L'équipe technique m'a été également d'une aide très précieuse, je tiens à remercier
Benois Capelle, Pierre Héricourt et Béatrice Gazel pour leur disponiblité et leur
gentillesse.
La thèse ne serait pas ce qu'elle est sans les amis et toutes les occasions de se
réunir. Merci à l'AFoDIB d'avoir créer de bons moments de convivialité et à tous les
membres du bureau 123 avec qui j'ai passé 2 années très riches en bonne humeur.
Un merci tout particulier à Pierre Halftermeyer pour sa sérénité et ses analyses
du monde, à Thomas Morsellino pour son humour et sa générosité, à Lorijn Van
Rooijen pour sa simplicité et sa fraicheur, à Allyx Fontaine pour son dévouement et
sa bienveillance, à Razanne Issa pour sa douceur et sa légèreté, à Anais Lefeuvre pour
sa gentillesse, à Noémie-Fleur Sandillon-Rezer, Benjamin Martin, Samah Bouzidi,
Gabriel Renault, Rémi Laplace et tant d'autres...
Je remercie également les permanents qui m'ont guidé, conseillé et fait part
de leurs expériences. Je pense notamment à Akka Zemmari, David Janin, Olivier
Baudon, David Aubert, Aurélie Bugeau, Pascal Desbarats, Eric Sopéna et Paul
Dorbec.
Je tiens ﬁnalement à exprimer toute ma gratitude à mes parents qui m'ont
toujours encourager, à mes soeurs pour leur soutien et à mes grands-parents qui
m'ont suivi de près durant toutes mes études. Un grand merci à mon mari qui a
vécu la thèse jour après jour à mes côtes, qui m'a tout donné pour m'aider à réussir.
ii
A tous, merci...
Résumé
Les dépendances fonctionnelles fournissent une information sémantique sur les
données d'une table en mettant en lumière les liens de corrélation qui les unient.
Dans cette thèse, nous traitons du problème de l'extraction de ces dépendances
en proposant un contexte uniﬁé permettant la découverte de n'importe quel type
de dépendances fonctionnelles (dépendances de clé, dépendances fonctionnelles
conditionnelles, que la validité soit complète ou approximative). Notre algorithme,
ParaCoDe, s'exécute en parallèle sur les candidats, réduisant ainsi le temps global
de calcul. De ce fait, il est très compétitif vis-à-vis des approches séquentielles
connues à ce jour.
Les dépendances satisfaites sur une table nous servent à résoudre le problème de la
matérialisation partielle du cube de données. Nous présentons une caractérisation
de la solution optimale dans laquelle le coût de chaque requête est borné par
un seuil de performance ﬁxé préalablement et dont la taille est minimale. Cette
spéciﬁcation de la solution donne un cadre unique pour décrire et donc comparer
formellement les techniques de résumé de cubes de données.
Mots clés : dépendances fonctionnelles, extraction des dépendances, calculs
parallèles, cube de données, matérialisation partielle
Abstract
Functional dependancies provide a semantic information over data from a table to
exhibit correlation links.
In this thesis, we deal with the dependancy discovery problem by proposing a
uniﬁed context to extract any type of functional dependencies (key dependencies,
conditional functional dependencies, with an exact or an approximate validity).
Our algorithm, ParaCoDe, runs in parallel on candidates thereby reducing the
global time of computations. Hence, it is very competitive comparated to sequential
appoaches known today.
Satisﬁed dependencies on a table are used to solve the problem of partial material-
ization of data cube. We present a characterization of the optimal solution in which
the cost of each query is bounded by a beforehand ﬁxed performance threshold and
its size is minimal. This speciﬁcation of the solution gives a unique framework to
describe and formally compare summarization techniques of data cubes.
Keywords : functional dependencies, dependency discovery, parallel com-
putations, data cube, partial materialization
Introduction
Les données stockées par les entreprises tendent à être de plus en plus volu-
mineuses. L'optimisation des requêtes qui s'y rapportent est donc un travail essentiel
pour les exploiter de manière la plus eﬃcace. Plusieurs mécanismes s'oﬀrent à nous
pour répondre à ce problème :
 les structures non redondantes basées sur la fragmentation horizontale et/ou
verticale. Ceci permet de mieux cibler la partie des données à lire sans pour
autant surcharger la base de données de meta-données consommatrices de
mémoire.
 les traitements parallèles. Ici, il s'agit de décomposer les requêtes en sous-
tâches indépendantes pouvant être exécutées simultanément en tirant proﬁt
de la disponibilité de plusieurs processeurs.
 l'utilisation d'index. Ces derniers permettent de cibler facilement les parties
des données à consulter mais ils sont considérés comme des structures redon-
dantes car ils occupent un espace mémoire non négligeable pour les stocker.
De plus, ils doivent être maintenus lors de la mise à jours des données.
 les vues matérialisées. Ce sont des requêtes dont les résultats sont stockés
et maintenus. Elles peuvent être utilisées directement si les requêtes les
déﬁnissant sont soumises à nouveau par l'utilisateur, soit elles sont combinées
avec d'autres données aﬁn de réduire les temps d'exécution. De la même façon
que les index, les vues matérialisées sont considérées comme des structures
redondantes.
Dans cette thèse, nous traitons l'optimisation des requêtes par le biais des
vues matérialisées dans un cube de données. Ce dernier peut être vu comme
un ensemble de vues (les 2n vues possibles correspondent aux sous-ensembles de
A = {A1, . . . , An}, le schéma de la table T considérée). En pratique, il n'est pas
envisageable de calculer toutes ses vues et les stocker car cela prendrait trop de
temps et trop d'espace. Le problème qui se pose alors est celui du choix du meilleur
sous-ensemble de vues.
Nous rencontrons dans la littérature plusieurs formulations de ce problème selon
les contraintes considérées et l'objectif à optimiser. Une des formulations qui a at-
tiré le plus de travaux est celle qui consiste à minimiser le coût d'un ensemble de
requêtes, considéré comme étant la charge de travail de la base de données, sous une
contrainte d'espace disponible pour stocker les vues à matérialiser. Les solutions à ce
problème n'oﬀrent aucune garantie quant à l'optimalité vis-à-vis des requêtes prises
individuellement. Autrement dit, certaines requêtes seront eﬀectivement optimisées
alors que d'autres auront des temps de réponse pouvant être catastrophiques.
Notre travail se positionne d'une manière diﬀérente en considérant l'optimalité
de l'exécution des requêtes comme étant la contrainte majeure et l'objectif consiste
à réduire l'espace mémoire permettant d'y parvenir. En eﬀet, nous partons du
principe que le matériel, notamment l'espace de stockage, est une denrée dont le
coût est négligeable dès lors que son acquisition nous permet d'avoir des garanties
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sur les performances des requêtes. Nous ne voulons pas non plus gaspiller l'argent
en acquérant des supports de stockage au delà de ce qui est nécessaire. Cette vision
correspond à celle utilisée dans le cloud computing où l'utilisateur dispose, en
théorie, d'un espace mémoire inﬁni mais il doit payer son utilisation.
Les contributions de notre thèse portent essentiellement sur deux parties.
La première consiste à exploiter les dépendances fonctionnelles satisfaites par les
données sous-jacentes aﬁn de caractériser les vues d'un cube à matérialiser. Cette
première partie de notre contribution montre l'aspect fondamental que jouent les
dépendances dans l'organisation des données. En eﬀet, leur rôle a été identiﬁé par
Codd dès que le modèle relationnel a été proposé. Cependant, nous notons que très
peu de travaux portent sur l'exploitation des dépendances fonctionnelles dans le
cadre des cubes de données. Or, matérialiser partiellement un cube revient, quelque
part, à en extraire la partie redondante et quoi de plus puissant que les DFs pour
ce type de tâches. En fonction des performances souhaitées par l'utilisateur et les
requêtes considérées, nous montrons, via l'utilisation de dépendances fonctionnelles
exactes, approximatives et/ou conditionnelles, comment caractériser les solutions au
problème de sélection de vues.
D'autre part, certains travaux ont porté sur la construction de résumés de
cubes. Chacun utilisant des concepts diﬀérents rendant la comparaison de ces
solutions diﬃcile. Nous montrons que certaines propositions peuvent être exprimées
en utilisant les dépendances. Ceci permet non seulement de mieux les cerner mais
aussi de les comparer.
Notre deuxième contribution porte sur l'extraction de dépendances. En eﬀet, la
caractérisation des solutions pour les cubes de données pré-suppose la disponibilité
des dépendances présentes dans les données. Or en pratique, ces dépendances doivent
d'abord être extraites. Les méthodes actuelles pour extraire les dépendances satis-
faites par une table ne sont pas adaptées pour traiter d'importants jeux de données :
la plupart commence par un pré-traitement sur les tuples (soit une complexité en
O(m2) oùm est le nombre d'enregistrements de la table T considérée). D'autres, par-
courant l'espace de recherche en largeur, sont limitées par l'occupation mémoire des
candidats et des calculs lorsque le nombre d'attributs, n, est élevé. Nous proposons
une approche permettant de traiter eﬃcacement les jeux de données volumineux.
Le principe générale de notre approche consiste en un partitionnement "astu-
cieux" de l'espace de recherche combinant parallélisme et parcours en profondeur
qui est une heuristique largement utilisée dans la littérature. En eﬀet, elle donne
plus d'opportunités d'élaguer l'espace de recherche qui est exponentiel.
Nous notons enﬁn que même si cette contribution est au départ motivée par
la matérialisation partielle de cubes de données, nous trouvons dans la littérature
plusieurs exploitations possibles des dépendances comme par exemple le nettoyage
des données, l'optimisation sémantique de requêtes, sélection d'index et réorgani-
sation physique des données. Ainsi, notre solution peut être considérée comme une
première étape avant d'eﬀectuer ces diﬀérentes tâches.
Organisation de la thèse : Cette thèse s'articule autour de sept chapitres :
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Nous commençons, chapitre 1, par introduire les principales notions permet-
tant de déﬁnir les dépendances fonctionnelles. Nous décrivons les diﬀérents types
de dépendance pour situer les dépendances fonctionnelles et leurs utilisations. Nous
détaillons ensuite les catégories de dépendances que nous allons chercher à extraire
par la suite.
Le problème de l'extraction des dépendances n'est pas nouveau. Nous présentons
les approches les plus performantes et les plus connues à ce jour dans le chapitre 2.
Nous mettons ainsi en lumière les meilleures stratégies à adopter.
Dans le chapitre 3, nous proposons un algorithme parallèle permettant d'ex-
traire n'importe quel type de dépendances fonctionnelles. Nous menons quelques
expérimentations montrant l'eﬃcacité de notre approche.
Nous présentons la technique d'optimisation des requêtes basée sur les cubes de
données ainsi que le problème de sa matérialisation dans le chapitre 4.
La matérialisation partielle des cubes de données a été très étudiée depuis les
années 1990. Nous décrivons les principales solutions proposées dans ce domaine au
chapitre 5.
Nos contributions, basées sur l'utilisation des dépendances fonctionnelles, sont
présentées au chapitre 6. Nous proposons une caractérisation des solutions optimales
permettant de comparer formellement les méthodes existantes.
Cette thèse se conclue, au chapitre 7, par les perspectives que nous envisageons
d'étudier. Nous distinguons celles permettant d'étendre et de perfectionner nos
travaux de celles qui gravitent autour du domaine de recherche.
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Chapitre 1
Informations sémantiques sur une
base de données
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Dans ce premier chapitre, nous déﬁnissons précisément le terme de dépendance
ainsi que son intérêt dans nos travaux. En eﬀet, il existe de nombreuses manières
de l'appréhender en fonction des objets sur lesquels elles portent. Nous nous
concentrons sur les dépendances fonctionnelles et déﬁnissons les divisions de
celles-ci que nous étudions.
Une fois les principales notions détaillées, nous étudions leur utilisation en pratique
pour normaliser les bases de données, vériﬁer la validité des informations qui s'y
trouvent et, de manière plus générale, optimiser les requêtes.
Nous concluons ce chapitre par quelques généralités nous permettant de mieux
comprendre le problème de l'extraction de ces dépendances. Nous mesurons ainsi
les diﬃcultés liés à celui-ci tout en identiﬁant les raccourcis que nous pourrons
prendre pour le résoudre.
L'extraction des dépendances est un problème très étudié depuis les années
1980. Cependant, beaucoup reste à faire dans ce domaine du fait des avancées
technologiques et de nouvelles contraintes liées aux données notamment.
Dans ce chapitre, nous posons le cadre théorique des travaux.
Aﬁn de donner un aperçu pratique des méthodes et algorithmes développés dans
cette partie, nous allons travailler sur un exemple concret très simple permetant
d'illustrer nos propos.
Prenons une table Clientèle (table 1.1) déﬁnie sur les attributs Client, Métier,
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Produit et Transporteur. Pour réduire les notations, nous les désignons seulement
par la première lettre.
C M P T
c1 m1 p1 t1
c2 m1 p1 t2
c3 m2 p1 t2
c4 m2 p2 t3
Table 1.1  Clientèle.
Cette table contient quatre clients issus de deux domaines d'activité diﬀérents
et achetant les produits p1 ou p2 qui ont été livrés par trois transporteurs diﬀérents.
1.1 Les diﬀérents types de dépendances
Le terme dépendance est très générique puisqu'il exprime un lien de corrélation
entre deux objets. Dans cette section, nous déﬁnissons diﬀérents types de dépen-
dances aﬁn de préciser le domaine de nos travaux.
Les dépendances, une classe particulière de contraintes d'intégrité décrivant des
liens entre diﬀérents objets de la base, ont été particulièrement étudiées pour répon-
dre aux problèmes de cohérence de la base de données. [Codd 1971] les a utilisées
pour proposer une normalisation de ces bases. Elles ont ensuite été très largement
étudiées et développées mais nous verrons cela dans un second temps. Commençons
par quelques déﬁnitions permettant de mieux situer le contexte.
1.1.1 Les niveaux de dépendances
Plusieurs familles de dépendances sont identiﬁées en fonction des objets sur
lesquels elles portent :
Les dépendances d'inclusion : Elles déﬁnissent des relations entre deux tables
de la base de données aﬁn de garantir la cohérence des données qui s'y trouvent.
Ajoutons à notre exemple une table Catalogue donnant, pour chaque produit, ses
références et son prix. Un client ne peut pas acheter un produit n'existant pas
dans le catalogue. Cela se note ainsi : Clientèle[Produit] ⊆ Catalogue[Produit]
pour exprimer le fait que tous les produits présents dans la table Clientèle doivent
nécessairement être les produits de la table Catalogue. Plus formellement, la
dépendance d'inclusion est satisfaite (ou vériﬁée) par la base si et seulement si
∀ti ∈ Clientèle,∃tj ∈ Catalogue tel que ti[Produit] = tj [Produit] où ti[X] est
la valeur du tuple ti sur l'ensemble d'attributs X. Cela peut se transcrire par
piProduit(Clientèle) ⊆ piProduit(Catalogue) où piX(T ) donne la projection de la table
T sur l'ensemble d'attributs X.
Pour cet exemple, nous n'avons considéré qu'un seul attribut mais ce concept peut
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être étendu à des ensembles d'attributs à condition qu'ils soient de même taille et
qu'une attention particulière soit portée sur l'ordre des attributs dans ces ensembles
aﬁn de les faire correspondre un à un exactement.
Les dépendances de jointure : Elles déﬁnissent des indépendances entre
attributs aﬁn de garantir la cohérence du schéma de la base de données relativement
aux diﬀérentes tables qu'elle contient. Supposons que le client c2 appartenant au
corps de métier m1 achète aussi le produit p2. Il n'existe donc aucun lien entre le
métier et le produit acquis puisque pour chaque métier, le client a besoin indiﬀérem-
ment des produits p1 et p2. Il n'y a donc aucun intérêt à stocker ces informations au
sein de la même table et il est préférable de les séparer pour assurer une meilleure
lisibilité. Le métier et le produit ne sont donc liés que au client. Cette dépendance
se note ./ [Client.Métier, Client.Produit] ou ∗{Client.Métier, Client.Produit}
pour exprimer le fait que toute l'information initiale se retrouve bien dans ces deux
tables. Ici, étant donné que la base originale a été scindée uniquement en deux
parties, nous parlons plutôt de dépendance multivaluée, notée Client  Métier
ou, de manière équivalente Client Produit.
Les dépendances fonctionnelles : Elles déﬁnissent des liens entre attributs
d'une même table. Nous remarquons sur notre exemple, qu'à chaque client n'est as-
socié qu'un seul corps de métier. Dans ce cas, la valeur du client détermine la valeur
du métier. Cela se note Client → Métier pour indiquer le fait que si deux tuples
portent sur le même client, t1[Client] = t2[Client], alors ils ont nécessairement la
même valeur pour l'attribut Métier. De manière équivalente, si la taille de la pro-
jection de la table Clientèle sur l'attribut Client est égale à la taille de sa projection
sur les attributs Client et Métier, |piClient(Clientèle)| = |piClient,Métier(Clientèle)|,
alors la dépendance est satisfaite (proposition 1.1).
Déﬁnition 1.1 (Dépendance fonctionnelle) Soient X et Y deux ensembles
d'attributs. X détermine Y ou Y dépend de X, noté X → Y si et seulement si
∀t1, t2 ∈ T , t1[X] = t2[X]⇒ t1[Y ] = t2[Y ].
La partie gauche de la DF, X, est sa source et la partie droite, Y , sa cible.
Proposition 1.1 ([Huhtala et al. 1999]) La DF X → Y est satisfaite par la
table T , noté T |= X → Y si et seulement si |piX(T )| = |piX∪Y (T )| où |piX(T )|
(resp. |piX∪Y (T )|) est la taille de la projection de X (resp. X ∪ Y ) sur T .
Dans cette thèse, nous nous sommes intéressés plus particulièrement à l'étude
des dépendances fonctionnelles. La section suivante déﬁnit les diﬀérentes catégories
de dépendances fonctionnelles que nous avons à notre disposition.
1.1.2 Focus sur les dépendances fonctionnelles
Les dépendances fonctionnelles expriment les liens existant entre plusieurs
attributs d'une même table. Cependant, il y a plusieurs manières d'appréhender
ces liens.
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Dépendance de clé : Intéressons nous à un attribut ou à un ensemble d'at-
tributs vis-à-vis de tous les autres. Il s'agit alors de dépendances de clé :
Déﬁnition 1.2 (Dépendance de clé) X est une clé de T si et seulement si ∀Ai ∈
A, T |= X → Ai.
La validité d'une dépendance de clé se formalise ainsi :
Proposition 1.2 (Extension de la proposition 1.1) X est une clé de T si et
seulement si |piX(T )| = |piX⋃Ai∈A Ai(T )| = |T |.
Dans notre exemple, Client est une clé de la table puisque sa valeur détermine
toutes les autres et nous avons bien |piClient(Clientèle)| = |Clientèle|.
Dépendance fonctionnelle conditionnelle : Il peut être intéressant de ne
considérer une dépendance fonctionnelle que sur des valeurs données des attributs
de la partie gauche et/ou droite. C'est le cas des dépendances fonctionnelles condi-
tionnelles.
Déﬁnition 1.3 (Dépendance fonctionnelle conditionnelle) Soient X et Y
deux ensembles d'attributs. Une dépendance fonctionnelle conditionnelle (DFC) en-
tre X et Y est de la forme (X → Y, tp) où tp est un motif déﬁni sur X ∪ Y et
prenant ses valeurs dans (Dom(X)×Dom(Y ))∪{_} où _ est une valeur anonyme
c.-à-d. non ﬁxée à la diﬀérence des constantes dans Dom(X)×Dom(Y ). Il permet
d'identiﬁer les tuples de la table sur lesquels la DF X → Y s'applique.
Un tuple t ∈ T satisfait le motif tp, noté t  tp, si ∀A ∈ X ∪ Y , t[A] = tp[A] ou
tp[A] = _.
La DFC (X → Y, tp) est vériﬁée par T , T |= (X → Y, tp), si et seulement si
∀t1, t2 ∈ T , avec t1  tp et t2  tp, t1[X] = t2[X]⇒ t1[Y ] = t2[Y ].
Sur notre exemple, en ne s'intéressant qu'au corps de métier achetant le produit
p2, nous constatons qu'il n'existe qu'un seul métier associé et donc le produit déter-
mine le métier. Nous avons Clientèle |= (Produit → Métier, p2|_) (le caractère
′|′ sert à séparer le motif des attributs de la source de la dépendance de celui de sa
cible). La validité d'une telle dépendance se vériﬁe ainsi :
Proposition 1.3 (Extention de la proposition 1.1) La DFC (X →
Y, tp) est satisfaite par T si et seulement si |piX(σt[X]tp[X](T ))| =
|piX∪Y (σt[X∪Y ]tp[X∪Y ](T ))| où σ est l'opérateur de sélection.
Il faut distinguer deux sortes de dépendances conditionnelles : les constantes,
lorsque tous les attributs (partie droite comprise) ont une valeur constante ﬁxée et
les variables pour lesquelles des valeurs anonymes peuvent être rencontrées.
Dépendance fonctionnelle approximative : Nous avons vu que, pour être
satisfaite, une dépendance fonctionnelle, quelque soit son type, doit vériﬁer une
égalité entre deux tailles. Cette contrainte peut être relachée en évaluant que la
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dépendance est presque vraie ou, plus précisément, vraie à α%. Nous parlons dans ce
cas de dépendance approximative. Il existe plusieurs déﬁnitions de l'approximation
d'une dépendance, nous ne citons que les plus populaires :
 La mesure g1 donne la proportion de paires de tuples qui violent la dépen-
dance : g1(X → Y ) = |{(u, v) | u, v ∈ T, u[X] = v[X] ∧ u[Y ] 6= v[Y ]}|/|T |2,
 La mesure g2 donne la proportion de tuples appartenant aux paires décrites
par la mesure g1 : g2(X → Y ) = |{u | u ∈ T, ∃v ∈ T, u[X] = v[X] ∧ u[Y ] 6=
v[Y ]}|/|T |,
 La mesure g3 donne la proportion minimale de tuples à supprimer pour que
la dépendance soit satisfaite : g3(X → Y ) = (|T | −max{|s| | s ⊆ T, s |= X →
Y })/|T |,
 La Force donne le ratio entre les tailles des projections : force(X → Y ) =
|X|/|XY |,
 La Conﬁance donne la proportion maximale de tuples qui satisfont la dépen-
dance : confiance(X → Y ) = 1− g3(X → Y ).
Les trois premières mesures, notamment g3, développées par
[Kivinen & Mannila 1995] sont les plus utilisées dans la littérature. Nous ne
nous sommes intéressés ici qu'au cas des dépendances fonctionnelles "classiques"
mais ces mesures peuvent être adaptées au cas des dépendances conditionnelles
en ne considérant que la partie de la table qui correspond au motif donné par
celle-ci. Si la dépendance X → Y est exactement vériﬁée par la table, alors
1 ≤ i ≤ 3, gi(X → Y ) = 0 et force(X → Y ) = confiance(X → Y ) = 1. Étant
donnés une mesure M et un seuil d'approximation α relatif à M (supposons que la
dépendance est exacte lorsque M(X → Y ) = 1), la dépendance approximative est
satisfaite par la table T , T |= X →α Y , si et seulement si M(X → Y ) ≥ α.
[Giannella & Robertson 2004] donnent un état de l'art et une étude détaillée de
ces diﬀérentes mesures. Nous présentons de manière plus approfondie les mesures
que nous avons utilisées pour nos travaux dans le prochain chapitre.
Dans le contexte des dépendances conditionnelles, aﬁn de ne retourner que les
dépendances les plus pertinentes, il est commun de ne chercher que les dépendances
k-fréquentes c.-à-d. si k′ tuples sont concernés par la dépendance et k′ ≥ k, alors
la dépendance est k-fréquente. Dans tous les travaux proposant d'extraire les
dépendances conditionnelles, seules les k-fréquentes sont recherchées puisqu'elles
sont considérées comme étant les plus pertinentes pour l'analyse de la table.
Il existe des liens entre ces diﬀérents types de dépendances. En eﬀet, la dépen-
dance fonctionnelle X → Y peut être vue comme la dépendance conditionnelle
(X → Y, tp) pour laquelle toutes les valeurs de tp sont anonymes. La cible de cette
dépendance peut contenir tous les attributs de la table et, dans ce cas, nous traitons
une dépendance de clé. Nous avons vu également que les mesures d'approxima-
tion peuvent exprimer l'exactitude de la dépendance qui est donc un cas particulier
de dépendance approximative. Plus concrètement, leurs pouvoirs d'expression sont
décrits par la ﬁgure 1.1.
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Figure 1.1  Relation d'inclusion entre diﬀérents types de dépendances.
Maintenant que nous avons une idée plus précise de ce que sont les dépendances,
voyons comment les utiliser en pratique.
1.2 Utilisations
1.2.1 Pour la normalisation
L'étude de ces dépendances a été initialement motivée par un soucis de
normalisation de la base de données ([Codd 1971]).
Cette normalisation sert essentiellement à décomposer les tables de la base
de données de façon à éviter au maximum les redondances et donc les possibles
erreurs tout en assurant qu'aucune information n'est perdue ([Codd 1983]). Les
dépendances fonctionnelles, dépendances de clé et dependances de jointure étudiées
pour la normalisation sont utilisées pour partitionner les attributs, nous procèdons
alors à une décomposition (aussi appelée fragmentation) verticale.
Nous pouvons aller plus loin encore dans ce découpage en s'intéressant main-
tenant aux tuples qui composent ces tables. Cela se fait grâce aux dépendances
conditionnelles ([De Bra & Paredaens 1983]). La table est fragmentée de manière
horizontale en séparant par exemple, les clients exerçant le métier m1 des autres.
Ainsi la dépendance fonctionnelleMétier → Produit est vraie si nous ne considérons
que la table restreinte au métier m1. De plus, puisqu'une dépendance est satisfaite
sur cette nouvelle table, nous pouvons à nouveau procéder à un découpage vertical
de celle-ci. Cette décomposition est sans perte d'information puisqu'il suﬃt de faire
l'union des deux tables résultantes pour obtenir la table originale. Si un ensemble
de requêtes fréquentes est connu, cela permet également d'isoler le résultat de ces
requêtes aﬁn d'optimiser leurs calculs.
1.2.2 Pour la correction des données
Plus récemment, un nouveau besoin est né, celui de certiﬁer la véracité des don-
nées. En eﬀet, malgré une normalisation optimale de la base, nous ne sommes pas à
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l'abri d'erreurs de saisie ou autre mise à jour douteuse. Il faut donc être en mesure,
a minima, de détecter ces erreurs et de les corriger, dans l'idéal, automatiquement.
De nombreux travaux ont été menés pour résoudre ce problème à l'aide des dépen-
dances conditionnelles ([Bohannon et al. 2007]). L'idée consiste à extraire toutes
les dépendances satisfaites sur une table de référence certiﬁée correcte. Ensuite,
il faut vériﬁer leur validité sur les tables potentiellement impropres pour les corriger.
Prenons l'exemple d'une table gérant des abonnements aux transports en
communs. Dans celle-ci, l'âge d'une personne détermine son type d'abonnement.
Si un abonné de 5 ans ne dispose pas d'un abonnement junior alors la dépendance
(Age→ TypeA, _|_) n'est pas vériﬁée et nous savons qu'il y a une anomalie sur ce
tuple. Une première solution pour rendre à la table sa cohérence est de supprimer
ce tuple mais il est facile de voir que ce n'est pas satisfaisant d'ignorer un client
sous prétexte qu'un champs est mal renseigné. [Chiang & Miller 2008] proposent
alors de nettoyer la table en recherchant les dépendances conditionnelles qui sont
presque entièrement vériﬁées pour retourner, à un expert, les tuples se présentant
comme exceptions pour celles-ci. Ainsi, seuls les enregistrements potentiellement
erronés sont soumis à vériﬁcation. Nous remarquons alors que, pour espérer corriger
ce genre d'anomalies, il faut disposer de dépendances conditionnelles relativement
précises. [Diallo et al. 2012b] utilisent les dépendances conditionnelles constantes
extraites de la table de référence pour rectiﬁer automatiquement les valeurs erronées
sur les tables réelles. Le problème de correction des données étant NP-Diﬃcile, les
auteurs proposent des heuristiques pour le résoudre.
[Fan et al. 2010] proposent d'étendre ces concepts au cas où les données sont
distribuées. En eﬀet, dans ce contexte, juger si une DFC est violée ou non n'est
pas trivial. Ils s'intéressent donc précisément à la complexité de ce problème en
évaluant les coûts de transfert de données d'un site à un autre et les temps de
réponse nécessaires à la détection d'une violation. [Fan et al. 2012] développent ce
problème en proposant une version incrémentale à ce processus de détection.
1.2.3 Pour l'optimisation des requêtes
Pour connaître le type de compte bancaire de M. Martin, par exemple, en
supposant que, dans cette table, Nom → TypeCompte, il suﬃt de retourner le
premier enregistrement correspondant au nom Martin même s'il en existe plusieurs.
Nous ne lisons donc qu'une ligne en sachant que l'information qui s'y trouve est
complète.
Avant de pouvoir les utiliser, il faut extraire ces dépendances.
1.3 Le problème de l'extraction des dépendances
Dans cette thèse, nous nous intéressons plus particulièrement au cas des dépen-
dances fonctionnelles puisqu'elles oﬀrent déjà un large panel de composantes à
étudier. De plus, elles donnent une information sémantique sur la table permettant
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leur utilisation dans les problèmes d'optimisation comme nous venons de le voir.
Nous parlerons donc de dépendances en omettant les qualiﬁcatifs "fonctionnelles"
et/ou "exactes" et préciserons le type de dépendance considéré lorsqu'il s'agit de
dépendances de clé, de conditionnelles ou d'approximatives.
Dans une base de données, il y a les dépendances connues à la création, celles
directement liées aux contraintes d'intégrité, et celles qui sont plus fortuites. Dans
une banque parisienne, supposons que tous les clients possedant un compte "gold"
habitent dans le 16e arrondissement. Il n'y a pas de règle permettant d'établir un
tel lien ni même de critère particulier pour ouvrir ce type de compte mais cette
information a tout de même son importance et peut être utile. Il est donc néces-
saire de disposer de toutes les dépendances présentes sur une table donnée aﬁn de
mieux l'appréhender. Nous allons donc nous pencher sur ce problème d'extraction
des dépendances.
1.3.1 Formalisation du problème
Le problème que nous cherchons à résoudre se déﬁnit ainsi : étant donnée une
table T , trouver l'ensemble F de toutes les dépendances valides sur T c.-à-d. ∀ϕ
telle que T |= ϕ, ϕ ∈ F . Bien entendu, nous pouvons spéciﬁer n'importe quel type
particulier de dépendances à extraire.
La première chose à noter est qu'il n'est pas nécessaire d'extraire toutes les
dépendances pour toutes les connaître. En eﬀet, certaines dépendances en impliquent
d'autres via un système de règles d'inférence. Il s'agit de déduire d'une information
initiale, une information complémentaire. Les axiomes d'Armstrong constituent le
système d'inférence valide et complet pour l'implication des dépendances fonction-
nelles :
Réﬂexivité si Y ⊆ X, alors X → Y ,
Augmentation si X → Y , alors ∀Z ⊆ A, XZ → Y ,
Transitivité si X → Y et Y → Z, alors X → Z.
Pour les dépendances conditionnelles, nous avons besoin de considérer, en
plus de l'ensemble d'attributs, les possibles valeurs ﬁxées pour ceux-ci par le biais
du motif. [Bohannon et al. 2007] proposent un système de 8 règles d'inférence
valide et complet pour les dépendances conditionnelles. Les trois premières règles
étendent les axiomes d'Armstrong en ajoutant des conditions sur le motif. Dans
le contexte des dépendances conditionnelles, ces axiomes ne sont pas suﬃsants
puisqu'il est encore possible de déduire des dépendances à partir d'un ensemble et
donc de réduire l'ensemble initial des dépendances. Trois autres règles montrent
l'importance du motif dans la déﬁnition des dépendances. En eﬀet, les premisses
de ces règles sont suﬃsamment précises pour que la dépendance ne s'applique qu'à
très peu de tuples. En étudiant ces tuples, il est donc possible de préciser ou de
réduire la dépendance. Une attention particulière doit tout de même être portée
sur la cohérence des valeurs entre elles. Naturellement, si un motif ne permet de
sélectionner aucun tuple alors les valeurs de celui-ci sont considérées comme étant
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incohérentes. Une étude des valeurs cohérentes est donnée par deux dernières règles.
Il n'est donc pas nécessaire d'extraire toutes les dépendances valides sur une
table pour connaître entièrement l'ensemble F recherché. Les dépendances requises
sont précisées dans la section suivante.
1.3.2 Quelques déﬁnitions
Les systèmes d'inférence nous permettent de réduire nos recherches à des dépen-
dances ayant une partie gauche la plus petite possible et une cible ne contenant qu'un
seul attribut. Nous cherchons alors des dépendances minimales déﬁnies comme suit :
Déﬁnition 1.4 (DF minimale) Soient X et Y deux sous-ensembles d'attributs de
A. La dépendance valide (c.-à-d. satisfaite par T ) T |= X → Y est minimale si et
seulement si Y est un singleton avec Y 6∈ X et @X ′ ⊂ X tel que T |= X ′ → Y .
Un ordre partiel entre les dépendances peut alors être déﬁni formellement :
Déﬁnition 1.5 (Ordre entre les DFs) Soient φ1 = X → Y et φ2 = X ′ → Y
deux DFs ayant la même cible (leurs validités n'a pas d'importance ici). φ1 est plus
générale que φ2 ou φ2 spécialise φ1, noté φ1 @ φ2, si et seulement si X ⊂ X ′.
Si les deux dépendances ne partagent pas la même cible ou s'il n'y a pas d'inclusion
entre leurs sources, alors elles sont incomparables.
Une dépendance valide est donc minimale s'il n'existe pas de dépendance valide
qui soit plus générale relativement à @.
Il est facile d'étendre ces déﬁnitions aux clés minimales en considérant Y = A\X.
Pour les dépendances conditionnelles minimales, il faut également prendre en compte
le motif. Elles sont déﬁnies ainsi :
Déﬁnition 1.6 (DFC minimale) Soient (X → Y, tp) une DFC satisfaite par T
et Const(tp) l'ensemble des valeurs constantes de tp. Cette dépendance est minimale
si et seulement si Y est un singleton tel que Y 6∈ X et ni (X ′ → Y, t′p) avec X ′ ⊂ X
et t′p = tp[X ′], ni (X → Y, t′′p) avec Const(t′′p) ⊂ Const(tp) ne sont satisfaites par la
table.
Déﬁnition 1.7 (Ordre entre les DFCs) Soient φ1 = (X → Y, tp) et φ2 =
(X ′ → Y, t′p) deux DFCs ayant la même cible. φ1 généralise φ2, noté φ1 @ φ2,
si et seulement si (X ⊂ X ′ ∧ Const(tp) ⊆ Const(t′p) ou (X ⊆ X ′ ∧ Const(tp) ⊂
Const(t′p)).
Elles sont incomparables si elles ne satisfont pas ces conditions.
L'ensemble des dépendances (fonctionnelles, de clé ou conditionnelles) minimales
constitue une couverture de l'ensemble F de toutes les dépendances valides c.-à-
d. un ensemble permettant de retrouver F entièrement. Il s'agit de la couverture
canonique de F , notée F ′, que nous allons extraire. Pour assurer de la validité de
F ′ relativement à l'ensemble F recherché, nous déﬁnissons la notion de fermeture :
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Déﬁnition 1.8 (Fermeture d'un ensemble de DFs) Soit F un ensemble de
DFs. La fermeture de F , notée F+, est l'ensemble de toutes les dépendances déduites
de F : F+ = {X → Y | F ` X → Y } où ` exprime le fait que la dépendance est
impliquée, via le système d'inférence d'Armstrong, par l'ensemble des dépendances.
Les ensembles de dépendances F ′ et F sont équivalents si et seulement si F ′+ =
F+. Or, puisque F représente l'ensemble de toutes les dépendances satisfaites par
T , F+ = F . Donc F ′ est une couverture de F si et seulement si F ′+ = F . De la
même façon, nous pouvons préciser la fermeture d'un ensemble d'attributs :
Déﬁnition 1.9 (Fermeture d'un ensemble d'attributs) Soient X un ensem-
ble d'attributs et F l'ensemble des dépendances valides. La fermeture de X relative-
ment à F , notée X+, est l'ensemble des attributs déterminés par X. Nous avons
Y ∈ X+ si et seulement si F ` X → Y .
Dans le prochain chapitre, nous étudions les méthodes existantes pour extraire
une couverture de l'ensemble des dépendances valides sur une table. Plus précisé-
ment, nous cherchons la couverture canonique de l'ensemble F puisque toutes les
dépendances extraites sont des dépendances minimales. Il est à noter que F peut
admettre plusieurs couvertures minimales mais il n'a qu'une seule couverture canon-
ique.
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Le problème de l'extraction des dépendances est le suivant : étant donnée une
table T , trouver un ensemble de dépendances qui permette, via le système d'in-
férence dédié, de connaître toutes les dépendances valides sur T . Nous cherchons
une couverture à partir de laquelle toutes les dépendances peuvent être recalculées.
[Mannila & Räihä 1992] montrent que ce problème, dans le cas des dépendances
fonctionnelles, a une complexité exponentielle en nombre d'attributs. En eﬀet, la
taille de la couverture est bornée par 2n/2. De plus, la validation d'une dépendance
se fait en Ω(m). Pour ces raisons, il est diﬃcile d'envisager une recherche sur de
grosses bases de données (en terme de nombre d'attributs ou de tuples). Nous
devons cependant nous atteler à résoudre ce problème pour mieux répondre aux
besoins actuels.
Le problème d'extraction des dépendances a été très étudié depuis les années 1980
du fait de leur utilité dans de nombreux domaines. [Liu et al. 2012] proposent un
état de l'art des méthodes les plus connues et les plus eﬃcaces. Nous détaillons celles-
ci dans ce chapitre. Plus précisément, après avoir étudié les algorithmes retournant
les dépendances exactes, nous examinons les mesures qualiﬁant les dépendances
approximatives. Puis, nous analysons quelques techniques permettant de trouver les
dépendances de manière approchée en économisant l'espace mémoire nécessaire ou
le temps des calculs.
2.1 Les méthodes exactes
Nous l'avons vu, la recherche des dépendances est un problème diﬃcile. Pour
faciliter les calculs, il est possible de commencer par récupérer certaines informa-
tions de la table. Les dépendances sont alors extraites de ces pré-calculs. Nous com-
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mençons par décrire ces méthodes. Nous exposons ensuite les techniques calculant
la validité des dépendances directement à partir de la table.
2.1.1 Avec pré-calculs
L'algorithme TANE, proposé par [Huhtala et al. 1999], permet de trouver toutes
les dépendances minimales (déﬁnition 1.4) satisfaites par une table. Pour ce faire,
les auteurs partitionnent les tuples relativement à un ensemble d'attributs X en
fonction de leurs valeurs : si ti[X] = tj [X] alors ti et tj appartiennent à la même
classe d'équivalence de ηX . Ils prouvent que la dépendance X → Ai est valide si
et seulement si toutes les classes d'équivalence de ηX sont des sous-ensembles de
classes de ηX∪{Ai}. Cela revient à voir que si les tuples ayant la même valeur sur X
ont également la même valeur sur Ai, alors la dépendance est vériﬁée. Pour obtenir
ce résultat plus rapidement, ils montrent que si ηX et ηX∪{Ai} contiennent le même
nombre de classes, alors X → Ai est valide. Cela revient à dire que les projections
sur T de X et de X ∪ {Ai} ont la même taille (proposition 1.1).
L'espace de recherche de ces dépendances est constitué des 2n sous-ensembles
possibles d'attributs. Le candidat X permet de vériﬁer la dépendance X\{Ai} → Ai
pour tout attribut Ai ∈ X qui n'est pas déterminé par un sous-ensemble de X.
TANE procède par niveaux, des candidats à 1 attribut à celui à n attributs. De
cette manière, ils garantissent la minimalité des dépendances retournées.
Les auteurs identiﬁent les clés de la table en remarquant que leurs partitions ne
contiennent que des singletons. Dans notre exemple, l'attribut Client est une clé
puisque ηClient = {{t1}, {t2}, {t3}, {t4}}.
Reprenant le principe de l'algorithme TANE, [Yao & Hamilton 2008] proposent
FD_Mine dans lequel quatre règles permettent de mieux élaguer l'espace de
recherche des dépendances :
Règle 1 Si X ⊆ Y + et Y ⊆ X+, alors X et Y sont équivalents. Dans ce cas, le
candidat Y et ses sur-ensembles peuvent être supprimés puisque, dans toutes
les dépendances contenant X, nous pouvons le remplacer par Y .
Règle 2 Si Y + ⊆ X, alors X peut être supprimé car la validité X → Z est déduite
de X \ Y ∗ → Z où Y ∗ = Y + \ Y est la couverture non-triviale de Y , les deux
dépendances sont équivalentes.
Règle 3 Seules les dépendances de la forme XY → A avec A ∈ A \ {X+ ∪ Y +}
nécessitent d'être vériﬁées vu que X∗ ∪ Y ∗ ⊆ (X ∪ Y )+.
Règle 4 Si X est une clé de la table, alors il peut être supprimé.
Les auteurs expliquent que les complexités théoriques de FD_Mine sont les mêmes
que pour TANE. En revanche, ils montrent que, en pratique, leur élagage permet
de réduire les temps de calcul mais aussi l'occupation mémoire puisque moins de
candidats sont traités.
Dep-Miner, l'algorithme proposé par [Lopes et al. 2000], utilise les partitions de
tuples d'une manière diﬀérente : plutôt que de noter, pour chaque ensemble d'at-
tributs, les tuples ayant la même valeur sur ceux-ci, ils repèrent, étant donnés deux
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tuples, les attributs pour lesquels ils ont les mêmes valeurs. Ils récupèrent ainsi des
ensembles maximaux d'attributs pour lesquels au moins deux tuples ont les mêmes
valeurs. Le complémentaire de ces ensembles (le complémentaire de X : X¯ = A\X)
correspond à l'ensemble des dépendances maximales relativement à @ (déﬁnition
1.5) qui ne sont pas satisfaites. Il faut ensuite en extraire les dépendances minimales
valides en cherchant, pour chaque attribut cible, les sous-ensembles d'attributs qui
ont une intersection non vide avec tous les sous-ensembles des complémentaires
maximaux.
Les auteurs montrent, par l'expérimentation, que Dep-Miner est plus performant
que TANE et cela se vériﬁe d'autant plus lorsque le nombre de tuples ou d'attributs
augmente. En eﬀet, les auteurs proposent des optimisations pour chaque étape de
calcul et notamment le partitionnement initial des tuples.
Dans ces trois premiers travaux, l'espace de recherche est parcouru en largeur.
Cela implique une occupation mémoire importante puisqu'au moins un niveau,
potentiellement complet, doit être stocké pour chaque itération des algorithmes.
Partis de ce constat, [Wyss et al. 2001] proposent l'algorithme FastFDs opérant en
profondeur. Ils reprennent l'idée développée pour Dep-Miner mais leur progression
dans l'analyse des candidats est plus eﬃcace étant donné qu'ils utilisent une
meilleure stratégie d'élagage. En eﬀet, ils peuvent proﬁter d'un élagage par le bas
puisque X 6→ Ai ⇒ ∀Aj ∈ X,X \ {Aj} 6→ Ai. De plus, ils ordonnent les attributs
de manière à ce que ceux qui couvrent un plus grand ensemble soient considérés
en premiers pour ainsi donner une dépendance minimale plus rapidement. Cela
leur permet de traiter moins de candidats et donc d'accélérer les temps de calcul
de la couverture minimale. Les auteurs constatent eﬀectivement ce gain de temps
vis-à-vis de Dep-Miner par quelques expérimentations.
Pour extraire l'ensemble des dépendances conditionnelles,
[Chiang & Miller 2008] commencent par partitionner les tuples de la table à
la manière de [Huhtala et al. 1999]. Ils considèrent également le même treillis
constitué des sous-ensembles d'attributs et le parcourent en largeur. Ils construisent
ensuite le motif d'un candidat X → Ai en fonction des classes d'équivalence
communes à ηX et ηX∪{Ai} et en lui aﬀectant le plus petit nombre de constantes
possible relativement aux dépendances valides du niveau précédent.
[Fan et al. 2011] proposent trois algorithmes pour extraire les dépendances
conditionnelles. CFDMiner ne considère que les conditionnelles constantes. Les
auteurs mettent en lumière le lien entre les conditionnelles constantes minimales
et les règles d'association. En eﬀet, la règle (X, tp) ⇒ (Ai, a) peut s'exprimer sous
la forme (X → Ai, tp|a). CFDMiner se base donc sur des techniques d'extraction
de ces règles pour trouver les dépendances conditionnelles constantes minimales.
Il commence par construire l'espace de recherche des dépendances à partir des
candidats identiﬁés préalablement comme ayant une taille strictement inférieure à
celles des éléments plus spéciﬁques relativement à @ (déﬁnition 1.7). Il le parcourt
ensuite en largeur pour en extraire les règles minimales.
Pour parvenir à des dépendances variables, les auteurs proposent CTANE et
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FastCFD, des adaptations des algorithmes TANE et FastFD respectivement, dans
lesquels seules des considérations sur le motif ont été ajoutées.
Toutes ces méthodes sont très eﬃcaces tant que le nombre de tuples de la table,
m, est relativement petit. En eﬀet, le partitionnement de celle-ci a une complexité en
O(m2) et ce n'est donc pas toujours très judicieux de procéder ainsi même si, par la
suite, seule une vision simpliﬁée de la table est utilisée pour extraire les dépendances.
2.1.2 Sans pré-calculs
Certaines méthodes de calcul des dépendances, pour palier cette complexité
ﬁxe, procèdent directement à partir de la table.
L'algorithme FUN, présenté par [Novelli & Cicchetti 2001], ne considère donc
aucune connaissance préalable sur la table. L'espace de recherche des dépendances
est constitué des 2n sous-ensembles d'attributs. FUN le parcourt en largeur en
commençant par les sous-ensembles de taille 1 et il construit les niveaux supérieurs
à l'aide des informations du niveau en cours. Les auteurs déﬁnissent la quasi-
fermeture d'un ensemble d'attributs qui se calcule grâce aux éléments du niveau
précédent : X = X
⋃
Ai∈X(X \ {Ai})+. Puisque X ⊆ X ⊆ X+, le calcul de la
fermeture et donc de la dépendance est ébauché par les calculs du niveau inférieur.
Ils identiﬁent les sources potentielles de dépendances minimales comme étant celles
pour lesquelles tous les éléments qui les généralisent ont une taille strictement
plus petite. Cela leur permet d'élaguer l'espace de recherche. Ils prouvent que les
dépendances minimales sont de la forme X → Ai avec Ai ∈ X+ \X et X tel que
∀X ′ ⊂ X, |X ′| < |X|.
[Diallo et al. 2012a] proposent CFUN, une adaptation de FUN permettant d'ex-
traire les dépendances conditionnelles constantes.
Nous constatons par cet algorithme que la connaissance extraite d'un niveau
sert à accélérer les calculs du niveau suivant. Cependant, cela implique de stocker
deux niveaux simultanément pour une occupation mémoire non négligeable lorsque
le nombre d'attributs augmente.
L'ensemble des dépendances minimales satisfaites par une table peut être vu
comme une bordure de l'espace de recherche c.-à-d. un ensemble minimal tel que
tous ses éléments sont incomparables selon @ et pour tout candidat n'appartenant
pas à la bordure, il existe un élément plus général ou plus spéciﬁque que lui dans la
bordure. [Hanusse & Maabout 2011] proposent une approche parallèle pour calculer
les bordures. Cependant, l'algorithme MineWithRounds n'est donc pas optimisé spé-
ciﬁquement pour l'extraction des dépendances. Nous nous basons sur leurs travaux
pour proposer un algorithme adapté à la recherche des dépendances.
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2.2 Les mesures d'approximation
Les mesures d'approximation servent à identiﬁer les dépendances valides ou
presque valides sur une table. En eﬀet, sur une table contenant des milliers de tuples,
il peut être intéressant de connaître ainsi des tendances qu'ont certains ensembles
d'attributs par rapport à d'autre. De cette façon, deux sortes d'études peuvent être
menées sur les données : (i) les dépendances presque satisfaites sont considérées
comme reﬂétant le comportement général de la table, les tuples ne les vériﬁant pas
sont alors ignorés puisqu'ils ne sont que des exceptions, ou au contraire, (ii) ces tu-
ples méritent d'être analysés précisément puisqu'ils contiennent éventuellement une
erreur de saisie ou sont des anomalies qu'il faut identiﬁer.
Dans le premier cas de ﬁgure, la mesure de conﬁance est utilisée puisqu'elle
donne la proportion des tuples qui satisfont la dépendance. Nous pouvons également
considérer le rapport entre les tailles des projections grâce à la mesure de force.
[Giannella & Robertson 2004] donnent une analyse assez complète sur ces mesures
d'approximation.
Nous choisissons d'étudier les dépendances presque entièrement satisfaites par
la table. Nous utilisons donc dans nos travaux les mesures de conﬁance et de force.
Monotonie La propriété de monotonie des mesures est très importante pour
résoudre le problème de l'extraction des dépendances puisque nous cherchons
uniquement des dépendances minimales. Il faut donc être en mesure d'élaguer
l'espace de recherche en sachant que les candidats plus généraux ou plus spéci-
ﬁques respectent ou non le seuil de validité des dépendances. [Lopes et al. 2001]
prouvent que g3 est monotone : X ⊇ Y ⇒ g3(X → Ai) ≤ g3(Y → Ai). Puisque
confiance(X → Ai) = 1 − g3(X → Ai) nous pouvons en déduire la monotonie de
la conﬁance ainsi : X ⊇ Y ⇒ confiance(X → Ai) ≥ confiance(Y → Ai).
Nous ne pouvons pas en dire autant de la mesure de force. En eﬀet, nous savons
que X ⊂ Y ⇒ |X| ≤ |Y | mais cela ne permet pas de déduire un ordre entre les ratios
|X|/|X ∪ {Ai}| et |Y |/|Y ∪ {Ai}|. Sur notre table Clientèle, X ⊂ Y ⇒ force(X →
Ai) ≤ force(Y → Ai). Sur la table 2.1, nous observons |X||XA| = 23 > 35 = |XY ||XY A| . Cela
est lié à la fréquence d'apparition de la valeur x1 qui est nettement plus importante
que les autres. A moins que toutes les valeurs de tous les attributs aient exactement
la même fréquence, nous ne pouvons pas prévoir si la mesure de force est monotone
ou pas. Cependant, nous avons la propriété suivante ([Page 2009]) : force(X →
Y ) ≤ confiance(X → Y ) ≤ 1.
2.3 L'estimation des solutions
Dans certains cas d'utilisation, il peut être nécessaire d'obtenir les dépendances
très rapidement ou avec que peu d'espace mémoire disponible pour faire les calculs.
Alors la qualité de la solution retournée est amoindrie pour répondre à ces critères.
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X Y A
x1 y1 a1
x1 y1 a2
x1 y2 a1
x1 y2 a2
x2 y2 a1
Table 2.1  Exemple de la non-monotonie de la force.
Il existe plusieurs manières d'estimer les dépendances, nous en donnons ici un rapide
panorama.
2.3.1 Méthodes par échantillonnage
Pour savoir si une dépendance est satisfaite ou non par T , il faut lire les tuples
de T aﬁn de repérer ceux en accord sur la source mais pas sur la cible. Pour accélérer
les temps de calcul, [Kivinen & Mannila 1995] proposent d'utiliser un échantillon
S de T construit de manière aléatoire pour valider ou non la dépendance. Une
dépendance qui n'est pas satisfaite sur S, n'est pas non plus satisfaite par T . Pour
celles qui sont valides sur S, il faut pouvoir borner la probabilité qu'elles soient
aussi valides sur T . Pour les mesures g1, g2 et g3 qu'ils présentent, ils donnent les
tailles minimales d'échantillon à examiner. Ainsi, une dépendance satisfaite par S
a une grande probabilité d'être, au moins, presque vériﬁée sur T relativement à la
mesure considérée (c.-à-d. étant donnés un paramètre de précision de la dépendance
 et un paramètre de ﬁabilité δ, gi(X → Y ) = 0 sur S ⇒ Proba(gi(X → Y ) ≤  sur
T ) ≥ 1− δ).
Nous avons vu que la validation d'une dépendance fonctionnelle X → Y peut
se faire en comparant les tailles des projections |X| et |XY |. [Gibbons 2001]
présente une méthode pour construire un échantillon de façon à ce que la taille de
la projection soit facilement calculable à partir de celui-ci. Il procède en une seule
lecture de la table en utilisant une fonction de hachage h pour associer à chaque
tuple un identiﬁant unique. Connaissant la distribution des identiﬁants donnée
par la déﬁnition de h, il choisit les tuples à ajouter à l'échantillon en fonction de
la valeur h(t[X]). Il stocke le nombre de tuples correspondants à ces valeurs et
estime le nombre de tuples ignorés. Il peut ainsi en déduire la taille complète de
la projection. Il s'agit d'une approximation car h(t[X]) = h(t′[X]) 6⇒ t[X] = t′[X]
puisque, en pratique, nous observons des collisions qui ne sont pas diﬀérenciées par
cette approche.
[Cormode et al. 2009] proposent d'estimer la conﬁance des dépendances condi-
tionnelles en utilisant la méthode d'échantillonage par réservoir ([Vitter 1985]). Ils
traitent deux problèmes : soit (i) le motif de la dépendance est donné et il faut en cal-
culer la conﬁance, soit (ii) étant donnée une dépendance fonctionnelle, ils cherchent
un motif ayant une conﬁance supérieure au seuil ﬁxé. Dans les deux cas, ils donnent
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les bornes théoriques des erreurs selon que l'échantillon est construit en une ou deux
passes sur les données.
2.3.2 Autres méthodes
L'utilisation d'une fonction de hachage est relativement coûteuse en mémoire
puisque, dans l'idéal, à chaque tuple est associé une valeur unique. Nous avons donc
une occupation mémoire de l'ordre de Θ(|X|). La méthode HyperLogLog proposée
par [Flajolet et al. 2007] nécessite seulement O(log |T | + log log |T |
2
) bits de mémoire
pour faire une (, −2)-approximation avec  ∈]0, 1[. Ils montrent que la taille réelle
de la projection sur X, |X|, est comprise entre |X|∗×(1−) et |X|∗×(1+) où |X|∗
est l'approximation retournée par HLL avec une probabilité supérieure à 1 − −2 :
Proba(|X| ∈ [|X|∗ × (1− ), |X|∗ × (1 + )]) > 1− −2. HLL fonctionne ainsi :
1. étant donné un entier b (∼ 10), un vecteur M de taille 2b est construit,
2. à chaque tuple t ∈ T est associé une suite pseudo-aléatoire, h(t), de 0 et de 1,
3. les b premiers bits de h(t) identiﬁent le registre M [i] qui contient la position
du bit à 1 le plus à gauche de tous les tuples t′[X] concernés par M [i],
4. une fois que tous les tuples ont été étudiés, une fonction f est appliquée à M
pour retourner la taille estimée de X.
Nous avons considéré qu'une dépendance conditionnelle est composée d'une
dépendance fonctionnelle X → Y restreinte à un motif de tuple tp. Nous pou-
vons également associer à une dépendance fonctionnelle un tableau Tp de motifs.
Un tuple est alors concerné par la dépendance s'il correspond à au moins un motif
du tableau et n'entre pas en contradiction avec un autre motif.
[Golab et al. 2008] présentent un algorithme approché qui, étant donnée une
dépendance fonctionnelle de la forme X → Y , retourne un tableau de motifs qui
satisfait la dépendance conditionnelle avec une fréquence globale supérieure au seuil
s ﬁxée. Pour ce faire, ils commencent par calculer, à partir de la projection sur X,
tous les motifs possibles. Ils déterminent ensuite, pour chaque motif, la fréquence de
la dépendance conditionnelle correspondante. Ils insèrent dans le tableau les motifs
ayant la plus grande fréquence jusqu'à ce que la dépendance ait une fréquence globale
supérieure à s. L'approximation est donc dûe au fait que les motifs du tableau sont
ajoutés de manière déﬁnitive sur la seule mesure de leur fréquence locale.
2.4 Conclusion
Nous avons étudié les approches permettant d'extraire exactement les dépen-
dances. Pour traiter de gros jeux de données (surtout en terme de nombre de
tuples), les pré-calculs en complexité O(m2) sont préjudiciables et ce d'autant plus
que nous ne savons, à priori, rien de la forme des dépendances qui sont satisfaites
par la table. Nous préférons donc vériﬁer la validité des dépendances directement à
partir des données de la table. Nous notons également que le parcours de l'espace
de recherche en profondeur permet un élagage plus eﬃcace et une occupation
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mémoire moindre par rapport au parcours en largeur. Notre approche consiste donc
à travailler directement à partir des données de la table en explorant l'arbre de
recherche en profondeur.
Il est à noter également que les méthodes connues à ce jour se limitent à ex-
traire soit les dépendances fonctionnelles (en identiﬁant éventuellement les clés),
soit les dépendances conditionnelles en y incluant parfois un dégré d'approximation.
Or nous avons vu que les dépendances conditionnelles variables approximatives per-
mettent d'exprimer n'importe quel type de dépendances (ﬁgure 1.1). Il nous semble
donc judicieux de proposer un contexte uniﬁé permettant d'extraire tous types de
dépendances. C'est l'objet de nos travaux présentés au prochain chapitre.
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Dans ce chapitre, nous présentons nos contributions au problème de l'extraction
des dépendances. Nous cherchons une couverture de l'ensemble des dépendances
satisfaites par une table T . Les dépendances retournées sont des dépendances
minimales (déﬁnitions 1.4 et 1.6).
Nous avons pour ambition de traiter des jeux de données importants. La méthode la
plus appropriée pour ce faire est donc, d'après nos observations du chapitre précé-
dent, (i) d'opérer directement sur les données dispensant ainsi les pré-traitements
en O(m2) et (ii) de parcourir l'espace de recherche en profondeur aﬁn d'éviter les
problèmes liés à l'occupation mémoire des candidats et de permettre un meilleur
élagage de celui-ci.
Nous l'avons vu au chapitre 1, les dépendances conditionnelles variables approx-
imatives permettent d'exprimer n'importe quel type de dépendances fonctionnelles
(ﬁgure 1.1). Nous allons donc décrire la manière de les extraire en sachant que
toute l'information de la table est représentée par ce biais, seul le formalisme
change. Il suﬃt de préciser, en paramètre, le type de dépendances recherchées
pour ne considérer que la partie pertinente de l'espace de recherche. Nous pouvons
également ﬁxer le seuil de validité des dépendances à 1 pour n'extraire que celles
étant exactement vériﬁées par la table.
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Pour améliorer les performances de notre algorithme, nous choisissons d'utiliser le
parallélisme sur les candidats comme cela a été fait par [Hanusse & Maabout 2011].
La méthode développée par les auteurs nous a donc largement inspiré pour mener
à bien nos travaux.
Nous commençons ce chapitre par la déﬁnition et les analyses de l'algorithme
ParaCoDe. Nous citons ensuite les optimisations et extensions que nous avons im-
plémentées. Pour ﬁnir, nous mesurons expérimentalement l'eﬃcacité de la méthode
proposée.
3.1 ParaCoDe
Dans cette section, nous décrivons l'algorithme ParaCoDe qui, étant donnée
une table, retourne la couverture canonique des dépendances conditionnelles approx-
imatives qui sont satisfaites. Nous commençons par quelques déﬁnitions permettant
de préciser l'espace de recherche considéré ainsi que la manière de le parcourir. Nous
détaillons ensuite l'algorithme dans sa version la plus simple. Les optimisations sont
données dans un second temps.
3.1.1 Préliminaires
Comme dans tous les travaux détaillés au chapitre précédent, les attributs sont
ordonnés. Cet ordre est noté C. Ainsi, nous ne considérons que des sous-ensembles
d'attributs pour lesquels les attributs sont positionnés selon C. Nous avons ﬁxé
A = {A1, . . . An}. L'indice précisé pour chaque attribut donne son rang dans
l'ensemble : Ai est le ie attribut de A si et seulement si |{Ak ∈ A, AkCAi}| = i− 1.
Considérons qu'il s'agit de l'ordre alphabétique, nous pouvons ainsi étendre sa déf-
inition à des ensembles d'attributs. Par exemple, A1A4A5 est un sous-ensemble
d'attributs corrects alors que A7A2 ne l'est pas puisque A2 C A7, il doit donc être
noté A2A7. Nous avons, par extension de l'ordre, A1A4A5 CA2A7 car A1 CA2.
3.1.1.1 Construction de l'arbre de recherche
Aﬁn d'assurer la non-trivialité des dépendances retournées, nous ﬁxons l'attribut
cible, At, et lui aﬀectons un motif anonyme. Les candidats sont de la forme (X, tp)
avec X ⊆ Λ = A \ {At} et tp le motif portant sur X. La taille d'un candidat, notée
||(X, tp)||, correspond au nombre d'attributs de X, nbAttr(X), auquel s'ajoute le
nombre de constantes de tp, nbConst(tp).
Une fois que nous avons toutes les dépendances minimales pour une cible, il suﬃt
de réitérer jusqu'à ce que A ait été entièrement exploré. Toutes les notions décrites
dans ce qui suit portent sur la même cible. Nous ne la précisons que lorsque cela est
nécessaire. Pour simpliﬁer les notations, le rang des attributs est donné relativement
à Λ.
Exemple L'espace de recherche pour la recherche des dépendances minimales de
cible Transporteur pour notre table Clientèle est donné par la ﬁgure 3.1. Nous
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avons placé les candidats relativement à l'ordre @ aﬁn d'exhiber leurs liens de
généralisation et de spécialisation (déﬁnition 1.7). Pour plus de lisibilité, les con-
stantes de l'attribut C sont simplement notées c mais il faut voir que cela cache
quatre candidats puisque |Dom(C)| = 4. Nous procédons de même pour chaque at-
tribut.
∅
(C, _) (M, _) (P, _)
(C, c) (CM, __) (CP, __) (M, m) (MP, __) (P, p)
(CM, c_) (CM, _m) (CMP, ___) (CP, c_) (CP, _p) (MP, m_) (MP, _p)
(CMP, c__) (CM, cm) (CMP, _m_) (CMP, __p) (CP, cp) (MP, mp)
(CMP, cm_) (CMP, c_p) (CMP, _mp)
(CMP, cmp)
Figure 3.1  Espace de recherche pour la cible Transporteur
Pour construire l'arbre de recherche, nous devons ordonner l'ensemble des can-
didats. Cependant, nous voyons facilement qu'il n'y a aucun intérêt à choisir d'exé-
cuter le candidat (C, c1) avant (C, c2) par exemple et le contraire n'a pas plus de
sens. De la même façon, nous ne trouvons pas d'avantages à traiter ces candidats
avant (CM,__) ou après. Nous commençons alors par identiﬁer les candidats pour
lesquels l'ordre d'exécution n'a pas d'importance puisque le fait que l'un d'eux déter-
mine ou non la cible ne donne aucune information sur la validité des autres. Cette
classe particulière de candidats incomparables est déﬁnie comme suit :
Déﬁnition 3.1 (Ensemble de candidats connectés) Soient (X, tp) et (Y, sp)
deux candidats. Ils sont connectés, noté (X, tp) ∼ (Y, sp), si et seulement si
 ils sont incomparables relativement à @ (déﬁnition 1.7) avec ||(X, tp)|| =
||(Y, sp)||, et
 X = Y ou X est un préﬁxe de Y (c.-à-d. Al C Y \ X où Al est le dernier
attribut de X) avec Y E XZ avec Z = Al+1 . . . Al+nbConst(tp) où Al+1 est le
premier successeur de Al selon l'ordre C.
Exemple (C, c1) et (CM,__) sont connectés puisqu'ils sont incomparables selon
@ (C ⊂ CM et Const(C, c1) = {c1} ⊃ {} = Const(CM,__)) et ||(C, c1)|| = 2 =
||(CM,__)|| avec CM E CM (nbConst(c1) = 1 et le successeur de C selon C est
M). En revanche, (C, c1) et (CP,__) ne sont pas connectés car la seconde condition
n'est pas satisfaite, nous avons CM C CP et le contraire est faux naturellement.
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Les candidats connectés n'ont donc aucun intérêt à être ordonnés les uns par
rapport aux autres dans le parcours en profondeur de l'espace de recherche. De
plus, l'approche que nous proposons utilise le parallélisme sur les candidats, ils sont
donc traités en même temps. En revanche, nous devons déﬁnir un ordre entre chaque
pair de candidats non connectés :
Déﬁnition 3.2 (Ordre DFS) Soient (X, tp) et (Y, sp) deux candidats tels que
(X, tp) 6∼ (Y, sp). (X, tp) apparaît avant (Y, sp) dans l'ordre DFS, noté (X, tp) l
(Y, sp), si et seulement si (X C Y ) ou (X = Y et nbConst(tp) < nbConst(sp)).
Exemple Pour l'attribut cible Transporteur, l'ordre DFS sur les candidats est le
suivant : (C,_) l (C, ci∈[1,4]) ∼ (CM,__) l (CM, ci∈[1,4]_) ∼ (CM,_mj∈[1,2]) ∼
(CMP,___)l · · ·l (P,_)l (P, p1) ∼ (P, p2).
L'arbre DFS de recherche des dépendances se construit au fur et à mesure de
l'exploration des candidats. A partir de (X, tp), nous pouvons générer l'ensemble de
ses parents c.-à-d. un ensemble de candidats qui le spécialise immédiatement :
Déﬁnition 3.3 (L'ensemble des parents) (X ′, t′p) est un parent de (X, tp) si et
seulement si il respecte une des formes suivantes :
 si nbConst(tp) < nbAttr(X), X ′ = X et |Const(t′p) \ Const(tp)| = 1 ;
 X ′ = XAl+i 1 avec t′p[X] = tp et t′p[Al+i] = _ où Al+i est un successeur de
Al, le dernier attribut de X selon l'ordre C.
Dans l'ensemble des parents de (X, tp), Parents(X, tp), plusieurs peuvent être con-
nectés mais ils suivent l'ordre l. Nous pouvons donc identiﬁer le premier parent (ou
le premier ensemble connecté de parents) noté FParent(X, tp).
Un parent est un candidat tel que (X, tp) @ (X ′, t′p) ∈ Parents(X, tp) puisqu'il
spécialise une valeur anonyme de motif ou ajoute un attribut. Les parents d'un
candidat apparaissent donc après celui-ci dans l'ordre DFS. Nous pouvons ainsi
naviguer dans l'espace de recherche du candidat le plus général au plus spéciﬁque.
Déﬁnissons maintenant une relation de voisinage horizontale. De cette façon, il n'est
pas nécessaire de redescendre dans l'arbre pour atteindre le parent suivant. Il s'agit
du frère :
Déﬁnition 3.4 (Le frère) Sibling(X, tp) = (X ′, t′p) est le frère de (X, tp) si et
seulement si
 si nbConst(tp) = i 6= 0, X ′ = XZ où Z est l'ensemble des i − 1 successeurs
directs de Al, le dernier attribut de X, relativement à C auquel s'ajoute Al+i+1
(c.-à-d. Z = {Al+1Al+2 . . . Al+i−1Al+i+1}) et nbConst(t′p) = 0 ;
 sinon X ′ = X \ {Al} ∪ {Al+1} et nbConst(t′p) = 0.
Exemple L'arbre DFS de la table Clientèle pour la recherche des dépendances
minimales de cible Transporteur est donné par la ﬁgure 3.2. Nous avons regroupé
les ensembles de candidats connectés de manière explicite.
1. XAl+i exprime la concaténation de l'attribut Al+i avec l'ensemble X
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∅
(C, _) (M, _) (P, _)
(C, c) (CM, __) (CP, __) (M, m) (MP, __) (P, p)
(CM, c_) (CM, _m)
(CMP, ___)
(CP, c_) (CP, _p) (MP, m_) (MP, _p)
(CMP, c__)(CM, cm)
(CMP, _m_) (CMP, __p)
(CP, cp) (MP, mp)
(CMP, cm_) (CMP, c_p) (CMP, _mp)
(CMP, cmp)
Figure 3.2  Arbre DFS TT
Intuitivement, l'algorithme monte dans l'arbre jusqu'à trouver une dépendance
valide. Ensuite, il faut vériﬁer sa minimalité et pour cela, nous déﬁnissons une rela-
tion directe entre un candidat et ses généralisations du niveau inférieur qui n'ont pas
encore été traitées puisqu'elles apparaissent après ce candidat dans l'ordre DFS :
Déﬁnition 3.5 (L'ensemble des enfants droits) (X ′, t′p) ∈ RightC(X, tp) est
un enfant droit de (X, tp) si et seulement si il est de la forme X ′ = X \ {Ai} avec
Ai 6= Al ∈ X où Al est le dernier attribut de X avec tp[Ai] = _ et t′p = tp[X ′].
Exemple RightC(CMP,__p) = {(CP,_p), (MP,_p)} avec p ∈ Dom(P ). (C, c)
pour tout c ∈ Dom(C) n'a pas d'enfant droit.
Nous savons maintenant comment construire et parcourir l'arbre de recherche.
Examinons alors quelques caractéristiques aﬁn de conﬁrmer nos déﬁnitions. Elles
nous aiderons à proposer des optimisations à l'algorithme.
3.1.1.2 Quelques propriétés
Nous avons regroupé de façon naturelle, sur la ﬁgure 3.2, les candidats connectés.
Nous devons vériﬁer formellement la validité des ensembles ainsi formés par le lemme
de transitivité suivant :
Lemme 3.1 Soient (X, tp), (Y, sp) et (Z, rp) trois candidats. (X, tp) ∼ (Y, sp) et
(X, tp) ∼ (Z, rp)⇒ (Y, sp) ∼ (Z, rp).
Preuve D'après la déﬁnition 3.1, ||(X, tp)|| = ||(Y, sp)|| et ||(X, tp)|| = ||(Z, rp)||,
donc ||(Y, sp)|| = ||(Z, rp)||. Supposons que (Y, sp) @ (Z, rp). Alors, soit Y ⊂ Z et
Const(sp) ⊆ Const(rp), soit Y ⊆ Z et Const(sp) ⊂ Const(rp). Dans les deux cas,
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c'est impossible puisque (Y, sp) et (Z, rp) sont de même taille. Donc, si Y = Z, cela
est suﬃsant pour aﬃrmer que (Y, sp) et (Z, rp) sont connectés.
Approfondissons le cas où Y 6= Z. Supposons que X est préﬁxe de Y et de Z. Alors
Y E XX ′ et Z E XX ′ où X ′ est la concaténation des nbConst(tp) attributs suc-
cesseur du dernier de X selon C. Y et Z sont donc des préﬁxes de XX ′. Ainsi, l'un
est naturellement préﬁxe de l'autre et les candidats sont bien connectés. Supposons
maintenant que Y est préﬁxe de X et X est préﬁxe de Z. Alors Y est nécessairement
préﬁxe de Z et les candidats sont également connectés. Supposons enﬁn Y et Z pré-
ﬁxes de X. Alors XEY Y ′ et XEZZ ′. En suivant le même raisonnement que pour le
premier cas, nous aboutissons à la même conclusion, les candidats sont connectés. 
Cela atteste du bien-fondé de l'ordre DFS puisque nous construisons des ensem-
bles de candidats connectés de tailles maximales. Ce sont les n÷uds de l'arbre. Ils
sont identiﬁés par la paire (X, s) où X est le plus grand sous-ensemble d'attributs
contenu dans le n÷ud et s correspond à son nombre de constantes. Le lemme suiv-
ant montre que, construit cette manière, l'identiﬁant d'un n÷ud est unique et non
équivoque :
Lemme 3.2 Soit C un ensemble maximal de candidats connectés. Alors il existe un
unique sous-ensemble d'attributs X tel que (X, tp) ∈ C et ∀(Y, sp) ∈ C, nbAttr(Y ) <
nbAttr(X) avec ∀(X, t′p) ∈ C, nbConst(tp) = nbConst(t′p).
Preuve Soient (X, tp) et (Y, sp) deux candidats connectés tels que
nbAttr(Y ) = nbAttr(X) = max(Z,rp)∈CnbAttr(Z). D'après la déﬁnition 3.1,
si (X ′, t′p) ∼ (X, tp) avec X ′ ⊂ X, alors X EX ′Al+1 . . . Al+nbConst(t′p) = X ′′. Étant
donné que (X ′, t′p) et (X, tp) sont de même taille et puisque X a la taille la plus
grande possible dans l'ensemble, X = X ′′. D'après le lemme 3.1, (X ′, t′p) ∼ (Y, sp)
et donc X = Y . Comme ||(X, tp)|| = ||(Y, sp)||, alors nbConst(tp) = nbConst(sp).
Donc l'identiﬁant de C est unique et non équivoque. 
Par ce biais, l'espace de recherche des dépendances fonctionnelles est facilement
distinguable puisqu'il correspond aux sous-ensembles d'attributs des identiﬁants X
des n÷uds pour lesquels s = 0. Sous ce formalisme, l'arbre de recherche de notre
exemple est donné par la ﬁgure 3.3.
Pour simpliﬁer les notations et ce, sans perte de généralité, nous considérons que
l'arbre de recherche est construit à partir d'un ensemble Λ à n attributs (la table
sur laquelle les dépendances sont extraites en contient donc n+ 1). Il est bien connu
que l'espace de recherche des dépendances fonctionnelles, dans le contexte que nous
avons déﬁni, est composé des 2n sous-ensembles d'attributs. Le nombre de candidats
pour la recherche de dépendances conditionnelles est borné par
∏
A∈Λ(|Dom(A)|+
1) puisque chaque valeur de chaque attribut peut être associée, dans la table, à
toutes les valeurs de tous les autres attributs. Il faut donc considérer tous les motifs
possibles sans oublier d'y inclure la valeur anonyme pour chaque attribut. Le nombre
de n÷uds de notre arbre est donné par le lemme suivant :
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∅
(C, 0) (M, 0) (P, 0)
(CM, 0) (CP, 0) (MP, 0) (P, 1)
(CMP, 0) (CP, 1) (MP, 1)
(CMP, 1) (CP, 2) (MP, 2)
(CMP, 2)
(CMP, 3)
Figure 3.3  Arbre DFS TT au niveau d'abstraction des n÷uds
Lemme 3.3 Soit n le nombre d'attributs de l'ensemble Λ sur lequel l'arbre de
recherche est construit. Il est composé de 2n +
∑n−1
i=0
(
n−1
i
)× (i+ 1) n÷uds.
Preuve Commençons par considérer les n÷uds tels que s = 0. Nous pouvons le
déduire naturellement du lemme 3.2, cela correspond à l'espace de recherche des
dépendances fonctionnelles. Nous avons donc 2n n÷uds de la sorte. Considérons
maintenant les n÷uds tels que s 6= 0. Ce sont ceux qui "étendent" l'espace de
recherche précédent par l'ajout de constantes. Nous pouvons ajouter une constante
au motif des candidats ayant le nombre d'attributs maximal seulement lorsqu'il ne
reste plus d'attributs à considérer. Ainsi l'attribut An est contenu dans tous ces
n÷uds. Il y a 2n−1 n÷uds de ce type. Le nombre maximal d'attributs de ces n÷uds
est donné par la ligne n− 1 des coeﬃcients du triangle de Pascal. Nous avons donc(
n−1
i
)
de n÷uds identiﬁés par i+ 1 attributs pour i ∈ [0, n− 1]. Un n÷ud peut avoir
de 1 à i+ 1 constantes dans le motif, c'est pourquoi nous multiplions le nombre de
n÷uds par i+ 1. 
Nous avons maintenant clairement identiﬁé les n÷uds de notre espace de
recherche. Voyons alors plus précisément comment les candidats connectés qui s'y
trouvent sont construits par le biais des deux propositions suivantes :
Proposition 3.1 Soit (X, s) un n÷ud. Alors l'union des premiers parents de
chaque candidat de (X, s) forme intégralement le n÷ud (X′, s′) c.-à-d. (X′, s′) =⋃
(X,tp)∈(X,s) FParent(X, tp) est un n÷ud complet.
Preuve Soit (X ′, t′p) un premier parent de (X, tp) ∈ (X, τp). D'après la déﬁnition
3.3, nous savons que ||(X ′, t′p)|| = ||(X, tp)|| + 1. Donc, étant donné que tous les
candidats de (X, τp) ont la même taille (déﬁnition 3.1), tous leurs parents ont égale-
ment la même taille.
26 Chapitre 3. Extraction parallèle des dépendances
Soient (X, tp) et (Y, rp) deux candidats connectés de (X, τp). Étudions leurs parents,
(X ′, t′p) et (Y ′, r′p) respectivement. Puisque (X, tp) et (Y, rp) sont incomparables vis-
à-vis de @, leurs attributs sont de la forme (a) X ⊂ Y ou (b) X = Y et leurs motifs
satisfont (i) Const(tp) ⊃ Const(rp), ou (ii) ∃Ai ∈ X tel que tp[Ai] 6= rp[Ai] 6= _,
ou (iii) ∃Ai ∈ X tel que tp[Ai] = _, rp[Ai] 6= _ et ∃Aj ∈ X tel que tp[Aj ] 6= _,
rp[Aj ] = _ (naturellement les conﬁgurations (b) et (i) ne peuvent pas survenir si-
multanément pour assurer l'incomparabilité). Nous devons étudier toutes les combi-
naisons de conﬁgurations possibles pour en déduire la connexion éventuelle de leurs
parents :
(a) et (i) Puisque nous cherchons des parents tels que (X ′, t′p) @ (Y ′, r′p), sup-
posons que nbAttr(X) = nbAttr(Y ) − 1 et nbConst(tp) = nbConst(rp) + 1.
Par hypothèse, (X, tp) ∼ (Y, rp) et donc XAl = Y . Ainsi (X ′, t′p) peut être
de deux formes (1) (Y, t′p) où t′p[X] = tp[X] et t′p[Al] = _. Donc, quelque soit
la constante que nous choisissons d'ajouter au motif rp, nous pouvons obtenir
r′p = t′p mais jamais Const(r′p) ⊃ Const(t′p) et, si nous ajoutons un attribut à
Y , nous revenons à la conﬁguration (i). Sinon, (X ′, t′p) peut être de la forme
(2) (X, t′p) où t′p spécialise une valeur anonyme de tp et, dans ce cas, quelque
soit la forme de (Y ′, r′p), ils sont connectés.
(a) ou (b) et (ii) D'après la déﬁnition 3.3, ∀Ai ∈ X tel que tp[Ai] 6= _, t′p[Ai] =
tp[Ai]. Donc la conﬁguration (ii) est maintenue (X ′, t′p) et (Y ′, r′p) quelque soit
leurs constructions et ils sont naturellement connectés.
(a) et (iii) La plus petite conﬁguration pour observer ce cas et espérer trouver des
parents comparables est nbAttr(Y ) = nbAttr(X) + 1, nbConst(tp) = 2 et
nbConst(rp) = 1. Quelque soit la forme des parents à étudier, nous avons
toujours X ′ ⊆ Y ′ et nbConst(t′p) ≤ nbConst(r′p). Donc nous en déduisons
qu'ils sont connectés.
(b) et (iii) Pour obtenir des parents comparables, supposons que les attributs Ai et
Aj sont les seuls à donner ce cas (iii). Alors, nous pouvons générer un parent
commun au deux candidats en aﬀectant à t′p[Ai] la constante rp[Ai] et à r′p[Aj ]
la constante de tp[Aj ]. Sinon, les motifs des parents satisfont toujours la (iii)
et ils sont donc connectés.
Donc tous les parents issus de candidats connectés sont également connectés.
Supposons qu'il existe (Z ′, s′p) ∈ (X′, s′) généré en temps parent de (Z, sp) 6∈ (X, s).
Nous avons alors ||(Z, sp)|| = ||(Z ′, s′p)|| − 1 et nous avons deux cas à con-
sidérer pour caractériser (Z, sp) : Z = Z ′ et Const(sp) ⊂ Const(s′p) avec
nbConst(sp) = nbConst(s
′
p) − 1, ou Z = Z ′ \ {Ai} avec sp = s′p[Z] et s′p[Al] = _.
D'après les descriptions de chaque cas, il est facile de constater que (Z, sp) ∈ (X, s)
si son parent appartient à (X′, s′).
Supposons maintenant que (Z ′, s′p) ∈ RightC(Z, sp). Alors Z ′ = Z \ {Ai} avec
Ai 6= Al, le dernier attribut de Z et Const(s′p) = Const(sp) (déﬁnition 3.5). Ad-
mettons que (Z ′, s′p) est bien incomparable avec tous les candidats de (X′, s′) selon
l'ordre @. Si ∃(X, tp) ∈ (X′, s′) tel que Z = X alors ils sont dans la conﬁguration
(ii) ou (iii) et, nous l'avons vu, (Z ′, s′p) est alors aussi le parent d'un candidat de
(X′, s′). Si X est préﬁxe de Z ′ alors, nous devrions avoir Z ′ EXX ′. Cependant, ce
n'est pas possible puisque X ′ est une concaténation d'attributs contigus relativement
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à C et Z ′ ne contient pas Ai alors qu'il contient Al avec Ai CAl. Donc nous avons
XX ′ E Z ′ et (Z ′, s′p) 6∈ (X′, s′). Si Z ′ est préﬁxe de X alors nbConst(s′p) ≥ 1
pour assurer de la bonne connexion entre les deux candidats. Donc (Z ′, s′p) est
également le parent de (Z ′, s′′p) avec Const(s′′p) ⊂ Const(s′p) et, nous l'avons vu,
(Z ′, s′′p) ∈ (X, s).
Supposons alors que (Z ′, s′p) ∈ Sibling(Z, sp). D'après la déﬁnition 3.4,
nbConst(s′p) = 0. Donc, d'après le lemme 3.2, Z ′ = X′ et il peut donc être
généré à partir du candidat (X, tp) ∈ (X, s) avec nbConst(tp) = s = 0.
Donc tous les candidats d'un n÷ud sont bien les premiers parents de candidats
connectés. 
Outre le fait que des candidats connectés génèrent un ensemble de premiers
parents tous connectés, la proposition suivante montre qu'ils génèrent également le
même frère :
Proposition 3.2 Soient (X, tp) et (Y, sp) deux candidats connectés. Alors
Sibling(X, tp) = Sibling(Y, sp).
Preuve Puisque (X, tp) ∼ (Y, sp) alors, X.Z = Y.Z ′ = W où Z et Z ′ sont les
ensembles de tailles nbConst(tp) et nbConst(sp) respectivement de successeurs
relativement à C de AlX et AlY les derniers attributs de X et de Y respectivement.
D'après la déﬁnition 3.4, Sibling(X, tp) = (W \ {AlW }∪{AlW+1}, rp) où AlW est le
dernier attribut de W avec nbConst(rp) = 0. Alors, puisque le frère d'un candidat
dépend seulement de l'ensemble W qui est unique pour tous les candidats connectés,
nous en déduisons que Sibling(X, tp) = Sibling(Y, sp). 
Maintenant que l'arbre de recherche est formellement caractérisé, nous pouvons
étudier le partitionnement des candidats aﬁn de regrouper ceux à considérer en
parallèle.
3.1.1.3 Partitionnement des candidats
Naturellement, les candidats connectés peuvent être traités en même temps
puisqu'ils ne donnent pas d'information les uns par rapport aux autres. Nous pou-
vons aller plus loin dans ce découpage des candidats étant donné que plusieurs n÷uds
peuvent être étudiés en parallèle. Pour ce faire, nous devons assurer que les premiers
parents d'un candidat, puisqu'ils donnent une spécialisation directe, mais aussi ses
enfants droits qui le généralisent immédiatement soient traités à l'itération suivant
celle du candidat. Plus formellement, nous avons le partitionnement suivant :
Déﬁnition 3.6 (Partitionnement DFS) Soit R = {R1, . . . ,Rk} un partition-
nement des candidats de l'arbre. R est un partitionnement DFS si et seulement si
(X, tp) ∈ Ri, et (Y, sp) ∈ Ri+1 pour tout (Y, sp) ∈ FParent(X, tp) ou (Y, sp) ∈
RightC(X, tp).
Exemple La ﬁgure 3.4 donne le partitionnement DFS de l'arbre TT .
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(C, _) (M, _) (P, _)
(C, c) (CM, __) (CP, __) (M, m) (MP, __) (P, p)
(CM, c_) (CM, _m)
(CMP, ___)
(CP, c_) (CP, _p) (MP, m_) (MP, _p)
(CMP, c__)(CM, cm)
(CMP, _m_) (CMP, __p)
(CP, cp) (MP, mp)
(CMP, cm_) (CMP, c_p) (CMP, _mp)
(CMP, cmp)
1 3 5
2 4 4 6
3
5 5
4
6 6
5
6
Figure 3.4  Partitionnement DFS de TT
Ce partitionnement regroupe tous les candidats pouvant être traités en même
temps par l'algorithme. Ceux de la partie Ri seront donc étudiés à l'itération i. Le
théorème suivant précise, étant donné un candidat, la partie à laquelle il appartient :
Théorème 3.1 Soit (X, tp) un candidat de l'arbre TAt . Alors, (X, tp) ∈ Rk ⇔ k =
2l − nbAttr(X) + nbConst(tp) où l est le rang de Al, le dernier attribut de X.
Preuve Naturellement, (A1,_), le premier candidat de l'arbre, doit appartenir
à R1, nous avons 1 = 2 ∗ 1 − 1 + 0. D'après la déﬁnition 3.6, les candidats
(A1, a)∀a ∈ Dom(A1) et (A1A2,__) doivent être considérés pour R2 puisque ce
sont les premiers parents de (A1,_) et 2 = 2 ∗ 1 − 1 + 1 = 2 ∗ 2 − 2 + 0. Nous
avons RightC(A1A2,__) = (A2,_), donc (A2,_) ∈ R3=2+1=2∗2−1+0 et donc, en
suivant un tel chemin en dents de scie, (An,_) doit appartenir à R2n−1+0. Ainsi
(Al,_) ∈ R2l−1+0 et tous les candidats dont le dernier attribut est Al doivent être
étudiés avant lui. En eﬀet, (Al,_) est alors un enfant droit de ces candidats ou
l'enfant droit d'un enfant droit ou ainsi de suite : ceux à deux attributs doivent être
traités dans R2l−2, ceux à trois attributs dans R2l−3, etc. et, plus généralement, le
candidat (AAl, tp) avec A ⊆ ΛCAl (ΛCAl désigne les attributs de Λ ayant un rang
strictement inférieur à Al) et nbConst(tp) = 0 doit être étudié dans R2l−nbAttr(A).
Considérons maintenant le motif. D'après la déﬁnition 3.6, (X, tp) avec
nbConst(tp) = 1 doit être traité juste après (X, t′p) si nbConst(t′p) = 0 et
juste avant (X, t′′p) si nbConst(t′′p) = 2 puisque (X, tp) ∈ FParent(X, t′p) et
FParent(X, tp) 3 (X, t′′p). Dons, plus généralement, (X, tp) doit être étudié dans
Ri+nbConst(tp) si (X, t′p) avec nbConst(t′p) = 0 est traité dans Ri. 
Chaque candidat est donc aﬀecté à une itération de l'algorithme et tous les can-
didats de la même partie Ri sont considérables en même temps. Nous en déduisons
le nombre maximal d'itérations de l'algorithme :
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Corollaire 3.1 Soit R∗ le plus petit (en terme de nombre de parties) partition-
nement DFS pour un arbre construit sur n attributs. Alors |R∗| = 2n.
Remarque. Ce partitionnement théorique aﬀecte à la même partie des candi-
dats comparables selon @ (par ex. (CM,_m1) ∈ R3 et (M,_) ∈ R3 alors que
(CM,_m1) A (M,_)). Cependant notre stratégie d'élagage permet de ne pas
considérer tous les candidats des parties mais seulement ceux étant incomparables
(lemme 3.4).
3.1.2 L'algorithme ParaCoDe
Maintenant que les bases sont posées, nous pouvons décrire l'algorithme 1 qui,
étant donnés une table T et un seuil de validité α, retourne toutes les dépendances
conditionnelles approximatives satisfaites par au moins α% des tuples.
Algorithme 1: ParaCoDe
Entrée : Table T , seuil α
1 pour chaque At ∈ A faire
2 R1 ← (A1,_) avec A1 ∈ Λ;
3 r ← 1 ;
4 tant que Rr 6= ∅ ou Rr+1 6= ∅ faire
5 pour chaque (X, tp) ∈ Rr faire
6 /∗ Boucle parallèle ∗/;
7 si (X, tp) n'est pas couvert Γ+[t] alors
8 si (X, tp) n'est pas couvert Γ−[t] alors
9 si T |= (X →α At, tp) alors
10 Γ+[t]← Γ+[t] ∪ {(X, tp)};
11 Γ+[t]← Γ+[t] \ {(Y, sp) | (Y, sp) A (X, tp)};
12 Rr+1 ← Rr+1 ∪RightC(X, tp);
13 Rr+2 ← Rr+2 ∪ Sibling(X, tp);
14 sinon
15 Γ−[t]← Γ−[t] ∪ {(X, tp)};
16 Γ−[t]← Γ−[t] \ {(Y, sp) | (Y, sp) @ (X, tp)};
17 Rr+1 ← Rr+1 ∪ FParent(X, tp);
18 sinon
19 Rr+1 ← Rr+1 ∪ FParent(X, tp);
20 r ← r + 1;
21 retourner Γ+
Principe général Nous ﬁxons, à chaque tour de la boucle Pour (lignes 1 à 20),
l'attribut cible des dépendances. R1 reçoit le premier candidat selon l'ordre l de
l'arbre construit sur Λ = A \ {At}. Les parties à explorer sont instanciées au fur et
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à mesure des besoins selon la déﬁnition 3.6. Ainsi, une boucle Tant que (lignes 4
à 20) est préférable à un pour i de 1 à 2n puisque les candidats sont ajoutés aux
parties r+ 1 ou r+ 2 relativement à la partie en cours. Il suﬃt ensuite d'examiner,
en parallèle, tous les candidats (X, tp) ∈ Rr. Nous commençons par contrôler leurs
possibles liens avec les candidats déjà traités : (i) les candidats déterminant At sont
stockés dans Γ+[t]. (X, tp) est couvert par Γ+[t] si et seulement si ∃(Y, sp) ∈ Γ+[t]
tel que (Y, sp) @ (X, tp). Dans ce cas, (X, tp) détermine la cible mais la dépendance
n'est pas minimale, ce n'est donc pas utile de le considérer. (ii) Les candidats ne
déterminant pas la cible At sont stockés dans Γ−[t]. (X, tp) est couvert par Γ−[t] si
et seulement si ∃(Y, sp) ∈ Γ−[t] tel que (Y, sp) A (X, tp). Dans ce cas, nous savons
déjà que (X, tp) ne détermine pas non plus la cible, il n'est donc pas nécessaire
de le tester mais nous devons ajouter son premier parent à l'itération suivante.
Si le candidat n'est couvert par aucune bordure (lignes 9 à 17), alors nous devons
vériﬁer sa validité relativement à T et à α. Si la dépendance est satisfaite, alors nous
l'ajoutons à l'ensemble Γ+[t] auquel nous supprimons les candidats plus spéciﬁques.
Nous devrons ensuite considérer ses enfants droits à l'itération suivante aﬁn d'assurer
la minimalité de cette dépendance. Pour ne pas interrompre le parcours des parents,
nous ajoutons à Rr+2 le frère du candidat. Si en revanche le candidat ne satisfait pas
la dépendance, il faut l'ajouter à l'ensemble Γ−[t] auquel sont retirés les candidats les
plus généraux. Nous programmons ensuite l'étude de son premier parent àRr+1. Une
fois que tous les candidats ont été traité, r est incrémenté pour passer à l'itération
suivante.
Exemple La ﬁgure 3.5 illustre l'exécution de l'algorithme sur l'arbre TT . Nous
avons noté en indice des candidats l'itération de l'algorithme à laquelle ils sont
exécutés et en exposant le résultat du test de validité : + signiﬁe que la dépendance
est satisfaite, − qu'elle ne l'est pas. Nous avons représenté ici seulement les candidats
non couverts par une des bordure. En eﬀet, (MP,m2p1) ∈ FParent(MP,_p1) est
couvert par (MP,m2_) ∈ Γ+ donc il n'apparaît pas sur la ﬁgure. La table 3.1 montre
l'évolution des ensembles Γ+ et Γ−.
(C,_)+1 (M, _)
−
3
(M, m1)
−
4 (M, m2)
−
4 (MP, __)
−
4
(MP, m1_)
−
5 (MP, m2_)
+
5 (MP, _p1)
−
5 (MP, _p2)
+
5
(MP, m1p1)
−
6
(P, p2)
+
6
Figure 3.5  Exécution de ParaCoDe sur TT
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1
Γ+ = {(C,_)}
Γ− = {}
2
Γ+ = {(C,_)}
Γ− = {}
3
Γ+ = {(C,_)}
Γ− = {(M,_)}
4
Γ+ = {(C,_)}
Γ− = {(M,m1), (M,m2), (MP,__)}
5
Γ+ = {(C,_), (MP,m2_), (MP,_p2)}
Γ− = {(MP,m1_), (M,m2), (MP,_p1)}
6
Γ+ = {(C,_), (MP,m2_), (P, p2)}
Γ− = {(MP,m1p1), (M,m2)}
Table 3.1  Évolution des bordures
Aﬁn d'assurer qu'aucun test n'est redondant, le lemme suivant montre que les
candidats traités en parallèle ne sont pas comparables relativement à @ :
Lemme 3.4 Soient (X, tp) et (Y, sp) deux candidats générés pour l'itération Ri.
Alors ils sont incomparables relativement à @.
Preuve Soient lX et lY le rang de AlX et de AlY , le dernier attribut de X et
de Y respectivement. D'après le théorème 3.1, 2lX + nbAttr(X) − nbConst(tp) =
2lY + nbAttr(Y ) − nbConst(sp). Supposons que (X, tp) @ (Y, sp). Deux cas sont
alors à considérer : (i) X = Y et Const(tp) ⊂ Const(sp) ou (ii) X ⊂ Y et
Const(tp) ⊆ Const(sp).
Commençons par examiner le premier. Puisque X = Y , nous avons naturellement
2lX + nbAttr(X) = 2lY + nbAttr(Y ) et donc, comme ils appartiennent à la même
partie, nous devons avoir nbConst(tp) = nbConst(sp). Dans ce cas, il est facile de
voir que nous ne pouvons pas obtenir Const(tp) ⊂ Const(sp). Donc tp et sp, et plus
généralement (X, tp) et (Y, sp), sont soit égaux, soit incomparables.
Considérons alors le second cas (ii) et supposons que lX < lY . La situation extrême
que nous pouvons rencontrer est lX = 1 et lY = n. Puisque 0 ≤ nbConst(tp) ≤ 1
and 0 ≤ nbConst(sp) ≤ n, alors 2× 1 + 1−nbConst(tp) 6= 2×n+n−nbConst(sp)
et (X, tp) et (Y, sp) ne peuvent pas appartenir à la même itération.
Fixons alors lX = lY . Nous obtenons nbAttr(X) = nbAttr(Y ) − k et
nbConst(tp) = nbConst(sp) − k avec 1 ≤ k ≤ n − 1. D'après les déﬁnitions
3.3 et 3.5, nous constatons que (X, tp) est un enfant droit ou l'enfant droit d'un
enfant droit ou etc. d'un candidat (Z, rp) et (Y, sp) est un parent ou le parent d'un
parent ou etc. de ce même candidat (Z, rp). Ceci est impossible puisque, l'algorithme
1 génère pour un candidat soit ses enfants droits et son frère si la dépendance
est satisfaite (lignes 12 et 13), soit son premier parent si elle ne l'est pas (ligne 17). 
Le théorème suivant montre que l'algorithme ParaCoDe retourne bien la cou-
verture canonique de l'ensemble des dépendances satisfaites par une table T donnée
en entrée :
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Théorème 3.2 L'algorithme ParaCoDe retourne l'ensemble des dépendances
minimales satisfaites par une table T donnée en entrée.
Preuve Nous avons vu dans le papier de [Hanusse & Maabout 2011] que l'ensem-
ble des dépendances minimales représente une bordure de l'espace de recherche.
Prouvons alors que nous retournons bien une bordure. D'après le lemme 3.4, les
candidats traités en même temps sont incomparables selon @ donc il n'est pas
nécessaire de contrôler les ajouts simultanés. Si un candidat est considéré, alors la
ligne 7 nous assure qu'il n'existe pas d'éléments plus généraux que lui déjà stockés
dans Γ+. Nous insérons donc dans Γ+ des éléments minimaux à ce moment de
l'algorithme et nous supprimons les plus spéciﬁques. Nous évaluons ensuite la
minimalité des dépendances en considérant les enfants droits.
Γ+ contient donc des dépendances minimales incomparables. Lorsqu'une dépendance
est valide, nous programmons pour l'itération r + 2 son frère. Ainsi, nous assurons
que tous les candidats pour lesquels nous n'avons pas d'information sont traités
donc Γ+ est complet. 
3.1.3 Optimisations
Nous avons proposé une version relativement naïve de l'algorithme d'extraction
des dépendances minimales. Plusieurs étapes méritent une attention particulière :
pour commencer, étant donné que tous les candidats générés sont stockés dans Γ+
ou Γ−, les tests de couverture deviennent rapidement très coûteux, nous devons
donc les optimiser. Ensuite, nous devons chercher à ne générer qu'un minimum de
candidats aﬁn de ne pas avoir à faire trop de tests inutiles.
Tests de couverture
Γ+ contient les candidats les plus généraux déjà traités qui déterminent la cible et
Γ− les candidats les plus spéciﬁques qui ne la déterminent pas. Savoir si le candidat
(X, tp) est couvert par Γ+ ou Γ− revient à parcourir l'ensemble à la recherche d'un
élément plus général ou spéciﬁque que (X, tp) respectivement. Le test d'inclusion
entre les ensembles d'attributs et/ou les constantes du motifs est impératif mais le
lemme suivant montre qu'il n'est pas nécessaire de considérer tout l'ensemble mais
seulement les éléments de taille ||(X, tp)||+ 1 :
Lemme 3.5 Soit (X, tp) un candidat. Si ∃(Y, sp) ∈ Γ− tel que (X, tp) @ (Y, sp),
alors ||(Y, sp)|| = ||(X, tp)||+ 1.
Preuve Puisque (Y, sp) est déjà stocké dans Γ− lorsque nous étudions (X, tp),
alors (Y, sp) apparaît avant (X, tp) dans l'ordre DFS (c.-à-d. (Y, sp) l (X, tp)).
De plus, (X, tp) @ (Y, sp) donc X ⊆ Y et, pour respecter ces deux conditions, ils
partagent le même dernier attribut. D'après la déﬁnition 3.5, (X, tp) est donc un
enfant droit de (Y, sp) même s'il n'a pas été généré ainsi bien entendu étant donné
que (Y, sp) ne détermine pas la cible. Supposons que ||(Y, sp)|| = ||(X, tp)|| + 2.
Nous en déduisons que (X, tp) ∈ RightC(RightC(Y, sp)). En suivant l'ordre DFS,
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RightC(Y, sp) = (Y
′, s′p) doit être traité avant (X, tp) par l'algorithme et il est facile
de voir que (Y ′, s′p) est également couvert par (Y, sp). L'itération suivante concerne
donc les candidats de FParent(Y ′, s′p). Quelque soit le résultat de leurs tests de
validité et la continuation des exécutions, il est alors impossible de rencontrer
(X, tp). Le seul test de couverture utile porte donc sur les candidats tels que
||(Y, sp)|| = ||(X, tp)||+ 1. 
Bien entendu, le même raisonnement peut être mené pour la couverture avec
l'ensemble Γ+. Il suﬃt dans ce cas de considérer les candidats déjà stockés de taille
||(X, tp)||−1. Nous découpons donc ces ensembles de sorte que la case i ne contienne
que des candidats de taille i.
Les candidats de Γ− couvrant les candidats en cours sont également remarquables
par le fait qu'ils y ont été ajouté seulement à l'itération précédente :
Lemme 3.6 Soit (X, tp) ∈ Ri+1 un candidat. Si ∃(Y, sp) ∈ Γ− tel que (Y, sp) A
(X, tp), alors (Y, sp) ∈ Ri.
Preuve Supposons que (Y, sp) ∈ Ri ∩ Γ− couvre (X, tp) ∈ Ri+k avec k ≥ 1.
Puisque (Y, sp)l (X, tp) (c.-à-d. (a) Y CX ou (b) Y = X ∧Const(sp) ⊂ Const(tp))
et, par hypothèse, (Y, sp) A (X, tp) (c.-à-d. (i) X ⊂ Y ∧ Const(tp) ⊆ Const(sp)
ou (ii) X = Y ∧ Const(tp) ⊂ Const(sp)), nous savons par le lemme 3.5 que
||(X, tp)|| = ||(Y, sp)|| − 1. Nous en déduisons que seuls les conditions (a) et (i)
peuvent survenir simultanément et donc X et Y partagent le même dernier attribut
et nbConst(tp) ≤ nbConst(sp). De ce fait (X, tp) est un enfant droit de (Y, sp)
(déﬁnition 3.5). Cependant, les candidats (X ′, t′p) ∈ RightC(Y, sp) ∩Ri+1 génèrent
leurs parents dans l'algorithme 1 et (X, tp) ne peut alors pas être généré. 
Il n'est donc pas nécessaire de maintenir l'ensemble Γ− puisqu'il suﬃt de ne
garder que les candidats de l'itération précédente. Nous économisons donc du temps
mais aussi de la mémoire.
Observons maintenant les candidats qui sont couverts. Là encore, nous pouvons
nous permettre quelques raccourcis grâce aux deux lemmes suivants :
Lemme 3.7 Soit (X, tp) un candidat couvert par Γ+. Alors (X, tp) a été généré en
tant que premier parent.
Preuve Si (X, tp) est couvert par Γ+, alors ∃(Y, sp) ∈ Γ+ tel que (Y, sp) @ (X, tp).
Supposons tout d'abord que (X, tp) est généré en tant qu'enfant droit de (X ′, t′p).
Alors, d'après la déﬁnition 3.5, (X, tp) @ (X ′, t′p). Donc nous avons également
(Y, sp) @ (X ′, t′p). D'après le lemme 3.4, (X ′, t′p) et (Y, sp) ne peuvent pas être
traités dans la même itération donc (Y, sp) l (X ′, t′p) et (X ′, t′p) aurait dû être
élaguer puisque ce n'est pas une dépendance minimale. Donc (X, tp) ne peut pas
être généré en tant qu'enfant droit s'il est couvert par Γ+.
Supposons maintenant que (X, tp) = Sibling(X ′, t′p). Alors, d'après la déﬁnition
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3.4, nbConst(tp) = 0, donc (Y, sp) @ (X, tp) ⇒ Y ⊂ X. Puisque (Y, sp) l (X, tp)
alors, (X, tp) est nécessairement un parent de (Y, sp). Étant donné que (X, tp) est
le frère de (X ′, t′p), ils appartiennent au même sous-arbre enraciné en (Y, sp). Donc
(X ′, t′p) ∈ Parents(Y, sp) doit être élagué et (X, tp) ne peut pas être généré par ce
biais. 
Nous devons alors séparer les parents des autres candidats générés pour l'itéra-
tion suivante. L'instruction des lignes 17 et 19 de l'algorithme 1 doit être remplacée
par parents ← parents ∪ {(X, tp)}. Avant d'incrémenter r, il faut alors ajouter à
Rr+1 les candidats de l'ensemble parents n'étant pas couverts par Γ+. Le test de la
ligne 7 peut alors être supprimé.
Le lemme suivant montre que ces parents ne peuvent pas être couverts par Γ− :
Lemme 3.8 Soit (X, tp) un candidat généré en temps que premier parent. Alors
@(Y, sp) ∈ Γ− tel que (Y, sp) A (X, tp).
Preuve Soit (X ′, t′p) le candidat ayant généré (X, tp). Nous avons
(X ′, t′p) @ (X, tp) et donc (X ′, t′p) @ (Y, sp). Par le lemme 3.6 et la déﬁni-
tion 3.6, nous déduisons que (X ′, t′p) et (Y, sp) sont traités lors de la même
itération (celle précédent celle de (X, tp)). Cependant, le lemme 3.4 montre que
c'est impossible donc (X, tp) ne peut pas être couvert par Γ−. 
Le test de couverture avec Γ− est donc à faire à la ﬁn de l'itération r sur les
candidats appartenant à Rr+1 et ce, avant d'y ajouter les parents, bien entendu.
Ainsi, lorsque nous entamons une nouvelle itération, nous pouvons directement tester
la validité des candidats en sachant que nous avons un nombre minimal de candidats
à considérer.
Génération des candidats
Nous l'avons vu dans le chapitre 2, pour gagner du temps, la première chose
à faire est d'élaguer l'espace de recherche au maximum. Même si les candidats
inutiles sont supprimés après les tests de couverture avec les bordures posi-
tives ou négatives, il est important de ne générer qu'un minimum de candidats.
Nous allons détailler ici la manière la plus eﬃcace de générer les frères et les parents.
Génération du frère D'après la déﬁnition 3.4 : Sibling(X, tp) = (X ′, t′p) avec
X ′ = X ∪{Al+1 . . . Al+nbConst(tp)−1Al+nbConst(tp)+1} où Al+1 est le successeur direct
du dernier attribut de X selon l'ordre C et nbConst(t′p) = 0. Nous savons également
que chaque élément n'a qu'un seul frère et celui-ci est partagé par tous les candidats
d'un ensemble connecté maximal (propriété 3.2).
Il n'est donc pas nécessaire que chaque candidat de l'ensemble génère son frère
puisque nous aurions autant de doublons que de candidats et les temps de calcul et de
suppression de ces doublons ne sont pas négligeables. Nous voyons facilement qu'un
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frère est plus rapide à générer à partir d'un candidat n'ayant aucune constante dans
son motif. Le frère ayant également un motif anonyme, le lemme 3.2 nous permet
d'aﬃrmer que tous les frères de l'espace de recherche sont des frères de candidats
au motif anonyme. Le lemme suivant montre qu'il est suﬃsant de générer les frères
uniquement à partir de candidats au motif anonyme :
Lemme 3.9 Soit (X, tp) le candidat au motif anonyme choisi pour générer le frère
de son ensemble connecté. Si (X, tp) ne génère pas le frère, alors ce dernier aurait
été élagué.
Preuve Soit (X ′, t′p) ∼ (X, tp) avec (X ′, t′p) qui détermine la cible. Il y a deux
raisons qui expliquent que (X, tp) ne génère pas le frère : (i) ∃(Y, sp) ∈ Γ+ tel que
(Y, sp) @ (X, tp) donc (X, tp) est élagué, ou (ii) (X, tp) ne détermine pas la cible et
donc il génère son premier parent.
Commençons par étudier le premier cas de ﬁgure (i). Puisque (Y, sp) ∈ Γ+ lorsque
(X, tp) est traité, (Y, sp)l (X, tp). Par hypothèse, nbConst(tp) = 0 donc, pour avoir
(Y, sp) @ (X, tp), il faut que Y ⊂ X et nbConst(sp) = 0. Donc, Y est un préﬁxe de
X de taille nbAttr(X) − 1 (lemme 3.5). Par construction (déﬁnition 3.5), le frère
de (X, tp) partage également ce préﬁxe donc il est aussi couvert par (Y, sp) et aurait
été élagué.
Considérons maintenant le second cas (ii). (X, tp) génère pour Rr+1 un candidat
de la forme (X ∪ {Al+1}, t′p) où Al+1 est le successeur direct de Al, le dernier
attribut de X et nbConst(t′p) = 0. Rappelons que le frère de (X, tp), à étudier
dans Rr+2, est de la forme (X \ {Al} ∪ {Al+1}, t′′p) avec nbConst(t′′p) = 0. Nous
avons donc (X \ {Al} ∪ {Al+1}, t′′p) @ (X ∪ {Al+1}, t′p). Si (X ∪ {Al+1}, t′p) ne
détermine pas la cible, alors le frère serait élagué puisque (X ∪ {Al+1}, t′p) ∈ Γ−. Si
(X ∪ {Al+1}, t′p) détermine la cible, alors il doit vériﬁer sa minimalité en générant
(X \ {Al} ∪ {Al+1}, t′′p). 
Même si la suppression des doublons se fait relativement rapidement, il est
préférable qu'un seul candidat ne consacre du temps à générer son frère.
Génération des parents Du fait de la spécialisation des valeurs anonymes du
motif, le nombre de parents générés peut être important et d'autant plus en consid-
érant que plusieurs candidats engendrent les mêmes parents. Nous le voyons sur la
ﬁgure 3.5, le candidat (MP,m1_) est parent de (M,m1) mais aussi de (MP,__).
Il a donc été généré deux fois. Si (M,m1) détermine la cible, alors (MP,m1_) doit
être élagué par le test de couverture avec Γ+. Une solution simple pour éviter les
doublons et réduire le nombre de tests de couverture consiste à redéﬁnir l'ensemble
des parents de manière à ce que chaque parent ne soit issu que d'un seul candidat.
Nous proposons une nouvelle déﬁnition dans laquelle seul le dernier attribut du mo-
tif peut être spécialisé et nous pouvons également ajouter un attribut sans modiﬁer
le motif :
Déﬁnition 3.7 (Ensemble restreint de parents) (X ′, t′p) ∈ Parents(X, tp) si
et seulement si
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 Si tp[Al] = _ où Al est le dernier attribut de X, alors X ′ = X avec t′p[X \
{Al}] = tp[X \ {Al}] et t′p[Al] 6= _.
 X ′ = X ∪ {Al+i} et Const(t′p) = Const(tp).
Nous devons alors vériﬁer la validité de la proposition 3.1 pour assurer que tous
les premiers parents sont bien générés.
Proposition 3.3 Soient (X, tp) et (X, t′p) deux candidats tels que Const(tp) ⊂
Const(t′p) avec nbConst(tp) = nbConst(t′p) − 1 et tp[Al] = t′p[Al]. Alors (X, t′p)
est un premier parent de (Y, sp) ∼ (X, tp).
Preuve D'après la déﬁnition initiale des parents (déﬁnition 3.3), (X, t′p) est
un parent de (X, tp) puisqu'il spécialise une valeur anonyme de tp. Supposons
(X, t′p) ∈ FParent(Y, sp) d'après la déﬁnition 3.7. Alors (Y, sp) est de la forme
(i) Y = X et sp[Y \ {Al}] = t′p[Y \ {Al}] avec sp[Al] = _ et t′p[Al] 6= _ ou (ii)
Y = X \ {Al} et sp = t′p[Y ] avec t′p[Al] = _. Prouvons alors que, dans les deux cas,
nous avons bien (Y, sp) ∼ (X, tp).
Dans le cas (i), par hypothèse, ∃!Ai 6= Al tel que tp[Ai] = _ et t′p[Ai] = ai = sp[Ai]
avec ai ∈ Dom(Ai). Nous savons aussi que tp[Al] = t′p[Al] = al ∈ Dom(Al)
et sp[Al] = _. Donc nbConst(tp) = nbConst(sp) et, puisque X = Y , alors
||(X, tp)|| = ||(Y, sp)||. Nous en déduisons également que Const(tp) 6⊂ Const(sp) et
Const(tp) 6⊃ Const(sp). Ainsi, (X, tp) et (Y, sp) sont bien incomparables selon @ et
ils sont aussi connectés.
Dans le cas (ii), étant donné que, par hypothèse, nbConst(tp) = nbConst(t′p) − 1
et tp[Al] = t′p[Al] = _, alors nbConst(tp) = nbConst(sp) − 1. Nous savons
que Y = X \ {Al}, donc ||(X, tp)|| = ||(Y, sp)||. Puisque Y ⊂ X et
Const(sp) ⊃ Const(tp), alors (X, tp) et (Y, sp) sont incomparables selon @.
Naturellement, Y est un préﬁxe de X et Al et le premier successeur du dernier
attribut de Y car (X, t′p) ∈ Parent(Y, sp). Donc nous avons bien (Y, sp) ∼ (X, tp). 
Nous pouvons donc, sans perdre d'information ni modiﬁer l'espace de recherche,
générer, à partir d'un candidat, moins de parents.
En ce qui concerne la génération des enfants droits (déﬁnition 3.5), le fait de
conserver toutes les valeurs constantes du motif nous assure de la non redondance
des candidats engendrés. De plus, l'ensemble généré est à la fois maximal et minimal
dans le sens où une autre déﬁnition des enfants droits ne permettrait pas de contrôler
la minimalité des dépendances trouvées.
3.2 Les paramètres
Nous avons conçu l'algorithme ParaCoDe de manière à ce qu'il soit le plus
global possible. Nous pouvons ainsi connaître toutes les sortes de dépendances satis-
faites par la table. Certains paramètres sont à prendre en compte aﬁn de ne retourner
que l'information recherchée par l'utilisateur. En eﬀet, nous donnons la possibilité
de ﬁxer le niveau de détail de ces dépendances ainsi que le niveau de vérité.
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3.2.1 La granularité
Les dépendances conditionnelles les plus générales sont les dépendances fonc-
tionnelles, celles ayant uniquement des valeurs anonymes dans leurs motifs. C'est
le niveau de granularité 0 puisque le motif ne contient aucune constante. Lors de la
génération des parents, il suﬃt d'ignorer les instructions servant à spécialiser les
valeurs anonymes.
Supposons une table à 100 attributs, l'analyse des dépendances dont le motif
contient 90 constantes n'a peut être pas vraiment de sens, nous pouvons alors
stopper l'exploration des parents lorsque i constantes sont déjà instanciées dans le
motif. Pour ce faire, nous contrôlons simplement que le niveau de spécialisation des
valeurs ne dépasse pas le seuil de granularité ﬁxé.
Si nous souhaitons connaître uniquement les clés minimales, il s'agit du niveau -1.
Cette fois, l'arbre de recherche n'est pas construit pour chaque cible mais il contient
tous les attributs. Le test de validité consiste simplement à vériﬁer si le candidat a
une taille suﬃsamment proche de la taille de la table pour être considéré comme clé.
Quelque soit le niveau de granularité ﬁxé, il est facile de vériﬁer que tous les
lemmes et propositions proposés restent valables.
3.2.2 Les mesures d'approximation
Nous avons vu que, du fait de sa non-monotonie, la mesure de force ne peut
pas être appliquée lorsque le seuil d'approximation n'est pas égal à 1. Cependant,
lorsque nous cherchons des dépendances de granularité 0 ou -1, si α = 1, alors il est
plus judicieux de procéder en calculant seulement la taille des projections. De plus,
la taille d'une projection ne dépend pas de la cible donc nous pouvons la réutiliser,
chaque fois que le même candidat se présente, quelque soit la cible.
La manière dont nous calculons la conﬁance des candidats nous permet de
connaître, sans sur-coût supplémentaire, la fréquence d'apparition des valeurs con-
stantes du motif. Ainsi, si une fréquence minimale est requise, nous élaguons eﬃ-
cacement l'espace de recherche en commençant par considérer un domaine restreint
pour chaque attribut.
3.3 Expérimentations
Dans cette section, nous détaillons quelques optimisations de programmation
puis nous constatons, sur des jeux de données synthétiques mais aussi réels,
l'accélération dûe au parallélisme. Enﬁn, nous comparons nos temps d'exécution
avec ce qui se fait de mieux dans la littérature.
Nous avons implémenté l'algorithme ParaCoDe en C++ avec OpenMP, une
API de programmation parallèle à mémoire partagée. Tous les tests ont été eﬀectués
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sur une machine équipée de deux hexa-c÷urs Intel Xeon X5680 processeurs 3,33
GHz fonctionnant sous Debian Linux version 3.2.32-1 et 96 Go de RAM, les caches
en ont respectivement L1 = 32 Ko, L2 = 256 Ko et L3 = 12Mo.
Nous avons étudié les jeux de données Chess, 11 attributs et 28056 tu-
ples, et Wisconsin Breast Cancer (WBC), 7 attributs et 699 tuples (tirés de
http ://archive.ics.uci.edu/ml). Nous avons également traité les jeux de données
synthétiques décrits par le tableau 3.2.
NA NT CF
Synth1 7 100K 0.7
Synth2 7 1000K 0.7
Synth3 30 100K 0.7
Synth4 7 100K 0.3
Table 3.2  Caractéristiques des jeux de données synthétiques
NA donne le nombre d'attributs, NT le nombre de tuples et CF est le facteur de
corrélation (c.-à-d. les tailles des domaines des attributs sont égales à NT*CF).
3.3.1 Quelques détails de l'implémentation
Nous avons ﬁxé pour nos tests un seuil d'approximation à 1. Nous ne cherchons
donc que les dépendances conditionnelles exactes. Pour savoir si un candidat (X, tp)
détermine la cible, nous procédons ainsi :
1. Dans une structure de type unordered_map, nous associons à chaque valeur
rencontrée de X un vecteur de paires contenant la valeur de la cible ainsi que
le nombre d'apparitions.
2. Il ne reste plus qu'à lire cette map pour identiﬁer les valeurs qui correspondent
au motif tp.
3. En comptant le nombre d'apparition de chaque valeur cible en fonction du
tuple lu, nous savons si le motif tp est assez fréquent et si la dépendance est
satisfaite relativement au nombre de tuples à conserver.
Ainsi, tous les candidats portant sur le même sous-ensemble d'attributs X utilisent
cette structure pour déterminer la validité de leur dépendance. Nous devons
donc distinguer deux phases dans le calcul de validité : (1) parcours de la table
pour initialiser la structure, (2) lecture de la version condensée de la table pour
déterminer si le candidat est valide ou pas. Les candidats d'une même partie Ri
sont donc triés aﬁn de commencer la boucle parallèle par le calcul de la structure.
Ainsi, nous minimisons les temps d'attente pour synchronisation des processeurs.
Nous avons constaté que quasiment tous les candidats de la forme (Ai, tp) sont
traités à un moment de l'exécution de l'algorithme. Nous commençons alors les
traitements pour une cible par le calcul des conﬁances de tous les attributs Ai. En
eﬀet, entamer l'exploration de l'arbre de recherche par les attributs ayant la plus
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grande probabilité de déterminer la cible nous permet d'élaguer plus de candidats.
Ainsi, l'ordre C se déﬁnit comme suit : Ai C Aj ⇔ confiance(Ai → At,_) >
confiance(Aj → At,_). Nous commençons donc, pour chaque cible, par trier les
attributs et les structures produites seront utilisées au cours du calcul.
3.3.2 Mesure de l'accélération
Lorsque le nombre de processeurs alloués au calcul augmente, nous nous atten-
dons à ce que les temps d'exécution diminuent. La ﬁgure 3.6 montre l'accélération
observée sur nos 6 jeux de données. Le nombre moyen de candidats traités à la même
itération est inscrit à droite de la courbe.
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Figure 3.6  Accélération en fonction du nombre de processeurs
Dans l'idéal, nous aspirons à une accélération linéaire mais ce n'est malheureuse-
ment pas le cas ici, analysons alors ce résultat. Le nombre de candidats à traiter en
parallèle est relativement important vis-à-vis du nombre de processeurs, cependant,
nous devons distinguer deux types de candidats : ceux pour lesquels le calcul
de la projection est nécessaire et ceux qui se contentent de parcourir la version
résumée de la table. Lorsque l'attribut Ai est spécialisé dans le motif d'un candidat,
nous générons |Dom(Ai)| candidats à exécuter simultanément alors qu'une seule
projection est requise pour le test de validité. Sur ces jeux de données, la taille de
la structure à lire est négligeable vis-à-vis de la taille de la table. L'accélération
est donc plus visible sur les candidats calculant la projection. Or, nous avons, en
moyenne pour tous les jeux de données, 2 à 3 projections à évaluer par itération.
De plus, seul le jeu de données synthétique 2 consacre un temps remarquable pour
le calcul de ses projections.
Pour vériﬁer ce sentiment, nous avons ﬁxé la granularité à 0 aﬁn de n'extraire
que les dépendances fonctionnelles. De cette façon, tous les candidats calculent leur
projection. Aussi, étant donné que l'espace de recherche de ces dépendances est
réduit par rapport à celui des conditionnelles, nous avons créé de nouveaux jeux
de données plus volumineux. La ﬁgure 3.7 montre les accélérations observées en
fonction du nombre d'attributs (indiqué par la légende des courbes), du nombre
de tuples (donné par le titre de la ﬁgure) et du facteur de corrélation (exprimé en
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pourcentage dans le titre de la ﬁgure). Nous avons noté sur la ﬁgure 3.8 le nombre
moyen de projections calculées par itération.
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Figure 3.7  Accélération pour la recherche des DFs
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Figure 3.8  Nombre moyen de candidats par itération
Nous remarquons cette fois une bien meilleure accélération. Elle est donc eﬀec-
tivement dûe au nombre de candidats à traiter en parallèle et surtout à la complexité
des calculs pour chaque candidat. La même observation est faite lorsque nous cher-
chons à extraire les clés minimales.
3.3.3 Comparaison avec l'existant
Comparons maintenant notre méthode avec l'algorithme FastCFD développé
par [Fan et al. 2011] puisque c'est la méthode reconnue comme étant la plus eﬃcace
pour extraire les dépendances conditionnelles variables. Puisque nous obtenons de
meilleurs temps de calcul avec un maximum de processeurs, nous en utilisons 12
pour ces expérimentations. La ﬁgure 3.9(a) donne les temps d'exécution sur les
jeux de données réelles lorsque la fréquence minimale des dépendances augmente.
Aucun code source n'a pu nous être fourni pour mener notre étude et assurer de la
ﬁabilité de la comparaison dans des conditions similaires, nous nous sommes donc
contentés de recopier les temps d'exécution notés dans leur papier. Notre machine
est plus performante que celle utilisée par [Fan et al. 2011] mais cela donne tout de
même une idée de la compétitivité de ParaCoDe. Nous avons associé aux temps
d'exécution le nombre de candidats traités (ﬁgure 3.9(b)). Nous constatons que,
même lorsque nous considérons relativement peu de candidats, notre algorithme
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donne de meilleurs temps d'exécution.
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Figure 3.9  Expérimentations sur les jeux de données réelles
Analysons maintenant les jeux de données synthétiques à travers les temps
d'exécution (ﬁgure 3.10(a)) et le nombre moyen de candidats à considérer avant
d'atteindre une dépendance (ﬁgure 3.10(b)).
Même si ce ne sont pas les mêmes jeux de données que ceux utilisés par
[Fan et al. 2011], nous les avons créés en ﬁxant les mêmes paramètres. Nous
remarquons alors que, là encore, nos temps d'exécution sont compétitifs vis-à-vis
des algorithmes CTANE ou FastCFD. Notons également que le nombre moyen de
candidats explorés avant d'obtenir une dépendance minimale est relativement bas
sur ces exemples. Cela atteste de la bonne construction de notre arbre de recherche
mais aussi de l'eﬃcacité de notre stratégie d'élagage.
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Figure 3.10  Expérimentations sur les jeux de données synthétiques
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Étudions maintenant l'extensibilité de notre approche via diﬀérents paramètres :
Augmentation du nombre de tuples (jeux Synth1 et Synth2) : La paral-
lélisation de ParaCoDe se fait sur les candidats, donc, étant donné qu'il faut 11
fois plus de temps pour calculer une projection sur Synth2 que sur Synth1, nous
pouvions envisager cet écart de temps global entre les deux jeux de données. De
plus, Synth2 considère environ 10 fois plus de candidats du fait de l'augmentation
des tailles des domaines. Cependant, malgré cette complexité supplémentaire, les
temps d'exécution pour traiter Synth1 ne sont pas multipliés par 110 mais par 70
seulement en moyenne pour considérer Synth2. Nous l'avons vu, cela est dû à une
meilleure utilisation du parallélisme. Nous pouvons donc envisager l'extraction des
dépendances sur des jeux de données ayant un nombre important de tuples tout en
gardant des temps d'exécution raisonnables relativement à la taille de la table.
Augmentation du nombre d'attributs (jeux Synth1 et Synth3) : L'aug-
mentation du nombre d'attributs va naturellement de pair avec l'augmentation du
nombre de candidats. Le nombre de dépendances minimales est également plus élevé
pour Synth3 que pour Synth1 (jusqu'à 220 fois plus lorsque la fréquence est ﬁxée à
150). Nous avons vu que, plus il y a de candidats à traiter en parallèle, plus Para-
CoDe est eﬃcace, mais malheureusement, sur Synth3, le nombre de candidats par
itération est très ﬂuctuant. Le temps économisé sur une itération peut être perdu
par la suivante, ce qui explique que nous n'observons pas un meilleur résultat.
Réduction du facteur de corrélation (jeux Synth1 et Synth4) : En ré-
duisant le facteur de corrélation, nous réduisons le nombre de valeurs distinctes par
attributs et nous augmentons donc le nombre de valeurs fréquentes donc avec lui, le
nombre de candidats. Cette fois, puisque nous sommes dans quasiment les mêmes
conﬁgurations (forme et répartition des candidats, temps de calcul des projections),
le parallélisme nous permet obtenir des temps d'exécution comparables.
3.4 Conclusion
Nous avons identiﬁé que toutes les dépendances d'une table peuvent s'exprimer
sous la forme de dépendances conditionnelles. Nous avons donc proposé un contexte
uniﬁé permettant d'extraire n'importe quel type de dépendances. La recherche des
dépendances minimales est un problème de complexité exponentielle en nombre
d'attributs et nombre de tuples. Cependant, les machines actuelles permettent
de traiter plusieurs tâches à la fois. Nous avons donc proposé ParaCoDe, un
algorithme parallèle de recherche des dépendances.
Les expérimentations que nous avons menées attestent de l'utilité du paral-
lélisme mais aussi de la bonne construction de notre arbre de recherche ainsi que de
l'eﬃcacité de notre stratégie d'élagage. Nous avons comparé nos temps d'exécution
avec ceux des méthodes les plus compétitives de nos jours pour constater les bonnes
performances de notre algorithme. Nous avons également étudié son extensibilité.
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Les résultats obtenus nous encouragent à penser que nous sommes en mesure
d'extraire les dépendances sur des jeux de données assez conséquents que ce soit en
nombre d'attributs, de tuples ou relativement à la taille des domaines de déﬁnitions.
Ces travaux sont l'objet de la publication [Garnaud et al. 2013a].
Notre approche semble donc compétitive et adaptée au traitement de gros jeux
de données mais il reste des pistes à explorer. Nous avons vu que le parallélisme
sur les candidats est très avantageux lorsqu'il y a beaucoup de projections à
calculer au cours d'une même itération mais ce n'est pas suﬃsant. En eﬀet,
nous voulons être eﬃcace vis-à-vis des approches séquentielles telles que FUN
ou CFUN même lorsqu'il y a peu de candidats. Pour ce faire, un parallélisme
sur les données est peut être proﬁtable pour assurer l'accélération. Cela reste à
expérimenter pour savoir s'il y a réellement un avantage à préférer cette méth-
ode étant donné le nombre important de candidats relativement au nombre de
projection à calculer. Une approche hybride serait sans doute un bon compromis
puisque le parallélisme sur les candidats reste préférable pour les tests de couverture.
Dans nos expérimentations, nous avons essentiellement tenu compte des temps
d'execution pour juger de l'eﬃcacité de l'algorithme mais une analyse de l'occu-
pation mémoire doit être faite. En eﬀet, nous avons choisi de parcourir l'arbre de
recherche en profondeur aﬁn d'élaguer plus eﬃcacement les candidats redondants
et d'éviter de surcharger la mémoire. Cependant, nous devons gérer simultanément
tous les candidats d'une même itération. Nous stockons des projections de la
table, ce qui accélère les temps de calcul mais induit également une occupation
mémoire supplémentaire. Nous n'avons pas rencontré dans nos expérimentations
de cas critique dans lequel la mémoire serait un problème paralysant mais, puisque
nous voulons traiter d'importants jeux de données, une étude approfondie de cette
contrainte est nécessaire aﬁn d'identiﬁer les limites de notre méthode relativement
à n, m et ∀Ai, |Dom(Ai)|.
Sur les expérimentations que nous avons menée, le ratio
#candidats/#DFCs minimales est relativement bon mais nous pouvons
rencontrer des cas où plus de candidats sont traités avant d'aboutir à une
dépendance (notamment lorsque les parties gauches de dépendances contiennent
beaucoup d'attributs). Notre stratégie d'élagage peut être améliorée en utilisant les
règles proposées par [Yao & Hamilton 2008]. Cependant, cela implique de contrôler
des dépendances trouvées pour d'autres cibles et de les analyser pour en déduire les
calculs redondants. Nous pouvons alors nous demander si l'étude des dépendances
déjà extraites nous permet réellement d'accélérer les temps de calcul. Un examen
des stratégies à mettre en place et une analyse théorique des complexités sont à
mener pour savoir quelle option est la plus avantageuse.
Le parallélisme a été rendu possible par l'apparition et la popularisation de
machines possédant plusieurs c÷urs, innovation motivée par un besoin toujours plus
grand de performances dans les calculs. Les données à traiter se sont également com-
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plexiﬁées et leur volume augmente de jour en jour. Malheureusement, les avancées
technologiques liées au stockage des données semblent précéder l'augmentation des
puissances de calcul. Pourquoi alors ne pas anticiper le jour où l'augmentation
du nombre de processeurs ne sera plus suﬃsante en mettant au point une ap-
proche quantique d'extraction des dépendances ? Bien entendu, nous devons encore
attendre la réalisation physique du qubit mais nous pouvons d'ores et déjà le prévoir.
Même si ce travail mérite d'être approfondi, nous disposons maintenant des
dépendances valides sur une table. Nous avons motivé leur extraction par un besoin
d'optimisation des requêtes, les prochains chapitres traiteront de ce sujet. Nous
allons utiliser ces dépendances comme un outil donnant une connaissance sémantique
sur la table.
Chapitre 4
Optimisation des requêtes par les
cubes de données
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Nous étudions maintenant le problème de la matérialisation partielle des
cubes de données. Il n'est pas plus facile à résoudre que celui de l'extraction
des dépendances puisqu'il est également NP-Diﬃcile mais la connaissance de ces
dépendances nous aide à le résoudre.
Nous commençons ce premier chapitre par une description du besoin d'analyse
des données multidimensionnelles pour comprendre l'intérêt des cubes de données
pour y répondre. Puisque ces cubes sont utilisés pour optimiser les requêtes, nous
détaillons leur construction à diﬀérents niveaux de granularité. Nous en déduisons
qu'il n'est pas réalisable, tant en temps de calcul qu'en occupation mémoire, de les
stocker entièrement. Nous posons alors les bases du problème de leur matérialisation
partielle. En eﬀet, il faut choisir les parties à conserver pour optimiser au mieux les
requêtes. La déﬁnition formelle de ce problème est alors donnée ainsi que quelques
notions indispensables à sa résolution.
Comme pour l'extraction des dépendances, nous illustrons nos propos à l'aide
de la table Clientèle. Aﬁn de mener une étude plus réaliste sur cette table, nous lui
ajoutons la colonne V aleur qui donne la mesure sur laquelle porte les analyses. Elle
correspond au montant des factures. Nous l'avons vu, l'attribut Client est une clé,
alors, pour réduire la taille des exemples, nous considérons qu'il donne seulement
l'identiﬁant des tuples. La table ainsi modiﬁée est décrite par la table 4.1 :
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id M P T V
1 m1 p1 t1 10
2 m1 p1 t2 30
3 m2 p1 t2 20
4 m2 p2 t3 50
Table 4.1  Table Clientèle.
4.1 Les cubes de données
Les données ne sont pas stockées au hasard ou sans but mais toujours dans
l'intention d'en tirer une information utile pour l'aide à la décision notamment.
Ces données sont en eﬀet étudiées selon certains critères, ou axes d'analyse, que
l'utilisateur cherche à visualiser aﬁn de mettre en avant des tendances ou anomalies
particulières en se basant sur une mesure donnée. Alors, pour aider ce besoin
d'analyses sur des données de plus en plus complexes, il est essentiel de décomposer
l'originale table relationnelle en tables de dimensions décrivant les axes d'analyse.
Dans ce contexte, les tables sont appelées tables multidimensionnelles puisque
les attributs sont alors ses dimensions. Aﬁn d'examiner plus précisément encore
l'objet de l'étude, nous décomposons cette table en pré-calculant tous les résultats
des requêtes GROUP BY. Cette clause permet de regrouper les valeurs identiques
des attributs précisés aﬁn de rendre le résultat plus lisible. Cela revient à une
projection sur ces attributs en supprimant les doublons. Pour faciliter la navigation
entre ces diﬀérentes tables ou résultats de requêtes, [Gray et al. 1997] introduisent
les formalisations nécessaires autour du cube de données, aussi appelé cube OLAP
puisqu'il est surtout utilisé dans ce contexte.
Nous commençons cette section par quelques généralités justiﬁant l'utilisation
des cubes de données pour l'optimisation des requêtes. Nous détaillons ensuite les
étapes de sa construction en fonction du point de vue à adopter.
4.1.1 Motivation
Pour calculer une requête, nous avons parfois besoin de regrouper les informa-
tions pour donner une vue plus synthétique des dimensions qui nous intéressent.
Ceci se fait à l'aide de la clause GROUP BY mais que devient alors la mesure ? Elle
doit également être agrégée et pour cela, il faut utiliser une fonction d'agrégation
(ou de regroupement). Comme l'expliquent les auteurs de [Gray et al. 1997], il
faut distinguer trois sortes de fonctions d'agrégation : les fonctions distributives
telles que SUM, COUNT, MIN ou MAX, les fonctions algébriques telles que AVG (la
moyenne algébrique), MinN ou MaxN (les N plus petits ou plus grands) et les
fonctions holistiques telles que celles donnant la médiane ou le plus fréquent. Nous
ne considérons dans cette thèse que des fonctions d'agrégation distributives.
Aﬁn de mener une campagne de publicité ciblée vers les plus mauvais acheteurs,
nous devons comparer les ventes de notre table Clientèle en fonction du corps de
4.1. Les cubes de données 47
métier. Dans ce contexte, l'attributs Métier de la table est une dimension ﬁxant
l'espace de l'analyse et la colonne V aleur est la donnée étudiée. La requête SQL à
saisir est la suivante :
SELECT Métier, SUM(V aleur) AS Total
FROM Clientèle
GROUP BY Métier
Nous obtenons pour résultat :
M Total
m1 40
m2 70
Pour retourner cette table à deux tuples, nous avons dû parcourir toute la ta-
ble Clientèle. Pour optimiser ces requêtes de type GROUP BY, nous pouvons alors
envisager de les pré-calculer et de les stocker au sein d'un cube de données.
4.1.2 Construction avec vision cuboïde
Nous avons agrégé ici la dimension Métier mais toutes les 2n combinaisons
d'agrégations sont possibles et potentiellement utiles pour l'analyse ce qui implique
de considérer toutes les 2n sous-requêtes d'agrégation. Cette tâche est fastidieuse
en pratique et d'autant plus lorsque n est grand. [Gray et al. 1997] proposent alors
l'opérateur CUBE BY pour générer, en une seule requête, toutes les vues possibles sur
les données :
SELECT Métier, Produit, Transporteur, SUM(V aleur) AS Total
FROM Clientèle
CUBE BY Métier, Produit, Transporteur
La ﬁgure 4.1 donne le cube de données ainsi obtenu (pour plus de lisibilité, nous
avons découpé ce cube en notant sur la droite les niveaux d'agrégation correspon-
dants). Nous le nommons simplement cube. Puisque les tuples ainsi créés ne sont
pas déﬁnis sur tous les attributs de T , nous notons par ALL la valeur générique qui
représente l'ensemble des valeurs des domaines.
La taille d'un cube (c.-à-d. son nombre de tuples) est bornée par∏
Ai∈A(|Dom(Ai)| + 1). En eﬀet, cette taille maximale est atteinte si chaque
valeur de chaque attribut est associée, dans la table, à toutes les valeurs de tous
les autres attributs et il faut ajouter également au domaine de chaque attribut la
valeur générique ALL. Pour notre exemple, nous n'avons que 22 lignes et pourtant,
cette représentation sous forme de tableau ne permet pas une analyse rapide dans
le sens où toutes les informations sont les unes à la suite des autres. Pour palier ce
problème, il faut envisager une autre modélisation.
Un premier partitionnement naturel des tuples est donné par la ﬁgure 4.1 :
puisqu'un tuple n'agrège qu'un seul sous-ensemble d'attributs, il suﬃt de regrouper
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Métier Produit Transp. Total
m1 p1 t1 10
Niveau maximum d'agrégation
m1 p1 t2 30
m2 p1 t2 20
m2 p2 t3 50
m1 p1 ALL 40
Agrégation sur Métier et Produitm2 p1 ALL 20
m2 p2 ALL 50
m1 ALL t1 10
Agrégation sur Métier et Transporteur
m1 ALL t2 30
m2 ALL t2 20
m2 ALL t3 50
ALL p1 t1 10
Agrégation sur Produit et Transporteur
ALL p1 t2 50
ALL p2 t3 50
m1 ALL ALL 40 Agrégation sur Métier
m2 ALL ALL 70
ALL p1 ALL 60 Agrégation sur Produit
ALL p2 ALL 50
ALL ALL t1 10
Agrégation sur Transporteur
ALL ALL t2 50
ALL ALL t3 50
ALL ALL ALL 110 Aucune agrégation
Figure 4.1  Cube de données de la table Clientèle
les tuples correspondant à la même requête d'agrégation. Chaque partie du cube
est appelée cuboïde ou vue, elle est identiﬁée par le sous-ensemble d'attributs que
ses tuples agrègent. Notons Def(τ) = X l'ensemble d'attributs sur lequel le tuple τ
est déﬁni (c.-à-d. ∀Ai ∈ X, τ [Ai] 6= ALL où τ [Ai] est la restriction de τ à l'attribut
Ai). L'inclusion entre deux sous-ensembles d'attributs donne un ordre partiel strict
sur ceux-ci. Nous choisisssons cet ordre strict mais dans certains cas, nous utilisons
l'ordre ⊆ puisque X ⊂ Y ⇒ X ⊆ Y ou encore leurs réciproques ⊃ et ⊇ étant donné
que X ⊂ Y ⇒ Y ⊃ X ((2A,⊂) et (2A,⊆) étant des ensembles ordonnés ipsod-
uaux). Nous pouvons alors dessiner le diagramme de Hasse D = (P (cube),⊂) où
P (cube) désigne l'ensemble des parties du cube. Dans la littérature, nous trouvons
plus couramment la notion de treillis P (cube) muni de l'ordre ⊂ puisque ce dia-
gramme admet une borne inférieure, identiﬁée par ∅, et une borne supérieure, la table
d'origine. Les déﬁnitions précises nécessaires à la construction d'un tel diagramme
sont largement détaillées dans le premier chapitre du livre de [Caspard et al. 2007].
La ﬁgure 4.2 décrit le treillis du cube Clientèle 1.
Outre le fait que les cuboïdes soient ordonnés partiellement selon ⊂, cette
représentation permet de déﬁnir une hiérarchie sur ses n÷uds.
1. Comme dans la première partie de cette thèse, les attributs sont ordonnés selon l'ordre
alphabétique mais les cuboïdes CM et MC par exemple sont, bien entendu, identiques.
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MPT
〈m1, p1, t1, 10〉
〈m1, p1, t2, 30〉
〈m2, p1, t2, 20〉
〈m2, p2, t3, 50〉
MP
〈m1, p1, ALL, 40〉
〈m2, p1, ALL, 20〉
〈m2, p2, ALL, 50〉
MT
〈m1, ALL, t1, 10〉
〈m1, ALL, t2, 30〉
〈m2, ALL, t2, 20〉
〈m2, ALL, t3, 50〉
PT
〈ALL, p1, t1, 10〉
〈ALL, p1, t2, 50〉
〈ALL, p2, t3, 50〉
M
〈m1, ALL,ALL, 40〉
〈m2, ALL,ALL, 70〉
P
〈ALL, p1, ALL, 60〉
〈ALL, p2, ALL, 50〉
T
〈ALL,ALL, t1, 10〉
〈ALL,ALL, t2, 50〉
〈ALL,ALL, t3, 50〉
∅
〈ALL,ALL,ALL, 110〉
Figure 4.2  Treillis du cube de données Clientèle.
Déﬁnition 4.1 (Relations entre les cuboïdes) Soient X et Y deux cuboïdes
tels que Y ⊂ X, alors X est un ancêtre de Y et Y est un descendant de X. X
est un parent de Y si et seulement si @Z tel que Y ⊂ Z ⊂ X, réciproquement, Y
est un enfant de X (les parents d'un n÷ud, respectivement ses enfants, sont inclus
dans l'ensemble des ancêtres, respectivement des descendants).
X est alors décrit comme étant plus spéciﬁque que Y ou, de manière équivalente, X
spécialise Y et à l'inverse, Y est plus général que X, il le généralise.
Le treillis de la ﬁgure 4.3 donne une vision simpliﬁée du cube de la ﬁgure 4.2.
Lorsque nous travaillons uniquement sur les cuboïdes du cube sans se préoccuper
des tuples qui les composent, cette représentation est alors utilisée.
4.1.3 Construction avec vision tuple
Si maintenant nous souhaitons nous concentrer sur les tuples, il faut dessiner
le treillis de manière plus adéquate. Remarquons que, puisqu'un tuple n'est présent
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Figure 4.3  Treillis simpliﬁé de la table Clientèle.
que dans un seul cuboïde et qu'il existe une relation d'ordre entre les cuboïdes, alors
les tuples doivent également être ordonnés :
Déﬁnition 4.2 (Relation d'ordre entre les tuples) Soient τ1 et τ2 deux tuples
du cube de données. τ1 est un ancêtre de τ2 (c.-à-d. il le spécialise) ou, de manière
équivalente, τ2 est un descendant de τ1 (c.-à-d. il le généralise), noté τ1  τ2 si
et seulement si Const(τ1) ⊃ Const(τ2) où Const(τi) donne l'ensemble des valeurs
(diﬀérentes de ALL) de τi.
τ1 est un parent de τ2 (τ2 un enfant de τ1) si et seulement si @τ tel que τ1  τ  τ2.
En exploitant directement cette relation d'ordre entre le tuples et donc sans
partitionnement préalable en cuboïdes, le treillis peut être visualisé comme sur la
ﬁgure 4.4 (par soucis de lisibilité, nous avons remplacé la valeur ALL par ∗ et la
mesure a été omise). L'élément 〈∅, ∅, ∅〉 ajouté au sommet du treillis assure que
chaque tuple a bien une borne supérieure. Il pourrait être négligé et dans ce cas,
nous n'avons qu'un demi-treillis. Cette présentation du treillis de tuples a été donnée
par [Casali et al. 2003].
〈∅, ∅, ∅〉
〈m1, p1, t1〉 〈m1, p1, t2〉 〈m2, p1, t2〉 〈m2, p2, t3〉
〈m1, p1, ∗〉 〈m2, p1, ∗〉 〈m2, p2, ∗〉〈m1, ∗, t1〉 〈m1, ∗, t2〉 〈m2, ∗, t2〉 〈m2, ∗, t3〉〈∗, p1, t1〉 〈∗, p1, t2〉 〈∗, p2, t3〉
〈m1, ∗, ∗〉 〈m2, ∗, ∗〉〈∗, p1, ∗〉 〈∗, p2, ∗〉〈∗, ∗, t1〉 〈∗, ∗, t2〉 〈∗, ∗, t3〉
〈∗, ∗, ∗〉
Figure 4.4  Treillis du cube de données Clientèle.
La visualisation sous forme d'hypercube est plus répendue et plus eﬃcace
pour donner un aperçu général des informations. Les axes de l'hypercube sont
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les diﬀérentes dimensions de la table et un tuple donne les coordonnées d'une
cellule dans laquelle est stockée la valeur mesurée. Cette présentation des don-
nées permet de mettre en valeur certaines cellules par rapport à d'autres ou de
décrire une masse importante d'information de façon claire et lisible. Tout ceci
donne lieu à de nombreux travaux : [Lafon et al. 2012], [Messaoud et al. 2006] ou
[Auber et al. 2012] qui aspirent à faciliter l'analyse par regroupement de valeurs ou
encore [Lehner et al. 1998] ou [Niemi et al. 2003] qui cherchent à réduire le nombre
de valeurs non déﬁnies de l'hypercube.
Pour calculer entièrement un cube de données, nous devons pré-calculer toutes
les 2n requêtes de type GROUP BY. Ceci est donc très coûteux en temps et il n'est pas
envisageable de garder en mémoire un cube complet. Une sélection des cuboïdes à
conserver est donc nécessaire. Ce problème est connu sous le nom de matérialisation
partielle des cubes de données. Nous allons l'étudier en détail dans le chapitre 6.
Dans la section suivante, nous posons déjà les bases du problème aﬁn de mieux
mesurer ses enjeux et diﬃcultés.
4.2 Le problème de la matérialisation partielle
Nous venons de le voir, le cube de données est idéal pour optimiser les requêtes
puisqu'elles sont toutes pré-calculées mais encore faut-il que ces pré-calculs soient
stockés et il est très diﬃcile, sinon impossible, de tout conserver. Le cuboïde le
mieux adapté pour répondre à une requête est naturellement celui qui la traduit
exactement mais nous pouvons également y répondre à partir d'un de ses ancêtres
puisqu'ils sont plus spéciﬁques mais donnent au ﬁnal l'information recherchée.
Avant la création du cube de données, toutes les requêtes étaient posées sur la table
de base qui représente le cuboïde le plus spéciﬁque de notre cube. C'est pour cela
que nous pouvons nous permettre de ne pas matérialiser tous les cuboïdes tout en
assurant que chaque requête trouve sa réponse dans l'ensemble stocké.
La diﬃculté est alors de savoir quels cuboïdes doivent être stockés pour per-
mettre de répondre eﬃcacement (en terme de temps) à toutes les requêtes. Étant
donné qu'un cuboïde est une requête pré-calculée, nous parlons indiﬀéremment de
cuboïdes, de vues ou de requêtes en fonction de l'usage qui en est fait.
4.2.1 Formalisation du problème
Le problème à résoudre est le suivant : étant donnés une table T , un ensemble
de requêtes Q (pour être le plus général possible, toutes les 2n requêtes sont au-
torisées mais, dans la littérature, les auteurs cherchent le plus souvent à n'optimiser
qu'un sous-ensemble de requêtes appelé charge de travail ou workload) et un espace
mémoire de taille b, trouver l'ensemble des vues S à matérialiser en respectant la
contrainte b pour répondre à toutes les requêtes de Q. Bien entendu, la table d'o-
rigine doit être stockée puisqu'elle permet de répondre à toutes les requêtes donc
b = |T |+ α ∗ (∑q∈Q |q|) où |T | = m est le nombre de tuples de la table T et |q| est
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la taille de la réponse à la requête q (c.-à-d. le nombre de tuples retournés) 2 avec
0 < α < 1.
4.2.2 Déﬁnitions
Pour le moment, les requêtes que nous considèrons consistent simplement à
retourner le contenu d'un cuboïde. Lorsque celui-ci est déjà pré-calculé, alors le
temps de la réponse est proportionnel à sa taille puisqu'il suﬃt de le parcourir.
Quand par contre il n'est pas stocké, il faut chercher le plus petit (en termes
de taille) de ses ancêtres stockés et utiliser ce dernier pour évaluer la requête.
Il existe essentiellement deux méthodes pour évaluer les requêtes avec GROUP BY
([Graefe 1993, Chaudhuri 1998]), (1) trier la table pour constituer les groupes puis
eﬀectuer les opérations d'agrégation pour chaque groupe. Le coût est donc de l'or-
dre de m logm avec m la taille de la table ou bien (2) il faut utiliser le hachage
ce qui permet d'atteindre un coût linéaire de l'ordre de m. Nous allons supposer
l'utilisation du hachage et ainsi, le coût d'une requête est simplement le nombre de
lignes parcourues. En supposant qu'il n'y a aucun index sur les cuboïdes, le coût
minimal d'une requête est donc le nombre de tuples du cuboïde correspondant. Plus
généralement, le modèle de coût que nous utilisons se déﬁnit de la façon suivante :
Déﬁnition 4.3 (Modèle de coût) Soit C(q, S) le coût d'une requête q en sachant
que seules les vues de l'ensemble S sont matérialisées. Nous avons C(q, S) =
minw∈Aq∩S |w| où w est un cuboïde matérialisé appartenant à l'ensemble des an-
cêtres de q noté Aq.
Le coût total de Q relativement à S est donc : C(S) = ∑q∈Q C(q, S). Ainsi, pour
tout S, nous avons
∑
q∈Q |q| ≤ C(S) ≤ |Q| ∗ |T |.
Nous cherchons alors une solution S (c.-à-d. un ensemble de vues à matérialiser)
optimale, comme déﬁnit ci-dessous :
Déﬁnition 4.4 (Solution optimale) Une solution S ⊆ P (cube) est optimale si
et seulement si :
1. nous pouvons répondre à toutes les requêtes de Q en utilisant seulement les
vues de S
2. la somme des tailles des éléments de S, notée |S| est inférieure à la borne b
3. il n'existe pas de solution S′ respectant les deux premières contraintes telle que
C(S′) < C(S).
Nous avons considéré le problème de la matérialisation partielle avec une vision
centrée sur les cuboïdes du cube de données. Nous pouvons examiner de la même
façon le problème avec une vision sur les tuples du cube. La solution S est alors
un ensemble de tuples. Le coût d'une requête correspond bien au nombre de tuples
parcourus pour y répondre et la solution optimale reste inchangée.
2. Nous assimilons volontairement l'occupation mémoire d'une table à son nombre de tuples aﬁn
de ne pas alourdir les notations mais, pour être plus précis, il faudrait le multiplier par l'espace
réellement occupé par un tuple.
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Nous continuons l'analyse du problème, dans ce second chapitre, à travers un
état de l'art. Nous étudions précisément l'algorithme pionnier proposé pour le
résoudre puisqu'il a servi de base à d'autres travaux qui ont clairement identiﬁé ses
points forts et ses faiblesses.
Nous avons introduit, au chapitre précédent, le problème de la matérialisation
partielle des cubes de données avec, pour contrainte, une borne sur l'espace mémoire
et, pour objectif, une minimisation des temps de calcul relativement à une solution
qui consiste à ne matérialiser que la table de base. Dans ce chapitre, nous détaillons
dans un premier temps les méthodes permettant de résoudre ce problème. Il a ensuite
été remanié pour considérer, comme contrainte, les temps d'exécution des requêtes
avec pour objectif, une minimisation de l'espace mémoire nécessaire au stockage de
la solution. Nous étudions alors la résolution de ce nouveau problème. Pour ﬁnir,
nous donnons un rapide aperçu des autres contraintes et objectifs observés dans la
littérature.
5.1 Avec une contrainte de mémoire
Le problème à résoudre est le suivant : soient Q un ensemble de requêtes posées
sur un cube de données et b un espace mémoire de taille ﬁxée. Quel est le sous-
ensemble, S, de vues du cube à matérialiser pour répondre à toutes les requêtes de
Q avec un coût minimal en respectant la borne mémoire b ?
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5.1.1 Formalisation du problème en programmation linéaire
[Li et al. 2005] proposent de trouver exactement la solution optimale à ce prob-
lème en utilisant la programmation linéaire. Ils déﬁnissent le problème comme suit :
Soit C(j, {i}) le coût de la requête j sur la vue i, nous avons C(j, {i}) = +∞ si i ne
peut pas être utilisée pour répondre à j (c.-à-d. i n'est pas un ancêtre de j), sinon
C(j, {i}) = |i| où |i| est la taille de i.
Pour toute vue i, xi = 1 si et seulement si i ∈ S (c.-à-d. si i est matérialisée), xi = 0
sinon.
Pour toute vue i et pour toute requête j, yi,j = 1 si et seulement si i est utilisée
pour répondre à j et yi,j = 0 sinon.
En programmation linéaire, le problème s'écrit donc ainsi :
minimisons
∑
i
∑
j C(j, {i}) ∗ yi,j
en s'assurant que 1.
∑
i |i| ∗ xi ≤ b
2. ∀j∑i yi,j = 1
3. ∀i, j telles que C(j, {i}) 6= +∞, yi,j ≤ xi
4. xT = 1
La contrainte 1. garantit le fait que l'espace mémoire utilisé par les vues
matérialisées ne dépasse pas la taille b impartie. La contrainte 2. atteste qu'une
seule vue doit être utilisée pour répondre à une requête j particulière. Avec la
contrainte 3., nous assurons que si une vue i est utilisée pour répondre à une
requête j, alors i doit être matérialisée. La dernière contrainte nous impose de
matérialiser la table initiale T .
Il est bien connu que le problème de sélection de cuboïdes à matérialiser est NP-
Diﬃcile ([Harinarayan et al. 1996]) et nous ne pouvons donc pas espérer obtenir une
solution optimale dans un temps raisonnable. En eﬀet, le nombre de constantes à
considérer est exponentiel en nombre d'attributs.
5.1.2 L'algorithme pionnier
L'algorithme pionnier pour résoudre ce problème est celui proposé par
[Harinarayan et al. 1996]. Les auteurs proposent un algorithme approché dont le
principe est le suivant : la table de base du cube de données est, par défaut, matéri-
alisée, S = {T}. Ensuite, tant que l'espace mémoire n'est pas saturé, il suﬃt de
matérialiser la meilleure vue relativement à S. Une vue est considérée comme étant
la meilleure à un instant donné par rapport au bénéﬁce qu'elle pourrait apporter en
étant matérialisée. Le bénéﬁce est déﬁni comme suit :
Déﬁnition 5.1 (Bénéﬁce d'une vue) Soient v une vue du cube et S la sélection
déjà matérialisée (S contient au moins T ). Le bénéﬁce de v relativement à S est
donné par B(v, S) =
∑
w⊆v Bw où Bw = |u| − |v| avec w ⊆ u ∈ S (si |u| − |v| < 0,
alors Bw = 0).
En d'autres termes, si v permet de réduire les coûts d'évaluation de ses descen-
dants (v compris) par rapport à la solution actuelle, alors son bénéﬁce est strictement
positif et il suﬃt de sélectionner le cuboïde dont le bénéﬁce est le plus grand. Pour
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simpliﬁer l'explication de l'algorithme, la contrainte mémoire imposée n'est pas ex-
primée en terme d'occupation en bits ou octets mais en nombre de vues autorisées à
être matérialisées quelque soient leurs tailles. L'algorithme 2 permet de sélectionner
les k meilleures vues.
Algorithme 2: Sélection des k meilleures vues
1 S ← T ;
2 pour chaque i = 1 à k faire
3 S ← S ∪ {v} avec B(v, S) = maxu6∈S(B(u, S));
4 retourner S
Exemple Sélectionnons seulement 3 cuboïdes (en plus du cuboïde MPT ) sur
notre exemple pour constituer notre solution. Le tableau suivant donne l'évolution
des bénéﬁces et de la solution aux diﬀérentes itérations :
Itération 1 Itération 2 Itération 3
B(MP,S) = 1× 4 = 4 1× 3 = 3 1× 3 = 3
B(MT,S) = 0× 4 = 0 0× 3 = 0 0× 3 = 0
B(PT, S) = 1× 4 = 4 1× 4 = 4
B(M,S) = 2× 2 = 4
B(P, S) = 2× 2 = 4 2× 1 = 2 2× 1 = 2
B(T, S) = 1× 2 = 2 1× 1 = 1 0× 1 = 0
B(∅, S) = 3× 1 = 3 1× 1 = 1 1× 1 = 1
Arbitrairement, nous avons choisi, à la première itération de sélectionner M , puis,
à la seconde, PT qui avait alors le meilleur bénéﬁce et enﬁn, MP .
A chaque itération, nous choisissons donc le meilleur candidat mais le caractère
déﬁnitif de ce choix peut nous faire douter de la qualité de la sélection retournée.
Les auteurs déﬁnissent alors le gain apporté par une solution par rapport au cas où
seule la table d'origine est utilisée pour répondre à toutes les requêtes :
Déﬁnition 5.2 (Gain d'une solution) Le gain apporté par une solution S est
donné par G(S) = |Q| × |T | − C(S) où |Q| × |T | donne le coût de Q en utilisant T
et C(S) son coût sur S.
Exemple Nous avons S = {CMP,M,PT,MP} donc G(S) = 8× 4− (2× 4 + 4×
3 + 2× 2) = 8
Les auteurs montrent que la solution S retournée par l'algorithme approché
a un gain d'au moins 63% par rapport à la solution optimale S∗ (c.-à-d.
G(S)÷G(S∗) ≥ (e− 1)/e ≈ 63% où e est le nombre d'Euler) mais aussi que cette
borne théorique est, en pratique, diﬃcilement atteignable. En eﬀet, ils donnent
les cas dans lesquels l'algorithme est moins eﬃcace et la solution trouvée est
toutefois très proche de la solution optimale. Dans notre exemple, l'algorithme a
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bien retourné une solution optimale puisqu'aucune autre sélection de trois cuboïdes
n'a de gain plus grand.
La ﬁgure 5.1 (inspirée de l'exemple donné par [Karloﬀ & Mihail 1999]) exhibe
les points faibles de la méthode. Si nous souhaitons ne conserver que deux vues (en
plus de la vue A), l'algorithme approché commence par conserver la vue C puis, les
bénéﬁces des vues B et D étant identiques, il choisit, par exemple B. Nous avons
avec cette sélection, C(S) = 1297. Or, sélectionner les deux vues B et D permet de
diminuer davantage la somme des coûts puisque C(S∗) = 1000 mais nous obtenons
un gain inférieur.
A200
B100 C99 D100
E20 F20 G20 H20
Figure 5.1  Exemple où l'algorithme HRU est ineﬃcace
Que dire alors de cette méthode ? [Karloﬀ & Mihail 1999] montrent que, si P 6=
NP alors, la garantie des 63% de gain par rapport à la solution ne contenant que la
table de base ne donne aucune réelle garantie sur les coûts des requêtes. La mesure de
gain n'est donc pas appropriée pour assurer la bonne performance de chaque requête
vis-à-vis d'une solution qui minimise chaque coût. L'optimalité d'une solution doit
donc être déﬁnie en fonction d'une sélection remplissant au mieux les objectifs et
non relativement à la situation de départ où nous n'avons que T pour répondre aux
requêtes.
5.1.3 Améliorations et extensions
Plusieurs chercheurs ont alors révisé cette méthode. [Talebi et al. 2009] pro-
posent de trouver une solution optimale à ce problème en utilisant la programmation
linéaire. L'idée n'est pas nouvelle mais nous avons vu que, en pratique, elle n'était
pas envisageable du fait du grand nombre de variables à considérer. Les auteurs pro-
posent alors d'identiﬁer les vues qui n'appartiennent assurément pas à la solution
pour réduire au maximum l'espace de recherche :
Déﬁnition 5.3 (Espace de recherche réduit) Soient P (cube) l'ensemble des
cuboïdes du cube de données et Pr(cube) ⊆ P (cube) l'espace de recherche réduit.
La vue v ne doit pas être matérialisée si elle a une taille supérieure ou égale à la
somme des tailles de ses descendants. Plus formellement v ∈ P (cube) \ Pr(cube)⇒
|v| ≥∑u⊂v |u|.
En eﬀet, si la matérialisation d'une vue ne permet pas de réduire la somme des
coûts de toutes les requêtes pouvant s'y ramener, alors, il est préférable de ne pas
la stocker au proﬁt de tous ses descendants. Il est à noté cependant que cette règle
ne s'applique que lorsque l'espace mémoire est borné en terme d'occupation réelle
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et non en nombre de vues. Une fois l'espace de recherche restreint, l'utilisation de
méthodes de programmation linéaire peut être légitime.
[Huang et al. 2012] proposent une autre manière de déﬁnir l'espace de recherche
réduit en se basant sur la notion de bénéﬁce (déﬁnition 5.1). Ils montrent que les
vues ayant un bénéﬁce nul ne doivent assurément pas être matérialisées. En eﬀet, sur
notre exemple, dès la première itération de l'algorithme 2, la vue MT a un bénéﬁce
nul et, naturellement, il n'augmente pas lorsque la solution en cours S évolue. Il
n'est donc pas nécessaire de recalculer le bénéﬁce de cette vue à chaque itération,
ce qui réduit l'espace de recherche.
5.2 Avec garantie de performance
La contrainte est maintenant ﬁxée sur la performance et nous souhaitons ré-
duire au maximum la taille de l'ensemble à matérialiser. Nous devons alors déﬁnir
formellement cette contrainte :
Déﬁnition 5.4 (Facteur de performance ([Hanusse et al. 2011])) Soit q
une requête s'exécutant sur le cuboïde c. Alors le facteur de performance de q sur c
est donné par p = |c||q| ≥ 1.
Si p = 1 alors l'évaluation de q sur c a un coût optimal.
5.2.1 Déﬁnition du problème
Le problème est formulé ainsi : étant donnés une table T et un facteur de
performance p, quel est l'ensemble minimal de vues (en terme d'occupation
mémoire) à matérialiser en assurant que le coût de chaque requête ne dépasse pas
de plus de p fois son coût optimal ?
L'espace de recherche de la solution reste inchangé tout comme le modèle de
coût. Seule la solution optimale à ce problème est modiﬁée :
Déﬁnition 5.5 (Solution optimale avec garantie de performance) Une so-
lution S ⊆ P (cube) est optimale relativement au facteur de performance p si et
seulement si
1. chaque requête s'exécute sur S avec un facteur de performance p′ ≤ p,
2. il n'existe pas de solution plus petite en terme d'occupation mémoire que S qui
respecte la première condition.
Pour répondre au problème, il faut que chaque requête puisse s'exécuter avec
un facteur de performance au plus égal à celui ﬁxé préalablement. Une solution
naturelle serait alors de matérialiser tout le cube aﬁn de garantir une évaluation
optimale de toute les requêtes mais ce n'est pas réalisable en pratique, il faut donc
une sélection de taille minimale respectant la première contrainte. Bien entendu,
même formulé de cette manière, le problème n'en reste pas moins NP-Diﬃcile.
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5.2.2 Les méthodes
[Hanusse et al. 2009b] proposent de trouver une solution approchée à ce prob-
lème. La solution n'est pas optimale dans le sens où sa taille n'est pas minimale
mais la performance des requêtes est assurée. Ils procèdent ainsi :
1. Ils sélectionnent les cuboïdes de Q qui ne respectent pas la contrainte de
performance s'ils sont évalués à partir de T .
2. Ils matérialisent les plus grands relativement à ⊂.
3. Ils réitèrent cette méthode jusqu'à ce que toutes les requêtes puissent être
exécutées sans violer la contrainte p.
Les auteurs montrent que la solution ainsi obtenue est, au plus, p fois plus grande
(en terme d'occupation) que la solution optimale.
Exemple Fixons p = 1.5. Les cuboïdes M et P sont matérialisés à la première
itération. ∅ est ensuite matérialisé à la seconde itération. Sur notre exemple, S =
{MPT,M,P, ∅}, la solution est donc de taille 9.
Dans [Hanusse et al. 2011], ils étendent leurs travaux en constatant que la
sélection des cuboïdes qui ne garantissent pas la performance des requêtes peuvent
être assimilés à un espace de recherche restreint suﬃsant. Ils utilisent donc la
programmation linéaire pour trouver exactement la solution optimale.
Nous l'avons évoqué au chapitre précédent, le cube de données peut être vu rel-
ativement à ses cuboïdes ou à ses tuples. Le problème de la matérialisation partielle
est formulé dans la vision cuboïde du cube mais il peut être adapté à ses tuples.
Dans ce contexte, les méthodes de résumé sont également un moyen de garantir les
performances des requêtes. En eﬀet, par déﬁnition, un résumé donne une forme plus
sommaire de toutes les informations sans qu'aucune ne soit perdue. Les techniques
de cube condensé, cube quotient et cube clos qui sont, à notre avis, représentatives
du domaine sont détaillées dans la section 6.4.
5.3 Autres problèmes de matérialisation partielle
D'autres versions au problème de la matérialisation partielle ont été proposées,
faisons alors un rapide tour d'horizon des sujets traités (un état de l'art complet de
ces méthodes n'est pas réellement utile pour cette thèse puisque nous n'avons pas
traité ces problèmes et c'est pourquoi nous ne citerons que quelques travaux les plus
récents ou les plus pertinents pour simplement donner un aperçu de ce qui existe).
Sélection dynamique Nous avons considéré un ensemble Q de requêtes à opti-
miser mais cela semble bien utopiste de penser que cet ensemble est ﬁxé une
bonne fois pour toute. En eﬀet, il évolue au fur et à mesure des analyses et
du temps. Les approches développées par [Kotidis & Roussopoulos 1999] et
[Hose et al. 2009] proposent alors des solutions révisables pour être au plus
près des besoins de l'utilisateur. Un processus de mise à jour de la solution est
présenté alors que les travaux, plus statiques, devraient tout recalculer.
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Sélection des vues et leurs index Dès lors que l'espace mémoire disponible est
occupé par les vues matérialisées, il n'y a plus d'espoir d'optimiser encore
davantage les requêtes. C'est le constat qui a été fait par [Talebi et al. 2008]
et [Kormilitsin et al. 2007] notamment et c'est pourquoi ils prévoient le calcul
et le stockage des index au même moment qu'ils sélectionnent les vues. Ainsi,
ils obtiennent une solution des plus optimisée puisque, sans violer la contrainte
d'espace, ils disposent de vues matérialisées et de leurs index.
Contexte distribué Le temps où toutes les données étaient centralisées touche
vraisemblablement à sa ﬁn et il faut donc prévoir de nouvelles méthodes pour
répondre à ce cas là. [Bauer & Lehner 2003] et [Shukla et al. 2000] déﬁnissent
alors un nouveau modèle de coût en identiﬁant les nouvelles contraintes et
proposent donc une solution au problème.
D'autres travaux concernent la traduction des requêtes lorsque les vues
matérialisées sont utilisées. En eﬀet, il faut alors savoir quelles sont les vues les
mieux adaptées en terme de réponse mais aussi de temps. Citons l'algorithme
développé par [Pottinger & Halevy 2001] qui identiﬁe les variables et objectifs d'une
requête pour créer la meilleure combinaison de vues permettant d'y répondre. Plus
récemment, [Laurent & Spyratos 2011] utilisent les dépendances fonctionnelles pour
répondre le plus eﬃcacement aux requêtes puisqu'elles permettent de facilement
identiﬁer la vue à utiliser en spécialisant la requête. Dans le contexte distribué,
le paradigme MapReduce détaillé par [Nandi et al. 2011] permet de répartir les
calculs de requêtes sur les diﬀérents sites où sont stocker les informations pour en
extraire une réponse global.
Bien d'autres travaux concernant la sélection des vues, leurs utilisations ou leurs
maintenances mériteraient d'être cités mais ce chapitre ayant pour vocation à in-
troduire nos contributions, nous nous contenterons de ce bref aperçu. [Halevy 2001]
donne un état de l'art plus complet des enjeux autour de la matérialisation partielle.
Aussi, pour avoir une idée de la manière dont ces optimisations interviennent dans
les SGDBs actuels, [Bruno 2011] propose un état de l'art des diﬀérentes implémen-
tations et utilisations.
5.4 Conclusion
Il existe donc plusieurs manières de déﬁnir le problème de la matérialisation
partielle des cubes de données en fonction de la contrainte et des objectifs à prendre
en compte. Dans le prochain chapitre, nous étudions le problème consistant à
garantir les performances des requêtes en minimisant l'espace mémoire occupé par
la solution.
Nous déduisons de ces précédents travaux un manque évident de précision con-
cernant la nature des éléments à matérialiser. Certains sont sélectionnés mais nous
devons en comprendre la raison aﬁn de mieux identiﬁer ce que doit être la solution
optimale au problème. Nous allons donc nous attacher à caractériser formellement
cette solution. Nous verrons comment la connaissance des dépendances sert à
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résoudre le problème de la matérialisation partielle des cubes de données. En eﬀet,
elles nous permettent de clairement déﬁnir les éléments (cuboïdes ou tuples selon
le contexte) à sélectionner.
Nous avons noté qu'un cuboïde est étudié en fonction de ceux qui l'entourent :
les ancêtres permettent de garantir la performance et les descendants précisent son
bénéﬁce. Il ne doit pas être choisi relativement à un moment donné de l'exécution de
l'algorithme (problème observé sur la ﬁgure 5.1) mais plutôt grâce à ses propriétés
observées en fonction d'une conﬁguration initiale. De plus, cette analyse ne doit
pas être réduite à une comparaison avec la table initiale, tous les cuboïdes peuvent
apporter une information les uns par rapport aux autres. Ces enseignements tirés
de l'état de l'art guideront nos travaux détaillés au prochain chapitre.
Chapitre 6
Caractérisation de la solution
optimale
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Nous développons dans ce chapitre une technique basée sur les dépendances
fonctionnelles pour caractériser les cuboïdes qui composent la solution optimale
au problème de la matérialisation partielle avec garantie de performance. En eﬀet,
la dépendance X → A exprime le fait que le cuboïde X et son ancêtre X ∪ A
sont de même taille. Nous en déduisons qu'une requête portant sur X peut être
exécutée sur le cuboïde X ∪ A avec un facteur de performance (cf. déﬁnition 5.4)
égal à 1. Cette notion est étendue aux dépendances approximatives pour prendre
en compte un facteur de performance supérieur à 1 et également aux dépendances
conditionnelles aﬁn de sélectionner les tuples de la solution.
Nous avons considéré diﬀérents niveaux de granularité dans l'étude du cube
de données. Ceux-ci correspondent à deux types de requêtes à optimiser : celles
retournant un cuboïde complet et celles, avec clause WHERE, portant sur seulement
quelques tuples. Nous allons donc détailler notre solution dans ces deux cas de
ﬁgure aﬁn de donner une caractérisation des plus précise en fonction des besoins.
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Cette caractérisation, donnée par les dépendances fonctionnelles ou les dépen-
dances fonctionnelles conditionnelles, nous assure de l'optimalité de la solution mais
elle permet également un calcul eﬃcace de celle-ci. Nous proposons donc quelques
algorithmes permettant de trouver une solution optimale et cela dans un temps
raisonnable par rapport à la taille du cube de données. Nous donnons des méthodes
de calcul pour sélectionner les meilleurs éléments de manière exacte mais aussi
approchée puisque, malgré notre caractérisation, le problème a une complexité
exponentielle en nombre d'attributs.
Étant donné que nous avons clairement identiﬁé les propriétés des éléments à
matérialiser, nous comparons formellement les méthodes de résumé en uniformisant
le vocabulaire employé. Ainsi, nous pouvons tirer proﬁt de leurs diﬀérents atouts
pour améliorer encore le calcul de notre solution.
Nous commençons par le problème de sélection de cuboïdes complets que nous
raﬃnons par la suite pour traiter celui de la sélection de tuples.
6.1 Sélection de cuboïdes complets
Soit p un facteur de performance ﬁxé par l'utilisateur. Les requêtes considérées
sont du type SELECT X agr(M) FROM T GROUP BY X avec X ⊆ A et agr est une fonc-
tion d'agrégation sur la mesureM . Quels sont alors les cuboïdes à matérialiser pour
que chaque requête de ce type s'exécute avec un coût au plus p fois son coût optimal ?
Nous allons, dans un premier temps, déﬁnir les notions nécessaires à la recherche
d'une solution, puis nous décomposons le problème : nous étudions d'abord le cas
où p = 1 et ensuite, l'analyse est étendue au cas p > 1.
6.1.1 Déﬁnitions
Une requête ne peut être évaluée qu'à partir du cuboïde qui contient exactement
sa réponse ou à partir d'un cuboïde plus spéciﬁque (c.-à-d. un de ces ancêtres). Les
relations d'ordre que nous avons déﬁnies au chapitre 4 dans le treillis sont précisées
pour prendre en compte le facteur de performance.
Déﬁnition 6.1 (p_Ancêtre) Le cuboïde c′ est un p_ancêtre du cuboïde c si et
seulement si le coût d'évaluation d'une requête posée sur c′ ne dépasse pas de plus
de p fois le coût de cette même requête sur c : |c
′|
|c| ≤ p.
Exemple Sur notre exemple, le cuboïde PT est un 1_ancêtre de T et un
1.5_ancêtre de P puisque |PT | = |T | = 3 et |P | = 2.
Intuitivement, la solution que nous cherchons permet d'évaluer chaque requête
à partir d'un ancêtre matérialisé dont la taille ne dépasse pas p fois la taille du
résultat de la requête. Nous cherchons donc une solution p_optimale comme déﬁnie
ci-dessous :
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Déﬁnition 6.2 (Solution p_optimale) Une solution S est p_optimale si et
seulement si :
1. S est p_correcte : ∀q ∈ Q, C(q, S) ≤ p × |q| (c.-à-d. q ∈ S ou S contient un
p_ancêtre de q).
2. S est de taille minimale parmi toutes les solutions S′ p_correctes.
La première condition nous assure que la contrainte de performance est bien
respectée. La seconde condition précise l'optimalité en terme d'espace mémoire.
Pour calculer le facteur de performance d'une requête sur un de ses ancêtres, la
taille de l'ancêtre est divisée par la taille du résultat de la requête. Ce ratio de tailles
rappelle la condition de validité des dépendances fonctionnelles. C'est pourquoi elles
sont un outil fondamental pour la recherche de la solution. Nous utilisons la mesure
de force comme déﬁnie au chapitre 1 pour pouvoir envisager le cas p > 1 :
Déﬁnition 6.3 (DF approximative) Soient T une table déﬁnie sur l'ensemble
d'attributs A, X et Y deux sous-ensembles de A. T satisfait la dépendance fonc-
tionnelle X → Y avec une force f ≤ 1, noté T |= X →f Y , si et seulement si
|X|
|XY | = f où |X| est le nombre de tuples (ou la taille) de X et |XY | la taille de XY .
La DF X → Y est exacte si f = 1, sinon, elle est approximative.
Exemple T →1 P est la seule dépendance exacte de notre table. Les dépendances
approximatives M →2/3 P et P →0.5 T entre autres sont également vériﬁées.
Nous pouvons vériﬁer que pour tout X et tout Y ensembles d'attributs, T |=
X →f Y avec 1m ≤ f ≤ 1 où m est le nombre de tuples de T . Aussi, si T |= X →f Y
alors le cuboïde portant sur les attributs X∪Y est un p_ancêtre du cuboïde portant
sur X avec p ≤ 1/f . Ce lien entre p et f est prouvé par le lemme suivant :
Lemme 6.1 Y est un p_ancêtre de X si et seulement si T |= X →f Y ′ avec
Y ′ = Y \X et f ≥ 1p .
Preuve
Y p_ancêtre de X ⇔ |Y ||X| ≤ p (d'après la déﬁnition 6.1)
⇔ |X||Y | ≥
1
p
=
|X|
|XY | puisque X ⊂ Y donc Y = Y ∪X
⇔ X →f Y avec f = |X||XY | ≥
1
p
⇔ X →f Y ′ car Y = X ∪ Y ′ donc X ∪ Y = X ∪ Y ′.

L'ensemble des dépendances fonctionnelles permet donc d'identiﬁer les
p_ancêtres de chaque cuboïde.
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6.1.2 Solution 1_optimale
Pour qu'une solution soit 1_correcte, il faut que chaque requête soit évaluée avec
son coût minimal. Pour autant, tous les cuboïdes ne doivent pas nécessairement ap-
partenir à la solution. De la même façon que nous avons qualiﬁé les p_ancêtres d'un
cuboïdes, les dépendances fonctionnelles servent à préciser la nature des cuboïdes à
matérialiser :
Déﬁnition 6.4 (Cuboïde clos) X est clos si et seulement si ∀Y,X ⊂ Y ⇒ |X| <
|Y |. Autrement dit, tous les ancêtres de X ont une taille strictement supérieure à
celle de X, c.-à-d. X n'a pas de 1_ancêtre.
Exemple Dans notre exemple, |MT | = |MPT | et |T | = |PT |. Donc les cuboïdes
MT et T ne sont pas clos alors que tous les autres le sont.
Naturellement, tous les cuboïdes clos, ceux qui n'ont pas de 1_ancêtre, doivent
être matérialisés puisqu'ils ne peuvent pas être évalués à partir d'un ancêtre sans
violer la contrainte de performance. Cela est formalisé par la proposition suivante :
Proposition 6.1 Soient F1 l'ensemble des cuboïdes clos et S la solution 1_optimale
au problème de sélection de vues. Alors S = F1.
Preuve Supposons qu'il existe un cuboïde c ∈ S non clos. c est non clos donc il
existe un ancêtre c′ de c tel que |c| = |c′|. Le coût d'évaluation d'une requête sur c
est donc le même que le coût d'évaluation de la même requête sur c′. Il est donc
préférable de stocker uniquement c′ et non c puisque c′ permet de répondre à un
plus grand nombre de requêtes. Procédons de la même façon sur c′ s'il n'est pas clos
non plus et ainsi de suite. c n'appartient donc pas à S et tous les cuboïdes de S
sont des cuboïdes clos.
Supposons maintenant qu'il existe un cuboïde c clos qui n'appartient pas à S. Pour
évaluer une requête q posée sur c, il va donc falloir utiliser un ancêtre c′ de c
appartenant à S. Or, étant donné que c est clos, nous savons que ∀c′ ancêtre de c,
|c| < |c′| donc C(q, {c′}) > C(q, {c}). Nous en déduisons naturellement que S n'est
pas la solution 1_correcte si c 6∈ S.
Donc S contient tous les cuboïdes clos et uniquement ceux là. 
Exemple Nous avons encadré sur la ﬁgure 6.1 les cuboïdes de la solution
1_optimale. Tout en garantissant un coût minimal d'évaluation de chaque requête,
nous avons une sélection matérialisée de taille 15. Nous avons donc réduit de plus
d'un tier la taille du cube sans perdre en performance.
Voyons alors comment les dépendances fonctionnelles peuvent nous aider dans la
recherche des cuboïdes clos. Le lemme suivant montre qu'un cuboïde clos se déﬁnit
par sa fermeture (déﬁnition 1.9) :
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Figure 6.1  Solution 1_optimale.
Lemme 6.2 X est clos si et seulement si X+ = X.
Preuve ⇒ : si X est clos alors, par déﬁnition, ∀Y tel que X ⊂ Y on a |X| < |Y |
(X n'a pas de 1_ancêtre). Ainsi, |X||Y | < 1. D'où, X 6→1 Y et donc X+ = X.
⇐ : Si X+ = X alors @Ai tel que F |= X →1 Ai. Ainsi, ∀Ai, |X||XAi| < 1 et donc,
|X| < |XAi|. D'où X qui est clos par déﬁnition. 
Exemple Ceci conﬁrme donc que T n'est pas clos puisque nous savons que
Clientèle |= T →1 P et eﬀectivement, nous avons vu que |T | = |PT |.
Le théorème suivant présente la complexité de cette caractérisation :
Théorème 6.1 Le problème de la sélection d'une solution 1_optimale est NP-
Diﬃcile.
Preuve La proposition 6.1 montre que la solution 1_optimale correspond ex-
actement à l'ensemble des cuboïdes clos. Or, d'après le lemme 6.2, identiﬁer les
cuboïdes clos revient à extraire les dépendances fonctionnelles. Nous l'avons vu au
chapitre 2, ce problème est NP-Diﬃcile. 
La proposition suivante montre que la taille de la solution diminue lorsque p
augmente. De cette façon, si l'espace mémoire est borné, comme c'est la cas dans la
plupart des travaux antérieurs, nous pouvons augmenter progressivement la valeur
de p aﬁn de trouver une solution de taille raisonnable qui a le meilleur facteur de
performance possible relativement à celle-ci.
Proposition 6.2 Soient Sp une solution p_optimale et Sp′ une solution
p′_optimale avec p′ < p. Alors |Sp| ≤ |Sp′ |.
Preuve Soient QpSp et Q
p′
Sp′
l'ensemble des requêtes auxquelles il est possible de
répondre à partir de Sp sans violer la contrainte de performance p et à partir de
Sp′ avec une performance p′ respectivement. Puisque Sp′ et Sp sont des solutions
optimale, alors Qp
′
Sp′
et QpSp permettent de répondre à toutes les requêtes sur le
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cube. Sp étant une solution p_optimale, elle ne permet pas de répondre à toutes les
requêtes lorsque l'exigence sur p est plus stricte. Donc Qp
′
Sp
⊆ QpSp mais, à l'inverse,
Qp
′
Sp′
= P (cube) = QpSp′
et donc Sp′ est une solution p_correcte. Étant donné que
Sp est une solution p_optimale, il n'existe pas de solution p_correcte plus petite.
Ainsi, nous obtenons bien |Sp| ≤ |Sp′ |. 
Dans la section suivante, nous développons les outils déﬁnis jusque là pour car-
actériser une solution p_optimale.
6.1.3 Solution p_optimale
Pour réduire la taille de la sélection, le seul moyen est de relaxer la contrainte de
performance. Grâce aux dépendances fonctionnelles approximatives déﬁnies à l'aide
de la mesure de force (déﬁnition 6.3), nous pouvons étendre les notions de cuboïdes
clos et de fermetures comme suit :
Déﬁnition 6.5 (Cuboïde p_clos) Le cuboïde X est p_clos si et seulement si
∀Y ⊃ X, p× |X| < |Y | c.-à-d. X n'a pas de p′_ancêtre avec p′ ≤ p.
Déﬁnition 6.6 (p_Fermeture) Soit X un ensemble d'attributs. La p_fermeture
de X, notée X+p , est l'ensemble des attributs Ai tels que X →f Ai et f ≥ 1p . X est
p_clos si et seulement si X+p = X.
Exemple Fixons dans nos exemples p = 3/2. Nous avons entre autres M+3/2 =
MP , P+3/2 = MP,PT et T
+
3/2 = MP
+
3/2 = MT
+
3/2 = PT
+
3/2 = MPT . Le cuboïde ∅
est 3/2_clos.
Pour garantir la p_correction de la solution, tous les cuboïdes p_clos doivent
être matérialisés comme le prouve la proposition suivante :
Proposition 6.3 Soit S une solution p_optimale, alors Fp ⊆ S où Fp est l'ensem-
ble des cuboïdes p_clos.
Preuve Par déﬁnition, un cuboïde p_clos c ∈ Fp n'a pas d'ancêtre dont la
taille est moins de p fois supérieure à la sienne. Pour ne pas violer la contrainte
de performance, il est donc indispensable de matérialiser tous les cuboïdes p_clos. 
Exemple F3/2 = {∅,MPT} est l'ensemble des cuboïdes qui doivent nécessaire-
ment être matérialisés mais nous constatons rapidement que ce n'est pas suﬃsant.
En eﬀet, le plus petit ancêtre matérialisé de M est MPT mais l'évaluation d'une
requête portant sur M aurait alors un coût 2 fois plus élevé que le coût minimal. La
contrainte de performance est donc violer si seuls les cuboïdes p_clos sont matéri-
alisés.
6.1. Sélection de cuboïdes complets 67
La proposition suivante montre les liens qui existent entre les ensembles d'at-
tributs p_clos.
Proposition 6.4 ∀p, p′ tels que p′ ≤ p, Fp ⊆ Fp′ où Fp (resp. Fp′) est l'ensemble
des cuboïdes p_clos (resp. p′_clos).
Preuve Si un ensemble X d'attributs est p_clos alors aucun de ses ancêtres n'a
une taille inférieure à p fois sa taille. Puisque p′ ≤ p, alors X est également p′_clos
par déﬁnition. 
En eﬀet, il est facile de constater que si un cuboïde n'a pas d'ancêtre moins de
4 fois plus grand que lui par exemple, alors il n'a pas non plus d'ancêtre moins de
2 fois plus grand que lui. Alors, puisqu'un cuboïdes p_clos est aussi un cuboïde
1_clos, nous pouvons trouver une solution dans cet ensemble :
Proposition 6.5 Soit S une solution p_optimale. Alors il existe une solution S′
p_optimale telle que S′ ⊆ F1.
Preuve Soient c un cuboïde de S tel que c 6∈ F1 et c′ sa fermeture. Par déﬁnition,
c′ est un 1_ancêtre de c avec c′ ∈ F1 et donc |c| = |c′|. Soit Qpc l'ensemble des
requêtes auxquelles il est possible de répondre à partir de c sans violer la contrainte
de performance p (c.-à-d. c est un p_ancêtre de tous les cuboïdes de Qpc). Nous
avons q ∈ Qpc ⇒ q ⊆ c∧|q| ∗p ≥ |c| et donc naturellement q ⊆ c′∧|q| ∗p ≥ |c′| ce qui
implique q ∈ Qpc′ et plus généralement Qpc ⊂ Qpc′ . Puisque S est p_optimale, alors
c′ 6∈ S puisque, S\{c} est une solution p_correcte plus petite. Soit S′ = S\{c}∪{c′}.
Alors ∀q, C(q, S) = C(q, S′) et |S| = |S′|. En remplaçant ainsi tous les cuboïdes non
1_clos de S par leurs 1_fermetures, nous obtenons donc une solution p_optimale
contenant uniquement des cuboïdes 1_clos. 
Nous avons vu dans le chapitre précédent que, la première chose à faire pour
obtenir une solution optimale, est de réduire l'espace de recherche de la solution.
Pour trouver une solution p_optimale, il peut donc être réduit à l'ensemble des
cuboïdes 1_clos et la proposition 6.4 nous assure de la cohérence de la double
inclusion Fp ⊆ S ⊆ F1. Ainsi l'utilisation de la programmation linéaire peut être
envisagée pour trouver une solution p_optimale.
Exemple Pour obtenir une solution 3/2_correcte, il faut choisir entre les ensem-
bles minimaux {MP}, {M,PT} et {M,P} puisque tous ces cuboïdes sont 1_clos et
permettent de répondre à toutes les requêtes en respectant le facteur de performance
ﬁxé. {MP} ajouté à F3/2 donne une solution de taille 8, la taille minimale pour
respecter la contrainte de performance.
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∅1
M2 P2 T3
MP3 MT4 PT3
MPT4
Figure 6.2  Solution 3/2_optimale.
Avec la méthode proposée par [Hanusse et al. 2009a], nous avons trouvé S =
{MPT,M,P, ∅}. Les auteurs avaient bien identiﬁé que les requêtes portant sur les
cuboïdes M et P ne pouvaient pas être évaluées à partir MPT mais ils ont choisi
alors de les matérialiser sans considérer leur fermeture commune MP . Nous con-
statons donc par cet exemple l'intérêt d'utiliser les dépendances fonctionnelles pour
assurer la minimalité en terme de taille de la solution.
Une solution p_optimale contient donc tous les cuboïdes p_clos et d'autres à
choisir parmi les 1_clos. Une question reste alors ouverte : comment caractériser les
cuboïdes 1_clos d'une solution p_optimale ?
6.2 Sélection de tuples
Dans la section précédente, nous avons choisi de matérialiser ou non un cuboïde
dans son intégralité, c.-à-d. sans tenir compte des tuples qui les composent. Nous al-
lons aﬃner notre analyse à l'étude des tuples en examinant cette fois les dépendances
fonctionnelles conditionnelles. Considérons maintenant des requêtes contenant une
clause WHERE. Leurs réponses est donc le sous-ensemble d'un cuboïde et la perfor-
mance de la requête doit alors être réévaluée.
Exemple Avec p = 3/2, sur notre cube partiellement matérialisé de la ﬁgure 6.2,
intéressons nous au corps de métier m2 par la requête suivante :
SELECT Métier, SUM(V aleur) AS Total
FROM Clientèle
WHERE Métier = m2
GROUP BY Métier
Le résultat de cette requête correspond au tuple 〈m2, ALL,ALL, 70〉 de la ﬁgure 4.2,
soit un coût optimal de 1. A partir du cuboïde matérialisé MP , il faut lire les tuples
〈m2, p1, ALL, 20〉 et 〈m2, p2, ALL, 50〉 pour sommer les valeurs 20 et 50 et ainsi
obtenir le résultat. Cette requête a donc un coût de 2 sur notre sélection matérialisée
et la contrainte de performance n'est pas respectée.
L'étude des tuples à matérialiser est donc une réelle nécessité pour garantir le
respect de la contrainte de performance pour répondre à des requêtes comportant
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une clause WHERE. Nous allons dans un premier temps adapter les déﬁnitions détail-
lées dans le contexte des cuboïdes pour mieux appréhender les enjeux et diﬃcultés
liés à l'étude des tuples. Nous pourrons ensuite caractériser les solutions optimales.
6.2.1 Déﬁnitions
La solution au problème de la matérialisation partielle en se concentrant sur
l'analyse des tuples se déﬁnit comme la précédente : trouver un sous-ensemble de
tuples du cube de données tel que, quelque soit la requête q, son coût ne dépasse pas
de plus de p fois le coût minimale (c.-à-d. le nombre de tuples de la réponse) et ce
sous-ensemble contient le minimum de tuples pour respecter la première contrainte.
Nous faisons la distinction entre une solution p_optimale contenant uniquement
des cuboïdes complets et une autre pour laquelle des tuples sont sélectionnés. La
première est notée S alors que la seconde est notée S.
Nous l'avons vu dans le contexte des cuboïdes, pour pouvoir donner une carac-
térisation à la solution, il faut étudier les ancêtres. 〈m2, p1, ALL, 20〉 est un ancêtre
de 〈m2, ALL,ALL, 70〉 puisque nous avons bien une inclusion des domaines de déf-
inition Def(〈m2, ALL,ALL, 70〉) = M ⊂ MP = Def(〈m2, p1, ALL, 20〉) mais ici,
cet ancêtre seul n'est pas suﬃsant pour retrouver le résultat de la requête. Nous
avons donc besoin de déﬁnir un ensemble d'ancêtres pour préciser la performance
de la requête. Nous commençons par regrouper les tuples ancêtres qui appartiennent
à un même cuboïde :
Déﬁnition 6.7 (p_X_Ancêtre ) Soient τ un tuple et T l'ensemble de ses an-
cêtres appartenant à un cuboïde X ⊃ Def(τ). T est un p_X_ancêtre de τ si et
seulement si |T | ≤ p.
Exemple {〈m2, p1, ALL, 20〉, 〈m2, p2, ALL, 50〉} est un 2_MP_ancêtre de
〈m2, ALL,ALL, 70〉.
Pour évaluer une requête q sans clause WHERE, il suﬃt de sélectionner le plus
petit ancêtre de q qui soit matérialisé ou q lui-même s'il l'est et de lire complète-
ment ce cuboïde. Lorsque certaines conditions sont données pour q, il faut alors
choisir le plus petit X_ancêtre, T , mais cela suppose que tous les tuples de T sont
matérialisés pour obtenir le résultat global. Cependant, il serait restrictif de con-
sidérer un tuple par rapport aux ensembles auxquels il appartient pour choisir de
le matérialiser ou non. De plus, nous constatons qu'il n'est pas nécessaire que tous
les tuples d'un ensemble d'ancêtres T ′ soient dans le même cuboïde pour répondre
exactement à la requête. L'ensemble {〈m2, p1, ALL, 20〉, 〈m2, ALL, t3, 50〉}, par ex-
emple, donne le même résultat que le MP_ancêtre considéré précédemment. Nous
parlons alors plus généralement d'un ensemble ancêtre pour désigner un ensemble
de tuples répondant complètement à une requête. Cet ensemble est caractérisé par
sa taille comme formellement déﬁni ci-dessous :
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Déﬁnition 6.8 (p_Ensemble_ancêtre) Soient τ un tuple et T un ensemble de
tuples tel que ∀τ ′ ∈ T , τ ≺ τ ′. T est un ensemble_ancêtre de τ si et seulement si
l'union des T_ancêtres de chaque τ ′ ∈ T correspond exactement aux T_ancêtres
de τ où T est la table de base du cube de données. En d'autres termes, τ peut être
correctement calculé à partir de T si et seulement si τ et les tuples de T sont des
descendants du même ensemble de tuples de la table de base.
Si |T | ≤ p, alors T est un p_ensemble_ancêtre de τ .
Naturellement, chaque X_ancêtre est un ensemble_ancêtre. Nous n'étudions
que des ensembles_ancêtres minimaux, c.-à-d. ∀τ ′ ∈ T , T \ {τ ′} n'est pas un en-
semble_ancêtre.
Exemple {〈m2, p1, t2, 20〉, 〈m2, p2, t3, 50〉} est le MPT_ancêtre de τ =
〈m2, ALL,ALL, 70〉. Prenons τ1 = 〈m2, p1, ALL, 20〉  τ avec {〈m2, p1, t2, 20〉}
son MPT_ancêtre et τ2 = 〈m2, ALL, t3, 50〉  τ avec {〈m2, p2, t3, 50〉} son
MPT_ancêtre. Donc {τ1, τ2} est bien un 2_ensemble_ancêtre de τ .
La déﬁnition de p_ensemble_ancêtre relative à un seul tuple peut être étendue
à un ensemble de tuples : l'ensemble_ancêtre de q, une requête retournant plusieurs
tuples, est l'union des ensembles_ancêtres des tuples de q. Bien entendu, pour
chaque τi ∈ q, nous utilisons un seul, le plus petit, ensemble_ancêtre Ti. Donc
Tq =
⋃
τi∈q Ti et Tq est un p_ensemble_ancêtre de q si et seulement si
|Tq |
|q| ≤ p.
Comme précédemment, le coût d'une requête correspond au nombre minimum de
tuples matérialisés qu'il faut lire pour y répondre entièrement.
Nous avons utilisé les dépendances fonctionnelles pour caractériser les cuboïdes
à matérialiser. Dans le cas du choix des tuples à matérialiser, nous nous servons
des dépendances conditionnelles déﬁnies au chapitre 1. Nous déﬁnissons ces DFCs
approximatives comme suit :
Déﬁnition 6.9 (DFC approximative) Soient T une table déﬁnie sur l'ensemble
d'attributs A, X et Y deux sous-ensembles de A et τ un tuple déﬁni sur X. T
satisfait la dépendance fonctionnelle conditionnelle Xτ → Y 1 avec une force f , noté
T |= Xτ →f Y , si et seulement si 1|T | = f où T est le XY_ancêtre de τ .
Si f = 1 alors la DFC est exacte, sinon, elle est approximative.
Exemple Sur notre table Clientèle, nous avons, entre autres, les DFCs exactes
suivantes (comme sur la ﬁgure 4.4, pour réduire les notations des tuples, la valeur
ALL est remplacée par ∗ et nous avons omis la mesure) :
M〈m1,∗,∗〉 →1 P
P〈∗,p2,∗〉 →1 MT
T〈∗,∗,t1〉 →1 MP
T〈∗,∗,t2〉 →1 P
T〈∗,∗,t3〉 →1 MP
1. Nous n'utilisons pas la notation décrite dans la première partie car celle-ci nous parait plus
parlante pour l'usage qui en sera fait.
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Malgré un contexte légèrement diﬀérent, l'intuition que les mêmes outils peuvent
être utilisés dans la recherche d'une sélection de cuboïdes ou de tuples est palpable.
Déﬁnissons alors la p_fermeture d'un tuple :
Déﬁnition 6.10 (p_Fermeture d'un tuple) La p_fermeture du tuple τ , notée
τ+p , est l'ensemble de ses p_ensembles_ancêtres.
Il est à noter que nous considérons seulement les DFCs constantes. Avec Fcf
l'ensemble des DFCs valides sur T ayant une force supérieure ou égal à f , si
Xτ →f Y ∈ Fcf alors τ a un p_XY_ancêtre avec p = 1/f . Ces DFCs permettent
donc de facilement préciser les performances des X_ancêtres de chaque tuple et de
calculer sa 1_fermeture.
Comme dans le contexte des cuboïdes, la p_fermeture d'un tuple permet de le
caractériser :
Déﬁnition 6.11 (Tuple p_clos) Un tuple τ est p_clos si et seulement si @T tel
que T est un p′_ensemble_ancêtre de τ avec p′ ≤ p c.-à-d. τ+p = {τ}.
Exemple Soit F t1 l'ensemble des tuples 1_clos. Pour notre table
Clientèle, sans compter les tuples de la table MPT qui sont na-
turellement 1_clos puisqu'ils n'ont aucun ancêtre, nous avons F t1 =
{〈ALL,ALL,ALL, 110〉, 〈m2, ALL,ALL, 70〉, 〈ALL, p1, ALL, 60〉, 〈m1, p1, ALL, 40〉,
〈ALL, p1, t2, 50〉}.
Maintenant que les bases sont posées, comme précédemment, nous commençons
par étudier la solution 1_optimale aﬁn d'en donner une caractérisation puis, nous
étendrons ces résultats à la recherche d'une solution p_optimale.
6.2.2 Solution 1_optimale
Sans surprise, étant donnée l'analyse qui a été faite dans le contexte de la matéri-
alisation partielle de cuboïdes, la solution 1_optimale est unique et elle correspond
exactement à l'ensemble des tuples 1_clos, F t1.
Proposition 6.6 Soient F t1 l'ensemble des tuples 1_clos et S la solution
1_optimale. Nous avons S = F t1.
Preuve Montrons dans un premier temps l'inclusion F t1 ⊆ S. Soit τ ∈ F t1 et
τ 6∈ S. Par déﬁnition, puisque τ est 1_clos, il n'a pas de 1_ensemble_ancêtre.
Nous ne pouvons donc pas évaluer une requête contenant τ à partir de S sans violer
la contrainte de performance. Ainsi, S n'est pas 1_correcte si elle ne contient pas
tous les tuples de F t1.
Prouvons maintenant l'inclusion inverse S ⊆ F t1. Soit τ ∈ S et τ 6∈ F t1. Puisque τ
n'est pas 1_clos, alors il a au moins un 1_ensemble_ancêtre T = {τ ′}. Si τ ′ ∈ S
alors cette solution n'est pas optimale étant donné que S \ {τ} est 1_correcte et
a une taille plus petite. Supposons alors que τ ′ n'est pas matérialisé. Alors, pour
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garantir la 1_correction de S, τ ′ doit avoir un 1_ensemble_ancêtre T ′ = {τ ′′} qui
est donc également un 1_ensemble_ancêtre de τ . Là encore, S n'est pas de taille
minimale si elle contient un tuple non 1_clos. 
Exemple La sélection optimale de tuples de notre table Clientèle est donnée par
la ﬁgure 6.3, ce sont les tuples en gras. Nous avons également encadré en gras les
cuboïdes complets de la solution 1_optimale que nous avions choisie de matérialiser
précédemment.
MPT
〈m1, p1, t1, 10〉
〈m1, p1, t2, 30〉
〈m2, p1, t2, 20〉
〈m2, p2, t3, 50〉
MP
〈m1, p1, ALL, 40〉
〈m2, p1, ALL, 20〉
〈m2, p2, ALL, 50〉
MT
〈m1, ALL, t1, 10〉
〈m1, ALL, t2, 30〉
〈m2, ALL, t2, 20〉
〈m2, ALL, t3, 50〉
PT
〈ALL, p1, t1, 10〉
〈ALL, p1, t2, 50〉
〈ALL, p2, t3, 50〉
M
〈m1, ALL,ALL, 40〉
〈m2, ALL,ALL, 70〉
P
〈ALL, p1, ALL, 60〉
〈ALL, p2, ALL, 50〉
T
〈ALL,ALL, t1, 10〉
〈ALL,ALL, t2, 50〉
〈ALL,ALL, t3, 50〉
∅
〈ALL,ALL,ALL, 110〉
Figure 6.3  Solutions 1_optimales.
Sur l'exemple précédent, les tuples 1_clos appartiennent tous aux cuboïdes
1_clos. La proposition suivante exprime formellement l'étroite relation qui existe
entre la solution 1_optimale S contenant des cuboïdes complets et la solution
1_optimale S pour laquelle nous avons sélectionné les tuples.
Proposition 6.7 Soient S la solution 1_optimale trouvée en sélectionnant des tu-
ples et S les tuples de la solution 1_optimale trouvée en sélectionnant des cuboïdes
complets. Alors S ⊆ S.
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Preuve Soit τ 6∈ S un tuple du cuboïde c. D'après la proposition 6.1, S = F1, donc
c n'est pas 1_clos et, par déﬁnition, ∃c′ ⊃ c tel que |c| = |c′|. Donc le c′_ancêtre
de τ ne contient qu'un seul tuple et donc, par déﬁnition, τ n'est pas 1_clos et en
conséquence, τ 6∈ S. 
Notons alors que S, en plus de réduire la taille de la solution consistant à
matérialiser les cuboïdes complets, permet de répondre aux requêtes avec clause
WHERE ce qui n'était pas le cas de la précédente. Il est donc préférable, en terme
d'espace mémoire, de sélectionner les tuples et non les cuboïdes lorsque p est ﬁxé à
1 et cela quelque soit le type de requête à traiter.
En revanche, nous avons vu que la solution 3/2_optimale composée de cuboïdes
complets n'est pas une solution 3/2_correcte lorsque nous considérons les requêtes
avec clause WHERE. Nous devons alors chercher à caractériser précisément cette so-
lution 3/2_optimale.
6.2.3 Solution p_optimale
Naturellement, pour avoir une solution p_correcte, nous devons matérialiser tous
les tuples qui n'ont pas de p_ensemble_ancêtre, c.-à-d. les tuples p_clos.
Proposition 6.8 Soit S une solution p_optimale, alors F tp ⊆ S avec F tp l'ensemble
des tuples p_clos.
Preuve Soit τ un tuple p_clos (τ ∈ F tp). τ est nécessairement matérialisé pour
assurer la p_correction de S puisqu'il n'a pas de p_ensemble_ancêtre. 
Exemple Dans le contexte des tuples, il est absurde de rechercher les tuples p_clos
si p n'est pas un entier naturel. En eﬀet, à un tuple, ne peut être associé que des
ensembles_ancêtres ayant une taille t ∈ N. Notre exemple étant trop minimaliste,
seuls les tuples de la table Clientèle sont p_clos avec p ≥ 2.
Bien entendu, la proposition d'inclusion des ensembles clos donnée dans le con-
texte des cuboïdes (proposition 6.4) est vraie dans l'analyse des tuples clos, nous
avons bien F tp′ ⊆ F tp si p′ > p. Nous aboutissons donc à la même conclusion que
dans le contexte de la matérialisation de cuboïdes complets, à savoir : il existe une
solution p_optimale composée uniquement de tuples 1_clos :
Lemme 6.3 Soient S une solution p_optimale et τ ∈ S avec τ 6∈ F t1. Alors S ′ =
S \ {τ} ∪ τ+1 est une solution p_optimale.
Preuve Soient τ ∈ S un tuple tel que τ 6∈ F t1 et τ ′ ∈ F t1 un élément de sa
1_fermeture. Puisque S est p_optimale, τ ′ 6∈ S. Donc si τ ′ est matérialisé à la
place de τ dans S ′, alors naturellement |S ′| = |S|.
Soit q une requête qui utilise τ , nous avons C(q,S ′) = C(q,S). Donc, puisque la
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performance des requêtes est garantie et que nous assurons que la taille n'a pas
ainsi augmenté, S ′ ⊆ F t1 est bien une solution p_optimale. 
Exemple Nous avons vu que notre table Clientèle ne contient aucun tuple 2_clos
autre que ceux de la table de base. Pour autant, leur matérialisation ne suﬃt pas
à donner une solution 2_correcte. La ﬁgure 6.4 montre les solutions 2_optimales
avec, en gras, les tuples matérialisés et nous avons encadré d'un trait plus épais la
solution 2_optimale calculée sur les cuboïdes complets.
MPT
〈m1, p1, t1, 10〉
〈m1, p1, t2, 30〉
〈m2, p1, t2, 20〉
〈m2, p2, t3, 50〉
MP
〈m1, p1, ALL, 40〉
〈m2, p1, ALL, 20〉
〈m2, p2, ALL, 50〉
MT
〈m1, ALL, t1, 10〉
〈m1, ALL, t2, 30〉
〈m2, ALL, t2, 20〉
〈m2, ALL, t3, 50〉
PT
〈ALL, p1, t1, 10〉
〈ALL, p1, t2, 50〉
〈ALL, p2, t3, 50〉
M
〈m1, ALL,ALL, 40〉
〈m2, ALL,ALL, 70〉
P
〈ALL, p1, ALL, 60〉
〈ALL, p2, ALL, 50〉
T
〈ALL,ALL, t1, 10〉
〈ALL,ALL, t2, 50〉
〈ALL,ALL, t3, 50〉
∅
〈ALL,ALL,ALL, 110〉
Figure 6.4  Solutions 2_optimales.
La preuve de la proposition 6.2 concernant les tailles des solutions lorsque p est
modiﬁé s'adapte naturellement aux cas des solutions construites en sélectionnant
les tuples et nous avons bien |Sp| ≤ |Sp′ | où Sp et Sp′ sont respectivement des
solutions p et p′_optimales avec p′ < p.
Maintenant que nous avons caractérisé les solutions et que nous savons exacte-
ment ce que nous cherchons, nous sommes en mesure de proposer des algorithmes
permettant de trouver ces solutions.
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6.3 Algorithmes
Nous avons ﬁxé les fondements théoriques permettant de caractériser les so-
lutions optimales au problème de la matérialisation partielle en sélectionnant des
cuboïdes mais aussi des tuples. Voyons alors concrètement comment trouver cette
solution. Nous n'allons parler ici que de cuboïdes mais, étant donné que les cuboïdes
ou les tuples des solutions ont les mêmes caractéristiques, les mêmes méthodes peu-
vent être utilisées en considérant les tuples plutôt que les cuboïdes.
6.3.1 Solution exacte
Nous l'avons vu, une solution 1_optimale est composée de tous les cuboïdes
1_clos et l'espace de recherche d'une solution p_optimale peut être restreint à ces
cuboïdes. Commençons alors par les identiﬁer grâce à l'algorithme 3 en ﬁxant p = 1
puis, il suﬃra de faire varier p.
Algorithme 3: Sélection des cuboïdes p_clos
Entrée : p
1 Fp ← T ;
2 pour chaque cuboïde c ∈ Q faire
3 clos← vrai ;
4 pour chaque c′ ∈ P (cube) parent de c et clos = vrai faire
5 si |c| × p ≥ |c′| alors
6 clos← faux ;
7 si clos = vrai alors
8 Fp ← Fp ∪ {c} ;
9 retourner Fp
Description de l'algorithme 3 :
Puisque la table de base, T , n'a pas d'ancêtre, elle est ajoutée directement à
l'ensemble des cuboïdes p_clos, Fp (ligne 1). Nous avons considéré que toutes les
requêtes sont équiprobables, l'ensemble des requêtes à optimiser, Q, est donc égal
à l'ensemble des 2n cuboïdes du cube, ici Q = P (cube) mais cela ne coûtait rien
d'ajouter cette distinction pour anticiper les besoins. Nous savons que tout cuboïde
a une taille inférieure ou égale à celle de ses parents donc il n'est pas nécessaire
de regarder la taille de tous les ancêtres plus haut dans le treillis pour savoir si
le cuboïde en question est clos ou non. Il est ajouté à Fp si il n'existe aucun p_parent.
Nous l'avons vu avec le théorème 6.1, le problème de sélection des cuboïdes
clos est NP-Diﬃcile et nous n'avons donc aucun espoir de le résoudre en temps
polynômial. Cet algorithme a une complexité en O((2n−1)×(m+n)) puisque, pour
chaque cuboïde autre que la table d'origine, nous devons calculer sa taille (c.-à-d.
parcourir les m lignes de la table T pour en supprimer les doublons relativement
aux attributs du cuboïde considéré) puis la comparer avec celles de ses parents
(∅ a n parents). En pratique, nous calculons les tailles des n enfants de T (c.-à-d.
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ceux du niveau inférieur) en parcourant ses m lignes mais chacun d'eux n'a qu'un
seul parent avec qui comparer sa taille. Ensuite, nous nous intéressons à leurs
descendants directs mais leurs tailles peuvent être calculées à partir des projections
de leurs parents à condition que celles-ci soient stockées et il suﬃt de ne lire que
m′ ≤ m lignes. Chacun d'eux n'a que 2 parents et ainsi de suite. La complexité
donnée est donc une borne très largement supérieure à la complexité réelle, au
moins en ce qui concerne le nombre de parents mais quoi qu'il en soit, les 2n − 1
cuboïdes du treillis doivent être considérés.
Rappelons que, grâce au lemme 6.2 et à la déﬁnition 1.9, les cuboïdes clos peu-
vent être obtenus avec l'aide des dépendances fonctionnelles. Nous proposons alors
l'algorithme 4 pour identiﬁer ces cuboïdes à partir de l'ensemble Ff de toutes les
DFs de force f ′ ≥ f = 1/p valides et non triviales sur la table (Ff est construit de
sorte que chaque partie gauche soit unique, c.-à-d. ϕ ∈ Ff si et seulement si ϕ est
de la forme X → X+p \X).
Algorithme 4: Sélection des cuboïdes clos à partir de Ff
Entrée : Ff
1 Fp ← P (cube);
2 pour chaque X → Y ∈ Ff faire
3 Fp ← Fp \ {X} ;
4 retourner Fp
Description de l'algorithme 4 :
Le principe de l'algorithme est très simple : si l'ensemble d'attributs d'un cuboïde
intervient dans la partie gauche d'une DF, alors il n'est pas p_clos. Une fois que
toutes les DFs sont passées en revue, il ne reste, dans Fp, que les cuboïdes p_clos.
En construisant Ff de cette manière, nous avons au maximum 2n − 2 DFs non
triviales (seuls les cuboïdes aux sommets du treillis, A et ∅, sont clos).
Il est naturel de penser que, en pratique, les risques sont faibles de rencontrer ce cas
extrême et que, de ce fait, la complexité réelle est plutôt linéaire en |Ff | puisque
cela revient à tester si une dépendance est impliquée par Ff comme l'expliquent
[Abiteboul et al. 1995]. Cependant, nous avons considéré Ff comme acquis, or, sa
préparation est coûteuse. En eﬀet, nous avons vu dans la partie précédente que la
mesure de force n'est pas monotone donc, seul un algorithme naïf est en mesure de
calculer cet ensemble et sa complexité est en O(2n × (m + n)). En revanche, pour
trouver une solution 1_optimale, cette méthode est préférable puisque nous avons
mis en place, précédemment, des algorithmes eﬃcaces pour calculer F1.
Nous avons maintenant trouvé la solution 1_optimale, F1. Nous avons également
identiﬁé les cuboïdes p_clos, Fp, et, puisque l'espace de recherche peut être réduit à
F1, nous pouvons envisager de trouver une solution p_optimale de manière exacte
en utilisant les techniques de programmation linéaire décrites par [Li et al. 2005].
Rappelons tout d'abord quelques notations pour décrire formellement le problème :
C(i, {j}) est le coût de la requête i sur la vue j,
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xj est égal à 1 si le cuboïde j est matérialisé, et 0 sinon,
yij dénote le fait que le cuboïde j est utilisé pour évaluer la requête i, il est égal à
1 dans ce cas et à 0 sinon.
Minimisons
∑
i |i| × xi
en s'assurant que ∀i, j, C(i, {j})× yij × xj ≤ p× |i| (1)
∀i, ∑j yij × xj ≥ 1 (2)
Pour qu'une solution soit optimale, elle doit être la plus petite possible, c'est
notre paramètre à minimiser. La première contrainte concerne la performance des
requêtes : si une vue j est utilisée pour répondre à la requête i, yij = 1, alors
j doit être un p_ancêtre matérialisé de i. Pour garantir ensuite la cohérence de
la solution, il est établi que toute requête doit être évaluée à partir d'un cuboïde
matérialisé (contrainte 2). Nous obtenons ainsi la solution p_optimale recherchée.
Exemple Rappelons que F1 = {MPT,MP,PT,M,P, ∅}. Pour plus de lisibilité,
notons 1 le cuboïde MPT , 2 le cuboïde MP , etc. et 6 le cuboïde ∅. Voici le code
donné au solveur lp-solve 2 pour trouver une solution 3/2_optimale :
/∗ Minimisation de l'occupation mémoire : ∗/
Min : 4× x1 + 3× x2 + 3× x3 + 2× x4 + 2× x5 + 1× x6 ;
/∗ Contrainte (2) : ∗/
y11 × x1 ≥ 1 ;
y21 × x1 + y22 × x2 ≥ 1 ;
y31 × x1 + y33 × x3 ≥ 1 ;
y42 × x2 + y44 × x4 ≥ 1 ;
y52 × x2 + y55 × x5 ≥ 1 ;
y66 × x6 ≥ 1 ;
/∗ Déclaration des variables : ∗/
bool x1, x2, x3, x4, x5, x6 ;
bool y11, y21, y22, y31, y33, y42, y44, y52, y55, y66 ;
La contrainte (1) a été combiné à la seconde puisque, au lieu de considérer tous les
yij possibles, pour une requête i donnée, les cuboïdes j pour y répondre sont unique-
ment ses p_ancêtres. Cela nécessite donc un pré-calcul de notre part mais réduit le
nombre de variables à considérer.
Bien évidemment, la solution retournée est la solution 3/2_optimale S =
{CMP,MP, ∅}.
6.3.2 Solution approchée
Malgré notre caractérisation et les pré-calculs facilitant le travail du solveur
en réduisant l'espace de recherche et les contraintes et donc, diminuant le nombre
de variables, trouver une solution p_optimale peut être laborieux. Nous voyons
bien que le nombre de variables à considérer (16 sur notre exemple pourtant très
simple) est rapidement trop important pour espérer obtenir une solution p_optimale
dans un temps raisonnable. Nous proposons alors l'algorithme 5 qui trouve une
2. www.lpsolve.com
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solution p_correcte même si sa taille n'est pas minimale. Il se base sur l'algorithme
de recherche de l'ensemble couvrant de poids maximal. En eﬀet, ces deux problèmes
sont liés : il suﬃt de considérer chaque cuboïde 1_clos du treillis comme étant
un n÷ud d'un graphe biparti orienté qui couvre l'ensemble des requêtes trouvant
leurs réponses sur celui-ci. Nous cherchons donc à matérialiser un ensemble de taille
minimale pour couvrir toutes les requêtes. Ce problème est également NP-Diﬃcile
mais [Chvatàl 1979] propose une solution approchée dont la taille est au plus log(d)
fois plus grande que la solution p_optimale où d est le degré sortant maximal.
Exemple La ﬁgure 6.5 donne le graphe biparti sur lequel nous cherchons un en-
semble couvrant de poids maximal.
Candidats 1_clos
Cuboïdes couverts
MPT MP PT M P ∅
MPT MP PT M P ∅
Figure 6.5  Graphe permettant de trouver une solution approchée.
Nous ﬁxons le poids d'un candidat c au nombre de cuboïdes couverts en respec-
tant p divisé par la taille de c. Ainsi, un candidat de petite taille qui permet de
répondre à beaucoup de requêtes a un poids relativement grand (il a donc de grande
chance d'être sélectionné) par rapport à un candidat couvrant peu de requêtes ou
dont la taille est plus grande.
Algorithme 5: Ensemble couvrant de poids maximal : une solution approchée
1 S ← Ff ;
2 candidats← F1 \ Fp ;
3 requetes← F1 \ QpFp ;
4 tant que requetes 6= ∅ faire
5 pmax ← 0 ;
6 pour chaque cuboïde c ∈ candidats faire
7 poids← |Qpc ∩ requetes| ÷ |c| ;
8 si poids > pmax alors
9 pmax ← poids ;
10 C ← c ;
11 S ← S ∪ {C} ;
12 candidats← candidats \ {C} ;
13 requete← requetes \ QpC
14 retourner S
Description de l'algorithme 5 :
Initialement, la solution S contient tous les cuboïdes p_clos (ligne 1). Les candidats
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à la matérialisation sont les cuboïdes de l'ensemble F1 \ Fp (ligne 2) et l'ensemble
des requêtes à couvrir correspond à F1 \ QpFp (ligne 3). Il n'est pas nécessaire de
considérer toutes les requêtes mais seulement celles-ci puisque les cuboïdes qui ne
sont pas 1_clos sont couverts de la même manière que leurs fermetures dans F1
et celles auxquelles nous pouvons répondre à partir d'un cuboïde p_clos sont déjà
couverte par la solution.
Tant qu'il reste des requêtes à couvrir, nous calculons le poids de chaque candidat et
celui qui a un poids maximal est sélectionné (ligne 10). Il est ensuite ajouté à S (ligne
11) et supprimé de l'ensemble candidats (ligne 12). Nous supprimons également les
requêtes ainsi couvertes (ligne 13).
Exemple Pour trouver une solution 3/2_optimale, nous avons initialement S =
{MPT, ∅}, candidats = {MP,PT,M,P} et requetes = {M,P}. A la première
itération de la boucle tant que, nous avons poids(MP ) = 2/3, poids(PT ) = 1/3 et
poids(M) = poids(P ) = 1/2. MP est donc ajouté à S vidant ainsi l'ensemble des
requêtes restant à couvrir et mettant ﬁn au programme. Ici, la solution retournée
est une solution optimale mais nous pouvions seulement garantir que sa taille ne
dépasserait pas log(3) fois la taille de la solution optimale.
Si tous les cuboïdes sont 1_clos et aucun n'est p_clos (sauf le cuboïde de base
bien entendu) alors, à la ligne 2, candidats contient 2n− 1 éléments. À chaque tour
de la boucle tant que(lignes 4 à 13), nous supprimons entre 1 et n − 2 éléments
de l'ensemble requetes, soit en moyenne, n ÷ 2 (si le candidat est au niveau 1
du treillis, il n'a qu'un seul descendant, ∅, et s'il est au niveau n − 1, il a n − 2
descendants). Il y a donc environ (2n − 1)÷ n/2 = (2n+1 − 2)÷ n tours de boucle.
Pour chacun, tous les éléments restants ainsi que leurs descendants sont considérés,
nous avons donc une boucle pour de taille inférieure à |candidats| × (n − 2) où
n− 2 est le nombre maximum de descendants dans l'espace de recherche.
Cet algorithme a donc une complexité exponentielle en nombre d'attributs mais
il est facile de voir que l'utilisation de cette méthode est tout de même judicieuse
étant donné le nombre de variables à considérer pour trouver une solution exacte.
6.3.3 Expérimentations
Aﬁn d'évaluer la qualité de notre algorithme approché, nous devons comparer la
solution retournée avec la solution exacte. Pour ce faire, nous avons utilisé le solveur
lp-solve. Il s'est avéré (et ce n'est pas surprenant étant donné le grand nombre de
variables à considérer) qu'il est impossible de terminer l'exécution dans des temps
raisonnables (inférieurs à 4h) quand le nombre de dimensions est important. Nous
avons donc restreint leur nombre à 7 et, dans ses conditions, notre algorithme
s'exécute de façon quasi instantanée.
Soit S∗ la solution optimale retournée par lp-solve. Notre caractérisation nous
permet d'aﬃrmer que S∗ = Fp ∪ s où Fp est l'ensemble des éléments p_clos et s un
ensemble d'éléments 1_clos. Notre approximation, trouvée grâce à l'algorithme 5 de
recherche de l'ensemble couvrant de poids maximal ne porte que sur s. Rappelons
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que d est le degré maximal du graphe décrit plus haut. Nous trouvons donc une
log(d)-approximation de s.
Pour nos tests, nous comparons la taille de notre solution approchée à celle de la
solution p_optimale lorsque le facteur de performance, p, augmente. Nous notons
également, la taille occupée par les p_clos aﬁn d'interpréter au mieux nos résultats
et pour apprécier l'utilité de notre caractérisation dans l'élagage de l'espace de
recherche.
Cas d'étude 1 :
Nous étudions un premier cube dans lequel il y a très peu de dépendances fonction-
nelles à utiliser. Il s'agit du jeu de données US Census 1990 (kdd.ics.uci.edu) que
nous avons tronqué aﬁn d'obtenir un cube à 7 dimensions. Le cube a 362275 lignes
et tous les cuboïdes sont 1_clos.
Nous constatons (ﬁgure 6.6) que ses 128 cuboïdes sont également 1.5_clos, c'est
pourquoi, lorsque p = 1.5, nous trouvons la solution 1.5_optimale. Dans cet exem-
ple, notre solution approchée se révèle être la solution optimale lorsque p < 3. En
eﬀet, dans ces cas là, l'espace de recherche comporte au maximum 10 cuboïdes à
couvrir.
Ensuite cependant, nous notons une importante chute du nombre de p_clos ce qui
explique pourquoi les courbes représentant notre solution et la solution optimale
commencent à se distinguer plus clairement.
1.5 2 2.5 3 3.5 4
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) Solution Approchée
Solution p_optimale
Cuboïdes p_clos
Figure 6.6  Expérimentations sur le premier cube à 7 dimensions
Cas d'étude 2 :
Dans cet exemple tiré du jeu de données wisconsin breadth cancer data
(archive.ics.uci.edu/ml/machine-learning-databases/breast-cancer-wisconsin/)
auquel 4 dimensions ont été supprimées aﬁn de n'en avoir plus que 7, l'ensemble
des dépendances fonctionnelles approximatives à exploiter est plus riche que sur
l'exemple précédent. Le nombre de p_clos est donc beaucoup moins signiﬁcatif ce
qui implique que nous avons un espace de recherche plus important. Cela explique
le fait que nos résultats sont moins proches, en terme d'occupation mémoire, de la
solution optimale que précédemment. Le cube a 22494 lignes et 126 1_clos.
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L'espace de recherche étant naturellement plus grand, le solveur lp-solve considère
un grand nombre de variables et prend donc plusieurs heures pour s'exécuter
notamment lorsque p ≥ 2 alors que notre algorithme retourne une solution après
seulement quelques secondes.
Il est à noter cependant, sur la ﬁgure 6.7, que la somme des tailles des p_clos et
celle de la solution globale décroissent en suivant sensiblement le même coeﬃcient
lorsque p augmente. Ceci n'est pas surprenant puisque, lorsque la valeur de p
augmente, nous pouvons nous permettre d'utiliser des cuboïdes situés plus haut
dans le treillis donc d'en stocker moins. Cela illustre donc la proposition 6.2. De
plus, les trois courbes restent relativement "parallèles". Le fait d'avoir plus de
dépendances fonctionnelles à considérer implique que le nombre de descendants de
chaque cuboïde devient considérable (déjà un maximum de 45 descendants 1_clos
lorsque p = 1.5 et jusqu'à 92 pour p = 4). Notre approximation se basant sur
ce nombre, il est tout à fait prévisible d'observer de moins bons résultats sur cet
exemple que dans le précédent.
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Figure 6.7  Expérimentations sur le second cube à 7 dimensions
Nous voyons donc sur ces deux exemples que essentiellement deux facteurs sont
à prendre en compte pour évaluer l'eﬃcacité de cette approximation :
 Le temps d'exécution : quelle que soit la taille de l'espace de recherche, il est
de l'ordre de la seconde pour un cube à 7 dimensions avec l'algorithme 5. En
revanche, il faut parfois attendre plusieurs heures avant d'avoir la solution
optimale avec lp-solve puisque le nombre de variables inﬂue sur la diﬃculté
du calcul.
 Le nombre de dépendances fonctionnelles à considérer : lorsque ce nombre est
faible, notre résultat est très proche de l'optimal puisque l'espace de recherche
et le nombre de descendants sont négligeables. Cependant, lorsque ce nombre
augmente, notre solution est plus "éloignée" de l'optimale même si elle reste
très acceptable dans le sens où nous savons borner sa déviation par rapport à
la solution optimale.
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6.4 Caractérisation des résumés
Les méthodes de résumé des cubes de données proposent une sélection de tu-
ples représentatifs permettant de répondre à n'importe quelle requête sans perte de
performance. Nous les qualiﬁons donc de solutions 1_correctes. Dans cette section,
nous étudions l'optimalité de ces techniques puisque, nous l'avons vu, la solution
1_optimale est unique. Il est donc intéressant de voir quelle méthode s'en rap-
proche le plus. Le problème majeur rencontré lorsque nous souhaitons comparer
plusieurs méthodes réside dans le fait que chacune d'elle utilise un vocabulaire et
des notions bien précis. Nous allons alors exprimer chaque technique avec les termi-
nologies décrites précédemment. Comme l'a dit Antoine de Saint-Exupéry : "Uniﬁer,
c'est nouer même les diversités particulières, non les aﬀecter pour un ordre vain."
Notre but ici n'est donc pas de désigner la meilleure méthode mais plutôt d'étendre
notre champs de vision et d'appréhender le problème sous un angle diﬀérent.
6.4.1 Cube condensé
Le concept du cube condensé a été proposé par [Wang et al. 2002]. Les auteurs
assurent que toutes les requêtes trouvent leur réponse sans avoir besoin d'eﬀectuer
d'opération de décompression sur le cube ni aucune agrégation. Le cube condensé
est donc bien une solution 1_correcte. Les déﬁnitions et propriétés données sont
celles tirées de l'article 3 et les explications qui s'y rapportent sont des interpréta-
tions personnelles permettant de les comprendre avec notre vocabulaire.
Pour donner l'intuition de leur méthode, les auteurs identiﬁent des tuples par-
ticuliers en commençant par établir un lien entre chaque tuple, nommé τi, du cube
et un ensemble de tuples de la relation de base, notre table T , {tj , . . . tk}.
Dans leur représentation du cube de données, les tuples sont partitionnés en
fonction du tuple de la table d'origine à partir duquel ils sont calculés. Lorsque
plusieurs tuples de la table sont nécessaires pour donner un tuple agrégé, il est placé
dans une dernière partition. Nous avons donc un partitionnement enm+1 parties. A
partir de ces tuples de la table, le partitionnement est donné à l'aide de la déﬁnition
suivante :
Déﬁnition 6.12 (Tuple de base unique sur dimensions propres) Soit
DP ⊂ A un sous-ensemble d'attributs. Si le tuple t de T est le seul représentant de
ses valeurs dans la projection de T sur DP , alors t est un tuple unique de base sur
ses dimensions propres DP .
Exemple t1 et t4 sont uniques sur la dimension T mais également, par augmen-
tation, sur les dimensions MT et PT alors que t2 n'est unique que sur MT , t3
sur MP et MT , t4 est aussi unique sur P et donc, par augmentation, sur MP
également.
3. Aﬁn d'assurer une certaine cohérence avec ce qui précède, nous utilisons nos notations même
si ce ne sont pas celles de l'article.
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La ﬁgure 6.8 donne le cube de données reprenant le formalisme du papier. Nous
pouvons ainsi y ajouter l'identiﬁant des tuples ainsi que la colonne Cuboïde qui pré-
cise l'ensemble de déﬁnition de chaque tuple. Pour associer plus facilement les tuples
ID Cuboïde Métier Produit Transp. Total
1 ∅ ALL ALL ALL 110
2 MPT m1 p1 t1 10
3 T ALL ALL t1 10
4 MT m1 ALL t1 10
5 PT ALL p1 t1 10
6 MPT m1 p1 t2 30
7 MT m1 ALL t2 30
8 MPT m2 p1 t2 20
9 MP m2 p1 ALL 20
10 MT m2 ALL t2 20
11 MPT m2 p2 t3 50
12 P ALL p2 ALL 50
13 T ALL ALL t3 50
14 MP m2 p2 ALL 50
15 MT m2 ALL t3 50
16 PT ALL p2 t3 50
17 M m1 ALL ALL 40
18 M m2 ALL ALL 70
19 P ALL p1 ALL 60
20 T ALL ALL t2 50
21 MP m1 p1 ALL 40
22 PT ALL p1 t2 50
Figure 6.8  Cube de données de la table Clientèle
du cube aux tuples de la table Clientèle, il est bon de rappeler l'ordre d'apparition
des tuples et de les numéroter (ﬁgure 6.9). Ainsi, τ2 de cube est calculé à partir du
ID Métier Produit Transp. V aleur
1 m1 p1 t1 10
2 m1 p1 t2 30
3 m2 p1 t2 20
4 m2 p2 t3 50
Figure 6.9  Table Clientèle
premier tuple, t1, de la table Clientèle et τ18, par exemple, à partir des tuples t1 et
t2.
Les auteurs s'intéressent aux tuples de la table qui sont à l'origine d'un seul tuple
agrégé dans des cuboïdes identiﬁés par l'ensemble DP . Nous avons abordé ce sujet
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dans l'autre sens en remarquant qu'un tuple du cuboïde DP a un 1_T_ancêtre.
Leur manière de représenter le cube complet a donc le mérite d'être clair sur ce point
puisque les tuples agrégés sont dans la même partition que le tuple de T dont ils sont
issus. Les auteurs déﬁnissent alors une fonction Expand qui retourne un tuple du
cube (ou un ensemble de tuples du cube) à partir d'un tuple de T et d'un ensemble
d'attributsDP (ou d'un ensemble d'ensembles appeléDPSET ), plus formellement :
Déﬁnition 6.13 (Fonction Expand) Expand prend en entrée un tuple de T
avec ses dimensions propres DP ou un ensemble de dimensions propres DPSET et
retourne un tuple du cube complet ou un ensemble de tuples respectivement.
 Expand(t,DP ) = τ avec ∀Ai ∈ A, τ [Ai] = t[Ai] si Ai ∈ DP et τ [Ai] = ALL
sinon, et agr(τ) = agr(t) où agr(τ) retourne la valeur du tuple τ relativement
à la fonction agr.
 Expand(t,DPSET ) = {τ, τ = Expand(t,DPi) ∧ DPi ∈ DPSET} =⋃
DPi∈DPSET Expand(t,DPi).
Exemple Nous avons vu que t1 est unique sur T donc Expand(t1, T ) =
〈ALL,ALL, t1, 10〉 = τ3. Par extension, DPSET = {T,MT, PT}, alors
Expand(t1, DPSET ) = {τ3, τ4, τ5}.
La fonction Expand donne donc les tuples déﬁnis sur DPi pour lesquels le tuple
de T considéré est un 1_ancêtre. Les auteurs peuvent ainsi décrire formellement la
composition d'un cube condensé :
Déﬁnition 6.14 (Cube condensé) Un cube condensé CC est déﬁni sur le
schéma (A,M,DPSET ) et ses tuples sont notés cc(cc.t, cc.DPSET ) où cc.t =
(a1, . . . an,M(cc)). Pour les tuples n'appartenant pas à T (c.-à-d. tels que Def(cc) 6=
A), DPSET = {}. Tous les tuples de CC respectent les conditions suivantes :
1. ∀cc ∈ CC avec Def(cc) 6= A, @ccT tel que cc ∈ Expand(ccT .t, ccT .DPSET )
2. CC ∪ ⋃cc∈CC Expand(cc.t, cc.DPSET ) = Cube.
Le première condition traduit le fait qu'un tuple agrégé appartenant à l'ensemble
des tuples donnés par la fonction Expand à partir d'un tuple de T et de son ensemble
de dimensions propres n'appartient pas au cube condensé. La seconde assure que, par
extension, un cube condensé contient exactement tous les tuples du cube complet.
Un cube condensé, pour être utile, se doit d'avoir une taille la plus petite possible.
Les auteurs déﬁnissent alors le cube condensé minimal :
Déﬁnition 6.15 (Cube condensé minimal) Un cube condensé minimal CCM
est un cube condensé ne contenant aucun tuple pouvant être généré directement à
partir d'un tuple de T .
En d'autres termes, l'ensemble d'attributs propres de chaque tuple de T est le
plus complet possible aﬁn que Expand(ccT .t, ccT .DPSET ) retourne tous les tuples
pour lesquels ccT est un 1_T_ancêtre et qui n'appartiennent donc pas à CCM .
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ID M P T Total DPSET
1 m1 p1 t1 10 {{T}, {MT}, {PT}, {MPT}}
2 m1 p1 t2 30 {{MT}, {MPT}}
3 m2 p1 t2 20 {{MP}, {MT}, {MPT}}
4 m2 p2 t3 50 {{P}, {T}, {MP}, {MT}, {PT}, {MPT}}
5 m1 ALL ALL 40 {}
6 m2 ALL ALL 70 {}
7 ALL p1 ALL 60 {}
8 ALL ALL t2 50 {}
9 m1 p1 ALL 40 {}
10 ALL p1 t2 50 {}
11 ALL ALL ALL 70 {}
Figure 6.10  Cube condensé minimal de la table Clientèle
Exemple La ﬁgure 6.10 donne le cube condensé minimal de la table Clientèle.
Les 4 premiers tuples correspondent aux tuples de la table d'origine et les 7 suivants
sont ceux qui n'ont pas de 1_MPT_ancêtre.
Tous les tuples du cube complet qui n'appartiennent pas au cube condensé mini-
mal sont donc des tuples agrégés issus d'un seul tuple de la table d'origine. Le lemme
suivant donne une première caractérisation du cube condensé minimal :
Lemme 6.4 Soient CCM le cube condensé minimal de cube et τ ∈ cube \ CCM .
Alors τ+1 = A.
Preuve Par déﬁnition de la fermeture d'un tuple (déﬁnition 6.10), τ+1 = A est
équivalent à dire que τ a un 1_T_ancêtre, t, puisque T est déﬁni sur A. Par
conséquent, d'après la déﬁnition 6.7, τ ≺ t et le résultat de la fonction d'agrégation
sur τ est le même que celui sur t. Donc, conformément à la déﬁnition 6.13,
τ ∈ Expand(t,Def(τ)) et donc τ 6∈ CCM . 
Rappelons qu'un tuple 1_clos est un tuple qui n'a pas d'ensemble_ancêtre de
taille 1 (déﬁnition 6.11). Un cube condensé minimal ne contient pas les tuples qui
ont un ancêtre dans T mais il contient les autres tuples et notamment certains qui ne
sont pas 1_clos. Notre solution 1_optimale ne contient aucun tuple 1_clos et nous
voyons, par la proposition suivante, qu'elle est donc incluse dans un cube condensé
minimal.
Proposition 6.9 Soient CCM un cube condensé minimal et F t1 l'ensemble des tu-
ples 1_clos. Alors F t1 ⊆MCC.
Preuve Soit τ ∈ cube \ CCM . D'après le lemme 6.4, τ a un 1_T_ancêtre et
donc τ n'est pas 1_clos, c.-à-d. τ 6∈ F t1. 
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La principale diﬀérence entre notre approche et le cube condensé minimal réside
donc dans le fait que nous considérons toutes les relations qui existent entre les
tuples du cube alors que les auteurs du CCM n'étudient les tuples qu'en fonction
de la table d'origine.
Exemple Notre solution 1_optimale, transposée selon leur formaliste, est donnée
par la ﬁgure 6.11. Le tuple 5 du CCM, puisqu'il a un 1_ensemble_ancêtre, n'est
pas matérialisé mais, en contrepartie, le DPSET de notre tuple 7 a été étendu pour
prendre en compte cette suppression. Il en est de même pour le tuple 8 du CCM
puisqu'il peut être calculé à partir de notre tuple 8 puisque le DFSET a été redéﬁni.
ID M P T Total DPSET
1 m1 p1 t1 10 {{T}, {MT}, {PT}, {MPT}}
2 m1 p1 t2 30 {{MT}, {MPT}}
3 m2 p1 t2 20 {{MP}, {MT}, {MPT}}
4 m2 p2 t3 50 {{P}, {T}, {MP}, {MT}, {PT}, {MPT}}
5 m2 ALL ALL 70 {}
6 ALL p1 ALL 60 {}
7 m1 p1 ALL 40 {{M}, {MP}}
8 ALL p1 t2 50 {{T}, {PT}}
9 ALL ALL ALL 110 {}
Figure 6.11  Notre solution 1_optimale
Cette méthode n'est donc pas optimale dans le sens où elle n'est pas de taille
minimale mais elle présente cependant un intérêt majeur. En eﬀet, lorsque le besoin
ne s'était pas encore fait sentir de pré-calculer les requêtes, elles étaient évaluées à
partir de T et les auteurs ont gardé cette manière naturelle de procéder en l'opti-
misant à l'aide de l'ensemble DPSET . Ainsi, si la requête q n'a pu alors trouver
de réponse (c.-à-d. t ∈ T ancêtre de q tel que X ∈ t.DPSET où X est l'ensemble
d'attributs sur lequel la requête est déﬁnie), elle est pré-calculée et son résultat se
trouve dans la dernière partie du cube condensé minimal. Cet ensemble permet donc
de répondre plus facilement aux requêtes en identiﬁant les descendants des tuples
de T . Cependant, une telle précision est diﬃcilement adaptable au cas où le facteur
de performance est étendu.
6.4.2 Cube quotient
Le concept du cube quotient, présenté par [Lakshmanan et al. 2002], semble
beaucoup proche de nos travaux. En eﬀet, dès le résumé du papier, les auteurs
précisent leurs principaux objectifs : (i) donner un résumé le plus petit possible, (ii)
préserver la structure sous forme de treillis (telle qu'elle est donnée par la ﬁgure
4.4) aﬁn de garantir une navigation aisée dans le cube, et (iii) ne perdre aucune
information. Ils proposent pour cela de partitionner le cube et de caractériser les
propriétés de ses partitions.
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La déﬁnition suivante donne le type de partitions requis pour atteindre les trois
buts ﬁxés :
Déﬁnition 6.16 (Partition convexe) Soit pi une partition du cube. La partie pii ∈
pi est convexe dans la mesure où ∀τ, τ ′ ∈ pii tels que τ ≺ τ ′ alors ∀τ ′′ avec τ ≺ τ ′′ ≺
τ ′, τ ′′ ∈ pii. Si toutes les parties de pi sont convexes alors pi est convexe.
L'analogie entre cette déﬁnition et celle de l'ensemble des dimensions propres
du cube condensé est assez naturelle. En eﬀet, comme cela a été prouvé par
[Wang et al. 2002], si deux éléments du cube appartiennent à un ensemble alors,
par augmentation, tous les éléments se trouvant sur les chemins permettant d'aller
de l'un à l'autre sont nécessairement dans ce même ensemble. Nous devons alors
identiﬁer les deux extrémités du chemin. Pour cela, les auteurs déﬁnissent la notion
d'équivalence entre tuples comme suit :
Déﬁnition 6.17 (Tuples équivalents) Soient agr une fonction d'agrégation 4 et
τ1, τ2 deux tuples du cube. τ1 et τ2 sont équivalents selon agr, noté τ1 ≡agr τ2, si et
seulement si agr(τ1) = agr(τ2) et τ1 ≺ τ2 ∨ τ1 ≺ τ2 où agr(τi) donne la valeur de
mesure selon agr du tuple τi.
Nous en déduisons que deux tuples sont équivalents si et seulement si nous pou-
vons répondre exactement à une requête portant sur l'un en utilisant uniquement
l'autre. Ce qui signiﬁe que l'un est un 1_ensemble_ancêtre de l'autre. Quelques
précautions doivent cependant être prises puisque cette remarque n'est vraie que
pour les fonctions strictement monotones SUM et COUNT. Nous le verrons plus tard,
l'analyse est diﬀérente en ce qui concerne les fonctions MIN et MAX. Les auteurs
en revanche ne font pas cette distinction et considèrent indiﬀéremment ces quatre
fonctions.
Le cube peut donc être partitionné en aﬀectant à une même partie tous les tuples
équivalents. Les auteurs montrent qu'un partitionnement construit selon ≡agr est
nécessairement convexe.
Exemple Sur la ﬁgure 6.12, nous avons lié d'un trait épais les tuples équivalents.
Le cube peut donc être partitionné en 9 parties (le tuple 〈∅, ∅, ∅〉 n'étant qu'un tuple
ﬁctif, il n'appartient à aucune partie).
Les auteurs ajoutent une précision quant à la qualité de la relation d'équivalence :
Déﬁnition 6.18 (Congruence faible) Soient (cube,) le treillis du cube et ≡
une relation d'équivalence sur les tuples du cube. ≡ est une congruence faible si
∀τ1, τ ′1, τ2, τ ′2 ∈ cube avec τ1 ≡ τ ′1, τ2 ≡ τ ′2, τ1  τ2 et τ ′2  τ ′1 alors τ1 ≡ τ2.
Ils re-formulent cette déﬁnition ainsi : une relation d'équivalence est une
congruence faible si et seulement si le partitionnement pi en résultant est tel que
4. Les auteurs précisent que ces fonctions doivent être monotones et donc, pour la fonction SUM,
les valeurs de la table doivent être soit toutes positives soit toutes négatives.
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〈∅, ∅, ∅〉
〈m1, p1, t1〉 〈m1, p1, t2〉 〈m2, p1, t2〉 〈m2, p2, t3〉
〈m1, p1, ∗〉 〈m2, p1, ∗〉 〈m2, p2, ∗〉〈m1, ∗, t1〉 〈m1, ∗, t2〉 〈m2, ∗, t2〉 〈m2, ∗, t3〉〈∗, p1, t1〉 〈∗, p1, t2〉 〈∗, p2, t3〉
〈m1, ∗, ∗〉 〈m2, ∗, ∗〉〈∗, p1, ∗〉 〈∗, p2, ∗〉〈∗, ∗, t1〉 〈∗, ∗, t2〉 〈∗, ∗, t3〉
〈∗, ∗, ∗〉
Figure 6.12  Liens d'équivalence entre les tuples du treillis.
∀pii, pij ∈ pi, ∀τi ∈ pii et ∀τj ∈ pij avec τi ≺ τj alors ∀τ ′i ∈ pii et ∀τ ′j ∈ pij , nous avons
τ ′j 6≺ τ ′i .
Nous sommes ainsi assurés de la bonne interprétation que nous avions faite de
la relation d'équivalence. En eﬀet, si τj ∈ pij est un ancêtre de τi ∈ pii, en sachant
que τj seul ne permet pas de calculer τi puisqu'ils sont dans des parties diﬀérentes,
alors les descendants de τi, ni même de n'importe quel tuple de pii, ne peuvent pas
admettre τj comme 1_ensemble_ancêtre et être dans pij .
Les auteurs prouvent que de telles relations d'équivalence ne peuvent donner
lieu qu'à des partitions convexes. Le contexte est maintenant clairement déﬁni, il
est temps alors de préciser la construction du cube quotient et plus particulièrement
sa structure en treillis :
Déﬁnition 6.19 (Treillis d'un cube quotient) Soient (cube,≺) le treillis d'un
cube de données et ≡ une congruence faible sur les tuples du cube. Les éléments du
cube quotient sont les parties données par ≡ et ∀pii, pij ∈ pi, pii < pij si et seulement
si ∃τi ∈ pii, ∃τj ∈ pij tels que τi ≺ τj. Ce treillis est noté (cube/ ≡, <).
Pour répondre aux requêtes, il faut alors savoir à quelles parties ses tuples appar-
tiennent. Pour cela, il suﬃt de conserver la borne supérieure, pisupi = {τ ∈ pii | @τ ′ ∈
pii : τ
′ ≺ τ}, et inférieure, piinfi = {τ ∈ pii | @τ ′ ∈ pii : τ ′ ≺ τ}, de chaque partie.
Ensuite, il faut comparer les tuples recherchés avec ces bornes pour connaître leurs
valeurs.
Exemple Le treillis de la ﬁgure 6.13 représente le cube quotient de la table
Clientèle. 17 tuples suﬃsent donc pour répondre exactement à toutes les requêtes.
Il est à noter que notre solution 1_optimale (ﬁgure 6.3) coïncide exactement
avec les bornes supérieures de chaque partie. En eﬀet, si un tuple est 1_clos, alors
il n'a pas d'ancêtre ayant la même mesure que lui et donc il est le plus spéciﬁque
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〈m1, p1, t1〉 〈m1, p1, t2〉 〈m2, p1, t2〉 〈m2, p2, t3〉
pi1(10) pi2(30) pi3(20) pi4(50)
〈m1, p1, ∗〉
pi5(40)
〈m2, p1, ∗〉〈∗, ∗, t1〉 〈m1, ∗, t2〉 〈m2, ∗, t2〉 〈∗, p2, ∗〉
〈m1, ∗, ∗〉
〈∗, p1, t2〉
pi6(50)
〈∗, ∗, t2〉
〈m2, ∗, ∗〉
pi7(70)
〈m2, ∗, ∗〉
〈∗, p1, ∗〉
pi8(60)
〈∗, p1, ∗〉
〈∗, ∗, t3〉
〈∗, ∗, ∗〉
pi9(110)
〈∗, ∗, ∗〉
Figure 6.13  Treillis du cube quotient déﬁni sur SUM.
(c.-à-d. le plus grand relativement à ≺) d'un ensemble de tuples descendants ayant
la même valeur de mesure. La proposition suivante le prouve en re-formulant la
déﬁnition du cube quotient en terme de fermeture de tuple :
Proposition 6.10 Soient τ et τ ′ deux tuples. Ils appartiennent à la même partie si
et seulement si τ+1 = τ
′+
1 .
Preuve (⇒) Si τ ≡ τ ′ (c.-à-d. ils appartiennent à la même partie) alors, d'après la
déﬁnition 6.17, il existe un ancêtre commun τ ′′ tel que agr(τ ′′) = agr(τ) = agr(τ ′′)
où agr(τ) donne la valeur de la mesure du tuple τ relativement à la fonction
d'agrégation agr (sans perte de généralité, τ ′′ peut être égal à τ ou τ ′). Donc τ et
τ ′ peuvent être calculés à partir de τ ′′. Donc τ ′′ est un 1_ensemble_ancêtre de τ
et τ ′ et, par conséquent, il appartient à leur 1_fermeture (déﬁnition 6.10). D'après
la déﬁnition 6.8, τ et τ ′ ne peuvent pas être évalués entièrement à partir d'un
tuple plus spéciﬁque que τ ′′ donc τ ′′ est la borne supérieure des parties contenant
respectivement τ et τ ′. Puisqu'un tuple n'appartient qu'à une seule partie et que
nous avons τ ′′ ∈ τ+1 ∧ τ ′′ ∈ τ ′+1 , donc τ+1 = τ ′+1 .
(⇐) Soit τ ′′ = τ+1 = τ ′+1 un tuple. Nous savons alors que agr(τ) = agr(τ ′) = agr(τ ′′)
et τ ′′ est un ancêtre commun à τ et τ ′. Donc τ et τ ′ appartiennent à la même
partie. 
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Nous savons donc caractériser les tuples des bornes supérieures des parties du
cube quotient mais seulement pour les fonctions d'agrégation SUM et COUNT. Qu'en
est il alors pour les fonctions MIN ou MAX ? Pour donner l'intuition d'un résultat,
nous allons commencer par étudier un exemple simple.
Exemple La ﬁgure 6.14 présente le cube quotient de la table Clientèle construit
avec la fonction d'agrégation MIN.
〈m1, p1, t2〉
pi2(30)
〈m1, ∗, t2〉
〈m2, p1, t2〉
pi3(20)
〈m2, ∗, ∗〉 〈∗, ∗, t2〉
〈m2, p2, t3〉
pi4(50)
〈∗, p2, ∗〉 〈∗, ∗, t3〉
〈m1, p1, t1〉
pi1(10)
〈∗, ∗, ∗〉
Figure 6.14  Cube quotient avec MIN
Nous voyons bien par cet exemple que le cube quotient est très fortement lié à la
fonction d'agrégation utilisée alors que nous n'en avons pas réellement tenu compte.
En eﬀet, pour connaître la valeur minimale de mesure d'un tuple nous avons besoin
de parcourir un ensemble d'ancêtres alors que les auteurs du cube quotient ne
conservent que le tuple ayant la valeur minimale. Ainsi, la borne inférieure d'une
partie devient déterminante pour savoir à quelle classe appartient un tuple alors
que nous n'avons observé que les ancêtres sans jamais vraiment s'intéresser aux
descendants. Ceci ouvre donc vers de nouvelles perspectives pour caractériser plus
précisément les solutions p_optimales. En eﬀet, nous avons utilisé l'ensemble des
requêtes couvertes pour choisir de matérialiser ou non un cuboïde aﬁn d'obtenir
une solution approchée (algorithme 5) mais une étude plus approfondie nous
permettrait sans doute de dégager certaines propriétés concernant la solution
optimale.
Nous avons donc donné une caractérisation partielle du cube quotient puisque
la proposition 6.10 n'identiﬁe que les bornes supérieures des parties pour les cubes
construits avec des fonctions strictement monotones seulement. Cela est dû princi-
palement au fait que les tuples n'ont été étudiés que sur les attributs de dimensions
et non sur la mesure. Une modiﬁcation simple à apporter consiste à considérer la
mesure de la même manière que les dimensions et ainsi, nous obtenons une car-
actérisation des bornes supérieures pour les fonctions MIN et MAX. Un problème se
pose alors lorsque plusieurs tuples de la table de base ont la même valeur puisque
nous n'avons considéré qu'une seule borne supérieure alors que l'ensemble pisupi peut
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contenir plusieurs tuples. Devant la multitude de cas à analyser et puisque les prob-
lèmes initiaux sont diﬀérents, nous nous contentons de la caractérisation donnée en
sachant qu'elle peut être étendue aﬁn de prendre en compte les diﬀérents cas de
ﬁgure.
6.4.3 Cube clos
L'idée de matérialiser les tuples clos aﬁn de ne perdre aucune information et
d'obtenir un résumé le plus petit possible n'est pas nouvelle. [Casali et al. 2009]
proposent le concept du cube clos qui, comme son nom l'indique, ne contient que des
tuples 1_clos. Cependant, les auteurs n'utilisent pas les dépendances fonctionnelles
conditionnelles pour le calculer mais ils s'appuient sur la correspondance de Galois
puisqu'elle est intimement liée à la notion de fermeture. Nous n'allons pas entré
dans le détail de l'analyse du treillis de Galois puisque les résultats qu'ils obtiennent
correspondent à notre solution 1_optimale composée de tuples.
6.5 Conclusion
Nous avons proposé une caractérisation de la solution optimale à l'aide des
dépendances fonctionnelles. Nous avons étudié, dans un premier temps les cuboïdes
pour trouver une sélection minimale (en terme d'occupation mémoire) respectant
strictement un seuil de performance ﬁxé par l'utilisateur. Ces travaux sont l'objet
de la publication [Garnaud et al. 2011]. Nous avons déﬁni un cuboïde en fonction
de ses ancêtres pour savoir s'il était pertinent ou non de le matérialiser. Nous avons
prouvé que toute solution p_optimale est incluse dans la solution 1_optimale,
ce qui permet de réduire l'espace de recherche. Dans une version étendue de ce
papier, [Garnaud et al. 2012a], nous avons présenté des algorithmes pour trouver
ces solutions. La solution 1_optimale peut être trouvée en temps linéaire en
nombre de dépendances fonctionnelles valides sur la table. Ensuite, si l'espace
de recherche est suﬃsamment réduit, nous pouvons envisager l'utilisation d'un
solveur pour en extraire la solution p_optimale. Sinon, nous avons présenté un al-
gorithme d'approximation de cette solution qui, en pratique donne de bons résultats.
Dans un second temps, nous avons adapté cette caractérisation en étu-
diant chaque tuple du cube de données. Ces résultats, présentés dans
[Garnaud et al. 2012b] 5, nous ont permis d'étudier précisément les techniques
de résumé de cube. Nous avons ainsi caractérisé, sous un formalisme commun, les
tuples matérialisés dans chacunes des méthodes.
Ce travail présente néanmoins quelques lacunes puisque nous ne sommes pas
parvenu à caractériser entièrement une solution p_optimale. En eﬀet, nous l'avons
déﬁni comme étant composée d'éléments 1_clos et p_clos mais nous n'avons pas
précisé la nature des 1_clos à matérialiser. Nous avons contourner ce problème en
5. Une version plus détaillée de ce papier est à paraître dans le journal Annals of Mathematics
and Artiﬁcial Intelligence [Garnaud et al. 2013b].
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réduisant l'espace de recherche aﬁn d'utiliser la programmation linéaire et ainsi
aboutir à une solution p_optimale. Pour savoir précisément quels sont ces éléments
1_clos à matérialiser, nous avons identiﬁé plusieurs axes à étudier : (i) analyse
des éléments p′_clos ∀p′, p > p′ > 1 puisque nous savons que Fp ⊆ Fp′ ⊆ F1 où
Fi est l'ensemble des éléments i_clos (proposition 6.4), (ii) caractérisation d'un
élément vis-à-vis de ses descendants couverts puisqu'ils nous ont permis de trouver
une solution approchée avec l'algorithme 5, (iii) identiﬁcation des éléments restant
à couvrir et des sous-ensembles permettant de le faire via les opérateurs Sum et
Product déﬁnis par [Casali et al. 2003] mais nous devons les étendre pour prendre
en compte le facteur de performance.
Pour ce qui est de la sélection de tuples, il reste un point supplémentaire à
éclaircir : le calcul des ensembles_ancêtres. En eﬀet, grâce aux dépendances condi-
tionnelles, nous calculons facilement la p_fermeture d'un tuple. Nous en déduisons
ses p_ensembles_ancêtres contenus dans un même cuboïde mais ce n'est pas suﬀ-
isant pour identiﬁer tous ses p_ensembles_ancêtres si p > 1. Ici encore, l'utilisation
des opérateurs Sum et Product proposés par [Casali et al. 2003] semble être indiqué
pour répondre à ce problème. Une habile combinaison de ces deux opérateurs per-
mettrait peut être d'aboutir à l'ensemble_ancêtre recherché mais nous ne sommes
pas parvenus à un tel résultat.
Chapitre 7
Conclusion et perspectives
Cette thèse présente nos contributions dans le domaine de l'extraction des
dépendances ainsi que sur la résolution du problème de la matérialisation partielle
des cubes de données.
Nous avons présenté ParaCoDe, un algorithme générique d'extraction des
dépendances traitant les candidats en parallèle. Nous avons constaté son eﬃcacité
sur d'importants jeux de données. Cependant, pour être compétitif vis-à-vis des
méthodes séquentielles lorsqu'il y a peu de candidats à considérer, nous envisageons
un parallélisme sur les données permettant un gain de temps sur chaque calcul de
projection. Pour améliorer encore les performances, l'intégration des techniques
d'élagage de l'espace de recherche utilisées dans la littérature doit être programmée.
Une analyse de la consommation mémoire doit également être menée aﬁn d'identiﬁer
les limites de notre méthode.
Concernant la matérialisation partielle du cube de données, que ce soit en
terme de cuboïdes ou de tuples, nous avons complètement caractérisé la solution
1_optimale. Celle-ci nous a permis de réduire l'espace de recherche d'une solution
p_optimale. Cependant, nous ne sommes pas parvenus à caractériser précisément
cette dernière. De plus, l'identiﬁcation des ensembles ancêtres d'un tuple n'est pas
donnée entièrement par sa p_fermeture comme c'est le cas pour les cuboïdes. Un
examen approfondi de ces ancêtres est donc encore nécessaire pour préciser nos
solutions.
Ouverture du sujet
Une fois extraites les dépendances minimales satisfaites par une table doivent
être analysées par un expert. Or, nous nous sommes contentés de retourner
une liste (potentiellement longue) des dépendances trouvées. Comment rendre
leur exploitation, par un humain, plus facile ? Dans le contexte des dépendances
fonctionnelles, la couverture retournée peut être représentée sous forme de matrice
ou de manière graphique. Les dépendances fonctionnelles sont un cas particulier de
dépendances conditionnelles, or, à notre connaissance, rien n'a été proposé pour
visualiser l'ensemble des dépendances conditionnelles.
Toujours dans cet esprit d'analyse facilitée par une bonne visualisation, nous
avons évoqué (section 4.1) la possibilité de décrire le cube de données sous forme
d'hypercube. Nous connaissons, grâce aux dépendances conditionnelles, les tuples
équivalents comme déﬁnis par [Lakshmanan et al. 2002]. Nous pouvons ainsi choisir
les axes et les parties de domaine à rapprocher dans l'espace aﬁn de n'avoir que des
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groupes de même valeur à analyser. L'article de [Choong et al. 2003] déﬁnissant
la bonne qualité de l'ordonnancement des axes et celui de [Niemi et al. 2003]
proposant de réduire le nombre de cases nulles (c.-à-d. sans valeurs déﬁnies)
serviront de base pour développer cette piste.
Nous avons considéré le problème de la matérialisation partielle de cube de
données. Dans le contexte des requêtes de préférence, les skylines (par ex. quel est le
meilleur hôtel, c.-à-d. le moins cher et le plus proche de la plage ?), un skycube est
également trop volumineux et trop coûteux à calculer pour être produit entièrement.
Nous envisageons donc de caractériser, à l'aide des dépendances, les skycuboïdes à
matérialiser. Notons Sky(AB) le skyline de T sur les critères A et B et Sky(A) le
skyline sur le critère A. Rien ne nous permet d'aﬃrmer à l'avance, comme c'est le
cas pour les requêtes de sélection, que Sky(A) ⊆ Sky(AB). Cependant, si A → B,
alors cette inclusion est vériﬁée. Les mêmes notions que celles utilisées dans le con-
texte des cubes de données peuvent donc certainement être appliquées aux skycubes.
Actuellement, la meilleure stratégie pour stocker une masse importante de don-
nées consiste à les répartir sur diﬀérents serveurs. La matérialisation que nous avons
proposée ne tient compte que du contexte locale, comment en déduire une solution
globale ? [Bauer & Lehner 2003] et [Shukla et al. 2000] traitent déjà du problème de
la matérialisation partielle des cubes de données dans un cadre distribué. Nous pou-
vons alors nous baser sur leurs travaux pour étendre notre caractérisation. Devons
nous pour cela extraire les dépendances satisfaites par l'ensemble des données du
système ? L'article de [Fan et al. 2010] traite de ce problème. Nous devons l'étendre
pour considérer également l'extraction des dépendances conditionnelles.
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