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Resumen: El propo´sito que sigue este trabajo es incorporar conocimiento sema´ntico
a la traduccio´n automa´tica con el objetivo de mejorar la calidad de e´sta en dominios
restringidos. Nos centraremos en la traduccio´n entre ingle´s, france´s y espan˜ol en
el contexto de consultas telefo´nicas a un servicio de informacio´n ferroviaria. Se han
desarrollado varias estrategias para la incorporacio´n de la sema´ntica en el proceso de
traduccio´n. Algunas de estas aproximaciones incorporan la sema´ntica directamente
en los elementos al ser traducidos, mientras que otras utilizan una interlingua o
lengua pivote que representa la sema´ntica. Todas estas aproximaciones han sido
comparadas experimentalmente con una traduccio´n automa´tica basada en segmentos
le´xicos que no incorpora conocimiento sema´ntico.
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Abstract: The purpose of this work is to add semantic knowledge to a machine
translation process in order to improve its quality for restricted domains. We will
focus on the translation between English, French and Spanish, in a task of telephonic
query to a railway information service. Many strategies have been developed for the
incorporation of semantics into the translation process. Some of these approaches
directly incorporate semantics into the elements to be translated and some others
use an interlingua or pivot language that represents the semantics. All of these
approaches have been experimentally compared to an automatic translation based
on lexical segments that do not incorporate semantic knowledge.
Keywords: automatic translation, semantics, restricted domains
1 Introduccio´n
En traduccio´n automa´tica, as´ı como en la ma-
yor parte de aplicaciones del procesamiento
automa´tico del lenguaje natural, existen dos
tipos de tareas diferentes segu´n su a´mbito de
aplicacio´n. El primero, el a´mbito de propo´si-
to general, en el que el sistema ha sido en-
trenado de manera gene´rica, de forma que se
pueden procesar frases de cualquier contex-
to. Por ejemplo, Europarl (Koehn, 2005) es
un corpus que recoge sesiones del parlamento
europeo en las que se ha hablado de distintos
temas. El segundo a´mbito representa un do-
minio restringido, referente a un sistema que
ha sido entrenado para procesar frases dentro
de un contexto concreto. Este es el caso del
∗ Este trabajo ha sido financiado por el MINECO y
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corpus DIHANA (Bened´ı et al., 2006), que
contiene dia´logos referentes a consultas sobre
informacio´n ferroviaria.
Entre las distintas aproximaciones a la
traduccio´n automa´tica, en este trabajo nos
centraremos en la traduccio´n estad´ıstica,
tambie´n referida como SMT (Statistical Ma-
chine Translation). El objetivo de esta apro-
ximacio´n es obtener buenos traductores a
partir de estad´ısticas obtenidas de un cor-
pus. Para entrenar un traductor de un idio-
ma origen (o fuente) a otro destino median-
te un sistema de traduccio´n automa´tica es-
tad´ıstica es necesario disponer de un corpus
paralelo. La calidad de un sistema de traduc-
cio´n automa´tica estad´ıstica depende de las
caracter´ısticas del corpus paralelo de entre-
namiento disponible. Hay dos factores im-
portantes: el taman˜o del corpus paralelo de
Procesamiento del Lenguaje Natural, Revista nº 57, septiembre de 2016, págs. 101-108 recibido 03-04-2016 revisado 21-04-2016 aceptado 03-05-2016
ISSN 1135-5948 © 2016 Sociedad Española para el Procesamiento del Lenguaje Natural
entrenamiento y el dominio. Un conjunto de
datos de entrenamiento pequen˜o conduce a
modelos de traduccio´n pobremente estima-
dos y, en consecuencia, a una mala calidad
en la traduccio´n. Por esta razo´n, la calidad
de la traduccio´n, empeora cuando no tene-
mos suficientes datos de entrenamiento para
el dominio espec´ıfico objetivo.
Los me´todos de adaptacio´n al dominio se
pueden dividir en dos amplias categor´ıas. La
adaptacio´n al dominio puede hacerse en el
corpus, por ejemplo, mediante la ponderacio´n
y la seleccio´n de los datos de entrenamien-
to (Gao et al., 2002). La adaptacio´n tam-
bie´n puede hacerse mediante la adaptacio´n de
los modelos de traduccio´n. Algunos trabajos
apuestan por la incorporacio´n de conocimien-
to sema´ntico para mejorar los resultados de la
traduccio´n, por ejemplo en (Banchs y Costa-
jussa`, 2011) se propone el uso de ciertas ca-
racter´ısticas sema´nticas para la SMT basada
en el uso de Latent Semantic Indexing.
Tambie´n se obtienen malos resultados
cuando se trabaja con idiomas para los que
no se dispone de recursos suficientes. Para es-
tos casos se ha propuesto el uso de una lengua
pivote o interlingua como paso intermedio en-
tre la traduccio´n entre dos idiomas. En (Ha-
bash y Hu, 2009) se propone el uso del ingle´s
como lengua pivote entre a´rabe y chino, en
(Babych, Hartley, y Sharoff, 2007) se propo-
ne el uso de una lengua pivote cercana a la
lengua fuente y se reporta una comparacio´n
con la traduccio´n directa.
El objetivo de este trabajo es incorporar
conocimiento sema´ntico al proceso de traduc-
cio´n automa´tica para mejorar su calidad en
dominios restringidos. La incorporacio´n de
este conocimiento se lleva a cabo siguien-
do dos estrategias: o bie´n an˜adimos etique-
tas sema´nticas a las palabras o secuencias de
palabras en el lenguaje fuente o destino, o
bie´n utilizamos la representacio´n sema´ntica
como lengua pivote para la traduccio´n. En
este trabajo se exploran diferentes etiqueta-
dos sema´nticos y se compararan los resulta-
dos con los correspondientes a la traduccio´n
automa´tica sin conocimiento sema´ntico usan-
do el corpus DIHANA, que contiene frases
procedentes de dia´logos referentes a consul-
tas sobre informacio´n ferroviaria.
Las diferentes estrategias empleadas para
incorporar este conocimiento sema´ntico son:
uso de la representacio´n sema´ntica mediante
etiquetas sema´nticas asociadas a cada pala-
bra y el uso de una lengua pivote basada en
la representacio´n sema´ntica.
Para estimar el traductor automa´tico es-
tad´ıstico se ha usado el conjunto de softwa-
re MOSES (Koehn y et al., 2007). En este
trabajo se han seleccionado IRSTLM (Fede-
rico, Bertoldi, y Cettolo, 2008) para la gene-
racio´n de modelos de lenguaje, y GIZA++
(Och y Ney, 2003) para la generacio´n de ali-
neamientos entre frases en distintos idiomas
como herramientas externas. Como resultado
de la fase de entrenamiento se han estimado
diferentes modelos de traduccio´n, dependien-
do de la calidad de los alineamientos entre
frases que se obtuvieron mediante el softwa-
re alineador. Posteriormente estos modelos se
han mejorado haciendo uso de un conjunto de
Desarrollo.
Para la evaluacio´n de los resultados utili-
zaremos la me´trica BLEU. El BLEU se cal-
cula dependiendo de la precisio´n de n-gramas
indicada, habitualmente se emplea una preci-
sio´n de 4, y a tal me´trica se la llama BLEU-
4 (Koehn, 2010). Es importante saber que
BLEU no tiene en cuenta la relevancia de
las palabras que son sino´nimas, por lo que
so´lo cuenta un acierto cuando las palabras
que compara son iguales.
2 Descripcio´n del corpus
El corpus utilizado en este trabajo ha sido el
corpus DIHANA. Se compone de 900 dia´lo-
gos en espan˜ol en el a´mbito de llamadas te-
lefo´nicas realizadas a un servicio de informa-
cio´n de trenes. Todos estos dia´logos fueron
adquiridos mediante la te´cnica del Mago de
Oz. Para disponer de un corpus paralelo se
han traducido esos mismos dia´logos a france´s
y a ingle´s. El corpus se ha dividido en tres
conjuntos: Entrenamiento, Desarrollo (para
ajuste de para´metros) y Prueba. El conjunto
de Entrenamiento se ha traducido a france´s e
ingle´s mediante traductores web de propo´si-
to general sin supervisio´n. Se opto´ por em-
plear cuatro traductores diferentes para rea-
lizar cada una de las traducciones, de ma-
nera que se mitigaran los errores de traduc-
cio´n que pod´ıa haber producido cada uno de
ellos individualmente. Estos traductores web
son: Google Translate, Bing, Lucy y Open-
Trad. En el caso de las traducciones de las
frases que conforman los corpus de Desarro-
llo y Prueba para ingle´s y para france´s estas
traducciones fueron hechas por hablantes na-
tivos de ambas lenguas.
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El corpus en espan˜ol esta´ etiquetado des-
de el punto de vista sema´ntico. Todas las fra-
ses del corpus esta´n segmentadas y cada seg-
mento tienen asociado una etiqueta sema´nti-
ca asignada de forma manual, adema´s to-
da la frase tiene asociada una representacio´n
sema´ntica en te´rminos de Frames (Tabla 1).
Frase
hola quiero saber el horario de ida de Palen-















Tabla 1: Ejemplo frase corpus DIHANA
El conjunto original en castellano contiene
6226 frases, un total de 47186 palabras y un
vocabulario compuesto de 719 palabras dife-
rentes. A partir del corpus original se han de-
finido los conjuntos de Entrenamiento, Desa-
rrollo y Prueba. Para los corpus en ingle´s y
france´s se han utilizado las cuatro traduccio-
nes diferentes proporcionadas por los respec-
tivos traductores web. Esto hace que el cor-
pus original con las frases en castellano ten-
ga 4887 frases para entrenamiento mientras
que los corpus en France´s e Ingle´s contienen
19548. Para equiparar el nu´mero de frases se
han replicado las frases en castellano, de ma-
nera que el corpus de Entrenamiento en cas-
tellano contiene tambie´n 19548 frases.
Las Tablas 2, 3 y 4 describen los conjuntos
de Entrenamiento, Desarrollo y Prueba.
ES EN FR
frases 19548 19548 19548
palabras 147720 152368 142642
vocabulario 638 1277 1927
Tabla 2: Conjuntos de Entrenamiento
Puede verse que el vocabulario tanto pa-
ra ingle´s como para france´s es mucho mayor
que el original en espan˜ol. Esto se debe a que
las traducciones proporcionadas por los tra-
ductores web introducen nuevas palabras que
adema´s son diferentes entre los diferentes tra-
ductores.
ES para
Ingle´s France´s EN FR
frases 340 277 340 277
palabras 2619 2013 2744 2175
vocabulario 263 235 287 253
Tabla 3: Conjuntos de Desarrollo
El nu´mero de frases de los conjuntos de
Desarrollo para france´s e ingle´s son diferen-
tes porque una vez adquirido el corpus mul-
tilingu¨e se hizo un control de calidad que
descarto´ algunas frases, mayoritariamente en
france´s. Se debe tener en cuenta que para el
ajuste de para´metros se necesita que el con-
junto de frases para el lenguaje origen y pa-
ra el lenguaje destino contengan el mismo
nu´mero de frases, ya que uno se traducira´ y
se comparara´ con el otro, que sera´ la referen-
cia para ajustar los pesos de cada modelo de
traduccio´n. En consecuencia, en espan˜ol hay
dos conjuntos de Desarrollo distintos, uno pa-
ra cuando el otro idioma es el ingle´s y otro
para cuando es el france´s.
ES EN FR
frases 1000 1000 1000
palabras 7637 7701 7650
vocabulario 412 604 586
Tabla 4: Conjuntos de Prueba
A destacar que tanto los conjuntos de
Desarrollo como los conjuntos de Prueba son
muy pequen˜os, pero que sin embargo han si-
do traducidos por humanos.
3 Representacio´n de la sema´ntica
y su uso en el modelo de
traduccio´n
Inicialmente disponemos de unas etiquetas
sema´nticas y un Frame asociados a cada una
de las frases del corpus en castellano. Para
incluir esta informacio´n en las frases del con-
junto de Entrenamiento hemos seguido dife-
rentes aproximaciones. Recordemos que so´lo
el corpus en espan˜ol esta´ segmentado y eti-
quetado sema´nticamente.
3.1 Etiquetas sema´nticas asociadas
a cada palabra
Esta primera aproximacio´n consiste en an˜adir
a cada palabra en cada frase del corpus
de Entrenamiento en castellano la etiqueta
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sema´ntica que tiene asociado el segmento al
que pertenece la palabra. Al usar esta repre-
sentacio´n en nuestros modelos conseguimos
que las mismas palabras asociadas a distin-
tos conceptos se cuenten como distintas y las
probabilidades de aparicio´n de cada palabra,
tanto sola como en bigramas o trigramas, sea
diferente. Aumentamos el vocabulario de la
tarea. Obtenemos los nuevos conjuntos para
Entrenamiento, Desarrollo y Prueba, ahora
con informacio´n sema´ntica.
La Tabla 5 muestra un ejemplo obtenido
con este tipo de representacio´n.
Frase







a#ciudad destino Segovia#ciudad destino
desde#ciudad origen Valencia#ciudad origen
Tabla 5: Representacio´n mediante etiquetas
sema´nticas asociadas a cada palabra.
3.2 Sema´ntica en destino y en
origen
Dado que los etiquetados sema´nticos so´lo
esta´n disponibles en castellano, es posible
usar e´stos de dos formas distintas: donde
el castellano es la lengua origen (sema´nti-
ca en origen), y cuando es la lengua des-
tino (sema´ntica en destino). En el caso de
la sema´ntica en destino, para entrenar el sis-
tema de traduccio´n usamos la aproximacio´n
del apartado anterior para modelar la lengua
destino. As´ı obtenemos un modelo de lengua-
je y traduccio´n que traducira´ desde un idioma
fuente (con so´lo palabras) a castellano con in-
formacio´n sema´ntica.
En el caso de la sema´ntica en origen, el
idioma fuente sera´ el castellano enriquecido
mediante informacio´n sema´ntica, y se tradu-
cira´ al france´s o al ingle´s. Como resultado
obtendremos una traduccio´n al ingle´s o al
france´s en la que solamente habra´ palabras.
3.3 Uso de interlingua basada en
pares atributo-valor
La aproximacio´n mediante interlingua consis-
te en definir un lenguaje pivote en el proceso
de traduccio´n. Una representacio´n con inter-
lingua implica entrenar sistemas que traduz-
can desde un lenguaje origen a interlingua,
ma´s otros sistemas que traduzcan desde in-
terlingua a un lenguaje destino.
Esta aproximacio´n trata de traducir una
frase en un idioma fuente por otra en un idio-
ma destino que tenga un contenido sema´ntico
similar, en lugar de traducir palabra por pa-
labra. De esta manera, se intenta conservar el
significado de la frase original ma´s que su lite-
ralidad. Esto brinda un abanico ma´s grande
de posibilidades, ya que tendremos ma´s op-
ciones a la hora de realizar una traduccio´n.
Sin embargo, tambie´n cabe destacar que la
me´trica BLEU no sera´ tan representativa con
esta aproximacio´n. Una frase en el lenguaje
destino, con significado equivalente pero dis-
tintas palabras en la frase de referencia ob-
tendr´ıa con BLEU una puntuacio´n baja, pese
a poder ser una traduccio´n va´lida.
En esta aproximacio´n hemos empleado
el Frame contenido en las frases del corpus
DIHANA como lenguaje pivote. Cada frase
de entrenamiento se traducira´ en la secuen-
cia de pares atributo-valor del frame corres-
pondiente. Un ejemplo de este etiquetado se
muestra en la Tabla 6. No´tese que cada par
atributo-valor se considera un s´ımbolo en el
lenguaje pivote.
Frase














Tabla 6: Representacio´n mediante una inter-
lingua basada en pares atributo-valor
Con un corpus de Entrenamiento para la
interlingua que contenga este tipo de fra-
ses podremos entrenar sistemas de traduccio´n
que traduzcan de castellano, ingle´s o france´s
a interlingua, y despue´s podremos entrenar
otros sistemas de traduccio´n que traduzcan
de interlingua a castellano, ingle´s o france´s.
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3.4 Uso de interlingua basada en
secuencias atributo-valor
Esta representacio´n esta´ basada en la ante-
rior, pero considerando ahora el atributo y su
valor como dos s´ımbolos distintos. Un ejem-
plo de este etiquetado aparece en la Tabla 7.
Frase











TIPO-VIAJE nil () CIUDAD-ORIGEN
Valencia CIUDAD-DESTINO Segovia
Tabla 7: Representacio´n mediante una inter-
lingua basada en secuencias atributo-valor.
3.5 Uso de interlingua basada en
secuencias de conceptos y
valores
La tercera representacio´n con interlingua esta´
basada en todas las representaciones anterio-
res. En esta aproximacio´n representaremos
una frase mediante la secuencia de etique-
tas sema´nticas de la segmentacio´n de esa fra-
se en el corpus DIHANA. Adema´s, se tienen
en cuenta las apariciones de valores en la re-
presentacio´n de Frame, pero sustituyendo los
valores concretos por valores gene´ricos para
aumentar la cobertura del modelo. Esta re-
presentacio´n persigue conseguir mejores re-
sultados equiparando los tokens del lengua-
je origen con una secuencia de atributos que
normalmente es mayor a la secuencia de pa-
res atributo-valor que hay en el Frame. En
la Tabla 8 vemos un ejemplo de este tipo de
representacio´n.
4 Experimentos y Resultados
Se ha llevado a cabo una evaluacio´n experi-
mental para comprobar la idoneidad de las
representaciones sema´nticas propuestas en el
proceso de traduccio´n automa´tica estad´ısti-
ca. Como punto de partida, experimento ba-
seline, realizaremos experimentos en los cua-
les no se ha utilizado ninguna informacio´n
sema´ntica.
Frase













Tabla 8: Representacio´n mediante una inter-
lingua basada en secuencias de conceptos y
valores.
4.1 Experimentos con etiquetas
asociadas a cada palabra
Se han hechos experimentos tanto para cuan-
do la representacio´n sema´ntica (el etiquetado
sema´ntico so´lo esta´ disponible para castellano
en el corpus DIHANA) esta´ en el destino co-
mo cuando esta´ en el origen.
En el experimento con etiquetas asocia-
das a cada palabra en destino se han llevado
a cabo a su vez otros dos tipos de experi-
mentos. En el primer tipo hemos empleado
en la fase de desarrollo un conjunto de da-
tos sin etiquetas asociadas de manera que se
maximiza el BLEU para traducir de palabras
en un idioma origen a palabras en castellano.
Sin embargo, para el segundo tipo de experi-
mentos usamos un conjunto de datos con eti-
quetas asociadas para la fase de desarrollo,
de manera que tenemos un sistema que ma-
ximiza el BLEU para traducir de palabras en
un lenguaje origen a castellano con etiquetas
asociadas.
En la Tabla 9 esta´n los resultados para
el baseline y para los experimentos con eti-
quetas asociadas a cada palabra en destino,
haciendo uso en un caso de un conjunto de
Desarrollo con etiquetas sema´nticas asocia-
das y otro conjunto de Desarrollo sin etique-
tas sema´nticas asociadas. En el caso de tradu-
cir desde el ingle´s obtenemos mejores resul-
tados ajustando los pesos mediante el uso de
un conjunto de datos sin etiquetas asociadas
y conseguimos mejorar al baseline. Sin em-
bargo, al traducir desde el france´s obtenemos
mejores resultados usando un conjunto de da-
tos para desarrollo con etiquetas asociadas y
se mejora tambie´n el baseline.




Desarrollo=Etiquetas Sem 39.01 39.38
Desarrollo=Palabras 39.49 39.03
Tabla 9: BLEU de la representacio´n sema´nti-
ca con etiquetas asociadas a cada palabra.
A continuacio´n se muestra un ejemplo de tra-
duccio´n EN-ES y FR-ES:
(1) Hello, good morning. I’d like times
for trains to Cuenca → hola buenos
d´ıas quisiera horarios para trenes a
Cuenca
(2) bonjour je voudrais connaˆıtre les
horaires des trains pour aller a` Bar-
celona → hola quisiera saber hora-
rios de trenes para ir a Barcelona
En la Tabla 10 se han vuelto a realizar
los dos experimentos para sema´ntica en des-
tino, pero esta vez sin eliminar las etiquetas
asociadas a las palabras en la salida de tra-
duccio´n y empleando un conjunto de Prueba
con etiquetas asociadas para que sirva de re-
ferencia. De este modo estamos midiendo no
solo el acierto del traductor a nivel de pala-
bras sino adema´s el acierto considerando los
conceptos sema´nticos asociados a ellas. E´sta
es una tarea ma´s compleja que la anterior, y
justifica el hecho de que se obtenga un BLEU
menor, pues el rango de palabras que tiene
para acertar al traducir al castellano sin eti-
quetas asociadas es de 719 palabras, mientras
que al castellano con etiquetas asociadas es
de 1746 palabras.
EN-ES FR-ES
Desarrollo= Etiquetas Sem 33.44 34.03
Desarrollo=Palabras 33.99 33.61
Tabla 10: BLEU de la representacio´n
sema´ntica con etiquetas asociadas a cada pa-
labra, evaluando las etiquetas sema´nticas.
A continuacio´n se muestra un ejemplo de tra-
duccio´n EN-ES y FR-ES:
(3) Hello, good morning. I’d like
times for trains to Cuenca →
hola#cortesia buenos#cortesia
d´ıas#cortesia quisiera#consulta
horarios# <hora> para# <hora>
trenes# <hora> a#ciudad destino
Cuenca#ciudad destino
(4) bonjour je voudrais connaˆıtre
les horaires des trains pour aller
a` Barcelona → hola#cortesia
quisiera#consulta saber#consulta
horarios# <hora> de# <hora>
trenes# <hora> para# <hora>
ir# <hora> a#ciudad destino
Barcelona#ciudad destino
Por u´ltimo en la Tabla 11 se muestran
los experimentos usando etiquetas asociadas
a cada palabra en origen. En este caso el len-
guaje origen usa siempre las etiquetas aso-
ciadas a cada palabra del castellano, que se
traduce a france´s o ingle´s.
Los resultados del baseline obtienen me-
nos BLEU que cuando el castellano es la len-
gua destino. La razo´n puede estar en que las
traducciones de ingle´s y france´s han sido ob-
tenidas por cuatro traductores web diferen-
tes, generando un vocabulario mayor y que
hace ma´s dif´ıcil que se den aciertos.
ES - EN ES - FR
Baseline 22.01 26.91
Etiquetas Sem 21.72 27.01
Tabla 11: BLEU de la sema´ntica en origen
A continuacio´n se muestra un ejemplo de tra-
duccio´n ES-FR:
(5) s´ı# <afirmacion> me#consulta
podr´ıas#consulta decir#consulta





→ oui vous me dire le prix du
premier du dernier
4.2 Experimentos usando una
interlingua basada en pares
atributo-valor
La Tabla 12 muestra los resultados obteni-
dos usando una interlingua basada en pa-
res atributo-valor. Se hace uso de los pares
atributo-valor del Frame de cada frase.
Se ha hecho un experimento para cada
combinacio´n de traducciones posible, cabe
destacar los experimentos hechos para tra-
ducir de un idioma a interlingua y despue´s
otra vez a ese mismo idioma. En este ca-
so lo que se hace es traducir por palabras o
segmentos que expresen los mismos atributos
sema´nticos. Dicho de otro modo, lo que ha-
cemos al traducir al interlingua es “compren-
der” el significado de la frase, y al traducir
desde un interlingua traducimos a una frase
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con ese significado. En la traduccio´n usando
una interlingua, aunque generemos una frase
con el mismo significado y las palabras a la
salida del proceso de traduccio´n sean sino´ni-
mos de las palabras en la referencia, la me´tri-











Tabla 12: BLEU de una representacio´n me-
diante Interlingua de pares atributo-valor.
A continuacio´n se muestra un ejemplo de tra-
duccio´n ES-IL e IL-ES mediante una interlin-
gua basada en pares atributo-valor:
(6) hola buenos d´ıas mira quer´ıa sa-
ber horarios de trenes para ir de




me gustar´ıa saber el horario de un
viaje de ida para ir de Castello´n a
Barcelona
En el ejemplo se observa una traduccio´n
correcta que sin embargo proporciona un
BLEU bajo.
4.3 Experimentos usando una
interlingua basada en
secuencias atributo-valor
Con esta representacio´n se espera aumentar
la cobertura del modelo dado que no hara´ fal-
ta que atributo y valor aparezcan juntos para
poder ser traducidos. En la Tabla 13 se mues-
tran los resultados obtenidos para esta apro-
ximacio´n realizando un experimento por cada
par posible de idiomas. Como se esperaba, si
lo comparamos con la tabla 12 los resultados
en BLEU han aumentado. El vocabulario en
esta aproximacio´n es menor (370 tokens) que
en la representacio´n de interlingua anterior,
debido a que no hay combinaciones concepto-
valor sino que tenemos los conceptos por un
lado y los valores por el otro, dando un nu´me-
ro menor de tokens.











Tabla 13: BLEU de la representacio´n median-
te Interlingua de secuencias atributo-valor.
duccio´n FR-IL e IL-EN mediante una interlin-
gua basada en secuencias atributo-valor:
(7) bonjour je voudrais connaˆıtre les
horaires des trains pour aller a` Bar-
celona → TIPO-VIAJE nil HORA
CIUDAD-DESTINO barcelona →
i’d like to know the schedules of
trains to barcelona
4.4 Experimentos usando una
interlingua basada en
secuencias de conceptos y
valores
Para esta u´ltima representacio´n de interlin-
gua, y al igual que para las anteriores se ha
llevado a cabo un experimento por cada com-
binacio´n de idiomas (ver Tabla 14). Los re-
sultados en BLEU son generalmente mayores
que las obtenidas por las representaciones de
interlingua anteriores. Esto se debe a que al
hacer uso de los conceptos en lugar de so´lo
los atributos del Frame podemos enriquecer
la representacio´n sema´ntica, tal es el caso de
la etiqueta cortes´ıa. Adema´s, las otras repre-
sentaciones interlingua que hemos usado en
este trabajo so´lo usan el Frame, y este tiene
los pares atributo-valor ordenados cano´nica-
mente, con lo que la tarea de reordenamiento
en el proceso de traduccio´n era tambie´n ma´s
dif´ıcil.
A continuacio´n se muestra un ejemplo de tra-
duccio´n EN-IL e IL-ES mediante una interlin-
gua basada en secuencias conceptos y valores:
(8) Well, I want leave on the thir-
tieth of July → afirmacion con-
sulta m salida fecha#30X07 ti-
po viaje#vuelta july → s´ı me gus-
tar´ıa salir el pro´ximo d´ıa treinta de
vuelta july












Tabla 14: BLEU de la representacio´n median-
te una interlingua de secuencias de conceptos
y valores.
5 Conclusiones
En este trabajo hemos presentado diferen-
tes alternativas para an˜adir conocimiento
sema´ntico a los sistemas de traduccio´n au-
toma´tica en el a´mbito de una tarea de domi-
nio restringido. Estas alternativas se pueden
agrupar en dos clases. En una de ellas se usan
los conceptos sema´nticos que tiene el corpus
DIHANA para enriquecer el proceso de tra-
duccio´n. En la otra se usa una lengua pivote
como paso intermedio en el proceso de tra-
duccio´n entre idiomas.
Con la primera de las aproximaciones he-
mos obtenido resultados superiores a los del
baseline, es decir, a la traduccio´n cuando no
se usa informacio´n sema´ntica. Se puede in-
ferir de todo esto que si trabajamos con un
corpus de dominio cerrado, tal como DIHA-
NA, y podemos asignar etiquetas sema´nticas
a las palabras entonces es posible mejorar los
resultados de la traduccio´n con estas repre-
sentaciones siempre y cuando el corpus sea lo
suficientemente grande.
En cuanto al uso de una lengua pivote, si
bien la puntuacio´n en BLEU es menor que
en la otra aproximacio´n, la propia me´trica
BLEU tampoco refleja bien su calidad. Al
traducir de una lengua origen a una interlin-
gua se esta´ haciendo una interpretacio´n del
significado de las palabras de la lengua ori-
gen, y al traducir de este interlingua a la len-
gua destino se esta´ generando una frase que
expresa el significado deseado. Es frecuente
pues que en la traduccio´n aparezcan palabras
diferentes pero que sin embargo tienen el mis-
mo signficado.
Los resultados obtenidos indican que es
alentador continuar en esta direccio´n. Esto
implicar´ıa, entre otras medidas, desarrollar
una nueva me´trica para cuantificar la calidad
de una traduccio´n, de forma que se tengan en
cuenta las similitudes sema´nticas adema´s de
las le´xicas.
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