Abstract-Video streaming is one of the dominant forms of traffic on the Internet. This increases workload on the video servers, which leads to substantial slowdowns. In order to resolve the slowdown problem, and to provide a scalable and robust infrastructure to support on-demand streaming, helper-assisted video-on-demand (VoD) systems have been introduced. In this architecture, helper nodes, which are micro-servers with limited storage and bandwidth resources, download and store the userrequested videos from a central server to decrease the load on the central server. Multi-layer videos, in which a video is divided into different layers, can also be used to improve scalability. In this paper, we study the problem of utilizing the helper nodes to minimize the pressure on the central servers. We formulate the problem as a linear programming (LP) optimization using joint inter-and intra-layer network coding (NC). We show that a lightweight triangular inter-layer NC can be used, instead of the general form of inter-layer NC, to achieve the optimal solution. Our solution can also be implemented in a distributed manner. We show how our method can be extended to the case of wireless live streaming, in which a set of videos is broadcast. We carefully study the convergence and the gain of our distributed approach.
I. INTRODUCTION
As the requirements of life and technology change, people use real-time and multicast services, such as video streaming and video conferencing, more. Recent studies have shown that multimedia streaming produces the most traffic on the Internet. For example, 20-30% of the web traffic on the Internet is from YouTube and Netflix [1] , [2] . Thousands of hours of video are uploaded on YouTube every day, and millions of hours of movies are available on Netflix, Hulu, and iTunes sites. Another application that is becoming an integral part of our lives is surveillance to provide public security, which requires real-time and multicast networking services.
In order to provide a scalable and robust infrastructure that will support large and diverse on-demand streaming, the concept of helpers has been introduced, and the design of helper-assisted video-on-demand (VoD) systems has been explored [3] - [7] . Helper nodes are micro-servers with limited storage and bandwidth resources, which can download and store the requested videos and can provide users with their requests. The helper nodes work in conjunction with a central server, which provides the users with the video files that cannot be obtained from their neighboring helper nodes (Fig. 1 ). It
This research was supported in part by NSF grants ECCS 1231461, ECCS 1128209, CNS 1138963, CNS 1065444, and CCF 1028167. is obvious that the central server will be able to serve more users, if we can provide more portions of the requested videos through the helpers. In addition to the use of helper nodes, multi-layer videos [8] - [10] can be used to provide a higher degree of scalable VoD systems. In multi-layer video, which is also called multiresolution codes (MRC), videos are typically divided into a base layer and enhancement layers [9] , [11] . The base layer (layer 1) is required to watch the video, but the enhancement layers augment the quality of the video streaming. Accessing more layers provides higher video quality, but the i-th enhancement layer is not useful unless the user has access to all of the enhancement layers with a smaller index. Fig. 2 (f) shows that adding layers 2 and 3 together without layer 1 is useless, as well. Adding layer 2 to layer 1 increases the quality of the image as shown in Fig. 2(e) .
In order to use the resources optimally, we need a mechanism to distribute the packets of the videos on the helper nodes, since the helpers might not be able to store a full copy of the videos due to the storage limitations. Network coding (NC) [12] , [13] helps to simplify the content distribution problem and solves it in an efficient way. Consider packets p 1 , ..., p n . In random linear NC, each coded packet is in the form of n i=1 a i × p i , where a i is a random coefficient. In this scheme, if a user has access to any n linearly independent coded packets, it can use Gaussian elimination to decode the coded packets and retrieve the original packets. In [14] , it is shown that randomly selecting the coefficients guarantees that the packets will be linearly independent. As a result of random linear NC, the coded packets contribute the same amount of data to the users, which simplifies the distribution of the packets. Linear NC can be classified into intra-or inter-layer NC, depending on whether the coding is performed between the packets from the same layer or different layers, respectively.
Consider Fig. 3 , in which the users request a two-layer video, each of them consisting of 2 packets. The capacity of the helper nodes is equal to 2 packets. Assume that users u 1 and u 6 request layer 1, and the other users need both layers. Using the proposed method in [3] , the whole video should be downloaded for playing, as the method does not support multilayer coding; thus, the video is considered to be 4 packets p 1 -p 4 . Fig. 3(a) shows an optimal video placement option based on the proposed method in [3] , in which random linear coded packets of p 1 -p 4 are stored on the helpers (the no multi-layer NC is depicted in Fig. 3(d) ). In this case, users u 2 -u 5 have access to 4 coded packets over p 1 -p 4 ; thus, they can decode the coded packets using just the helper nodes. However, users u 1 and u 6 need to download 2 more packets from the server to decode the coded packets. Fig. 3(b) shows an optimal placement using intra-layer NC. The coding structure is shown in Fig. 3(d) . In this case, only user u 2 needs to download 2 packets from the server, so the load on the server is less than that of in Fig. 3(a) . Interlayer NC can be used in conjunction with intra-layer NC to increase the efficiency of the content placement on the helpers. In Fig. 3(c) , we benefit from inter-layer NC. Users u 2 -u 5 have access to 4 linearly coded packets over layers l 1 and l 2 , so the central server does not need to upload any layer. Moreover, users u 1 and u 6 have access to 2 linearly coded packets over layer l 1 , which is sufficient for decoding the first layer.
Motivated by the intuition drawn from the example, in this work, we answer the following questions: how should the packets of videos be distributed on helper nodes? how should the helper nodes allocate their bandwidth to the users to minimize the load on the central server? And, lastly, which coding scheme should be used for the content placement? While answering these questions, we have the following contributions:
• In contrast to previous works, which study the case of single video [6] , [7] or no multi-layer videos [3] , we study multi-layer multi-video streaming, and characterize the optimal solution using linear programming (LP).
• The problem of inter-layer NC is typically considered as an NP-complete problem [9] , [11] . However, in this work, we come up with a setting where the optimal solution of the problem can be calculated using joint inter-and intra-layer NC in polynomial time. We also present a distributed approach to optimally utilize the helper nodes, which adapts to the system dynamic.
• We show that a lightweight triangular inter-layer NC can be used instead of the general form of inter-layer NC to achieve the optimal solution. Moreover, we empirically show the cases under which combining inter-with intralayer coding provides benefit over intra-layer coding.
The remainder of this paper is organized as follows: In Section II, we introduce the settings. We formulate the problem for the case of wireless or wired VoD in Section III, and study the wireless live streaming application in Section IV. We introduce our distributed optimal solution in Section V, and evaluate our methods through simulations in Section VI. Section VII concludes the paper.
II. SETTING
Consider a wireless VoD system, where a central server provides a set of videos to users with the help of a group of helper nodes. Helpers are micro-servers with limited storage and bandwidth resources. We represent the set of helpers, users, and videos as H, U , and M , respectively. The users are stationary, and each helper covers a subset of the users. The k-th video m k has a constant streaming rate r k and size v k . User u i has a stationary request, denoted as q i , and watches only one video at a time from beginning to the end.
Helper h j has storage and upload bandwidth capacities equal to S j and B j , respectively. If the helper nodes adjacent to user u can cumulatively provide the streaming rate of the requested video by the user, the video will be downloaded from the helpers. Otherwise, the user will request the remaining portion of the video directly from the central server (Fig. 1) . Our objective is to minimize the server's total upload rate. In other words, we want to maximize the total amount of provided videos from the helper nodes to the users.
In order to provide the users with different levels of video qualities, each video m k is divided into e k layers with the same streaming rate and size equal to . We represent the set of adjacent helpers to users u i and adjacent users to helper h j as N (u j ) and N (h j ), respectively. Table I summarizes the set of symbols used in this paper.
The optimal distribution of the videos on the helper nodes and the bandwidth allocation to the users is a challenging problem, even under a fixed network and demands assumption. We introduce a distributed algorithm to find the optimal solution for the stationary case. In the simulation results section, we show that our algorithm converges to the optimal solution, even in the case of dynamic networks.
III. VOD WITH MULTI-LAYER VIDEOS
In general, a helper might not be able to store a full copy of a video because of storage limitations. Moreover, a helper node might provide more help to the central server by storing more videos in part rather than storing a small number of them in full [15] . Under this setting, to minimize the pressure on the central server, the following questions have to be addressed:
• Content placement: Which packets of which layers of each video should a helper node store? • Bandwidth allocation: Which packets, and to which users, should each helper node serve its content?
• Coding scheme: Which coding scheme should be used? Intra-layer NC helps to simplify the content placement problem on the helpers. As stated in the introduction, intra-layer NC also increases the efficiency of the content placement on the helper nodes. For this purpose, we divide each layer of a video into segments of n packets. Fig. 4 (a) shows a video with 3 layers. In our intra-layer NC scheme, each coded packet of a segment is a random linear combination of the whole packets in that segment. In Fig. 4 (b), the coefficients are not shown for simplicity. For instance, p 1 +p 2 means a 1 p 1 +a 2 p 2 , where a i is a random coefficient. When using intra-layer NC, all of the coded packets from the helper nodes will contribute the same amount of information, and a user will be able to view the segment if it downloads any n linearly independent coded packets from the helper nodes that have the segment stored.
In order to enable a helper to serve any users watching video m, regardless of their playback time, we uniformly store the packets from each segment of the video. Using this scheme, in order to store a fraction f of a layer of video m on helper h, we store f ×n random linearly coded packets of each segment on the helper. Consider the video layer in Fig. 5(a) , in which each segment contains 4 packets. Assume that we want to store half of the video layer on a helper. We store 2 random linearly coded packets for each segment as shown in Fig. 5(b) . Note that the 2 coded packets of each segment are different, since they have different random coefficients. The coefficients are not shown for simplicity. Using this scheme, helper h can supply at the rate of f × r to the users that need video m, where r is the rate of the video. The use of intra-layer NC enables a flow-based model of the content, which changes our questions to finding 1) the rate at which coded packets of a video layer should be stored on a helper node, 2) the rates at which coded packets of a video layer should be uploaded to a helper's adjacent users, and 3) the optimal coding scheme.
A user might receive the packets of the current segment from the helpers with different delays, so the user is not able to decode the segment until it receives enough coded packets. In order to address this problem, which might result in the video lag problem, each user buffers the received coded packets and delays the playback so that the differences of the transmission delays does not result in playback lags. Computing the buffering time is beyond the scope of this work.
A. Intra-Layer Coding
Minimizing the server load is equivalent to maximizing the help provided by the helpers, which can be modeled as the following LP optimization problem:
Objective function (1) is the summation of the helper's upload rates to the users over the subscribed layers of the requested videos. Function (1) is linear, so it is a concave function. We use set of Constraints (2) to limit each helper's upload rate at the available service rate of the videos. This upload rate differs for different layers of a video; thus, for each layer of a video, we have a separate constraint. Constraints (3) and (4) are feasibility constraints on bandwidth and storage, respectively. The total upload rate of a helper and the total stored data on it cannot exceed its bandwidth and capacity limit. Note that in VoD applications, even in the case that the adjacent users to a helper watch the same video, their playback times are different; so, the helper needs to allocate separate bandwidths to the users. Thus, this optimization problem works for both a wireless or wired network.
We assume that the rates of different layers of a video are the same. Therefore, the streaming rate of each layer of video m k is equal to rk ek . It is sufficient for user u to download each layer of its requested video at a rate equal to the streaming rate of the layer, and more than that value will not be useful. The set of Constraint (5) limits the aggregated download rate of the requested layers of video m to user u at the rate of the layer. The set of Constraints (6) are the feasibility constraints on the fraction of stored video layers on the helpers.
Assuming that each user is connected to all of the helpers, the number of variables x and f are equal to |U | × |H| × e and |H| × |M | × e, where e is the maximum number of video layers. Moreover, the number of Constraints (2)-(6) are equal to |U | × |H| × e, |H|, |H|, |U | × e, and |H| × |M | × e, respectively. Therefore, the solution of the optimization can be calculated in polynomial time [16] . The proposed optimization can be easily extended to the case of layers with different sizes and streaming rates, by substituting different sizes and streaming rates for each layer of the videos in the constraints.
B. Joint Inter-and Intra-Layer Coding
In the general form of random linear NC, each packet can be coded with any other packets. Thus, in the case of n packets, there are 2 n −1 random linear NC possibilities. In contrast with the general form, in triangular NC [17] , each coded packet is a random linear combination of the first i packets, ∀i : 1 ≤ i ≤ n. Therefore, there are just n possibilities for coding n original packets. Figs. 6(b) and (c) show the possible coded packets using the general form of NC and triangular coding, respectively. The coefficients are not shown in the figures.
As stated in the introduction, inter-layer NC helps to increase the provided help of the helper nodes. In order to benefit from joint inter-and intra-layer NC, we first perform intralayer NC (Fig. 4(b) ). Then, we use the triangular NC scheme to code the intra-layer coded packets together. In our scheme, the coded packets of each segment of a video's l-th layer are a random linear combination of that segment in layers 1 to l. Fig. 4(c) depicts the joint inter-and intra-layer coded packets using the triangular scheme. In this figure, the packets of layer 1 are the same as in the intra-layer approach, but the packets of layer 2 are a linear combination of layers 1 and 2. Also, the packets of layer 3 are a random linear combination of all the 3 layers. The random coefficients are not shown for simplicity. For example, P 1 + P 4 means a 1 P 1 + a 2 P 4 .
We prefer using triangular NC over the general form for two reasons. First, it limits the coding space of the coding problem such that we can formulate the joint inter-and intra-layer NC as a convex optimization problem. Moreover, in our setting, the gain of the triangular NC is not less than the general form of NC, which is illustrated by the following theorem:
Theorem 1: Under the proposed setting, the gain of the triangular NC is at least equal to that of the general form of inter-layer NC.
Proof: We show that changing the general linear codes (non-triangular codes) to triangular codes does not decrease the total gain. Assume that P is a non-triangular code and I is the set of the indices of the layers in P . Also, assume that the largest index in I is d. Clearly, the coded layer P is not useful for the users that requested fewer layers than d, so changing P does not have a negative effect on these users. On the other hand, the users that requested at least d layers need to retrieve all of the layers from 1 to d. As a result, changing the coded layer P to a triangular code P does not have any negative impact on these users.
Assume that user u i has subscribed to c i layers, each of which contains n packets. We represent the received coded packets of the l-th coded layer as Z l . In [17] , it is shown that under the triangular coding scheme, a user can decode all of the c i layers if
This means that the total number of received coded packets should be at least equal to c i × n. Also, the total number of received coded packets from layers 2 to c i needs to be equal to or more than (c i − 1)n. In general, the number of received coded packets from layers l to c i should not be less than (c i −l+1)n, which gives us an insight into the following lemma:
Lemma 1: Providing more than l × n coded packets from the first l coded layers is not useful to user u.
Proof: Obviously, receiving more than n coded packets from layer 1 is not useful to user u, since n coded packets are enough to decode layer 1. Coded layer 2 contains coded packets over the first two original layers. As a result, the user needs 2n coded packets from the first two layers. Since |Z 1 | ≤ n, the rank of Z 1 ∪Z 2 is equal to 2n. With the same reasoning, receiving more than l × n coded packets from the first l coded layers is not useful.
By using Lemma 1, we can formulate the problem using joint inter-and intra-layer NC as follows:
Much like the proposed inter-layer optimization, Constraints (6), (7), and (8) are feasibility constraints on the fraction of each video on each helper node, bandwidth, and storage. The set of Constraints (9) implies that the total upload rates of the first l layers of the user-requested video should not be more than l times the streaming rate of each layer. This set of constraints ensures that the helpers will not provide coded packets to the users that are not useful for decoding.
IV. WIRELESS LIVE STREAMING APPLICATIONS
In this section, we show how the proposed solution for VoD can be extended for wireless live streaming (LS) applications. By LS we are referring to applications where some videos are broadcast to the users, such as TV station channels or surveillance systems. In VoD, the users can play the videos asynchronously. However, in LS, the playback time of the users that watch the same video are synchronous. Thus, the main difference between LS and VoD is that in LS, the helpers do not need to allocate separate bandwidths to their adjacent users that watch the same video.
In the case of VoD, the summation of the allocated bandwidth from each helper to its adjacent users should be less than or equal to its bandwidth. However, in LS, the summation of the allocated bandwidth from each helper for all of the videos should be less than or equal to its bandwidth. The reason for this is that more than one neighboring user might request the same video, and all of the users use the same broadcast packets. In order to formulate the case of LS, we represent the allocated bandwidth for the video m k over helper h j as x k j . The summation of these variables for each helper node should be less than or equal to the helper's bandwidth. Also, the download rate of user u i over video m k from the helper node h j , which is represented as d k ji , should be less than or equal to x k j . The problem of LS in the case of single layer videos can be formulated as follows:
We also have Constraint (6) . Objective function (10) is the summation of the download rates of users. The set of Constraints (11) ensures that the upload rate of a video by a helper node cannot exceed the available service rate of the video. Constraints (12), (13) , and (6) are feasibility constraints on bandwidth and storage. We limit the download rate of a user from a helper node to the upload rate of its requested movie using the set of Constraints (14) . We refer to our method as wireless live streaming (WLS).
V. DISTRIBUTED SOLUTION
In this section, we solve the proposed convex optimization problem for the case of multi-layer VoD streaming using intralayer NC in a distributed way. The same approach can be used to find a distributed solution for the other settings. The idea is to solve the lagrangian dual of the problem using the gradient method. In this way, the helpers start from empty storage, and gradually update their storage and bandwidth allocation, based on the exchanged lagrange variables between them and their users. The objective function (1) is not strictly concave, due to the presence of a linear summation. Consequently, a direct application of standard gradient iterative method might lead to multiple solutions. In this case, the output of an iterative method may oscillate between multiple solutions. In order to overcome the problem due to the lack of strict concavity, we can apply the Proximal method described in [18] , page 233. The idea behind the Proximal method is to add quadratic terms to the objective function and make it strictly concave. A detailed description of the Proximal method is in [18] , [19] . To apply the Proximal method, we introduce auxiliary variables y kl ji . By using the Proximal method, the optimization becomes:
subject to Constraints (2), (3), (4), (5), and (6). The optimal solution of (15) is also the solution of (1). Let x * and f * be the optimal solution of (1) then, x = x * , f = f * , and y = x is the maximizer of (15) . The standard proximal method iteratively works as follows:
1) Fix y(t) and maximize (15) with respect to variables x(t) and f (t). 2) Set y(t + 1) = x(t), increment t and go back to step 1 . Since the Slater condition holds (see reference [20] ), there is no duality gap between the primal and the dual problems. Therefore, we can use the dual approach to solve the problem. (2), (3), (4), and (5), respectively. Here, i, j, and l are corespondent to the indices in the set of Constraints (2) to (5) . The Lagrange function of (15) is:
By rearranging the terms, we have:
By a simple change of variables, the Lagrange function is separable in x and f , and we can rewrite it as: 
The objective function of the dual problem is:
The dual problem itself is min λ≥0 D( y, λ). The dual optimization problem can be solved using the gradient method. The updates of the Lagrange variables are listed as follows:
+ denotes the projection on [0, ∞). Also, by setting the first derivative of (16) with respect to x equal to zero, the optimal x can be calculated as follows: (17), and rem is the free space of helper node h j . The idea here is that, in order to maximize Equation (17), we should give a greater value to the fraction of the videos with a greater γ value. On the other hand, the fraction of videos with a negative γ value should be equal to zero. Therefore, for each helper node, we sort the γ 
descending order of their values, and we start to fill the helper nodes with videos that have a greater γ.
The convergence of our algorithm can be proven using a technique similar to [21] . We omit the proof for brevity, and in our simulation we empirically verify the convergence.
We can define two iterative levels for the distributed algorithm [19] . In the inner loop, we fix the auxiliary variables y and update x, f , and λ, for T times. We run the outer loop τ times, in which we set y(τ + 1, 0) = x(τ, T ). The users' and helpers' policies are shown in Algorithms 2 and 3, respectively.
VI. SIMULATION RESULTS
We compare our proposed methods with the proposed nolayer VoD method in [3] . The authors formulate the VoD problem as LP, and propose a distributed solution for it. We refer to both their LP an distributed solution as DIST method. We also study the convergence of the proposed distributed method under the static and dynamic cases.
We assume that the popularity of the videos and the number of subscribed layers by each user are uniformly distributed. The range of a video's rate, size, storage capacity, bandwidth capacity, and number of adjacent helpers to each user are randomly chosen in the ranges shown in Table II .
A. Performance
We evaluate the methods on 100 random topologies, and use the average output of the simulation for plots of this section. In Fig. 7(a) , we compare the load on the central server. Each video contains 5 layers, and the number of requested layers by each user is randomly chosen in the range of [1, 5] . The other parameters are shown in Table II . The figure shows that the result of the joint inter-and intra-layer coding is almost the same as the intra-layer coding. The server's load in our methods is up to 75% less than that of the DIST approach.
In our next experiment, we study the effect that the number of helper nodes has on the server's load. It is clear that more helper nodes can provide more portions of the videos, due to more available capacity and bandwidth resources. As a result, the server's load in all of the methods decreases as we increase the number of helper nodes, as illustrated in Fig. 7(b) .
Figs. 8(a) and (b) depict the effect of the number of videos and layers of the server's load. The simulations parameters are chosen randomly in the ranges shown in Table II . The server's load of the methods increases as we increase the number of videos. This is because, as we increase the number of choices, the number of common requests decreases. As a result, the helper nodes need to store more videos, which is not feasible due to the storage limitations. More layers give the users the choice to select videos with a lower quality, which decreases the load on the server as shown in Fig. 8(b) . In this figure, the server's load is almost fixed in the DIST method, since DIST is a no-layer approach.
As we stated in the introduction, there are cases where the inter-layer NC reduces the server's load. However, Figs. 7 and 8 show that the server's load using joint NC and just intra-layer coding are very close. In order to study the benefit of interlayer coding, we repeat the first experiment with a single video to eliminate competition between the users with different video requests. The helpers' bandwidths are in the range of [5, 10] , and the video size, video rate, and the storage capacities are set to 4, 4, and 1. Also, the degree of each user is in the range of [1, 4] , and we set the number of requested layers of each user to its degree. Fig. 9(a) shows that the server's load using joint coding is up to 17% less than that of the intra-layer coding method. Fig. 9(b) shows that, as we increase the number of helpers, the difference between the methods decreases, which is due to the availability of a high percentage of the video through the helpers in both methods. Based on our observation, we can find that when the users compete in receiving different videos and the bandwidth is the bottleneck, inter-layer NC cannot increase the available content to the users. Table II . In the case of LS, the playback time of the users that watch the same video are synchronous. Thus, in the WLS method, the helpers do not assign a separate bandwidth to the users that watch the same video, which results in providing more portions of the videos through the helper nodes. As a result, the server load in the WLS method is less than that of the DIST method. In Fig. 10(a) , the slope of DIST is more than that of the WLS, which means that the helper nodes do not have enough free bandwidth to support more users. On the other hand, in Fig. 10(b) WLS has less slope than the DIST method since, even in the case of 15 helper nodes, the users receive a large portion of their requests.
B. Convergence
In this section, we study the convergence of our distributed solution under both the static and dynamic cases.
1) Static System: We evaluate the convergence of the proposed distributed storage and bandwidth allocation algorithm in Fig. 11 . In this figure, the numbers of users, helpers, and videos are equal to 50, 20, and 5, respectively. In order to have a fair comparison, we set the number of video layers to 1. The optimal solution is computed off-line for comparison. It is clear in Fig. 11(a) that the proposed distributed solution converges to the optimal solution very fast; however, the convergence speed of the DIST approach is less than our approach. Moreover, the DIST method oscillates around the optimal solution. Fig. 11(b) depicts the convergence of a particular helper's (helper h 5 ) storage allocation. The allocated storage for videos 2 and 4 goes to zero, since these videos are not requested by the adjacent users of this helper node. The convergence of the allocated bandwidth from helper h 5 to its adjacent users is shown in Fig. 11(c) .
We repeat the previous experiment by increasing the step size α from 0.01 to 0.03. The results are shown in Figs. 11(d) , (e), and (f). By comparing Figs. 11(a) and (d), it can be inferred that our distributed method converges faster to the optimal solution as we increase the step size. Moreover, even with a greater α, our method does not oscillate. On the other hand, the DIST method's oscillation increases rapidly as we increase the step size. Figs. 11(e) and (f) illustrate the bandwidth and storage allocation of helper h 5 , respectively.
2) Dynamic System: The objective of this section is to show that our distributed approach automatically adapts to the system dynamics. As a result, the users and the helper nodes only need to run the distributed algorithm, regardless of the changes in the system.
We study the effect of changing the number of users to the system in Fig. 12 . For this purpose, we add 5 users at each of iterations 800 and 1600, and we randomly connect them to [1, 3] helper nodes. We also remove 5 users at iteration 2400. The initial number of users is 10, and there are 10 helper nodes in the system. We set the number of videos to 5. The optimal solution is computed off-line for comparison. Fig. 12(a) shows that the total allocated bandwidth of the optimal solution changes as we add or remove users, and the distributed solution converges to the optimal result. We depict the fraction of stored videos on a helper h 8 in Fig. 12(b) .
We repeat the previous simulation for the case of dynamic helper nodes. We set the numbers of users, helpers, and videos to 20, 6, and 5, respectively. We add 3 new helpers at iterations 800 and 1600, and remove 3 helpers at iteration 2400. Figs. 13(a) and (b) show that the proposed distributed method adapts to the changes in the dynamic case.
VII. CONCLUSION
We study the problem of utilizing helper nodes to minimize the load on the central video servers. For this purpose, we formulate the problem as a linear programming optimization problem. This is done by using joint inter-and intra-layer NC, and through an empirical study, we found the cases that joint coding reduces the server's load. We also solve the proposed optimization in a distributed way. We evaluate the convergence and the gain of our distributed approach by comprehensive simulations. Our future work is to study the overhead of introducing the helper nodes and unreliability of the links.
