we construct a reduced system (which IS much simpler than the giben one) such that the difference of the semigroups is a compact operator.
The construction of the reduced system is presented m the non-autonomous case because it has imphfications in the study of systems which are time periodic.
I. INTRODUCTION
It is very well known that the asymptotic behavior of a C, semigroup T(t), t 3 0, in a Banach space X is determined by its spectrum (T( T( f)). For instance, to say that T(t) decays to zero exponentially in an invariant subspace of finite codimension is the same as to say that the essential spectral radius of T(t) (see definition in Sect. II) is less than one (this situation is particularly important in the analysis of the local behavior of the solutions of a semilinear equations in the neighborhood of an equilibrium point). However, in the applications all we know is the infinitesimal generator A and so it is highly desirable to obtain informations about CJ( T( r)) from the knowledge of a(A) only. For semigroups which are either compact or analytic a(A) gives all the important about g( T(t)) (that takes care of 320 retarded equations and parabolic systems) but, in general, all we can say is that the point spectrum and the residual spectrum of r(t) are exponentially related to those of A (see [l, 21) . For the continuum spectrum things are very different; in fact, a remarkable example in [ 1, 23.161 , shows the existence of a group whose generator has empty spectrum, compact operator resolvent and, yet, the (continuum) spectrum of T(f) is the circle with radius en"'; in particular, / r(t)1 grows exponentially. This example shows that in general the continuum spectrum (hence the spectrum) of T(t) cannot be detected by the inspection of the spectrum of A and the problem is to show that such a pathological behavior does not occur in "concrete" situations (which do not Iit in those of analytic or compact semigroups). For difference and differential-difference equations that analysis has been carried out by Henry [3] who has shown, basically, that the asymptotic behavior of the semigroups generated by those equations is determined by the spectrum of the corresponding infinitesimal generator. In this paper we do the same thing for semigroups generated by hyperbolic systems in one space variable in L, spaces, 1 < p < cc. The following standard procedure is adopted: if T(r) and T,(r) are semigroups whose difference T(t) -T,,(t) is compact and the asymptotic behavior of To(f) is determined by the spectrum of its infinitesimal generator then the same thing happens to T(t) (part e of Theorem 1I.B is the precise statement of this principle). This approach is similar (but slightly different) to the one present by Vidav 141. In order to be able to use this procedure in our problem we construct such a T,(t) for which Henry's method applies. We present that reduction for the nonautonomous system because it has applications in the perturbation theory for linear systems with periodic coefficients. In periodicity in .Y is taken as boundary conditions and p = 2 then our results are similar to the ones obtained by Rauch and Taylor [S] by the Fourier method.
II. STATEMENT OF THE PROBLEM AND THE MAIN RESULTS
We will be dealing with the following linear homogeneous hyperbolic system in one space variable in normal form:
with BC: u(f, 0) =E(t) u(t, 0) (11.1)
is a diagonal n x n matrix whose entries are real values C' functions in t and x for (t, x) in Jx [IO, I], J= [a, h] being a compact interval in R, with 3.i( t, X) > 0, i = l,..., N, and Ilj( t, X) < 0 for j = N + l,..., n;
(ii) C(t, X) is an n x n matrix whose entries c,,(t, X) are real (or complex) values continuous functions of (t, x) in Jx [0, L] and either C' in t or C' in x; (iii) u(t, X)=col[ui(t,
x)], i= l,..., N is a column vector in R" (or @") and u(t, x)=col[u,(t,
x)], j= Nt l,..., n is a column vector in I%"-" (or a)" ~ ");
and G(t) are matrices of appropriate sizes whose entries are real (or complex) valued C' functions defined on J.
We also assume that K(t, X) and C(t, x) satisfy the following condition:
(v) if k # m and ik( t, x) = n,,( t, X) (or pk( t, x) = p,,, t, x)) somewhere in Jx [0,1] then c~,,,(z, x) vanishes identically on Jx [0,/l.
Assumption
(v) plays an important role in our theory and it is satisfied in all applications we have encountered.
In fact, systems of type (11.1) governing physical problems are of the form ~+M(t,s)ln+N(r,X)*.=O c'x plus boundary conditions, where M(t, x) and N(t, X) are block diagonal where the blocks M,( t, X) and N,(t, s) are 2 x 2 matrices with M,(t, X) = diag(e,(t, x), -c,(t, x)), ~,(t, x) > 0. It is easy to see that those systems satisfy assumption (v).
Remark.
The conditions at .Y = 0 and x = I can be combined in several ways giving rise to other problems which can be treated in a similar way. If K(t, x) and C(t, X) are 2n-periodic in x then we can take 2x-periodicity in x as a boundary condition for the solutions and this problem has also a similar treatment. Together with system (II.1 ) we consider the following three reduced systems:
with boundary condition: u( t, 0) = E(t) V( t, 0); where C,(t, x)=diag(c,,(t, X) ,..., c,Jt, x)). Each system can be viewed as an abstract equation ti = A ;( t)u., i = 2, 3, 4, with A Jr) and g(A,(r)) defined in the obvious way and the corresponding evolution operators will be denoted by T,(t, s), s 6 t, i= 2, 3,4. For systems (11.2) and (11.3) the phase space is also X,, but for system (11.4) the phase space is (L,[O, I])". Letting q,= ((u, u, d) E X, : d = 0} it is easy to see that q is invariant under T,( t, s) and T3( t, s) = r,( t, S) on J$ (we are identifying (u, U, 0) with (u, 21)); we denote by 7~: X, -+ X, the projection onto q defined by 7c(u, u, d) = (u, u, 0).
Before stating our main results we need to define a few concepts.
DEFINITION.
A complex number 1 is a normal point of a bounded linear operator Tin a Banach space X if either j, belongs to the resolvent set of T or i, is an isolated point in the spectrum of T and the corresponding spectral projection has finite dimensional range.
The essential spectral radius r,,,(T) of a bounded linear operator T is the infimum of the set of the numbers r >O such that a(T) n {j,: /A/ > r} consists of normal points of T; in other words, r,,,(T) is the radius of the complement of the normal points.
It is very well known (see [9] , for instance) that two bounded operators whose difference is compact have the same essential spectral radius.
We are ready to state our main theorems. s n w, s < t, s, t in J, \wI < 1 } is precompact). In particular, ress(T(t, s)) = ress(Tdt, 3)).
THEOREM B. If the matrices K, C, D, E, F, und G are independent of t (in this case the operators previously defined generate strongly continuous semigroups) then there are two entire,functions h(i) and h4(A) (which will he defined later in the proqf ), h4( j.) being a ,finite exponential sum such that: (f) (exponential dichotomy) if CI>CI~ and there is no solution qf h(2) =0 satisfying Re 2 =X then iT(t)(I-P)i < Ke"', t 30, where K is a constant and P is the ,finite dimensional spectral projrction qf A corresponding to the roots qf h(i) = 0 lying on the half plane Re i. > ~1.
Remarks. (i) Assertions (a), (e), and (f) in Theorem B tell us that the asymptotic behavior of T(t) can be determined once o(A) is known.
(ii) If P is defined as in part (f) of Theorem B then P(X,) and (I-P)(X,) are invariant under T(t), t 3 0; since P(X,) is finite dimensional the restriction of T(t) to P(X,,) is the exponential of a "matrix" whose eigenvalues are the roots of h(l) =0 satisfying Re 1. > a; it can be shown [lo] that the dimension of the range of the spectral projection of A corresponding to a single characteristic root is equal to its multiplicity as a root of h(2) = 0, and then the dimension of P(X,,) is the sum of the multiplicities of the characteristic roots satisfying Re /1> Y..
(iii) The functions h(;l) and h4(2) are independent of p; in particular, the essential spectral radius of T(t) is independent of p. If the coefficients of system (II. 1) are, say, periodic in t with period 5 > 0 then the essential spectral radius of T(t, 0) may depend on p (see [ 11 I).
(iv) The finite exponential sum h,(2) can be constructed explicitly in terms of E, D, and the integrals on [0, I] of the elements of K(x) and C,(x); however, the construction of h(i) is difficult even in the case of constant coefficients. Zeroes of exponential sums have been studied in [ 12, 13. and 141, among others.
III. PROOFS OF THE MAIN RESULTS
The proofs will be broken in several lemmas. Lemmas 1, 2, and 3 deal with the evolution operators T(t, s), F(t, s) in a Banach space X, s d t, s, t in some interval J= [a, h], generated by the evolution equations ti = A(t)u, ti = A"( t)u, respectively, where A(t) = A"(t) + B(t), B(t) being bounded and strongly continuous for t in J; Jo = [a,, h,] will denote a compact subinterval of J. Suppose there is a 6 > 0 such that T( t, a,) -T( t, a,) is compact for any t, a,, ho in J such that a, < t < ho < a, + 6; then T( t, a) -T( t, u) is compact for any t in J. Furthermore, if { ( T( t, ao) -T(t, a,))(u), luI < 1, t E Jo} is precompact for any a,, b, in J such that b, 6 a, + 6 then ((T(t> a)-TO, a))(u), I4 G 1, tE J} is precompact. Suppose there is a 6 > 0 such that ii,,, p(t, s) B(s) F(s, uo) dr is u compact operator ,for any a,, t in J such that ~<a,< t <uo+6; then T(t, a) -T(t, a) is a compact operator for any t in J; (in .fuct. { (T(t, a) -F(t, a))~, IuJ < 1, t E J} is precompact.
Proqf!f: According to Lemma 2 it is enough to prove that { (T(t, ao)-ptf, +,))u, /uI 6 1, te Jo) is precompact for any f and a, in J such that a, < t <ho =a,+ 6. Since T(t, a,,) = p(t, a,) + j& F(t, s) B(s) T(s, a,) ds, we conclude that U(t) = T(t, a") -T ('(t, a,,) 
Proof.
(i) and (ii) are obvious; (iii) follows from (ii) because if we make the change of variable CX(S, x) = r and denote by j(r, x) its inverse s = j?(t, x) then and the lemma is proved. For a(s, x) z x the operator X2 defined above is the multiplication by a fixed function and then it is not compact; of course the condition &x/as # 0 is not satisfied.
Proof of Theorem A. We start by showing that T(t, a) -T3(t, a) is compact. Notice that Lemma 2 cannot be used because the operator (u, v, d) E X,, + F(t) u(l) + G(t) v(l) is unbounded, and so we are going to study the operators T(t, a) -TZ(t, a) and T,(t, a) -T3(t, a). In order to accomplish that we start by writing down the explicit representation of T,(t, a) and T3(tr a); that explicit representation can be obtained by the method of the characteristics and "reflections" of them at the boundary because the coupling among the equations of systems (11.2) and (11.3) takes place at the endpoints only. Let cp,(t, s; x), i= l,..., N and $,(t, s; x), j= N+ l,..., n be the solutions of dx/dt = A,(t, x) and dx/dt = ,u,( t, x) satisfying cp;(s, s; x) = x and Icli(s, S; x) = x, respectively; for each (t, x) we define s,(f, x), i = l,..., N and r,(t, x), j = N + l,..., n by ~~(7, t; x) = 0 and $,(T, t; x) = 1, respectively. It is easy to see that there is a 6 > 0 such that if a, < t < h, 6 a, + 6 then the representations of T,( t, aO) and T,( t, uO) can be obtained by means of at most one "reflection" of each characteristic (see and using the property of TZ(f, S) -T3(f, s) proved above we conclude it suffices to show is compact. The operator defined by the third component of this integral is compact because it has finite dimensional range and we will use Lemma 3 to prove that the first and the second components also define compact operators; we will deal with the first component only because the second has a similar treatment. We will use the notations and an elementary computation shows that therefore the term between the brackets in the expression for (d/ds) tik(uO, rk(s, y); 0) is equal to which never vanishes. Using Lemma 3 we conclude the terms of type (11.5) define compact operators. In order to get the same conclusion for the terms (11.6) we first notice that they can be written in the form if j = k we see that the term (11.6) is absent because Fj, s 0; moreover, by assumption u, ifj # k and p, = pk somewhere then ?,k is identically zero and this means that (d/ds) $k(u,, S; y) # 0 for the relevant terms and so, using Lemma 3 again, we conclude they define compact operators. The integrals can be treated in a completely way and then, by Lemma 2, we conclude T( t, a) -T,(t, a) is compact for any t in [a, h] (in fact {(Vt, a)-T3(t, a))(~,, uo, doI, TV J, I(u,, uo, do)1 d 1) is precowact).
Finally, T3(t, u) -T4( t, u)n = T,( t, a) -T,( t, u)n = T,( t, u)(Z-Z7) is com-pact because it has finite dimensional range (in fact, {(Wf, a) -T'dfr a)muo, uo, do), ~EJ, I(uo, uo, do)/ 6 1) is precompact) and Theorem A is proved.
As a preparation for attacking the autonomous case we compute the resolvent operators R(;1, A) and R(%, A4) of the infinitesimal generators of T(t) and T4(t). Recalling that is given by LEMMA 5. If x0 is dgfined as in Theorem B then r(T4(r)) = rrss(7'4(f)) = e""', r 30.
Proof
First we show that v(T4( t)) < exC1', t > 0; this is equivalent to say that for any c1> CQ, there is a constant K (depending on XX) for which I T4(f)l < Kg"', f >, 0; clearly it suffices to show that 1 T4(!)~~l < Ke"' (~1 for some K and any IV in a dense subset of X,,. We know there is an /I > 0 such that for any w E 5?(.4*) we have eirR( A, A 4) M' dy; u' will be taken smooth with compact support in [0,1]. The desired estimate will be obtained through this representation of T4(f). The expression for R(2, A4) has two parts and we estimate the first only because the second is much simpler. First we show (Fig. 3) that the path of integration can be shifted to Re /z = a by showing that the integrals on the upper and the lower boundaries of the region R in Fig. 3 q'(z) and since the limit of this expression as r -+ +co is rc&(t + yk -c(x))f(q(t + yk -c(x))) (by Fourier integral formula) we conclude the limit we are trying to estimate is equal to 2n f ukexYea'bl(x) b3(t + yk -c(x))f(q(t + yk -c(x)); k=l the permutation of the limit in r with C;=, is legal because lb above is uniformly bounded. Finally, the L,[O, I] norm of the summation above is bounded by Me" If1 Lpco,II Ck"=, ake w because q' and c' do not vanish and this gives the desired estimate of ( T4(t)w(. Furthermore, as a consequence of the almost periodicity of h4(A) on vertical lines, we know there is a sequence I,, such that h,(l,)=O, Re An-+clo, and \I.,,\ + +co (see [3, Lemma 3.21) and this proves the lemma.
Proof of Theorem B. Assertions (a) and (b) have been already proved; assertion (c) follows from the explicit representation of R(& A) and R(I, A4). From Theorem A we know that r,,,(T(t)) = r,,,(T4(r)) = enor and so, if z belongs to cr( T(f)) and IzI > ezo' then z has to be in the point spectrum of T(t); this means that z has to be equal to e" for some J in the point spectrum of A and this proves (d). Assertion (e) follows from (d) and the previous comments. If (f) was false then the spectral radius of T(t) restricted to (I-P) X, would be larger than e" (notice that (I-P) X, and PX, are invariant under T(t)) and, since Y,,,( T(t)) = eXo' < e", that would imply the existence of an eigenvalue of T(t) larger than ezo' corresponding to an eigenvector in (Z-P) X, and this is impossible by assertion (e). Thus Theorem B is proved.
IV. EXAMPLES
As a first example we consider two vibrating strings with one end fixed and the other being connected through a mass m (which will be taken equal to one) subject to a force exerted by a spring and to a viscous damping ( See Fig. 4 ). The equations of motion are with boundary conditions U,(t, 0) = 0 = UZ(t, 2/), U,(t, I) = U,(t, 1). The coefficients are assumed to be as smooth as necessary and a,(t, x) > 0, i= 1,2. There is no loss of generality in assuming that the strings have the and boundary conditions u,(t, 0) + u,(t, 0) = 0, u,(t, 0) + v,(t, 0) = 0, U, (t, I) + v, (t, I) = u2( t, I) + v2( t, I). This system is not exactly of the the type we have worked with because at .X = I there is a boundary condition (instead of a time derivative) but, as we have pointed out, it can be treated by the same method and the conclusion is that the evolution operator TJt, s) generated by the reduced system: with boundary conditions u,(t, 0) + ui( t, 0) = 0, u,(t, I) + v,(t, I) = 0, i = 1, 2, and the evolution operator generated by the complete system have the same essential spectral radius. The computation of ress( T,(r, 0)) in the case of periodic coefftcients seems to be difftcult in the general case; in the case Bj are constant, i= As a second example we consider the system: 0 < x < I, with boundary conditions U(t, 0) = V(t, 0) = U(t, I) = V(t, I) = 0, where the coeffkients are smooth functions of (t, x); we assume the matrix [z; ",;I is symmetric positive definite with distinct eigenvalues e,(z, x), i= 1,2. Probably the system above has to do with the motion of a string with fixed ends and which is not restricted to a plane; (U(t, x), V( I, x)) represents the displacement from the equilibrium. As before the terms involving U and V can be dropped without changing the essential spectral radius. We introduce the Riemann invariants where cti=(~f--a,)/a,, pl= -t',, j2= -.z2, pi=t:,, b4=a4, y,=P;a,, and our system becomes where K(t, x)=diag(e,(t, x), &*(t, x), -e,(t, x), -~~(t, x)), and C(t, x) can be obtained explicitly from the coefficients of the system above. The boundary conditions are obtained by replacing U, and V, by their expressions in terms of u,, Us, v,, and u2 in U,(t, 0) = U,(t, I) = V,(t, 0) = V,(t, 0) = 0 and Theorem II(A) and II(B) apply as in the first example. According to Theorem B the essential radius generated by the system above is exp q, t. Parts of this work are contained in the theses of the first two authors written under the supervision of the third.
