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TG-69 is a task group report of the AAPM on the use of radiographic film for dosimetry. Radio-
graphic films have been used for radiation dosimetry since the discovery of x-rays and have become
an integral part of dose verification for both routine quality assurance and for complex treatments
such as soft wedges dynamic and virtual, intensity modulated radiation therapy IMRT, image
guided radiation therapy IGRT, and small field dosimetry like stereotactic radiosurgery. Film is
convenient to use, spatially accurate, and provides a permanent record of the integrated two dimen-
sional dose distributions. However, there are several challenges to obtaining high quality dosimetric
results with film, namely, the dependence of optical density on photon energy, field size, depth, film
batch sensitivity differences, film orientation, processing conditions, and scanner performance.
Prior to the clinical implementation of a film dosimetry program, the film, processor, and scanner
need to be tested to characterize them with respect to these variables. Also, the physicist must
understand the basic characteristics of all components of film dosimetry systems. The primary
mission of this task group report is to provide guidelines for film selection, irradiation, processing,
scanning, and interpretation to allow the physicist to accurately and precisely measure dose with
film. Additionally, we present the basic principles and characteristics of film, processors, and scan-
ners. Procedural recommendations are made for each of the steps required for film dosimetry and
guidance is given regarding expected levels of accuracy. Finally, some clinical applications of film
dosimetry are discussed. © 2007 American Association of Physicists in Medicine.
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I. INTRODUCTION
Radiographic films based on silver halide AgH emulsions
are widely used for relative dosimetry of external radiation
treatment beams in the megavoltage energy range. These
films are convenient to use, providing permanent records of
integrated spatial dose distributions. By using different film
types, the dose distributions can cover a broad range of doses
from just a few cGy up to several Gy. Film dosimetry pro-
vides an attractive method for measuring dose distributions
in phantoms for dose characterization and/or verification, or
to perform quality control tests of radiation beams e.g., cor-
respondence between light field and radiation treatment field,
field flatness and field symmetry. In recent years, film do-
simetry has become even more popular and is indispensable
for verifying advanced irradiation technique dose distribu-
tions such as produced from a soft wedge, intensity-
modulated radiotherapy IMRT, and stereotactic radiosur-
gery. These new radiotherapy technologies make complex-
shaped tumor conformal irradiation feasible and clinically
deliverable. Prior to clinical implementation of these ad-
vanced technologies, measurement-based validations of the
planned dose distributions are required.1,2 Radiographic film
is a preferred tool for this purpose due to its unrivaled spatial
resolution, low cost, wide accessibility, and ability to be
placed inside a variety of phantoms without perturbing
charged particle equilibrium. Large differences in dose as
determined by the measured optical density can occur be-
tween two neighboring points positioned in steep dose gra-
dient regions, found, for example, in IMRT dose distribu-
tions. The large dose differences can be more accurately
measured using film dosimetry than by other methods such
as thermoluminescent dosimetry TLD or ionization cham-
ber measurements. The two-dimensional nature of film offers
the option of selecting the orientation of the film relative to
the dose distribution and, because it is an integrating dosim-
eter, aids in the measurement of dynamically delivered dose
distributions.
A. Background
Film dosimetry offers a convenient and quick method of
obtaining a two-dimensional dose distribution from which a
set of isodose curves can be obtained in the film plane. Its
use for measuring electron beam dose distributions is well
established. The energy independence of some types of film
may be explained by the fact that the ratio of collision stop-
ping power in emulsion and in water varies slowly with elec-
tron energy.3
Although film is well established as a straightforward
method of measuring electron beam dose distributions, its
application for megavoltage photon-beam dosimetry is more
complex. This results from the fact that film sensitivity varies
because the photon energy spectrum in phantoms varies as a
function of field size and depth.4 The existing data concern-
ing the influence of irradiation geometry on the sensitometric
2230 Pai et al.: TG-69: Radiographic film 2230curve are conflicting.3–12 In spite of this, there has been a
renewed interest in radiographic film dosimetry for modern
radiotherapy technologies such as IMRT and intensity-
modulated stereotactic radiotherapy.13–20 These technologies
employ time-dependent dose delivery and therefore require
an integrating dosimeter to quantify the integrated delivered
dose.
The main challenges for using radiographic film as a
megavoltage beam dosimeter is the dependence of optical
density OD on
a photon beam energy and field size and depth in the
phantom;21,22
b film plane orientation with respect to the beam
direction;23
c emulsion differences amongst films of different
batches, films of the same batch, or within the same
film;
d processing conditions;24 and
e method of densitometry and related artifacts.25–27
The implication of the above issues is that the same optical
density is not always associated with the same dose, making
the conversion of OD to dose potentially difficult.
Over the past few decades, there have been numerous
technical notes, papers, and textbook references describing
film dosimetry techniques for megavoltage therapy; however,
these are scattered throughout the literature and are thus not
easily found and are often contradictory. Insufficient guid-
ance exists for the medical physicist on the selection and use
of radiographic films and the issues listed above.
B. Scope and purpose of document
The primary mission of the task group is to develop
guidelines for film selection, irradiation, processing, scan-
ning, and interpretation to allow accurate and precise exter-
nal beam dose measurements. A variety of densitometers are
discussed with specific recommendations for acceptance and
QA checks in order to obtain consistent and reproducible
optical density measurements. Different film phantoms, dif-
ferent film orientation in phantoms, and the precautions one
should take are also discussed. In addition, a complete film
calibration protocol is presented for quick reference. Finally,
film dosimetry for specific applications of radiotherapy is
discussed. The report also recommends the precautions that
should be taken when using film as a quantitative dosimeter
and indicates the limitations inherent in this form of dosim-
etry.
Throughout this report, certain commercially available
films, phantoms, linear accelerator modalities, and other
commercial products are referred to by name. These refer-
ences are for informational purposes only and do not imply
that these are the best or only products available for the
purpose. This report does not endorse any particular film or
product dealing with the film, but only the technical and
scientific merits of these products as published in literature
are discussed.
Medical Physics, Vol. 34, No. 6, June 2007In this report, the words “shall” and “should” are itali-
cized in places to emphasize that they are being used in the
special sense conveyed by the definitions given here:
Shall indicates a procedure that is essential for either 1
establishment of uniform practices or 2 the most safe and
effective result and/or maintaining established standards of
practice.
Should indicates an advisory recommendation that is to be
applied when practicable. The task group favors the indi-
cated procedure but understands that there are other proce-
dures, which can accomplish the same goal. Deviations from
the recommended procedure should only be carried out after
careful documentation and analysis demonstrates that an
equivalent result will be produced.
II. CHARACTERISTICS OF SILVER HALIDE FILMS
Typical radiographic film consists of a radiation sensitive
emulsion coated on a transparent polyester base. The emul-
sion consists of silver halide crystals typically 95% silver
bromide and 5% silver iodide suspended in gelatin, in the
case of Kodak XTL and XV films. The specific emulsion
composition and manufacturing process varies with the
manufacturer and is often a closely guarded industrial secret.
When the emulsion is exposed to ionizing radiation, ioniza-
tion takes place in the silver halide crystals that result in the
formation of a latent image. The relative composition of io-
dine, bromine, and some traces of chlorine yield the film’s
unique sensitivity characteristics. Electron micrographs of
some commonly used films reveal large differences in grain
size and uniformity within the different film types. Although
there are many manufacturers including Agfa, CEA, Du-
Pont, Fuji, Kodak, Konica, etc., Kodak films account for the
majority of the radiographic films used for dosimetry in the
United States. Currently, the most commonly used Kodak
films for megavoltage beam dosimetry are the therapy veri-
fication XV and the relatively new extended dose range
EDR films. The properties of these films will be described
in a later section. The XTL, therapy localization film, had
been widely used but production was discontinued in 2003.
Even though Kodak films are stated in this report by name,
this report does not endorse any product dealing with film,
but only the technical and scientific merits of films as pub-
lished in literature are discussed. The polyester film base is
typically 0.2 mm thick and free from significant optical de-
fects or impurities. Most x-ray films are coated on both sides
of the polyester base. The emulsion, which is the sensitive
component of the film, consists of gelatin and silver halide
grains, which are typically 1–3 m in dimension. The silver
halide grain is a light sensitive material. The presence of
silver iodide produces an emulsion of much greater sensitiv-
ity than the pure silver bromide emulsion. The typical crystal
of silver halide consists of a cubic lattice of both silver ions
and halide ions. The lattice spacing dimension of silver ha-
lide crystals is approximately 20–30 nm. There are approxi-
mately 109–1012 grains/cm2 in a typical x-ray film.28 Most
silver-bromide grains in film contain impurities such as io-
2231 Pai et al.: TG-69: Radiographic film 2231dine and chlorine that modify their sensitivity. The sensitiv-
ity typically increases with these imperfections or sensitivity
specks.
A. The latent image and Gurney and Mott mechanism
There is a significant change that takes place in silver
halide grains when the photographic emulsion is exposed to
light, x rays, or charged particles. It is known, however, that
only adequately exposed grains will be developed and the
remainder are left largely undeveloped with the exception of
a small fraction that creates a low level darkening on the film
referred to as “fog.” While the mechanism that permits the
formation of latent images is not fully understood, some in-
direct processes the transformation of silver bromide to
atomic silver indicate that the latent image is a formation of
silver atom aggregates inside the grain. While various theo-
ries have been proposed, the most widely accepted is the
Gurney and Mott theory29 proposed in 1938. Herz28 has de-
scribed in detail the controversy of this theory. It was noted
that, for UV light, these aggregates consists of 4–10 silver
atoms per quanta of light and approximately 1000 silver at-
oms aggregate with each x-ray quanta. A typical film grain
contains 1010 silver atoms and only a few atoms constitute
the latent image that renders the grain developable. Through
the film development process, a significant multiplication of
silver atoms takes place, which is 106–109 times that of the
original latent image.28,30,31
A description of the Gurney and Mott mechanism of la-
tent image formation29 is shown in Fig. 1. It shows a silver
grain with silver bromide molecules in the Ag+Br− ionic
state. A speck is also noted that represents the sensitive cen-
ter of the grain. These specks are the impurities of silver
halides or other impurities in the crystal. When the grain is
ionized by radiation, the Br− ions are split into Br and elec-
FIG. 1. Gurney and Mott model of latent image Ref. 29. AgBr remains in
ionic form Ag+Br− in the crystal of the grain. Radiation produces ioniza-
tion of Br− to Br+e−. These electrons make the speck negatively charged.
The Ag+ migrate to neutralize the speck and forms a lump of Ag aggregate
on the speck.trons:
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These electrons migrate towards the specks, making the
speck negatively charged, which, in turn, attracts Ag+ ions
toward the speck, forming a latent image. Once the grains are
developed, those grains comprising the latent image are con-
verted to metallic silver, producing the dark regions on the
film.
B. The principles of processing a film
Film developing is a complex process, which includes
four steps: developing, fixing, washing, and drying. In the
development process the latent image is reduced to metallic
silver grains. The details for the processing can be seen in
Sec. III.
C. Optical density
The value of film opaqueness is quantified through the
light transmission factor, T, and is measured by a quantity
called optical density OD. The OD is a value describing the
darkness of a film and is measured by a device known as a
densitometer:
OD = − log10T = log10I0/I , 1
where I0 is the incident light intensity measured in absence
of film and I is the intensity transmitted through the film
perpendicular to the film plane. Thus, an OD of 3 is 100
times more opaque than an OD of 1. Dainty and Shaw30
provided extensive descriptions of the relationship between
optical density, grain size, and mechanism of photon interac-
tions that relates to the optical density. If  is the average
area cm2/grain of a developed silver grain and if there are
n developed grains/cm2 of film, then T can be written as
T = e−n, 2
OD = − log10e−n = 0.4343n . 3
It is difficult to know the number of electrons needed to
develop a grain. However, if we assume that a single electron
is responsible for developing one grain, then one can corre-
late the electron fluence, , passing perpendicular to the film,
to the optical density.31 If N is the number of silver bromide
grains per unit area of the unexposed film, then n and OD
can be written as
n = N , 4a
OD = 0.43432N . 4b
While this assumption is simplistic, it provides useful in-
sights in OD film response. There are numerous models deal-
ing with OD including single-hit and multiple-hit
models.30–32 Because the OD is proportional to the number
of silver grains per unit area and the photon fluence, and
because the photon or electron fluence is directly related to
the radiation dose, the optical density should be a function of
dose. The relationship between dose and optical density is
known as the sensitometric curve.
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Hurter and Driffield introduced the sensitometric curve in
1890 and it is now referred to as the H&D curve.30,31 The
H&D curve is the film response curve of a film where the log
exposure is plotted on the X axis and the OD on the Y axis.
H&D curves are important for quantifying contrast and dy-
namic range of a radiographic film. The characteristics of
film response can be plotted in various ways such as dose vs.
OD, log dose vs. OD, or log dose vs. log OD as shown
in Fig. 2. There are advantages to each of these plots, but in
radiation oncology the dose versus OD presentation is most-
often used and called the sensitometric curve. The OD is a
function of several parameters:
OD = fD,Dr,E,,d,FS,, , 5
where D is the radiation dose, Dr is the dose rate, E is the
energy,  is the type of the primary radiation x rays, elec-
trons, etc., d is the depth of measurement, FS is the field
size,  is the relative film orientation parallel or perpendicu-
lar, and  refers to the processor conditions e.g., develop-
ment time and developer concentration. While, in principle,
the OD depends on all of the factors in Eq. 5, the sensitiv-
ity of OD on some of the factors can be ignored for specific
applications, including the clinical use for megavoltage pho-
ton and electron dosimetry. This will be discussed in detail
later.
The H&D curve provides the characteristics of a film. It
typically has three sections: toe, gradient, and shoulder. In
diagnostic radiology, this type of graph shows the optical
density range that provides optimal diagnostic information.
A good optical density for visualization in radiology is 2;
however, the useful OD range in radiation oncology typically
ranges from 0 to 3. Most Kodak films do not have a linear
FIG. 2. Different representation of the film response and radiation dose.
Upper panel is used in diagnostic radiology, whereas lower panel is useful in
radiation therapy.response outside narrow dose ranges. Examples of sensito-
Medical Physics, Vol. 34, No. 6, June 2007metric curves for various types of films can be found in
various publications.5,23,33,34 Roberts35 has provided a table
with a list of common films, showing their wide range of
slope and latitude range of exposure where OD is linear.
Becker32 provided similar information for some films used
for dosimetry. Two films that are in common use for mega-
voltage beam dosimetry are Kodak XV film and the recently
introduced EDR film. The response of all films to radiation is
mainly due to their crystal size and the variation is signifi-
cant. Some typical film crystal sizes are shown in Fig. 3.
E. Dependence of optical density on processing
conditions
The relationship between OD and dose depends strongly
on the processing conditions, including developer tempera-
ture. In general, for a given dose, OD increases as the devel-
oper temperature increases, as shown in Fig. 4. Bogucki et
al.36 showed that the optical density can be approximated as
a function of temperature, :
OD = K0 + K12, 6
where K0 and K1 are constant for a specific film. While Fig.
4 shows data for diagnostic films, therapy films e.g., XV and
EDR will have similar responses. Figure 5 shows other im-
portant film properties, including the relationship between
developer temperature and fog, and contrast and film speed.
In general, these properties are functions of developer tem-
perature. Hence, the processing condition has to be carefully
maintained. It can be seen in Fig. 5 that processor tempera-
ture changes can affect the slope of the H&D curve.
F. Dynamic range
For radiation oncology applications, the required dynamic
37–40
FIG. 3. Grain morphology: 3D, tubular, cubic, and others found in radio-
graphic films. Adopted from Haus Ref. 24 and Cheng and Das Ref. 33.
The upper panels of the figures have different magnification than the lower
panels.range will depend on the specific application. The dy-
2233 Pai et al.: TG-69: Radiographic film 2233namic range requirement for IMRT, for example, can be
0.2–3.0 Gy, larger than what Kodak XV film would allow.
To overcome this problem, Kodak recently introduced an
extended dose range film. There are several publications that
investigate the sensitivity and quality of EDR film.41–50 Be-
cause of its wide useful dynamic range, EDR film has be-
come an important tool for IMRT quality assurance.
The typical dynamic range for XV and EDR film are
0.05–0.8 Gy and 0.1–5.0 Gy, respectively as shown in
Table I.
FIG. 4. Effect of temperature on OD of various films used in radiology
adopted from Haus Ref. 24.
FIG. 5. Effect of developer temperature on various properties of the films.
Solid line for 3D grain film and dashed line for the cubic grain Ref. 24.
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Film contains silver bromide grains and both silver and
bromine are high atomic number materials. X-ray interac-
tions within these high atomic number materials are going to
differ from those within materials of low atomic number
such as soft tissues or water. Hence the film’s relative dose
response will depend strongly on the relative contributions of
photoelectric interactions, and thus on the x-ray beam en-
ergy. There are various publications on energy dependence in
different context.5,11,31,51–53 Typical photon dose or exposure
response curves are shown in textbooks such as those by
Herz28 and Attix.31 It is known that for photon energies be-
low 100 keV, the dose response increases and peaks up to
40-fold compared to 60Co and then drops rapidly for mega-
voltage beams. This response increase is due primarily to the
photoelectric absorption process in the silver bromide grains.
The energy dependence also causes dose-measurement arti-
facts in megavoltage beam dosimetry where the ratio of pri-
mary to low-energy scattered photons varies, e.g., for large
photon fields at deep depths.5,54 This effect can yield dose-
measurement errors that should be carefully evaluated by the
medical physicist. Further discussion and clinical examples
where energy dependence is an issue can be found in Sec.
VII.
The dose response of Kodak XV film to low-energy kilo-
voltage beams and a high-energy x-ray beam is shown in
Fig. 6 from a recent publication adopted from Ref. 51. The
beam energy in the figure is the equivalent photon energy
derived from measured half-value-layer data. Figure 6 shows
that the OD increases dramatically as the photon energy de-
creases.
H. Dose rate
Reciprocity law failure, known as the Schwarzschild
effect,50,56,57 relates to the nonlinearity of the optical density
when exposed to various dose rates. The OD of a film is
directly related to dose, which is a product of dose rate and
time OD⇒ fD; D=Dr*t. Hence for a given OD, dose rate
TABLE I. Physical properties of Kodak films.
Description XV2 EDR2
Grain crystal AgBr and AgI AgBr
Total silver density g/cm2
both sides of the film
4.2 2.3
Effective thickness m 0.4 0.2
Grain size distribution Variation in
size and shape
Monodisperse
Base thickness m 180 180
Gelatin coating thickness g/cm2
per side
3 5
Double sided Yes Yes
Dynamic range 0.05–0.80 Gy 0.1–5.0 Gy
Dynamic OD range 0–4 0–4
Approximate Dose Gy for OD 1 0.4 2.0
Maximum recommended dose Gy 0.8 5.0and time are inversely proportional. When the system obeys
2234 Pai et al.: TG-69: Radiographic film 2234reciprocity law, OD should be independent of dose rate.
However, photographic films are shown to fail the reciproc-
ity law. The dose rate effect is related to the grain composi-
tion and processing condition. For low energy and low dose
experiments conducted during the middle of the 20th cen-
tury, significant dose rate effects were observed. Ehrlich55
showed dose rate dependence of x rays and gamma rays for
Dupont 502 films Fig. 7. Figure 7 indicates that for low
exposures 10 R, Dupont 502 film did not exhibit a dose
rate effect. However, for high doses 10 R, a significant
dose rate effect was observed indicating solarization at ex-
tremely high dose rates. This steep dose rate dependence is
often noted in the literature,32 however such experiments
have not been clearly demonstrated for megavoltage beams.
Recently several publications50,56,57 showed that, in general,
reciprocity law does fail in megavoltage beams. For Kodak
EDR and XV films, 5% and 9% reductions in OD, respec-
tively, were observed when the dose rate was decreased by a
factor of 12. Typical time-averaged dose rates in modern
linear accelerators vary from 0.80 to 10 Gy/min and also the
dose rates change from central axis to the beam penumbra.
FIG. 6. Energy dependence of the optical density of XV film. Adopted from
Muench et al. Ref. 51.
FIG. 7. Exposure-rate dependence of DuPont 502 film with 50 KV x rays.
Adopted from Ehrlich Ref. 55.
Medical Physics, Vol. 34, No. 6, June 2007Djougela et al.56 explained why the dose rate effect may not
be observed when measuring the IMRT dose distributions
and also provided a theoretical model to explain the
Schwarzschild effect. In general, the reciprocity law may not
hold for all films and processing conditions hence the user
should consider this as a potential source of error in the film
dosimetry.
I. Spatial resolution
The small grain size of radiographic film allows the film
to have extremely high spatial resolution for dosimetry mea-
surements. The spatial resolution of film-based measure-
ments is typically limited by the optical densitometer aper-
ture size and not the developed grain size in the film. Spatial
resolution limits will be discussed in detail in Sec. IV.
J. Summary
In summary, silver halide films used for radiation dosim-
etry provide a practical dosimetric tool for the evaluation of
relative dose, and with more care may be capable of suffi-
cient accuracy for absolute dosimetry. However, every type
of film should be evaluated for its linearity, stability, dy-
namic range, and response to various processing conditions
before use. A comparison between the user’s results and
those in the published literature is recommended. As new
films become available, some of the response data for these
films may not yet be published and, in such situations, users
are cautioned to proceed carefully.
III. PRACTICAL ASPECTS OF FILM PROCESSING
A. The principles of film processing
1. Developer
Film developing is a complex process, which includes
four steps: developing, fixing, washing, and drying. In the
development process the latent image is reduced to metallic
silver grains. The development process does not affect the
unexposed silver halide grains. The chemicals in the devel-
oper solution consist of Hydroquinone, Metol, or Phenidone
in basic solution that convert the exposed grains to metallic
silver. The developer also contains several other chemicals
such as accelerator alkali to increase the rate of reaction by
increasing the pH, preservative (potassium and sodium
sulfite) to maintain the high pH by slowing oxidation, re-
strainer (potassium and sodium bromide) to keep unexposed
grains from being converted, and hardener to prevent exces-
sive absorption of water by the gelatin, which could damage
the film. Excessive amounts of impurities like iron, copper,
and tin in water can cause excess amounts of fogging. Hence,
the water solutions used for making developer have to be
free from impurities. Temperature also affects the develop-
ment process, which is discussed later in this section.
2. Fixer
The process of fixing the film consists of rinsing off un-developed silver halide crystals, which are still present in the
2235 Pai et al.: TG-69: Radiographic film 2235emulsion, by converting them into soluble components with-
out damaging the silver in the emulsions, and neutralizing
the alkaline solution from the developer that was transported
from the developer tank. The chemicals in the fixer are also
dissolved in water and consist of fixing agent sodium and
ammonium thiosulfate, also known as hypo to remove un-
developed silver halide grains, preservative (acetic acid) to
prevent decomposition of the fixer, hardener potassium
alum to prevent excessive absorption of water by the gela-
tin, and acidifier and buffer to maintain the optimal pH.
3. Washing and drying
All remaining chemicals, except the silver aggregates,
which are permanently affixed to the film, are removed in the
rinsing step. Filtered water is used for washing the films. The
final stage is to dry the film with heated air.
B. Factors affecting consistency in film processing
1. Darkroom
The darkroom requires particular attention because it is an
important part of the film processing system and is usually
custom-designed to meet the needs of each site. For example,
there should be adequate amount of storage space so that a
clean counter area dedicated for film handling is available.
The accumulation of dust, dirt, and chemicals can introduce
dose measurement artifacts. The counter area should be open
and flat so that it is easy to keep clean. The wattage and type
of safelight should be designed so that it will not introduce
significant fogging of the employed film types. Adequate
ventilation for removing the moist hot water vapor emitted
from the processor should be provided. A dedicated area for
cleaning the racks during maintenance should be provided to
allow proper service of the system.
2. Processor
Most modern automatic processors have a microprocessor
or microcontroller that monitors and implements its func-
tions. It is common for modern processors to support mul-
tiple developer cycles so that the user can select the cycle
time. For example, some processors may support extended,
regular, and rapid processing at different combinations of
developer replenishment rates, processing times, and devel-
oper temperatures. An important requirement for film pro-
cessing is consistency. The response of film to radiation dose
changes rapidly with variations in the processing conditions.
Because measurement sessions often expose large numbers
of films, it is important that the processor provides consistent
film development for as many films as the user expects to
process in a single session. There are multiple factors that
will affect the development of the latent image. The major
ones are a chemistry activity level, which depends on de-
veloper concentration, developer oxidation, developer con-
tamination, replenishment rate, and the use of special chem-
istry i.e., starter during startup of the processor; b
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are designed to control these factors and keep the variations
within specified limits.
3. Chemistry control
Chemistry activity level of the processor is an important
factor affecting film dosimetry. However, chemistry activity
is a dynamic quantity that depends on many factors. The
processor replenishes developer as films are processed. Mod-
ern processors determine the replenishment according to the
area of the film fed through the processor rather than the
older method based on the length of film fed. This provides
greater stability in processing conditions when films of dif-
ferent sizes are used in the clinic. The developer in the de-
veloper tank slowly oxidizes between replenishments at a
rate depending on the developer temperature. The replenish-
ment chemical is usually stored in a replenishment tank
where the ambient temperature determines its oxidation rate.
The volume of developer in the replenishment tank relative
to the volume of films per day determines the loss of chem-
istry activity while the developer is stored in the replenish-
ment tank. As a result, the cycle selected, the volume of film
processed per day, the pattern of film processing during the
day, the ambient temperature of the darkroom area, and the
replenishment rate setting affects the chemistry activity that
produces the latent image. Rapid developing cycles usually
have a higher developer temperature than regular cycles and
consequently faster oxidation rates. The selection of devel-
oping cycle may depend on the volume of film used and
amount of developer oxidation that can be tolerated. A large
volume of chemicals in the replenishment tank with a low
film volume will experience more loss of chemistry activity
level of the replenishment developer and consequently a
change in the OD film response. It is thus preferable to have
a consistent pattern of usage and conditions so that the pro-
cessor reaches an equilibrium state. Most processors require
a minimum volume of film to attain stable developer activity
level during the day. An accepted criterion is about 40 films
of 14	17 in.2 size processed at regular intervals per day.
A constant flow of film processed over the day will help
in achieving an equilibrium chemistry activity level. Unfor-
tunately, it is common for film dosimetry projects to have a
relatively large number of films to be processed in a short
period of time. This change in pattern of processing can af-
fect the equilibrium and a new equilibrium should be estab-
lished for consistency. Processing five to ten blank unex-
posed films before processing films containing measured
data is effective in such situations. When the volume of film
processed is less than about 25 films per day, it may be
advantageous to use flood replenishment. In this mode the
processor will replenish the developer regularly, in addition
to the area of film processed. During initial installation, fresh
developer with starter solution may be used to reduce the
effect of using fresh chemistry instead of seasoned chemi-
cals.
e pro
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Some processors have a selection of processing cycles.
The standard cycle has a typical drop time, the time it takes
for a film to go through the processing cycle, of 90 s. The
developer immersion time should be consistent during the
life of the processor. A baseline developer immersion time
should be recorded after installation for future reference.
5. Developer temperature control
As discussed in Sec. II, the developer temperature affects
the response of the film and its magnitude depends on the
film type. In a typical film processor, the developer circulates
within an internal circuit consisting of heaters and heat ex-
changers to control the temperature. Due to the sensitivity of
the film OD on developer temperature, most processors have
a tight tolerance 0.3 °C for developer temperature and
temperature gradient within the developer tank. Some pro-
cessors provide a temperature readout, which can be com-
pared periodically with measurements using a thermometer.
C. Commissioning a film processor for dosimetry
1. Acceptance and commissioning tests on a film
processor
When a processor is installed, a group of tests Table II
should be performed once to verify that the processor oper-
ates within specifications and to establish a process for film
dosimetry. These tests do not have to be done regularly. After
a major repair, a subset of the tests related to the repair can
be performed to confirm that the repair is acceptable.
a. Ventilation. After installation or repair involving the
ventilation system, the operation of the ventilation of the
dark room and the processor should be confirmed.
b. Artifacts. This check is performed to identify artifacts
such as roller marks, scratches, and optical density variations
within a relatively uniform film exposure. During acceptance
testing, this test is performed to verify that the installed pro-
cessor is within specifications. This test also establishes a
baseline for future reference. In this test, two films are ex-
TABLE II. Film processor tests.
Test Procedure
Darkroom cleanliness Check cleanlines
Processing protocol Determine freque
from reproducibi
Ventilation Check dark room
Artifacts Process two iden
directions of film
Developer temperature Measure with bo
Immersion time Measure film tra
Sensitometry Expose film with
and fog,” mid de
Replenishment rate Check sensitome
Fog Level Cover half of ex
optical density d
aC=commissioning, W=weekly and E=each time thposed with a field size that covers the surface area of the
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at the site for film dosimetry. The two films are stacked and
exposed at the same time at a depth of maximum dose with
appropriate buildup and backscatter material. The orientation
of the film is identified by placing a radio-opaque object at
one of the corners of the radiation field. An exposure to
achieve an OD of about 1.5 is given. The two films are then
processed by feeding the short side towards the processor for
the first film and the long side towards the processor for the
second film. After processing, the films are evaluated visu-
ally for artifacts. If artifacts are found, those due to the pro-
cessor will appear at perpendicular orientations on the two
films.
c. Developer temperature. A digital body-temperature
thermometer can be used to measure the developer tempera-
ture. A mercury thermometer should never be used because,
if the thermometer breaks, the mercury can contaminate the
developer tank. To ensure consistent results, the temperatures
should be measured at the same location in the developer
tank. The developer temperature should be measured over a
period of 10 days. The standard deviation of the temperature
is compared with the manufacturer specification as part of
the acceptance testing. The average and standard deviation
are used as baseline commissioning values for weekly QA.
d. Developer immersion time. For a specific processor
model, the time between when the rollers catch the leading
edge of the film to the time when the film comes out of the
processor is used as a relative measure of the developer im-
mersion time. A stopwatch is started when the film is felt to
contact the rollers and it is stopped when the film drops into
the film exit slot of the processor. This relative immersion
time is measured over the same 10 days as the developer
temperature check above. The average and standard devia-
tions of the relative immersion time are computed as baseline
values.
e. Sensitometry. Sensitometry is an effective method to
monitor the condition and quantify the stability of the pro-
cessor. In sensitometry, a film is exposed by a sensitometer,
which is an instrument designed to expose different areas on
Frequencya





y exposed films in different
sport and check visually
C, W
mperature thermometer C, W
t time C, W




film in darkroom, check
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ifferea film to very precise amounts of light, with typical specifi-
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61223-2-1 requirements should be used. The exposed film is
processed by the film processor being tested. The optical
densities of the exposed areas are measured using a densito-
meter. A densitometer should be calibrated to ±0.01 OD with
a NIST traceable optical density tablet see Sec. IV.
In order to ensure consistency of the sensitometry test, the
films used should be selected from a single batch of film,
identified by the manufacturer-supplied batch number. When
a batch of film is exhausted, the standardized procedure de-
scribed in Sec. III D below is followed to transition to a
different batch. The sensitometer step wedge should be ex-
posed in a consistent orientation and the film processed in a
consistent direction. These tests should be performed during
the same time of day that most of the dosimetry films are
processed.
Sensitometers designed for diagnostic screen film systems
may be used to expose the films used for film dosimetry. The
exposure may be adjusted to accommodate the film sensitiv-
ity. If the largest sensitometer exposure level cannot expose
the film to optical densities above 2.0, multiple sensitometer
exposures at the same location may be used to provide ODs
beyond the limit of a single exposure. The sensitometers may
require a minimum recovery time to reach their calibrated
exposure levels, so for multiple exposures a delay between
successive exposures as specified by the manufacturer should
be employed. A sensitometer is used to expose step wedges
on all four sides of the film. The darkest steps on opposite
edges of the film should orient in the same direction on the
film. The color blue or green and exposure time are speci-
fied.
The film is fed with the lightest step on the short edge first
and the lightest step on the long edge towards the right. This
method allows the detection of a gradient in film processing
along and perpendicular to the direction of film transport as
well as the overall variation of the processing. If a film do-
simetry protocol requires extra films to be processed before
the films with data are processed, the same numbers of films
should be processed before the sensitometry film.
After processing, the optical densities of four predeter-
mined steps on each sensitometer exposure at the four film
edges are measured. The following procedure can be used to
select these four steps and establish control limits. After in-
stallation, the processor is operated for a period of time until
it is seasoned. This means that the developer in the processor
has turned over two to three times with the replenisher under
normal operation. For 10 consecutive days on a seasoned
processor, the relationship between optical density and x-ray
exposure for the most often used film type is measured ac-
cording to the selected film dosimetry protocol Sec. III B.
The processor should be stable enough so that the variations
of the optical densities for the same x-ray exposure are
within the acceptable limits for film dosimetry. On the same
10 days, films are exposed with a sensitometer on four sides
as described above. These ten films are processed at the same
time as the other ten films exposed to x rays. The optical
densities of each step on the sensitometer strips are mea-
sured. The average optical density of the lightest step step
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with average optical density closest to 0.25+BF is taken to
be the low-density step. The step closest to 1.0+BF is the
“mid-density” step. The step closest to 2.0+BF is the high-
density step. The difference between the high and low den-
sity steps is an index for the mean gradient of the sensito-
metric characteristic curve. The “density difference” is used
for quality control of the processor. During commissioning,
baseline values shall be established for QA of the processor.
The averages and standard deviations of the “base and fog,”
“mid-density,” and “density difference” are computed from
the 10 days of measurements as baseline values.
f. Replenishment rate study. After installation, repair, or
change in processor load, it is important to perform a replen-
ishment rate study for film dosimetry. Since inappropriate
replenishment rate has the maximum effect on the last few
films for a batch of films processed consecutively, it may not
be apparent if only a small number of films are processed. In
order to evaluate the effectiveness of replenishment for film
dosimetry, a number of films corresponding to the maximum
number of films used for each dosimetry run are exposed
with x rays using a typical field size. They are exposed with
identical settings to approximately 1.5 OD. Sensitometric
strips are exposed on the four edges of each film. The films
are processed according to the film dosimetry protocol Sec.
III B with the lightest step on the right and towards the
processor. The x-ray exposure, mid-density, density differ-
ence, and base and fog are evaluated to determine if chemi-
cal equilibrium is maintained through all the films processed
as required by the film dosimetry protocol. The study should
be done for all film sizes used in film dosimetry.
g. Fog level test. After installation or repair that may in-
troduce light leak, a fog level test is performed to evaluate
the level of light leakage. This test is also used to check the
light leakage from the safelight after installation or repair.
Since the response of film to light is nonlinear, the test
should be done using an optical density of about 1.5 the
condition at which film dosimetry is most sensitive to leak-
age of light in the darkroom and not at the optical density of
the base. To account for this variation in sensitivity at nomi-
nal x-ray exposure levels, a film is preexposed to x rays to
give an expected optical density of about 1.5. In the dark-
room, half of the film is covered by thick black paper and left
to be exposed to light leakage at a location where most of the
film handling is done. It is exposed in this manner for dura-
tion ten times the typical film handling time. The film is
processed and the optical densities on the covered side and
the exposed side are measured. The difference should be less
than the uncertainty in film dosimetry established according
to Sec. III C 2 below.
2. Establishing a film processing protocol
As detailed in Sec. II above, since there are many vari-
ables affecting the consistency of film processing, and there
are factors such as film processing load that are specific to
each clinic, it is not possible to have one protocol that will
meet the needs of all clinics. It is important to evaluate the
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film processing protocol should be implemented for film do-
simetry as part of the commissioning procedure. It needs be
done only one time before the processor is used for film
dosimetry. We will describe a procedure to determine a film
processing protocol for consistent film dosimetry that will
meet the accuracy and precision requirements.
The first step is to decide on a limit in the variation in
optical density that is acceptable to the film dosimetry appli-
cation under consideration. For example, the accuracy re-
quirements for film dosimetry in patient QA of IMRT treat-
ments may be ±3% and that for checking head leakage may
be ±10% in dose. For the determination of absolute dose,
there should be quantitative requirements. For illustration,
the requirements could specify ±0.05 OD at 1.5 OD, ±0.03
OD at 1.0 OD, and ±0.02 OD at 0.5 OD applied simulta-
neously. These should be based on the sensitometric curve of
the film used. For example, if the accuracy requirement is
±5% at 40 cGy or ±2 cGy and the OD at 40 cGy is 1.5
with a slope of 0.025 OD per cGy, the requirement in OD
will be ±0.05 OD 0.025 OD/cGy	2 cGy at 1.5 OD with
two standard deviation limits. The specific requirements ap-
plied at a particular clinic should correspond to the uncer-
tainty in the measurement of dose that is acceptable for the
dosimetric application.
The second step is to identify the processor that has the
steadiest film processing load. It may be useful to investigate
the possibility of sharing a film processor with the radiology
department. It may be helpful to discuss with the processor
maintenance personnel whether the variations can be reduced
by adjusting the replenishment rate, selecting an appropriate
cycle time, or running the flood replenishment mode.
The third step is to quantify the reproducibility of the film
processor. To quantify its reproducibility, films of the same
batch are exposed with x-ray doses that yield optical densi-
ties specified in the quantitative requirements. It is useful to
expose several areas of different dose on the same film. An
example of this was reported by Childress et al.43 where the
exposure was delivered using a dynamic MLC. If a dynamic
MLC is not available, the exposures can be performed with
radiation fields defined by asymmetric jaws as long as the
total dose from all areas to the center of each area is mea-
sured with an ionization chamber. During different times of
the day and on different days, groups of ten films are pro-
cessed in each session. The optical densities of the x-ray
exposed regions are measured. The variations in OD among
the films show the film processor reproducibility. The results
can be classified into one of the following categories:
i If the variations meet the requirements set forth in
step 1, OD of processed films can be converted to
dose using the x-ray sensitometric curve of the
same batch of film obtained on a different day.
ii If the variations do not meet the requirements set
forth in step 1, and the differences between the OD
measured on films processed in the same session
meet the requirements without any noticeable time
trend in the OD measured within a session, the
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obtained in the same film processing session can
be used to convert OD to dose, that is, a calibration
film should be exposed for each film processing
session.
iii If the differences between the OD measured on the
first film and the tenth film do not meet the require-
ments, and there is observable trend within a pro-
cessing session, it is necessary to evaluate whether
the trend stabilizes for the last several films of a
processing session. If there is indication that the
trend stabilizes after a number of films are pro-
cessed in a session and the variations in OD after
the stabilization has been reached meet the require-
ments set forth in step 1, that particular number of
films should be processed before dosimetry films
are processed. A sensitometric curve of the same
batch of film obtained in the same film processing
session after stabilization has been reached can be
used to convert OD to dose.
iv If there is no indication that the trend stabilizes,
multiple calibration films from the same batch
should be processed within a session and the OD is
converted to dose using the calibration film pro-
cessed at a time closest to the film to be analyzed.
After a film processing protocol is found that meets the lim-
its on variations, the control limits of sensitometry will be
established according to the procedure described in Sec.
III A above.
D. Quality control of processors
1. Weekly checks
These checks are similar to the daily processor QA in a
diagnostic radiology department. They are a simplified sub-
set of the tests in Sec. III C above. These checks take less
than half an hour to complete.
a. Darkroom cleanliness. Counters, the film feeding tray
of the processor, and floor of the darkroom should be kept
clean to avoid contamination and dust settling on the emul-
sion. This should be checked with white room light and not
with the safe light. The counter should also be kept tidy so
that there is a clear and clean area for handling dosimetry
films and performing sensitometry tests.
b. Artifacts. The test described in Sec. III above is per-
formed weekly to monitor artifacts due to film processing.
c. Developer temperature. The developer temperature is
measured with the method described in Sec. III above once a
week using a digital body temperature thermometer. The de-
veloper temperature is considered in control if it is within
two standard deviations of the average value established dur-
ing commissioning.
d. Developer immersion time. The relative immersion
time is measured during the processing of the artifacts test
films with the method described in Sec. III above. The rela-
tive immersion time is considered within specifications if it
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lished during commissioning.
e. Sensitometry. Sensitometry should be done according
to a well-controlled procedure. A specific batch of film is
specially set aside for sensitometry. When the batch of film
runs out, a new batch of film is then commissioned for sen-
sitometry using a crossover procedure that will be described
below. A film from the commissioned batch is exposed with
a sensitometer on four sides according to the procedure de-
scribed in Sec. III. The “base and fog,” “mid-density,” and
“density difference” are measured. The processor is consid-
ered in control during weekly checks if these control values
are within two standard deviations of their baseline average
values.
To crossover film batches for sensitometry, a film from
the old batch and a film from a new batch are exposed with
a sensitometer and processed in the same session every time
during weekly checks for 5 or more consecutive weeks. The
processor is confirmed to be in control with “base and fog,”
“mid-density,” and “density difference” from the old batch of
films as above. New averages and standard deviations of
these values from the new batch of films are used as the
revised baseline values.
2. Daily sensitometry check
On days that film dosimetry is done, the sensitometry
check described above is performed to confirm that the pro-
cessor is operating within specifications. This takes less than
10 min to complete. If the scattered radiation from the x-ray
exposure is insignificant at the edge of the film, e.g., for
small fields, the edge of the film can be exposed with a




1. Characteristics and specifications
Point densitometers are straightforward devices used for
determining the OD at a few points in a film. These devices
are easiest to QA for absolute OD and are therefore often
used as the local standards in OD measurements. Point den-
sitometers use a silicon photodiode to measure the transmit-
ted flux of light passing through a film. The International
Organization for Standardization ISO has developed stan-
dards for the geometric and spectral conditions for the deter-
mination of optical density ISO 5. Diffuse illumination is
achieved by a broad-spectrum incandescent lamp whose
spectral properties Illuminate A conform to CIE Interna-
tional Commission on Illumination standards. The colli-
mated light passes through the film and the transmitted com-
ponent passes through a detecting aperture that usually can
be from 1 to 3 mm in diameter. This light flux passes
through a “V
” filter 555 nm peak, 380–780 nm range and
is then detected by a silicon photodiode with amplifier elec-
tronics capable of measuring signals spanning several orders
of magnitude.
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ture on which one places the film sample, an arm which
extends over the film and has at its end the light source
aligned with the aperture, and a digital readout of optical
density Fig. 8. The operating characteristics of four of these
devices are shown in Table III.
2. Acceptance testing, calibration, and QA
These devices shall undergo acceptance testing. The fol-






Test the zero drift by turning on the unit and letting it warm
up for 10 min or the amount of time recommended by the
manufacturer. Null the unit, wait an hour, and take a null
reading. The unit should still read 0 to within 0.01 OD. For
routine use, one should check the null reading prior to each
reading session. Calibration and determination of useful OD
range of the unit is typically accomplished by using a NIST-
calibrated step wedge that provides optical densities from
about 0.05 to about 4.0 OD, including a zero value. After
sufficient warm-up time and with the unit in calibration
mode, two steps from the calibrated step wedge are used, the
zero OD step and a higher OD, typically about 3, to create a
two point calibration. To determine the usable optical density
range, use the NIST-calibrated step wedge to sample steps at
the low and high OD end of the step wedge and compare the
readings to the known OD value. OD differences greater than
1.5% of the OD value or 0.01 OD, whichever is greater,
indicate the limits of the sensitive range of the unit is being
FIG. 8. Typical point densitometer.reached.
2240 Pai et al.: TG-69: Radiographic film 2240Reproducibility and linearity can be tested by taking a
reading of ten of the step wedge steps distributed across the
full wedge OD range be sure to include a very low and a
very high OD step and then repeating this several times a
few minutes apart. Record the readings at each step and cal-
culate the mean and standard deviations. The mean OD read-
ing should be within 0.02 OD of the calibrated value, and
standard deviation of each step should be within 0.02 OD or















































TABLE IV. Acceptance tests and QA of point densitometers.
Tests described
in text Procedure
Zero drift Warm up unit and take series of null read
separated by at least 10 min. Check that
zero
Calibration Use NIST calibrated step wedge to adjus
correct OD at an OD value of about 3.0
value recommended by the manufacturer




Sample low and high density steps of the
step wedge and record the readings. Read
within 0.01 OD or 1.5% of the reading in
limit of the sensitive range of the unit.
Reproducibility Take reading of 10 step wedge steps from
OD. Repeat each step several times and
values.
Linearity Same procedure as Reproducibility
aA=acceptance and yearly annual, q=quarterly, e=each time.
Medical Physics, Vol. 34, No. 6, June 20071.5%, whichever is greatest, up to an OD value of 4.0. The
user may limit the tests to the maximum OD that will be
used clinically. The degree of deviation of the reading from
the known OD value as a function of the OD value is a
measure of the instrument linearity. Typically the absolute
value of the reading error is largest at the highest OD value,
where the percentage error should be less than 1.5%.
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2241 Pai et al.: TG-69: Radiographic film 2241should be repeated quarterly or at a frequency consistent
with the documented stability of the instrument as noted in
Table IV.
3. Practical recommendations for film dosimetry
Once the film has been calibrated for optical density to
dose, one can determine the dose at any point on the film.
This may be useful for dosimetry measurements where the
film has an area of uniform density representing an unknown
radiation dose. An example of this application is the estima-
tion of surface dose for photons or electrons. Irradiate a
phantom with one piece of film in ready-pack on the surface
and another at dmax. After calibration of optical density to
dose, the ratio of measured doses represents an approxima-
tion of surface dose. One can expect film to give a surface
dose value about 10% absolute above that measured with an
extrapolation chamber personal communication, A. Olch.
Another application is determining output factors for small
or heavily blocked fields. Here a film can be exposed to a
5	5 cm2 reference field for two doses about 30% apart
within a known linear region of the film’s dose-response
curve and then to the small test field at the same monitor
units as the reference field’s higher dose, each at an appro-
priate depth. This should provide a dose for the small test
field that is between the two reference field doses. The dif-
ferential film response to fields less than 10 cm square has
been found to be within 2% for both XV and EDR so that
the 5 cm square reference field can be used to directly cali-
brate a 1 cm square field.59 All films are processed together.
The doses to the reference field are known and the optical
densities can be measured with the point densitometer. The
small test field optical density can be measured and its dose
inferred from interpolation of the optical density-to-dose
calibration data for the reference field. Also, simple percent
depth dose or profile measurements can be made if the mea-
surement locations on the film are carefully marked in a way
which can be seen through the backlit tablet but do not in-
terfere with the measurement.
B. 2D scanners: Mechanical scanners, CCD scanners,
and other scanners
1. Characteristics and specifications
a. General characteristics. Two-dimensional 2D film
scanners or digitizers rapidly measure film OD planar distri-
butions or profiles with high spatial resolution. When prop-
erly calibrated and characterized, these devices allow the
study of the steep dose gradients found in brachytherapy as
well as conformal external photon and electron beam
radiotherapy.26 The film response is quantified by high-
resolution measurement of the 2D OD distribution contained
in a film. This OD distribution is then converted to dose
using an experimentally determined H&D curve. To date, 2D
scanners that provide precise quantitative results are based
on transmission optical densitometry, i.e., the light source
illuminates one side of the film and is detected on the oppo-
site side. 2D scanners that use reflection densitometry where
light is detected on the same side of the film as the light
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OD range and problems related to the uniformity of the re-
flecting surface. It is assumed in this report that the user has
the access to software for viewing and interrogating any im-
age data provided by these devices. A discussion of film
analysis software is outside the scope of this report.
b. Light source and detector geometry. In general, there
are four mechanisms for acquiring a 2D OD distribution
from a film that can be categorized by the dimensionality of
the light source and detector configuration. The first tech-
nique involves the translation of a point source over the film,
typically by translating a collimated beam of light in concert
with a confocal detector over the film e.g., commercial sys-
tems include DynaScan Model 1710 Laser Densitometer,
Computerized Medical Systems Inc.; FDM-300 Scanditronix
Wellhöffer; CRS Laser Film Scanner, Med-Tec; and 9721
Film Densitometer, Multidata Systems Intl. Corp.. The sec-
ond type of scanner simulates a linear light source by raster-
ing a laser beam in one dimension while stepping the film in
the orthogonal direction. A temporally gated linear detector
or linear-detector array is employed in laser rastering sys-
tems Personal Densitometer, Amersham Pharmacia for-
merly Molecular Dynamics Inc.; LS50, LS75, and LS50
Kodak formerly Lumysis. The third type of scanner em-
ploys a linear light source with a linear detector array Mul-
tiRAD 860 and MultiRAD 460, Howtek, Dosimetry Pro
Advantage/ Dosimetry-Pro 16, Vidar. The fourth type of
scanner illuminates the entire film while detecting the trans-
mitted light in a 2D detector array CCD Microdensitometer,
PeC. Higher quality scanners, which translate the film, do so
either with high spatial resolution rollers or by translating a
platen while holding the optics fixed to minimize any vibra-
tions to the light source and detectors. Another important
feature of 2D scanners employed for film dosimetry is a
“split-beam” measurement where some type of measurement
of the incident light intensity in coincidence to the transmit-
ted light is performed. Devices without a measure of light
output assume constancy of the light-source output during
measurement. As OD measurement depends on knowledge
of the initial light intensity, a split beam configuration is used
to correct fluctuations in the light output of the device.
c. Spatial resolution. Commercially available 2D scanners
typically have pixel dimensions that depend on the light
source and detector geometry. Confocal point-source scan-
ners typically have the lowest spatial resolution with beam
spot sizes between 0.25 and 0.8 mm. Sample spacing for
these devices can be typically adjusted between a fraction of
the spot size and several centimeters. The higher dimensional
light source line scanning and 2D light sources and detector
geometry devices typically have much higher resolution with
pixel dimensions between 0.34 and 0.042 mm. In principle,
this small pixel size affords the spatial resolution to accu-
rately image OD distributions band limited below spatial fre-
quencies as high as 1.43 to 11.9 mm−1 by the Nyquist-
Shannon sampling theorem.60
d. Dynamic range. The detectable OD for these devices
typically ranges between 0 OD and upper limits of 2.5 to 4.0
OD, depending on the light source and detector technology.
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produced films that have nearly linear responses for ODs of
up to 3.0 and possibly higher ODs greater than 4, requiring
a measurement of more than 1 part in 10 000, are difficult to
measure accurately with these devices.34 Dosimetry shall be
performed inside the OD dynamic range specified by the
scanner manufacturer to ensure that reliable results are at-
tained.
e. Film format, readout time, and handling. The devices
described in this section typically have the ability to rapidly
acquire data from large format films at high spatial resolution
in a matter of a few minutes. Films are typically mounted in
one of two ways. Either the film is placed on a scanning
platen or it is fed into a slot that grasps the film with elastic
rollers. Scanners that employ rollers have typically been de-
signed for digitizing diagnostic radiographs and a large num-
ber of films can be placed into a feeder slot for sequential
scanning. These scanners have typically been designed to
accept the largest clinical film formats and can accept films
as large as 14	17 in.2, allowing scanning of radiation field
sizes of up to 30	30 cm2 with a 5 cm border. Scanners that
employ a scanning platen allow for more delicate handling of
dosimetry films but typically limit the maximum size of the
film to 10	12 in.2 and can only accept one of these films at
a time. It is recommended that film be handled carefully with
clean hands, or preferably using light cotton gloves, to pre-
vent the transfer of oils from the hands to the film. Bending,
stretching, or scratching a film should be avoided as this can
permanently damage the film substrate or denature it, chang-
ing the opacity of the film. The film handling system and the
film itself should be kept dry and clean. If dust is seen to
accumulate, it should be removed with pressurized dry air.
Do not attempt to clean either with liquid solvents. Glass
platens for flat bed scanner can be cleaned with commercial
glass cleaners unless they have an antireflective coating. An-
tireflective coated glass should be cleaned with pressurized
dry air or using manufacturer-recommended procedures.
f. Discretization, scanner output, and software format.
The 2D film scanners either directly measure OD or trans-
mission T. Devices that directly measure OD employ loga-
rithmic and differential amplifiers to obtain low noise OD
measurements. Scanners without a logarithmic amplifier
measure light transmission, which can be subsequently con-
verted to OD. The discretization of the signals produced by
the scanner should be of sufficient dynamic range such that
discretization error is below the desired measurement preci-
sion. For example, 12 bit analog-to-digital converters
ADCs can provide 0.001 OD resolutions for systems with
logarithm amplification and an OD range between 0 and 4.0
OD 0–4096 levels. Scanners that measure T typically have
more bit resolution for discretization to provide the desired
dynamic range, commonly employing 14 or 16 bit ADCs.
Despite the fact that OD scanners logarithmically compress
the signal compared with transmission, yielding a larger rela-
tive discretization error, transmission scanners require
greater dynamic range because the signal spans four orders
of magnitude while OD signals span a factor of 5 OD 0–4
Medical Physics, Vol. 34, No. 6, June 2007corresponds to T 1.0–10−4. Scanners that measure OD, or
use less than a 12-bit ADC to measure T, may compromise
the quality of measured data through discretization errors. It
is very important to know whether a scanner’s output is rep-
resentative of OD or T. An OD is the quantity for film do-
simetry that will be directly related to dose and use of T
requires application of a nonlinear transformation in the sen-
sitometric curve. Many scanners that measure T will allow
for a direct conversion of the discrete level of measured T
into OD using a look-up-table LUT. Often, 2D scanners
provide many LUTs from which a negative base 10 loga-
rithm is one option. If LUTs are used, care has to be taken to
ensure that an appropriate and consistent LUT is always ap-
plied; otherwise data corruption can take place.
Confocal scanning point densitometers do not typically
support the output of data in standard image file formats and
may have limitations on the size of the data that can be
scanned limiting high-resolution scans to small regions. For
higher dimensional light-source and detector geometry
source scanners data can typically be exported as common
image file formats such as the tagged image file format
TIFF, graphic interchange format GIF, joint photographic
experts group JPEG, or Window’s bitmap. Care should be
used if the image format is compressed. For example, even
selecting “no compression” in a JPEG does result in some
compression. Since some compression schemes can lose in-
formation, compressed images should not be used in film
dosimetry.
For transmission type scanners, e.g., Vidar scanners, the
output is ADC units. There are 212=4096 12 bit or 216
=65 536 16 bit possible values. Thus, the primary calibra-
tion relationship is ADC units to the known dose. This rela-
tionship is logarithmic, so that for the 16 bit scanners, for
example, there are about 50 000 ADC units between OD 0–1
and the other 15 536 units for the rest of the OD range. Thus,
the OD resolution is much higher for low OD than for the
higher ODs. These scanners do not output OD directly. Film
calibration is most directly performed in terms of ADC units
to dose. One does not need OD output to perform film do-
simetry with these units. However, if one scans an OD step
wedge, one can calibrate ADC units to OD if desired and one
can use the constancy of scanner ADC units converted to OD
as a way to check the long term stability of the scanner.
2. QA and acceptance testing
a. Acceptance testing
Table V provides a summary of the procedures for accep-
tance testing.
1 Scanning procedure. The first step of scanner character-
ization is to establish a procedure of operation so that
results are measured consistently. If provided, the manu-
facturer warm-up procedure should be adopted. If no
guidance is given for scanner warm up, the consistency
of scanner readout can be evaluated by performing re-
peated scans of a film with sufficient OD range to span
the dynamic range of the scanner. Image subtraction of
repeated measurements of the same film every 5 mins
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mine if the noise or gain of the system is changing with
time. Image subtraction of images taken after warm up
can be used to determine the noise introduced by the
scanner to the measurements and check for gain drift as
zero offsets in the subtracted images, which should con-
tain only noise for a stable system.25 The scanner gain
should be constant to within 2% and the noise of the
system should be less than 2% of the OD of the mea-
surement in the range of operation. If a scanner demon-
strates significant noise or gain changes at times longer
than 30 mins the device may be unsuitable for film do-
TABLE V. Acceptance tests and QA of 2D scanners.
Tests described
in text Procedure
Warm up A consistent warm up procedure
and the determination of
consistency of scanner readout by
performing repeated scans of a
film and performing image
subtraction of repeated
measurements of the same
Geometric
accuracy
The spatial integrity of 2D
scanners shall be independently
validated in both dimensions
using a known test pattern that
spans the scanning plane.
Calibration Measurement of the characteristic
curve s using neutral OD films






Scanning nearly uniform films
described in Sec. IV B of varying
OD between 0.1 and 1.0 to
assess the magnitude of the error
introduced by interference





The light scatter artifact can be
detected by scanning a nearly
uniform high OD film described
in Sec. IV B, used in clinical
dosimetry, and then scanning the





The light scatter artifact can also





Taking the small film cut from
the center of the film in the
previous test scan it at different
locations in the scanning line or
bed.
aA=acceptance, Y=yearly annual, Q=quarterly.simetry. In particular, devices that do not have “split-
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correcting the measurement of the incident light inten-
sity in coincidence to the transmitted light may require
frequent recalibration. Once a warm-up protocol is es-
tablished it should be adhered to for all characterization
and dosimetry measurements.
2 Characteristic curve and linearity. The characteristic or
sensitometric curve of the scanner should be determined,
i.e., relationship between the measured OD or T and the
actual diffuse OD or T, where diffuse OD or T refers to
transmitted light that is collected for all angles. In prin-
ciple, the relationship between the measured and the ac-
Tolerance/Recommendations Frequencya
The scanner gain should be constant
to within 2% and the noise of the
system should be 2% of the OD of
the measurement in the range of
operation.
A and Y
Local distortions should be 1 mm.
For distortions 0.5 mm over 10 cm
a spatial correction to dimensions
should be applied.
A and Y
A least squares curve fit can be
applied to a reasonable set of
calibration points, and then used to
supply intermediate points
necessary for accurate conversion of
measured OD to calibrated OD.
A, Y and Q
Interference patterns should be 
2% of the OD of the measurement
in the range of operation.
A
If loss of OD is 5% within 1 mm
of the edge of the hole, then the film
in question can be scanned without
artifact otherwise a more careful
study is warranted
A
A line pair test should be performed
with black lines printed on a
transparency film with line spacing
down to a least 1 mm. The
resolution limit of the system is
found where the valley between
lines increases 5% OD of
transparent background.
A
If OD from different locations
changes 5% and profile width if
within 1 mm, then scans are
invariant to location, otherwise care
shall be taken to reproduce film
positions and sizes.
Atual OD or T should be linear. However, most scanners
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of their ranges. Measurement of the characteristic curve
should be performed using neutral OD films i.e., OD
that does not depend on the wavelength of the light em-
ployed with known nominal values and uncertainties of
OD preferably traced to a NIST standard. Either large
format films e.g., an OD step tablet where the steps
extend across the entire field of view for the scanner or
a small film with high OD masks that extend over the
entire field of view should be employed to separate out
the device’s inherent OD measurement characteristics
from any artifacts that may exist in the presence of large
OD gradients or steps. It is recommended that the OD
steps should be spaced linearly in OD with a step size of
at most 0.5 OD. The measured values of OD or T and
their estimated noise should match the tolerances speci-
fied by the scanner manufacturer. An appropriately mea-
sured characteristic curve will be a monotonic increasing
function.
3 Geometric accuracy. The spatial integrity of 2D scanners
shall be independently validated in both dimensions us-
ing a well-characterized test pattern. Ideally, the spatial
test pattern films should be validated by an independent
laboratory and made available by the manufacturer. If a
spatial test pattern is unavailable, a 2D grid of lines or
dots can be printed with 1 cm spacing on an overhead
transparency sheet using a laser printer and indepen-
dently validated by measuring the spacing between the
points with a ruler. This transparency grid should be
affixed to a piece of unexposed and developed radio-
graphic film if used in a scanner that employs film roll-
ers to transport the film. The scanned positions of the
spatial grid can then be compared with the known val-
ues. The grid positions should be checked for pair-wise
accuracy at increasing distance intervals until the field of
view is spanned in both dimensions. It is recommended
that local discrepancies should be sub-millimeter for
neighboring lines or points. Small discrepancies that ac-
cumulate over increasing distances may be due to a dif-
ference in the pixel dimension from those reported by
the manufacturer.25 Ideally, a spatial correction that
scales the measured to the physical dimensions should
be applied in the horizontal and vertical pixel dimen-
sions if such accumulating distortions exceed 0.5 mm
over 10 cm.
4 Spatial frequency limits on quantitative results. Ideally,
acceptance testing criteria of spatial resolution should be
based on reported line-spread functions LSF, point-
spread functions PSF, and modulation transfer func-
tions MTF for measured light-transmission values of
the film scanner.61–63 Unfortunately, these measurements
require considerable resources that are not widely avail-
able, though some results have been reported for older
model scanners.61,62 Therefore, we recommend that
scanner manufacturers take on the responsibility of ac-
quiring and providing such data for all systems intended
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MTF data for evaluating scanner performance is further
discussed in the Appendix.
5 Characterization of possible interference pattern arti-
facts. Interference pattern artifacts have been reported
for systems that employ a scanning platen or transparent
film support in the optical path of the scanner.26,64–66
This artifact is caused by multiple reflections due to
variations in the index of refraction along the light path
between the film and its support. Air gaps between the
film and the digitizer platen can give rise to “Newton’s
Rings” interference artifacts due to multiple reflections
between the air, glass, and film materials. While less
severe, variations in film thickness and internal film
structure can also lead to multiple reflections to produce
intrafilm interference, though this has only been reported
in radiochromic film.26 This artifact produces a high fre-
quency fluctuation pattern that gives rise to errors as
large as 7% in low OD regions. In principle, aliasing of
a high frequency OD distribution can produce an
artifact67 with a similar appearance known as a “Moiré
pattern.” Such artifacts have been observed in digital
radiography films where a high spatial resolution antis-
catter grid was employed with spatial frequencies of
3–4 lp/mm.67 It is unlikely that such high frequency
signals would be present in routine dose distribution
measurements.
For platen-based densitometers, the optical interference
pattern shapes are strong functions of the distance be-
tween the film and support platens. The interference pat-
tern is therefore, for practical purposes, irreproducible.26
This makes artifact removal by image subtraction im-
practical for these scanners. Recent studies have shown
that some scanners that use film rollers can produce re-
producible artifact patterns that can be eliminated by
image subtraction.66 Several techniques to eliminate this
artifact have been suggested. They use material placed
in the optical path of the scanner to break the coherence
of the light source and prevent interference from multi-
ply reflected light. Fortunately, these techniques, which
include diffusing ground glass,66 vellum paper,27 and an-
tireflective coated glass,65 have all been used to success-
fully abate this artifact. It should be noted that this arti-
fact is most significant 2%  at OD values of less than
0.5 and should not affect measurements at high OD val-
ues. It is recommended that scanner manufacturers in-
corporate an appropriate solution to this artifact into de-
vices intended for use in film dosimetry. It has also been
recently reported that some commercially available
scanners are free from this artifact due to the use of an
incoherent light source.66
6 Characterization of possible light scatter artifacts. Sev-
eral publications have reported the existence of light
scatter artifacts in 2D scanners that employ higher di-
mensional light source and detector
geometries.25,26,65,68,69 This artifact has been observed to
significantly corrupt OD measurements in the presence
2245 Pai et al.: TG-69: Radiographic film 2245of high gradient and high OD distributions. This artifact
behaves nonlinearly for OD measurements, being essen-
tially nonexistent for measurements of low-gradient
low-OD distributions and incurring errors of up to 30%
of lost OD in high-gradient high-OD distributions.
Dempsey et al.26 have demonstrated that this artifact can
be removed using linear-systems signal processing tech-
niques after the interference pattern artifact had been
removed from a commercial 2D laser scanner system
Personal Densitometer, Amersham Pharmacia, formerly
Molecular Dynamics Inc.. This technique has also been
successfully applied by Low et al.65 to a fluorescent
lamp and linear CCD array scanner. An important point
made by these works is that the artifact can only be
properly assessed from the transmission data e.g., a
MTF displayed for scanner transmission values would
demonstrate it. Measured transmission LSF and MTF
provided by the scanner manufacturer would allow
medical physicists to assess the potential impact of this
artifact on the dose distributions that are intended for
measurement. An alternative technique using a LUT for
scanners that measure T has also been proposed to elimi-
nate this artifact.68 More work is called for in the de-
tailed investigation of light scatter artifacts in 2D scan-
ners and their potential impact on film dosimetry. While
confocal point light source and detector 2D scanners are
the slowest and lowest resolution devices of all those
described, they are typically free of light scatter artifacts
that have been reported for systems with higher dimen-
sional detectors and light sources. Therefore, we recom-
mend that caution be used when attempting to measure
dose in the steep-dose gradient regions found near
brachytherapy sources and in the penumbrae of external
beam dose distributions. Existing characterizations of
scanners indicate that restricting the max OD2 should
help avoid this error.25,26,65,68 When dealing with high
ODs and/or gradients where this artifact can be impor-
tant, care is taken to ensure that measurements are not
being corrupted. Repeated measurements, with a lower
dose and hence a lower OD, which should diminish any
potential artifact, are suggested to determine whether
such an artifact is significantly affecting the
measurement.
b. Calibration. Measurement of the characteristic curve
should be performed at least quarterly using neutral OD films
with known nominal values of OD and uncertainty prefer-
ably traced to a NIST standard. This measurement should be
tracked over time to ensure consistent operation of the scan-
ner. A curve fit that is forced to go through the measured data
can be applied to a reasonable set61,63 of calibration points,
and then used to supply intermediate points necessary for
accurate conversion of measured OD to calibrated OD. A
least squares curve fitting can be useful in smoothing out
noise but the user should carefully inspect the fit compared
to the measured data to determine if any of the measure-
ments points are suspect and need to be repeated.c. Protocols and practical recommendations. Practical
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vices described in this section. While the slowest, oldest, and
lowest resolution devices, confocal point light source, and
detector 2D scanners are somewhat cumbersome to use, they
appear to have the fewest issues with regards to possible
measurement artifacts. A single unfortunate, yet important,
exception to this is that they often are not split beam devices
and can suffer from long time gain drifts in their measure-
ments requiring frequent recalibration. Additionally, they are
often limited in data size and data digital export format for
2D dose mapping applications. More modern 2D scanners
with higher dimensional light sources and detectors can rap-
idly image 2D OD distributions with very high resolutions
and provide data in modern imaging formats. While this ap-
pears as a more attractive alternative, care shall be taken to
ensure that the results from such devices are quantitative for
the intended application; considering both the OD or T range
and the spatial gradients that exist in a measurement film.
While MTF data provide the best method for this assess-
ment, there are some simple tests that can be applied to de-
termine if a 2D scanner suffers from the artifacts described
above.
To perform these tests, nearly uniform films of varying
OD values are required. To produce such films we recom-
mend that films oriented perpendicular to the beam axis be
exposed by a large area field 30	30 cm2 or greater at
depth typically 5 to 10 cm in a large water-equivalent
phantom 30	30 cm2 or greater using the lowest available
megavoltage photon beam energy to provide the sharpest
penumbra. Clinical ion-chamber beam profile data can be
used to select a beam quality and depth with a high degree of
flatness. Typically, a central region of approximately 20
	20 cm2 or greater can be found where the beam has a
uniform dose and, hence, OD to within 2%. A point densito-
meter, as described in Sec. IV A, can be used to accurately
spot check the film for OD uniformity. Interference artifacts
are found by preparing and scanning a uniform OD film with
an OD between 0.1 and 0.5. The artifacts will appear as a
high frequency pattern.26 Scanning uniform OD films at sev-
eral intervals between 0.1 and 1.0 will provide an assessment
of the magnitude of the error introduced by this artifact as a
function of OD. The effective resolution of the scanner can
be determined using a black and white line pair test gener-
ated by printing lines with a 600 dpi or higher resolution
laser printer on transparency films. Lines should be printed
with varying widths down to at least 1 mm with 1 mm spac-
ing. The resolution limit is taken as the width where the
transparent valley increases in OD by 5% above the OD of
the transparent background Note that scalable pdf line
spread test films can be purchased from SINE PATTERNS
LLC, http://www.sinepatterns.com/index.htm. The light
scatter artifact can be detected by scanning a uniform high
OD film and then scanning the same film with a hole cut in
the center as described by Messerman and De Wagter.68 A
significant drop of OD near the edge of the hole will indicate
the existence of this artifact. If an artifact is observed, then
cutting the hole to a larger size should then increase the
observed effect upon rescanning. If the OD of the film used
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then the potential for this artifact to affect a clinical dosim-
etry film can be assessed. If there is no significant effect,
then the scanner can be used without scatter artifacts for high
dose distributions containing steep gradients; otherwise a
more careful study is warranted. Finally, the uniformity of
the detector response should also be tested. The small films
cut from the uniform films can be scanned at different lo-
cations in the scanning line or bed. The central OD and the
profile of the small film should be invariant with scanning
location.
V. DOSIMETRIC CHARCTERISTICS OF COMMONLY
USED FILMS AND PHANTOMS
A. Relative vs. absolute dose measurements
As mentioned in earlier sections, the sensitometric curve
should be established for the same energy, batch of film, type
of film, film orientation, and processing conditions under
which the film is to be used. The sensitometric curves relat-
ing OD to dose in a phantom may be linear or nonlinear
depending on the film type and dose range. If one operates in
the region where the OD is linearly related to dose,7 and a
valid calibration curve is applied, then accurate relative do-
simetry may be obtained. If one requires absolute dose, then
one shall establish the relationship of dose to pixel value12,70
or OD to dose.38,71,72 By processing a new calibration film
dataset at the same time as that of the experimental films,
then accurate absolute dosimetry may be obtained. Typically
second or third order polynomials provide the best fit to cali-
bration data.
Reports in the literature are contradictory as to whether
XV2 film can be used to make absolute dose measurements
with an accuracy of better than 5%.4,33,34 With EDR2 film
better accuracy may be achieved.73 Chetty and Charland74
have described in detail the method to minimize potential
experimental errors with film dosimetry. They also provide
uncertainty estimates, which in part form the basis for
achievable accuracy Table VI with film dosimetry for clini-
cal photon and electron beams.
B. Types of film and range of optical density
Film response is highly energy dependent below photon
energies of 400 keV5,72 because the photoelectric mass at-
tenuation coefficient varies with the cube of atomic number.
TABLE VI. Expected film dosimetry accuracy under ideal conditions opti-
mal processor and densitometer performance.
Procedure Relative dose
Photon beam data acquisition
and QA
2% or 2 mm for field sizes 10	10 cm2
and depths 15 cm Ref. 74
Electron beam data
Acquisition and QA
Distance to agreement for PDD is 1 mm
at depths greater than 10 mm Ref. 33
Composite plan IMRT 2% or 1.5 mm EDR2 film, 4% or 3 mm
XV2 film Ref. 73Since the relative number of low energy scattered photons
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beams, it is thought that film sensitivity is significantly influ-
enced by both parameters.
A depth dependence of the sensitometric curve has been
observed for both the parallel and perpendicular film orien-
tation for photon beams from 60Co to 23 MV5,6,11,12,21,75,76
and has been summarized by Danciu et al.4 There is a large
difference in the magnitude of the effect reported by the
different investigators. While some authors indicate minimal
depth dependence and a decrease in depth dependence with
photon beam energy, Anderson and St. George77 report a
significant depth dependence of the sensitometric curve for
25 MV. A sensitivity dependence on radiation field size is
also reported although it is 3%9,12,76,78 for fields up to 20
	20 cm2. For fields smaller than 4 cm in diameter, as are
used in radiosurgery, the depth dependence has been found to
be insignificant.12
There are no significant energy dependent effects for
small fields and shallow depths, where the scatter tends to be
a small fraction of the total dose inside fields, i.e., the energy
spectrum is not changing rapidly. Because this may not be
true outside fields, where scatter is a large portion of a small
dose, film dose accuracy is greatly diminished when used to
measure doses outside fields. For larger fields and depths, the
scatter dose increases and so energy dependent effects be-
come more pronounced, especially in the low-dose primary
regions.
The most commonly used film for dosimetry is the Kodak
X-Omat V XV2. It is a low-speed film with emulsion coat-
ing on both sides of the plastic base.4 The silver halide crys-
tals in the emulsion are nonuniform and of tublar grain
type.33 The Kodak film can be irradiated to doses up to
0.8 Gy and still maintain an optical density of less than 2.
The sensitometric curve is generally curved, with the deriva-
tive of OD to dose decreasing with increasing dose.
Kodak has developed a new therapy film EDR2. Its ad-
vantage is that there is a greater linear OD range, a smaller
microcrystalline structure, lower silver content, and a re-
sponse, which extends to higher doses and is reported to be
nearly linear up to 3.5 Gy.74 The response and accuracy of
the EDR2 film has been compared to the XV film. Variations
in response with changes in radiation field size have been
reported to be less than 2% for both XV and EDR2 film for
radiation fields smaller7,59,73,74,78 than 10	10 cm2. But
variations of 5%–7.5% have been reported for field sizes
greater than 24	24 cm2; however, these variations also in-
cluded depth dependence.59,77,79 One way of overcoming the
problem of overresponse of the film at deeper depths is to
use a sensitometric curve at deeper depth for the dose con-
version. Another way is to normalize measurements made
with film with spot measurement made with a more accurate
dosimeter such as an ion chamber. Changes in sensitivity as
a function of depth have been observed, although less than
with XV film. For example, Dogan et al.59 reported a de-
crease in sensitivity with depth of 0.5% at 20 cm and 6
	6 cm2 field size for EDR2 film but 2.5% for the XV film.
At the larger field size of 24	24 cm2 increased film sensi-
tivity was observed and was 4.2% for the EDR2 film and
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mum depth dependence of 2% for EDR film up to field sizes
of 20	20 cm2 but 10% changes for XV film at 20 cm depth
in all field sizes. The energy dependence was shown to be
less for EDR film than XV film in the range 60Co to
18 MV.40,59,79–81 To overcome depth dependent effects a
method has been described by Williamson et al.5 in which an
equation is derived from a single field percentage depth dose
and is fitted to a depth dependent sensitometric curve.
C. Measurement geometry
Most commonly radiographic film is used in either paral-
lel or perpendicular orientation placed between slabs of a
polystyrene or water-equivalent phantom.5,6,23,33,34,39 The
surface of the phantom that lies in contact with the film
should be flat and the film tightly clamped between the phan-
tom slabs so as to avoid air gaps.23,78 If the film is kept in its
light-tight packaging, air holes should be punctured in the
packet to reduce the formation of air pockets between film
and phantom. Because of potential undesired film exposure
due to Cerenkov radiation,82 it is suggested that the film
should be kept in its packet. If paper wrappers are used for
both film calibration and isodose curve measurements, any
effect that the paper wrappers have on film sensitivity will be
included in the sensitometric curves. In this case extreme
care is taken to ensure a smooth match between the edge of
the film and the entrance of the phantom edges where the
film is used in parallel to the beam axis. The edge of the film
should be carefully folded over the edge of the phantom.
Making sure that the film edge aligns with the phantom edge,
the folded edge of the film should be secured to the phantom
slab with the tape. Recent statements by Kodak indicate that
the film jacket was meant to be light resistant not light tight.
Care should be taken when jacketed film is left exposed to
room light, particularly after exposure to radiation.
When the film is placed horizontally, the phantom slabs
will tend to compress the film package. In other orientations,
the film and slabs should be compressed by a mechanism or
clamps,6,77 which provide even pressure and good contact
between the phantom and the film. Registration marks on the
film made with pinpricks are often helpful to define the
film location with respect to the beam. Suchowerska et al.22
noted that an air gap produced an apparent over response of
10% with XV film. It is recommended that, unless otherwise
indicated, for parallel irradiation with single beams, the film
and phantom be laid horizontally so that gravity can com-
press the film. The gantry is then rotated laterally to perform
the irradiation. When the film is aligned parallel to the beam,
it is important that the film edge in the film jacket is found
and aligned carefully with the surface of the phantom or that
the proximal end is positioned against the phantom material.
A method proposed by Danciu et al.4 is to detect the film
edge and mark it on the paper. Then align these marks to the
phantom edge and fold excess paper and tape to phantom.
For the parallel irradiation geometry, there is a contro-
versy as to whether it is necessary to angle the beam
1–2 deg from the exactly parallel beam-film alignment. Su-
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angulation, based on increased forward scattering electrons
in the silver halide. Another reason given for the over-
response is simply that no matter how well one clamps the
phantom to the film to reduce air gaps, a small gap may be
present that served to reduce attenuation of the beam. Su-
chowerska’s calculation22 showing that 0.6 deg is necessary
assumes a 2 mm phantom gap across the film and its enve-
lope. A more typical gap with good compression of the phan-
tom is 1 mm or less, which would give a needed 0.3 deg
beam angle to the film to avoid any over-response. For film
parallel to the couch top, the weight of a 30	30	5 cm3
thick solid water slab on top of the film is sufficient to pro-
vide good compression. Suchowerska et al.22 had a 1 mm
gap, yet a 5% over-response was observed for XV film ori-
ented at 0.5 deg and a 7% over-response was observed for
radiochromic film at a 1 deg angle. Others have not found an
over-response when setting the beam angle to be parallel to
the film.4,11,74 Gantry angle readouts are typically calibrated
to an accuracy of 0.5–1.0 deg, so at least this small mis-
alignment angle may have been present in many of the pub-
lished dosimetry studies. Also, for megavoltage photon
beams, the fraction of the dose to the film from electrons
generated more than 0.5 mm from the film at even medium
depths is very large. Although this task group cannot dem-
onstrate a benefit from angling the gantry by up to 1 deg in
the presence of the typical less than 1.5 mm gap between
the phantom slabs compressing the film, we feel that this
small gantry tilt does not jeopardize the measurement except
for very small field sizes where the beam may diverge from
the film at the deeper depths.
D. Phantoms
A water-equivalent commercial film phantom that holds
bare film has been described by Bova. This phantom design
provides a system that is light proof, is free of air gaps, offers
good alignment, and allows rapid loading and unloading.
Cheng and Das33 report that the CEA film packets manufac-
tured in Sweden and marketed in the US by CEA America
Corporation, Houston, TX would be suitable for immersion
in water. Other solid phantoms used are Temex polyiso-
prene, density=1.015 g/cm3 by Anderson and St. George,77
and water-equivalent slabs by Suchowerska et al.22 and Ma-
sonite by Danciu et al.4
Film is suitable to insert in any custom made phantom
constructed for specific purposes, cubic or curved, e.g., be-
tween slices of an anthropomorphic phantom. A special pur-
pose film cassette fitted into a water enclosed head phantom
was constructed in order to verify stereotactic radiosurgery
dose distributions.12,70 Special water-equivalent phantoms
are also commercially available for IMRT dose verification
and most of these are in a slab geometry while one is cylin-
drical and holds the film in a spiral configuration. Most phan-
toms for film dosimetry consist of water equivalent material,
however some contain non-water-equivalent plugs with elec-
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land et al.80 investigated EDR film dosimetry in lung equiva-
lent heterogeneous media.
A cubic high-impact polystyrene film phantom is pro-
vided with the Peacock IMRT system.65 High-impact poly-
styrene has a density of 1.044 g/cm3 and is usually opaque.
Unlike clear polystyrene, opaque polystyrene usually con-
tains high atomic number ingredients. Thus the scattering of
such phantoms compared with water may be different de-
pending on the beam, and caution is advised. A correction for
the higher density can be made. However, phantoms made of
Lucite or PMMA of density 1.18 g/cm3 are not recom-
mended because of the greater density correction and the
possibility of Cerenkov radiation in the clear plastic.82
Films should be exposed in tissue simulating material
water equivalent plastic. It is recommended that several
centimeters of water-equivalent material be placed above and
below the film to be exposed. Burch et al.11 developed an
experimental setup of a tissue-equivalent phantom and thin
lead foil to be used with XV film. This publication reported
that the lead filter removed low energy photon scatter. The
polystyrene blocks including the film and filter were com-
pressed in an aluminum compression box to remove any air
cavities. The filters were placed on either side of the film at
6 mm distance. By removing the low energy scatter, the de-
pendence of the sensitometric curve with depth in phantom is
removed. Yeo et al.38,39 explored this idea further and re-
ported with Monte Carlo modeling to determine the ideal
setup and distance of the Pb foil filter. Utilization of lead
filters has resulted in very good agreement between film do-
simetry measurements and ion chamber measurements.40
Burch et al.11 maintain that this is due to the proper utiliza-
tion of tissue-equivalent phantom and the effect of the foils
to reduce the scatter in the energy range where film is super-
sensitive. However, some researchers maintain that the im-
proved results are due to the film being well compressed in
the tissue-equivalent phantom, which minimizes the air
gap.22 Several commercially available phantoms have been
developed to make film exposure in water-equivalent plastics
easier and more repeatable. If one needs to use the lead filter
to eliminate very low energy photons, it should be used with
caution.
E. Recommendations
Films should be exposed in tissue simulating material
water-equivalent plastic. It is recommended that several
centimeters of water-equivalent material be placed above and
below the film to be exposed. If film is used inside an enve-
lope, the phantom in contact with the film should to be com-
pressed so that air pockets are removed. While using non-
water-equivalent phantoms, the user needs to make
appropriate density corrections compared to water.
VI. FILM CALIBRATION PROTOCOL
There are many factors that contribute to an accurate cali-
bration including the type of scanner, the type of film, the
type of delivered radiation, the exposure conditions, the type
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processed chemical mix, temperature, etc., and the settings
or configuration of the film scanner. Due to this large mixture
of conditions, it is not possible to have a generic calibration
procedure that applies to all or most circumstances.
There are several steps of calibration and each one is criti-
cal to the success of film dosimetry. There are two common
methods of calibrating film to dosimetric values: either the
beam axis is parallel or perpendicular to the film.
A. Calibration geometries
1. Parallel calibration geometry
Parallel film calibration is performed by having the cen-
tral axis of the radiation beam in the same plane as the sheet
of film. The film orientation for the calibration film and the
film to be analyzed are the same, the depth dependence is
effectively calibrated out by using this technique. The film
should be exposed to radiation levels that are similar to those
that span the range expected to be delivered to the patient
and in addition have at least one dose point that exceeds the
maximum level expected on the patient film. Use the same
field size as for subsequent irradiations that will be corrected
by this calibration data. To get the low dose part of the cali-
bration curve, longer films 35	43 cm2 may be used if that
size film can also be used for the subsequent QA images and
phantoms sufficiently large are available. In cases where
only smaller films are available, the more typical 24
	30 cm2 film should be used where the 30 cm dimension is
along the increasing depth direction. With this geometry,
doses down to about 25% of maximum dose can be directly
measured. Doses below 25% can be interpolated to zero dose
by a fitting routine, typically automatic in commercial film
dosimetry software. If very accurate doses below 25% are
required, then two films may be necessary to sample enough
points for the high and low dose levels. If a large phantom is
available, then the two films can be irradiated one behind the
other. In this case care must be taken to properly identify the
depths on each film by means of fiducials or pin pricks in the
phantom away from the central axis. If the more standard
30	30 cm2 size phantom is to be used, then the films will
be irradiated one at a time, with the highest dose needed
given to d-max on the first film, and a dose of about 50% of
that dose given to dmaxon the second film. Note that with
either method, the depth of any dose may be different than
that within the QA image to be analyzed. To the extent there
is energy i.e., depth dependence of the film, there will be
some error in using these calibration data.
The processed film is scanned into the computer and
smoothing or filtering may be applied to the pixel values. A
depth density profile or several profiles are then taken
through the image from the point of highest dose to the point
of lowest dose. Once the acquisition software has extracted
this data, the user designates the dose at various depths. The
corresponding depth dose information is readily available
from standard ion chamber measurements taken during com-
missioning of the accelerator. The software then develops a
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ner and the measured dose points. Prior to using the parallel
calibration method, one should characterize the influence of
field size and depth on the constancy of OD with dose for
each film type to be used by measuring the OD or scanner
ADC value for a given dose and field size for the range of
relevant depths. One may find that, depending on energy for
smaller field sizes, a dose given at 5 cm and one given at
20 cm give nearly the same OD or ADC value while this
may not be true for larger fields.
2. Perpendicular calibration geometry
Perpendicular film calibration is performed by exposing
one or more films to a series of dose levels. If multiple dose
levels are exposed on a single film, care shall be taken to
ensure that there is no dose overlap between the exposed
areas. Ideally a separate film should be irradiated for each
dose point with an equivalent field size as the test irradiation.
If test irradiation uses smaller field size such as 7	7 cm2,
then one can position these fields in the corners of the film.
In this case, the user shall determine the dose at each square
accurately and include the scatter contribution from other
squares. A calibration exposure can also be made with a
known dose pattern109 e.g., a step wedge in dose generated
with a MLC, couch movement, or compensator if the do-
simetry software is capable of accurately calibrating with this
pattern e.g., in a step wedge, only the uniformly exposed
areas should be used for calibration. The use of dose pat-
terns may considerably reduce the physics time and number
of films needed to expose a complete calibration curve, thus
enabling more frequent calibrations resulting in higher accu-
racy. It is critical that each film in the calibration set is ex-
posed under the same experimental setup conditions e.g., at
the same depth. Each film is scanned into the computer, the
user designates a uniform area for each dose level, and the
average reading in this area is correlated to a measured dose
value to create the calibration curve.
B. General considerations
The decision to use either parallel or perpendicular irra-
diation for film calibration depends on the degree of energy
dependence of the film used and the geometry that will be
used for actual test measurements. One should use the same
geometry for the calibration film as for the test film. This
tends to match the scatter characteristics of the calibration
and test film environments. For example, use perpendicular
geometry for film calibration when the measurements are for
beam profiles or fluence map evaluation at a constant depth,
and parallel calibration geometry if the test film is irradiated
parallel to the beam axis to get isodoses and profiles at vari-
ous depths. When the film is oriented vertically and irradi-
ated by all the beams of a coplanar plan, the film should be
calibrated using the parallel geometry. Where one irradiates
the test film with a combination of beam directions, such as
for a coronal film plane in a composite IMRT plan QA test,
no one calibration geometry is applicable. The physicist shall
choose a film orientation for calibration based on the above
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the mixed angle of incidence used for IMRT QA.
Before exposing films in either the parallel or perpendicu-
lar configuration, the experiment shall be carefully con-
structed to ensure accurate and reproducible results. First, if
the film is to be exposed in the film package optical jacket,
the package should be punctured at a minimum of two loca-
tions outside the film area or at the edge of the film. This
will allow trapped air, from within the optical jacket, to be
pushed out during film fixation in tissue simulating material
phantom. Air gaps between the film and the phantom can
result in incorrect and widely varying dose readings over the
area of the film as discussed in Sec. V.22 Having the phantom
slabs and film stacked parallel to the couch top is recom-
mended for either parallel or perpendicular irradiation con-
dition.
Independent of the calibration method utilized, the user
should ensure that the calibration value for zero dose base
plus fog be obtained from a completely unexposed film
rather than from an apparently unirradiated area of an irradi-
ated film. This practice will eliminate scattered radiation in
the zero dose calibration value.
In order to minimize the effect of the variation in the film
processor, all of the calibration films should be developed in
the same session. A temperature change of just one degree
within the film processor can have a dramatic effect on the
density of the film. Similarly, a change in the processing
chemicals will also affect the density of the film, as ex-
plained in Sec. III. A simple technique of running a previ-
ously irradiated film through the processor can check the
processor functionality and cleanliness, in addition to saving
time and trouble if processor malfunction occurs.
Film-based and ionization-chamber based dose measure-
ments are often compared. Caution is advised while doing
this comparison. In high dose gradient regions, depending on
the volume of the chamber, such a comparison will be inac-
curate because the effective point of measurement within the
chamber is not the center and its true location is generally
unknown. Comparing beam profiles in a gradient region, the
chamber will, depending on its volume, show a smaller gra-
dient due to volume averaging than the film. In low dose
gradient regions produced by beams from multiple direc-
tions, the effective point of measurement of the chamber can
be taken to be near the center of the chamber. For single
beams, the point of measurement is upstream of the center of
the chamber. In either situation, depending on the degree of
dose homogeneity, a valid comparison between the chamber
dose and the film dose can be made. The film dose should be
obtained by filtering and averaging over an appropriate re-
gion to reduce the impact of noise in the film data.
It is recommended that the film be calibrated at doses that
span the portion of the film dynamic range that will be en-
countered in the measurement. The user should make sure
that there is a zero-dose point base and fog and one cali-
bration point beyond the maximum expected measured dose
to prevent the requirement for dose extrapolation. The num-
ber of calibration points will depend upon various factors:
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points are critical to accurate film dosimetry.
b The next most critical factor is the type of curve
fitting algorithm that is used by the film calibration
software. If linear interpolation is used for films
with a nonlinear response, more calibration points
will be required. Some other types of fit may yield
good results with fewer calibration points.
c The type of film also influences the decision. e.g.,
XV versus EDR2
d The type of scanner also makes a significant differ-
ence. If the scanner uses only a 12 bit digitizer
rather than a 16 bit digitizer, for example, the num-
ber and value of the calibration points will be more
critical.
e Importance of measurements where the dose-
response curve is nonlinear. More points will be
needed in the nonlinear region to accurately deter-
mine the dose.
For both XV and EDR2 films, approximately 13 equally
spaced points well define the curve across their respective
useful dose range. The calibration curve shall be measured
for the modality, electron or megavoltage photon, and beam
energy. Typical film response curves for silver halide films
are shown in Fig. 9.
The user shall develop a calibration curve for each type of
film to be analyzed. If the film to be used is very expensive
or if the experimental setup requires a small film to fit
within a phantom, it may be necessary to expose and ana-
lyze small films. These should be handled in accordance with
the steps mentioned in Sec. IV. If the film is smaller than the
scanner can accommodate, then the film to be analyzed is to
be placed within a plastic jacket and the calibration films
shall also be placed within a plastic jacket. In this manner,
the data values sent from the scanner will reflect both the
FIG. 9. Film response curves.exposed film and the transport media, and the effect of the
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curve.
Some types of scanners allow the user to adjust the inte-
gration time for each pixel or for each row of pixels. The
integration time is the amount of time that light is collected
for that pixel or for that row of pixels. If the integration time
is adjustable, the user shall ensure that each of the calibration
films and the films to be analyzed are scanned with the same
integration time.
C. Summary of calibration procedures
• Ensure that the film scanner is warmed up according
to the manufacturer’s recommendations.
• If the film will be exposed in a jacket, puncture the
jacket in two locations to allow any trapped air to
escape.
• Some types of film can be sensitive to room light,
even in their film jackets according to the KODAK
recommendations. Therefore, minimize the time that
the jacketed film is in room light to lessen any po-
tential affect.
• Place the film between slabs of the phantom. Good
compression is critical to reducing or eliminating
any air effects.
• Use the films from the same batch for both calibra-
tion and the subsequent QA measurements.
• Keep one unexposed piece of film separate from the
rest for the “zero dose” base plus fog value.
1. Calibration methods
a. Parallel calibration method
• Place the film parallel to the radiation beam.
• Ensure that the front edge of the film is precisely
aligned with the front edge of the phantom.
• Uniquely identifiable pinholes or registration marks
can be made.
• Phantom depth should be at least 3 cm deeper than
deepest point needed for the lowest dose point on the
film.
• Place sufficient phantom material above and below
the film.
• Expose the film to a dose level that exceeds the
maximum level expected on the patient film or film
to be analyzed. Use the same field size as for subse-
quent irradiations that will be corrected by this cali-
bration data. Longer films 35	43 cm2 may be op-
timal for large dose ranges with sufficiently large
phantom. In cases where only smaller films are
available two films may be necessary to sample
enough points for the high and low dose levels.
• Extract at least 13 depth dose points distributed
evenly across the full depth of the film except for
the last 3 cm to be used for the calibration curve. If
2251 Pai et al.: TG-69: Radiographic film 2251the calibration points are optimally selected from the
film characteristic curve, fewer points may be
sufficient.
b. Perpendicular calibration method
• Typically 13 dose points can be calibrated uniformly
over the dose range expected to be utilized. Also
expose the film to a dose level that exceeds the maxi-
mum level expected on the patient film or film to be
analyzed.
• Choose a depth and field size that is the same as that
to be used for subsequent irradiations.
• It is recommended that the dose delivered to the cali-
bration film be independently checked using an ion-
ization chamber.
• Expose one dose level to each film to minimize the
dose contamination from one dose level to the next.
• For multiple exposure calibration films, make sure
that there is no dose overlap between exposures i.e.,
carefully shield each area of the film. By using
fields of 7	7 cm2 in the corners of the film one can
avoid dose overlap within 1%.
• It is critical that each calibration film is exposed un-
der the same experimental setup conditions i.e., the
same amount of solid water and the same depth.
• Mark each exposed film with the dose level for later
reference.
• A calibration exposure can also be made with a
known dose pattern e.g., a step wedge is dose gen-
erated with a MLC, couch movement, or compensa-
tor if the dosimetry software is capable of accu-
rately calibrating with this pattern.
• The transition area between steps should not be used
in the calibration process e.g., in a step wedge.
Only the areas with uniform exposure should be used
for calibration.
• The use of dose patterns may considerably reduce
the physics time and number of films needed to ex-
pose a complete calibration curve, thus permitting
more frequent calibrations resulting in higher accu-
racy.
• Since some dose overlap may occur, careful ion
chamber measurements should be made for each
area in the pattern to accurately account for the ac-
tual delivered dose.
1 If the film manufacturer recommends a time interval be-
tween exposure and processing, wait the suggested in-
terval. The paper by Childress et al.43 suggests that
while for XV no delay between exposure and processing
is necessary, for EDR film dosimetry one should wait
1 h.
2 To minimize variation in the film processor, all of the
calibration films should be developed in the same ses-
sion.3 Ensure that the film processor is maintained to the rec-
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merated in Sec. III should be performed on a regular
basis.
4 To prevent excessive film processor temperature rise,
pause after several films to allow the processor to return
to its original temperature.
5 Mix constant dose films with the experiment films to
keep track of processor chemistry and temperature
change and their effect on OD.
6 If the film scanner can be commanded to perform an
internal calibration without film, calibrate the scanner
just before scanning a batch of films.
7 Calibrate the scanner to known OD values by scanning a
NIST calibrated step wedge. This may not be necessary
for dose conversion but is always helpful for the proper
generation of a correct H&D or sensitometric curve and
for tacking the performance of the scanner.
8 Scan the film into the computer following the recom-
mendations of the film dosimetry software that is being
used.
9 Some amount of filtering is always recommended to re-
duce dose artifacts caused by lint, dust, and fingerprints
on the film.83,84 Use a filter size1 mm2 to reduce the
dose artifact.
10When comparing against ionization chamber doses,
choose a region of interest that is appropriate based on
the ionization chamber that is used.
11 The software will produce a calibration curve to corre-
late the values from the film scanner to the measured
dose points.
VII. CLINICAL APPLICATIONS
Film dosimetry is a useful tool for commissioning, routine
quality assurance QA, and verification of special
procedures.5,8,9,12,59,71–74,76,81 The high resolution of radio-
graphic film combined with modern film density digitization
is often the reason for choosing radiographic film as a dosi-
metric tool, particularly for periodic QA, SRS, and IMRT
applications. Its ability to provide a reasonably accurate and
precise 2D distribution from a single exposure, avoiding la-
bor and equipment intensive scanning procedures at the
treatment machine utilizing point detectors or linear detector
arrays, is beneficial for commissioning soft wedges and
IMRT applications. When the film is used with tissue equiva-
lent phantoms, the measured dose distribution is what would
be present in the absence of the film, allowing multiple films
to be irradiated simultaneously. These features make film a
very attractive dosimeter for external beam dosimetry mea-
surements as long as its response to radiation optical density
versus dose is completely characterized in the clinical
beams.4,5,11,12,33,75
A. Photon beam data acquisition and QA
The basic dosimetry data for commissioning clinical pho-
ton beams include central axis depth dose, cross beam pro-
files, and isodose distributions. As explained earlier, film do-
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which have a steep dose fall-off in the penumbral region.
This is because the ion chamber measurements in the pen-
umbral region are prone to volume averaging effects and the
higher spatial resolution of the film provides more accurate
measurements. The film is shown to be reasonably accurate
within 2% or 2 mm for fractional, central axis depth doses,
and profiles over a range of field sizes up to 10	10 cm2
and depths up to 15 cm in the phantom. Moreover, the film
sensitivity is not significantly influenced by the off-axis
variation in the energy spectrum that results from increased
scattering in the cross beam profile penumbrae and tail
region.74,76 As described in Sec. V, the films do have a prob-
lem of relative over response 3%–5% relative to ion cham-
ber for large field sizes and deeper depths greater than
15 cm. This is attributed to an increase in film sensitivity of
approximately 4% due to laterally scattered low energy pho-
tons and increase in scatter to primary dose ratio with depth
and field size.
Even with all the limitations described above, film is an
ideal dosimeter for quick relative QA measurements of depth
doses and cross beam profiles. It can be used to verify the
flatness and symmetry of the beam as well as the light and
radiation field coincidence. For a rapid check of radiation
parameters such as flatness and symmetry, the user can select
a dose and subsequent OD in the linear region of the re-
sponse curve without the use of a calibration curve. It is also
an ideal dosimeter for measuring the beam quality change of
the clinical photon beams. A small change in the photon
beam quality manifests itself into a dramatic change in the
off-axis ratio measured at shallow depths with a film. A
single film exposure can quantify and verify all of these pa-
rameters.
B. Electron beam data acquisition and QA
The advantages of film dosimetry high spatial resolution
and short beam time for electron beam data acquisition over
ion chamber dosimetry could be much more obvious because
a large amount of measured electron beam data are often
required to commission a treatment planning system. Data
are required for many field sizes at each nominal electron
energy and sometimes it is repeated for multiple collimation
systems for example, different applicators. It may be im-
practical to measure all of the electron beam data with ion-
chamber/water phantom system as it will require a substan-
tial amount of accelerator beam time.
Radiographic film can be reliably used for electron beam
dosimetry as long as proper attention is paid to the film
emulsion same manufacturing batch, processing conditions,
linear dynamic range of optical density, and setup conditions.
The Kodak XV silver halide films have little energy response
for clinical electron beams.23,85 However, the new EDR2
films exhibit an apparent energy-dependent enhancement for
electron beams.42 While this film has shown to excel at x-ray
dosimetry applications such as IMRT dose verification, it
should be used with care when performing electron beam
dosimetry. The film dosimetry setup conditions are critical in
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Therefore, electron beam dosimetry measurements with film
should be made with a cassette that is made of near-tissue-
equivalent solid and opaque phantom material. These cas-
settes are commercially available and are very useful in re-
moving some of the major systematic errors arising from air
gaps adjacent to the film and the misalignment of the top
edge of the film with the surface of phantom when the film is
positioned parallel to the beam axis.
The film cassette, described above, can be used to mea-
sure electron beam depth dose, cross beam profiles, isodose
distributions, and output factors. The expected distance to
agreement DTA for the central axis depth dose is typically
within 1 mm at depths greater than 10 mm. The underesti-
mation of dose near the buildup region from film measure-
ments is partly attributed to the high atomic number of the
film emulsion, which produces more electrons scattered out
by the film than are scattered in from the solid phantom. Due
to this potential difference, it is recommended that the
central-axis buildup depth dose be measured with either a
diode or a parallel plate chamber. The expected accuracy of
the high dose region of cross beam profiles measured with
film is typically of the order of 2% and 2 mm in the penum-
bral region. Therefore, film in an electron water-equivalent
phantom can be used for the measurement of the isodose
distribution by aligning the film parallel to the beam axis.
The most efficient and accurate method of measuring isodose
distributions for clinical electron beam is still a hybrid tech-
nique, in which the central-axis depth dose measurements
with either an ion chamber or a diode detector are combined
with the cross beam data measured using film in a solid-
water phantom. This technique not only provides the same
degree of accuracy as the ion-chamber/water-phantom mea-
surement, but also reduces the amount of beam-on time on
the linear accelerator. Finally, the film is an ideal dosimeter
for quick relative QA measurements of depth doses and cross
beam profiles. It can be used to verify the flatness and sym-
metry of the beam as well as output factors.
C. Commissioning dynamic „soft… wedge
The idea of producing wedge-shaped dose distributions
by controlling collimator motion was first reported in
1978.86,87 Soft wedges became available in the late 1980s.
One-dimensional intensity modulation, wedged fields up to
20 cm wide and asymmetric fields up to 30 cm wide 10 cm
across the axis, is currently achieved via modulation of jaw
motion and dose rate. Wedge angles varying between 10 deg
and 60 deg are preprogrammed and delivered under com-
puter control. Commissioning these wedged profiles and col-
lection of a large data set are facilitated by methods that
allow simultaneous acquisition of multiple points. Radio-
graphic film suits this application as a single exposure can
provide integrated data in single or multiple planes, perpen-
dicular or parallel to the beam. In this way commissioning
can be accomplished in a relatively short time.
Film Kodak XV was used to evaluate the feasibility of
86,87soft wedged fields as early as the 1978 publication. The
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etry, and dose density conversion referenced to ion chamber
dosimetry claimed ±5% accuracy at that time. The imple-
mentation of soft wedges through the mid 1990s found film
to be the most practical method in terms of accuracy, spatial
resolution, and cost effectiveness, compared to ion chambers,
TLD, and radiochromic film, for measuring cross
profiles.13,88–90 Although film is still a popular method, its
accuracy is affected by variations in calibration and proces-
sor conditions, and it is relatively slow compared to commer-
cial linear detector arrays. The detector arrays have been
decidedly more efficient and accurate for primary data acqui-
sition for soft wedges.58,90–93
The OD to dose conversion accounts for the influence of
the softening energy spectrum with increasing depth, espe-
cially for larger fields. These corrections are more pro-
nounced for 6 MV, 0.2% per cm, than for 18 MV x rays,
for which corrections were negligible.93 Data acquisition
procedures should correct for the variation of photon scatter
with field size as well as depth by a series of measurements
relating film and ion chamber response over the clinical
range. However, film response corrections for variations of
primary and scattered photons within the phantom across the
wedged field cannot easily be resolved by such a strategy
and are often ignored. One can expect that energy depen-
dency of film will cause an apparent decrease in the mea-
sured wedge angle, particularly for lower x-ray energies, and
larger fields and depths. The significance of this radial en-
ergy dependency should be quantified by cross-checking a
few points with an ion chamber, especially for large fields.
D. Stereotactic radiosurgery
Precise spatial registration of the prescribed doses with
the target volume and critical structures is the crucial factor
in accurate stereotactic radiosurgery SRS and stereotactic
radiotherapy SRT. This is achieved by well-designed and
carefully aligned hardware to assure the registration of the
imaging modalities and linear accelerator coordinate sys-
tems, dedicated treatment planning software modeled for the
specific delivery system, and an exclusive data set focused
on small, highly collimated fields. This applies to -knife
units and to linear accelerators equipped with fixed circular
collimators or mini-multileaf collimators mMLC.
As the practical upper limit for using SRS is 4 cm diam-
eter fields slightly greater for SRT, the treatment planning
data set is relatively small compared to conventional radia-
tion therapy. Data acquisition requires tissue maximum ratios
TMRs, off-axis factors OAFs, and output factors OFs
for this range of collimator size. Once again, emphasizing
that the spatial registration is potentially the largest source of
dose uncertainty in such small fields, then it is the OAFs that
require careful attention. Lateral electronic disequilibrium
and steep dose gradients exist in a large portion of these
fields, requiring the use of high-resolution measurement
techniques. For this reason and the availability of film do-
simetry technology in most radiotherapy departments, radio-
graphic film is useful for both commissioning the SRS sys-
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42 on SRS94 recommends film dosimetry for measurement of
profiles for -knife units and linear accelerators. Film is par-
ticularly beneficial for the measurement of irregular dose dis-
tributions generated with multiple isocenters and mini-MLC
that conform the dose to the target shape.
Evaluations of measurement techniques specific to the
needs of SRS have been reported.12,95 These studies com-
pared Monte Carlo MC calculations with measurements to
examine the impact of photon and electron energy spectra at
different depths and field sizes on detector response. Spectral
variation is particularly important when the detector is not
tissue equivalent and when lateral equilibrium does not exist.
In these regards, the pros and cons of radiographic film rela-
tive to ion chambers, radiochromic film, diodes, and dia-
mond detectors are discussed. Films were used in plastic
phantom to measure TMRs and OAFs. Heydarian et al.95
showed a 5% over-response of film at 10 cm depth com-
pared with MC and tissue equivalent detectors. In contrast,
Robar and Clark12 measured the variation in film sensitivity
for fields for radiosurgical fields; for a 2.5 cm diameter field,
a maximum error of 1.5% was observed at 20 cm depth for a
sensitometric curve established at a depth of 1 cm. Others
have found that energy dependence varies with the type of
film used, though this is not a major concern over the range
of field size for SRS fields.4 In general, it may be concluded
that variation of phantom scatter within fields less than or
equal to 10	10 cm2 does not have a significant impact on
the overall film response.
Heydarian et al.95 showed 1 mm wider penumbra with
radiographic film relative to MC, but comparable to penum-
bra measured with small diode and diamond detectors for
6 MV x rays. Penumbra delineation for SRS justifies the use
of film dosimetry. Detector size will adversely affect mea-
surement accuracy in regions where the gradient is varying
across the detector.96 The error introduced by larger diameter
detectors always tends to reduce the gradient, thereby broad-
ening the penumbra. When film is the detector, the scanning
system is usually the resolution-limiting component. TG 4294
reported that detector diameter of 3.5 mm or less could re-
produce penumbra to within 1 mm; detector dimensions of
2 mm or less are recommended. Commercial film scanners
designed for dosimetry applications should exceed this speci-
fication.
Output factors for small SRS fields also depend upon the
spatial resolution of the detector. For 6 MV x rays, the ab-
sence of lateral electron equilibrium affects the dose at the
central axis for beam radii less than 1 cm. In these small
fields, the detector integrates over a region of varying elec-
tron fluence, even at the center of these fields. As the field
size increases, the flat region can accommodate larger detec-
tors. For this reason for fields less than 2 cm in diameter, the
detector resolution should be matched with that used for the
cross-plane profile scans; only then will the output factors be
consistent with and complementary to the data in the pro-
files. Thus if radiographic film is used to acquire profiles,
using the same film and scanner for both profiles and output
measurements will provide good results. With careful con-
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tions in emulsion and processing, radiographic film can be
used to obtain scatter correction factors for even the smallest
SRS fields, based upon the film response measured for larger
reference fields.
Internally scattered light in CCD-based digitizers may
contaminate the film transmission signal within the scanned
region. Optical scatter will increase the apparent transmis-
sion in the high density region of the film proportional to the
area and proximity of the low optical density regions. There-
fore, this scanner artifact may broaden the penumbra and
reduce the measured output factor significantly, especially
for the smallest fields. Internal collimation in the scanner
design is the best approach to minimize this problem; how-
ever, user provided opaque masking that defines the region
of interest is helpful to minimize artifacts. Laser film digitiz-
ers are susceptible to temporal and spatial distortions near
steep density gradients due to the response of electronics to
sudden changes in signal and to the size and shape of the
laser beam spot, respectively. Methods for evaluating CCD-
based and laser film digitizers25,26,68 are discussed in Sec.
IV B.
E. Intensity-modulated radiation therapy
The availability of IMRT via multi-leaf collimation and
treatment planning optimization software is enticing to many
therapy centers. IMRT provides the means for improved con-
formal treatment for a wide variety of cancers. However,
interest in IMRT is often subdued by concern that these tech-
nical methodologies are more obscure to the user compared
with three-dimensional conformal radiation therapy
3DCRT.97 Verification of treatment plans is helpful to allay
these concerns, and, in fact, dosimetric verification of the
intensity map is required in the new IMRT codes in the
American Medical Association CPT manual. Though not a
simple task, radiographic film is currently best suited for
much of the 2D dosimetry involved in IMRT commissioning
and verification. As such, IMRT is the principal reason for
the recent renewed interest in film dosimetry and the timing
of this task group report.
IMRT presents new challenges to verification dosimetry.
Since the intensity variation within the field is potentially
different from field to field, one cannot presume to know the
dose at an arbitrary point based upon the dose at any other
point. Therefore, the premise for ion chamber dosimetry
verification at a single point, useful for fixed fields with or
without standard wedges, is invalid for IMRT. Dose verifica-
tion in IMRT fields requires the acquisition of dose at mul-
tiple points sufficient to ensure that the correct distribution is
delivered with reasonable certainty. This can be accom-
plished with point detectors, but only very inefficiently since
each individual point would require the delivery of the entire
treatment. Linear detector arrays provide more efficient data
sampling, though limited to one dimension. EPIDs have been
tested for this purpose with some success, but EPIDs mea-
sure intensity patterns more similar to exit fluence, optimized
98–100for image quality, rather than patient dose. Two-
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cifically for IMRT purposes PTW and SunNuclear are enor-
mously beneficial for routine IMRT verification; however,
their resolution, which depends upon detector size and spac-
ing, is a limiting factor for commissioning these highly
modulated fields. Furthermore, EPIDs and detector arrays,
limited to measuring normal to the beam axis, are not suit-
able for composite plan dosimetry.101–105 Radiochromic film
is manufactured to be relatively tissue equivalent, avoiding
the energy dependence restriction of radiographic film, but it
has suffered from insensitivity at clinical doses, nonunifor-
mity across the film, and cost for routine applications, al-
though recent advances in radiographic films have alleviated
these problems somewhat. For these reasons there is resur-
gence in interest for radiographic film, specifically for veri-
fication dosimetry of IMRT.
The consequences of the energy-dependent sensitivity re-
sponse of radiographic film provide unique challenges when
film is used for IMRT verification. The effects of low-energy
photon over-response of radiographic film is similar in one
regard to the above discussion for soft wedges as in all
megavoltage photon applications, i.e., variation in film sen-
sitivity increases for larger field sizes and depths. However,
the over-response is both slowly varying and predictable in
dynamic-wedged fields, wherein it can be nearly eliminated
by an appropriate calibration technique. Because of the na-
ture of IMRT delivery, the primary photon component varies
in proportion to the degree of intensity modulation, while the
low energy scatter is relatively uniform across the field.106
This means that a simple technique to compensate for the
sensitivity variation cannot be developed. For small IMRT
treated volumes, requiring fields smaller than 10	10 cm2,
the variation in scatter-to-primary is not sufficiently large to
modify the sensitivity across the treated field. However, for
large IMRT fields, the low energy scatter component is large,
and so the variation in the scatter to primary ratio can pro-
duce a large film response variation within the field.
One method to correct for this variable over-response is
high-Z filtering, as is described in Sec. V D.11,39,53,52
While spatial distortions introduced by film scanning will
negatively impact all dose measurements, they are more
critical when measuring IMRT dose distributions. Often the
film measurements are intended to localize steep dose gradi-
ent regions near critical structures, so a spatial distortion may
yield inaccurate conclusions regarding the accuracy of the
delivered dose distribution. For conventional treatment
fields, the spatial distortions would only affect the field
edges, where spatial accuracy tolerances are often relaxed
due to errors in beam aperture definition and patient align-
ment.
The CCD-based digitizers and laser film digitizers intro-
duce OD artifacts associated with steep density gradients
into dose distributions contaminating the film transmission
signal as explained in Sec. IV B. MLC leaf alignment tests
have been proposed by a number of clinical users of MLC to
check the alignment of the leaves.16,107 Sub-millimeter leaf
positioning precision is particularly important if the MLC is
to be used for IMRT purposes, where errors in the leaf posi-
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the target volume. Most treatment planning systems do not
model the variations in dose caused by interleaf transmis-
sion; nevertheless, it is advisable that the range of these per-
turbations be documented for each MLC.108 A common test
uses radiographic film placed in the isocenter plane and ex-
posed using MLC patterns of designed to generate narrow
bands of varying density formed by the gap between oppos-
ing banks of leaves. Misalignment of individual leaves by as
little as 0.2 mm can be visually detected relative to neigh-
boring leaves. While these film patterns may be evaluated by
the naked eye, a more objective approach uses deviations in
net optical density measured with a high-resolution film
scanner. Interleaf transmission variation is easily measured
with film dosimetry.
VIII. CONCLUSIONS
Medical physicists working in radiation oncology depart-
ments have been using radiographic film for 60Co and linear
accelerator beam dosimetry for more than half a century. It is
difficult to imagine a radiation oncology physicist who has
not relied on film dosimetry for checking dose distributions
for special patient treatment techniques, or for regular linear
accrelerator QA measurements.
Recently, the use of film dosimetry has increased dramati-
cally with the development and popular implementation of
advanced megavoltage radiotherapy delivery techniques such
as IMRT, tomotherapy, dynamic conformal therapy, etc. As a
two-dimensional integrating dosimetry medium, radio-
graphic film is nearly ideal for use with dynamic treatment
delivery techniques, which, because of their complexity and
our relative lack of familiarity, make individual patient dose
validation essential. Alternative methods for patient dose
validation have been introduced. Large scale 2-D ion cham-
ber or diode arrays as well as the development of an im-
proved radiochromic film EBT are now available for IMRT
dosimetry. However, perhaps because of its familiarity and
apparent simplicity, radiographic film and EDR2 in particu-
lar remains the most common means for validating patient
IMRT treatments through dose measurements.
Given the overall importance of film dosimetry in radia-
tion oncology for so many decades, one might ask why there
has not been a Task Group report published on this topic
until now? Why are there no comprehensive review articles,
monographs, or practical guides to megavoltage film dosim-
etry? Perhaps the answer is contained in the phrase “famil-
iarity and apparent simplicity.” Medical physicists use film
for dosimetry because they are familiar with it—and this
familiarity typically derives from the oral i.e., unwritten
tradition of on-the-job-training. Film dosimetry is also appar-
ently simple since the film can be easily irradiated and then
automatically processed, scanned, calibrated, and analyzed
using modern, reliable commercial systems. What could be
simpler?
The answer is that radiographic film dosimetry can
achieve the accuracies of ±2% required for meaningful
IMRT QA, but achieving such highly accurate results is by
Medical Physics, Vol. 34, No. 6, June 2007no means simple. As with any form of dosimetry, accurate
film dosimetry requires a thorough understanding of the fun-
damental mechanisms, which comprise the entire process. It
requires knowledge of the sensitivities of these mechanisms
to variations, which are likely to be encountered during irra-
diation, processing, and scanning. And, it requires an aware-
ness of potential problems and pitfalls, which can lead to
unacceptable systematic errors.
We hope that this Task Group report is able to provide the
reader with this understanding, knowledge, and awareness.
Besides theoretical background, we offer the reader practical
and useful recommendations wherever possible. And, we
suggest a specific protocol for radiographic film calibration
and dosimetry, which, if properly followed, will lead to con-
sistent accurate results.
APPENDIX: MTF FOR SCANNER PERFORMANCE
MTF data allow the medical physicist to evaluate the
transmission frequencies at which the scan remains quantita-
tive, i.e., MTF has a value near unity. Attempting to measure
OD distributions with significant frequency components
where the MTF of the device is significantly below unity
results in nonquantitative results. This is largely thought to
be due to the artifacts discussed in Sec. IV B above. Because
of the nonlinear relationship between T and OD, it has been
observed that OD signal is lost in the measurement, resulting
in underestimations of the OD in steep gradients. For a spe-
cific scanner MTF, the impact of the scanner performance on
a measured dose distribution can be determined using the
Fourier transform of the actual T distribution. If the Fourier
transform of the actual T distribution is band-limited by fre-
quencies in the MTF that are near unity, then the measure-
ment will be accurate. If there are significant contributions at
frequencies where the MTF falls below unity, a worst case
estimate of the error can be deduced using the following










where r is a spatial coordinate in the film plane,  is a
corresponding spatial frequency coordinate, Tr is the T dis-
tribution in the film, and T˜  the Fourier transform of the T
distribution in the film. The inequality follows from the fact
that the term the e−2i·r in the inverse Fourier transform can
at most return the absolute value of T˜  when all of its
components are in phase. Weighting the integral in the last
part of Eq. A2 with the MTF of the device, MTF , will
select out the lost frequency components where signal is lost
in the correct proportion. Thus, we obtain an expression for
estimating the worst-case error introduced by the device:
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−
+
d2T˜ 	 1 − MTF ,
A2
where TMeasr is the measured T distribution in the film.
Note that this analysis shall be with T and not OD, as the
imaging system will only approximate a linear system for
light transmission. Note that standard transparency films
and analysis software can be obtained from the International
Imaging Industry Association I3A at their website http://
www.i3a.org/about.html
aConflict of Interest: President, of RIT, Inc.
1A. R. Smith and J. A. Purdy, “Three-dimensional photon treatment plan-
ning: Report of the collaborative working group on the evaluation of
treatment planning for external photon beam radiotherapy,” Int. J. Radiat.
Oncol., Biol., Phys. 21, 1–265 1991.
2TG-40, “Comprehensive QA for radiation oncology: Report of AAPM
Radiation Therapy Committee Task Group 40,” Med. Phys. 21, 581–618
1994.
3F. M. Khan, The Physics of Radiation Therapy, 3rd ed. Lippincott Wil-
liams & Wilkins, Philadelphia, PA, 2003.
4C. Danciu, B. S. Proimos, J. C. Rosenwald, and B. J. Mijnheer, “Variation
of sensitometric curves of radiographic films in high energy photon
beams,” Med. Phys. 28, 966–974 2001.
5J. F. Williamson, F. M. Khan, and S. C. Sharma, “Film dosimetry of
megavoltage photon beams: a practical method of isodensity-to-isodose
curve conversion,” Med. Phys. 8, 94–98 1981.
6J. I. Hale, A. T. Kerr, and P. C. Shragge, “Calibration of film for accurate
megavoltage photon dosimetry,” Med. Dosim. 19, 43–46 1994.
7M. D. Evans and L. J. Schreiner, “A simple technique for film dosimetry,”
Radiother. Oncol. 23, 265–267 1992.
8R. L. Stern, B. A. Fraass, A. Gerhardsson, D. L. McShan, and K. L. Lam,
“Generation and use of measurement-based 3-D dose distributions for
3-D dose calculation verification,” Med. Phys. 19, 165–173 1992.
9N. A. van Bree, M. H. Idzes, H. Huizenga, and B. J. Mijnheer, “Film
dosimetry for radiotherapy treatment planning verification of a 6 MV
tangential breast irradiation,” Radiother. Oncol. 31, 251–255 1994.
10J. R. Sykes and P. C. Williams, “An experimental investigation of the
tongue and groove effect for the Philips multileaf collimator,” Phys. Med.
Biol. 43, 3157–3165 1998.
11S. E. Burch, K. J. Kearfott, J. H. Trueblood, W. C. Sheils, J. I. Yeo, and C.
K. C. Wang, “A new approach to film dosimetry for high energy photon
beams: Lateral scattering filtering,” Med. Phys. 24, 775–783 1997.
12J. L. Robar and B. G. Clark, “The use of radiographic film for linear
accelerator stereotactic radiosurgical dosimetry,” Med. Phys. 26, 2144–
2150 1999.
13P. J. Elder, F. M. Coveney, and A. D. Welsh, “An investigation into the
comparison between different dosimetric methods of measuring profiles
and depth doses for dynamic wedges on a Varian 600C linear accelera-
tor,” Phys. Med. Biol. 40, 683–689 1995.
14J.-S. Tsai, B. A. Buck, G. K. Svensson, E. Alexander, C.-W. Cheng, E. G.
Mannarino, and J. S. Loeffler, “Quality assurance in stereotactic radiosur-
gery using a standard linear accelerator,” Int. J. Radiat. Oncol., Biol.,
Phys. 21, 737–748 1991.
15D. A. Low, R. L. Gerber, S. Mutic, and J. A. Purdy, “Phantoms for IMRT
dose distribution measurement and treatment verification,” Int. J. Radiat.
Oncol., Biol., Phys. 40, 1231–1235 1998.
16C.-S. Chui, S. Spriou, and T. LoSasso, “Testing of dynamic multifleaf
collimation,” Med. Phys. 23, 635–641 1996.
17J. S. Tsai, D. E. Wazer, M. N. Ling, J. K. Wu, M. Fagundes, T. DiPetrillo,
B. Kramer, M. Koistinen, and M. J. Engler, “Dosimetric verification of
the dynamic intensity-modulated radiation therapy of 92 patients,” Int. J.
Radiat. Oncol., Biol., Phys. 40, 1213–1230 1998.
18D. Verellen, N. Linthout, D. van den Berge, A. Bel, and G. Storme,
“Initial experience with intensity-modulated conformal radiation therapy
for treatment of the head and neck region,” Int. J. Radiat. Oncol., Biol.,
Phys. 39, 99–114 1997.
19J. Van Dyk, R. B. Barnett, J. E. Cygler, and P. C. Shragge, “Commission-
Medical Physics, Vol. 34, No. 6, June 2007ing and quality assurance of treatment planning computers,” Int. J. Radiat.
Oncol., Biol., Phys. 26, 261–273 1993.
20TG-53, “American Association of Physicists in Medicine Radiation
therapy committee Task Group 53: Quality assurance for clinical radio-
therapy treatment planning,” Med. Phys. 25, 1773–1829 1998.
21J. R. Sykes, H. V. James, and P. C. Williams, “How much does film
sensitivity increase at depth for larger field sizes?” Med. Phys. 26, 329–
330 1999.
22N. Suchowerska, P. Hoban, M. Butson, A. Davison, and P. Metcalfe,
“Directional dependence in film dosimetry: radiographic and radiochro-
mic film,” Phys. Med. Biol. 46, 1391–1397 2001.
23J. Dutreix and A. Dutreix, “Film dosimetry of high-energy electrons,”
Ann. N.Y. Acad. Sci. 161, 33–43 1969.
24A. G. Haus, Advances in Film Processing Systems Technology and Qual-
ity Control in Medical Imaging Medical Physics, Madison, WI, 2001.
25R. J. Meeder, D. A. Jaffray, and P. Munro, “Tests for evaluating laser film
digitizers,” Med. Phys. 22, 635–642 1995.
26J. F. Dempsey, D. A. Low, A. S. Kirov, and J. F. Williamson, “Quantita-
tive optical densitometry with scanning-laser film digitizers,” Med. Phys.
26, 1721–1731 1999.
27L. E. Reinstein and G. R. Gluckman, “Comparison of dose response of
radiochromic film measured with He-Ne laser, broadband, and filtered
light densitometers,” Med. Phys. 24, 1531–1533 1997.
28R. H. Herz, The Photographic Action of Ionizing Radiations Wiley-
Interscience, New York, 1969.
29R. W. Gurney and N. F. Mott, “The theory of photolysis of silver bromide
and the photographic latent image,” Proc. R. Soc. London, Ser. A 164,
151–167 1938.
30J. C. Dainty and R. Shaw, Image Science: Principle, Analysis and Evalu-
ation of Photographic-Type Imaging Processes Academic, New York,
1974.
31F. H. Attix, Introduction to Radiological Physics and Radiation Dosime-
try Wiley, New York, 1986.
32K. Becker, Solid State Dosimetry CRC, Boca Raton, FL, 1973.
33C. W. Cheng and I. J. Das, “Dosimetry of high energy photon and elec-
tron beams with CEA films,” Med. Phys. 23, 1225–1231 1996.
34P. Cadman, “Use of CEA TVS film for measuring high energy photon
beam dose distributions,” Med. Phys. 25, 1435–1437 1998.
35R. Roberts, “Portal imaging with film-cassette combinations: what film
should we use?” Br. J. Radiol. 69, 70–71 1996.
36T. M. Bogucki, W. R. Murphy, C. W. Baker, S. S. Piazza, and A. G. Haus,
“Processor quality control in laser imaging systems,” Med. Phys. 24,
581–584 1997.
37R. C. Granke, K. A. Wright, W. W. Evans, J. E. Nelson, and J. G. Trump,
“The film method of tissue dose studies,” Am. J. Roentgenol., Radium
Ther. Nucl. Med. 72, 302–307 1954.
38I. Yeo, C.-K. Wang, and S. Burch, “A new approach to film dosimetry for
high-energy photon beams using organic plastic scintillators,” Phys. Med.
Biol. 44, 3055–3069 1999.
39I. J. Yeo, C. K. Wang, and S. E. Burch, “A filtration method for improving
film dosimetry in photon radiation therapy,” Med. Phys. 24, 1943–1953
1997.
40S. Ju, Y. Ahn, S. Huh, and I. Yeo, “Film dosimetry for intensity modu-
lated radiation therapy: dosimetric evaluation,” Med. Phys. 29, 351–355
2002.
41C. Bramoulle, H. Aget, and P. Louisot, “Study of a new commercial film
for high energy photon dosimetry,” Cancer Radiother 6, 300–302 2002.
42B. Gerbi and D. Dimitroyannis, “The response of Kodak EDR2 film in
high-energy electron beams,” Med. Phys. 30, 2703–2705 2003.
43N. L. Childress and I. I. Rosen, “Effect of processing time delay on the
dose response of Kodak EDR2 film,” Med. Phys. 31, 2284–2288 2004.
44N. L. Childress, M. Salehpour, L. Dong, C. Bloch, R. A. White, and I. I.
Rosen, “Dosimetric accuracy of Kodak EDR2 film for IMRT verifica-
tions,” Med. Phys. 32, 539–548 2005.
45M. Bucciolini, F. B. Buonamici, and M. Casati, “Verification of IMRT
fields by film dosimetry,” Med. Phys. 31, 161–168 2004.
46S. Gillis and C. De Wagter, “Practical and dosimetric implications of a
new type of packaging for radiographic film,” Phys. Med. Biol. 50, N63–
N72 2005.
47R. E. Morrell and A. Rogers, “Calibration of Kodak EDR2 film for pa-
tient skin dose assessment in cardiac catheterization procedures,” Phys.
Med. Biol. 49, 5559–5570 2004.
48I. J. Yeo, A. Beiki-Ardakani, Y. B. Cho, M. Heydarian, T. Zhang, and M.
2257 Pai et al.: TG-69: Radiographic film 2257Islam, “EDR2 film dosimetry for IMRT verification using low-energy
photon filters,” Med. Phys. 31, 1960–1963 2004.
49O. A. Zeidan, J. G. Li, D. A. Low, and J. F. Dempsey, “Comparison of
small photon beams measured using radiochromic and silver-halide films
in solid water phantoms,” Med. Phys. 31, 2730–2737 2004.
50A. Djouguela, R. Kollhoff, A. Rubach, D. Harder, and B. Poppe, “The
Schwarzschild effect of the dosimetry film Kodak EDR 2,” Phys. Med.
Biol. 50, N317–N321 2005.
51P. J. Muench, A. S. Meigooni, R. Nath, and W. L. McLaughlin, “Photon
energy dependence of the sensitivity of radiochromic film and comparison
with silver halide and LiF TLDs used for brachytherapy dosimetry,” Med.
Phys. 18, 767–775 1991.
52Å. Palm, A. S. Kirov, and T. LoSasso, “Predicting energy response of
radiographic film in a 6 MV x-ray beam using Monte Carlo calculated
fluence spectra and absorbed dose,” Med. Phys. 31, 3168–3178 2004.
53I. J. Yeo and J. O. Kim, A Procedural Guide to Film Dosimetry Medical
Physics, Madison, WI, 2004.
54I. J. Das, K. R. Kase, J. E. Kelley, and B. L. Werner, “Photon beam
dosimetry at a blocked beam edge using diffusion approximation,” Phys.
Med. Biol. 37, 937–946 1992.
55M. Ehrlich, “Reciprocity law for x-rays. Part II: Failure in the reverse
region,” J. Opt. Soc. Am. 46, 801–804 1956.
56A. Djouguela, R. Kollhoff, A. Ruhmann, K. C. Willborn, D. Harder, and
B. Poppe, “Physical mechanism of the Schwarzschild effect in film
dosimetry-theoretical model and comparison with experiments,” Phys.
Med. Biol. 51, 4345–4356 2006.
57S. P. Srivastava and I. J. Das, “Dose rate dependence of film dosimetry in
radiation treatment: Study of reciprocity law,” Med. Phys. 33, 2089 ab-
stract 2006.
58C. Liu, T. C. Zhu, and J. R. Palta, “Characterizing output for dynamic
wedges,” Med. Phys. 23, 1213–1218 1996.
59N. Dogan, L. B. Leybovich, and A. Sethi, “Comparative evaluation of
Kodak EDR2 and XV2 films for verification of intensity modulated ra-
diation therapy,” Phys. Med. Biol. 47, 4121–4130 2002.
60C. E. Shannon, “A mathematical theory of communication,” Bell Syst.
Tech. J. 27, 379–423 1948.
61F. Baruffaldi, A. L. Angelini, D. Testi, P. Mattioli, and L. Pierotti, “CCD
film digitizers in clinical practice: evaluation of the main properties,”
Med. Inform. Internet Med. 26, 101–114 2001.
62F. F. Yin, M. L. Giger, and K. Doi, “Measurement of the presampling
modulation transfer function of film digitizers using a curve fitting tech-
nique,” Med. Phys. 17, 962–966 1990.
63H. Fujita, D.-Y. Tsai, T. Itoh, K. Doi, J. Morishita, K. Ueda, and A.
Ohtuska, “A simple method for determining the modulation transfer func-
tion in digital radiography,” IEEE Trans. Med. Imaging 11, 34–39
1992.
64Y. Zhu, A. S. Kirov, V. Mishra, A. S. Meigooni, and J. F. Williamson,
“Quantitative evaluation of radiochromic film response for two-
dimensional dosimetry,” Med. Phys. 24, 223–231 1997.
65D. A. Low, J. F. Dempsey, J. Markman, S. Mutic, E. E. Klein, J. W. Sohn,
and J. A. Purdy, “Toward automated quality assurance for intensity-
modulated radiation therapy,” Int. J. Radiat. Oncol., Biol., Phys. 53, 443–
452 2002.
66G. Gluckman and L. Reinstein, “Comparison of three high-resolution
digitizers for radiochromic film dosimetry,” Med. Phys. 29, 1839–1846
2002.
67J. Wang and H. K. Huang, “Film digitization aliasing artifacts caused by
grid line patterns,” IEEE Trans. Med. Imaging 13, 375–385 1994.
68B. Mersseman and C. De Wagter, “Characteristics of a commercially
available film digitizer and their significance for film dosimetry,” Phys.
Med. Biol. 43, 1803–1812 1998.
69A. Ambonville and G. Marinello, “The value and limitations of dosimetry
by the use of film in cobalt 60 beams author’s transl.,” J. Radiol. 60,
701–706 1979.
70J. L. Robar and B. G. Clark, “A practical technique for verification of
three-dimensional conformal dose distributions in stereotactic radiosur-
gery,” Med. Phys. 27, 978–987 2000.
71C. Martens, I. Claeys, C. DeWagter, and W. DeNeve, “The value of
radiographic film for the characterization of intensity-modulated beams,”
Phys. Med. Biol. 47, 2221–2234 2002.
72X. R. Zhu, P. A. Jursinic, D. F. Grimm, F. Lopez, J. J. Rownd, and M. T.
Gillin, “Evaluation of Kodak EDR2 film for dose verification of intensity
modulated radiation therapy delivered by a static multileaf collimator,”
Medical Physics, Vol. 34, No. 6, June 2007Med. Phys. 29, 1687–1692 2002.
73A. J. Olch, “Dosimetric performance of an enhanced dose range radio-
graphic film for intensity-modulated radiation therapy quality assurance,”
Med. Phys. 29, 2159–2168 2002.
74I. Chetty and P. Charland, “Investigation of Kodak extended dose range
EDR film for megavoltage photon beam dosimetry,” Phys. Med. Biol.
47, 3629–3641 2002.
75N. Suchowerska, P. Hoban, A. Davison, and P. Metcalfe, “Perturbation of
radiotherapy beams by radiographic film: measurements and Monte Carlo
simulations,” Phys. Med. Biol. 44, 1755–1765 1999.
76L. J. van Battum and B. J. Heijmen, “Film dosimetry in water in a 23 MV
therapeutic photon beam,” Radiother. Oncol. 34, 152–159 1995.
77D. W. Anderson and F. St George, “Comparison of film and ion chamber
systems for depth-dose measurements for a 25 MV beam,” Phys. Med.
Biol. 24, 636–638 1979.
78D. Georg, B. Kroupa, P. Winkler, and R. Potter, “Normalized sensitomet-
ric curves for the verification of hybrid IMRT treatment plans with mul-
tiple energies,” Med. Phys. 30, 1142–1150 2003.
79N. L. Childress, L. Dong, and I. I. Rosen, “Rapid radiographic film cali-
bration for IMRT verification using automated MLC fields,” Med. Phys.
29, 2384–2390 2002.
80P. M. Charland, I. J. Chetty, S. Yokoyama, and B. A. Fraass, “Dosimetric
comparison of extended dose range film with ionization measurements in
water and lung equivalent heterogeneous media exposed to megavoltage
photons,” J. Appl. Clin. Med. Phys. 4, 25–39 2003.
81J. Esthappan, S. Mutic, W. B. Harms, J. F. Dempsey, and D. A. Low,
“Dosimetry of therapeutic photon beams using an extended dose range
film,” Med. Phys. 29, 2438–2445 2002.
82T. Fujisaki, H. Saitoh, T. Hiraoka, A. Kuwabara, S. Abe, and T. Inada,
“Contribution of Cerenkov radiation in high-energy x-ray and electron
beam film dosimetry using water-substitute phantoms,” Phys. Med. Biol.
48, N105–N109 2003.
83W. Pratt, Digital Image Processing, 2 Ed. Wiley, New York, 1991.
84J. C. Russ, The Image Processing Handbook, 2 Ed. CRC, Boca Raton,
FL, 1995.
85A. S. Shiu, H. M. Kooy, J. R. Ewton, S. S. Tung, J. Wong, K. Antes, and
M. H. Maor, “Comparison of miniature multileaf collimation MMLCC
with circular collimation for stereotactic treatment,” Int. J. Radiat. Oncol.,
Biol., Phys. 37, 679–688 1997.
86P. K. Kijewski, L. N. Chin, and B. E. Bjärngard, “Wedged-shaped dose
distribution by computer controlled collimator motion,” Med. Phys. 5,
426–429 1978.
87P. L. Petti and R. L. Siddon, “Effective wedge angles with universal
wedge,” Phys. Med. Biol. 30, 985–991 1985.
88D. D. Leavitt, M. Martin, J. H. Moeller, and W. L. Lee, “Dynamic wedge
field techniques through computer–controlled collimator motion and dose
delivery,” Med. Phys. 17, 87–91 1990.
89E. E. Klein, D. A. Low, A. S. Meigooni, and J. A. Purdy, “Dosimetry and
clinical implementation of dynamic wedge,” Int. J. Radiat. Oncol., Biol.,
Phys. 31, 583–592 1995.
90D. D. Leavitt and L. Larsson, “Evaluation of a diode detector array for
measurement of dynamic wedge dose distributions,” Med. Phys. 20, 381–
382 1993.
91A. M. Bidmead, A. J. Garton, and P. J. Childs, “Beam data measurements
for dynamic wedges on Varian 600C 6 MV and 2100C 6 and 10 MV
linear accelerators,” Phys. Med. Biol. 40, 393–411 1995.
92A. W. Beavis, S. J. Weston, and V. J. Whitton, “Implementation of the
Varian EDW into a commercial RTP system,” Phys. Med. Biol. 41,
1691–1704 1996.
93E. E. Klein, R. Gerber, X. R. Zhu, F. Oehmke, and J. A. Purdy, “Multiple
machine implementation of enhanced dynamic wedge,” Int. J. Radiat.
Oncol., Biol., Phys. 40, 977–985 1998.
94TG-42, American Association of Physicists in Medicine Radiation
Therapy Committee Report No. 54. Stereotactic Radiosurgery AIP,
Woodbury, NY, 1995.
95M. Heydarian, P. W. Hoban, and A. H. Beddoe, “A comparison of dosim-
etry techniques in stereotactic radiosurgery,” Phys. Med. Biol. 41, 93–
110 1996.
96I. J. Das, M. B. Downes, A. Kassaee, and Z. Tochner, “Choice of radia-
tion detector in dosimetry of stereotactic radiosurgery-radiotherapy,” J.
Radiosurge. 3, 177–185 2000.
97T. LoSasso, C. Chui, and C. Ling, “Comprehensive quality assurance for
the delivery of intensity modulated radiotherapy with a multileaf collima-
2258 Pai et al.: TG-69: Radiographic film 2258tor used in the dynamic mode,” Med. Phys. 28, 2209–2219 2001.
98A. Van Esch, T. Depuydt, and D. P. Huyskens, “The use of an aSi-based
EPID for routine absolute dosimetric pre-treatment verification of dy-
namic IMRT fields,” Radiother. Oncol. 71, 223–234 2004.
99J. V. Siebers, J. O. Kim, L. Ko, P. J. Keall, and R. Mohan, “Monte Carlo
computation of dosimetric amorphous silicon electronic portal images,”
Med. Phys. 31, 2135–2146 2004.
100J. Chang and C. C. Ling, “Using the frame averaging of aS500 EPID for
IMRT verification,” J. Appl. Clin. Med. Phys. 4, 287–299 2003.
101D. Létourneau, M. Gulam, D. Yan, M. Oldham, and J. Wong, “Evaluation
of a 2D diode array for IMRT quality assurance,” Radiother. Oncol. 70,
199–206 2004.
102P. A. Jursinic and B. E. Nelms, “A 2-D diode array and analysis software
for verification of intensity modulated radiation therapy delivery,” Med.
Phys. 30, 870–879 2003.
103P. B. Greer and C. C. Popescu, “Dosimetric properties of an amorphous
silicon electronic portal imaging device for verification of dynamic inten-
sity modulated radiation therapy,” Med. Phys. 30, 1618–1627 2003.Medical Physics, Vol. 34, No. 6, June 2007104B. Warkentin, S. Steciw, S. Rathee, and B. Fallone, “Dosimetric IMRT
verification with a flat-panel EPID,” Med. Phys. 30, 3143–3155 2003.
105S. C. Vieira, M. L. Dirkx, K. L. Pasma, and B. J. Heijmen, “Dosimetric
verification of x-ray fields with steep dose gradients using an electronic
portal imaging device,” Phys. Med. Biol. 48, 157–166 2003.
106Å. Palm and T. LoSasso, “Influence of phantom material and phantom
size on radiographic film response in therapy photon beams,” Med. Phys.
32, 2434–2442 2005.
107TG-50, American Association of Physicists in Medicine Radiation
Therapy Committee Report No. 72. Basic Application of Multileaf Colli-
mators Medical Physics, Madison, WI, 2001.
108T. LoSasso, C. S. Chui, and C. C. Ling, “Physical and dosimetric aspects
of a multileaf collimation system used in the dynamic mode for imple-
menting intensity modulated radiotherapy,” Med. Phys. 25, 1919–1927
1998.
109D. M. Ritt, U.S. Patent No. 6528803 2003; U.S. Patent No. 6934653
2005; U.S. Patent No. 7013228 2006.
