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Abstract
These proceedings review recent work on hyperasymptotic constructions to the operator product expansion. Quan-
tities we consider are the static potential and the pole mass.
Keywords:
1. Introduction
Non-perturbative (NP) effects are dominant for QCD
phenomena with characteristic energy of O(ΛQCD).
Consequently, the absence of analytic tools for dealing
with NP effects in QCD makes impossible to produce
quantitative semi-analytic predictions in terms of ΛQCD
and renormalized quark masses for most low energy ob-
servables.
On the other hand, there are observables for which
their perturbative expansions in powers of α are reason-
able approximations. This typically happens when there
is a large scale, generically referred as Q ( ΛQCD),
in the process. In principle, it is then possible to per-
form perturbative calculations up to any finite order in
α. Nevertheless, such perturbative expansions are ex-
pected to be asymptotic and divergent. Such diver-
gent behavior is not arbitrary. Besides the perturba-
tive series in powers of α, one also expects the observ-
able to depend on, non-analytic, NP, functions of order
e−A
2pi
β0α(Q) ∼ (ΛQCD/Q)A. These NP effects and the per-
turbative series in powers of α are not independent of
each other. Indeed the former determines the late-term
behavior of the later. Leaving aside instantons, that we
will neglect in what follows (as they yield smaller NP
corrections than those we consider in this paper), such
relation can be quantified using the operator product ex-
pansion (OPE) of the observable for large Q. The al-
lowed operators determine the allowed corrections in
powers of ΛQCD (up to logarithms), and, therefore, the
large order behavior of the perturbative expansion, since
the latter can be related with singularities in the Borel
plane (located in the positive real axis), which mix with
the NP corrections. To these singularities (and the as-
sociated asymptotic perturbative expansion) we generi-
cally refer to as infrared renormalons [1].
On a more general scenario one can consider more
than one large scale: Q1  Q2  ΛQCD. Then the
use of the OPE and the factorization between the differ-
ent scales makes the perturbative expansions associated
with each scale to be asymptotic. In some cases one has
renormalon singularities associated with the scales Q1
and Q2 that cancel among themselves. This is indeed
the case for the leading renormalon singularity of the
pole mass and the static potential, as first found in [2],
and later in [3, 4]. We name these renormalon singular-
ities spurious.
So, in general, we want to:
1. Predict observables with e−A
2pi
β0α(Q) precision.
2. Avoid spurious renormalon problems.
In this paper we focus on 1), though our results will be
relevant for 2) too.
Besides its intrinsic theoretical interest, the asymp-
totic behavior of perturbative expansions in QCD is
starting to be seen in a series of observables, in partic-
ular, in heavy quark physics. In this case, in order to
handle the renormalon problem associated with the pole
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mass, different threshold masses have been introduced
[4–9]. Some of these threshold masses introduce (ex-
plicitly or implicitly) a scale ν f that acts as an infrared
cutoff. Such infrared cutoff kills the renormalon be-
havior of the perturbative series producing a convergent
perturbative series and introducing a linear power-like
dependence in ν f . In practice these threshold masses
work quite well. The error associated to the fact that
we have this linear cutoff is typically small (see, for in-
stance, [10–12]). Still, it is not optimal conceptually1.
Other of these threshold masses use approximate ex-
pressions for the Borel transform of the pole mass that
partially incorporate the renormalon singularities in the
Borel plane. The inverse of the Borel transform (which
we will name Borel sum or Borel integral in the fol-
lowing) is then ill defined. This requires using some
prescription to regulate the Borel integral. In this last
case the perturbative series is typically abandoned and
one directly works with the Borel integral expression.
In this approach it is not quantified what is the error
made by using (the unavoidably) approximated expres-
sions for the Borel transform.
This discussion leads us to consider an alternative
method that is also often used to tame the asymptotic
behavior of the perturbative series: truncating the per-
turbative sum at the minimal term. In mathematical
literature, such approximation is often named the su-
perasymptotic approximation of the original function
(see [13]), which is a name we will also use in the fol-
lowing. This procedure has long since been used (see
[14], or [15], for references), mainly in the context of
solutions to one-dimensional differential equations (see
[16]). Nevertheless, in that context, renormalons do not
show up, nor it does the issue of scheme/scale depen-
dence.
In the context of four dimensional quantum gauge
field theories, truncation of the perturbative sum in dif-
ferent formulations or using approximated expressions
for the Borel integrals has also been considered since
the early days of OPE/renormalon analyses to deter-
mine observables with NP accuracy (see for instance,
[15, 17–23]). However, it was not possible to make
quantitative analyses beyond the large-β0 approxima-
tion, since the existing perturbative series were only
known to low orders. More recently, perturbative ex-
pansions have been obtained to high enough orders for
some observables in the lattice scheme [24–27]. This
1In the same way that there is nothing conceptually wrong in using
cutoff regularization in perturbative computations, but regularizations
that kill spurious power-like divergences, like dimensional regulariza-
tion, and preserve more symmetries are much more convenient.
permitted to quantitatively use perturbative sums trun-
cated at the minimal term and successfully determine
the gluon condensate and Λ¯ in the quenched approxi-
mation [28]. This success motivates us to try to improve
this approach, and to revisit with it observables already
computed in the MS scheme, even if only few coeffi-
cients are known, since in the MS scheme (and in par-
ticular in heavy quark physics) renormalon dominance
shows up at relatively low orders.
Whereas, by construction, the superasymptotic ap-
proximation does not explicitly introduce the factoriza-
tion scale ν f , the dependence on the renormalization
scale ν remains to be assessed. Therefore, to push this
method forward we need to get a quantitative under-
standing of the error on the truncation of the sum and
of its remaining scheme and scale dependence. Simi-
larly, the NP power corrections are potentially depen-
dent on how the divergent perturbative series is regu-
lated and on the renormalization scheme/scale used to
define the strong coupling: αX(µ). A major point of
this paper is to be able to control (in an analytic way)
the dependence of the power corrections in this gener-
alized scheme dependence. We will only then be able
to add NP power corrections to the pertubative series in
a systematic way, since the mixing between the pertur-
bative series and the leading NP terms (or between the
perturbative series associated to the scales Q1 and Q2)
makes impossible to determine them independently. An
unambiguous definition of the NP power corrections re-
quires defining the perturbative series with power accu-
racy. Such combined expansion of perturbative series
and NP terms will be called hyperasymptotic expansion
as in [13]. Organizing the computation in this way al-
lows us to precisely state the parametric accuracy of the
result at each step.
In [29, 30] we developed such program and stud-
ied observables characterized by having a large scale
Q  ΛQCD, and for which the operator product expan-
sion (OPE) is believed to be a good approximation. We
computed them within an hyperasymptotic expansion.
More specifically, the perturbative part of the OPE was
summed up using the principal value (PV) prescription:
S PV, which is renormalization scale and scheme inde-
pendent, as discussed in [29]. The difference between
S PV and the full NP result is assumed to exactly scale as
the intrinsic NP terms of the OPE. In general terms:
Observable(
Q
ΛQCD
) = S PV(α(Q)) (1)
+K(PV)X α
γ
X(Q)
ΛdX
Qd
(1 + O(αX(Q))) + O(
Λd
′
X
Qd′
) ,
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where the last term refers to genuine higher order terms
in the OPE (d′ > d > 0). Then, since S PV can not
be computed exactly, we obtain it approximately along
an hyperasymptotic expansion (a combination of (trun-
cated) perturbative sums and of NP corrections). This is
possible if enough terms of the perturbative expansion
are known, and if the divergent structure of the leading
renormalons of the observable is also known. This al-
lows us to have a clear (parametric) control on the error
of the computation. Two alternative methods were con-
sidered in [29, 30] depending on how the truncation of
the perturbative sum is made.
1) N and µ ∼ Q large but finite:
N = NP ≡ |d| 2pi
β0αX(µ)
(
1 − cαX(µ)) , (2)
2) N → ∞ and µ→ ∞ in a correlated way.
Here we only review results obtained with method 1).
Note that c can partially simulate changes on the scale
or scheme of αX . d is the dimension associated to a
given renormalon. Note that d can be positive (infrared
renormalons) or negative (ultraviolet renormalons). In
[29] only positive d’s were considered.
We now give the general expression for S PV(Q):
S PV(Q) = S P +
∑
{|d|}
S |d| +
∑
{d>0}
Ωd +
∑
{d<0}
Ωd , (3)
where
S P ≡
NP(|dmin |)∑
n=0
pnαn+1(µ) ≡ S |d|=0 , (4)
and (|d| > 0)
S |d| =
NP(|d′ |)∑
n=NP(|d|)+1
(pn − p(as)n )αn+1(µ) , (5)
where the asymptotic behavior associated to renor-
malons with dimensions ≤ |d| is included in p(as)n , and
d′ is the dimension of the closest renormalon to the ori-
gin in the Borel plane fulfilling that |d′| > |d|. Ωd is
the terminant [14] of the perturbative series associated
to the singularity located at u ≡ β0t4pi = d2 in the Borel
plane. For the case of infrared renormalons (d > 0) the
general analytic expression of Ωd can be found in [29]
and for the ultraviolet renormalons (d < 0) the general
analytic expression can be found in [30].
S PV will be computed truncating the hyperasymptotic
expansion in a systematic way. This means truncating
Eq. (3) as follows (note that we always define D to be
positive):
S (D,N)PV (Q) =
∑
{|d|}
S |d|<D +
∑
{|d|≤D}
Ωd (6)
+
NP(D)+N∑
n=NP(D)+1
(pn − p(as)n )αn+1(µ) .
For each value of the couple (D,N), we can state the
parametric accuracy of S (D,N)PV (Q). For instance for
S (0,NP) the error would be (up to a numerical and a
√
αX
factor)
δS (0,NP) ∼ O
(
e−|dmin |
2pi
β0αX (Q)
)
, (7)
and for S (|dmin |,0) (up to a numerical and a possible α3/2X
factor):
δS (|dmin |,0) ∼ O
(
e−|dmin |
2pi
β0αX (Q)
(1+ln(|d/dmin |)
)
, (8)
where d is the location of the next renormalon closest
to the origin. This corresponds to the first term in the
hyperasymptotic approximation. The expression for the
error in the general case S (D,N)PV (Q) reads (N , NP but
large)
δS (D,N) ∼ O
(
e−D
2pi
β0αX (Q)
(1+ln(|d/D|)
αNX
)
, (9)
where d is the location of the next renormalon closest to
the origin after D.
We next discuss the static potential and the pole mass
in the large β0 approximation where we can quantita-
tively test these ideas.
2. The static potential in the large β0 approximation
The QCD static potential is written in terms of its
Fourier transform as
V(r) = −2CF
pi
∫ ∞
0
dq
sin qr
qr
αv(q) . (10)
This equation defines αv(q) in the V-scheme. In the
large-β0 approximation, we know the behavior of αv(q)
as a series in powers of αX ≡ αX(µ)
αv(q) = αX
∞∑
n=0
Ln = αX
1
1 − L , (11)
where L = β0αX2pi ln(
µe−cX /2
q ). If X = MS then cMS = −5/3
(in the large β0 approximation). If X = V then cV = 0. If
X = latt, we take the n f = 0 number for a Wilson action
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of d1 = 5.88359 [31] and use clatt = −2( 56 + 2pid1β0 ), as we
only use this scheme for checking the consistency be-
tween the results obtained with different schemes. Note
that this yields two values of clatt if we introduce the
n f dependence of β0: clatt(n f = 0) = −8.38807 and
clatt(n f = 0) = −9.88171. This is the way we have
implemented the large β0 approximation in the lattice
scheme in [29] and [30]. We also define Λ˜ = ΛXe−cX/2
and ρ = Λ˜r. Note that Λ˜ is scheme independent.
Eq. (10) is ill defined but not its Borel transform. It
reads [32]
B[V](t(u)) = B(t(u)) =
−CF
pi1/2
1
r
e−cXu
(
µ2r2
4
)u Γ(1/2 − u)
Γ(1 + u)
,
(12)
which is a meromorphic function in the u complex
plane.
We then define (where the single poles of the Borel
transform are regulated using the PV prescription)
VPV(r) =
∫ ∞
0,PV
dte−t/α(µ)B[V](t(u)) . (13)
We will perform computations with n f = 0 and
n f = 3. In the first case we will work in lattice units
(aiming to compare with quenched lattice simulations)
and use ΛMS(n f = 0) = 0.602r
−1
0 ≈ 238 MeV [33]. In
the large β0 approximation (with n f = 0), this yields
α(Mτ) ≈ 0.29. In the second case we take ΛMS(n f =
3) = 174 MeV. This last number we fix such that it
gives a reasonable value at the τ mass in the large β0
approximation: α(Mτ) ≈ 0.3 (see for instance [34]). We
then confront VPV with the results obtained truncating
the hyperasymptotic expansion.
We define
VP ≡
NP∑
n=0
Vnαn+1 . (14)
Applying Eq. (6) to the static potential in the large β0
approximation, the relation between VPV and VP reads
VPV = VP+
1
r
ΩV+
3NP∑
n=NP+1
(Vn−V (as)n )αn+1+
1
r
Ω′V+o(Λ
3
QCDr
2) ,
(15)
where ΩV reads for this case
ΩV =
√
αX(µ)K
(P)
X r µe
− 2piβ0αX (µ) (16)
×
(
1 + K¯(P)X,1αX(µ) + K¯
(P)
X,2α
2
X(µ) + O
(
α3X(µ)
) )
,
and K(P)X and K¯
(P)
X,i read
K(P)X = −2piZXVβ−1/20
[
− ηc + 13
]
, (17)
K¯(P)X,1 =
β0/(pi)
−ηc + 13
[
− 1
12
η3c +
1
24
ηc − 11080
]
,(18)
K¯(P)X,2 =
β20/pi
2
−ηc + 13
[
− 1
160
η5c (19)
− 1
96
η4c +
1
144
η3c +
1
96
η2c −
1
640
ηc − 2524192
]
,
where
ZXV = −2
CF
pi
e−
cX
2 and ηc =
2pic
β0
− 1 . (20)
Note that in the large β0 we identically have ΛX =
µe−2pi/(β0αX (µ)). A similar expression applies to Ω′V ∼√
αX(µ)(rΛQCD)3. For the numerical discussion below
we have used the numerical evaluation of ΩV , but using
Eq. (16) yields the same results.
We illustrate the accuracy achieved at different orders
in the hyperasymptotic expansion in Fig. 1. The dif-
ference between the exact result and the truncated hy-
perasymptotic expansion is consistent with the scaling
of the error given above (see Eqs. (7)-(9)). The inclu-
sion of a
√
α factor does not change the qualitative pic-
ture much (compared with the exponential behavior,
√
α
changes little the slope). It should be stressed though
that this comparison has been done in the MS scheme.
If we do the comparison in the lattice scheme, we find
that the error estimates given by Eqs. (7)-(9) are much
smaller than the real differences between the exact result
and the truncated hyperasymptotic expansion. We show
the results in Fig. 2. Some interesting considerations
can be made though. In Fig. 3 we display the difference
between the exact result and the truncated hyperasymp-
totic expansion in the MS and in the lattice scheme,
as full or empty points. We find that the truncations
(0,NP) and (1, 2NP) are quite independent of the scheme
used for the perturbative expansion or, in other words,
they are quite independent of the renormalization scale
µ used for the strong coupling α (we remind that in the
large β0 approximation a change of scheme is equiva-
lent to a change of renormalization scale). Therefore,
in those cases, the scaling of the error estimate with 1/r
is also qualitatively correct in the lattice case but what
happens, compared with Fig. 1, is that the overall mag-
nitude is not of O(1) but smaller. Therefore, it would
be misleading to use them for the error (the overall nor-
malization is important). Nevertheless, one could still
fix the normalization using a specific energy (i.e. for a
/ Nuclear and Particle Physics Proceedings 00 (2019) 1–9 5
Figure 1: Blue points are |r(VPV − VP)|. Orange points are |r(VPV −
VP)−ΩV |, Green |r(VPV−VP)−ΩV−r ∑3NPn=NP+1(Vn−V (as)n )αn+1 |. They
are plotted as functions of 1/r in logarithmic scale (which is equiva-
lent to plotting them in terms of 1/α). The continuous lines are e−
2pi
β0α
(blue), e−(1+ln 3)
2pi
β0α (orange), e−3
2pi
β0α (green). The dashed lines are the
same functions multiplied by
√
α. In the notation (D,N) of Eq. (6)
they correspond to (0,NP), (1, 0) and (1, 2NP) respectively. The com-
putation has been done with n f = 3, in the MS scheme, and taking the
smallest positive value possible of c that yields integer values for NP.
fixed 1/r) and then one would have a fair estimate of
the error for other energies. One could also fix the nor-
malization using the MS scheme result where a factor
of O(1) multiplying the exponential properly accounts
for the error. Then one can take the lattice result and
multiply it by the corresponding change of scheme, to
get the proper magnitude of the error.
A slightly different discussion takes place for the
(D,N) = (1, 0) truncation. As we see in Fig. 3 there is
a significant difference between the (1,0) hyperasymp-
totic approximation in the MS and the lattice scheme.
We see that the MS scheme yields better results (or,
equivalently, choosing a µ scale that makes α bigger
is better) than the lattice scheme. The reason is that
adding the ΩV is a relatively small correction in the lat-
tice scheme, which is then corrected by the longer array
of perturbative terms that add up till catching up the pre-
cision obtained in the MS scheme. In any case, the 1/r
dependence is roughly equivalent in both cases. There-
fore, one could still fix the normalization using a spe-
cific energy (i.e. 1/r) and then one would have a fair es-
timate of the error for other energies but this coefficient
can not be (easily) understood as a change of scheme.
Figure 2: Blue points are |r(VPV − VP)|. Orange points are |r(VPV −
VP) − ΩV |, Green |r(VPV − VP) − ΩV − r ∑3NPn=NP+1(Vn − V (as)n )αn+1 |.
They are plotted as functions of 1/r. The continuous lines are e−
2pi
β0α
(blue), e−(1+ln 3)
2pi
β0α (orange), e−3
2pi
β0α (green). In the notation (D,N)
of Eq. (6) they correspond to (0,NP), (1, 0) and (1, 2NP) respectively.
The computation has been done with n f = 3, in the lattice scheme,
and taking the smallest positive value possible of c that yields integer
values for NP.
Figure 3: Blue points are |r(VPV − VP)|. Orange points are
|r(VPV − VP) − ΩV |, Green |r(VPV − VP) − ΩV − r ∑3NPn=NP+1(Vn −
V (as)n )αn+1 |. They are plotted as functions of 1/r. Full points
are computed in the MS scheme and empty points in the lattice
scheme. The continuous lines are e
− 2piβ0αMS = e−5/6e−clatt/2e−
2pi
β0αlatt
(blue), e
−(1+ln 3) 2piβ0αMS = e−(1+ln 3)(5/6+clatt/2)e−(1+ln 3)
2pi
β0αlatt (orange),
e
−3 2piβ0αMS = e−5/2e−3clatt/2e−3
2pi
β0αlatt (green). In the notation (D,N)
of Eq. (6) they correspond to (0,NP), (1, 0) and (1, 2NP) respectively.
The dashed orange line corresponds to 4 × e−(1+ln 3)
2pi
β0αMS . The com-
putation has been done with n f = 3 and taking the smallest positive
value possible of c that yields integer values for NP.
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3. The pole mass in the large β0 approximation
We now consider the pole mass. Here the discus-
sion runs parallel to the discussion for the static poten-
tial in the large β0 approximation. Nevertheless, we do
not have the same analytic control as for the static po-
tential. Note also that now we have ultraviolet renor-
malons. Moreover, the pole mass has the extra compli-
cation that it is ultraviolet divergent and needs renormal-
ization. This makes the Borel transform more compli-
cated and we do not have the exact µ factorization one
has in the static potential. We take the Borel transform
from [19, 21, 35]:
B[mPV − m](u) = mCF4pi
[(m2
µ2
)−u
e−cMSu6(1 − u)
×Γ(u)Γ(1 − 2u)
Γ(3 − u) −
3
u
+ R(u)
]
, (21)
where u = β04pi t and
R(u) =
∞∑
n=1
1
(n!)2
dn
dzn
G(z)
∣∣∣∣∣
z=0
un−1 = −5
2
+
35
24
u + O(u2) ,
(22)
G(u) = −1
3
(3 + 2u)
Γ(4 + 2u)
Γ(1 − u)Γ2(2 + u)Γ(3 + u) . (23)
This expression has been derived in the MS scheme.
Whereas the scheme dependence of the first term can
be reabsorbed in changes of µ and cMS (it would then be
equivalent to a change of scale), controlling the scheme
dependence of R(u) is more complicated. We will not
care much, as R(u) has to do with the high energy be-
havior, and should only affect
mP ≡ m +
NP∑
n=0
rnαn+1(µ) ; (24)
i.e. the finite sum. Therefore, when we change from the
MS to the lattice scheme we will leave R(u) unchanged.
Strictly speaking then, the object we compute in the lat-
tice scheme is not the pole mass, still it will have the
same infrared behavior. The fact that we will obtain the
same result after subtracting mP from mPV in both cases
will be a nice confirmation that high-energy cancella-
tion has effectively taken place and what is left is low
energy2.
2To make an analogy, the situation is similar to determinations of
the infrared behavior of the energy of an static source in perturbation
The hyperasymptotic expansion of mPV(m) at low or-
ders reads
mPV(m) = mP + mΩm +
2NP∑
n=NP+1
(rn − r(as)n )αn+1(µ)
+mΩ2 + mΩ−2 + O
(
e−2
2pi
β0α
(1+ln(3/2))
)
,(25)
where
Ωm = −12ΩV , (26)
replacing 1/r → m.
In the large β0 approximation Ω2 = 0 and
Ω−2 =
√
α(µ)K(P)X
Λ2m2
µ4
(27)
×
{
1 + K¯(P)X,1α(µ) + K¯
(P)
X,2α
2(µ) + O
(
α3(µ)
) }
,
K(P)X ≡ ZX−2(−1)Np+1
(
β0
pi22
)−1/2
, ZX−2 = −
CFecX
pi
,
(28)
K¯(P)X,1 ≡
β0
24pi
(−1 + 3η2c) , (29)
K¯(P)X,2 ≡
β20
4608pi2
[
13 − 48ηc − 60η2c (30)
+48η3c + 36η
4
c
]
,
where now ηc = 2picβ0 ×2−1. For the numerical discussion
below we have used the numerical evaluation of Ω−2,
but using Eq. (27) yields the same results.
We now illustrate the accuracy achieved at differ-
ent orders in the hyperasymptotic expansion in the MS
scheme of the pole mass in Fig. 4. There are simi-
larities as well as differences with the previous discus-
sion of the static potential. We find that the truncation
(D,NP) = (0,NP) yields an error consistent with Eq. (7),
as it also happened for the static potential. The situation
for the other truncations is different. The next renor-
malon now is of ultraviolet origen. This renormalon is
multiplied by an small number compared with the case
of the infrared renormalon. This makes that the error
given by Eqs. (8) and (9) (which take a coefficient of
O(1)) is too large compared with the real error of the
truncation. This happens both for the truncations (1,0)
and (1,NP). We next consider the same analysis but in
theory. In [24–26] two different discretizations were used for the static
quark propagators. This affected the ultraviolet, but let the infrared
behavior unchanged, as it was nicely seen in those simulations. See
also the discussion in [36].
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the lattice scheme. We show the results in Fig. 5. In this
case we have that the real difference between the trunca-
tion of the hyperasymptotic expansion and the exact re-
sult are always larger than the estimates in Eqs. (7), (8)
and (9). In any case one may wonder whether the over-
all coefficient can be fixed in all cases such that the error
of the truncation can be well parameterized by the error
formulas given in Eqs. (7), (8) and (9). We perform a
first preliminary analysis. We show tentatives lines in
Fig. 6. The lines for the truncations (1,0) and (1,NP)
do not accurately follow the real difference between the
exact result and the truncated sum. The reason for this
discrepancy should be understood better. In any case, it
seems to be linked to the fact that we are dealing with
ultraviolet renormalons here. The smallness of the nor-
malization of those could produce that in practice the er-
ror is dominated by the next infrared renormalon or, be-
ing more precise, depending on the scale (and scheme)
the u = −1 or the u = 3/2 dominates. The possibility
that the error is dominated by the u = 3/2 renormalon is
indeed supported by the fact that the slope of the points
describing the difference between the exact result and
the hyperasymptotic expansion is bigger than the one
predicted by the u = −1 renormalon. We indeed explore
this possibility in Fig. 7. For the MS scheme this option
does a decent job, whereas for the lattice it overshoots
a little bit. Note, still, that if we are only interested in
the error (and we fix the normalization at some fixed m),
to assume that the u = −1 renormalon dominates would
only imply that we are using a conservative estimate of
the error (and the real error would be smaller).
4. Conclusions
In these proceedings we have reviewed the applica-
tion of hyperasymptotic approximations to observables
where the OPE can be applied, and that suffer from
renormalon ambiguities. We have particularly focused
on the static potential and the pole mass. We have com-
puted both of them in the large β0 approximation. They
are interesting to study because they allow us to see the
structure of the hyperasymptotic expansion in full glory.
For the case of the static potential, where there are
only infrared renormalons, it is nicely seen (see partic-
ularly Fig. 3) that the scaling of the error in 1/r per-
fectly fits with the theoretical formulas given in Eqs.
Figure 4: Blue points are |(mPV − mP)/m|. Orange points are |(mPV −
mP)/m−Ωm |, Green |(mPV−mP)/m−Ωm−∑2NPn=NP+1(rn−r(as)n )αn+1/m|.
They are plotted as functions of m. The continuous lines are e−
2pi
βα
(blue), e−(1+ln 2)
2pi
βα (orange), e−2
2pi
βα (green). The dashed lines are the
same functions multiplied by
√
α. In the notation (D,N) of Eq. (6)
they correspond to (0,NP), (1, 0) and (1,NP) respectively. The com-
putation has been done with n f = 3, in the MS scheme, and taking the
smallest positive value possible of c that yields integer values for NP.
Figure 5: Blue points are |(mPV − mP)/m|. Orange points are |(mPV −
mP)/m−Ωm |, Green |(mPV−mP)/m−Ωm−∑2NPn=NP+1(rn−r(as)n )αn+1/m|.
They are plotted as functions of m. The continuous lines are e−
2pi
β0α
(blue), e−(1+ln 2)
2pi
β0α (orange), e−2
2pi
β0α (green). In the notation (D,N)
of Eq. (6) they correspond to (0,NP), (1, 0) and (1,NP) respectively.
The computation has been done with n f = 3, in the lattice scheme,
and taking the smallest positive value possible of c that yields integer
values for NP.
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Figure 6: Blue points are |(mPV −mP)/m|. Orange points are |(mPV −
mP)/m−Ωm |, Green |(mPV−mP)/m−Ωm−∑2NPn=NP+1(rn−r(as)n )αn+1/m|.
They are plotted as functions of m. Full points are computed in the MS
scheme and empty points in the lattice scheme. The continuous lines
are e
− 2piβ0αMS (blue), 16 e
−(1+ln 2) 2piβ0αMS (orange), 112 e
−2 2piβ0αMS (green). In
the notation (D,N) of Eq. (6) they correspond to (0,NP), (1, 0) and
(1,NP) respectively. The dashed orange and green lines correspond to
2
3×e
−(1+ln 2) 2piβ0αMS and 14×e
−2 2piβ0αMS respectively. The computation has
been done with n f = 3 and taking the smallest positive value possible
of c that yields integer values for NP.
(7), (8), and (9). This scaling is indeed independent of
the scheme. One can also see that the overall normal-
ization of the error can not be fixed a priori (they would
require of more dedicated theoretical studies). Never-
theless, what we find is that for truncations at each min-
imal term of the hyperasymptotic expansion, in our case
(0,NP) and (1, 2NP), the normalization is quite indepen-
dent of the scheme. For those cases the normalization
is of natural size if working in the MS scheme. There-
fore, for the lattice scheme, the normalization is large
(indeed it corresponds to the change of scheme from the
lattice to the MS scheme). Significantly, the truncation
(1, 0) shows a different behavior with respect the trunca-
tions (0,NP) and (1, 2NP). As we already said, in both
schemes the error scales with 1/r as expected for the
(1, 0) truncation. Nevertheless, the normalization shows
a dependence on the scheme. In this respect we observe
a better convergence working in the MS scheme than
in the lattice scheme (in other words the normalization
factor is smaller in the MS than in the lattice scheme).
For the case of the pole mass, besides infared renor-
malons (which behave similarly to the case of the static
potential), we have ultraviolet renormalons. These show
a different behavior. This is due to the fact that the nor-
malization of those is much smaller than the normaliza-
tions one has for infrared renormalons. Therefore, even
if they are nominally more important than subleading
Figure 7: Blue points are |(mPV −mP)/m|. Orange points are |(mPV −
mP)/m−Ωm |, Green |(mPV−mP)/m−Ωm−∑2NPn=NP+1(rn−r(as)n )αn+1/m|.
They are plotted as functions of m. Full points are computed in the MS
scheme and empty points in the lattice scheme. The continuous lines
are e
− 2piβ0αMS (blue), 12 e
−(1+ln 3) 2piβ0αMS (orange), e
−3 2piβ0αMS (green). The
dashed orange and green lines correspond to 2 × e−(1+ln 3)
2pi
β0αMS and
4×e−3
2pi
β0αMS respectively. The computation has been done with n f = 3
and taking the smallest positive value possible of c that yields integer
values for NP.
infrared renormalons, they may mix in practice (or even
the infrared renormalon can be more important). To be
in one situation or another depends on the scale of the
problem as well on the scheme used for the computa-
tion. This is discussed in more detail in the discussion
at the end of Sec. 3 and in the associated figures.
Other observables have been considered using a hy-
perasymptotic approximation in [30], in particular the
pole mass beyond the large β0 limit, which has then
been used to get estimates of the error of determina-
tions of the m bottom mass from the B meson mass, and
the error of determinations of the m top mass if the PV
of the top mass is known. Actually, tiny errors were
obtained. For instance, for the top quark, the error as-
sociated to approximating the PV mass by the present
knowledge of its hyperasymptotic expansion was esti-
mated to be of order ∼ 30 MeV. Besides the pole mass,
though directly related to it, determinations of Λ¯ have
been considered in the lattice, as well as a study of the
renormalon dependence of the static potential at a fixed
r (in other words of the dependence of the static poten-
tial in the lattice spacing).
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