A characterization of separating distinguished collections containing the maximum number of sets  by Shalhevet, Jacqueline
JOURNAL OF COMBINATORIAL THEORY (A) 13,105-115 (1972) 
A Characterization of Separating Distinguished Collections 
Containing the Maximum Number of Sets* 
JACQUELINE SHALHEVET 
University of Tennessee, Knoxville, Tennessee 37916 
and Bar-Han University, Ramat-Gan, Israel 
Communicated by T. S. Motzkin 
Received November 28. 1968 
Peleg [3] proved that g(n) = max (2(n - l), [n3/4]1 is an upper bound for 
the number of sets in collections satisfying certain strong separation conditions, 
and is a maximum under weaker conditions. 
In the present paper we find all the distinguished collections (Definition 2.2) 
of g(n) sets for n < 7, and prove that they all satisfy Peleg’s weak conditions 
white none satisfies the strong conditions. For n > 7, we prove that there is a 
unique separating distinguished collection of g(n) sets satisfying the weak 
conditions, and that this collection also satisfies the strong conditions. We 
then prove that, for n > 4, the maximum number of sets in a collection satis- 
fying the strong separation conditions is [n3/4]. 
1. INTRODUCTION 
Separating collections were introduced and investigated by Maschler 
and Peleg [2, 31. Let D be a collection of subsets of afinite non-empty set N, 
n=INl,i,jEN,i f j; then we say that i is separatedfrom j by D if there 
is a set 5’ in D such that i E S, j $ S. D is called a separating coIiection (s.c.) 
if, for every pair (i, j) in N, i is separated from j by D if and only if j is 
separated from i by D. D is said to be a completely separating collection 
(c.s.c.) if every pair of distinct elements of N are separated from each 
other by D. 
Let g(n) = max(2(n - I), [(rP/4)]), where [x] denotes the integral part 
of x. Peleg [3] proved: 
THEOREM 1.1. A minimally ordered graph without circuits has at most 
f(n) = [n2/4] arcs. 
* Published posthumously. This work was to be part of a Ph.D. thesis being written 
at The Hebrew University of Jerusalem, under the direction of Dr. M. Maschler. 
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THEOREM 1.2. A minimally ordered graph on n vertices has at most 
g(n) arcs. 
THEOREM 1.3. The maximum number of sets in a minimal C.S.C. of 
subsets of N is g(n). 
For n 3 7, Peleg gave an example to prove that this bound is actually 
obtained. The value n = 7 is critical, for g(n) = [n2/4] for n 3 7, 
g(n) = 2(n - 1) for n < 7. 
In this paper we sharpen Peleg’s results and apply them to distinguished 
collections, d.c.‘s (Definition 2.2). 
In Sections 2-3 we characterize and find all the d.c.‘s having g(n) sets; 
we prove them to be in 1 - 1 correspondence with minimally ordered 
graphs having g(n) arcs. 
Sections 2 and 3 together determine all the separating d.c.‘s of g(n) 
sets, for all n. In Section 4 we investigate the relation of d.c.‘s to the 
various types of separating collections. We also prove that the maximum 
number of sets in a minimal separating collection (m.s.c.) isf(n) = [n2/4] 
for all n > 4, and is n itself for 1 < II < 4, a result of interest in computing 
the kernel of a game. 
2. DISTINGUISHED COLLECTIONS FOR n < 7 
DEFINITION 2.1. An ordered pair (i, j), i, j E N, is said to be a dis- 
tinguishedpair (d.p.) (with respect to D) if there is exactly one set S in D 
such that i E S, j $ S. We shall say that such a set S determines the d.p. (i, j). 
DEFINITION 2.2. We shall say that D is a distinguished collection (d.c.) 
if each set in D determines at least one d.p. 
An immediate result of Peleg’s proof of Theorem 1.3 is 
THEOREM 2.3. The maximum number of sets in a d.c. D of subsets 
of N is g(n). 
Peleg [3] associates, with each collection D, an induced graph G(N, r) 
as follows: 
DEFINITION 2.4. j E r(i) if and only if (i,j) is a d.p. of some S in D. 
CONVENTION 2.5. In the remainder of Section 2, D will be a d.c. of 
subsets of N, where N = (1, 2 ,..., n} and [ D I = g(n). G(N, I’) will be 
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the graph induced by D, and G’(N, F) will be any minimally ordered 
partial graph which defines the same weak ordering on N as does G(N, F). 
LEMMA 2.6. Zf 1 -=c n < 7, then G’ has exact 2(n - 1) = g(n) arcs. 
If 1 < n < 7, then G’ is also strongly connected and symmetric. If n = 7, 
then either G’ is strongly connected and symmetric or G’ has no circuits. 
Proof. G’ has at most 2(n - 1) arcs, and since every set in D has at 
least one d.p. which corresponds to an arc in G’, G’ has exactly 2(n - 1) 
arcs. Let k be the number of equivalence classes determined by the equi- 
valence relation derived from the weak ordering associated with G’. If 
k = II, i.e., if G’ has no circuits, then G’ has at most f(n) = [n2/4] arcs. 
But, for n < 7, [n2/4] < 2(n - 1); hence, for n < 7, k # n. If 2 < k < n - 1, 
then G’ has at most [k2/4 + 2(n - k)] < 2(n - 1) arcs (see proof of 
Theorem 1.2) and the latter inequality holds for all n, 1 < II < 7. There- 
fore, if 1 < II < 7, then k = 1, and, if n = 7, then k = 1 or k = n. If 
k = 1, then G’ is strongly connected, and easily shown to be symmetric. 
If k = n = 7, then G’ has no circuits. 
DEFINITION 2.7. A set S in D is called an i-set if i is a coordinate 
of all the d.p.‘s determined by S. (Note that, if S is an i set and i E S, then 
all of its d.p.‘s have i as a first coordinate, while, if i # S, all have i as a 
second coordinate.) 
LEMMA 2.8. Zf D is a d.c. of subsets of N, for any n > 2, and if Di is 
obtainedfrom D byJirst deleting all the i-sets and then deleting the element i 
from the remaining sets, then D” is a d.c. of subsets of N - {i}. 
The proof is straightforward. 
DEFINITION 2.9. A vertex i, i E N, will be called an end-point of 
G(N, F) if i E r(k), k E T(i) and no other arc of r contains i as a vertex. 
LEMMA 2.10. If D satisfies convention 2.5, and if, in addition, either 
1 < n < 7, or n = 7 and G’ has a circuit, then, for some i in N, i is an 
end-point of G, and D contains the sets U = {i} and V = N - {i}. 
Proof: A simple counting argument shows that G’ has at least one 
end-point i. Let U and V be the sets that determine the d.p.‘s (i, k) and 
(k, i), respectively; they are the only possible i-sets. But, since D has at 
least two i-sets, U and V must both be i-sets. 
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Consider any j E N, j # i, k. Since G’ is symmetric and strongly con- 
nected, there are paths p and p‘ in G’, where p = (k, k, ,..., k, , j) and 
II’ = (j, k, ,..., k, , k), where p’ has the same vertices as p but is oppositely 
oriented, and i is not a vertex of I*. Each arc of TV and p’ is a d.p. of some 
T E D, all the T’s are distinct, and different from U and V. Thus, since 
(k, , k) is an arc of p’, and k 6 U, k, cannot belong to U, for k, E U, 
k 6 U implies that (k, , k) is not a d.p. of any T. By induction on the vertices 
of t.~‘, from right to left, we prove that j $ U. Therefore U = {i}. By 
induction on the vertices of p, from left to right, we prove that (i, j) 
cannot be a d.p. for any jE N, j # k, i.e., i is an end-point of G. 
A similar argument shows that V = N - {i}, and that (j, i) is not 
a d.p. of any set in D for .j # k. 
THEOREM 2.11. Under the conditions of Lemma 2.10, G’ = G, each G 
is induced by a unique D, and that D consists of n - 1 sets and their 
complements, and each set in D has a unique d.p. 
Proof. By induction on n = / N I. 
COROLLARY 2.12. If D satisfies the conditions of Lemma 2.10 then 
G(N, lJ is strongly connected, symmetric, and minimally ordered. 
ProoJ Follows from Lemma 2.6 and Theorem 2.11. 
We shall now describe a simple inductive method for constructing 
all the distinguished collections D that satisfy the conditions of 
Lemma 2.10. It suffices to consider all minimally ordered strongly con- 
nected symmetric graphs for each n, and apply Theorem 2.11. All possible 
graphs for n may be obtained by adding an end-point, in every possible 
way, to each graph for n - 1. We draw the graphs for n = 2, 3, 4 and half 
of the incidence matrix of D, the missing rows being complements of the 
given rows: 
n = 2. G is unique 
G:l 2 .-. D: (1 0) 
n = 3. G is unique (up to permutations) 
G:l 2 3 .-.-. 
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n = 4. There are two essentially different graphs: 
G,: 1 2 3 .-.-. D, : 
I 
4 





3. DISTINGUISHED COLLECTIONS FOR n > 7 
CONVENTION 3.1. In all of Section 3, D will be a d.c. of subsets of the 
finite set N, N = {I ,..., n}, n > 7, and 
1 D 1 = [n2/4] = g(n). 
G(N, r) will be the graph induced by D. If n = 7, we shall also assume 
that G has no circuits. (We have already discussed the case n = 7, G has 
a circuit, in Section 2.) 
LEMMA 3.2. If G’(N,r) is a partial graph of G(N, I’) which defines 
the same weak ordering on N as G, then G’ has at least one arc corresponding 
to some d.p. of each S in D, and G’ has at least I D j arcs. 
Proof In the proof of Theorem 1.3, Peleg proved that, if G’ is any 
partial graph of G which defines the same weak ordering as G, and if 
D’ = {S 1 S E D and there exists a pair (i,,j) such thatj E I”(i), i E S, j $ S>, 
then D’ = D. Thus each S in D contributes at least one d.p. to be an arc 
in G’, and, by the definition of a d.p., no two sets in D can determine the 
same d.p. 
LEMMA 3.3. G(N, lJ has no circuits. 
Proof. Suppose n > 7. Let G’ be a minimally ordered partial graph 
of G, defining the same weak ordering as G on N. Let k be the number of 
equivalence classes determined by the equivalence relation derived from 
the weak ordering associated with G’. Then G’ has at most [k2/4 + 2(n - k)] 
arcs, as shown in the proof of Theorem 1.2. But, for k < n and n > 7, 
[k2/4 + 2(n - k)] < [n2/4], and by Lemma 3.2 G’ has at least [n”/4] arcs. 
Therefore k = n, and G’ has no circuits, and hence G has no circuits. 
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LEMMA 3.4. If a and b both appear with i as members of d.p.‘s of two 
different sets S, , S, respectively, S, , S, E D, and, if (a, b) is a d.p. of some 
S~D,thenS=&orS=S,. 
Proof. We shall give proofs for two of the four cases; 
Case 1. If (i, a) and (i, b) are d.p.‘s of S, , S, , respectively, then 
a E S, , for, if a $ S, , (i, a) would not be a d.p. Since a E S, , and b $ S, , 
if (a, b) is a d.p., it must be the d.p. of S, . 
Case 2. If (i, a) and (b, i) are d.p.‘s of S, , S, , then (a, 6) cannot be 
a d.p. because G has no circuits. 
LEMMA 3.5. If (c, a), (b, c) and (d, ) a are d.p.‘s of three direrent sets 
S, , S, , S, in D, respectively, and if& is an a-set then (d, b) is not a d.p. of 
any set in D. 
ProoJ Follows from definitions. 
LEMMA 3.6. For each i in N, there are at least [n/2] i-sets in D. 
Proof. Case 1”: n > 7. Apply Theorem 2.3 to Di, as defined in 
Lemma 2.8. 
Proof. Case 2”: n = 7 and G has no circuits. Suppose for some 
i in N there are fewer than [n/2] = 3 i-sets. Let D’ = {S 1 SE D and 
S is not an i-set). Then j D’ ( > 10. Let Di be the collection obtained 
from D’ by deleting i. Di is a d.c. of subsets of N - {i}, j Di 1 > 10 and 
1 N - (i}l = 6. Then by Theorem 2.3, 1 Di I = 10, and by Theorem 2.11 
and Corollary 2.12, each set in Di has only one d.p. and its graph is 
symmetric. Since the deletion of i and of i-sets has no effect on d.p.‘s of 
the type (j, k), j, k # i, G will have circuits determined by (k,j) and 
(j, k), contrary to assumption. 
DEFINITION 3.7. We shall say that the pair (i, j) is an edge, (with respect 
to D) if either (i,j) or (j, i) is a d.p. 
LEMMA 3.8. For each i in N there are at most [(n + I)/21 i-sets in D. 
Proof. Suppose for some i in N there are more than [(n + 1)/2] 
i-sets in D. Choose one d.p. from each i-set. Let A = (a 1 (i, a) is a chosen 
d.p.}, B = (b 1 (b, i) is a chosen d.p.}. A n B = 6, since there are no 
circuits. Hence / A / + 1 B I > [(n + 1)/2]. Let a, b E A u B. Applying 
Lemma 3.4 and counting edges containing a, we arrive at a contradiction 
to Lemma 3.6. 
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LEMMA 3.9. Each set in D has exactly one d.p. 
Proof. We consider two cases: 
Case 1”. Let n be even. Counting all the n/2 i-sets for each i, we get 
n2/2 sets, with repetition. However, no set can be an i-set for more than 
two different values of i, and, if a set is both an i-set and a j-set, i # j, 
then it has only one d.p., namely, (i, j) or (j, i). Since 1 D I = n2/4, each 
set must be repeated twice, i.e., each set has a single d.p. 
Case 2”. Let n be odd. Suppose there is an S, E D with two d.p.‘s. 
Let S, have two d.p.‘s with no common member. Let (i. a) be a d.p. of S, . 
Then, since S, is not a j-set for any j, there are at least (n - 1)/2 i-sets 
T(n-1),2 . Choose a d.p. from each T* and let i3 be the other member 
z&g with i) of the chosen d.p., j < (n - 1)/2. Tj is not an a-set. If 
k appears with a in a d.p. of an a-set, then 
(n-1)/2 
k E E = N - u ij - {i, a>, 
j=l 
where 1 E 1 = (n - 3)/2. Therefore there are at most (n - 3)/2 a-sets, 
contrary to Lemma 3.6. 
A similar argument holds if S, has two d.p.‘s with a common member. 
LEMMA 3.10. If n is odd, there are exactIy (n - 1)/2 elements in N, 
each of which belongs to (n + 1)/2 d.p.‘s, and (n + 1)/2 elements in N, 
each of which belongs to (n - 1)/2 d.p.‘s. If n is even, every element in N 
belongs to n/2 d.p. ‘s. 
ProoJ We have assumed (Convention 3.1) that 1 D 1 = [n2/4]. By 
Lemma 3.9 there are [n2/4] d.p.‘s. Thus, counting multiplicity, there are 
[n2/2] elements appearing in these d.p.‘s. For n odd, x members of N 
appear with multiplicity (n - 1)/2, and n - x members with multiplicity 
(n + 1)/2. Thus x((n - 1)/2) + (n - x)((n + 1)/2) = (n2 - 1)/2, and 
x = (n + 1)/2. For n even, each i clearly belongs to n/2 d.p.‘s. 
LEMMA 3.11. Let n be odd, a,bEN,a#b. Let A={il(i,a) is an 
edge}, B = {j I (j, b) is an edge}. If I A I = (n + 1)/2 and 1 B 1 = (n - 1)/2, 
thenB=N-A,and(i,j)isanedgeifandonlyifiEA,jEB. 
Proof. Account for all the d.p.‘s. 




ProojI It is simple to account for all the d.p.‘s. 
LEMMA 3.13. Let D be separating (see introduction for dejinition) in 
addition to satisfying Convention 3.1. Let a be an element of N for which 
(a, i) is a d.p. of some S E D for some i E N. Let 
A, = {i 1 (i, a) is a d.p. of some SE D}, 
A, = {i 1 (a, i) is a d.p. of some SE D}. 
Let A = A, U A,. Then, for every j E N - A and every i E A, , (j, i) 
is a d.p. of some set in D. 
Proof. Suppose (j, i) is not a d.p., where i E A, , j E N - A. Then, by 
the previous lemma, (i,.j) is a d.p. Suppose A, - {i} # 4. Consider any 
p E A, - {i}. We know that (a, i), (a,~), and (i, j) are d.p.‘s. Let (a,~) 
be the d.p. of V. Then since (a, i) is the d.p. of a different set, i E V. 
Similarly jE V, since (i,.j) is a d.p. of different set (Lemma 3.9). But 
j E I’, p $ V means that (j, p) is not a d.p., while D separating and (i, j) 
a d.p. imply that D separates j from i, but (j, i) is not a d.p. Hence there are 
at least two sets in D containing j and not i. At most one of these sets 
contains a, since (a, i) is a d.p. Thus there is a set containing j and not a, 
and therefore a is separated from j, but (a,,j) is not a d.p. since j E N - A. 
So there are at least two sets containing a and not j; since (a, i) is a d.p., 
at least one of these sets, say T, contains both a and i, and not j. The d.p. 
of T must be (i, j). Since (a, p) is a d.p., p must belong to T. Thus p E T, 
j $ T, and T has only one d.p., (i,j). Therefore (p, j) is not a d.p., i.e., (p,,j) 
is not an edge, contradicting Lemma 3.12. Hence A, - {i} = 4. Similarly 
we prove that A, = 4. Since A = A, U A, has at least [n/2] > 3 elements, 
the assumption that (j, i) is not a d.p. leads to a contradiction, and the 
lemma is proved. 
LEMMA 3.14. If D, a, A, A, and A, are as in Lemma 3.13, then A, = 4. 
Proof. Suppose Al # 4. Let i E A, . Since by assumption (a, i) is 
a d.p. for some i, A, # $; let p E A, . Then (i, a) and (a, p) are d.p.‘s. 
Therefore (i,p) is not a d.p. (see Lemmas 3.4 and 3.9). Since D is separa- 
ting and (i, a) is a d.p., then a is separated from i by at least two sets. At 
least one of these sets contains p, since (a,~) is a d.p. Thus there is a set 
containing p and not i, while (i, p) is not a d.p. Then i is separated from p 
by at least two sets, one of which must contain a, since (i, a) is a d.p. 
We then have a set, say S, containing i and a, and not p: the d.p. of S 
must be (a, p). Let j E N - A, j # a. By Lemma 3.13, (j, p) is a d.p. 
Hence j+ S, but i E S; consequently, (i,.j) is not a d.p. By Lemma 3.5, 
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(a,~), (i, a), and (j,p) d.p.‘s * (j, i) is not a d.p., which contradicts 
Lemma 3.12, proving that A, = 4. 
THEOREM 3.15. If D is a separating d.c. of subsets of a finite set 
N = {l,..., n}, and tf either n > 7 or n = 7 and G has no circuits, and 
1 D j = [n2/4], then there is an A C N, I A j = n/2for n even, j A I = (n f 1)/2 
for n odd, such that D = D,(N - A) x D,(A), where D&V - A) = 
{(i} 1 i E N - A}. D,(A) = {A - {i} I i E A}. D is unique up to permutations 
and complements. 
Proof If (a, i) is a d.p. of some S in D, and A = {j I (a, j) is a d.p. 
of some set in D}, then I A I = n/2 if n is even, and I A I = (n f 1)/2 
for n odd (Lemmas 3.10 and 3.14); also (j, k) is a d.p. if and only if 
j E N - A, k E A (Lemmas 3.13 and 3.14) and each set in D has exactly 
one d.p. (Lemma 3.9). Let (j, k) be the d.p. of Sj,k , j EN - A, k E A. 
Then, if i E A, i # k, (j, i) is the d.p. of a different set. Hence i E Si,k . 
Similarly, if p E N - A, p # j, (p, k) is the d.p. of a different set, and 
hence p $ Sj,k . Consequently Sj,l, = {j} u (A - (k}) and 
D=($,,IjEN-A,kEA}=D&V-A)xD,(A). 
Uniqueness up to permutations and compIements follows immediately 
4. DISTINGUISHED COLLECTIONS AND SEPARATION CONDITIONS 
Since the knowledge of all the minima1 separating cohections simplifies 
the computation of the kernel of a game, we shall use the relation between 
distinguished collections and separation conditions to derive some theo- 
rems about separating collections. 
The first two lemmas follow immediately from definitions: 
LEMMA 4.1. A minimal separating collection, m.s.c., is a d.c. 
LEMMA 4.2. A completely separating collection, c.s.c., is minimal 
completely separating tf and only if it is a d.c. 
THEOREM 4.3. If D is a d-c. of subsets of N, and if 1 D ] = 2(n - l), 
1 < n < 7, then D is a minimal completely separating collection, m.c.s.c. 
Proof. Using Theorem 2.11 and induction, D is seen to be completely 
separating. It then follows from Lemma 4.2 that D is minimal completely 
separating. 
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THEOREM 4.4. If D is a minimal separating collection of subsets of 
N = {l,..., n> and if either 2 < n < 7 or n = 7 and G has a circuit, then 
I D I < 2(n - 1). 
ProoJ A m.s.c. is also a d.c. If I D 1 = 2(n - l), then D consists of 
n - 1 sets and their complements, which clearly is not minimal separating. 
By Theorem 2.3, 1 D ( < 2(n - 1). Therefore I D / < 2(n - 1). 
LEMMA 4.5. Zf D = D,(N - A) x D,(A) (see Theorem 3.15) for 
n > 5, then D is both completely separating and minimal separating. 
Proof. We prove first that D is completely separating. Let j, k E N, 
j # k. j is separated from k by: 
1. &A ifj,kEAandpEN- A, 
2. S,,, ifj,kEN- Aandp~A, 
3. S,,, ifjEA,kEN-A,qEA,q#j,pEN-A,p#k, 
4. Sjsl, ifjEN-A,kEA. 
Note that, since I A j = [(n + 1)/2], the condition n 3 4 assures the 
existence of p and q. 
Suppose D is not minimal separating. Then there is a non-empty, 
proper subcollection D’ of D, such that D’ is separating. Some set of D, 
say Si,k , does not belong to D’, where j E N - A, k E A. Since (j, k) is 
the d.p. of Sjsk , j is not separated from k by D’, and therefore, since D’ is 
separating, k is not separated from j by D’. But, for every q E A - {k} and 
every p in N - A - {j}, S,,, contains k and not j. Hence S,,, C$ D’ for any 
p E N - A - {j}, q E A - {k}. Thus the only sets remaining, which may 
or may not be in D’, are sets of the form S,,, , q E A - {k} or S,,, , 
p E N - A - {j}. Since (p, q) is the d.p. of S,., , if S,,, $ D’ then D’ does 
not separate p from q or q from p. But Sj,* separates every element in 
A - (q} from every p E N - A - {j}. Since n 2 5 and / A [ = [(n + 1)/2], 
A - id - @I f 4. H ence S,,, separates some element of A - {k} from 
some p E N - A - (j}, and so S,,, 4 D’ for any q. The only remaining 
sets that may be in D’ are all of the form SDsI, for fixed k, andp E N - A -{j}. 
Any such set separates some p from k while no such set can separate k 
from any p. Therefore D’ is empty and D is minimal separating. 
THEOREM 4.6. If D is a minimal separating collection of subsets of N, 
and if 1 D 1 = g(n), n > 7, then D is unique (up to relabeling and comple- 
ments) and D = D,(N - A) x D,(A), where A C N, 1 A / = [(n + 1)/2]. 
Proof. Follows from Theorems 3.15 and 4.4 and Lemma 4.1. 
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THEOREM 4.7. The maximum number of sets in a minimal separating 
collection D of subsets of N = {I,..., n} is [n2/4] for all n > 4, and is n 
itself, for n < 4. 
Proof. For n = 2, 3, the result is immediate. For n = 4, 5, a computer 
program found all minimal separating collections. The theorem may also 
be proved by methods used elsewhere in this paper. For n = 6, it follows 
from Theorem 4.4 and Lemma 4.5. For n 3 7, the result was established 
in Lemmas 4.1, 4.5 and Theorem 2.3. 
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