Introduction
This text has its source in several, both old and recent, results :
• First and foremost, a series of theorems of Chudnovsky from the 70's ( [Chu84] , Chap.7) which, as they are central here and somewhat scattered in Chudnovsky's book, we presently recall :
Theorem 1.1 (Chudnovsky's theorems). Let Λ = Zω +Zω ⊂ C be a lattice with invariants g 2 , g 3 , Weierstrass functions ℘, ζ and quasi-periods η, η , all defined in the usual way (see [Sil94] It can be noticed that the above assertions are related, regardless of their truthfulness, by the following logical implications :
(1) ⇒ (3) ⇐ (5) ⇓ ⇓ (2) ⇒ (4) ⇐ (6)
• Second, a result announced in Chudnovsky's book ( [Chu84] , Theorem 9 p.9) which extends assertion (4) above to abelian varieties of arbitrary dimension; a complete proof was recently given in [Vas96] .
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• Third, Theorem 4.1 of [RW97] , where a measure of simultaneous approximation is established which has Theorem 1.1(4) as a corollary.
• Fourth, a "trick" introduced by Chudnovsky in [Chu82] to prove a sharp measure of algebraic independence refining assertion (3) above; recently rediscovered in [Phi99] , [Bru99] , it consists in relating elliptic and quasi-elliptic (like Weierstrass's ζ) functions to G-functions, allowing better arithmetic estimates in the transcendence proof and, ultimately, an optimal dependence of measures in the parameter controlling the height. One important feature of our results, coming from point Three above, is the following : [Wal92] ) and D, h ≥ C one has log max
. , α n ) : Q] ≤ D, h(α i ) ≤ h (absolute logarithmic height as defined in
i |θ i − α i |
≥ −Cφ(D, h).
Before stating our main result, we recall a few more definitions. Let A be an abelian variety of dimension g defined over a subfield K of C. A rational (hence meromorphic) differential on A is said to be of the second kind if it has no residues ( [GH78] , p.454); the quotient space of second-kind by exact differentials has dimension 2g and will be denoted by H Using a theorem of , Théorème 1.2) we can deduce from assertions (1) and (2) (resp.) of the preceding theorem extensions in arbitrary dimension of assertions (6) and (2) (resp.) of Theorem 1.1 : Corollary 1.1. 1. If K ⊂Q and r = 2g, the u j 0 ω i generate a field of transcendence degree at least 2. 2. If r ≥ g + 1 and the u j are periods, the field generated over K by the u j 0 ω i has transcendence degree (over Q) at least 2.
The text is arranged as follows. Section 2 briefly reviews embeddings of extensions of abelian varieties by powers of the additive group [FW84] , and ends with a zero estimate, corollary of [Phi96] , tailored to this particular type of algebraic groups. Section 3 contains addition, multiplication and differentiation formulae for the functions involved in these embeddings, much in the spirit and continuation of [MW93] §3; there we also construct, starting from classical theta functions, "sigma functions" which are nothing but the "algebraic" theta functions whose existence is proved in [Bar70] . The next section ( §4) develops, in the context of the algebraic groups described above, Chudnovsky's "Gtrick" mentioned earlier (point Four); it is based on a quite general and effective version of Eisenstein's classical theorem stating that every algebraic power series is a G-function (see [PS76] , VIII.3.3 & VIII.4.4). In section §5, we review briefly the very special but classical case g = 1 of the general results contained in the previous two sections. In section 6 we state in full detail and carry out the proof of our main result; and in section 7, we discuss various results closely related to our main theorem, state some with summary indications of proofs, and examine which technical difficulties (coming from the insufficiency of known Schwarz/interpolation lemmas) arise in proving more.
Embeddings and zero lemma
Here we will describe the type of embeddings we will be using for extensions, by powers of the additive group G a , of principally polarized abelian varieties.
Let A be such an abelian variety, Λ ⊂ C a lattice such that A(C) C/Λ. For i = 1 . . . g write ∂ i = for both the definition of a nondegenerate theta function (all of those considered in this text will be so) and the reduction process used in the proof, as they both are classical and will not be used in the rest of the text. 
with every c i = 0; the (quasi-)period matrix then appears to be triangular and trivially nondegenerate.
Assume now that the complex torus C g /Λ is embedded into a projective space P N using a "theta embedding" Θ = (θ 0 : . . . : θ N ). The above lemma then allows us to associate to each ω ∈ H 1 DR (A, C) a derivation ∂ and a linear form L, both uniquely determined, such that in H 1 DR (A) the equality ω = d∂ log θ 0 + dL takes place. We will denote byΘ ω the following application, which defines an embedding of (the complex locus of) the extension of A by G a associated with ω ([FW84], III.2) :
In the following we will often write, just as we did here,
For ω = (ω 1 , . . . , ω l ) a family of differentials of the second kind, linearly independent in H 1 DR (A), associated in the above way to derivations ∂ 1 , . . . , ∂ l and linear forms L 1 , . . . , L l , we define the applicatioñ
obtained by "concatenation" of theΘ ω i (i = 1 . . . l); it defines an embedding of the extension of A by G l a associated to ω. We can now state the zero lemma we will be using, a corollary of Théorème 9 from [Phi96] :
Proposition 2.1 (Zero lemma). For any g ∈ N * , l ∈ N there exists c > 0 with the following property. Let G be an algebraic group of
and embedded in a projective space P M in the fashion described above. 
holds, where N is the cardinality of
, and a that of A/π(G ).
Theta and sigma functions
Here we will recall a few properties of classical theta functions and construct from these some analogues in higher dimension of Weierstrass's sigma function from the theory of elliptic functions.
Let g be a non-zero integer, and fix an element τ of Siegel's upper half-plane H g formed by all square complex matrices of size g, symmetrical and with definite-positive imaginary part. The theta function
most of the time we will omit its dependence in τ and simply write θ m (z). We will, however, say that some object (e.g. polynomial) which depends a priori on τ is "locally independent" of τ if it is constant on each element of some open covering of H g . The classical relations
imply in particular that θ m is either even or odd, depending on whether 2m t m is an integer or not; they also suggest that we deal only with m in some fixed system Z 2 of representatives of (
One of the fundamental properties of theta functions is the existence of "Riemann relations" (see [MW93] , relation (3.1) and Lemma 3.2). It is easily checked that for any constant c ∈ C * and homogeneous quadratic polynomial Q ∈ C[z], those relations are still satisfied by the family (σ m ) m∈Z 2 defined by
thus any property of the family (θ m ) m∈Z 2 which follows from them is still valid for the (σ m ) m∈Z 2 . For the following, we will fix such a family and write Θ = (σ m ) m∈Z 2 . First we can deduce from the abovementioned results [MW93] :
Lemma 3.1 (Riemann Relations). 1. For any m, n, p, q ∈ R 2g and z, w ∈ C g the following relation holds :
where c β = ±1 depends on β and m, while Let N + 1 = 4 g ; this is the number of elements in Z 2 . We define T , X, X 1 , X 2 , Y 1 , Y 2 to be families of (N + 1) variables, all independent; furthermore D ∈ N * will be an integer depending only on g and whose precise value will be of little importance to us; finally, we will call homogeneous of degree 0 in some set of variables, say T , any quotient of two homogeneous polynomials of the same degree in T .
We define a basis of derivations (∂ 1 , . . . , ∂ g ) on C g as follows. We assume the elements of Z 2 (and accordingly, functions θ m and σ m ) to be numbered so that θ 0 (0) = 0 (thus θ 0 , σ 0 are even) and that the jacobian matrix
) at the origin is invertible (thus θ i and σ i , i = 1 . . . g, are odd). We then let
As a last piece of notation we define, for any functions f and
Using what was said above about the σ m , we deduce from Lemmas 3.1 and 3.7 of [MW93] :
Proposition 3.1 (Masser-W ustholz). There exist finite families 
The purpose of this section will be to establish, using only the Riemann relations, similar results for the functionsσ M appearing in the embeddingΘ =Θ ω defined in section 2, associated to a derivation ∂ and a linear form L.
Addition
We start from the Riemann relation stated in Lemma 3.1; fixing (z − w) and differentiating (with ∂) with respect to (z + w), we get :
it follows easily that for t, u ∈ C,
Similarly to the proof of Lemma 3.3 in [MW93] , the latter equality together with Lemma 3.1 yields Proposition 3.2 (Addition formulae). There exist finite families
, locally independent of τ , with the following properties :
with degree 2, and in (X 2 , Y 2 ) with degree 1.
• For any z, w ∈ C g , t, u ∈ C and ξ ∈ Ξ, the family 0≤i≤N , provides a system of projective coordinates for the pointΘ(z + w; t + u), unless identically zero.
• For any z 0 , w 0 ∈ C g there is ξ ∈ Ξ such that for all t, u ∈ C, z ∈ C g near z 0 and w ∈ C g near w 0 , the family above does not vanish identically.
This proposition does not, however, stress the particularly simple form taken by the addition law whenever w belongs to the period lattice Λ τ ; the latter form can be found by a different method. First, (ω ∈ Λ τ ) the Riemann relation with n = m, q = p, we obtain
Subtracting 2 , and with n ∈ Z 2 chosen so that σ n ω 2 = 0), we deduce
Now we notice that for any β ∈ Z 2 the function f = σ β σn , being on the one hand periodic, on the other hand either even or odd, satisfies
this means that the preceding expression is in fact zero. Finally we let
to get, for any x ∈ C g , m ∈ Z 2 with σ m (x) = 0 and n ∈ Z 2 with σ n ω 2 = 0 :
Taking x = 0 we find in particular, for any p ∈ Z 2 such that
We can now write
for any q ∈ Z 2 such that σ q (x) = 0 and readily conclude :
Multiplication
In a way similar to [Rém00], Proposition 5.2, we now deduce from the addition law a multiplication law which, although not optimal (the right degree, according to Serre's appendix to [Wal87] , is only n 2 ), will be enough for our purpose. Note that since all our functions are either even or odd, we really do not need to consider subtractions or multiplications by a < 0.
Proposition 3.4 (Multiplication formulae). There is a constant C > 0 (depending only on g) and families of polynomials
, and finally with total degrees in variables X 2 bounded by 0 for M ρ ma and 1 forM ρ ma , such that :
• For any a ∈ N * , ρ ∈ P, z ∈ C g and t ∈ C, the family 0≤i≤N provide a system of projective coordinates forΘ(az; at) unless identically zero.
close to z 0 and any t ∈ C, the preceding family does not vanish identically.
Proof. Write C for the logarithm of the greatest length of polynomials A
It follows by induction that 
On the other hand, we can deduce from Proposition 3.3 the following
with p ∈ Z 2 such that σ p (0) = 0, provides a system of projective coordinates forΘ(x + aω, t + au).
Differentiation
We now turn to differentiating theσ i ; here the modification we made from the θ i to the σ i will, at last, play a (crucial) part, and so will the choice of the derivation
We start again from the addition formula forσ m , which we summarize as :
where (with some new notation) c abcd is an integer depending on m, n, p, q, a, b, c, d. We differentiate it (using ∂ i , 1 ≤ i ≤ g) with respect to w, then let u = w = 0 to obtain :
In order to get rid of first-order derivatives at 0, we note that (by Proposition 3.1(2)) every function σ k (k ∈ Z 2 ) and derivation ∂ j (j = 1 . . . g) satisfy, since σ 0 is even,
Applying this to σ c and σ d , to ∂ i and ∂, we get
where P abi , Q abi are homogeneous (as rational fractions) of degree 0 in their first set of variables, (as polynomials) of degree 4 in their second one, and furthermore Q ab is (polynomially) homogeneous of degree 1 in its last (g + 1) variables. Now all we have to do is get rid of the secondorder derivatives ∂ i ∂σ c (0). To do this, we apply ∂ to the equality
from Proposition 3.1(2) then specialize the result at 0; we thus get (remembering that σ 0 is even)
exhibiting on the right-hand side a linear combination, with coefficients linear in (∂z j ) 1≤j≤g , of terms σ k (0)∂ j σ l (0) to which, after mutliplying them with σ 0 (0), we can apply Proposition 3.1(2) again. This allows us to express σ 2 0 ∂∂ i σ c − σ 0 σ c ∂∂ i σ 0 (0) as a bi-homogeneous polynomial of degree 3 in Θ(0) and 1 in (∂z j ) 1≤j≤g , with coefficients homogeneous of degree 0 in Q(Θ(0)). Eventually,
where P abi , R abi are homogeneous of degree 0 in their first set of variables and 4 in their second one, R ab is also linear (homogeneous of 
, such that for any m, n ∈ Z 2 and i = 1, . . . , g we have
Finally, whenever m = n we expect the termsσ i to vanish from the expression of [σ m , σ m ] i ; to check this we go back to equation (Ã) above (with n = m) and subtract the "symmetrical" equation
obtained by differentiating Riemann's relation with respect to (z − w) instead of (z + w); in this way we find an expression for
without anyσ b (z). Differentiating again as above (using derivation ∂ i ) with respect to w before letting u = w = 0, we get
clearing out derivatives at 0, as we did above, yields :
Corollary 3.2. Under the same hypotheses, if m = n, the variables X 2 do not appear in polynomials E mni .
Throughout this paper, the functions σ i will be assumed to be normalized as above, i.e. so that all second-order derivatives of σ 0 vanish at 0.
Conclusion
The preceding results allow us to specify the "normalized" embeddings Θ andΘ ω (notation of section 2) we will use throughout the text : 
We assume moreover that F (0, 0) = 0, and that the determinant
n vanishing at 0, and the homogeneous polynomials y jk ∈ K[X] (deg X y jk = k) such that y j = k∈N * y jk satisfy the following :
and length at most
and the sequence of integers (c k ) k≥1 grows at most geometrically : Proof. 1. The proof relies on a rewriting of (E) as
or, denoting by F 1 (X) the matrix associated to F 1 , whose determinant is ∆ :
Guided by the shape of the desired property we letỹ = n . We use the formula
, where com is the comatrix, together with the usual formula for the reciprocal of a power series; we thus obtain
and finally the following equation forỹ :
Now we only have to notice that ∆(X)
] to conclude from (Ẽ), by induction on k, that indeed all the coefficients z jk belong to O. 2. We assume that for any k strictly less than k we have (for
, and estimate deg θ z jk using formula (Ẽ). Imagining the latter fully expanded, we focus on the coefficient in the product of termsX
The total degree in θ of this product is bounded by
What remains now is to compute the length of z jk . To do this, we think in terms of "majorization" 
This formal power series is algebraic, hence ([Rui93], p. 106) has a non-zero convergence radius; this implies the existence of
We give separately, as we will make no use of this estimate, an explicit value for the constant C(n) appearing above :
Lemma 4.1. For the constant C = C(n) above, we can take C(n) = 60n.
Proof. We use, as in [Ahl66] §8.2.2, a corollary of the residue formula which states that w, defined implicitly by an equation f (w, T ) = 0, can be expressed by an integral w = 
whence, since we also know that w has no constant term, the desired result.
The following (classical) two lemmas will allow us to estimate "common denominators" for certain power series expansions obtained by integration :
Lemma 4.2. There exists an absolute constant c > 0 such that, for any n ∈ N * , lcm(1, 2, . . . , n) ≤ e cn .
Proof.
where π(n) = card {p prime ≤ n}. A weak form of the prime number theorem now suffices to prove π(n) log n = O(n) and the lemma.
Corollary 4.1. For any r ∈ N * the integer
is bounded by (er) cn , c being the constant from the previous lemma.
Proof. Without loss of generality we can assume n 1 , . . . , n r to be in non-decreasing order, whence in i ≤ n or n i ≤ n i
(1 ≤ i ≤ r ); the l.c.m. we want is thus bounded by
which concludes the proof.
Application to quasi-abelian functions
We now deduce from Proposition 4.1 some results concerning the various functions introduced in section 3.
For
We consider the linear system from Proposition 3.1(1), which we dehomogenize with respect to variable X 0 , defining
The statement made there regarding differentials of the F µ (which is nothing but the characteristic property of an embedding) implies that the family dG µ (f (0)) µ∈M has rank N − g. Thus we can find M ⊂ M with cardinality N − g corresponding to equations whose differentials at f (0) are independent. We can then apply Proposition 4.1, taking n = N − g and θ = f (0), the parameters d 0 , d 1 , L 0 and L 1 being equal to some constants depending on g; 
. , N ) can be expanded as
f j = k∈N g f jk g k where the f jk ∈ K = Q (f 1 (0), . . . , f N (0)) satisfy 1. there exists δ ∈ O = Z[f 1 (0), . . . , f N (0)]
Let us introduce the
Definition 4.1. We say a function f holomorphic near the origin in So, for example,
note that the only difference between ∂ i and∂ i is that the matrix linking the latter to the dz i is not the jacobian matrix of the f i evaluated at 0, but indeed their jacobian matrix as a function. What makes thē ∂ i interesting for us is that they differentiate, by construction, "with respect to the g i " (i = 1 . . . g) : that is, if a function f expands as
near the origin, then for any i = 1, . . . , g we havē
By integrating the g-expansions of derivatives∂ i f (i = 1 . . . g) we can therefore deduce, up to its constant term, that of f . Furthermore, the matrix J has (by Proposition 3.1(2)) entries polynomial in the f i ; its reciprocal is a matrix with similar shape divided by the determinant (det J), which again is a polynomial in the f i (i = 1 . . . N ) and which, by definition of∂ j , has value 1 at the origin; since 
Eventually, we will have to deal with monomials in the f i , u j and
. Noticing (the sequence d n (r) was introduced just for this) that a product of G-functions of types (δ, C, C , e 1 ), ..., (δ, C, C , e r ) is a G-function of type (δ, C 4 C, (C 4 C ) r , e 1 + . . . + e r ), we get :
, and L 1 in the u j and
The elliptic case
In this section, focusing on the case g = 1, we relate the functions constructed in section 3, and their properties exhibited in section 4, to some classical facts from elliptic function theory ( [Law89] , [Cha85] ).
When g = 1, the four classical theta functions are
whose dependence on τ will be mostly "forgotten" by writing θ 1 (z) etc., once the parameter τ ∈ H (upper half-plane) has been fixed. Their link with Weierstrass functions for the lattice Λ τ = Z + Zτ is based on the relation
where σ τ denotes the Weierstrass sigma function for Λ τ . The function σ τ satisfies σ τ (0) = 1, σ τ (0) = σ τ (0) = σ τ (0) = 0; it is, roughly speaking, the function obtained from θ 1 by the "normalization" process described in section 3, with a slight difference since here, for an odd theta function, it is the third derivative that is equated to zero. Next, letting −
where ζ τ = (log σ τ ) and ℘ τ = −(log σ τ ) ; the notation η τ traditionally reserved for the quasi-period 2ζ τ (
is perfectly justified here since the 1-periodicity of (θ 1 ) 2 implies that of
For any ω ∈ C * we introduce the Weierstrass sigma function for the lattice Λ = ωΛ τ by letting σ(z) = ωσ τ z ω ; then we let
for i = 1, 2, 3; the four functions σ, σ 1 , σ 2 , σ 3 define an embedding of C/Λ into P 3 (C).
The construction of "algebraic" derivations ∂ i made in section 3 shows that (0) will be just as good, and Jacobi's relation θ 1 (0) = π(θ 2 θ 3 θ 4 )(0) shows that it is, in particular, the case for ω = πθ 2 3 (0); it is the latter normalization that leads to the classical Jacobi functions sn =
it satisfies in particular ([Law89] 3.6) Z(z+ω) = Z(z) and Z(ω ) = − (0) 4 ), differentiating and evaluating at 0 we can deduce
this, together with the "Riemann" identity
allows us to find, using the method described in section 3.3,
6. Statement and proof of the main result
Statement
Let A be an abelian variety of dimension g, which for simplicity (replacing if necessary our variety with another one isogenous to one of its factors) we assume to be principally polarized and simple, associated through the relation A(C)
to an element τ of the Siegel upper half-plane H g formed by all square complex matrices of size g whose imaginary part is positive definite; we also assume, as we can without loss of generality, that τ is in the fundamental defined in [Igu72] (V.4). We define as in section 3 an embedding Θ = (σ 0 , . . . , σ N ) (depending on τ ), with kernel Λ = Z g + Z g τ , of C g /Λ into P N (C), and let
. We will consider the algebraic group G, extension of A by G 2g a associated with ω = dZ; it is embedded into the projective space P (2g+1)(N +1)−1 (C) by means ofΘ =Θ ω as described in section 2.
Let
. In the following, . denotes the supremum norm in C n (for arbitrary n) and for x, y ∈ P N (C), we let
Proposition 6.1. There exists positive constants C 0 (depending on g and p) and C 1 (depending on g, p and an upper bound for mτ ) with the following properties :
1. If A is simple and
• the following hypothesis (H) holds :
(here and later the second parameter ofΘ will be omitted when it is 0) with
2. If, furthermore, all the u j belong to the lattice Λ, then φ can be improved to
Assertion (1) of Theorem 1.2 follows immediately from assertion (1) above, together with Proposition 3.6. As for assertion (2) of Theorem 1.2, it will follow from the Lemma 6.1.
Assertions (1) and (2) above remain valid if we
• replace hypothesis (H) with
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• do not assume J, ξ j ∈ P N (Q) to be equal to Θ(0), resp. Θ(u j ) anymore, AND • in the conclusion, replace max 1≤j≤p α j −Θ(u j ) with
Proof. We can assume without loss of generality that J belongs to the algebraic variety spanned by all points Θ(0) ∈ P N (C) as A varies, together with τ and Θ; then, in view of [Igu72] V.4, Corollary of Theorem 4, the implicit function theorem allows us to find τ ∈ H g such that (exceptionally indexing Θ with the modulus τ ) Θ τ (0) = J, with τ "close" to τ in the sense that log τ − τ is at most an absolute constant times log J − Θ(0) . Note that it follows e.g. from [Sas83] that τ must correspond, just like τ , to a simple abelian variety, say A . Now we construct, using the implicit function theorem again, points u j close to the u j in the above sense (so thatΘ τ (u ) is still close to α) such that Θ τ (u j ) = ξ j ; it remains to deduce property (H) for the u j from (H') for the
1/κ and q.u = 0 then log q.u is at most a constant times log max 1≤j≤p ( ξ j − Θ(u j ) ); but this, because S 3 is smaller than (a constant times) φ(D, h 0 , h 1 ), would contradict hypothesis (H').
Remark 6.1. Using the same lemma, one can obtain a result where J and the Θ(u j ) are not assumed to be algebraic, nor are the u j assumed to be in Λ, but then an ad hoc, "technical" assumption must be included in the hypotheses in order to ensure (H') above.
Parameters
We let K 0 = Q(J), K 1 = K 0 (ξ), K = K 1 (α) and, in order to treat both cases simultaneously yet smoothly, we introduce a parameter ρ equal to 2 in case (1), 0 in case (2). Arguing by contradiction, we suppose found
where, depending on the case, 1.
, c 0 being a constant (i.e. "sufficiently large" and depending on g, p and an upper bound for mτ as stated in the Proposition. We can also assume without loss of generality that the first N + 1 coordinates of each α j are nothing but those of ξ j and that the relations
between entries ofΘ(u j ) still hold for their counterparts in α j ; as a consequence (which will be used in section 6.4), the field K 0 (α) is generated over K 1 by the quantities
or equivalently, for any choice of indices
provided these quantities are well-defined i.e. have non-zero denominators.
Letting 0 = h 0 + log D, 1 = h 1 + log D we define the following parameters, depending on which case we are considering :
1.
Note that the modulus τ ∈ H g (Siegel upper half-plane) of our abelian varieties will be scarcely mentioned explicitly throughout the proof; the unspecified dependence of constants in our results on bounds for mτ essentially comes from the basic fact that any continuous function is bounded on the compact subset ( mτ ≤ C) of the fundamental domain for H g .
"Baker-Coates-Anderson-Chudnovsky's trick"
It is known (see [Dav91] , Théorème 3.1) that for any z ∈ C g at least one of the σ i (i = 0 . . . N ) has modulus bounded from below at z by exp(−c 0 z 2 ); from now on for z = t.u = t 1 u 1 + . . . + t p u p (t ∈ Z p ) we will denote by i t an index such that σ it is such a function.
In 
(homogeneous in each of their (p + 2) sets of (N + 1) variables, resp. in X and in each pair (Y j , Z j )) with the following properties. For all Proof. We treat only case (1), the other one being treated in a similar but easier way using Proposition 3.3 and Corollary 3.1 instead of their "non-periodic" equivalents. First Proposition 3.2 allows us to write, for each function σ i (i = 0 . . . g) and each index j = 1 . . . g,
A it (Θ(t.u); Θ(z)) where the parameters Θ(0) and ξ, being both fixed, are omitted; thus A i , B j here have coefficients in K 0 . Then, in order to express the value ofΘ at the point t.u = t 1 u 1 + . . . + t r u r we apply Proposition 3.4, together with the addition formula again, which now tells us that the
The quantities . The latter function, whose coordinates are the functions
can be rewritten according to Proposition 3.1(2) using only the 
Construction of an invertible matrix with algebraic entries
We form the matrix M 0 whose entries are the
from Lemma 6.2, with lines indexed by (3g)-tuples (r, s) (|r| < L 1 , |s| < L 2 ) and columns by (t, n) (|t| < S, |n| < T ). Here and in the following, unless otherwise specified, any mention of a projective point Θ(t.u), resp.Θ(t.u), as an argument to a polynomial actually refers to the quotient Θ σ i t (t.u), resp.Θ σ i t (t.u), with i t as in Lemma 6.2; similarly, in such a situation α j will be understood to mean
where (e 1 , . . . , e p ) is the canonical basis of Z p . We denote by I 0 and J 0 the sets indexing the lines, resp. columns of M 0 . The purpose of this section will be to prove the
This will allow us to extract from M 0 a square non-degenerate sub-
(Y j , Z j being as in Lemma 6.2); we will let J 1 be the subset of J 0 indexing its columns and ∆ = det M, so that by construction ∆ ar = ∆(α) ∈Q * . We now turn to the proof of the above lemma. Assume its conclusion to be false; then a non-trivial linear combination of its lines vanishes :
The algebraic group G being the image ofΘ as above, we define
. . , ∂ ∂z g in the tangent space at the origin of G identified in a natural way with C g × C 2g . Finally, the set E is that of points γ t ∈ G(K) (|t| < S), images throughΘ of t.(u; ) where
; hypothesis (H) in the Proposition ensures that t = t ⇒ t.u = t .u.
It is easily seen, going over the proof of Lemma 6.2 (see also [Phi88] , §3.1.3) that the quantities Q rstn (J, α) are nothing but the coefficients in the f -expansion of the expression from the left-hand side of Lemma 6.2 with each Z (j = 1 . . . 2g) replaced with Z + t. ; it follows that the polynomial P vanishes along V with order at least T at each point of E. This allows us to deduce from Proposition 2.1 the existence of a proper algebraic subgroup G of G such that, with the notation from that Proposition,
However, since the variety A is assumed to be simple, there are only two kinds of such subgroups :
a ⊂ G Then we have, to begin with, d = g. Furthermore, if two points γ t and γ t are congruent modulo G then their projections in A are equal, which implies (t − t ).u ∈ Λ. Now the important point is to notice that G cannot contain more than (dim G ) Zlinearly independent elements of E; this follows easily from the fact that for small enough (which we can assume here), any family of "perturbed" elements Z(t.u) + t. ∈ C 2g (t being such that t.u ∈ Λ) has the same rank over C as the "unperturbed" family of the Z(t.u), which by Lemma 2.1 is just the rank of the Z-module generated by the corresponding t's. From this we deduce
which leads us to a contradiction for values 0 and min(κ, 2), hence also for all others, of the ratio 
Now we can apply to ∆(α), which is in fact the value at (J, α) of a polynomial∆ ∈ Z[X, Y 
that inequality turns out to be incompatible with the conditions
1 L 2 log E satisfied by our parameters. Our proof by contradiction is therefore complete.
Questions and (partial) answers

