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Abstract—By reconfiguring the propagation environment of
electromagnetic waves artificially, reconfigurable intelligent sur-
faces (RISs) have been regarded as a promising and revolutionary
hardware technology to improve the energy and spectrum effi-
ciency of wireless networks. In this paper, we study a RIS aided
multiuser multiple-input single-output (MISO) wireless power
transfer (WPT) system, where the transmitter is equipped with
a constant-envelope analog beamformer. We formulate a novel
problem to maximize the total received power of all the users
by jointly optimizing the beamformer at transmitter and the
phase shifts at the RISs, subject to the individual minimum
received power constraints of users. We further solve the problem
iteratively with a closed-form expression for each step. Numerical
results show the performance gain of deploying RIS and the
effectiveness of the proposed algorithm.
Index Terms—Reconfigurable intelligent surface, constant en-
velope beamforming, wireless power transfer.
I. INTRODUCTION
The proliferation of wireless devices has brought a lot
of convenience to our lives, but their limited battery life
requires frequent battery replacement/recharging, which is
usually costly, sometimes even is infeasible in many critical
applications. By powering wireless devices with radio fre-
quency (RF) energy over the air using a dedicated power trans-
mitter, wireless power transfer (WPT) technology provides an
attractive solution [1], [2].
The low efficiency of wireless power transfer for users
over long distances has been regarded as the performance
bottleneck in practical systems [2]. To alleviate this problem,
array-based energy beamforming techniques are widely used to
obtain a beamforming gain by concentrating the energy of the
emitted electromagnetic waves in a narrow spatial angle [3]–
[6]. However, conventional digital beamforming requires that
each antenna has its own radio frequency chain, which is costly
especially when the antenna number becomes very large [7].
One way to reduce this cost is to apply analog beamforming,
in which multiple transmit antennas share a common radio
frequency chain with an radio frequency frontend to control
the signal amplitude and phase at each antenna [8], [9]. In this
paper, we consider constant-envelope analog beamforming,
which reduces the frontend to a set of phase shifters (one for
each transmit antenna), thereby further reducing the hardware
cost [7], [9], [10].
Another promising way to increase the efficiency of wireless
power transfer is to place reconfigurable intelligent surfaces
(RISs) in the wireless propagation environment so as to
recofigure the propagation environment of electromagnetic
waves artificially. RISs is a kind of programmable and re-
configurable passive meta-surfaces which are able to change
the signal transmission direction [11]. Typically, a RIS is
a planar array composed of low-cost passive elements, e.g.,
printed dipoles, where each of the elements can independently
reflect impinging electromagnetic waves with a controllable
phase shift, thus collaboratively changing the reflcted signal
propagation [12], [13]. In this way, IRSs are able to create fa-
vorable wireless propagation environments through intelligent
placement and passive beamforming [13], so as to increase the
efficiency of wireless power transfer.
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Fig. 1: RIS aided wireless power transfer in a multiuser MISO system
with a constant-envelope analog beamformer at the multi-antenna
transmitter.
In this paper, we study a multiuser multiple-input single-
output (MISO) wireless power transfer system which is aided
by several RISs. As shown in Fig. 1, the system consists of L
RISs, K single-antenna receivers and a transmitter equipped
with M antennas. Following the idea of analog beamforming,
all the antennas at the transmitter share a common RF chain.
A typical application of the considered system is to charge
the mobile devices in the office area. In this scenario, the
mobile devices cannot stay in the charging area for long
periods of time, so the charging service of each device must
be completed in a relatively short time. Further, different
devices may have different requirements on charging speed
due to the difference of remaining power or other reasons.
This inspires us to propose an optimization problem that
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takes into account both energy efficiency and user fairness,
i.e., to maximize the total received power of all the users
subject to the individual minimum received power constraints
of users and the constant-envelope constraints, where the
constant-envelope constraints include two parts: 1) the signals
radiated by all the transmitting antennas are required to have
the same constant amplitude; 2) each element of the RIS
generates a fixed energy gain on the signal it reflects. To
solve this problem, we propose a low-complexity iterative
algorithm with a closed-form expression for each step, based
on the successive convex approximation (SCA) method and the
alternating direction method of multipliers (ADMM) method.
Numerical results show the performance gain of deploying RIS
and the effectiveness of the proposed algorithm.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model
Consider a multiuser MISO wireless power transfer system
assisted by a number of reconfigurable intelligent surfaces,
where a base station (BS) with M antennas transfers power to
K single-antenna users simultaneously. The system consists of
L RISs, where the l-th RIS, denoted by RISl, has Nl elements,
∀l. Assume that the power of the signals reflected by the RIS
two or more times is negligible and thus ignored due to the
significant path loss. In addition, all the channels in this paper
are assumed to be quasi-static flat-fading channels.
The baseband equivalent channels of the BS-user link, the
RISl-user link and the BS-RISl link are denoted by Hd ∈
CK×M , Hr,l ∈ CK×Nl and Sl ∈ CNl×M , respectively,
where Ca×b denotes the space of a × b complex-valued
matrices. Let N =
∑L
l=1Nl be the total number of reflecting
elements. The baseband equivalent channels of the RIS-user
link and the BS-RIS link are denoted by Hr ∈ CK×N and
S ∈ CN×M , respectively, where Hr = [Hr,1, . . . ,Hr,L],
S = [ST1 , . . . ,S
T
L]
T and DT denotes the transpose of matrix
D. We further assume that the channel matrices Hr, Hd and
S are perfectly known.
The gain vector of the l-th RIS is denoted by φl =
[βl,1e
jθl,1 , . . . , βl,Nle
jθl,Nl ]T , where j denotes the imaginary
unit, βl,n ∈ [0, 1] and θl,n ∈ [−pi, pi) are the amplitude
and phase of the reflection coefficient of the n-th element
on the RIS, respectively. We assume that the amplitudes of
the reflection coefficients are known and unchangeable. Let
φ = [φT1 , . . . ,φ
T
L]
T = [β1e
jθ1 , . . . , βne
jθn , . . . , βNe
jθN ]T be
the gain vector of all the RISs. Then, the multiuser MISO
channel matrix H ∈ CK×M can be represented as
H = HrΦS +Hd, (1)
where Φ = diag(φ) and diag(d) denotes a diagonal matrix
with each diagonal element being the corresponding element
in d. For the beauty of the subsequent formulas in the paper,
let phase-shift vector v = [ejθ1 , . . . , ejθN ]H , where dH denote
the conjugate transpose of vector d. Note that Φ = ΨΛ,
where Ψ = diag (v?), Λ = diag ([β1, . . . , βN ]) and d? is
the conjugate of d. Then, (1) can be rewritten as
H = HrΨG+Hd, (2)
where G = ΛS is the modified baseband equivalent channel
matrix of the BS-RIS link.
We assume that all the M antennas of the BS share a
common RF chain to reduce the implementation cost. The
RF signal is generated as
z(t) =
√
P
M
ej2pifct, (3)
where fc is the carrier frequency and P is the total trans-
mission power at the BS. Then, z(t) goes through the phase
shifter at antenna m, yielding
sm(t) = z(t)e
jαm = xme
j2pifct,m = 1, . . . ,M, (4)
where xm =
√
P/Mejαm and αm ∈ [−pi, pi) is the phase-
shift at the m-th antenna. At time t, the received signal vector
of all the K users is given by
y(t) = Hs(t), (5)
where s(t) = [s1(t), s2(t), . . . , sM (t)]T ∈ CM×1
with the element sm(t) given by (4) and y(t) =
[y1(t), y2(t), . . . , yK(t)]
T ∈ CK×1 with yk(t) being the re-
ceived signal of user k. In (5), we assume that the additive
noise at the receiver is sufficiently weak compared with the
received signal and thus can be ignored for energy harvesting
[9].
Each user aims to harvest energy from the radio frequency
signal yk(t) it received. According to the law of energy
conservation, the power of the received radio frequency band
signal is proportional to the received baseband power [9]. Thus
the received power of user k is given by
Qk =
η
T
∫ T
0
|yk(t)|2 dt = η
∣∣∣hHk x∣∣∣2 , (6)
where η ∈ [0, 1] is the energy conversion efficiency at the user
receivers, T = 1/fc is the period of the carrier signal, hHk is
the k-th row of the channel matrixH , and x = [x1, . . . , xM ]T .
In practice, η is determined by both the transmit signal and
the receiver structure. For simplicity, we assume η = 1 in the
sequel.
B. Problem Formulation
We consider the optimization problem of maximizing the
total received power subject to the minimum received power
constraints, formulated as
(P1): max
Ψ,x
K∑
k=1
(
Qk =
∣∣∣hHr,kΨGx+ hHd,kx∣∣∣2) (7)
s.t. [Ψ]n,n = ejθn , θn ∈ [−pi, pi), n = 1, . . . , N, (8)
[x]m =
√
P
M
ejαm , αm ∈ [−pi, pi),m = 1, . . . ,M,
(9)∣∣∣hHr,kΨGx+ hHd,kx∣∣∣2 ≥ pk, k = 1, . . . ,K,
(10)
where [d]n denotes the n-th element in vector d, [D]n,n
denotes the element of matrix D in row n, column n, pk
refers to the minimum received power allowed for user k,
hHr,k and h
H
d,k represent the k-th rows of matrix Hr and Hd,
respectively.
Due to the constant-envelope constraints and the non-
concave objective funtion with respect to Ψ and x, (P1) is
non-convex and thus is in general difficult to solve exactly.
however, if we fixΨ (or x), (P1) is a non-convex quadratically
constrained quadratic program (QCQP) with respect to x
(or Ψ). This observation inspires us to leverage alternating
optimization technique, which is an iterative procedure for
maximizing the objective function by alternating maximiza-
tions over the individual subsets of the variables.
III. SUM POWER MAXIMIZATION WITH MINIMUM
RECEIVED POWER CONSTRAINTS
In this section, we propose a suboptimal solution based
on alternating optimization to solve (P1), namely, SPMC-
SCA-ADMM algorithm, by leveraging the SCA and ADMM
techniques.
A. Optimization of x for a fixed Ψ
With Ψ fixed, (P1) can be written as follows:
(P2): max
x
‖Hx‖2 (11)
s.t.
∣∣∣hHk x∣∣∣2 ≥ pk, k = 1, . . . ,K, (12)
|[x]m| =
√
P
M
,m = 1, . . . ,M, (13)
where ‖d‖ represents the Frobenius norm of vector d.
To tackle this problem, we first use the SCA framework
to transform the problem form, and then use the ADMM
algorithm to solve it. To apply the SCA method, we need to
find a suitable lower bound of ‖Hx‖2. To do so, we expand
‖Hx‖2 at a feasible point xˆ to obtain a linear lower bound
as follow
‖Hx‖2 ≥ 2Re
{
xˆHHHHx
}
− xˆHHHHxˆ, (14)
where the equality holds at point x = xˆ. Next, we use the
ADMM algorithm to maximize this lower bound under the
constraints of (12) and (13). The corresponding optimization
problem is as follows
(P3): max
x
Re
{
xˆHHHHx
}
(15)
s.t. (12), (13). (16)
The above problem can be written in the following form
(P4): min
x,{ek}Kk=1
Re
{
−xˆHHHHx
}
(17)
s.t.
∣∣∣hHk ek∣∣∣2 ≥ pk, k = 1, . . . ,K, (18)
|[x]m| =
√
P
M
,m = 1, . . . ,M, (19)
ek = x, k = 1, . . . ,K. (20)
Define the feasible region of constraint (18) as G, whose
indicator function is given by
IG
({ek}Kk=1) = { 0, if {ek}Kk=1 ∈ G,+∞, otherwise . (21)
Similarly, define the feasible region of constraint (19) as H,
and its indicator function as
IH(x) =
{
0, if x ∈ H,
+∞, otherwise . (22)
Then, we obtain the equivalent ADMM form of (P4) as
(P5): min
x,{ek}Kk=1
Re
{
−xˆHHHHx
}
+ IG
({ek}Kk=1)+ IH(x)
(23)
s.t. (20). (24)
The augmented Lagrangian of (P5) can be formulated as
Lρ
(
x, {ek}Kk=1 , {uk}Kk=1
)
= Re
{
−xˆHHHHx
}
+
IG
({ek}Kk=1)+ IH(x) + ρ K∑
k=1
‖ek − x+ uk‖2 ,
(25)
where ρ>0 is the penalty parameter, {uk}Kk=1 are the scaled
dual variables. Applying the ADMM method, we update the
global variable x, the local variables {ek}Kk=1 and the scaled
dual variables {uk}Kk=1 alternatively.
In the i-th iteration, given x(i), {e(i)k }Kk=1 and {u(i)k }Kk=1,
we update each of the above variables as follows.
a) Update x: The subproblem for updating the global
variables x is expressed as
x(i+1) = arg min
x
Lρ
(
x,
{
e
(i)
k
}K
k=1
,
{
u
(i)
k
}K
k=1
)
,
= arg min
x
IH(x) +KρxHx−
Re
{(
xˆHHHH + 2ρ
K∑
k=1
(
u
(i)
k + e
(i)
k
)H)
x
}
.
(26)
Since xHx is a constant under the constraint (19), it is easy
to see that the optimum is given by
x(i+1) =
√
P
M
exp
(
jarg
(
HHHxˆ+ 2ρ
K∑
k=1
(
u
(i)
k + e
(i)
k
)))
,
(27)
where arg(d) is a vector with each element is the argument of
the corresponding element in complex vector d and exp (d) =
[e[d]1 , . . . , e[d]N ]T .
b) Update {ek}Kk=1: The subproblem for updating the
local variables {ek}Kk=1 is expressed as{
e
(i+1)
k
}K
k=1
= arg min
{ek}Kk=1
Lρ
(
x(i+1), {ek}Kk=1 ,
{
u
(i)
k
}K
k=1
)
,
(28)
which can be rewritten as
(P6): min
{ek}Kk=1
K∑
k=1
∥∥∥ek − x(i+1) + u(i)k ∥∥∥2 (29)
s.t.
∣∣∣hHk ek∣∣∣2 ≥ pk, k = 1, . . . ,K. (30)
Since in the above problem, the optimizations of the elements
in set {ek}Kk=1 are decoupled and these optimization problems
have the same form, we only need to study one of them as
follows
(P7): min
ek
∥∥∥ek − x(i+1) + u(i)k ∥∥∥2 (31)
s.t.
∣∣∣hHk ek∣∣∣2 ≥ pk. (32)
For this particular objective function, which is the Euclidean
distance from ek to x(i+1)−u(i)k , the optimum must be on the
edge of the feasible region if it is not x(i+1) − u(i)k . Thus, to
tackle (P7), we first check whether x(i+1)−u(i)k is feasible. If
yes, let e(i+1)k = x
(i+1)−u(i)k . Otherwise, solve the following
optimization problem instead:
(P8): min
ek
∥∥∥ek − x(i+1) + u(i)k ∥∥∥2 (33)
s.t.
∣∣∣hHk ek∣∣∣ = √pk. (34)
The constraint (34) can be written as a linear constraint with
an unknown phase ν:
hHk ek =
√
pke
jν . (35)
Suppose we know ν. (P8) becomes a projection onto an affine
subspace [14], whose solution is given by
ek = x
(i+1) − u(i)k +
√
pke
jν − hHk
(
x(i+1) − u(i)k
)
‖hk‖2
hk.
(36)
Plugging this intermediate solution to the objective function
of (P8), we see that the minimum is attained if we set ν =
arg
(
hHk
(
x(i+1) − u(i)k
))
. Plugging this to (36), we obtain
e
(i+1)
k =x
(i+1) − u(i)k +
√
pk −
∣∣∣hHk (x(i+1) − u(i)k )∣∣∣
‖hk‖2
∣∣∣hHk (x(i+1) − u(i)k )∣∣∣ hkhHk
(
x(i+1) − u(i)k
)
.
(37)
To summarize, for k = 1, . . . ,K,e(i+1)k = x(i+1) − u(i)k ; if
∣∣∣hHk (x(i+1) − u(i)k )∣∣∣2 ≥ pk,
(37); otherwise.
(38)
c) Update {uk}Kk=1: According to the ADMM method,
the update formulas for scaled dual variables {uk}Kk=1 are
shown bellow:
u
(i+1)
k = u
(i)
k + e
(i+1)
k − x(i+1), k = 1, . . . ,K. (39)
Iterating using (27), (38) and (39), we finally obtain a
suboptimal solution of (P3).
B. Optimization of Ψ for a fixed x
With x fixed, we can rewrite (P1) as
(P9): max
v
K∑
k=1
∣∣vHck + ak∣∣2 (40)
s.t. |[v]n| = 1, n = 1, . . . , N, (41)∣∣vHck + ak∣∣2 ≥ pk, k = 1, . . . ,K, (42)
where ck = diag(h?r,k)Gx and ak = h
H
d,kx. By introducing
an auxiliary variable t, (P9) can be equivalently written as
(P10): max
b
bHLb (43)
s.t.
∣∣∣lHk b∣∣∣2 ≥ pk, k = 1, . . . ,K, (44)
|[b]n| = 1, n = 1, . . . , N + 1, (45)
where
lk =
[
ck
ak
]
, L =
K∑
k=1
lkl
H
k and b =
[
tv
t
]
. (46)
Again, we expand bHLb at feasible point bˆ to obtain a
linear lower bound of it as follow
bHLb ≥ 2Re
{
bˆ
H
Lb
}
− bˆHLbˆ, (47)
where the equality holds at point b = bˆ. Next, we use the
ADMM algorithm to maximize this lower bound under the
constraints of (44) and (45). The corresponding optimization
problem is as follows
(P11): max
b
Re
{
bˆ
H
Lb
}
(48)
s.t. (44), (45). (49)
Since (P11) has the same form as (P3), it can be solved
by using the method proposed in the previous part. In the
following, we first explain the meaning of the symbols, and
then directly give the corresponding update formulas.
Let ρ¯>0 denote the penalty parameter, b denote the corre-
sponding global variables, {e¯k}Kk=1 denote the corresponding
local variables, and {u¯k}Kk=1 denote the corresponding scaled
dual variables. We omit the derivation steps and directly give
their update formulas as follows.
a) Update b:
b(i+1) = exp
(
jarg
(
Lbˆ+ 2ρ¯
K∑
k=1
(
u¯
(i)
k + e¯
(i)
k
)))
. (50)
b) Update {e¯k}Kk=1: For k = 1, . . . ,K, let
Γk
(
b(i+1), u¯
(i)
k
)
= b(i+1) − u¯(i)k +
√
pk −
∣∣∣lHk (b(i+1) − u¯(i)k )∣∣∣
‖lk‖2
∣∣∣lHk (b(i+1) − u¯(i)k )∣∣∣ lklHk
(
b(i+1) − u¯(i)k
)
,
(51)
we have
e¯
(i+1)
k =
b
(i+1) − u¯(i)k ; if
∣∣∣lHk (b(i+1) − u¯(i)k )∣∣∣2 ≥ pk,
Γk
(
b(i+1), u¯
(i)
k
)
; otherwise.
(52)
c) Update {u¯k}Kk=1: For k = 1, . . . ,K,
u¯
(i+1)
k = u¯
(i)
k + e¯
(i+1)
k − b(i+1). (53)
The above formulas iterate and finally yield a suboptimal so-
lution of (P11), denoted by b˜. Then, since b˜ = [(tv)T , t]T , the
corresponding v˜ =
[
b˜
]
(1:N)
/[
b˜
]
N+1
and Ψ˜ = diag
(
(v˜)
?),
where [d](m:n) denotes the vector that contains from the m-th
element to the n-th element of vector d.
C. Overall Algorithm
We summarize the proposed SPMC-SCA-ADMM algorithm
in Algorithm 3. The convergence of the proposed SPMC-
SCA-ADMM algorithm can be readily shown since the ob-
jective value of (P1) is monotonically non-decreasing in the
iterative process.
IV. NUMERICAL RESULTS
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Fig. 2: Simulation setup.
Our simulation scenario is shown in Fig. 2, consists of
one BS, two RISs and eight users. The baseband equivalent
channels of both the BS-RIS1 link and the BS-RIS2 link
are modeled as Rician fading channels whose Rician factor
is βg . Define user set U1 = {u1, u2, u3, u4} and user set
U2 = {u5, u6, u7, u8}. Then, the baseband equivalent channels
of the the links from RISi to users in Ui (i=1, 2) are also
modeled as Rician fading channels, whose Rician factor is
βhr. In the simulation, we set βg = 2 and βhr = 2. As
for the baseband equivalent channels of the BS-users link
and the links from RISi to users in Uj with i, j ∈ {1, 2},
i 6= j, they are modeled as Rayleigh fading channels since
we consider that there are obstacles on these links. We set
1There is a detailed description of the initialization method in [14].
Algorithm 1 SPMC-SCA-ADMM Algorithm
Input: Hd,Hr,G, P .
Output: solution {xop, Ψop}.
1: Initialize xˆ(0) and vˆ(0) to feasible values, initialize Ψˆ
(0)
=
diag
(
vˆ(0)?
)
, iteration number i = 0, ρ > 0, ρ¯ > 0 and
threshold  > 0.
2: repeat
3: Initialize H = HrΨˆ
(i)
G + Hd and iteration num-
ber t1 = 0, initialize x(0), {e(0)k }Kk=1 and {u(0)k }Kk=1 to
feasible values.1
4: repeat
5: Update x(t1+1) with formula (27).
6: Update {e(t1+1)k }Kk=1 with formula (38).
7: Update {u(t1+1)k }Kk=1 with formula (39).
8: Update t1 = t1 + 1.
9: until Convergence or the maximum number of itera-
tions is reached.
10: xˆ(i+1) = x(t1).
11: Initialize ck = diag(h?r,k)Gxˆ
(i+1), ak = hHd,kxˆ
(i+1),
lk =
[
cTk , ak
]T
, L =
∑K
k=1 lkl
H
k and iteration number
t2 = 0, initialize b(0), {e¯(0)k }Kk=1 and {u¯(0)k }Kk=1 to feasi-
ble values.1
12: repeat
13: Update b(t2+1) with formula (50).
14: Update {e¯(t2+1)k }Kk=1 with formula (52).
15: Update {u¯(t2+1)k }Kk=1 with formula (53).
16: Update t2 = t2 + 1.
17: until Convergence or the maximum number of itera-
tions is reached.
18: vˆ(i+1) =
[
b(t2)
]
(1:N)
/[
b(t2)
]
N+1
and Ψˆ
(i+1)
=
diag
(
vˆ(i+1)?
)
.
19: Update i = i+ 1.
20: until the fractional increase of the objective value is below
the threshold  or the maximum number of iterations is
reached.
the passloss factor n = 3 for all the baseband equivalent
channels. Assume the geometric size of the two RISs is much
larger than the wavelength, so that RISs can be modeled as
specular reflectors [15]. Further, we consider uniform linear
arrays (ULAs) at the BS and the two RISs. Specifically, RIS1
is positioned in parallel to the BS antenna array, and we set
δ0 = pi/4, δ1 = pi/4, δ2 = pi/3. Other system parameters are
given as: carrier frequency fc = 755MHz, P = 10W, K = 8,
d1 = 8m, d2 = 7m, d3 = 4m and d4 = 5m.
Fig. 3 shows the total received power versus the number
of BS antennes M for different states of RIS. To make sure
that (P1) is solvable, we set all the elements in {pk}Kk=1 to
be equal to 0. Naturally, in the figure, as M increases, the
total received power increases. Further, the figure shows the
total received power under different RIS states. In the absence
of RIS, the total received power is the smallest, while in the
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Fig. 3: Total received power versus the number of BS antennes, M.
presence of RIS, the larger N is, the greater the total received
power will be. It is worth noting that as long as the RISs are
placed in the environment, the total received power will still
increase even if the RISs are not optimized. This is true since
placing RIS in the environment introduces new energy transfer
paths.
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Fig. 4: Simulation results with different γ.
Fig. 4 (a) and (b) show our simulation results with different
γ. Note that we set all of the elements in {pk}Kk=1 to be equal
to γQMM in this simulation, where γ ∈ [0, 1] is a scaling
factor and QMM = maxΨ,x min1,...,K Qk. It is seen that with
this setup, (P1) is solvable. In the simulation, we obtain the
value of QMM under different channel states by trial and error.
As seen from this two figures, with the increase of N , both
the total received power and the minimum received power
of all the K users improve. And with the increase of γ, the
total received power decreases while the minimum received
power increases. This makes sense since a larger γ means
tighter constraints. For further explanation, a larger γ means a
stronger QoS requirement, corresponding to a higher minimum
received power in Fig. 4 (a), while a stronger QoS requirement
leads to a reduction of energy efficiency, corresponding to a
smaller total received power in Fig. 4 (b).
V. CONCLUSION
In this paper, we propose a novelscheme to improve the
energy efficiency of the RIS-aided wireless power transfer
system. To balance energy efficiency and user fairness, we
formulate a problem to maximize the total received power
of all the users by jointly optimizing the beamformer at
transmitter and the phase shifts at the RISs, subject to the min-
imum received power constraints. We design a low-complexity
algorithm for this problem by applyingalternating optimization
techniques, SCA method and ADMM method. Numerical
results demonstrate the effectiveness of the proposed algorithm
and show the trade-off between energy efficiency and user
fairness.
REFERENCES
[1] S. Bi, C. K. Ho, and R. Zhang, “Wireless powered communication: Op-
portunities and challenges,” IEEE Communications Magazine, vol. 53,
no. 4, pp. 117–125, 2015.
[2] Y. Zeng, B. Clerckx, and R. Zhang, “Communications and signals design
for wireless power transmission,” IEEE Transactions on Communica-
tions, vol. 65, no. 5, pp. 2264–2290, 2017.
[3] L. Liu, J. Xu, and R. Zhang, “Transmit beamforming for simultaneous
wireless information and power transfer,” in Academic Press Library in
Signal Processing, Volume 7, pp. 479–506, Elsevier, 2018.
[4] G. Yang, C. K. Ho, R. Zhang, and Y. L. Guan, “Throughput optimization
for massive mimo systems powered by wireless energy transfer,” IEEE
Journal on Selected Areas in Communications, vol. 33, no. 8, pp. 1640–
1650, 2015.
[5] W. Wang, R. Wang, H. Mehrpouyan, N. Zhao, and G. Zhang, “Beam-
forming for simultaneous wireless information and power transfer in
two-way relay channels,” IEEE Access, vol. 5, pp. 9235–9250, 2017.
[6] J. Xu, L. Liu, and R. Zhang, “Multiuser miso beamforming for simulta-
neous wireless information and power transfer,” IEEE Transactions on
Signal Processing, vol. 62, no. 18, pp. 4798–4810, 2014.
[7] S. Zhang, R. Zhang, and T. J. Lim, “Massive mimo with per-antenna
power constraint,” in 2014 IEEE Global Conference on Signal and
Information Processing (GlobalSIP), pp. 642–646, IEEE, 2014.
[8] S. Hur, T. Kim, D. J. Love, J. V. Krogmeier, T. A. Thomas, and
A. Ghosh, “Millimeter wave beamforming for wireless backhaul and
access in small cell networks,” IEEE transactions on communications,
vol. 61, no. 10, pp. 4391–4403, 2013.
[9] J. Zhang, T. Wei, X. Yuan, and R. Zhang, “Multi-antenna constant
envelope wireless power transfer,” IEEE Transactions on Green Com-
munications and Networking, vol. 1, no. 4, pp. 458–467, 2017.
[10] S. K. Mohammed and E. G. Larsson, “Per-antenna constant envelope
precoding for large multi-user mimo systems,” IEEE Transactions on
Communications, vol. 61, no. 3, pp. 1059–1071, 2013.
[11] X. Yu, D. Xu, and R. Schober, “Miso wireless communication systems
via intelligent reflecting surfaces,” in 2019 IEEE/CIC International
Conference on Communications in China (ICCC), pp. 735–740, IEEE,
2019.
[12] Q. Wu and R. Zhang, “Intelligent reflecting surface enhanced wireless
network via joint active and passive beamforming,” IEEE Transactions
on Wireless Communications, vol. 18, no. 11, pp. 5394–5409, 2019.
[13] X. Yuan, Y.-J. Zhang, Y. Shi, W. Yan, and H. Liu, “Reconfigurable-
intelligent-surface empowered 6g wireless communications: Challenges
and opportunities,” arXiv preprint arXiv:2001.00364, 2020.
[14] K. Huang and N. D. Sidiropoulos, “Consensus-admm for general
quadratically constrained quadratic programming,” IEEE Transactions
on Signal Processing, vol. 64, no. 20, pp. 5297–5310, 2016.
[15] E. Basar, M. Di Renzo, J. De Rosny, M. Debbah, M.-S. Alouini, and
R. Zhang, “Wireless communications through reconfigurable intelligent
surfaces,” IEEE Access, vol. 7, pp. 116753–116773, 2019.
