The purpose of this paper is to explain how to compute the function Í2
2. 5-Splines. A fi-spline of degree k -1, k > 1, is a spline function, of the same degree, with k + 1 knots. It has the important property that it is identically zero outside the range defined by its knots. Consequently, 5-splines give rise to matrices of band structure which are computationally advantageous.
For the definition of 5-splines we use the function {(y-x)k-x, x<y, (2.1) gkix;y) = iy-x)k+-x =\ (0, x>y, and denote a sequence of k + 1 knots by (2.2) xi <xi+1 < -<xi+k-i <xi+k-
The 5-spline of degree k-1, or order k, is denoted by Mk t{x) and is defined in the following way. We regard gk(x;y) as a function of y; and, in particular, we consider this function when_y takes the values x¡, . . . , xi+k. We form the kth divided difference, with respect to_y, over these values, and using Steffenson's (1927) notation, denote it by gk(x;x¡, . . . , xi+k). Then, for k > 1, Mk t(x) is the function (2-3) Mkp) = gkix; x,.xi+k).
The 5-spline Mk ¡(x) is nonzero only over the interval x¡ < x < xi+ k for the following reasons. By definition Mk t(x) = 0 when x > x{+k. Moreover, when x < x¡, Mk à[x) is the kth divided difference of a polynomial of degree k -1 and, therefore, vanishes identically.
For computational purposes it is sometimes useful to use the 5-splines (2.4) Nki(x) = (xi+k -x¿Mkl{x), which are called 'Normalized 5-splines' (see de Boor (1972) and Cox (1975) for instance). Greville (see the supplement in Schoenberg (1967) ) has proved that these Bsplines have the property that (2.5) ¿yk>l{x) = 1.
3. To Compute the Optimal Interpolation Formula. In this section we describe how to compute the optimal interpolating function Í2 which is the solution to the problem defined in Section 1. We begin by reviewing the properties of Í2 which were proved by Gaffney and Powell (1975) and Gaffney (1976b) .
The function £2 which interpolates values fx, ...,/" of a function /at n distinct pointsxx <x2 < ■ ■ ■ <xn_x <xn, and which provides the smallest possible value of Bix) in the error bound
where ||/^IL is bounded, but the value of the bound is unknown, is a spline function, £2, of degree k -1. It has exactly n -k knots (3-2) r7*<r?*<---<r,í_fc_1<rí*_k, which satisfy the inequalities (3.3) *, < t??< xi+k, i= 1,...,«-k, and are defined by the conditions
where t,J = JCj and r¡*_k+x = xn. We note that the definition (3.4) implies that the knots {rif\ do not depend on the function/.
In order to compute £2 we first calculate the n -k knots ivf], 1=1,..., n-k.
This calculation is a special case of that considered by Gaffney (1977a) . However, in this case, because the knots {r)f} depend only on the data points {x¡}, there are some simplifications and it is easier to illustrate the type of results that can be expected. Therefore, we include in this section a description of our method for computing the knots T?f,. . . , T,*_fc. It is given in subsection 3.1. When the knots have been calculated the remaining parameters of £2 are linear and we explain how to compute them in subsection 3.2.
3.1. To Compute the Knots of £2. Since conditions (3.4) yield n-k equations for the knots {r¡f}, i = 1, . . . , n -k, we solve the system of equations (3.5) "¿V l)'f'+ lMkl{x)dx = 0, i = I,..., n-k,
where t?0 = xx and T?"_fe+1 = xn. Gaffney (1976b) has proved that there exists a unique solution to the equations (3.5).
The integral in the middle of Eq. (3.5) may be calculated by using the formula of Gaffney (1976a) together with Cox's (1972) are satisfied. In practice we choose e to be the relative machine accuracy, and we let ej be the value 100(« -k)2e2.
In order to solve Eqs. (3.9) the successive matrices /(t/^), r = 0, 1.must be nonsingular. Therefore, (see Gaffney (1976b) ) the components of t/*\ t = 0, 1, ..., must be distinct and they must satisfy the inequalities (3.13) x¡ <r¡¡t)<xi+k, i=l,...,n-k;t>0.
To ensure that J(t)^) is nonsingular we choose the components of the initial approximation to be the quantities i (+* (3.14) t?,<0> = -¡^ g*;., i = 1,...,«-k, which are the arithmetic means of the knots of the fi-splines Mk ,(x), /" = 1, . . . , nk. In this case when the data points {xf}, / = 1,. . . , n, are evenly spaced, and k = 2, it can easily be verified that the optimal knots {r¡f}, i = 1, . . . , n -2, have the values given by (3.14). Furthermore, when k > 3, we have found that the Newton iterates {r¡^}, t > 1, are in ascending order (3.15) r,« < T#> < < r,('Vi < Ä-'> Ü they satisfy conditions (3.13) for all t > 1; and they converge rapidly to the solution rff, i = 1, . . . , n -k. However, when the data points are not evenly spaced the above method sometimes provides an approximation which does not satisfy conditions in a finite number of steps. A Fortran subroutine has been written for this computation and it is described, in a companion paper, by Gaffney (1977b) .
To solve Eqs. (3.9) we note, from Eq. (3.8) and the definition of the 5-spline Mk Jx), that the Jacobian matrix Jirf^) has a band structure. Therefore, our method of solution takes advantage of this fact. Specifically we use Gaussian elimination, without interchanges, to solve (3.9). It is unnecessary to perform any interchanges in the elimination process because of the properties of 5-splines (see de Boor and Pinkus (1977) ). Thus, we take advantage of the sparsity in /(tjO) by treating it as a band matrix.
To illustrate the type of results which can be expected, we present three examples.
Example 1. For the first example we use the equally spaced data points x¡ = /', i = 1, . . . , 6, and let k = 4. In this case the equations (3.5), for the knots r\* and t?| are (3.19) fii ni f6.o Fxin) = J M. Ax) dx-) M4 x(x) dx + J M4 x(x) dx = 0, and
We used Newton's method to solve Eq. (3.19), and terminated the iteration when the corresponding sum of squares of residuals (3.11) became less than or equal to 4.10-12. Newton's method gives sufficient accuracy after two iterations. The successive iterates are presented in the first two columns of 
breaks down. The reason for this is that the correction 8^°\ which is the solution of Eqs. (3.9) with t = 0, is such that the approximation t/0^ + ó**0* does not satisfy the inequalities (3.22) xi<r)i0)+^0)<xi+k for all / = 1, ...,«-k. Thus, we use the continuation method (3.16)-(3.18) for solving (3.7). Specifically, we chose A, = Vi and solved the equations (3.16), namely (3.23) Ttf1 >, V7) = Ft/1 > -%Ft/°> = 0, using Newton's method with the initial approximation (3.21). After four iterations the corresponding inequality (3.12), with e = 1.0 x 10-6, was satisfied; and we terminated the iteration. We now used this solution as the starting approximation in the iteration (3.9)-(3.10). After a further three iterations we obtained the solution shown in Table 3 .2. Example 3. This example illustrates the form of the solution, when the data points are evenly spaced and n is very much larger than k. We chose n = 100, k = 4 and x{ = i, i = 1, . . . , 100. Then, with the initial approximation The remaining components are given, to 4 decimal places, in Table 3 .3. The corresponding residuals are less than 2.0 x 10~5 and are not shown. We note that away from the ends of the range the knots are almost at the data points. This behavior is typical when the data points are equally spaced and n is large. In fact, numerical experiment has shown that in this situation the optimal knots, towards the center of the range, have the value In order to compute the linear parameters we write £2 as a linear combination of n normalized 5-splines, (see Cox (1975) , for example). Thus, we introduce an additional 2k knots {p¡}, i = 1, . . . , k, n + 1, . . . , n + k, such that In order to solve Eqs. (3.32) we note that the structure of N is similar to the transpose of the Jacobian matrix /(n). However, in this case, because the additional knots satisfy conditions (3.28) and (3.29), the first and last rows of N always have only one nonzero, namely Nk x(xx) and Nk "(x"), which have the value 1. Because N is a band matrix, we use the same algorithm for solving Eqs. (3.32) as we used for solving Eqs. (3.9).
Finally, we note that because the knots of £2 only depend on the data points xx, . . . , xn the calculation of all the optimal interpolation formulae for several functions that share the same data points xv . . . , xn can be greatly reduced, since each approximation has the same knots, namely the components of n*. Furthermore, if we calculate the linear parameters of one such formula, by for example the above method, and retain the triangular factors of the matrix N, we can compute the linear parameters of the remaining formulae by forward and back substitution.
Example. To illustrate our procedure for computing the linear parameters of £2 we apply the above method to the data of Table 3 .4, for the case when k = 4. The optimal knots for the data points x Table 3 .1, and they have the values is valid. The figure shows that in this case, the optimal interpolation formula provides an estimate of the unknown function /, which differs only slightly from the best estimate (the mean of the two solid curves in Figure 3 .1), that can be obtained using the function values in Table 3 .4 and the additional information given by (3.38). The broken curve is the optimal interpolation formula £2(x) for the data of Table 3 .4. 77ie solid curves define the range of possible values off when the bound \\fiv\L < 100 is valid 4. To Compute the Function B. In this section we describe how to compute the function B which is associated with the optimal interpolating function £2. We first state the properties of B which were proved by Gaffney and Powell (1975) and Gaffney (1976b) .
The function B which provides the smallest possible value of Z?(x), xx < x < xn, in the error bound (1.1) is the modulus of a perfect spline ß, of degree k, which has n-k knots t,^, . . . , r?*_fc and satisfies the conditions i-l)"~k, r,*_k<x<xn.
To compute B we first calculate the knots Tjf, . . . , n*_k as described in Section 3. We then determine the remaining n + 1 linear parameters of ß so that conditions (4.1) and (4.2) are satisfied. In order to do this we note that any spline function, S, of degree k, which has the n -k knots tjJ , . . . , r¡*-k, and which has the properties (4.3) Six)±0, xx<x<xn, and (4.4) SiXi) = 0, i=l,...,n, is a constant nonzero multiple of ß. Therefore, if x* is any fixed value of x in any one of the intervals r¡f < x < r)f+ x, 0 < / < n -k, where 17g = jc , and r]*_k+x = xn, then the derivative Thus, to compute B we first obtain a spline S of degree k, which has the knots V*, ■ ■ ■ , tl*-k' an(l which satisfies the conditions (4.3) and (4.4). Then, we let x* have the value (4.7) x* = íÁir1* + V*+x), where the integer r is for convenience defined by the expression (4.8) n;+1 -t?* = Min (t?*+ j -Tj*), 0<i<n-k and we calculate S^k\x*) by using the formula due to de Boor (1972) . Finally, we compute Bix) from the formula (4.9) Bix)=\[S<k\x*)rxSix)\.
We have applied the above method to compute the function B for the data of Table   3 .4 in Section 3. It is shown in Figure 4 .1.
5. Discussion. In this section we discuss the choice of a suitable value for k; and we consider the interesting case when the data points {x¿}, i = 1,...,«, are equally spaced. Table 3.4 When k = n, the optimal interpolation formula £2(x) is simply the Lagrange interpolating polynomial of degree n -1 which passes through the given function values /,,...,/".
If the approximation is required to be accurate throughout the interval [xx, xn] , then in general a single interpolating polynomial is unsuitable. For example, if the data points are evenly spaced and the value of« is large, then the approximation to / near the ends of the range is often very poor, while towards the center of the range it is usually better. This is especially true if the function / does not behave like a polynomial. In general, we recommend that the value of k should be chosen very much smaller than the number of data points n. In this way the spline £2 is composed of a number of piecewise polynomials and, therefore, nonpolynomial like behavior, exhibited by the data, can be accounted for. When the value of Ác is 1 the optimal knots are the quantities given by (3.6). Therefore, £2(x) is just the piecewise constant function i = 1, . . . ,n -2, f/lf xx<x<v*, (5.1) Ö(x) = ]/,+ !' I?*<*<%*+1'
(/". nS-i <*<*".
which, in general, is not accurate enough to provide a satisfactory approximation to / When k = 2 and the data points are evenly spaced, the optimal knots are given by (3.14) and they have the values (5.2) t?? =*,+ ,, i=l,. . . ,n-2.
Thus, it follows that the optimal interpolation formula £2 ( Usually, piecewise linear functions are not suitable for approximating smooth functions to high accuracy. In practice we have found that, for most functions, the choice it = 3 or 4 is sufficient to provide an approximation £2 which resembles one that might be estimated by an experienced computer user. The optimal interpolating spline £2 has the further nice property that if the data is taken from a polynomial of degree less than k, then £2 reproduces this polynomial exactly.
We now consider the interesting case, which occurs often in practice, of equally spaced data points. At the end of Example 3 in Section 3 we noted that when the data points {x¡}, i = 1, . . . , n, are equally spaced and n is large; the optimal knots {t)*}, towards the center of the range, have the value (5.4) TlfoiXj + kh/2, where h is the distance between the data points. We also noted, in Eq. (5.2), that when k = 2 the knots are at the data points {xi+x}, i = 1, . . . , n -2. In general, when k is even and greater than 2, some of the knots are almost at the data points. In order to test the difference between £2 and a spline S which interpolates the function values f¡, i = I, . . . ,n, and whose n-k knots {17,.} are at the interior data points, i.e. We chose k = 4, 6 and 8 with 22 equally spaced, data points. The optimal knots {r¡f } and the knots {r)¡} are given in ascending order, correct to four decimal places, in Now, because the first derivative of / has a logarithmic singularity at x = 0, we expect the error in the approximation of/near the origin to be relatively large. show that this is the case, but more importantly they show that the approximations £2 and S do not differ much. This fact is important because it is easier to calculate the spline S. Moreover, although we have tested few problems, we believe that if an approximation to a function fix), xx < jc < xn, is required to be accurate in an interval away from the ends of the range then, provided the number of equally spaced data points in [xx, xn] is sufficiently large, there is very little to be gained in preferring the optimal cubic spline approximation £2, to the cubic spline S which interpolates the data and has its knots given by expression (5.5).
In this paper we have explained how to compute the optimal interpolation formula £2(x). We have shown that the n -k knots of £2(jc) can be calculated easily by solving a system of nonlinear equations. Moreover, the n linear parameters of £2(x) are obtained, from the interpolation conditions, by solving a system of linear equations whose coefficient matrix has a band structure. Therefore, the optimal interpolation formula is ideally suited for computer calculation. Our results indicate that£2(x) is a very good solution to the interpolation problem, where we measure goodness by the appearance of the fitted curve. Furthermore, although the interpolation problem requires the kth derivative of fix) to be bounded, the optimal interpolation method has worked entirely satisfactorily for functions which do not satisfy this condition. For instance there may be singularities at the ends of the range.
A Fortran subroutine for computing the optimal interpolation formula has been written by Gaffney (1977b) .
