In this work, a methodology to automatically delineate agricultural parcels is proposed. It combines superpixel and supervised classification in order to determine which adjacent superpixel should be merged, transforming the segmentation issue into a machine learning matter. Results of the methodology applied to two areas of a high-resolution satellite image of fragmented agricultural landscape are shown.
INTRODUCTION
Accurate and updated information about spatial and geographical features and the use of each agricultural parcel is assumed as an invaluable value for diverse agricultural-related agencies and research purposes. In this regard, a primary requirement for any parcel-based study (e.g., landcover/land-use mapping, updating cadastral information, estimate of agricultural subsidies) is to have a correct delineation of the parcels under analysis.
Since, high-resolution remote sensing images provide distributed spatial information at reasonable temporal resolution, they seem to be a good data source to approach the problem, however, a non trivial issue is how to process this huge data volume maintaining the accuracy and time requirements. Even though the manual delineation can be very precise, it suffers from the subjectivity of operator and is highly time consuming. Moreover, the repeatability of the delineation is not insured even when the same operator performs it at two different times.
To address these problems, several automatic and semiautomatic segmentation algorithms have been proposed in the remote sensing literature. However most of them are highly dependent on a correct parameter selection that requires a prior knowledge about the scene or tuning by trial-error. Recently in computer vision field, approaches intending to imitate the delineation made by an expert through supervised classification methods have successively applied to natural image segmentation [1] . Therefore it is assumed that a similar approach could be useful for agricultural parcel delineation.
In this work, a novel methodology to delineate agricultural parcels following a supervised classification approach is presented. The proposed methodology employs superpixels as minimum processing units, whereas a process of agglomeration of superpixels is used to obtain a final segmentation where the parcels (objects of interest) are distinguished. In this regard, a boosting classification algorithm, trained using, as input, part of a segmented scene, takes the determination if two adjacent superpixels should be merged.
The structure of the paper is the following: Data and Methods are described in the next Section, the proposed methodology is explained and illustrated in Section 3. The obtained results are presented and discussed in Section 4. Finally, main conclusions are given in Section 5.
DATA AND METHODS

Study Site and Dataset
The study area corresponds to a Chilean central valley (70º40'7''W, 32º48'11''S) mostly characterized for small agricultural parcels (5 ha on average) with crops of full canopy coverage and orchards. A WorldView-2 (WV-2) satellite image, acquired on December 3 rd 2011, was used in this study. The spectral and spatial properties of the WV-2 image are shown in Table 1 . In order to evaluate the proposed approach, two regions of 522x522 pixels each were clipped from the WV-2 scene ( Figure 1 ). Agricultural parcels in both images have been manually delineated obtaining a reference parcel map. 
Methodology
To delimitate agricultural parcels, the proposed methodology combines superpixel processing and classification methods, which provides the basis to decide when two adjacent regions should be merged.
The methodology starts with an over-segmentation of the image obtained through a superpixel algorithm (see Section 2.2.1). Then, from the superpixel representation, a region adjacency graph ( , ) is generated, where vertex ! ∈ corresponds to the -th superpixel, and the adjacency between superpixels and is represented by the edge !" ∈ . In this section, the superpixel and vertex terms are used interchangeably.
A feature dataset is created taking into account: first the characteristics of each superpixel and then the dissimilarity between them (see Section 2.2.2). Since the aim of this work is to agglomerate superpixels, only adjacent vertexes are considered.
A label set (target labels) is created using the edge information and available ground-truth data. Stockholm, Sweden, June 15-18, 2015
During the learning phase, is used as the target labels by the classification algorithm. A positive label indicates that superpixels should be merged, whereas a negative one means that they belong to different objects. Due to the characteristics of the landscape under analysis, target labels are imbalanced (i.e., there are more positive labels than negative). Therefore, a classifier that considers the distribution of the classes is needed in order to obtain satisfactory results. For this reason, the RUSBoost algorithm, described in Section 2.2.3, is used as classifier.
To demonstrate the ability of the proposed methodology, two experiments have been performed using one image for training and testing, and the other one for validation purposes. The first one is intended to demonstrate the behavior with seen data (data used for training) whereas the second one evaluates the model performance with an image of similar characteristics (unseen data). All processes, used in this methodology, are carried out using in-house developed codes and run on the MATLAB ® platform.
Superpixel processing
Superpixel processing is carried out by a modified version of the Simple Linear Iterative Clustering (SLIC) algorithm, which in turn based on the well-known k-means method to group pixels of RGB images into superpixels. A detailed description of the original SLIC algorithm working in RGB color space is given by [2] .
SLIC has two parameters: , the desired number of superpixels, and , the compactness factor. A larger value of emphasizes the importance of the spatial proximity resulting in more compact superpixels. The version of SLIC used in this work is the same as the used by [3] which extends the method to work with multispectral images.
Creation of dataset
All available spectral bands (i.e., 4 bands, from blue to near-infrared) as well as three spectral indices commonly used in remote sensing image analysis are used for feature extraction. The spectral indices (defined in Equations 2-4) used in this study are: Normalized Difference Vegetation Index (NDVI) [4] , Normalized Difference Water Index (NDWI) [5] and Spectral Shape Index (SSI) [6] .
where , , and represent the red, blue, green and near-infrared bands, respectively.
In addition, a set of texture-based features are computed using local entropy (Equation 5) [7] from the above features, varying the size of the neighborhood ( ) in which entropy is calculated. The local entropy is calculated as follows:
where ! is a random variable indicating intensity, ( ) is the histogram of the intensity levels in , and is the number of posible intensity levels.
Thus, generated superpixels are characterized by the average value of the pixel values that compose the set of features, obtaining a feature vector for each superpixel. Finally, the dataset , used in the classification process, is generated as follows:
where ! represents the feature vector of the -th superpixel. This dataset matches with the label Stockholm, Sweden, June 15-18, 2015 set described in Section 2.2.
Classification process
RUSBoost is a hybrid boosting/sampling method proposed by [8] , which is a state-of-the-art method for learning from imbalanced datasets. RUSBoost improves boosting algorithm by resampling training data in order to balance the class distribution.
Unlike other ensemble methods RUSBoost applies an under-sampling strategy to randomly remove samples from the majority class, before the training of each weak learner algorithm that is part of the ensemble. It combines many weak classifiers ℎ ! into a strong classifier by linear combination. The final classifier is constructed as:
The resulting class , given the input feature vector , is the one that gets the maximum value. The weak learners are added incrementally to . In each iteration , RUSBoost randomly subsample the majority class in training set until a subset ! ! with a desired class distribution is reached. For example, if the desired class ratio is 50:50, then the majority class examples are randomly removed until the numbers of majority and minority class examples are equal.
Hence a weight ! is assigned to the weak learner according to the relation:
where ! represents the pseudo-loss based on the original training set and a weight distribution ! for all examples in and is calculated as:
ℎ ! ( ! , ) represents the conditional probability of the class given the feature vector ! ∈ . Initially, the weight of each example ! ( ) is set to 1/ where is the number of examples in the training set. After each iteration, the weights are updated as follow:
and then !!! is normalized to 1.
RESULTS
From each image, a total of 5450 superpixels were automatically generated through SLIC method, where each superpixel is composed of 50 pixels on average. They represent 2% of observations to analyze respect to the entire number of pixels under analysis per image. Due to visualization issues, only zooming-in regions containing a set of generated superpixels are shown in Figure 2 .
As can be observed superpixels adhere well to the boundaries of spectrally homogeneous regions, in particular, borders of parcels are well delineated.
12,691 (77.44% positives and 22.56% negatives) and 12,994 (78.75% positives and 21.24% negatives) instances were generated for images A and B, respectively. Each instance is compound by a vector of 28 features: 7 corresponding to the four bands and the spectral indices, and the remaining 21 to the local entropy computed on neighborhoods of 3 different sizes (9, 17, 33) over the 7 first features.
During the classification step a total of 1000 decision trees were used as weak learners (ℎ) to build a single RUSBoost classifier using a ratio of sampling of 50:50. To evaluate the results obtained by the classifier a 10-fold cross validation was performed separately using both images. That means that the statistics are calculated using the given classes corresponding to the test set in each fold. The obtained results show mean accuracies (user and producer) greater than 89% with a small standard deviation (lower than 1.07 on average) for positive class (merge), whereas user and producer accuracies lie between 73% and 78%. This may occur because there are few negative (do not merge) instances for training the classifier, requiring more negative instances to improve these results. The assessment of classification using the test set is displayed in Table 2 . The low variability of the accuracies in 10 folds points out that the method is stable, therefore similar result are expected during the validation process. During validation process, the classifier of the fold with best overall accuracy in the test set is used to determine which superpixels should be merged in the validation image. Thus, overall accuracies of 83.53% and 85.58% have been obtained in models trained with dataset of images A and B, respectively. The results of applying these models to test and validation data are shown in Figure  3 , as seen the results in test set fit better with the ground-truth than the obtained in validation set. However in both cases, most of the superpixels are correctly merged, indicating that better results can be obtained by improving the methodology.
CONCLUSIONS
This paper has presented a methodology for the automatic delineation of agricultural parcels in high-resolution images (WorldView-2). The proposed methodology employs a supervised classification method to determine when adjacent superpixels should be merged. In this regard, learning from data how agricultural parcel are delimitated poses an alternative to traditional segmentation algorithms, which could be exploited to imitate the labor of a human operator. Two main aspects of the methodology will be improved in future research: 1) determining the optimal features to train the methodology and 2) extending the process to different interest objects and scales. 
