A discrete time probabilistic model, for optimal equity allocation and portfolio selection, is formulated so as to apply to (at least) reinsurance. In the context of a company with several portfolios (or subsidiaries), representing both liabilities and assets, it is proved that the model has solutions respecting constraints on ROEs, ruin probabilities and market shares currently in practical use. Solutions define global and optimal risk management strategies of the company. Mathematical existence results and tools, such as the inversion of the linear part of the Euler-Lagrange equations, developed in a preceding paper in the context of a simplified model are essential for the mathematical and numerical construction of solutions of the model.
Introduction
The context of this paper is a reinsurance company H , with several portfolios (or subsidiaries), being described by a Cramèr-Lundberg like utility function U , whose value, at time t, is simply the difference between the accumulated net incomes and the accumulated claims, in the time interval [0, t[ (cf. Embrechts et al., 1997) . The corporate financial problem considered is: allocate equity to the different portfolios (or subsidiaries), and select the portfolios, such that the annual ROEs are satisfactory, such that the probability of ruin of H and the probability of non-solvency of each portfolio are acceptable and such that the expected final overall profitability is optimal. We here think of a portfolio as being a portfolio of insurance contracts or a portfolio of invested assets, which allows the inclusion of both liabilities and assets in the problem.
The purpose of the present paper is threefold: Firstly, to give a general probabilistic set-up of the above problem. This turns out to be possible in terms of an optimization problem with constraints and where the unknown variable is a stochastic process. We refer to this model as the Non-Linear Model. As we will see, mathematically, the cases with and without portfolios of invested assets are identical, modulo a change of names of variables. We therefore only consider the case where no invested assets are present. The value of the utility function U , at time t, is then the difference between the accumulated net premiums and the accumulated claims, in the time interval [0, t[. Secondly, to develop a method which allows the construction of approximate solutions satisfying the constraints of the Non-Linear Model. In fact, due to the non-solvency probabilities, the problem is highly non-linear and it seems difficult to solve it directly. This is done by considering a simplified portfolio selection model, with stronger constraints than in the original portfolio selection model and which is easier to solve. We prove that it is possible to choose the simplified problem so as to be the optimization of the final expected utility under constraints on the variance of the utility, the expected annual ROEs and other piecewise linear inequality constraints. We refer to this model as the Quadratic Model. For this model, the existence of solutions in a Hilbert space of adapted (to the claims processes) square integrable processes, is proved under mild hypotheses on the result processes of the portfolios. For their construction, a Lagrangian formalism with multipliers is introduced. Thirdly, to indicate that a basic arbitrage principle must be added to the model, in order to eliminate a degeneracy of the allocation problem. This is done by showing that the initial equity allocation and the future dividends generically are non-unique for optimal solutions, although the portfolios are unique. It is hinted that certain choices of limits on ruin and non-solvency probabilities re-establish uniqueness.
Before giving more detailed results, we shall go back to the motivation of the problem and also introduce some notation.
The reinsurance company H is organized as a holding, with subsidiaries S (1) , . . . , S (ℵ) , where ℵ ≥ 1 is an integer. The companies S (i) here correspond only to a division of the activities of H into parts, whose profitability, portfolio selection and certain other properties need to be considered individually. This allows localization of capital flows and results. The subsidiary S (i) can cease its activities, which can be beneficial for H . The portfolio θ (i) of S (i) has N (i) ≥ 1 different types of contracts θ (i) j . It is decomposed into θ (i) = ξ (i) + η (i) , where ξ (i) is the run-off, at time t = 0, concluded at a finite number of past times t < 0 and η (i) is the (present and future) underwriting portfolio, to be concluded at a given finite number of times 0, . . . ,T ,T ≥ 1. If a subsidiary S (i) ceases its activities at a time t = t c , (past, present or future), then it only continues to manage 1 its run-off for times t ≥ t c . The company H pays dividends 2 D(t), to the shareholders at time t. By convention D(0) = 0. Some rules determining the dividends D(t), in different situations, have been established. 3 The initial equity K(0), of H at t = 0, is known. The problem is to determine at t = 0, • (i) the equity K (i) (0) of S (i) at t = 0 (1 ≤ i ≤ ℵ), • (ii) the dividend D (i) (n) , which S (i) shall pay H at time n ≥ 1, where the determination of the dividend for time n, takes into account the observed claims during the periods preceding n, • (iii) the portfolio selection for S (i) , (i.e. underwriting targets for present and future periods n ≥ 0), where the determination of the underwriting target η (i) j (n) for the time interval [n, n + 1[ takes into account the observed claims during the periods preceding n, such that the constraints are satisfied and the expected utility is optimal.
We postulate that the accessible information F t at time t is given by the filtration generated by the claims processes. 4 The output of the model is then given by the (certain) initial equities K (i) (0) , by the present certain η (i) j (0) and future random η (i) j (n), n ≥ 1 underwriting levels of different types of contracts and by future random dividends D (i) (n) , n ≥ 1 for each portfolio. By convention we set D (i) (0) = 0, which is no restriction. The future random equities K (i) (n), n ≥ 1 are then simply obtained by budget constraint equations. Points (i) and (ii) indicate that the dividends and the (target) underwriting levels form stochastic processes adapted to the filtration generated by the claims processes. The future random variables (subsequent underwriting levels and dividends) define a strategy of reactivity to the occurrence of future exterior random events. The uncertainty of these variables is reduced by the future increase of information. Thus underwriting levels and dividends, at a given future time, become certain when that given time is reached.
The probabilistic set-up of the Non-Linear Model is given in Section 2.1 and is summarized by Eq. (2.9). It extends the stochastic model first considered in Taflin (1997) . We justify, in Remark 2.2, that the models with and without invested assets are mathematically identical. The Quadratic Model, which permits a constructive approach through a Lagrangian formalism, is given in Section 2.2 and is summarized by Eq. (2.16). The constraints of the Quadratic Model are stronger than those of the Non-Linear Model (Theorem 2.5). We establish (see Theorem 2.6), under certain mild conditions, (h 1 )-(h 4 ), on the result processes for the unit contracts, that the optimization problem (2.9) has a solution. In Remark 2.7 some relations between solution of the Quadratic Model and approximate solutions of the original Non-Linear Model (2.9) are considered. Theorem 2.9 indicates that the solution, generically, is non-unique. Condition (h 1 ) says that the final utility (sum of all results) of a unit contract, written at time k, is independent of events occurring before k and that the intermediate utilities are not "too much" dependent. This is a starting point, since in practice, this is generally not exactly true, among other things because of feed-forward phenomena in the pricing. Condition (h 2 ) is equivalent to the statement that no non-trivial linear combinations of final utilities, of contracts written at a given time, is a certain random variable. This can also be coined, in more financial terms: a new business portfolio (or underwriting portfolio) η(t), constituted at time t, cannot be risk-free. Condition (h 3 ) says that the final utility of unit contracts, written at different times are independent. Similarly, condition (h 4 ) says that the final utility of unit contracts, written by different subsidiaries are independent. These conditions, which exclude interesting situations, like cyclic markets, have been chosen for simplicity. They can largely be weakened without altering the results of this paper. An important point is that no particular distributions (statistical laws) are required. The properties of these two models are mainly derived by considering the even simpler model of Taflin (1998) , here called the Basic Model, the essential facts of which are summed up in Section 2.3. The portfolio in Taflin (1998) is an extension of Markowitz portfolio (Markowitz, 1952) to a multiperiod stochastic portfolio, as suggested by Harrison and Pliska (1979) (cf. see also Duffie, 1992; Dana and Jeanblanc-Picqué, 1994) . One of the new features is that future results of contracts written at different times are distinguishable, which easily allows to consider contracts with different maturity times. The square root of the variance of the utility of a portfolio defines a norm, which is equivalent to the usual L 2 -norm of the portfolio (see Theorem 2.11). This is one of the major technical tools in the proof of the results of the present paper. There is existence and uniqueness of an optimal portfolio (see Theorem 2.12). Let us here also mention that a Lagrangian formalism is given in Taflin (1998) , as well as essential steps in the construction of the optimal solution (Taflin, 1998, formula (2.17) ). Namely, an effective method of calculating the inverse of the linear integral operator defined by the quadratic part of the Lagrangian, is established. The algorithm only invokes finite dimensional linear algebra and the conditional expectation operator. Moreover, the determination of Lagrange multipliers is also considered in Taflin (1998) . The proofs of the results of the present paper are given in Section 3. For computer simulations, in the simplest cases see Dionysopoulos (1999) .
The model and main results

Non-Linear Model
Mathematically, the probabilistic context of the model is given by a (separable perfect) probability space (Ω, P , F ) and a filtration A = {F t } t∈N , of sub-σ -algebras of the σ -algebra F, i.e. F 0 = {Ω, ∅} and
To introduce the portfolios and utility functions of the subsidiaries, S (1) , . . . , S (ℵ) , let us consider the subsidiary S (j ) . The portfolio of S (j ) is composed of N (j ) ≥ 1 types of insurance contracts. By a unit contract, we denote an insurance contract whose total premium is one currency unit. 5 The utility u (j ) i (t, t ) , at t ∈ N of the unit contract 6 We suppose that u (j ) i (t, t ) is F t -measurable and that (u (j ) (t, t ) ) t ≥0 is an element of the space 7 E(R N (j ) ), of processes, with finite moments of all orders. Since, for given t ∈ Z, the process (u (j ) i (t, t )) t ≥0 is A-adapted, it follows that (u (j ) (t, t ) ) t ≥0 ∈ E(R N (j ) , A). The final utility of the unit contract i, concluded at t, which is given by u (t, s ) (= u (j ) i (t, ∞)), when the contract does not generate a flow after the time s , s ≥ 0, is F s -measurable. We suppose that there exists a time T (independent of t) such that the unit contracts concluded at t ∈ Z, do not generate a flow after the time t + T . Let the amount of the contract of type i, where 1 ≤ i ≤ N (j ) , concluded at time t ∈ Z, be θ (j ) i (t) . In other words, θ (j ) i (t) is the number of unit contracts of type i. Here, the run-off ξ (j ) (j ) , s < 0 is a certain vector (i.e. F 0 -measurable) and η (j ) (s) = θ (j ) (s) , s ∈ {0, . . . ,T } is a F s -measurable random vector, taking its value in R N (j ) . We introduce as upplementary value τ f , which is a final state of the process (θ (j ) (t) ) t∈Z , reached when the activity of the company S (j ) ceases. In the sequel the (certain) random variables ξ (j ) (t) and the random variables η (j ) (t) take values in R N (j ) ∪ {τ f }. 8 Moreover, it is supposed that the component of (η (j ) (t) ) t≥0 , in R N (j ) , has finite variance, 9 i.e. (η (j ) 
, the space of processes with values in R N (j ) ∪ {τ f } and whose component in R N (j ) is an element of E 2 (R N (j ) , A). 10 We introduce the underwriting portfolio setP
u be the intersection ofP (j ) u and E 2 (R N (j ) , A). The spaces of run-off portfolios are defined byP
u , the portfolio set of S (j ) . The aggregate portfolio θ = (θ (1) , . . . , θ (ℵ) ), of the company H , is an element of the portfolio
u . As already mentioned, the underwriting portfolio η shall satisfy constraints given by the market, the shareholders, etc. To introduce these constraints, let I be an index set and G = {g α |α ∈ I } be a set of functions g α : N ×P → L 2 (Ω, R) such that the value g α (t, ξ, η) , where ξ ∈P r , η ∈P u , is independent of η(t ), for t > t. In this paper, we will say that η → g α (t, ξ, η) is a causal function (of η). We define
which is the set of all underwriting portfolios η compatibles with the run-off ξ ∈P r and with the set of constraints G. We note that the process (g α (t, ξ, η) 
The utility U (j ) (t, θ (j ) ), at time t ∈ Z of a portfolio θ (j ) ∈P (j ) , is defined by 11
(U (j ) (t, θ (j ) 
6 By result we here mean the net technical result including interest rates revenues from reserves.
, 2} be two random variables and let a ∈ R. We define (
This permits to continue to use the linear structure on the subspace R N . 9 More precisely it is supposed that (p
for all real bounded continuous functions f on R N ∪ {τ f }. This defines the topology of convergence in distributions (or the d-topology) oñ
is said to have a property of a topological vector space, such as being bounded, it is meant that the set
property. This convention will similarly be used for all spaces of functions with values in R N ∪ {τ f }. 11 Here, the scalar product in
The utility U (j ) so defined can be written as the following two forms: (t, θ (j ) ) is F t -measurable. We have here chosen to keep the run-off for times, larger or equal to t c , when S (j ) ceases its activities. Another possibility is not to keep the run-off (cf. footnote 1), in which case the utility is given by
for t ∈ Z. The stochastic process (U (j ) (t, θ (j ) )) t≥0 is an element of the space E p (R, A) for 1 ≤ p < 2, which follows directly from Hölder's inequality. However, without further hypotheses, it does not in general have finite variance. The utility of an aggregate portfolio θ ∈P is defined by (t, θ (j ) ).
( 2.3)
The result of a portfolio
where t * is defined as in formula (2.3)
for t ≥ 0. The result of an aggregate portfolio θ ∈P is defined by
The company S (j ) has an initial equity K (j ) (0) ∈ R at t = 0, and pays dividends D (j ) 
The dividend can be negative, which as a matter of fact is an increase of equity. The expression (2.5), of the result for the period [t, t + 1[, shows that the equity K (j ) (t + 1) at time t + 1 is given by
where
The dividends D paid to the shareholders by the company H and the equity of H are now given by
The companies H and S (1) , . . . , S (ℵ) shall satisfy solvency conditions, which are expressed as lower limits on the equity. For a portfolio, Moreover, let (m (j ) (t, θ (j ) )) t≥0 ∈ E 2 (R, A) be a process, called solvency margin, such that η (j ) → m (j ) (t, ξ (j ) + η (j ) ) is a casual function and such that m (j ) (t, θ (j ) ) = m (j ) (t, p • θ (j ) ), where p is the projection as in Eq. (2.2). We define the non-solvency probability, for the portfolio θ (j ) of S (j ) , with respect to the solvency margin m (j ) by
where t ≥ 0. The most usual case is m (j ) = 0, i.e. positive equity, which gives the usual ruin probability. Similarly, we define the non-solvency probability, for the portfolio θ ∈P of H , with respect to the solvency margin m by
We can now formulate the optimization problem. To precise the unknown processes (or variables), already mentioned in (i)-(ii) of Section 1, we introduce the Hilbert space P (j ) u,T (resp. the complete metric space 12P (j )
The unknown variables are:
, of S (j ) , with the underwriting horizonT ∈ N + 1 fixed (independent of j ), where 1 ≤ j ≤ ℵ. Thus the unknown variables of the subsidiary S (j ) are the components of the variable
, where η (j ) (T +l) can only take the values 0 and τ f for l > 0. The optimization is done with respect to the variable Z = (Z (1) , . . . , Z (ℵ) ), satisfying (v 1 )-(v 3 ). It will be convenient to use a variable, which is obtained by a permutation of the coordinates of Z.
Certain data are given as 
. (D(θ ))(t) = f t (( U )(1, θ), . . . , ( U)(t, θ)), t ≥ 1, where f t is a
F t -measurable function, cf. footnote 3).
• (d 3 ) the run-off ξ ∈P r of the subsidiaries.
Before introducing the constraints, we recall that no flows are generated by contracts after a certain timeT + T . Therefore, equity K (j ) (t) is constant for t ≥T + T . We suppose that the solvency margins are also chosen such that they are constant for sufficiently large times. We choose T such that they are constant for t ≥T + T .
The constraints are:
, where (t) ∈ [0, 1] is a given acceptable ruin probability of H for t ∈ N, • (c 5 ) supplementary constraints, to be specified, on D (j ) (e.g. to increase the equity of S (l) , one can set D (l) = 0). To be general, we only suppose that there are real valued functions F α , α ∈ I , an index set, such that
, where C α (t, K(0) , ξ ) are constants only depending on the initial equity and the run-off,
, where denotes the symmetric difference of sets and is the norm in L 2 (R N (j ) ). The topology defined by the metric ρ, is referred to as the strong topology.
processes, which are causal functions of η and which satisfy (( c where (m (j ) (t, ξ (j ) + η (j ) )) t≥0 ∈ E 2 (R, A) is a given solvency margin and (j ) (t) ∈ [0, 1] is a given acceptable non-solvency probability of S (j ) for 1 ≤ j ≤ ℵ and t ∈ N, • (c 8 ) τ f is a final state of the process η (j ) (j ) for ω ∈ Ω (a.e.), 1 ≤ j ≤ ℵ and t ≥ 1 (the activity of S (j ) ceases just after that the solvency margin is not satisfied). Let C c be the set of all (η, K(0), D), satisfying (v 1 )-(v 3 ) and satisfying the constraints (c 1 )-(c 8 ). Thus we sum up the constraints (c 1 )-(c 8 ) on the form:
Among all the possible functions to optimize, we simply choose the expected value of the final utility, η → E(U (∞, η + ξ)). The optimization problem is now: given the initial equity K(0), the dividend process D(ξ + η), as a function of η, and the run-off ξ of H , satisfying (d 1 ), (d 2 ) and (d 3 ), respectively, find the solutions
Due to the constraints (c 4 ) on the ruin probability and (c 7 ) on the non-solvency probabilities, the resolution of this optimization problem leads to highly non-linear equations. This is true even in the case of practical applications, where the other constraints usually are piecewise linear. The constraints (c 1 )-(c 5 ) and (c 7 ) have a form as in formula (2.1). The constraints (c 6 ) and (c 8 ) can also be written on this form, which we give for later reference. Let λ j : R N (j ) ∪ {τ f } → {0, 1} be defined by λ j (τ f ) = 1 and λ j (x) = 0, x ∈ R N (j ) . The constraint (c 6 ) is then given by
and
where 1 ≤ j ≤ ℵ, 1 ≤ i ≤ N (j ) and 0 ≤ t ≤T + T . In the case of (c 8 ), let 
14)
where 1 ≤ j ≤ ℵ, 1 ≤ i ≤ N (j ) and 1 ≤ t ≤T + T + 1.
Remark 2.2. We shall illustrate that the mathematical formalism, in the cases with and without invested assets, are identical. Let η = (η , η (ℵ) ) and let u (ℵ) 
Quadratic Model
The constraints (c 4 ) on the ruin probability and (c 7 ) on the non-solvency probabilities are replaced by stronger quadratic constraints, in this model. It will also be supposed that the non-ruin and non-solvency margins are satisfied in the mean. We introduce the constraints, where V denotes the variance operator: (j ) (t, ξ (j ) 
)) ≤ (t)(δ(t)K(0)) 2 and E( 1≤j ≤ℵ K (j ) (t)) ≥ δ(t)K(0), t ∈ N, where (t) ≥ 0 and δ(t) > 0, • (c 7 ) V (K (j ) (t)−m (j ) (t, ξ (j ) +η (j ) )) ≤ (j ) (t)(δ (j ) (t)K(0)) 2 and E(K (j ) (t)−m
+η (j ) )) ≥ δ (j ) (t)K(0),for
Remark 2.4. Of course this model is not quadratic in η for general m, F α , c andc. However, for common choices of these functions it is piecewise quadratic, which is the reason to keep the name quadratic.
The optimization problem, in the case of the Quadratic Model, is now: given the initial equity K(0), the dividend process D(ξ + η), as a function of η, and the run-off ξ of H , satisfying (d 1 ), (d 2 ) and (d 3 ), respectively, find the
The constraints in the quadratic optimization problem (2.16) are stronger than those in the original problem (2.9).
Theorem 2.5.
In order to give, in this paper, a mathematical analysis, which is as simple as possible, of optimization problem (2.16), we shall make certain (technical) hypotheses on the claims processes. The following hypotheses give a clear-cut mathematical context:
• (h 1 ) independence with respect to the past:
We note that the second point of (h 1 ) is trivially satisfied if u (p) 
The next theorem gives the existence of optimal solutions of problem (2.16). Approximations of these solutions can be constructed, using a Lagrangian formalism, as in the case of the Basic Model in Section 2.3. In order to state the theorem, we remind that if ξ is as in (2.16), then the functions η (j ) → m (j ) (t, ξ (j ) 
We also remind that formulas (2.5)-(2.7) give
where θ (j ) ∈P
(j ) T
, and the formula (2.3) gives
when constraints (c 1 ) and (c 2 ) are satisfied and θ ∈PT . Taflin (1998) 
Theorem 2.6. Let the utilities u (p) (k, t) and u (p)∞ (k), of unit contracts, satisfy (h 1 )-(h 4 ). Let the functions η (j ) → m (j ) (t, ξ (j ) + η (j ) ), η → D(ξ + η) and η → c (j ) i (η) to E 2 (R, A) map bounded sets into bounded sets. In the d-topology, let x = (η, K(0), D) → (x, U (j ) (·, ξ (j ) + η (j ) ), m (j ) (·, ξ (j ) + η (j ) ), D(ξ + η)) be continuous, let (η, K(0), D) → F α (t, η, K(0), D), α ∈ I , be lower semi-continuous and let η → (c (j ) i (η))(t, ω) and η → −(c (j ) i (η))(t, ω) be lower semi-continuous (a.e.). If
V   1≤k≤T +T D(k, θ)   ≤ c 2 V (U(∞, θ)),: R N (j ) ∪{τ f } → R N (j ) be defined by p j (τ f ) = 0 and p j (x) = x, for x ∈ R N (j ) , let p = (p 1 , . . . , p ℵ ) and λ = (λ 1 , . . . , λ ℵ ). Let E 2 T (R N , A) be the subset of elements η ∈ E 2 (R N , A), such that η(t) = 0 for t >T . By definition, if η ∈P u,T then p • η ∈ E 2 T (R N , A), where N = 1≤j ≤ℵ N (j ) and λ • η ∈ E 2 T (R ℵ , A). We introduce the Hilbert spaces H = E 2 T (R N , A), H 0 = H ⊕ E 2 T (R ℵ , A) and H 1 of elements ( K(0), D) ∈ R ℵ ⊕ E 2 T (R ℵ , A), such that D(0) = 0. Let H = H 0 ⊕ H 1 .
14). This gives a Lagrangian with multipliers. We note that the function on the left-hand side of (2.14) is not differentiable, which leads to singularities in the Euler-Lagrange equation. Approximation schemes can be based on the inversion methods developed in
, for the linear part of the Euler-Lagrange equation. A detailed solution of this problem is the subject of future studies.
In general the solutionx ∈ C c , of Theorem 2.6, is not unique. This fact can be traced back to a simplified case, namely where only the constraints (c 1 )-(c 4 ) are considered and where all η In the situation of the theorem, there is a whole hyperplane (
The generic case seems to be close to this case. To avoid a heavy "book-keeping" of solutions we only illustrate this by an informal remark instead of stating a formal theorem.
Remark 2.10. Suppose that a solutionx of Theorem 2.9 satisfies condition (c 7 ) for given m (j ) and (j ) , 1 ≤ j ≤ ℵ. To give an idea, without anticipating future work, how the problems discussed in Remarks 2.8 and 2.10 can be solved, we shall end this paragraph by a closer study of certain terms of the Lagrangian L constructed according to Remark 2.8. Let the Lagrangian L 0 be the sum of E(U (∞, η + ξ)) and the terms with multipliers corresponding to constraints (c 1 )-(c 3 ), (c 5 ) and (c 6 ). To obtain explicit expressions of the terms L 1 and L 2 of L corresponding to the linear constraints and variance constraints respectively in (c 4 ) and (c 7 ) let
Apart from exceptional cases, there will be a whole neighbourhood of elements ( K (0), D ) in a submanifold homeomorphic to
and let
where 1 ≤ j ≤ ℵ. Using formulas (2.17) and (2.18), L i can be written as
There are Kuhn-Tucker conditions, which we do not give explicitly, corresponding to the Lagrange multipliers µ (j ) i,t , where 0 ≤ j ≤ ℵ, i = 1, 2 and 0
A possible algorithm to construct approximate solutions consists of determining the sequence (x n ) n≥0 , where
in Remark 2.8. Let β 0 = 0, and for given β n , let x n be a solution of the optimization problem given by the Lagrangian (α n , K n (0), D n ) → L (x n ) with multipliers and let a β n+1 be determined by constraint (c 8 ). The complexity of this problem, for realistic choices (like piecewise linear) of the functions F α , m (j ) 
i , is similar to the complexity of the Basic Model of Section 2.3, with N = 1≤j ≤ℵ N (j ) . In fact the derivative of the function α → L (x), giving the "complex part" of the Euler-Lagrange equations, is a (piecewise) linear affine map in H, whose linear part has properties similar to those of the operator B in formula (2.32) (for details, see Taflin, 1998) . We recall that the difficult parts, in this context, for the Basic Model was the inversion of B, which was explicitly done in Taflin (1998, Appendix A) and the determination of multipliers ν ∈ H corresponding to constraints like η (j ) i ≥ 0, for which an approximation algorithm was proposed in Taflin (1998, Appendix B) . Numerical simulations for the Basic Model withT = 2 were done in Dionysopoulos (1999). A non-trivial random vector ν is present in this case. The resolution took some minutes in a low-end (1998) C-programming environment.
A study of the Lagrangian L also gives a hint in what direction to search for a principle that breaks the degeneracy of the optimization problem (2.16). Under certain simple hypotheses on the given functions in Theorem 2.6, the derivative of L with respect to the variable ( K(0), E( D)) leads to an Euler-Lagrange equation, being a closed system in the variable ( K(0), E( D) ). Its solution is degenerate except in the case when all constraints are saturated. This means that, from the point of view of degeneracy, certain choices of limits on ruin and non-solvency probabilities are singled out.
Basic Model
We shall here sum up certain results obtained in Taflin (1998) concerning a particularly simple model, which is an essential building block of the models already considered in Section 2.1 and 2.2. In that model it is supposed that the number of subsidiaries ℵ = 1, the run-off ξ = 0, the dividends D = 0 and it is supposed that there are no market limitations on the subscription levels, except that they are positive. It is also imposed that the portfolio η is an element of the Hilbert space H = P u,T (so η(ω) = τ f on Ω). We remind that, in this situation, the equity 25) where K(0) ≥ 0 is the initial equity at t = 0. In the sequel of this paragraph, we closely follow Taflin (1998) . Constraints on the variable η are introduced:
where σ 2 > 0 is given (acceptable level of the variance of the final utility), • (C 6 ) 0 ≤ η i (t), where 1 ≤ i ≤ N (only positive subscription levels), Let (C 0 be the set of portfolios η ∈ H such that constraints (C 3 ), (C 4 ) and (C 6 ) are satisfied. This is well-defined. In fact the quadratic form
in H, has a maximal domain D(a), since for each η ∈ H, the stochastic process (U (t, θ )) t≥0 is an element of the space E p (R, A) for 1 ≤ p < 2 (which follows directly from Hölder's inequality). The optimization problem is now, to find allη ∈ C 0 , such that
The solution of this optimization problem is largely based on the study of the quadratic form
We make certain (technical) hypotheses on the claims processes: (Taflin, 1998 , Lemma 2.2 and Theorem 2.3) shows that (the square root of) each one of the quadratic forms b and a is equivalent to the norm in H. 
The operators B (resp. A) in H, associated with b (resp. a), (by the representation theorem), i.e.
for ξ ∈ H and η ∈ H, are strictly positive, bounded, self-adjoint operators onto H with bounded inverses. There exist c ∈ R, such that 0 < cI ≤ B ≤ A, where I is the identity operator. It follows from formula (2.30), that an explicit expression of A is given by 31) and that an explicit expression of B is given by
for η ∈ H, where 0 ≤ k ≤T . The next result (Taflin, 1998 , Corollary 2.6) solves the optimization problem of this paragraph. The solutionη is given by a constructive approach in Taflin (1998) . In fact, in that reference a Lagrangian formalism, an algorithm to invert the operators A and B and approximation methods for determining the multipliers are given.
Proofs
The following simple lemma will be used in the coming proofs. As earlier in this paper, let H be the Hilbert space of elements η ∈ E 2 (R N , A), such that η(t) = 0 for t >T .
Lemma 3.1. For t ∈ N, we suppose that (v(t, t ) ) t ≥0 ∈ E(R N , A), and that η ∈ H. Let v(t, t ) = 0, for t ≥ t and let E ((v(k, t) 
Proof. The following calculus proves the first inequality: (E((U (t, η))
Similarly, the second inequality follows from |E(
, which proves the lemma.
Proof of Theorem 2.5. Let (η, K(0) 
(|K(t) − E(K(t))| > E(K(t))).
Chebyshev's inequality gives
It follows from (c 4 ) that Ψ (t, K, θ, 0) ≤ 0≤k≤t (k). This proves, according to the hypotheses of the theorem, that Ψ (t, K, θ, 0) ≤ (t), so constraint (c 4 ) is satisfied.
In the case of (c 7 ), since (c 7 ) is satisfied, it follows similarly, with θ (j ) = ξ (j ) + η (j ) , that (k, θ (j ) )) (E(K (j ) (k) − m (j ) (k, θ (j ) 
This inequality and (c 7 ) give that Ψ (t, K (j ) , θ (j ) , m (j ) ) ≤ (j ) (t), which shows that (c 7 ) is also satisfied. Therefore, (c 1 )-(c 8 ) are satisfied, so (η, K(0) , D) ∈ C c . This proves the theorem.
Proof of Theorem 2.6. For
We recall that H, with its d-topology, can be given a compatible structure of a complete separable metric space (cf. Itô, 1984, Sections 2.7 and 2.8) . So in the d-topology a set is closed (resp. compact) if and only if it is sequentially closed (resp. compact) (cf. Rudin, 1973, Theorem A4) .
We shall first prove that the set A of elements 
Let θ be such that p • θ = θ. We note that U (j ) (∞, θ (j ) ) = U (j ) (T + T , θ (j ) ). According to the hypothesis of the theorem and according to formula (2.17) it follows that
Since θ = ξ + η, where ξ ∈ P r and η ∈ P u,T , it follows that
The first term on the right-hand side is uniformly bounded for η ∈ A , according to constraint (c 4 ). Since
(k)) < ∞, it follows that the second term also is uniformly bounded on A . This shows that V (U(∞, η)) is uniformly bounded for η ∈ A . By re-indexing the processes η 
The first term on the right-hand side is uniformly bounded in η (j ) for η ∈ B (0, R 1 ), according to constraint (c 7 ), the second according to Lemma 3.1 and the third according to the hypotheses of the theorem. This shows that there is R < ∞ such that
for all D (j ) (t) satisfying conditions (c 4 ) and (c 7 ). According to constraint (c 7 ), we have that +E(m (j ) (t, ξ (j ) +η (j ) )). Since m (j ) (t, ξ (j ) + η (j ) ) is uniformly bounded (hypotheses of the theorem) in E 2 (R, A) for η ∈ B (0, R 1 ), it follows that E(K (j ) (t) ) is bounded from below on A . In particular, constraint (c 1 ) then gives that |K (j ) (0)| is bounded on A . Formula (2.17) and the fact that E(U (j ) (t, ξ (j ) + η (j ) )) is uniformly bounded for η ∈ B (0, R 1 ), (cf. Lemma 3.1) show that E(D (j ) (t) ), 1 ≤ t are bounded from above. |E(D(t, ξ + η))| is uniformly bounded for η ∈ B (0, R 1 ), since, by the hypotheses of the theorem, (j ) , according to (c 2 ), it follows that E(D (j ) (t, ξ (j ) + η (j ) )) is bounded on A . According to inequality (3.2) it follows then that there exists R 2 < ∞ such that
This inequality and the fact that η ∈ B (0, R 1 ), show that A is a bounded subset of H. Let (x n ) n≥1 be a sequence in A , which converges in the d-topology of H to x = (η , 0, K (0), D ) ∈ H. The limit element then satisfies the constraints (c 1 ) and (c 2 ). In fact, the case of (c 1 ) is trivial. By the hypotheses of the theorem, it follows that
By the hypotheses of the theorem and by formula (2.17), the function (t, ξ (j ) + η (j ) )) are also d-continuous on A . In fact A is a bounded subset of H, so according to Lemma 3.1, the image of A under the first component of the function (3.4) is bounded in E 2 . According to formula (2.17), this is then also the case for the second component in (3.4). The boundedness in E 2 of the image of A under the function x → K (j ) (·) − m (j ) (·, ξ (j ) + η (j ) ), now follows by the hypotheses of the theorem. The d-continuity of the function (3.4) then give the d-continuity of the above expected values, by uniform integrability (cf. Billingsley, 1986, Theorem 25.12) Billingsley, 1986, Theorem 25.11) . Because of the already proved d-continuity on A of x → E(f (x)), it follows that
Once more, by the already proved proved d-continuity, it follows from (c 7 ) that
Inequalities (3.5) and (3.6) show that the limit point x satisfies constraint (c 7 ). Similarly, it is proved that x also satisfies constraint (c 4 ). This proves that A is d-closed. Let (x n ) n≥1 be a sequence in A . Then(x n ) n≥1 is tight, since A is a bounded subset of H. In fact, if the bound is R and if
Hence lim a→∞ f (a) = 1. This proves that A is d-compact, since A is closed (cf. Itô, 1984, Theorem 2.5.3) .
, be a sequence in A and let x n =p(y n ). Extracting a subsequence we can suppose that (x n ) n≥1 converges in the d-topology to x ∈ A , since A is d-compact. Let g n = λ • η n . Then g n : Ω → {0, 1} ℵ defines a bounded sequence in E 2 (R ℵ , A). Extracting a subsequence we can suppose that (g n ) n≥1 converges in the d-topology to g ∈ E 2 (R ℵ , A). It follows that g : Ω → {0, 1} ℵ (a.e.) (since g (j ) n is a d-convergent sequence of characteristic functions; g (j ) n = (g (j ) n ) 2 ). This proves that a subsequence of (y n ) n≥1 converges to y ∈ A, so A is d-compact.
We shall next prove that the subset B ⊂ A, of all elements in A, which satisfies conditions ( Constraint (c 3 ): Let y n satisfy (c 3 ) for n ≥ 1. Due to formula (2.2), it is enough to consider the value of the constraint at x n =p(y n ). It is proved, as in the case of the d-continuity of functions in and following (3.4) that both sides of the inequality in (c 3 ) are d-continuous functions on A . This proves that (c 3 ) is satisfied byp(y), since it is satisfied byp(y n ), n ≥ 1. Therefore, it is satisfied by y.
Constraint (c 5 ): Let y n satisfy (c 5 ) for n ≥ 1. According to the hypotheses of the theorem, the function x → f α (x) = F α (t, η, K(0) (t, ω) . The first condition of (c 6 ) is equivalent to (b (j ) i (η))(t, ω) ≤ ((p j •η (j ) )(t))(ω) (a.e.). Since the left-hand side is lower semi-d-continuous, it follows that (b (j ) i (η ))(t, ω) ≤ lim inf n→∞ (b (j ) i (η n )) (t, ω) . Since the member in the middle is d-continuous (a.e.), it then follows that (b (j ) i (η ))(t, ω) ≤ η (j ) )(t))(ω) (a.e.). This inequality and a similar result in the case ofc (k, ξ (j ) + η (j ) )),
where K (j ) (k) is evaluated at x ∈ A. According to the hypotheses of the theorem x → (x, s (j ) (·, x) ) is d-continuous from A to A × E 2 (R, A). We shall prove by contradiction that (c 8 ) is satisfied by y. We remind that, for x ∈ A, (η (j ) (t))(ω) ∈ R N (j ) or (η (j ) (t))(ω) = τ f and we note that (a.e.) if (η (j ) (t))(ω) = τ f then (η (j ) (t +s))(ω) = τ f , s ≥ 0. Suppose that for some t ≥ 0, (s (j ) (t , y) )(ω) < 0 for all ω ∈ Q , where Q is a F t -measurable set, with P (Q ) > 0. Suppose also that (η (j ) (t +1))(ω) = τ f , for all ω ∈ Q , where Q ⊂ Q is a F t -measurable set and P (Q ) > 0. Let h : R → R be given by h(a) = −1 if a ≤ −1, h(a) = a if −1 < a ≤ 0 and h(a) = 0 if 0 < a. The function (a, b) → h(a)(1 − b) from R × {0, 1} to R is bounded and continuous. According to the hypotheses on Q and Q it follows that E(h(s (j ) (t , y) )(1−(λ j •η (j ) )(t ))) ≤ −r, for some r > 0. However since y n satisfies (c 8 ) we have that E(h(s (j ) (t , y n 
n )(t ))) = 0 (3.7)
for n ≥ 1. The claim r > 0 is in contradiction with the d-convergence of (y n ) n≥1 to y and equality (3.7). This shows that if t ≥ (t (j ) f )(ω) + 1, then (η (j ) (t ))(ω) = τ f , for ω ∈ Ω (a.e.). This proves that y satisfies the first part of the constraint (c 8 ).
That y satisfies the second part of the constraint (c 8 ) (i.e. (η (j ) (t) )(ω) ∈ R N (j ) , if t ≤ (t (j ) f )(ω) and (K (j ) (t − 1) − m (j ) (t − 1, ξ (j ) + η (j ) ))(ω) > 0) is proved similarly. This ends the proof of constraint (c 8 ).
We have now proved that y ∈ B, so B is a d-closed subset of A. Thus B is d-compact, since B ⊂ A and A is compact.
Similarly, as after formulas (3.4), it follows that η → E(U (t, ξ + η)) is d-continuous on bounded subsets of P u,T . The map x → f (x) = E(U (t, ξ + η)), from A, is then d-continuous. Since B ⊂ A is d-compact, it follows that the map B x → f (x) = E(U (t, ξ + η)), attains its supremum, f (x), at a pointx ∈ B. This proves the theorem.
Proof of Theorem 2.9. This is a direct consequence of Theorem 2.12.
