Abstract. We give an elementary proof of the first fundamental theorem of the invariant theory for the orthosymplectic supergroup by generalising the method of Atiyah, Bott and Patodi to the supergroup context. A super Schur-Weyl-Brauer duality is established between the orthosymplectic supergroup of superdimension (m|2n) and the Brauer algebra with parameter m − 2n. This applies when one considers the relevant Harish-Chandra super pair action, or equivalently, the orthosymplectic Lie supergroup over the infinite dimensional Grassmann algebra.
Introduction
The invariant theory of Lie supergroups and Lie superalgebras plays an important role in the study of supersymmetry in particle physics. For example, the fields in any supersymmetric quantum field theory admit a nontrivial action of the Poincaré supergroup. The hamiltonian of the theory, which is constructed from the quantum fields, is invariant under the Poincaré supergroup action, and so are also the other physical quantities which may be measured experimentally.
Systematic studies of the invariant theory of Lie supergroups and Lie superalgebras already appear in the early 80s in works [31, 32, 33] of Scheunert, who in particular constructed generators for the centres of the universal enveloping algebras of the classical Lie superalgebras. Sergeev announced fundamental theorems of invariant theory for classical supergroups and their Lie superalgebra in [38] and provided more detailed expositions in [39, 40] . A super analogue of the Schur-Weyl duality between the general linear superalgebra and the symmetric group was established independently in [3, 38] .
More recently, Brundan and Stroppel in [4] showed that there is a surjection from the walled Brauer algebra to the endomorphism algebra of mixed tensors of the natural module and the dual module for the general linear superalgebra. This theme is also pursued in [29] . In the seminal paper [18] on invariant theory of classical groups which is ostensibly unrelated to supersymmetry, Howe proved various Howe dualities among Lie superalgebras and ordinary Lie groups. Similar results were obtained independently by Sergeev in [38] . These Howe dualities have been fruitfully explored in recent years to develop the Segal-Shale-Weil representations of classical Lie superalgebras (see [6, 7, 8] and references therein). In particular, the (gl(m|n), gl(k|l)) Howe duality survives quantisation [43] and played a crucial role in understanding the q-deformed Segal-Shale-Weil representations of the quantum general linear supergroup [43, 44, 45] .
In this paper, we shall present a careful and elementary proof of the first fundamental theorem (FFT) of invariant theory for the orthosymplectic supergroup, and derive from it a super analogue of Schur-Weyl-Brauer duality between the supergroup and the Brauer algebra. We hope in a future work to use our formulation to prove a second fundamental theorem in this context. Let V C be a Z 2 -graded complex vector space of superdimension (m|2n) endowed with a nondegenerate supersymmetric even bilinear form, and let osp(V C ) be the orthosymplectic Lie superalgebra of V C . It has long been known that for any r, the Brauer algebra B r (d) with parameter d = m − 2n acts on V ⊗r C , respecting the osp(V C )-action. This was used in decomposing low rank tensor powers of V C into simple osp(V C )-modules in [2] . The authors of [2] raised the question whether the homomorphism from B r (d) to the endomorphism algebra End osp(V C ) (V ⊗r C ) is a surjection. It is not very difficult to see that the homomorphism cannot always be surjective. Therefore the question should be reformulated to ask instead for a super Schur-Weyl-Brauer duality between the Brauer algebra and the orthosymplectic supergroup, which is established here.
The orthosymplectic supergroup may be defined to be the Harish-Chandra pair (O((V C )0) × Sp((V C )1), osp(V C )) following [11] . An equivalent definition is as an algebraic group over the Grassmann algebra Λ of infinite degree (defined as a direct limit). Let V = V C ⊗ C Λ, equipped with the supersymmetric form obtained by extending the form on V C bilinearly over Λ. Then the orthosymplectic supergroup is defined to be the group OSp(V ) of invertible endomorphisms of V (as a Λ-module) that preserve the supersymmetric form.
A large part of the paper is devoted to the proof of a linear version of the first fundamental theorem of invariant theory for the orthosymplectic supergroup, that is, Theorem 4.3. A commutative superalgebra version of the FFT is deduced from it in Corollary 4.6. The super Schur-Weyl-Brauer duality is the FFT in the setting of endomorphism algebras. We present two versions of the duality, namely, Corollaries 5.7 and 5.8, using respectively the two formulations of the orthosymplectic supergroup. A generalisation of the FFT for the orthosymplectic supergroup to the setting of the Brauer category of [25] is given in Theorem 5.6, which contains both the linear and the endomorphism algebra versions of the FFT as special cases.
Our proof of Theorem 4.3 follows very closely the method of Atiyah, Bott and Patodi in [1, Appendix 1] for proving the FFT for the orthogonal group. A detailed exposition of the method and its generalisation to the symplectic group is given by Goodman and Wallach in [12] . The essential ingredient in our proof is the Key Lemma (i.e., Lemma 4.2 or equivalently Lemma 6.3) established in Section 6. It describes the OSp(V )-invariant polynomial functions on the even subspace of the endomorphism algebra of V . The proof of the Key Lemma uses some geometric arguments in the graded-commutative context, as anticipated by Varadarajan [41, §4.5] .
Given the Key Lemma, one reduces Theorem 4.3 to the FFT for the general linear supergroup GL(V ), i.e., Theorem 3.6 (see also [39, Theorem 1.1]), using a series nontrivial, but canonical, GL(V )-module isomorphisms. We prove Theorem 3.6 starting from the super Schur-Weyl duality between gl(V C ) and the symmetric group [3, 38] , which is a well established fact. The GL(V )-module isomorphisms needed are constructed in Proposition 3.25 in a way reminiscent of the Borel-Weil theorem. We feel that our proof of the FFT for the orthosymplectic supergroup is interesting in its own right.
We point out that Corollary 4.6 is Sergeev's [39, Theorem 5.3] . Our proof of the FFT is different from that given in [39] . In fact this work stems from our attempt to understand op. cit.
When m is even and r ≥ m(2n + 1)/2, the endomorphism algebra End osp(V C ) (V ⊗r C ) of osp(V C ) contains elements which are not invariants of the orthosymplectic supergroup. Such elements arise from the super analogue of the Pfaffian discovered by Sergeev [38] in the early 90s. We explain Sergeev's construction in Section 7, and briefly discuss how the super Pfaffian manifests itself in endomorphism algebras.
Our formulation of classical supergroups is in the spirit of the original physics literature [30] . It is suitable for establishing algebraic results such as the FFT and SFT of invariant theory for these supergroups. One can define Lie supergroups [42, 20, 27, 41] or algebraic supergroups [11, 5] in more general ways, but the simpler and more explicit formulation here permits a more concise treatment of the fundamental theorems of invariant theory. Finally we point out that our proof depends crucially on the infinite dimensional nature of the direct limit Grassmann algebra Λ.
Linear superalgebra
2.1. Z 2 -graded vector spaces. We work over the field C of complex numbers. A Z 2 -graded vector space V is a direct sum V0 ⊕V1 of two subspaces, the even subspace V0 and odd subspace V1. If dim V0 = k and dim V1 = l, we write sdim V = (k|l), and call it the superdimension of V . Define the parity [v] of any homogeneous element v ∈ Vᾱ by [v] =ᾱ. Parities are multiplied by the ruleᾱβ = αβ.
If V and W are Z 2 -graded vector spaces, their tensor product V ⊗ C W inherits a natural Z 2 -grading from the factors, with (V ⊗ C W )0 = V0 ⊗ C W0 ⊕ V1 ⊗ C W1,
We define the permutation (2.1)
which is a bilinear map sending v⊗w to (−1) [v] [w] w⊗v for any homogeneous elements v ∈ V and w ∈ W .
Remark 2.1. We will extend expressions such as (−1) [v] [w] w ⊗ v to inhomogeneous elements through linearity. If v = v0 + v1 and w = w0 + w1 with vī ∈ Vī and wī ∈ Wī, then (−1)
The space Hom C (V, W ) of homomorphisms is also Z 2 -graded with
The Z 2 -graded dual vector space of V is V * := Hom C (V, C). We denote Hom C (V, V ) by End C (V ). Note that Hom C (V, W ) ∼ = W ⊗ C V * . Whenever a basis is needed for a Z 2 -graded vector space, we will always choose one which is homogeneous and ordered so that the even basis elements precede the odd ones. We call such a basis an ordered homogeneous basis. Assume that (v 1 , . . . , v m , v m+1 , . . . , v m+n ) and (w 1 , . . . , w k , w k+1 , . . . , w k+l ) are such bases for V and for W respectively, where sdim V = (m|n) and sdim W = (k|l). Then T ∈ Hom C (V, W ) acts on V by T (v b ) = k+l a=1 w a t ab . Thus the map T → (t ab ) defines an isomorphism between Hom C (V, W ) and the Z 2 -graded vector space M(k|l × m|n; C) of (k + l) × (m + n) matrices, where the grading of M(k|l × m|n; C) is defined as follows. Write each matrix in the block form X Φ Ψ Y , where the sizes of X, Φ, Ψ and Y are respectively k × m, k × n, l × m and l × n. Then
We write M(k|l; C) for M(k|l × k|l; C).
2.2.
Linear superalgebra. Given a vector space Θ, we denote by T (Θ) its tensor algebra, which is Z + -graded with degree 1 subspace T 1 (Θ) = Θ. Let I be the 2-sided ideal of T (Θ) generated by the elements xy + yx for all x, y ∈ Θ. Since these elements are homogeneous, the ideal I is graded. The exterior algebra over Θ is the Z + -graded algebra defined by Λ(Θ) = T (Θ)/I. As a complex vector space, Λ(Θ) has dimension 2 N , where N = dim Θ. We endow Λ(Θ) with the Z 2 -grading in which Λ0 (resp. Λ1) is the direct sum of the homogeneous subspaces of even (resp. odd) degrees. This superalgebra is called the Grassmann algebra of degree N in the physics literature. Choose any basis θ i (i = 1, 2, . . . , N) for Θ. Then we have the following basis for Λ(Θ): for any sequence A = (α 1 , . . . , α N ) with α i = 0, 1, define
The θ A form a basis of Λ(Θ). Clearly, up to isomorphism, Λ(Θ) depends only on the degree N = dim Θ, and we therefore write Λ(N) for Λ(Θ) when dim Θ = N. For any flag 0
The Grassmann algebra Λ of infinite degree is defined by the direct limit of this direct system, Λ := lim
For any λ ∈ Λ, denote by λ 0 its degree 0 component. Then we have the specialisation map,
which is simply the projection of Λ onto Λ 0 = C.
Throughout this paper, all the (left, right and bi-) modules over Grassmann algebras are assumed to be Z 2 -graded. Since Grassmann algebras are super commutative (i.e., Z 2 -graded commutative), any right (or left) module is naturally a bimodule. For example, any right Λ-module V Λ can be turned into a Λ-bimodule with a compatible left action defined by the composition
where τ C is the permutation (2.1) in the present context, and the second map is the right action. In particular, we have λv = (−1)
[λ] [v] vλ for λ ∈ Λ and v ∈ V Λ .
Remark 2.2. Henceforth the term Λ-module will mean a Z 2 -graded Λ-bimodule.
A map T : V −→ W between Λ-modules V and W is homogeneous of degreē α if T (Vβ) ⊂ W α+β for allβ. We say that T is Λ-linear if T (vλ) = T (v)λ for all v ∈ V Λ and λ ∈ Λ. In particular this implies T (λv) = (−1)
[λ] [T ] λT (v). Denote by Hom Λ (V, W ) the Z 2 -graded vector space of Λ-linear maps, and set End Λ (V ) := Hom Λ (V, V ) and V * Λ := Hom Λ (V, Λ). Note also that Hom Λ (V, W ) has a natural Λ-module structure, defined for all T ∈ Hom Λ (V, W ) and λ ∈ Λ by
For any Z 2 -graded vector space V C , we let V (Λ) = V C ⊗ C Λ be the corresponding free Λ-module. We have the natural embedding
Let M(k|l × m|n; Λ) denote the set of (k + l) × (m + n) matrices over Λ, and write M(k|l; Λ) for M(k|l × k|l; Λ). Then M(k|l × m|n; Λ) ∼ = M(k|l × m|n; C) ⊗ C Λ as Z 2 -graded vector space. We write a matrixT in block form asT = A B C D . IfT is even (resp. odd), then the entries of A and D belong to Λ0 (resp. Λ1), and the entries of B and C belong to Λ1 (resp. Λ0).
For any T ∈ Hom Λ (V (Λ), W (Λ)), we write T (v b ) = k+l a=1 w a t ab , t ab ∈ Λ, where (v a ) and (w b ) are homogeneous bases of V C and W C respectively. This leads to the following isomorphism of Z 2 -graded vector spaces.
However, the Λ-module structure of M(k|l × m|n; Λ) needs to be treated with care. Define C-linear maps
respectively by
for all M = (M ab ) ∈ M(k|l × m|n; Λ) and λ ∈ Λ. The following easy lemma may be found in [36, §A.4] .
(2) Equation (2.6) defines a compatible Λ-bimodule structure on M(k|l×m|n; Λ). (3) The map Υ defined by (2.5) is an isomorphism of Λ-bimodules, where the left and right Λ-actions on Hom Λ (V (Λ), W (Λ)) are defined by (2.4), and those on M(k|l × m|n; Λ) by (2.6). (4) When W = V , the map Υ is an isomorphism of associative Λ-superalgebras, where multiplication in M(k|l × k|l; Λ) is just multiplication of matrices.
All statements follow from (1), which is an easy calculation.
2.3. Orthosymplectic superspace. Let V C be a complex Z 2 -graded vector space. We assume that V C admits a non-degenerate even bilinear form
Then the form is symmetric on (V C )0 × (V C )0 and skew symmetric on (V C )1 × (V C )1, and satisfies (V0, V1) C = 0 = (V1, V0) C . Also, by non-degeneracy, dim(V C )1 = 2n must be even. We call this a nondegenerate supersymmetric form. Let η = I m 0 0 J , where I m is the identity matrix of size m × m and J is a skew symmetric matrix of size 2n × 2n given by J = diag(σ, . . . , σ) with σ = 0 −1 1 0 . Then there exists an ordered homogeneous basis E = (e 1 , e 2 , . . . , e m+2n ) for V C such that (e a , e b ) = η ab , for all a, b.
We shall write such relations as (E, E) = η.
Let V := V C ⊗ Λ. We extend ( . , .) C to a Λ-bilinear form (−, −) : V × V −→ Λ, which is even and nongenerate, and is supersymmetric in the sense that (v, w) = (−1)
[v][w] (w, v) for all v, w ∈ V . We call V an orthosymplectic superspace, and call E an orthosymplectic basis of V C and of V . Note that (., .) is Λ-bilinear in the sense that for λ, λ ′ ∈ Λ and v, v ′ ∈ V , we have
The following result generalises the Gram-Schmidt process to superspaces.
Lemma 2.4. Let V := V C ⊗ Λ be an orthosymplectic superspace of superdimension sdim V C = (m|2n).
(1) Assume that u belongs to the even subspace V0 of V and (u, u) = 1. Then there exists an ordered homogeneous basis
Then there exists an ordered homogeneous basis C = (c 1 , c 2 , . . . , c m+2n ) of the Λ-module V such that c m+2n−1 = v and c m+2n = v ′ and (C, C) = η.
Note that the bases above are of course not unique.
Proof. We prove part (1). Any element w ∈ V can be written uniquely as a finite sum w = w 0 +w 1 +w 2 +. . . , where w j ∈ V C ⊗ C Λ j with Λ j being the degree j homogeneous subspace of Λ. Expressing u this way, we have u 0 ∈ (V C )0 and (u 0 , u 0 ) = 1. By a standard result in linear algebra, there is a sequence Given any such sequence B, let g be the corresponding transition matrix from the basis B 0 , so that B = B 0 g. Since B is finite, there is an integer N such that all elements of B belong to V C ⊗Λ(N), whence g = 1 + Θ for some even matrix Θ with entries belonging to Λ(N) + = i≥1 Λ(N) i . Since Θ is nilpotent, g is invertible, and so B is a basis of V .
We now turn to the problem of finding such a sequence
using the supersymmetry of the form ( , ). Now re-arrange the terms of the equations to obtain, for all p ≥ 1 and for all k, ℓ,
where we note that only v 
, and hence
where η ′ = I m−1 0 0 J . Using the supersymmetry of the form, we can re-write the right hand side as −
p−i ) . This shows that the equation has an evident (though not unique) solution
which expresses T p in terms of v j with j < p. Substituting (2.13) into (2.12) we obtain a recursion relation which enables us to determine the coefficients of each v p with p ≥ 1 with respect to the basis u 0 , v 0 in terms of v p ′ for p ′ < p. It remains only to show that this process terminates, i.e. that v p = 0 for p >> 0. For this, note that there exists some N so large that u ∈ V C ⊗ Λ(N), and hence v p ∈ V C ⊗ Λ(N) for all p. Thus v p = 0 for p >> 0. This proves part (1) of the lemma.
The proof of part (2) is similar and we omit the details.
It is easily seen that the proof of the above lemma may be applied to prove the following more general result. Scholium 2.5. Let K ⊇ C be any field such that the statement of Lemma 2.4 holds
Proof. The proof of (1) proceeds exactly as above, with the first step following from the given hypothesis on K.
2.4. Classical supergroups. Let V C be a Z 2 -graded vector space of superdimension sdim V C = (m|l). As usual, we write
The general linear supergroup. The general linear Lie superalgebra gl(V C ) over C is End C (V C ) endowed with a bilinear Lie bracket defined for X, Y ∈ gl(V C ) by
where the right hand side is defined by composition of endomorphisms. The general linear supergroup GL(V ) is the set
with multiplication defined by the composition of endomorphisms on V .
Let gl(V ) = gl(V C ) ⊗ C Λ and regard it as a Lie superalgebra over Λ with a Λ-bilinear Lie bracket defined by
for all X, Y ∈ gl(V C ) and µ, ν ∈ Λ. Then gl(V ) = (gl(V C ) ⊗ C Λ)0 forms a Lie subalgebra of gl(V ) over Λ0, which will be referred to as the Lie algebra of GL(V ).
There is a natural gl(V ) action on V given by (X ⊗λ).
The following lemma is a generalisation of [36, Proposition 5.2 (a), (c)] to the Grassmann algebra of infinite degree. Lemma 2.6.
(
. Then exp(X) is a well defined automorphism of V which lies in GL(V ). Hence there exists a map Exp :
Proof. (1) For any fixed X ∈ gl(V ), there exists some sufficiently large but finite N such that X ∈ End C (V C )⊗Λ N . Then the relevant part of the proof of [36, Proposition 5.2] goes through, and exp(X) is well defined in End C (V C )⊗Λ N ⊂ End Λ (V ). Clearly exp(X) is even and has inverse exp(−X).
(2) Any element g ∈ GL(V ) may be written as g = g 0 (1 + x), where g 0 ∈ GL(V C ) and x ∈ End(V C ) ⊗ Λ ≥1 . It therefore suffices to show that both g 0 and 1 + x are in the group generated by the image of Exp. But for g 0 this follows from a standard result in complex Lie groups. Moreover since x is nilpotent, the series log
terminates, and is equal to (say) y ∈ gl(V ). Then 1 + x = Exp(y), and we are done.
2.4.2.
The orthosymplectic supergroup. Suppose that V := V C ⊗ Λ is an orthosymplectic superspace. Then the orthosymplectic supergroup of V is the subgroup
of GL(V ). The Lie algebra of OSp(V ) is the Lie algebra over Λ0 defined by
It is easily seen that for A ∈ End Λ (V )0, we have A ∈ osp(V ) if and only if exp(tA) ∈ OSp(V ) for all t ∈ C.
Let osp(V C ) be the orthosymplectic Lie superalgebra over C [19] , which is the Lie sub-superalgebra of gl(V C ) given by
; this group, which could be thought of as the degree zero part of OSp(V ), acts on osp(V C ) by conjugation, and both OSp(V ) 0 and osp(V C ) act naturally on V ⊗r C for all r. Their actions are compatible in the following sense. For all g ∈ OSp(V ) 0 , X ∈ osp(V C ) and w ∈ V ⊗r C , we have
where Ad g denotes the conjugation action of g ∈ OSp(V ) 0 on osp(V C ).
Remark 2.7. Note that (OSp(V ) 0 , osp(V C )) is a Harish-Chandra pair; this could be used to give an alternative definition of the orthosymplectic supergroup OSp(V ) (see [11] for details).
The following result is an immediate consequence of the definition of OSp(V ).
where (e 1 , e 2 , . . . , e m+2n ) is the basis (2.8).
Proof. Given the existence of g, uniqueness is trivial, so we prove existence. Write B = B 0 +B 1 +B 2 +. . . as in the proof of Lemma 2.4, so that B p is the degree p component of B, whose entries belong to
. . , g 0 e m+2n ) for some element g 0 ∈ OSp(V ) 0 by standard linear algebra. Hence g = g 0 g ′ satisfies the required conditions.
Invariant theory for the general linear supergroup
We denote the associated representations of both GL(V ) and g(V ) on V ⊗ Λ r by ρ r . The permutation map τ of (2.1) extends uniquely to a Λ-module map
This defines a Z 2 -action on V ⊗ Λ V . More generally, we define a Λ-linear action ̟ r of the symmetric group Sym r of degree r on T r (V ) as follows. If s i , 1 ≤ i ≤ r − 1, are the simple reflections which generate Sym r , then for all i, we define ̟ r (s i ) by
The group ring ΛSym r = CSym r ⊗ C Λ is an associative superalgebra, with CSym r regarded as purely even. Extend the representation ̟ r of Sym r Λ-linearly to obtain an action of the super algebra ΛSym r .
It is easy but important to observe that the actions of ΛSym r and GL(V ) on T r (V ) commute with each other.
Remark 3.1. The classical orthosymplectic Lie algebra osp(V C ) acts on V ⊗r C via the rule
This action is compatible with that of gl(V ) (3.1). Moreover it is easily verified that ̟(CSym r ) commutes with gl(V C ) on V ⊗r C . The following well-known result [39, 3] , is the super analogue of Schur-Weyl duality.
Proof. We provide a proof for the convenience of the reader. By Lemma 2.6(2), it suffices to prove that
We therefore turn to the proof of (3.3). It is well known [3] that a generalised form of Schur-Weyl duality holds for the complex general linear superalgebra gl(V C ), that is,
where ̟ C,r is the representation of CSym r on V ⊗r C defined in the same way as (3.2), and
) and λ i ∈ Λ, where we may take the λ i to be C-linearly independent and homogeneous. If
Since Λ is of infinite degree, the above equation holds if and only if
This completes the proof.
Remark 3.3. It is crucial for the above statement that Λ has infinite degree. If Λ were replaced by Λ(N) for finite N, then for any t = 0 of top degree and any odd λ in Λ(N), we would have tλ = 0. It would then follow that φ ⊗ t is a GL(V )-
Remark 3.4. Theorem 3.2 is one side of a double commutant theorem for gl(V C ); that is, we also have End Sym r (V ⊗r C ) = ρ r (U(gl(V C ))) in addition to (3.4) . This relies on the semi-simplicity of V ⊗r C as a gl(V C )-module for all r. This semi-simplicity may be proved [17] by showing that the natural module V C is unitarisable, which implies that the tensor modules V ⊗r C are unitarisable.
⊗s ) is a quotient of the walled Brauer algebra with parameter m − n (see [4] for details).
The dual superspace V * has a natural GL(V )-module structure. For anyv ∈ V * and g ∈ GL(V ), g.v is defined by g.v(w) =v(g −1 w) for all w ∈ V. This extends to
We denote the corresponding representation by ρ * r . Denote by γ : T r (V * ) ⊗ Λ T r (V ) −→ Λ the natural pairing, that is, the Λ-linear function defined by (3.6) where J(v, w) is defined as follows. If the elementsv i and w i are all homogeneous,
extend this definition by Λ-multilinearity.
Theorem 3.2 is equivalent to the following result, which is another reformulation of [39, Theorem 1.1].
Then Φ = 0 only when r = s, and in this case, Φ belongs to the Λ-span of
Proof. We give a sketch of the easy proof here. It is clear that there are no nonzero functions if r = s. When r = s, we have the following GL(V )-module isomorphisms
Thus Theorem 3.2 identifies the set of Λ-linear GL(V )-invariant functions with ̟ r (ΛSym r ). The theorem now follows from the obvious fact that the function γ defined by (3.6) is GL(V )-invariant.
3.2.
Polynomials and polynomial functions. Let M C be a Z 2 -graded C-vector space of superdimension sdim M = (k|l), and let M = M C ⊗ C Λ. We shall define the graded symmetric algebra on M, and show that it may be used to define the notion of polynomial functions on M0.
is the tensor algebra on M. This is a graded superalgebra. Let I(M) be the ideal of T (M) generated by all elements of the form
Clearly S(M) is an associative graded-commutative superalgebra. We write S r (M) for the image of T r (M) in S(M). Recall (3.2) that the symmetric group Sym r acts on T r (M); it is easily shown that
Remark 3.9. Since T r (M)/Sym r may be identified with e(r)T r (M), where e(r) = (r!)
σ∈Sym r σ ∈ CSym r , it follows that we also have
We therefore have the splitting
is canonically identified with both a quotient and subspace of T r (M).
Since the action of GL(M) on T r (M) commutes with that of Sym r , the next statement is clear. Now given the map γ : T r (M * )⊗T r (M) → Λ of (3.6) and writing F (M, Λ) for the Λ-module of functions : M → Λ, we have a Λ-linear map
Proof. The first part is a straightforward calculation, which is left to the reader. Given (1) it follows that the composition of F r with restriction to M0 is constant on orbits of Sym r . In view of Lemma 3.8, this implies (2) . Note that we here abuse notation by also writing F r for the induced map on S r (M * ). 
, where γ is the pairing (3.6).
Remark 3.13.
(1) We shall make use of the fact that polynomial maps M0 −→ Λ restrict to polynomial maps M C ⊗ Λ(N) −→ Λ(N) for each positive integer N, where M C ⊗ Λ(N) and Λ(N) are considered as finite dimensional affine spaces over C. However the ring structure of P r [M0] is independent of this interpretation of polynomial functions. (2) In the interpretation of elements of P r [M0] as polynomial maps on finite dimensional affine spaces, each function f ∈ P r [M0] has degree r in the sense that f (αx) = α r f (x) for α ∈ C and x ∈ M0. (3) In view of (2) we write
, and note that the sum is indeed direct. (4) With the same abuse of notation as above, when convenient, we shall think
is the graded symmetric algebra defined in Definition 3.7.
Proposition 3.14. The map
is an isomorphism of gradedcommutative graded Λ-algebras (which will also be referred to as associative superalgebras). If λ ∈ Λ0 and f ∈ P r [M0] then for v ∈ M0, f (λv) = λ r f (v).
Proof. It is clear that F
• is a surjective homomorphism. Hence it remains only to show that F
• is injective, i.e. that F r is injective for each r. Let b 1 , . . . , b k+l be a homogeneous basis of M, and let φ 1 , . . . , φ k+l be the dual basis of M * , so that φ i (b j ) = δ ij .
. Now up to sign, the image of φ i 1 ⊗ . . . ⊗ φ i k+l in S r (M) depends only on the number m i of occurrences of φ i among the φ i j , j = 1, . . . , r. Note also that if [ 
. This could equally be expressed structurally by the equation 
Suppose that f ∈ ker(F r ), i.e. that F r (f )(v) = 0 for all v ∈ M0. We wish to show that λ m 1 ,m 2 ,...,m k+l = 0 for all m 1 , m 2 , . . . , m k+l . Fix m k+1 , . . . , m k+l and write s = r − k+l i=k+1 m i . Now let N be any integer such that for all m 1 , . . . , m k+l , λ m 1 ,...,m k+l ∈ Λ(N). In (3.7), take λ j = e N +j ∈ Λ(N + j) for j = k + 1, . . . , k + l, (note that since v ∈ M0, λ j ∈ Λ1 for j > k). Then for λ i ∈ Λ(N) for i = 1, . . . , k, putting F r (f ) = 0 in (3.7) (and maintaining the chosen values of m k+1 , . . . , m k+l ) yields that
for all λ 1 , . . . , λ k ∈ Λ(N)0. This implies λ m 1 ,m 2 ,...,m k+l = 0 for all sequences m 1 , . . . , m k such that m 1 + · · · + m k = s (it suffices to take λ i ∈ C for this statement). Since this is true for all sequences m k+1 , . . . , m k+l , it follows that f = 0.
The second statement is evident from the above proof.
Remark 3.15. Note that the above proof shows that if a polynomial function f vanishes on the set i λ i m i , where m i runs over a homogeneous basis of M and
We therefore say that this set (and any other set with this property) is Zariski dense in M0.
We shall require the following observation later.
Lemma 3.16. Let M = M C ⊗ C Λ be as above, and suppose M is an orthosymplectic superspace with form (−, −) M . Let W = M ⊕ M; this is also an orthosymplectic superspace in the obvious way. Then the function q :
Proof. Let b 1 , . . . b k+l be a homogeneous basis of M, regarded as the first summand of W , and let b 
3.3. Polynomial functions on endomorphism algebras. We now take V C to be a Z 2 -graded vector space and apply the considerations of the last subsection to the superspace M C = End C (V C ). Consider the following left actions of GL(V ) on
where
Note that these actions evidently commute with each other, i.e. for g ∈ GL(V ),
Observe that the map γ of (3.6) defines a canonical perfect pairing which canonically identifies T r (V * ) with T r (V ) * . We shall use this identification below without comment.
For any linear form
for all X ∈ End Λ (V )0 and w ∈ T r (V ), where, for w) is linear in w, and polynomial of degree r in X.
Proof. We need to show that for fixed
The first statement is clear from the definition (3.8). To prove that Ψ L (−, w) ∈ P r [End Λ (V )0], note that since the space of polynomial functions of degree r is closed under Λ-linear combinations, it suffices to take w = w 1 ⊗ ... ⊗ w r , where
It is now easily verified that in the notation of Lemma 3.11 (2) ,
Now define the following GL(V )-actions on
It follows since L and R commute, thatL commutes withR. Thus the invariant subspace
is a left GL(V )-module under the actionL. The next result is an important link in our development.
Then the image of Ψ is contained in Γ r , and Ψ :
Proof. We continue to identify
It follows that Ψ is injective, and hence that it now suffices to prove that Ψ is surjective.
With this in mind, take an arbitrary element Φ ∈ Γ r ⊆ P r [End Λ (V )0] ⊗ Λ T r (V * ). Since Φ ∈ Γ r is invariant underR(GL(V )), we have, for each element g ∈ GL(V ),
It follows that for this L, the functions Φ and Ψ L coincide on GL(V ) × T r (V ). We show finally that this implies that Φ = Ψ L on the whole of End Λ (V )0 × T r (V ), which will show that Φ ∈ ImΨ, so that Ψ is surjective.
Fix w ∈ T r (V ). Then Φ(−, w) and Ψ L (−, w) are two elements of P r (End Λ (V )0 which coincide on GL(V ). We shall show that this implies that they coincide on the whole of End Λ (V )0. Let Λ(N) ⊂ Λ be the finite dimensional Grassmann algebra of dimension 2 3.4. Some GL(V )-module isomorphisms. We point out in this section some identifications of Λ-modules analogous to the standard ones in linear algebra. Let V be an orthosympletic superspace.
For any A ∈ End Λ (V ), A † will denote the unique element of End Λ (V ) satisfying
We refer to A † as the adjoint of A with respect to the form (−, −). It is easy to see that the map A → A † is Λ-linear, i.e. that for A ∈ End Λ (V ) and λ ∈ Λ, (Aλ) † = A † λ, and preserves parity, i.e.
and for all A, B ∈ End Λ (V ), we have the following three relations.
(AB)
and (
. Elements of End Λ (V ) + are said to be self adjoint.
The second equation in (3.10), as well as the observation that for any X ∈ End Λ (V ), we have X =
, implies that End Λ (V ) decomposes as a direct sum of free Λ-modules as follows.
By taking the intersection with E = End Λ (V )0 of the above decomposition, we also obtain (3.12)
For any A ∈ GL(V ), we defineÂ := (A † ) −1 . Then AB =ÂB for all A, B ∈ GL(V ), and g →ĝ defines an involutory automorphism of GL(V ). This enables us to define a twisted GL(V )-action on V as follows.
, be the map defined by φ v (w) = (v, w) for all w ∈ V . Then φ is a Λ-module isomorphism from V to V * , which respects the GL(V )-action, where GL(V ) acts on V with the twisted action (3.13) and on V * with the standard action. That is, for any g ∈ GL(V ) and v ∈ V , φĝ v = g.φ v .
Proof. Clearly φ v ∈ V * for any v ∈ V . Moreover for λ ∈ Λ, φ λv (x) = (λv, x) = λ(v, x) = λφ v (x), so that the map v → φ v is a Λ-module homomorphism by (2.4), and is an isomorphism by the non-degeneracy of (−, −) The standard GL(V )-action on V * is defined by (gv)(w) =v(g −1 w) for anyv ∈ V * , g ∈ GL(V ) and w ∈ V .
Next observe that there is a GL(V )-action on End Λ (V ) defined by
Clearly both E = End Λ (V )0 and End Λ (V )1 are GL(V )-stable Λ0-submodules of End Λ (V ) under this action. Further, since Υ g (A) † = Υ g (A † ) for all A ∈ E, both E + and E − are stable under the action of GL(V ). Consider the even Λ-linear map
defined by φ v ⊗ φ w → φ v,w , where φ v,w (x) = v(w, x) for all v, w, x ∈ V . This is clearly a Λ-module isomorphism. However more is true.
Lemma 3.23. The map ζ * is a GL(V )-module isomorphism, with GL(V ) acting on End Λ (V ) as in (3.14). Furthermore, ζ * restricts to
Proof. The second statement follows from the first and the fact that ζ * is even. Since ζ * is evidently a Λ-module isomorphism, we only need to prove its GL(V )-equivariance. Given the element X = φ v ⊗ φ w of V * ⊗ Λ V * , we have ζ * (X) = φ v,w , and for
Now every element of V * ⊗ Λ V * (resp. (V * ⊗ Λ V * )0) can be expressed as a Λ (resp. Λ0)-linear combination of elements of the form φ v ⊗ φ w , for homogeneous elements v, w ∈ V , where in the case of (V * ⊗ Λ V * )0, v, w have the same parity. Recall that we have the Λ-involution on
is isomorphic to the degree 2 part of the symmetric algebra defined in Definition 3.7 above, by virtue of the decomposition (3.4). Thus this notation is consistent with the notation above.
Lemma 3.24.
(1) We have, for all homogeneous v, w ∈ V ,
(2) For all X ∈ V * ⊗ V * , we have
That is, ζ
Proof. For all x, y ∈ V , we have
(x, w)(v, y)
But (x, φ w,v (y)) = (x, w(v, y)) = (x, w)(v, y), and (1) follows.
Part (2) for X = φ v ⊗ φ w is an easy consequence of (1), given that φ v,w = ζ * (φ v ⊗ φ w ), etc. The general form of (2) follows since the statement is clearly Λ-linear in X, and the elements φ v ⊗ φ w with v, w homogeneous elements of V , span V * ⊗ V * over Λ. Part (3) is an easy consequence of part (2) 
R (GL(V ))
.
Similarly denote by T r (V * ) OSp(V ) the subspace of T r (V * ) consisting of OSp(V )-invariants. The following result is an immediate consequence of Proposition 3.19.
Note that −id belongs to OSp(V ), and (−id)(w) = (−1) r w for all w ∈ T r (V * ). Hence T r (V * ) OSp(V ) = 0 if r is odd. Thus Γ OSp(V ) r = 0 by the proposition.
Invariant theory for the orthosymplectic supergroup
We retain the notation of Sections 3.4 and 3.2. Lemma 4.1. Let ω : E → E, where E = End Λ (V )0 be defined by ω(X) = X † X. Then ω(E) ⊆ E + , and if α ∈ P
Proof. Since (X † X) † = X † X, the first statement is evident. To prove the second, let b 1 , . . . , b k+l be a homogeneous basis of V , and in the notation of Lemma 3.22 and (3.15), let The result is that ω(X) = X † X = j,q φ jq µ jq , where
(−1)
Now any element α ∈ P r (E + ) is a polynomial of degree r in the µ jq (see (3.7)). By (4.1), the µ jq are polynomials of degree 2 in the λ ij , whence α •ω(X) is a polynomial of degree 2r in the λ ij , whence the second statement.
Lemma 4.2 (Key Lemma).
Let G = OSp(V ) and P = P[End Λ (V )0]. Denote by P G the subalgebra of P consisting of G-invariant functions, i.e. functions f such that for X ∈ E, f (gX) = f (X) for all g ∈ G. Then given any f ∈ P G , there is a polynomial function Φ : End Λ (V )
We postpone the proof to Section 6. Here we apply it to prove the first fundamental theorem of invariant theory for the orthosymplectic supergroup.
First fundamental theorem of invariant theory. For r = 2d, define the Λ-linear map
The symmetric group Sym 2d acts on V ⊗ Λ 2d by (3.2), and corresponding to each π ∈ Sym 2d , we have the function
Theorem 4.3. Let V be as described above, and let G = OSp(V ) be the orthosymplectic supergroup. Set W = (V * ) ⊗ Λ r , and denote by W G the Λ-submodule of Ginvariants of W .
(1) If r is odd, then
Proof. We have already observed that W G = 0 if r is odd, and hence it remains only to prove (2). We will do this by using the Key Lemma to reduce the statement to the first fundamental theorem of invariant theory for the general linear supergroup, Theorem 3.6 above.
Let P = P[E + ] be the Λ-superalgebra of polynomial functions E + −→ Λ, and denote by P k the submodule of homogeneous polynomial functions of degree k. Then P is a GL(V )-module with action defined for any f ∈ P and g ∈ GL(V ) by
where Υ is the action of GL(V ) on End Λ (V ) defined in (3.14). Thus P ⊗ Λ T r (V ) * is also a GL(V )-module under the diagonal action, which we denote byΥ * .
is the Λ-module of degree 2d homogeneous polynomial functions on E. It follows from Lemma 4.2 that there exists a function
Note that ω(X) := X † X ∈ E + for all X ∈ E, and for any g ∈ GL(V ), we have
It follows from Lemma 3.24 that
as GL(V )-module over Λ0, where GL(V ) acts on E
+ via Υ and on S 2 (V * ) via the inherited action from
, which is homogeneous of degree d in S 2 (V * )0 and Λ-linear in T 2d (V ). By Definition 3.12 we may regard H L as a GL(V )-invariant Λ-linear function
Now using the natural map
, it follows from Theorem 3.6 thatH L is a Λ-linear combination of functions of the form
) is a Λ-linear combination of the functions
This may be seen by a simple calculation when U i = φ w i ,w i+1 = ζ * (w i ⊗ w i+1 ), and the general statement follows by extending linearly.
But for X ∈ E + and w = w 1 ⊗ . . .
is a linear combination of the functions δ π , restricted to id ⊗d V ⊗ T 2d (V ). But on this set, it is clear from the formula above that δ π = ±δ • π, and the Theorem is proved. 
where η ab is the entry of η −1 in the a-th row and b-th column. Thenĉ(v⊗w) = (v, w) for all v, w ∈ V . Note that ζ * (ĉ) = m+2n a,b=1 e a ⊗ η ab φ e b is the identity element of E. Thusĉ ∈ (V * ⊗ V * ) G . Since τ (ĉ) =ĉ, the statement of the theorem reduces to (V * ⊗ V * ) G = Λĉ. For general r = 2d, we note that δ =ĉ ⊗d , where δ is the function (4.2). Thus
.ĉ ⊗d with π ∈ Sym 2d . Let ι be the involution (1, 2)(3, 4 4.3. FFT in polynomial form. Let C p|q be the Z 2 -graded vector space with sdim C p|q = (p, q), and let Λ p|q := C p|q ⊗ C Λ. We continue to write V for the orthosymplectic space with sdim V C = (m|2n).
Define H := Hom Λ (Λ p|q , V ). This is a Z 2 -graded free Λ-module which may be identified with a space of matrices as in §2.2.
We briefly recall this identification. If e 1 , . . . , e p+q is the standard homogeneous basis of C p|q , it is also a homogeneous Λ-basis of Λ p|q . We similarly take b 1 , . . . , b m+2n to be a homogeneous Λ-basis of V . If w = p+q i=1 e i λ i , we say that the coordinate f (u 1 , u 2 , . . . , u p+q ) where A = (u 1 u 2 . . . u p+q ) as explained above.
Note that GL(V ) acts on H, preserving H0, via (gφ)(w) = g(φ(w)), for g ∈ GL(V ), φ ∈ H and w ∈ Λ p|q . This action transfers to a degree-preserving action on P: if f ∈ P, then gf (φ) := f (g −1 φ). If G is a subgroup of GL(V ), then of course the above action may be restricted to the subgroup G. We shall apply this with G = OSp(V ). It is evident that the subset P[H0]
G of polynomial functions invariant under G = OSp(V ) forms a sub-Λ-superalgebra of P.
Observe that we have the elements
G , where in the above notation,
The invariance of these functions is evident since OSp(V ) is the isometry group of the form (−, −). The fact that f ij ∈ P 2 follows from an argument similar to the proof of Lemma 3.16.
The following statement may easily be shown to be equivalent to Theorem 4.3.
Corollary 4.6. Keep notation as above. Let G = OSp(V ). Then P[H0]
G is generated by the functions f ij above.
More explicitly, If f ∈ P[H0] G , then for A = (u 1 u 2 . . . u p+q ) ∈ H0, f is a polynomial in the quadratics (u a , u b ) (a, b = 1, 2, . . . , p + q).
We should point out that Corollary 4.6 is equivalent to Segeev's [39, Theorem 5.3].
Brauer diagrams and endomorphism algebras of OSp(V )
In this section, we describe the relationship between the Brauer algebra of degree r and endomorphism algebra End OSp(V ) (V ⊗ Λ r ). We shall do this by working within the framework of the Brauer category introduced in [25] . 5.1. Categorical version of the first fundamental theorem. The Brauer category [25] can be generalised to the setting of the Grassmann algebra Λ. Fix once and for all an element δ of Λ0. Denote by B ℓ k (δ) the free Λ-module with an even homogeneous basis consisting of (k, ℓ) Brauer diagrams. Then the composition and tensor product of Brauer diagrams can be extended to Λ-bilinear maps
The Brauer category B(δ) is the pre-additive small category equipped with the tensor product bi-functor ⊗ such that (1) the set of objects is N = {0, 1, 2, . . . }, and for any pair of objects k, l,
; the composition of morphisms is given by the composition of Brauer diagrams; (2) the tensor product k ⊗ l of objects k, l is k + l in N, and the tensor product of morphisms is given by the tensor product of Brauer diagrams.
Theorem 2.6 in [25] is still valid in the present setting. The four elementary Brauer diagrams
, , which will be denoted by I, X, A and U respectively, generate all Brauer diagrams by composition and tensor product. The complete set of relations among these generators is that described in [25, Theorem 2.6(2)].
For all p, q and r, define the Λ-linear maps Let V = V C ⊗ Λ be the orthosymplectic superspace defined in Section 2.3 with sdim V C = (m|2n). We consider the following category of OSp(V )-representations. Definition 5.2. Let G = OSp(V ). We denote by T G (V ) the full subcategory of Gmodules with objects V ⊗ Λ r (r = 0, 1, . . . ). The tensor product over Λ of G-modules and of G-equivariant maps is a bi-functor
the category of tensor representations of G.
Now we consider some morphisms in
a,b=1 e a ⊗ η ab e b , which is canonical in that it is independent of the basis E = (e 1 , e 2 , . . . , e m+2n ), and is invariant under OSp(V ). Consider the Λ-linear maps
The following result is the analogue of [25, Lemma 3.1] in the present setting.
Lemma 5.3. Let G = OSp(V ) and d = m − 2n, where sdim V C = (m|2n), and denote by id the identity map on V . Then the maps τ ,Č andĈ are all G-equivariant.
Furthermore, they satisfy the following relations:
Proof. The first statement is clear. Now equation (5.3) reflects standard properties of permutations, and the relations (5.4) are evident. We havê
This proves the first relation of (5.5). The proofs of the remaining relations are similar, and therefore omitted.
We have the following result. 
is defined on the generators of Brauer diagrams by
(ii) F respects tensor products, thus for any objects r, r ′ and morphisms
Proof. The proof is the same as in [25] . Here we merely point out that the essential part of the proof is to show that the maps in (5.8) satisfy all the defining relations of the elementary Brauer diagrams given in [25, Theorem 2.6(2)]. This follows from Lemma 5.3.
The following result is [25, Lemma 3.6] adapted to the present context. We omit the details of the proof.
(1) The Λ-linear maps
are well defined and are mutually inverse isomorphisms.
(2) For each pair k, ℓ of objects in B(d), the functor F induces a Λ-linear map
and the following diagrams are commutative.
The first fundamental theorem of invariant theory for OSp(V ) can now be reinterpreted as follows 
5.2.
The Brauer algebra and endomorphism algebras. For any object r in B(δ), the set of morphisms B r r (δ) from r to itself form a unital associative superalgebra under composition of Brauer diagrams. This is the Brauer superalgebra of degree r with parameter δ, which will be denoted by B r (δ). If δ ∈ C, we let B r (δ) C be the Brauer algebra over C, then B r (δ) = B r (δ) C ⊗ C Λ, where B r (δ) C is regarded as purely even.
For i = 1, . . . , r − 1, let s i and e i respectively be the (r, r) Brauer diagrams shown in Figure 1 . Then B r (δ) as superalgebra over Λ is generated by {s i , e i | i = ... 1, 2, . . . , r − 1} with the standard relations given in [25, Lemma 2.18(1)]. We note in particular that the elements s i generate the subalgebra ΛSym r ⊂ B r (δ).
The following result is an immediate corollary of Theorem 5.6.
) for all r as associative superalgebra.
Recall from Remark 2.7 that the orthosymplectic supergroup OSp(V ) may be defined by a Harish-Chandra super pair [11] . The following result follows from the corollary.
where B r (d) C is the complex Brauer algebra of degree r with parameter d = m − 2n.
were Λ i is the homogeneous component of Λ of degree i relative to the Z + -grading. Set E + = i≥1 E i . Then all elements of E + are nilpotent endomorphisms on V . Let osp(V ) + = osp(V ) ∩ E + . Recall the specialisation map R : Λ −→ C defined by (2.3). We have the following surjective group homomorphismR = id (i) g 0 .φ = φ, for all g 0 ∈ G 0 , and
where the second condition is equivalent to (ii) ′ X.φ = 0 for all X ∈ osp(V ) + . Write φ = i φ i ⊗ λ i , where φ i ∈ End C (V C ) and λ i ∈ Λ i for all i. Then condition (i) is clearly equivalent to φ i ∈ End G 0 (V ⊗r C ) for all i. Since Λ is of infinite degree, condition (ii ′ ) is satisfied if and only if φ i ∈ End osp(V C ) (V ⊗r C ) for all i. This completes the proof.
Proof of the key lemma
In this section we shall prove the key Lemma 4.2. We maintain the notation of Section 4, in particular that of §4.3.
6.1. The key lemma in terms of super matrices. We begin by translating the statement into one concerning the space of super matrices described in Lemma 2.3. Recall ( §2.3) that with respect to the standard basis of V , the matrix of the orthosymplectic form (−, −) on V is η = m 2n m I 0 2n 0 J , so that the transpose
Recall also ( §4.3) that if e 1 , . . . , e m+2n is the standard (Λ-)basis of V and v = e 1 λ 1 + · · · + e m+2n λ m+2n ∈ V , the coordinate vector
Similarly, for α ∈ End Λ (V ), we have the matrix M(α) ∈ M(m|2n; Λ). Define the supertranspose of this column vector by 
It is then evident that for v, w ∈ V , Let α ∈ E = End Λ (V )0, and let A = M(α). Then
This leads to the following characterisation of the space of self adjoint even supermatrices. Consider the set of indeterminates {x ab = x ba ,
, and write
Let GS = GS C ⊗ C Λ. Then the superspace SA = SA(Λ) of matrices satisfying the conditions of Lemma 6.1 is identified with Hom Λ (GS, Λ) ∼ = GS * . Hence we have a natural identification GS ∼ = SA * , and thus the superalgebra P[SA0] ∼ = S(GS).
Corollary 6.2. The space of even self adjoint matrices is of the form SA0, where SA is the superspace of matrices B satisfying the conditions of Lemma 6.1 described above.
Note that we have the map Q : M0 −→ SA given by A → ηA † A = A st ηA, whose coordinate functions are quadratic polynomial functions. Moreover evidently if g ∈ OSp, Q(gA) = Q(A). It is clear that the Key Lemma is equivalent to the following statement. Lemma 6.3. Let f : M0 → Λ be a polynomial function such that f (gA) = f (A) for all g ∈ G(= OSp) and A ∈ M0. Then there is a polynomial function F : SA0 → Λ such that f (A) = F (Q(A)) for A ∈ M0.
6.2. Proof of Lemma 6.3. We wish to consider the 'generic' matrix in SA. With this in mind, we define the following superspaces and superalgebras, with a view to considering matrices with entries from these algebras.
Remark 6.4. The proof below will involve some elementary considerations from algebraic geometry. We shall use (without further comment) the notation in [41, §4.5, pp. 150-151]; thus for a scheme X defined by the vanishing of a set of polynomial (super)functions, if A is a supercommutative (graded-commutative) algebra, we write X(A) for the set of A-points of X. Definition 6.5.
(1) Define the graded symmetric algebra 
and that Λ K and Λ L may be viewed as algebras of 'rational functions' on SA(Λ).
Remark 6.6. We remark that since ∧(GS C,1 ) is the exterior algebra on a finite set of generators of parity1, it is isomorphic as graded algebra to Λ(N) for some N, and hence ∧(GS C,1 ) ⊗ C Λ ∼ = Λ. Note also the analogy between the construction of V K and V L from V K and V L respectively, and the construction of V from V C . Finally note that the form (−, −) on the orthosymplectic space V C has natural extensions to V L and V L , and to all smaller orthosymplectic spaces defined in Definition 6.5. Now let S be the 'generic matrix' S = (s kl ) ∈ SA0( Λ R ), where s kl = x kl , y kl or z kl , depending on the values of k, l. That is,
If α : Λ R → Λ is a Λ-algebra homomorphism, we say that α(S) = (α(s kl )) is a specialisation of S.
Lemma 6.7. Let notation be as above, particularly as given in Definition 6.5. Let S = (s kl ) be the 'generic matrix' in SA(
for the quadratic map above, given by Q(A) = A st ηA.
(1) There is a matrix X ∈ M(m|2n; Λ L )0 such that Q(X) = S.
(2) Given two such matrices X, X ′ , there is an element g ∈ OSp( Λ L ) such that
Proof. The statement (1) is equivalent to the assertion that under the transformation
, the matrix S may be transformed into η. Now it is shown in Appendix I (p. 323) of [1] that there is an explicitly defined
. If we write (x ab ) = C, and denote the eigenvalues of C in L by ξ 1 , . . . , ξ m , then M is given by
Further, it is a standard result in linear algebra that given any invertible skew symmetric matrix Y = (y cd ) ∈ M 2n (K), there is a matrix N ∈ M 2n (K) such that
It follows that S is transformed by the matrix
into a matrix of the form
where Z = (z ij ) has entries from ( Λ K )1.
Next we show that when m = 1, the matrix (6.6) may be transformed explicitly into η. In this case, the matrix (6.6) is of the form (6.7)
With this notation, one checks easily that the matrix
satisfies, in the notation of (6.7), A st S 1 A = η, which completes the case m = 1. We now complete the proof of (1) by induction on m. The arguments above show that the matrix S 0 in (6.6) may be transformed by a sequence of transformations of the form Y → B st Y B into a matrix of the form (6.9)
and further that the transforming matrices are all congruent to the unit matrix
, and hence that as above, z has a square root µ in ( Λ L )0. It is now easily checked that S 2 is transformed by the matrix A 1 below into η, i.e. that A st 1 S 2 A 1 = η, where (6.10)
This completes the proof of (1).
To prove (2), notice that since S has invertible specialisations in SA(Λ)0 (for example η is a specialisation of S), it follows that S is invertible, and hence that X, X ′ are invertible. Thus
Now suppose that f : M(m|2n; Λ)0 −→ Λ is a polynomial function such that f (gA) = f (A) for A ∈ M(m|2n; Λ)0 and g ∈ OSp(Λ).
Proof. The function f clearly has an extension to M(m|2n; Λ L )0. To show that it satisfies the stated invariance,
. Then d vanishes on the Λ-points of the domain, and by the argument in the proof of Proposition 3.14, this implies that d = 0, whence the result.
Proof. Note that the Galois group Gal(L/K) acts on Λ L = L ⊗ C Λ by application to the first factor (L), and has fixed subalgebra Λ K .
Let σ ∈ Gal(L/K). Applying σ to the equation X st ηX = S, we see that X ′ = σ(X) also satisfies (X ′ ) st ηX ′ = S, whence by Lemma 6.7(2), we have X ′ = gX for some g ∈ OSp( Λ L ), and hence by Lemma 6.8,
Proof of Lemma 6.3. It follows from the last Lemma that f L (X) is a finite sum of terms of the form
⊗ θ, where θ runs over a set of linearly dependent elements of Λ1, and f θ i ∈ R = C[x ab , y cd ]. Now let α : Λ R → Λ be a Λ-algebra homomorphism such that α(x ab ) and α(y cd ) ∈ C, α(z ij ) ∈ Λ1 and which satisfies (i) α(f θ 2 ) = 0 for all θ; (ii) α(det(x ab ) det(y cd )) = 0; (iii) the matrix α(x ab ) has distinct eigenvalues, i.e. α does not annihilate the resultant of det(t − (x ab )); (iv) the restriction of α to α : Λ → Λ is an isomorphism, and (v) the matrix X constructed explicitly in Lemma 6.7 has a specialisation X 0 := α(X). This last condition requires only that α does not annihilate any denominator occurring in the entries of the matrices M, N defined in Lemma 6.7.
It is clear that these conditions on α imply that α(S) belongs to a Zariski-dense subset of SA(Λ)0 in the sense of Remark 3.15. Write S 0 = α(S) ∈ SA(Λ)0.
The above argument shows that if A ∈ M(m|2n; Λ)0 is such that Q(A) = α(S) = S 0 , then A = gX 0 for some g ∈ OSp(Λ), whence
We show next that we may take f
As this is true for a Zariski-dense set of X 0 , this shows that
We have now shown that for A in a Zariski-dense subset of M(m|2n; Λ)0, f (A) is a polynomial in the entries of Q(A). It follows from density that this is true for all A ∈ M(m|2n; Λ)0.
This completes the proof of Lemma 6.3, and hence that of the key lemma.
The super Pfaffian and endomorphism algebras of osp(V C )
If one considers endomorphism algebras over the orthogonal Lie algebra instead of the orthogonal group, the Brauer algebra does not map surjectively onto endomorphism algebras in general. The situation for orthosymplectic Lie superalgebras is similar. Here we make some comments on this. (
This enables us to describe End so(m) (M ⊗r ) upon using the vector space isom-
, where U r is the Brauer diagram defined in Lemma 5.1. If r < m/2 or m = 2d + 1 is odd, we are in the first situation, thus End so(2d+1) (M ⊗r ) = End O(2d+1) (M ⊗r ). If m = 2d is even and r ≥ m/2, we are in the second situation, and hence End so(2d) (M ⊗r ) =
. Note
. It is possible to describe the multiplication of End so(2d) (M ⊗r ) by using equation (7.1) in principle, but is rather messy to do in practice.
7.2. The super Pfaffian. Now we turn to the orthosymplectic Lie superalgebra osp(V C ). Assume that the superdimension of V C is equal to (m|2n). We denote osp(V C ) by g throughout this section. 7.2.1. The invariant integral. Let us recall from [35, 37] some elementary facts about the left g-invariant (Hopf) integral on the finite dual Hopf superalgebra U 0 (g) of the universal enveloping superalgebra of g. Denote by U(g0) 0 the finite dual Hopf algebra of U(g0). Let ν : U(g) −→ (U(g) 0 ) * be the superalgebra embedding defined for any x ∈ U(g) by ν(x), f = (−1)
[f ] [x] f, x for all f ∈ U(g) 0 .
Here we use , to denote the natural pairing between dual spaces. Let p : U(g) 0 −→ U(g0) 0 be the restriction induced by the natural Hopf superalgebra embedding U(g0) −→ U(g). There exists a unique (left and right) g0-invariant integral 0 : U(g0) 0 −→ C such that 0 1 = 1, thus we have the composition map 0 p : U(g) 0 −→ C, which can be regarded as an element of (U(g) 0 ) * . Consider Z = U(g)/U(g)g0 as a g-module, and let Z g be its invariant submodule. It was shown in [37] (and in [35] for various cases) that dim Z g = 1. Fix a generator z + U(g)g0 of Z g . Then the following element of (U(g) 0 ) * ,
is a nontrivial left g-invariant integral on U(g) 0 , which is independent of the representative z chosen for z + U(g)g0. Furthermore, the integral is unique up to a scalar multiple.
Any Then S is the tensor product of the polynomial algebra in x ij = e i ⊗ f j (for 1 ≤ i, j ≤ m), and the Grassmann algebra generated by θ µj = e m+µ ⊗ f j (for 1 ≤ µ ≤ 2n, 1 ≤ j ≤ m).
Note that the natural gl(V C ) × gl m action on V m C induces an action on S. A Howe duality states that S = λ L λ ⊗ W λ , where L λ (resp. W Λ ) denotes the irreducible gl(V C )-module (resp. gl m -module) with highest weight λ, and the direct sum is over all partitions λ of depth ≤ m. Here highest weight modules are defined with respect to the standard Borel subalgebra b of gl(V C ) spanned by the matrix units E ab (relative to the basis B) with 1 ≤ a ≤ b ≤ m + 2n.
Let I S be the map I M defined earlier for M = S, then I S (S) ⊂ S g . In order to understand the invariants in I S (S), we note that Z is isomorphic to ∧g1 as a vector space; any generator of Z g contains a nonzero term in the top degree. Given the generator z + U(g)g0 of Z g , we express z as a sum of PBW basis elements involving only elements of g1. Regarded as in U(gl(V C )), the element z is a sum of weight vectors (with respect to the adjoint action) of gl(V C ) 0 ∼ = gl m (C) ⊕ gl 2n (C), and we denote by z + the component with highest weight. Then we easily see from the embedding g ⊂ gl(V C ) that z + ∈ ∧ 2mn gl(V C )1, where gl(V C )1 is the span of E i,m+ν with 1 ≤ i ≤ m and 1 ≤ ν ≤ 2n. We will assume that z + is equal to the PBW basis element in U(gl(V C )) with a particular given ordering of the E i,m+ν , as this is always the case if we multiply z by an appropriate nonzero scalar. Note that gz + = det(g) 2n z + for all g ∈ GL((V C )0) × GL((V C )1). Denote by G 0 the subgroup O((V C )0) × Sp((V C )1) of the orthosymplectic supergroup. Then G 0 acts on g by conjugation. This action induces an action on Z. In particular, for any g ∈ G 0 , g(z + U(g)g0) = det(g) 2n (z + U(g)g0) = z + U(g)g0. (7.4) Thus z + U(g)g0 is an invariant of the orthosymplectic supergroup.
Therefore, we have the following result.
Lemma 7.2.
(1) Let L λ ⊂ S be a simple gl(V C )-submodule which is typical, and assume that a nonzero δ 0 ∈ (L λ ) g0 is either a gl(V C )-highest weight vector or a gl(V C )-lowest weight vector. Then δ := I S (δ 0 ) is a nonzero element of S g . (2) If for all g ∈ O((V C )0) × Sp((V C )1), the g0-invariant δ 0 ∈ S g0 satifies g · δ 0 = det(g)δ 0 , then g · δ = det(g)δ.
Proof. For part (1), we assume that δ 0 is a gl(V C )-lowest weight vector of L λ ∈ S. Then typicality of L λ implies that z + δ 0 = 0 and hence zδ 0 = 0. The case with δ 0 being a gl(V C )-highest weight vector can be similarly proved by considering the lowest weight component z − of z. Part (2) follows from (7.4).
Part (2) of the lemma says that if δ 0 is a g0-invariant but not an invariant of O((V C )0) × Sp((V C )1), then δ ∈ S g will not be an invariant of the orthosymplectic supergroup. Now we construct such a δ 0 . Form the m × m matrix X = (x ij ) and let ∆ = det X. Set Π = µ,j θ µj for some fixed ordering of the elements θ µj , which is in the top degree of the Grassmann algebra. Then ∆Π is a gl(V C )-lowest weight vector in S with weight (1 m | m 2n ). Here we write a gl(V C ) weight as λ = (λ0 | λ1) with λ0 (resp. λ1) being the corresponding gl((V C )0) (resp. gl((V C )1)) weight. The simple gl(V C )-module with this lowest weight vector is L ((2n+1) m |0) , which is typical. Note that ∆Π is even and homogeneous of degree m(2n + 1).
Definition 7.3 ([39]
). Let Ω := z(∆Π) and call it the super Pfaffian. By Lemma 7.2, this is a nonzero osp(V C )-invariant, which is not an invariant of the corresponding orthosymplectic supergroup. However Ω 2 is OSp(V )-invariant. Note that Ω is even and homogeneous and has the same degree as ∆Π. A simple computation shows that the leading term z + (∆Π)) of Ω is equal to ∆ 1+2n up to a sign. Thus the leading term of Ω 2 is equal to det(X t X) 1+2n .
Remark 7.4. Sergeev's [39, Theorem 1.3] states that the subalgebra of osp(V C )-invariants in S(V C ⊗ C p|q ) is generated by the quadratics of Corollary 4.6, and also the super Pfaffian if p ≥ m. We have not attempted to give an independent proof of the result here. 
