In this article both the left and right null space of the Macaulay matrix are described. The left null space is shown to be linked with the occurrence of syzygies in its row space. It is also demonstrated how the dimension of the left null space is described by a piecewise function of polynomials. We present two algorithms that determine these polynomials. Furthermore we show how the finiteness of the number of basis syzygies results in the notion of the degree of regularity. This concept plays a crucial role in describing a basis for the right null space of the Macaulay matrix in terms of differential functionals. We define a canonical null space for the Macaulay matrix in terms of the projective roots of a polynomial system and extend the multiplication property of this canonical basis to the projective case. This results in an algorithm to determine the upper triangular commuting multiplication matrices. Finally, we discuss how Stetter's eigenvalue problem to determine the roots of a multivariate polynomial system can be extended to the case where a multivariate polynomial system has both affine roots and roots at infinity.
Introduction
Many problems in computer science, physics and engineering require a mathematical modelling step and multivariate polynomials are a natural modelling tool [1] . This results in problems in which one needs to compute the roots of a multivariate polynomial system, divide multivariate polynomials, eliminate variables, compute greatest common divisors, etc. The area of mathematics in which multivariate polynomials are studied is algebraic geometry and has a rich history spanning many centuries [2] . Most methods to solve these problems are symbolical and involve the computation of a Gröbner basis [3, 4, 5] . From the point of view of engineering however, one is mainly interested in approximate answers obtained from numerical methods. Hence, there is a need to have a framework of numerical methods that solve problems such as polynomial root-finding, elimination, etc. Although some numerical methods are available, there was no unifying framework. For example, the most important and known numerical method for solving multivariate polynomial systems is numerical polynomial homotopy continuation (NPHC) [6, 7, 8, 9 ], but it is not possible to eliminate variables, compute greatest common divisors or do polynomial divisions in this framework. It is possible to solve many of these problems with multivariate polynomials in a numerical linear algebra framework. An important milestone in this respect was the discovery of Stetter that finding the affine roots of a multivariate polynomial system is equivalent with solving an eigenvalue problem [10, 11] . In his approach however, it is still necessary to first compute a Gröbner basis before the eigenvalue problem can be written down. We have developed a numerical linear algebra framework where no symbolical computations are required. Problems such as elimination of variables [12] , computing an approximate greatest common divisor [13] , computing a Gröbner and border basis [14] , finding the affine roots of a polynomial system are all solved numerically in this Polynomial Numerical Linear Algebra (PNLA) framework. The Macaulay matrix plays a central role in all these problems [15, 16] .
The Macaulay matrix is defined for a certain degree d and it is important to understand how its size and dimensions of its fundamental subspaces change as a function of d. These are in fact described by different polynomials in d. We will explain how this comes about in this article through the analysis of the left null space of M (d). This analysis will lead us to the definition of the degree of regularity of a multivariate polynomial system f 1 , . . . , f s . In addition, two algorithms that determine the polynomial expression l(d) for the dimension of the left null space of M (d) are presented. Once the polynomials that describe the dimensions of the fundamental subspaces are understood, we move on to describe the right null space of the Macaulay matrix. The affine roots of a multivariate polynomial system f 1 , . . . , f s are usually described by the dual vector space of the quotient space C n / f 1 , . . . , f s . In this article we will describe the right null space of M (d) as the annihilator of its row space and express this by means of a functional basis. An important observation here is that also roots at infinity are described by this functional basis and that multiplicities of roots result in a certain multiplicity structure. Stetter's method to find the affine roots of a multivariate polynomial system is by means of an eigenvalue problem that describes a monomial multiplication within the quotient space C n / f 1 , . . . , f s . We will extend this monomial multiplication property to the projective case and present an algorithm that derives the corresponding projective multiplication matrices.
Before defining the Macaulay matrix, we first discuss the numerical linear algebra framework in which we will describe multivariate polynomials and introduce the monomial ordering that will be used. Most of the algorithms described in this article are implemented in MATLAB [17] /Octave [18] and are freely available at https://github.com/kbatseli/PNLA_MATLAB_OCTAVE.
Vector space of multivariate polynomials
The ring of multivariate polynomials in n variables with complex coefficients is denoted by C n . It is easy to show that the subset of C n , containing all multivariate polynomials of total degrees from 0 up to d forms a vector space. We will denote this vector space by C n d . We consider multivariate polynomials that occur in computer science and engineering applications and limit ourselves therefore, without loss of generality, to multivariate polynomials with only real coefficients. Throughout this article we will use a monomial basis as a basis for C is defined as |a| = n i=1 a i . The degree of a polynomial p, deg(p), then corresponds with the degree of the monomial of p with highest degree. It is possible to order the terms of multivariate polynomials in different ways and results typically depend on which ordering is chosen. It is therefore important to specify which ordering is used. For a formal definition of monomial orderings together with a detailed description of some relevant orderings in computational algebraic geometry see [5, 4] .
Monomial orderings and homogeneous polynomials
It is possible to reconstruct the monomial
an n from the n-tuple of exponents a = (a 1 , . . . , a n ) ∈ N n 0 . Furthermore, any ordering > we establish on the space N n 0 will give us an ordering on monomials: if a > b according to this ordering, we will also say that x a > x b .
Definition 2.1. Degree negative lexicographic. Let a and b ∈ N n 0 . We say
where a > nlex b if, in the vector difference a − b ∈ Z n , the leftmost non-zero entry is negative.
The ordering is graded because it first compares the degrees of the two monomials and applies the negative lexicographic ordering when there is a tie. The ordering is also multiplicative, which means that if a < dnlex b this implies that ac < dnlex bc for all c ∈ N n 0 . Once a monomial ordering is fixed we can represent a multivariate polynomial f by its coefficient vector. One simply orders the coefficients in a row vector, degree negative lexicographically ordered, in ascending degree. The following example illustrates. 
where the degree negative lexicographic ordering is indicated above each coefficient.
By convention a coefficient vector will always be a row vector. Depending on the context we will use the label f for both a polynomial and its coefficient vector. (.)
T will denote the transpose of a matrix or vector. Points at infinity will play an important role in this article and these are naturally connected to homogeneous polynomials. A polynomial of degree d is homogeneous when every term is of degree d. A non-homogeneous polynomial can easily be made homogeneous by introducing an extra variable x 0 .
is the polynomial obtained by multiplying each term of f with a power of x 0 such that its degree becomes d.
The vector space of all homogeneous polynomials in n + 1 variables and of degree d is denoted by P n d . This vector space is spanned by all monomials in n + 1 variables of degree d and hence
In order to describe solution sets of systems of homogeneous polynomials, the projective space needs to be introduced. First, an equivalence relation ∼ on the non-zero points of C n+1 is defined by setting
if there is a non-zero λ ∈ C such that (x 0 , . . . , x n ) = λ (x 0 , . . . , x n ).
Definition 2.3. ([4, p 368])
The n-dimensional projective space P n is the set of equivalence classes of ∼ on C n+1 − {0}. Each non-zero (n + 1)-tuple (x 0 , . . . , x n ) defines a point p in P n , and we say that (x 0 , . . . , x n ) are homogeneous coordinates of p.
The origin (0, . . . , 0) ∈ C n+1 is not a point in the projective space. Because of the equivalence relation ∼, an infinite number of projective points (x 0 , . . . , x n ) can be associated with 1 affine point (x 1 , . . . , x n ). The affine space C n can be retrieved as a 'slice' of the projective space:
This means that given a projective point p = (x 0 , . . . , x n ) with x 0 = 0, its affine counterpart is (1,
). The projective points for which x 0 = 0 are called points at infinity.
Macaulay matrix
We now introduce the main object of this article, the Macaulay matrix, and give two interpretations to its row space. Both interpretations will be important later on when we discuss the null space of M (d) and
Definition 2.4. Given a set of polynomials f 1 , . . . , f s ∈ C n , each of degree d i (i = 1, . . . , s), then the Macaulay matrix of degree d is the matrix containing the coefficients of
where each polynomial f i is multiplied with all monomials from degree 0 up
When constructing the Macaulay matrix, it is more practical to start with the coefficient vectors of the original polynomial system f 1 , . . . , f s , after which all the rows corresponding to multiplied polynomials x a f i up to a degree max(d 1 , . . . , d s ) are added. Then one can add the coefficient vectors of all polynomials x a f i of one degree higher and so forth until the desired degree d is obtained. This is illustrated in the following example. 
Each row of the Macaulay matrix contains the coefficients of one of the f i 's. The multiplication of the f i 's with the monomials x a results in the Macaulay matrix having a quasi-Toeplitz structure, in the sense of being almost or nearly Toeplitz. The Macaulay matrix depends explicitly on the degree d for which it is defined, hence the notation M (d). The reason (2) is called the Macaulay matrix is because it was Macaulay who introduced this matrix, drawing from earlier work by Sylvester [19] , in his work on elimination theory, resultants and solving multivariate polynomial systems [20, 21] . It is in fact a generalization of the Sylvester matrix to n variables and an arbitrary degree d. The MATLAB/Octave routine in the PNLA framework that returns M (d) for a given polynomial system and degree d is getM.m.
For a given degree d, the number of rows p(d) of M (d) is given by the polynomial
and the number of columns q(d) by
From these two expressions it is clear that the number of rows will grow faster than the number of columns as soon as the total amount of multivariate polynomials s > 1. We denote the rank of . The structure of the matrix ensures that it is always of full row rank (l(d) = 0). Hence
and
An interesting observation from Example 2.5 is that the dimension of the right null space is a polynomial of degree n − 1. This corresponds intuitively with the dimension of the affine solution set. For example, the surface of a ball is 2-dimensional and is described by one polynomial in 3 variables (n = 3) of degree 2. The connection between the degree of c(d) and the dimension of the solution set will be made more explicit in Section 4. We will now present two interpretations of the row space of the Macaulay matrix. The first is the affine interpretation of the row space of
s) .
A polynomial ideal f 1 , . . . , f s is defined as the set
It is now tempting to have the following interpretation Example 2.6. Consider the following polynomial system in C 2 1
In fact, (6) tells us that 1 ∈ M 3 . Deciding whether a given multivariate polynomial p lies in the polynomial ideal generated by f 1 , . . . , f s is called the ideal membership problem. A numerical algorithm that solves this problem is also presented in [14] .
As Example 2.6 shows, the reason that not all polynomials of degree d lie in M d is that it is possible that a polynomial combination of a degree higher than d is required. There is a different interpretation of the row space of M (d) such that all polynomials of degree d are contained in it. This requires the notion of homogeneous polynomials and will be crucial in Section 4 to understand the null space of the Macaulay matrix. It will turn out that the dimension of the null space of M (d) is related to the total number of projective roots of the polynomial system. This includes roots at infinity and in this way homogeneous polynomials are relevant. Given a set of nonhomogeneous polynomials f 1 , . . . , f s we can also interpret M d as the vector space
where the f Example 2.7. The homogenization of the polynomial system in Example 2.4 is f
x 2 − 3x 0 = 0.
All homogeneous polynomials
which equals M (3) from Example 2.4. Note that the non-homogeneous polynomial system had only 1 root = {(2, 3)}. After homogenization, the resulting polynomial system f
The homogeneous interpretation is in effect nothing but a relabelling of the columns and rows of M (d). Both of these interpretations are used in this article. When discussing the left null space of M (d) we will employ the affine interpretation, while for the right null space the homogeneous interpretation is important.
Left null space
In this section we present a detailed analysis of the left null space of M (d). The main focus will be to derive the polynomial expression l(d) for a given polynomial system f 1 , . . . , f s . This will naturally lead to the notion of the degree of regularity, which will be important for describing the right null space. The left null space of
The vectors h are not to be interpreted as polynomials but rather as s-tuples of multivariate polynomials. Indeed, from the affine row space interpretation we see that the expression hM (d) = 0 is equivalent with
The vector h therefore contains the coefficients of all polynomials h i . A polynomial combination such as (8) is called a syzygy [22] , from the Greek word συζυγια, which refers to an alignment of three celestial bodies. In our case, the polynomials h i are thought to be in syzygy with the polynomials f i , hence their polynomial combination is zero. This brings us to the interpretation of the dimension of the left null space, l(d). It simply counts the total number of syzygies that occur in M d . It is therefore possible to identify with each syzygy a linearly dependent row of M (d). The linear dependence of this particular row is then with respect to the remaining rows of M (d).
Expressing l(d) in terms of basis syzygies
Each element of the left null space corresponds with a syzygy of multivariate polynomials and with a linearly dependent row of the Macaulay matrix M (d). Algorithm 3.1 finds a maximal set of such linearly dependent rows l for a given Macaulay matrix M (d), starting from the top row r 1 where r i stands for the ith row of the Macaulay matrix. 
Once the linearly dependent rows of M (d) are identified with Algorithm 3.1, it then becomes possible to write down a polynomial expression for l(d). Indeed, suppose the first element l 1 of l is found using Algorithm 3.1. This row is then linearly dependent with respect to all rows above it. In fact, this linear dependence expresses a certain syzygy s i=1 h i f i = 0. The row l 1 then also corresponds with a certain monomial multiple x α i f k since it is a row of the Macaulay matrix. Observe now that
which means that all rows corresponding with x β j x α i f k will also be linearly dependent. We will call l 1 in this case a basis syzygy and its monomial multiples x β j l 1 , derived syzygies. The degree of a basis syzygy is taken to be the maximal degree over its terms. The above observation can now be summarized in the following lemma.
Lemma 3.1. If a basis syzygy l has a degree d l , then it introduces a term
Proof 3.1. This follows from x β j s i=1 h i f i = 0 and the fact that the total number of monomials x β j at a degree d ≥ d l is given by (9) . It can be shown that the number of basis syzygies is finite. This is in fact linked with the finiteness of the Gröbner basis for a polynomial ideal [5, p. 223 ]. We will now assume that all basis syzygies were found, using for example Algorithm 3.1 for a sufficiently large degree d, and explain how all basis syzygies can be used to derive an expression for the polynomial l(d). As mentioned above, each linearly dependent row can be labelled as a monomial multiple of one of the polynomials f 1 , . . . , f s . The first step of the syzygy analysis is to divide the basis syzygies into groups according to the polynomial that is multiplied. The following example illustrates this grouping of basis syzygies.
where
The first basis syzygy is found, using Algorithm 3.1, in M (4) and corresponds with the row xy f 3 .
The remaining basis syzygies are all found in M (6) and correspond with the rows
We can now divide these basis syzygies into the following two groups
which is one group for f 3 and one group for f 2 .
The key observation here is that each of these groups can be analysed separately since no interference between rows of different groups is possible (indeed, they involve different polynomials). We will now continue Example 3.1 and show how all contributions of basis syzygies to l(d) are described by binomial coefficients.
Example 3.2. The first group {xy f 3 } has only one element and describes a syzygy of degree 4. Lemma 3.1 tells us then that this will introduce a term
to l(d). We can therefore write
The second group has three basis syzygies, {x 3 y f 2 , x 2 y 2 f 2 , xy 2 z f 2 }, of degree 6 and therefore introduces 3 terms
We can therefore update l(d) to
Expression (11) for l(d) is still valid for degrees d ≥ 4, since the 3 extra binomial coefficient terms correspond with polynomials that have roots at d ∈ {3, 4, 5}. The difference between (10) and (11) is only visible therefore for d ≥ 6. We have not yet found the final expression for l(d) however. The 3 binomial coefficient terms at degree 6 will count too many contributions. Take for example the basis syzygies corresponding with the rows x 3 yf 2 and x 2 y 2 f 2 . Their least common multiple is x 3 y 2 f 2 , which means that the linearly dependent row x 3 y 2 f 2 will be counted twice by (11) . It should however be counted only once.
Example 3.2 shows that the the analysis of all syzygies is reduced to a combinatorial problem: within a group of basis syzygies, one needs to count the total number of linearly dependent rows these basis syzygies 'generate'. This combinatorial problem is solved by the Inclusion-Exclusion principle. 
The Inclusion-Exclusion Principle is the final component that allows us to conclude the analysis of all syzygies of Example 3.2.
Example 3.3. If we denote the set of all monomial multiples of x 3 y f 2 by A 1 and likewise A 2 , A 3 for x 2 y 2 f 2 , xy 2 z f 2 respectively, then applying Theorem 3.1 on these sets results in the final expression for l(d). Note that all terms of (12) for k = 1 are the binomial coefficients of Lemma 3.1, which already have been added to l(d) in (11) . The remaining analysis is hence on all terms of (12) for k ≥ 2. The cardinality of the intersections A 1 ∩ A 2 , A 1 ∩ A 3 , A 2 ∩ A 3 are described by the binomial coefficients
which will each contribute to l(d) with a minus sign since k = 2. The degrees for which these terms are introduced are the degrees of the least common multiples between x 3 y f 2 and x 2 y 2 f 2 , between x 3 y f 2 and xy 2 z f 2 and between x 2 y 2 f 2 and xy 2 z f 2 . These degrees are 7, 8 and 7 respectively. The next intersection, A 1 ∩ A 2 ∩ A 3 , corresponds with a binomial term introduced at the degree of the least common multiple of all 3 basis syzygies in f 2 . This least common multiple is x 3 y 2 z f 2 with a degree of 8. This concludes the analysis of all linearly dependent rows of M (d) and we can therefore write
Note that the terms at degree 8 have cancelled one another. Since the term
An important observation is that once the polynomial expression l(d) is known, then the rank of M (d) and the dimension of its null space are also fully determined for all d ≥ 4 by:
Algorithm 3.2 summarizes the iterative syzygy analysis outlined above to determine the polynomial expression for l(d).
A stop criterion is needed to be able to decide whether all basis syzygies have been found. This is intimately linked with the occurrence of a Gröbner basis in M d . Indeed, it is a well-known result that all basis syzygies of f 1 , . . . , f s can be determined from a Gröbner basis [5, p. 223] . The reduction to zero of every S-polynomial of a pair of polynomials in a Gröbner basis provides a basis syzygy. This implies that it is required to construct M (d) for a degree which contains all these S-polynomials. The link between a Gröbner basis and M d is described in detail in [14] . This degree of regularity is of vital importance in the next section where we discuss the right null space of M (d). From the analysis above we see that in order to find the degree of regularity d , it is required to construct the Macaulay matrix for a degree larger than d . For example, the degree of regularity d = 4 of the polynomial system in Example 3.1 was found from M (6). The following example illustrates that the degree for which all basis syzygies are found can be quite high and consequently that the total number of binomial terms of l(d) can be very large. Observe that l(d) consists in fact of 10241 binomial terms, of which 10225 cancel out until only 16 terms are left.
As Example 3.4 shows, using Algorithm 3.2 to find the expression for l(d) results in a large number of binomial terms. A large number of computations are actually wasted since most of these binomial terms cancel out and therefore do not contribute to l(d). This approach has the disadvantage that the total number of binomial terms that needed to be computed grows combinatorially, while in fact the majority of them cancel one another. Algorithm 3.3 remedies this disadvantage. This iterative algorithm does not need to check each row of the Macaulay matrix, nor has to use the Inclusion-Exclusion Principle to find the final expression of l(d) and corresponding degree of regularity d . Instead of finding basis syzygies and calculating how these will propagate to higher degrees, we will simply update l(d) iteratively. The algorithm is presented in pseudo-code in Algorithm 3. After incrementing the degree we find that p(7) − r(7) = 210 − 201 = 9 > l(7) = 5 and we therefore update In contrast, the basis syzygies analysis using Algorithm 3.2 required the construction of M (15) and the computation of 10241 binomial terms. From Algorithm 3.3 we can derive that the dimension of the left null space of M (d) is described by the following piecewise-defined function
The minimal degree for which the final polynomial expression for l(d) is valid is 10. Hence the degree of regularity is d = 10.
Right Null Space
The knowledge that c(d) is a polynomial in d together with the homogeneous interpretation of M d allows us to link the null space of the Macaulay matrix with the number of projective roots of f 1 , . . . , f s . The notion of the dual of the row space will play an important role in describing these roots. After having described this dual vector space we will extend the monomial multiplication property of Stetter's eigenvalue problem [10, 11] to the projective case.
Link with projective roots
It is a classic result that for a polynomial system f h 1 , . . . , f h s with a finite number of projective roots, the quotient ring
is a finitedimensional vector space [5, 4] . The dimension of this vector space equals the total number of projective roots of f 
This leads to the following theorem. [5, p.97] . This effectively links the degrees of the polynomials f 1 , . . . , f s to the nullity of the Macaulay matrix. The affine roots can be retrieved from a generalized eigenvalue problem as discussed in [24, 11] . In this article we will extend this generalized eigenvalue approach to the projective case. Another interesting result is that the degree of the polynomial c(d) is the dimension of projective variety of f 
Dual vector space
As soon as d ≥ d and the number of projective roots is finite, then a basis of the null space can be explicitly written down in terms of the roots. This requires the notion of the dual vector space. We denote the dual vector space of C 
where | z stands for evaluation in z = (x 1 , . . . , x n ).
Being elements of the dual vector space, these differential functionals ∂ j | z can be represented as vectors. This is illustrated in the following simple example. 
The homogeneous interpretation of M d implies that the differential functionals also have a homogeneous interpretation. For the example above, the coefficient vectors of the corresponding differential functionals in P 2 3 are
The matrix in (14) can be retrieved from (15) by setting x 0 = 1.
We will make no further distinction between the linear functionals ∂ j | z and their coefficient vectors. Notice that these coefficient vectors are column vectors, since they are the dual elements of the row space of M (d). The vectors ∂ 0 | z in the affine case can be seen as a generalization of the Vandermonde structure to the multivariate case. Applying the differential functional ∂ j | z to the elements of M d is then simply the matrix vector multiplication
We know that when a polynomial system f Let f 1 , . . . , f s ∈ C n with a zero-dimensional projective solution set and let m 1 , . . . , m t be the multiplicities of the t projective roots
Furthermore, K can be partitioned into
We will call this matrix K the canonical null space of M (d). Definition 4.3 explicitly depends on the homogeneous interpretation of M d . Indeed, it is only for the homogeneous case that the projective roots come into the picture. The following example illustrates the structure of the canonical null space K for a small example. Example 4.3. Let us reconsider the small polynomial system from Example 2.4
with 1 affine root (2, 3). From Example 2.7 we know that its corresponding projective variety consists of 2 points: the affine solution (1, 2, 3) and the root at infinity (0, 1, 0). Indeed, c(d) = 2 (d ≥ 2) and therefore the canonical null space is
Defining the multiplicity of a zero using the dual space goes back to Macaulay [21] . It is also reminiscent of the univariate case. Remember that for a univariate polynomial f (x) ∈ C 1 d , a zero z with multiplicity m means that
where D i is the i th order differential operator. Or in other words, f (z) = f (z) = f = . . . = f (m−1) (z) = 0. Alternatively, (16) can be written as
As already mentioned in Definition 4.3, the multivariate case generalizes this principle by requiring linear combinations of differential functionals.
Example 4.4. Consider the following polynomial system in C 2 2 with the affine root z = (1, 2, 3) ∈ P 2 of multiplicity 4 and no roots at infinity
The degree of regularity d is 2 and the canonical null space is
The different linear combinations of functionals needed to construct K i are called the multiplicity structure of the root z i . Observe that the multiplicity structure of a root is not unique. Indeed, for any nonsingular m i × m i matrix T we have that the column space of K i equals the column space of K i T . Finding the multiplicity structure for a given root of a polynomial system is an active area of research [25, 26] . Iterative algorithms to compute the multiplicity structure of a root z such as in [26] exploit the closedness property of the differential functionals ∂ j | z [11, p. 330 ] to reduce the size of the matrices in every iteration. We will not further discuss these algorithms here.
Projective multiplication matrices and Stetter's eigenvalue problem
Stetter's approach to find the affine roots of multivariate polynomial systems is to phrase it as an eigenvalue problem [10, 11] . This eigenvalue problem expresses the multiplication of monomials within the quotient space C n / f 1 , . . . , f s . The standard procedure to find the affine roots is 1. to compute a Gröbner basis G for f 1 , . . . , f s , 2. derive a monomial basis for C n / f 1 , . . . , f s from G, 3. solve the eigenvalue problem that expresses the multiplication of monomials within the quotient space C n / f 1 , . . . , f s , 4. read off the affine solutions from the eigenvectors.
It is possible to write down Stetter's eigenvalue problem without the computation of a Gröbner basis. Instead, one needs to write down the multiplication of the differential functional ∂ j | z with a monomial. Suppose that the polynomial system has only affine roots with no multiplicities. No homogeneous interpretation of the canonical null space K is required then. For a functional ∂ 0 | z the following relationship holds:
. . .
x 1 x 2 . . .
Or in other words, the operation of multiplying ∂ 0 | z with x 1 corresponds with a particular row selection of the same functional. In this case, the first row becomes the second, the second is mapped to row n + 2, and so forth. If we want to express the multiplication of functionals in C n d with monomials of degree 1, then only the rows corresponding with monomials up to degree d − 1 are allowed to be multiplied. Indeed, monomials of degree d would be 'shifted' out of the coefficient vector. Hence (19) can be rewritten as
where S 10 selects at most all 
The selection matrix S 10 selects in this case all rows corresponding with all monomials of degree 0 up to 1.
If S 10 in Example 4.5 would have selected any of the rows corresponding with monomials of degree 2, then no corresponding S 01 could have been constructed since the functionals do not contain any monomials of degree 3. Observe that relations similar to (20) can be written down for multiplication with any variable x i . Indeed, for every variable x i a corresponding row selection matrix can be derived. Under the assumption that none of the m affine roots has multiplicities, (19) can be extended to all functionals of affine roots K = (∂ 0 | z 1 . . . ∂ 0 | zm ) and any multiplication variable x i so that we can write
where D i is a square diagonal matrix containing x i 's. The meaning of the 0 index in the row selection matrices will become clear when we discuss the homogeneous case. Now, it will be shown how (21) can be written as a standard or generalized eigenvalue problem. The q(d) × m matrix K cannot be directly computed from M (d). It is possible however, to compute a numerical basis N for the null space of M (d), using for example the SVD. Since both N and K are bases for the null space, they are related by a nonsingular matrix V , or in other words, K = N V . We can therefore replace K by N V in (21) and obtain
where we have set B = S i0 N and A = S 0i N . Since A and B are overdetermined matrices, (22) is not an eigenvalue problem yet. One way to transform it into a generalized eigenvalue problem would be to choose S i0 and S 0i such that A and B become square. In addition, B has to be regular since we know that the diagonal of D i contains the x i components of the affine roots. The second way is to transform (22) into an ordinary eigenvalue problem by writing it as 
The selection matrix on the left-hand side is again denoted S 10 . Here the leftmost index means that in this side of the equation we multiply with x 1 and with x 0 on the other side. Likewise for the row selection matrix S 01 on the right-hand side, here we multiply with x 0 and with x 1 on the other side. Observe that these selection matrices are identical to those of Example 4.5.
Consequently, the homogeneous monomial multiplication property can be be written as
Choosing the two monomials x i , x j with which both sides of the equation will be multiplied respectively completely determines the selection matrices S ij , S ji . Since (23) is valid for the homogeneous case, this relation also holds for roots at infinity. Stetter's Central Theorem of multivariate polynomial root finding says that the D i matrices in the eigenvalue problems derived from (22) will in general not be a Jordan normal form when the affine roots have multiplicities [11, p. 52] . They are however still upper triangular. The same is true for the homogeneous case. We will now derive our algorithm to compute these upper triangular multiplication matrices D i in the homogeneous case by means of an example. 
It can be easily shown that there is an affine root z 1 = (1, 2, 3) with multiplicity 2 and a root at infinity z 2 = (0, 1, 0) with multiplicity 4. The degree of regularity is 4 and the canonical null space K is
We start with the affine root z 1 and determine its entries of the multiplication matrices D 0 , D 1 . The first step is to write down the homogeneous multiplication property for ∂ 000 | z 1
Both ∂ 100 | z 1 and ∂ 010 | z 1 are needed to describe the second column of the canonical null space. By taking the partial derivative of (24) with respect to x 0 we obtain
Likewise, taking the partial derivative of (24) with respect to x 1 and multiplying both sides with 2 results in
Combining (24), (25) and (26) and evaluating x 0 , x 1 results in
Observer how there is a 2 on the superdiagonal on the right-hand side. This already indicates that the multiplication matrix will not be in Jordan normal form. The procedure to determine the part of the multiplication matrices for the root at infinity is completely analogous to the analysis above. Starting off with writing down the multiplication property for ∂ 000 | z 2
and taking partial derivatives with respect to x 0 , By abuse of notation, we will also denote the upper triangular multiplication matrices by D i , D j . Doing so, (23) also holds for the case of roots with multiplicities. Algorithm 4.1 summarizes the whole procedure to derive the multiplication matrices for the projective case.
Algorithm 4.1. : Input: canonical null space K, multiplication monomials x i , x j Output: projective multiplication matrices D i , D j determine row selection matrices from x i , x j for each projective root z i do write homogeneous multiplication property for z i apply partial derivatives to obtain higher order functionals make linear combinations to reconstruct the multiplicity structure write out the obtained multiplication relation in matrix form end for combine multiplication matrices for each root into D i , D j
Since the multiplication of monomials is commutative, this implies that the multiplication matrices D i , D j will also commute. The occurrence of multiple roots, whether they are affine or at infinity, poses a problem to determine them via an eigenvalue computation. Indeed, in order to be able to write
as an eigenvalue problem, either D i or D j has to be invertible. For affine roots this will always be the case for D 0 . Roots at infinity will need a more careful choice of x i , x j . Let us suppose that D j is invertible, we can then write This can again be converted into a generalized eigenvalue problem by making A, B square and B regular or into an ordinary eigenvalue problem by computing the pseudoinverse of B. The retrieved eigenvectors are in this case V T , from which we cannot reconstruct the canonical null space K = N V since T is unknown. An additional difficulty lies in the numerically stable computation of the Jordan normal form J. Alternatively, one can compute the numerically stable Schur decomposition
where Q is unitary and U upper triangular. The eigenvalues x i /x j can then be read off from the diagonal of U . In the projective case there is always at least one D j invertible. This means that the n different x i /x j components of the projective roots can be computed from n Schur factorizations. Afterwards these components need to be matched to form the projective roots
where the 1 appears in the j th position.
Conclusions
In this article we provided a detailed analysis of the left and right null spaces of the Macaulay matrix. The left null space was shown to be linked with the occurrence of syzygies in the row space. It was also demonstrated how the dimension of the left null space is described by a piecewise function of polynomials. Two algorithms were presented that determine these polynomial expressions for l(d). The finiteness of the number of basis syzygies resulted in the notion of the degree of regularity, which played a crucial role in describing a basis for the right null space of M (d) in terms of differential functionals. The canonical null space K of M (d) was defined and the multiplication property of this canonical basis was extended to the projective case. This resulted in upper triangular commuting multiplication matrices. Finally, we discussed how Stetter's eigenvalue problem can be extended to the case where both affine roots and roots at infinity are present.
