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O presente trabalho aborda vários algoritmos de minimização de autómatos. 
Aqui são apresentadas algumas definições relacionadas com autómatos, como 
por exemplo relação de equivalência de estados, relação de distinguibilidade 
de estados e classes de equivalência da relação de equivalência de estados, 
definições que estão na base dos algoritmos apresentados. É feita uma 
síntese de vários algoritmos de minimização, como por exemplo o algoritmo de 
Hopcroft e o algoritmo de Brzozowski, e são apresentadas as respectivas 
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The present work shows several automaton minimization algorithms. Some 
definitions related to automaton are presented, for example the equivalence 
relation on states, the distinguishability relation on states and the equivalence 
classes of equivalence relation on states, which are the basis of the presented 
algorithms. A synthesis of several minimization algorithms is made, for example 
the Hopcroft algorithm and the Brzozowski algorithm, and their complexity 
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Algumas das aplicac¸o˜es dos auto´matos passam pelo reconhecimento de linguagens e cons-
truc¸a˜o de compiladores, nas fases de ana´lise le´xica e sinta´ctica. Uma vez que se utilizam
auto´matos no desenvolvimento de compiladores e processadores de linguagens, enta˜o durante
este processo pode ser necessa´rio optimizar o auto´mato.
Nesta dissertac¸a˜o analisam-se diferentes algoritmos para minimizar auto´matos, pois nem
sempre se tem um auto´mato mı´nimo ou na˜o se sabe se e´ mı´nimo. Numa situac¸a˜o em que
o auto´mato na˜o e´ mı´nimo ou na˜o se tem a garantia que seja, pode interessar determinar o
auto´mato mı´nimo.
Existem algoritmos de minimizac¸a˜o que se baseiam em relac¸o˜es de equivaleˆncia e de
distinguibilidade de estados. Destes algoritmos, ainda se podem separar os que determinam
estas relac¸o˜es pelo ca´lculo iterativo atrave´s da definic¸a˜o, e os que na˜o determinam estas
mesmas relac¸o˜es de forma sequencial. Consideram-se tambe´m os algoritmos que determinam
as classes de equivaleˆncia da relac¸a˜o de equivaleˆncia de estados. Todos estes algoritmos apenas
minimizam auto´matos deterministas. Se o auto´mato for na˜o determinista, enta˜o, antes de
se utilizar qualquer um destes algoritmos, e´ preciso converter o auto´mato num auto´mato
determinista.
Um destes algoritmos tem a particularidade, caso na˜o se execute todas as iterac¸o˜es, de
permitir determinar um auto´mato equivalente ao inicial com tamanho inferior. Contudo, este
auto´mato pode na˜o ser o auto´mato mı´nimo.
Um outro algoritmo considerado e´ o algoritmo de Brzozowski, que tem a particularidade
de minimizar tanto auto´matos deterministas como na˜o-deterministas sem transic¸o˜es-".
No primeiro cap´ıtulo introduzem-se algumas definic¸o˜es que sa˜o utilizadas nos cap´ıtulos
seguintes, como por exemplo: os diferentes tipos de auto´matos, conversa˜o de auto´matos
finitos na˜o-deterministas em auto´matos finitos deterministas e minimizac¸a˜o de auto´matos.
No cap´ıtulo seguinte descrevem-se va´rios algoritmos de minimizac¸a˜o de auto´matos que
se baseiam no conceito de equivaleˆncia de estados. Para ale´m da descric¸a˜o tambe´m sa˜o
determinadas as suas ordens de complexidade.
No u´ltimo cap´ıtulo analisa-se o algoritmo de Brzozowski e determina-se a sua ordem de
complexidade. Este algoritmo tem como principal diferenc¸a em relac¸a˜o aos algoritmos ante-
riores, o facto de minimizar tanto auto´matos deterministas como auto´matos na˜o-deterministas
sem transic¸o˜es-". Descreve-se tambe´m uma variante para substituir os dois u´ltimos passos





Neste cap´ıtulo apresentam-se algumas definic¸o˜es que sera˜o utilizadas nos cap´ıtulos seguintes.
Estes conceitos encontram-se na maioria dos livros introduto´rios da Teoria da Computac¸a˜o,
[2], [4], [7], [9] e [11], no entanto a notac¸a˜o escolhida e´ a utilizada em [8]. Define-se auto´mato
finito determinista, auto´mato finito na˜o-determinista com e sem transic¸o˜es-", auto´mato re-
verso, auto´mato co-determinista, func¸a˜o de transic¸a˜o, linguagem de um auto´mato, fecho-" de
um estado, conversa˜o de auto´matos finitos na˜o-deterministas em auto´matos finitos determi-
nistas e minimizac¸a˜o de auto´matos.
Os auto´matos considerados, tanto os deterministas como os na˜o-deterministas, sa˜o sempre
auto´matos finitos completos, isto e´, as func¸o˜es de transic¸a˜o sa˜o totais o que e´ essencial para
os algoritmos de minimizac¸a˜o de auto´matos apresentados nos cap´ıtulos 2 e 3.
1.1 Definic¸o˜es de Auto´matos e Linguagens
Definic¸a˜o 1.1 (Auto´mato Finito Determinista).
Um Auto´mato Finito Determinista (AFD) e´ um qu´ıntuplo ordenado,
A = (Q,⌃,  , q0, F ) onde:
• Q e´ um conjunto finito na˜o vazio de estados;
• ⌃ e´ um conjunto finito de letras, ao qual se chama alfabeto;
•   : Q⇥ ⌃! Q e´ a func¸a˜o de transic¸a˜o entre estados;
• q0 2 Q e´ o estado inicial;
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• F ✓ Q e´ o conjunto dos estados finais ou de aceitac¸a˜o.
Exemplo 1.1. A figura seguinte representa graficamente o auto´mato finito determinista
A = ({1, 2, 3, 4}, {0, 1},  , {1}, {4})
onde  (1, 0) = 2,  (1, 1) = 3,  (2, 0) = 4,  (2, 1) = 3,  (3, 0) = 2,  (3, 1) = 4,  (4, 0) = 4 e
 (4, 1) = 4. O estado inicial (indicado com uma seta triangular) e´ o estado 1. O estado final











Figura 1.1: Auto´mato Finito Determinista
A uma sequeˆncia finita de letras de um alfabeto chama-se palavra. A sequeˆncia vazia
chama-se palavra vazia e denota-se por ".
A leitura de uma palavra e´ feita da esquerda para a direita. Por exemplo, para a palavra abc,
primeiro e´ lida a letra a, depois a letra b e por u´ltimo a letra c.
Denota-se por ⌃⇤ o conjunto de todas as palavras que podem ser formadas com as letras
do alfabeto ⌃.
Considere-se o resultado das sucessivas transic¸o˜es, a partir de um estado, pela leitura de
cada uma das letras de uma palavra. Sendo o auto´mato determinista, o resultado e´ um u´nico
estado, ao qual se chama estado ating´ıvel. Define-se desta forma a extensa˜o da func¸a˜o de
transic¸a˜o.
Definic¸a˜o 1.2 (Extensa˜o da func¸a˜o de transic¸a˜o de um auto´mato finito determinista).
A extensa˜o da func¸a˜o de transic¸a˜o de um auto´mato finito determinista, A = (Q,⌃,  , q0, F ),
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 ˆ : Q⇥ ⌃⇤ ! Q, e´ definida por  ˆ(q, ") = q e 8x 2 ⌃⇤, 8a 2 ⌃,  ˆ(q, xa) =  ( ˆ(q, x), a).
Se  ˆ(p, w) = q enta˜o diz-se que por leitura da palavra w, partindo do estado p, se atinge
o estado q. Uma palavra w e´ reconhecida por um auto´mato se, partindo do estado inicial,
por leitura de w, e´ atingido um estado final.
Definic¸a˜o 1.3 (Linguagem de um auto´mato finito determinista).
A linguagem de um auto´mato finito determinista, A = (Q,⌃,  , q0, F ), e´ o conjunto de todas
as palavras reconhecidas pelo auto´mato, ou seja, L(A) = {w 2 ⌃⇤ |  ˆ(q0, w) 2 F}.
Dado um conjunto finito X, P(X) representa o conjunto das partes de X, isto e´, o con-
junto de todos os subconjuntos de X.
Se partindo de um determinado estado pela leitura de uma letra, existem transic¸o˜es para
mais do que um estado, enta˜o neste caso o auto´mato finito diz-se Na˜o-Determinista.
Definic¸a˜o 1.4 (Auto´mato Finito Na˜o-Determinista).
UmAuto´mato Finito Na˜o-Determinista (AFND) e´ um qu´ıntuplo ordenado, A = (Q,⌃,  , Q0, F )
onde:
• Q e´ um conjunto finito na˜o vazio de estados;
• ⌃ e´ o alfabeto;
•   : Q⇥ ⌃! P(Q) e´ a func¸a˜o de transic¸a˜o entre estados;
• Q0 ✓ Q e´ o conjunto de estados iniciais;
• F ✓ Q e´ o conjunto dos estados finais ou de aceitac¸a˜o.
Exemplo 1.2. Na figura 1.2 representa-se o AFND
B = ({1, 2, 3, 4}, {0, 1},  , {1}, {4})
onde  (1, 0) = {2, 3},  (1, 1) = {4},  (2, 0) = {3},  (2, 1) = {3},  (3, 0) = {2},  (3, 1) = {4},











Figura 1.2: Auto´mato Finito Na˜o-Determinista
A` semelhanc¸a dos auto´matos finitos deterministas, para os auto´matos finitos na˜o-deter-
ministas tambe´m se podem considerar as transic¸o˜es a partir de um estado pela leitura de
uma palavra, podendo neste caso atingir-se mais do que um estado.
Seja a uma letra, x uma palavra e q um estado. Verifica-se que partindo de q e pela leitura
de x, o resultado pode ser mais do que um estado, isto e´, um conjunto de estados. Por sua
vez, partindo desse conjunto de estados apo´s a leitura de a pode-se, uma vez mais, transitar
para mais do que um estado, isto e´, para um novo conjunto de estados. Este u´ltimo conjunto
de estados vai ser o resultado da transic¸a˜o a partir de q e apo´s a leitura de xa. Desta forma,
define-se a extensa˜o da func¸a˜o transic¸a˜o.
Definic¸a˜o 1.5 (Extensa˜o da func¸a˜o de transic¸a˜o de um auto´mato finito na˜o-determinista).
A extensa˜o da func¸a˜o de transic¸a˜o de um auto´mato finito na˜o-determinista,  ˆ : Q ⇥ ⌃⇤ !




Uma palavra w 2 ⌃⇤ e´ reconhecida por um AFND quando existe q0 2 Q0 tal que o
conjunto  ˆ(q0, w) conte´m pelo menos um estado de aceitac¸a˜o.
Definic¸a˜o 1.6 (Linguagem de um auto´mato finito na˜o-determinista).
A Linguagem de um AFND, A = (Q,⌃,  , Q0, F ), e´ o conjunto de todas as palavras reconhe-
cidas pelo auto´mato, isto e´, L(A) = {w 2 ⌃⇤ |  ˆ(q0, w) \ F 6= ;, q0 2 Q0}.
Definic¸a˜o 1.7 (Auto´mato Finito Na˜o-Determinista com Transic¸o˜es-").
Designa-se por Auto´mato Finito Na˜o-Determinista com Transic¸o˜es-" (AFND-") um auto´mato
6
finito na˜o determinista no qual se admitem transic¸o˜es de estados pela palavra vazia.
O conjunto de estados atingidos a partir de um estado por transic¸o˜es ", chama-se fecho-"
desse estado. Note-se que todo o estado pertence ao seu fecho-".
Definic¸a˜o 1.8 (Fecho-").
Seja p um estado de um AFND-", A = (Q,⌃,  , Q0, F ). O fecho-"(p) e´ definido por :
• p 2 fecho-"(p);
• se q 2 fecho-"(p) e existe r 2 Q tal que  (q, ") = r enta˜o r 2 fecho-"(p).
Exemplo 1.3. A figura seguinte representa o AFND-"
C = ({1, 2, 3, 4}, {0, 1, "},  , {1}, {4})
onde  (1, 0) = {2, 3},  (1, 1) = {4},  (2, 0) = {3},  (2, 1) = {3},  (2, ") = {4},  (3, 0) = {2},











Figura 1.3: Auto´mato Finito Na˜o-Determinista com Transic¸o˜es-"
Os fecho-" dos estados do auto´mato anterior sa˜o:
fecho-"(1) = {1}; fecho-"(2) = {2, 4}; fecho-"(3) = {3}; fecho-"(4) = {4}
Pode-se definir de forma ana´loga a` definic¸a˜o anterior fecho-" de um conjunto de estados





No caso dos auto´matos finitos na˜o-deterministas com transic¸o˜es-", a extensa˜o da func¸a˜o
de transic¸a˜o tem em conta os efeitos das poss´ıveis transic¸o˜es-".
Por exemplo, a func¸a˜o de transic¸a˜o extendida num estado q 2 Q por meio de " e´ o
fecho-"(q).
Definic¸a˜o 1.9 (Extensa˜o da func¸a˜o de transic¸a˜o de um auto´mato finito na˜o-determinista
com transic¸o˜es-").
A extensa˜o da func¸a˜o de transic¸a˜o de um auto´mato finito na˜o-determinista com transic¸o˜es-",





Uma palavra w 2 ⌃⇤ e´ reconhecida por um AFND-" quando o conjunto  ˆ(q0, w) conte´m
pelo menos um estado de aceitac¸a˜o.
Definic¸a˜o 1.10 (Linguagem de um auto´mato finito na˜o-determinista com transic¸o˜es-").
A Linguagem de um AFND-", A = (Q,⌃,  , Q0, F ), e´ o conjunto de todas as palavras que
sa˜o reconhecidas pelo auto´mato, ou seja, L(A) = {w 2 ⌃⇤ |  ˆ(q0, w) \ F 6= ;}.
Note-se que a linguagem de um AFND-" pode conter a palavra vazia mesmo quando o
estado inicial e´ diferente do estado final, o que na˜o acontece no caso dos auto´matos determi-
nistas e na˜o-deterministas (sem transic¸o˜es-").
Definic¸a˜o 1.11 (Linguagens direitas e esquerdas de um estado num AFND-").
A linguagem direita de um estado q e´ o conjunto de todas as palavras que o auto´mato reco-
nhece a partir de q, isto e´, Ld(q) = {w 2 ⌃⇤ |  ˆ(q, w) ✓ F}.
A linguagem esquerda de um estado q e´ o conjunto de todas as palavras que o auto´mato reco-
nhece, partindo de um estado inicial ate´ atingir q, isto e´, Le(q) = {w 2 ⌃⇤ | q 2  ˆ(q0, w), q0 2
Q0}.
Sejam a 2 ⌃, x 2 ⌃⇤ e w = ax uma palavra. Denota-se por wR a palavra reversa de w,
onde wR = xRa.
Definic¸a˜o 1.12 (Auto´mato reverso).
Seja A = (Q,⌃,  , Q0, F ) um auto´mato AFND-". Denota-se por AR ou r(A) o auto´mato re-
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verso do auto´mato A, definido por AR = (Q,⌃,  R, F,Q0), onde para p, q 2 Q e a 2 ⌃ [ {"},
se q 2  (p, a) enta˜o p 2  R(q, a).
Para determinar o reverso de um auto´mato A e´ necessa´rio:
- determinar  R, isto e´, inverter o sentido de todas as transic¸o˜es em A;
- os estados iniciais do auto´mato reverso va˜o ser os estados finais de A;
- os estados finais do auto´mato reverso va˜o ser os estados iniciais de A.
Seja L a linguagem reconhecida por A. O auto´mato reverso de A reconhece as reversas
das palavras de L, sendo esta linguagem representada por LR.











Figura 1.4: Auto´mato Reverso do Auto´mato representado na figura 1.1
O tamanho de um auto´mato finito, A = (Q,⌃,  , Q0, F ), denota-se por |A| e corresponde
a` cardinalidade do conjunto de estados, isto e´, |A| = |Q|.
As definic¸o˜es de linguagens direita e esquerda, bem como de auto´mato reverso sa˜o va´lidas,
com as adequadas adaptac¸o˜es, tambe´m para auto´matos deterministas.




Se um auto´mato finito na˜o-determinista tiver mais do que um estado inicial e´ poss´ıvel
transforma´-lo num auto´mato com um u´nico estado inicial que reconhece a mesma linguagem.
Para isto acrescenta-se um novo estado, o qual passara´ a ser o u´nico estado inicial, com
transic¸o˜es-" para todos os estados que eram iniciais.
Definic¸a˜o 1.13 (Auto´matos equivalentes).
Diz-se que dois auto´matos finitos, A e B, sa˜o equivalentes se reconhecem a mesma linguagem,
ou seja, se L(A) = L(B).
1.2 Conversa˜o de auto´matos finitos na˜o-deterministas em au-
to´matos deterministas
A partir de um AFND, A = (QA,⌃,  A, Q0, FA), e´ poss´ıvel obter um AFD equivalente,
d(A) = B = (QB,⌃,  B, qB, FB), definido por:
• QB = P(QA)
• qB = Q0 e´ o conjunto de estados iniciais de A
• FB = {S 2 QB |S \ FA 6= ;}




A partir de um AFND-", A = (QA,⌃,  A, Q0, FA), e´ poss´ıvel obter um AFD equivalente,
d(A) = B = (QB,⌃,  B, qB, FB), definido por:
• QB = P(QA)
• qB =fecho-"(Q0)
• FB = {S 2 QB |S \ FA 6= ;}




Exemplo 1.5. Ilustra-se em seguida a tabela de transic¸o˜es do auto´mato finito determinista








{1, 2} {2, 3} {3, 4}
{1, 3} {2, 3} {4}
⇤{1, 4} {2, 3} {4}
0 1
{2,3} {2,3} {3,4}
⇤{2, 4} {3} {3}
⇤{3,4} {2} {4}
{1, 2, 3} {2, 3} {3, 4}
⇤{1, 2, 4} {2, 3} {3, 4}
⇤{1, 3, 4} {2, 3} {4}
⇤{2, 3, 4} {2, 3} {3, 4}
⇤{1, 2, 3, 4} {2, 3} {3, 4}
Tabela 1.1: Tabela de transic¸o˜es do auto´mato finito determinista equivalente ao auto´mato
representado na figura 1.2
Nesta tabela verifica-se que os estados ating´ıveis sa˜o: {1}, {2}, {3}, {4}, {2, 3} e {3, 4}.

















Figura 1.5: Auto´mato finito determinista correspondente ao auto´mato representado na figura
1.2
1.3 Minimizac¸a˜o de auto´matos
Seja A um auto´mato finito determinista. Diz-se que A e´ um auto´mato finito determinista
mı´nimo se na˜o existe outro AFD equivalente com menos estados.
Definic¸a˜o 1.14 (Isomorfismo de auto´matos deterministas).
Dois auto´matos A = (QA,⌃,  A, qA, FA) e B = (QB,⌃,  B, qB, FB) sa˜o isomorfos se existe
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uma bijecc¸a˜o g : QA ! QB tal que:
- se  A(p, a) = q enta˜o  B(g(p), a) = g(q);
- qB = g(qA);
- FB = {g(f) : f 2 FA}.
O isomorfismo de auto´matos finitos e´ uma relac¸a˜o de equivaleˆncia na classe dos auto´matos
finitos deterministas.
Da definic¸a˜o de isomorfismo de auto´matos conclui-se que dois auto´matos isomorfos sa˜o
equivalentes, mas dois auto´matos equivalentes podem na˜o ser isomorfos.
O auto´mato mı´nimo e´ u´nico a menos de um isomorfismo. A demonstrac¸a˜o deste resultado
pode ser consultada em [7].
Exemplo 1.6. Na figura 1.7 representa-se o auto´mato finito determinista mı´nimo do auto´mato
representado na figura 1.6. O auto´mato mı´nimo tem menos estados que o auto´mato A, mas












Figura 1.7: Auto´mato finito determinista mı´nimo
Quando se converte um AFND num AFD ou um AFND-" num AFD, na˜o existe a garantia
que o auto´mato obtido seja o AFD mı´nimo. Assim, e´ muitas vezes importante utilizar
um algoritmo de minimizac¸a˜o para se obter o auto´mato mı´nimo. Nos cap´ıtulos seguintes




Algoritmos de minimizac¸a˜o de
auto´matos baseados na equivaleˆncia
de estados
Neste cap´ıtulo apresentam-se va´rios algoritmos de minimizac¸a˜o de auto´matos que se baseiam
na definic¸a˜o de equivaleˆncia de estados. Enquanto alguns destes algoritmos constroem as
relac¸o˜es de equivaleˆncia e/ou de distinguibilidade, os outros constroem as classes de equi-
valeˆncia do auto´mato inicial.
O auto´mato mı´nimo obte´m-se a partir das classes de equivaleˆncia do auto´mato inicial,
onde cada classe vai corresponder a um estado do auto´mato mı´nimo, ou seja, agrupam-se os
estados do auto´mato inicial que sa˜o equivalentes, originando um u´nico estado do auto´mato
mı´nimo.
Este cap´ıtulo baseia-se principalmente no artigo [10], o qual faz uma s´ıntese dos dife-
rentes algoritmos de minimizac¸a˜o de auto´matos. Aqui sa˜o apresentados e explicados esses
mesmos algoritmos e tambe´m sa˜o analisadas as suas ordens de complexidade. Em alguns
casos tambe´m e´ feita uma ana´lise comparativa entre algoritmos.
Dois estados de um auto´mato dizem-se indistingu´ıveis ou equivalentes se, partindo quer
de um quer de outro, por leitura de uma qualquer palavra, se atingem ou dois estados finais
ou dois estados na˜o finais.
Definic¸a˜o 2.1 (Indistinguibilidade ou equivaleˆncia de estados).
Seja A = (Q,⌃,  , q0, F ) um Auto´mato Finito Determinista. Dois estados p, q 2 Q sa˜o
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indistingu´ıveis (p ⌘ q) se,
8w 2 ⌃⇤,  ˆ(p, w) 2 F ,  ˆ(q, w) 2 F.
De forma ana´loga, dois estados p e q sa˜o equivalentes se teˆm linguagens direitas ideˆnticas,
Ld(p) = Ld(q). De facto, se w e´ uma palavra de Ld(p) = {w 2 ⌃⇤ |  ˆ(p, w) 2 F} e se p e q
equivalentes enta˜o  ˆ(p, w) 2 F e  ˆ(q, w) 2 F . Logo w 2 Ld(q).
Dois estados dizem-se distingu´ıveis se existe pelo menos uma palavra w que os distingue,
isto e´, partindo de um dos estados por leitura de w atinge-se um estado final enquanto que
partindo do outro estado por leitura da mesma palavra w se atinge um estado na˜o final.
Definic¸a˜o 2.2 (Distinguibilidade de estados).
Seja A = (Q,⌃,  , q0, F ) um Auto´mato Finito Determinista. Dois estados p, q 2 Q sa˜o
distingu´ıveis (p 6⌘ q) se,
9w 2 ⌃⇤ : ( ˆ(p, w) 2 F ^  ˆ(q, w) /2 F ) _ ( ˆ(p, w) /2 F ^  ˆ(q, w) 2 F ).
Da definic¸a˜o de distinguibilidade de estados, conclui-se que todo o estado final e´ dis-
tingu´ıvel de todo o estado na˜o final. Note-se ainda que dois estados distingu´ıveis, p e q, teˆm
linguagens direitas diferentes. De facto, se w e´ uma palavra que distingue os dois estados
enta˜o w pertence a` linguagem direita de um mas na˜o pertence a` linguagem direita de outro.
Por exemplo, se w 2 Ld(p) = {w 2 ⌃⇤ |  ˆ(p, w) 2 F} enta˜o  ˆ(p, w) 2 F . Logo,  ˆ(q, w) 62 F e
portanto w 62 Ld(q).
Exemplo 2.1. Ilustram-se os conceitos acima definidos com o auto´mato representado na
figura 1.6.
 (p, 0) = q 62 F ^  (q, 0) = q 62 F
 (p, 1) = r 2 F ^  (q, 1) = r 2 F
9=; p ⌘ q
Pela leitura de cada palavra, os dois estados teˆm ambos transic¸o˜es para estados finais ou
teˆm ambos transic¸o˜es para estados na˜o finais. Assim, conclui-se que p e q sa˜o equivalentes.
Como p 62 F , q 62 F e r 2 F , conclui-se que p 6⌘ r e q 6⌘ r, isto e´, r e´ distingu´ıvel de p e de q.
Isto significa que os estados p e q sa˜o os u´nicos estados equivalentes e, como se pode confirmar
na figura 1.7, estes estados da˜o origem a um u´nico estado no auto´mato mı´nimo.
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No que se segue, denota-se por E a relac¸a˜o ⌘ que define a equivaleˆncia de dois estados e
por D a relac¸a˜o 6⌘ que define a distinguibilidade de dois estados.
Teorema 2.1. A relac¸a˜o E e´ uma relac¸a˜o de equivaleˆncia em Q.
Demonstrac¸a˜o.
- E e´ reflexiva (8p 2 Q, (p, p) 2 E):
qualquer estado p e´ equivalente a si pro´prio, isto e´, para qualquer palavra w,  ˆ(p, w) 2
F ,  ˆ(p, w) 2 F ;
- E e´ sime´trica (8p, q 2 Q, (p, q) 2 E ) (q, p) 2 E):
para qualquer palavra w, se  ˆ(p, w) 2 F ,  ˆ(q, w) 2 F enta˜o  ˆ(q, w) 2 F ,  ˆ(p, w) 2
F ;
- E e´ transitiva (8p, q, r 2 Q, (p, q) 2 E e (q, r) 2 E enta˜o (p, r) 2 E):
se (p, q) 2 E e (q, r) 2 E, enta˜o pela definic¸a˜o de E para qualquer palavra w,  ˆ(p, w) 2
F ,  ˆ(q, w) 2 F e  ˆ(q, w) 2 F ,  ˆ(r, w) 2 F . Ou seja,  ˆ(p, w) 2 F ,  ˆ(q, w) 2 F ,
 ˆ(r, w) 2 F .
Note-se que a relac¸a˜o de distinguibilidade D na˜o e´ uma relac¸a˜o de equivaleˆncia, embora
seja sime´trica.
As relac¸o˜es E e D podem ser determinadas pelos processos recorrentes contidos nas de-
finic¸o˜es a seguir apresentadas.
Definic¸a˜o 2.3 (Relac¸a˜o Ek).
Para k = 0, define-se E0 = (Q \ F )2 [ F 2. Para k > 0, dados dois quaisquer estados p e q,
tem-se que
(p, q) 2 Ek se e so´ se (p, q) 2 Ek 1 e 8a 2 ⌃, ( (p, a),  (q, a)) 2 Ek 1.
Definic¸a˜o 2.4 (Relac¸a˜o Dk).
Para k = 0, define-se D0 = ((Q \ F )⇥ F ) [ (F ⇥ (Q \ F )). Para k > 0, dados dois quaisquer
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estados p e q, tem-se que
(p, q) 2 Dk se (p, q) 2 Dk 1 ou 9a 2 ⌃ tal que ( (p, a),  (q, a)) 2 Dk 1.
Definic¸a˜o 2.5 (Ponto fixo de uma sequeˆncia de conjuntos).
Seja (Xk)k2N0 uma sequeˆncia de conjuntos. Um ponto fixo de (Xk) e´ um elemento Xs,
s 2 N0, tal que Xs+1 = Xs.
Pela definic¸a˜o 2.3 verifica-se que, para k > 0, Ek ✓ Ek 1. Assim, existe s tal que
Es+1 = Es, isto e´, Es e´ um ponto fixo da sequeˆncia (Ek) e como sera´ mostrado na proposic¸a˜o
2.2, Es = E.
Da definic¸a˜o 2.4 tem-se que, para k > 0, Dk 1 ✓ Dk ✓ Q2. Assim, existe r tal que
Dr+1 = Dr e neste caso, tambe´m se mostrara´ na proposic¸a˜o 2.2 que Dr = D.
Uma consequeˆncia directa das definic¸o˜es anteriores e´ o seguinte resultado auxiliar.
Lema 2.1.
Para todo k   0 Ek e Dk sa˜o complementares, isto e´, Ek \Dk = ; e Ek [Dk = Q2.
Com base neste lema e na definic¸a˜o de ponto fixo, obte´m-se a proposic¸a˜o seguinte, que
relaciona os pontos fixos das sequeˆncias (Ek) e (Dk).
Proposic¸a˜o 2.1.
Sejam Es e Dr respectivamente, os pontos fixos das sequeˆncias (Ek) e (Dk). Enta˜o s = r e
portanto Dr = Q2 \ Es e Es = Q2 \Dr.
Demonstrac¸a˜o.
Por definic¸a˜o de ponto fixo, tem-se que Es+1 = Es e pelo lema 2.1, tem-se que
Es+1 = Es , Q2 \Ds+1 = Q2 \Ds , Ds+1 = Ds.
Daqui conclui-se que s   r, sendo Dr o ponto fixo de Dk.
De forma ana´loga, tem-se que
Dr+1 = Dr , Q2 \ Er+1 = Q2 \ Er , Er+1 = Er.
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Ou seja, r   s onde Es e´ o ponto fixo de Ek. Portanto, tem-se que s = r.
Pelo lema 2.1, tem-se que Dr = Q2 \ Er. Mas como se provou que r e´ igual a s, enta˜o
Dr = Q2 \ Es e tambe´m Es = Q2 \Dr.
O resultado seguinte serve para demonstrar que as definic¸o˜es 2.1 e 2.3 sa˜o equivalentes.
Este resultado e´ usado na proposic¸a˜o 2.2 onde se mostra que E e´ o ponto fixo de (Ek).
Lema 2.2. (p, q) 2 Ek se e so´ se 8w 2 ⌃⇤, |w|  k,  ˆ(p, w) 2 F ,  ˆ(q, w) 2 F .
Demonstrac¸a˜o.
Seja (p, q) 2 E0. Pela definic¸a˜o de E0 tem-se que (p, q) 2 F 2 ou (p, q) 2 (Q \ F )2, isto e´,
p 2 F , q 2 F . Como  (p, ") = p e  (q, ") = q enta˜o  (p, ") 2 F ,  (q, ") 2 F . Ou seja,
8w 2 ⌃⇤, |w|  0,  ˆ(p, w) 2 F ,  ˆ(q, w) 2 F .
Considere-se agora que 8w 2 ⌃⇤, |w|  0,  ˆ(p, w) 2 F ,  ˆ(q, w) 2 F . Daqui sai que
 (p, ") 2 F ,  (q, ") 2 F e, como  (p, ") = p e  (q, ") = q, enta˜o p 2 F , q 2 F . Portanto,
pela definic¸a˜o de E0, tem-se que (p, q) 2 E0.
Considere-se por hipo´tese induc¸a˜o que (p, q) 2 Ek se e so´ se 8w 2 ⌃⇤, |w|  k,  ˆ(p, w) 2
F ,  ˆ(q, w) 2 F .
Seja (p, q) 2 Ek+1. Pela definic¸a˜o de Ek+1 tem-se que 8a 2 ⌃, ( (p, a),  (q, a)) 2 Ek. As-
sim, pela hipo´tese de induc¸a˜o, tem-se que 8z 2 ⌃⇤, |z|  k,  ˆ( (p, a), z) 2 F ,  ˆ( (q, a), z) 2
F . Logo, 8a 2 ⌃, 8z 2 ⌃⇤, |z|  k,  ˆ(p, az) 2 F ,  ˆ(q, az) 2 F . Considerando w = az,
conclui-se que 8w 2 ⌃⇤, |w|  k + 1,  ˆ(p, w) 2 F ,  ˆ(q, w) 2 F .
Considere-se agora que 8w 2 ⌃⇤, |w|  k + 1,  ˆ(p, w) 2 F ,  ˆ(q, w) 2 F . Em particular,
tem-se que 8w 2 ⌃⇤, |w|  k,  ˆ(p, w) 2 F ,  ˆ(q, w) 2 F e portanto, pela hipo´tese de
induc¸a˜o, conclui-se que (p, q) 2 Ek.
Seja a 2 ⌃ e z 2 ⌃⇤ tal que |z|  k. Enta˜o w = az e´ tal que |w|  k + 1. Logo
 ˆ(p, az) 2 F ,  ˆ(q, az) 2 F . Daqui sai que  ˆ( (p, a), z) 2 F ,  ˆ( (q, a), z) 2 F . Pela
hipo´tese de induc¸a˜o conclui-se que ( (p, a),  (q, a)) 2 Ek.
Como (p, q) 2 Ek e 8a 2 ⌃ ( (p, a),  (q, a)) 2 Ek, enta˜o conclui-se que (p, q) 2 Ek+1.
A partir deste lema e pela definic¸a˜o de ponto fixo, mostra-se que os pontos fixos das
sequeˆncias (Ek) e (Dk) correspondem a`s relac¸o˜es E e D, respectivamente. Este resultado
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sera´ utilizado nos algoritmos que determinam E e/ou D a partir das sequeˆncias (Ek) e/ou
(Dk). Nesses algoritmos, em cada iterac¸a˜o determinam-se as relac¸o˜es Ek e/ou Dk, onde k
corresponde ao nu´mero da iterac¸a˜o, ate´ que se chega ao ponto fixo, obtendo-se dessa forma
as relac¸o˜es E e/ou D.
Proposic¸a˜o 2.2. Sejam Es e Ds os pontos fixos das sequeˆncias (Ek) e (Dk), respectivamente.
Enta˜o Es = E e Ds = D.
Demonstrac¸a˜o.
Seja (p, q) 2 E. Por definic¸a˜o de E, tem-se que 8w 2 ⌃⇤,  ˆ(p, w) 2 F ,  ˆ(q, w) 2 F . Em
particular para w tal que |w|  s tem-se tambe´m que  ˆ(p, w) 2 F ,  ˆ(q, w) 2 F . Portanto
(p, q) 2 Es, e consequentemente E ✓ Es.
Seja (p, q) 2 Es. Pelo lema 2.2, tem-se 8w 2 ⌃⇤, |w|  s,  ˆ(p, w) 2 F ,  ˆ(q, w) 2 F . Seja
agora t > s. Como s e´ ponto fixo de (Ek), Et = Es. Logo (p, q) 2 Et e portanto 8w 2 ⌃⇤,
|w|  t,  ˆ(p, w) 2 F ,  ˆ(q, w) 2 F . Assim, 8w 2 ⌃⇤,  ˆ(p, w) 2 F ,  ˆ(q, w) 2 F , ou seja,
Es ✓ E.
A classe de equivaleˆncia de um estado q por uma relac¸a˜o R de equivaleˆncia no conjunto
Q e´ definida por
[q]R = {p 2 Q : (p, q) 2 R}.
Denota-se por [Q]R o conjunto das classes de equivaleˆncia da relac¸a˜o de equivaleˆncia R
no conjunto Q. Isto e´, [Q]R = {[q]R : q 2 Q}.
Por definic¸a˜o de Ek tem-se E0   E1   ...   Es ◆ IQ, onde IQ e´ a relac¸a˜o identidade de
estados e Es e´ o ponto fixo de Ek. Portanto, |[Q]E0 | < |[Q]E1 | < ... < |[Q]Es |  |[Q]IQ |, onde
|[Q]IQ | = |Q|. Tambe´m pela definic¸a˜o de Ek, |[Q]E0 |  2.
Quando |[Q]E0 | < 2, tem-se que os estados sa˜o todos simultaneamente finais e na˜o finais.
Por esta raza˜o E0 e´ o ponto fixo de Ek, ou seja, corresponde a E.
Quando |[Q]E0 | = 2, tem-se i + 2  |[Q]Ei |, para qualquer i. Logo, para qualquer s,
s+ 2  |[Q]Es |  |[Q]IQ | = |Q|, ou seja, s  |Q|  2. Daqui conclui-se que sa˜o necessa´rios no
ma´ximo |Q|  2 iterac¸o˜es para determinar a relac¸a˜o E, isto e´, E|Q| 2 = E.
Os algoritmos seguintes consideram originalmente pares ordenados de estados, mas como
as relac¸o˜es Ek e Dk, para k   0, sa˜o sime´tricas, enta˜o os exemplos destes algoritmos sa˜o
apresentados utilizando pares na˜o ordenados de estados.
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2.1 Ca´lculo de D e E atrave´s das sequeˆncias (Dk) e (Ek)
Os algoritmos apresentados a seguir calculam as sequeˆncias (Ek) e (Dk), ate´ serem atingidos
os pontos fixos, os quais correspondem, respectivamente, a`s relac¸o˜es de equivaleˆncia e distin-
guibilidade.





while G 6= G0 do
G0 := G
G := {(p, q) 2 G0 _ 9a 2 ⌃ : ( (p, a),  (q, a)) 2 G0}
Neste algoritmo, parte-se de G = D0 = ((Q \ F ) ⇥ F ) que corresponde ao conjunto for-
mado pelos pares de estados que se sabe a` partida que sa˜o distingu´ıveis. Em cada iterac¸a˜o
determina-se os pares que ainda na˜o pertencem a G mas que pela leitura de uma dada letra
teˆm transic¸a˜o para estados de G e inserem-se neste mesmo conjunto. Os estados que perten-
centem a G sa˜o distingu´ıveis. Portanto, como ao longo do algoritmo se acrescentam estados
ao conjunto G, e´ por esta raza˜o que G0 e´ inicializado a ;.
O algoritmo que se segue e´ semelhante ao anterior, mas em vez de determinar os estados




H 0 := Q⇥Q
while H 6= H 0 do
H 0 := H
H := {(p, q) 2 H 0 ^ 8a 2 ⌃ : ( (p, a),  (q, a)) 2 H 0}
Inicialmente, parte-se de H = E0 = (Q \ F )2 [ F 2 que e´ o conjunto de todos os estados
que podem ser equivalentes. Em cada iterac¸a˜o determina-se se existem pares de estados per-
tencentes a H, cujas transic¸o˜es sa˜o todas para elementos de H. Caso isto na˜o se verifique,
estes estados sa˜o excluidos deste conjunto. Portanto, como ao longo do algoritmo se excluem
estados ao conjunto H, e´ por esta raza˜o que H 0 e´ inicializado a Q⇥Q.
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Tem-se que |H|  |Q|2, logo em cada iterac¸a˜o do ciclo while analisam-se no ma´ximo |Q|2
elementos. Como se viu anteriormente, sa˜o necessa´rias no ma´ximo |Q|  2 iterac¸o˜es para se
determinar a relac¸a˜o E, isto e´, o ciclo while e´ executado no ma´ximo |Q|  2 vezes. Assim, a
complexidade deste algoritmo (bem como a do algoritmo 2.1) e´ O(|Q|2(|Q|  2)) = O(|Q|3).
O algoritmo seguinte calcula simultaneamente os estados distingu´ıveis e os equivalentes.





H 0 := Q⇥Q
while G 6= G0 do
G0 := G
H 0 := H
for (p, q) 2 H 0 do
if (9a 2 ⌃ : ( (p, a),  (q, a)) 2 G0) then
G := G [ {(p, q)}
H := H \ {(p, q)}
A diferenc¸a entre este u´ltimo algoritmo e o algoritmo 2.2 esta´ na condic¸a˜o if. No algoritmo
2.2 verifica-se se todas as transic¸o˜es, a partir de todos os elementos de H 0 sa˜o para elementos
de H 0. No algoritmo 2.3 o ciclo for garante que tambe´m se analisam todos os elementos de
H 0, contudo no if para cada elemento de H 0 verifica-se se tem alguma transic¸a˜o para algum
elemento que na˜o pertenc¸a a H 0. Se esta condic¸a˜o se verifica, enta˜o ja´ na˜o analisa as restantes
transic¸o˜es deste elemento de H 0.
Como G e H sa˜o complementares, quando um dos conjuntos se mante´m inalterado, o outro
conjunto tambe´m se mante´m igual. Logo poder-se-ia considerar o conjunto H no ciclo while
que o resultado seria o mesmo.
Como |H|  |Q|2, enta˜o o ciclo for e´ executado, no ma´ximo, |Q|2 vezes. Uma vez mais,
como se viu anteriormente, sa˜o necessa´rias no ma´ximo |Q|   2 iterac¸o˜es para se determinar
a relac¸a˜o E. Logo o ciclo while e´ executado no ma´ximo |Q|   2 vezes e assim, a ordem de
complexidade deste algoritmo e´ a mesma dos algoritmos 2.1 e 2.2, isto e´, O(|Q|2(|Q|  2)) =
O(|Q|3).
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Exemplo 2.2. Considere-se o auto´mato finito determinista
A = ({1, 2, 3, 4, 5, 6}, {0, 1},  , {1}, {6})
onde  (1, 0) = 3,  (1, 1) = 5,  (2, 0) = 1,  (2, 1) = 3,  (3, 0) = 4,  (3, 1) = 3,  (4, 0) = 3,


















Figura 2.1: Auto´mato finito determinista
Este auto´mato, representado na figura 2.1, foi minimizado utilizando os 3 algoritmos
anteriores.
No algoritmo 2.1, apo´s treˆs iterac¸o˜es obteve-se
G = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5}, {4, 5}, {1, 2}, {1, 3}, {2, 4}, {3, 4}}.
Portanto, 1 6⌘ 6, 2 6⌘ 6, 3 6⌘ 6, 4 6⌘ 6, 5 6⌘ 6, 1 6⌘ 5, 2 6⌘ 5, 3 6⌘ 5, 4 6⌘ 5, 1 6⌘ 2, 1 6⌘ 3, 2 6⌘ 4 e
3 6⌘ 4.
Da mesma forma no algoritmo 2.2, apo´s treˆs iterac¸o˜es obteve-se
H = {{1, 1}, {1, 4}, {2, 2}, {2, 3}, {3, 3}, {4, 4}, {5, 5}, {6, 6}}.
Portanto, 1 ⌘ 4 e 2 ⌘ 3.
No algoritmo 2.3 tambe´m foram precisas treˆs iterac¸o˜es para calcular os mesmos conjuntos
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G e H.
Os resultados detalhados encontram-se na pa´gina 55 do apeˆndice.
2.2 Ca´lculo de D, E e [Q]E sem determinar as sequeˆncias (Dk)
e (Ek)
O algoritmo seguinte tambe´m calcula as relac¸o˜es de equivaleˆncia e de distinguibilidade de
estados. Difere dos algoritmos apresentados na secc¸a˜o 2.1 porque na˜o calcula as sequeˆncias
(Ek) e (Dk), determinando os conjuntos G e H por analise de um so´ par de estados em cada
iterac¸a˜o.




while (9a 2 ⌃ e (p, q) 2 H : ( (p, a),  (q, a)) 2 G) do
G := G [ {(p, q)}
H := H \ {(p, q)}
Em cada iterac¸a˜o na˜o ha´ garantia de H e G serem relac¸o˜es de equivaleˆncia. De facto,
neste algoritmo so´ se analisa um par de estados por iterac¸a˜o, podendo haver mais pares que
pertencem a H e que teˆm transic¸o˜es para G. Para que H e G fossem relac¸o˜es de equivaleˆncia
era preciso que, em cada iterac¸a˜o, fossem identificados todos os estados que pertencem a H
e que transitam para G.
Uma das diferenc¸as entre este algoritmo e o algoritmo 2.3 e´ a condic¸a˜o que e´ testada no
ciclo while. No algoritmo 2.3 enquanto o conjunto G for alterado, o ciclo while e´ executado.
Isto significa que apo´s se determinar o conjunto G final, o ciclo while e´ executado uma vez
mais. No algoritmo 2.4, quando se chega a este ponto, na˜o se executam mais iterac¸o˜es do
ciclo while porque os elementos de um dos conjuntos na˜o teˆm transic¸o˜es para elementos do
outro conjunto.
O conjuntoH tem no ma´ximo |Q|2 elementos. Como o ciclo while analisa todos os elemen-
tos de H que teˆm transic¸o˜es para elementos de G, realiza no ma´ximo executa |Q|2 iterac¸o˜es.
Portanto a complexidade deste algoritmo e´ O(|Q|2).
O algoritmo seguinte determina as classes de equivaleˆncia da relac¸a˜o de equivaleˆncia,
[Q]E . Este algoritmo utiliza o predicado
Divide(Q0, Q1, a) ⌘ (9p, q 2 Q0 : ( (p, a) 2 Q1 ^  (q, a) 62 Q1))
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o qual determina se existem estados pertencentes ao conjunto Q0 que teˆm transic¸o˜es para
estados do conjunto Q1 por leitura da letra a.
Algoritmo 2.5.
P := [Q]E0
while (9Q0, Q1 2 P, 9a 2 ⌃ : Divide(Q0, Q1, a)) do
Q00 := {p 2 Q0 :  (p, a) 2 Q1}
P := P \ {Q0} [ {Q0 \Q00, Q00}
No in´ıcio deste algoritmo o conjunto P e´ formado pelas duas classes de equivaleˆncia de
E0: Q \ F e F .
Em cada passo do ciclo identificam-se os estados que pertencem a um elemento de P e que
pela leitura de uma dada letra teˆm transic¸o˜es para estados pertencentes a outro elemento
de P . Isto significa que estes estados sa˜o distingu´ıveis dos restantes elementos do mesmo
conjunto. Por exemplo, no primeiro passo sa˜o ’retirados’ do conjunto Q \ F , os estados que
pela leitura de uma dada letra transitam para um estado final. Ou seja, estes estados sa˜o
equivalentes entre si e distingu´ıveis dos restantes elementos do conjunto Q \ F .
O conjunto P tem no ma´ximo |Q| elementos. No algoritmo testa-se se cada elemento de
P tem transic¸o˜es para cada um dos restantes elementos de P . Existem no ma´ximo |Q2|  |Q|
possibilidades de tal ocorrer, isto e´, o ciclo e´ executado no ma´ximo |Q2|  |Q| vezes. Assim,
a complexidade deste algoritmo e´ O(|Q|2).
Exemplo 2.3. Utilizam-se os algoritmos 2.4 e 2.5 para minimizar o auto´mato finito deter-
minista representado na figura 2.1.
No fim da execuc¸a˜o do algoritmo 2.4, obtiveram-se os seguintes resultados:
G = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5}, {1, 2}, {1, 3}, {2, 4}, {3, 4}, {4, 5}}
e
H = {{1, 1}, {1, 4}, {2, 2}, {2, 3}, {3, 3}, {4, 4}, {5, 5}, {6, 6}}.
Portanto, conclui-se que 1 6⌘ 6, 2 6⌘ 6, 3 6⌘ 6, 4 6⌘ 6, 5 6⌘ 6, 1 6⌘ 5, 2 6⌘ 5, 3 6⌘ 5, 1 6⌘ 2,
1 6⌘ 3, 2 6⌘ 4, 3 6⌘ 4 e 4 6⌘ 5. Tambe´m se conclui que 1 ⌘ 4 e 2 ⌘ 3.
Os resultados detalhados da execuc¸a˜o deste algoritmo podem ser consultados na pa´gina 58.
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Ilustra-se em seguida a execuc¸a˜o do algoritmo 2.5.
P = [Q]E0 = {Q \ F, F} = {{1, 2, 3, 4, 5}, {6}}
1a iterac¸a˜o:
Q0 = {1, 2, 3, 4, 5} Q1 = {6} a = 0
Q00 = {5}
P = {{6}, {1, 2, 3, 4}, {5}}
2a iterac¸a˜o:
Q0 = {1, 2, 3, 4} Q1 = {5} a = 1
Q00 = {1, 4}
P = {{6}, {5}, {2, 3}, {1, 4}}
Portanto, tem-se quatro classes de equivaleˆncia: {6}, {5}, {2, 3} e {1, 4}. Daqui conclui-se
que 1 ⌘ 4 e 2 ⌘ 3.
2.3 Ca´lculo mais eficiente de D e E sem determinar as sequeˆncias
(Dk) e (Ek)
O algoritmo descrito em seguida tambe´m calcula as relac¸o˜es de equivaleˆncia e de distingui-
bilidade de estados. Tal como o algoritmo 2.4, tambe´m na˜o calcula as sequeˆncias Ek e Dk,
contudo e´ mais eficiente que aquele porque no ciclo while identifica pares de estados que
pertencem a H, (p, q), e que teˆm transic¸o˜es para estados de G. Dentro deste ciclo existe um
ciclo for que analisa todos os elementos de H em que um dos seus elementos e´ p. Assim ,
numa iterac¸a˜o do ciclo while podem ser exclu´ıdos va´rios elementos do conjunto H. E´ por
esta raza˜o que o ciclo while e´ executado menos vezes do que o do algoritmo 2.4.






while (9a 2 ⌃ e (p, q) 2 H : ( (p, a),  (q, a)) 2 G) do
for q : (p, q) 2 H ^ ( (p, a),  (q, a)) 2 G do
G := G [ {(p, q)}
H := H \ {(p, q)}
Tal como no algoritmo 2.4, no fim de cada iterac¸a˜o na˜o ha´ garantia de H e G serem
relac¸o˜es de equivaleˆncia. Isto deve-se ao facto de em cada iterac¸a˜o so´ se analisar um par de
estados, podendo haver mais pares que pertencem a H e que teˆm transic¸o˜es para G. Para que
H e G fossem relac¸o˜es de equivaleˆncia era preciso que em cada iterac¸a˜o fossem identificados
todos os estados que pertencem a H e que teˆm transic¸o˜es para G.
O conjunto H tem no ma´ximo |Q|2 elementos. Por isso o ciclo for e´ executado no ma´ximo
|Q| vezes. De forma ana´loga, o ciclo while e´ executado no ma´ximo |Q| vezes, pois as transic¸o˜es
dos restantes elementos de H foram analisadas no ciclo for. Assim, a complexidade deste al-
goritmo e´ O(|Q|2).
O algoritmo seguinte calcula as classes de equivaleˆncia da relac¸a˜o de equivaleˆncia, a` se-
melhanc¸a do algoritmo 2.5.
Algoritmo 2.7.
P := [Q]E0
while (9Q1 2 P, 9a 2 ⌃ : (9Q0 2 P : Divide(Q0, Q1, a))) do
P 0 := P
for Q0 : Q0 2 P 0 ^Divide(Q0, Q1, a) do
Q00 := {p 2 Q0 ^  (p, a) 2 Q1}
P := P \ {Q0} [ {Q0 \Q00, Q00}
No ciclo while identificam-se dois conjuntos, Q0 e Q1 com a seguinte propriedade: existe
uma letra a tal que em Q0 existem estados com transic¸o˜es por a para estados de Q1 e existem
tambe´m estados com transic¸o˜es por a para estados fora de Q1.
O ciclo for analisa todos os conjuntos de P que pela leitura de a teˆm transic¸o˜es para
elementos de Q1. Por esta raza˜o o conjunto Q1 e´ analisado numa u´nica iterac¸a˜o do ciclo
while, enquanto que no algoritmo 2.5 o conjunto Q1 pode ser analisado em tantas iterac¸o˜es
do ciclo while quantos os elementos do conjunto P .
O conjunto P tem no ma´ximo |Q| elementos, logo o ciclo for e´ executado no ma´ximo |Q|
vezes. Do mesmo modo, o ciclo while e´ executado no ma´ximo |Q| vezes, uma vez que as
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restantes transic¸o˜es foram analisadas no ciclo for. Portanto a complexidade deste algoritmo
e´ O(|Q|2).
Exemplo 2.4. Utilizam-se os algoritmos 2.6 e 2.7 para minimizar o auto´mato finito deter-
minista representado na figura 2.1.
No algoritmo 2.6, apo´s sete iterac¸o˜es do ciclo while, como se pode observar na pa´gina 60
do apeˆndice, obteve-se
G = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5}, {1, 2}, {1, 3}, {2, 4}, {3, 4}, {4, 5}}
e
H = {{1, 1}, {1, 4}, {2, 2}, {2, 3}, {3, 3}, {4, 4}, {5, 5}, {6, 6}}.
Portanto, conclui-se que 1 6⌘ 6, 2 6⌘ 6, 3 6⌘ 6, 4 6⌘ 6, 5 6⌘ 6, 1 6⌘ 5, 2 6⌘ 5, 3 6⌘ 5, 1 6⌘ 2, 1 6⌘ 3,
2 6⌘ 4, 3 6⌘ 4, 4 6⌘ 5 e que 1 ⌘ 4 e 2 ⌘ 3.
Os resultados da execuc¸a˜o do algoritmo 2.7 sa˜o os seguintes.
P = [Q]E0 = {Q \ F, F} = {{1, 2, 3, 4, 5}, {6}}
1a iterac¸a˜o (while):
Q0 = {1, 2, 3, 4, 5} Q1 = {6} a = 0
P 0 = P = {{1, 2, 3, 4, 5}, {6}}
1a iterac¸a˜o (for):
Q0 = {1, 2, 3, 4, 5}
Q00 = {5}
P = {{6}, {1, 2, 3, 4}, {5}}
2a iterac¸a˜o (while):
Q0 = {1, 2, 3, 4} Q1 = {5} a = 1
P 0 = P = {{6}, {1, 2, 3, 4}, {5}}
1a iterac¸a˜o (for):
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Q0 = {1, 2, 3, 4}
Q00 = {1, 4}
P = {{6}, {5}, {2, 3}, {1, 4}}
Obtiveram-se quatro classes de equivaleˆncia: {6}, {5}, {2, 3} e {1, 4}, ou seja 1 ⌘ 4 e
2 ⌘ 3.
2.4 Algoritmo de Hopcroft e Ullman
O algoritmo seguinte tambe´m calcula a relac¸a˜o de distinguibilidade, D, sem calcular a
sequeˆncia (Dk). Bruce Watson, em [10], atribui a sua autoria a Hopcroft e Ullman, uma
vez que esse algoritmo esta´ em [7].
Algoritmo 2.8.
for (p, q) 2 Q⇥Q do
L(p, q) := ;
G := D0
for (p, q) : (p, q) /2 D0 do
if (9a 2 ⌃ : ( (p, a),  (q, a)) 2 G) then
A := {(p, q)}
B := ;
while A 6= ; do
seja (r, s) : (r, s) 2 A
G := G [ {(r, s)}
A := A \ {(r, s)}
B := B [ {(r, s)}
A := A [ (L(r, s) \B)
else
for a 2 ⌃ :  (p, a) 6=  (q, a) do
L( (p, a),  (q, a)) := L( (p, a),  (q, a)) [ {(p, q)}
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Este algoritmo, a` semelhanc¸a do algoritmo 2.6, comec¸a por analisar os elementos que
na˜o pertencem a D0 mas que teˆm transic¸o˜es para elementos de G, passando estes elementos
tambe´m a pertencer a G. Contudo, aqui tambe´m se inserem em G os pares de estados que
teˆm transic¸o˜es para o par pertencente a D0 que se esta´ a analisar. Isto acontece porque os
estados que teˆm transic¸o˜es para estados distingu´ıveis, tambe´m sa˜o distingu´ıveis.
Ao contra´rio dos algoritmos anteriores, neste os elementos que na˜o pertencem a D0 e que
na˜o teˆm transic¸o˜es para elementos de G sa˜o guardados em conjuntos auxiliares associados
aos estados para os quais teˆm transic¸o˜es. De facto se estes u´ltimos forem distingu´ıveis, todos
os estados que pertencem ao seu conjunto auxiliar tambe´m va˜o ser distingu´ıveis.
E´ poss´ıvel alterar o algoritmo para calcular E.
O primeiro ciclo for e´ executado |Q|2 vezes. O segundo ciclo for e´ executado para todos os
pares de estados que na˜o pertencem a D0, ou seja para todos os pares de estados pertencentes
a E0. Uma vez que |E0|  |Q|2, este ciclo vai ser executado no ma´ximo |Q|2 vezes. O u´ltimo
ciclo for e´ executado |⌃| vezes. Portanto a complexidade deste algoritmo e´ O(|Q|2+|Q|2|⌃|) =
O(|Q|2).
Exemplo 2.5. Utiliza-se o algoritmo 2.8 para minimizar o auto´mato finito determinista
representado na figura 2.1.
No fim da execuc¸a˜o deste algoritmo, como se pode observar na pa´gina 62 do apeˆndice,
obteve-se
G = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5}, {1, 2}, {1, 3}, {2, 4}, {3, 4}, {4, 5}}.
Daqui conclui-se que 1 6⌘ 6, 2 6⌘ 6, 3 6⌘ 6, 4 6⌘ 6, 5 6⌘ 6, 1 6⌘ 5, 2 6⌘ 5, 3 6⌘ 5, 1 6⌘ 2, 1 6⌘ 3,
2 6⌘ 4, 3 6⌘ 4 e 4 6⌘ 5.
2.5 Algoritmo de Hopcroft
O algoritmo de Hopcroft tambe´m determina as classes de equivaleˆncia da relac¸a˜o de equi-
valeˆncia. Este algoritmo tem a melhor ordem de complexidade dos algoritmos de minimizac¸a˜o
de auto´matos. No entanto, a sua demonstrac¸a˜o e´ complexa. Em [5], este algoritmo e´ descrito
e demonstrado de forma pormenorizada.
Neste algoritmo parte-se do algoritmo 2.7, tendo em considerac¸a˜o que se todas as classes
de equivaleˆncia ja´ foram divididas em relac¸a˜o a um par (Q1, a) enta˜o mais nenhuma classe de





L := P ⇥ ⌃
while L 6= ; do
seja (Q1, a) 2 L
P 0 := P
L := L \ {(Q1, a)}
for Q0 2 P 0 ^Divide(Q0, Q1, a) do
Q00 := {p 2 Q0 ^  (p, a) 2 Q1}
P := P \ {Q0} [ {Q0 \Q00, Q00}
for b 2 ⌃ do
if (Q0, b) 2 L then
L := L \ {(Q0, b)} [ {(Q00, b), (Q0 \Q00, b)}
else
L := L [ {(Q00, b), (Q0 \Q00, b)}
Neste algoritmo o ciclo while e´ executado para todos os elementos de L, invocando para
cada elemento uma so´ vez a func¸a˜o Divide. Como se referiu anteriormente, se todas as
classes de equivaleˆncia foram divididas em relac¸a˜o a um dado par (Q1, a), enta˜o na˜o e´ preciso
voltar a invocar a func¸a˜o Divide(Q0, Q1, a), para qualquer Q0. Contudo, no algoritmo 2.7
sempre que existe um conjunto, Q0, que por leitura de uma dada letra, a, tem transic¸o˜es
para elementos de Q1, enta˜o invoca-se a func¸a˜o Divide(Q0, Q1, a), para todos os Q0 2 P .
O segundo ciclo for tem como objectivo actualizar o conjunto auxiliar L.
Segundo Hopcroft, dividir uma classe de equivaleˆncia em relac¸a˜o a quaisquer dois con-
juntos dos seguintes - (Q0, b), (Q00, b) e (Q0 \ Q00, b). E´ o mesmo que dividir essa classe de
equivaleˆncia em relac¸a˜o aos treˆs conjuntos, como e´ demonstrado em [10].
Utilizando este resultado e para melhorar o algoritmo, altera-se a actualizac¸a˜o do conjunto
L:
• se (Q0, b) 2 L enta˜o as classes de equivaleˆncia ainda na˜o foram divididas em relac¸a˜o
a este par. Por isso, retira-se o elemento (Q0, b) e adicionam-se os elementos (Q00, b) e
(Q0 \Q00, b) a L.
• se (Q0, b) 62 L enta˜o as classes de equivaleˆncia ja´ foram divididas em relac¸a˜o a este par.
Portanto, basta dividir em relac¸a˜o ou a (Q00, b) ou a (Q0 \ Q00, b), por isso escolhe-se o
menor conjunto.
31
No in´ıcio do algoritmo tem-se P = [Q]E0 = {Q\F, F}, isto significa que Q ja´ foi dividido,
assim e´ apenas necessa´rio dividir as classes de equivaleˆncia em relac¸a˜o a apenas um dos
conjuntos. Neste caso tambe´m se escolhe o conjunto mais pequeno.
Aplicando estas alterac¸o˜es ao algoritmo 2.9, obte´m-se o algoritmo de Hopcroft.
Algoritmo 2.10. (Hopcroft)
P := [Q]E0
if |F |  |Q \ F | then
L := {F}⇥ ⌃
else
L := {Q \ F}⇥ ⌃
while L 6= ; do
seja (Q1, a) 2 L
P 0 := P
L := L \ {(Q1, a)}
for Q0 2 P 0 ^Divide(Q0, Q1, a) do
Q00 := {p 2 Q0 ^  (p, a) 2 Q1}
P := P \ {Q0} [ {Q0 \Q00, Q00}
for b 2 ⌃ do
if (Q0, b) 2 L then
L := L \ {(Q0, b)} [ {(Q00, b), (Q0 \Q00, b)}
else
if |Q00|  |Q0 \Q00| then
L := L [ {(Q00, b)}
else
L := L [ {(Q0 \Q00, b)}




Passo 1: 8s 2 Q e a 2 ⌃ construir
  1(s, a) = {t |  (t, a) = s}.
Passo 2: Construir B(1) = F , B(2) = Q  F e para cada a 2 ⌃ e 1  i  2 construir
a(i) = {s | s 2 B(i) e   1(s, a) 6= ;}.
Passo 3: k = 3
Passo 4: 8a 2 ⌃ construir
L(a) =
8<: {1} se |a(1)|  |a(2)|{2} caso contra´rio
Passo 5: Seleccionar a 2 ⌃ e i 2 L(a). O algoritmo termina quando L(a) = ; para cada
a 2 ⌃.
Passo 6: Apagar i de L(a).
Passo 7: 8j < k t.q. 9t 2 B(j) com  (t, a) 2 a(i) executar os passos 7a, 7b, 7c e 7d.
Passo 7a: Dividir B(j) em B0(j) = {t |  (t, a) 2 a(i)} e B00(j) = B(j) B0(j).
Passo 7b: Substituir B(j) por B0(j) e construir B(k) = B00(j).
Construir correspondentes a(j) e a(k) para cada a 2 ⌃.
Passo 7c: 8a 2 ⌃ modificar L(a) como se segue.
L(a) =
8<: L(a) [ {j} se j 62 L(a) e 0 < |a(j)|  |a(k)|L(a) [ {k} caso contra´rio
Passo 7d: k = k + 1
Passo 8: Voltar ao passo 5.
Paralelismo entre os algoritmos 2.10 e 2.11
Em ambos os algoritmos e´ criado um conjunto auxiliar L. Atrave´s deste conjunto consegue-
se identificar quais sa˜o os subconjuntos de Q que ainda na˜o foram analisados segundo uma
determinada letra do alfabeto.
No algoritmo 2.10, L e´ um conjunto onde cada elemento e´ um par constitu´ıdo por um
subconjunto de Q e uma letra do alfabeto. Inicialmente, o subconjunto de Q que pertence a
L e´ a classe de equivaleˆncia de E0 que tiver menor cardinalidade.
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No algoritmo 2.11, determina-se o inverso da func¸a˜o de transic¸a˜o para todas as transic¸o˜es.
De seguida, e´ determinado o conjunto a(i) para todo a pertencente ao alfabeto e i pode to-
mar o valor 1 ou 2. Este conjunto a(i) vai conter os estados pertencentes a B(i) que teˆm
transic¸o˜es segundo a letra a. E´ a partir destes conjuntos a(i) que se cria o conjunto L.
Existe um conjunto L por cada letra do alfabeto, L(a). Cada um destes conjuntos tem
como elementos nu´meros inteiros que correspondem aos ı´ndices dos conjuntos B que ainda
teˆm que ser analisados segundo as transic¸o˜es por a. Estes conjuntos B sa˜o subconjuntos de Q.
No algoritmo 2.10, tem-se um conjunto P cujos elementos sa˜o subconjuntos de Q. No fim
do algoritmo, os elementos de P va˜o ser as classes de equivaleˆncia da relac¸a˜o de equivaleˆncia.
No algoritmo 2.11, tem-se va´rios conjuntos B que sa˜o subconjuntos de Q. No fim do
algoritmo, estes conjuntos B sera˜o as classes de equivaleˆncia da relac¸a˜o de equivaleˆncia.
A complexidade deste algoritmo e´ O(|Q| log|Q|), como se pode verificar em [6].
Exemplo 2.6. Utilizam-se os algoritmos 2.9 e 2.10 para minimizar o auto´mato finito deter-
minista representado na figura 2.1.
No algoritmo 2.9, apo´s onze iterac¸o˜es do ciclo while, como se pode observar na pa´gina 66
do apeˆndice, obteve-se P = {{6}, {5}, {1, 4}, {2, 3}}, ou seja tem-se quatro classes de equi-
valeˆncia: {6}, {5}, {1, 4} e {2, 3}. Logo conclui-se que 1 ⌘ 4 e 2 ⌘ 3.
No algoritmo 2.10, apo´s seis iterac¸o˜es do ciclo while, como tambe´m se pode observar no
apeˆndice, na pa´gina 69, obteve-se P = {{6}, {5}, {2, 3}, {1, 4}}, ou seja tem-se quatro classes
de equivaleˆncia: {6}, {5}, {2, 3} e {1, 4}, concluindo-se que 1 ⌘ 4 e 2 ⌘ 3.
2.6 Ca´lculo de E determinando a equivaleˆncia de cada par de
estados
O algoritmo 2.13 tambe´m determina a relac¸a˜o de equivaleˆncia, analisando so´ um par de esta-
dos em cada iterac¸a˜o. Os conjuntos G e H sa˜o inicializados respectivamente a ; e IQ, sendo
IQ a relac¸a˜o identidade de estados. Em cada iterac¸a˜o determina-se se os estados que se esta˜o
a analisar sa˜o equivalentes ou na˜o. Logo os elementos de G sa˜o sempre estados distingu´ıveis
e os de H sa˜o sempre estados equivalentes. Por esta raza˜o, qualquer resultado interme´dio do
algoritmo pode ser utilizado para construir um auto´mato finito determinista que tera´ tama-
nho menor ou igual que o inicial. Contudo, pode na˜o ser o auto´mato mı´nimo. Por esta raza˜o,
este algoritmo pode ser usado para reduzir o tamanho de auto´matos, executando-se apenas
algumas iterac¸o˜es.
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Este algoritmo utiliza uma func¸a˜o auxiliar, descrita no algoritmo 2.12, a qual determina
a equivaleˆncia de estados de um so´ par de estados. Isto e´, dados dois estados p e q e um
nu´mero inteiro, k, o algoritmo determina se (p, q) 2 Ek.
Algoritmo 2.12.
procedure equiv(p, q, k)
if k = 0 then
eq := (p 2 F ^ q 2 F ) _ (¬p 2 F ^ ¬q 2 F )
else
if (p, q) 2 S then
eq := true
else
eq := (p 2 F ^ q 2 F ) _ (¬p 2 F ^ ¬q 2 F )
S := S [ {(p, q)}
for a 2 ⌃
while not eq
equiv( (p, a),  (q, a), k   1)
S := S \ {(p, q)}
No in´ıcio tem-se S = ; e eq = false.
Se os paraˆmetros de entrada da func¸a˜o equiv forem p, q e |Q|   2 enta˜o o resultado vai
ser se (p, q) 2 E ou se (p, q) 62 E. De facto, como se viu anteriormente, |Q|   2 e´ o nu´mero
ma´ximo de iterac¸o˜es necessa´rias para se determinar o ponto fixo de Ek, isto e´, E|Q| 2 = E.
Na primeira iterac¸a˜o (assumindo que na˜o e´ a u´nica, isto e´, k 6= 0) averigua-se se p e q
pertencem ambos a F ou se na˜o pertencem ambos a F . Se esta condic¸a˜o se verifica, enta˜o
p e q sa˜o equivalentes e eq passa a ser true. De seguida adiciona-se este par ao conjunto S,
independentemente da veracidade da condic¸a˜o testada. Se eq for igual a false enta˜o analisam-
se as transic¸o˜es de p e q por todas as letras do alfabeto. Por outras palavras, para todas as
letras do alfabeto evoca-se recursivamente a func¸a˜o equiv, tendo como paraˆmetros de entrada
 (p, a),  (q, a) e k   1, onde a e´ uma letra qualquer. Desta forma, pretende-se determinar se
 (p, a) e  (q, a) sa˜o equivalentes, ou seja, se ( (p, a),  (q, a)) 2 Ek 1. Este processo e´ repetido
recursivamente. O terceiro paraˆmetro de entrada e´ k 1 porque se esta˜o a analisar os estados
que sucedem a p e q, ou seja, por definic¸a˜o de Ek, (p, q) 2 Ek se (p, q) 2 Ek 1 e para todas
as letras do alfabeto os estados que resultam das transic¸o˜es de p e q atrave´s dessas mesmas
letras tambe´m pertencem a Ek 1.
Nas iterac¸o˜es seguintes verifica-se se e´ a u´ltima iterac¸a˜o, isto e´, se k e´ igual a 0. Em caso
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afirmativo eq so´ passa a true se p e q pertencem ambos a F ou se na˜o pertencem ambos a F .
Se na˜o e´ a u´ltima iterac¸a˜o (k 6= 0), enta˜o verifica-se se o par (p, q) 2 S.
- Se esta condic¸a˜o for verdadeira, enta˜o eq passa a ser igual a true. De facto, (p, q) 2 S enta˜o
este par de estados transita para si pro´prio atrave´s da leitura de uma determinada
palavra. Por isso, conclui-se que p e q sa˜o equivalentes.




while (G [H) 6= Q⇥Q do
seja (p, q) 2 ((Q⇥Q) \ (G [H))
if equiv(p, q, (|Q|  2)) then
H := H [ {(p, q)}
else
G := G [ {(p, q)}
No in´ıcio do algoritmo tem-se que H e´ igual a IQ porque todo o estado e´ equivalente a si
pro´prio.
A func¸a˜o equiv(p, q, (|Q| 2)) tem o valor true se (p, q) 2 E, por isso, neste caso, adiciona-
se o par (p, q) a H. Se a func¸a˜o equiv for false, enta˜o (p, q) 62 E e este par e´ acrescentado
a G. Tem-se sempre a garantia que H so´ conte´m estados que sa˜o equivalentes. Assim, em
cada passo do algoritmo, pode-se construir um auto´mato com base no conjunto H que tera´
um tamanho inferior ou igual ao auto´mato inicial. Mas so´ no fim da execuc¸a˜o do algoritmo
e´ que se tem a garantia que o auto´mato construido com base no conjunto H e´ o auto´mato
mı´nimo.
No fim do algoritmo, tem-se H = E e G = D que sa˜o, respectivamente, as relac¸o˜es de
equivaleˆncia e distinguibilidade. Este algoritmo pode ser alterado para calcular so´ E ou so´ D.





Em 1962 Brzozowski propoˆs um algoritmo de minimizac¸a˜o de auto´matos distinto dos apresen-
tados no cap´ıtulo anterior. Este algoritmo e´ aplica´vel a auto´matos finitos deterministas, mas
tambe´m a auto´matos finitos na˜o-deterministas sem transic¸o˜es-". Ao contra´rio dos algoritmos
anteriores, no fim da execuc¸a˜o na˜o se tem como resultado a relac¸a˜o de equivaleˆncia, nem a de
distinguibilidade que servem de base a` construc¸a˜o do auto´mato mı´nimo. Neste algoritmo o
resultado e´ ja´ o auto´mato mı´nimo. De acordo com [10], este algoritmo na˜o utiliza o conceito
de equivaleˆncia de estados, contudo em [1] e´ demonstrada a opinia˜o contra´ria.
Se se pretender minimizar um auto´mato finito na˜o-determinista sem transic¸o˜es-", utili-
zando um dos algoritmos apresentados anteriormente, enta˜o, antes de se utilizar o algoritmo,
e´ necessa´rio converteˆ-lo num auto´mato finito determinista, aumentando a ordem de comple-
xidade da minimizac¸a˜o.
Neste cap´ıtulo descreve-se o algoritmo de Brzozowski e apresentam-se exemplos da sua
aplicac¸a˜o. Nestes exemplos pode-se observar alguns casos onde o algoritmo na˜o funciona. Isto
e´, quando algum dos auto´matos obtidos nos passos interme´dios do algoritmo tem transic¸o˜es-"
na˜o se pode garantir que o resultado final do algoritmo de Brzozowski seja o auto´mato mı´nimo.
Mesmo eliminando estas transic¸o˜es, continua-se sem poder garantir o correcto funcionamento
deste algoritmo.
Por fim apresenta-se uma variante a`s duas u´ltimas operac¸o˜es deste algoritmo, assim como
uma correcc¸a˜o a esta mesma variante.
3.1 Descric¸a˜o do algoritmo
Seja A um auto´mato. Lembra-se que d(A) e´ o auto´mato que resulta da determinizac¸a˜o do
auto´mato A e que r(A) e´ o reverso do auto´mato A.
O algoritmo de Brzozowski baseia-se no seguinte teorema, cuja demonstrac¸a˜o pode ser
consultada em [3].
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Teorema 3.1. (Brzozowski, 1962): Seja A um auto´mato finito sem transic¸o˜es-". Enta˜o
Amin = drdr(A)
e´ o auto´mato determinista mı´nimo de A.
Por outras palavras, como ilustrado na figura 3.1, para obter o auto´mato mı´nimo e´ ne-
cessa´rio determinar o reverso do auto´mato inicial, r(A), em seguida converteˆ-lo num auto´mato
determinista, dr(A), e voltar a executar estas operac¸o˜es. Isto e´, determinar o reverso do
auto´mato anteriormente obtido, rdr(A), e por u´ltimo converteˆ-lo num auto´mato determi-
nista, drdr(A).
A  r(A) dr(A) rdr(A) Amin=drdr(A)   
d r d r 
Figura 3.1: Diagrama do algoritmo de Brzozowski
A primeira determinizac¸a˜o baseia-se nas linguagens esquerdas do auto´mato inicial. Ou
seja, os estados que tiverem estas linguagens iguais va˜o ser agrupados para dar origem a
um novo estado do auto´mato determinista. Isto e´, agrupam-se os estados equivalentes. Na
segunda determinizac¸a˜o repete-se este processo, mas agora os estados que sa˜o agrupados sa˜o
os estados de dr(A) que teˆm linguagens esquerdas iguais, identificando assim os estados que
sa˜o equivalentes. Portanto, no fim do algoritmo tem-se a garantia que os estados do auto´mato
final teˆm todos linguagens direitas diferentes entre si, logo os estados sa˜o todos distingu´ıveis.
Portanto, este processo assenta no conceito de equivaleˆncia de estados.
3.2 Ordem de complexidade
Embora o ca´lculo do reverso de um auto´mato seja eficiente, O(|Q|2), a ordem de complexidade
da determinizac¸a˜o e´, no pior caso, O(2|Q|).
Ainda que a complexidade teo´rica do algoritmo de Brzozowski seja no pior caso exponen-
cial, na pra´tica este algoritmo tem-se revelado bastante eficiente. De facto, as operac¸o˜es de
determinizac¸a˜o podem originar 2|Q| estados, mas geralmente o auto´mato finito determinista
equivalente possui pouco mais do que |Q| estados uma vez que so´ se determinam os estados
u´teis. Quanto menor for a cardinalidade do alfabeto menor sera´ o nu´mero de estados durante
a conversa˜o do auto´mato na˜o-determinista a determinista, isto e´, quanto menos transic¸o˜es
houver, menos estados ating´ıveis vai haver.
Se o auto´mato inicial for codeterminista, a primeira determinizac¸a˜o na˜o vai aumentar o
nu´mero de estados, e se o auto´mato rdr(A) for um auto´mato determinista, enta˜o a u´ltima
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operac¸a˜o de determinizac¸a˜o na˜o vai aumentar o nu´mero de estados. Logo, quando estas duas
condic¸o˜es se verificam, a ordem de complexidade do algoritmo passa a ser linear.
3.3 Exemplos
Inicialmente ilustra-se a aplicac¸a˜o do algoritmo de Brzozowski a um auto´mato na˜o-determinista.
De seguida mostra-se a aplicac¸a˜o deste mesmo algoritmo a um auto´mato finito determinista
que, durante a execuc¸a˜o, pode originar um auto´mato finito na˜o-determinista com mais do
que um estado inicial. A partir destes exemplos mostra-se ainda que, as operac¸o˜es habituais
para converter um auto´mato com va´rios estados iniciais num auto´mato equivalente so´ com
um estado inicial, na˜o se podem aplicar durante a execuc¸a˜o deste algoritmo, pois o resultado
final do algoritmo de Brzozowski e´ afectado, isto e´, na˜o se tem a garantia que o auto´mato
obtido seja o mı´nimo. Uma poss´ıvel explicac¸a˜o parcial para estes resultados, deve-se ao facto
da introduc¸a˜o deste estado inicial alterar as linguagens esquerdas do auto´mato.
3.3.1 Minimizac¸a˜o de um Auto´mato Na˜o-Determinista
Considere-se agora o auto´mato na˜o-determinista A = ({1, 2, 3, 4}, {0, 1},  , {1}, {4}) onde
 (1, 0) = 2,  (1, 0) = 4,  (1, 1) = 3,  (2, 0) = 4,  (2, 1) = 3,  (3, 0) = 4,  (3, 1) = 2,  (4, 0) = 4












Figura 3.2: Auto´mato na˜o-determinista - A











Figura 3.3: Auto´mato reverso do auto´mato da figura 3.2, AR
A determinizac¸a˜o de AR conduz a` seguinte tabela de transic¸o˜es, a qual corresponde ao
auto´mato da figura 3.4.
0 1
a ! {4} {1, 2, 3, 4} {4}
b ⇤{1, 2, 3, 4} {1, 2, 3, 4} {1, 2, 3, 4}




Figura 3.4: Auto´mato B = dr(A), que reconhece a mesma linguagem que AR







Figura 3.5: Auto´mato, BR, reverso do auto´mato B
Na segunda determinizac¸a˜o contro´i-se a seguinte tabela de transic¸o˜es, a que corresponde
ao auto´mato da figura 3.6.
0 1
! {b} {a, b} {b}
⇤{a, b} {a, b} {a, b}




Figura 3.6: Auto´mato determinista equivalente a BR
Este auto´mato e´ o auto´mato mı´nimo de A.
3.3.2 Primeira Tentativa de Minimizac¸a˜o de um Auto´mato Determinista



















Figura 3.7: Auto´mato reverso do auto´mato da figura 2.1, AR
A determinizac¸a˜o do auto´mato AR conduz a` seguinte tabela de transic¸o˜es. O auto´mato
correspondente, B, encontra-se representado na figura 3.8.
0 1
a ! {6} {5, 6} {6}
b {5, 6} {5, 6} {1, 4, 6}
c ⇤{1, 4, 6} {2, 3, 5, 6} {6}
d {2, 3, 5, 6} {1, 4, 5, 6} {1, 2, 3, 4, 5, 6}
e ⇤{1, 4, 5, 6} {2, 3, 5, 6} {1, 4, 6}
f ⇤{1, 2, 3, 4, 5, 6} {1, 2, 3, 4, 5, 6} {1, 2, 3, 4, 5, 6}


















Figura 3.8: Auto´mato B = dr(A), que reconhece a mesma linguagem que AR
No passo seguinte determina-se o auto´mato reverso de B. Neste caso o auto´mato reverso
possui treˆs estados iniciais, c, e e f . Para garantir que o auto´mato ao qual se vai aplicar a
determinizac¸a˜o possui um u´nico estado inicial, utiliza-se a te´cnica usual: acrescenta-se um
novo estado ao auto´mato, o estado g, o qual passa a ser o estado inicial e transic¸o˜es-" para





















Figura 3.9: Auto´mato, BR, reverso do auto´mato B




A ! {c, e, f, g} {d, f} {b, d, e, f}
B {d, f} {c, e, f} {d, f}
C {b, d, e, f} {a, b, c, d, e, f} {d, f}
D {c, e, f} {d, f} {b, d, e, f}
E ⇤{a, b, c, d, e, f} {a, b, c, d, e, f} {a, b, c, d, e, f}














Figura 3.10: Auto´mato determinista equivalente a BR
Comparando o auto´mato obtido com o auto´mato mı´nimo obtido no cap´ıtulo anterior
verifica-se que este auto´mato tem mais estados, logo na˜o e´ mı´nimo.
3.3.3 Segunda Tentativa de Minimizac¸a˜o de um Auto´mato Determinista
Quando foi determinado o auto´mato BR no exemplo anterior, acrescentou-se um estado para
que este tivesse apenas um estado inicial e concluiu-se que dessa forma na˜o e´ poss´ıvel aplicar
o algoritmo de Brzozowski. De facto uma das condic¸o˜es para a utilizac¸a˜o deste algoritmo e´
que o auto´mato na˜o tenha transic¸o˜es-". Assim, pode-se pensar em eliminar as transic¸o˜es-"























Figura 3.11: Auto´mato equivalente ao auto´mato da figura 3.9 sem transic¸o˜es-" - CR
Continuando a execuc¸a˜o do algoritmo de Brzozowski a partir deste auto´mato, a deter-
minizac¸a˜o conduz a` seguinte tabela de transic¸o˜es que corresponde ao auto´mato da figura 3.12.
0 1
A ! {g} {d, f} {b, d, e, f}
B {d, f} {c, e, f} {d, f}
C {b, d, e, f} {a, b, c, d, e, f} {d, f}
D {c, e, f} {d, f} {b, d, e, f}
E ⇤{a, b, c, d, e, f} {a, b, c, d, e, f} {a, b, c, d, e, f}
















Figura 3.12: Auto´mato determinista que reconhece a mesma linguagem que CR
Uma vez mais este na˜o e´ o auto´mato mı´nimo pois possui mais estados do que o auto´mato
mı´nimo obtido no cap´ıtulo anterior.
3.3.4 Terceira Tentativa de Minimizac¸a˜o de um Auto´mato Determinista
Se permitirmos va´rios estados iniciais enta˜o o auto´mato reverso de B sera´ DR, representado
na figura seguinte.
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Figura 3.13: Auto´mato equivalente ao auto´mato da figura 3.9 com mu´ltiplos estados iniciais
- DR
Continuando, uma vez mais, a execuc¸a˜o do algoritmo de Brzozowski a partir deste
auto´mato, determina-se a seguinte tabela de transic¸o˜es, que corresponde ao auto´mato da
figura 3.14.
0 1
A ! {c, e, f} {d, f} {b, d, e, f}
B {d, f} {c, e, f} {d, f}
C {b, d, e, f} {a, b, c, d, e, f} {d, f}
D ⇤{a, b, c, d, e, f} {a, b, c, d, e, f} {a, b, c, d, e, f}











Figura 3.14: Auto´mato determinista que reconhece a mesma linguagem que DR
Comparando este auto´mato com o obtido no cap´ıtulo anterior, verifica-se que sa˜o isomor-
fos. Ou seja, este e´ o auto´mato mı´nimo.
3.4 Variante do algoritmo
Esta variante do algoritmo de Brzozowski pode ser encontrada em [3]. O algoritmo 3.1
substitui as duas u´ltimas operac¸o˜es do algoritmo de Brzozowski. Ou seja, determina-se
dr(A) = (Q,⌃,  , I, F ) e so´ depois e´ que se executa este algoritmo. Durante a sua execuc¸a˜o
determinam-se as classes de equivaleˆncia da relac¸a˜o de equivaleˆncia. Segundo [3], a sua ordem
de complexidade e´ exponencial. Apresenta-se uma transcric¸a˜o deste algoritmo.
Algoritmo 3.1.
Partic¸a˜o = {Q \ F, F}
Aux = {F}
while Aux 6= ; do
X = First(Aux)
Aux = Aux\{X}
Processado = Processado [{X}
for a 2 ⌃ do
Z =  r(X, a)




for Y 2 Partic¸a˜o do
K = X \ Y
if K 6= ; then
Partic¸a˜o = Partic¸a˜o [K
if X 6✓ Y then
Partic¸a˜o = Partic¸a˜o [(X \K)
if Y 6✓ X then
Partic¸a˜o = Partic¸a˜o [(Y \K)
A func¸a˜o  r corresponde a` func¸a˜o de transic¸a˜o de r(A).
Embora na˜o esteja indicado no algoritmo, no in´ıcio da sua execuc¸a˜o o conjunto Processado
e´ inicializado a vazio.
O conjunto Partic¸a˜o sera´ o conjunto das classes de equivaleˆncia do auto´mato mı´nimo.
Inicialmente conte´m dois conjuntos, Q\F e F . Parte-se destes dois conjuntos e determina-se
o conjunto dos estados que teˆm transic¸o˜es para elementos do outro conjunto, depois faz-se a
mesma ana´lise para este novo conjunto e assim sucessivamente. Em cada iterac¸a˜o determina-
se a intersecc¸a˜o do conjunto que se esta´ a analisar, X, com cada poss´ıvel classe de equivaleˆncia,
isto e´, os elementos do conjunto Partic¸a˜o. Sendo K essa intersecc¸a˜o, enta˜o:
1. Se K e´ diferente do conjunto vazio, enta˜o K podera´ ser uma classe de equivaleˆncia do
auto´mato final, por isso adiciona-se K ao conjunto Partic¸a˜o.
2. Se X 6✓ Y enta˜o adiciona-se X \K ao conjunto Partic¸a˜o. Isto e´, os elementos de X \K
na˜o sa˜o equivalentes aos restantes elementos de X, logo va˜o pertencer a diferentes
classes de equivaleˆncia.
3. Se Y 6✓ X enta˜o adiciona-se Y \ K ao conjunto Partic¸a˜o. Ou seja, os elementos de
Y \K e Y na˜o sa˜o equivalentes, logo va˜o pertencer a diferentes classes de equivaleˆncia.
Pode ser consultado na pa´gina 72 um exemplo da execuc¸a˜o das duas primeiras iterac¸o˜es do
ciclo while deste algoritmo. Com base nos resultados obtidos, verifica-se que existem estados
que pertencem a mais do que uma classe de equivaleˆncia e tambe´m que foram efectuadas
operac¸o˜es desnecessa´rias ao conjunto Partic¸a˜o, isto e´, na˜o alteraram este conjunto.
3.5 Uma proposta de melhoramento da variante do algoritmo
Apesar de o algoritmo na˜o considerar, o u´ltimo ciclo for so´ faz sentido ser executado se
K 6= Y e K 6= ;. Quando estas condic¸o˜es na˜o se verificam, Y na˜o precisa de ser dividido. Ou
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seja, na˜o foram identificados estados pertencentes a Y que na˜o sa˜o equivalentes aos restantes
estados de Y . Sendo assim, o conjunto Partic¸a˜o na˜o sofre qualquer alterac¸a˜o.
Quando K 6= ; o algoritmo apenas indica que se deve inserir o conjunto K no conjunto
Partic¸a˜o. Contudo, ao realizar apenas esta operac¸a˜o, esta´-se a inserir um conjunto que tem
estados em comum com outro elemento do conjunto. Isto e´, neste caso os elementos do con-
junto Partic¸a˜o podem na˜o ser disjuntos, logo na˜o correspondem a`s classes de equivaleˆncia do
auto´mato mı´nimo pois estas teˆm que ser disjuntas. Para evitar esta situac¸a˜o, quando K 6= ;,
deve-se em primeiro lugar retirar Y do conjunto Partic¸a˜o e somente depois inserir outros
elementos.
Alterando este algoritmo para evitar que estas situac¸o˜es ocorram, o u´ltimo ciclo for passa
a ser definido da seguinte forma:
for Y 2 Partic¸a˜o do
K = X \ Y
if K 6= Y and K 6= ; then
Partic¸a˜o = Partic¸a˜o \Y
Partic¸a˜o = Partic¸a˜o [{Y \K,K}
Testou-se recorrendo a exemplos, que esta alterac¸a˜o funciona. Os resultados das duas
primeiras iterac¸o˜es do ciclo while podem ser consultados na pa´gina 74.
Comparando este exemplo com o exemplo da execuc¸a˜o deste algoritmo sem alterac¸o˜es,
verificou-se que com o mesmo nu´mero de iterac¸o˜es efectuaram-se menos operac¸o˜es ao con-
junto Partic¸a˜o. Verificou-se tambe´m que os conjuntos pertencentes ao conjunto Partic¸a˜o no
primeiro exemplo na˜o sa˜o disjuntos, enquanto que no segundo exemplo sa˜o disjuntos.
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Conclusa˜o
Ao longo desta dissertac¸a˜o e´ feita uma s´ıntese de diferentes algoritmos de minimizac¸a˜o de
auto´matos. Para poder efectuar esta ana´lise, foram apresentadas algumas definic¸o˜es da teoria
da computac¸a˜o que sa˜o utilizadas no decorrer da dissertac¸a˜o.
Os algoritmos apresentados foram divididos em dois cap´ıtulos. Um com os algoritmos
que utilizam as relac¸o˜es de equivaleˆncia e/ou distinguibilidade ou as classes de equivaleˆncia
da relac¸a˜o de equivaleˆncia e outro com o algoritmo de Brzozowski.
Estes primeiros algoritmos sa˜o descritos no cap´ıtulo 2. Neste cap´ıtulo os algoritmos
apresentados so´ minimizam auto´matos deterministas. Para os utilizar com auto´matos na˜o-
deterministas era necessa´rio em primeiro lugar converter os auto´matos a deterministas e
so´ depois utilizar o algoritmo de minimizac¸a˜o. Alguns destes algoritmos determinam as
relac¸o˜es de equivaleˆncia e/ou distinguibilidade pelo ca´lculo iterativo ate´ se obter o ponto
fixo, enquanto que outros na˜o utilizam este me´todo para calcular as relac¸o˜es de equivaleˆncia.
A principal diferenc¸a entre estes dois me´todos esta´ nos resultados das diferentes iterac¸o˜es.
Pois quando se utiliza o ca´lculo iterativo, em todas as iterac¸o˜es os resultados sa˜o relac¸o˜es
de equivaleˆncia. Neste mesmo cap´ıtulo e´ apresentado um algoritmo em que no fim de cada
iterac¸a˜o, os conjuntos obtidos, G e H, conteˆm, respectivamente, so´ estados distingu´ıveis e
equivalentes. Assim, este algoritmo pode ser usado somente para reduzir o tamanho do
auto´mato inicial, podendo o resultado na˜o ser o auto´mato mı´nimo. Para isto basta que na˜o
se execute o algoritmo ate´ ao fim. Pois, so´ no fim da execuc¸a˜o e´ que se tem a garantia que
o auto´mato obtido e´ o auto´mato mı´nimo. Portanto, independentemente do me´todo utilizado
e´ sempre necessa´rio analisar todos os pares de estados para obter-se o auto´mato mı´nimo.
Os restantes algoritmos deste cap´ıtulo determinam as classes de equivaleˆncia da relac¸a˜o de
equivaleˆncia.
Fazendo uma ana´lise comparativa a`s diferentes ordens de complexidade destes algoritmos,
confirma-se que o melhor algoritmo e´ o de Hopcroft, uma vez que a sua ordem de complexidade
e´ O(|Q| log|Q|).
No u´ltimo cap´ıtulo analisa-se o algoritmo de Brzozowski, que tem a particulariedade
de poder ser utilizado para minimizar tanto auto´matos deterministas como auto´matos na˜o-
deterministas sem transic¸o˜es-". Sa˜o apresentados exemplos da sua aplicac¸a˜o, num deles um
dos auto´matos obtidos durante a execuc¸a˜o do algoritmo tem va´rios estados iniciais. Con-
vertendo o auto´mato num so´ com um estado inicial, acrescentaram-se transic¸o˜es-" e por isso
o resultado final foi afectado, pois na˜o se obteve o auto´mato mı´nimo. Num outro exem-
plo eliminaram-se estas transic¸o˜es mas, uma vez mais, o resultado final tambe´m na˜o foi o
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auto´mato mı´nimo. Uma poss´ıvel explicac¸a˜o parcial, e´ o facto de as linguagens esquerdas do
auto´mato terem sido alteradas. Mantendo os va´rios estados iniciais, o resultado final e´ o
auto´mato mı´nimo. A partir destes exemplos conclui-se que para se garantir que o resultado
final e´ o auto´mato mı´nimo e´ preciso que o auto´mato inicial e todos os auto´matos obtidos ao
longo da execuc¸a˜o do algoritmo na˜o tenham transic¸o˜es-". Este algoritmo tem uma ordem de
complexidade pior que a do algoritmo de Hopcroft, contudo na pra´tica consegue-se obter bons
resultados, uma vez que durante as operac¸o˜es de determinizac¸a˜o so´ se determinam os estados
u´teis. Por esta raza˜o nem sempre e´ necessa´rio determinar os 2|Q| estados poss´ıveis. Neste
mesmo cap´ıtulo, e´ tambe´m descrita uma variante do algoritmo de Brzozowski e propo˜e-se uma
alterac¸a˜o a esta variante, com vista a melhora-la. Esta variante substitui as duas u´ltimas
operac¸o˜es do algoritmo de Brzozowski.
Um futuro trabalho que poderia ser feito neste aˆmbito, seria a implementac¸a˜o destes
algoritmos, pois desta forma seria poss´ıvel obter resultados pra´ticos para os algoritmos es-
tudados. Assim obter-se-iam valores para os tempos de execuc¸a˜o e poder-se-iam fazer testes






G = D0 = {(Q \ F )⇥ F} = {{1, 2, 3, 4, 5}⇥ {6}} =
= {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}}
G0 = ;
1a iterac¸a˜o:
G0 = G = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}}
G = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5}, {4, 5}}
2a iterac¸a˜o:
G0 = G = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5}, {4, 5}}
G = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5}, {4, 5},
{1, 2}, {1, 3}, {2, 4}, {3, 4}}
3a iterac¸a˜o:
G0 = G = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5},
{3, 5}, {4, 5}, {1, 2}, {1, 3}, {2, 4}, {3, 4}}
G = G0
Portanto, 1 6⌘ 6, 2 6⌘ 6, 3 6⌘ 6, 4 6⌘ 6, 5 6⌘ 6, 1 6⌘ 5, 2 6⌘ 5, 3 6⌘ 5, 4 6⌘ 5, 1 6⌘ 2, 1 6⌘ 3,
2 6⌘ 4 e 3 6⌘ 4.
Algoritmo. 2.2
H = E0 = {(Q \ F )2 [ F 2} = {{1, 2, 3, 4, 5}2 [ {6}2} =
= {{1, 1}, {1, 2}, {1, 3}, {1, 4}, {1, 5}, {2, 2}, {2, 3}, {2, 4},
{2, 5}, {3, 3}, {3, 4}, {3, 5}, {4, 4}, {4, 5}, {5, 5}, {6, 6}}
H 0 = {Q⇥Q} =
= {{1, 1}, {1, 2}, {1, 3}, {1, 4}, {1, 5}, {1, 6}, {2, 2}, {2, 3}, {2, 4}, {2, 5}, {2, 6},
{3, 3}, {3, 4}, {3, 5}, {3, 6}, {4, 4}, {4, 5}, {4, 6}, {5, 5}, {5, 6}, {6, 6}}
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1a iterac¸a˜o:
H 0 = H = {{1, 1}, {1, 2}, {1, 3}, {1, 4}, {1, 5}, {2, 2}, {2, 3}, {2, 4}, {2, 5},
{3, 3}, {3, 4}, {3, 5}, {4, 4}, {4, 5}, {5, 5}, {6, 6}}
H = {{1, 1}, {1, 2}, {1, 3}, {1, 4}, {2, 2}, {2, 3}, {2, 4}, {3, 3}, {3, 4},
{4, 4}, {5, 5}, {6, 6}}
2a iterac¸a˜o:
H 0 = H = {{1, 1}, {1, 2}, {1, 3}, {1, 4}, {2, 2}, {2, 3}, {2, 4}, {3, 3},
{3, 4}, {4, 4}, {5, 5}, {6, 6}}
H = {{1, 1}, {1, 4}, {2, 2}, {2, 3}, {3, 3}, {4, 4}, {5, 5}, {6, 6}}
3a iterac¸a˜o:
H 0 = H = {{1, 1}, {1, 4}, {2, 2}, {2, 3}, {3, 3}, {4, 4}, {5, 5}, {6, 6}}
H = H 0
Portanto, 1 ⌘ 4 e 2 ⌘ 3.
Algoritmo. 2.3
G = D0 = {(Q \ F )⇥ F} = {{1, 2, 3, 4, 5}⇥ {6}} =
= {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}}
H = E0 = {(Q \ F )2 [ F 2} = {{1, 2, 3, 4, 5}2 [ {6}2} =
= {{1, 1}, {1, 2}, {1, 3}, {1, 4}, {1, 5}, {2, 2}, {2, 3}, {2, 4},
{2, 5}, {3, 3}, {3, 4}, {3, 5}, {4, 4}, {4, 5}, {5, 5}, {6, 6}}
G0 = ;
H 0 = {Q⇥Q} = {{1, 2, 3, 4, 5, 6}⇥ {1, 2, 3, 4, 5, 6}} =
= {{1, 1}, {1, 2}, {1, 3}, {1, 4}, {1, 5}, {1, 6}, {2, 2}, {2, 3}, {2, 4},
{2, 5}, {2, 6}, {3, 3}, {3, 4}, {3, 5}, {3, 6}, {4, 4}, {4, 5},




H 0 = H
Ciclo for:
G = G [ {{1, 5}, {2, 5}, {3, 5}, {4, 5}} =
= {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5}, {4, 5}}
H = H \ {{1, 5}, {2, 5}, {3, 5}, {4, 5}} =
= {{1, 1}, {1, 2}, {1, 3}, {1, 4}, {2, 2}, {2, 3}, {2, 4},
{3, 3}, {3, 4}, {4, 4}, {5, 5}, {6, 6}}
2a iterac¸a˜o (while):
G0 = G
H 0 = H
Ciclo for:
G = G [ {{1, 2}, {1, 3}, {2, 4}, {3, 4}} =
= {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5},
{4, 5}, {1, 2}, {1, 3}, {2, 4}, {3, 4}}
H = H \ {{1, 2}, {1, 3}, {2, 4}, {3, 4}} =
= {{1, 1}, {1, 4}, {2, 2}, {2, 3}, {3, 3}, {4, 4}, {5, 5}, {6, 6}}
3a iterac¸a˜o (while):
G0 = G
H 0 = H
Ciclo for:
G = G [ ; = G
H = H \ ; = H
Do conjunto G, conclui-se que 1 6⌘ 6, 2 6⌘ 6, 3 6⌘ 6, 4 6⌘ 6, 5 6⌘ 6, 1 6⌘ 5, 2 6⌘ 5, 3 6⌘ 5,
4 6⌘ 5, 1 6⌘ 2, 1 6⌘ 3, 2 6⌘ 4 e 3 6⌘ 4.
Do conjunto H, conclui-se que 1 ⌘ 4 e 2 ⌘ 3.
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Algoritmo. 2.4
G = D0 = {(Q \ F )⇥ F} = {{1, 2, 3, 4, 5}⇥ {6}} =
= {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}}
H = E0 = {(Q \ F )2 [ F 2} = {{1, 2, 3, 4, 5}2 [ {6}2} =
= {{1, 1}, {1, 2}, {1, 3}, {1, 4}, {1, 5}, {2, 2}, {2, 3}, {2, 4},
{2, 5}, {3, 3}, {3, 4}, {3, 5}, {4, 4}, {4, 5}, {5, 5}, {6, 6}}
1a iterac¸a˜o:
G = G [ {{1, 5}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}}
H = H \ {{1, 5}} = {{1, 1}, {1, 2}, {1, 3}, {1, 4}, {2, 2}, {2, 3}, {2, 4}, {2, 5},
{3, 3}, {3, 4}, {3, 5}, {4, 4}, {4, 5}, {5, 5}, {6, 6}}
2a iterac¸a˜o:
G = G [ {{2, 5}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}}
H = H \ {{2, 5}} = {{1, 1}, {1, 2}, {1, 3}, {1, 4}, {2, 2}, {2, 3}, {2, 4},
{3, 3}, {3, 4}, {3, 5}, {4, 4}, {4, 5}, {5, 5}, {6, 6}}
3a iterac¸a˜o:
G = G [ {{3, 5}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5}}
H = H \ {{3, 5}} = {{1, 1}, {1, 2}, {1, 3}, {1, 4}, {2, 2}, {2, 3}, {2, 4},
{3, 3}, {3, 4}, {4, 4}, {4, 5}, {5, 5}, {6, 6}}
4a iterac¸a˜o:
G = G [ {{1, 2}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5}, {1, 2}}
H = H \ {{1, 2}} = {{1, 1}, {1, 3}, {1, 4}, {2, 2}, {2, 3}, {2, 4},
{3, 3}, {3, 4}, {4, 4}, {4, 5}, {5, 5}, {6, 6}}
5a iterac¸a˜o:
G = G [ {{1, 3}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5},
{3, 5}, {1, 2}, {1, 3}}
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H = H \ {{1, 3}} = {{1, 1}, {1, 4}, {2, 2}, {2, 3}, {2, 4}, {3, 3},
{3, 4}, {4, 4}, {4, 5}, {5, 5}, {6, 6}}
6a iterac¸a˜o:
G = G [ {{2, 4}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5},
{3, 5}, {1, 2}, {1, 3}, {2, 4}}
H = H \ {{2, 4}} = {{1, 1}, {1, 4}, {2, 2}, {2, 3}, {3, 3}, {3, 4},
{4, 4}, {4, 5}, {5, 5}, {6, 6}}
7a iterac¸a˜o:
G = G [ {{3, 4}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5},
{3, 5}, {1, 2}, {1, 3}, {2, 4}, {3, 4}}
H = H \ {{3, 4}} = {{1, 1}, {1, 4}, {2, 2}, {2, 3}, {3, 3}, {4, 4},
{4, 5}, {5, 5}, {6, 6}}
8a iterac¸a˜o:
G = G [ {{4, 5}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5},
{3, 5}, {1, 2}, {1, 3}, {2, 4}, {3, 4}, {4, 5}}
H = H \ {{4, 5}} = {{1, 1}, {1, 4}, {2, 2}, {2, 3}, {3, 3}, {4, 4},
{5, 5}, {6, 6}}
9a iterac¸a˜o:
G = G [ ; = G
H = H \ ; = H
Portanto, pelo conjunto G verifica-se que 1 6⌘ 6, 2 6⌘ 6, 3 6⌘ 6, 4 6⌘ 6, 5 6⌘ 6, 1 6⌘ 5, 2 6⌘ 5,
3 6⌘ 5, 1 6⌘ 2, 1 6⌘ 3, 2 6⌘ 4, 3 6⌘ 4 e 4 6⌘ 5.
Pelo conjunto H, tem-se que 1 ⌘ 4 e 2 ⌘ 3.
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Algoritmo. 2.6
G = D0 = {(Q \ F )⇥ F} = {{1, 2, 3, 4, 5}⇥ {6}} =
= {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}}
H = E0 = {(Q \ F )2 [ F 2} = {{1, 2, 3, 4, 5}2 [ {6}2} =
= {{1, 1}, {1, 2}, {1, 3}, {1, 4}, {1, 5}, {2, 2}, {2, 3}, {2, 4},
{2, 5}, {3, 3}, {3, 4}, {3, 5}, {4, 4}, {4, 5}, {5, 5}, {6, 6}}
1a iterac¸a˜o (while):
a = 0 {p, q} = {1, 5}
1a iterac¸a˜o (for):
G = G [ {{1, 5}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}}
H = H \ {{1, 5}} = {{1, 1}, {1, 2}, {1, 3}, {1, 4}, {2, 2}, {2, 3}, {2, 4}, {2, 5},
{3, 3}, {3, 4}, {3, 5}, {4, 4}, {4, 5}, {5, 5}, {6, 6}}
2a iterac¸a˜o (while):
a = 0 {p, q} = {2, 5}
1a iterac¸a˜o (for):
G = G [ {{2, 5}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}}
H = H \ {{2, 5}} = {{1, 1}, {1, 2}, {1, 3}, {1, 4}, {2, 2}, {2, 3}, {2, 4},
{3, 3}, {3, 4}, {3, 5}, {4, 4}, {4, 5}, {5, 5}, {6, 6}}
3a iterac¸a˜o (while):
a = 0 {p, q} = {3, 5}
1a iterac¸a˜o (for):
G = G [ {{3, 5}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5}}
H = H \ {{3, 5}} = {{1, 1}, {1, 2}, {1, 3}, {1, 4}, {2, 2}, {2, 3}, {2, 4},
{3, 3}, {3, 4}, {4, 4}, {4, 5}, {5, 5}, {6, 6}}
4a iterac¸a˜o (while):
a = 1 {p, q} = {1, 2}
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1a iterac¸a˜o (for):
G = G [ {{1, 2}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5},
{3, 5}, {1, 2}}
H = H \ {{1, 2}} = {{1, 1}, {1, 3}, {1, 4}, {2, 2}, {2, 3}, {2, 4},
{3, 3}, {3, 4}, {4, 4}, {4, 5}, {5, 5}, {6, 6}}
2a iterac¸a˜o (for):
G = G [ {{1, 3}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5},
{3, 5}, {1, 2}, {1, 3}}
H = H \ {{1, 3}} = {{1, 1}, {1, 4}, {2, 2}, {2, 3}, {2, 4}, {3, 3}, {3, 4},
{4, 4}, {4, 5}, {5, 5}, {6, 6}}
5a iterac¸a˜o (while):
a = 0 {p, q} = {2, 4}
1a iterac¸a˜o (for):
G = G [ {{2, 4}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5},
{3, 5}, {1, 2}, {1, 3}, {2, 4}}
H = H \ {{2, 4}} = {{1, 1}, {1, 4}, {2, 2}, {2, 3}, {3, 3}, {3, 4}, {4, 4},
{4, 5}, {5, 5}, {6, 6}}
6a iterac¸a˜o (while):
a = 1 {p, q} = {3, 4}
1a iterac¸a˜o (for):
G = G [ {{3, 4}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5},
{3, 5}, {1, 2}, {1, 3}, {2, 4}, {3, 4}}
H = H \ {{3, 4}} = {{1, 1}, {1, 4}, {2, 2}, {2, 3}, {3, 3}, {4, 4}, {4, 5}, {5, 5}, {6, 6}}
7a iterac¸a˜o (while):
a = 0 {p, q} = {4, 5}
1a iterac¸a˜o (for):
G = G [ {{4, 5}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5},
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{3, 5}, {1, 2}, {1, 3}, {2, 4}, {3, 4}, {4, 5}}
H = H \ {{4, 5}} = {{1, 1}, {1, 4}, {2, 2}, {2, 3}, {3, 3}, {4, 4}, {5, 5}, {6, 6}}
Portanto, conclui-se que 1 6⌘ 6, 2 6⌘ 6, 3 6⌘ 6, 4 6⌘ 6, 5 6⌘ 6, 1 6⌘ 5, 2 6⌘ 5, 3 6⌘ 5, 1 6⌘ 2,
1 6⌘ 3, 2 6⌘ 4, 3 6⌘ 4, 4 6⌘ 5 e que 1 ⌘ 4 e 2 ⌘ 3.
Algoritmo. 2.8
1o Ciclo for:
L(1, 1) = ;, L(1, 2) = ;, L(1, 3) = ;, ..., L(6, 6) = ;
G = D0 = {(Q \ F )⇥ F} = {{1, 2, 3, 4, 5}⇥ {6}} =
= {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}}
1a iterac¸a˜o (2o ciclo for):
{p, q} = {1, 1}
2a iterac¸a˜o (2o ciclo for):
{p, q} = {1, 2}
1a iterac¸a˜o (3o ciclo for):
L({ (1, 0),  (2, 0)}) = L({3, 1}) [ {{1, 2}} = {{1, 2}}
2a iterac¸a˜o (3o ciclo for):
L({ (1, 1),  (2, 1)}) = L({5, 3}) [ {{1, 2}} = {{1, 2}}
3a iterac¸a˜o (2o ciclo for):
{p, q} = {1, 3}
1a iterac¸a˜o (3o ciclo for):
L({ (1, 0),  (3, 0)}) = L({3, 4}) [ {{1, 3}} = {{1, 3}}
2a iterac¸a˜o (3o ciclo for):
L({ (1, 1),  (3, 1)}) = L({5, 3}) [ {{1, 3}} = {{1, 2}, {1, 3}}
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4a iterac¸a˜o (2o ciclo for):
{p, q} = {1, 4}
5a iterac¸a˜o (2o ciclo for):
{p, q} = {1, 5}
A = {{1, 5}}
B = ;
1a iterac¸a˜o (while):
{r, s} = {1, 5}
G = G [ {{1, 5}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}}
A = A \ {{1, 5}} = ;
B = B [ {{1, 5}} = {{1, 5}}
A = A [ (L({1, 5}) \B) = ;
6a iterac¸a˜o (2o ciclo for):
{p, q} = {2, 2}
7a iterac¸a˜o (2o ciclo for):
{p, q} = {2, 3}
1a iterac¸a˜o (3o ciclo for):
L({ (2, 0),  (3, 0)}) = L({1, 4}) [ {{2, 3}} = {{2, 3}}
8a iterac¸a˜o (2o ciclo for):
{p, q} = {2, 4}
1a iterac¸a˜o (3o ciclo for):
L({ (2, 0),  (4, 0)}) = L({1, 3}) [ {{2, 4}} = {{1, 2}, {2, 4}}
2a iterac¸a˜o (3o ciclo for):
L({ (2, 1),  (4, 1)}) = L({3, 5}) [ {{2, 4}} = {{1, 2}, {1, 3}, {2, 4}}
9a iterac¸a˜o (2o ciclo for):
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{p, q} = {2, 5}
A = {{2, 5}}
B = ;
1a iterac¸a˜o (while):
{r, s} = {2, 5}
G = G [ {{2, 5}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}}
A = A \ {{2, 5}} = ;
B = B [ {{2, 5}} = {{2, 5}}
A = A [ (L({2, 5}) \B) = ;
10a iterac¸a˜o (2o ciclo for):
{p, q} = {3, 3}
11a iterac¸a˜o (2o ciclo for):
{p, q} = {3, 4}
1a iterac¸a˜o (3o ciclo for):
L({ (3, 0),  (4, 0)}) = L({4, 3}) [ {{3, 4}} = {{1, 3}, {3, 4}}
2a iterac¸a˜o (3o ciclo for):
L({ (3, 1),  (4, 1)}) = L({3, 5}) [ {{3, 4}} = {{1, 2}, {1, 3}, {2, 4}, {3, 4}}
12a iterac¸a˜o (2o ciclo for):
{p, q} = {3, 5}
A = {{3, 5}}
B = ;
1a iterac¸a˜o (while):
{r, s} = {3, 5}
G = G [ {{3, 5}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5}}
A = A \ {{3, 5}} = ;
B = B [ {{3, 5}} = {{3, 5}}
A = A [ (L({3, 5}) \B) = {{1, 2}, {1, 3}, {2, 4}, {3, 4}}
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2a iterac¸a˜o (while):
{r, s} = {1, 2}
G = G [ {{1, 2}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5}, {1, 2}}
A = A \ {{1, 2}} = {{1, 3}, {2, 4}, {3, 4}}
B = B [ {{1, 2}} = {{3, 5}, {1, 2}}
A = A [ (L({1, 2}) \B) = {{1, 3}, {2, 4}, {3, 4}}
3a iterac¸a˜o (while):
{r, s} = {1, 3}
G = G [ {{1, 3}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5},
{1, 2}, {1, 3}}
A = A \ {{1, 3}} = {{2, 4}, {3, 4}}
B = B [ {{1, 3}} = {{3, 5}, {1, 2}, {1, 3}}
A = A [ (L({1, 3}) \B) = {{2, 4}, {3, 4}}
4a iterac¸a˜o (while):
{r, s} = {2, 4}
G = G [ {{2, 4}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5},
{1, 2}, {1, 3}, {2, 4}}
A = A \ {{2, 4}} = {{3, 4}}
B = B [ {{2, 4}} = {{3, 5}, {1, 2}, {1, 3}, {2, 4}}
A = A [ (L({2, 4}) \B) = {{3, 4}}
5a iterac¸a˜o (while):
{r, s} = {3, 4}
G = G [ {{3, 4}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5},
{1, 2}, {1, 3}, {2, 4}, {3, 4}}
A = A \ {{3, 4}} = ;
B = B [ {{3, 4}} = {{3, 5}, {1, 2}, {1, 3}, {2, 4}, {3, 4}}
A = A [ (L({3, 4}) \B) = ;
13a iterac¸a˜o (2o ciclo for):
{p, q} = {4, 4}
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14a iterac¸a˜o (2o ciclo for):
{p, q} = {4, 5}
A = {{4, 5}}
B = ;
1a iterac¸a˜o (while):
{r, s} = {4, 5}
G = G [ {{4, 5}} = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5},
{1, 2}, {1, 3}, {2, 4}, {3, 4}, {4, 5}}
A = A \ {{4, 5}} = ;
B = B [ {{4, 5}} = {{4, 5}}
A = A [ (L({4, 5}) \B) = ;
15a iterac¸a˜o (2o ciclo for):
{p, q} = {5, 5}
16a iterac¸a˜o (2o ciclo for):
{p, q} = {6, 6}
No fim da execuc¸a˜o do algoritmo tem-se
G = {{1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}, {1, 5}, {2, 5}, {3, 5}, {1, 2}, {1, 3}, {2, 4}, {3, 4}, {4, 5}}.
Daqui conclui-se que 1 6⌘ 6, 2 6⌘ 6, 3 6⌘ 6, 4 6⌘ 6, 5 6⌘ 6, 1 6⌘ 5, 2 6⌘ 5, 3 6⌘ 5, 1 6⌘ 2, 1 6⌘ 3,
2 6⌘ 4, 3 6⌘ 4 e 4 6⌘ 5.
Algoritmo. 2.9
P = [Q]E0 = {Q \ F, F} = {{1, 2, 3, 4, 5}, {6}}
L = {({1, 2, 3, 4, 5}, 0), ({1, 2, 3, 4, 5}, 1), ({6}, 0), ({6}, 1)}
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1a iterac¸a˜o (while):
(Q1, a) = ({1, 2, 3, 4, 5}, 0)
P 0 = P = {{1, 2, 3, 4, 5}, {6}}
L = L \ {({1, 2, 3, 4, 5}, 0)} = {({1, 2, 3, 4, 5}, 1), ({6}, 0), ({6}, 1)}
1a iterac¸a˜o (1o ciclo for):
Q0 = {1, 2, 3, 4, 5}
Q00 = {1, 2, 3, 4}
P = P \ {{1, 2, 3, 4, 5}} [ {{5}, {1, 2, 3, 4}} = {{6}, {5}, {1, 2, 3, 4}}
1a iterac¸a˜o (2o ciclo for):
(Q0, b) = ({1, 2, 3, 4, 5}, 0)
L = L [ {({1, 2, 3, 4}, 0), ({5}, 0)} =
= {({1, 2, 3, 4, 5}, 1), ({6}, 0), ({6}, 1), ({1, 2, 3, 4}, 0), ({5}, 0)}
2a iterac¸a˜o (2o ciclo for):
(Q0, b) = ({1, 2, 3, 4, 5}, 1)
L = L \ {({1, 2, 3, 4, 5}, 1)} [ {({1, 2, 3, 4}, 1), ({5}, 1)} =
= {({6}, 0), ({6}, 1), ({1, 2, 3, 4}, 0), ({5}, 0), ({1, 2, 3, 4}, 1), ({5}, 1)}
2a iterac¸a˜o (while):
(Q1, a) = ({6}, 0)
P 0 = P = {{6}, {5}, {1, 2, 3, 4}}
L = L \ {({6}, 0)} = {({6}, 1), ({1, 2, 3, 4}, 0), ({5}, 0), ({1, 2, 3, 4}, 1), ({5}, 1)}
3a iterac¸a˜o (while):
(Q1, a) = ({6}, 1)
P 0 = P = {{6}, {5}, {1, 2, 3, 4}}
L = L \ {({6}, 1)} = {({1, 2, 3, 4}, 0), ({5}, 0), ({1, 2, 3, 4}, 1), ({5}, 1)}
4a iterac¸a˜o (while):
(Q1, a) = ({1, 2, 3, 4}, 0)
P 0 = P = {{6}, {5}, {1, 2, 3, 4}}
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L = L \ {({1, 2, 3, 4}, 0)} = {({5}, 0), ({1, 2, 3, 4}, 1), ({5}, 1)}
5a iterac¸a˜o (while):
(Q1, a) = ({5}, 0)
P 0 = P = {{6}, {5}, {1, 2, 3, 4}}
L = L \ {({5}, 0)} = {({1, 2, 3, 4}, 1), ({5}, 1)}
6a iterac¸a˜o (while):
(Q1, a) = ({1, 2, 3, 4}, 1)
P 0 = P = {{6}, {5}, {1, 2, 3, 4}}
L = L \ {({1, 2, 3, 4}, 1)} = {({5}, 1)}
1a iterac¸a˜o (1o ciclo for):
Q0 = {1, 2, 3, 4}
Q00 = {2, 3}
P = P \ {{1, 2, 3, 4}} [ {{1, 4}, {2, 3}} = {{6}, {5}, {1, 4}, {2, 3}}
1a iterac¸a˜o (2o ciclo for):
(Q0, b) = ({1, 2, 3, 4}, 0)
L = L [ {({2, 3}, 0), ({1, 4}, 0)} =
= {({5}, 1), ({2, 3}, 0), ({1, 4}, 0)}
2a iterac¸a˜o (2o ciclo for):
(Q0, b) = ({1, 2, 3, 4}, 1)
L = L [ {({2, 3}, 1), ({1, 4}, 1)} =
= {({5}, 1), ({2, 3}, 0), ({1, 4}, 0), ({2, 3}, 1), ({1, 4}, 1)}
7a iterac¸a˜o (while):
(Q1, a) = ({5}, 1)
P 0 = P = {{6}, {5}, {1, 4}, {2, 3}}
L = L \ {({5}, 1)} = {({2, 3}, 0), ({1, 4}, 0), ({2, 3}, 1), ({1, 4}, 1)}
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8a iterac¸a˜o (while):
(Q1, a) = ({2, 3}, 0)
P 0 = P = {{6}, {5}, {1, 4}, {2, 3}}
L = L \ {({2, 3}, 0)} = {({1, 4}, 0), ({2, 3}, 1), ({1, 4}, 1)}
9a iterac¸a˜o (while):
(Q1, a) = ({1, 4}, 0)
P 0 = P = {{6}, {5}, {1, 4}, {2, 3}}
L = L \ {({1, 4}, 0)} = {({2, 3}, 1), ({1, 4}, 1)}
10a iterac¸a˜o (while):
(Q1, a) = ({2, 3}, 1)
P 0 = P = {{6}, {5}, {1, 4}, {2, 3}}
L = L \ {({2, 3}, 1)} = {({1, 4}, 1)}
11a iterac¸a˜o (while):
(Q1, a) = ({1, 4}, 1)
P 0 = P = {{6}, {5}, {1, 4}, {2, 3}}
L = L \ {({1, 4}, 1)} = ;
No fim da execuc¸a˜o do algoritmo tem-se P = {{6}, {5}, {2, 3}, {1, 4}}, ou seja tem-se
quatro classes de equivaleˆncia: {6}, {5}, {2, 3} e {1, 4}. Logo conclui-se que 1 ⌘ 4 e 2 ⌘ 3.
Algoritmo. 2.10
P = [Q]E0 = {Q \ F, F} = {{1, 2, 3, 4, 5}, {6}}
Como |F | = |{6}|  |Q \ F | = |{1, 2, 3, 4, 5}| enta˜o L = {({6}, 0), ({6}, 1)}
1a iterac¸a˜o (while):
(Q1, a) = ({6}, 0)
P 0 = P = {{1, 2, 3, 4, 5}, {6}}
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L = L \ {({6}, 0)} = {({6}, 1)}
1a iterac¸a˜o (1o ciclo for):
Q0 = {1, 2, 3, 4, 5}
Q00 = {5}
P = P \ {{1, 2, 3, 4, 5}} [ {{1, 2, 3, 4}, {5}} = {{6}, {1, 2, 3, 4}, {5}}
1a iterac¸a˜o (2o ciclo for):
(Q0, b) = ({1, 2, 3, 4, 5}, 0)
Como |Q00| = |{5}|  |Q0 \Q00| = |{1, 2, 3, 4}| enta˜o
L = L [ {({5}, 0)} = {({6}, 1), ({5}, 0)}
2a iterac¸a˜o (2o ciclo for):
(Q0, b) = ({1, 2, 3, 4, 5}, 1)
Como |Q00| = |{5}|  |Q0 \Q00| = |{1, 2, 3, 4}| enta˜o
L = L [ {({5}, 1)} = {({6}, 1), ({5}, 0), ({5}, 1)}
2a iterac¸a˜o (while):
(Q1, a) = ({6}, 1)
P 0 = P = {{6}, {1, 2, 3, 4}, {5}}
L = L \ {({6}, 1)} = {({5}, 0), ({5}, 1)}
3a iterac¸a˜o (while):
(Q1, a) = ({5}, 0)
P 0 = P = {{6}, {1, 2, 3, 4}, {5}}
L = L \ {({5}, 0)} = {({5}, 1)}
4a iterac¸a˜o (while):
(Q1, a) = ({5}, 1)
P 0 = P = {{6}, {1, 2, 3, 4}, {5}}
L = L \ {({5}, 1)} = ;
1a iterac¸a˜o (1o ciclo for):
Q0 = {1, 2, 3, 4}
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Q00 = {1, 4}
P = P \ {{1, 2, 3, 4}} [ {{2, 3}, {1, 4}} = {{6}, {5}, {2, 3}, {1, 4}}
1a iterac¸a˜o (2o ciclo for):
(Q0, b) = ({1, 2, 3, 4}, 0)
Como |Q00| = |{1, 4}|  |Q0 \Q00| = |{2, 3}| enta˜o
L = L [ {({1, 4}, 0)} = {({1, 4}, 0)}
2a iterac¸a˜o (2o ciclo for):
(Q0, b) = ({1, 2, 3, 4}, 1)
Como |Q00| = |{1, 4}|  |Q0 \Q00| = |{2, 3}| enta˜o
L = L [ {({1, 4}, 1)} = {({1, 4}, 0), ({1, 4}, 1)}
5a iterac¸a˜o (while):
(Q1, a) = ({1, 4}, 0)
P 0 = P = {{6}, {5}, {2, 3}, {1, 4}}
L = L \ {({1, 4}, 0)} = {({1, 4}, 1)}
6a iterac¸a˜o (while):
(Q1, a) = ({1, 4}, 1)
P 0 = P = {{6}, {5}, {2, 3}, {1, 4}}
L = L \ {({1, 4}, 1)} = ;
No fim da execuc¸a˜o do algoritmo tem-se P = {{6}, {5}, {2, 3}, {1, 4}}, ou seja tem-se
quatro classes de equivaleˆncia: {6}, {5}, {2, 3} e {1, 4}. Logo conclui-se que 1 ⌘ 4 e 2 ⌘ 3.
Exemplo da variante do algoritmo de Brzozowski
Este algoritmo e´ executado utilizando o auto´mato representado na figura 3.8. Para simplificar
a notac¸a˜o utiliza-se a seguinte correspondeˆncia:
- a - corresponde ao estado {6}
- b - corresponde ao estado {5, 6}
- c - corresponde ao estado {1, 4, 6}
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- d - corresponde ao estado {2, 3, 5, 6}
- e - corresponde ao estado {1, 4, 5, 6}
- f - corresponde ao estado {1, 2, 3, 4, 5, 6}
Algoritmo. 3.1
Partic¸a˜o = {Q \ F, F} = {{a, b, d}, {c, e, f}}
Aux = {F} = {{c, e, f}}
1a iterac¸a˜o (while):
X = {c, e, f}
Aux = ;
Processado = {{c, e, f}}
1a iterac¸a˜o (1o ciclo for):
a = 0
Z =  r({c, e, f}, 0) = {d, f}
Z 62 Processado enta˜o Aux = {{d, f}}
2a iterac¸a˜o (1o ciclo for):
a = 1
Z =  r({c, e, f}, 1) = {b, d, e, f}
Z 62 Processado enta˜o Aux = {{d, f}, {b, d, e, f}}
1a iterac¸a˜o (2o ciclo for):
Y = {a, b, d}
K = X \ Y = ;
X 6✓ Y enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}}
Y 6✓ X enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}}
2a iterac¸a˜o (2o ciclo for):
Y = {c, e, f}
K = X \ Y = {c, e, f}
K 6= ; enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}}
X 6✓ Y enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}}
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Y 6✓ X enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}}
2a iterac¸a˜o (while):
X = {d, f}
Aux = {{b, d, e, f}}
Processado = {{c, e, f}, {d, f}}
1a iterac¸a˜o (1o ciclo for):
a = 0
Z =  r({d, f}, 0) = {c, e, f}
Z 2 Processado
2a iterac¸a˜o (1o ciclo for):
a = 1
Z =  r({d, f}, 1) = {d, f}
Z 2 Processado
1a iterac¸a˜o (2o ciclo for):
Y = {a, b, d}
K = X \ Y = {d}
K 6= ; enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}, {d}}
X 6✓ Y enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}, {d}, {f}}
Y 6✓ X enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}, {d}, {f}, {a, b}}
2a iterac¸a˜o (2o ciclo for):
Y = {c, e, f}
K = X \ Y = {f}
K 6= ; enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}, {d}, {f}, {a, b}}
X 6✓ Y enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}, {d}, {f}, {a, b}}
Y 6✓ X enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}, {d}, {f}, {a, b}, {c, e}}
3a iterac¸a˜o (2o ciclo for):
Y = {d}
K = X \ Y = {d}
K 6= ; enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}, {d}, {f}, {a, b}, {c, e}}
X 6✓ Y enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}, {d}, {f}, {a, b}, {c, e}}
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Y ✓ X
4a iterac¸a˜o (2o ciclo for):
Y = {f}
K = X \ Y = {f}
K 6= ; enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}, {d}, {f}, {a, b}, {c, e}}
X 6✓ Y enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}, {d}, {f}, {a, b}, {c, e}}
Y ✓ X
5a iterac¸a˜o (2o ciclo for):
Y = {a, b}
K = X \ Y = ;
X 6✓ Y enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}, {d}, {f}, {a, b}, {c, e}, {d, f}}
Y 6✓ X enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}, {d}, {f}, {a, b}, {c, e}, {d, f}}
6a iterac¸a˜o (2o ciclo for):
Y = {c, e}
K = X \ Y = ;
X 6✓ Y enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}, {d}, {f}, {a, b}, {c, e}, {d, f}}
Y 6✓ X enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}, {d}, {f}, {a, b}, {c, e}, {d, f}}
7a iterac¸a˜o (2o ciclo for):
Y = {d, f}
K = X \ Y = {d, f}
K 6= ; enta˜o Partic¸a˜o = {{a, b, d}, {c, e, f}, {d}, {f}, {a, b}, {c, e}, {d, f}}
X ✓ Y
Y ✓ X
Exemplo da variante alterada do algoritmo de Brzozowski
Partic¸a˜o = {Q \ F, F} = {{a, b, d}, {c, e, f}}
Aux = {F} = {{c, e, f}}
1a iterac¸a˜o (while):
X = {c, e, f}
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Aux = ;
Processado = {{c, e, f}}
1a iterac¸a˜o (1o ciclo for):
a = 0
Z =  r({c, e, f}, 0) = {d, f}
Z 62 Processado enta˜o Aux = {{d, f}}
2a iterac¸a˜o (1o ciclo for):
a = 1
Z =  r({c, e, f}, 1) = {b, d, e, f}
Z 62 Processado enta˜o Aux = {{d, f}, {b, d, e, f}}
1a iterac¸a˜o (2o ciclo for):
Y = {a, b, d}
K = X \ Y = ;
2a iterac¸a˜o (2o ciclo for):
Y = {c, e, f}
K = X \ Y = {c, e, f}
2a iterac¸a˜o (while):
X = {d, f}
Aux = {{b, d, e, f}}
Processado = {{c, e, f}, {d, f}}
1a iterac¸a˜o (1o ciclo for):
a = 0
Z =  r({d, f}, 0) = {c, e, f}
Z 2 Processado
2a iterac¸a˜o (1o ciclo for):
a = 1
Z =  r({d, f}, 1) = {d, f}
Z 2 Processado
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1a iterac¸a˜o (2o ciclo for):
Y = {a, b, d}
K = X \ Y = {d}
Partic¸a˜o = {{c, e, f}}
Partic¸a˜o = {{c, e, f}, {a, b}, {d}}
2a iterac¸a˜o (2o ciclo for):
Y = {c, e, f}
K = X \ Y = {f}
Partic¸a˜o = {{a, b}, {d}}
Partic¸a˜o = {{a, b}, {d}, {c, e}, {f}}
3a iterac¸a˜o (2o ciclo for):
Y = {a, b}
K = X \ Y = ;
4a iterac¸a˜o (2o ciclo for):
Y = {d}
K = X \ Y = {d}
5a iterac¸a˜o (2o ciclo for):
Y = {c, e}
K = X \ Y = ;
6a iterac¸a˜o (2o ciclo for):
Y = {f}
K = X \ Y = {f}
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