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Abstract
We study ground states of two-component condensates in a harmonic trap. We prove
that in the strongly coupled and weakly interacting regime, the two components segregate
while a symmetry breaking occurs. More precisely, we show that when the intercomponent
coupling strength is very large and both intracomponent coupling strengths are small,
each component is close to the positive or the negative part of a second eigenfunction
of the harmonic oscillator in R2. As a result, the supports of the components approach
complementary half-spaces, and they are not radially symmetric.
1 Introduction
A two-component Bose-Einstein condensate (BEC) is described in terms of two wave functions
u and v, respectively representing the first and the second component. The energy of a
trapped two-dimensional two-component BEC is given for g = (g1, g2, g12) by
Eg(u, v) = 1
2
∫
R2
{
|∇u|2 + V |u|2 + 1
2
g1|u|4
}
+
{
|∇v|2 + V |v|2 + 1
2
g2|v|4
}
+ g12|u|2|v|2 .
Here g12 is the intercomponent coupling strength, and g1 (respectively g2) is the intracom-
ponent coupling strength of the first (respectively second) component. We are interested in
the properties of the ground state of Eg when g12 goes to infinity. We assume that both
components have repulsive internal interactions, so
g1 ≥ 0 and g2 ≥ 0 , (1.1)
and that the trapping potential is the harmonic function
V (x) = ω2|x|2 , ω > 0 . (1.2)
We consider then (ug, vg) as a minimizer of Eg over the class of finite energy pairs with
constrained mass
X =
{
(u, v) ; u, v ∈ H1V (R2;C) , ‖u‖L2(R2) = 1, ‖v‖L2(R2) = 1
}
,
where
1
H1V (R
2;C) =
{
u ∈ H1(R2;C) ;
∫
R2
V |u|2 <∞
}
.
The pair (ug, vg) satisfies the system of coupled Gross-Pitaevskii equations{ −∆u+ V u+ g1|u|2u+ g12|v|2u = λu
−∆v + V v + g2|v|2v + g12|u|2v = µv (1.3)
in R2, where λ and µ are the Lagrange multipliers associated with the mass constraints.
The system (1.3) is a particular case of nonlinear elliptic systems with competition. This
denomination is due to the g12|v|2u and g12|u|2v terms, which depending on the value of g12,
favor solutions that coexist or that spatially separate. The segregation problem consists in
studying the properties of the solutions when g12 is positive and very large, since in this case,
solutions tend to have disjoint supports.
The segregation of two-component BECs has been experimentally observed. The achievement
of two-component BECs constitutes an important research subject in experimental physics,
see for example [18], [26] or [28]. Two-component BECs have been realized in several ways,
using different types of particles: two different isotopes of the same atom, isotopes of two
different atoms, or a single isotope in two different hyperfine states. The choice of the number
of particles and the types of isotopes determine the value of g1 and g2. The value of g12 can be
altered by changing the hyperfine state of a portion of the particles, via applied magnetic or
optical fields. This allows large and tunable values for g12 ([4], [28], [31]). Therefore, manipu-
lating the values of the coupling strengths, it is possible to realize segregated two-component
BECs with different spatial configurations ([18], [28]). We refer to [21] for the description of
the physics.
In numerical analysis ([21], [22], [25]), several patterns have been observed for the supports
of two-component BECs. In [25], Mason and Aftalion perform a numerical analysis on the
solutions of (1.3). They classify all the possible configurations depending on g12 and g1 6= g2.
For the segregated case, they exhibit two main types of patterns: symmetry preserving and
symmetry breaking ones. In the first case, one component is a disc centered in the minimum
of V , and the other component is an annulus surrounding the disc. In the second case, both
components are close to half balls.
In this paper, we address both segregation and symmetry breaking for two-component BECs
in all R2. Our goal is to prove that when g12 goes to infinity, the supports of ug and vg are
disjoint; and that when g1 and g2 go to zero, they break the symmetry of the harmonic po-
tential by approaching half-spaces. To our knowledge, the are no results in the mathematical
literature about symmetry breaking for two-component BECs in the repulsive case.
Our method consists in two steps. First, we consider sequences gn = (gn1 , g
n
2 , g
n
12) such that g
n
12
goes to infinity and gn1 (respectively g
n
2 ) converges to some nonnegative limit g1 (respectively
g2). We prove that the associated sequence of minimizers (ugn , vgn) converges to a limiting
pair, which minimizes the addition of the Gross-Pitaevskii energy of each component
Eg1,g2,∞(u, v) =
1
2
∫
R2
{
|∇u|2 + V |u|2 + 1
2
g1|u|4
}
+
1
2
∫
R2
{
|∇v|2 + V |v|2 + 1
2
g2|v|4
}
(1.4)
over
2
Y =
{
(u, v) ∈ X ; u · v = 0
}
, (1.5)
the subset of X of fully segregated pairs. Then, we study the ground states of Eg1,g2,∞ when
g1 and g2 are both equal to zero, which results in an eigenvalue problem that leads to half-
space geometry.
Our first result is,
Theorem A. Let (ugn , vgn)n∈N be a sequence of minimizers of Egn over X, with gn =
(gn1 , g
n
2 , g
n
12) ∈ [0, c0]2 × R+ such that
lim
n→∞
gn1 = g1, limn→∞
gn2 = g2 and limn→∞
gn12 =∞ . (1.6)
There exist a limiting pair (u∞, v∞) ∈ Y such that, up to a subsequence,
(i) (ugn , vgn) converges to (u∞, v∞) weakly in H
1
V (R
2)×H1V (R2) and in C0loc(R2)×C0loc(R2).
(ii) (u∞, v∞) minimizes Eg1,g2,∞ over Y and satisfies weakly the system


−∆u+ V u+ g1|u|2u = λu in {|u∞| > 0}
−∆v + V v + g2|v|2v = µv in {|v∞| > 0}
u · v = 0 in R2 .
(1.7)
Here λ and µ are respectively the limits of the Lagrange multipliers λn and µn, associated
with (ugn , vgn) by (1.3).
This is the analogue of the results of Wei and Weth in [33] for solutions of the system (1.3)
in bounded domains and without trapping potential. We obtain the corresponding results by
adapting the techniques in this papers to our setting. In [33] (see also the work of Chang,
Lin, Lin and Lin in [11]), the authors prove the segregation in the strongly coupled case and
the local uniform convergence to a limiting pair solving the system (1.7). In [14], Conti, Ter-
racini and Verzini study the equivalent of the energy Eg1,g2,∞ defined over bounded domains
and without trapping potential. They prove the existence of minimizers and their Lipschitz
regularity, and give extremality conditions in the form of a system of subsolution of ellip-
tic equations. We emphasize that we address the problem that actually corresponds to the
physical situation. In the previous mentioned works, no mathematical results are presented
about the symmetry breaking for solutions of system (1.3).
The main result of this article, and the improvement with respect to the previous works, is
to prove the symmetry breaking and to give an accurate description of the behavior of the
ground states, in the strongly coupled and weakly interaction case:
Theorem B. Let (ugn , vgn) be a sequence of minimizers of Egn over X, with gn = (gn1 , gn2 , gn12)
such that gn1 → 0, gn2 → 0 and gn12 → ∞. Then, up to a subsequence, ugn and vgn converge
in C0loc(R
2) respectively to eiθ+w+ν and e
iθ−w−ν , where
wν(x) =
2√
π
ω (x · ν) e−ω|x|
2
2 , ν ∈ S1 (1.8)
is a second eigenfunction of the harmonic oscillator −∆+ ω2|x|2 in R2, and θ+, θ− are real
constants.
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The limiting functions w+ν and w
−
ν are not radial since they are supported in the half-spaces
{x · ν > 0} and {x · ν < 0}. Theorem B says that in compacts domains of R2, the supports of
ug and vg approach these half-spaces when g1 → 0, g2 → 0 and g12 →∞. The desired result
about the symmetry breaking follows immediately:
Corollary 1.1. There are positive constants g0 and G, such that if (ug, vg) is a minimizer
of Eg in X with
max{g1, g2} ≤ g0 and g12 ≥ G ,
then ug and vg are not radially symmetric.
Theorem B follows directly from the local uniform convergence stated in Theorem A, together
with an accurate description of the segregated minimizers in the non interacting limit when
g1 = g2 = 0, given by:
Theorem C. Let (u0, v0) be a minimizer of E0,0,∞ over Y . Then, (i) u0 is supported in
H = {x1 > 0} and v0 in Hc or rotated of them, and (ii) u0 and v0 are the positive and the
negative parts of wν, a second eigenfunction of the harmonic oscillator −∆ + ω2|x|2 in R2
given by (1.8).
We prove Theorem C using the results of Ehrhard in [15] about the extremality properties
of half-spaces. Theorem C says that in the limit case when g1 = g2 = 0, the nodal set of a
segregated two-component BEC is a straight line. We emphasize that in the case when g1
and g2 are small and positive, the exact configuration of both components is still unknown,
but we expect the nodal set to be an infinite line with small curvature. We mention the work
of Berestycki, Lin, Wei and Zhao in [3], where they study the profile of the components near
the interphase using blow-up techniques.
The study of the geometric nature of the support of the segregated minimizers of E0,0,∞ is
an example of an optimal partition problem, or of a free boundary problem between several
components.
The optimal partition problem consists in finding a partition of Ω ⊂ Rn by k disjoint open
sets ω1, . . . , ωk, that minimizes a function of the groundstate energies in each component.
This is an open problem in general, and only few results are known about the exact con-
figurations of these optimal partitions. In [9], Caffarelli and Lin consider the problem of
minimizing
∑k
i=1 λ(ωi), where λ(ω) is the first Dirichlet eigenvalue of the Laplacian on ω.
For Ω bounded, they show the existence of classical solutions as well as the regularity of the
interfaces. In [20], Helffer, Hoffmann-Ostenhof and Terracini also consider the problem of
minimizing maxi=1,...,k µ(ωi), where µ(ω) is the first Dirichlet eigenvalue of some Schro¨dinger
operator on ω. They study the relation between nodal domains, spectral partitions and spec-
tral properties in a bounded domain. An important question is whether a minimal partition
is nodal, that is, consisting in the nodal domains of an eigenfunction of the Dirichlet realiza-
tion of the Schro¨dinger operator in Ω. This is the case for the second problem when k = 2
and Ω is bounded (see [14] and [19]).
In Theorem C, we actually prove that the optimal partition, for the minimization of the
addition of the energies of a system of two harmonic oscillators in R2, is composed of the
supports of the positive and negative parts of its second eigenfunction.
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The free boundary problem, which usually arises for competitive system when g12 goes to
infinity, has been studied by Caffarelli and Lin in [10], for the singularly perturbed elliptic
system −∆u+g12u2v = 0 and −∆v+g12v2u = 0. They prove the existence of a limiting pair,
for which each component is a harmonic function in its domain of definition; and the C0,α
regularity of the nodal line {u = v = 0}. They use Algrem’s monotonicity formula, originally
established in [2], which allows to prove Ho¨lder uniform estimates for the solutions. See [8],
[13] and [27] for other works in this spirit.
A further related problem is the study of (1.3) in the attractive case when g1 and g2 are
both negative. This is certainly a very different problem, since in this case the associated
energy may not be bounded from below (see for example [23]) and no ground states exist.
Symmetry results have been proved in this case, when there is neither trapping potential nor
mass constraints. In [32], Wei and Weth prove that in a system defined over all R2, they are
infinitely many non radial solutions, and in [34], that in a system defined in the unit ball,
for every k ∈ N∗ there is a radially symmetric solution (u, v) such that u− v changes exactly
k times of sign in the radial variable. We also mention the work of Liu in [24], where he
does not prescribe the constraint of the L2-norm of each component being one, and therefore
in the limit obtains that only one component remains. This is another form of segregation,
since the model allows one component to disappear in the strong interacting case, when g1
and g2 go to infinity.
Sketch of proofs
We now explain the outline of the paper and the main ideas of the proofs.
In Section 2, we prove Theorem A and the segregation of the minimizing pairs (ug, vg). We
first remark that for all g ∈ R3+ and (u, v) ∈ Y , Eg(u, v) = Eg1,g2,∞(u, v), so Eg(ug, vg) ≤
Eg1,g2,∞(u, v), and there are positive constants c1, c2 and c3 such that for every g1 ≥ 0 and
g2 ≥ 0
Eg(ug, vg) ≤ c1 + c2g1 + c3g2 , (1.9)
for all g12 ≥ 0.
Sketch of the proof of Theorem A: Using (1.9), the energy of (ugn , vgn) (and also the Lagrange
multipliers λgn and µgn) is uniformly bounded. Hence, there exists (u∞, v∞) ∈ X which is the
weak limit of (ugn , vgn) in H
1
V ×H1V and the strong limit in L2×L2. We prove that (u∞, v∞)
minimizes Eg1,g2,∞ in Y using energy estimates. In order to prove the C0loc convergence, we
follow the ideas Wei and Weth in [33], where they prove the equicontinuity of solutions of
system (1.3) in bounded domains and without trapping potential. We show that the proof
of Theorem 1.1(a) therein works in our setting. The reason of this, is that the proof consists
in a rescaling of the solutions, which yields in a limit problem over all R2. Rescaling ugn and
vgn identically, we get the same limit problem, so the equicontinuity holds, which gives the
local uniform convergence. To show that (u∞, v∞) satisfies the system (1.7), we first prove
some estimates for minimizing pairs (ug, vg) of Eg: there are C2 > 0 and C3 > 0 such that,
‖ug‖∞, ‖vg‖∞ ≤ C2 and ‖∇ug‖∞, ‖∇vg‖∞ ≤ C3√g12, for any g ∈ [0, c0]2×R+ with g12 large
enough. Using these, we show in Proposition 2.3 that there is C4 > 0, such that for every
ε > 0 and every η > 1, |vg| ≤ C4 g−η12 in {infg ug > ε} and |ug| ≤ C4 g−η12 in {infg vg > ε},
for g12 large enough depending on ε and η. This implies that the functions g
n
12|vgn |2ugn and
gn12|ugn |2vgn converge weakly to zero respectively in {u∞ > 0} and {v∞ > 0}, and the system
5
(1.7) is satisfied.
Remark 1.2. We expect the derivatives of u∞ and v∞ to be not continuous trough the nodal
line {u∞ = v∞ = 0}, and the system (1.7) to be solved only in the interior of the supports
of u∞ and v∞. In [22] and [25], we find simulations supporting this idea. In addition, in
the case when g1 = g2, we conjecture that the difference of the two components is a smooth
function. Indeed, as we explain in Remark 3.6, in this case, we expect u∞ − v∞ to solve a
homogeneous elliptic equation, which after standard elliptic regularity arguments, yields in
smoothness for u∞ − v∞.
In Section 3, we study the properties of fully segregated BECs. We show that the minimizers
of Eg1,g2,∞ in Y are locally Lipschitz continuous, and that the nodal set has empty interior.
The local Lipschitz continuity is an important result because later in the proof of Theorem C,
we need the limiting function to be locally Lipschitz continuous. The result about the nodal
line of the segregated minimizers is used in the proof of Theorem C. We stress here that the
space Y is not a manifold, so we cannot perform calculus of variations therein. We have to
use other techniques to deal with minimizers of Eg1,g2,∞ in Y , in order to get a system of
equations allowing us to study their local properties. We will explain these techniques, based
on the works of Conti, Terracini and Verzini in [12] and [14].
Remark 1.3. All the results from Section 2 and Section 3 do not depend on the specific
form of the trapping potential, and they remain true when considering a potential V with
polynomial growth at infinity, i.e., a real function V such that
V (x) ≥ c |x|p in R2 \Br(0)
for some c > 0, r > 0 and p > 0.
In Section 4, we prove Theorem C and Theorem B. Theorem B follows directly from Theorem
A and Theorem C(ii). The key ingredient in the proof of Theorem C is the extremal property
of the half-spaces Ha,ν = {x · ν > a} with respect to the Gaussian-Rayleigh quotient
F (u) =
∫ |∇u|2dµ∫ |u|2dµ .
Here a is a real number, ν ∈ S1 and µ is the Gaussian measure over R2. In [15], Ehrhard
prove, roughly speaking, that if Λ(S) is the infimum of F over the functions vanishing outside
of a Lebesgue measurable set S, and Ha,ν is a half-space with the same Gaussian measure as
S, then
Λ(S) ≥ Λ(Ha,ν) ,
and the equality holds only when S = Ha,ν for some ν ∈ S1.
Sketch of the proof of Theorem C: For the first assertion, we start noticing that the change
of variables u˜(x) =
√
2π αu(αx)e
1
4
|x|2, whit α = (2ω)−1/2, gives
E0,0,∞(u, v) = ω (F (u˜) + F (v˜) + 2) .
Next, we first show in Lemma 4.2 that if (u0, v0) minimize E0,0,∞ over Y , then
F (u˜0) = Λ(U˜0) and F (u˜0) = Λ(V˜0)
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where U˜0 and V˜0 are respectively the supports of u˜0 and v˜0. Using Ehrhard’s result, we
establish then that
U˜0 = Ha,ν and V˜0 = Hb,ν′
for some a, b ∈ R2 and ν, ν ′ ∈ S1. Because U˜0 and V˜0 are disjoint, and because the nodal
line has empty interior (see Proposition 3.4), we get that a = −b and ν ′ = ν. Hence
V˜0 = Hca,ν . Then, we use a result of Beckner, Kenig and Pipher (see [7]) saying that the
mapping a 7→ Λ(Ha,ν) is convex, to prove that a is equal to zero. The definition of the change
of variables gives then that supp u0 = H0,ν and supp v0 = H
c
0,ν for some ν ∈ S1. Finally,
using standard arguments for one-component BECs, we prove that system (1.7) is uniquely
solved in half-spaces. The second assertion of Theorem C comes then easily, remarking that
the positive and the negative parts of a second eigenfunction of the harmonic oscillator solve
(1.7) in half-spaces.
2 The segregation limit
In this section we assume that g1 and g2 are bounded with respect to g12, so there is c0 > 0
such that
max{ g1, g2} ≤ c0 . (2.1)
Moreover, with out loss of generality, we assume that ug and vg are real positive functions
over all R2. We are allowed to do this after the following result, which is standard for one
component BECs (see [1]):
Lemma 2.1. Each component of a minimizing pair of Eg over X is, up to a complex multiplier
of modulus one, a real positive smooth function.
Proof. Every minimizing pair (ug, vg) solves the system (1.3), so using standard elliptic
regularity and the strong maximum principle, ug and vg are non vanishing smooth complex
functions. Thus, there are smooth real functions ϕ1 and ϕ2, such that ug = |ug|eiϕ1 and
vg = |vg|eiϕ2 . The diamagnetic inequality imply that (|ug|, |vg|) is also a minimizer of Eg over
X. We have then the equality Eg(|ug|, |vg|) = Eg(ug, vg), which imply that ϕ1 and ϕ2 are
constants, and hence the result.
We start showing uniform estimates on Eg and on ug, vg and its derivatives. We will use
these to prove Theorem A and the segregation of ug and vg in Proposition 2.3.
Estimates on minimizers
Lemma 2.2. There are positive constants C0, C1, C2 and C3, such that if (ug, vg) is a min-
imizing pair of Eg over X, with g = (g1, g2, g12) ∈ [0, c0] × [0, c0] × R+, and λg, µg are the
associated Lagrange multipliers, then
Eg(ug, vg) ≤ C0 (2.2)
0 < λg, µg ≤ C1 (2.3)
‖ug‖∞, ‖vg‖∞ ≤ C2 (2.4)
‖∇ug‖∞, ‖∇vg‖∞ ≤ C3√g12 (2.5)
for every g12 > 1.
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Proof. Proof of (2.2): as we saw in (1.9), if (u, v) ∈ Y then
Eg(ug, vg) ≤ Eg(u, v) = Eg1,g2,∞(u, v) ,
so there are positive constant c0, c1 and c2, not depending on g1, g2 or g12, such that for
every g1 ≥ 0 and g2 ≥ 0
Eg(ug, vg) ≤ c0 + c1g1 + c2g2 = C0 ,
for all g12 ≥ 0. We get then (2.2) after (2.1).
Proof of (2.3): Multiplying the first equation in (1.3) by ug and then integrating over all R
2
we get that
λg =
∫
|∇ug|2 + V u2g + g1u4g + g12u2gv2g ,
so after the mass constraint λg > 0, and after (2.2), λg ≤ 4 Eg(ug, vg) ≤ 4C0 = C1. The same
argument is valid with µg, which yields (2.3).
Proof of (2.4): Consider x ∈ R2 and R > 0. Using (2.2), the mass constraint and the
continuous embedding H1 →֒ Lp for p ∈ [2,∞), for every ball B = B2R(x) there is a positive
constant C
′
= C
′
(p,R) such that
‖ug‖Lp(B) ≤ C
′‖ug‖H1(B) ≤ C
′
√
2 Eg(ug, vg) + 1 ≤ C ′
√
2C0 + 1 . (2.6)
After (1.3) we get
−∆ug ≤ hg in B
with hg = λgug. Using (2.3) together with (2.6), there is C
′′
= C
′′
(q,R, g1, g2) > 0 such that
‖hg‖Lq/2(B) ≤ C
′′
(2.7)
for every q ∈ [4,∞).
Using a local estimate for H1 subsolutions of elliptic equations (see Theorem 8.17 in [17])
there is C
′′′
= C
′′′
(R, p, q) > 0 such that
sup
BR(x)
ug ≤ C ′′′
(
R−
2/p‖u+g ‖Lp(B) +R2−4/q‖hg‖Lq/2(B)
)
.
Fixing R, p and q, we derive from (2.6) and (2.7) that there is C2 > 0 such that
ug(x) ≤ C2
for every g12 > 0. The same argument is valid with vg. Therefore, since ug and vg are
positive, we get (2.4).
Proof of (2.5): we first prove that ug and vg have polynomial decay at infinity. More precisely,
we claim that for every α > 0 there is rα > 0 and Cα > 0 such that for all g12 ≥ 0,
ug(x) <
Cα
|x|α (2.8)
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for all x ∈ Kα = R2 \ Brα(0). For α fixed, take r2α = 1/2ω2
(
C1 +
√
C21 + 4α
2ω2
)
. A straight-
forward calculation shows that
fα(x) = C2
(
rα
|x|
)α
is a supersolution of the first equation in (1.3),
−∆fα + fα (V + g1f2α + g12|v|2 − λg) ≥ 0 in Kα
while
fα
∣∣∣
∂Kα
= C2 ≥ ug
∣∣∣
∂Kα
.
Now define ψ = fα − ug and suppose that ψ is strictly negative somewhere in Kα. Because
fα and ug are of class C
2 in Kα and go both to zero at infinity, ψ must have a local minimum
x0 in K˚α : ug(x0) > fα(x0) and D
2ψ(x0) is positive defined, so ∆ψ(x0) ≥ 0. Using this, and
the fact that fα is a super solution of the first equation in (1.3) while ug is a solution, we
have
(V (x0) + g1fα(x0)
2 + g12vg(x0)
2 − λg)fα(x0) ≥ (V (x0) + g1ug(x0)2 + g12vg(x0)2 − λg)ug(x0) .
But our choice of rα implies in particular that V (x0) − λg > 0, so we get a contradiction
with ψ(x0) < 0 and the claim is proved. Remark that the previous claim, together with (2.4)
imply that V ug is uniformly bounded in R
2 with respect to g12.
To finish the proof, let x ∈ R2 and suppose that g12 > 1. For y ∈ B2(0) define u˜(y) =
u(x+ g
−1/2
12 y) and v˜(x) = v(x0 + g
−1/2
12 y). We have
∆u˜(y) = g−112 {V (x+ g−
1/2
12 y)u˜(y) + g1u˜(y)
3 − λgu˜(y)}+ u˜(y)v˜2(y) ,
so after (2.1), (2.3), (2.4) and the claim there is a constant c > 0 such that |∆u˜(y)| ≤ c for
all y ∈ B2(0) and g12 > 1. Using a Ho¨lder estimate for the first derivative of u˜ (see Theorem
8.32 in [17]) there is a constant C > 0 such that
‖∇u˜‖L∞(B1(0)) ≤ C(C2 + c) .
We get then the result with C3 = C(C2 + c) considering ∇u˜ (0).
We now show the key ingredient in the Proof of Theorem A, the segregation of ug and vg.
This is a generalization of Proposition 2.1 in [11] to positive solutions of (1.3) defined in all
R2. We have also used in the proof some ideas from [33].
Proposition 2.3. Consider (ug, vg) a sequence of minimizers of Eg over X and define
Uε ≡ {x ∈ R2 ; inf
g12>0
ug(x) ≥ ε} , Vε ≡ {x ∈ R2 ; inf
g12>0
vg(x) ≥ ε} .
For any ε > 0 and η > 1, there are G0 > 0 and a positive constant C4 such that
vg ≤ C4 g−η12 in Uε and ug ≤ C4 g−η12 in Vε
for every g12 > G0.
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Proof. Let η > 1, ε > 0 and x ∈ Uε. Define the numbers
η1 =
8
ǫ η ρ ∈ (0, 12 e−C
2
2 )
sg = η1 g
−1/2
12 ln g12 tg = g
−ρ
12
so sg < tg for g12 large enough depending on η and ε, and note B = Bsg(x).
Define also the function hg : (0,∞)→ R by
hg(r) =
1
2πr
∫
∂Br(x)
u2g ds ,
and notice that
2πr h′g(r) =
∫
∂Br(x)
ug · ∂νug ds . (2.9)
After (2.4) we have that 0 < hg ≤ C22 . We claim the existence of ξg ∈ (sg, tg) such that
h′g(ξg) ≤
−1
ξg ln ξg
. (2.10)
If not, we will get
C22 > hg(tg)− hg(sg) >
∫ tg
sg
−1
r ln r
dr = ln
(
ln sg
ln tg
)
= ln
(
ln (η1 ln g12)− 12 ln g12
−ρ ln g12
)
g12→∞−−−−−→ ln ( 1
2ρ
) ,
which contradicts the choice of ρ.
We have then∫
B
|∇ug|2 dx ≤
∫
Bξg (x)
|∇ug|2 dx =
∫
∂Bξg (x)
ug · ∂νug ds−
∫
Bξg (x)
∆ug · ug dx .
The first term of the right hand side can be estimated using (2.10), and the second one using
(1.3), (2.3) and (2.4). We get∫
B
|∇ug|2 dx ≤ − 2π
ln ξg
+C1 C
2
2 ξ
2
g ,
so there is a positive C
′
such that
∫
B
|∇ug|2 dx ≤ C
′
ln g12
(2.11)
for g12 large enough.
Using Theorem 7.17 in [17], we have that for p ∈ (2, 3) and γ = 1 − 2p , there is Cp > 0 such
that
oscB ug ≤ Cp sγg ‖∇ug‖(p−2)/p∞ ‖∇ug‖2/p2 .
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Using (2.5), (2.11) and the definition of sg, there is C
′′
> 0 such that
oscB ug ≤ C ′′ ηγ1 g
− γ
2
+ 1
2
− 2
p
12 (ln g12)
1− 3
p
= C
′′
ηγ1 (ln g12)
1− 3
p ,
so after (2.1), oscB ug → 0 when g12 →∞. This implies that
ug ≥ ǫ
2
in B
for g12 large enough.
Using this last estimate, together with (1.3) (2.3) and (2.4), we get


−∆vg ≤ −g12 ǫ216 vg in B
vg ≥ 0 in B
vg ≤ C2 in ∂B
(2.12)
for g12 large enough. Hence, Lemma 4.4 in [12] gives that exist a constant C > 0 (not
depending in g, ε, η or x), such that
‖vg‖∞ ≤ C C2 e−
sg
2
√
g12
ǫ2
16 in B sg
2
(x) .
Tacking C4 = C C2, the definition of sg gives
vg(x) ≤ C4 g−η12 ,
for g12 large enough depending on η and ε. The equivalent argument holds for ug in Vε, which
yields Proposition 3.1.
We have now all the tools to prove Theorem A.
Proof of Theorem A. Let (un, vn) = (ugn , vgn) be a sequence of minimizing pairs of Egn in
X with gn1 → g1, gn2 → g2 and gn12 →∞.
(i) After (2.2) the sequences un and vn are bounded in H
1
V , so there exists (u∞, v∞) ∈
H1V ×H1V with (up to a subsequence)
un ⇀ u∞ in H
1
V
vn ⇀ v∞ in H
1
V ,
as n→∞. The compact embedding H1V (R2) →֒ L2(R2) gives the strong L2 convergence, so
‖u∞‖2 = ‖v∞‖2 = 1 and (u∞, v∞) ∈ X.
On the one hand, we have that
‖unvn − u∞v∞‖1 ≤ ‖un‖2‖vn − v∞‖2 + ‖v∞‖2‖un − u∞‖2 = o(1) , (2.13)
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so (up to a subsequence) unvn → u∞v∞ a.e. in R2. And on the other hand, after (2.4) and
(2.8), unvn ≤ C1h ∈ L2. The Lebesgue dominated convergence theorem together with (2.2)
gives then
‖u∞v∞‖2 = lim
n→∞
‖unvn‖2 ≤ lim
n→∞
C2
gn12
= 0 .
Hence, u∞ · v∞ = 0 a.e. in R2 and (u∞, v∞) ∈ Y .
In order to prove the C0loc convergence, we follow directly the ideas of Wei and Weth in [33].
In Theorem 1.1(a) therein, they show that sequences of positive solutions of a class of com-
petitive nonlinear elliptic systems in bounded domains are uniformly equicontinous. Their
proof consists in a rescaling of the solutions and the domains, which yields in a limit problem
over all R2. We will show that defining the rescaled functions of ugn and vgn , we get the same
limit problem, so the equicontinuity holds. We recall that (un, vn) satisfies the system (1.3)
and that after Lemma 2.2, the sequence is uniformly bounded in H1V ×H1V and in L∞×L∞.
Following the proof of Theorem 1.1(a) in [33], if the sequence (un, vn) is not uniformly equicon-
tinuous, there exists δ > 0 such that, without loss of generality, un satisfies (up to a subse-
quence)
inf
{|x− y| ; x, y ∈ R2 , |un(x)− un(y)| ≥ 2δ}→ 0 as n→∞.
Then, since the un functions are positives, (2.8) implies that there are xn, yn ∈ R2 such that
rn := |xn − yn| → 0 as n→∞, dn := un(yn) ≥ δ and un(xn) ≥ dn + δ.
Take e1 = (1, 0) and choose An ∈ O(2) such that Ane1 = r−1n (yn−xn). We define the rescaled
function vi,n : R
2 → R+ by
v1,n(x) = un(xn + rnAny) and v2,n(x) = vn(xn + rnAny) .
Then, v1,n solves in R
2


−∆v1,n = l1,nv1,n − r2n gn12 v1,n
v1,n > 0
v1,n(e1) = dn ≥ δ
v1,n(0) ≥ v1,n(e1) + δ .
(2.14)
Here l1,n(x) = r
2
n
(
V (xn + rnAnx) + g
n
1 v
2
1,n(x)− λn
)
, which after (2.8), (2.3) and (2.4) satis-
fies
l1,nv1,n → 0 in L∞ as n→∞ . (2.15)
Moreover, after (2.2) v1,n is uniformly bounded in H
1, and Lemma 2.3 also applied for the
sequence (v1,n, v2,n). This last two properties, together (2.14), (2.15), implies that (v1,n, v2,n)
satisfies the same hypotheses as in the proof of Theorem 1.1(a) in [33]. Hence, we obtain
the same limit problem when n goes to infinity, which following exactly the proof, yields a
contradiction. The desired result then holds.
(ii) For the first assertion, let (u˜, v˜) be any pair in Y . Then
Egn
1
,gn
2
,∞(u˜, v˜) = Egn(u˜, v˜) ≥ Egn(un, vn) ≥ Egn
1
,gn
2
,∞(un, vn) . (2.16)
12
Since the pair (un, vn) satisfies the uniform bounds (2.8) and (2.4), the L
2 convergence implies
the L4 convergence. This, together with (2.16) and the weak lower semicontinuity of the H1V
norm, gives
Eg1,g2,∞(u˜, v˜) = lim infn→∞ Egn1 ,gn2 ,∞(u˜, v˜)
≥ lim inf
n→∞
Egn
1
,gn
2
,∞(un, vn)
≥ Eg1,g2,∞(u∞, v∞) ,
which imply the result since after (i), (u∞, v∞) ∈ Y .
For the second assertion, let ϕ be a C∞ function supported in K ⊂⊂ {u∞ > 0}. Multiplying
the first equation on (1.3) by ϕ and then integrating, we get∫
K
∇ϕ · ∇un + ϕ (V un + gn1 u3n − λnun) = −
∫
K
ϕgn12 v
2
n un . (2.17)
Using the weak convergence of un to u∞, the left hand side of (2.17) tends to∫
∇ϕ · ∇u∞ + ϕ (V u∞ + g1u3∞ − λu∞)
with λ the limit (up to a subsequence) of λn, which exists because of (2.3).
After (i), un converges uniformly to u∞ in K. Hence, K ⊂⊂ {u∞ > 2ε} for some ε > 0, and
there exists N > 0 such that
K ⊂ { inf
n>N
ugn ≥ ε} .
Thus, Proposition 2.3, together with (2.4), implies that gn12 v
2
n un converge uniformly to zero
in K, so the right hand side of (2.17) tends to zero as n→∞. Hence,∫
∇ϕ · ∇u∞ + ϕ (V u∞ + g1u3∞) = λ
∫
ϕu∞ .
The same argument is valid with v∞, which yields the result.
3 Properties of fully segregated two-component BECs
In this section we prove some properties of fully segregated two-component BECs. The results
in here will be used to prove the symmetry breaking in the limit case when g1 = g2 = 0. We
start with the local Lipschitz continuity of minimizers of Eg1,g2,∞ in Y .
Local Lipschitz continuity
Proposition 3.1. If (u, v) is a nonnegative real minimizer Eg1,g2,∞ over Y , then u and v are
locally Lipschitz continuous in R2.
To prove this proposition, we first see in Lemma 3.3 that each component of a minimizing
pair of Eg1,g2,∞ is a weak subsolution of a Gross-Pitaevskii equation, and that the difference of
both components is a weak solution of a non homogeneous elliptic equation. We derive local
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uniform estimates with respect to g1 and g2 for the minimizing pairs. These estimates imply
that the minimizers satisfy some extremality conditions. We conclude using the following
result of Conti, Terracini and Verzini ([14], Theorem 8):
Theorem 3.2. (Conti-Terracini-Verzini) Let Ω be a bounded regular set of R2, M ≥ 0
and w1, w2 ∈ H1(Ω) such that w1 ≥ 0, w2 ≥ 0 and w1 · w2 = 0. If w1 and w2 satisfy
−∆w1 ≤M , −∆w2 ≤M and −M ≤ −∆(w1 −w2) ≤M ,
then they are both Lipschitz continuous in the interior of Ω.
Lemma 3.3. Let g1 ≥ and g2 ≥ 0. If (u, v) is a nonnegative minimizer of Eg1,g2,∞ over Y
then
−∆u+ V u+ g1u3 ≤ λu , −∆v + V v + g2v3 ≤ µv (3.1)
and
−∆(u− v) + V (u− v) + g1u3 − g2v3 = λu− µv (3.2)
in D′(R2), where λ = e1(u) and µ = e2(v) with
ei(w) =
∫
|∇w|2 + V |w|2 + gi|w|4
for i = 1, 2.
Proof. Proof of (3.1): Arguing by contradiction, suppose that∫
∇u · ∇φ+ (V u+ g1u3 − λu)φ > 0
for some 0 ≤ φ ∈ C∞0 (R2).
For t ∈ (0, 1), define a new test function as :
(w1, w2) =
(
(u− tφ)+
‖(u− tφ)+‖2 , v
)
.
Where u+ = max(u, 0) and u− = max(−u, 0). In the rest of the proof the o(·) notation will
mean with respect to the t→ 0 limit.
Since {(u− tφ)+ > 0} ⊂ {u > 0}, (u− tφ)+ · v = 0 a.e. in R2, and (w1, w2) ∈ Y .
Using f2 = (f+)2 + (f−)2, ‖u‖2 = 1 and 0 ≤ (u− tφ)− ≤ tφ, we compute
‖(u− tφ)+‖22 = 1 +
∫ (
[(u− tφ)+]2 − u2)
= 1−
∫ (
2tφu+ [(u− tφ)−]2 − t2φ2)
= 1−
∫
2tφu+ o(t) ,
so
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1‖(u− tφ)+‖22
= 1 +
∫
2tφu+ o(t) and
1
‖(u− tφ)+‖42
= 1 +
∫
4tφu+ o(t) .
The difference between the energies is then
Eg1,g2,∞(w1, w2)− Eg1,g2,∞(u, v) =
1
2
∫ (|∇(u− tφ)+|2 − |∇u|2) + ∫ tφu · ∫ |∇(u− tφ)+|2
+
1
2
∫
V
(
[(u− tφ)+]2 − u2) + ∫ tφu · ∫ V (x)|(u− tφ)+|2(3.3)
+
1
4
∫
g1
(
[(u− tφ)+]4 − u4) + ∫ tφu · ∫ g1|(u− tφ)+|4 + o(t) .
We note that
∫
1
2
(|∇(u− tφ)+|2 − |∇u|2) ≤ ∫ 1
2
(|∇(u− tφ)|2 − |∇u|2)
= −t
∫
∇φ · ∇u+ o(t) ,
so (3.3) becomes
Eg1,g2,∞(w1, w2)− Eg1,g2,∞(u, v) ≤ −t
∫
∇u · ∇φ+ V uφ+ g1u3φ− e1((u− tφ)+)uφ+ o(t) .
Using Lebesgue dominated convergence theorem, we have that e1((u − tφ)+) → e1(u) when
t→ 0, so
Eg1,g2,∞(w1, w2)− Eg1,g2,∞(u, v) ≤ −t
∫
∇u · ∇φ+ (V u+ g1u3 − λu)φ+ o(t) .
Hence, for t small enough we get the contradiction
Eg1,g2,∞(w1, w2)− Eg1,g2,∞(u, v) < 0 .
Using the same arguments with v and µ, the inequalities in (3.1) are proved.
Proof of (3.2): Define uˆ = u− v and suppose that∫
∇uˆ · ∇φ+ (V uˆ+ g1u3 − g2v3 − λu+ νv)φ < 0
for some 0 ≤ φ ∈ C∞0 (R2).
For t ∈ (0, 1), define a new test function as :
(w1, w2) =
(
(uˆ+ tφ)+
‖(uˆ+ tφ)+‖2 ,
(uˆ+ tφ)−
‖(uˆ+ tφ)−‖2
)
.
As before, we compute
1
‖(uˆ+ tφ)+‖22
= 1−
∫
2tφu+ o(t) ,
1
‖(u+ tφ)+‖42
= 1−
∫
4tφu+ o(t) ,
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1‖(uˆ+ tφ)−‖22
= 1 +
∫
2tφv + o(t) and
1
‖(u+ tφ)−‖42
= 1 +
∫
4tφv + o(t) .
Using that u · v = 0, the difference between the energies is
Eg1,g2,∞(w1, w2)− Eg1,g2,∞(u, v) =
1
2
∫ (|∇(uˆ+ tφ)|2 − |∇uˆ|2) + V (|(uˆ+ tφ)|2 − |uˆ|2)
+
1
4
∫
g1
(|(uˆ+ tφ)+|4 − |u|4) + g2 (|(uˆ+ tφ)−|4 − |v|4)
−t
∫ (
u e1((uˆ+ tφ)
+) − v e2((uˆ+ tφ)−)
)
φ+ o(t) .
Hence,
Eg1,g2,∞(w1, w2)− Eg1,g2,∞(u, v) = t
∫
∇uˆ · ∇φ+ V uˆφ+ (g1u3 − g2v3)φ
− t
∫ (
u e1((uˆ+ tφ)
+)− v e2((uˆ+ tφ)−)
)
φ+ o(t) .
Using the same argument as before, we see that e1((uˆ + tφ)
+) − e1(u) = o(1) and e2((uˆ +
tφ)−)− e2(v) = o(1), so
Eg1,g2,∞(w1, w2)− Eg1,g2,∞(u, v) = t
∫
∇uˆ · ∇φ+ (V uˆ+ g1u3 − g2v3) , φ
− t
∫ (
uλ− v µ)φ+ o(t) .
And again, for t small enough we get
Eg1,g2,∞(w1, w2)− Eg1,g2,∞(u, v) < 0 ,
a contradiction.
We have proved the inequality∫
∇(u− v) · ∇φ+ V (u− v)φ+ (g1u3 − g2v3)φ− (λu− ν∞v)φ ≥ 0 .
Using the same arguments with vˆ = v − u we get∫
∇(v − u) · ∇φ+ V (v − u)φ+ (g2v3 − g1u3)φ− (−λu+ ν∞v)φ ≥ 0
for every 0 ≤ φ ∈ C∞0 (R2). Equality (3.2) is then proved.
Proof of Proposition 3.1: Let Ω be any bounded set of R2. After (3.1), u and v are
respectively H1 subsolutions of −∆u = λu and −∆v = µv. Arguing as in the proof of (2.4)
u and v are uniformly bounded in Ω with respect to g1 and g2, and since they minimize
Eg1,g2,∞, λ and µ are also uniformly bounded. There are then positive M1,M2 = O(g1, g2)
such that
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−∆u ≤M1 and −∆v ≤M2 in Ω ,
so after (3.2) and the previous estimates, there are positive M3,M4 = O(g1, g2) such that
−M3 ≤ −∆(u− v) ≤M4 in Ω .
Theorem 3.2 with M = max{M1,M2,M3,M4} implies then that u and v are Lipschitz con-
tinuous in Ω and the result is proved.
The nodal set
We now prove that the nodal set has empty interior. We do this by following an idea of
Chang et all. in [11]. The point is that if the nodal set has a ball B contained in it, then
u can be extended to a solution u˜ of an elliptic equation in suppu ∪ B, but then, after the
strong maximum principle and the mass constraint, u˜ cannot vanish in the interior of its
support.
Proposition 3.4. If (u, v) is a nonnegative real minimizer of Eg1,g2,∞ over Y , then the nodal
set {x ∈ R2 ; u(x) = v(x) = 0} has no interior points.
Proof. After Proposition 3.1, we know that u and v are locally Lipschitz functions, so
U = {x ∈ R2 ; u(x) > 0} and V = {x ∈ R2 ; v(x) > 0} are open regular sets. Define
U˜ = R2 \ V and suppose that the nodal line has an interior point. Then U ( U˜ and the
Lebesgue measure of U is less than the Lebesgue measure of U˜ . Let w˜ be the minimizer of
Eg1,0,0(w) =
∫
U˜
{
1
2
|∇w|2 + 1
2
V |w|2 + 1
4
g1|w|4
}
over the functions w in H10 (U˜) such that
∫
U˜ w
2 = 1.
Is clear that (w˜, v) ∈ Y , so after Eg1,g2,∞(w˜, v) ≥ Eg1,g2,∞(u, v) we get Eg1,0,0(u) ≤ Eg1,0,0(w˜).
This imply that u solves −∆u + (V + g1|u|2 − λ)u = 0, with λ defined as in Lemma 3.3.
Therefore, by elliptic regularity, u is a C2 function in U˜ , and using the strong maximum
principle, u ≡ 0 because it vanish in the interior of U˜ . This contradicts the mass constraint,
so the nodal line has no interior points.
Remark 3.6. As we said in the introduction, we expect the derivatives of u and v to be not
continuous trough the nodal line. In the case when g1 = g2, we also expect the difference
of the two components to be a smooth function. Indeed, after Proposition 3.3, if (u, v) is a
nonnegative real minimizer of Eg1,g2,∞ over Y , then u− v solves the elliptic equation (3.2) in
R2. When g1 = g2, we expect the Lagrange multipliers λ and µ to be equal, and equation
(3.2) to be homogeneous. Standard elliptic regularity theory implies then that u− v is a C∞
function over all R2. These properties are verified when g1 and g2 are both equal to zero: in
Theorem C(ii) we show that in this case, u and v are respectively the positive and negative
parts of a second eigenfunction of the harmonic oscillator L in R2, so u−v ∈ C∞(R2), λ = µ,
and there is a jump of the derivatives of u and v trough the nodal line.
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4 The non interacting limit
In this section we study the minimizers (u0, v0) of E0,0,∞ over Y . We prove Theorem C, i.e.,
that the two components are supported in complementary half-spaces meeting at zero, and
that they are respectively the positive and negative parts of a second eigenfunction of the
harmonic oscillator −∆+ ω2|x|2 in R2.
For a ∈ R and ν ∈ S1 we define the half space
Ha,ν = {x ∈ R2 ; x · ν > a}
and we writeHa = Ha,(0,1). The main idea in the proof of Theorem C is the extremal property
of half-spaces with respect to the Gaussian-Rayleigh quotient
F (f) =
∫ |∇f |2dµ∫ |f |2dµ .
Here µ is the Gaussian measure in R2, which density with respect to the Lebesgue measure
is given by
dµ(x) =
1
2π
e−
1
2
|x|2dx .
We remark that the invariance of the Gaussian measure with respect to rotations gives that
for every ν, ν ′ ∈ S1
Λ(Ha,ν′) = Λ(Ha,ν) = Λ(H
c
−a,ν) , (4.1)
and that since R¯ ∋ a 7→ µ(Ha,ν) is an increasing function, for every Lebesgue measurable set
S there is a real a such that µ(S) = µ(Ha,ν).
For a non empty open S, we define F(S) as the class of nonnegative non zero functions
absolutely continuous on lines with support in S, and Λ by
Λ(S) = inf
f∈F(S)
F (f) .
In [15] and [16], Ehrhard study isoperimetric inequalities in Gauss spaces and introduce the
Gaussian symmetrization, a variant of classical symmetrizations used to solve isoperimetric
problems, such as the principal frequency of a membrane or the torsional rigidity of a bar (see
for example [6], [29] or [30]). In [16], Ehrhard prove that among all subsets with prescribed
Gaussian measure, half-spaces have minimal Λ:
Theorem 4.1. (Ehrhard) Let S be a non empty open subset of R2 and a ∈ R such that
µ(S) = µ(Ha). Then,
Λ(S) ≥ Λ(Ha)
and the equality holds if and only if S = Ha,ν for some ν ∈ S1. Moreover, the infimum in
Λ(Ha) is attained by some f ∈ F(Ha).
We recall that the trapping potential is given by (1.2), so after (1.4) the energy is
E0,0,∞(u, v) = 1
2
∫
R2
{
|∇u|2 + ω2|x|2|u|2
}
+
1
2
∫
R2
{
|∇v|2 + ω2|x|2|v|2
}
,
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and that the class of minimization Y is given by (1.5).
To prove Theorem C, we first perform a change of variable in order to deal with the mini-
mization problem in a different setting. For (u, v) ∈ Y define
u˜(x) =
√
2π αu(αx) e
1
4
|x|2 and v˜(x) =
√
2π α v(αx) e
1
4
|x|2 (4.2)
with α = (2ω)−1/2, and
Y˜ = {(u˜, v˜) ; (u, v) ∈ Y } .
A direct computation gives
E0,0,∞(u, v) = ω
(
F (u˜) + F (v˜) + 2
)
. (4.3)
Lemma 4.2. A nonnegative pair (u, v) minimizes E0,0,∞ over Y if and only if (u˜, v˜) minimize
F (u˜) + F (v˜) over Y˜ . Moreover, in this case u˜ minimizes F over F(U˜) and v˜ minimizes F
over F(V˜), where U˜ = supp u˜ and V˜ = supp v˜.
Proof. The first assertion is immediate after (4.3). If (u, v) is a nonnegative minimizer of
E0,0,∞ over Y , then after Proposition 3.1 u is in C0,1loc (R2), so it is absolutely continuous on
lines, and because of the mass constraint u is not identically zero. After (4.2) the same prop-
erties hold for u˜, so u˜ ∈ F(U˜). For every w˜ ∈ F(U˜) with finite Gaussian-Rayleigh quotient,
(w/‖w‖2, v) ∈ Y . Thus, (4.3) gives F (u˜) ≤ F (w˜). The same argument is valid with v˜, so the
second assertion is proved.
We are now able to prove Theorem C. For the first part, we use the ideas of Beckner, Kenig
and Pipher in Section 2.4 of [7].
Proof of Theorem C(i). To lighten the notation we write u = u0, U = supp u, U˜ = supp u˜
and the analogous for v0. The diamagnetic inequality imply that (|u|, |v|) is also a minimizer
of E0,0,∞ over Y , so we suppose, without loss of generality, that u and v are nonnegative real
functions.
Step 1: U˜ = Ha,ν and V˜ = Hb,ν′. Suppose that U˜ or V˜ is not a half-space. Then, after Lemma
4.2 and Theorem 4.1 there are real numbers a, b such that µ(U˜) = µ(Ha), µ(V˜) = µ(Hb) and
F (u˜) + F (v˜) = Λ(U˜) + Λ(V˜) > Λ(Ha) + Λ(Hb) . (4.4)
We claim that a+ b ≥ 0. First, since µ(U˜ ∩ V˜) = 0 we have
µ(Ha) + µ(Hb) ≤ 1 , (4.5)
which imply that a and b cannot be both negative. We suppose then without loss of generality
that
b < 0 ≤ a and a+ b < 0 . (4.6)
The fact that µ(Ha) +µ(H
c
−a) = 1, together with (4.5), implies that µ(Hb) ≤ µ(H−a), which
contradicts (4.6). The claim is then proved.
The inequality a + b ≥ 0 imply that Ha ∩ Hc−b = ∅. Hence, for every pair (w˜1, w˜2) ∈
F(Ha)×F(Hc−b), (w˜1/‖w1‖2, w˜2/‖w2‖2) ∈ Y˜ . After (4.3) and (4.4) we obtain
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F (w˜1) + F (w˜2) ≥ F (u˜) + F (v˜) > Λ(Ha) + Λ(Hb) .
Minimizing F in the previous inequality with respect to w˜1 ∈ F(Ha) and with respect to w˜2 ∈
F(Hc−b), and considering (4.1), we obtain the contradiction Λ(Ha)+Λ(Hb) > Λ(Ha)+Λ(Hb),
so Step 1 is proved.
Step 2: a = −b and ν = ν ′. Since u˜ · v˜ = 0, µ(Ha,ν ∩ H−b,ν′) = 0, which imply that the
boundaries of Ha,ν and H−b,ν′ must be parallel, i.e., ν = ν
′ and a ≥ −b. Moreover, if a > b,
then the nodal set {u˜ = v˜ = 0} has a non empty interior, which after (4.2) contradicts
Proposition 3.4. We have shown that
U˜ = Ha,ν and V˜ = Hca,ν
for some a ∈ R, ν ∈ S1.
Step 3: a = 0. First, the monotonicity of the first eigenvalue of the Dirichlet problem with
respect to the domain gives that a 7→ Λ(Ha) is an increasing function. Moreover, the same
argument of Theorem 2.4.5 in [7] (see also Theorem 6.2 in [5]) gives that it is a convex
function. Considering (4.1) we derive
Λ(Ha) + Λ(H
c
a)
2
=
Λ(Ha) + Λ(H−a)
2
≥ Λ(H0) = Λ(H0) + Λ(H
c
0)
2
. (4.7)
Suppose now that a 6= 0 and consider (w˜1, w˜2) ∈ F(H0)× F(Hc0). The same argument used
in Step 1, together with (4.7), gives
F (w˜1) + F (w˜2) > Λ(Ha) + Λ(H
c
a) ≥ Λ(H0) + Λ(Hc0) .
After Theorem 4.1, the infima in Λ(H0) and Λ(H
c
0) are attained, so again, minimizing F in
the previous inequality with respect to w˜1 ∈ F(H0) and with respect to w˜2 ∈ F(Hc0), we
obtain the contradiction Λ(H0) + Λ(H
c
0) > Λ(H0) + Λ(H
c
0). We have proved that
U˜ = H0,ν and V˜ = Hc0,ν ,
which considering (4.2), gives
U = H0,ν and V = Hc0,ν
for some ν ∈ S1.
We now give the proof of the second part of Theorem C, this is, that every minimizing pair
of E0,0,∞ over Y is of the form
√
2 (eiθ+ w+ν , e
iθ− w−ν ) for some ν ∈ S1 and θ+, θ− ∈ R.
The second eigenvalue of the harmonic oscillator −∆+ω2|x|2 over R2 has multiplicity 2. An
orthogonal base, with respect to the L2 product, of the associated spectral space is given by
η1(x) = cω x1 e
−ω|x|
2
2 and η2(x) = cω x2 e
−ω|x|
2
2
with cω =
√
2/π ω. Every function in the spectral space, with L2 norm equal to 1, is the of
the form
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wν(x) = cω (x · ν) e−
ω|x|2
2 (4.8)
for some ν ∈ S1.
Proof of Theorem C(ii). We write u0 = u, v0 = v and H0,ν = Hν. After Theorem A(ii)
and Theorem C(i), there is ν ∈ S1 such that u solves

−∆u+ ω2|x|2u = λu in Hν
u = 0 in ∂Hν∫
Hν
u2 = 1
(4.9)
with λ =
∫
Hν
|∇u|2 + ω2|x|2u2, and v solves the equivalent problem in Hcν.
The same argument as in Lemma 2.1 imply that u = eiθ+ |u| in Hν and v = eiθ− |v| in Hν,
with |u| and |v| positive and θ+, θ− ∈ R. We claim now that there is uniqueness for the
modulus of u in problem (4.9). Suppose that there are two positive solutions u1 and u2 of
(4.9) respectively with λ1 and λ2. Suppose that λ1 ≤ λ2 and define h = u1/u2 in Hν . We
have that
∇(u22∇h) = (λ2 − λ1)u22 h , (4.10)
and using the mass constraint that∫
Hν
u22h(h − 1) =
1
2
∫
Hν
u22(h− 1)2 .
Multiplying (4.10) by h−1, then integrating over Hν and performing an integration by parts
we find ∫
Hν
u22|∇h|2 +
1
2
(λ2 − λ1)u22(h− 1)2 = 0 ,
which imply that h ≡ cte. The mass constraints imply then that h ≡ 1, so the claim is
proved. The equivalent result is valid for v in Hcν .
Finally, a direct computation shows that
uν(x) =
√
2 cω (x · ν)+ e−
ω|x|2
2 and vν(x) =
√
2 cω (x · ν)− e−
ω|x|2
2
are positive solutions of problem (4.9) respectively inHν andH
c
ν , so u = e
iθ+uν and v = e
iθ−vν
for some ν ∈ S1 and θ+, θ− ∈ R.
We finish this article by given the proof of Theorem B.
Proof of Theorem B. Let (ugn , vgn) be a sequence of minimizing pairs of Egn , with gn1 → 0,
gn2 → 0 and gn12 → ∞. After Theorem A, ugn (respectively vgn) converges locally uniformly
to u0 (respectively v0), where (u0, v0) minimizes E0,0,∞ over Y . Theorem C(ii) gives then
that u0 = e
iθ+w+ν and v0 = e
iθ−w−ν for some ν ∈ S1 and θ+, θ− ∈ R.
The author would like to thank C. Kenig, J. Wei, A. Aftalion and S. Terracini for their help
and suggestions, and P. Mason for sharing with me his physical insights.
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