Abstract. The search for deterministic chaos in economic and financial time series has attracted much interest
Introduction
The enormous interest in deterministic chaotic systems stems from two opposite characteristics of these dynamical systems: First, they are unpredictable in the long term. Any measurement error in the initial conditions grows exponentially in time. This sensitive dependence on initial conditions is usually quantified by a positive Lyapunov exponent (Eckmann and Ruelle 1985; Oseledec 1968) , which is just the exponential growth rate of errors.
1 An equivalent information theory-based characterization of dynamical systems is based on the Kolmogorov-Sinai entropy (Kolmogorov 1958; Sinai 1959) , which can be interpreted as the amount of uncertainty in predictions about the state 2 of the system one time step ahead. 3 Second, if the dynamics of a system, which has been considered stochastic thus far, is shown to be chaotic but deterministic, short-term predictions may be possible. This means that a time series that looks random at first glance may in fact be predictable on short time scales. There has been an intensive debate in the literature as to whether economic and financial time series exhibit low-dimensional chaos (see, e.g., Jaditz and Sayers 1993 for a review). An application of basic concepts of chaos theory to capital markets and economics can be found, for instance, in Dockner, Prskawetz, and Feichtinger 1997; Elsner 1996; Frank, Gencay, and Stengos 1988; Hsieh 1991; and Peters 1991 . Nowadays most specialists in the field would probably say that there is no conclusive evidence of chaos in financial data. The detection of chaotic structures in financial data is usually complicated by the large noise component inherent in the underlying dynamical system. A test to detect nonlinear departures from random walk behavior is described in Scheinkman and LeBaron 1989 . One approach to test a time series for chaos is based on entropy and dimension estimates on the raw series and on the residual series of a linear model in combination with the BDS (Brock, Dechert, and Scheinkman) test (see Brock 1986; Brock, Dechert, and Scheinkman 1987; Brock, Hsieh, and LeBaron 1991) . Another approach is to estimate the largest Lyapunov exponent and to test for positivity empirically, 4 as in the first part of this paper.
Lyapunov exponents are global quantities; that is, they are average values over the whole attractor. Therefore they do not provide information about the local rate of divergence of initially nearby trajectories, which can even be negative; that is, the distance between trajectories may decrease in certain areas of the attractor. In terms of prediction, there are thus areas where reliable short-term forecasts are possible and areas where they are impossible because of the exponential growth rate of errors. This phenomenon of locally changing divergence rates has been termed effective Lyapunov exponents (Grassberger, Badii, and Politi 1988) , local Lyapunov exponents (Eckhardt and Yao 1993; Wolff 1992) and predictability portraits (Doerner, Hubinger, and Martienssen 1991) in the literature.
The interpretation of local and global Lyapunov exponents, however, gets difficult for stochastic systems, both at the theoretical level and at the practical level. The deterministic and stochastic (random) components of a dynamical system can interact in a very complicated manner that makes a reasonable definition of sensitive dependence on initial conditions difficult (Nychka et al. 1992 ). This type of noise is called dynamical noise, in contrast to measurement noise, which does not influence the dynamics of a system. 5 The term noisÿ ¸ç haos, which can be found in the literature to denote chaotic systems disturbed by dynamical noise, is problematic: in principle, the standard assumption of Gaussian noise permits stochastic components of infinite size for any (positive) variance. A deterministic chaotic system having a stable attractor can thus easily become unstable if it is disturbed by stochastic components with noise distributions having infinite support (Chan and Tong 1994) . 6 The reasons for studying stochastic dynamical systems with dynamical noise are as diverse as the following ones. An attractor may admit infinitely many invariant measures. The physically relevant measure should be close to the invariant measure of the corresponding dynamical system with small dynamical noise (Eckmann and Ruelle 1985) .
7 Or even if a dynamical system, which we want to model, is deterministic, it is not conceivable that the system is contained in our particular class of models. Thus, a perhaps more robust approach is to model the observed data by a nonlinear dynamical system disturbed by dynamical noise (Chan and Tong 1994) . Finally, in economics and finance one is often confronted with dynamical systems the observed trajectories of which (e.g., stock indices) show negligible correlations in the conditional mean, which corresponds to the deterministic component, but a rich structure in the conditional variance, which characterizes the stochastic component. In fact, for these systems one is particularly interested in the properties of the stochastic component, that is, the dynamics of the conditional variance. In time series analysis the time dependence of conditional variances is referred to as heteroskedasticity. Especially in finance, the literature on heteroskedastic time series models is enormous (see, e.g., Bollerslev, Chou, and Kroner 1992 for a review).
Although the concept of Lyapunov exponents is defined only for deterministic systems, algorithms for the estimation of all or at least the largest Lyapunov exponent (Eckmann et al. 1986; Gencay and Dechert 1992; Kadtke, Brush, and Holzfuss 1993; Sano and Sawada 1985; Wolf et al. 1985) have been applied to time series generated and observed under substantial influence of noise. For stochastic dynamical systems, however, a naive application of these algorithms can give spurious positive exponents (Tanaka, Aihara, and Taki 1998) . For instance, Dämmig and Mitschke (1993) report that for a time series that is white noise, the algorithm proposed in Wolf et al. 1985 may produce any positive value for the Lyapunov exponent, depending on computational parameters. If Lyapunov exponents are estimated from embedded dynamics, which is usually the case in practice, it is possible that spurious Lyapunov exponents are obtained that are larger than the largest Lyapunov exponent of the true dynamics, even for purely deterministic systems (Dechert and Gencay 1996; Gencay and Dechert 1997) . This is usually avoided by starting with a small embedding dimension, which is then increased step by step.
Some of the algorithms proposed for estimation of Lyapunov exponents have also been applied to financial time series such as returns of stock and stock indices and exchange rates (Dechert and Gencay 1993; Eckmann et al. 1988; Elsner 1996) . The empirical results of these studies are similar in the sense that the estimated Lyapunov exponents are only slightly positive. One possible explanation is that the underlying process has a unit root (Dechert and Gencay 1993) .
8 Another way to interpret small but positive Lyapunov exponents is to assume the existence of an underlying high-dimensional, chaotic system that generates random-similar behavior because of its hidden dimensionality (Elsner 1996 ). Yet another reason for exponents close to zero could simply be numerical artifacts as a consequence of inappropriately chosen parameters in the estimation algorithm.
In the first part of this paper we investigate a framework introduced in Gencay 1996 in which the largest Lyapunov exponent of a time series generated by a dynamical system can be estimated with confidence intervals. In contrast to the algorithms mentioned above, the method discussed here is based on the 6 Under the assumption of Gaussian noise, even simple nonlinear systems such as polynomial autoregressive processes of degree higher than one are transient; that is, any trajectory almost surely explodes to infinity. 7 In computer experiments, roundoff errors play the role of small dynamical noise. 8 Loosely speaking, a unit root means that the time series should be differenced in order to obtain a more stationary series. ç alculation of the empirical distribution of Lyapunov exponents using a bootstrapping technique. Therefore, it may be assumed that this method provides a much more reliable tool to analyze deterministic and stochastic dynamical systems. In particular, the well-known logistic map for a chaotic parameter value without noise and for a periodic and a chaotic parameter value with and without noise, a return series of the Austrian stock market index ATX, and a time series without temporal dependencies obtained from shuffling the ATX series are investigated.
The results of the empirical analysis lead us in the second part of the paper to a concept of (sensitive) dependence on initial conditions that is well defined for stochastic dynamical systems. We adopt the idea of Yao and Tong (1994) to describe the interaction between the deterministic and stochastic components by an information-theoretic measure of the distance between probability density functions. This sensitivity measure is a natural extension of the concept of Lyapunov exponents, which is based on the distance between trajectories. In contrast to the concept of Lyapunov exponents, this sensitivity measure is local, that is, state-dependent. As an extension of Yao and Tong 1994, we derive analytical expressions for the sensitivity measure for stochastic dynamics with constant or state-dependent variance, which include the dynamics of many models applied in nonlinear time series analysis. Among them are homo-and heteroskedastic models such as autoregressive (AR) models, autoregressive conditional heteroskedastic (ARCH) models (Engle 1982) , and generalized ARCH (GARCH) models (Bollerslev 1986) .
In Section 2 the statistical framework for estimating the largest Lyapunov exponent of a dynamical system with confidence intervals is described and applied to deterministic and stochastic dynamics. Section 3 gives the definition of the sensitivity measure for stochastic dynamics. In Section 4 analytical expressions for this measure are derived for different types of dynamics. Additionally, it is demonstrated that the sensitivity measure can be estimated empirically if the dynamics are unknown. In Section 5 the sensitivity measure is applied to various models of financial return series. Section 6 concludes.
In this section we first recall a method for estimating the empirical distribution of the Lyapunov exponents of a dynamical system (Gencay 1996) . Then numerical experiments with several artificially generated data sets and one real-world financial time series are performed.
Estimation of empirical distributions
In general, the dynamics of an n-dimensional dynamical system
is not accessible to an observer of this system, who usually records a single one-dimensional time series of finite size N :
The common method for reconstructing the real dynamics from the time series {x t } is to embed the time series into an m-dimensional embedding space (Packard et al. 1980 ):
he theoretical foundations for this technique can be found in Mane 1981; Sauer, Yorke, and Casdagli 1991; and Takens 1981 . The evolution of the dynamical system may therefore be formulated as
. . .
where g is an unknown map that must be estimated. In this paper we estimate g by neural networks, or more precisely, by multilayer perceptions. 9 The mapping of the networks is given bŷ
where H denotes the number of hidden units, v i (w ij ) the components of the weight vector (matrix) of the second (first) layer, b the bias of the second layer, and c i the components of the bias vector of the first layer. The first layer is nonlinear because of the sigmoid activation function in the hidden units, whereas the second layer is linear (with the identity as the activation function). In principle, networks of this type can approximate any smooth, nonlinear function and simultaneously the unknown derivatives with an arbitrary degree of accuracy as the number of hidden units goes to infinity (Hornik, Stinchcombe, and White 1990) . Throughout this paper the neural networks are trained by minimizing the mean squared error (MSE) function
where x t+1 is the target value to the m-dimensional input vector x m t . After training a neural network on an embedded time series the Lyapunov exponents of the dynamical system defined by Equation (2.3) can be estimated. By linearizing the functionf we get
where the matrices (Df
(x m i ) can be calculated analytically from the neural network. A similar approach is described in Dockner and Woehrmann 1995. The application of a sequence of QR decompositions (Press et al. 1988 ) to the matrix product in Equation (2.7) then yields the spectrum of Lyapunov exponents as the average value of the logarithm of the diagonal elements of the upper triangular matrices R (see Eckmann et al. 1986 for details).
In the rest of this section we will concentrate on the estimation of the largest Lyapunov exponent λ. The value estimated by the procedure described above is denoted λ max . It is clear that this procedure contains several pitfalls that may have dramatic effects on the obtained results. The length of the recorded time series, the random initialization of the neural networks, and local minima of the error function may all influence the estimated value λ max . It is therefore much more reliable to estimate confidence intervals for the largest Lyapunov exponent (Gencay 1996) , for example, by extending the bootstrapping technique to stationary sequences of time series (Kunsch 1989) . As described in Gencay 1996, the resampling is done with9
Similar approaches to calculating the largest Lyapunov exponent and the whole spectrum of Lyapunov exponents are described in Gencay and Dechert 1992 and Nychka et al. 1992, respectively. replacement from the set of embedded vectors {x m t : t = m, . . . , N } with each vector x m t equally likely to be drawn. For each resampled set of embedded vectors S i , 10 a feedforward network is trained, 11 and the largest Lyapunov exponent λ i is estimated. Finally, one can compare the estimated exponent λ max and the empirical distribution of λ i . In particular, confidence intervals for the estimated Lyapunov exponent are available from the empirical distribution. Another important issue with respect to the reliable estimation of the largest Lyapunov exponent is the appropriate application of the semi-nonparametric estimation procedure. Feedforward networks fit noise easily, which heavily affects the estimated derivatives entering the Lyapunov exponent calculation. Therefore, the method of stopped training is applied: the idea is to estimate the model parameters on one data set (the training set) and to evaluate the model performance on a different data set (the validation set) in parallel. The training procedure is stopped as soon as the error on the validation set increases, which indicates an overfitting of the training data. In fact, we train the networks for a fixed number of iterations, store the network weights at each iteration, and finally choose the weights that yield the minimal error on the validation set. This variation of the original method avoids stopping too early.
Experimental results
In all numerical experiments, feedforward networks with m inputs (where m denotes the embedding dimension), five hidden units, and one output unit as specified in Equation (2.5) are used. For each dynamical system, 100 sets S i of embedded vectors are generated by resampling with replacement, and one network is trained on each set. The mean of the resulting values λ 1 , . . . , λ 100 is denotedλ. An empirical 90% confidence interval for λ max is obtained by selectingλ 6 andλ 95 , where the valuesλ i are obtained by sorting the estimated exponents λ i .
The first example is the well-known logistic map
for the parameter value r = 4.0, which almost surely gives rise to a chaotic time series for a random starting point in the unit interval. 12 We generated a time series of length 1,000 (the training set) and applied the method described in the previous subsection 13 for embedding dimensions m = 1, 5, 10, 15. The results are summarized in Table 1 . For all embedding dimensions, the estimated Lyapunov exponent λ max and the mean λ are close to the true Lyapunov exponent λ = 1.0, which is contained in the corresponding confidence intervals. Figure 1 is a plot of λ max andλ with confidence intervals as a function of m. Obviously, the algorithm yields reliable results for this deterministic chaotic system even if the embedding dimension is much larger than the true dimension of the system (m = 1). The next experiment deals with dynamical systems disturbed by dynamical noise. We choose two logistic maps with very similar parameter values: for r = 3.56, the deterministic (undisturbed) system defined by Equation (2.9) converges, after a transient phase, to a sequence of points with period eight. The Lyapunov exponent λ is equal to −0.111. For r = 3.59, the logistic map is chaotic, with λ = 0.207. Both systems are disturbed by dynamical noise of constant variance σ 2 = 0.001: where f (x t ) is given by the term on the right-hand side of Equation (2.9) and N (0; σ 2 ) denotes the probability distribution of a zero-mean Gaussian random variable of variance σ 2 . The deterministic and stochastic systems are depicted in Figure 2 . The stochastic systems look, of course, very similar. From the clouds of points it is practically impossible to determine in which case the skeleton (the deterministic part) is periodic and in which case it is chaotic. The estimated Lyapunov exponents and confidence intervals (see Table 1 ) are also very similar. In other words, the algorithm estimates the Lyapunov exponent very reliably for the disturbed chaotic system, but it also returns a positive value for the disturbed periodic system. A similar phenomenon has also been reported in Sugihara 1994 where the corresponding dynamical system, with a skeleton of period two, is termed stochastically chaotic. This notion expresses the fact that the estimated Lyapunov exponent of the disturbed system is positive. In other words, the system shows the same behavior as a chaotic system with dynamical noise. In this sense, it is in our opinion a mainly philosophical question whether one should divide stochastic dynamical systems into stochastically chaotic and stochastically nonchaotic ones.
Yet we applied the algorithm to a real-world, stochastic dynamical system, namely the time series of continuously compounded returns r t of the daily closing values of the Austrian stock market index ATX from 7 January 1986 until 14 June 1996. The 2,575 returns are divided into two sets: the training set comprises the first 2,060 returns, whereas the last fifth of the data (515 returns) forms the validation set. The time series of continuously compounded returns (in percent) is depicted at the top of Figure 3 . One of the characteristics of time series of returns is volatility clustering; that is, large shocks (deviations from the mean) of either sign tend to be followed by a large shock of either sign. Several of these volatility clusters are clearly visible in Figure 3 . Since the data are recorded over a period of more than 10 years, the assumption of stationarity of the data is hardly valid. Indeed, the absolute returns of the training set are much larger than the ones of the validation set, which seems to cover a rather calm period. On the other hand, the autocorrelation functions on the training set and on the validation set are similar, which indicates that at least the linear structure in the data is not very time dependent.
The largest Lyapunov exponent of the ATX data set is estimated (with confidence intervals) for embedding dimensions m = 1, 5, 10, 15. The results are summarized in Table 1 and depicted on the left-hand side of Figure 4 . The estimated exponent initially increases with the embedding dimension but then "converges" to a maximum value of about −0.2. Looking at the confidence intervals, the hypothesis of a positive Lyapunov exponent is clearly rejected. For this data set, the application of the stopped training procedure turns out to be crucial to obtaining meaningful results. If this procedure is not applied, the neural networks tend to heavily overfit the training data, which drives the estimated Lyapunov exponents much closer to zero. 14 Finally, the bootstrapping algorithm is tested on a time series without any temporal dependencies, that is, on a so-called surrogate data set (Deco, Schittenkopf, and Schumann 1997c; Theiler et al. 1992) . The new time series is generated by shuffling the values of the original ATX return series.
15 Thereby, the mean, the variance and all higher-order moments of the empirical distribution of the original time series are preserved, whereas all linear and nonlinear temporal correlations are destroyed. The new time series is depicted at the bottom of Figure 3 . The largest positive return, for instance, which is roughly at t = 1, 000 in the original time series, is now close to the beginning of the time series. On the right-hand side of Figure 4 the estimated Lyapunov exponent λ max and the meanλ with 90% confidence interval is plotted as a function of the embedding dimension m. For this time series, there is no clear convergence of λ max with increasing m. The confidence intervals are sufficiently small, however, to correctly reject the hypothesis of a positive exponent. All together, we conclude that the algorithm correctly identifies the "extreme" cases of deterministic chaos and purely stochastic dynamics (without any statistical dependencies). It also rejects the hypothesis of a positive largest Lyapunov exponent for a financial return series with significant correlations, which is probably correct. It cannot, however, distinguish a simple periodic system and a chaotic system if both are blurred by dynamical noise. More precisely, the estimated Lyapunov exponent is positive for both systems. In other words, even this sophisticated method, which tries to approximate the distribution of Lyapunov exponents by using a bootstrapping technique, can produce misleading results for time series observed from stochastic dynamical systems.
A Local Sensitivity Measure
When applying the algorithm of the previous section (or any of the algorithms mentioned in Section 1) to dynamical systems with a stochastic component, the problematic interpretation of results stems from the fact that the definition of Lyapunov exponents is a definition for deterministic systems. Consequently, the idea of measuring the divergence (or convergence) of two initially nearby trajectories can hardly be transferred to stochastic dynamical systems. Following Yao and Tong (1994) , however, studying the distance between the probability density functions (pdfs) of the state conditioned on two nearby initial conditions is a well-defined extension of the concept of Lyapunov exponents to the stochastic case.
In information theory the most important measure of the distance between two pdfs p(x) and q(x) is the relative entropy or the Kullback Leibler (KL) distance D(p q) (Cover and Thomas 1991; Kullback 1967) , which is defined by
The KL distance is always non-negative and equal to zero if and only if p(x) = q(x) almost everywhere. It is not symmetric in p and q, however, which is not desirable for a measure of distance. The symmetry is easily obtained by addition of the KL distance between q and p:
which we call symmetric KL distance. This measure can now be used to investigate stochastic dynamical systems as defined by Equation (2.10), where, in general, e t may denote any zero-mean random variable. The stochastic component in Equation (2.11) is thus only a special case. An equivalent definition of a stochastic dynamical system may be given in terms of the pdf of the next state x t+1 conditioned on the present state x t , which is denoted ρ(x t+1 |x t ). The symmetric KL distance of the pdfs conditioned on two nearby initial conditions x t and x t + δ is consequently given by
For small δ, K (x t ; δ) has the approximation (Kullback 1967 )
is thus a measure of the sensitive dependence of the pdf of x t+1 on the initial condition x t : The larger I (x t ), the more sensitively the pdf depends on the initial condition. If we treat x t as a parameter of the pdf, I (x t ) is the so-called Fisher information 16 on x t contained in x t+1 . We want to reemphasize that for stochastic dynamics, it is more natural to measure the distance between pdfs conditioned on nearby initial values than to measure the distance between initially nearby trajectories, which are just realizations of random variables. Before we calculate the measure I (x t ) explicitly for different dynamics, we remark that it can be generalized in at least two directions. First, one may consider pdfs of states not only one but s steps ahead, 17 that is, ρ(x t+s |x t ). Because of the accumulation of noise through the time evolution, one may expect that for large s the state of the system does not really depend on the initial conditions. The corresponding measure will be denoted I s (x t ). Second, the state of the dynamical system might depend not only on the present state but also on past states. In this case Equation (2.10), which describes the evolution of the system, has to be replaced by (3.6) where m is called the order of the process. The corresponding conditional pdf ρ(x t+1 |x t , . . . , x t−m+1 ) is abbreviated ρ(x t+1 |x t ). In order to derive the sensitivity measure in the general case m > 1, we must replace x t byx t in Equation (3.3) and think of δ as a vector of small disturbances. The approximation (3.4) now reads
with the Fisher information matrix
I (x t ) is now a measure of the information on (x t−m+1 , . . . , x t ) contained in x t+1 .
Analysis of Stochastic Dynamics

Analytical results
The first type of stochastic dynamics that we investigate is defined by Equations (2.10) and (2.11) with arbitrary deterministic f . In this case the variance σ 2 of the Gaussian dynamical noise does not depend on the state x t of the system, 18 or equivalently, the conditional pdf of the next state is given by
2σ 2 (4.1) 16 The Fisher information is a measure of the minimum error in estimating a parameter of a distribution (Cover and Thomas 1991) . 17 In this situation the look-ahead is equal to s. Inserting ρ(x t+1 |x t ) into Equation (3.5) and some straightforward calculations lead to
This measure of sensitive dependence on initial conditions naturally includes the derivative of f (x t ) with respect to the state x t (as the definition of the Lyapunov exponent for one-dimensional systems) and the (constant) variance of the noise. For σ 2 → ∞, I (x t ) → 0, which is reasonable since in the limit of infinite disturbances, the state of the system does not depend on the previous state. For finite σ 2 , I (x t ) is a monotonously increasing function of |df (x t )/dx t |. One of the simplest dynamics matching Equations (2.10) and (2.11) is the dynamics of an autoregressive process of first order (AR(1) process):
that is, the next state x t+1 is the sum of a linear function of the present state x t and a random component e t . Stationarity is guaranteed for |a| < 1. In this case, the measure I s (x t ) can be calculated explicitly for all look-aheads s, since all conditional pdfs ρ(x t+s |x t ) are Gaussians of constant variance:
On the left-hand side of Figure 5 , 1,000 points of an AR(1) process with a = 0.5, b = 0, and σ 2 = 0.001 are displayed. On the right-hand side of this figure, I s (x t ), s = 1, 2, 3, is plotted for this process. Because of the linear structure of f (x t ), the measures I s (x t ) are constant functions of x t . This means that any current state influences the conditional pdf of future states the same way. From Equation (4.4), it also follows that I s (x t ) tends to zero for increasing s. In other words, the farther we look into the future, the less the future state depends on the current state because of the accumulation of random components.
As an example of nonlinear dynamics, the logistic map with Gaussian dynamical noise (see Equations (2.9)-(2.11)) is analyzed. Inserting the dynamics into Equation (4.2) immediately gives the sensitivity measure of the next state:
For r = 3.59 and σ 2 = 0.001 (see the lower right-hand side of Figure 2 ), this function is depicted in Figure 6 .
The sensitivity measure is close to zero around x t = 0.5, where the gradient of the skeleton f (x t ) vanishes, 
Figure 6
The sensitivity measures I 1 (x t ) (dotted), I 2 (x t ) (dashed), and I 3 (x t ) (solid) for Gaussian approximations of the conditional pdf of the logistic map (r = 3.59; dynamical noise of variance σ 2 = 0.001). Since the noise is normally distributed, the depicted curve of I 1 (x t ) is not an approximation but the exact sensitivity measure.
and it increases rapidly towards the "edges" of the data set. In order to calculate I s (x t ) for larger look-aheads s, more general dynamics have to be considered.
An obvious generalization of the stochastic dynamics defined by Equations (2.10) and (2.11) is to allow the variance of the Gaussian dynamical noise to be state-dependent, that is, to consider conditional pdfs
with σ 2 t = g(x t ) for some deterministic function g. For dynamical systems of this type, the measure of sensitive dependence on initial conditions can be calculated as
The extension with respect to the homoskedastic case in Equation (4.2) consists of the state-dependent variance σ 2 t in the first term and the whole second term, which includes the derivative dg(x t )/dx t . Therefore, the dependence of the conditional variance on the current state is also taken into account.
As an example we go back to the logistic map disturbed by Gaussian dynamical noise described above. For s ≥ 2, the conditional pdf ρ(x t+s |x t ) is not Gaussian because of the interaction of deterministic and stochastic components. For small noise levels σ 2 and small look-aheads s, however, one can roughly think of a Gaussian conditional pdf with state-dependent variance. For s = 2, for instance, we have 4.8) and therefore by Taylor expansion
with f (x) = r x(1 − x). Similar expressions can be derived for s = 3. Using these Gaussian approximations, the measures I 2 (x t ) and I 3 (x t ) are depicted in Figure 6 . Obviously, the sensitivity measure is decreasing in s for all states x t , which is due to the accumulation of the dynamical noise. This means that future states depend less and less on the current state x t . Furthermore, the sensitivity measure for look-ahead s vanishes at x t if the (s − 1)-fold application of f to x t yields 0.5, where the gradient of f vanishes. For instance, I 2 (x t,1 ) = I 2 (x t,2 ) = 0 for x t,1 ≈ 0.17 and x t,2 ≈ 0.83, which are characterized by f (x t,1 ) = 0.5 and f (x t,2 ) = 0.5, respectively. As mentioned in Section 2.2, it is rather pointless to divide stochastic dynamics into chaotic and nonchaotic dynamics. In fact, time series sampled from slightly disturbed (σ 2 = 0.001) chaotic and nonchaotic systems are practically indistinguishable. This observation is reflected in the sensitivity measure for the logistic map given by Equation (4.5). The shape of the sensitivity measure is a parabola centered at 0.5 with a quadratic dependence on the parameter r . Therefore, small changes in r will lead to very similar sensitivity measures in the stochastic case, whereas they may result in very different dynamics (periodic or chaotic) and Lyapunov exponents (negative or positive) for the deterministic systems.
Practical determination of the sensitivity measure
In practice, one is usually confronted with the situation that the underlying dynamics (including the noise distribution) is unknown. In this case, it is necessary to extract the dynamics of the system from the observed time series, which can be done by applying any powerful conditional density estimator. A semi-nonparametric estimator that has been successfully applied by the neural networks community is mixture density networks (MDNs) (Bishop 1995) . The main idea is to approximate the conditional density by a mixture of Gaussians the parameters of which are the outputs of multilayer perceptrons (MLPs). This approach is fully general, since Gaussian mixture models can approximate any density with arbitrary accuracy (McLachlan and Basford 1988) . In our context, the MLPs receive the current state x t as a one-dimensional input that is then transformed by means of nonlinear mappings into the parameters of a mixture of Gaussians representing the conditional density ρ(x t+1 |x t ). More details on MDNs can be found in Bishop 1995. We apply the concept of MDNs to estimate the conditional densities ρ(x t+s |x t ), s = 1, 2, 3, for the logistic map of the previous section (r = 3.59, σ 2 = 0.001). 19 For s = 1, the mixture of Gaussians is replaced by a single Gaussian that is sufficient to capture the dynamics (see Equations (2.10) and (2.11)). In this case, the sensitivity measure can be calculated analytically because of Equation (4.7) and because the derivatives of the network outputs (the mean and the variance) with respect to the network input x t are given by closed-form expressions. For look-aheads s = 2 and s = 3, the conditional density is approximated by a mixture of two Gaussians. In this case, the sensitivity measure must be estimated by numerical integration. Since the derivative of the conditional density with respect to x t is given by a closed-form expression, however, numerical integration of Equation (3.5), where t + 1 must be substituted by t + s, is easily performed by any standard integration routine. In Figure 7 , the sensitivity measures with respect to the conditional densities estimated by the MDNs are depicted. The curves are very similar to the curves in Figure 6 obtained through a Taylor series approximation. We remark that differences between the curves do not necessarily mean that the dynamics have not been fully extracted by the neural networks, since the true conditional density is not given analytically for s ≥ 2. However, the Taylor series approximation is assumed to be more precise because it is independent of finite-sample effects. This is supported by the fact that the differences between the curves increase toward the "edges" of the data set, where fewer observations are available.
20 Nevertheless, the main characteristics extracted from the dynamical system (from the time series) are the same. For instance, the sensitivity measures are minimal at x t = 0.5 for all look-aheads s. For s ≥ 2, the other minima are also detected. All together, it is found that the sensitivity measure can be estimated empirically from observed time series. 
Figure 7
The sensitivity measures I 1 (x t ) (dotted), I 2 (x t ) (dashed), and I 3 (x t ) (solid) for MDN approximations of the conditional pdf of the logistic map (r = 3.59; dynamical noise of variance σ 2 = 0.001).
Application to Asset Return Series Models
We now turn to real-world dynamical systems in which the underlying dynamics is not known a priori, namely financial markets. A typical example of "trajectories" observable at the markets are asset price series. Because of their nonstationary behavior, price series are usually transformed into return series. Since the seminal works of Engle (1982) and Bollerslev (1986) it has become clear that return series are not white noise but show some structure in the conditional variances.
It is thus interesting to analyze these time series as realizations of dynamical systems with a dominating stochastic component by means of the sensitivity measure.
Since the true dynamics of the conditional variance or volatility is not known and not observable at the market, any parametric volatility model, such as an ARCH or GARCH model, is in fact an assumption concerning the underlying dynamics that is based on empirical findings and usually also theoretically motivated. In the last decade a large number of extensions of these standard volatility models has been proposed in the literature, incorporating different concepts (e.g., the leverage effect Glosten, Jagannathan, and Runkle 1993) . By pinpointing the stochastic dynamics via specifying a parametric, heteroskedastic model, the shape of the sensitivity measure is determined as well. In other words, the sensitivity measure is a measure of (sensitive) dependence with respect to the parametric specification.
In the remainder of this section we fit ARCH and GARCH models to the return series r t of the Austrian stock market index ATX, which is depicted on the left-hand side of Figure 8 . We study the stochastic dynamics of the models by calculating the sensitivity measure I 1 (r t ). First, we fit the ARCH(1) model (Engle 1982) 
with constant conditional mean b to the data set (b = 0.0054, α 0 = 0.8301, α 1 = 0.5481). The parameter space for α 0 and α 1 is restricted by α 0 > 0 and α 1 ≥ 0. For stationarity, it is required that α 1 < 1 hold. The unconditional variance of this model is given by α 0 /(1 − α 1 ). From Equation (4.7), the sensitivity measure I 1 (r t ) can be calculated as which is plotted on the right-hand side of Figure 8 . Because of the variance specification, the sensitivity measure is symmetric around r t = b. It is minimal, that is, zero, at r t = b, increases with increasing |r t − b|, has a maximum at r t = b ± √ α 0 /α 1 , and tends to zero for large positive and negative returns. This means that the conditional pdf ρ(r t+1 |r t ) is least sensitive to the current state at r t = b, expressing the fact that the conditional variance specified in Equation (5.2) has a (local and global) minimum at r t = b. For other values of r t , the sensitivity measure I 1 (r t ) is strictly positive, and its shape is determined by the variance specification.
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Since the ATX return series has a significant autocorrelation at lag 1, it is reasonable to include an autoregressive term in the ARCH model specified above, which is now given by
The conditional mean is thus modeled by a linear function of the last return r t . The estimated parameter values of this volatility model are a = 0.3393, b = 0.0069, α 0 = 0.7730, and α 1 = 0.4798. From Equations (5.4) and (5.5) we see that r t+1 now depends on both r t and r t−1 . Consequently, the sensitive dependence of the pdf on initial conditions is quantified by an information matrix, which can be calculated from Equation (3.8):
Following Equation (3.7), an "error" δ in the initial condition (r t , r t−1 ) "evolves" after one step into
It is thus tempting to analyze the dependence of the eigenvalues of I 1 (r t , r t−1 ) on the "parameters" r t and r t−1 . The results for the ARCH(1) model fitted to the ATX data are depicted in Figure 9 . The larger eigenvalue (solid line) is roughly 50 times larger than the smaller eigenvalue (dashed line). For clearness, both eigenvalues are plotted as functions of the error r t − ar t−1 − b. The characteristics of the curves are very similar to those of the curve depicted on the right-hand side of Figure 8 . ARCH models typically cannot capture long-term dependencies in the conditional variance unless the order of the model is chosen sufficiently high. To overcome this problem, Bollerslev (1986) introduced the family of GARCH models, which are characterized by a recursive specification of the conditional variances. The simplest GARCH model is the GARCH(1,1) model with constant conditional mean, which is given by
Besides the parameter restrictions of the ARCH(1) model, β 1 ≥ 0 and also α 1 + β 1 < 1 are required for stationarity. The unconditional variance of the model is then given by α 0 /(1 − α 1 − β 1 ). The parameter values estimated for the ATX return series are b = −0.0076, α 0 = 0.0404, α 1 = 0.3404, and β 1 = 0.7169, which corresponds to a nonstationary model. For stationary models, the conditional variance can be rewritten as
which expresses the fact that all previous returns influence the next conditional variance. The weight of the influence of previous returns, however, diminishes exponentially fast (at a rate of β 1 ). Since the conditional pdf of this stochastic process depends on all previous returns, the information matrix is of infinite size. 22 Some tedious but straightforward calculations lead to the result that the element in line i and column j of the information matrix is given by Because of the special structure of this matrix, the eigenspectrum can be calculated analytically. Standard matrix manipulations lead to the result that all eigenvalues are equal to 0 except one eigenvalue, which is given by λ = 2α The dependence of this eigenvalue on the previous returns is an infinite-dimensional generalization of the dependence depicted in Figure 8 : The minimum (0) is obtained for r t−i = b, i ≥ 0, λ is strictly positive elsewhere and tends to 0 for |r t−i | → ∞.
Since the sensitivity measures obtained for the return series depend on the model specification, one might call for a model-free characterization of the dependencies in the time series. This can be accomplished, for instance, by fitting the semi-nonparametric models described in Section 4.2 to the return series (Schittenkopf, Dorffner, and Dockner 1998) and by calculating the sensitivity measure via numerical integration. Another possibility is to apply nonparametric methods such as kernel-based density estimators (Silverman 1986 ).
Conclusion
In the first part of the paper we performed extensive numerical experiments in order to analyze how reliable the largest Lyapunov exponent of a (stochastic) dynamical system can be estimated within a statistical framework using a bootstrapping technique. Although the results are satisfactory for deterministic chaotic systems and for dynamical systems with a dominating stochastic component (such as the return series of a stock index), the interpretation of the results for a simple logistic map with dynamical noise is difficult, mainly because the concept of Lyapunov exponents is well defined for deterministic dynamics only.
Consequently, in the second part of the paper, the question was raised whether a more natural approach to characterizing stochastic dynamics should not actually be based on a sensitivity measure that is well defined for stochastic dynamics. We picked up an information-theoretic measure of distance between probability density functions that locally measures the dependence of the future state of a dynamical system on the previous states. We derived analytical expressions for this sensitivity measure for a variety of stochastic dynamical systems, among them the frequently hypothesized and analyzed classes of dynamical systems disturbed by Gaussian noise of constant or state-dependent variance.
Examples of particular interest in our study are the stochastic dynamics of asset return series. Since many of these time series are close to uncorrelated noise with some structure in the conditional variance, one cannot expect pronounced dependencies to be detected. For parametric models such as ARCH and GARCH models, the shape of the sensitivity measure (in dependence of the previous states) is dominated by the parametric specification. This observation may motivate the application of (semi)nonparametric density estimators.
An important question independent of the degree of parametrization of the return series model is how the information provided by the sensitivity measure can be interpreted from an applicative point of view. If we assume, for instance, that the return series is best described by a GARCH model, which is characterized by its time-dependent conditional variance, the sensitivity measure should contain information about the predictability of the volatility of the time series. Since the sensitivity measure is a local measure, the notion of predictability is also a local one, that is, in dependence of the current state.
23 At this stage it is not clear whether this information on predictability is relevant for financial time series analysis in practice. 23 One might think that a promising approach would be to select the conditional variance σ 2 t as the state variable and to work with conditional densities ρ(σ 2 t+s |σ 2 t ). It turns out, however, that this approach is infeasible: from Equation (5.8), it follows immediately that the conditional density ρ(σ 2 t+1 |σ 2 t ) is nonzero only for σ 2 t+1 ≥ α 0 + β 1 σ 2 t (which depends on σ 2 t ). Therefore, the symmetric KL-distance between ρ(σ 2 t+1 |σ 2 t ) and ρ(σ 2 t+1 |σ 2 t + h) is infinite, which prevents a further discussion as in Section 3.
