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SUMMARY 
Fuel motion is studied in both one [axialj anc* two [radial and 
axialj dimensions in the pre-disassembly stage of a loss-of-flow acci-
dent in a liquid metal fast breeder reactor. The analysis is based on a 
model Channel, consisting of an isolated Single fuel pin with cladding 
and associated subassembly Containment structure. 
A mathematical model is set up to describe the motion of the seven 
materials of interest: liquid fuel, liquid steel, solid fuel, solid 
steel, vapor fuel, vapor steel and gaseous fission products. The multi-
field approach is used, avoiding the usual lumping of multiple fluids 
into a Single fluid with average properties. The materials are treated 
as distinct fields, each with its own equations of density, momentum and 
energy transport. The various fields are linked together via binary ex-
change functions for mass, momentum and energy transfer. These exchange 
functions can be manipulated to give any desired degree of linkage be-
tween two fields. 
The cylindrical region is zoned into a mesh of fixed cells, and the 
differential equations are approximated by finite difference representa-
tions in these cells. The implicitly formulated difference expressions 
for density and momentum transport are solved iteratively for the density, 
velocity and pressure distributions. The explicit formulation for ener-
gy transport then permits the direct calculation of the internal energy 
corresponding to these distributions. 
Xlll 
This numerical scheine has been programmed into the PLOFA Computer 
code, designed for the efficient Solution of multi-field confined flow 
Problems. Results for a loss-of-flow accident are presented for Single 
and multi-dimensional calculations. It is observed that an axial analy-
sis is insufficient to predict the phenomena occurring in the initiation 
phase. The addition of a radial dimension is found to be vitally neces-





Never before has the need for energy been as great as it is today, 
and with each passing day the world Community becomes increasingly aware 
that all sources of power are finite. The breeder reactor, long held 
to be a potential cornerstone of U. S. energy supply, has now been down-
graded in the scheine of energy priorities; but to abandon such a viable 
energy source without further examination of its drawbacks and seeking 
possible Solutions, appears wasteful. It is in keeping with the spirit 
of scientific inquiry about the safety of the breeder, that this re-
search was undertaken to study the dynamics of fuel motion, contributing 
to the continuing refinement of the overall safety effort. 
The main factors affecting the reactivity changes in a liquid metal 
fast breeder reactor (LMFBR) are control rod motion, the doppler effect 
in U , the voiding and possible re-entry of sodium coolant, and fuel 
motion. Fuel motion influences reactivity in several ways. The most 
obvious is the effect of dynamic core geometry changes while the fuel 
is mobile; any configuration that leads to a more dense fuel distri-
bution adds reactivity. The simplest case of fuel motion in an accident 
Situation is slumping under the action of gravitational forces, this 
occurring usually in fresh fuel. In general it is more energetic due 
to built up fission gas pressure, or fuel or clad vapor pressure. 
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Fuel motion substantially affects the future course of an accident. 
A suitable fuel motion model, exchanging Information with a concurrent 
kinetics model, is thus vitally important to the prediction of the ac-
cident sequence in any safety analysis. Prior Computer analysis of 
fuel motion has been one dimensional (axial) in nature. This is ap-
propriate only for a limited version of fresh fuel slumping under 
gravity. The radial flux distribution would need to be fairly constant 
for the assumption of simultaneous radial melting at a given axial loca-
tion. In the usual reactor operational Situation there is a distinctly 
non-uniform radial temperature distribution in the fuel. This might well 
cause centerline melting while substantial portions of the remainder of 
the fuel are still solid. One dimensional modeling is unable to treat 
this commonplace Situation. In addition, the presence of vapors and 
fission gas cause radial velocity distributions, and attempting to 
neglect this only leads to an erroneous picture of the System's fluid 
dynamics. 
In view of the need for a more accurate description of fuel motion, 
the objective of this research is to provide a means for the two dimen-
sional (radial and axial) fluid dynamics analysis of fuel motion in an 
LMFBR during the pre-disassembly phase of a loss-of-flow accident (LOFA), 
and to compare the results of this two dimensional analysis with those 
which might be obtained by using only axial calculations. The accident 
modeling offers an improvement over prior one dimensional research, not 
only by the addition of a new dimension, but also by a multi-field 
treatment it avoids the usual lumping of multiple fluids into a Single 
fluid with average properties. 
3 
1.2 Background 
It is difficult to find any large-scale industrial Operation which 
can match the excellent safety record of the nuclear power industry. 
This form of energy production has, on the one hand, the potential of 
supplying a large part of today's energy requirements, and on the other, 
the potential of causing "significant" environmental damage and loss of 
human life. But the term "significant loss of human life" applied to the 
nuclear power industry, refers to a mortality rate far below the normal 
rates for other fatalities. For example, the Rasmussen Report pre-
dicts that a fairly serious accident might lead to a total of about 
50,000 fatalities from latent Cancers over a thirty year period. These 
50,000 deaths in an accident which might occur once in a million reactor 
years are small compared to the more than 300,000 annual fatalities in 
the U. S. from Cancers due to other causes. On an average annual basis, 
the nuclear figure is several orders of magnitude lower. In a Journal 
(2) 
article discussing common objections to nuclear power, the Nobel 
laureate, Hans Bethe, estimates the average risk for the entire U. S. 
population as two fatalities per year from all types of reactor accidents. 
Low mortality rates, of course, do not teil the entire störy. The 
public's concern about nuclear safety has a geniune basis in some 
instances. Responding to this public concern, governmental regulatory 
commission pressure, and its own firm belief that risks to the general 
public must be kept as low as possible and much below those associated 
with other industries, the nuclear power industry has placed, and will 
continue to place, safety as one of the most important factors in its 
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plans. The U. S. now spends about seventy million dollars annually on 
improving reactor safety. Proper design and construction is emphasized 
in order to produce an inherently safe and reliable reactor, and protec-
tion Systems are provided to ensure that any abnormal condition can be 
detected and stopped or safely accoramodated. 
In spite of designing against any anticipated Situation that might 
pose a threat to public safety, it is possible that extremely unlikely 
or unforeseen circumstances arise that could endanger the public. 
Safety analysts must consider what special features would be required to 
provide an additional margin of public protection in such cases. Hence, 
it is necessary to study the damage that might be caused by a variety of 
extremely unlikely situations. 
One remote possibility is the hypothetical core disruptive accident 
(HCDA), so called because it is not a real accident, but can be hypothe-
sized as occurring with some minute probability. The mechanistic ap-
proach is used in the study of such an accident, i.e. the accident 
sequence is analyzed beginning with some initiating event and proceeding 
through to a conclusion using a step-by-step cause and effect relation-
ship. The initiating event is a postulated failure of some part of the 
power plant's protection System. 
(3) Three types of accidents, dealing with a wide ränge of conse-
quences, have received major attention. In the first of these, the 
transient overpower accident (TOP), the reactor fails to scram when re-
activity is added at a fixed rate which is chosen to represent specific 
phenomena or faults that could contribute positive reactivity. The 
reactivity addition rate might also be selected for evaluating damage by 
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some unforeseen initiating event. The second type of accident, the un-
protected loss-of-flow accident (LOFA) is initiated by a loss of power of 
the coolant pumps. The resulting flow coastdown, coupled with a failure 
of the plant's protective System to shut the reactor, develops into an 
accident Situation. Yet another type of accident is that which might be 
caused by the propagation of local fault conditions from fuel-pin to 
fuel-pin or subassembly to subassembly. 
The accident sequence can be analyzed in four major stages to allow 
for the different techniques necessary to study the changing reactor 
conditions: initiation, disassembly, damage evaluation and post-accident 
heat removal. The accident initiation phase deals with core neutronics 
and thermal behavior up to the point of loss of subassembly integrity. 
The prompt critical excursion that is induced at this point leads to the 
disassembly stage, in which the rapid heating and vaporization of the 
fuel produce high pressures that disassemble the core. The potential 
damage the excursion can do to the System is studied in the damage evalu-
ation phase by calculating the rate at which thermal energy released in 
the transient is converted to work, this work being in the form of expan-
sion of the core materials or the vaporization and expansion of sodium 
coolant interacting with these materials. The final stage of the ac-
cident analysis involves a study of the long term decay heat removal 
from the fuel, to determine a terminal configuration which can be perma-
nently cooled. 
Proper analysis of the initiation phase is important in assessing 
later stage of the accident. The analysis treats phenomena such as 
transient thermal-hydraulics, fuel pin mechanics and failure, and 
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cladding and fuel motion. A typical sequence in the accident ini-
tiation phase, taking the example of a LOFA without scram for a FFTF 
(Fast Flux Test Facility) type of reactor, begins with a flow coastdown 
followed by boiling of the liquid sodium coolant, cladding dryout about 
a second later, cladding melting and motion in another two or three 
seconds, and finally fuel melting and motion in about two more seconds. 
The reactor power strongly influences the timing of events after 
boiling initiation. At boiling inception the reactor might operate 
around 65-75% of its füll power, but cladding motion and relocation out 
of the middle core region could add a dollar or two of reactivity and 
raise the power (to perhaps twice the nominal power) by the time fuel 
motion begins. As the fuel becomes more mobile, slumping in the hottest 
Channels might lead to an initial power burst peaking at between five and 
thirty times the nominal operating power. These initial high intensity 
bursts terminate very quickly by a combination of several strong nega-
tive reactivity effects like doppler and axial expansion feedbacks, and 
fuel dispersal caused by fission gas and fuel/steel vapor pressures. The 
rapid energy generation in the burst (typically of the order of one füll 
power-second) creates a domino effect, initiating fuel motion in Channels 
which are near melting. Fuel dispersal eventually causes subassembly 
rupture, when sufficiently high pressures and temperatures are reached, 
leading into the transition or disassembly stage of the accident. 
The reactivity in the transient accident initiation phase is af-
fected by the changing configurations of the density, pressure, velocity 
and temperature distributions of the fuel and the material associated 
with it. The core configuration of an LMFBR is such that redistribution 
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of the fuel to a more dense State results in reactivity addition. These 
reactivity changes, in turn, govern the fuel motion, and hence, the 
future course of the accident. A suitable fuel motion model, exchanging 
Information with a concurrent kinetics model, is thus vitally necessary 
to the prediction of the accident sequence in any LOFA analysis. 
The importance of fuel motion in accident analysis has caused it to 
receive much attention in recent years. Prominent in this area are the 
large scale experimental programs that have been undertaken by the 
(4 5) 
Argonne National Laboratory ' and the Hanford Engineering Development 
T u (
6) Laboratory. 
Fuel melting laboratory studies at HEDL were conducted to describe 
the response to rapid heating of both unirradiated UCL and mixed oxide 
fuel irradiated in EBR-II (Experimental Breeder Reactor). Thermal Tran-
sients were applied to fuel samples in a resistively heated tungsten 
tube. The System was designed to allow for continuous gamma radiography 
of the sample, as well as pressure and temperature measurements. The 
research has centered on fuel material behavior and the determination of 
input parameters needed for fuel motion modeis. 
The Fuel Dynamics Program at ANL has included extensive tests on 
fresh and irradiated Fast Test Reactor (FTR) fuel in its TREAT System. 
Topics of prime importance include prefailure fuel movement, cladding 
failure threshold, the nature and location of initial and secondary clad-
ding failure, coolant dynamics, fuel-coolant interactions, and post-
failure fuel motion. The tests have provided valuable and formerly un-
available data for testing and improving accident analysis modeis. 
To compliment the experimental programs, several Computer codes have 
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been written to analyze reactor accidents. Well known in the United 
States is the SAS LMFBR Accident Analysis Code System^ (Current Ver-
sion SAS3A) developed at the Argonne National Laboratory. This code 
includes modeis which allow an integral treatment of both transient 
overpower and loss-of-flow unprotected accident sequences through fuel 
pin disruption and up to the point of subassembly disruption. 
Fuel motion in SAS is modeled by the SLUMPY^ ' Module. The fuel 
motion is initiated following the satisfaction of three criteria. 
(i) Channel sodium voiding has occurred 
(ii) the cladding has melted, and 
(iii) a specified fuel temperature is exceeded at a specified radial 
node at any axial position or a specified fraction of molten 
fuel is reached at any axial node. 
The voided Channel volume of the initial axial nodes which meet fuel 
slumping requirements are assumed filled by radial expansion due to the 
pressure of retained fission or fill gas in the fuel or any fission gas 
in a central void. The fuel motion analysis considers three regions: 
a middle slumped region, an Upper falling segment, and a lower stationary 
segment. The middle slumped region moves according to area-dependent 
one dimensional (axial) compressible Lagrangian hydrodynamics. As more 
fuel melts, SLUMPY calculations include the new nodes using conservatlon 
of mass, momentum and energy. 
In view of the importance of fuel geometry on reactivity in a Fast 
Reactor System, it is necessary to include the reality of radial fuel 
motion. The research detailed here studies two dimensional fuel motion 
in the pre-disassembly stage of a loss-of-flow accident. This allows 
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more realistic hydrodynamic modeling by eliminating the need for the 
radial uniformity that is inherent in a one dimensional axial calcu-
lation. By virtue of its two dimensional nature, the new modeling 
handles situations that cannot be modeled in a one dimensional case. 
These include fuel motion within a strong clad, and partial melting of 
fuel above a usual "one dimensional slumped region." In addition, it 
yields useful field variable distributions such as the pressure distri-
bution in the growing molten region that begins to develop around the 
central axis of the fuel pin in the early stages of the transient. 
This pressure distribution can be used to calculate the stresses acting 
on the surrounding solid shell, and thus provide data for the formulation 
of a mechanical criterion in addition to the present solely thermal 
criterion used in initiating motion in one dimensional fuel motion codes. 
This improved picture of fuel relocation paves the way for a more ac-
curate spatial reactivity calculation, leading to increased confidence in 
the adcident analysis. 
1.3 Research Overview 
This research analyzes the fluid dynamics in the pre-disassembly 
stage of a loss-of-flow accident, paving the way for improved spatial 
reactivity calculatlons, thus enhancing the development of overall safety 
codes. The fuel motion analysis is based on model Channel consisting 
of an isolated Single fuel pin with cladding and associated subassembly 
Containment structure. It is assumed that a calculation performed on 
this Single pin is representative of all pins in the entire subassembly. 
The core of an LMFBR can be mocked up by a number of these Channels, with 
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each Channel representing one or more subassemblies with similar power, 
flow and irradiation conditions. Thus a multi-channel time, position and 
temperature dependent representation of the accident sequence is possible, 
with inter-channel non-coherence. The accident can be analyzed up to the 
point of Channel disruption, when a switch to a disassembly code must be 
made. 
Equations of motion and energy transfer have to be formulated to 
describe the material motion in a Channel. The formulation of these 
mathematical equations is entirely dependent on the flow model. This 
flow model could be simplified to consist merely of solid and liquid 
regions, where the liquid region is assumed to be a Single representative 
homogeneous fluid. This Single liquid concept considerably simplifies 
the Solution, but is a far cry from the actual phenomenon. It must be 
realized that in the course of an accident, the two main materials of 
interest (fuel and steel) could be in a solid, liquid or vapor form, 
while the third material (fission products) is essentially gaseous. 
These different phases and components exist in various proportions and 
at different temperatures and pressures throughout the Channel. The as-
sumption of average properties thus results in a considerable loss of 
Information. 
On the other hand, the various phases and components could be 
treated as distinct materials, each with its own density, velocity, 
pressure and internal energy. Proper boundary conditions could then be 
applied to determine the change in the field variables at an interface. 
This method, while aligning itself with the real Situation, would be per-
haps impossible to solve because of the substantial mixing of the phases 
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and components in the entire Channel. 
A compromise needs to be reached between the Single fluid concept 
and the entirely distinct fluids method, It is important to preserve com-
ponent and phase distinction, but the impracticability of applying boundary 
conditions at interfaces must be realized. Accordingly, distinction be-
tween the various materials is allowed, but the interaction between them 
is treated via exchange functions, These exchange functions are based 
on the interaction between an essentially discrete medium placed in a 
continuous medium. The flexibility afforded by these exchange functions 
permits manipulation to achieve any desired degree of linkage between two 
materials. The material Interface positions cannot be described exactly, 
but the proportions of the various materials in any region are known, as 
are the distinct field variables, 
The seven materials (referred to as fields in the discussion) in the 
Channel are Iqiuid fuel, liquid steel, solid fuel, solid steel, vapor fuel, 
vapor steel and gaseous fission products. The equations of motion and 
energy transfer for these distinct fields are discussed in the next chapter, 
along with the forms of the mass, momentum and energy exchange functions, 
The mathematical model is far too complex to yield a direct analytical 
Solution; meaningful results can only be achieved by numerical methods. 
A numerical scheme must address itself to the problems of choosing a suit-
able mesh to zone the region of interest, locating the field variables in 
this mesh, approximating the differential equations of motion and energy 
transport by finite difference equations with the desired accuracy, analy-
zing the stability of the difference equations, and formulating an itera-
tive scheme to solve the difference equations. The numerical scheme chosen 
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follows the multi-field approach of Harlow and Amsden, ' based on 
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an extension of the implicit continuous fluid, Eulerian (ICE) technique. 
The cylindrical region is zoned into a mesh of fixed cells, and the 
finite difference approximations of the equations of density and momentum 
transport are iteratively solved in each cell by an implicit treatment of 
velocity and pressure. The energy equation is then solved explicitly. 
Appropriate boundary conditions are applied at Container boundaries and 
certain material interfaces, such as between a substantial solid region 
and a liquid or a vapor region. Details of the numerical scheine are 
presented in Chapter III. 
This numerical scheme has been programmed for use on the CDC Cyber 
70/Model 74 available at the Georgia Institute of Technology. The pro-
gram, written in FORTRAN 4 and named PLOFA, is designed for the efficient 
Solution of multi-field confined flow problems. A description of PLOFA 
along with results for a rather severe accident initiation phase appear 
in Chapter IV. 
Conclusions are presented in Chapter V, along with recommendations 
for future refinement and development of PLOFA. 
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CHAPTER II 
FUEL MOTION MODEL 
The problem of interest is the modeling of fuel motion within a 
cylindrical Channel consisting of an isolated Single fuel pin with 
cladding and the associated subassembly Containment structure. In the 
course of a LOFA, the nuclear fuel and steel cladding could be in a 
solid, liquid or vapor phase, while the fission products are assumed 
always to be in a gaseous form. One is thus faced with an unsteady, multi 
phase, multi-component, two dimensional, confined flow problem in the 
presence of nuclear reactions. 
The flow analysis of this complex mixture can be approached in 
several different ways, depending on the degree of simplification 
desired. Associated with each simplifying assumption there is naturally 
a loss of reality from the actual phenomenon. This model, while ensuring 
a satisfactory Solution in a reasonable amount of time, dispenses with 
the need for complete homogeneity in the flow field, thus avoiding the 
necessity of the average densities, velocities and temperatures that 
are often used in multi-component flows. 
The analysis follows the multi-field approach of Harlow and 
Amsden, ' at Los Alamos. This multi-field approach is an extension 
of the implicit, continuous fluid, Eulerian (ICE) technique, , which 
by an implicit treatment of the pressure in the numerical scheme, allows 
for the analysis of flow speeds ranging from Mach numbers of zero (the 
14 
incompressible limit) to infinity (the hypersonic limit). 
The seven distinct fields in the problem are: 








1. liquid fuel liquid fuel 
2. liquid steel liquid steel 
3. vapor fuel vapor fuel 
4. vapor steel vapor steel 
5. fission gas vapor gaseous fission 
products 
6. solid fuel solid fuel 
7. solid steel solid steel 
Each field is characterized by its own equations of mass, momentum 
and energy transport. An equation of State is also needed to relate the 
density to the internal energy and the pressure (if applicable). For 
the totally compressible vapor fields, density is affected by both the 
internal energy and the pressure. On the other hand, the density of a 
less compressible liquid field is dominated mostly by its internal 
energy, while the density of a solid field is assumed to be independent 
of the pressure and is affected only by temperature changes. 
The presence of multiple fields is accounted for by equilibrating 
the pressures of the compressible materials, and linking all fields by 
mass, momentum and energy exchange functions. Boundary conditions in the 
usual sense are not applied at the interfaces between different fields, 
because the high degree of interpenetration and mixing in this confined 
flow problem makes it impossible in practice to keep track of the 
material interfaces. A Lagrangian approach is better suited to handle 
15 
interfaces, but keeping the materials distinct in this complex mixture 
would require a high degree of resolution and introduce substantial re-
zoning errors. 
An Eulerian mesh of fixed cells is chosen, and boundary conditions 
applied at the Container boundaries, and at the interfaces between a 
substantial solid region and a liquid or a vapor region. All other 
interfacing is done via the exchange functions. These binary exchange 
functions are based on a discrete field in an essentially continuous 
material. There is thus some sacrifice of the continuum assuraption on 
which the equations of motion are based. However, the flexibility 
afforded by treating the various materials as distinct fields partially 
offsets this lack of resolution. In addition, the exchange functions 
can be manipulated to give whatever degree of linkage is desired between 
any two fields. 
2.1 Fundamental Equations 
Each field has density, momentum and internal energy transport 
equations which can be described in vector form as 
I 2 + V-(pu) = S (1) 
3t 
Spji 
^-j— + V-(puu) = N - aVp + V « r + pg + D(u - u) (2) 
- ~ + V-(puI) = - pV-(au) + Q + H(T - T) + V*(kaVT) 
+ u$ + A (3) 
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The equation of State, describing the microscopic properties of each 
field is 
p - f(p', I). (4) 
The terms in these equations are: 
p = macroscopic density 
= a p' 
p'= microscopic density 
a = volume fraction of that field 
u = velocity vector 
u = representative velocity vector for other fields 
p = pressure 
g = acceleration due to gravity 
I = specific internal energy 
k = thermal conductivity (function of temperature) 
T = temperature 
T = representative temperature of other fields 
U = viscosity (function of temperature). 
Included in the transport equations are various source and exchange 
functions. 
1. S is a source function for the density transport equation, It 
generally arises from phase transitions, but can also arise (as 
in the case of the fission gas) from nuclear reactions and re-
lease from solid fuel. 
2. A'T is the rate of momentum gain by viscous transfer. 
3. N is a source function for the momentum transport equation, 
arising because of the S function in the density equation. 
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4. D is a drag function to account for the drag between various 
fields. 
5. Q is a source function for the energy transport equation, 
arising from such processes as phase transitions and nuclear 
reactions. 
6. H is an exchange function to the mean exchange teniperature for 
a field. 
7. Ais a dissipative term. It represents the rate of internal 
energy production as a result of momentum exchange, 
8. u$ is the heat term due to viscous dissipation. 
It may be noted here that the density and momentum transport 
equations are in conservative form, while the equation for the trans-
port of specific internal energy is not. The energy equation could 
have been made conservative by transporting the total energy, rather 
than the specific internal energy. But, in fully conservative form, 
slight fluctuations of velocity at high speeds could result in large 
temperature fluctuations. This does not occur in the internal energy 
formulation, compensating for the slight non-conservation of energy. 
These fundamental equations of motion and energy transport now 
need to be considered in detail for a particular field. 
2.2 Density Transport Equation 
Considering field 1, for example, the source function is 
Sl " S31 + S61 - S!3 " S16' 
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where the notation S , for example, denotes the mass per unit time 
per unit volume that is changing from field 3 (fuel vapor) to field 
1 (liquid fuel). 
The source function for the density equation can arise from 
phase changes or (in the case of fission gas) by gas release from 
solid fuel. 
(1) Phase Changes 
Phase changes arise only for the fuel and steel components 
The fission products are always assumed to be in a gaseous 
form. We need to consider phase changes between (a) vapor 
and liquid fields, and (b) liquid and solid fields. 
(a) Vapor-Liquid Interchange 
(i) If there is substantially more of the liquid phase 
(12) then use the following relationv based on kinetic 
t heo ry . 
3 a, a + 
h* P*l 
Sl+g r 72TTR fF[ ' 
where 1 indicates the liquid phase 
g indicates the vapor phase 
a1 = evaporation coefficient 
e 
R = gas constant 
p* = Saturation pressure corresponding to the liquid 
temperature T 
r = radius of vapor bubble 
g 
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a = volume fraction of vapor. 
g 
3a 
g a p 
8">1 r ̂ ß^ V T 
gv g 
where a = condensation coefficient (normally equal to ö. ) 
8c K 
p = gas pressure. 
D 
(ii) If there is substantially more vapor than liquid, use 
3 a i « . P * 
e 1 1 
^g r yi^: rrx • 
3ö 
i 
'z*1 r1 /5S fr 
1 e 
g ot-
and S ? -1 - * 
(b) Solid Liquid Interchange 
A solid is assumed to melt when its internal energy 
exceeds that which is required for melting at that 
particular temperature and pressure. 
(2) Gas Release from Solid Fuel 
The rate of release of fission gas from solid fuel is 
dependent on its concentration in the fuel. Thus, 
9P 
~9l - " ap . S 9 
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where a is a suitably chosen time constant. 
2.3 Momentum Transport Equation 
In component form the momentum transport equation is 
(i) radial direetion momentum equation 
fßS- + i #- (rpuu) + •%- (puv) 
dt r öv oz 
= N - a / + D ( ü - u ) + V 
r dr r 
where u = radial component of velocity 
v = axial component of velocity 
V = radial component of the viscous term. 
The various source and exchange functions are 
1. N is the radial component of the momentum source func-
r 
tion, arising from the S function in the density trans-
port equation. 
Taking the liquid fuel (field 1) as an example, 
N =u_ S + u, S._ - u.(S._ + S.,). 
r 3 31 6 61 1 13 16 
2. D is the drag term accounting for the momentum exchange 
between the different fields. Again considering field 1, 





D ü - l D 
n 
i u ' in n 
In general, the binary drag term between fields m and n 
K (10) 
is given by 
D =l a „ J- + J, mn 2 m n \ r r x m n 
3. 
cn p ' p ' 
3u M 
D 
mn m n u m -
u 
n r r 
m n /v» m n 
A 
u + \i 4(r pf + r p1 ) 
m n n m m n 
> / 
u 
m - W<%-V*+<vn-vn)*}* 
J 
where r = radius of m field particles 
m 
r = radius of n field particles 
n 
th th 
C = coefficient of drag between the m and n 
mn 
fields. 
This binary drag formula will not be used to evaluate the 
drag between the two liquid fields. Rather, the liquid-
liquid drag term will be set to a very high number to 
account for the fact that when these two liquid fields 
intermix, they are fairly well tied to each other. 
V is the radial component of the momentum gain due to 
viscous transfer. For a compressible Newtonian fluid 
this is readily shown to be 
v =if 
r r 9r 
2yr 3u 2 3 . s 2 yr 3v
n 
dr 3 dr 3 dz, 
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2uu , 2 3 , . 2 3v 
--2-+3|ä7(ru) + 3^3^ ? 
3 r ,3v . 3LU , 
It must be noted that the mass exchange terms prevent the 
reduction of this expression to the Standard incompres-
sible form of the viscous term for the essentially 
incompressible liquid fields. Hence the compressible 
form of the viscous term is used for both the vapor and 
liquid fields. 
(ii) axial direction momentum equation 
^ + i £ (rpuv) + £ (pw) 
= N - ctr-E- + D (v - v) + V + pg. 
z dz z 
The axial momentum source function is of the same form 
as its radial counterpart, with the radial velocity 
components changed to the corresponding axial velocity 
components. 
The axial viscosity term for a compressible fluid is 
TT 1 3 r /dv J du\ i 3 r r4 3v 2 3 (ru),, 
V = - T - [yr(-r- + T~)] + -r- {u[- ä öT-T~ H 
z r 3r 3r 3z 3z 3 3z 3r 3r 
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2.4 Internal Energy Transport Equation 
+ Ji -£- + Z^Z (rpul)  ~ (pvl) 
= " r 3r~ ( a u r ) " P äj (0tv) + Q 
+ H (T-T) +±£<rkag) 
+ #- (ka ~) + y$ + A . 
dz dz 
The various source and exchange functions are 
1. $ is the viscous dissipation term, and for a Newtonian, fluid is 
(13) given in Standard textbooks such as Bird as 
• . 2 t ( f a ) 2 + ( H > * + ( £ , V <£ + £>* 
2 rl 3 , . 3Vl2 - 7 - T - (ru) + — ] . 
3 r dr dz 
2. Ais also a dissipative term, representing the rate of internal 
energy production as a result of momentum exchange. The total rate 
for all fields is 
At = 2 £ 2 Dnm [(Un, " U >2 + <V " V )2]. 
n m m n m n / J 
For the mth field, 
A
m
 = A*A' 
m m t 
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where the X 's are weighing coefficients such that JT X = 1 . 
m ** m 
m 
3. H is the energy exchange function between the various fields. For 
the example of field 1, 
Hi" * V 
n 
and H T = l H T , 
1 1 r In n 
n 
n*l 
The different binary energy exchange functlons that must be consid-
ered are liquid-vapor, liquid-solid, vapor-solid, liquid-liquid, 
vapor-vapor, and solid-solid. 
(i) Liquid-vapor: 
For low Reynold's number, the energy exchange function for 
(14) liquid droplets in a continuous vapor is shown by Soo to be 
et- 3k 
"gi - <;r> T * • 
8 r i 
where subscript g indicates the vapor 
subscript 1 indicated the liquid 
r = radius of liquid droplet 
k = thermal conduetivity of the gas. 
(ii) Liquid-solid: 
4iTr2 3 h 
H = h S- = 3£ * 







heat transfer coefficient between the 
solid particle and the liquid 
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(iii) Vapor-solid: 
This can be treated analogous to the liquid-solid 
case, by replacing the liquid parameters by the corres-
ponding vapor parameters. 
(iv) Liquid-Liquid: 
The liquid-liquid energy exchange function is set 
to a very high value because the substantial intermix-




This is also set to a high value beeause of sub-
stantial mixing between the vapor fields. 
(vi) Solid-Solid: 
When there is substantial solid present, this 
exchange function will be in the form of a heat contact 
conductance between the two stationary solid fields. 
Some fraction of this contact conductance is used between 
small solid particles in motion, to account for the de-
creased contact area. 
4. Q is a source function for the internal energy transport equation, 
arising from phase transitions and nuclear reactions. 
Q = Q u + Q 
phase nuclear 
We need to consider two types of phase changes 
(i) liquid-vapor^12^: 
Q u = S -vT I1 <
T ) " Si-v Xi C V ^phase g+1 1 g l̂ g 1 1 
liq 
P 1 C 1 
Pl Cl + P8 C P g 
S, K (TJ - S - h_ (T ) 
l+g fg r g-̂ i fg g 
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Q u = si 
phase l-*g 
vap 
I (T.) + p„ v (T ) 
g l g fg 1 
S , I (T ) + p v_ (T ) 




Pl Cl + Pg CP, 









hp (T ) 
fg 1 





source function (in the energy equation for the 
liquid) due to a liquid-vapor phase interchange 
source function (in the energy equation for the 
vapor) due to a liquid-vapor phase interchange 
internal energy of the liquid at the gas Saturation 
temperature T 
internal energy of the gas at the liquid Saturation 
temperature T 
latent heat of vaporization at the liquid Saturation 
temperature T 
latent heat of vaporization at the gas Saturation 
temperature T 
g 
change in specific volume due to evaporation at: the 
liquid Saturation temperature T 
change in specific volume due to condensation at the 
gas Saturation temperature T . 
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In these expressions, the work terms due to phase changes have been as-
signed entirely to the vapor. The heat of vaporization required for the 
phase change is drawn from each phase in proportion to its heat capacity 




ŝ -1 1 s 
S I, (T ) 
l->s 1 1 
Pl Cl 
pl Cl + ps Cs s->-l ls s 
l->s ls 1 




pl Cl + ps Cs 
S h (T ) - S_ h C O 
s-KL ls s 1-̂s ls 1 
where 




= internal energy of the liquid at the melting tempera-
ture of the solid T 
s 
= internal energy of the solid at the solidification 
temperature of the liquid T 
h. (T ) 
ls s 
ls 1 
= latent heat of fusion at temperature T 
= latent heat of fusion at temperature T . 
The source term due to nuclear heating, Q , is based on the reacti-
nuclear 




The complex equations of motion and energy transfer are impossible 
to solve analytically, necessitating the formulation of a numerical Sol-
ution. This requires a numerical scheine which can be programmed for use 
on a large Computer so as to achieve meaningful results in a reasonable 
amount of calculational time. 
Analytical methods yield Solutions to differential equations at 
every point in the domain, while numerical Solutions are applicable only 
at discrete points. Thus, basic to any numerical scheme is the choice of 
a mesh and the location of variables in this mesh. A fixed set of cells 
is chosen to zone the region of interest as shown in Figure 1. Each of 
these cells is a cylindrical annulus of width 6r and height <5z. The 
total number of cells will be based on computational time, available Com-
puter memory and desired accuracy. Within a cell, the radial velocity 
components are indexed on the sides of the cell, the axial velocity 
components on the top and bottom, and the scalar variables like density, 
pressure and internal energy at the cell center as in Figure 2. This 
(1 f.\ 
placement of field variables is based on its ability to achieve con-
servation without the necessity of involving cells which are not the 
immediate neighbors of the calculational cell. The use of distant cells 
would add to the complexity of the Solution procedure and might intro-
duce considerable error. 
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FIGURE 1. Axisyannetric Two Dimensional Computing Mesh 
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FIGURE 2. Location of Variables and Indices 
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The equations of motion and energy transfer can now be solved for 
each cell by replacing the differential equations with finite difference 
approximations, and choosing an iterative scherae to proceed through the 
difference equations. However, for this Solution to depict a particular 
flow Situation, the variables must satisfy certain physical constraints 
(in the form of boundary conditions) at Container boundaries and at 
sorae material interfaces (for example, between a substantial solid region 
and a liquid or a vapor region). 
The rest of this chapter is devoted to these aspects of the nume-
rical scheine. The finite difference approximations to the equations of 
density, momentum and energy transport are presented in Sections 3.1, 
3.2 and 3.3. Section 3.4 details the Solution procedure for these dif-
ference approximations, the stability analysis is discussed in Section 
3.5, and some boundary conditions for the velocity and temperature are 
listed in Section 3.6. 
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3.1 Density Transport Equation 
The differential equation of density transport is given by 
3p., 1 9_ (Pur) a_ (pv) 
3t + r 3r 3z " b' 
where p = raacroscopic density 
= ap ' 
p' = microscopic density 
a = volume fraction of a field 
u = radial component of velocity 
v = axial component of velocity 
S = density source function. 
This differential equation can be replaced by a finite difference 
approximation which is first order accurate in time, and second order in 
space. Thus, for cell i, j we have 
[n+1 j j ] , fn+1 . n+1 . | 




fn+1 y x j+l
 n + 1 / v j 
<pv> j - < p v > J 
2 2 
2 I " S i ' 
where i = radial coordinate index 
j = axial coordinate index 
n = time step index 
6t = time step. 
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All quantities not time indexed are evaluated at the n time step. 
The source function, S, is readily obtained by evaluating, for cell i, j, 
the parameters in the S expression of Chapter II. 
The difference approximation must deal with convective fluxes of 
cell centered quantities, such as p.. This convective flux is the pro-
duct of the normal velocity component and that quantity. Thus the con-
vective flux of density across the right hand face of cell i, j is 
(up).,,. But this flux is based on the concentrations of the specified 
i+l_ 
quantity in the two cells (the donor cell and the centered cell) which 
form the interface. The properties of both centered and donor-cell are 
(9) combined in the partial donor-cell technique to yield a flux expression 
of the form 
< u p > J = uJ 
i+1 i+1 tl+K)ßi + ( 1 - O P L , 
' - L 2 x 2 
2 2 L z 
where £ depends on the parameters ß and 6 as 
£ = (ß û  6t)/6r + 9 sign (u;j ) . 
O 1+1 O i"rl 
The input coefficients ß and 9 can take on a ränge of values between 0 
o o 
and 0.5, assuming that |u |6t/6r < 1_ everywhere. The simplest choice of 
max — 
9 = ß = o (£= o) leads to a purely space centered flux which is readily 
shown to be numerically unstable unless counteracted by an added dif-
fusion process. 
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Selecting 6 =0.5 and 3 = o reverts to the Standard donor-cell 
o o 
differencing method where, for example, 
<>>i i+I 
2 
pi if u!+ i 1 ° 
Pi+1 « u ^ < 0 
2 
On the other hand, this Standard donor-cell differencing is omitted en-
tirely by choosing 6 = o and $ = 0.5 (a fully interpolated donor-cell 
form). In the more general case, one chooses both 9 and 3 to be non-
o o 
zero which provides some control on truncation errors without the need for 
explicit diffusion. 
The convective flux terms for the finite difference representation 
of the density transport equation are given by 
n+1 < p u r > J 
i+1 
2 
n+1 j I i 
pi + (2 
n+1 j 
- O P i+1 
n+1 . where 




J+I < P V > ^ -
n+1 j + i 
v . 2 
l 
( } + o
 n + i P i + ( i - o n+ipi+i 
where 
5 = 
n+1 j+1 ,n+l j+JL 
(3 v . 2 6 t ) / 6 z + 6 s ign l v, 2; 
o i o i 
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3.2 Momentum Transport Equation 
(1) radial direction momentum equation 
3pu , 1 3 , N 3 , s 
TT + 7 37 (rpuu) + li (puv) 
= N - a & + D(ü - u) + V 
r 3r r 
In this equation, 
N = radial component of momentum source function 
r 
p = pressure 
D = drag term 
u = representative radial velocity component for other fields 
The radial component of the viscous term, denoted by V , is 
1 3 2 3 2 3v i c) r„ du Z d ( v Z dVn 
V = - -5- L2yr -r -r̂  r~ ru - -rur -r-J 
r r 3r 3r 3 3r 3 3z 
2uu L _2 y_ _9 
2 + ! £ £ ( » > + * 
2_ ŷ  _3v 
3 r 3z 
. 3 r /3v 3u n + ̂ 7 ^(3?+3l)]-
be 
The differential equation for radial momentum transport can then 
approximated at the point i + —, j by 
6t 




<puur>*!+1 - <puur>~! 
37 
+ r ^ 
<puv> t -
4 
<puv> \ L 4 4 
/XI . 1 n+1 j r n + l j n+1 j - i / x 
= (N )J - aJ [ pJ - pJJ/ ör 
r i-e n4 i+1 i 
+ 
1 + 2 L 1+? 1 +2 J 1+I 
where all non-time indexed terms are evaluated at the n time Step. 
The radial momentum source function (N ) and the drag term (D) are readily 
obtained by evaluating, at the point i + —, j, the parameters in the N 
and D expressions of Chapter II. Quantities to be evaluated at points 
in between those at which they are indexed in the mesh are obtained by 
simple linear interpolation. For example, u. = "r(u .. + u 1 ) . 
2 ^'2 
The convective and viscous terms in the finite difference expres-
sion are calculated as follows. 
(i) <puur>^ = u3± r± (| + 0(pu)
j
 % + (± - O (pu)
j 
L i-7 i+7 J 
where £ = (3 û  6t)/6r + G sign (uJ) 
o i o ° i 
1 2 i - 1 i-f^ 
1 2 X^F 
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It may be noted here that in a momentum convective flux expression, the 
pu term must not be thought of as a density flux term and evaluated by 
another convective flux expression. Rather, it is directly obtained from 
the Solution of the momentum equation at the previous time step. 
( i i ) <puv> 
•JL • aA r 
J+2 = ^ Hl + 
-i -1-*— -T - i - — ^» 
| + ^ ) (pu) j 1 + ( j - C)(pu)
j+J 
i+r i+r J 
•J: - J I 
J H — j+— 
where i = (3 v ? 6t)/<5z + 6 s ign (v ?) 
° -A.1 ° -_iA 
I + 2 H l 
1 r l ± l . J . 
j+2 i r j + 2 \ J + J I 
r 1 = T v- + v 
±4 2 i x i+i ] 
(iii) (V ) J = 
r . . 1 M ^ r, r Jr 1 Hi+1 i+1 
i+2 4 •






3 Mi+1 1,3 3 * 3 " u J 1 r . 1 
L x+z 1+j i+£ i+ j j 
/<5r 
+ H u L i r i • u J i r i 
i+r- i-hr i - ~ i-L 2 2 J 
/ ö r 
I yJi+l r i+l 
.JL . 1 
J4"2 J " 2 




3 M i i 
1+^ a-2 
v. - v. 
i I 
/ö: 
-2(yu) j 1 / ( r
2 ) x + 1 J 
i + 2 i + 2 




J 2 J 2 
v - v 
i + 2 ± + ^ 
|/ft«)(r1+i) 









. , 1 
(.;i-^)«-p,-»s)«.]j. 
2 *" 
where the interpolated terms are 




i / 4 + 4 
2 \Vi + vi+l 
1+2 
4 
f (Uj + PJ.+1) 
4(^ + ̂ i^i± 1 + ^ ) 
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(2) axial direction momentum equation 
3pv , 1 3 / >v 3 / N 
TT + 7 i7 (rpuv) + äl (pvv) 
= N -a-^- + D(v - v) + V + pg, 
Z dz Z 
In this equation, 
N = axial component of momentum source function 
v = representative axial velocity component 
The axial component of the viscous term, denoted by V , is 
z 
1 8 r ,3v . 9uN T 9 r rA 8v 2 8 , * •,-> 
V = - 3- [ur (— + ̂ -) ] + -T- (u [-r ̂  T~ T~ (ru) ' 
z r dr 3r dz dz 3 3z 3r dr 
The differential equation for axial momentum transport can then be 
approximated at the point i, j + — by 
6t 
n+1, J+2 fn ,
3+2 
(Pv) -(Pv) r. 6r 
1 
J+2 J+2 <puvr> 1 - <puvr> -
+ 6z 
<pvv>J - <pvv>:l 
i 1 
J+2 n + 1 J+2-
(N ) ^ - a. 2 
z .. 1 
1 


















Again, all non-time indexed terms are evaluated at the n time Step, 
and the axial momentum source function (N ) is readily obtained by eval-
uating, at the point i, j + —, the parameters in the N expression of 
Chapter II. Quantities to be evaluated at points in between those at 
which they are indexed in the mesh are obtained by simple linear Interpo-
lation. 
The convective and viscous terms in the finite difference expres-
sion are calculated as follows. 
(i) <Puvr> = u 
1 J+2 1 ( f + ^ X p v ) . 2 ^ 
1 1 
5)(pv)±+J 
j -4 j+7 
where £ = (3 u f öt)/ör + 9 sign (u 7) 
o . l o . l 
l 4 2 l H T 
U 
4 2 ^ 
(ii) <pw> i-*i[<i 
I i 
+ C)(pv)i 2 + (~~ O(pv) 
where E, = (3 v^ öt)/6z.+ 0 sign (v^) 
o i o i 
1 
1 J~2 J" 
|(vi + v± 
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3.3 Internal Energy Transport Equation 
The transport of specific internal energy is given by 
tfMi^+i^« 
= " r fr <aur) " p h (av) + Q 
+ H (f-T) + I 1p (rkc ff) 
+ ll (k° f > + »* + A> 
where Q = internal energy source function 
H = energy exchange function 
T = representative temperature of other fields 
T = temperature of field 
k = thermal conductivity 
A = internal energy production due to momentum exchange. 
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An e x p l i c i t form of the f i n i t e d i f f e rence r e p r e s e n t a t i o n of the 
energy equa t ion a t the po in t i , j i s 
^ [ n + 1 ( p l ) i - » ( p l ) } ] + ^ [ < P l u r > ^ - < P I u r > | _ i ] 





r . , 1 (ctu)^,1 - r 
i+2 1 + 2 ± 
-i (av)-f 2 - (a-v)3. 
J . (au>*-I 
2 1 2 J 
6z 
+ i 6 r r 4 (ka )i4 (Ti+i-Tl)/6r - r±4 ( k a ) U ( T H _ ! ) / ^ 
Iz | <ka)l42" (T^+1-TJ)/öz - i 
+ (y*)^ + Â  
i l 
a)J 2 (ri-T^ 1)/öz l 
The new internal energy value can be obtained directly from this 
explicit fornulation. However, the density and moraentum transport equa-
tions, which have been written in an implicit fashion, must be solved 
simultaneously by iteration. The Solutions of these implicit equations 
are carried out before proceeding to the explicit energy equation. Hence, 
the latest known values of the density, pressure, volume fraction and 
velocity components can be used in the energy equation, except in the 
time term, (PI)., which must be evaluated at the n time step. The 
convective terms are also calculated with the old values of the density 
and internal energy. 
The source and exchange functions are readily obtained by 
evaluating, at the point i, j, the parameters for these functions in 
Chapter II. Linear interpolation is used for quantities at points in 
between those at which they are indexed in the mesh. 
45 
The convective and viscous dissipation terms in the finite differ-
ence expression are calculated as follows 
( i ) < p l u r > l l - r i + i u ^ l ( | + € ) ( p i ) J +• ( | - « ( P i > i + 1 
where 
J 
( ü ) 
5 = ( ß o ^ + i « t ) / « r + 9 Q s ign ( u ^ ) 
<Piv > | 4 = VJ4 f (i + O(PI)J± + (} - ü(Pi)f
x 
where 
( i i i ) ^ = 2 
1+ 1 1+ 1 
£ = (3 v . J 2 <5t)/6z + 0 s ign (vi 2) 
O l O 1 
((«i+L - 4 — ) / 5 r 12 + ( u i / r ± )
2 + ^ i ^ - vj 2>/*z ( 
(u~[ 2 - u^ 2 ) /6z + (vj+l - v^/6r J 
1 
f { ^ <r4 4 } - r 4 ui-i>+ ^ + i - *i«/«« 
where , 
«J± « { (u
J
i+i + ulj) i <c i - r j i 2 
. .1 
u -2 = 7 - ( u , , l + u . 1 + u —, + u —. ) 
l 4 i+rr i—r . J- . 1 
2 i - j i-
^ 
4+i iJL -JL -JL 
I (v] 2 + v ! 2 + v J " T + v J 2 ) . 
1 i+1 i+1 
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3.4 Solution Procedure 
The finite difference representations of the equations of density 
and momentum transport in the preceding sections are in an implicit for-
mulation, necessitating a simultaneous iterative Solution. The itera-
tive procedure follows the multi-field approach of Harlow and Amsden 
Once the Solutions to the equations of motion are known at a given time 
step, the explicit energy equation can be solved directly using the new 
velocity, pressure and density distributions. 
The Solutions of the finite difference equations are carried through 
successive time Steps, making use at each time level of quantities eval-
uated at the previous level. Thus, the momentum equations can be re~ 
written in the form 
n+1 j n+1 j rn+lj n+1 j 
(ptO^l = (X ) J + D J ^ 6t u ̂  - u ^ 
1+2 r ±+i
 1+2 [ 1 +I x+2 
n + i J i x«. r n + i J n + i J 1 /*v + « i + i
 6 t
 P i - P i+i /«*= 
•al -A. -Ji r 1 • 
( / •v )^ = (x )^"T + ri"*I 6t n + 1 j" 
z i l I v 
c ^ t fn+1P{ -
 n+1
Pf
X j / 6 Z 
. J + T _ ,v ^+T j . nl+T ^ fn+1 j + j _ n + V j ^ 
l 
+ "Vig«t. 
where X and X are those terms of the radial and axial momentum equa-
r z 1 
tions which are evaluated at the preceding time step. Thus, 
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A test of the convergence of the iteration scheme is to see how 
well the density transport equation is satisfied. Therefore, let 
n + V j - f n + v - P̂  I 
i [ i i J 





n+1 < P V > J 4 -
i 
n+l 





Then, the iteration scheme for solving the implicit equations of 
motion converges when B is sufficiently close to zero. 
The Solution procedure at each time step consists of an ex-
plicit part and an implicit part described in detail below. 
Explicit Calculation 
At the beginning of a time step, the values of the field 
variables are known in all the cells. Begin each time cycle by 
using the equation of State for each field to calculate a new 
pressure based on the latest known values of the density and in-
ternal energy. Then initialize the velocity components by a 
simple reformulation of the momentum equations, recognizing that 
all quantities are from the previous time step, except the new 
pressures. Thus, 
ü , l - <VJ4 + ^ at [*i - *i+i ] / « r 
+ ( D u ) - M 6 t 1 + 2 
p ^ l + D^ 1 6 t 
l 4 T 1+2" . 
and ^ j+2 = (X ) j + 2 + a j + 2 6 t ß j - ^ 
Z i i l i i 
j + 1 /6z 
p J ^ 2 + D ^ 6 t • . M i i 
J 
In these and subsequent equations, a tilde above a quantity indi' 
cates an unconverged value at the current time step. 
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The new v e l o c i t y components y i e l d the new dens i ty as 
(?i = PJ. + 6t I <pCir > J i J . - < P
a r > | + i ( /(r±«r) 
[< »oi'1 - K^y^ J /««- si 
When the velocity and density calculations are completed 
for all the fields in a cell, determine the new volume frac-
tions of the less compressible fields (liquid and solid fields) 
by 
&{ = o\h\ 
where p' is the microscopic density at the temperature and 
pressure of the previous time step. This microscopic density 
is expected to remain fairly constant. 
Thus far in the explicit part of the Solution procedure, 
all calculations have been done independently for each field. 
However, the vapor fields, which are highly compressible, now 
need to be equilibrated in pressure (following the method des-
cribed in Appendix A) such that their volume fractions add up 
to the volume fraction not occupied by the liquid and solid 
fields. This pressure equilibration yields both a new pressure 
for the vapor fields and a set of volume fractions corresponding 
to the equilbrium pressure. 
Having obtained a new set of velocity, pressure, density 
and volume fraction distributions for all the fields in all 
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cells, one can begin the implicit part of the calculation and iter-
ate toward the final values for this time step. 
2. Implicit Calculation 
The implicit part of the Solution procedure consists of an 
iterative process dependent on the magnitude of the discrepancy, 
B, in the density transport equation. New pressures, densities and 
velocities are calculated based on the value of B, and the Iteration 
continued until B is sufficiently small. 
At the start of each iteration, one knows the velocity, pres-
sure and density distributions for all the fields, either from the 
previous iteration or the initialization process. B can then be 
calculated from the density transport equation. For the vapor 
fields, which are highly compressible, B is given by 
& = 
1 
i - P| ] /at 
[ < P Ü r > ^ - < P Ü r > S ] / ( r . S r ) 
r<pv>j4- < » j - r j /6z 
- s3. 
1 
In the case of the essentially incompressible liquid and solid 
fields, the total derivative of the density can be taken to be 
zero, leading to a simpler expression for B as 
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i - ü|_JL r J. 1 /(r±ör) si • *} < I a i4 r 4 
v j +2 - v j 2 /6z } -SJ 
The pressures of each field are then incremented by a relaxa-
tion technique as 
»{- - g } \ 
where the derivative term is obtained by differentiating the den-
sity transport equation with respect to the pressure as shown in 
Appendix B. Since this is an iterative process, the derivative 
can be simplified for computational ease, as long as the conver-
gence rate is not significantly retarded. 
The equations of State are now used to calculate the micro-
scopic densities related to the new pressures. These microscopic 
densities and the volume fractions from the previous iteration 
then yield the new macroscopic densities for the compressible 
fields. 
For the less compressible fields the macroscopic density is 
evaluated as 
pJ. = pj + 6t j J<pür>J _ i - <pür> j± + 1 jj /(r± 6r) 
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All calculations thus far in the implicit part of the Solution pro-
cedure have been essentially independent for each field. At this stage, 
then, the pressures of the compressible fields are equilibrated keeping 
their macroscopic densities constant, as described in Appendix A of this 
report. The process yields both an equilibrium pressure, and a new set 
of volume fractions corresponding to this pressure. The sum of the vol-
ume fractions of the compressible fields is the same before and after the 
equilibration. If the total volume fraction of the compressible fields 
is above a specified minimum value, the equilibrium pressure also serves 
as the pressure for the less compressible fields. 
The new pressures, densities and volume fractions can now be used 
to calculate the velocity components independently for each field as 
üj l = J (X ̂  . 1 + aj . 1 6t I tv! - P^ ., I /ör 




v j 4 = > (Xz)
j4 + aj+2 3t j pj - pj+1 /6z 
j +L 1 ) ( .A . 1 ) 
+ ( ^ ^ ö t + ^ ^ g ö t j / j p ^ + D ^ 2 ö t > . 
In these expressions the velocities of the other fields used in 
f-he drag terms are the velocities from a previous iteration, i.e. they 
are changed only between iterations and the velocity of a just calculated 
field is not substituted in another field's calculation during an itera-
tion. Once the new velocities are obtained for all the fields, the 
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value of B is calculated and the iteration repeated until B is suffi-
ciently close to zero. 
When this condition is reached, the densities are recalculated as 
p i = p i + 6 t ) f< p G r >i- i -<pü r>l+i | / < v 
+ [<P*>i"2- <Pv>H 
r) 
/6z - S3. 
with the volume fractions of the less compressible fields then being ob-
tained from 
a{ = P|/P' . 
The compressible fields are equilibrated in pressure to yield a new pres-
sure for the vapor fields and a set of volume fractions corresponding to 
the equilibrium pressure. 
The equations of density and momentum transport have now been solved 
for that particular time Step and one can proceed to the internal energy 
equation. Since the energy equation is in explicit form, it can be 
solved immediately using the latest known velocity, pressure and density 
distributions as explained in Section 3.3. The new temperatures are ob-
tained from the internal energies using the specific heats. The micro-
scopic densities of the compressible fields are updated at the new temp-
eratures, and the corresponding macroscopic densities are evaluated 
using the volume fractions. The pressures of these compressible fields 
are then equilibrated to get an equilibrium pressure and a set of volume 
fractions corresponding to the new temperatures. This then results in a 
final set of values for the densities, pressures, internal energies and 
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velocities for each field for that time Step. 
The Solution of the equations of motion and energy transfer can 
now be advanced through subsequent time Steps by repeating the proce-
dure described in this section. In this manner, the Solution is carried 
through the desired length of time. 
3.5 Stability Analysis 
The finite difference schemes presented in the preceding sections 
for the equations of motion and energy transfer need to be examined for 
stability, to preclude diverging or oscillatory Solutions. Linear dif-
ference equations, with constant coefficients, can be analyzed for stabi-
(19) 
lity using a well known Fourier method proposed by von Neuman . How-
ever, the equations of interest are nonlinear with variable coefficients, 
and no Standard method exists for their stability analysis. Some idea 
of their stability can be obtained from a modified analysis of a linear 
approximation of the equations, but this could be seriously in error. 
Heuristic methods must be resorted to in order to gain an idea of 
the stability of these nonlinear equations. One such method proposed by 
Hirt consists of reducing a finite difference equation to a differen-
tial equation by expanding each of its terms in a Taylor series. The 
lowest order terms in the expansion must represent the approximated dif-
ferential equation. All higher order terms are truncation errors asso-
ciated with the finite difference approximation. By comparison with 
known linear examples and test problems, Hirt demonstrates that stability 
conditions can be obtained from an examination of these truncation errors. 
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In the case of the equations of fluid mechanics, this truncation 
error technique requires that the coefficients of diffusion-like terms 
be positive for stability. The methods suggested by Hirt and 
/1g\ 
Warming were carried out for the finite difference representations 
of the preceding sections. The process is too cumbersome to be detailed 
here, but is detailed in Appendix C. Only the final modified equations 
are presented here for the equations of density, momentum and energy 
transport. In each case, the coefficients of the diffusion-like terms 
on the right hand side of the equations must be positive for stability. 
(i) density transport equation 
1«2> T » £] 
_, _D (6z) 3v + 6z . \3_c; 
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1 U - ) 
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c - fo 6 t \n+l j - e . . ,n+l j - e . 
^ " (ß0 Jij v i + 0O S l g n ( v l > 
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(ii) radial direction momentum transport equation 
S f + 7 ^ < P " u r ) + k ( p U V ) = N r - a ^ + D ( " - U ) 
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(iii) axial direction momentum transport equation 
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(iv) internal energy transport equation 
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3.6 Boundary Conditions 
A variety of boundary conditions can be applied to the fuel motion 
model. In this Section are presented some conditions for the velocity 
and temperature at the Container boundaries for a confined flow problem. 
The implicit treatment of the pressure and velocity, as detailed in Sec-
tion 3.4, despenses with the need for pressure boundary conditions. 
Boundary conditions also need to be used within the Container it-
self, as for example, between a substantial solid region and a liquid 
or a vapor region. These conditions are similar to those at the Contain-







> l i i l l 
1 1 i | 1 1 


















FIGURE 3. Cell Numbering 
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The numerical application of boundary conditions at the Container 
boundaries is greatly simplified by the introduction of a fictitious 
band of cells on all four sides of the mesh, as shown in the planar view 
in Figure 3. In this case, the real mesh consists of J cells in the 
axial direction and L cells along the radius, indexed as indicated. 
The transport equations require two boundary conditions in r and 
two in z for the temperature and both velocity components. These boun-
dary conditions and their numerical forms are presented below. 
1. radial velocity 
Along r: _9u. 
3r 
= 0 
r = 0 
r = R 
= 0 
Along z: = u = 0 [no slip for solids and liquids] 
2 U \ Z c* 
or 
au 
dz z = 0 
du 
dz 
= 0 [free slip for vapor] 
z = Z 
In numerical form these conditions become 
Along r: u .. = u 
l-J 2 ^ 
uJ , = 0 
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= U 1 
1+2 
2. axial velocity 
Along r: V 













Along z: V 




z = Z 
= 0 
In numerical form these conditions become 
j+2 J+J 












Along z: 4 = 0 
-f 
= 0. 
3. temperature (energy) 
II 
3r = 0. r = 0 
At the other three boundaries specify 
(i) constant T 
or (ii) heat transfer coefficient and environment tempera-
ture. For example, the other three boundary conditions could be 
= T 
z = 0 o 
= T 
z = Z Z 
k 3r 
= h 
r = R 
T | „ - T I 
lr * R e J 
where k = thermal conductivity 
h = heat transfer coefficient 
T = environment temperature. 
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In numerical form the flrst three conditions become 
-"J _ T-ij 
T. = 2T -TT 
i o i 
r.J+2 om mJ+1 
T. = 2T - T. 
1 Z I 
The last boundary condition, involving the heat transfer coefficient, 
takes the form 
- k r r i j ITlJ L+2 "" L+1 
/6 r = h —(TJ + TJ ) 2V L+2 L+ r - T 








The numerical scheine for analyzing fuel motion has been programmed 
for use on the CDC Cyber 70/Model 74 at the Georgia Institute of Tech-
nology. This program, written in FORTRAN 4 and named PLOFA, is design-
ed for the efficient Solution of multi-field confined flow problems. 
Though geared for a seven material loss-of-flow problem, PLOFA has been 
designed to allow the inclusion of additional mc.terials without substan-
tial difficulty, and it can be modified for use in a wide variety of 
flow situations. The basic PLOFA setup is described in Section 4.1, 
while Section 4.2 summarizes previously documented tests of PLOFA, Two 
dimensional and one dimensional calculations of a multi-field case, 
beginning with a solid and proceeding through melting and liquid vapori-
zation is presented in Section 4.3. 
4.1 Basic PLOFA Setup 
The program begins by requesting input data describing the mesh, 
material properties and specifications, and Output frequencies. Mater-
ial Information is input region-wise, rather than cell-wise, where a 
region is defined as being a rectangular region (in the radial-axial 
cross section) comprising an integer number of cells with non-varying 
material data. 
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Once the input data processing is completed, the code begins the 
hydrodynamics by calculating the explicit terms in the momentum trans-
port equations. Velocity fields are then initialized, the macroscopic 
densities are computed from the density transport equations, followed 
by volume fractions and pressures corresponding to these densities. 
The implicit part of the calculations is now begun and an iterative 
Solution obtained to the momentum and density transport equations. The 
specific internal energy is then directly obtained from an explicit 
Solution of the energy transport equation. 
At the end of a cycle, if the problem time matches an Output, re-
quest time, Output processing takes place and the user is supplied with 
printed and/or graphic Output as desired. 
The calculational cycles have been written to minimize mathemati-
cal Operations that require longer processor times, and transform them 
into ones which require shorter processor times. All subroutines are 
without arguments, thus considerably decreasing the processor time 
involved in a CALL Statement. Information transfer is achieved via 
COMMON and EQUIVALENCE blocks, which also serve to reduce Computer core 
requirements. Each subroutine has multiple entry points, which further 
contribute to programming efficiency. 
While the motion studied is two dimensional, and it might therefore 
seem appropriate to have doubly dimensioned variables, the use of mul-
tiply dimensioned variables in a high level language such as FORTRAN 
appears to be a needless drain on processor time. PLOFA reduces all 
multiply dimensioned variables to singly dimensioned variables, without 
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sacrificing the increased readability associated with multiple indices. 
This is done by using meaningful representations for the Single indices, 
and Computing all neighboring indices in terms of a Single cell index. 
Also, half indices, required by the vector velocity fields, are handl-
ed by the same cell index as for the scalar fields. The program auto-
matically picks the correct position (cell center or cell edge) depend-
ing on the variable. 
In spite of the tremendous care taken to reduce PLOFA's memory 
requirements, it has always been realized that cases can very easily 
be reached where execution of PLOFA would necessitate using a very high 
fraction of available Computer core, causing unnecessarily slow process-
ing in the multi-processing environment of most large Computers. 
Further, it might require more core than is available on a university 
type Computer with tight budgetary restrictions. PLOFA has therefore 
been designed to run either in the Standard form (where core require-
ments are dictated by the problem being run) or in a limited small size 
core. The latter option (which can be selected via the input data) is 
achieved by keeping in core only the row of cells being processed, its 
immediate lower neighbor and its immediate Upper two neighbors. When 
the current row calculation has ended, its lower neighbor which is now 
no longer needed is stored on disk and a Single new row of data is 
entered in its place. By a dexterous handling of the cell and row 
indices, PLOFA eliminates any need for reshuffling data when a new row 
is read in. Sequential files are used for this type of Information 
transfer between disk and core. However, the Output plot processing 
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requires data from cells in a non-regular fashion (unlike the hydro-
dynamics calculations) which would be highly inefficient with sequen-
tial files. Random access files, with proper indexing, are used in 
such cases to achieve efficient use of processor time. 
4.2 Prior PLOFA Tests 
It is essential in the formation of a complex Computer program 
that constant tests be made to check the accuracy of the programming 
and determine the workability of the program. This philosophy has been 
basic to the development of PLOFA. Included in the experimentation 
have been comparisons with the results of (1) a Computer program 
written at the Los Alamos Scientific Laboratory, (2) an analytical 
Solution, (3) an approximate analytical Solution, and (4) results pre-
sented at a technical review meeting. All of these cases have been 
(21,22,25) . A . 
described m previous reports and are summarized in this sec-
tion. 
Early in its development, a simple Version of PLOFA was compared 
with the two field KACHINA fluid flow program. In this test case, 
documented in Reference 21, a vapor-liquid mixture initially at rest 
and nonuniformly distributed in a closed cylinder was studied as a 
function of time. PLOFA's calculations of the behavior of this mixture 
compared well with KACHINA calculations. 
Comparison with an analytical Solution of a fluid dynamics problem 
was performed by testing PLOFA against the exact starting flow Solution 
of Szymanskiv '. Here, fluid which is initially at rest in a long 
pipe of circular cross section is suddenly subjected to a constant 
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pressure gradient. The fluid begins to move under the influence of 
viscous and inertial forces, with the velocity profile asymptotically 
approaching the parabolic distribution in Hagen-Poiseuille flow. Essen-
(22) 
tially perfect agreement was obtained with the published results 
(23) 
of Szymanski 
In yet another test, PLOFA was used to calculate the flow in an 
internal natural convection problem. A closed circular cylinder is 
completely filled with fluid which is initially in a stably-stratified 
State of rest. The temperature of the Container walls is then impul-
sively changed, such that the Upper half of the wall is heated with a 
linearly increasing temperature distribution, and the bottom half 
cooled with a linearly decreasing distribution. PLOFA results for the 
flow that develops are documented in Reference 22. An approximate 
analytical Solution to this problem has been obtained by Jischke and 
(24) 
Doty . PLOFA calculations do not agree quantitatively with this 
Solution because of the many approximations made by Jischke and Doty 
in attempting to derive an analytical Solution to a complex flow pro-
blem. However, qualitative predictions made by both modeis are in 
unison. 
A totally compressible mixture of fission gas and fuel vapor, 
initially at rest and non-uniformly distributed in a closed cylinder, 
formed the basis for another problem studied by PLOFA. The transient 
distributions of velocity, volume fraction, density, pressure and 
(25) 
temperature that develop have been described in a previous report 
These results were also presented and discussed at a technical review 
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meeting attended by internal ERDA reviewers and external invited re-
viewers from the Los Alamos Scientific Laboratory, Argonne National 
Laboratory, Hanford Engineering and Development Laboratory, and General 
Electric. 
4.3 One and Two Dimensional Loss-of-Flow Accident Results 
This section presents the results of the initiation phase of an 
LMFBR loss-of-flow accident using a two dimensional fluid dynamics 
model, and compares these calculations with one dimensional modeling. 
At the Start of the accident the fuel is enclosed in solid steel 
cladding. Both materials are undergoing a temperature increase because 
of the cessation of sodium coolant flow to the model Channel as a re-
sult of some catastrophic event. The steel melts first, followed by 
center line fuel melting which proceeds radially outward. Eventually, 
partial fuel vaporization occurs in the center of the Channel. The 
accident initiation phase is ended soon thereafter, to give way to 
whole core treafment during the core disruption State. 
The accident analysis described in this section lacks direct reac-
tivity feedback due to fuel motion. This is because PLOFA was design-
ed with the objective of being part of an overall safety analysis 
System of codes. In such a system, the fuel motion module would 
receive neutronic feedback from the reactivity modules in the code. 
The effect of the neutronic coupling would be to increase the disuni-
formity in the power generation, adding further to the need for two 
dimensional modeling of fuel motion. 
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(a) Two Dimensional Results 
The closed cylindrical region, constituting the model Channel, 
is divided into 6 equal radial cells and 7 axial cells. The mesh 
spacing was chosen from past experience with similar problems, wherein 
it was observed that this choice of a mesh could accurately represent 
the derivatives that had been numerically approximated in the finite 
difference equations, without wasting valuable Computer core storage. 
The cylinder is zoned into four PLOFA regions [each region being an 
annular region comprising an integer number of cells with non-varying 
material data], as shown in the half cylinder of Figure 4. 
Region 1 is a solid fuel [80%] region with confined fission gas 
[20%] . It encompasses the first 5 cells radially, and all cells 
axially. As shown in Figure 87, a parabolic temperature distribution 
is imposed both axially and radially, with a 300 K axial temperature 
difference between the mid-axial region and the two ends of the cylin-
der, and about 700°K temperature difference radially. The hottest 
temperature of 2500 K is on the centerline at the mid-axial location, 
while the minimum temperature, 1560 K is at the top and bottom right 
extremity of the region. The pressure of the enclosed fission gas, 
assumed to be in thermal equilibrium with the fuel, is set at 1 
atmosphere and its density calculated from its equation of State. 
The last radial column is divided into three PLOFA regions: 2,3, 
4. Region 3 contains solid steel [60%] and fission gas [40%], while 
regions 2 and 4 contain 90% solid steel and 10% fission gas. As indi-
cated in Figure 90, an axially Symmetrie parabolic temperature dis-
tribution, with a temperature difference of 100 K is imposed on this 
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steel column. The highest temperature of 1600°K is at mid-height. 
The pressure of the enclosed fission gas, assumed to be in thermal 
equilibrium with the steel, is set at 1 atmosphere and its density cal 
culated from its equation of State. 
Starting with this configuration, an initial heating rate of 100 
watts per gram is applied to the fuel to account for nuclear heating 
effects in the initial stages of the loss-of-flow accident prior to 
fuel melting. This energy generation is distributed parabolically, 
both radially and axially; the radial Variation being 10% and the 
axial Variation 5%. The only mode of heat transfer in this early 
stage of the accident is via conduction in the fuel, and by contact 
conductance between fuel and steel. After 2.049 seconds the steel 
has entirely melted in region 3, whereupon the heat generation rate 
3 
is increased by a factor of 10 to account for the expected increase 
in accident severity as a result of material motion. This increase 
in the heating rate is probably higher, by a factor of 5 or 10, than 
what might be expected in a typical accident Situation, The high 
value is chosen here to represent a severe accident, in which fuel 
vaporization occurs within a short period of time, so that the effect 
of vapor formation on subsequent motion might be studied, The heat 
generation term now dominates other terms in the internal energy 
equation for the short time [3.15 milliseconds] left in the problem. 
As the accident progresses, fuel also begins to melt in Region 
1. Eventually all fuel has melted except for the Single radial annu-
lus adjacent to the steel. The heat generated is sufficient to cause 
partial fuel vaporization in the hottest cell (located at the mid-
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axial region along the centerline). The accident is allowed to contin-
ue approximately 0.07 milliseconds, at which time conditions indicate 
the initiation phase is essentially complete, and whole core analysis 
needs to be applied in the next part of the accident, the core disrup-
tion stage. During tfcis transient stage of vapor formation, a high 
pressure develops in the center, forcing material out toward the lower 
pressure regions. The problem time steps are reduced at this stage to 
handle the severe transient. During this very short period of time 
the fuel vapor is driven at high velocities into neighboring regions, 
but has little opportunity to reach thermal equilibrium with the other 
materials in those regions. The continued generation of vapor main-
tains the high pressure in the hot cell, and almost all the fission gas 
initially there is rapidly pushed out into neighboring cells. 
At problem termination time [2.052 secondsj the cylinder contains 
molten steel and fission gas in the outer-most radial annulus, with the 
top and bottom cells in this annulus still containing solid steel at 
the fusion temperature, but not having received enough heat in the short 
transient to equal the latent heat of fusion. Adjacent to the steel 
column is a column of solid fuel and trapped fission gas, again at the 
fusion temperature but lacking enough heat for complete melt-through. 
The rest of the cylinder contains molten fuel and fission gas, with vapor 
fuel being generated in the center and driven under high pressures to-
wards the neighboring regions. 
The results of the two dimensional calculations as the problem 
progresses through time tili problem termination at 2.052 seconds are 
shown in Figures 5 through 92. Velocities are plotted vectorially in 
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the half cylinder, with arrows denoting both direction and relative mag-
nitudes. Three dimensional scalar plots are made for the volume frac-
tion, macroscopic density, pressure and temperature of each field. 
Velocity plots are shown in Figures 5 through 26. The velocities 
are averaged at the center of each cell, with the direction of an arrow 
indicating the direction of flow and the length indicating the relative 
magnitude of the velocity in that cell compared to the other cells. 
Steel and fission gas velocities are shown both after steel melting and 
after fuel vaporization, while fuel velocities appear only after fuel 
vaporization. 
Figures 5 through 9 present the liquid fuel velocities shortly 
after fuel vaporization. Prior to this, the liquid fuel had been moving 
in a downward direction under the action of gravitational forces. Fuel 
vaporization in the hottest cell creates a high pressure region, and 
this pressure differential forces liquid to move outward from that re-
gion. Thus, there is very substantial radial motion at the mid-axial 
location, and part of the downward motion just above this location has 
actually turned around because of the high pressure. The velocities in 
regions further away are much smaller than the central velocities. 
Liquid steel velocities are shown in Figure 10 just after steel 
melting, and in Figures 11 through 15 after fuel vaporization. The steel 
is still separated from the liquid and vapor fuel by a column of solid 
fuel, and so is unaffected by fuel vaporization at the center, It re-
tains its downward velocity throughout the problem. 
The vaporization of fuel in the hot cell creates a large pressure 
build-up in this cell, and the pressure differential forces material 
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towards the low pressure regions. This is well demonstrated in Figures 
16 through 20 which show the convection of vapor fuel into regions fur-
ther away from the center as time progresses. The large pressure diffe-
rence results in high velocities, on the order of 100 metres per second. 
Motion is very substantial radially as material is forced away from the 
central high pressure region. 
Figure 21 shows the fission gas velocity slightly after steel melt-
ing, while Figures 22 through 26 depict the velocities after fuel vapori-
zation. Along the outer boundary of the cylinder (the steel region) the 
velocity of the fission gas is downward at first, due to initial drag by 
the molten steel, but then moves slowly upward because of buoyancy 
effects. This velocity is not discernible after fuel vaporization, 
since its magnitude is negligible compared to the high velocity in the 
center. In the inner region the fission gas is rapidly pushed away 
from the hot cell, which is almost immediately devoid of fission gas, 
and travels into the lower pressure regions surrounding the center. 
Scalar property distributions appear in Figures 27 through 92, 
These are three dimensional representations, with the maximum value nor-
malized to 1.0 in each non-zero plot. Values are again plotted at the 
center of each cell. The ratio of the height to the width of a cell is 
taken to be 1.0 for plotting purposes only, so that radial differences 
may be viewed more clearly. Plotting times are at the Start of the pro-
blem (0.0 seconds), slightly after steel melting (2.04889 seconds), and 
the end of the problem (2.05204 seconds). 
Volume fractions of the various fields are shown in Figures 27 
through 44. Figures 27 through 29 depict the liquid fuel volume fraction, 
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There is no fuel at the beginning of the problem and slightly after steel 
melting. Only later, when the heat generated is sufficient to melt the 
fuel, does the volume fraction become non-zero. By the time of fuel 
vaporization, the fuel has melted everywhere it was initially present 
except for a Single annulus immediately adjacent to the steel. Thus the 
final plot (Figure 29) at the end of the problem shows liquid fuel in 
all the first 4 radial annuli. There is a small dip in the center be-
cause of partial vaporization. 
Liquid steel volume fractions are shown in Figures 30 through 32. 
No liquid exists at the Start, but after two seconds the solid steel 
melts in the inner 5 axial regions as shown in Figure 31, and remains 
this way tili the end of the calculations, there being no further steel 
melting and no vaporization. 
Figures 33 through 35 present the volume fraction of the vapor fuel, 
which is produced late in the accident sequence. Figure 35 shows the 
distribution at the end of the problem. The volume fraction is maximum 
in the hot cell, and declines in the 3 radial and 2 Upper axial and 2 
lower axial neighboring cells into which it has convected. 
Fission gas volume fractions are shown in Figures 36 through 38. 
The initial distribution (Figure 36) is uniform in the fuel region, 
higher in the inner steel region and lower in the outermost axial steel 
regions. The distribution just after steel melting is unchanged, By 
the end of the problem, the distribution in the steel region is still 
relatively unchanged, but the fuel region has undergone substantial 
change. Fission gas has been forced out of the hot cell by the high 
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pressure due to fuel vaporization and pushed into the neighboring cells, 
leading to the large dip in Figure 38. 
Figures 39 through 41 show the solid fuel volume fraction. It is 
uniform initially, and slightly after steel melting. However, by the 
time of fuel vaporization it has melted in all cells except the Single 
radial annulus adjacent to the steel region, and remains this way tili 
the end of the problem as depicted in Figure 41. 
The solid steel volume fractions are pictured in Figures 42 through 
44. Steel is initially present in a Single radial annulus at the boun-
dary, with more of it concentrated at the top and bottom as shown in 
the fortress wall like structure of Figure 42. After about 2 seconds 
the steel in the inner axial regions has melted by heat transferred 
from the fuel. Only the top and bottom axial cells are solid, as shown 
in Figure 43, and the Situation is essentially unchanged at the end of 
the problem time (Figure 44). 
The macroscopic densities of the various fields are shown in Fig-
ures 45 through 62. These distributions resemble the volume fractions, 
but whereas the volume fractions are initially uniform in a specified 
region, the densities are non-uniform because they are also dependent 
on the initially non-uniform temperature distributions. 
Figures 63 through 74 depict the pressure distributions of the 
various fields. Liquid fuel pressures are shown in Figures 63 through 
65. There is no molten fuel until substantially after steel melting, 
and by the end of the problem the liquid fuel pressure distribution 
takes the configuration of Figure 65. The center is at a much higher 
78 
pressure than the rest of the cylinder because of the vaporization of 
some of the liquid fuel. The high pressure forces material away from 
this region into the lower pressure regions which are closer in pres-
sure to one another. 
Liquid steel pressures are shown in Figures 66 through 68. Ini-
tially no liquid steel is present, but after two seconds the steel 
melts. The uniform pressure distribution that develops, and remains 
that way for the few milliseconds left in the problem, is depicted in 
Figures 67 and 68. 
Figures 69 through 71 present the vapor fuel pressure distribu-
tions. Vapor fuel does not develop until near the end of the problem, 
when liquid in the center partially vaporizes, leading to a substan-
tial pressure increase in this central cell. The large pressure differ-
ential between this cell and its neighbors forces material to flow out-
wards and dissipate in the lower pressure regions. The pressure in 
the neighboring regions can equilibrate since no vapor is being gener-
ated there. However, the continual generation of vapor in the hot cell 
maintains the high pressure in this cell as shown in Figure 71, 
Fission gas pressures appear in Figures 72 through 74. Initially, 
the confined fission gas is set at a uniform pressure everywhere in 
the cylinder. As the fuel and steel heat up, the fission gas pressure 
changes. Since the gas is still relatively immobile, pressure equili*-
bration cannot take place, resulting in the non-uniform distribution of 
Figure 73 just after steel melting. When the fuel begins to melt, the 
greater mobility of the gas allows for pressure equilibration in the 
molten regions. Later, as fuel vaporizes in the hot cell, the high 
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pressure and continued generation of vapor forces out raost of the fis-
sion gas from that cell and pushes it into neighboring lower pressure 
regions. This is shown in Figure 74, where the hot cell is essentially 
devoid of any fission gas and the pressure in the rest of the molten re-
gion is fairly uniform. There is a lower pressure of gas where it is 
confined in the solid fuel column adjacent to the steel, and finally, 
the lowest pressure exists in the cooler steel region. 
The temperature distributions of the various fields are shown in 
Figures 75 through 92. The mode of heat transfer is by conduction until 
the steel melts, after which it is by conduction and convection. The 
rapid heat generation that is introduced after the steel melts dominates 
other terms in the internal energy equation in the few milli-seconds 
left in the problem. Liquid fuel temperatures are pictured in Figures 
75 through 77. There is no liquid fuel at the Start of the problem and 
at the time of steel melting. Liquid fuel only forms later in the pro-
blem, and by termination time assumes the distribution shown in Figure 
77. The distribution is still parabolic, with the hottest temperature 
in the center. 
Liquid steel temperatures are shown in Figures 78 through 80. Ini-
tially there is no liquid steel, but after about 2 seconds, the steel 
in the inner axial regions melts by heat transferred from the hotter 
fuel. Solid steel is left only at the extreme top and bottom axial re-
gions. The parabolic steel temperature distribution is relatively un-
changed in the few milliseconds left in the problem, as indicated in 
Figures 79 and 80. 
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Figures 81 through 83 depict the vapor fuel temperature distribu-
tions. There is no vapor fuel initially, nor when the steel melts. Fuel 
vaporizes in the hot cell very late in the problem. The high pressure 
that is created forces vapor fuel into surrounding areas. Because of the 
rapid heat generation, and the short time remaining in the problem (about 
0.07 milli-seconds), the vapor fuel has little opporutnity to achieve 
thermal equilibrium with other materials. As a result, its temperature 
in neighboring regions to which it has been driven is only slightly lower 
than its temperature at birth. This is indicated in Figure 83, where the 
temperature distribution is fairly flat, except for a very small rise in 
the center. 
Fission gas temperatures are shown in Figures 84 through 86. At the 
start, the trapped fission gas is set to be in thermal equilibrium with 
the fuel and steel. Thus the initial temperature distribution is para-
bolic, in accordance with the fuel and steel temperatures. This distri-
bution loses some of its curvature by the time the steel melts, as indi-
cated in Figure 85. Finally, it takes the shape shown in Figure 86 at 
the end of the problem. The hot cell is devoid of fission gas, account-
ing for the dip shown in the figure. The gas is hotter in the inner re-
gions, and cools off as one gets into the solid fuel region surrounding 
the steel, and finally into the cooler steel region itself, 
Figures 87 through 89 picture the solid fuel temperature distribu-
tions. Solid fuel is initially present everywhere except for the last 
radial annulus which contains steel. A parabolic temperature distribu-
tion is imposed as shown in Figure 87. Heat is conducted across the fuel 
and into the cooler steel. After about 2 seconds the steel has melted 
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in the inner axial regions, leaving the fuel with the distribution shown 
in Figure 88. Later in the problem, the fuel melts in all but the Sin-
gle radial column adjacent to the steel. Thus, at the end of the problem 
there is only one annulus of solid fuel with the fairly uniform distribu-
tion of Figure 89. 
Solid steel temperatures are shown in Figures 90 through 92. Steel 
is initially present in the outermost radial annulus with the temperature 
distribution of Figure 90. After 2.049 seconds it melts in the inner 
axial locations by gaining heat from the fuel. Only the top and bottom 
cells remain solid as in Figure 91. Their temperatures are still at the 
fusion point when the problem is terminated 3 milliseconds later, as in-
dicated in Figure 92. 
(b) One Dimensional Results 
The two dimensional problem described earlier in this Section was 
repeated with the same input data but with one dimensional calculations, 
to determine the differences that arise by assuming radial uniformity. 
Input data was averaged across the radial cross section at each axial 
location, to get appropriate one dimensional starting values. The treat-
ment is similar to that followed in the SLUMPY module of the SAS^ ' code, 
but the multi-field approach is still used. 
The simultaneous presence of fuel and steel leads to a difficulty 
with the initial material configuration, in that the steel at any axial 
location would melt much earlier than the fuel because of the large dif-
ference in melting points. This problem is circumvented in SLUMPY 
[where the fuel and steel are treated as a Single material with averaged 
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propertiesj by assuming clad to be mixed with fuel only if fuel melting 
has occurred at the same time or before clad melting; otherwise only 
pure fuel is considered. The problem worsens with a multi-field approach 
since one would have molten, and eventually some vapor, steel enclosed 
in still solid fuel. In the PLOFA model, except for fission gas diffu-
sion, no motion is allowed in a cell until all the solid has melted. 
Therefore, to avoid the unrealistic conditions that would be created by 
trapping the molten and vapor steel, a SLUMPY type assumption has tobe 
used. Rather than ignoring the steel, as SLUMPY does, it is treated as 
fuel in the input data, but with no internal heat generation. Thus, at 
a given axial location there is solid fuel and fission gas, with ini-
tial properties averaged over the radius, and steel added as non-heat 
generating fuel. 




p = TV ' 
r 
where V indicates the volume of each radial annulus, p the corresponding 
fuel or steel macroscopic density, and the summation is carried out over 
all radial annuli. A similar calculation yields the average fission 
gas density. 
Z pc T V 
T = r P 
Z pc V 
r p 
where T is the fuel or steel temperature in an annulus. The specific 
heat, c , is calculated at the temperature T using the c formulation 
for fuel. 
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The fission gas temperature is set equal to this fuel temperature. 
An average microscopic density, p"t is calculated for the fuel, 
using the density-temperature relationship evaluated at the average fuel 
temperature, T. This then yields an average volume fraction for fuel as 
a - p/p" . 
The fission gas volume fraction is merely the difference between 1.0 and 
a [i.e., t n e fission gas occupies the remaining spacej. Knowing the av-
erage fission gas density, volume fraction and temperature at each axial 
location, one can then use its equation of State to calculate its pres-
sure at that location. 
The heat generation rate is the product of the two dimensional heat 
generation rate and the ratio of fuel volume to fuel + steel volume. 
The one dimensional calculations are begun with these average values 
for fuel and fission gas. After 2.049 seconds the heat generation is 
3 
increased by a factor of 10 in conformance with the two dimensional 
case. No melting has occurred at this time because there is no steel to 
melt at a low temperature, but rather fuel which melts at a much higher 
temperature. The calculations continue with this rapid energy genera-
tion, and fuel finally begins to melt, initially at the mid-axial re-
gion, around 2.051 seconds. By the time the problem is terminated 0,6 
milli-seconds later at 2.052 seconds [the end of the two dimensional cal-
culationsj fuel has melted at all but the extreme axial locations. How-
ever, no vapor has formed anywhere in the Container, because, unlike 
the two dimensional case, there is no hot cell close to the center to 
permit vaporization in a localized region. 
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The results of the one dimensional calculations as the problem pro-
gresses through time, until termination at 2.052 seconds, are shown in 
Figures 93 through 133. Velocities are plotted vectorially, while three 
dimensional plots are made of the scalar variables. 
Velocity vectors appear in Figures 92 through 100. These plots 
cover the last 0.4 milliseconds of the problem from 2.05164 to 2.05204 
seconds. As the fuel heats up, it melts first in the mid-axial region 
and then at increasing distances from it. The liquid fuel velocities 
are shown in Figures 93 through 96. In the absence of other significant 
forces, the liquid moves down under the action of gravitational forces. 
Three axial locations are shown being mobile in Figure 93, while the re-
maining plots show melting and motion in two more axial locations. 
The extreme top and bottom rows remain solid throughout the problem. 
Figures 97 through 100 display the fission gas velocities. The 
fission gas moves downward at first (Figure 97), due to drag by the 
liquid fuel. It then begins to turn around and move upward because of 
buoyancy. In Figure 98 it has turned around partially, while Figures 
99 and 100 show it moving upward everywhere. 
Scalar property distributions are shown in Figures 101 through 133. 
Plotting times are the same as those in the two dimensional case, viz., 
0.0, 2.04889 and 2.05204 seconds. 
The volume fractions of the various fields are depicted in Figures 
101 through 109. Figures 101 through 103 show the liquid fuel volume 
fractions. There is no liquid fuel present tili late in the problem 
when the solid fuel melts in all but the extreme axial locations, as in 
Figure 103 which shows an essentially uniform distribution in the molten 
region. 
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Fission gas volume fractions are shown in Figures 104 through 106. 
Initially, the fission gas has a uniform volume fraction distribution 
in the inner axial region, and is slightly lower at the extreme top 
and bottom as in Figure 104 because there was more steel in these loca-
tions in the two dimensional problem (hence more non-heat generating 
fuel in this case). The distribution is the same in Figure 105 with no 
melting, and is only slightly changed at the end of the problem in Fig-
ure 106. 
Figures 107 through 109 show the solid fuel volume fraction. 
It is uniform in the inner axial region, and is slightly higher at the 
extreme top and bottom because the increased amount of steel that was 
present in these locations in the two dimensional case is now added as 
non-heat generating fuel. The distribution is the same in Figure 108 
with no melting. By the end of the problem, the solid has melted 
through in all but the extreme top and bottom locations, and these are 
the only non-zero values in Figure 109. 
Macroscopic density distributions for the individual fields appear 
in Figures 110 through 118. These resemble the volume fraction repre-
sentations, but whereas the volume fractions were specified to be ini-
tially uniform in a given region, the macroscopic densities [which also 
depend on the non-uniform temperature distributionsj are initially non-
uniform. The flat surfaces of the volume fractions become slightly 
curved surfaces for the initial density distributions. 
Figures 119 through 124 portray the individual pressure distribu-
tions. Liquid fuel pressures are shown in Figures 119 through 121, 
No liquid is present until late in the problem, as in Figure 121 which 
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indicates a fairly uniform distributlon for the downward flowing liquid. 
Fission gas pressures are shown in Figures 122 through 124. The 
initial pressure is lower in the extreme top and bottom regions. In 
the inner axial regions, the ccmbination of a concave density surface 
and a convex temperature surface have combined, through the equation of 
State, to give a barely discernible concave surface for the pressure 
distribution. The same distribution holds in Figure 123, with no melt-
ing. Figure 124 shows the pressure distribution at the end of the pro-
blem. The higher temperatures have raised the pressure everywhere. 
Temperature distributions for the individual fields are pictured in 
Figures 125 through 133. Liquid fuel temperatures are shown in Figures 
125 through 127. By initiation phase termination, the fuel has melted 
in all the inner axial regions and the temperature distribution is pa-
rabolic as in Figure 127. 
Fission gas temperatures are shown in Figures 128 through 130. The 
initial distribution is parabolic. It is similar in Figure 129, but 
with temperatures higher everywhere. The final temperature distribu-
tion in Figure 130 is more uniform throughout. 
Figures 131 through 133 picture the solid fuel temperature distri-
butions. The initial distribution is parabolic as shown in Figure 131. 
In Figure 132 it is still parabolic, but slightly flatter because of 
conduction between the layers. Later in the problem, the fuel melts in 
all but the extreme top and bottom locations, and these have the only 






Figure 4: Input Material Regions 
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Figure 5: Liquid Fuel Velocity [T_ = 2.05197 sec] 
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Figure 6: Liquid Fuel Velocity [T = 2.05198 sec] 
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Figure 7: Liquid Fuel Velocity [T = 2.05200 sec] 
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Figure 8: Liquid Fuel Velocity [T = 2.05202 sec] 
92 







Figure 10: Liquid Steel Velocity [T = 2.04889 sec] 
94 
Figure 11: Liquid Steel Velocity [T = 2.05197 sec] 
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Figure 12: Liquid Steel Velocity [T = 2.05198 sec] 
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Figure 13: Liquid Steel Velocity [T = 2.05200 sec] 
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Figure 14: Liquid Steel Velocity [T = 2.05202 sec] 
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Figure 15: Liquid Steel Velocity [T = 2.05204 secj 
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Figure 16: Vapor Fuel Velocity [T = 2.05197 sec] 
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Figure 17: Vapor Fuel Velocity [T = 2.05198 sec] 
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Figure 18: Vapor Fuel Velocity [T = 2.05200 sec] 
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Figure 19: Vapor Fuel Velocity [T = 2.05202 sec] 
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Figure 20: Vapor Fuel Velocity [T = 2.05204 sec] 
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Figure 21: Fission Gas Velocity [T = 2.04889 sec] 
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Figure 22: Fission Gas Velocity [T = 2.05197 sec] 
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Figure 23: F i s s i o n Gas Veloc i ty [T = 2.05198 sec] 
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Figure 24: Fission Gas Velocity [T = 2.05200 sec] 
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Figure 25: Fission Gas Velocity [T = 2.05202 sec] 
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Figure 28: Liquid Fuel Volume Fraction [T = 2.Ö4889 sec] 
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Figure 29: Liquid Fuel Volume Fraction [T = 2.05204 sec] 
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Figure 30: Liquid Steel Volume Fraction [T = 0.00000 sec] 
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Figure 31: Liquid Steel Volume Fraction [T = 2.04889 sec] 
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Figure 34; Vapor Fuel Volume Fraction [T = 2.04889] 
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Figure 36: Fission Gas Volume Fraction [T = 0.00000 sec] 
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Figure 38: Fission Gas Volume Fraction [T = 2.05204 sec] 
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Figure 39: Solid Fuel Volume Fraction [T = 0.00000 sec] 
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Figure 40: Solid Fuel Volume Fraction [T = 2.04889 sec] 
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Figure 41: Solid Fuel Volume Fraction [T = 2.05204 sec] 
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Figure 42: Solid Steel Volume Fraction [T = 0.00000 sec 
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Figure. 46: Liquid Fuel Densi ty [T = 2.04889 sec] 
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Figure 47: Liquid Fuel Density [T = 2.05204 sec] 
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Figure 49: Liquid Steel Density [T = 2.04889 sec] 
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Figure 51: Vapor Fuel Density [T = 0.00000 sec] 
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Figure 52: Vapor Fuel Density [T = 2.04889 sec] 
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Figure 54: Fission Gas Density [T = 0.00000 sec] 
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Figure 55: Fission Gas Density [T = 2.04889 sec] 
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Figure 56: Fission Gas Density [T = 2.05204 sec] 




Figure 57: Solid Fuel Density [T = 0.00000 sec] 
141 
rD.5 
-7—-7—7—7 * /—? 
/./? 
Figure 58: Solid Fuel Density [T = 2.04889 sec] 
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-Figure 59: Solid Fuel Density [T = 2.05204 sec] 
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Figure 60: Solid Steel Density [T = 0.00000 sec] 
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Figure 63: Liquid Fuel P ressure [T = 0.00000 sec] 
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Figure 64: Liquid Fuel Pressure [T = 2.04889 sec] 












Figure 66: Liquid Steel Pressure [T = 0.00000 sec] 
Figure 67: Liquid Steel Pressure [T = 2.04889 sec] 
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Figure 70: Vapor Fuel Pressure [T = 2.04889 sec] 
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Eigure 71: Vapor Fuel Pressure [T = 2.05204 sec] 
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.Figure 72: Fission Gas Pressure [T = 0.00000 sec] 
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Figure 73: Fission Gas Pressure [T = 2.04889 sec] 
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Figure 75: Liquid Fuel Temperature [T = 0.00000 sec] 
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Figure 78: Liquid Steel Temperature [T = 0.00000 sec] 
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Figure 79: Liquid Steel Temperature [T = 2.04889 sec] 
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Figure 80: Liquid Steel Temperature [T = 2.05204 sec] 
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Figure 81: Vapor Fuel Pressure [T = 0.00000 sec] 
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Figure 82: Vapor Fuel Temperature [T = 2.04889 sec] 
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Figure 83: Vapor Fuel Temperature [T = 2.05204 sec] 
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Figure 85: Fission Gas Temperature [T = 2.04889 seĉ  
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Figure 86: Fission Gas Temperature [T = 2.05204 sec] 
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Figure 87: Solid Fuel Temperature [T = 0.00000 sec] 
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Figure 88: Solid Fuel Temperature [T = 2.04889 sec] 
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Figure 90: Solid Steel Temperature [T = 0.00000 sec] 
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Figure 92: Solid Steel Temperature [T = 2.05204 sec] 
176 
Figure 93: Liquid Fuel Velocity [T = 2.05164 sec] 
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Figure 94: Liquid Fuel Velocity [T = 2.05172 sec] 
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Figure 95: Liquid Fuel Velocity [T = 2.05185 sec] 
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Figure 96: Liquid Fuel Velocity [T = 2.05204 sec] 
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Figure 97* Fission Gas Velocity [T = 2.05164 sec] 
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Figure 98: Fission Gas Velocity [T = 2.05172 sec] 
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Figure 99: Fission Gas Velocity [T = 2.05185 sec] 
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Figure 103: Liquid Fuel Volume Fraction [T = 2.05204 sec] 
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Figure 104: Fission Gas Volume Fraction [T = 0.00000 sec 
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Figure 105: Fission Gas Volume Fraction [T = 2.04889 sec] 
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Figure 111: Liquid Fuel Density [T = 2.04889 sec] 
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Figure 112: Liquid Fuel Density [T = 2.05204 sec] 
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Figure 113: Fission Gas Density [T = 0.00000 sec] 
Figure 114: Fission Gas Density [T = 2.04889 sec] 
/7 /7.S /.^ 
Figure 115: Fission Gas Density [T = 2.05204 sec] 
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Figure 116: Solid Fuel Density [T = 0.00000 sec] 
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Figure 117: Solid Fuel Density [T = 2.04889 sec] 
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Figure 119: Liquid Fuel Pressure [T = 0.00000 sec] 
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Figure 120; Liquid Fuel Pressure [T = 2.04889 sec] 
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Figure 121: Liquid Fuel Pressure [T = 2.05204 sec] 
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Figure 122: Fission Gas Pressure [T = 0.00000 sec] 
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Figure 126: Liquid Fuel Temperature [T = 2.04889 sec] 
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Figure 127: Liquid Fuel Temperature [T = 2.05204 sec] 
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Figure 128: Fission Gas Temperature [T = 0.00000 sec] 
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Figure 130: F i s s i o n Gas Temperature [T = 2.05204 sec 
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Figure 132: Solid Fuel Temperature [T = 2.04889 sec] 
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Figure 133: Solid Fuel Temperature [T = 2.05204 sec] 
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CHAPTER V 
CONCLUSIONS AND RECOMMENDATION 
5.1 Conclusions 
Experience with PLOFA indicates that for a wide ränge of problems a 
one dimensional approach is inadequate, and the reality of radial non-
uniformity becomes a necessity rather than a luxury. Only in simple 
cases like the slumping of fresh fuel under gravity, with negligible 
fission gas, no fuel vaporization, and the neglect of simultaneous clad 
motion, does a Single dimension offer acceptable modeling. 
In a reactor environment considerable error is introduced at the 
very onset by averaging data to get a uniform radial distribution. This, 
in itself, clouds the remainder of the accident analysis. Further, va-
pors and gases would have distinctly vertical motion only if present in 
very small quantities and strongly tied to falling liquid. If there is 
more fission gas present, or any vaporization, the high localized pres-
sures cause significant radial motion. 
Unrealistic heat transfer modeling occurs with one dimensional cal-
culations by lumping the radial energy distribution into a constant 
value. Localized melting or vaporization J_such as along the centerlinej, 
an extremely common occurrence in an accident Situation, cannot be treat-
ed with a one dimensional analysis, wiping out accurate modeling of a 
major segment of safety studies associated with fuel motion. 
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In the example discussed in Chapter IV, the one dimensional calcu-
lations yielded results significantly different from the two dimensional 
case, and fuel vaporization did not occur. These types of fluid dynamic 
differences may be expected for a wide ränge of accident problems. It 
is the conclusion of this research that in the area of breeder safety 
analysis, the extra time and money spent in introducing a radial dimen-
sion is vitally necessary for adding credibility to the accident modeling 
5.2 Suggested Future Work 
PLOFA improves upon previous research not only by the addition of 
a new dimension, but also by its multi-field approach it permits greater 
freedom in the treatment of individual materials and avoids the lumping 
of multiple materials into a Single fluid with average properties. Its 
inclusion in an overall safety analysis code, such as SAS, with linkage 
between the fluid dynamics and neutronics calculations, would permit 
improved accident modeling and add its share to LMFBR safety research, 
The code has been designed for the easy incorporation of enlarge--
ments and modifications, and several areas of accident modeling offer 
opportunities for this. These include: the addition of liquid and vapor 
sodium; multi-channel analysis; use of PLOFA to perform whole core analy-
sis in the accident disassembly phase; inclusion of angular non-unifor-
mity. With appropriate changes in material properties, the code can al-
so be applied to other areas of nuclear thermal hydraulic analysis. 
Substantial numerical experimentation and refinement can be made in 
the exchange functions linking the various materials. In addition, the 
entire numerical scheme can be experimented with to achieve greater 
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efficiency, particularly in the area of increasing the time Steps for 
vapor field calculations. Methods which could be tried include: a fully 
(2f>) 
implicit treatment ; different approaches to pressure changes in the 
iterative process; modifications of the alternating direction implicit: 
(27) 
methods , where calculations alternate between the two principal 
(28) 
directions; modifications of the hopscotch method , wherein a center-
ed time differencing is used and calculations alternate for each cell 





The pressure of the n compressible field is related to its micro-
scopic density and internal energy by an equation of State as 
p = P (p' > I)» rn n n n 
where 
a n 
The pressures of the compressible fields need to be equilibrated, 
keeping p and I constant. This is equivalent to finding a pressure p 
n n 
and solving for a set of a which gives the zeros of the functions 
n 
Pn = P-Pn (P'„> V > (1) 
subject to the constraint that the sum of the volume fractions of the 
compressible fields adds up to the total volume fraction, a , available 
o 
to the vapors at the start of the pressure equilibration, i.e. 
E a = a , 
n n o 
where the summation is only over all compressible fields. 
In Equation (1), p is a function of the set a , while p is a func-
n n 
tion of a particular a for constant p and I . Thus, the a satisfying 
n n n n 
the zeros of the P functions are readily obtained by a Newton iteration 
of the form 
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where the superscript h indicates the iteration number 
But 
3P . ap 
n i j)p_ n 9a 9a 9a 
n n n 
. 9p 9p' 
9p n n 
9a 9p' 9a 
n n n 
9£ + ^ ^ R 
9a 2 9p ' 





where T—^ can be calculated from the equation of State. 
3p n 
Thus Equation (2) becomes 
Kr-w f . ] " - ! - . ]
1 ' 
t f i f *N' 
If there is no change in p between two successive iterations, the 
corresponding volume fractions satisfy the relation 
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[vT-W-6^1- » 
Suraming this expression over all the compressible fields yields 
sKlwl-sklh- f p l h ^ + s f t ] h (4) 
•äkl = a 
Hence, subtracting equation (5) from (4) gives 
h 
[P1*. l W h + ^ 
But this relation was derived for the case of no pressure change 
between two iterations. Hence 
h 
r ih+1 i K P l l R L . lp] 
n k ] h 
Equations (6) and (3) can then be used to achieve pressure equili-
bration as follows: 
(i) Choose a set of a 
n 
(ii) Calculate the corresponding pressure from Equation (6) 
(iii) Plug this pressure back into Equation (3) to get a new set 
of a , use this a set to get a new p from Equation (6). 
n n 
(iv) Repeat step (iii) tili Equation (1) yields a set of P suf-
ficiently close to zero. 
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The convergence of this iteration scheme achieves a pressure equili-






Consider the dens i ty t r a n s p o r t equat ion in the form 
BJ = ± [& - PJ] + ~^TZ [<Pur>j - <p5r>J ] 
1 ä t * 1 r i 6 r i + | i - | 
+ 1 [ < ~ p ^ 2 _ < - > 2 ] _ SJ . (1) 
öz i i i 
An expression is needed for the change of B with respect to the 
pressure fSB^/Bp^l. However, since this is merely used in an iterative L i i 
process to increment the pressure, the exact form of the expression is 
not important, providing the convergence rate is not significantly re-
tarded. Therefore, the derivative of the density exchange function 
need not be included since this involves formulae for various types of 
phase interchanges. Also, one can approximate the convective fluxes with 
a strictly centered differencing form. Thus, 
.-:*.J = ~J ^ r£J 4- £J 1 /? * *- tn7^ <pur>J ± = u
J




±+1]/2 = r ± (pu)
J
 1 
H— ~H— iH— 
and <pv>. Z = v Z [pJ + p ^ ] / 2 = (pv) z . 
I i i i i 
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The pressure derivative of Equation (1) can now be approximated at 
the point i, j by 
3B"! 
4 3p ~i
 {67 [ p i 
xi 1 9 
p'i]} + 7 7 1 7 ^ f j [ r . i <p=> i - r . i <&: i ] 
P i 1_^" X"^ 1 W 2 1 - 2 
. . 1 
1 3 
6 z - j 
3P. 
[<pv>' 
^ j ~ 2 
(pv) 2 ] (2) 
Evaluate the derivative of each term individually 
(i) time term 
3p 
3 / 1 r-J 
T { si [p i 
- p ? ] > * ^ 
s J 3 P ; J 
l. i 
6 t ~~j 
3P
J. 
3p : J 
where r is got from the equation of State. 
9P:! 
(ii) radial convective term 




 1 - r (pu)
J
 x] 
i+2 i+J 1-j 1-j 
= r 
i3S
J l r ' i-ti ±4 1+2 3p-; / * 1+? i + - L i-hr l 
u l" Vi 
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+ ä J 6t &* " i >
J
1 + 1 ] / « r 
i+T J 
X ^ ^ i l 1 - 2 1 _ 2 
ÜJ u 
l - : 
•xJ rJ ~J + a J . 6t [pJ - R ] / 6 r 
. 1 . , I 
i - i - 1 
ffj 3u 
Ä: öt / - r , D 
3uJ 
+ r , D-
x~2 
1 . J . ~~j . 1 . 1 ~~j 
x- i-hr 3p. 1-7 1-77 3p. 
2 2 1 2 2 i 
^J ~J + (r 1 a 1 + r 1 a -J/ör 
J '— i-t— 
2 ^ i-j i"2 
where the calculation has been simplified by not considering the X term 
r 
and the velocity components of the other fields. 
(iii) axial convective term 
Proceeding in a fashion similar to that for the radial convective 
term, 
3p. 
^ J+T (?v). 2 
1 
(pv)i 




+ / d j +2 + äi 2 J/öz 
. 1 
^ J +2 3p' 2 ^~2 9 p * 
+ g a — c — — - a. 
BpJ 1 3*J dP-r 
The insertion of these three terms in Equation (2) yields an expres-
sion for 
dil 
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6t 
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«t UVV»»; / i 4 '- i l ,f; 
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+ [ r a J j^ + r 1 er
1
 x I / ö r 
l i+2 i+2 i -2 i ^ / 
6t J ( ~ J + 2 -~J 2 




where the density derivatives are obtained from the equation of State for 
each field. 
Expressions are required for the various velocity derivatives. 
These are obtained by simple manipulation of the momentum equations. Con-
sider, for example, the radial momentum equation 
'?:.r\J (puV ± = (X )
J , + DJ . öt 
1+2 X +I 1+2 1+2J 
aJ 1 6t P ^ l - P- I / ^ i+1 
Differentiating with respect to pressure yields 
3 p » J 
~3 ""3 
aJ T uJ _ : 
1 - . 1 -~J 
•y J du 
^ + P
j 
2 - 2 3 P i 4 î 
^ J 
du 
= - DJ , 5t 1 ttl 
2 8 p i 
+ a U«^ 
1 + 2 
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omitting the terms due to X and the velocity components of other fields 





, 6 t . 
a i <•&? 
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p J x + D
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Proceeding in a similar fashxon, we get 
^ f 9 ^ ) / f 
2 J gl x <£ , _ s J 3J x - ^ / P
j
 1 + D* , 6 t 
9p . [ x -2 x-2 x -2 3P ± ) M x - 2 ^ 
(5) 
^ 2 
5 v i 
dP-r 
.J. 
~J"^" , 6 t . 
a. (-r-) 
1 OZ 
j+7 J 4 9P' 2 J 4 9 P ' • 2 
r- 2 ^ 2 , p. ~ l l 
a . v . T— + g ö t a . : — 









3 P | 
J 2 / t , 
a. (x~) 
X OZ 
•J l 1 -J l 
„ j - i J-5-3P' 2 J 2 3p'. 2 
a 2 v 2 — i — + g « t ä - ^ -
1 1 3D3 * ' p i 3p̂  
~^ ? ^ ? 
p . + D. Öt 
X X 
(7) 
I t may be n o t e d h e r e t h a t E q u a t i o n (5) c a n n o t b e o b t a i n e d from E q u a t i o n 
(4) by a mere change of i n d e x ; s i m i l a r l y w i t h E q u a t i o n s (6) and ( 7 ) . 
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Equations (3) through (7) provide the necessary expressions for eval-
dP. 
uating r. The derivation involves quantities evaluated at their latest 
3p| 
known values between time step n and n + 1. However, since this deriva-
tive is used only in the iteration process and can be simplified to any 
suitable form that does not significantly retard the convergence rate, 
it might be computationally advisable to evaluate the derivative only 




The truncation error technique requires that the coefficients of 
dissusion-like terms be positive for stability. These terms are ob-
tained as follows: 
(1) Expand each term in the finite difference equation by taking 
the product of the Taylor Series (in both time and space) of 
its individual components, 
(2) Substitute the expansions in the finite difference equation 
to get an Interim modified equation containing the original 
differential equation and higher order truncation errors. 
(3) Get rid of higher order time terms by repeated use of the 
interim modified equation. 
(4) Derive a final modified equation by keeping only the terms 
of the original differential equation and diffusion-like 
truncation errors, omitting all other higher order trun-
cation errors. 
Details of the application of this procedure to the finite differ-
ence equations for density, momentum and energy transport are presented 
here. 
A. Density Transport Equation 
The differential equation for density transport is 
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where 
p = macroscopic density 
= ap' 
p' = microscopic density 
a = volume fraction of a field 
u = radial component of velocity 
v = axial component of velocity 
S = density source function. 
This differential equation can be replaced by a finite difference 
approximation which is first order accurate in time, and second order in 
space. Thus, for cell i, j 
1 [n+1 j n j l 1 [n+1 j n+1 J 
6F L p i plJ +rT6r- L < P U r > i + e " < p u r > i - e J 
+ 
1 [n+1 n j+e n+1 i—e j n i 
h[ <pv>i " <pv i J = si* (2) 
where 
i = radial coordinate index 
j = axial coordinate index 
n = time step index 
6t = time step 
e = 1/2. 
Each term in Equation (2) needs to be expanded in a Taylor Series 
about some fixed reference point, the most convenient in this case being 
the point i,j at time step n+1. Consider each term individually. 
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(1) time term 
1 fn+1 j n jl 
I 61 L pi PiJ 
This involves the two Taylor Series: 
n+1 j 
pi = p 
np| = p - 6 t | f + i | ^
2 3 ! f + 0 ( 6 t 3 ) 
i 9t 2 9 t 2 
Hence, the tirae term reduces to 
1 [n+lpj . V ] - ^ - ^ i J l M> 
6t L p i p iJ 8t 2 a 2 '
 ( 3 ) 
(2) radial convective term 
r.or [ 
n + 1
 n j n+1 j 
< p U r > i+e " < p u r > i - e 
where 
n+1<—L - n+1-L ri+e K * v
n + M + ^ - v n + v i + i 
n+1 
<pur> i e "




, 6t n+1 j . /n+1 j \ 5n x~ u• , + 9 ^ sign/ u. , 1 0 6r i+e 0 B t i+e J 
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< p u r > i ~ e 
= rT^ j l (A1+A2-A3-A4) + §1 (ArA2) - §2 ^ - A ^ , (4) 
where 
/ , 6rN n + 1 , i j 
• t i + T) (Ui+e Pi-
A2 = 
/ . ö r \ n+1 , j j 
" ( r i + 2~) < U i + e
 P i+1> 
/ 6 r \ n + 1 , j n N 
A3 " ( r i " T-J ( u i - e pi-l> 
\ = (*• - ¥•) n+1(u- pj) • 
4 V I 2 / l - e ' I 
Equation (4) involves the Taylor Series: 
n+Vi±1 = p ± ^ + ̂ $±^§+o(6/) 
n+1 
2 .2 3 .3 
UJ , = u ± ör 3u + _(6r)_ ̂ _u ± _(6r2_ 9_u + Q ( 6 r 4 ) 
i±e 2 9r 8 r2 ~ 48 9r3 
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The expansion of Equation (4) then yields, after omitting derivative 
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(3) axial convective term 
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 n +V. 
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Equation (6) involves the Taylor Series: 
n+1 j±l _ 9p (6z)2 92p (6z)3 93p n/JC 4, 
ÖZ ÖZ 
n+1 j±l/2 = + 6^ 9v OSz^ 9 ^ + _(6z)^ 9̂ v 4 
Vi v ~ 2 9z 8 _ 2 ~ 48 „ 3 U^ } 
öz dz 
The expansion of Equation (6) then yields, after omitting derivative 
products higher than third order, 
1_ 
6z 
n+1 ^ j+e n+1 
<pv>. - <pv>J H 
9_ 
öz 
^./r +r \ ^v d£ _ 









(^-^,-1) if + ̂  (£o+£/.> v] 
9y ẑ_ 
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(4) source term 
The source term can be expanded about the point i,j at time Step 
n+1 as 
2 2. 
nS j = S - 6 t ^ + ̂ M + 0 ( 6 t 3 ) . 




Various expressions for the source term are listed in Chapter II. 
Basically, it is a function of pressure and teraperature, and hence, of 
density. The time derivatives then become 
9t "" 8p 8t 
3 
8 
_ / 8s\ = 3S_ 8_2. 8£ d_ (ds\ . 
t ̂ 8ty 8p 2 8t 8t ̂ 8 p / 
The insertion of these expressions in Equation (8) yields 
1 nsj = s _ *r iS lp_ (6t)2 f l S 9 ^ 3£3_ /8S_\] bi b 8p 8t 2 [8p 3t2 + 8t 8t (,8p JJ ' (9) 
Substitute Equations (3), (5), (7) and (9) back into Equation (2) to 
get the modified equation 
8t | dt 
E !F ( H ) H • °2 • *i 
+ f k S) + ̂ + D2 +El+ E2 + (Cl-62, „ f + « 3 ^ ) v ff 
+ r (Ci+c2> 37 37 + r <W äi ä? • a o ) 
The second order time derivatives in Equation (10) need to be evalu-
& t s 
ated. This can be done by operating on Equation (10) with -r— — and add-
Z a t 
ing the result to Equation (10) to get 
|£ + I|_ (pur) + |_ (pv) . s . Di + D2 + Ei + E2 + T + (?1-C2) u ff 
ir r ^ _^P _L ^ r ^r j.c \ ^U 8p 6z , r . 8v 8£ n-, N 
+ ( 53"V V 3? + T (51+C2) 37 37 + T (S3+54) äl 3z > (11) 
where 
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- f P-iä 3p _ 1 3_ / 3pu\ 9_/lpv\ ( u 9_/V\ I 3p 3t r 3r (̂  3t J 3z (̂3t J ^1 ^2 ; u 3r ̂ t ^ 
rc r ) v — f ^ \ + (§, -C ) ̂  ^ + (F -F ) öv b£ U 3 V V 3z V.St^ ^Sl V öt ör + C53 V öt öz ' 
retaining time derivatives or mixed time and space derivatives no higher 
than the second order. 
The momentum time derivatives can be substituted from the momentum 
transport equations, while the density time derivatives are substituted 
from Equation (11). Carrying out the differentiations involved in the 
T expression, one finally gets 
_ 6t f 2 3 ^ / h~^2 \ I r 2 ör 3ul 1 ^fi. 
T = ^ ( U + 3Pr + (̂ 71s 1 < W 1 ) U + (^2> r~ u 3r) ) ör2 
+ öt f u2 _ /
/ V ^ 2 _ \ 2 3jO 1 3£ 
2 ] u ( 1 + 6 , ^ a p . J r a r fÄ 
retaining only diffusion-like terms in p. 
Substitute this expression for T into Equation (11), and retain only 
the original differential equation terms and diffusion-like terms in p. 
Then, the final modified equation for the density transport equation 
takes the form 
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& + - | - (Pur) + f- (pv) = S dt r dr dz 
J 6t f 2 A l " £ 2 ) 2 . 3£_] , ,f r n ( 6 r )
2 3u Sr ,£ + £ } 1 1 + \ ^ L U ~[Mt 3S P
 + 3p7] (C1"C2 X) 4 3r + 2 « 1 ^ n J r 




Stability criteria call for positive coefficients for the diffusion-
2 2 
like terms, i.e. the coefficients of 9 p ^ 9£ „_J 9 P 
1 ? ' ̂ 3r ' 3z2 ' 
B. Momentum Transport Equation 
(1) radial direction momentum equation 
The differential equation for radial momentum transport is 
öf + r t (PUU0 + t (PUV> = Nr " " ̂  + D(?"U) + Vr ' (12) 
where 
N = radial component of momentum source function 
p = pressure 
D = drag term 
u = representative radial velocity component for other fields. 
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by 
Di fferential Equation (12) can be approximated at the point i + -- , j 
1 fn+1. i n i 1 1 
"T" (pu). - (pu). + 
J i+e 
5r 
n̂ , l n̂ . 
<puur>. 7 - <puur> i] 
+ 6z 
n^ 0 + e n^ ^j-el <puv>^ t^ - <puv>. 
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"(N ) j - n + 1 ^ 
r i+e i+e 
n+1 j 








n+1 j ] n ,TT . i u. + (V y. 
i+e/ v r'i+e (13) 
Each term in Equation (13) needs to be expanded in a Taylor Series 
about some fixed reference, the most convenient in this case being the 
point i + —, j at time step n. Using the difference approximations for 
the various terms as in Chapter III, and proceeding on the same princi-
ples as the density transport equation, one can finally arrive at a modi-
fied equation for radial momentum transport as 
^ + l %- (puur) + £- (puv) = N - a &• + D(ü-u) 
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§ 1 = l ß 0 6 7 J U i + 1
 + 9 0 S 1 8 ^ u i + l ) 
6 t \ n j 
'0 67 U i ß„ 1 " u
J + 9 n s i g n ( V ) 
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fQ 6t N n j+e /1 j + e . 
fß^ T~ 1 v . + 6^ s i g n C v . ) 
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243 
Equation (14) neglects diffusion terms, which have as coefficients the 
gradients of the viscosity coefficient, since these are small compared 
to the other terms. Stability criteria call for positive coefficients 
2 
S 1 ri 
for the diffusion-like terms, i.e. the coefficients of — — , — — and 
92u 8r r 
—r- . Only u diffusion has been considered here, since the density deri-
äzz 
vatives on the left hand side of Equation (14) can be removed using 
the density transport equation. 
(2) axial direction momentum equation 
The differential equation for axial momentum transport is 
r ^ + ~ r- (puvr) + £- (pw) = N - of ̂  + D(v-v) + V + pg , (15) 
Öt r ör ^ öz r z öz z 
where 
N = axial component of momentum source function 
v = representative axial velocity component for other fields 
The axial component of the viscous term, denoted by V , is 





Ör (*£)-ifc(*fc <»>)]• 
Differential Equation (15) can be approximated at the point i,j + — 
by 
[n+1 j + e n , N j+e _ 1 _ I n^ ^j+e n J + e ] 
(pv)J - (pv)J J + ^ j_ < P u v r > J + e - < p u v r > J . e J 
1 I  
u I (pv) 
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+ 
L In j+1 n j l n A l xj+e n+1 j+e ] n+1 j+1 n+1 j | . 
- |^<pw>J - <pw>JJ= (Nz)J - 4 [ PI - P j ^ 
V + e [n+1vJ+e - n + 1 v H + n(Vz)f
e + D+1pJ+e g . (16) 
Each term in Equation (16) needs to be expanded in a Taylor Series 
about some fixed reference, the most convenient in this case being the 
point i,j + — at time Step n. Using the difference approximations for 
the various terms as in Chapter III, and proceeding on the same prin-
ciples as the density transport equation, one can finally arrive at a 
modified equation for axial momentum transport as 
r ^ + - jr- (puvr> + r - <pw) = N - a ^ + D^"v> + P§ 
Öt r ör F öz VK z öz 
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2 ( i , - 5 , - l ) ^ u ^ + i P ^ + r C51+52) 4 J 
* f (^[« i -v" p"
2 + w r (2u
2
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+ M- + ( 6 r ) 2 ( 
+ 
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6t\ n j+e , a xi j+e. 
§ 2 " *0 6?) U i - e + 90 « S » ' « ^ ) 
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fa iL\ n,J+' 
53 = (
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Equation (17) neglects diffusion terms, which have as coefficients the 
gradients of the viscosity coefficient, since these are small compared 
to other terms. Stability criteria call for positive coefficients for 
2 2 
the diffusion-like terms, i.e. the coefficients of —=• , — -r— and —-. 
, 2 ' r 3r . 2 
3r 3z 
Only v diffusion has been considered here, since the density derivatives 
on the left hand side of Equation (17) can be removed using the density 
transport equation. 
C. Internal Energy Transport Equation 
The differential equation for the transport of specific internal 
energy is 
^ + l~ £- (pulr) + £- (pvl) = -*•£- (aar) - p £- (cw) + Q öt r ör bz r r ör b öz 
+ H (T-T) + \ fc (rka g)+ Ö- (ka & y ,* + A , (18) 
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where 
Q = internal energy source function 
H = energy exchange function 
T = representative temperature of other fields 
T = temperature of field 
k = thermal conductivity 
A = internal energy production due to momentum exchange 
$ = viscous dissipation term. 
Differential Equation (18) can be approximated at the point i,j by 
["+1<pl>} - n ( p I ) J + ^ [
n<PuIr>J+e - %ulr>j_ e] 
1_ ln+  
6t 
L [%VI>|- - % V I > P ] - - - ^ [r i+e »C«»)^ - r, . . •(«»>*_.] 
|n(OT)J
+e - "<«v>H + \ + \ [nT* - V ] 
6z 
+ - ^ - 7 ^ r . , n(ok)^ ( V , -nri) 
r i ( 6 r )
Z 1 i+e ' i + e i + l 
• » • ^ N - ^ » ] * ^ ' ^ <V"-"I> 
n(ak)J-e (V - nTf S U n(^)| + V (19) 
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Each term in Equation (19) needs to be expanded in a Taylor Series 
about some fixed reference, the most convenient in this case being the 
point i,j at time step n. Using the difference approximations for the 
various terms as in Chapter III, and proceeding on the same principles 
as the density transport equation, one can finally arrive at a modified 
equation for internal energy transport as 
^ + l~^ <P«Ir) + ^ (PVD - - ̂  (our) - p Ö- (cw) + Q 
+ H (T-T) + n$ + A + £- (ka) ̂  + ^ (kor) ^ v 7 p ör ör öz Oz 
( r a - W [(5l-s2-i) PU
2
 + «1+s2> r (
2"2 ^ + P" £ ) ] 
to||+ <5l-52-i> ^ )
2 ( | u ^ + 4 ^ p ^ ) + f (i1 + S 2)Pu|g 
+ 
, 6t 
< 2 ~ 
+ ( V V D (ar)
2(|u ^ + | p £ ) + & «1+52) pjjlfii 
( ^ S + M > N ^ ^ . ^ 
2. 
* ÖI + ( W U ( 6 z ) 2 ^ v - + 
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where 
Si = fan T T ) " « ^ + en sign(n UJ ) 
1 \^0 brj l+e 0 i+e 
h 'fonJrY»* + e n 8 i g n (
n J ) 
2 v̂  0 öry l - e 0 i - e 
=• Ca 6t \ n i+e n . ,n i+e. 
§3 " (P0 6 l ) v i + 8 0 S l g n ( v i > 
(Q 61 \ n j - e . . , n i - e . 
ßo Ti) vi + eo s l g n ( v i > • 
Equation (20) neglects diffusion terms which have as coefficients the 
gradients of the thermal conductivity, since these are small compared 
to the other terms. Stability criteria call for positive coefficients 
2 
3 1 181 
for the diffusion-like terms, i.e. the coefficients of — — , — -r— and 
32I 3r ' 
— — . Only I diffusion has been considered here, since the density 
dz 
derivatives on the left hand side of Equation (20) can be removed using 
the density transport equation. 
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