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Abstract
We consider a wave equation in a bounded domain with linear dissipation and with a nonlinear
source term. We give characterizations of all the solutions with respect to their qualitative properties:
globality, boundedness, nonglobality, blow-up, and convergence to equilibria.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
We consider
utt − α∆u+ δut = f (u) in Ω, (1)
with homogeneous Dirichlet boundary condition
u= 0 on ∂Ω,
and initial conditions
u(x,0)= u0, ut (x,0)= v0, x ∈Ω,
where α > 0, δ > 0, Ω ⊂Rn is a bounded domain with sufficiently smooth boundary, and
f (u)= µu|u|r−2, µ > 0, r > 2. (2)
We pose the following problems: give necessary and sufficient conditions for nonglob-
ality, blow-up, globality, boundedness, and convergence to the equilibria of weak solutions.
In Section 2, the concept of what we mean by weak solutions is given precisely.
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nondissipative case, δ = 0, where obtained by Payne and Sattinger [1]. They introduced
the concepts of stable and unstable sets. For the dissipative case, Ikehata [2] gave a
characterization for the existence of blow-up of solutions, but restricted to sufficiently small
coefficient δ. He also gave a characterization of those global solutions decaying to zero.
He utilized the concepts of stable and unstable sets. When δ = 0, Cazenave [3] proved that
global solutions must be bounded for the Klein–Gordon equation. The same result was
proved in Cazenave and Haraux [4] for the Klein–Gordon equation with linear dissipation
and a time depending nonhomogeneous term, but restricted to nonlinearities f (u) Cu2,
u ∈ R, C > 0. Without this assumption, we extend the argument given in Cazenave [3] to
show that globality implies boundedness for Eq. (1) when δ > 0.
In this work, we utilize the stable and unstable sets. We give necessary and sufficient
conditions for the existence of nonglobal and also global solutions of (1). We characterize
blow-up of solutions for any positive coefficient δ. With respect to global solutions, we give
a characterization for those solutions which tend to the set of nonzero equilibria. Also, we
do the same for those which tend to the zero equilibrium. This last property was proved in
a different manner by Ikehata [2]. Some of our results in this article where stated in [5] for
a Klein–Gordon equation.
2. Preliminaries
We begin this section with an existence, uniqueness and continuation theorem for the
nonlinear wave equation (1). For a proof see Georgiev and Todorova [6] and Ikehata [2].
Theorem 2.1. Assume that r > 2 and r  2(n− 1)/(n− 2) if n 3. For every initial data
(u0, v0) ∈H ≡H 10 (Ω)×L2(Ω), there exists a unique (local) weak solution (u(t), v(t))≡
S(t)(u0, v0) of problem (1), that is
d
dt
(
v(t),w
)
2 + α
(∇u(t),∇w)2 + δ(v(t),w)2 = (f (u(t)),w)2, (3)
a.e. in (0, T ) for every w ∈H 10 (Ω), and
u ∈ C([0, T );H 10 (Ω))∩C1([0, T );L2(Ω)).
Here, S(t) denotes the corresponding semigroup on H , generated by problem (1), and
(· , ·)2 is the inner product in L2(Ω).
If T < +∞, then S(t)(u0, v0)→∞ in the norm of H , moreover, ‖u(t)‖r →∞, as
t ↗ T .
Also, the energy equation holds:
E0 =E(t)+
t∫
0
δ
∥∥v(τ )∥∥22 dτ, (4)
where
E(t)≡E(u(t), v(t)) ≡ 1∥∥v(t)∥∥22 + J (u(t)) (5)2
J.A. Esquivel-Avila / J. Math. Anal. Appl. 279 (2003) 135–150 137and
J (u)≡ α
2
‖∇u‖22 −
µ
r
‖u‖rr ≡
1
2
a(u)− 1
r
b(u). (6)
Here, E0 ≡E(u0, v0) is the initial energy.
Now, we define, respectively, the stable and unstable sets (Payne and Sattinger [1]):
W ≡ ([I (u) > 0]∪ {0})∩ [J (u) < d], (7)
V ≡ [I (u) < 0]∩ [J (u) < d], (8)
where
I (u)≡ a(u)− b(u) (9)
and the depth
d ≡ inf
0 =u∈H 10 (Ω)
sup
λ0
J (λu). (10)
Here, [I (u) < 0] denotes the set of u ∈H 10 (Ω) with that property.
From definition (10) and Sobolev–Poincaré’s inequality
‖∇u‖2  C‖u‖r , (11)
for some C > 0, any u ∈H 10 (Ω), any r > 2, with r  2n/(n− 2) if n 3, we obtain the
following important properties of d .
Lemma 2.2. Let u = 0 and r be like in (11). Then
0 <D  d  r − 2
2r
(
ar(u)
b2(u)
)1/(r−2)
= sup
λ0
J (λu), (12)
where
D ≡ r − 2
2r
(
αr
µ2
C2r
)1/(r−2)
. (13)
Remark 2.3. Denote by E the set of nonzero equilibria, (ue,0) = (0,0), of Eq. (1). Then,
for any of these,
I (ue)= 0; (14)
hence, and from (6) and (12),
J (ue)= r − 22r a(ue)= supλ0J (λue) d,
that is,
ue ∈
[
J (u) d
]
. (15)
Lemma 2.4. The following properties of V and W hold (Lions [7], Ikehata and Suzuki [8],
and Esquivel-Avila [9]):
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(ii) 0 /∈ V (closure in H 10 (Ω));
(iii) [I (u) < 0]c ∩ [J (u) < d] =W, ([I (u) > 0] ∪ {0})c ∩ [J (u) < d] = V.
The following estimates are direct consequences of definitions (7) and (8).
Lemma 2.5. For any solution of (1), given by Theorem 2.1, we have that
J (u) >
r − 2
2r
α‖∇u‖22 if 0 = u ∈W (16)
and
d <
r − 2
2r
α‖∇u‖22 if u ∈ V. (17)
A set V ⊂ H is positive invariant, with respect to problem (1), if the corresponding
generated semigroup S(t) on H is such that
S(t)V ⊂ V .
Lemma 2.6 (Payne and Sattinger [1]). Let (u, v) denote any solution of Eq. (1), given by
Theorem 2.1. Then, the sets
S ≡ [E(u,v) < d]∩ [(u, v) ∈H : u ∈W] (18)
and
U ≡ [E(u,v) < d]∩ [(u, v) ∈H : u ∈ V ] (19)
are positive invariant.
The following is a direct consequence of the last result and (iii) of Lemma 2.4.
Lemma 2.7. For every solution of (1), given by Theorem 2.1, only one of the following
holds:
(i) there exists some t0  0 such that (u(t0), v(t0)) ∈ S , and remains there for every
t > t0;
(ii) there exists some t0  0 such that (u(t0), v(t0)) ∈ U , and remains there for every
t > t0;
(iii) (u(t), v(t)) ∈ [E(u,v) d] for every t  0.
The following boundedness result is transcendental.
Theorem 2.8. Let S(t)(u0, v0) be a solution of problem (1), given by Theorem 2.1. Assume
that r  6 if n = 2. If ‖u(t)‖2 < C <∞, for all t ∈ R+ and some constant C > 0, then
(u(t), v(t)) is uniformly bounded in H for all t ∈R+.
J.A. Esquivel-Avila / J. Math. Anal. Appl. 279 (2003) 135–150 139Proof. Define the function F(t)≡ 12‖u(t)‖22; then
F¨(t)= ∥∥v(t)∥∥22 − α∥∥∇u(t)∥∥22 − δ(u(t), v(t))+µ∥∥u(t)∥∥rr
= r + 2
2
∥∥v(t)∥∥22 + r − 22 α∥∥∇u(t)∥∥22 − δ(u(t), v(t))2 − rE(t). (20)
Now, define the functions H(t) ≡ G(t) − kE0 ≡ F˙(t) + δF(t) − kE0. Hence, and
from (20),
H˙(t)= r + 2
2
∥∥v(t)∥∥22 + r − 22 α∥∥∇u(t)∥∥22 − rE(t)
K
((
u(t), v(t)
)
2 + δ
1
2
∥∥u(t)∥∥22 − kE0)=KH(t), (21)
where K ≡ min{r + 2, αC(Ω)(r − 2)/(1 + δ)} > 0, k = r/K, and C(Ω) > 0 is the
imbedding constant of H 10 (Ω)⊂ L2(Ω).
Hence, for 0 s  τ,
H(τ )H(s)e(K(τ−s)),
and consequently, from definition of H(t), for 0 s  τ  t,
F(t)=F(s)e−δ(t−s)+
t∫
s
(H(τ )+ kE0)eδ(τ−t ) dτ
F(s)e−δ(t−s)+
t∫
s
(H(s)eK(τ−s)+ kE0)eδ(τ−t ) dτ
 H(s)
δ+K
(
eK(t−s)− eδ(s−t ))+ kE0
δ
(
1− eδ(s−t )). (22)
Notice that if H(s) > 0, for some s  0, we obtain from (22) that limt→∞F(t) =∞.
A contradiction. Then, for all t  0,
G(t) kE0. (23)
Now we define L(t)≡ G(t)+ k˜E0, and like in (21),
L˙(t)−K˜L(t),
where K˜ ≡min{r + 2, αC(Ω)(r − 2)}> 0, k˜ ≡ r/K˜ . Hence
L(t) L(0)e−K˜t min{L(0),0},
and consequently,
G(t)min{G(0),−k˜E0}.
Hence, and from (23), G(t) is uniformly bounded in time.
We integrate (20) in terms of G(t), and we obtain
G(t + 1)− G(t) (r − 2)
2
t+1∫ (∥∥v(τ )∥∥22 + α∥∥∇u(τ)∥∥22)dτ − rE0.
t
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t+1∫
t
ω(τ ) dτ  C, (24)
where C > 0 is a constant and 2ω(t)≡ ‖v(t)‖22 + α‖∇u(t)‖22.
Next we shall show that there exists a constant κ > 0, such that
ω(t) κ
(
ω(s)+ 1), (25)
for any 0 s  t  s + 1.
To this end we calculate
ω˙(t)= (v(t), f (u(t)))2 − δ∥∥v(t)∥∥22  µ∥∥v(t)∥∥2∥∥u(t)∥∥r−12(r−1)  Cˆω(t)ω(r−2)/2(t),
where Ĉ > 0.
Consider n 3, and notice that (r− 2)/2 1/(n− 2) 1. Then, for 0 s  t  s+ 1,
we integrate and apply Hölder inequality, and get by (24) that
ω(t) ω(s) exp
(
Ĉ
t∫
s
ω(r−2)/2(τ ) dτ
)
 ω(s) exp
{
Ĉ
( s+1∫
s
ω(τ ) dτ
)(r−2)/2}
 ω(s) exp
(
ĈC(r−2)/2
)
.
If n= 1,2, from
ω˙(t) µ
∥∥v(t)∥∥2∥∥u(t)∥∥r−12(r−1)
we obtain, for 0 s  t  s + 1, that
ω(t) ω(s)+µ
t∫
s
∥∥v(τ )∥∥2∥∥u(τ)∥∥r−12(r−1) dτ
 ω(s)+ µ
2
t∫
s
(∥∥v(τ )∥∥22 + ∥∥u(τ)∥∥2(r−1)2(r−1))dτ
 ω(s)+ µ
2
s+1∫
s
∥∥u(τ)∥∥2(r−1)2(r−1) dτ +µ
t∫
s
ω(τ ) dτ.
By Gronwall inequality and (24),
ω(t)
(
ω(s)+ µ
2
‖u‖2(r−1)
L2(r−1)(Ω×(s,s+1))
)
eµ
 C˜
{
ω(s)+
[ s+1∫ (∥∥u(τ)∥∥22 + α∥∥∇u(τ)∥∥22 + ∥∥v(τ )∥∥22)dτ
]r−1}s
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{
ω(s)+
[ s+1∫
s
ω(τ ) dτ
]r−1}
 Ĉ
{
ω(s)+Cr−1},
where C˜ > 0, Ĉ > 0 depend on the continuous imbeddingsH 10 (Ω)⊂ L2(Ω) and H 1(Ω×
(s, s + 1)) ⊂ L2(r−1)(Ω × (s, s + 1)), where we assumed that r  4 if n = 2. Next we
consider n= 2 and 4 < r  6.
By Galiardo–Niremberg’s inequality (see, e.g., Cazenave and Haraux [4]) with n= 2,
‖u‖r−12(r−1)  C(Ω)‖u‖(r−1)(1−a)q ‖∇u‖(r−1)a2 ,
where C(Ω) > 0 and q = 2(r − 1)(1 − a). We choose a ≡ 2/(r − 1) ∈ [2/5,2/3), then
q = 2(r − 3).
Hence, and as before,
ω(t) ω(s)+µ
t∫
s
∥∥v(τ )∥∥2∥∥u(τ)∥∥r−12(r−1) dτ
 ω(s)+µC(Ω)
t∫
s
∥∥v(τ )∥∥2∥∥∇u(τ)∥∥22∥∥u(τ)∥∥r−32(r−3) dτ
 ω(s)+ Ĉ
t∫
s
ω(τ )
∥∥∇u(τ)∥∥2∥∥u(τ)∥∥r−32(r−3) dτ,
where Ĉ ≡ µC(Ω)max{1,1/α}. Now we apply Gronwall inequality and (24):
ω(t) ω(s) exp
{
Ĉ
t∫
s
∥∥∇u(τ)∥∥2∥∥u(τ)∥∥r−32(r−3) dτ
}
 ω(s) exp
{
Ĉ
( t∫
s
∥∥∇u(τ)∥∥22 dτ
)1/2( t∫
s
∥∥u(τ)∥∥2(r−3)2(r−3) dτ
)1/2}
 ω(s) exp
{
Ĉ
( s+1∫
s
∥∥∇u(τ)∥∥22 dτ
)1/2
‖u‖r−3
L2(r−3)(Ω×(s,s+1))
}
 ω(s) exp
{
C˜
[ s+1∫
s
(∥∥u(τ)∥∥22 + α∥∥∇u(τ)∥∥22 + ∥∥v(τ )∥∥22)dτ
](r−2)/2}
 ω(s) exp
{
C
[ s+1∫
s
ω(τ ) dτ
](r−2)/2}
 ω(s) exp
{CC(r−2)/2},
where C˜ > 0, Ĉ > 0, C > 0 depend on the continuous imbeddings H 10 (Ω)⊂ L2(Ω) and
H 1(Ω × (s, s + 1))⊂ L2(r−3)(Ω × (s, s + 1)). Then (25) holds for any n 1, under our
assumptions on r .
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∥∥v(t)∥∥22 + α∥∥∇u(t)∥∥22 =
t∫
t−1
2ω(t) ds  2κ
t∫
t−1
(
ω(s)+ 1)ds  2κ(C + 1),
and the proof is complete. ✷
Remark 2.9. Cazenave [3] proved Theorem 2.8 for the Klein–Gordon equation without
dissipation. The same result was proved in Cazenave and Haraux [4] for the Klein–Gordon
equation with linear dissipation, for nonlinearities f (u) Cu2, u ∈ R, C > 0, and a time
depending nonhomogeneous term. We generalized the argument in Cazenave [3] to the
dissipative equation (1).
We shall need the following inequality.
Lemma 2.10. Let F ∈W 1,1loc (R+) be a nonnegative function such that
F˙(t) CFa(t) a.e. for t  0,
with a > 1 and C > 0. Then, there exists some T ∗ > 0 such that limt↗T ∗ F(t)=∞.
Proof. Define G(t)≡F1−a(t); then
G˙(t) (1− a)C < 0 a.e. for t  0.
Hence, 0 < G(0)+ (1− a)Ct , which is only possible if t < T ∗ ≡F1−a(0)/C(a − 1).✷
The following follows from a compactness result, due to Webb [10], and then from
the LaSalle invariance principle applied to the Liapunov function E(u,v), the energy of
Eq. (1). For a proof see Cazenave and Haraux [4].
Theorem 2.11. Consider Eq. (1). Assume that f (u) is compact from H 10 (Ω) in L2(Ω),
that is r < 2(n− 1)/(n− 2) if n 3. Then, any solution of (1) is bounded in H if and only
if is precompact in H . In that case, (u(t), v(t))→ E ∪ {(0,0)} in H , as t →∞.
3. The dynamics
We begin with a sufficient condition for boundedness.
Theorem 3.1. Let (u(t), v(t)) be a solution of problem (1), given by Theorem 2.1. If
there exists t0  0 such that (u(t0), v(t0)) ∈ S , then the solution is bounded in H and,
by Theorem 2.1, global.
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(4), (5) and (16) in Lemma 2.5, we get
E0 E
(
u(t), v(t)
) = 1
2
∥∥v(t)∥∥22 + J (u(t))> 12∥∥v(t)∥∥22 + r − 22r α∥∥∇u(t)∥∥22.
Hence, (u(t), v(t)) is bounded in H for all t > 0. ✷
The following presents a characterization for blow-up of solutions.
Theorem 3.2. Let (u(t), v(t)) be a solution of problem (1), given by Theorem 2.1. A nec-
essary and sufficient condition for nonglobality, blow-up by Theorem 2.1, is that there
exists t0  0 such that (u(t0), v(t0)) ∈ U .
Remark 3.3. Ikehata [2] utilized the unstable set concept to characterize the blow-up, but
only for dissipation coefficient δ sufficiently small and as a consequence he used a modified
unstable set Vδ ⊂ V , consequently Uδ ⊂ U . Also, he assumed that r  2(1/n+ 1).
Proof of Theorem 3.2. This follows like in Esquivel-Avila [9], where a characterization
of blow-up is proved for Eq. (1) with a nonlinear dissipation. We present the proof for
convenience.
Sufficiency. By Lemma 2.6, (u(t), v(t)) ∈ U for all t > t0.
Now, we consider the function defined by
V(t)≡ d −E(t), (26)
and notice that because of (4), in Theorem 2.1,
V(t) d −E0 ≡ V0 > 0, (27)
where now E0 ≡E(u(t0), v(t0)).
Notice that from (17) in Lemma 2.5
V(t) d − J (u(t)) d − r
r − 2d +
µ
r
∥∥u(t)∥∥r
r
,
and hence∥∥u(t)∥∥r
r
 r
µ
(
2d
r − 2 + V(t)
)
. (28)
We shall need some estimates. First, we notice that∣∣δ(u(t), v(t))2∣∣C(Ω)δ∥∥u(t)∥∥1−kr ∥∥u(t)∥∥kr∥∥v(t)∥∥2
C(Ω)δ
∥∥u(t)∥∥1−k
r
[
ν
∥∥u(t)∥∥2k
r
+ 1
C(ν)
∥∥v(t)∥∥22]
<CV (1−k)/r(t)
[
νδ
∥∥u(t)∥∥2k
r
+ 1
C(ν)
V˙(t)
]
, (29)
where k ∈ (1, r/2), C ≡ C(Ω)(r/µ)(1−k)/r , C(Ω) > 0 is the constant in the continuous
imbedding Lr(Ω)⊂ L2(Ω), C(ν) > 0, and ν > 0 will be chosen later. Here we used (28)
and energy equation in terms of V(t).
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−I(u(t))=−2J (u(t))+ µ
r
(r − 2)∥∥u(t)∥∥r
r
 2(V0 − d)+ µ
r
(r − 2)∥∥u(t)∥∥r
r
 µ
r
(r − 2)∥∥u(t)∥∥r
r
,
whenever V0 − d  0. On the other hand, in case of V0 − d < 0, from (28) and using (27),
(V0 − d)
∥∥u(t)∥∥r
r
 (V0 − d) r
µ
(
2d + (r − 2)V0
r − 2
)
;
hence,
2(V0 − d) µ
r
(r − 2) 2(V0 − d)
2d + (r − 2)V0
∥∥u(t)∥∥r
r
,
and consequently,
−I(u(t)) µ
r
(r − 2) rV0
2d + (r − 2)V0
∥∥u(t)∥∥r
r
.
Then, in any case
−I(u(t)) Ĉ∥∥u(t)∥∥r
r
, (30)
where
Ĉ ≡ µ
r
(r − 2)min
(
1,
rV0
2d + (r − 2)V0
)
.
Now, we define the function by
F(t)≡ V1/a(t)+ /(u(t), v(t))2, (31)
where a ≡ (1+ (1− k)/r)−1 ∈ (1,2) and / > 0 will be chosen later.
We intend to apply Lemma 2.10 to function (31). First, we calculate the derivative,
along solutions, with respect to t . Let us start with the second term of (31):
d
dt
(
u(t), v(t)
)
2 =
∥∥v(t)∥∥22 − I(u(t))− δ(u(t), v(t))2

∥∥v(t)∥∥22 + Ĉ∥∥u(t)∥∥rr −CV (1−k)/r(t)[νδ∥∥u(t)∥∥2kr + 1C(ν) V˙(t)
]

∥∥v(t)∥∥22 +
[
Ĉ − νCδ
(
r
µ
)(2k−r)/r
Vb0
]∥∥u(t)∥∥r
r
− Ca
C(ν)
V˙1/a(t)

∥∥v(t)∥∥22 + Ĉ2 ∥∥u(t)∥∥rr − CaC(ν) V˙1/a(t), (32)
where b ≡ (k − (r − 1))/r < 0 and ν > 0 is sufficiently small. Here we used (29), (30),
(28) and (27).
Consequently, if / > 0 is sufficiently small,
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where C˜ ≡ /min(1, Ĉ/2) > 0.
From (33), and choosing / > 0 even smaller if needed, we get
F(t)F0 ≡ V1/a0 + /
(
u(t0), v(t0)
)
2 > 0. (34)
Utilizing two times (28), we get
Fa(t) 2a−1[V(t)+ /a∣∣(u(t), v(t))2∣∣a]
 2a−1
[
µ
r
∥∥u(t)∥∥r
r
+ /aC(Ω)a∥∥u(t)∥∥a
r
∥∥v(t)∥∥a2]
 2a−1
[
µ
r
∥∥u(t)∥∥r
r
+ /aC(Ω)a(∥∥u(t)∥∥2a/(2−a)
r
+ ∥∥v(t)∥∥22)]
 2a−1
[
µ
r
∥∥u(t)∥∥r
r
+ /aC(Ω)a
((
µ(r − 2)
2rd
)c∥∥u(t)∥∥r
r
+ ∥∥v(t)∥∥22)
]
 C[∥∥u(t)∥∥r
r
+ ∥∥v(t)∥∥22], (35)
whereC(Ω)> 0 is the imbedding constant ofLr(Ω)⊂ L2(Ω), c≡ 1−2a/(r(2−a)) > 0,
and C > 0.
Hence, and from (33), we obtain the inequality in order to apply Lemma 2.10. Therefore
the maximal time of existence is finite: T <∞.
Necessity. Proceeding by contradiction suppose that, for all t  0, (u(t), v(t)) /∈ U . By
Lemma 2.7, we must have either that (u(t), v(t)) ∈ S (then by Theorem 3.1 (u(t), v(t))
must be bounded in H , and this is not possible), or E(u(t), v(t))  d for all t  0 (then
from energy equation
δ
t∫
0
∥∥v(τ )∥∥22 dτ E0 − d,
where E0 ≡E(u0, v0)). Hence, by Hölder inequality,
δt−1
∥∥∥∥∥
t∫
0
v(τ ) dτ
∥∥∥∥∥
2
2
E0 − d,
and consequently,∥∥u(t)∥∥2  C(T ), (36)
for any finite T > 0, where C(T )≡ ‖u0‖2 + ((E0 − d)/δ)1/2T 1/2.
From Theorem 2.1, if Tmax > 0 is the maximal time of existence,
lim
t↗Tmax
∥∥u(t)∥∥
r
=∞,
hence, by Sobolev–Poincaré’s inequality (11), for every M >E0, there exists some tˆ > 0,
such that
M <
r − 2
α
∥∥∇u(t)∥∥22, (37)2r
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tion (31),
F(t)≡ V(t)1/a + /(u(t), v(t))2, (38)
defined for t  tˆ , where a ∈ (1,2), / > 0 is sufficiently small, and
V(t)≡M −E(t) > 0, (39)
and repeat the sufficiency part of the proof. Then, by Lemma 2.10, F(t) blows-up as
t ↗ T ∗, T ∗ > tˆ . Indeed, for tˆ  t < T ∗,
F(t) F(tˆ )(
1− t−tˆ
T ∗−tˆ
)1/(a−1) ;
hence, and from (38), (39), and since E(t) d ,
∥∥u(t)∥∥22  ∥∥u(tˆ )∥∥22 + 2/
{ t∫
tˆ
(
F(tˆ )(
1− τ−tˆ
T ∗−tˆ
)1/(a−1) −V1/a(τ )
)
dτ
}

∥∥u(tˆ )∥∥22 − 2(t − tˆ )/ (M − d)1/a
+ 2(a− 1)
/(2− a)F(tˆ )(T
∗ − tˆ )
{(
1− t − tˆ
T ∗ − tˆ
)−(2−a)/(a−1)
− 1
}
.
Consequently,
lim
t↗T ∗
∥∥u(t)∥∥22 =∞.
But this contradicts (36). The proof is complete. ✷
Next, we present a complement of Theorem 3.1.
Theorem 3.4. Let (u(t), v(t)) be a solution of problem (1), given by Theorem 2.1. Assume
that r  6 if n= 2. If (u(t), v(t)) ∈ [E(u,v) d] for all t  0, then the solution is global
and bounded in H .
Proof. Suppose that (u(t), v(t)) is not global. Then by Theorem 2.1 it blows-up and, by
Theorem 3.2, (u(t0), v(t0)) ∈ U for some t0 > 0. Hence, (u(t), v(t)) ∈ [E(u,v) < d] for
all t  t0. A contradiction.
Next, we shall prove that ‖u(t)‖2 is bounded for all t  0. Then, by Theorem 2.8,
(u(t), v(t)) must be bounded in H , and the proof is complete.
Let F(t)≡ 12‖u(t)‖22 −C, where C > 0 is the constant given below. Then we obtain
F¨(t)= ∥∥v(t)∥∥22 − α∥∥∇u(t)∥∥22 − δ(u(t), v(t))+µ∥∥u(t)∥∥rr
= r + 2
2
∥∥v(t)∥∥22 + r − 22 α∥∥∇u(t)∥∥22 − δ(u(t), v(t))− rE(u(t), v(t))
 C(Ω)α(r − 2)F(t)− δF˙(t), (40)
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C(Ω)).
We defineW(t)≡F+(t)≡ sup{F(t),0}, the positive part ofF(t). We claim that, along
solutions of (1), the time derivative satisfies W˙(t) 0. Indeed, if this is no the case, there
exists some t0 > 0 such that
F(t0) > 0 and F˙(t0) > 0. (41)
By a standard comparison result for ordinary differential equations, (40) and (41) imply
that F(t) →∞ as t →∞. Consequently, for any constant C > E0, there exists some
t0 > 0, such that for t  t0
C <
r − 2
2r
α
∥∥∇u(t)∥∥22. (42)
This is (17) in Lemma 2.5, replacing d by C. If we now define, for t  t0, the function
V(t)≡ C −E(t), (43)
we can repeat the sufficiency part of the proof of Theorem 3.2 and show that the solution
blows-up in a finite time, consequently it is nonglobal. A contradiction. ✷
Remark 3.5. According to Lemma 2.7 and Theorems 3.1, 3.2 and 3.4, globality and
boundedness are equivalent properties and they are characterized by either there exists
t0  0 such that (u(t0), v(t0)) ∈ S or (u(t), v(t)) ∈ [E(u,v) d] for all t  0.
Now, we characterize the asymptotic behavior of solutions.
Theorem 3.6. Let (u(t), v(t)) be a solution of problem (1), given by Theorem 2.1.
Then, (u(t), v(t))→ (0,0), in H as t →∞, if and only if there exists t0  0 such that
(u(t0), v(t0)) ∈ S .
Proof. Sufficiency. The proof is based in a technique given in Ball [11]. By Theorem 3.1,
the solution (u(t), v(t)) is bounded in H . Hence, there exists a sequence of times {tn}, such
that tn →∞, and (u(tn), v(tn))→ (uˆ, vˆ) weakly in H . Moreover, since the imbedding
H 10 (Ω)⊂ Lr(Ω) is compact, b(u(tn))→ b(uˆ) as n→∞.
On the other hand, by the energy equation and (16) in Lemma 2.5,
t∫
0
∣∣(v(τ ),w)2∣∣2 dτ  E0δ ‖w‖22
for any w ∈H 10 (Ω). Now, since the solution is bounded, by (3) in Theorem 2.1, (v(t),w)2
and (d/dt)(v(t),w)2 are also bounded for any t > 0. Consequently, (v(t),w)2 → 0 as
t →∞. Since H 10 (Ω)⊂ L2(Ω) is dense, then
v(t)→ 0 weakly in L2(Ω).
Hence, vˆ = 0.
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weak topology, and then that the weak limit set is invariant, see Ball [11,12]. Consequently,
(uˆ, vˆ)= (ue,0) ∈ E ∪ {(0,0)}.
Since 0E(t)E(s)E0 < d, for 0 s  t , then
0E∞ ≡ lim
t→∞E(t) < d.
Now, notice that
1
2
a(ue) lim inf
n→∞
1
2
{∥∥v(tn)∥∥22 + a(u(tn))}= limn→∞
{
E(tn)+ 1
r
b
(
u(tn)
)}
=E∞ + 1
r
b(ue)=E∞ + 1
r
a(ue).
Hence,
r − 2
2r
a(ue)E∞ < d.
Then, Remark 2.3 implies that ue = 0. Consequently, (u(t), v(t))→ (0,0)weakly inH ,
and b(u(t))→ 0 as t →∞.
From (3) in Theorem 2.1 with w = u(t),(
d
dt
v(t), u(t)
)
2
=−a(u(t))− δ(u(t), v(t))2 + b(u(t)).
Integrating by parts in time, and using (5) and (6),
−
t∫
0
∥∥v(τ )∥∥2 dτ + (u(t), v(t))2 − (u(0), v(0))2
=
t∫
0
{
−2E(τ)+ ∥∥v(τ )∥∥22 + r − 2r b(u(τ))
}
dτ − δ
2
∥∥u(t)∥∥22 + δ2∥∥u(0)∥∥22.
Hence, by energy equation, (16) in Lemma 2.5, and Hölder inequality,
t∫
0
{
2E(τ)− r − 2
r
b
(
u(τ)
)}
dτ  C(E0), (44)
where C(E0) > 0 is a constant depending only on E0.
Since
2E∞ = lim
t→∞
{
2E(t)− r − 2
r
b
(
u(t)
)}= lim
t→∞
{∥∥v(t)∥∥22 + a(u(t))},
then (44) implies that E∞ = 0.
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 d], the result follows. ✷
Theorem 3.7. Let (u(t), v(t)) be a solution of problem (1) given by Theorem 2.1, and
assume that r < 2(n−1)/(n−2) if n 3 and that r  6 if n= 2. Then, (u(t), v(t))→ E∞,
in H as t →∞, if and only if (u(t), v(t)) ∈ [E(u,v) d] for t  0, where E∞ ≡ [(ue,0) ∈
E : J (ue)=E∞  d] and E∞ ≡ limt→∞E(u(t), v(t)).
Proof. Sufficiency. Convergence to the set of equilibria follows from Theorems 3.4 and
2.11. There exists a sequence {tn}, such that tn →∞ as n→∞, and
lim
n→∞J
(
u(tn)
)= J (ue), (45)
for some equilibrium of Eq. (1).
Moreover, since energy is nonincreasing, we must have that
J (ue)=E∞ ≡ lim
t→∞J
(
u(t)
)= lim
t→∞E
(
u(t), v(t)
)
 d > 0. (46)
Necessity. Since the energy is nonincreasing, the result is immediate from Lemma 2.7.✷
Remark 3.8. According to Payne and Sattinger [1] (see also Ikehata and Suzuki [8]), for
a set of functionals J (u) including the one considered in this work, the set of extremals of
(10) are characterized by the nonempty sets[
u ∈H 10 (Ω): I (u)= 0, J (u)= d
]= [ue ∈H 10 (Ω): (ue,0) ∈ E, J (ue)= d].
Now, since I (u)= 0 implies, like in Remark 2.3, that J (u) d , we notice that
V ∩W = [u ∈H 10 (Ω): I (u)= 0, J (u)= d],
and consequently,
U ∩ S = [(ue,0) ∈H : (ue,0) ∈ E, J (ue)= d]. (47)
Then in any neighborhood of (47) always we can choose initial conditions either in U or
in S . Hence, by Theorems 3.2 and 3.6, the set of equilibria (47) is unstable in the Liapunov
sense. Moreover, every small neighborhood of (47) is connected, through an orbit, with
(0,0). Also notice that if E∞ = d in Theorem 3.7, then the corresponding attractor is the
set of equilibria given by (47).
Remark 3.9. Theorem 3.6 was proved by Ikehata [2] in a different manner. For a special
case, r even in (2), conclusion of Theorem 3.7 is sharper. Indeed, Haraux and Jendoubi
[13] proved convergence of bounded solutions of problem (1), as given by Theorem 2.1, to
some equilibrium (ue,0) ∈ E , when the nonlinear term (2) is of the form f (x, s), analytic
in s ∈ R, uniformly in x ∈Ω , and satisfies some growth conditions when n 2. See also
the earlier works by Jendoubi [14] and Haraux and Jendoubi [15].
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