I. INTRODUCTION
Sending the voice in real world IP networks is not a trivial problem. This is even more complicated on wireless networks. The voice applications are the most sensitive ones as they are time sensitive. In 802.11 communications, supplementary overheads and timing intervals are necessary for every carried data packet. Additionally, the radio transmission technology has some limitations due to channel overlapping, radio bandwidth sharing, legacy support, overheads and inter-packet times.
Overlap between the channels cause unacceptable degradation of signal quality and throughput. Basically the radio channel overlapping is accepted in 802.11 standards [2] .
In infrastructure wireless LANs with one access point, the data frames do not travel directly among clients. A wireless client sends the data frame to the access point and then the access point resends the payload content of the original data frame, packed in a new data frame, to the receiving client. The AP bandwidth (and the radio space) is shared between the AP radio clients and the user available bandwidth is thus split among those clients [6] .
RTS/CTS (Request to Send, Clear to Send) mechanism is the basic solution for managing 802.11b/g mixed wireless networks. One client is asking the permission for transmission by sending a RTS message to the access point. At its turn, the access point is answering with a CTS message. The clients who receive the CTS will stop the send initiatives and avoid the collisions. The throughput is thus reduced due to the RTS/CTS exchange times.
Considering one radio client in a clean radio environment, the above limitations could be neglected as a first approach. In such conditions, there are no overlapping, no bandwidth sharing and no RTS/CTS mechanism. However, the protocol overheads and radio communication timing intervals cannot be avoided and they are extensively discussed further in this paper, being the most throughput resources consuming elements. 
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The PLCP Preamble and Header (PCLP overheads) are transmitted at the basic channel data rate. The basic bps for 802.11b, 24 Mbps for pure 802.11g and 6 Mbps for 802.11a. The rest of the frame is transmitted at the channel data rate. At this moment and in these conditions, it is realistic to consider the overhead for 802.11 MAC layer only, which has a length of 78 bytes, and to include the PLCP transmission time together with the other timing intervals of 802.11 communications. These timing intervals are DIFS (Distributed Interframe Space), SIFS (Short Interframe Space) and CW (Contention Window, backoff time) [5] , [9] and they will be later explained as 802.11 radio environment characteristics.
We will consider now the overheads for the Application Layer (RTP), the Transport Layer ( P) and the MAC Sub-Layer (MAC) as suggested in figure  1 [9] . When, on a radio channel, a certain data rate is established, the bits flow for data and overheads are transmitted at this speed. The PLCP preamble and header (24 bytes in total) are however transmitted at the basic rate. Based on that, we can transform this PHY overhead stream in a transmission time interval, with a constant time value, not related with the channel data rate and addable with other time intervals, similar with the inter-frame intervals (which will be explained as 802.11 radio channel propriety). [10] .
It is important to note that the voice packets length usually extend fr hen a G729 codec is used (with a 10 bytes packet length), employing WPA-TKIP security method, 20 bytes will be added for each 10 bytes payload. This is the worst case scenario, with the minimum packet length and maximum security overhead. In other words, for one packet carrying voice, another double length sequence has to be added. However, the security overheads impact on the number of possible simultaneously VoIP sessions is reduced because of the fact that VoIP goodput is less sensible in relation with overheads variations [1] while timing intervals are dominant in the transmission budget, as we will conclude in this paper. ation is a continuous one, eve als some background nsmitted. If uncompressed voice is carried, the necessary speed for the basic data flow is 8 x 8 = 64 kbps (PCM). If we are adding 102 bytes as overheads to each 1 byte sample, we get an unacceptable channel usage efficiency of 1/(1+102) = 0.97%. Therefore, packing the elementary samples into larger packets is a necessity.
The packets have to be long enough to assure good channel efficiency, but also short enoug ultiplexing with other packets and also they have to be tailored for specific carrying frames. A short packet is also a good solution for shorter retransmissions time when errors occur. Each codec is defining a packet length and a packet inter-arrival time, as shown in Table 2 . The protocols overheads for usual codecs are also summarized. The codecs parameter values are included into ITU Recommendations [3] , [4] and they are based on acceptable coding/decoding delays compared with the human sound perception.
V. RADIO ENVIROMENT
At the PHY interface, specific 802.11 rules and parameters have to be considered. Since the protocols overheads were already counted in building the MPDU (MAC Protocol Data Unit), now some dead time intervals need to be evaluated in order to calculate the channel availability for VoIP services. In a standard communication scenario, DIFS, Backoff and SIFS times are waiting intervals while ACK together with protocol overheads are additional data intervals which are not directly involved in voice transportation (Figure 2 ).
The PHY overheads are always transmitted at the basic rate (1 Mbps for 802.11b) while the frame payload, which is the MPDU, is travelling at the channel data rate. Based on that, as was shown, it is useful to consider the protocol overheads only to the MPDU level, in order to count how many MPDU sequences are necessary for one VoIP stream. Since the ACK contribution is a constant one (always transmitted at the basic rate, with a fixed length) it can be considered as a supplementary timing interval together with other timing issues.
There are two access mechanisms specified by the IEEE 802.11 standard and they are Distributed Coordination Function (DCF) and Point Coordination Function (PCF). PCF is based on a central coordinator which polls other stations and allows them contention free access to the channel. PCF is not generally supported in commercial products. The main access method is DCF and it is based on the Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) protocol.
In CSMA/CA networks as 802.11, a radio station which finds that the radio environment is available (no carrier) will start to transmit only after a random back-off procedure. That is controlled by the distribution coordination function access method (DCF) which consists in waiting for a period of time, referred to as the DCF interframe space, DIFS (Fig.  2) .
If the medium is sensed to be available for the duration of time that exceeds the DIFS, before a new packet could be transmitted, a backoff waiting interval is introduced. The backoff interval is an integer number of slots time and is defining the Contention Window, CW. The Contention Window is a discrete random interval between zero and a value between a minimum value (CWmin = 15/31) and a maximum value (CWmax = 1023), multiplied with the time slot value.
In IEEE 802.11 standard, a receiver must transmit a positive acknowledgement, ACK, to the transmitter, when a packet is received with no errors. An ACK will be only transmitted after the short interframe space interval, SIFS (Fig. 2) .
The ACK frame is 14 bytes length and is transmitted at a basic rate of 2 Mbps (in 802.11b g), regardless of the channel data rate [1] .
We can now calculate a total time interval between two successive MPDUs in a unicast communication as follows:
DIFS and SIFS time values are defined by the communication standards and they have the amounts from Table 3 . DIFS is in connection with SIFS and it is calculated as in equation (3) .
Before starting a transmission, a station will randomly choose a backoff time with the number of time slots ranging from 0 to Contention Window (CW) [1] . The station will decrease this backoff value progressively while the channel is idle after a DIFS interval and stop the timer if it senses the channel to be busy. When the backoff value reaches zero, the station will transmit its packet. If, pursuant to the PPDU frame transmission, it does not receive the ACK confirmation, the station assumes that the packet has been lost due to transmission errors. In the next steps, the CW value is increased to CW n =2(CW n-1 +1)-1=2 n (CW 0 +1) for each the n th attempt and then a new backoff time is randomly chosen from the interval [0, CW-1]. The procedure is then repeated till a successful confirmation or till the CW maximum limit is reached. The random backoff Time slots time will be considered in this evaluation as an average value, calculated as in (4).
T Backoff = T Slot x (CWmin -1) / 2 (4)
T PHY is the time necessary for PCLP preamble and header transmission (having 24 bytes in length) at the basic data rate. This rate is the data rate which is "understandable" by every station from the network. For 802.11b, transmitting 24 bytes at 1 Mbps it means 24 x 8b / 1Mbps = 192 μs. Other values are calculated in Table 3 . The ACK fame has 14 bytes length at the MAC layer. For transmission, the PCLP preamble and header (T PHY ) is also added. T ACK is obtainable as in (5). T ACK = T PHY + ACK_frame_length x 8 / Basic_Rate (5) For 802.11b we have 192μs + 14 x 8b / 1 Mbps = 203 μs. Other values for T ACK are also calculated in Table 3 .
VI. VOIP SESSION BANDWIDTH NEEDS
For all codecs, except G.729, the necessary number of packets per second (Np) is the inverse of the framing interval (FI):
For G.729, two frames are combined into one packet. Based on the packet length value (PL) and knowing the timing intervals T d for each frame from equation (2), is now easy to calculate the total necessary time for the transmission of one frame and its ACK confirmation, T f , using the following equation (7).
where H, T d and T ACK are calculated before with (1), (2) and (5) and PL is the voice packet length from Table 2 . The value 1/T f is therefore the number of possible frames per second.
A VoIP session has two streams, one in each direction, both over the same communication medium. So every VoIP session between a wireless and a wired client needs at least 2 x Np frames in a second.
The number of possible simultaneous VoIP sessions is the ratio between the number of possible frames per second and the number of frames associated with the VoIP stream:
As an example, we can consider G.711 codec and an 802.11g network. Based on the above equation, the result is 53.7 voice streams.
The results, as possible number of VoIP simultaneously streams, for other usual codecs and wireless standards, are shown in Table 4 . The values were computed using the above modelling equation (8) . 
VII. MODEL LIMITATIONS
Some limitations of this model are related with the situations described bellow.
The backoff time have a random value and can be only estimated as an average value. The station selects a starting backoff time as a value inside the interval between 0 and CWmin, which define the time slots number to wait. If collisions appear, the CW value is increased and when empty slots are detected CW is decreased, otherwise the value remains constant. The contention window range between 0 and the minimum value if only one station is involved. It arrives at higher values for multiple clients [2] . If no collisions appear, the average backoff time can be calculated as (CWmin-1)/2, otherwise higher values have to be considered.
For IEEE 802.11g networks, no RTS/CTS mechanism was considered, so no legacy is involved at this step. If there are no 802.11b stations, then the network can use the 802.11g basic data rate of 24 Mbps, higher than 1 Mbps which is necessary to communicate with 802.11b stations. When 802.11b legacy is necessary, the 802.11g stations will fall back the communication parameters to be understandable by 802.11b clients, at least when the medium access is negotiated. The RTS/CTS mechanism is instructing the stations to not initiate a transmission but is increasing the communication dead times. However, like that, the collisions rate is reduced. When collisions appear, there are no ACK confirmations and the frame is retransmitted. A frame can be retransmitted many times, so additional dead times have to be included in the time domain throughput evaluation in such cases.
In particular, when 802.11g needs to be compatible with 802.11b, because both standards use the same radio frequency, the protection mechanism, based on RTS/CTS handshaking, is employed. When a station wants to initiate a transmission, it will send a RTS (Request to Send) message. Any other node receiving the RTS or the CTS should refrain from sending data for a time interval. The RTS/CTS mechanism is acting as a Virtual Carrier-Sense method. It induces a supplementary delay due to RTS frame transmission (20 bytes at the basic rate of 1 Mbps plus the PHY header), CTS frame transmission (14 bytes at the basic rate of 1 Mbps plus PHY header) and one DIFS/SIFS pair for inter-framing. Based on the above explained principle, the resulting RTS/CTS necessary time is 430 μs and it has to be added only in the particular case of 802.11g communication with 802.11b back compatibility enabled. When 802.11g adopts RTS/CTS protection, the throughput and VoIP capacity is not much higher than that in 802.11b. [9] .
In the above calculus, no security measures were considered. When WEP or WPA is employed, supplementary overheads are added, with 8 bytes (WEP), 20 bytes (WPA TKIP) or 16 bytes (WPA CCMP) weight. The security overheads can be introduced as general protocol overheads, considering an extended H value, H sec = H + H SOH (H SOH are the security overheads) [10] .
For the most overhead consuming security method, WPA (TKIP), by adding to the existing overheads H the WPA overheads (20 bytes, see Table 1) , we obtain H sec = H + H WPA = 78 + 20 = 98 bytes. The resulting values are shown in Table 5 , and as we can see, it is not a significant degradation as compared with unsecured stream from Table  4 .
VIII. CONCLUSIONS
The numbers of possible simultaneous VoIP streams in a wireless environment is usually calculated starting from a simplified communication model. Different approaches, usually covering particular situations, are available in articles and papers [5] , [7] , [8] , [9] . The model presented in this paper is based on a rigorous analysis of the specific factors involved in wireless communication. For a simple scenario, with no radio interference and transmission errors, the results are quite accurate and comparable with most of the models. The obtained results are slightly smaller then the results generated with other models [9] basically due to the more accurate overheads calculation in our case. Starting from this point, we can have more complex studies in the future which will bring into discussion the channel characteristics, the radio overlapping and the RTS/CTS legacy support.
We can conclude that the channel usage in time domain terms can be calculated considering the main actors, which are: The generic contributions to the transmission time budget are suggested in Figure 3 . Considering as example a common scenario, with 802.11g standard and G729 codec, the results are: 9.24% protocol overheads, 2.37% security overheads (WPA), 80.8% interframe space, 6.4% PHY overheads and only 1.19% for the voice payload. As we can see, the voice payload has an extremely small contribution as compared with the other factors. Any transmission optimization has to act first of all on the element having the bigger weight in the transmission budget.
Based on the described model, some solutions to improve the VoIP throughput can be identified. They are as follows: 1. The use of largest possible frames can reduce the weight of interframe intervals. However, in a noisy environment, this means spending more time with potential retransmissions, therefore the overall effect on throughput could be negative; 2. Security overheads can be reduced if elaborated encryption techniques are used instead of trivial ones (for example WPA2 instead of WEP) in order to add less security overheads to the data packets even if more computing power is necessary [10] ; 3. Interframe intervals can be reduced if broadcast traffic is used, when it is possible. That is because a continuous blind transmission, with no ACK back confirmation, diminishes some dead transmission intervals usually associated with ACK procedures; 4. In crowded communication channels, limiting the backoff time length for voice packets will increase their priority versus other types of data; 5. Using an appropriate codec with higher compression rate allows increasing the number of simultaneous VoIP streams because each stream occupies less bandwidth.
As a final conclusion, we can note that the paper is proposing a theoretical communication model to be applied in VoIP transport services on wireless networks.
In spite of some limitations, it is simple and accurate as compared to other solutions analyzed in this research [1] , [9] .
Further improvements can be considered as future research in terms of connecting the mathematical model with the bit error probability (BER) of the communication channel.
