In this work, a simulated annealing (SA) algorithm is implemented in the Python programming language with the aim of minimizing addition chains of the "star-chain" type. The strategies for generating and mutating individuals are similar to those used by the evolutionary programming (EP) and genetic algorithms (GA) methods found in the literature [1]-[3]. The proposed variant is the acceptance mechanism that is based on the simulated annealing meta-heuristic (SA). The hypothesis is that with the proposed acceptance mechanism, diversity is obtained in the search-space through a simple strategy that allows finding better solutions compared to the deterministic method Optimized Window. The simulations were performed with exponents in the range 2 18 -2 34 and were compared with the results reported in [3], where a GA is proposed to get optimal addition chains. It is concluded that the proposed algorithm is able to find chains of shorter length than those found with the Optimized Window method and with a performance similar to that of the GA proposed in [3].
INTRODUCTION
The problem of minimizing operations to calculate x n has a history that involves al-Kashi and began at least in India, where it was already considered the binary representation of n, approximately in the year 200 BC. C [4] . In the field of cryptography there are public key algorithms, such as, Diffie-Hellman, Rivest, Shamir and Adelman (RSA), the digital signature algorithm (DSA), ElGammal encryption, among others, which base their operation on exponentiation modular method in which a certain amount of multiplications is performed according to the exponent [5] . Therefore, it is sought to optimize this process through the addition chains, in order to reduce the number of multiplications [6] .
An addition chain is a whole number sequence, such that the first element in the chain is equal to 1, the next elements are obtained by de sum of two previous numbers, and the last element is the exponent. For example, the sequence {1, 2, 4, 8, 16, 24, 25} is an addition chain of length 6 for the 25 exponent. Then, to get the x 25 power instead of performing 25 multiplications, only 6 will be done, that is, Addition chains were introduced in 1894 by H. Dellac [7] , and were retaken in 1937 by A. Scholz [8] . Finding the Published December 14, 2019 Silvestre Ascencion Garcia Sanchez is with Instituto Politecnico Nacional, UPIIH, San Agustin Tlaxiaca, Hidalgo CP 42162 Mexico.
(e-mail: sagarcias@ipn.mx) minimal length addition chain is a search and optimization problem, and is considered within the field of computational complexity as NP-complete. To solve these types of problems, different heuristics, meta-heuristics and evolutionary algorithms have been used. These methods are classified as deterministic and stochastic. Determinists are predictive, that is, if an algorithm of this type is initialized with the same variables in different time spaces, it will produce the same sequence of states. Instead, stochastics (non-deterministic) will produce a different sequence of states each time they are executed. The EP (variant of the GA) is the reference method for the development of this work, because it is taking a greater relevance in the field, both of the artificial intelligence, as in the one of the security. This area allows to "evolve" (hence its conceptualization in biological theory) an initial population of solutions to a search and optimization problem, using bio-inspired mechanisms, such as, mutation and selection of the fittest individuals, which are the successors that improve the solution. Thanks to this, evolutionary programming for more than three decades, from its theorizing to the present day, has demonstrated great efficiency in solving complex problems in search and optimization [9] - [11] .
SA is a metaheuristic inspired by the physical quenching process, in which a solid is heated until its liquid state, then slowly cooled until it reaches the minimum energy state. This method uses several heuristics for its operation, which are: Local search, Metropolis algorithm and a quenching mechanism [12] . In this method, an energy function is defined, which is related to the variable to be improved, so that each solution of the problem (state) is assigned with an energy. The algorithm starts with a high temperature (control parameter) and an initial solution Ci (random generated), then a new solution Cj (called neighbor) is generated by means of a local search algorithm, this solution is a slight modification (disturbance) of the Ci state. Through the Metropolis algorithm, the system decides whether the state changes or not. However, a difference with respect to PE is that makes it possible to change to state that does not improve the current solution with certain probability (given by the Boltzmann distribution) which depends on both the energy difference between Ci and Cj and the temperature. The goal is to get out from local minima and have a greater exploration of the statespace. 1 Jose Luis Calderon Osorno is with Instituto Politecnico Nacional, UPIIH, San Agustin Tlaxiaca, Hidalgo CP 42162 Mexico.
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II. THEORETICAL BACKGROUND
Given an exponent n, v(n) be the number of ones in the binary representation of n. The value l(n)+1 is the number of bits necessary to represent n, where λ(n) = ⌊log * n⌋. Definición 1. An addition chain of length L for an exponent n is defined as a sequence of positive integers (u0, u1, …, uL) such that,
The star-chain or Brauer chain is a particular case of addition chains where to 0≤ i ≤ L, ui=ui-1+uj, with 0 ≤ j <i. From the previous definition, the steps in a Brauer chain are classified in:
It follows that a double step is always a long step and that a star step can be small or long. All the addition chains for an exponent n, have l(n) long steps, which are those that are needed to reach the most significant bit of the exponent, the difference is in the number of short steps that is what defines a chain be better than another. Definición 2. It defines l(n) as the shortest chain for a given exponent n. In the case of Brauer chains, it is denoted as l*(n). Definición 3. It defines L(r) as the set of numbers with chains of minimal length r, that is: L(r)={i: l(i)=r}. Definición 4. It defines c(r) as the smallest number in the set L(r).
III. METHODOLOGY
The program was implemented in the Python programming language, which is a general purpose language, multiplatform and interpreted, which makes it versatile and portable. Python also offers a simple, clear and increasingly used syntax for artificial intelligence applications.
The proposed SA algorithm is divided in three parts: (i) main program, (ii) operator "complete" and (iii) mutation operator. The operators (ii) and (iii) are explained in sections A, B and the main program in C.
A. Operator "complete".
This operator follows the strategies listed below with the objective of completing the addition chain from a point in the chain.
1. Double step: ui+1= 2ui 2. The sum of the two previous numbers: ui+1= ui+ui-1 3. The sum of the previous number with a number in a random position in the chain: ui+1=ui+urand, where 0≤rand≤i.
In each iteration, select one of the above strategies with probability distribution {3/5, 1/5, 1/5} while ui ≤ n/2, after the probability distribution changes to {1/2, 1/2} and strategies 2 and 3 are chosen. This process is repeated until the last element in the chain is equal to the exponent "n". However, if the last element in the chain ui+1 > n, then iterates backward in the chain and replace it with the sum of ui and the first element uk, with 0 ≤ k < i, such that ui+uk ≤ n. This is a chain repair mechanism and guarantees the generation of valid chains.
B. Mutation operator
The operation of this operator is simple, a mutation point k is generated randomly, where 2 <k ≤ L. Then, the elements of the parent chain are copied until the position k-1, and the elements from the position k and forward are generated by the operator "complete".
C. Main program.
The main program is described below and its pseudo-code is shown in Table I. 1. Initial state. Given an exponent n, a feasible chain u is generated with elements u0=1, u1=2 y u2=random (3, 4) , that is, randomly selects some of the numbers 3 or 4. Then, the chain is completed with the operator "complete". Then, the energy of the initial state that is the length of the chain is calculated, which in the context of the optimization algorithms is called fitness function [14] and is the variable to optimize. 2. Parameter m. It is the number of Metropolis cycles for a fixed temperature. Theoretically, this value is not fixed and increase indefinitely as the system cools [12] . In this work it was set at 200. 3. Metropolis Algorithm. Defines the acceptance or not of the following state (mutated state) according to a pseudo-deterministic rule. If the next state has lower energy than the current state (improves the solution), then the system changes state, if it does not (does not improve the solution), it can still change with probability e (-dE/T) given by Boltzmann distribution [12] . For large T values (at the beginning of the algorithm) the probability of transition to a state that does not improve the current solution is high, as the algorithm advances and the value of T decreases, the probability tends to zero and there are only transitions that improve the current solution. The goal of Metropolis is not to get trapped in local minima and have a greater exploration of the search space. 4. Parameter T. The initial value of this parameter was fixed in the range of 20-30, according with the exponent. To decrease it, the Kirpatrick quenching mechanism was used [12] , given by TßaT with a value of a=0.99. 5. Stagnation. We define stagnation to end the simulation. When the success counter reached 300, the simulation ended, this is after 300 cycles of Metropolis with the same energy level. For the tests, the simulations were carried out with exponents used in [3] and which are in the range 2 18 -2 47 . The results were compared with those reported in [3] for the Optimized Window (OW) method and of the genetic algorithm (GA) also proposed in [3] . A hundred simulations per exponent were performed, and the statistical parameters: minimum (m), frequency of the minimum (f.m), average (avg), and standard deviation (stdv) were calculated.
The results obtained for some c(r) with r from 30 to 40 are shown in Table II . In Table III , some random exponents are shown, from which their l(n) values were obtained using the simulator in [15] . In Table IV there are some difficult exponents, because few chains of minimal length have been reported for these exponents. The results show that the SA algorithm surpass the OW deterministic method and also that its performance can be compared to the GA, but with simpler mechanisms for the generation and mutation.
V.
CONCLUSION In this work an SA algorithm was presented to optimize addition chains in the range of 2 18 -2 34 , improving the lengths reported in previous works by the Optimized Window deterministic method. In addition, the algorithm shows a performance similar to that of the GA algorithm developed in [3] . The proposed algorithm only requires two operators: one that completes chains and makes them feasible and another that mutates an already created chain, these mechanisms are similar to those reported in the literature. Acceptance based on Metropolis heuristics allows for greater exploration in the search space, avoiding getting trapped in local minima. For future work, the proposal is to work on the operator that completes feasible chains to make it efficient, since apparently if most of the short-steps are obtained before reaching the last long-step, the chain will be shorter in length. He was a PROFESSOR of the Escuela Superior de Computo in the Instituto Politecnico Nacional from 1995 to 2015. Currently, he is a FULL PROFESSOR in the Unidad Profesional Interdisciplinaria de Ingenieria Campus Hidalgo, Instituto Politecnico Nacional in San Agustin Tlaxiaca Mexico. His areas of interest are: artificial intelligence, neural networks, genetic algorithms, expert systems, fuzzy control systems, artificial vision, pattern recognition and robotics.
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