The ensemble Kalman filter (EnKF) is coupled with upscal-3 ing to build an aquifer model at a coarser scale than the scale at which the 4 conditioning data (conductivity and piezometric head) had been taken for filtering, while maintaining the conditioning to the fine scale hydraulic con-
Introduction
In this paper we address two problems, each of which has been the subject of many 26 works, but which have not received as much attention when considered together: upscaling 27 and inverse modeling. There are many reviews on the importance and the methods of 28 upscaling [e.g., Wen and Gómez-Hernández , 1996; Renard and de Marsily, 1997; Sánchez-29 Vila et al., 2006] , and there are also many reviews on inverse modeling and its relevance 30 for aquifer characterization [e.g., Yeh, 1986; McLaughlin and Townley, 1996; Zimmerman 31 et al., 1998; Carrera et al., 2005; Hendricks Franssen et al., 2009; Oliver and Chen, 2011; 32 Each one of the realizations generated in the previous step is upscaled onto a coarse grid with a number of blocks sufficiently small for numerical modeling. We use the flow upscaling approach by Rubin and Gómez- Hernández [1990] who, after spatially integrating Darcy's law over a block V ,
define the block conductivity tensor (K b ) as the tensor that best relates the block average 110 head gradient (∇h) to the block average specific discharge vector (q) within the block.
111
Notice that to perform the two integrals in the previous expressions we need to know the 112 specific discharge vectors and the piezometric head gradients at the fine scale within the on the boundary conditions is the reason why the block upscaled tensor is referred to as 121 non-local [e.g., Indelman and Abramovich, 1994; Guadagnini and Neuman, 1999] .
122
For the flow upscaling we adopt the so-called Laplacian-with-skin method on block inter- • Overlay a coarse grid on the fine scale hydraulic conductivity realization.
139
• Define the interblock volumes that straddle any two adjacent blocks.
140
• For each interblock:
141
-Isolate the fine scale conductivities within a volume made up by the interblock plus 142 an additional "border ring" or "skin" and simulate flow, at the fine scale, within this 143 volume.
144
-As explained in many studies [e.g, Gómez-Hernández , 1991; Sánchez-Vila et al., 145 1995; Sánchez-Vila et al., 2006; Zhou et al., 2010; Li et al., 2011a] , there is a need to solve 146 more than one flow problem in order to being able of identifying all components of the 147 interblock conductivity tensor.
148
-From the solution of the flow problems, use Equation (1) to derive the interblock 149 conductivity tensor. • Assemble all interblock tensors to build a realization of upscaled hydraulic conduc-151 tivity tensors at the coarse scale.
152
The above procedure has to be repeated for all realizations, ending up with an ensemble angles that define their orientation.
162
For the example discussed later we will assume a two-dimensional domain, with hydraulic conductivity tensors varying in space K = K(x) of the form
Each conductivity tensor is converted onto a triplet {K max , K min , θ}, with K max being the 163 largest principal component, K min , the smallest one, and θ, the orientation, of the maxi- [Bear , 1972] : 
172
Using the EnKF nomenclature, the state of the system is given by the spatial distribution of the hydraulic heads, the state transition equation is the standard flow equation describing the movement of an incompressible fluid in a fully saturated porous medium [Bear , 1972; Freeze and Cherry, 1979] (in two dimensions for the example considered later), and the parameters of the system are the spatially varying hydraulic conductivities (the storage coefficient is assumed to be homogeneous and known, and therefore, it is a parameter not subject to filtering), i.e.,
where Y k is the state of the system at time step t k , f represents the groundwater flow 173 model (including boundary conditions, external stresses, and known parameters), and
174
X k−1 represents the model parameters after the latest update at time t k−1 .
175
The EnKF algorithm will proceed as follows: 
being the j th ensemble member at time t k . Specifically, X (for a realization) is expressed as:
where N b is the number of interfaces in the coarse numerical model. Notice that the 184 logarithm of the conductivity principal components is used, since their distribution is,
185
generally, closer to Gaussian than that of the conductivities themselves, which results
186
in the optimality in the performance of the EnKF [Evensen, 2003; Zhou et al., 2011b; 187 Schöniger et al., 2011] .
188
(ii) The joint vector Ψ k is updated, realization by realization, by assimilating the
D R A F T November 18, 2011, 1:49pm D R A F T where the superscripts a and f denote analysis and forecast, respectively; ǫ is a random observation error vector; H is a linear operator that interpolates the forecasted heads to the measurement locations, and, in our case, is composed of 0 ′ s and 1 ′ s since we assume that measurements are taken at block centers. Therefore, equation (7) can be rewritten as:
where the Kalman gain G k is given by:
where R k is the measurement error covariance matrix, and P 
where N e is the number of realizations in the ensemble, and the overbar denotes average 192 through the ensemble.
193
In the implementation of the algorithm, it is not necessary to calculate explicitly the full interfaces close to the fine scale measurements than for those far from the measurements.
207
These smaller variances will result in a smaller Kalman gain in the updating process at 208 these locations, and therefore will induce a soft conditioning of the interblock tensors on 209 the fine scale measurements.
210
The proposed method is implemented in the C software Upscaling-EnKF3D, which is 211 used in conjunction with the finite-difference program FLOWXYZ3D [Li et al., 2010] and worth considering for fine scale models with more than a few tens of thousands of 222 nodes.
223
We performed a conservative analysis of CPU time savings in which only the CPU time 224 spent in the flow simulations is considered, the savings will be larger when the time needed 
A conservative CPU time analysis has been performed in order to 
Application Example
In this section, a synthetic experiment illustrates the effectiveness of the proposed cou-
232
pling of EnKF and upscaling. 
236
We assume that, at this scale, conductivity is scalar and its natural logarithm, lnK, can be characterized by a multiGaussian distribution of mean -5 (ln cm/s) and unit variance, with a strong anisotropic spatial correlation at the 45 • orientation. The correlation range
is λ x ′ = 90 m and in the smallest continuity direction (y ′ ) is λ y ′ = 18 m. The Gaussian covariance function is given by:
with
and r = (r x , r y ) being the separation vector in Cartesian coordinates. The reference 237 realization is shown in Figure 4A . From this reference realization 100 conductivity data 238 are sampled at the locations shown in Figure 4B . These data will be used for conditioning.
239
The forward transient groundwater flow model is run in the reference realization with 240 the boundary conditions shown in Figure 5 and initial heads equal to zero everywhere.
241
The total simulation time is 500 days, discretized into 100 time steps following a geometric at locations W10 to W13 will be used as validation data. For illustration purposes, Figure 7 shows the resulting triplets for the reference field. 
Case Studies
Four cases, considering different types of conditioning information, are analyzed to 269 study the performance of the proposed approach (see Table 1 ). 
Performance Measurements
Since this is a synthetic experiment, the "true" aquifer response, evaluated at the fine 300 scale, is known. We also know the upscaled conductivity tensors for the reference aquifer, 301 which we will use to evaluate the performance of the updated conductivity tensors pro-302 duced by the EnKF.
303
The following criteria, some of which are commonly applied for optimal design evalua- 3. Ensemble average absolute bias map, ǫ X , made up by:
where X i is the parameter being analyzed, at location i, X i,r represents its value for 
Discussion
Ensembles of coarse realizations for the four cases have been generated according to 321 the conditions described earlier. Figure 8 shows the evolution of the piezometric heads in 322 piezometers W1 and W9 for the 500 days of simulation; the first 60 steps (66.7 days) were 323 used for conditioning in cases C and D. Similarly, Figure 9 shows piezometers W10 and 324 W13; these piezometers were not used for conditioning. Figure 10 shows the ensemble 325 mean and variance of the piezometric heads at the 60th time step, while Figure 11 shows 326 the ensemble average absolute bias. Figure 12 shows the ensemble mean and variance of 327 ln(K max ) for interblocks between rows, and Figure 13 shows the ensemble average absolute 328 bias. Finally, Table 2 shows the metric performance measurements for ln(K max ) between 329 rows and for piezometric heads at the 30th, 60th and 90th time steps. The EnKF has the objective of updating conductivity realizations so that the solution 331 of the flow equation on the updated fields will match the measured piezometric heads.
332
Analyzing cases C and D in Figure 8, izations is given in Figure 9 that shows two of the piezometers not used for conditioning;
340
we can also observe the improvement in piezometric head reproduction for cases C and D
341
as compared to case A. Furthermore, the analysis of Figure 10 shows how, for cases C and 
374
There remains the issue of conditioning to the fine scale conductivity measurements.
375
Since the fine scale conductivity measurements were used to condition the fine scale real- and in Table 2 we notice that for the unconditional case, the ensemble mean of ln(K max )
385
between rows is spatially homogeneous and so is the variance; however, as soon as the also improves when conditioning to any type of data.
427
It is also interesting to analyze the trade-off between conductivity data and piezometric 428 head data by comparing cases B and C. As expected, the characterization of the spatial 429 variability of hydraulic conductivity is better when conductivity data are used for con-
430
ditioning than when piezometric head are; also, as expected, the opposite occurs for the 431 characterization of the piezometric heads. 
Other Issues
We have chosen a relatively small-sized fine scale model to demonstrate the method- EnKF.
446
The example has been demonstrated using a reference conductivity field that was gener- 
Conclusion
The "missing scale" issue brought out by Tran [1996] is still, today, much overlooked. these data, the discrepancy between the scale at which data are collected and the scale of 465 the numerical model is most often disregarded.
466
We have presented an approach to rigorously account for fine-scale conductivity mea- is achieved by using the ensemble Kalman filter on realizations of conductivity tensors.
472
To handle the tensor parameters, we propose to work with the invariants of the tensors, 5.0E-01
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