We present a new algorithm that constructs a fill-reducing ordering for a special class of saddle point matrices: the F -matrices. This class contains the matrix occurring after discretization of the Stokes equation on a C-grid. The commonly used approach is to construct a fill-reducing ordering for the whole matrix and then change the ordering such that it becomes feasible. We propose to compute firstly a fillreducing ordering for an extension of the definite submatrix. This ordering can be easily extended to an ordering for the whole matrix. Herewith the construction of the ordering is straight forward and it can be computed efficiently with symbolic factoring. We show that a lot of structure of the matrix is preserved during Gaussian elimination. The preserved structure allows us to prove that any feasible ordering for an F -matrix is numerically stable. The growth factor is bounded by a number that depends linearly on the number of indefinite nodes. The algorithm allows for generalization to saddle point problems that are not of F -type and nonsymmetric, e.g. the incompressible Navier Stokes equations (with Coriolis force) on a C-grid. Numerical results for F -matrices show that the algorithm is able to produce a factorization with low fill.
Introduction
In this paper we study the direct solution of the equation
where K ∈ R (n+m)×(n+m) (n m) is a saddle point matrix that has the form
with A ∈ R n×n , B ∈ R m×n , and C ∈ R m×m symmetric and negative semidefinite. In this paper we only consider C = 0 and A symmetric positive definite. Then the matrix K itself is symmetric indefinite. Although we assume A to be symmetric, a lot of results in this paper can be easily generalized for non-symmetric matrices A. A survey of the occurrence of saddle point problems and their numerical solution can be found in (Benzi et al., 2005) . In many cases saddle point problems can be solved efficiently via a Krylov subspace iteration (van der Vorst, 2003) combined with appropriate preconditioning (Benzi et al., 2005; de Niet & Wubs; Elman et al., 2002; Kay et al., 2002) . Nevertheless in this paper we will focus on the direct solution of saddle point problems that occur in computational fluid dynamics. If the problem is two dimensional, direct solvers can compete in many cases with iterative methods. And in general direct methods are more robust than iterative methods. The disadvantage is that they often require more memory.
In this paper we assume that the reader is familiar with the basics of matrix factorizations like Gaussian elimination, matrix graphs, elimination trees, fill-reducing orderings, etcetera. In (Duff et al., 1986; Meurant, 1999; Higham, 2002) one can find introductions to this field.
The nodes of the adjacency graph of K can be divided in two sets V and P. The set V contains all the nodes that correspond to the first n rows of K. In fluid problems these are the velocity nodes. The set P contains all the nodes that originate from the last m rows in K. In fluid terms these are the pressure nodes. The nodes in V and P will be called V -nodes and P-nodes respectively.
The aim is to find a fill-reducing pre-ordering Q such that the permuted matrix QKQ T is factorizable, that means, we can perform Gaussian elimination on QKQ T resulting in a numerically stable factorization of the form
where L is a unit lower triangular matrix and D a block-diagonal matrix with blocks of size 1×1 or 2×2.
Most literature is about the factorization of sparse symmetric indefinite matrices in general (Duff et al., 1979 (Duff et al., , 1991 and often the pivoting strategies of Bunch-Parlett (Bunch & Parlett, 1971) or BunchKaufman (Bunch & Kaufman, 1977) are used. Recently these pivotting strategies were fruitfully combined with weighted matchings in the package PARDISO (Röllin & Schenk, 2005; Hagemann & Schenk; Schenk & Gärtner, 2006) . In (Vanderbei, 1995) the author considers the factorization of quasi-definite symmetric saddle point matrices, where A is symmetric positive definite and C symmetric negative definite. Quasi-definite matrices are strongly factorizable, i.e. any symmetric permutation of K is factorizable. The only paper that focusses on the factorization of saddle point matrices with C = 0 is (Tůma, 2002) . We will return to the contents of that paper at the end of this section. First we want to address a number of issues that play a role in the factorization of Equation (1.3).
First of all the matrix K is not strongly factorizable unless C is negative definite and A positive definite (the quasi-definite case (Vanderbei, 1995) ). If C is not negative definite, permutations Q might exist such that the matrix QKQ T cannot be factorized. If C = 0 it is certain that such permutations do exist. We get in trouble if we try to eliminate a P-node before any of the nodes of V . In that case a zero pivot occurs during Gaussian elimination. In general a necessary condition for factorizability is that the elimination tree of the permutated matrix has no leaves in P (Tůma, 2002 ). An ordering that gives a factorizable permuted matrix is called feasible.
The second important issue is the sparsity of the factors. To reduce both memory requirements and construction time we would like the factor L to be as sparse as possible. There are several algorithms to compute a fill-reducing ordering for a matrix, amongst which approximate minimum degree (Amestoy et al., 1996) is the most used. Unfortunately they often only apply to positive definite matrices, because a positive diagonal entry is assumed. Applied to K the computed ordering is unlikely to be feasible. So a fill-reducing ordering has to be repaired either during elimination, by delaying the elimination of indefinite nodes, or by adapting the ordering in the symboling factoring phase. Repair during elimination is expensive because we have to check every pivot. In (Tůma, 2002) the ordering is repaired before elimination. After the computation of a fill-reducing ordering for K the ordering is adapted based on elimination tree operations solely. For so called F -matrices, to be introduced later in this section, it can be proven that the final ordering is feasible. However delay of elimination of indefinite nodes either during elimination or beforehand creates extra fill in the factor L. There is one more alternative, that is called the Schur complement approach. The elimination of the nodes from P is delayed until all V -nodes are eliminated. Unfortunately in many cases the Schur complement C − BA −1 B T is completely full. So this approach is not very practical and we won't spend attention to this approach.
The last important issue is numerical stability of Gaussian elimination. The growth factor
as defined in (Higham, 2002, Ch.9 ) and (Duff et al., 1986, Ch.4,5) , is an important measure for stability. The growth factor is the largest entry that occurs in the Schur complements during Gaussian elimination divided by the largest entry in the matrix K. This growth factor can become very large, even if we have a feasible ordering for K. If we consider Bunch-Kaufmann or Bunch-Parlett pivoting the stability bound for the growth factor is very weak: ρ 2.57 (n+m−1) . Although in many applications no problems were reported with numerical stability there is lack of better bounds for ρ. One of the important results in this paper is that we were able to give a much better bound for the growth factor in case of F -matrices.
These F -matrices are a special class of saddle point matrices that play an important role in the rest of the paper as well. We give the definition in two steps. DEFINITION 1 A gradient-matrix has at most two entries per row. Moreover, if there are two entries, their sum is zero.
We have chosen the name gradient-matrix, because this type of matrix typically results from the discretization of a pressure-gradient in flow equations. It is important to note that the definition allows a gradient-matrix to be non-square. We use gradient-matrices to define the F -matrices. DEFINITION 2 An F -matrix is a saddle point matrix (1.2) with C = 0, A symmetric and positive definite and B T a gradient-matrix.
The original definition is of Tůma in (Tůma, 2002) . F -matrices occur in various fluid flow problems were staggered grids are used like for example the Arakawa C-grid and in electrical networks (Vavasis, 1994) .
Given a feasible, numerically stable ordering for K there are several efficient codes available for construction of the corresponding LDL T factorization. We mention MA47 (Duff et al., 1991) as an example, but we won't pay much attention to the actual factorization of the permutated matrix.
The outline of the paper is as follows. In the next section we sketch the algorithm to compute a fill-reducing ordering for a saddle point matrix. In Section 3 we show properties that remain invariant under Gaussian elimination with this ordering. In Section 4 we give a proof for numerical stability of Gaussian elimination for F -matrices using this ordering. Symbolic factoring of F -matrices is treated in Section 5. In Section 6 we show the numerical results for a Stokes equation in a driven cavity and for a set of F -matrices that is used in (Tůma, 2002) . And we end with a discussion in Section 7.
Sketch of the algorithm
The algorithms that we mentioned in the previous section have in common that they compute a fillreducing ordering for K and then somehow adapt it to make it feasible. In (Tůma, 2002 ) the author proposes to to repair it beforehand by operations on the elimination tree of the matrix. Others alter the ordering during the Gaussian elimination phase, which is much more expensive. Especially if we deal with saddle point problems where B has fewer entries per row than A -which is often the case for F -matrices -a fill-reducing ordering like (approximate) minimum degree will choose the nodes in P to be eliminated first, because they have the lowest degree. Tůma (Tůma, 2002) wrote that for his matrices 80% of the leaves of the elimination tree belongs to the set P. For all these leaves the elimination has to be delayed.
To overcome this inefficiency we propose a different approach. The idea is to compute an ordering for V only and then insert the nodes in P under the following condition. CONDITION 2.1 If during Gaussian elimination with K the node v ∈ V is to be eliminated and it is connected to a p ∈ P then v and p are eliminated together using a 2 × 2 pivot. This simple rule is used to insert all the nodes of P in the ordering of V which gives us an ordering for K. Note that in this way we get as much 2 × 2 pivots as there are nodes in P. Only if a node v ∈ V becomes totally disconnected from P due to elimination of previous nodes it can be eliminated solely.
It is obvious that in this way we immediately get a feasible ordering. No additional repairs are needed.
If we apply this procedure to a fill-reducing ordering for A the resulting ordering will not be fillreducing for K in general. However if we apply the procedure to a fill-reducing ordering of A + B T B, it will generate a fill-reducing ordering for K, because the fill pattern of A + B T B is an envelope for the fill that is created by eliminating the nodes in P. This follows from the following reasoning: if the zero block was not empty, but a diagonal matrix (for example −I) we would get the fill pattern of this matrix after elimination of the nodes in P. Summarizing we get the following algorithm. ALGORITHM 2.1 To compute a feasible fill-reducing ordering for saddle point matrix K:
1. Determine a fill-reducing ordering for A + B T B. 2. Insert the P-nodes into the ordering subject to Condition 2.1.
The P-nodes (step 2) can be inserted during Gaussian Elimination, which means that we have to adapt the algorithm of Gaussian elimination. However in case of F -matrices it can be done symbolically before elimination. The very efficient algorithm for that is described in Section 5.
The motivation for this approach can also be understood from a nested-dissection point of view. In our type of applications often B is a discrete divergence and B T a discrete gradient operator. The rows of B then represent the continuity equation in each cell of the grid. If we deal with a C-type staggered grid (e.a. the pressure nodes are in cell centers, the velocity nodes on cell faces) it means that all velocity nodes occur in the continuity equation of two different cells. To compute the pressure gradient in a velocity node we take the difference of the pressure values in the two neighbouring cells. The elimination of a velocity node forces the two neighbouring cells to merge. We need only one pressure node to fix the pressure in a cell, so we can eliminate one of the two together with the velocity node. Or equivalently we can merge the two continuity equations, because one is superfluous. In this view we can consider the velocity nodes as separators of the pressure nodes, that need to be eliminated as soon as possible.
That is precisely what is formulated in Condition 2.1 and is used in Algorithm 2.1.
In the rest of the paper K (l) denotes the matrix K after l steps of Gaussian elimination according to an ordering defined by the algorithm above. If it is not necessary we won't make a distinction between K (l) or any symmetric permutation of the matrix.
Properties invariant under Gaussian elimination
In this section we will show that Algorithm 2.1 gives an ordering with the nice property that during elimination a lot of structure of the original matrix is preserved. If we perform Gaussian elimination on the matrix K we get a sequence of Schur-complements K (l) for l = 1, . . . , n. If we separate the V -and P-nodes, the structure of all these matrices is
The first important property is that Gaussian elimination subject to Condition 2.1 on a saddle point matrix (1.2) with C = 0 always gives a saddle point matrix with the very same structure as Schur complement. In other words: the nodes in P are not coupled in K and will never get coupled in K (l) .
Proof. The proof is by induction. Suppose C (l) = 0. Let us compute K (l+1) by eliminating the first row in K (l) . Now we have to distinguish two cases that can occur.
The first possibility is that the l-th node is not connected to a node in P. We can make this more explicit by splitting A (l) and B (l) :
According to condition 2.1 this node can be eliminated solely. The Schurcomplement of a is equal to K (l+1) and easy to compute
The other possibility is that the l-th node is connected to a node in P. Then the structure is:
To satisfy condition 2.1 the first two rows are eliminated together using a 2 × 2 pivot. Elimination gives
where
Also in this case we have C (l+1) = 0. In the proof of the theorem we see that in both cases B (l+1) is determined by the elements of B (l) only. No elements of A are involved.
COROLLARY 3.1 For all l the matrix B (l) is independent of the fill pattern and the size of the entries in A. It only depends on the ordering for the V -nodes.
Immediate consequence of this Corollary is that we can compute the sequence of B (l) 's without using the size of the entries of A. We can exploit this in the symbolic factoring phase to insert the nodes of P into the ordering of V . This will return in Section 5.
The following theorem is important for stability. Proof. This is easy to proof by induction. We have A (0) = A symmetric positive definite by assumption. Now assume A (l) is symmetric positive definite. Elimination of the next node will gives us K (l+1) and A (l+1) . As in the proof of Theorem 3.1 we have to distinguish two cases.
If the l-th node is not coupled to a node in P, A (l+1) is given by Equation (3.2). It is the Schur complement of a symmetric positive definite matrix which is again symmetric positive definite.
If the l-th node is coupled to a node in P, A (l+1) is given by Equation (3.4). We can rewrite it to
It is the Schur-complement of a positive definite matrix (Â−α T α/a) plus the term a(α/a−β /b)(α/a− β /b) T which is obviously symmetric and positive definite if a > 0. Because A (l) is symmetric positive definite all its diagonal elements are positive, so we have indeed a > 0.
Proof. By assumption we know K (0) = K is an F -matrix. According to Definition 2 it holds that
is symmetric positive definite and B (0),T is a gradient-matrix. The Theorems 3.1 and 3.2 respectively ensure C (l) = 0 and A (l) symmetric positive definite, so we only have to proof that B (l),T is a gradient-matrix. Once more we use induction. So let us assume that B (l),T is a gradient-matrix. Again we distinguish the two cases that occur during Gaussian elimination.
If the l-th node is not coupled to a pressure node we have according to Equation (3.1)
The only difference with B (l)T is the omission of the first (empty) row. So properties like the number of entries per row and row sum are certainly preserved and B (l+1),T is a gradient-matrix.
If the l-th node is coupled to a pressure node we have according to Equation (3.3)
The gradient-matrix B (l) has at most two entries per row with zero sum if there are precisely two. The first row of
Because b is nonzero, β T has either one entry with value −b or no entries at all. Hence −β T /b is either a vector with one entry with value 1 or a zero vector. In Equation (3.6)β (i.e. the first column of B (l),T ) is multiplied with this vector and added toB T . This leads to the following simple procedure to construct B (l+1),T . We get B (l+1),T from B (l),T by removing its first row and first column (β ) -which givesB T -and addβ to the column that had an entry on the first row (β T ). Obviously the rows with no entry in the first column do not change at all, so the number of entries and the row sum are preserved. Of interest are the rows that have an entry inβ . Now there are two possibilities. If β T = 0 the only change is that the number of entries on the row decreases with one and the row sum does not matter anymore, because there is either one or no entry left. In that case B (l+1),T is a gradient-matrix. Otherwise (β T has precisely one entry) the row sum is preserved, because we multiply the first column with 1 and add it to one of the other columns of the matrixB T . So now B (l+1),T is a gradient-matrix as well.
REMARK 3.1 Exact cancellation can occur in B (l+1),T during Gaussian elimination. Fortunately we precisely know when this happens, namely if there is a row (not the first one) in B (l),T that is a multiple of the first row. As shown in the last proof the entries on that row get summed up in B (l+1),T and cancel each other out, because their sum is zero. It is advantageous to know when cancellation happens, because this allows us to insert the nodes beforehand in the ordering in the symbolic factoring phase as we will see in Section 5.
REMARK 3.2 For B (l),T the size of the entries does not change. Each row in B (l),T can be traced back to a row in B T = B (0),T . If the row in B (l),T is not empty, the size of the entries (at most two) on both rows is exactly the same. This is an immediate consequence of the proof of the last theorem. Entries on a row can move and possibly coincide in which case they annihilate, but the size never changes. So we have max i j |b
i j |. This is very useful in the next Section, where we will consider numerical stability of Gaussian elimination. The B's do not contribute to the growth factor.
Summarizing we can say that with Condition 2.1 a lot of structure of the original saddle point matrix is preserved during Gaussian elimination.
Numerical stability
In the introduction we already mentioned the growth factor ρ (see (1.4)). A bounded growth factor is important for numerical stability in Gaussian elimination and for the backward error in the application of the factorization. See (Higham, 2002, Ch.9 ) and (Duff et al., 1986, Ch.4,5) for more details.
The pivoting strategies of Bunch-Parlett and Bunch-Kaufmann that apply for the indefinite case (they use 2 × 2 pivots as well) guarantee the bound ρ (2.57) (n+m−1) . This bound is very weak. It grows exponentially with the problem size. Fortunately in many cases the growth factor stays far away from the upper bound. But in general it is hard to find a substantially smaller upper bound.
We found such a smaller bound for F -matrices. In this section we present a theorem and proof for a bound that depends only linearly on m.
Before we give the theorem we remark that in this section we assume that all entries in B have a value in {−1, 0, 1}. This is not a restriction because if B doesn't satisfy this property it can be forced to do so by a simple column scaling. THEOREM 4.1 Gaussian elimination on an F -matrix with a feasible ordering is numerically stable. Let σ be the maximum of the number of entries per row in A. Furthermore let m be the number of rows in B then the stability bound is ρ (2 + m)σ − 1. This bound is much better than the general one for indefinite matrices. It grows only linearly with m instead of exponentially. We give the proof of the theorem at the end of the section. To simplify the proof we need a few lemmas on gradient-matrices. LEMMA 4.1 Let U be a unit upper triangular gradient-matrix then U −1 is unit upper triangular and all its entries have a value 1 or 0.
Proof. Let V be the inverse of U. Furthermore let v be the k-th column of V and e the k-th unit vector. It holds that v = Ve = U −1 e. Because U is upper triangular we can use backward substitution to compute v. The general rule for backward substitution is:
Here the rule simplifies a lot because U is a gradient-matrix and e is a unit vector. Because U is an unit upper triangular gradient-matrix we have for the diagonal entries u j j = 1 and there is at most one nonzero u i j and its value has to be −1. Furthermore, because e is the k-th unit vector, e i = 0 if i = k and e k = 1. The rules for backward substitution in this special case are Three of the rules above assign a value 0 or 1 to v i . So the value in v j in the third rule has to be 1 or 0 too. It follows that v contains ones and zeros only. v is an arbitrary column of V = U −1 , so the inverse of U contains ones and zeros only.
To illustrate the proof, we give below a matrix U and its inverse Proof. The most important concern is to get it in upper triangular form. Because G is an invertible gradient-matrix it contains at least one row with only one entry. Let's assume that it is the i-th row that has a single entry in the j-th column. We can permute the matrix such that the i-th row becomes the last row and the j-th column becomes the last column. Let u be the j-th column of G where we removed the entry d = g i j and let G be the matrix that is obtained form G by removing its i-th row and the j-th column. Now the matrix
is a permutation of G. Note that G itself is an invertible gradient-matrix so we can apply the very same procedure to G which gives a submatrix G which again is an invertible gradient-matrix. Repeated application of the procedure will end with a G (n−1) of dimension 1. This gives us an upper triangular matrixŨ = Q 1 GQ 2 with entries ±1 on the diagonal. Choose D equal to the diagonal ofŨ and U = DŨ = DQ 1 GQ 2 is a unit upper triangular gradient-matrix. Proof. We simply combine the previous two lemmas. Lemma 4.2 states that G = Q T 1 DUQ T 2 with D a diagonal matrix with ±1 on the diagonal, Q 1 and Q 2 permutation matrices and U a unit upper triangular gradient-matrix. According to Lemma 4.1 U −1 consists of ones and zeros, so G −1 = Q 2 U −1 DQ 1 , which is nothing but a permutation and scaling with ±1 of U −1 , consists of the values {−1, 0, 1}.
To simplify the notation in the rest of this section we will use µ(A) to denote the largest entry in the matrix A, the formal definition being
Note that obviously we have µ(A T ) = µ(A). Using this notation the growth factor becomes
Furthermore we introduce σ (A) to denote the maximum fill per row in A. So σ (A T ) will be the maximum fill per column in A. In the following we derive some properties for µ.
LEMMA 4.4 Let
Proof. The second bound follows from the first if we note that µ(AB) = µ((AB) T ) = µ(B T A T ). Because σ (A) m and σ (B T ) m the third bound is easily obtained as well, so we only have to prove the first bound. This follows from
If we deal with a diagonally dominant matrix we have a sharper bound.
LEMMA 4.5 Let A ∈ R n×m be diagonally dominant and B ∈ R m×l then µ(AB) 2µ(A)µ(B).
Proof. The matrix A is diagonally dominant, so ∑ m k=1 |a ik | 2|a ii | 2µ(A). If we use this in the last step in (4.1) in the proof of Lemma 4.4 we get the desired expression.
If at least one of the two matrices in a matrix product is a gradient-matrix we can say more about the size of the elements of the product. LEMMA 4.6 Let G ∈ R n×m be a gradient-matrix with entries in {−1, 0, 1} and let A ∈ R m×l . If A 0 or A 0 then µ(GA) µ(A). Proof. This inequality follows immediately from the properties of a gradient-matrix as given in Definition 1. An entry of GA is either equal to an entry of A or equal to the difference of two entries of A of equal sign, so µ(GA) µ(A).
LEMMA 4.7 Let G 1 ∈ R n×m and G 2 ∈ R m×m be gradient-matrices with entries in ±1. Let G 2 be invertible then µ(
2 ) 1. Proof. The matrix G 2 is an invertible gradient-matrix with entries in ±1, so we can apply Lemma 4.3 and obtain a factorization G −1 2 = Q 2 U −1 DQ 1 where Q 1 and Q 2 are permutations, D a diagonal matrix with ±1 on the diagonal and U a unit upper triangular gradient-matrix. If we insert the expression for G −1
Where the last equality holds, because µ is independent of permutations and diagonal scaling with ±1.
(This follows from the definition, but can be derived from Lemma 4.4 as well.) Note that G 1 Q 2 is a gradient-matrix and that 0 U −1 because of Lemma 4.1. This allows to apply Lemma 4.6 and we obtain µ(
We now have all the tools to prove the theorem.
Proof of Theorem 4.1.
The goal is to obtain a bound on the size of the entries in K (l) in terms of the maximal entry of K (0) . The first observation is that µ(B (l) ) = 1 for all l. The size of the elements in B (l) is preserved. So we can focus on the size of the elements in A (l) . The second observation: the elimination of single V -nodes does not matter, because A (l) is positive definite. Gaussian elimination on positive definite matrices is unconditionally stable with growth factor ρ < 1. So we can focus on the effect of the elimination of the coupled V -and P-nodes.
Suppose that at a certain stage of Gaussian Elimination we used k 2 × 2 pivots. Then we can reorder and split the original matrices We now apply Lemma 4.4 a couple of times in order to get
3)
The matrices B T 12 and B T 11 are gradient-matrices and B T 11 is invertible, so we can apply Lemma 4.7 and that gives µ(B T 12 B −T 11 ) 1. This simplifies the bound to
It is obvious that for all four subblocks of A we have µ(A i j ) µ(A). Furthermore A is positive definite, so it has strictly positive diagonal entries and the off-diagonal block A 12 satisfies σ (A 12 ) σ (A) − 1 = σ − 1. Using σ (A 11 ) σ and k m we finally get
Division by µ(A) gives the bound for the growth factor. Compared to the general bound ρ (2.57) n+m−1 this bound is very sharp. Note that the result is not tied to the algorithm we proposed in Section 2 of this paper. It holds for any feasible ordering. So it explains why nobody ever ran into trouble with stability for F -matrices. See for example (Tůma, 2002) .
In practice even this bound is hardly attained. 11 would be a matrix full of ones it is likely that the product has a smaller maximum value, because in general summation of entries on a row in A 11 will be much smaller than σ (A)µ(A).
For one special case we can give a slightly better bound, i.e. when A is diagonally dominant.
THEOREM 4.2 Let K be an F -matrix with a feasible ordering. If submatrix A is diagonally dominant the stability bound for Gaussian elimination becomes ρ 2m + 3.
Proof. We can give sharper bounds on the terms in (4.2). Because A is symmetric and diagonally dominant At the end of this section we show as an example the growth factor for F -matrices from a Stokes problem on a square staggered grid. We will describe the problem in more detail in Section 6. We compute an ordering for the matrix with Algorithm 2.1 based on three different initial orderings for A + B T B (natural, reverse Cuthill McKee (George & Liu, 1981) and approximate minimum degree (Amestoy et al., 1996 (Amestoy et al., , 2004 ). We perform Gaussian elimination on the reordered matrix, meanwhile monitoring the growth of the entries in the Schur complement. The results can be found in Figure 1 and Table 1 .
It immediately follows that the off-diagonal blocks
In Figure 1 we plot ρ (l) = µ(K (l) )/µ(K (0) ) for each Schur complement l for a square grid of size 9 × 9. The actual growth factor is the maximum of all ρ (l) 's. For all three orderings the growth factor is rather small. The theoretical bound can be computed using Theorem 4.2 because the matrix is diagonally dominant. Here the bound is ρ 2m + 3 = 163, which is still quite far from the computed values of ρ. It is of course much better than the general bound 2.57 223 ≈ 2.60 × 10 91 . Of interest is the effect of the different ordering algorithms on the growth of the elements. In case of the natural ordering the maximum growth is realized almost immediately after elimination of the first row in the grid. After that the growth remains constant except for a tiny peak half way. The best results in terms of a small growth factor are obtained for the reverse Cuthill McKee ordering. Apparently a small bandwidth is the best guarantee for a small growth factor.
To illustrate how the growth factor depends on the size of the grid and the number of P-nodes we show Table 1 . As one can see the growth factor remains very small in case of reverse Cuthill McKee. It seems to be more or less independent of the grid size. This in contrast to the natural ordering that gives a growth factor that increases with the grid size, approximately a factor 1.5 if the number of nodes is doubled in two directions, more precisely the data is fitted exactly by 3(1 + √ m + 1)/2. Note that it still grows less than linear with m. The growth factor of approximate minimum degree is somewhere in between those two and appears to flatten for bigger problems. In all cases the bound provided by Theorem 4.2 is quite pessimistic.
We can conclude that for Gaussian elimination on F -matrices the growth factor ρ is bounded by a number that grows linearly with m, the number of indefinite nodes. So Gaussian elimination is numerically stable for F -matrices and iterative refinement is hardly needed to compute accurate solutions. ) ) during Gaussian elimination for the natural (dash-dot), approximate minimum degree (dash) and reverse Cuthill McKee (solid) for the Stokes problem on a square grid of 9 × 9 cells, n = 144, m = 80.
Symbolic factoring
The application of Algorithm 2.1 requires the insertion of the P-nodes into the ordering for the V -nodes. In this section we show that this can be done very efficiently.
In Corollary 3.1 we expressed that the sequence of B (l) 's is independent of A. We can exploit this in the insertion of P-nodes in the ordering for the V -nodes. The insertion can be done before the actual elimination based on the entries of B only. Especially if we deal with an F -matrix it can be done very efficiently. We only need to know the fill pattern of B.
The P-nodes are inserted by Algorithm 5.1. The basic idea is that we track the elimination of Pnodes in a pointer array ptr. At the beginning all nodes have a pointer that points to the node itself, so ptr(i) = i for all i = 1, . . . , m. We add one extra element to this vector: ptr(m + 1) = m + 1. If a node v in V is coupled to two nodes p 1 and p 2 in P, it has to be eliminated together with one of them. Say we eliminate v and p 1 together. As we saw in the proof of Theorem 3.3 all V -nodes that were coupled to p 1 get coupled to p 2 instead. We reflect this by a change in the pointer array: ptr(p 1 ) = p 2 . In the pointer array we can easily check what happened to the P-nodes by iteration on the pointer array until a It is beneficial and in agreement with the minimum degree idea to pick the one with the least fill in the corresponding row of B (l) . We will use an array nnz to store an estimate of the number of nonzeros in the rows of B (l) . The array is used to make the decision whether p 1 or p 2 is to be eliminated. We will explain it in more detail in Remark 5.4. (b) Follow pointers of p 1 and p 2 until fixed points are found:
) insert node p 1 (else p 2 ) immediately after v j in the ordering to eliminate them using a 2 × 2 pivot. Change ptr and nnz to reflect elimination:
End
A few remarks on this algorithm.
REMARK 5.1 One might fear cycles in pointer array ptr such that the algorithm never terminates step 2(a). Fortunately the only cycles that can appear in ptr are the fixed points. This can be simply explained by the following. Initially all points are fixed points. The vector is changed only at step 2(d) where one fixed point is replaced by a pointer to an existing other fixed point. So during the algorithm all paths in ptr will always end in a fixed point, hence the algorithm will certainly terminate.
REMARK 5.2 The length of the iterations at step 2(b) is m in the worst case scenario. The number of iterations is related to the depth of the elimination tree with respect to the nodes in P. If we use a fill-reducing ordering it will hardly ever be bigger than √ m. In any case the time used by the algorithm was always a fraction of the time used to compute the ordering for A + B T B.
REMARK 5.3 If we track the pointer array of two nodes p 1 and p 2 , the fixed points they end on might very well be equal. If they are, the two entries have the same magnitude but opposite sign at the same position, so summing up gives zero: they annihilate. Hence in that case the node v j is not coupled anymore to a pressure node, so we cannot insert any. This is conform step 2(c). Only if we have an F -matrix we know exactly when this exact cancellation happens.
REMARK 5.4 If there are two entries in a row, say at position p 1 and p 2 , we have a choice in step 2(d) which of the two we will eliminate and insert in the ordering. Remember that the goal is to reduce the fill in the factorization. In Equation (3.3) we see that the amount of (new) fill in the Schur complement A (l+1) is determined by the number of nonzeros in the vectorβ /b, that is the column in B (l),T that belongs to the P-node that is eliminated. So to reduce the number of nonzeros in A (l+1) we should eliminate the node with the fewest entries in its column. However it is a too expensive to compute the number of nonzeros in the columns of B (l),T precisely, therefore we estimate this number in the array nnz. At step 1 the number nnz(i) is computed as the number of nonzeros on the i-th row in B. At that step it is still exact. However if at step 2(d) p 1 is eliminated we estimate that the number of nonzeros in the column of p 2 in B (l+1),T is equal to the sum of the number of entries in the two columns minus 2. We substract 2 because we delete the first row in B (l),T . This number is an overestimate, because it does not take in account exact cancellation. Nevertheless the approximation is good enough to make the right decision in step 2(d).
If we do not have an F -matrix, a similar algorithm can be used. Corollary 3.1 holds for general saddle point matrices, so still only B and an ordering for V are needed to insert the P-nodes. Nevertheless it will be less efficient because we cannot benefit from a simple structure of B. Furthermore we need to monitor the size of the entries in B (l) as well and it will be more difficult to detect exact cancellation.
Numerical results
In this section we will show the results of our algorithm for two sets of matrices. We implemented Algorithms 2.1 and 5.1 in MATLAB 7.1.0.183 (R14) Service Pack 3. The first ordering is computed with MATLAB's symmetric approximate minimum degree ordering SYMAMD (Amestoy et al., 1996 (Amestoy et al., , 2004 .
We compare the results of Algorithm 2.1 to that of PARDISO version 3.1 (serial) (Schenk & Gärtner, 2004; Schenk et al., 2000; Schenk & Gärtner, 2006) that is able to factorize indefinite symmetric matrices. It uses either AMD (approximate minimum degree) or METIS (nested dissection, (Karypis & Kumar, 1998) ) as basic ordering. We use the standard parameter settings except that we follow the advise of the manual to use scaling (IPARM(11) = 1) and weighted matchings (IPARM(13) = 1) in case of highly indefinite matrices like saddle point problems. If we choose to switch off weighted matchings, PARDISO is still able to build a factorization, but the error in the solution without using iterative refinement raises from O(10 −13 ) to O(10 −6 ). So we really need weighted matchings to compute an accurate factorization.
The package PARDISO offers the possibility to ignore its ordering algorithms and instead perform factorization based on an ordering provided by the user. We use this facility with the ordering of Algorithm 2.1 as input. In the tables in this section, we will use "PARDISO(amd/metis/uo)" to denote the PARDISO factorization based on amd, metis and the user ordering respectively. The MATLAB factorization is called "LDL T (amd)".
All numerical experiments were done on a PC with two 2.4 GHz AMD Opteron processors and 7.6 GB memory.
Stokes flow in a driven cavity
The first problem is a two-dimensional Stokes equation in a driven cavity. Here the following set of equations has to be solved on the unit square Ω
where u(x, y) is the velocity field and p(x, y) the pressure field; the parameter ν controls the amount of viscosity. The non-trivial solution is determined by the boundary conditions that are zero on three sides of the unit square. At the upper boundary (y = 1) we prescribe a horizontal velocity u(x, 1) = 1. We can get rid of the parameter ν by defining a new pressure variablep = p/ν. If the first equation is divided by ν, we can substitute p byp and the parameter ν is gone. So we may assume that ν = 1.
If the equations are discretized on a uniform staggered grid (a C-grid) with mesh size h we get an F -matrix. It is singular because the pressurefield is determined up to a constant. We get rid of this problem by fixing one pressure node in the domain. So the number of pressure nodes is reduced with one. Table 2 shows the size and the number of nonzeros in the upper triangular part of the Stokes matrices.
The results of factorization of these matrices with different ordering algorithms can be found in Table 3 . Obviously Algorithm 2.1 is able to produce an ordering that gives a factorization with low fill. For all grid sizes it results in a factorization that is sparser than the factorizations of PARDISO. The large gap between the numbers of nonzeros in the last two columns is quite remarkable. The only explanation we have is that probably the L factor of PARDISO contains a lot of entries close to machine precision, because it cannot detect exact cancellation, as we could in our algorithm.
Matrices of Tůma
The second set of testmatrices consists of seven matrices provided by Miroslav Tůma of which four can be found in (Tůma, 2002) . In Table 4 we show the size and number of nonzeros of the matrices. In (Tůma, 2002 ) the matrices have a slightly larger number of nonzeros because the sparse matrix format contains some 'zero nonzeros' that we removed a priori. We have to remark that the Tůma-matrices do not satisfy the assumption that the number of nonzeros in a row in B is smaller than the number of nonzeros in A. All A's in the Tůma set have at most three nonzeros per row, while at least a quarter of the rows in B has more than three nonzeros. Maybe Condition 2.1 is not the best in that case. Possibly a weakening of the condition could provide a further improvement of the performance. Table 5 contains the number of nonzeros of the factors with different fill-reducing ordering algorithms. We compare the results of Algorithm 2.1 with the results of Tůma and PARDISO. The ordering of Tůma is better than the two orderings of PARDISO. However in all cases our ordering gives the sparsest factors. The big difference between the approximate minimum degree and nested dissection ordering in PARDISO is quite remarkable. It must be due to the structure of the Tůma matrices, because for the Stokes matrices the results for both orderings are similar. The qualitative difference between the two sets of matrices is noticed as well in the effect of the choice we made in Remark 5.4. If we do not eliminate the node that has the least nonzeros in its column of B T , but simply pick the first node, the results of LDL T (amd) in Table 3 hardly change, whereas the results in Table 5 seriously deteriorate.
Discussion
In this paper we proposed a new algorithm to compute a stable fill-reducing ordering for F -matrices, a special class of symmetric saddle point matrices. The algorithm is based on a simple idea: compute an ordering for the V -nodes first and then add the P-nodes. The ordering for the V -nodes is a fillreducing ordering for A + B T B. The P-nodes are added under the condition "eliminate P-nodes as soon as possible". The final ordering is guaranteed to be feasible and in case of F -matrices it can be computed very fast using symbolic factorization. In Section 3 we showed that the ordering guarantees that a lot of structure of the saddle point problem is preserved in the Schur complements during Gaussian elimination, in particular C (l) remains empty and B (l) is independent of A (l) . Positive definiteness of A and the F -matrix-properties are also preserved. From an engineering view this is a very attractive property.
One of the important results is Theorem 4.1 where we give a bound for the growth factor in Gaussian elimination on F -matrices. It explains why in a lot of literature on the factorization of saddle point matrices numerical stability is not a big issue. The general bound for the growth factor grows exponentially fast, but it is too pessimistic. At least in case of F -matrices the growth factor is bounded by a number that grows linearly with the dimension. It is likely that this holds for a larger class of saddle point matrices, because it seems possible to weaken the assumptions of the proof. If B is not a gradient-matrix it might have other properties such that B −T 11 B 12 is bounded, as we have argued in Remark 4.1. The numerical experiments on the Stokes and Tůma matrices show that the algorithm is able to produce a good factorization with a sparser structure than the factorizations of other methods.
Another nice property is that the very same algorithm can be used for more general F -matrices like the 2D Navier-Stokes equations (with Coriolis force) on a C-grid.
There is a lot more to study. In some cases Condition 2.1 should be weakened to get a sparser factorization. There might be better ways to compute the first ordering, because we loose information in the construction of A + B T B. For example, the last matrix will be dense if B contains a full row. One more important question: how to generalize the algorithm such that it is able to handle a saddle point matrix that is not an F -matrix? Clearly there are several ways to do this, but which one is the best, and can we keep the nice properties we showed in Section 3?
Finally, in this paper we showed that the simple ideas behind the algorithm make sense. The construction of the ordering is straightforward and fast. It keeps nice properties of the matrix during Gaussian elimination and in the experiments it appears to be powerful enough to result in a factorization with significantly lower fill than the factorizations of existing methods. (Tůma, 2002 
