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ABSTRACT OF THE THESIS
Specificity in Stochastic Protein-Protein Interaction Networks
By
Royce Roland Sato
Master of Science in Chemical and Biomolecular Engineering
University of California, Irvine, 2019
Elizabeth L. Read, Chair
For a cell to properly respond to external stimuli, it must translate the stimulus into a
signal from the cell surface, to the inner cell machinery, such as the nucleus. This signal
transduction occurs by way of protein-protein reaction networks, which act as a set of relays
via chemical reactions down to the cell’s interior. These relays, often called cascades, are
seen everywhere in biology, and involve many proteins in intricate reaction networks; more-
over, these reaction networks will often have many separate cascades within them, and to
complicate things further, cascades can share components with other cascades, opening a
possibility for cross-talk. The concept of specificity has been used to quantify the relative
strength of on-versus off-target interactions for individual protein-protein interactions. The
concept has also been extended to larger signaling cascades in order to measure how much
the system prefers the correct pathway over the incorrect pathway. In this work, we study
specificity in the context of discrete, stochastic chemical kinetics networks. We study two
networks motifs, small commonly seen subportions of the network, known as the CB3 and
bifan motif. We use a variety of stochastic modeling techniques, including Master Equations,
simulations, and numerical approximations. We find that the fluctuations of specificity in
a stochastic network system show qualitatively different behavior than the deterministic,
mean-field specificity. Such stochastic effects may contribute to cellular optimization of
relative protein concentrations, by affecting the balance between strengthening in-pathway
vii
signals while minimizing cross-talk.
viii
Introduction
In order for a cell to respond to its environment, it must send a signal from its surface
receptors to the appropriate cell machinery within itself. This is done by using an assortment
of chemical signals which cause a chain reaction of chemical reactions, known as signaling
cascades, from which the cell can then interally determine the correct response to the given
signal. However, what makes these cascades interesting is that oftentimes a portion of
a cascade can be shared among differing signals. A common example is of bakers yeast,
Saccharomyces cerevicsiae. Signaling for mating and filamentous invasive growth shares a
portion of the cascade with eachother [1]. Despite the shared portion of the cascade, yeast
very rarely exhibits the wrong behaviour when given an external signal. A mating signal does
not result in filamentous invasive growth, and a signal for invasive growth does not result
in mating [2]. But if that is the case, the cell must have a mechanism in place to regulate
what the signal it received is, and to ignore the intrinsic noise present within the cell. How
cells achieve robust signal transduction even with shared pathway components has been the
subject of much study [3, 4, 5]. A concept that has been introduced to quantify in-pathway
versus out-of-pathway interactions (or similarly, on-target versus off-target interactions) has
been that of specificity [2, 6, 7, 8]. Previous mathematical definitions and study of specificity
in light of particular signaling network and insulating mechanisms showed that there are
multiple ways for the cell to regulate and control response levels through external mechanisms
as well as through the properties of the network itself [7].
While the specificity has been studied before ([2, 6, 7]), a thorough analysis of the discrete
stochastic distribution of the specificity has not been done, so the influence of fluctuations
in these systems is not known. The purpose of this work was to characterize the behavior
of specificity, including fluctuations in specificity, in discrete stochastic kinetic networks for
two motifs, the CB3 and bifan motif. These motifs are often seen in signaling networks, such
as the MAP-kinase signaling cascade [9, 10].
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This research looks at the intrinsic properties of the network motifs often seen in these
protein cascades, and how the motif lends to itself the ability to have control over noise in
the network. We find that the stochastic fluctuations in specificity have in general more
complex behavior than the mean-field specificity as obtained from deterministic, Ordinary
Differential Equation kinetics. In some cases, we identified qualitative differences in the
behavior of stochastic specificity, as compared to the deterministic specificity, as a function
of changes in protein copy numbers.
2
Methods
System
For this research, we look at two different systems, the CB3 and bifan motifs. The CB3
motif is a simple protein-protein interaction network involving three proteins; x1, x2, y2;
which can bind to make two different complexes, one on-target complex, x1x2; and one
off-target complex, x1y2. x2 and y2 do not make a complex together.
Figure 1: Diagram of the reaction pathways for the CB3 Motif, image credit: Professor L.
Bardwell
The reaction mechanism for the proteins is like so:
x1 + x2
kon−−−⇀↽−−−
koffxx
x1x2 x1 + y2
kon−−−⇀↽−−−
koffxy
x1y2 (1)
The bifan motif is much like CB3 motif, but it adds another protein y1, which can bind to
the proteins y2 and x2.
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Figure 2: Diagram of the reaction pathways for the bifan motif, image credit: Professor L.
Bardwell
The bifan motif adds a reaction pathway for the y proteins, with two more possible reactions,
in addition to the reactions from the CB3 motif:
y1 + y2
kon−−−⇀↽−−−
koffyy
y1y2 y1 + x2
kon−−−⇀↽−−−
koffyx
y1x2 (2)
Notation
Na is defined to be copy number of the species a. Na is defined to be the average copy
number at steady state. Ca is defined to be the concentration in µM of a. A subscript 0 is
denoted to mean the initial copy number or concentration of the respective species, further,
we start every system with 0 copy numbers of the complexes. We must also define a volume
for the system, V , with the assumption that chemical species are well-mixed within this
volume. For this study, we use an estimate of bacterial cell volume as the standard volume
unit, defined to be Vb = 1.667 ∗ 10−15L [11, 12]. That is, V is expressed as the number of
bacterial volumes contained in the total system volume. i.e, for V = 2, the volume of the
system is Vb ∗ 2 = 3.334 ∗ 10−15L. The copy number can be converted to concentration in
µM and vice versa by:
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Ca =
Na
V ∗ Vb ∗NA ∗ 10−6 (3)
where NA is Avogadro’s constant.
Specificity
In order to measure the system’s preference for on or off-target complexes, a variable called
specificity is defined. For the CB3, this is defined as:
Sx =
Nx1x2
Nx1y2
=
Cx1x2
Cx1y2
(4)
And for the bifan, specificities can be defined as:
Sx1 =
Nx1x2
Nx1y2
=
Cx1x2
Cx1y2
Sx2 =
Nx1x2
Ny1x2
=
Cx1x2
Cy1x2
Sy1 =
Ny1y2
Ny1x2
=
Cy1y2
Cy1x2
Sy2 =
Ny1y2
Nx1y2
=
Cy1y2
Cx1y2
(5)
The CB3 system only has one specificity, as there is only one on-target complex and one
off-target complex. The bifan system has a total of two on-target complexes, and two off-
target complexes; this gives a total of 4 different specificities. Each specificity measures
the selectivity of a single protein. In addition, CB3’s Sx and bifan’s Sx1 both measure the
specificity of the x1 protein.
Rate constants
Values typically seen in protein-protein interactions were used to model the systems [12]:
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kon = 1 (µM
−1s−1)
koffxx = 0.002 (s
−1)
koffxy = 0.02 (s
−1)
koffyy = 0.002 (s
−1)
koffyx = 0.02 (s
−1)
(6)
When converting between deterministic kinetics in units of concentration, to stochastic ki-
netics in units of individual molecules (copy numbers), one must convert units according
to the reaction order [13]. For stochastic analysis, the deterministic kon with respect to
concentration can be converted to copy number according to:
kon,stochastic =
kon,deterministic
V ∗ Vb ∗NA ∗ 10−6 (copynumber
−1s−1) (7)
koff do not have to be converted because it is unimolecular and thus has no dependence on
concentration.
Deterministic Model
From the reaction mechanisms above, Eq. 1, a system of differential equations can be created
for the CB3 system using mass action kinetics.
dCx1
dt
= −konCx1 ∗ Cx2 + koffxxCx1x2 + −konCx1 ∗ Cy2 + koffxyCx1y2
dCx2
dt
= −konCx1 ∗ Cx2 + koffxxCx1x2
dCy2
dt
= −konCx1 ∗ Cy2 + koffxyCx1y2
dCx1x2
dt
= konCx1 ∗ Cx2 − koffxxCx1x2
dCx1y2
dt
= konCx1 ∗ Cy2 − koffxyCx1y2
(8)
Similarly, for the bifan using Eq. 2:
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dCx1
dt
= −konCx1 ∗ Cx2 + koffxxCx1x2 + −konCx1 ∗ Cy2 + koffxyCx1y2
dCx2
dt
= −konCx1 ∗ Cx2 + koffxxCx1x2 + −konCy1 ∗ Cx2 + koffyxCy1x2
dCy1
dt
= −konCy1 ∗ Cy2 + koffyyCy1y2 + −konCy1 ∗ Cx2 + koffyxCy1x2
dCy2
dt
= −konCy1 ∗ Cy2 + koffyyCy1y2 + −konCx1 ∗ Cy2 + koffxyCx1y2
dCx1x2
dt
= konCx1 ∗ Cx2 − koffxxCx1x2
dCx1y2
dt
= konCx1 ∗ Cy2 − koffxyCx1y2
dCy1y2
dt
= konCy1 ∗ Cy2 − koffyyCy1y2
dCy1x2
dt
= konCy1 ∗ Cx2 − koffxyCy1x2
(9)
Because we are only interested in the steady state behaviour of the systems, we make dCa
dt
= 0.
Chemical Master Equation
The mathematical framework of the network models is the discrete Chemical Master Equa-
tion (CME) [13] , which gives the time-evolution of the probability to observe the system
in a given state. In vector-matrix form, the CME can be written
dp(x, t)
dt
= Kp(x, t) (10)
where p(x, t) is the probability over the system state-space (x) at time t, and K is the
reaction rate-matrix containing stochastic reaction propensities (diagonal elements kjj =
−∑i kij, i.e., columns sum to 0). The stochastic propensities are closely related to the
deterministic rates [13], i.e., for the x1x2 complex formation, the propensity is given by
kon,stochasticNx1Nx2 . Eq. 10 assumes a well-mixed system of reacting species, and assumes
that the state-space described by x (containing molecular species numbers/configurations)
is limited to “reachable” states, for an enumeration of N states of the system, K ∈ RN×N .
The steady-state probability pi(x) ≡ p(x, t→∞) over N states satisfies
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Kpi(x) = 0. (11)
Thus, pi(x) can be obtained from K as the normalized right-eigenvector corresponding to
the zero-eigenvalue.
Simulation and Software
Simulation of both the CB3 and bifan motif were done using BioNetGen-2.3.0 [14]. BioNet-
Gen implements the Gillespie algorithm, an exact simulation algorithm which completely
takes into account the stochastic reaction kinetics of a system [13]. The CB3 motif was
simulated with ∆t = 1s, with 105 steps. The bifan was simulated with ∆t = 10s, with 107
steps. Automation of simulations, and scripts to analyze and visualize data were made in
MATLAB. Furthermore, scripts to numerically solve the steady-state distribution for the
CME as in Eq. 11 were written in MATLAB.
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CB3 Motif
Introduction
The CB3 system is a simple three element system with a single protein that can bind with
one of two potential targets to make either one on-target, or one off-target complex. This
leads to a specificity, defined again below:
Sx =
Nx1x2
Nx1y2
=
Cx1x2
Cx1y2
For the deterministic system, we can denote the steady-state specificity as
Sx =
Cx1x2
Cx1y2
.
For the stochastic system, the stochastic specificity is not a single number at steady state,
but rather a fluctuating random variable.
The specificity is a measure of how controlled the protein x1 distributes between on and
off-target complexes, with higher values corresponding to more of the on-target complex
compared to off-target complex, and vice versa for lower values of specificity.
Deterministic Model
Assume the system is closed and the system starts with zero copies of the complexes (i.e., all
molecular species are initialized as monomers). Define the initial copy number of monomers
x1 as Nx10 (and similar for x2, y2). Then the total number of all molecular species in the
system containing x1 (in monomers or dimers) will always equal Nx10 at anytime t:
Nx10 = Nx1 +Nx1x2 +Nx1y2
Nx20 = Nx2 +Nx1x2
Ny20 = Ny2 +Nx1y2
(12)
If Eq. 12 is rearranged for the protein at anytime, we get:
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Nx1 = Nx10 −Nx1x2 −Nx1y2
Nx2 = Nx20 −Nx1x2
Ny2 = Ny20 −Nx1y2
(13)
Dividing Eq. 13 by the volume gives:
Cx1 = Cx10 − Cx1x2 − Cx1y2
Cx2 = Cx20 − Cx1x2
Cy2 = Cy20 − Cx1y2
(14)
Substituting Eq. 14 into the the last two equations in Eq. 8 reduces the equations from all
fives species to just the two complexes:
dCx1x2
dt
= kon(Cx10 − Cx1x2 − Cx1y2)(Cx20 − Cx1x2)− koffxxCx1x2
dCx1y2
dt
= kon(Cx10 − Cx1x2 − Cx1y2)(Cy20 − Cx1y2)− koffxyCx1y2
(15)
At steady state dCa
dt
= 0, which gives Eq. 16.
koffxx
kon
=
(Cx10 − Cx1x2 − Cx1y2)(Cx20 − Cx1x2)
Cx1x2
koffxy
kon
=
(Cx10 − Cx1x2 − Cx1y2)(Cy20 − Cx1y2)
Cx1y2
(16)
Stochastic Model
In a closed chemical reaction system following detailed balance, it can be shown that the
distribution of any given species in that system follows a Poisson distribution [15, 16]. For
a reversible reaction A, we define Pa as the stoichiometric coefficients of the left side of the
reaction for species a, and Qb as the stoichiometric coefficient of the right side of the reaction
for species b. We also denote k+A as the stochastic rate constant for the forward reaction,
and k−A as the stochastic rate constant for the backward reaction. With these definitions,
the following is shown to be true [15]:
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k+A
∏
a
Na
Pa
= k−A
∏
b
Nb
Qb
(17)
For our system, Eq. 17 can be simplified to the following.
k−xx
k+
=
Nx1 ∗Nx2
Nx1x2
k−xy
k+
=
Nx1 ∗Ny2
Nx1y2
(18)
Applying Eq. 3, 7, and 13 we find the result is exactly the deterministic steady state
expression, Eq. 16. The average copy number in a stochastic system will follow mass action
kinetics at steady state.
Using the same assumptions, the steady state probability of being in a state with copy
number NA, for all species A, is given by a multivariate Poisson (Eq. 19) [15, 16].
P (Nx1 , Nx2 , Ny2 , Nx1x2 , Nx1y2) =
Nx1
Nx1
Nx1 !
e−Nx1
Nx2
Nx2
Nx2 !
e−Nx2
Ny2
Ny2
Ny2 !
e−Ny2
Nx1x2
Nx1x2
Nx1x2 !
e−Nx1x2
Nx1y2
Nx1y2
Nx1y2 !
e−Nx1y2
(19)
Substituting Eq. 13 into Eq. 19:
P (Nx1x2 , Nx1y2) =
(Nx10 −Nx1x2 −Nx1y2)Nx10−Nx1x2−Nx1y2
(Nx10 −Nx1x2 −Nx1y2)!
e−Nx10−Nx1x2−Nx1y2
(Nx20 −Nx1x2)Nx20−Nx1x2
(Nx20 −Nx1x2)!
e−Nx20−Nx1x2
(Ny20 −Nx1y2)Ny20−Nx1y2
(Ny20 −Nx1y2)!
e−Ny20−Nx1y2
Nx1x2
Nx1x2
Nx1x2 !
e−Nx1x2
Nx1y2
Nx1y2
Nx1y2 !
e−Nx1y2
(20)
turns the 5-dimensional multivariate Poisson into a bivariate distribution, only dependent
on the copy numbers of each of the two complexes. The bivariate Gaussian approximation
to the above equation is given by:
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P (Nx1x2 , Nx1y2) =
1√
2pi(Nx10 −Nx1x2 −Nx1y2)
e
− ((Nx10−Nx1x2−Nx1y2 )−(Nx10−Nx1x2−Nx1y2 ))
2
2(Nx10
−Nx1x2−Nx1y2 )
1√
2pi(Nx20 −Nx1x2)
e
− ((Nx20−Nx1x2 )−(Nx20−Nx1x2 ))
2
2(Nx20
−Nx1x2 )
1√
2pi(Ny20 −Nx1y2)
e
− ((Ny20−Nx1y2 )−(Ny20−Nx1y2 ))
2
2(Ny20
−Nx1y2 )
1√
2piNx1x2
e
− (Nx1x2−Nx1x2 )
2
2Nx1x2
1√
2piNx1y2
e
− (Nx1y2−Nx1y2 )
2
2Nx1y2
(21)
For larger system sizes, such as if the volume is increased, the Poisson distribution becomes
increasingly well approximated by a continuous multivariate Gaussian distribution where the
mean is equal to the variance (Eq. 21).
Results
The deterministic specificity is a monotonic function of protein concentration
From Eq. 16, the steady state concentrations of the complexes can be solved numerically
as a function of Cx10, which can be put into Eq. 4 to obtain the specificity at steady state.
Given different initial concentrations of x2 and y2, the specificity was plotted as a function
of the concentration of x1. The deterministic specificity is maximum when Cx10 is minimum.
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Figure 3: Plot of the deterministic steady-state specificity, Sx, for the CB3 system as a
function of Cx10 (the initial concentration of the species x1). Note that since the system
is initialized with all species in monomer form, Cx10 also corresponds to the constant total
concentration of x1 species present in the system in either monomers or complexes. The three
curves denote different concentrations of the other two species. All kinetic rate parameters
are as given in Methods, Eqn. 6. Orange: Cx20 = Cy20 = 0.01µM. Blue: Cx20 = Cy20 =
0.1µM. Yellow: Cx20 = 0.01µM, Cy20 = 0.1µM.
The distribution of the stochastic specificity approaches the deterministic mean
as system size is increased
We compared the deterministic specificity to the stochastic specificity, where the stochastic
specificity is obtained from Gillespie simulations. In stochastic reacting systems, the copy
numbers of all species fluctuate. Thus, they are non-negative integer random variables with
steady-state distributions as described in Methods. The stochastic specificity is thus itself
a random variable which is the ratio of two integers, and it becomes infinite when the de-
nominator (i.e., Nx1y2) reaches 0. Fig. 4 shows how the stochastic probability landscape
for the two complexes compares to the specificity distribution for different system volumes.
Concentration is kept constant so copy numbers are increased with the volume. For smaller
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system sizes, the distribution of the specificity can be seen to be not well-behaved. That is,
the distribution becomes discretized because Sx is the ratio of two random variables which
take on small integer values. As the volume is increased, the distribution narrows and ap-
proaches the deterministic solution. This can be seen directly in the probability landscapes,
with a discontinuous specificity distribution resulting in very discrete probability states, and
smoother distributions resulting in small distributions centered around the deterministic
solution in the probability landscape.
Figure 4: Stochastic simulation results for the CB3 system with constant concentration
Cx10 = Cx20 = Cy20 = 0.01µM and varying system size. Top row: V = 1 in bacterial
volume units. This corresponds to 10 molecules of each species initialized as monomers,
i.e. Nx10 = Nx20 = Ny20 = 10. Middle row: V = 10, corresponding to 100 molecules
of each monomer initially. Bottom row: V = 100, corresponding to 1000 molecules of each
monomer initially. (Left column) Steady-state probability distributions of the x1x2 and x1y2
complexes obtained from long stochastic simulations. A red dot indicates the deterministic
steady-state solution. Yellow color indicates high probability. (Right column) Histogram of
the stochastic specificity Sx at steady state. Red line indicates the deterministic specificity.
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Steady-state molecular distributions can be approximated as Gaussian for larger
system sizes
We have obtained the steady state probability distributions for the stochastic CB3 system
by several different methods: by numerical solution of the CME, by a multivariate Gaussian
approximation and by stochastic simulation according to the Gillespie (SSA) algorithm. The
CME solution is exact (to within numerical precision of eigenvector solutions in MATLAB).
The SSA is exact in the limit of infinite simulation. The Gaussian approximation is accurate
in the limit of large copy numbers. Agreement among the three methods is shown in Fig. 5.
Figure 5: Comparison of the steady-state probability distribution for the discrete stochastic
CB3 model, computed by three different methods. LEFT: numerically computed solution to
the Chemical Master Equation (see Methods Eqn. 10). CENTER: numerically computed
solution using a multivariate Gaussian approximation to the Chemical Master Equation.
RIGHT: Long simulation using SSA. Cx10 = Cx20 = Cy20 = 0.01µM with V = 10. These
parameters correspond to initial molecule numbers of 100 for each monomer species.
We can also compute the exact solution to the CME using a Poisson distribution. In Fig.
6, the log of the sum of squared differences of the probability landscape of the Gaussian
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distribution to the Poisson distribution was calculated as a function of volume. As volume is
increased, the concentration is kept constant, so the number of copies is increased accordingly.
Figure 6: Sum of squared differences of the Poisson and Gaussian distribution for the steady-
state solution of the CME system with constant concentrations Cx10 = Cx20 = Cy20 =
0.01µM and increasing system volume. Increasing volume leads to a corresponding increase
in molecule copy numbers As the volume of the system is increased, the log of the sum of
squared differences decreases. This shows that the Gaussian distribution approaches the
Poisson distribution as system size increases.
This shows, the expected behavior: as system sizes become larger, the Poisson distribution
can be better approximated by a Gaussian distribution.
16
The distribution of the stochastic specificity can be approximated as the ratio
of two normal random variables
Figure 7: Distributions of steady-state specificity, Sx, for the stochastic CB3 system, com-
paring stochastic simulations, deterministic result, and Marsaglia’s Gaussian approximation.
Blue bars: histogram of Sx values obtained from long stochastic simulations. Red line: de-
terministic Sx Blue line: Marsaglia’s model of the ratio of two normally distributed random
variates, as in ref. [17]. As volume increases, the distribution gets tighter around the
deterministic specificity. Concentration is kept constant for both the left and right plots:
Cx10 = Cx20 = Cy20 = 0.01µM. LEFT: V = 10 (100 molecules, total monomers), RIGHT: V
= 100 (1000 molecules, total monomers
With the Gaussian distribution being a good approximation for the distribution of each of
the complexes, the distribution of the specificity can be approximated by Marsaglia’s ratio
of normally distributed random variables [17]. A comparison of Marsaglia’s approximation
to the specificity obtained from simulation is in Fig. 7, showing good agreement in relatively
small copy-number regimes. Thus, Marsaglia’s formula provides a continuous approximation
for the specificity distribution at steady state.
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Increased specificity is accompanied by increased fluctuations in specificity at
steady-state
We characterized the fluctuations in specificity Sx as a function of Nx10, by obtaining per-
centiles of the Sx distribution from stochastic simulations. Because copy numbers are dis-
crete numbers ranging from zero to some maximum value, there can be discontinuities in
the specificity when the denominator is zero (and Sx thus becomes infinite). In simulation
data, this is seen at lower x1 copy numbers in Fig. 8, at approximately 20 copy number for
the 90th percentile, and approximately 10 copy number for the 10th percentile. The curves
also become more jagged at low copy numbers, due to increased discretization of Sx.
In general, the increasing specificity at lower Nx10 also shows increased fluctuations (i.e., a
broader distribution) at steady state.
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Figure 8: Distribution of the steady-state stochastic specificity Sx for CB3 obtained from
simulations. Curves denote the 10th, 50th, and 90th percentiles of the specificity distribution,
plotted as a function of increasing Nx10. The other parameters are Nx20 = Ny20 = 100, V
= 10. At higher Nx10, specificity has a very tight distribution around the median, while at
lower values, the distribution gets very wide. The curves disappear when Sx becomes infinite.
Note that the jagged behavior of the curves results from the behavior of the ratio of small
integers.
By changing zero denominators to one, the specificity can always be defined. (This corre-
sponds to an artificially imposed minimum value of one copy of x1y2).
The data from Fig. 8 is plotted again, but with zero denominators changed to one in Fig.
9, the deterministic specificity and Marsaglia’s normal approximation are also plotted for
comparison.
The median of the simulation data and Marsaglia’s approximation match with the determin-
istic solution for higher copy numbers of x1. From approximately 50 copy number and lower,
both the simulation median and Marsaglia median begin to diverge from the deterministic
solution. Each of the percentiles (10th, 50th, 90th) from the simulation match Marsaglia’s
approximation for a wide range of Nx1 , and the 10
th percentile in particular, is very close.
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Figure 9: Distribution of the steady-state stochastic specificity Sx for CB3. Parameters are
as in Fig. 8. The Gaussian approximation is plotted as grey shading. The 10th, 50th, and
90th percentile curves are adjusted by the addition of one to the denominator when it is
zero. This forces any infinite values from Fig. 8 to be defined. The green curve shows the
deterministic specificity
Stochastic specificity fluctuations show non-monotonic dependence on protein
copy number
For a variety of parameter sets (Fig. 10), the general behaviour of the specificity as a
function of the initial copy number of x1 is the same. The median of the specificity is
consistent with the deterministic solution of the specificity except for very low Nx10, where
the effects of having zero copy numbers of off-target complex begin to have a large effect
on the stochastic specificity. The deterministic solution is a strictly decreasing function of
Nx10, but the median of the stochastic solution is a non-monotonic function of Nx10. The
10th percentile of Sx can also be seen to be non-monotonic in all parameter sets. At lower x1
copy number, the median specificity is lower than the deterministic solution, and increases
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as Nx10 increases to match the deterministic solution.
Figure 10: Stochastic specificity Sx of CB3 plotted against x1 for different initial copy num-
bers. The top left panel is the same as Fig. 9.
The width of the distribution follows roughly the same trend as the median, at higher x1
copy number, the distribution converges to the deterministic solution, and the distribution
increases with lower x1. When off-target complexes start becoming rare, i.e. the number of
off-target complexes is zero, the 10th percentile, 90th percentile, and median of the specificity
become limited by the total amount of x1.
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Figure 11: Data obtained from simulation of the CB3 motif with Nx20 = Ny20 = 100. Left:
Plot of the Fano factor of the complexes vs. Nx10. Middle: Plot of the sum of the Fano factors
of the complexes vs. Nx10. The sum of all five species’ Fano factors show a near-constant
value of two. Right: Plot of the product of the Fano factor of the complexes vs. Nx10.
The behavior of the specificity fluctuations can be explained by looking at the noise in the
individual complexes. One metric for noise is the Fano factor of the species, defined as σ2/µ.
The Fano factor was plotted against Nx10 in Fig. 11. The sum of all five of the species’ Fano
factor was also plotted as a function of Nx10. Pucci and Rooman [18] use the sum of Fano
factors as a measure of total system noise, and show that for all chemical reaction networks
that have deficiency zero (i.e., closed systems as we have in this model), the sum of the
Fano Factors of all species in the network is constant and equal to the number of degrees of
freedom of the system.
Because the denominator (x1y2) is smaller than the numerator (x1x2), its deviations have a
larger effect on the value of the specificity than the numerator for x1 copy number from 0
to 150. For larger x1, the amount of complexes is both large and roughly the same, and so,
small changes in the amount of complex have a diminishing effect on the distribution of the
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specificity.
Figure 12: The means of the complexes of the CB3 motif plotted against Nx10. There is a
shaded error bar of ±σ. Both the mean and standard deviation are from simulation data.
Nx20 = Ny20 = 100, V = 10
Assuming zero denominators are fixed, the maximum possible value of the specificity is
min(Nx10, Nx20). At very low Nx1 , it becomes the case that the amount of x1 becomes
limiting, the value of the specificity can not exceed Nx10, which results in the line seen at
lower copy numbers of x1 in Fig. 9 and 10.
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Bifan Motif
Introduction
The bifan is a simple symmetrical extension of the CB3 motif. By adding another protein,
y1, that can compete with x1, there are now two simultaneous pathways for the network
to go through. There are now two on-target complexes, x1x2 and y1y2; and two off-target
complexes, x1y2 and y1x2. Each specificity measures the selectivity for each of the single
proteins to be bound, in one complex over another and are defined again below:
Sx1 =
Nx1x2
Nx1y2
=
Cx1x2
Cx1y2
Sx2 =
Nx1x2
Ny1x2
=
Cx1x2
Cy1x2
Sy1 =
Ny1y2
Ny1x2
=
Cy1y2
Cy1x2
Sy2 =
Ny1y2
Nx1y2
=
Cy1y2
Cx1y2
(22)
The bifan motif is known to be overrepresented in network motifs [9, 19], and is also extend-
able to larger networks with five or more interacting proteins.
Deterministic Model
Using a similar treatment to the CB3 motif, the following expressions for steady state can
be found for the bifan motif:
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koffxx
kon
=
(Cx10 − Cx1x2 − Cx1y2)(Cx20 − Cx1x2 − Cy1x2)
Cx1x2
koffxy
kon
=
(Cx10 − Cx1x2 − Cx1y2)(Cy20 − Cy1y2 − Cx1y2)
Cx1y2
koffyy
kon
=
(Cy10 − Cy1y2 − Cy1x2)(Cy20 − Cy1y2 − Cx1y2)
Cy1y2
koffyx
kon
=
(Cy10 − Cy1y2 − Cy1x2)(Cx20 − Cx1x2 − Cy1x2)
Cy1x2
(23)
Stochastic Model
Much like the CB3 motif, steady-state probabilities for each of the species of the motif can
be defined as follows with respect to the complexes, where Px1 = P (Nx1) (and so on):
Px1 =
(Nx10 −Nx1x2 −Nx1y2)Nx10−Nx1x2−Nx1y2
(Nx10 −Nx1x2 −Nx1y2)!
e−Nx10−Nx1x2−Nx1y2
Px2 =
(Nx20 −Nx1x2 −Ny1x2)Nx20−Nx1x2−Ny1x2
(Nx20 −Nx1x2 −Ny1x2)!
e−Nx20−Nx1x2−Ny1x2
Py1 =
(Ny10 −Ny1y2 −Ny1x2)Ny10−Ny1y2−Ny1x2
(Ny10 −Ny1y2 −Ny1x2)!
e−Ny10−Ny1y2−Ny1x2
Py2 =
(Ny20 −Ny1y2 −Nx1y2)Ny20−Ny1y2−Nx1y2
(Ny20 −Ny1y2 −Nx1y2)!
e−Ny20−Ny1y2−Nx1y2
Px1x2 =
Nx1x2
Nx1x2
Nx1x2 !
e−Nx1x2
Px1y2 =
Nx1y2
Nx1y2
Nx1y2 !
e−Nx1y2
Py1y2 =
Ny1y2
Ny1y2
Ny1y2 !
e−Ny1y2
Py1x2 =
Ny1x2
Ny1x2
Ny1x2 !
e−Ny1x2
(24)
Replacing the probabilities from Eq. 24 into Eq. 25, the 8-dimensional probability is reduced
to a 4-dimensional probability dependent only on the complexes and the initial starting
amount of lone proteins.
P (Nx1x2 , Nx1y2 , Ny1y2 , Ny1x2) = Px1 ∗ Px2 ∗ Py1 ∗ Py2 ∗ Px1x2 ∗ Px1y2 ∗ Py1y2 ∗ Py1x2 (25)
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Because of the factorial dependence in the expression for the Poisson distribution, the cal-
culation for the distribution becomes very taxing as the system size is increased, for similar
reasons, the chemical master equation also becomes cumbersome to use. But, as for the
CB3, the Poisson can be assumed to be approximated by a Gaussian distribution.
Results
The deterministic specificities are monotonic functions of protein concentration
From Eq. 23, the deterministic specificity can be solved as a function of Cx10, and is plotted
in Fig. 13. Both Sx1 and Sy2 behave qualitatively similarly to the CB3 specificity, and
are decreasing functions of Cx10. Sx2 and Sy1 both appear to grow without bound in the
deterministic model, and are increasing functions of Cx10.
Figure 13: Plot of each of the four deterministic steady-state specificities of the bifan motif
as a function of Cx10. Solutions obtained by numerically solving Eq. 23. All kinetic rate
parameters are as given in Methods, Eqn. 6.
Cx20 = Cy10 = Cy20 = 0.1µM .
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Increased specificity is accompanied by increased fluctuations in specificity at
steady-state
Without changing the denominators, the behaviour of the Bifan specificity in simulation is
as seen in Fig. 14. When the zero denominators are changed to one, we obtain Fig. 15.
Figure 14: Plot of the simulated specificities of the bifan motif against Nx10. Like the CB3
specificity, each of the specificities in bifan can have an infinite value because of zero valued
denominators. Infinite values result in the discontinuinites in the plot.
Nx20 = Ny10 = Ny20 = 100, V = 1.
It is important to note that changing the denominator does have a non-negligible effect on
the specificity, for values of Nx1 at very low and high copy numbers.
Like the CB3 motif, the distribution of the specificity widens with the mean specificity.
Furthermore, the general behaviour of Sx1 and Sy2 are both similar to the behaviour of CB3
motif specificity, such as being a decreasing function of Nx10.
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Figure 15: Plot of the simulated specificities of the bifan motif with zero denominators
changed to one against Nx10. Changing the zero denominators to one makes the specificity
always defined.
Nx20 = Ny10 = Ny20 = 100, V = 1
However, only Sx1 displays non-monotonic behaviour at very low Nx10. Sx2 and Sy1 , in
contrast to the other two specificities, are both increasing functions of Nx10. Also similar
to the CB3 specificity, the width of the distribution grows as the mean of the specificity
increases.
To fully characterize the stochastic specificity in the bifan motif, we can also plot the speci-
ficity distributions as a function of increasing copy numbers of all individual monomer species.
These results are shown in Fig. 16 and 17. In general, it is seen that increased specificity is
accompanied by increased fluctuations in specificity.
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Figure 16: Plot of Sx1 simulation data as a function of initial copy numbers of monomers
x1, x2, y1, and y2 without fixing for zero denominators. Copy numbers of the proteins that
are not being varied are initially at 100 copy numbers, and V = 1.
Figure 17: Plot of Sy1 simulation data as a function of initial copy numbers of monomers
x1, x2, y1, and y2 without fixing for zero denominators. Copy numbers of the proteins that
are not being varied are initially at 100 copy numbers, and V = 1.
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The net specificity is not a constant function of Nx10, and its fluctuations show
non-monotonicity
In the deterministic system, we can define a motif specificity:
Smotif = (Sx1 ∗ Sx2 ∗ Sy1 ∗ Sy2)
1
4 (26)
From the definition of each of the four specificities, Eq. 26 can be rearranged with respect
to just two of the specificities.
Smotif = (Sx1 ∗ Sy1)
1
2 = (Sx2 ∗ Sy2)
1
2 (27)
Using Eq. 9 at steady state, Eq. 27 can be rearranged with respect to just the rate constants:
Smotif =
koffxy ∗ koffyx
koffxx ∗ koffyy
(28)
Eq. 28 shows that Smotif does not change as a function of copy numbers in the determin-
istic steady state system, and is only dependent on system parameters, moreover, because
Smotif is constant, Eq. 27 shows a clear reciprocal relationship between Sx1 and Sy1 for the
deterministic system at steady state.
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Figure 18: The Smotif simulation data for the stochastic bifan motif as a function of initial
copy numbers of the monomers x1, x2, y1, and y2 without fixing for zero denominators.
Copy numbers of the proteins that are not being varied are initially at 100 copy numbers,
and V = 1. The stochastic Smotif is non-constant as a function of initial copy number, in
contrast to the deterministic Smotif .
Fig. 18 shows that in the stochastic system, Smotif is not perfectly constant with copy
numbers. Moreover, there appears to be a minimum in the 90th percentile; the distribution’s
width for the stochastic system is minimized at this point.
Characterizing noise in the bifan motif as a function of initial copy numbers
Similarly to the CB3 motif, the behaviour of the values of the specifities can be explained
by looking at the individual complexes. The wide distributions of Sx2 and Sy1 are due to the
low amount of y1x2, the denominator, compared to the respective on-target complex, the
numerator. Likewise, for Sx1 and Sy2 , the amount of x1y2 increases as a function of Nx10.
The behaviour of the complexes themselves also garner interest. Except for y1y2, each of the
complexes is monotonic with respect to Nx10, and each complex crosses another at 100 copy
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numbers of x1.
Figure 19: The means of the complexes of the bifan motif plotted against Nx10. The mean
and standard deviation were both obtained from simulation. An error bar of ±σ is also
plotted to show the distribution of the complexes.
Nx20 = Ny10 = Ny20 = 100, V = 1
The crossing at 100 copy number is significant because it is the point where the minimum
valued complex is maximized, it is also where the initial conditions of the system are all
symmetrical.
The Fano factor, defined as σ2/µ, of each of the species in the bifan motif from the simulation
data was plotted as a function of Nx10 in Fig. 20. The sum of all eight species was also
plotted as a function of Nx10.
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Figure 20: Left: Plot of the Fano factor of the complexes vs. Nx10. Middle: Plot of the sum
of the Fano factors of the complexes vs. Nx10. Right: Plot of the product of the Fano factor
of the complexes vs. Nx10. Simulations for the sum of Fano factors were run at ∆t = 10,
with 108 steps, Nx10 was increased in increments of 50. As simulation times increase, we can
expect the sum of the Fano factors to approach a constant value of four.
Nx20 = Ny10 = Ny20 = 100, V = 1
The bifan motif also meets the conditions necessary for the Fano factors to sum to the
number of degrees of freedom [18]. In addition, we can see that the minimum value of all
the Fano factors is maximized at about 100 copy numbers of Nx10, the same value as when
the specificity’s minimum value is maximized, as well as where the complexs copy number’s
minimum value is maximized.
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Discussion
We find that width of the distribution for the specificity in both the CB3 and bifan motif
increases with the mean of the specificity. For the CB3 motif, the deterministic specificity
always decreases as a function of concentration, suggesting that there are two conflicting
needs balanced by the cell: increased specificity (at lower concentrations) and increased
information transfer in terms of molecular targets (at higher concentrations). The stochastic
specificity adds another consideration to the picture, where the cell balances high average
specificity with high precision in specificity. The precision, or the magnitude of fluctuations in
specificity, are non-monotonic with respect to protein copy number, which suggests another
way for the cell to optimize relative protein concentrations. In the bifan motif, the stochastic
Sy1 and Sx2 exhibit opposite behaviour from the CB3 motif, displaying increasing behaviour
as Nx10 is increased, but for Sy1 as Nx10 is increased more, the specificity decreases. Sx1
follows the same trends as the CB3 specificity, with the same non-monotonic behaviour; Sy2
follows the same shape as the CB3 specificity but does not display a down turn at very low
Nx10 copy number.
This non-monotocity suggests a certain tradeoff; if we assume higher specificity is better for
the cell because it increases information flow through a targeted pathway, the higher median
specificity may be beneficial to the cell. However, this increased specificity comes with
increasing variance, which may induce unwanted behaviour, either because the fluctuations
themselves are disruptive for information flow, or because the higher fluctuations give rise
to transient entry into lower-than-average specificity states, which could lead to spurious
signaling. On the other hand, lower specificity may be less beneficial to the cell, but the
fluctuations of the specificity are much lower, and so there is much better control over the
exact value of the specificity. In addition, it has been shown that gene overexpression can be
detrimental to the cell ([20]), which suggests the cell may want to avoid distributions that
are too wide, because the probability of being in a state where a specific protein or gene is
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overexpressed is much higher. However, this may come at the cost of not having a specificity
high enough for the protein to do any meaningful work.
There exist different optimal parameters depending on what the cell requires
As discussed earlier, there are multiple different points of local maxima within the CB3 motif,
for example, from the parameter set in Fig. 9, the Gaussian approximation of the median
reachs a maximum at about 20 copy numbers of Nx10. But this is not the only optimization
criteria that we can look at for the CB3 motif. A cell, for example, may want to maximize
the 10th percentile of the specificity distribution. In this scenario, with the parameter set
from Fig. 9, the 10th percentile can be seen to be maximized at around 30 copy number
of Nx10. Alternatively, if the width of the distribution needs to be minimized, Nx10 would
need to be maximized. More generally, the stochastic specificity is interesting in that there
are many different points that can be optimized for some benefit to the cell. This comes
in contrast with the deterministic specificity, which is a strictly decreasing function of Nx10;
maximizing specificity is simply a matter of decreasing the amount of Nx10.
The bifan also shows similar flexibility in the criteria for optimization criteria. In addition
to the points brought up for the CB3 motif, which can be applied to Nx10, each of the other
three specificities can also have their own maximization criteria, for example Sy1 can be seen
to have a local maximum in the mean at approximately 400 Nx10 copy number in Fig. 15.
Not seen in the CB3 motif is the ability for the bifan motif to optimize the system for some
or all of the specificities. For example, in the same system, if the system were to attempt to
maximumize both Sx1 and Sy1 , the amount of Nx10 would be around 100-200 copy number.
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The behaviour of the specificity is due to the complex’s distribution
From Fig. 19 and 12, we show that the specificity’s distribution can be attributed to the
values and distributions of the individual complexes that make up the specificity. The exact
distributions of the complexes seem to be less important than the simple fact that the
distributions even exist in the first place. Much of the variation in the specificity seems
to rely more on the denominator being much smaller, and thus, having small deviations
cause a larger effect on the ratio than the actual width of the distributions of the complexes
themselves. However, the distributions of the complexes themselves are also of interest.
In Fig. 19, we can see that the minimum value of all of the complexes is maximized when
the initial conditions are all balanced, in other words, at this point is when the system will
have the maximal number of each of the complexes. We find that the the sum of the Fano
factors is constant, suggesting that the total noise in the system is constant regardless of
system parameters, and initial conditions. However, if we look at the species individually,
there are two main results: when initial conditions are balanced, the minimum individual
Fano factor is maximized, and the maximum individual Fano factor is minimized. Also at
the same point, the product of the Fano factors of each of the complexes is also maximized.
The amount of copies of x1x2 increases to near saturation as Nx10 increases, but the Fano
factor remains very small. This is due to Nx10 being in so much excess that it will push the
equilibrium towards creating more x1x2, until it exhausts all of the free x2 protein. The same
can be said for x1y2, however, the effect is less pronounced because the affinity of x1 to y2 is
weaker than y1’s affinity, so there will be some competition for the y2 protein from both x1
and y1.
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For stochastic analysis, the specificity is an imperfect measure of the system’s
selectivity
The specificity measures the system’s preference for one pathway over another. And for
deterministic analysis, the continuous nature of variables, lends well to the use of a ratio.
However, for stochastic analysis at small number regimes, the ratio is troublesome because
the copy numbers of some elements in the system can reach zero, which results in infi-
nite/NaN values. This is not to say that the specificity is wrong; it has been shown that
the specificity is a useful representation of systems ([2, 6, 7]) and from Fig. 7 and 9, the
specificity calculated from simulation data and the normal approximation both give similar
results when not in a low copy number regime, which shows that the behaviour we see is
real, but we may be missing some part of the story by changing zero denominators to one.
This may be the case because by doing so, we are basically treating the system as being in
the same state whether it has one or zero copies of the off-target complexes.
The region that is undefined for the CB3 motif is fairly small, from Fig. 8, the 90th percentile
is defined for x1 copy numbers greater than 20, the median is even lower, at approximately
10 copy number. The specificity works well for the CB3 motif, however, the bifan motif is
more complicated because of the addition of three more specificities. From Fig. 14, the 90th
percentile of Sx1 and Sy2 is defined for values larger than approximately 50 copy numbers of
Nx1 , but Sy1 and Sx2 is not defined for Nx1 larger than 250. This gives a small range of 50
to 250 copy numbers of Nx1 where all of the specifities are both defined. We can see that
there is a large region where the specificity is not defined, so another measure of the system’s
selectivity must be used to correctly quantify regions where the ratio is undefined.
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Future Work
For the analysis of the system, we studied the steady state distribution of the specificity in
a closed system with no other reactions happening in the volume of our system. It would be
beneficial for future study to construct another variable to replace the specificity, because the
specificity is difficult to handle with low copy numbers there may be another measure that
can give insight into regimes where there specificity is either not defined, or must be altered
to be defined. In addition, we know that various insulation mechanisms exist to promote
network specificity ([2, 6, 7]), and that these will also have a non-negligible effect on the
system’s selectivity. Other effects, such as having an open system, may induce interesting
behaviour not seen in closed systems, such as multi-stability.
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Conclusion
In conclusion, we found that the stochastic specificity and its distribution for the CB3 and
bifan motif are non-trivial functions of x1. The CB3 specificity and Sx1 and Sy2 from the bifan
motif, were found to decrease as functions of x1; Sx2 and Sy1 from the bifan motif increased
as functions of x1. In addition, for all specificities, the width of the distribution was found
to increase with the mean, however, the distribution is not a simple Poisson distribution,
with σ2 = µ, but as a function of x1. More over, the specificity does not behave cleanly for
the stochastic system, so another type of measure of system selectively should be defined for
low copy numbers.
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