In this paper we consider the Order Preserving Submatrix (OPSM) problem. This problem is known to be N P -hard. Although in recent years some heuristic methods have been presented to find OPSMs, they lack the guarantee of optimality. We present exact solution approaches based on linear mixed 0-1 programming formulations, and develop algorithmic enhancements to aid in solvability. Encouraging computational results are reported both for synthetic and real biological data. Additionally, we discuss theoretical computational complexity issues related to finding fixed patterns in matrices.
Introduction
Let a data set of m features and n samples be given as a rectangular matrix A = (a ij ) m×n , where the value a ij is the expression of the i-th feature in the j-th sample. We consider the classification of the samples into classes S 1 , S 2 , . . . , S r , S k ⊆ {1 . . . n}, k = 1 . . . r, S 1 ∪ S 2 ∪ . . . ∪ S r = {1 . . . n}, S k ∩ S = ∅, k, = 1 . . . r, k = .
This classification should be done so that samples from the same class share certain common properties. Correspondingly, a feature i may be assigned to one of the feature classes F 1 , F 2 , . . . , F r , F k ⊆ {1 . . . m}, k = 1 . . . r, F 1 ∪ F 2 ∪ . . . ∪ F r = {1 . . . m}, F k ∩ F = ∅, k, = 1 . . . r, k = , in such a way that features of the class F k are "responsible" for creating the class of samples S k . Such a simultaneous classification of samples and features is called biclustering (or co-clustering), which can be formally defined as follows [7] : Definition 1 A biclustering of a data set is a collection of pairs of sample and feature subsets B = ((F 1 , S 1 ), (F 2 , S 2 ), . . . , (F r , S r )) such that the collection (S 1 , S 2 , . . . , S r ) forms a partition of the set of samples, and the collection (F 1 , F 2 , . . . , F r ) forms a partition of the set of features.
The criteria used to relate clusters of samples and clusters of features may be of varied nature. In general, biclustering can rely on any common pattern expressed among elements of a bicluster. Biclustering approaches often aim at identifying one bicluster at a time [7] .
If more than one bicluster is present in the data set, the biclustering procedure can be repeated in an iterative manner. After each time a new bicluster is found, the corresponding features and samples should be amputated from the data, or their values can be masked with random numbers [8] . Detailed surveys on different types of biclustering patterns, algorithms and related applications can be found in Busygin et al. [7] and Madeira and Oliveira [17] . In this paper we consider the socalled order-preserving biclusters. This pattern is introduced in Ben-Dor et al. [4, 5] . Given the data set A = (a ij ) m×n , the problem is to identify k rows and columns from the original data matrix in which there exists a permutation of the selected columns such that in every selected row the values corresponding to selected columns are strictly increasing. More formally, let F 0 be a set of row indices {f 1 , f 2 , . . . , f k }. Then there exists a permutation of a subset of column indices S 0 = {s 1 , s 2 , . . . , s } such that for all i = 1, . . . , k and j = 1, . . . , −1 we have that
We call the corresponding submatrix (F 0 , S 0 ) ∈ N k× order-preserving (OPSM). We provide an exemplary OPSM with respective subsets of column and row indices in Figure 1 . The appearance of these types of patterns in real-life data sets has a natural interpretation. Suppose we have a data set for a patient (e.g., DNA microarray), where each sample corresponds to a particular stage of the disease. Then it is quite logical to anticipate that there is a subset of features that are co-expressed with the disease progression. Considering the relative, rather than absolute, orderings of the expression levels gives an indication of the coherent tendencies, or trends, across the sample set. In fact, we follow the approach of Ben-Dor et al. [5] , who consider only the relative ordering (i.e., the ranks) of the expression levels for each gene over permutations of the samples. Using ranks in lieu of exact data values eliminates data scaling issues. A similar situation occurs whenever we consider data representing some temporal progression: data from drug treatment, data from nominally identical exposure to environmental effects, data with some genetic abnormalities, etc. [5, 7] .
Recently there has been a growing interest in applying combinatorial optimization based approaches to a variety of biological and medical problems (see, e.g., Balasundaram et al.
[2], Busygin et al. [6] , Forrester and Greenberg [11] , Fung et al. [12] , Meneses et al. [18] , Tan et al. [24] , Trapp et al. [25] ). Though some heuristic approaches for solving the OPSM problem are available in the literature [4, 5, 9] , in this paper we discuss exact optimization approaches, making use of mixed integer programming to optimally solve the OPSM problem. We first provide a general linear mixed 0-1 programming formulation (Section 3.1)
which can be solved using standard solvers such as CPLEX [16] . Secondly, we demonstrate an alternative approach which iteratively solves a series of smaller linear 0-1 programs in conjunction with valid inequalities and other improvements (Section 3.2). Section 4 contains the results of computational experiments on both synthetic (Section 4.1) and real biological (Section 4.2) data with some additional algorithmical enhancements. The following section discusses theoretical computational complexity issues related to the OPSM problem.
Computational Complexity Issues
The decision version of the OPSM problem consists of checking whether there exists a k × order-preserving submatrix (F 0 , S 0 ) for given integers k, and input data matrix A ∈ R m×n .
More formally, the decision version of the OPSM problem is defined as follows:
Instance: A real-valued data matrix A = (a ij ) m×n and two positive integers k ≤ m and ≤ n.
Question: In A, is there an order-preserving submatrix of size k-by-? That is, we need to check whether there is a set of row indices F = {f 1 , . . . , f k } and a sequence of columns indices S = {s 1 , . . . , s } such that for all 1 ≤ i ≤ k and 1 ≤ j ≤ − 1
Theorem 1 [5] The decision version of the OPSM problem is N P -complete.
In the optimization version of the problem we attempt to find the largest OPSM according to the number of elements |F 0 |·|S 0 |, or the weighted sum of the numbers of rows and columns in the resulting submatrix, e.g., n · |F 0 | + m · |S 0 |. Due to N P -completeness of the decision version, the optimization version of the OPSM problem is clearly N P -hard. We refer the reader to the classical book by Garey and Johnson [13] for background on computational complexity theory.
We can also look at the computational complexity of the OPSM problem from the point of view of parameterized complexity theory [10] . In this theory we say that a problem is fixed parameter tractable (F P T ) with respect to parameter k if there exists a solution running in
where is the input size of the problem and f is a function of k which is independent of . In other words, the problem is in F P T with respect to parameter k if it is polynomially solvable for the fixed value of k. Next we show that OPSM is F P T with respect to the number of columns n and F P T with respect to the number of rows m. Though the proofs below are constructive, the enumerative algorithms described there can be utilized for solving OPSM only in the case of extremely small values of n or m, respectively.
Proposition 1
The OPSM problem is polynomially solvable if the number of columns n in input data matrix A ∈ R m×n is fixed.
Proof. Since n is fixed, we can enumerate all 2 n subsets of the original set of columns indices. For each subset of size r (r = 1, . . . , n) we can consider all r! permutations of indices. Then for each row we can check whether the selected permutation of a particular subset of column indices forms an increasing sequence of values. As it was observed in BenDor et al. [5] , it can be done in O(mr) time. This results in n r=1
n! (n−r)! O(mr) algorithm for solving the OPSM problem, which is clearly polynomial for each fixed value of n. Proposition 2 The OPSM problem is polynomially solvable if the number of rows m in input data matrix A ∈ R m×n is fixed.
Proof. Since m is fixed, we can enumerate all 2 m subsets of the original set of row indices.
Then for each subset, assuming that all considered rows are in the resulting submatrix, the objective is to maximize the number of selected columns. Construct a directed graph G = (N , A) as follows. For each column j introduce a node j ∈ N . Introduce an arc (j 1 , j 2 ) ∈ A if and only if a ij 1 < a ij 2 for every row i in the subset of the considered rows.
The resulting graph G is clearly acyclic. The longest directed path in G then corresponds to the maximum number of columns included in the submatrix. The problem of finding the longest path in an acyclic graph is polynomially solvable (see, e.g., Ahuja et al. [1] ), which implies the necessary result.
Next, we discuss generalizing the definition of OPSM to finding any fixed pattern. For a fixed vector w = {w 1 , . . . , w n−1 }, where w j ∈ {−1, +1} for all j = 1, . . . , n − 1, consider the decision version of the following problem, which is further referred to as the w-OPSM problem:
Question: In A, is there an order-preserving submatrix of size k-by-satisfying pattern w? That is, we need to check whether there is a set of row indices F = {f 1 , . . . , f k } and a sequence of columns indices S = {s 1 , . . . , s } such that for all 1 ≤ i ≤ k and 1 ≤ j ≤ − 1
We can observe from (3) that w j = 1 corresponds to up regulation between columns j and j + 1, (the "up" pattern), whereas w j = −1 corresponds to down regulation between the same columns (the "down" pattern). If w j = 1 for all j = 1, . . . , − 1 then we obtain the above described OPSM problem, looking for a permutation of columns obeying a strictly increasing order. In general, however, the w-OPSM and OPSM problems are not the same.
For example, consider the matrix
If we are looking for the strictly increasing pattern then the largest submatrix consists only of two columns (a single "up" relationship). However, in the case of an {"up","down"} pattern, the final answer is the whole matrix. The question we now ask is whether the w-OPSM problem is difficult for all possible patterns. Is there any pattern w which can be discovered in polynomial time? Unfortunately, it can be shown that for any fixed pattern the problem of finding the largest submatrix satisfying this pattern is N P -hard.
Theorem 2 w-OPSM is N P -complete for any fixed pattern w.
Proof. The proof, which we present next is similar in spirit to the result on the OPSM problem and as in Ben-Dor et al. [5] we use the reduction from the Balanced Complete Bipartite Subgraph problem, which is known to be N P -complete (see Garey and Johnson [13] ):
Instance: Bipartite graph G = (V, U, E), positive integer K ≤ |V |.
Question: Are there two setsV ⊆ V ,Ū ⊆ U such that |V |=|Ū |=K and such that u ∈Ū ,
For a given pattern w let H be a set of indices such that:
Given a bipartite graph G = (V, U, E) let m = |V | and n = |U | + |H|. Define the matrix
and (iii) Let I and J be the sets of indices which correspond to nodes fromV andŪ in the complete bipartite subgraph in G, respectively, that is (i, j) ∈ E. We also assume that J is sorted in the increasing order. Let R = {|U | + 1, . . . , |U | + |H|}, i.e., R is the set of indices corresponding to columns with all elements equal to −1. Obviously, in Q we keep only rows from A that correspond to nodes from I. Next we construct the respective w-order-preserving submatrix Q according to the following procedure. e) If w −1 = −1, add any column r * from R to Q and remove r * from R..
The key intuition is that at every step of the construction we look "ahead" one step and add columns to Q from J or R in a such a way that we will have a column with a smaller or larger value (depending on the given pattern w) at the next step of the construction. If we observe an "up"-"up" pattern (see item "(c)-(1)") in two consecutive columns in given w, then we add to Q a column with the smallest available value from J. Clearly, this implies that we can continue the construction of Q adding columns from J with larger values at the next step of the procedure. Likewise, if we observe "down"-"down" or "up"-"down" patterns (see items "(c)-(2)" and "(c)-(3)"), we add to Q a column with the largest available value from J, allowing the next step of the construction. A similar explanation can be provided for every step in items "(a)", "(b)", "(c)-(4)', "(d)" and "(e)". It is rather easy to verify that the construction is valid and that the obtained submatrix satisfies (3).
Exact Solution Approaches
Next we discuss exact approaches for solving the OPSM problem which make use of linear 0-1 programming. We first provide a general linear 0-1 programming formulation (Section 3.1).
However, our main focus will be on an alternative approach which iteratively solves a series of smaller linear 0-1 programs for a restricted version of the initial OPSM problem, in conjunction with valid inequalities and other improvements (Section 3.2).
General Integer Programming Formulation
Our first approach is a general linear 0-1 programming formulation to the OPSM problem.
Using the simple concept of filling ordered positions with columns from input matrix A, we attempt to find a permutation of the original columns so that the order induced across a subset of rows is strictly increasing; of all such column and row subsets, we wish to find the largest such submatrix. That is, we assume there are 1, . . . , n positions that may be filled by any of the n columns. We then attempt to fill the first K ≤ n positions with columns such that all included rows maintain this increasing order. we assume that all rows are included).
Additionally, for each row we introduce a binary variable x i , with x i = 1 indicating that row i is selected for the OPSM. Likewise, for each column we introduce a binary variable y j , with y j = 1 implying that column j is selected in the OPSM. Finally, we define binary variables z ij as the product of each row and column combination, that is, z ij = x i y j . Thus, one binary z ij variable corresponds to each entry in the input matrix A. We use these variables to construct GF-OPSM below, which is a valid formulation for the OPSM problem.
(GF-OPSM) : max i j z ij (6) subject to
The objective function of this formulation ensures that we find the largest OPSM by maximizing the number of entries included in the OPSM. Constraint set (7) Formulation GF-OPSM has m + n + mn + n 2 variables in total, of which m + n + n 2 are binary, and at most 2n + 2mn + (n − 1) + 1 2 mn(n − 1) 2 constraints. Unfortunately, this formulation did not perform well in computational testing. Since our main focus will be on the algorithm which we describe next, we leave tightening of the GF-OPSM formulation to future research.
Iterative Algorithm
The key idea of this approach is to iteratively solve a series of smaller linear 0-1 programs for a restricted version of the initial problem. We also derive valid inequalities and demonstrate other enhancements for the proposed algorithm.
Basic IP Formulation
Suppose we are searching for the largest submatrix exhibiting a simple increasing pattern, where column permutation is not allowed. Given this scenario, the OPSM problem simplifies to simultaneously finding:
• a set of row indices
• a set of column indices {s 1 , s 2 , . . . , s } ⊆ S 0 , such that s 1 < s 2 < . . . < s , and
• for all i = 1, . . . , k and j = 1, . . . , − 1 we have that a f i ,s j < a f i ,s j+1 ; that is, we do not permit inversions on the values corresponding to the set of column indices on included rows.
These conditions motivate our construction of the next formulation, which we will refer to Compact-Formulation, or CF-OPSM. As in GF-OPSM, we introduce binary variables x i for each row, binary variables y j for each column, and binary variables z ij for each row and column combination. Given this setup, finding the largest submatrix obeying the strictly increasing pattern is tantamount to solving the following 0-1 programming problem:
The objective function of CF-OPSM is identical to that used in GF-OPSM, which aims to find the largest OPSM by area. The first constraint set (14) ensures that, for any of included row i's entries taken pairwise, with both j < k and a ij ≥ a ik , then at most one of the two z ij entries may be included in the OPSM. That is, for any row i included in the OPSM, constraints (14) prevent inversions on included columns. An alternative view of these constraints is that, when row x i is included in the OPSM, they represent pairwise clique inequalities, and represent both necessary and sufficient conditions to characterize the CF-OPSM polyhedron. Constraint set (15) compels the z ij variables to take value 1 whenever both row i and column j are selected to be in the OPSM. Formulation (13)- (16) has m + n + mn binary variables and at most 3mn + 1 2 mn(n − 1) constraints.
Basic Iterative Algorithm
The main intuition behind our algorithm is as follows. Suppose the first row of A is in the final solution. If we then permute the columns of A so that the elements of the first row appear in increasing order, then the solution of CF-OPSM, together with the constraint x 1 = 1 will provide the largest OPSM which includes row 1. Repeating this approach on each subsequent row gives the largest submatrix for each respective row. Afterwards, assuming there is a single largest OPSM (we address the possibility of multiple optimal solutions later), then k rows will share the largest objective value; these rows constitute F 0 , and together with the set of included columns S 0 form the largest OPSM of A. This motivates the following iterative algorithm.
1. Assign h := 1.
2.
Permutate columns of A such that the entries in row h occur in increasing order;
call new matrixÂ h .
3. Generate formulation CF-OPSM for matrixÂ h . Add additional constraint x h = 1.
4.
Solve the obtained linear 0-1 formulation. Let Z h be the obtained optimal objective function value, and store off the optimal solution for row h.
5. If h < m, let h := h + 1 and go to 2.
7. Return Z * , its corresponding optimal solution, and STOP.
For each row h, Algorithm 1 formulates and solves an instance of the CF-OPSM integer program, identifying the largest submatrix having an strictly increasing pattern according to permuted matrix A h . Since we iteratively consider each row h = 1, . . . , m, Algorithm 1 finitely terminates. At its conclusion, after searching over all rows h = 1, . . . , m, the largest OPSM corresponding to input matrix A is provided as output.
Valid Inequalities
The pairwise constraints (14) are reminiscent of classical pairwise clique inequalities. Indeed, while it is known that pairwise clique inequalities are sufficient to represent the independent set polyhedron, they typically are not facet-defining [21] . However, these pairwise inequalities can be strengthened into facet-defining inequalities by identifying the maximal clique to which a given node belongs.
In a similar manner, pairwise inversion inequalities (14) can be strengthened. In general, if for row i the relationship a ij 1 ≥ a ij 2 ≥ . . . ≥ a ij k ≥ . . . ≥ a ij holds, where j 1 < j 2 < . . . < j k < . . . < j , then the corresponding inversion inequality
is valid to impose on CF-OPSM. The set a ij 1 , a ij 2 , . . . , a ij k , . . . , a ij defines a maximal decreasing subsequence among the elements of row i if we cannot augment the current decreasing subsequence with an additional element. In this case we will refer inequality (17) as a maximal inversion inequality.
Theorem 3 Maximal inversion inequalities are facets of the convex hull of integer solutions
to the CF-OPSM polyhedron.
Proof. For a given row i, let C = {j 1 , j 2 , . . . , j k , . . . , j } correspond to the column indices representing a maximal inversion of size on row i. Now if row i is selected for any optimal OPSM, then at most one of the elements j k may be included in the OPSM. Thus the maximal inversion inequalities (17) are valid inequalities for the CF-OPSM polyhedron.
To demonstrate that maximal inversion inequalities are facet-defining for the CF-OPSM polyhedron, which has full-dimension, we need to identify mn + m + n affinely independent, feasible points that satisfy the maximal inversion inequality at equality. Such a set of vectors can be constructed as follows.
To start, the origin trivially satisfies (17) at equality, and is feasible, and so is one such point. Also, the vectors consisting of y j = 1, j = 1, . . . , m, and all other components zero,
give m more such vectors. Now for row i containing our maximal inversion, we can construct ≤ m additional vectors using each of the elements of the maximal inversion by setting In conclusion, after identifying 1 + m + + (m − ) + nm − m + n − 1 = mn + m + n total affinely independent, feasible vectors satisfying (17) at equality, we conclude that maximal inversion inequalities (17) are indeed facets of the CF-OPSM polyhedron.
Since the maximal inversion inequalities (17) define facets of the CF-OPSM polyhedron, this leads to the natural question of how to quickly find such relationships, i.e., maximal decreasing subsequences. Schensted [22] gave an O(n log n) algorithm, utilizing binary search, to solve the longest decreasing subsequence (LDS) problem. Further in the paper, we will refer to this algorithm as FindLDS.
The longest decreasing subsequence for a particular row in the original data matrix constitutes a maximal decreasing subsequence, which we utilize to construct the respective facet-defining valid inequality. While finding the longest decreasing subsequence is beneficial, other maximal decreasing subsequences of the same or smaller size may exist, which FindLDS does not identify. We therefore extend this algorithm to efficiently locate the maximal decreasing subsequence passing through each element of the given sequence.
For all elements j = 1, . . . , n, apply Algorithm FindLDS and find the longest decreasing subsequence up to and including element j; store off this subsequence. Now apply the same algorithm in reverse (FindLIS ), starting with element n, stepping through the FOR loop in reverse, until element j is reached. This will generate the longest increasing subsequence up to and including element j. Again, store off this subsequence. Combining the longest decreasing subsequence up to and including element j on a forward pass, together with the longest increasing subsequence up to and including element j on a reverse pass, gives the longest decreasing subsequence through each element j = 1, . . . , n.
For each element j, Algorithms FindLDS and FindLIS take O(n log n) time to complete.
With n elements in the sequence, this implies O(n 2 log n) time. Since in the worst case we consider sequences corresponding to rows h = 1, . . . , m, the above described approach to find maximal decreasing subsequences has an overall run time of O(mn 2 log n).
Nodal Constraints
Murray and Church [19, 20] make another interesting observation regarding maintaining the necessary restrictions that pairwise clique inequalities impose. In particular, on a given graph G they propose an alternative set of valid inequalities called nodal constraints which can effectively replace pairwise clique inequalities. They define nodal constraints in the context of a graph G, where a constraint for each node n i is generated based on its neighborhood of adjacent nodes. We can easily extend this definition to our context of sequences, where for a given row i of A and its elements a i1 , . . . , a ij , . . . , a in , we define the neighborhood N ij of element a ij as the set of all elements a ik such that either: (i) k > j and a ik ≤ a ij , or (ii)
k < j and a ik ≥ a ij . Based on this definition, for row i we introduce nodal constraints for each element a ij as
where we set the value n ij as n ij = |N ij |. The nodal constraint (18) for element a ij efficiently represents all of the inversion restrictions that the pairwise clique inequalities imply. This is because, if variable z ij = 1 for element a ij , then constraint (18) forces the non-negative variables z ik corresponding to all neighbors a ik ∈ N ij to be zero. However, if z ij = 0, then no restrictions are forced upon the neighbors of element a ij .
For a given row i of A there are exactly n nodal constraints, one for each column. Thus there are exactly mn total nodal constraints per CF-OPSM instance. Considering that the number of inversions on a typical row of A is O(n 2 ), using inequalities (18) in place of (14) greatly reduces the total number of constraints and corresponding size of the model, especially since a given CF-OPSM formulation has inversion restrictions for O(m) rows.
Our computational testing reveals that the CF-OPSM formulation using nodal constraints maintains almost all of the tightness of the original CF-OPSM formulation. We discuss this further in Section 4.1.3.
Further Enhancements
Next we present additional strategies aimed at improving the solution time of Algorithm 1.
Turning Off Previous Rows. For current row h, one such observation is that, for all previous rows i = 1, . . . , h − 1, we have x i = 0. This is a valid inequality because previously solved row i is either: (i) not in the OPSM; or (ii) in the OPSM, but since we have already identified the optimal solution (OPSM) for row i, it is not necessary to locate that solution again. Thus, in either case, x i = 0 is a valid inequality for all rows i = 1, . . . , h − 1.
Valid Lower Bounds. Another observation is that, for any row h > 1, a valid lower bound on the objective value for all future rows isZ = max k=1,...,h−1
That is, in order to locate a larger OPSM than the best found in previous rows, the current objective value Z h must outperformZ. Thus the inequality
is valid for all rows h > 1. If for current row h no feasible solution exists having objective value Z h ≥Z, we are free to move on to the next row. To allow for multiple optimal solutions in our code, simply removing the increase of 1 in the definition ofZ will permit this possibility. Furthermore, CPLEX 11 [16] offers the solution pool feature, which has the capability to find all solutions within a certain user-defined tolerance of optimality, as well as to find diverse solutions to MIPs. Thus, this feature could be used to find and store all optimal OPSMs. Knowing that the row with the highest LP relaxation optimal objective value gives an upper bound on the largest OPSM, placing this row first will presumably give the algorithm the best chance to find a row contained in the largest actual OPSM, thereby achieving the largest possible initial solutionZ.
LP-based
Re-sorting the remaining rows into increasing order does two additional things. First, when combined with the valid inequality (19) , this often forces the instances of IP formulations for rows subsequent to row 1 to become infeasible, as they likely cannot find a feasible solution satisfying such a restrictive inequality. Thus, little time is typically spent on such rows. Secondly, when this step is combined with the pruning process above, often the algorithm also prunes quickly, thereby providing additional savings on computation time. This approach proves very useful in our computational experiments.
Stopping Criteria. As we described above we set x i = 0 for all rows i < h, and so a valid upper bound on the largest potential objective function value for row h is given by W = n × (m − h + 1), corresponding to z ij = 1 ∀ j, i = h, . . . , m. Thus, if the objective value of the current best solutionZ ≥ W , we can safely terminate the algorithm; it is not possible for a larger submatrix to exist in the remaining rows.
Enhanced Iterative Algorithm
We next incorporate many of these improvements into the following enhanced iterative algorithm for solving the OPSM problem.
Algorithm 2 [Enhanced Iterative Algorithm]
1. Perform LP-based presorting of rows of A utilizing either pairwise inequalities (14) or nodal constraints (18) in the respective LP formulations. Assign h := 1.
Permutate columns of A such that the entries in row h occur in increasing order;
3.
Generate formulation CF-OPSM for matrixÂ h using either pairwise inequalities (14) or nodal constraints (18).
3(a)
. Add additional constraint x h = 1 and x k = 0 for all k < h.
3(b). Generate maximal decreasing subsequences via modified FindLDS and FindLIS
Algorithms (see discussion in Section 3.2.3); add respective valid inequalities (17).
3(c). If h > 1 add a valid lower bound (19).

3(d).
If h > 1 solve LP relaxation of the respective IP formulation using either pairwise inequalities (14) or nodal constraints (18) . Let Z * h LP be the obtained optimal objective function value. Go to 6 if Z * h LP
≤Z.
4. Solve the obtained IP formulation. Let Z h be the obtained optimal objective function value, and store off the optimal solution for row h.
6. If h < m, let h := h + 1. Check Stopping Criteria and go to 2, if necessary.
7.
Return Z * =Z, its corresponding optimal solution, and STOP.
Computational Experiments
We designed test experiments using both synthetic and real biological data to verify the effectiveness of the proposed methods, with our findings from synthetic data testing aiding in our choice of the best configuration for testing real data. To perform the optimization,
we used the callable library of CPLEX 11.0 [16] . All algorithms are coded in C++. This section discusses our findings.
Experiments with Synthetic Data
Setup and Data
Our testing environment consisted of a Windows XP machine equipped with a 2.4GHz
Pentium 4 processor plus 2GB of RAM.
Algorithmic Parameters. STOP [3] , an automated tool to tune optimization software parameters, provided us with a suite of parameters that gave us marked performance improvements. Specifically, we adjusted the CPLEX default parameter settings for the MIP Emphasis parameter to Feasibility over Optimality, the Implied Bound, Clique, and Gomory Fractional Cuts parameters to Aggressive, the Variableselect (Branching) parameter to Strong Branching, and the RINS Heuristic parameter to Every Iteration. Moreover, we always implemented the Stopping Criteria from Section 3.2.5. Additionally, in Steps 1 and 3(d) of Algorithm 2, we use the CPLEX barrier algorithm, an interior-point method, rather than the simplex algorithm (which proved to be less efficient for our larger instances) to perform the LP-relaxation optimization. Since only the optimal objective values of these relaxations are necessary for our methods, and not the optimal solutions themselves, we also turn off the expensive cross-over routines (BARCROSSALG), thereby recovering additional computational savings.
Synthetic Data Generation. In order to create our synthetic data, we coded a test instance generator according to the procedure outlined in Ben-Dor et al. (2003) . This generator plants an order-preserving submatrix into an otherwise randomly generated data matrix. It first randomly chooses the indices for planted rows and columns. Subsequently, it randomly chooses an ordering for planted columns. Finally, the generator randomly assigns ranks to the data matrix in a way which is consistent with the planted submatrix. The Table 1 : Variations of tested algorithms: Algorithm A is the General Formulation (6) - (12), while Algorithms B through M are variations of the Iterative Algorithm.
Algorithmic Variations
input is the number of rows m and columns n of A, the number of columns s in the planted OPSM, and the probability p of a given row being included in the submatrix to be planted.
Using this information the test instance generator randomly embeds a submatrix according to the input parameters specified, while simultaneously identifying (for the user's benefit) the actual submatrix planted within A.
Test Scenarios for Synthetic Data
We propose two test scenarios in order to determine the best algorithm configuration for further testing of real data. which proves to be the best variation) is run on these test levels and instances to determine how changes in input data size affect our algorithm. 
Synthetic Data: Results and Discussion
We present the results of the first test scenario in Table 2 . The fastest run times for a given test instance (as well as the averages) are bolded, and any run time which was not within 5 times of the fastest run time is indicated by "-". It is immediately clear that the General Formulation, along with Algorithms B, C, D, and E, cannot compete with the more advanced iterative algorithms. Algorithms F and beyond are more competitive, coinciding with their inclusion of the facet-defining maximal inversion inequalities (17) .
One general trend is that, holding all else the same, test instances of equal m and n having larger embedded OPSMs tend to solve more quickly than those with smaller OPSMs. This is evident, for example, in the second test instance of size m = 30 and n = 15; the optimal OPSM size of Z * was 64, much less than the expected size of .25mn = 112.5.
Correspondingly, the run times for this instance are much larger than the first and third test instances for the same levels of (m, n).
Furthermore, the results of Table 2 indicate that the fastest algorithm is one of Algorithms K, L, and M. Algorithm L has reasonable run times only for those test instances which happen to have their first row in a rather large OPSM. For such instances, since Algorithm L does not perform LP-based Presorting and does include the Valid LB Inequality (19), it has a favorable initial optimal objective value from the first row, uses the lower bounding inequality (19), but does not include the additional overhead of performing the LP-based Presorting step. In general, however, since there is no way to know whether the first row is included in a rather large OPSM, we prefer to use the LP-based Presorting step present in Algorithms K or M. This is because the additional computational time of solving m LP relaxations (via the efficient barrier algorithm) and sorting the rows accordingly almost always recovers that time by finding a first row with a large (sometimes optimal) OPSM.
Algorithms K and M seem roughly comparable, though we slightly prefer Algorithm K, since it has 6 of the fastest run times, while M reflects only two. More notable, however, is on difficult test instances where the value of Z * is much less than the expected size of .25mn (e.g., instance 2 of (30, 15) and instance 3 of (50, 20)), Algorithm K has the fastest run times. Indeed, this trend continues as the values of m and n grow, with the benefits of the smaller nodal inequality formulation in Algorithm K outweighing the slightly tighter formulation (but increasingly unwieldy due to greater constraint matrix expansion) given by the pairwise inversion inequalities in Algorithm M. 8  100  30  2  19  100  40  4  3  100  50  5  6  200  50  29  32  400  50  139  166  600  50  286  337  800  50  503  546  1000  50  850  916 Furthermore, the nodal inequality formulation of Algorithm K does not adversely impact Step 1 (Presorting), since each of the m subproblems incurs a small gain in the LP relaxation optimal objective value. Thus the relative rankings of the optimal objective function values, needed for Step 1, remained more or less constant over all rows.
Regardless of whether an algorithm uses LPbased Presorting, the most time consuming step is to repeatedly solve integer programs. This is why
Step 1 (Presorting) is in general advantageous, because after solving the first integer program, we use its optimal solution as a bound for future integer programs, serving to avoid the solution of additional integer programs (as detailed in Section 3.2.5, Valid
Lower Bounds and LP-based Pruning). 
Experiments with Real Data 4.2.1 Setup and Data
Our testing environment consisted of a Windows XP machine equipped with Dual-Core Intel
Xeon processor with 3GHz processor and 3GB of RAM. In our experiments we considered two real data sets, which we briefly describe below.
Breast Cancer Data Set (BRCA). The BRCA breast tumor data set has m = 3226 genes (rows) and n = 22 samples (columns). Of these samples, 8 have brca1 mutations, another 8 have brca2 mutations, and the remaining 6 represent sporadic breast tumors. We refer the reader to Hedenfalk et al. [14] for further details regarding this data set. This data set was utilized by Ben-Dor et al. [5] .
Human Gene Expression Index (HuGE). Our second data set was the Human Gene Expression (HuGE) Index data set [2009] . The purpose of the HuGE project is to provide a comprehensive database of gene expressions in normal tissues of different parts of human body and to highlight similarities and differences among the organ systems. The data set consists of 59 samples from 19 distinct tissue types, and was obtained using oligonucleotide microarrays capturing 7070 genes. We removed all rows containing at least one incomplete or missing entry. Additionally, we retained samples from three of the main tissues (Brain, Liver, and Muscle), leaving 1125 genes and 23 columns. This particular data subset was utilized for experiments on biclustering in Trapp et al. [25] ; other experiments with HuGE appear in Busygin et al. [6] .
Detecting Statistical Significance
An important contribution in Ben-Dor et al. [4] is the derivation of statistically significant OPSM patterns. As they explain, for a set T ⊂ {1, . . . , n} of columns of size γ together with a linear ordering π = (t 1 , t 2 , . . . , t γ ), the probability that a random row supports a given model (T, π) is (1/γ!). Further, since the rows are assumed as independent, the probability of having at least ρ rows supporting model (T, π) is the ρ-tail of the (m, (1/γ!)) binomial distribution. Since there are n · (n − 1) · · · (n − γ + 1) ways to choose a complete model of size γ, they provide an upper bound on the probability of having a model of size γ with at least ρ rows as
In the BRCA breast cancer data set, Ben-Dor et al. [4] report finding three statistically significant OPSMs, one with γ = 4 tissues (columns) and ρ = 347 genes (rows) with U (4, 347) = 8.83 · 10 −51 , another with 6 tissues and 42 genes with U (6, 42) = 8.85 · 10 −19 , and a third involving 8 tissues and 7 genes with U (8, 7) = 0.0497.
Solving Real Data Sets
The BRCA data set is considerably larger than our synthetic data sets. It is not surprising, then, that initial testing on this data using Algorithm K indicated that while CPLEX locates rather good feasible solutions, it experiences difficulty in closing the integrality gap from above. We believe this large gap was due to poor linear relaxations, resulting from both the linearization of 0-1 variable products as well as incomplete information resulting from not using all maximal clique inequalities. In order to achieve faster convergence, it was therefore necessary to make some modifications to our solution approach.
Reducing the Feasible Region and Strengthening the Formulation. In order to facilitate a more rapid closing of the integrality gap, consider temporarily restricting the number of rows in an OPSM to be no more than a constant ρ. Similarly, let the number of columns be no more than γ, so that
Then adding constraints (21) - (22) to any of the CF-OPSM variations, with well-chosen values of ρ and γ, will result in a formulation having a greatly reduced feasible region, one that CPLEX can much more easily handle. Furthermore, the optimal solution to this restricted problem forms a valid OPSM which is feasible for the original formulation without (21)- (22) . Moreover, we can strengthen constraints (21) - (22) by appropriate multiplication of binary variables, a la the reformulation linearization technique (RLT) [23] . This yields the following additional valid inequalities:
where (23) and (24) are derived from (21) and (22) by multiplication of y j and x i , respectively, while (25) is derived by moving the right-hand sides of (21) and (22) to the left and multiplying.
The main idea in the solution approach of Ben-Dor et al. [4] is to first restrict the number of columns to a fixed value γ, and then search for OPSMs over the rows. With this in mind, by replacing (22) , (24) and (25) with
respectively, we are also able to search for feasible OPSMs with fixed value γ.
This discussion then motivates an embedded algorithm that iteratively increases ρ and γ toward values m and n.
Embedded Algorithm with Partial OPSMs. For a given row h, define strictly increasing sequence {ρ} (23)- (26) is a partial OPSM, feasible to the overall OPSM problem for row h. Now assume that both constraints (21) and (22) are non-binding for this optimal solution. Then it is not too difficult to show that we cannot obtain a larger OPSM for row h by increasing ρ and γ. On the other hand, if these constraints are tight, then by increasing the value of ρ to ρ 2 and γ to γ 2 , we obtain a problem with a strictly larger feasible region, and can likely improve the previous iteration's solution. Furthermore, the partial OPSM from the previous iteration is also feasible for the larger region, and we can use it as a warm start to provide a valid lower bound. Iterating in this manner is a valid approach that converges to the largest OPSM for row h. Since the smaller formulations are much easier for CPLEX to handle, this strategy provides significant computational improvements.
The stopping condition of this approach, which is outlined in Algorithm 3, is either 1) when both constraints (21) and (22) are not binding, or 2) when we have used the final values in our sequence (i.e., ρ = ρ π and γ = γ π ). Note that it is not necessary to run this embedded algorithm over all m rows; for example, we can designate it to be run for only the first r rows. Then, for r = 0, Algorithm 3 is essentially Algorithm 2.
Algorithm 3 [Embedded Algorithm]
1. Perform LP-based presorting of rows of A utilizing CF-OPSM formulation with nodal constraints (18) in the respective LP formulations. Assign h := 1, and read in sequences {ρ}, {γ}, and embedded algorithm iteration limit r.
2. Let embedded iteration counter := 1, and set ρ = ρ , γ = γ .
3.
4.
Generate formulation CF-OPSM for matrixÂ h using nodal constraints (18).
4(a)
4(b). Generate maximal decreasing subsequences via modified FindLDS and FindLIS
4(c).
If h > max{1, r}, add a valid lower bound (19).
4(d).
If h > max{1, r}, solve LP relaxation of the IP formulation. Let Z * h LP be the obtained optimal objective function value. Go to 9 if Z * h LP ≤Z.
4(e).
If h ≤ r, add constraints (21)- (26) (or in the case of γ 1 = γ π , constraints (21), (23), (26), (27)- (29)) to the formulation using current values of ρ and γ.
5.
If > 1 and h ≤ r, read in initial feasible solution from warm start file.
6. Solve the obtained IP formulation. Let Z h be the obtained optimal objective function value. If h ≤ r, write out the optimal solution to a warm start file.
7.
If h > r, go to 8. Otherwise h ≤ r, so if = π, OR if both constraints (21) and (22) are non-binding (or if constraint (22) is not present, just (21)), also go to 8. Else, let := + 1, set ρ = ρ , γ = γ , and go to 4.
9. If h < m, let h := h + 1. Check Stopping Criteria, and if it is necessary to continue, go to 2 if h ≤ r. Otherwise go to 3.
10.
Return Z * =Z and STOP.
Depending on the sequences {ρ}, {γ} and which constraints (22) or (27) are used in Algorithm 3, upon termination we can guarantee that we discover solutions that are either We should also make note of the solver tuning we performed. Though there are only n column variables y j in the CF-OPSM formulation (n << m), they are quite powerful, appearing in every composite product z ij . Giving priority to (upward) branching in CPLEX on this small subset of variables forces many y j variables to 1, and doing so in conjunction with (22) or (27) serves to quickly eliminate portions of the branch-and-bound tree due to the maximal inversion inequalities (17) causing poor linear program relaxation values.
Moreover, turning on CPLEX's barrier algorithm on both the root and child nodes of the branch-and-bound tree for a given row h helped to solve subproblems more quickly than the simplex algorithm. Lastly, CPLEX, through use of its proprietary tuning tool, recommended that we run the RINS heuristic every 50 iterations, set the CUTPASS parameter to 1, and set the VARIABLESELECT (BRANCHING) parameter to pseudo-reduced costs. We implemented these recommendations.
In summary, Algorithm 3 and the associated solver tunings enables us to quickly find strong feasible solutions. Moreover, any feasible solutions the algorithm outputs in Step 6
are available for immediate data analysis purposes; it is not necessary to wait for convergence to the final solution. Lastly, for repeated runs on the same data set, Step 1 needs only be completed once; the presorted order of the rows can then be written to a file for subsequent runs. Indeed, we use this tactic to reduce our solution times in the following discussion. BRCA data. As we mentioned above for the BRCA data Ben-Dor et al. [5] reported statistically significantly patterns with (γ, ρ) = (4, 347), (γ, ρ) = (6, 42) and (γ, ρ) = (8, 7) . In order to compare our results, we used Algorithm 3 with the initial values of γ (fixed) and ρ set to match their largest dimensions.
Real Data: Results and Discussion
Knowing that our approach will eventually converge to the optimal solution, we present some feasible solutions from our results in Table 4 , along with their solution times. For every case, we were able to locate OPSMs of larger size than were reported in Ben-Dor et al. [5] , in reasonable amounts of time. It is worth noting here that the (8, 14) OPSM we identified has U (8, 14) = 5.88 · 10 −17 , which significantly improves upon U (8, 7) = 0.0497, the result reported by Ben-Dor et al. [5] . Figure 3a displays an exemplary OPSM found using BRCA. Since it was performed only once (taking 623 minutes), the running time for
Step 1, LP-based presorting, is omitted from Table 4 . HuGE data. As in the previous experiment, we used Algorithm 3 with a sequence of fixed values for γ. Our results on this data set are displayed in Table 5 .
Included in the display are the statistical significance levels for the embedded OPSMs in HuGE.
Figure 3b displays an exemplary OPSM found using HuGE. Again, as it was performed only once (taking 64 minutes), running time for
Step 1, LP-based presorting, has been omitted from Table 5 . 
Conclusions
In this paper we address exact solution methodologies for the Order Preserving Submatrix (OPSM) problem. We discuss theoretical computational complexity issues related to finding fixed patterns in matrices, and present exact approaches to solve the OPSM problem to optimality. The first is a general linear mixed 0-1 programming formulation, while the second is an iterative algorithm which makes use of a smaller linear 0-1 programming formulation of a restricted version of the initial problem. We discuss various algorithmic enhancements for the latter approach, which enable us to solve the OPSM problem to optimality for synthetic instances with approximately 1000 rows and 50 columns in a reasonable amount of time. Regarding real data, we discuss some additional enhancements to aid in the solution approach for these large data sets, along with the corresponding test results, which identified OPSMs larger than those reported in Ben-Dor et al. [4] .
Some opportunities exist for the continuation of this study. For one, the criteria of rigid adherence to the strictly increasing pattern is rather inflexible. In the future, it will be interesting to consider relaxing the pattern criteria to locate approximate patterns -for instance, where a small minority of the rows do not satisfy the ordering criteria. Additionally, we can consider extensions of our formulation to handle the proposed w-OPSM problem.
