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Abstract
This work presents two hybrid implementations – with a FPGA (Field Programming Gate
Array) or a CPU (Central Processing Unit), and a GPU (Graphic Processing Unit) – of an
algorithm that detects interaural cues for spatial localization of sound sources in natural auditory
scenes (i.e. in the presence of reverberation and background noise). Sound waves arising from
a source on our left will arrive at the left ear first, provoking a small, but perceptible, difference
in arrival time (known as an ITD, interaural time difference). Similarly, for intensity, the far
ear lies in the head’s “sound shadow”, giving rise to interaural level differences (ILDs). ITDs
and ILDs thus constitute binaural cues, which are important cues used by the human brain for
sound source localization in space. Since ITDs are essentially frequency independent, they only
provide information regarding azimuth localization; however, there is a tangible dependence of
ILDs on frequency, caused by the different effects of the head’s sound shadow on each frequency
band for different elevations and distances (the latter only noticeable within a range between
1 and 2 meters). Therefore, binaural cues can be used for full localization sound sources in
3D. Binaural cue detection algorithms usually involve a robust correlation detector applied in
parallel to several frequency bands of a pre-filtered stereo signal. This often leads to demanding
computational resources. However, the parallel trait of the localization process can be developed
by using SIMD (Single Instruction Multiple Data) technologies. In the last decade, GPUs
and reconfigurable hardware such as FPGAs have evolved significantly in terms of processing
power. GPUs, in particular, have been used for more generic applications, where graphical
hardware is used beyond graphical manipulation, using GPGPU (General-purpose computing
on Graphics Processing Units); more recently, GPU computing has been developed (i.e. a
parallel programming environment that is no longer based on the graphics processing pipeline),
bringing forth tools such as NVIDIA’s CUDA (Compute Unified Device Architecture). In this
work, the robust model of Faller and Merimaa for binaural cue detection has been implemented
using a FPGA Altera DE2 Cyclone II and a NVIDIA 9800GTX+ GPU with 128 CUDA cores.
Although functional, the foreseen FPGA processing, were also done in a CPU, due to problems
with the speed and latency of the communications with the FPGA.
Results show that the implementation robustly detects binaural cues in real-time (with a satis-
factory tradeoff between latency and processing rate), and shows an improvement of 86x in pro-
cessing time when comparing to the processing cycle of the original MATLAB implementation.
The implementation presented herewith is ready for use as a low-level module in localization
algorithms, including extensive documentation for replication, usage and customization.




Neste trabalho apresenta-se duas implementac¸o˜es h´ıbridas – com uma FPGA (Fi-
eld Programming Gate Array) ou CPU, e GPU (Graphic Processing Unit) – de um
algoritmo que detecta sinais interaurais para localizac¸a˜o espacial de fontes sonoras em
cena´rios acu´sticos naturais (i.e. na presenc¸a de reverberaˆncia e ru´ıdo de fundo). As on-
das sonoras provenientes de uma fonte a` nossa esquerda ira˜o chegar primeiro ao ouvido
esquerdo, provocando uma pequena, mas percept´ıvel, diferenc¸a de chegada (conhecido
como ITD, interaural time difference). Da mesma forma, para a intensidade, o ouvido
mais distante ficara´ na “sombra sonora” da cabec¸a, provocando um aumento de dife-
renc¸as de intensidade (ILD, interaural level difference). Os ITDs e ILDs constituem
assim os sinais binaurais, sinais esses importantes para o ce´rebro humano proceder a`
localizac¸a˜o da fonte sonora no espac¸o. Como os ITDs sa˜o essencialmente independen-
tes da frequeˆncia, apenas fornecem a informac¸a˜o referente a` localizac¸a˜o em azimute; no
entanto, existe a dependeˆncia tang´ıvel da frequeˆncia para os ILDs, devido aos diferen-
tes efeitos da sombra sonora da cabec¸a em cada banda de frequeˆncia para diferentes
elevac¸o˜es e distaˆncias (este u´ltimo apenas percept´ıvel num intervalo de 1 a 2 metros.
Por consequeˆncia, os sinais binaurais podem ser utilizados para localizar de forma
eficiente a fonte sonora em 3D. Os algoritmos de sinais binaurais envolvem normal-
mente um poderoso detector de correlac¸a˜o aplicado paralelamente em varias bandas
de frequeˆncia de um sinal este´reo pre´-filtrado, necessitando por isso de recursos com-
putacionais exigentes. No entanto, a caracter´ıstica paralela do processo de localizac¸a˜o
pode ser implementada usando tecnologias SIMD (Single Instruction Multiple Data).
Na u´ltima de´cada, GPUs e o hardware reconfigura´vel como FPGAs evolu´ıram signi-
ficativamente em termos de poder de processamento. GPUs, em particular, teˆm sido
desenvolvidos para aplicac¸o˜es mais gene´ricas, onde o hardware gra´fico e´ usado ale´m
do processamento gra´fico, usando GPGPU(General-purpose computing on Graphics
v
Processing Units); mais recentemente foi desenvolvida a computac¸a˜o em GPU (i.e. o
ambiente de programac¸a˜o paralela deixou de ser baseado em pipeline gra´fico), origi-
nando ferramentas como o CUDA da NVIDIA (Compute Unified Device Architecture).
Neste trabalho, o modelo de Faller and Merimaa de detecc¸a˜o de sinais binaurais e´ im-
plementado usando uma FPGA Altera DE2 Cyclone II e uma NVIDIA 9800GTX+
GPU com 128 nu´cleos CUDA.
Embora funcional, o processamento previsto para FPGA acabou por ser feito numa
CPU, devido a problemas com a velocidade e a lateˆncia da comunicac¸a˜o com a FPGA.
Os resultados da implementac¸a˜o CPU-GPU demonstram que os sinais binaurais sa˜o
detectadas com efica´cia (com um equil´ıbrio satisfato´rio entre a lateˆncia e taxa de pro-
cessamento), e revela melhorias de 86x no tempo de processamento, quando comparado
com o ciclo de processamento na implementac¸a˜o em MATLAB. A implementac¸a˜o aqui
apresentada possui caracter´ısticas para ser usada como um mo´dulo de baixo n´ıvel em
algoritmos de localizac¸a˜o, incluindo uma extensa documentac¸a˜o para replicac¸a˜o, uso e
personalizac¸a˜o.
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As ondas sonoras resultantes de uma fonte sonora localizada a` nossa esquerda che-
gam primeiro ao nosso ouvido esquerdo, e so´ depois ao nosso ouvido direito. Esta
pequena diferenc¸a, mas percept´ıvel, no tempo de chegada do som (denominada de di-
ferenc¸a temporal interaural – ITD) e´ usada pelo nosso ce´rebro, que funciona como
uma matriz de detectores de correlac¸a˜o depois dos sinais auditivos terem sido pre´-
processados pelo ouvido interno, como uma pista importante em termos de localizac¸a˜o
espacial da fonte sonora. De forma similar, para a intensidade sonora, o ouvido mais
distante encontra-se no lado oposto da cabec¸a que actua como um atenuador depen-
dente da frequeˆncia (a que se da´ o nome de “sombra auditiva”), provocando diferenc¸as
de intensidade binaurais (ILDs) (King et. al) (20) e (Kapralos et. al) (19), demonstrado
na figura 1.1.
Os ITDs variam sistematicamente com o aˆngulo de incideˆncia da onda sonora relati-
vamente ao eixo interaural e, em teoria, sa˜o independentes da frequeˆncia, representando
a pista de localizac¸a˜o mais importante para baixas frequeˆncias (abaixo dos 1500 Hz em
humanos). As ILDs sa˜o mais complexas que os ITDs no sentido em que variam sig-
nificativamente com a frequeˆncia sonora. Sons de baixa frequeˆncia viajam facilmente
em volta da cabec¸a, causando ILDs quase impercept´ıveis. Em compensac¸a˜o, valores de
ILD produzidos por sons de frequeˆncia mais elevada sa˜o bastante mais significativos,
e sa˜o crescentemente influenciados pelas propriedades de filtragem do ouvido externo,







   
   
 
   
   
Diferença de 
comprimento no 
caminho da onda 
Sombra  
Figura 1.1: Origem do ITD e do ILD. Os tempos de chegada de uma onda sonora de uma
fonte na˜o sa˜o exactamente iguais no t´ımpano esquerdo e direito, devido ao comprimento
dos caminhos ate´ aos ouvidos. Esta diferenc¸a temporal de chegada entre ambos os ouvidos
e´ denominada de ITD. O ITD ma´ximo e´ medido quando a onda de som chega ao longo do
eixo que cruza os t´ımpanos. Neste caso, o ITD pode ser estimado conforme a distaˆncia dos
ouvidos, ≈ 18cm, dividindo por a velocidade do som, ≈ 340m/s, originado o valor 529µs.
A existeˆncia da cabec¸a entre os dois ouvidos causa a atenuac¸a˜o(sombra) da onda sonora
do t´ımpano contra-lateral, dando origem ao ILD.
Adicionalmente, quando considerando fontes sonoras a uma distaˆncia de 1 a 2 me-
tros do ouvinte, as pistas binaurais sa˜o suficientes por si so´ para localizar de forma
completa uma fonte sonora no espac¸o tridimensional (isto e´, em termos de azimute,
elevac¸a˜o e distaˆncia) (Shinn-Cunningham et. al) (36), exceptuando quando se trata de
uma fonte localizada no plano medial (azimute igual a zero) – que apresentara´ ITDs
e ILDs nulas, qualquer que seja a sua distaˆncia ou elevac¸a˜o – e descontando o efeito
omnipresente a que se da´ o nome de “confusa˜o frente-tra´s” (por exemplo, ignorando
que sons possam ser resultado de fontes atra´s do ouvinte, ou desfazendo a confusa˜o
atrave´s do movimento dos ouvidos relativamente a` fonte).
Assim como para os humanos e uma boa parte dos representantes do reino ani-
mal, tambe´m para os roboˆs o ambiente sonoro circundante pode oferecer informac¸a˜o
extremamente pertinente, ainda para mais porque a audic¸a˜o e´ um processo perceptual
panoraˆmico, ao contra´rio, por exemplo, dos sistemas visuais mais comuns, ale´m de que
pode oferecer uma resoluc¸a˜o temporal substancial e e´ menos suscept´ıvel de sofrer efei-
tos de oclusa˜o. Localizar fontes sonoras no espac¸o pode, portanto, oferecer enormes
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vantagens nas mais diversas aplicac¸o˜es robo´ticas.
Em 2004, Christof Faller e Juha Merimaa (13) formularam um modelo de detecc¸a˜o
de ITDs e ILDs para localizac¸a˜o espacial de fontes auditivas. Este modelo permite a
detecc¸a˜o robusta destas pistas binaurais na presenc¸a de ru´ıdo, de va´rias fontes sonoras
e em cena´rios ecoantes. O algoritmo, portanto, amplifica a raza˜o sinal-ru´ıdo e facilita a
ana´lise de cenas auditivas, nomeadamente no seguimento de mu´ltiplos objectos sonoros.
O modelo acima descrito possui potencial para que seja aplicado o princ´ıpio de
“instruc¸a˜o u´nica para mu´ltiplos dados ” (SIMD – Single Instruction Multiple Data)
com vista a aumentar o desempenho atrave´s da programac¸a˜o paralela, utilizando para
isso um dispositivo denominado de FPGA (Field-Programmable Gate Array – lo´gica
programa´vel) e uma GPU (Graphics Processing Units – Unidades de Processamento
Gra´fico).
As FPGAs existem desde 1983 e teˆm evolu´ıdo em desempenho e eficieˆncia, sendo
utilizadas na implementac¸a˜o de exigentes algoritmos atrave´s do seu enorme conjunto
de portas programa´veis, podendo estes algoritmos ser programados em va´rios percursos
paralelos.
As GPUs foram originalmente concebidas para processamento gra´fico, mas hoje
em dia sa˜o utilizadas para qualquer tipo de aplicac¸a˜o (GPGPU – General Purpose
GPU programming),ou seja, para realizar ca´lculos tradicionalmente tratados em CPU,
utilizando esta´gios programa´veis e aritme´tica de precisa˜o paralelamente.
1.2 Objectivos
Esta dissertac¸a˜o tem como objectivo a implementac¸a˜o em tempo real do algoritmo
de detecc¸a˜o de pistas binaurais para localizac¸a˜o proposta por Faller e Merimaa (13)
explorando va´rias vertentes de paralelizac¸a˜o, com o objectivo imediato de servir de
suporte do sistema apresentado na figura 1.2, mas com a perspectiva de ser usado
e/ou adaptado para ser utilizado por qualquer sistema de localizac¸a˜o auditiva. Com
esse intuito, esta dissertac¸a˜o representa um documento suficientemente completo para
















[߬௜,∆ܮ௜( ௖݂ଵ)⋯∆ܮ௜( ௖݂௠)] 
{ݔଵᇱ(݊),ݔଶᇱ (݊)}௙೎ೖ	, ݇ = 1⋯݉ 
Figura 1.2: Sistema binaural Bayesiano do IMPEP. Adaptado de Ferreira et. al (9)
1.3 Estado da arte
No u´ltimo se´culo, tem vindo a ser realizada a pesquisa para perceber como as pistas
acu´sticas sa˜o realizadas no sistema auditivo de forma a localizar e separar sons con-
correntes. O termo audic¸a˜o binaural e´ referente ao modo de funcionamento do sistema
auditivo humano ou animal usando dois ouvidos. Os o´rga˜os auditivos servem como
pre´-processadores e condicionadores de sinal e separam as pistas acu´sticas ajudando
o ce´rebro a resolver tarefas relacionadas com a localizac¸a˜o auditiva, detecc¸a˜o e reco-
nhecimento. Uma das caracter´ısticas do sistema auditivo humano e´, por exemplo, a
capacidade de reagir a sinais de alerta vindos de uma direcc¸a˜o fora do alcance da visa˜o.
O interesse na localizac¸a˜o espacial binaural com precisa˜o cresceu rapidamente nos
u´ltimos anos, principalmente devido a` necessidade crescente de soluc¸o˜es realistas relaci-
onadas com a´udio e acu´stica, isto e´, s´ıntese de som 3D, tecnologia de pro´teses auditivas,
vigilaˆncia e navegac¸a˜o baseadas em acu´stica. Teˆm sido propostos va´rios modelos, a mai-
oria deles baseados em vectores de microfones, em muitas situac¸o˜es necessitando de um
poder de processamento exaustivo. No entanto, existem poucas soluc¸o˜es de localizac¸a˜o
binaural em que apenas dois microfones identificam a posic¸a˜o tridimensional da fonte
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sonora, satisfazendo a localizac¸a˜o em tempo real de ambientes acusticamente adversos.
Para o problema de localizac¸a˜o da posic¸a˜o espacial da fonte sonora, existem diversos
modelos propostos como o de Handzel e Krishnaprasad (14). Os modelos matema´ticos
de propagac¸a˜o de ondas sonoras revelaram uma dependeˆncia significativa de carac-
ter´ısticas espec´ıficas das fontes e do ambiente, sendo os mesmos altamente complexos
e dif´ıceis de optimizar de acordo com o modelo de vectores de microfones descrito em
Duraiswami et. al (33).
O ouvido humano e´ um pre´-processador de sinal que estimula o sistema nervoso
central, dando origem a um excelente processador de sinal que consiste em mecaˆnica,
acu´stica, hidroacu´stica e componentes ele´ctricos que, em conjunto, da˜o origem a um
sens´ıvel receptor e analisador de espectro de alta-resoluc¸a˜o. Da perspectiva de proces-
samento de sinal, os princ´ıpios f´ısicos constituintes de um sistema preciso, como o do
ouvido humano, e´ pretendido na forma de algoritmo. Desta forma, existem me´todos
que realizam uma mı´mica dos mecanismos de localizac¸a˜o de fontes sonoras baseados
na biologia humana, construindo modelos do ouvido externo, me´dio e interno, usando
para isso conhecimentos de como os eventos acu´sticos sa˜o traduzidos e transformados
pela biologia do sistema auditivo (Grassi e Shamma, (15)).
1.3.1 Localizac¸a˜o sonora com dois microfones
Em contraste aos ITDs, os ILDs sa˜o fortemente afectados pela frequeˆncia da onda
de chegada, tornando-os altamente dependentes da frequeˆncia. Num intervalo de baixa-
frequeˆncia, a cabec¸a humana e´ menor que o comprimento da onda de chegada e, desta
forma, a difracc¸a˜o tem um impacto reduzido. Considerando um intervalo de alta-
frequeˆncia o comprimento de onda e´ menor quando comparado com as dimenso˜es da
cabec¸a e nesta gama de frequeˆncias os ILDs na˜o sa˜o apenas determinados pela forma
da cabec¸a, mas tambe´m por influeˆncia da forma do ouvido externo.
1.4 Contribuic¸a˜o
O sistema implementado possibilita a adaptac¸a˜o a diferentes ambientes, atrave´s da
alterac¸a˜o das 16 bandas de frequeˆncia, configurac¸a˜o do ma´ximo do ITD e do ma´ximo




Esta implementac¸a˜o pretende ser integrada num sistema de maior dimensa˜o, como
por exemplo o roboˆ IMPEP, desenvolvido no Instituto de Sistemas e Robo´tica, de forma
a diminuir a sua dependeˆncia da CPU e consequentemente aumentando o desempenho
e diminuindo o consumo energe´tico.
 
 
Figura 1.3: Exemplo de aplicac¸a˜o em roboˆs sociais. O sistema robo´tico IMPEP (Integra-
ted Multimodal Perception Experimental Platform, a` esquerda) desenvolvido no Instituto
de Sistemas e Robo´tica no aˆmbito do projecto europeu POP (Perception on Purpose;
projecto FP6-IST-2004-027268), observa dois interlocutores num contexto de interacc¸a˜o
homem-roboˆ (a` direita) (18)
Alternativamente, usando um sistema de seguranc¸a ou de vigilaˆncia, dirigindo o
eixo da caˆmara automaticamente na direcc¸a˜o da fonte de som detectada (uma pessoa
a falar alto, ou a gritar), semelhante a` reacc¸a˜o dos humanos quando ouvem uma fonte
sonora de alta energia, toda a sua atenc¸a˜o e´ orientada na direcc¸a˜o do acontecimento













Indivíduos numa discussão. 
Câmara não possui dois microfones. 
Desconhece a situação à sua direita. 
Ondas sonoras  
Figura 1.4: Exemplo de Situac¸a˜o 1. Uma discussa˜o entre duas ou va´rias pessoas sucede












Indivíduos numa discussão. 
Câmara detecta uma fonte som e 
determina a sua direcção. 
Ondas sonoras. 
Figura 1.5: Exemplo de Situac¸a˜o 2. A mesma caˆmara da situac¸a˜o anterior, mas equipada






Após a detecção roda o eixo 
automaticamente na direcção do alvo. 
Indivíduos numa discussão. 
Ondas sonoras. 
Figura 1.6: Exemplo de Situac¸a˜o 2(continuac¸a˜o). Apo´s a detecc¸a˜o, a caˆmara roda o eixo
na direcc¸a˜o da fonte sonora e assim pode emitir um aviso ao seguranc¸a que se encontra
mais pro´ximo do local.
1.5 Estrutura da dissertac¸a˜o
Na primeira secc¸a˜o do cap´ıtulo 2 e´ apresentado o modelo de indicac¸o˜es binaurais
proposto por Faller e Merimaa (13). Na secc¸a˜o seguinte e´ apresentada a estrutura
conceptual da FPGA e as ferramentas existentes de apoio a` programac¸a˜o deste dispo-
sitivo. Ainda no segundo cap´ıtulo e´ demonstrada a linguagem de programac¸a˜o CUDA
que permite programar unidades de processamento gra´fico da NVIDIA.
No cap´ıtulo 3 e´ explicado como foi efectuada a implementac¸a˜o do modelo de in-
dicac¸o˜es binaurais em modo h´ıbrido FPGA e GPU, sendo mostrado o fluxo de dados
geral e detalhado das duas plataformas, evidenciando como foi aplicada a paralelizac¸a˜o
dos ca´lculos.
No cap´ıtulo 4 sa˜o apresentados os resultados temporais e experimentais das im-
plementac¸o˜es h´ıbridas em FPGA-GPU e CPU-GPU, demonstrando o desempenho e a
efica´cia do algoritmo.
Por fim no cap´ıtulo 5 apresentam-se as concluso˜es e propo˜e-se trabalho futuro.
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2.1 Modelo de indicac¸o˜es binaurais
Os humanos desenvolveram a captac¸a˜o de ondas sonoras ha´ muito tempo atra´s. Esta
percepc¸a˜o e´ uma habilidade necessa´ria na˜o so´ para comunicac¸a˜o verbal e prazer musical,
mas tambe´m para analisar em termos espaciais o cena´rio circundante. Nesta secc¸a˜o
explica-se o modelo proposto por Faller and Merimaa (13), onde, atrave´s de equac¸o˜es
matema´ticas, se obte´m uma aproximac¸a˜o ao sistema auditivo humano, utilizando como
refeˆrencia o ouvido externo, interme´dio e interno, sendo representada na figura 2.1.
2.1.1 Periferia auditiva
A principal func¸a˜o do sistema auditivo humano e´ converter variac¸o˜es das ondas
de pressa˜o sonoras propaga´veis tanto pelo ar como pela a´gua ou outros materiais em
impulsos neuronais, fornecendo esta informac¸a˜o ao co´rtex cerebral.
No ouvido interno existe a co´clea que e´ constitu´ıda, entre outros, pela membrana
basilar. Esta vibra em diferentes pontos para frequeˆncias caracter´ısticas distintas. O
movimento oscilato´rio demonstrado na figura 2.2 e´ transmitido pelas ce´lulas ciliadas
(Inner Hair Cells IHC ) e e´ convertido em actividade neuronal.
O banco de filtros gammatone foi proposto originalmente por Patterson (35) como
modelo de ana´lise da frequeˆncia existente na co´clea. E´ um modelo relativamente po-
pular por duas razo˜es: fornece uma boa correspondeˆncia fisiolo´gica e e´ computacional-
mente eficiente.
No domı´nio do tempo este banco de filtro e´ representado pela seguinte equac¸a˜o:
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Figura 2.1: Modelo de audic¸a˜o espacial. Sa˜o considerados os aspectos f´ısicos, fisiolo´gicos
e psicolo´gicos do sistema auditivo, comec¸ando pelo ouvido externo, seguindo-se para o
ouvido me´dio e interno, sa´ıda multifrequeˆncia do processador binaural e finalmente a im-






Figura 2.2: Onda sinusoidal a viajar atrave´s de um breve modelo de caixa de uma co´clea
desenrolada. (adaptado a partir (11, Lyon and Mead))
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gt(t) = tN−1e−2pibt cos(2pif0t+ δ) (2.1)
Sendo N de ordem 2, b a largura de banda escolhida de acordo com a largura de
banda rectangular equivalente (ERB) dos filtros auditivos humanos correspondentes.
Os valores sa˜o medidos de forma experimental com uma correspondeˆncia semelhante
ao sistema auditivo humano, de acordo com Glasberg e Moore (10) (23, Moore) :
ERB(f) = 24.7 + 0.108f (2.2)
Sendo a largura de banda calculada atrave´s:
b(f) = 1.019ERB(f) (2.3)
Inicialmente sa˜o capturados dois blocos de som originados por dois microfones,
sendo estes blocos processados separadamente de forma a emular o funcionamento da
co´clea de cada ouvido. Este processo e´ seguido aproximadamente utilizando um banco
de filtros ERB e a simulac¸a˜o da transformac¸a˜o neural.
Como descrito anteriormente, o movimento da membrana basilar e´ induzido nos
IHCs que convertem o movimento em actividade neural (30, Pickles).
Este modelo tem como entrada o banco de filtros gammatone convertendo em pro-
babilidade instantaˆnea flutuante de um evento de pico po´s-sina´ptico em uma fibra do
nervo auditivo (34) apresentado na figura 2.3. A taxa a que o neuro-transmissor e´ ex-
citado esta´ relacionada com o deslocamento instantaˆneo da membrana basilar ( banco
de filtros gammatone ou est´ımulo acu´stico). A quantidade de transmissa˜o numa fissura
determina a probabilidade instantaˆnea de uma ocorreˆncia de pico. Assim a taxa de
libertac¸a˜o assemelha-se a uma sa´ıda de meia onda rectificada dos filtros auditivos.
Passos importantes na traduc¸a˜o neuronal (ilustrados na figura 2.4):
• A cada sa´ıda do banco de filtros gammatone, comprime-se em envelope atrave´s
da transformada de Hilbert aumentando a sua energia exponencialmente por 0.23
seguido do seu quadrado.
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Resposta das células ciliadas 
Transmissão entre fendas 
neuronais 




Figura 2.3: Resposta a` estimulac¸a˜o do nervo auditivo acu´stico. (adaptado a partir (32,
Meddis))  
env^0.23 ^2  
Figura 2.4: Modelo funcional dos elementos fisiolo´gicos neuronais que foi proposto por
Bernstein and Trahiotis (12), sendo constitu´ıdo por uma compressa˜o em envelope, uma
rectificac¸a˜o de meia onda quadra´tica, seguindo-se uma filtragem passa-baixo de ordem 4
com uma frequeˆncia de corte igual a 425Hz.
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• Este envelope e´ modificado atrave´s de uma rectificac¸a˜o de meia onda e recombi-
nado com a sa´ıda do banco de filtros gammatone.
• E´ efectuada uma filtragem de resposta a impulso finita (FIR), passa-baixo de
quarta ordem, com frequeˆncia de corte de 425Hz ao envelope resultante .
2.1.2 Processador binaural
O processador binaural e´ identificado pela a diferenc¸a temporal interaural (ITD),
diferenc¸a de amplitude interaural (ILD), a coereˆncia interaural (IC) e a energia combi-
nada dos dois microfones.
A cada instaˆncia temporal quando o IC e a energia sa˜o superiores a um certo limiar
distinto o ITD e o ILD sa˜o considerados.






a12(n,m) = αx1(n−maxm, 0)x2(n−max{−m, 0}) + (1− α)a12(n− 1,m), (2.5)
a11(n,m) = αx1(n−maxm, 0)x1(n−max{m, 0}) + (1− α)a11(n− 1,m), (2.6)
a22(n,m) = αx2(n−max−m, 0)x2(n−max{−m, 0}) + (1− α)a22(n− 1,m). (2.7)
x1 e x2 sa˜o os valores de sa´ıda da traduc¸a˜o neuronal do ouvido esquerdo e do direito,
n e´ o ı´ndex de cada amostra do sinal e m o atraso (em amostras) α e´ uma constante
temporal que determina o valor de decadeˆncia entre amostras do sinal, ou seja, a` medida
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fs e´ a frequeˆncia de amostragem do sinal de entrada. γ(n,m) e´ avaliado em janelas
temporais de mfs normalmente entre [−1, 1]ms. O ITD em amostras e´ determinado
com o atraso de m atrave´s do ca´lculo do ma´ximo da func¸a˜o de correlac¸a˜o cruzada
normalizada:
τ(n) = arg max
m
γ(n,m) (2.9)
sendo o ITD limitado pelo tamanho da janela temporal (intervalo de amostragem).





O IC fornece a coereˆncia entre os sinais provenientes do lado esquerdo e do direito.
Tem variac¸a˜o de [0, 1] devido a x1 e x2 serem provenientes de uma rectificac¸a˜o de meia
onda em que no caso de 1 os sinais sa˜o perfeitamente coerentes. Por outro lado devido
a um offset DC existente na traduc¸a˜o neuronal, os valores de IC sa˜o maiores que zero
mesmo para x1 e x2 independentes.
O ILD e´ calculado da seguinte forma:





L1(n, τ(n)) = αx
2
1(n−max{m, 0}) + (1− α)L1(n− 1,m), (2.12)
L2(n, τ(n)) = αx
2
2(n−max{m, 0}) + (1− α)L2(n− 1,m). (2.13)
Devido a` compressa˜o em envelope existente na traduc¸a˜o neuronal, os valores resul-
tantes do ILD sera˜o menores que as diferenc¸as de amplitude existentes entre os sinais
esquerdo e direito capturados pelos microfones.
Para sinais coerentes o ILD estimado e´ 0.46 vezes o sinal f´ısico.
A energia do sinal e´ calculada atrave´s da soma da energia de x1 e x2, sendo utilizada
para estimar o ITD de ı´ndex n:
p(n) = L1(n, τ(n)) + L2(n, τ(n)). (2.14)
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2.1.3 Selecc¸a˜o de amostras
A selecc¸a˜o de amostras ITD e ILD e´ feita da seguinte forma:
{∆L(n), τ(n) | c12(n) > c0}. (2.15)
O IC e´ pro´ximo de 1 (sinais perfeitamente coerentes) quando a primeira onda da
fonte sonora e´ capturada. Num ambiente reverberante onde sa˜o capturados ecos, estes
va˜o produzir ITDs e ILDs de direcc¸o˜es diferentes da fonte sonora, fazendo diminuir o
IC para valores menores que 1. Deste modo o IC e´ um bom indicador de ITDs e ILDs
provenientes de ecos, podendo estes ser eliminados atrave´s do limiar c0.
As func¸o˜es de densidade de probabilidade (PDF) sa˜o estimadas a partir do ca´lculo
dos histogramas do ITD e dos ILDs.
As PDFs mostram a probabilidade do ITD e dos ILDs, sendo poss´ıvel identificar
onde se encontram as fontes sonoras espaciais.
2.2 FPGA
Hoje em dia e´ comum muitas aplicac¸o˜es desenvolvidas em software serem conver-
tidas em aceleradores de hardware. Para isto, podem ser usados Circuitos Integrados
para Aplicac¸o˜es Espec´ıficas como ASICs (Application-Specific Integrated Circuit) ou
sistemas reconfigura´veis baseados em FPGAs (Field Programmable Gate Array).
As FPGA’s sa˜o dispositivos que oferecem a potencialidade de dispositivos ASIC’s,
tais como:
• reduc¸a˜o de tamanho, peso e consumo de energia.
• alto desempenho.
• maior seguranc¸a contra co´pias na˜o autorizadas.
• baixo custo.
Ale´m disto, em comparac¸a˜o com as ASIC’s, as FPGA’s revelam menor tempo de
prototipagem, reprogramac¸a˜o do circuito, menor custo NRE (Non-recurring enginee-
ring), resultando em projectos mais econo´micos para soluc¸o˜es que precisam de poucas
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quantidades de circuitos. Comparando com DSPs (Digital Signal Processing) e pro-
cessadores de propo´sito geral, as implementac¸o˜es em FPGAs podem explorar mais
amplamente o paralelismo interno dos algoritmos (22).
2.2.1 Visa˜o geral do dispositivo
A FPGA Altera Cyclone II e´ composta por uma matriz de blocos de elementos
lo´gicos. Cada um realiza pequenas func¸o˜es e operac¸o˜es lo´gicas, para isso sa˜o programa-
dos, configurados e interligados de acordo com a func¸a˜o lo´gica que se deseja empenhar.







para RAM, PCI, etc. 
Figura 2.5: Estrutura conceptual de uma FPGA Altera Cyclone II. Conte´m uma lo´gica
personaliza´vel de duas dimenso˜es, sendo que estes elementos conectam e fornecem sinais
de interconexa˜o a` matriz de blocos de elementos lo´gicos, aos blocos de memo´ria embebidos
e aos multiplicadores incorporados. Este dispositivo fornece uma rede global de relo´gio e
ate´ 4 Malhas de Captura de Fase (PLLs), permitindo gerir o relo´gio do dispositivo. Os




Na elaborac¸a˜o de projectos em FPGA existem treˆs principais etapas: a descric¸a˜o,
s´ıntese e posicionamento e interligac¸a˜o, sendo as etapas realizadas com o software Quar-
tus II (5). Na etapa de descric¸a˜o, sa˜o escritas as especificac¸o˜es do projecto em linguagem
de hardware como VHDL (Very high speed integrated circuits Hardware Description
Language) ou Verilog. O co´digo gerado na prototipagem e´ compilado e simulado e
posteriormente interpretado por a ferramenta de s´ıntese, sendo transcrito o co´digo num
circuito equivalente utilizando elementos gene´ricos como registos, portas lo´gicas, somas
ou comparac¸o˜es. Conclu´ıda a s´ıntese o circuito esta´ num n´ıvel RTL (Register Transfer
Level). Na sequeˆncia, ja´ na etapa de posicionamento e interligac¸a˜o, e´ definido quais
os dispositivos que sa˜o utilizados na FPGA, e em detalhe, define-se a localizac¸a˜o e
posicionamento dentro da FPGA (place) e como sa˜o realizadas as interligac¸o˜es (route).
Quartus II (5) e´ a base de todo o projecto em FPGA, onde se pode visualizar todo o
processo esquema´tico, efectuar ligac¸o˜es entre diferentes primitivas ou mo´dulos prontos
para uso (MegaFunction) (2).
2.2.3 SOPC Builder
O SOPC (7) e´ uma interface intuitiva com a finalidade de gerar sistemas integrados
num u´nico dispositivo, permite parametrizar, seleccionar componentes e definir as suas
ligac¸o˜es. Inclui va´rios componentes prontos para uso, um deles, e essencial, e´ o proces-
sador Nios II (4), classificado como um soft-core processor (implementado atrave´s de
s´ıntese lo´gica). Outros componentes existentes sa˜o a interface para memo´ria (SDRAM,
DDR, DDR2), ethernet, RS-232 e outro perife´ricos. Ale´m disso, e´ poss´ıvel adicionar
perife´ricos personalizados e para isso e´ criado o HDL em quartus e adicionado no SOPC.
O processador Nios II e outras interfaces necessa´rias para ligar circuitos na DE2 sa˜o
implementados no circuito da FPGA Cyclone II. Estes componentes sa˜o interconectados
por uma rede de conecc¸o˜es mu´ltiplas. Os blocos de memo´ria interna do dispositivo
Cyclone II podem ser usados para disponibilizar memo´ria ao processador Nios II. A
SRAM, SDRAM e memo´ria Flash sa˜o acedidas por interfaces apropriadas. A interface
JTAG UART e´ usada para providenciar uma ligac¸a˜o com o computador anfitria˜o atrave´s
do USB (Universal Serial Bus). Outro mo´dulo, chamado JTAG Debug module, permite
o computador anfitria˜o controlar o sistema Nios II, sendo poss´ıvel carregar programas
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na memo´ria, iniciar e parar a execuc¸a˜o, definir pontos de interrupc¸a˜o e recolha de dados
em tempo real. Como todos os constituintes do processador Nios II sa˜o implementados
no circuito da FPGA usando uma linguagem de descric¸a˜o de hardware (HDL), e´ poss´ıvel
implementar co´digo suplementar para desenvolver uma componente externa ao SOPC.
Na figura 2.6 e´ ilustrada uma FPGA que inclui um sistema SOPC Builder e mo´dulos
de lo´gica personalizados.




































Figura 2.6: Exemplo de uma FPGA com um sistema gerado em SOPC Builder. Atrave´s
da rede de interconecc¸a˜o (Avalon-MM master) e´ feita a comunicac¸a˜o entre o sistema SOPC
Builder e os outros mo´dulos. A SRAM, SDRAM e memo´ria Flash sa˜o acedidas por inter-
faces apropriadas.A interface JTAG UART e´ usada para providenciar uma ligac¸a˜o com o
computador anfitria˜o atrave´s do USB.
Para programar o processador Nios II e´ utilizada uma ferramenta do Quartus II, o
NIOS II SBT para Eclipse (Software Build Tools), sendo uma plataforma de desenvol-
vimento de software para o NIOS II.
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O Nios II SBT para Eclipse e´ uma GUI (Graphical User Interface) baseada na
estrutura do Eclipse (16) C/C++, com esta plataforma e´ poss´ıvel realizar todas as
tarefas de desenvolvimento do software Nios II, incluindo criar, editar, compilar, exe-
cutar e depurar programas, podendo ainda interagir com mo´dulos personalizados em
hardware, atrave´s da func¸a˜o de escrita IOWR (I/O de escrita) e de leitura IORD (I/O
de leitura). E´ disponibilizado no Anexo B a implementac¸a˜o de controlo dos Leds a
partir do software Nios II.
2.3 CUDA
Na u´ltima de´cada as GPUs teˆm sido desenvolvidas de forma a permitir utilizac¸o˜es
mais gene´ricas, onde o hardware gra´fico e´ usado para ca´lculos ale´m daqueles de natu-
reza estritamente gra´fica em que uma das ferramentas para GPGPU (General-Purpose
Computing on Graphics Processing Units) e´ o CUDA(Compute Unified Device Archi-
tecture).
O CUDA e´ uma plataforma de software para computac¸a˜o paralela de alto desem-
penho que utiliza o poder de processamento das unidades de processamento gra´fico
(GPUs) da NVIDIA. As GPUs teˆm avanc¸ado rapidamente, passando de unidades
de processamento de uma func¸a˜o espec´ıfica para serem dispositivos altamente pro-
grama´veis e muito poderosos em computac¸a˜o paralela. Para tirar partido do poder
de computac¸a˜o paralela destes dispositivos a NVIDIA introduziu em 2007 a linguagem
CUDA, onde e´ poss´ıvel executar mu´ltiplas operac¸o˜es de uma instruc¸a˜o a mu´ltiplos
dados (SIMD).
A ferramenta CUDA tem ganho utilizadores nos campos cient´ıfico, biome´dico, da
computac¸a˜o, da ana´lise de risco e da engenharia devido a`s caracter´ısticas presentes
nestes campos, as quais sa˜o altamente paraleliza´veis.
2.3.1 Visa˜o geral do dispositivo
Na terminologia CUDA a CPU e´ chamada anfitria˜ (host) e a GPU e´ chamada
dispositivo (device).
A raza˜o da discrepaˆncia na capacidade de ca´lculo entre uma CPU e uma GPU e´
que as GPUs sa˜o especializadas em computac¸a˜o altamente paralela e mais trans´ıstores
sa˜o dedicados ao processamento em vez de cache de dados e controlo de fluxo, como
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Figura 2.7: Comparac¸a˜o entre a aplicac¸a˜o dos trans´ıstores em CPUs e em GPUs. Nas
GPUs mais trans´ıstores sa˜o dedicados para o processamento de dados, sendo estas especi-
alizadas na computac¸a˜o paralela. Nas CPUs existem trans´ıstores dedicados ao controlo de
fluxo e a` cache de dados. Adaptado de (NVIDIA programming guide (28))
representado na figura 2.7. As aplicac¸o˜es gra´ficas sa˜o extremamente paralelas, sendo a
mesma operac¸a˜o aplicada a mu´ltiplos dados e a lateˆncia de acesso a` memo´ria pode ser
ocultada atrave´s dos ca´lculos em vez do uso de grandes caches de dados.
Uma GPU NVIDIA com a capacidade de executar co´digo compilado em CUDA cria,
gere, agenda e executa threads automaticamente em grupos de 32 threads paralelas com
zero overhead de agendamento, sendo este conjunto de 32 threads o chamado warp.
Quando um multiprocessador recebe um bloco com mais de 32 threads para processar,
o bloco e´ quebrado em warps e as threads sa˜o organizadas de acordo com o seu nu´mero
de identificac¸a˜o. Com esta arquitectura a NVIDIA introduziu um novo conceito na
computac¸a˜o paralela: single-instruction multiple thread (SIMT).
De acordo com a figura 2.8 uma GPU da NVIDIA consiste num array de multipro-
cessadores de threads.
Cada multiprocessador consiste em 8 processadores escalares com 16384 registos de
32 bits de uso exclusivo, tendo cada um 2048 registos, cada um possui uma memo´ria
partilhada (shared memory) com 16kB de tamanho e acesso extremamente ra´pido e e´
acess´ıvel apenas por threads de um determinado bloco. Ale´m da memo´ria partilhada,
todos os multiprocessadores teˆm acesso a treˆs espac¸os de memo´ria comuns:





















Figura 2.8: Disposic¸a˜o de multiprocessadores numa GPU da NVIDIA. Cada multiproces-
sador tem 8 nu´cleos SIMD(Single-Instruction Multiple-Data), onde os 8 nu´cleos executam
uma mesma instruc¸a˜o em dados diferentes. Adaptado de (NVIDIA programming guide
(28))
21
2. TEORIA DE SUPORTE
• Memo´ria de texturas (texture memory): Memo´ria de acesso ra´pido apenas para
leitura que e´ optimizada para operac¸o˜es com texturas.
• Memo´ria global (global memory): Memo´ria de leitura e escrita com a maior
lateˆncia de acesso.
2.3.2 API
Para executar uma aplicac¸a˜o escrita em CUDA e´ necessa´rio cumprir requisitos de
software e de hardware, no que diz respeito ao hardware, uma lista de unidades de pro-
cessamento gra´fico capazes de processar CUDA pode ser encontrada em (25) Depois
de ultrapassado o requisito de hardware, e´ necessa´rio cumprir os requisitos de soft-
ware: instalar um driver espec´ıfico que conte´m um compilador e algumas ferramentas
adicionais que sa˜o fornecidas pela NVIDIA (26).
A pilha de software da plataforma CUDA e´ representada na figura 2.9, composta
pelo driver de acesso ao hardware, um componente de execuc¸a˜o e duas bibliotecas ma-
tema´ticas: CUBLAS (Compute Unified Basic Linear Algebra Sub-programs) e CUFFT
(Compute Unified Fast Fourier Transform) e no topo desta pilha encontra-se a API da
plataforma CUDA.
A execuc¸a˜o e´ baseada em threads, que sa˜o escalonadas atrave´s de grupos de blocos e
formando uma grelha. Com o conceito de bloco e grelha e´ que se organiza a repartic¸a˜o
de dados entre as threads, bem como a sua organizac¸a˜o e distribuic¸a˜o em hardware.
Uma grelha pode ter uma ou duas dimenso˜es e os blocos podem ter uma, duas ou treˆs
dimenso˜es. Uma func¸a˜o que executa em CUDA e´ chamada kernel e para se efectuar
a chamada desta func¸a˜o e´ necessa´rio especificar as dimenso˜es da grelha e de cada
bloco. Para se efectuar a chamada da func¸a˜o utiliza-se entre o nome da func¸a˜o e os
argumentos a ela passados, uma tabela bidimensional onde constam as dimenso˜es da
grelha e de cada bloco, sendo este delimitado pelos caracteres <<< e >>>. Dentro da
func¸a˜o kernel e´ poss´ıvel aceder aos valores dos ı´ndices das threads atrave´s da varia´vel
threadIdx, dos valores dos ı´ndices dos blocos atrave´s da varia´vel blockIdx e aos valores
das dimenso˜es dos blocos atrave´s da varia´vel blockDim. Por fim, e´ poss´ıvel aceder aos
valores das dimenso˜es da grelha atrave´s da varia´vel gridDim.
A API CUDA fornecida pela NVIDIA introduz extenso˜es a` linguagem C, como











Figura 2.9: Pilha de software da plataforma CUDA. No topo da pilha encontra-se a API
da plataforma CUDA. E´ composta por duas bibliotecas matema´ticas prontas para uso:
CUBLAS (Basic Linear Algebra Subroutines) e CUFFT (Fast Fourier Transform), por um
componente de execuc¸a˜o e pelo driver de acesso ao hardware.
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Thread(0,0) Thread(1,0) Thread(2,0) Thread(3,0)
Thread(0,1) Thread(1,1) Thread(2,1) Thread(3,1)
Thread(0,2) Thread(1,2) Thread(2,2) Thread(3,2)
Bloco(1,1)
Figura 2.10: Exemplo de uma grelha com os seus blocos de threads. Os blocos sa˜o
distribu´ıdos numa grelha. Nesta figura, exemplifica-se uma grelha de dimenso˜es (2,3)
tendo cada bloco um tamanho de (3,4) threads.
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CPU ou GPU, onde o qualificador device define que uma func¸a˜o executa na GPU e
so´ pode ser chamada a partir da GPU, o qualificador global define o que a plataforma
CUDA chama de kernel e esta func¸a˜o executa na GPU e e´ chamada a partir da CPU
e finalmente o qualificador host especifica que func¸a˜o vai executar em CPU e so´
pode ser chamada a partir da CPU. Esta API tambe´m introduz qualificadores do tipo
de varia´vel, como o device que define uma varia´vel que reside na memo´ria global
da GPU, podendo estas ser acedidas por todas as threads de uma grelha e tambe´m
a partir da CPU atrave´s do uso da biblioteca de execuc¸a˜o do CUDA e o tempo de
vida desta varia´vel e´ o da aplicac¸a˜o, o qualificador constant define uma varia´vel que
reside no espac¸o da memo´ria das constantes da GPU e finalmente o qualificador de
varia´vel shared especifica que a varia´vel reside na memo´ria partilhada da GPU e so´
e´ acess´ıvel pelas threads de um determinado bloco, sendo o seu tempo de vida o do
bloco.
A API CUDA apresenta algumas restric¸o˜es, tais como:
• As func¸o˜es device e global na˜o suportam recursividade, na˜o podem ser
declaradas varia´veis esta´ticas dentro das mesmas e na˜o podem ter um nu´mero
varia´vel de argumentos;
• As func¸o˜es device na˜o fornecem o seu enderec¸o, mas ponteiros para as func¸o˜es
global sa˜o suportados;
• As func¸o˜es global teˆm de retornar void;
• Os paraˆmetros de uma func¸a˜o global esta˜o limitados a 256 bytes;
• So´ pode ser usada em GPUs da NVIDIA;
A figura 2.11 ilustra o processamento de um programa escrito em CUDA. Basica-
mente, o programa inicia copiando os dados a serem processados da memo´ria RAM
para a memo´ria da GPU. Apo´s, configura-se uma grelha e e´ realizada uma chamada
da func¸a˜o kernel para executar na GPU. Por fim, os dados resultantes sa˜o copiados
para a memo´ria RAM. Desta forma, o ciclo de execuc¸a˜o de uma aplicac¸a˜o utilizando a
tecnologia CUDA alterna entre execuc¸o˜es na CPU e na GPU.
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Figura 2.11: Fluxo de execuc¸a˜o de um programa escrito em linguagem CUDA. Quando
inicia os dados sa˜o copiados da memo´ria RAM para a memo´ria da GPU, e´ configurado o
tamanho da grelha, com o nu´mero de blocos e a dimensa˜o de cada bloco de threads, e e´
chamado o kernel (func¸a˜o que executa na GPU). No final os dados processados na GPU
sa˜o copiado para a memo´ria RAM.
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Inicialmente o modelo foi implementado numa versa˜o em Matlab proposta por (13).
Esta versa˜o implementa apenas uma frequeˆncia cr´ıtica sequencialmente, sendo o objec-
tivo primordial conseguir uma implementac¸a˜o paralela das 16 bandas, em tempo real,
que a` sa´ıda fornec¸a um ITD, devido a este ser independente da frequeˆncia, 16 ILDs e
16 ICs e ao contra´rio do ITD estes sa˜o dependentes da frequeˆncia.
O modelo foi implementado em modo h´ıbrido em FPGA-GPU e CPU-GPU.
O mapa global do fluxo de dados da implementac¸a˜o FPGA-GPU esta´ representado
na figura 3.1.
Conseguidos os tempos de ca´lculo em Matlab do banco de filtros gammatone,
traduc¸a˜o neuronal, processador binaural e selecc¸a˜o de amostras, estabeleceu-se que
o banco de filtros gammatone fosse implementado numa FPGA, pois mostrou ter um
peso computacional mais leve, sendo dos treˆs o mais ra´pido e em CUDA a traduc¸a˜o
neuronal, o processador binaural e a selecc¸a˜o de amostras. Foi ainda implementada
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Figura 3.1: Diagrama de fluxo de dados do sistema. No inicio e´ reservada toda a memo´ria
necessa´ria para funcionamento do programa, no CPU, GPU, e FPGA. Sa˜o criados os
coeficientes do banco de filtros gammatone das 16 bandas de frequeˆncias e os coeficientes
do filtro FIR sa˜o convertidos para o domı´nio da frequeˆncia atrave´s da FFT. Apo´s captura
das amostras de ambos os microfones, e´ efectuada a filtragem gammatone em FPGA para
as 16 bandas aos dados obtidos dos microfones, em CUDA e´ aplicada a traduc¸a˜o neuronal,
o processador binaural e finalmente e´ realizada a selecc¸a˜o de amostras, resultando num




3.1.1 Implementac¸a˜o Gammatone em hardware FPGA
Primeiramente foi implementada a interface Ethernet utilizando para isso um ser-
vidor de sockets (6). Neste design e´ utilizado um processador Nios II (4) e o sistema
operativo Micro/OS-II (3), pore´m o SOPC builder fornecido por este design na˜o fornece
o controlador DM9000a utilizado na DE2, sendo este fornecido atrave´s do (1). O dia-







































Figura 3.2: Comunicac¸a˜o entre o cliente remoto e a FPGA. O cliente remoto envia as
amostras para a FPGA, o processador Nios II processa os dados nas diferentes camadas OSI
(Open Systems Interconnection) e guarda os valores recebidos na memo´ria SDRAM atrave´s
do controlador associado. As amostras sa˜o enviadas para processamento no perife´rico em
hardware. Quando o ca´lculo no perife´rico em hardware termina o processo inverte-se,
o NIOS II recebe as amostras do perife´rico em hardware e envia para o cliente remoto.
Ilustrac¸a˜o modificada de (17)
Quando a FPGA e´ programada sa˜o iniciados os coeficientes das 16 bandas de
frequeˆncia do banco de filtros gammatone atrave´s da equac¸a˜o 2.3. O banco de fil-
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tros e´ constitu´ıdo por 4 filtros de resposta a impulso infinita (IIR) em cascata de ordem
2, sendo implementado primeiramente em software Nios II. O processador Nios II tem
uma frequeˆncia associada de 50MHz, como realizar os ca´lculos em software Nios II
resultaria num tempo de computac¸a˜o elevado e, de forma a acelerar o processo, e´ feita




















































































Figura 3.3: Diagrama demostrativo do modelo gammatone em hardware FPGA e como
e´ feita a sua computac¸a˜o. Ma´ximo de amostras poss´ıveis memorizar na FPGA e´ de 250.
Processados N amostras provenientes do microfone esquerdo e N do microfone direitos em
blocos de 250 amostras para 4 filtros IIR em sequeˆncia. Resultando na sa´ıda 16*N amostras
da entrada esquerda e 16*N amostras da entrada direita.
O diagrama 3.3 explica a forma como a FPGA processa as amostras. O nu´mero
ma´ximo de amostras poss´ıveis de memorizar na FPGA e´ de 250. Neste exemplo sa˜o
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determinadas N amostras em blocos de 250 amostras para cada um dos 4 filtros IIR,
devido a` FPGA na˜o conseguir memorizar mais que 250 amostras. Como os filtros
IIR possuem feedback e´ necessa´rio memorizar as amostras de sa´ıda (y[i-2] e y[i-1]) do
bloco de 250 amostras processado antes do novo bloco chegar do Host, continuando o
processamento do novo bloco com estas duas amostras como feedback. Este processo e´
repetido ate´ o u´ltimo bloco de 250 amostras chegar do host.
3.1.2 Perife´rico em Hardware
Para realizar comunicac¸o˜es com o perife´rico sa˜o utilizadas as func¸o˜es IOWR e IORD
em software Nios II, em que, a cada amostra do sinal de entrada sa˜o escritas com a
func¸a˜o IOWR (x[i], x[i-1] e x[i-2]) os coeficientes do sinal (b[0], b[1], b[2], a[1] e b[2]) e o
feedback (y[i-1] e y[i-2]) demonstrado na figura 3.4. Enquanto o hardware calcula esta´
a ser realizada uma leitura atrave´s da func¸a˜o IORD da flag ready no software. Quando
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Figura 3.4: Diagrama demostrativo do mo´dulo em hardware. Sa˜o executadas 5 multi-
plicac¸o˜es em paralelo, duas adic¸o˜es e duas subtracc¸o˜es correspondendo a uma iterac¸a˜o de
um filtro IIR.
O perife´rico em hardware consiste em 5 multiplicac¸o˜es em paralelo, duas adic¸o˜es e
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duas subtracc¸o˜es de v´ırgula flutuante de 32 bits denominados de mo´dulos (IP) intellec-
tual property da Altera (2).
O mo´dulo em hardware apresentado na figura 3.5 e´ invocado pelo sistema operativo
Micro/OS-II (3).
Figura 3.5: Diagrama demostrativo do modulo em hardware. O chipselect esta´ a 1
quando a func¸a˜o IORW ou IORD e´ invocada em software e a 0 nos outros casos. O clock e´
colocado a 50Mhz. O read esta´ a 1 no caso da func¸a˜o invocada ser IORD e o write no caso
da func¸a˜o ser IOWR. O enderec¸o ira´ definir em que zona (do in[1] ao in[10]) do perife´rico
se deseja ler ou escrever.
Por fim quando o ca´lculo de todas as amostras enviadas pelo host e´ finalizado, o
resultado e´ enviado da FPGA para o host atrave´s do controlador Ethernet.
3.2 CUDA
Nesta secc¸a˜o explica-se a implementac¸a˜o da traduc¸a˜o neuronal, processador binaural
e escolha de amostras e como foi efectuada a sua paralelizac¸a˜o em CUDA.
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O modelo proposto por (13) possu´ı a implementac¸a˜o em Matlab, que se revelou
lenta.
A princ´ıpio e´ definido o tamanho da janela de processamento, a frequeˆncia de amos-
tragem do sinal de entrada, a frequeˆncia das 16 frequeˆncias criticas, o ITD ma´ximo, o
ILD ma´ximo, o limiar c0 e o limiar de energia.
Atrave´s do tamanho da janela de processamento n e do tamanho do atraso m e´
alocada a memoria na CPU e na GPU. n e m sa˜o directamente proporcionais ao uso
de memo´ria.
De seguida sa˜o inicializados em CPU os coeficientes da transformada de Hilbert,
os coeficientes do filtro FIR passa-baixo com frequeˆncia de corte 425Hz, referentes a`
traduc¸a˜o neuronal e realizada a co´pia para a memo´ria global da GPU. E´ realizada a
FFT dos coeficientes atrave´s da biblioteca (24, CUFFT), de forma a esta ser realizada
apenas uma vez no decorrer do programa. Aqui sa˜o tambe´m inicializados os coeficientes
do banco de filtros gammatone.
3.2.1 Traduc¸a˜o Neuronal
Nesta secc¸a˜o e´ explicada a implementac¸a˜o do mo´dulo de traduc¸a˜o neuronal de
acordo com a figura 3.6 baseado na figura 2.4.
O processo de paralelizac¸a˜o em linguagem CUDA e´ realizado atrave´s de uma grelha,






bloco = (64, 1) (3.2)
Onde 64 e´ o numero de threads, n o tamanho da janela pre´-definida e 32 os 16 canais
x1 e 16 canais x2.
Os dados de sa´ıda do banco de filtro gammatone sa˜o copiados para a memo´ria global
da GPU. De seguida e´ aplicada a transformada de Hilbert, onde se recorre ao domı´nio
da frequeˆncia, utilizando a FFT, pois uma convoluc¸a˜o consome muitos recursos. No
domı´nio da frequeˆncia e´ aplicada a multiplicac¸a˜o de n em n e por fim a IFFT. A IFFT
origina valores reais e imagina´rios, sendo preciso extrair a magnitude ponto a ponto.
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Figura 3.6: Diagrama demostrativo do mo´dulo traduc¸a˜o neuronal. Aplicada a` sa´ıda do
banco de filtro gammatone a transformada de Hilbert, realizada a compressa˜o em envelope
e finalmente aplicado o filtro FIR passa baixo de frequeˆncia de corte 425Hz.
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Para se efectuar a compressa˜o e´ efectuado o exponencial a todas as amostras dos
sinais por um factor de 0.23 e ao resultado e´ multiplicado o sinal proveniente do banco
de filtros gammatone. De seguida e´ realizada uma rectificac¸a˜o de meia onda, onde sa˜o
verificadas as amostras que possuem valor superior a zero e, em caso de existirem, e´
reposto o seu valor original a zero. Posteriormente e´ aplicado um exponencial de factor
2 de forma a aumentar a energia.
Finalmente e´ aplicado o filtro FIR passa-baixo com frequeˆncia de corte 425Hz.
E´ utilizado o domı´nio da frequeˆncia pelo mesmo motivo a quando da transformada
de Hilbert. Sa˜o realizadas as 32 FFT’s dos envelopes resultantes da compressa˜o e
rectificac¸a˜o e e´ aplicada a multiplicac¸a˜o ponto a ponto com a FFT pre´-calculada na
inicializac¸a˜o do programa, e de seguida a IFFT e ca´lculo da magnitude. Obteˆm-se 16
Nerve Firing x1 e 16 Nerve Firing x2.
3.2.2 Processador Binaural
Os operadores a12(n,m), a11(n,m) e a22(n,m) conteˆm valores de decadeˆncia α da
amostra anterior em relac¸a˜o a` amostra actual a ser calculada. Este processo e´ simples
em processamento sequencial, sendo algo complexo em computac¸a˜o paralela. A soluc¸a˜o
encontrada para o ca´lculo em paralelo foi dividir as equac¸o˜es 2.5, 2.6 e 2.7, nas equac¸o˜es
3.3, 3.4 3.5, 3.6, 3.7 e 3.8 de forma a realizar os ca´lculos sem e com dependeˆncias
separadamente sendo as equac¸o˜es resultantes as seguintes:
a12prefix(n,m) = αx1(n−maxm, 0)x2(n−max{−m, 0}), (3.3)
a11prefix(n,m) = αx1(n−maxm, 0)x1(n−max{m, 0}), (3.4)
a22prefix(n,m) = αx2(n−max−m, 0)x2(n−max{−m, 0}). (3.5)
a12(n,m) = a12prefix(n,m) + (1− α)a12prefix(n− 1,m), (3.6)
a11(n,m) = a11prefix(n,m) + (1− α)a11prefix(n− 1,m), (3.7)
a22(n,m) = a22prefix(n,m) + (1− α)a22prefix(n− 1,m). (3.8)
As equac¸o˜es 3.3, 3.4 e 3.5 sa˜o implementadas com uma grelha representada na






, 2m+ 1) (3.9)
bloco = (64, 1) (3.10)




1(n−max{m, 0}) + (1− α)L1(n− 1,m), (3.11)
L2prefix(n,m) = αx
2
2(n−max{m, 0}) + (1− α)L2(n− 1,m). (3.12)
L1(n,m) = L1prefix(n,m) + (1− α)L1prefix(n− 1,m), (3.13)
L2(n,m) = L2prefix(n,m) + (1− α)L2prefix(n− 1,m). (3.14)
Com a grelha 3.9, e cada bloco com o numero de threads representado na equac¸a˜o
3.10 sa˜o realizados os ca´lculos da equac¸a˜o 3.11 e 3.12.
Atrave´s da biblioteca Thrust (37) e´ feita a soma de prefixos existente nas equac¸o˜es
3.6, 3.7, 3.8, 3.13 e 3.14.
Finalmente utilizando uma grelha representada na equac¸a˜o 3.15 e cada bloco com
o nu´mero de threads representado na equac¸a˜o 3.16 e´ calculada a correlac¸a˜o cruzada
normalizada atrave´s da equac¸a˜o 2.4 extraindo aqui o ITD atrave´s da equac¸a˜o 2.9 e o
IC atrave´s da equac¸a˜o 2.10. Apo´s o ca´lculo da equac¸a˜o 2.9 e´ conhecida a posic¸a˜o m
onde se encontra o ma´ximo da func¸a˜o de correlac¸a˜o cruzada normalizada 2.4 sendo este





bloco = (64, 1) (3.16)







































Figura 3.7: Diagrama demostrativo do processador binaural. Ca´lculo de prefixos das
equac¸o˜es 3.6, 3.7, 3.8, 3.13 e 3.14, soma de prefixos, ca´lculo da func¸a˜o de correlac¸a˜o cruzada
normalizada, extracc¸a˜o do IC e ITD, seguido do ca´lculo do ILD e da energia.
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3.2.3 Selecc¸a˜o de amostras
De acordo com a equac¸a˜o 2.15 sa˜o eliminados os ecos atrave´s do limiar c0 definido
inicialmente. No in´ıcio do programa o utilizador pode introduzir um valor de limiar de
energia, onde as amostras sa˜o consideradas a partir desse limiar.
Utiliza-se uma grelha representada na equac¸a˜o 3.15 e cada bloco tem um nu´mero
de threads representado na equac¸a˜o 3.16 e e´ feita a selecc¸a˜o do seguinte modo:
• Atrave´s da equac¸a˜o da energia 2.14, e´ verificado se cada amostra e´ superior limiar
ao definido no in´ıcio do programa e, se o IC e´ superior ao limiar c0, no caso de
o IC ou o p(n) menor que os limiares, a amostra na˜o e´ considerada e o seu valor
original e´ reposto a zero. Este processo e´ repetido paralelamente para todas as
amostras.
• As amostras resultantes apo´s as condic¸o˜es consideradas anteriormente sa˜o usadas
para estimar o histograma do ITD e determinar os 16 histogramas dos ILDs. Para
a implementac¸a˜o dos histogramas em linguagem CUDA e´ utilizada a biblioteca
Histogram (31). Cada histograma possui 256 intervalos discretos e onde e´ poss´ıvel
distinguir a frequeˆncia de ocorreˆncias existentes no ITD e nos ILD’s em cada
intervalo discreto.
• A cada bloco de n amostras e´ criada uma PDF para o ITD e 16 PDFs para os
ILDs. Posteriormente e´ identificado o ma´ximo de cada uma das PDFs atrave´s
da uma func¸a˜o existente na biblioteca Thrust (37) que calcula o ma´ximo global,
extraindo assim 1 ITD e 16 ILDs a cada bloco de n amostras processadas. Por
fim estes valores sa˜o copiados para a memo´ria da CPU e armazenados em disco.
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Neste cap´ıtulo apresentam-se os resultados da implementac¸a˜o do modelo de in-
dicac¸o˜es binaurais, e faz-se a comparac¸a˜o entre os resultado obtidos com a imple-
mentac¸a˜o em Matlab (fallaer).
Para obter um ITD e 16 ILD’s sa˜o executados os seguintes passos:
• Obtenc¸a˜o dos sinais do microfone esquerdo e microfone direito atrave´s do servidor
de a´udio de baixa lateˆncia (29, JACK Connection Kit).
• Co´pia de amostras em CPU com o cliente existente em (29).
• Aplicac¸a˜o de filtro Gammatone (4 filtros IIR) para as 16 bandas cr´ıticas.
• Co´pia de amostras para memo´ria global da GPU.
• Transformada de Hilbert a 32 bandas (16 para cada microfone) aos dados de sa´ıda
do banco de filtros Gammatone.
• Compressa˜o em envelope e rectificac¸a˜o de 32 bandas.
• Filtragem passa-baixo de 32 bandas.
• Ca´lculo de 16 bandas de elementos a12prefix(n,m), a11prefix(n,m), a22prefix(n,m),
L1prefix(n,m), L2prefix(n,m).
• Soma de prefixos de 16 bandas.
• Func¸a˜o de correlac¸a˜o cruzada normalizada (extracc¸a˜o de ITD e IC) para 16 ban-
das.
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• ILD e energia combinada para 16 bandas.
• Com o limiar c0 e o limiar da energia as amostras sa˜o rectificas para uma banda
ITD e 16 bandas ILD, no u´ltimo apenas considerado o limiar c0.
• Estimac¸a˜o de 17 histogramas (uma banda ITD e 16 bandas ILD).
• Ma´ximos globais dos 17 histogramas.
• Obtenc¸a˜o de 1 ITD e 16 ILD’s.
A implementac¸a˜o foi testada usando um Pentium Dual Core 3.4Ghz com uma GPU
NVIDIA 9800 GTX+ com 512MB de memo´ria dedicada e uma FPGA DE2 com 35000
Logic Elements, 8 MB de SDRAM e controlador Ethernet de 10/100Mb.
Nesta implementac¸a˜o para que se obtenha um resultado em tempo real, os blocos
de processamento necessitam ser maiores que 2048 amostras, ou seja, dividindo por
a frequeˆncia de amostragem de 44,1KHz, origina 34.83 ms. Um nu´mero de amostras
reduzido tem impacto na qualidade nos histogramas finais, pois existe menos informac¸a˜o
por bloco. Por fim, de forma a avaliar a efica´cia da implementac¸a˜o sa˜o comparados os
tempos das implementac¸o˜es FPGA-GPU e CPU-GPU com a versa˜o em Matlab.
A alocac¸a˜o de memo´ria ocorre apenas uma vez, tanto na CPU, como GPU e FPGA.
Sa˜o inicialmente criados os coeficientes gammatone atrave´s de 2.3 e os coeficientes do
filtro passa-baixo.
4.1 Implementac¸a˜o FPGA e GPU
De acordo com os objectivos a implementac¸a˜o e´ realizada em FPGA e GPU, onde
o banco de filtros gammatone e´ implementado em FPGA, a traduc¸a˜o neuronal, proces-
sador binaural e selecc¸a˜o de amostras e´ realizada em linguagem CUDA.
Na tabela 4.1 sa˜o demonstrados os tempos de ca´lculo da implementac¸a˜o h´ıbrida
FPGA e linguagem CUDA em func¸a˜o do tamanho do bloco de processamento.
Como se pode verificar pela tabela 4.1 o peso temporal da FPGA e´ elevado. Na
figura 4.1 e´ demonstrada a proporc¸a˜o temporal em FPGA para um bloco de 3072
amostras, estando os valores discriminados na tabela 4.2. Na figura 4.1 representa-se o
gra´fico de proporc¸a˜o temporal da implementac¸a˜o FPGA.
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Nu´mero de amostras Tempo de ca´lculo Tempo de ca´lculo Total
por bloco por bloco FPGA por bloco GPU FPGA+GPU
512 2,3s 0,017s 2,317s
1024 4,58s 0,022s 4,602s
2048 9,14s 0,034s 9,172s
3072 13,69s 0,045s 13,735s
4096 18,21s 0,056s 18.266s
8192 36,41s 0,102s 36.512s
Tabela 4.1: Tempos de ca´lculo da implementac¸a˜o h´ıbrida FPGA e GPU. O tempo de
ca´lculo com a FPGA revelou-se bastante lento devido ao tempo despendido nas comu-






Tempo de Escrita/Leitura do
hardware para Nios II
Figura 4.1: Proporc¸a˜o temporal para o ca´lculo de um bloco de 3072 amostras. Os
tempos de comunicac¸a˜o Ethernet revelam um consumo temporal de 95%, a escrita/leitura
no hardware 5%. Os ca´lculos em hardware revelaram um peso, em percentagem, diminuto
quando comparado com os outros dois pesos.
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Comunicac¸o˜es Ethernet 12,89s
Tempo de Escrita/Leitura entre o hardware e o NIOS II 0,66s
Hardware 0,016s
Tabela 4.2: Tempos de ca´lculo discriminado da implementac¸a˜o h´ıbrida FPGA e GPU
para um bloco de 3072 amostras. Devido ao tempo despendido nas comunicac¸o˜es Ethernet
o tempo de escrita e leitura para o hardware, esta implementac¸a˜o revelou-se lenta.
Hardware FPGA 0,016s
CPU 0,00842s
Tabela 4.3: Comparac¸a˜o dos tempos de ca´lculo em Hardware FPGA e o modelo homo´logo
em CPU.
Considerando que na˜o existem comunicac¸o˜es Ethernet e leituras/escrita entre o
hardware e o Nios II, a implementac¸a˜o em FPGA a 50Mhz revelou-se mais lenta que
num CPU a 3,4Ghz. Foram realizados testes de desempenho na troca de pacotes,
revelando que o servidor de sockets possu´ıa taxas de transfereˆncia de 100KB/s, sendo
este valor inferior do que e´ necessa´rio (2canais ∗ 16 ∗ bandas ∗ 44100fs = 1.35MB/s).
Devido a` indisponibilidade de uma FPGA de alto desempenho na˜o se obtiveram os
resultados esperados, no entanto em caso de uso de uma FPGA com caracter´ısticas
superiores (8) com um frequeˆncia de relo´gio de 400MHz (8 vezes superior a` utilizada
no presente trabalho) integrada no computador atrave´s de uma interface PCI-Express,
permitiria um tempo de ca´lculo substancialmente inferior.
4.2 Implementac¸a˜o CPU e GPU
Na presente secc¸a˜o e´ demonstrada a implementac¸a˜o do banco de filtros gammatone
em CPU e os restantes mo´dulos em GPU.
Na figura 4.2 e´ poss´ıvel visualizar o gra´fico de tempos de computac¸a˜o em func¸a˜o
do nu´mero de amostras por bloco de processamento realizado a uma frequeˆncia de
amostragem de 44,1 KHz.
Na tabela 4.4 sa˜o demonstrados os tempos de ca´lculo da implementac¸a˜o CPU e
GPU para blocos com diferentes nu´meros de amostras, onde se verifica que a partir de
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2048 amostras por bloco se obte´m um resultado em tempo real. O tempo de ca´lculo
por bloco e´ adquirido atrave´s da me´dia do nu´mero de blocos utilizados, o tempo de
necessa´rio para o tempo real e´ a adquirido conforme o tamanho do bloco, e por u´ltimo
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Número de amostras por bloco 
Figura 4.2: Tempos de ca´lculo da implementac¸a˜o CPU e GPU em func¸a˜o do nu´mero de
amostras por bloco de um ficheiro com 31,5 segundos.
Conforme pode ser observado na figura 4.3, o consumo de tempo de maior dimensa˜o
refere-se a` soma de prefixos, com um tempo total de 31,6ms, representando 55% do
tempo total da computac¸a˜o do ITD e dos 16 ILDs.
Da figura 4.4 observa-se que existe um speedup elevado da implementac¸a˜o em CPU-
GPU em relac¸a˜o a` implementac¸a˜o sequencial em Matlab. Devido ao tempo consumido
pelas comunicac¸o˜es Ethernet e o tempo de escrita/leitura entre o hardware e o NIOS II
a implementac¸a˜o FPGA-GPU revelou-se mais lenta que a implementac¸a˜o em Matlab.
Considerando nulas as comunicac¸o˜es ethernet e lateˆncia de escrita/leitura na imple-
mentac¸a˜o FPGA-GPU, o speedup poderia atingir 71x, 15x menor que a implementac¸a˜o
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Proporção temporal para bloco de 3072 
amostras  
1) Obtenção de  amostras em CPU (0,03ms)
2) Filtragem Banco de filtros Gammatone
(8,42ms)
3) Cópia para GPU (0,57ms)
4) Tranformada de Hilbert (0,52ms)
5) Compressão em envelope (0,39ms)
6) Filtragem passa-baixo (0,43ms)
7) Cálculo de 16 bandas (preparação para
prefixos) (6,67ms)
8) Soma de prefixos (31,6ms)
9) Correlação Cruzada Generalizada -
extracção ITD e IC (0,5ms)
10) Extracção ILD e Energia combinada
(0,49ms)
11) Aplicar limiar C0 e limiar de energia
combinada (0,42ms)
12) Histogramas (PDFs) (3,19ms)
13) Máximos globais (3,4ms)
Figura 4.3: Proporc¸a˜o temporal entre os va´rios esta´gios do ca´lculo do ITD e dos ILDs de
16 bandas de frequeˆncia. Neste gra´fico e´ demonstrado o peso de cada passo, em percenta-
gem. O oitavo passo e´ o que tem mais peso no tempo de computac¸a˜o, representando 55%
do tempo total.
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Nu´mero de Nu´mero de Tempo de Tempo de Tempo necessa´rio Taxa
amostras ca´lculo para de
por bloco blocos ca´lculo por bloco tempo-real processamento
512 2752 50,700s 18,42ms 11,61ms 86,13Hz
1024 1376 35,170s 25,56ms 23,22ms 43,06Hz
2048 688 27,549s 40,04ms 46,43ms 21,53Hz
3072 458 24,883s 53,33ms 69,65ms 14,35Hz
4096 344 23,189s 67,41ms 92,87ms 10,76Hz
8192 172 21,497s 124,98ms 185,76ms 5,38Hz
Tabela 4.4: Tempos de processamento para blocos com diferentes nu´meros de amostras,
utilizando um ficheiro com 31.95 segundos de som. O tempo de ca´lculo por bloco e´ adquirido
atrave´s da me´dia do nu´mero de blocos utilizados, o tempo de necessa´rio para o tempo real
e´ a adquirido conforme o tamanho do bloco, e por u´ltimo a taxa de processamento e´ o
tempo necessa´rio para tempo real em hertz.
CPU-GPU, pore´m com uma FPGA de 400MHz em vez de 50MHz o speedup seria
superior a` implementac¸a˜o CPU-GPU.
45
4. RESULTADOS E DISCUSSA˜O
 
0 20 40 60 80 100
FPGA e GPU
Matlab









Figura 4.4: Speedup das diferentes implementac¸o˜es realizadas para o modelo. A imple-
mentac¸a˜o em CPU e GPU possui um speedup de 86,0x em relac¸a˜o a` implementac¸a˜o em
Matlab. Na˜o sendo consideradas as comunicac¸o˜es ethernet e lateˆncia de escrita/leitura na
implementac¸a˜o FPGA-GPU, um speedup poderia atingir 71x.
4.3 Resultados experimentais
E´ lido um ficheiro a´udio este´reo com aproximadamente 30 segundos onde se encontra
registada uma voz a repetir “Nicole, look at me” aproximadamente a cada 3 segundos,
sendo tambe´m registadas outras vozes pro´ximas da cabec¸a robo´tica, vindas de diferentes
lugares do laborato´rio. O orador encontra-se posicionado no lado direito e move-se
lentamente para o centro, continuando a mover-se para a esquerda e finalmente voltando
ao centro.
Utilizando blocos de 3072 amostras, correspondendo aproximadamente a 69,65 ms
a uma frequeˆncia de amostragem de 44100Hz. O valor ma´ximo do ITD pode ser
estimado conforme a distaˆncia dos microfones, ≈ 18cm, dividindo pela velocidade do
som, ≈ 340m/s, originando um valor de ITD ma´ximo de 0.529ms.
Seguem-se os resultados detalhados de um bloco de processamento para a frequeˆncia
cr´ıtica de 500Hz, onde e´ evidenciado o me´todo do algoritmo para estimar a localizac¸a˜o.
Na figura 4.5 apresenta-se os gra´ficos do quinto bloco do ficheiro de a´udio contendo
3072 amostras, e´ escolhido este nu´mero de amostras para que se obtenha uma taxa de
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aquisic¸a˜o de dados de ≈ 15Hz.






























Figura 4.5: Som de entrada esquerdo e direito para um bloco de 3072 amostras.
Aos dados de entrada apresentados na figura 4.5 e´ aplicado o banco de filtros gam-
matone com frequeˆncia cr´ıtica de 500 Hz. Ao aumentar a frequeˆncia cr´ıtica, a sa´ıda do
banco de filtros gammatone tera´ uma amplitude menor e uma frequeˆncia mais acentu-
ada.








































Figura 4.6: Aplicac¸a˜o dos filtros gammatone aos dados de entrada. O gra´fico do lado
esquerdo representa a sa´ıda da filtragem gammatone dos dados do microfone esquerdo e
gra´fico do lado direito representa a sa´ıda da filtragem gammatone dos dados do microfone
direito.
Na figura 4.7 sa˜o apresentados os resultados ao aplicar-se a traduc¸a˜o neuronal ao
sinal de sa´ıda da filtragem gammatone 4.6.
Apo´s a traduc¸a˜o neuronal, realiza-se a correlac¸a˜o cruzada generalizada, extraindo
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Figura 4.7: Resultado da traduc¸a˜o neuronal.
o seu ma´ximo instantaˆneo 2.10, os resultados obtidos sa˜o apresentados na figura 4.8.
Daqui obte´m-se a coereˆncia interaural, onde o limiar c0 = 0.9 e considera-se o limiar
de energia = 0.006 2.14.





































Figura 4.8: Gra´fico da coereˆncia interaural e energia combinada. No gra´fico da esquerda
a linha a verde corresponde ao limiar de c0 = 0.9 e no gra´fico da direita a linha a vermelho
representa o limiar de energia = 0.006 2.14.
Com os dados calculados da correlac¸a˜o cruzada normalizada aplicam-se as equac¸o˜es
2.9 e 2.11 e obte´m-se o ITD e o ILD para uma banda de frequeˆncia de 500Hz, sendo os
gra´ficos com o resultado apresentados na figura 4.9.
Com o ITD e o ILD obtido e os limiares de c0 = 0.9 e energia = 0.006 aplica-
se a equac¸a˜o 2.15 para se efectuarem a selecc¸a˜o de amostras. Neste exemplo so´ sa˜o
consideradas as amostras, tanto para o ITD, como para o ILD que ultrapassem os
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Figura 4.9: Resultado do ITD apresentado no gra´fico do lado esquerdo e do ILD apre-
sentado no gra´fico do lado direito.
limiares c0 = 0.9 de coereˆncia interaural (IC) e de energia = 0.006; caso na˜o ultrapassem
o seu valor e´ reposto a zero e na˜o contando para a func¸a˜o de densidade de probabilidade.



















































Figura 4.10: ITD e ILD rectificados. Depois de efectuada a selecc¸a˜o de amostras obte´m-
se o ITD apresentado no gra´fico do lado esquerdo e o ILD apresentado no lado direito.
Apenas sa˜o consideradas as amostras que ultrapassem os dois limiares obtidos conforme
demonstrado na figura 4.8.
Dos dados obtidos da selecc¸a˜o de amostras e´ realizado o histograma do ITD e do
ILD de resoluc¸a˜o 256 intervalos discretos, sendo os histogramas apresentados na figura
4.11.
Para verificar a precisa˜o do modelo implementado os resultados para o ITD e o
ILD obtidos em Matlab sa˜o demonstrados na figura 4.12 para os mesmos paraˆmetros
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Figura 4.11: Histograma do ITD representado do lado esquerdo e o do ILD apresentado
do lado direito, utilizando a implementac¸a˜o proposta neste trabalho.
e comparando com a figura 4.11 onde se apresentam os resultados da soluc¸a˜o apresen-
tada nesta dissertac¸a˜o, verifica-se que tanto o ITD como o ILD sa˜o semelhantes. Estes
histogramas na˜o possuem caracter´ısticas exactamente iguais, em comparac¸a˜o imple-
mentac¸a˜o em Matlab, devido a` sa´ıda da soma de prefixos em GPU ser realizada como
mu´ltiplas subsomas em paralelo (27), estas subsomas podem alterar ligeiramente o si-
nal, pore´m na˜o existe uma influeˆncia acentuada no sinal final (vis´ıvel na figura 4.16),
existindo uma localizac¸a˜o pro´xima da posic¸a˜o real.




















































Figura 4.12: Histograma do ITD representado do lado esquerdo e o do ILD apresentado
do lado direito, para a versa˜o em Matlab.
Apo´s a selecc¸a˜o de amostras, sa˜o calculados os ma´ximos do histograma do ITD,
um por cada bloco processado atrave´s dos dados obtidos da implementac¸a˜o CPU-GPU
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e desta forma adquirir a localizac¸a˜o em func¸a˜o da diferenc¸a de fase do sinal dos dois
microfones. E´ poss´ıvel visualizar o padra˜o de deslocamento do orador, onde ele comec¸a
na esquerda, desloca-se para a centro, continua para a direita e finalmente volta ao
centro, demonstrado na figura 4.13 os valores reais para os primeiros 21 segundos do

















Figura 4.13: Vista superior referente a` posic¸a˜o do orador em func¸a˜o do tempo decorrido,
de 0 segundos a 21 segundos. A cada 3 segundos o orador desloca-se aproximadamente 15
graus para direita.
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onde 90 e´ o azimute ma´ximo em graus, o ITDHistmax o ma´ximo do histograma ITD
para cada bloco processado e o ITDmax = 0.529.
























Figura 4.14: Azimutes detectados correspondentes ao ma´ximo dos histograma ITD, por
cada bloco processado ao longo do tempo do ficheiro, para os limiares c0 = 0.9 e energia=
0.006. E´ convertido o ma´ximo do histograma ITD para azimute atrave´s da formula 4.1. Os
pontos azuis correspondem ao resultado da implementac¸a˜o e a linha preta os valores reais
da posic¸a˜o. Verifica-se que o orador desloca-se do lado esquerdo para o centro, do centro
para o lado direito e depois volta ao centro.
Da figura 4.15 onde c0 = 0.9 e o limiar de energia= 0.001, verifica-se que com
estes valores a precisa˜o do ca´lculo do ITD diminui, pois mais amostras ultrapassam os
limiares, ou seja, va˜o ser considerados ecos para o ca´lculo do ITD.
Da figura 4.16 onde c0 = 0.998 e o limiar de energia= 0.001, verifica-se que com
estes valores a precisa˜o do ca´lculo do ITD aumenta. Atrave´s deste gra´fico verifica-se que
o orador fala a cada 3 segundos, comec¸a do lado esquerdo, desloca-se para o centro,
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Figura 4.15: Azimutes detectados correspondentes ao ma´ximo dos histograma ITD, por
cada bloco processado ao longo do tempo do ficheiro, para os limiares c0 = 0.9 e energia=
0.001. E´ convertido o ma´ximo do histograma ITD para azimute atrave´s da formula 4.1.
Os pontos azuis correspondem ao resultado da implementac¸a˜o e a linha preta os valores
reais da posic¸a˜o. Com estes valores dos limiares verifica-se que a precisa˜o diminui e va˜o
ser consideradas amostras que representam ecos.
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continuando ate´ atingir o lado direito e finalmente volta para o centro, com isto se
mostra que os ITD estimados pelo sistema reflectem os valores verdadeiros de azimute,
demonstrando assim a robustez do sistema face a` posic¸a˜o real do orador.
























Figura 4.16: Azimutes detectados correspondentes ao ma´ximo do histograma ITD, por
cada bloco processado ao longo do tempo do ficheiro, para os limiares c0 = 0.998 e
energia= 0.001. E´ convertido o ma´ximo do histograma ITD para azimute atrave´s da
formula 4.1. O pontos azuis e´ o resultado da implementac¸a˜o e a linha preta os valores reais
da posic¸a˜o. Com estes valores dos limiares verifica-se que a precisa˜o aumenta e e´ vis´ıvel a
melhoria no padra˜o de localizac¸a˜o. Esta visualizac¸a˜o e´ a que mais se aproxima dos valores
reais, descrevendo o seguinte padra˜o: o orador fala a cada 3 segundos, comec¸ando no lado
esquerdo (valores negativos), seguindo para o centro, continuando para a esquerda(valores
positivos) e voltando finalmente ao centro.
A figura 4.17 demonstra o padra˜o da probabilidade dos ILDs em func¸a˜o da frequeˆncia
para um bloco de processamento. Para determinar os ILDs com frequeˆncias superiores
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a 500Hz so´ sa˜o considerados os dados provenientes da coereˆncia interaural. E´ utilizado
o limiar c0 = 0.6 para uma frequeˆncia de 500Hz com aumentos de 0.022 do limiar c0 ao
longo das frequeˆncias, ou seja, atingindo um valor de c0 = 0.952 para a frequeˆncia de
5120Hz, pois a filtragem gammatone diminui de amplitude em func¸a˜o da frequeˆncia,
resultando em ICs mais pro´ximos de um e energias mais pro´ximas de zero. Assim a
energia na˜o e´ considerada em frequeˆncias superiores a 500Hz. O intervalo de frequeˆncias















Figura 4.17: Resultado dos ILDs para as 16 bandas de frequeˆncias de 500Hz a 5120Hz,
para o quinto bloco do ficheiro de 31,9 segundos de a´udio. E´ poss´ıvel verificar que os ILDs
se concentram em torno do centro.
Na figura 4.18 apresentam-se os resultados obtidos para os ILDs com um intervalo
de frequeˆncias de 500Hz a 5120Hz, para os 31,9 segundos de au´dio.
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Figura 4.18: Gra´fico do ma´ximo de cada um dos histogramas de 16 freuencias ILD em
func¸a˜o do tempo decorrido. O resultado dos 16 ILDs com bandas de frequeˆncias, de 500Hz
a 5120Hz, para os 31,9 presentes no ficheiro de au´dio este´reo. Neste caso os ILDs tambe´m
possuem valores pro´ximos do centro, revelando assim resultados coerentes em relac¸a˜o a`
figura 4.17
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5Conclusa˜o e trabalho futuro
Nesta dissertac¸a˜o apresentou-se duas implementac¸o˜es h´ıbridas – com uma FPGA
(Field Programming Gate Array) ou CPU, e GPU (Graphic Processing Unit) – de um
algoritmo que detecta sinais interaurais para localizac¸a˜o espacial de fontes sonoras em
cena´rios acu´sticos naturais.
Conseguimos assim obter como resultado dados de sa´ıda pro´ximos da implementac¸a˜o
em Matlab extraindo ainda uma aproximac¸a˜o dos azimutes da posic¸a˜o real orador,
atrave´s do ITD. Foi considerado o limiar de coereˆncia interaural (c0) e o limiar de
energia na secc¸a˜o dos resultados e discussa˜o para obter o azimute mais aproximado da
posic¸a˜o real do orador em determinado instante temporal, fazendo-o de duas formas:
mantendo constante a energia, e variando o c0, e variando a energia e mantendo cons-
tante o c0, resultando num valor para o limiar da coereˆncia interaural c0 = 0.998 e num
limiar de energia de 0.001.
A maior dificuldade foi, sem du´vida, conseguir um sistema que possu´ısse um n´ıvel
de precisa˜o e de robustez satisfato´rio, e que atingisse as metas temporais delineadas.
Pore´m, optimizando o co´digo fonte da implementac¸a˜o este problema foi ultrapassado.
E´ disponibilizado no apeˆndice A um conjunto de instruc¸o˜es e explicac¸o˜es relativas
a` implementac¸a˜o Ethernet no dispositivo FPGA e no apeˆndice B para as comunicac¸o˜es
entre o processador embutido Nios II e o hardware da FPGA. No apeˆndice C encontra-
se um guia de utilizador para investigadores que desejem usufruir desta implementac¸a˜o
e possam obter ajuda no uso do sistema. Podera˜o ser efectuadas optimizac¸o˜es ou
modificac¸o˜es facilitando assim a integrac¸a˜o da implementac¸a˜o em sistemas de maior
dimensa˜o.
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Em refereˆncia a`s soluc¸o˜es pra´ticas apresentadas de paralelizac¸a˜o do modelo de loca-
lizac¸a˜o. Uma das implementac¸o˜es foi realizada recorrendo a uma FPGA e a uma GPU
utilizando a linguagem CUDA, onde se obtiveram resultados mais lentos do que o es-
perado, na˜o cumprindo os requisitos para atingir tempo real. Na outra implementac¸a˜o
recorreu-se a uma CPU e a uma GPU utilizando a linguagem CUDA que se revelou
significativamente melhor que a implementac¸a˜o FPGA-GPU, com um resultado em
tempo-real para um nu´mero de amostras por bloco de processamento superior a 2048.
No caso da implementac¸a˜o utilizando uma FPGA e uma GPU propo˜e-se, como traba-
lho futuro, a implementac¸a˜o numa FPGA com melhores caracter´ısticas que a utilizada
neste presente trabalho, tendo uma interface de comunicac¸a˜o de elevado desempenho,
como o PCI-Express, e ainda a implementac¸a˜o de acesso directo a` memo´ria (DMA)
reduzindo assim o peso das comunicac¸o˜es e escritas/leituras no tempo de computac¸a˜o
total.
No futuro imediato, propo˜e-se a ligac¸a˜o do mo´dulo de estimac¸a˜o binaural implemen-
tado neste trabalho ao sistema apresentado na figura 1.2, de forma a poder obter um
sistema robusto de alto de´bito de localizac¸a˜o espacial binaural em tempo-real. Propo˜e-
se ainda no me´dio prazo a implementac¸a˜o do modelo desenvolvido por (21), sendo
poss´ıvel localizar e separar fontes sonoras atrave´s de modelos Gaussianos da func¸a˜o de
densidade de probabilidade fornecidos na soluc¸a˜o pra´tica desenvolvida ao longo deste
trabalho.
Como trabalho futuro propo˜e-se o uso de uma GPU NVIDIA com capacidade de
computac¸a˜o CUDA superior a 2.0, tendo a implementac¸a˜o de ser alterada para que se
obtenha o ma´ximo desempenho atrave´s da ocupac¸a˜o de todos os recursos existentes na
GPU, ja´ que o limite de threads em cada bloco e´ de 1024, em vez dos 512 threads por
cada bloco da GPU usada neste trabalho.
Por fim este software sera´, num futuro pro´ximo, usado de forma integrada em baixo
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Apeˆndice A
Tutorial Ethernet FPGA -
Controlador DM9000a
Segue-se um guia para implementar Ethernet na FPGA com o controlador DM9000a,
sa˜o evidenciados todos os passos em Quartus, SOPC, e NIOS II Eclipse. Para utili-
zar este guia e´ necessa´rio obter o ficheiro comprimido que conte´m todos os ficheiros
indispensa´veis para a implementac¸a˜o.
Quando conclu´ıdo o guia, e´ necessa´rio implementar o cliente remoto, na˜o inclu´ıdo
neste anexo devido a` facilidade de implementac¸a˜o. Quando a ligac¸a˜o e´ estabelecida
entre FPGA e Host, e´ poss´ıvel acender os leds vermelhos a partir do cliente, sendo
tambe´m poss´ıvel terminar o servidor(FPGA).
A.1 Quartus
A.1.1 Criar novo projecto
• Criar um projecto em que o caminho das pastas na˜o contenha espac¸os.
A.1.2 Correr SOPC Builder
• Menu Tools – SOPC builder.
A.2 SOPC
• Dar o nome ao projecto SOPC: NiosSystem.
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• Selecionar VHDL.
A.2.1 Criar um processador
• No lado esquerdo ir a processor, duplo clique em Nios II Processor.
 
Figura A.1
Passos a seguir na figura A.1.
• Na tabulac¸a˜o Caches and Memory Interface alterar os seguintes campos:
• Instruction Cache: 8Kbytes.
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A.2 SOPC
• Marcar Enable Bursts.
• Data cache:8Kbytes.
• Data cache line size:32Kbytes
• Marcar Enable Bursts e clique Finish.
• Alterar nome do componente para cpu.
A.2.2 Adicionar memo´ria SDRAM
Menu Memories and Memory controller – SDRAM – Duplo clique em SDRAM
Controller :
Passos a seguir na figura A.2.
• Selecionar Custom no menu Presets.
• Alterar address with para 16bits.
• Clique Finish.
• Alterar nome do componente para sdram.
A.2.3 Conectar memo´ria ao CPU
• Clique duas vezes em CPU.
Passos a seguir na figura A.3.
• Tabulac¸a˜o Core Nios II – Em Reset Vector e Exeption Vector : Selecionar Sdram.
• Clique Finish.
A.2.4 Adicionar memo´ria Flash
Menu Memories and Memory controller – Flash – Flash Memory Int (CFI).
Passos a seguir na figura A.4.
• Address: 22bits.
• Data With: 8bits.
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Figura A.2
Na tabulac¸a˜o Timing :
Passos a seguir na figura A.5.
• Setup: 40.





• Unit : ns e clique Finish.
No SOPC alterar nome do componente para ext flash.
A.2.5 Adicionar Tristate Bridge
Menu Bridges and Adapters – Memory Mapped – Duplo clique em Avalon-MM
Tristate Bridge.
• Clique Finish.
• Ligar Tristate master ao Tristate Slave no Flash.
• Alterar nome do componente para tri state bridge.
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Figura A.4
A.2.6 Adicionar LEDS (Func¸a˜o predefinida da altrera)
Menu Peripherals – Microcontroller Peripherals – Duplo clique em PIO (Parallel
I/O).
Passos a seguir na figura A.6.
• Alterar campo With para 8 bits.
• Clique Finish.
• Alterar nome do componente para led pio.
A.2.7 Adicionar Interface JTAG UART
Menu Interface Protocols – Serial – duplo clique em JTAG UART.
• Clique Finish.





A.2.8 Adicionar relo´gio de sistema
Menu Peripherals – Microcontroller Peripherals – Duplo clique em Interval Timer.
Passos a seguir na figura A.7.
• Em Hardware options – Presents – Alterar para Full-featured.
• Clique Finish.
• Alterar nome do componente para sys clk timer.
A.2.9 Adicionar relo´gio de Alta Resoluc¸a˜o
Menu Peripherals – Microcontroller Peripherals – Duplo clique em Interval Timer.
• Em Timeout Period – Alterar para 10us.
• Counter size: 32
• Em Hardware options – Presents – Alterar para Full-featured.
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• Alterar nome do componente para high res timer.
A.2.10 Adicionar controlador de rede
• Copiar todos os ficheiros de Ethernet FPGA.rar para a pasta do projecto.
• Duplo clique em New Component....





• Abra o menu Ethernet.
• Alterar nome do componente para dm9000a inst.
Ir menu System – clique em Auto Assign Base address (agora os erros em baixo
devera˜o desaparecer, ficando apenas um warning do controlador de rede, devendo este
ser ignorado).
• Guardar como NiosSystem.
• Clique em Generate.
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Figura A.8
• Terminar SOPC builder.
A.3 Quartus
A.3.1 Adicionar ficheiros ao projecto
• NiosIIDesign.bdf.
• clkgen.v.





• Definir NiosIIDesign.bdf como Top-Level Entity – Clique no lado direito em cima
do ficheiro NiosIIDesign.bdf.
A.3.2 Atrasar fase do relo´gio 3 nanosegundos
• Criar uma megafuction– Menu Tools – MegaWizard Plug-in Manager.
• Pasta I/O – ALT PLL - com o nome altpll0.vhd.
 
Figura A.9
Passos a seguir na figura A.9.
• Em General/Modes colocar Device speed grade: 6 e inclk0: 50Mhz.
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• Deixar os outros campos como esta˜o.
 
Figura A.10
Passos a seguir na figura A.10.
• No menu Inputs/Lock – Desmarcar campos areset e locked.
Passos a seguir na figura A.11.
• No menu Output Clocks em Clock phase Shift colocar -3 e trocar deg para ns.
Passos a seguir na figura A.12.
• No menu clk c1 marcar Use this clock.
• Clique Finish.
Para finalizar a programac¸a˜o do Quartus.
• Importar pins do ficheiro fornecido: Assignments – Import Assignments - DE2 pin assignments.
• Compilar projecto.
• Programar FPGA (Aconselhado a programar a FPGA antes de iniciar o Eclipse).
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A.4 Implementac¸a˜o Nios II Eclipse
 
Figura A.11
A.4 Implementac¸a˜o Nios II Eclipse
• Abrir Nios II Eclipse.
A.4.1 Importar Workspace
Menu File – Switch Workspace – Escolher a pasta do projecto.
• Se as pastas pertencentes ao projectos na˜o derem para abrir A.13.
• Apagar as pastas originadas no Project Explorer (apenas no projecto e na˜o fisi-
camente no HDD).
• Clique no lado direito do rato na a´rea do Project Explorer.
• Clique em Import A.14.
75
A. TUTORIAL ETHERNET FPGA - CONTROLADOR DM9000A
 
Figura A.12
• Escolher General – Existing Projects into Workspace – Escolher a pasta do pro-
jecto.
A.4.2 Gerar BSP
(de cada vez que o SOPC e´ gerado e´ necessa´rio efectuar este passo)
• Clique lado direito do rato em “NiosSystem bsp” no Project Explorer.
• Menu Nios II.
• Generate BSP.
A.4.3 Limpar dados do projecto e compilar
(pode haver conflitos entre edic¸o˜es de software):
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• Clean all projects.
• Clique em Start a build immediately e Build the entire Workspace.
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Figura A.14
A.4.4 Programar o processador Nios II
• Menu Run.
• Run Configurations A.15.
• Duplo Clique em Nios II Hardware.
• Em Project Name escolher o projecto
• Na tabulac¸a˜o Target Connection clique em Ignore mismatched system ID e em
Ignore mismatched system timestamp.
• Clique Run.
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Apeˆndice B
Tutorial Integrar co´digo no
SOPC builder
Neste apeˆndice e´ abordado o me´todo de conecc¸a˜o entre software NIOS II e hardware.
Inclu´ıdo tambe´m um exemplo que liga os leds vermelhos sequencialmente da esqerda
para a direita e da direita para esquerda, atrave´s de software, mais especificamente um
ciclo. Este apeˆndice e´ dependente do apeˆndice anterior para bom funcionamento.
B.1 SOPC builder
Segue-se um exemplo para acender os 18 leds vermelhos em software.
B.1.1 Abrir SOPC builder
• Duplo clique em New component....
• Na tabulac¸a˜o HDL Files, clique em Add... e selecione o ficheiro User Logic Leds.v.
• Para adicionar uma ligac¸a˜o externa ao CPU - Na tabulac¸a˜o Signals - coluna
Interface, clique em New conduit... pertencente ao acendeled.
• Em Signal type selecione export.
• Clique em Finish e guarde o componente.
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B.1.2 Adicionar Componente de Leds
• Duplo clique em User Logic Leds.
• No menu System – clique em Auto Assign Base address.
B.1.3 Gerar co´digo
• Clique em Generate.
• Termine o SOPC builder.
B.2 Quartus
B.2.1 Substituir ficheiro NiosIIfDesign.
Passos para eliminar NiosIIfDesign do projecto.
• Eliminar NiosIIfDesign na pasta do projecto e alterar nome do ficheiro. NiosIIf-
DesignLed para NiosIIfDesign.
• Adicionar NiosIIfDesign ao projecto no Quartus.
• Programar FPGA.
B.3 Nios II Eclipse
B.3.1 Gerar BSP
• Clique lado direito do rato em NiosSystem bsp no Project Explorer.
• Menu Nios II.
• Generate BSP.
B.3.2 Integrar co´digo para acender LEDS
• Abrir ficheiro iniche init.c.
• Na func¸a˜o main adicionar o co´digo B.1.
• Guardar alterac¸o˜es.
82
B.3 Nios II Eclipse
• Programar o processador Nios II.
• Menu Run.
• Duplo clique em Nios II Hardware.
• Escolher o projecto.
• Na tabulac¸a˜o Target Connection clique em Ignore mismatched system ID e em
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Apeˆndice C
Guia de utilizac¸a˜o do mo´dulo de
ca´lculo de ITD e 16 ILDs
C.1 Descric¸a˜o do programa
Primeiramente e´ perguntado ao utilizador qual o tamanho do bloco em amostras,
quais os valores dos limiares c0 e de energia, o ITD e ILD ma´ximos e a frequeˆncia de
cada uma das 16 bandas. Em seguida o programa carrega as amostras corresponden-
tes ao microfone esquerdo e direito. Como sa´ıda obte´m-se um histograma do ITD, 16
histogramas dos ILDs e os correspondentes ma´ximos dos histogramas, resultando em
um ITD e 16 ILDs. Finalmente e´ gravado em ficheiro no disco r´ıgido do computa-
dor de forma a ser futuramente tratado por outra aplicac¸a˜o. Este guia e´ referente a`
implementac¸a˜o CPU-GPU.
C.2 Estrutura geral
O programa esta´ dividido em duas partes diferentes, cada uma com a sua tarefa
espec´ıfica. Esta´ escrito em C/C++ para ser usado em conjunto com biblioteca de
leitura das amostras dos microfones JACK e a API CUDA.
C.2.1 CUDA
Todos os ca´lculos necessa´rios para executar o algoritmo sa˜o consumados na GPU
para que se obtenha o ITD e os 16 ILDs finais.
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ILDS
C.3 Hardware necessa´rio
- GPU capaz de processar CUDA com pelo menos compute capability > 1.1
C.4 Software necessa´rio
C.4.1 Sistema Operativo
O programa foi desenvolvido no sistema operativo Ubuntu 10.04 32 bits, ou seja, a
versa˜o pre´-compilada e´ para ser usada neste ambiente. E´ poss´ıvel compilar para uma
versa˜o de 64 bits, todavia o ficheiro “CMakeLists.txt” tem de ser alterado para incluir
os caminhos das bibliotecas CUDA necessa´rias para a sua compilac¸a˜o.
C.4.2 Software espec´ıfico CUDA
- E´ necessa´rio ter instalado o pacote de desenvolvimento CUDA com uma versa˜o
superior a` 3.0. Na versa˜o pre´-compilada e´ usada a versa˜o 3.2.
- Biblioteca CUDA Thrust, que se encontra por defeito instalada nas verso˜es CUDA
superiores a` 4.0.
C.4.3 Software adicional
- CMake ¿ 2.6 - e´ necessa´rio para efectuar a compilac¸a˜o caso o utilizador pretenda
efectuar mudanc¸as ao software ou na˜o possua o sistema operativo Ubuntu 10.4 32 bits.
C.5 Guia de utilizac¸a˜o do executa´vel
- Se o utilizador na˜o estiver a executar o sistema operativo Ubuntu 10.4 32 bits, o
ficheiro “CMakeLists.txt” tem de ser alterado de forma a incluir os caminhos correctos
das bibliotecas CUDA.
Executar os seguintes comandos para compilar:
• “cmake”;
• “make”.
Para correr o programa basta executar o comando “./BinauralCues”.
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C.6 Guia de integrac¸a˜o em software de terceiros
Para que seja poss´ıvel integrar o ca´lculo do ITD e dos ILDs em GPU, deve ter-se em





A func¸a˜o InitCuda aloca as varia´veis e inicializa os filtros em CPU e GPU, em que
np e´ o nu´mero de amostras por bloco, Critical_Frequency as 16 bandas de frequeˆncia,
maxitd o ITD ma´ximo.
• ShutdownCUDA();
A func¸a˜o ShutdownCUDA liberta as varia´veis alocadas inicialmente em CPU e GPU.






























Em que o maxild o ILD ma´ximo, o Micro_in1 corresponde a` entrada do microfone
direito, o Micro_in2 e´ a entrada do microfone esquerdo, o ild e´ um vector de 16
ma´ximos dos 16 histogramas ILD, o itd e´ o ma´ximo do histograma ITD, ThresholdIC
e´ o limiar c0, ThresholdPOWER e´ o limiar de energia, hist_itd e´ o histograma ITD de
resoluc¸a˜o 256 e os 16 histogramas ILD correspondem ao *hist_ild1 ate´ *hist_ild16.
C.7 Guia de acre´scimo de extenso˜es
Para que o utilizador possa acrescentar novas caracter´ısticas ao programa ou ma-
nipular as ja´ existentes, na implementac¸a˜o proposta existem um nu´cleo de func¸o˜es que
teˆm de ser cumpridas para que seja seguida a linha do modelo proposto por Faller e
Merimaa (13).
• Gammatone(int np, float *Micro_in1, float *Micro_in2,
float *in1Gamma, float *in2Gamma,
float *gain, float *A0, float *A2,
float *B0, float *B1, float *B2,
float *A11, float *A12, float *A13, float *A14);
Nesta func¸a˜o e´ efectuada a filtragem gammatone para as 16 bandas de frequeˆncia,
onde o np e´ numero de amostras a processar, o Micro_in1 corresponde a` entrada
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do microfone direito, o Micro_in2 e´ a entrada do microfone esquerdo, in1Gamma e
in2Gamma e´ sa´ıda para as 16 bandas de frequeˆncias do microfone esquerdo e direito, do
gain ate´ ao A14 sa˜o os coeficientes do filtro para 16 bandas pre´-calculadas na func¸a˜o
InitCUDA, sendo vectores de 16 elementos.
• Neural_Cp(cu_in1,cu_in2,in1_2,fft_batch,np);
• Neural_Cp(cu_in1,cu_in2,in1_2,np);
A func¸a˜o Neural_Cp converte as sa´ıdas do banco de filtros gammatone em varia´veis
complexas (fft_batch) replicando o seus valores para outra varia´vel (in1_2) de forma
a ser usado na compressa˜o em envelope.
• cufftExecC2C(plan32FFT, (cufftComplex *)fft_batch,
(cufftComplex *)fft_batch, CUFFT_FORWARD);
Seguidamente e´ realizada a FFT de 32 bandas (16 bandas do microfone direito e 16
bandas do microfone esquerdo) em paralelo atrave´s da biblioteca CUFFT.
• Neural_ComplexPointwiseMulAndScale(fft_batch,
np, 0.373f / np);
Quando realizada a FFT e´ feita a multiplicac¸a˜o ponto a ponto no domı´nio da
frequeˆncia e normalizado o resultado.
• cufftExecC2C(plan32FFT, (cufftComplex *)fft_batch,
(cufftComplex *)fft_batch, CUFFT_INVERSE);
Apo´s a multiplicac¸a˜o ponto a ponto e´ realizada a FFT inversa, obtendo-se a trans-
formada de Hilbert.
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• Neural_ABS(fft_batch,np);
Sendo posteriormente adquirida a magnitude.
• Neural_CompressEnvelope(fft_batch, in1_2,np);
Depois de conclu´ıda a extracc¸a˜o da magnitude e´ realizada a compressa˜o em envelope
com a realimentac¸a˜o do sinal proveniente do banco de filtros gammatone in1_2.
• Neural_RectifyEnvelope(fft_batch,np);
O envelope e´ rectificado atrave´s da func¸a˜o Neural_RectifyEnvelope.
• Neural_PowerOfTwo(fft_batch,np);
A` sa´ıda do envelope rectificado e´ aplicado o aumento de energia quadra´tico.
• cufftExecC2C(plan32FFT, (cufftComplex *)fft_batch,
(cufftComplex *)fft_batch, CUFFT_FORWARD);
A` sa´ıda do aumento de energia quadra´tico e´ realizada a conversa˜o para o domı´nio
da frequeˆncia.
• Neural_ComplexPointwiseMulAndScale(fft_batch,
d_filter_kernel2, np, 0.373f / np);
E´ feita a multiplicac¸a˜o ponto a ponto com os coeficientes do filtro passa-baixo.
• cufftExecC2C(plan32FFT, (cufftComplex *)fft_batch,
(cufftComplex *)fft_batch, CUFFT_INVERSE);
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• Neural_ABSFinal(cu_in1,cu_in2,fft_batch,np);
Para terminar a traduc¸a˜o neuronal e´ aplicada a FFT inversa e extra´ıdo o valor
absoluto do seu resultado.
• Processor_IC1(cu_num, cu_den1, cu_den2,
maxitds, alpha3, N2, np);
• Processor_ILD1(cu_lev1_1, cu_lev2_1,
cu_in1, cu_in2,
maxitds, alpha2, N2, np);
Realizada a preparac¸a˜o para a soma de prefixos, e´ efectuada a soma de prefixos
atrave´s da func¸a˜o inclusive_scan_by_key da biblioteca Thrust.
• Processor_IC2(cu_numRes, cu_den1Res,
cu_den2Res,cu_ic,cu_itd,index_ild, maxitds, sfreq, N2);





Depois de adquiridos os vectores ITD e ILD e´ realizada a selecc¸a˜o de amostras
























Apo´s a aplicac¸a˜o dos limiares sa˜o convertidas a varia´veis de float para int para
realizar os histogramas.
Depois e´ efectuado o ca´lculo dos histogramas do ITD e dos 16 ILDs, com recurso a`
biblioteca histogram.
Finalmente sa˜o calculados os ma´ximos dos histogramas atrave´s a biblioteca Thrust,
converte-se um valor de ITD e os 16 valores ILDs para float. O ITD e os 16 ILDs e os
seus histogramas sa˜o copiados da memo´ria da GPU para a memo´ria RAM.
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