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Introduction 20
Producing robust predictions about the future dynamics of the water cycle at local, regio nal and global scales is critically important because it is the only way to avoid or mitigate the effects of water cycle extremes (e.g. flood, drought) (IPCC, 2012) and, in the longer term, to improve our use of resources and achieve long-term adaptation to climate change (Bierkens, 2015) .
Over the 21st century, climate and hydrological regimes are predicted to undergo significant shifts in baseline variables such All model predictions have uncertainties, and linked modelling sequences have identifiable uncertainties at each step in the sequence (uncertainty propagation). In the case of a hydrological land surface modelling sequence, where climate data inputs are used to drive a simulator of the surface water cycle and land surface interactions, there are two main sources of uncertainty: data uncertainty (differences between forcing data used) and model uncertainty (differences between the simulation models). Data and model uncertainty differ greatly not just between themselves at particular locations, but also 5 between coastal and floodplain areas of the world, and remote regions with heterogeneous terrain ( We focus on the relative dominance of model uncertainty (we take this as a broadly defined measure, including uncertainty from hydrology models that simulate water dynamics, vegetation models that focus on carbon dynamics and land 10 surface models that attempt to integrate all biogeochemical cycles) and uncertainty in the precipitation product used to drive those models. In situations where model uncertainty is significant, the range of predictions possible from standard model simulations is of great importance to stakeholders and other users. If precipitation data uncertainty dominates, however, then greater attention should arguably be focused on selecting the most appropriate product to use, and perhaps additionally on interrogating the potentially sparse data base of precipitation measuring stations used by the precipitation products. 15 2016). A lack of adequate representation of flood-generation processes (both from surface and subsurface runoff) and permafrost or snow dynamics can lead to an imprecise simulation of runoff peaks in many large river basins, and a lack of proper representation of wetland evaporation and human effects such as water consumption and inter-basin transfers can lead to over-or under-estimated discharge in many basins, especially those with large semiarid regions (Bierkens, 2015; Veldkamp et al., 2018). Additionally, even though regional-scale precipitation is predominantly caused by the atmospheric moisture 25 convergence associated with large-scale and mesoscale circulations, processes operating on smaller length scales significantly modify even regional-scale dynamics, so it is to be expected that uncertainty in land surface models will depend on local topography, the presence or absence of vegetation or water bodies and, importantly, which type of precipitation is dominant at a particular point and time (cyclonic, orographic or convective, Table 1 ).
Uncertainties in land surface model simulations

Uncertainties in precipitation products 30
Precipitation is a necessary forcing input for land surface and hydrological models that is extremely challenging to estimate High precipitation extremes are not always well-characterised: Mehran and AghaKouchak (2014) reviewed the capabilities of satellite precipitation datasets to estimate heavy precipitation rates at different temporal accumulations. F or 5 example, the precipitation radar on board TRMM (Table 2) is capable of capturing moderate to heavy precipitation b ut does not detect light rain or drizzle (Huffman et al., 2007; Luo et al., 2017) .
Low precipitation extremes are also not always well-characterised: Veldkamp and Ward (2015) reviewed the advantages of different drought indices and highlighted many issues at the global scale. This relates to a more general point about remote sensing rainfall intensity: a precipitation product is more likely to record correctly that it is raining at a particular 10 location than to record correctly the amount, which is unfortunate because it is usually precipitation amount that is most important for predictive modelling of drought or flood intensity.
Accuracy of meteorological data including precipitation will be expected to be lower (and uncertainty higher) for 'real-time' precipitation products because they have not been 'blended' with raingauge or re analysis data (Table 2) (Munier et al., 2018). If a near-real time estimate of drought or flood is needed, therefore, then a cost-benefit balance arises with the end 15 user having to make a choice between up-to-date information versus lowest uncertainty (Munier et al., 2018).
The eartH2Observe project
During 2014-2018, the eartH2Observe project http://www.eartH2Observe.eu/ brought together a multinational team of modelling and Earth Observation (EO) researchers to improve the assessment of global water resources through the integration of new datasets and modelling techniques. The uncertainties d escribed above for different parts of the forcing data -land 20 surface model system have been the starting point for this investigation, and eartH2Observe has quantified these uncertainties using an ensemble of forcing data and modelling systems. The projec t aimed to provide an overall understanding of the uncertainty in the EO products and EO-driven water resources models. This understanding is needed for optimal data -model integration and for water resources reanalysis, and their use for basin scale and en d-user applications (e.g. floods, droughts, basin water budgets, stream flow simulations) (Nikolopoulos et al., 2016) . As part of eartH2Observe, and in order to make 25 progress towards this aim, in this study we asked the following two research questions:
(1) Under what circumstances can uncertainty in the prediction of water cycle quantities be attributed clearly to the model in use (model uncertainty) and/or to the precipitation product used to d rive the model (data uncertainty)?
30
(2) When uncertainty is attributable to both model and data sources, is data uncertainty generally the greater (i.e. the mode l contributes less than 50% of total uncertainty) or the lesser? 4 2 Data and methods Uncertainty in extreme event representation varies both between models used (model uncertainty) and also between satellitebased precipitation products used to drive the simulations (data uncertainty). Five of the most widely-used and well-supported precipitation data products were used in this study (Table 2 ) and five state -of-the-art land surface models and hydrological models were run using each of those forcing data products (Table 3) . This produced an ensemble of 25 estimates for each 5 output variable.
Only the precipitation forcing data for each model were allowed to vary between simu lations: the remaining nonprecipitation drivers (temperature, wind speed, radiation, etc.) were held constant across all simulations and taken from glo bal Water Resources Reanalysis 2 baseline forcing data used in other eartH2Observe projects (WRR2) (Arduini et al., 2017) . The combination of WRR2 non-precipitation drivers and the selected precipitation drivers (Table 2) (Table 2) , we restricted our analysis to latitudinal zones between 50°S and 50°N ( Fig. 1 ).
Focus on extremes
Performance was assessed in terms of the variability of evapotranspiration (ET) and surface runoff under extreme rainfall conditions (both high extremes and low extremes). We quantified the relative magnitudes of th ese uncertainties under (i) 15
varying simulation model (model uncertainty) and (ii) varying choice of precipitation product (data uncertainty). We quantified uncertainty in terms of the number of extreme events per month, with the extreme event defined as the occurrence of an extreme value for the monthly average of a given variable, and extreme defined as a value in the top/bottom 10% of the baseline distribution of values for that variable (following IPCC (2014)). Extreme event probability was calculated within each pixel for each month of the year, summed over the year and then the standard deviation (SD) taken across either the model outputs 20 or precipitation products in units of (occurrence of extreme events per year). In order to avoid spurious extremes occurring in deserts and other areas with very low variability in water cycle values, gridcells with less than 20 mm annual precipitation (multi-year mean) or <0.1 SD in their monthly precipitation across the year were excluded.
Extremes for any particular variable may only be assessed in relation to an estimate of 'normal' conditions, and for this we took a baseline distribution of values calculated at each gridcell (i.e. not globally, regionally or per biome) from an 25 average of the five simulations involving the 2000-2013 MSWEP forcing data (Beck et al., 2017a) . We took MSWEP to be our baseline product because of its high reliability and multi-source nature (satellite observations blended with reanalysis and (Table 2) . Carrying out the analysis on a month-by-month (e.g. comparing to a baseline calculated from all the Februaries in the MSWEP dataset) exclude s spurious matching in any gridcell of e.g. winter months to summer months. 30 5
Uncertainty propagation
We defined three indices of uncertainty propagation α, β and ε (Fig. 2) . These indices quantify the extent to which a given simulation model increases or augments the uncertainty introduced to its simulations via the precipitation driver inputs . The α measure quantifies the increase or decrease in uncertainty attributable to the precipitation drivers, β measures the equivalent for uncertainty attributable to the simulator model itself and ε quantifies the overall change in uncertainty over the course of 5 the simulation (Fig. 2) . Note that the quantification of absolute uncertainty in predicted quantities (Li and Wu, 2006) is not our focus: we are instead concerned with the relative contributions of data and model uncertainty in a combination setting or low depending on whether high or low extremes are being considered. The uncertainty propagation involves input uncertainty from the precipitation driver (DIU), which under the simulation is modified into the uncertainty of X when averaged across the different results obtained from using different precipitation products (DOU), but, unlike the forcing data, the simulation results have uncertainty as a consequence of the differences between simulator model used (MU) which means that total uncertainty at output level is (DOU+MU) (Fig. 2) . 25
In summary, εX,j may be understood as a measure of how much input precipitation product data uncertainty (DIU) is amplified into output uncertainty (DOU+MU) during an ensemble of simulations. Note that it is possible for (DOU+MU) to be less than DIU (i.e. to have 0.0 < εX,j < 1.0), which will occur if we have models that are broadly similar in output (i.e. similar columns in the table of Fig. 2 ) and also little variability in the responses of those models to different levels of precipita tion and/or precipitation correlates (i.e. similar rows). This may be interpreted as the ensemble models 'stabilising' the input 30 uncertainty DIU to a lower amount of uncertainty in the outputs (DOU+MU) and reinforces the interpretation of ε as a measure of the 'augmentation' of input uncertainty as a result of model calculations.. This augmentation comes from two sources: firstly, a model ensemble can produce outputs with higher sensitivity to input precipitation e.g. through a significant nonlinear 6 relationship between X and precipitation in the majority of ensemble models (α), but it must not be forgotten that higher uncertainty in the outputs may also come from the differences in non-precipitation dependencies inside these models, which may also be larger in magnitude than DIU (β). Division by zero in the case DIU=0.0 will not occur because of the masking to avoid spurious extremes in arid areas (above).
3 Results
Comparison of precipitation extreme event occurrences across the forcing precipitation products shows immediate differences both spatially ( Fig. 3 ) and between the products themselves ( Fig. 4) . Notably, the precipitation products differ in their extreme event occurrence rates, with especially TRMM-RT presenting increased rates of extreme high precipitation events across the globe and particularly GSMaP presenting increased rates of extreme low events (for uncertainty maps, see 
Scaled uncertanity
Considering firstly αX,j, the uncertainty that is directly attributable to the precipitation data products, we found that in terms of global average αX,j was mostly <1 (i.e. log10(αX,j)<0) for ET highs (58.1% vs. 41.9%) and decreased as precipitation increased 15 in all latitudinal zones except the northern tropics, but for runoff highs, αX,j increased with precipitation in all latitudinal zones except the equatorial tropics ( Fig. 5 ). Points where data uncertainty greatly increased on propagation through models (αX,j>1) occurred mostly during the prediction of low extremes (ET or runoff) and were restricted to areas with rainfall <2000 mm/y r ( Fig. 5 ). Points where data uncertainty greatly decreased on propagation through models (αX,j<0.1, log10(αX,j)<-1) occurred mostly during the prediction of runoff extremes (mostly low extremes, but also high) and were restricted to areas with rainfa ll 20 <1000 mm/yr ( Fig. 5 ). Points with high precipitation uncertainty occurred in both dry and wet environments.
Considering βX,j, the increase in model uncertainty relative to input data uncertainty, we found that βX,j was dominantly <1 (i.e. log10(βX,j)<0) for ET highs (80.1% vs. 19.8%) and decreased as precipitation increased in all latitudinal zones; for runoff highs, βX,j was also mostly <1 (55.6% vs. 44.4%) but increased with precipitation in all latitudinal zones except the equatorial tropics ( Fig. 6) . 25
The scaled increase in total (data + model) uncertainty is measured by εX,j. In all latitude zones except the northern tropics, we found that uncertainty in ET highs increased over the course of the simulation (εX,j was dominantly >1 -i.e. log10(εX,j)>0) at the great majority of locations (80.5% vs. 19.5%), though the magnitude of the increase reduced in wetter environments ( Fig. 7) . In all latitude zones except the equatorial tropics, we also found that uncertainty in runoff highs increased over the course of the simulation at the great majority of locations (76.2% vs. 23.8%), but for runoff the magnitude 30 7 increased with precipitation ( Fig. 7) . This implies that the causes of higher model uncertainty operate differentially in wet and dry environments, with dry environments being perhaps generally less well-modelled than wetter environments.
Global uncertainty
The global mean value of α is a measure of the amount a given quantity is affected as precipitation changes relative to the input precipitation data uncertainty (Eq. 1). For quantities that 'track precipitation', we would expect this to be close to 1 (e.g. 5 runoff values, Fig. 8a ), but especially in drier climates small variations in precipitation can drive much higher variation in output variables through threshold effects , so we might expect higher values in such regions (e.g. ET values, Fig. 8b ).
The global mean value of βX is a measure of the internal model uncertainty in quantity X, relative to the input precipitation data uncertainty (Eq. 2), i.e. a measure of the diversity of the calculation methods used to derive X between models. If quantity X is equally sensitive to precipitation extremes across models, we should expect low model uncertainty 10 and therefore low values of βX (e.g. under conditions where evapotranspiration and soil storage are minimal we would expect runoff highs and lows to be closely similar to precipitation highs and lows with the model introducing little modification of the input data). Our results show that evapotranspiration extremes are more sensitive to precipitation uncertainty in wet environments than dry environments (Fig. 8c ).
Globally, model uncertainty was generally less than data uncertainty (Fig. 6, Fig. 8 ). In the equatorial tropics, ET 15 prediction uncertainty was more attributable to data uncertainty, but runoff uncertainty was more attributable to model uncertainty, either indicating a wider variety of model representations of runoff generation processes within the tested models, or a greater dependence of ET estimates on precipitation inputs (Fig. 6 ).
Munier et al. (2018) found that the occurrence of flood (high runoff values) is generally more sensitive to high precipitation extremes than the occurrence of high evapotranspiration values, but that the reverse is true for low extremes. We 20 do find this in our results as a rule of thumb across all environments (e.g. (εET,high<εrunoff,high) and (εET,low>εrunoff,low) and the same for α and β in Fig. 8a ), but we also note that in very dry and very wet environments this pattern does not persist ( Fig. 8) and it also does not persist in all latitudinal zones when taken separately.
The total change in uncertainty over the course of the simulation of variable X is measured by εX,j (Eq. 3) and our values for εX,j were universally >1.0, indicating that the model simulation d oes act effectively to increase (amplify) the 25 uncertainty in the forcing precipitation data. This also implies that when a set of models is under consideration, model uncertainty is usually greater than data uncertainty. Finally, high uncertainty points for ET lows and runoff lows were disproportionately concentrated in the equatorial and southern tropics not only for εX,j but also for both components αX,j and βX,j (Fig. 5, Fig. 6 and Fig. 7; cf. Fig. 3 ).
Discussion
Model output uncertainty is always a mixture of input data uncertainty and uncertainty accumulated during the simulation (Li 2016)). In this study we have had 5 unprecedented access through the eartH2Observe project to an ensemble of simulations that has combined a selection of widely-used and validated precipitation data products with a spread of cutting edge land surface and hydrology simulation models.
Clear attribution of uncertainty to data and/or model sources
Under what circumstances can uncertainty in the prediction of water cycle quantities be attributed clearly to the model in us e 10 (model uncertainty) and/or to the precipitation product used to drive the model (data uncertainty)? Ukkola et al. (2016) found that land surface models diverged in evapotranspiration prediction during the dry season, and the results of our study strong ly support this conclusion, with our calculated envelope of uncertainty widening in drier climates across the globe for all our uncertainty measures.
We found that high data and model uncertainty points for both ET lows and runoff lows were disproportionately 15 concentrated in the equatorial and southern tropics. These zones are dominantly covered by tropical rainforests and savanna grasslands, so one possibility is that low fluxes in xeric environments are better characterised -both in data products and model characterisation -than low fluxes in these mesic and hydric environments. Data products are known to be more accurate away from areas with consistent cloud cover and a high occurrence of convective rainfall (Table 1) indicates that we must also consider uncertainties in the calculations of runoff and evapotranspiration. It seems also to be the case that the simple water balance approach taken by land surface and hydrology models becomes approximate in latitudinal zones where low flows are generally combined with higher temperatures and more episodic rainfall events (McGregor and Nieuwolt, 1998) . This could indicate that using generalised approaches for all environments (e.g. the Priestley -Taylor or
Penman-Monteith equations) is no longer sufficient for simulations at these spatio -temporal scales (Long et al., 2014; 25
Wartenburger et al., 2018) or perhaps because we still lack crucial processes in these models, e.g. soil crusting or sealing, which only occur in semi-arid or arid areas (Marshall et al., 1996) . However, we must also be careful to draw strong conclusions from these zones because another possibility is that this result simply confirms that these regions are where our available sources data are of lower quality (q.v. Fig. 3a ).
Uncertainty in predictions of evapotranspiration lows (drought) in dry environments is especially high, indicating that 30 these circumstances are a weak point in current modelling approaches. Importantly, our results qua ntify this effect and show that even though uncertainty in the precipitation inputs is highest in these environments, the uncertainty in model represent ation 9 of the processes involved is also significant and should not be ignored. A practical application o f this is that when robust predictions of drought are required in very dry environments, not only should a spread of precipitation products be applied, but also more than one simulator model, and the model outputs should be validated as closely as possible against local data sources in order to ensure that conclusions drawn from these analyses are suitable for decision -making.
Relative importance of data and model uncertainty 5
When uncertainty is attributable to both model and data sources in a simulation ensemble, is data uncertainty generally the We found in general that the model simulations we analysed acted to augment uncertainty rather than reduce it. In percentage terms, the increase in uncertainty was most often less than the magnitude of the input data uncertainty, but 15 uncertainty did not decrease through the model for any variable so the simulation models did not in any case act to 'stabilise' or decrease the uncertainty supplied to them through the precipitation data products used to drive them. We do agree with Wartenburger et al. (2018)'s finding that the forcing (data uncertainty) generally dominates the variance in ET extremes, but we found model uncertainty to be important in all cases analysed and very nearly the magnitude of the forcing uncertainty in both very dry and very wet environments. This is a very significant result because it implies that a focus on the reduction of 20 both data and model uncertainty will be necessary in order to improve the prediction of water cycle extremes.
Sources of unquantified uncertainty
It is important to bear in mind that some sources of uncertainty exist in these water cycle quantities that are as yet unmeasured in any existing data products, and therefore cannot be analysed in this study. There is a very strong current emphasis in climate science on identifying global areas of high precipitation uncertainty, for example (Bierkens, 2015; He et al., 2017; Levizzan i 25 et al., 2018), from which we can highlight two uncertainty sources: Firstly, most precipitation products record observations of amount, not the type of precipitation (Table 2) , however it is very likely that precipitation type strongly influences our precipitation data uncertainty: for example, convective processes are dominant in the precipitation generating processes in dryland ecosystems (Table 1) , and different precipitation types occur at different spatial scales as well (Table 1) . Secondly , our equatorial tropical zone (Fig. 1) includes the tropical rain belt (also known as the Inter-Tropical Convergence Zone, ITCZ) 30 of low pressure, characterised by convective activity generating many storms. It is well-known that because of the transitory nature of the cloud dynamics in the rain belt, precipitation products necessarily have higher uncertainty and, simultaneously, these conditions are of too short duration to be captured reliably in our analysis (Marthews et al., 2019) .
For evapotranspiration in particular, Lopez et al. (2017) drew attention to the global lack of high quality in situ site data and the "inevitable scale mismatch" when using such data to calibrate Earth Observation datasets. Regional estimates of evapotranspiration rely on scaling-up methods to take account of regional advection effects and, additionally, the use of 5 estimated values for evaporation rates from unmeasured land use types. Each step in these calculations potentially introduces significant uncertainty with the result that there is currently wide variation between the values suggested by various global of the wide availability and high quality of global streamflow datasets (e.g. the Global Runoff Database, GRDC), and a much lower requirement for approximation and gap-filling in comparison to evapotranspiration data, runoff data is usually considered to be of the highest quality in water balance studies. 15
Conclusions
Water resources management has become one of the most important challenges facing hydrologists and decision -makers at state and national levels, motivated by increasing water scarcity in some global regions and a higher frequency of extreme We found that models augmented uncertainty relative to the magnitude of forcing data uncertainty at the great majority of spatial points , and therefore always did so in terms of global average uncertainty . Although, for predicting the 25 extremes of evapotranspiration and runoff, the uncertainties inh erent in the current generation of precipitation observation products are generally larger than the uncertainty introduced into the calculation by the land surface and hydrology models used, model uncertainty cannot be ignored and in many environments is c omparable in magnitude to forcing data uncertainty. Therefore, in order to reduce prediction uncertainty we need very much to make progress on two fronts: (1) we need precipitation data product uncertainty to be reduced (improved satellites are always welc ome, of course, but we believe that 30 much progress can also be made through moving towards blended products that are sensitive to more types of precipitation) and (2) we need to improve the mechanistic equations used in these models to derive water cycle qu antities (including a better consideration of scale issues and domains of validity for existing equations).
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It is important to resolve both data and model uncertainty much more clearly and identify exactly at which points in our linked modelling systems these uncertainties become the most significant. Our current model representation of land surface hydrological and biogeochemical processes remains approximate especially in very dry and very wet environments and there is a clear need for a better characterisation of these environmental extremes in order for us to move forward to the next generation of climate and land surface prediction models. 5 50.0°S because of the bounds of data validity in the TRMM and TRMM-RT precipitation data products ( Table  7 2). 8 9
The relationship between α, β and ε is most clearly explained by example (P=precipitation):
1. Say at this point and time we have 3 P estimates from different data products: 5 mm, 8 mm and 10 mm. We can calculate the standard deviation DIU =SD(5,8,10) =2.52 mm 2. Assume also that we have 3 models for predicting X=runoff:
 Model 1 assumes runoff is equal to 2 mm/day plus an exponential contribution from P if it exceeds 4 mm.  Model 2 is a very basic model, assuming constant runoff at this location based on the historical average, say 8.2 mm.  Model 3 assumes runoff is 50% of P plus a contribution from groundwater return flow that ranges from 0.1 mm to 100.0 mm depending on the state of belowground aquifers. Driving our models with those P numbers to produce an estimate of X, we might get a table like this: Mean from the left = 91.3 mm/day Mean from above = 78.8 mm/day 3. Note that DOU = mean(SDs across products) = 91.3 mm/day, which is not equal to MU = mean(SDs across models) = 78.8 mm/day (there is no constraint for these to be equal in general). We are interested in when these values are greater or less than DIU, so we consider the scaled uncertainties α=(DOU÷DIU) and β=(MU÷DIU).
4. Note the key difference between α, which is calculated from the outputs of the model, and DIU, which is calculated from the inputs: why not just consider DIU? Because our focus is on X and therefore we need to quantify the uncertainty introduced into X by the precipitation (α), which is not the same as the uncertainty in the precipitation (DIU) (this is an attribution study, therefore we focus on α rather than DIU).
5.
In this analysis, we considered SDs of extreme event occurrence (EE/yr) rather than SDs of straight X values, which we have done for two reasons: (i) this allows us to consider and compare consistently the uncertainties of different response variables with different units (e.g. X=runoff vs. X=evapotranspiration) and (ii) in a global analysis it is necessary to compare across biomes (e.g. a desert point with a rainforest point) and using event occurrence statistics avoids the bias towards wet or dry regions (because of their greater absolute values of e.g. runoff) that must be corrected for in studies that work with the absolute values of X. Using occurrence statistics doesn't change the calculations of α, β and ε above, but does involve the additional assumption of a baseline distribution against which we may measure how extreme conditions are (see §2.1).
Fig. 2:
Uncertainty measures quantifying how much a simulation model (land surface or hydrological model) alters the uncertainty introduced to its simulations via the precipitation driver inputs, following the method of competing models approach advocated for complex systems by Oberkampf and Roy (2010). Fig. 3a and Fig. 3b, respectively) . The clear lines at 26 50°N (TRMM, TRMM-RT) and 60°N (CMORPH, GSMaP) show the bounds of data validity for these products ( A passive microwave-bas ed product advected in time using geosynchronous infrared data (Joyce et al., 2004) . When microwave observations are not available, infrared observations are used to advect the last microwave scan over time. In addition to advecting precipitation forward in time, the algorithm propagates precipitation backward once the next microwave observation becomes available (Mehran and AghaKouchak , 2014 
Satellitebased
Restricted to 50°S to 50°N
TRMM Real Time (TRMM-RT)
Satellitebased
Restricted to 50°S to 50°N Mainly based on microwave data aboard Low Earth Orbit satellites (Huffman et al., 2007) . The TRMM-RT algorithm is primarily based on microwave observations from low orbiter satellites. Gaps in microwave observations are filled with infrared data (Mehran and AghaKouchak , 2014). * Real-time usually = there is at most a 1-2 hour delay before observation data is made available raw (i.e. with no gap -11 filling or other modification).
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Near-real-time = there is at most a 1-2 day delay before delivery, allowing some initial data checks to be carried out.
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Reanalysis data = data assimilation techniques have been used to fill gaps in the observation data (e.g. missing 
