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We theoretically and experimentally study nematic liquid crystal equilibria within shallow rectangular wells. We model the
wells within a two-dimensional Oseen-Frank framework, with strong tangent anchoring, and obtain explicit analytic expressions
for the director fields and energies of the ‘diagonal’ and ‘rotated’ solutions reported in the literature. These expressions separate
the leading-order defect energies from the bulk distortion energy for both families of solutions. The continuum Oseen-Frank
study is complemented by a microscopic mean-field approach. We numerical minimize the mean-field functional, including the
effects of effects of weak anchoring, variable order and random initial conditions. In particular, these simulations suggest the
existence of higher-energy metastable states with internal defects. We compare our theoretical results to experimental director
profiles, obtained using two types of filamentous virus particles, wild-type fd-virus and a modified stiffer variant (Y21M), which
display nematic ordering in rectangular chambers, as found by confocal scanning laser microscopy. We combine our analytic
energy expressions with experimentally recorded frequencies of the different equilibrium states to obtain explicit estimates for
the extrapolation length, defined to be the ratio of the nematic elastic constant to the anchoring coefficient, of the fd-virus.
1 Introduction
Liquid crystals are mesogenic phases of matter with physi-
cal properties intermediate between those of the conventional
solid and liquid states of matter1,2. There are several differ-
ent types of liquid crystals, of which nematics are the simplest
kind. Nematics are complex fluids with long-range orienta-
tional order1,3 and constitute the basis of the multi-billion dol-
lar liquid crystal display industry4. Over the past fifty years
there has been a constant stream of new technology entering
the market, from basic calculator screens to flexible tablet de-
vices. Multistable liquid crystal devices, for which there are
several stable nematic equilibria, offer enhanced optical reso-
lution at much reduced power consumption5,6. In particular, a
bistable liquid crystal display does not need power to support
a static image and power is only required to switch between
different images. The promise of bistability has inspired a
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significant amount of work on novel geometries that induce
and support bistability, from arrays of posts to patterned sur-
faces7–9. Recently, shallow nematic-filled square wells have
been shown to be bistable, with at least two different stable
equilibria: the diagonal and rotated solutions10,11. The di-
agonal and rotated solutions have been studied in subsequent
papers12,13, with emphasis on both static and dynamic prop-
erties. In addition, there is considerable interest in square
wells with variable homeotropic and planar anchoring14–17 for
studying systems such as phospholipid interactions.
Motivated by this recent interest, we study nematic equi-
libria in two-dimensional rectangular wells of varying aspect
ratios, within a continuum Oseen-Frank framework and a mi-
croscopic mean-field approach, complemented by parallel ex-
perimental studies of confined rod-like viruses in micron-sized
shallow rectangular chambers. The modelling assumption
of two-dimensional behaviour is a simplification of the 3D
behaviour of nematic liquid crystals confined to a shallow
cuboid with planar degenerate boundary conditions, and re-
stricts our modelling to considering planar configurations in
the z-direction. It is known that non-planar equilibria exist for
such systems18. However, given that the well depth is much
smaller than the well cross-section dimensions, we expect that
non-planar equilibria will have significantly higher energies
than planar equilibria. A full 3D calculation is possible: one
would minimize the (full three-dimensional) free energy with
planar degenerate surface anchoring at all six walls, but this
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lies outside the scope of the current work.
Working within the one-constant approximation for the
Oseen-Frank theory and the assumption of strong pla-
nar/tangent anchoring, we compute exact analytic expressions
for the diagonal and rotated director profiles and their corre-
sponding energies in terms of the aspect ratio λ and defect
core size ǫ. These solutions were reported experimentally and
numerically in several papers10,12,13 and our results reveal the
subtle geometry-dependence of the energies of the equilib-
ria. The mean field approach allows us to capture the effects
of variable nematic order and weak surface anchoring, both
of which are outside the scope of our analytic Oseen-Frank
study. We compute equilibrium states for the mean-field func-
tional using Monte Carlo methods, for different choices of ini-
tial conditions, and find three new states with internal defects
or uniform alignment. We use laser scanning confocal mi-
croscopy with soft-lithography techniques19–21 to reconstruct
the director profiles of rod-like viruses down to the particle
level for a range of rectangular wells with different aspect ra-
tios. The experimentally observed profiles include the diag-
onal and rotated solutions, along with the states predicted by
the mean-field approach.
We combine our analytical and experimental results and
propose an empirical method to estimate the extrapolation
length of the fd-virus, defined to be the ratio of the nematic
elastic constant to the anchoring coefficient22,23. The extrap-
olation length is a key length-scale for confined nematic sys-
tems and measures the relative strengths of elastic and bound-
ary effects. Note that the anchoring strength can be understood
as an emergent property of the system, where it is mainly the
entropic part of the particle-wall interaction that sets its value,
see for example the theoretical work of Dijkstra et al. for a
hard rod fluid at a wall24.
This paper is organized as follows. We review the Oseen-
Frank theory and present our analysis in Section 2, followed
by the mean-field model and results in Section 3. The ex-
perimental methods are described in Section 4. In Section 5,
we discuss our results for rod-like viruses and use experiment
and theory to derive an explicit estimate for the extrapolation
length of the fd-virus. We summarize our main results, their
implications and possible generalizations in Section 6.
2 Oseen-Frank Calculations
The Oseen-Frank theory is the simplest continuum theory for
uniaxial nematics, with a single preferred direction of parti-
cle alignment and spatially invariant order parameter25. It de-
scribes the state of the nematic by a unit-vector field, n, rep-
resenting the single distinguished alignment direction, so that
all directions orthogonal to n are physically equivalent2. The
directions n and −n are physically equivalent and hence, n is
also commonly referred to as the director field. The experi-
mentally observed stable states correspond to local or global
minima of the Oseen-Frank free energy, E[n], subject to the
imposed boundary conditions3,25. The Oseen-Frank free en-
ergy density is a quadratic function of the gradient of n (see
below)
E[n] =
1
2
∫∫∫
V
{
K1(∇ · n)2 +K2(n · ∇ × n)2
+K3(n×∇× n)2
}
dV, (1)
where the elastic constantsK1,K2 andK3 are associated with
characteristic splay, twist and bend director distortions1,2.
For a rectangular well, we define V to be a rectangle with
lengthX , width Y and depthZ . For shallow wells, we assume
that Z ≪ X,Y and that the director is invariant in the z-axis.
Hence, n can be modelled as a two-dimensional unit-vector
field and it suffices to restrict attention to the two-dimensional
well cross-section,
A =
{
(x, y) ∈ R2 : 0 ≤ x ≤ X, 0 ≤ y ≤ Y } . (2)
The energy is invariant under rescaling, so we define Aˆ to be
A rescaled by the length X ,
Aˆ =
{
(x, y) ∈ R2 : 0 ≤ x ≤ 1, 0 ≤ y ≤ λ} , (3)
where the aspect ratio λ ≡ Y
X
. Without loss of generality, we
take λ ∈ (0, 1].
For analytic purposes, we use the one-constant approxima-
tion for which K1 = K2 = K3 = K 1,2,13 and the Oseen-
Frank free energy reduces to
E[n] =
KZ
2
∫∫
Aˆ
|∇n|2 dA. (4)
The unit-vector field, n, can be described in terms of an angle
θ as shown below
n =
(
cos
(
θ(x, y)
)
sin
(
θ(x, y)
)
)
, (5)
where θ is the angle relative to the x-axis. Under these as-
sumptions, the stable equilibria are minimizers of the Dirichlet
energy12,
E[θ] =
KZ
2
∫∫
Aˆ
|∇θ|2 dxdy, (6)
and are solutions of the Laplace equation
∇2θ = 0, (7)
subject to suitable boundary conditions on ∂Aˆ.
We assume strong planar/tangent anchoring on the domain
edges i.e. surface forces are sufficiently strong so as to in-
duce a fixed orientation parallel to the edges1,2. This yields
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a Dirichlet boundary-value problem for the angle θ defined in
(5).
We define a function f which satisfies ∇2f = 0, sub-
ject to the boundary conditions f(x, 0;λ) = 1, f(0, y;λ) =
f(1, y;λ) = f(x, λ;λ) = 0. Using the method of separation
of variables, we compute f to be
f(x, y;λ) =
∞∑
n=0
4 sin((2n+ 1)πx)
(2n+ 1)π
[cosh((2n+ 1)πy)
− coth((2n+ 1)πλ) sinh((2n+ 1)πy)] . (8)
By rotating and rescaling the function f , we can express θ as
a linear combination of f as shown below:
θ(x, y;λ) =a1f (x, y;λ) + a2f
(
y
λ
,
1− x
λ
;
1
λ
)
+ a3f (x, λ− y;λ) + a4f
(
y
λ
,
x
λ
;
1
λ
)
, (9)
where the coefficients ai determine the value of θ on the four
edges. It is straightforward to verify that any ‘tangent’ solution
of the Laplace’s equation on a rectangle can be expressed as
above.
We impose three constraints on the coefficients ai in (9):
(i) values of ai are such that n is parallel to the edges on Aˆ
in sync with the strong tangent anchoring; (ii) there are no
interior defects; (iii) and the defects at the four rectangular
corners are of strength ±1, so that θ is locally described by
θ ≈ ±φ+ const (10)
near each corner. Any equilibrium state which violates condi-
tions (ii) or (iii) may be observable but is expected to have a
higher energy cost compared to equilibria which respect these
two conditions.
We then find that all admissible equilibria are equivalent,
upto rotation and reflection, to one of three basic solutions in
Figure 1. In the D state, the director aligns along a diagonal
line. In the U1 and U2 states, the director rotates by π radians
between two parallel edges. For λ = 1, U1 and U2 are indis-
tinguishable. These states are generalizations of the diagonal
and rotated states identified in a square well10,12.
The Dirichlet boundary conditions create discontinuities in
θ at the rectangle corners. These correspond to local point de-
fects with logarithmically divergent Oseen-Frank energy1,26.
We regularize the energy by removing a disc of radius ǫ around
each of the defects, where ǫ represents the rescaled ‘defect
core radius’2. We take the defect core size to be proportional
to the nematic correlation length (see27,28 for definition of cor-
relation length). For two-dimensional systems, the correlation
length is the length-scale over which the system relaxes from
a disordered isotropic state into an ordered nematic state.
θ = 0
θ = 0
θ = pi/2 θ = pi/2
θ = 0
θ = 0
θ = pi/2 θ = −pi/2
θ = 0
θ = pi
θ = pi/2 θ = pi/2
Fig. 1 The diagonal (D) state (top), the rotated (U1) state (middle)
and the rotated (U2) state (bottom), with sample boundary
conditions.
The regularized free energy is
Eǫ[θ] =
KZ
2
∫∫
Aˆǫ
|∇θ|2 dxdy, (11)
where Aˆǫ denotes a rectangle with a quadrant of radius ǫ re-
moved from each corner, shown in Figure 2.
✘
✙ ✚
✛
0
y
x
 ✠✒ǫ
✲
✻
Fig. 2 The domain Aˆǫ; the rectangle Aˆ with quadrants of radius ǫ
removed from each corner.
By an application of Green’s First Identity29, we express
Eǫ[θ] as a line integral about the boundary ∂Aˆǫ with outward
pointing normal no:
Eǫ[θ] =
KZ
2
∮
∂Aˆǫ
θ∇θ · no ds. (12)
The boundary ∂Aˆǫ comprises 4 straight edges and 4 circular
arcs about the defects, and hence (12) is the sum of 8 line inte-
grals, each of which can be evaluated individually. Using the
assumed local behaviour around each corner, we find that the
line integrals around the circular arc are O(ǫ2). The leading-
order contributions originate from the line integrals along the
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straight edges and the regularized energy of the equilibria in
Figure 1 may be expressed as an asymptotic expansion of the
form
Eǫ[θ]
πKZ
∼ ln
(
1
ǫ
)
+ E˜[θ] +O
(
ǫ2
)
. (13)
All equilibria have four corner defects of strength±1. Hence,
the leading logarithmic contribution from the corner defects
is the same for all states. The differences in the interior field
structure is captured by the normalized energy E˜[θ], which is
independent of ǫ.
We calculate the normalized energy E˜ explicitly for the
three equilibria in Figure 1:
E˜D = ln
(
2λ
π
)
+ s1
(
1
λ
)
− s2
(
1
λ
)
, (14)
E˜U1 = ln
(
2λ
π
)
+ s1
(
1
λ
)
+ s2
(
1
λ
)
, (15)
E˜U2 = ln
(
2
π
)
+ s1 (λ) + s2 (λ) , (16)
where the functions s1 and s2 are computed to be
s1(λ) = 2
∞∑
n=0
coth
(
(2n+ 1)πλ
)− 1
2n+ 1
, (17)
s2(λ) = 2
∞∑
n=0
csch
(
(2n+ 1)πλ
)
2n+ 1
. (18)
Using these expressions, one can easily show that E˜D <
E˜U1 < E˜U2 for all λ < 1. Hence, the diagonal state always
has the minimum energy, while the U2 state always has the
highest energy, as is suggested by the apparent relative defor-
mation of the three director fields depicted in Figure 1. For
λ > 1, the energy trends of U1 and U2 are reversed as ex-
pected.
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Fig. 3 The normalized energies of the three states plotted against
the aspect ratio λ.
We can readily approximate the functions s1(λ) and s2(λ)
asymptotically for small λ, yielding the following estimates
for the normalized energy in the limit λ→ 0:
E˜D ∼ ln
(
2λ
π
)
+O
(
e−
1
λ
)
, (19)
E˜U1 ∼ ln
(
2λ
π
)
+O
(
e−
1
λ
)
, (20)
E˜U2 ∼
π
2λ
+ ln
(
λ
2π
)
+O
(
e−
1
λ
)
. (21)
As λ → 0 (with ǫ ≪ λ), the energies of the D and U1 states
become exponentially close. This limit corresponds to a very
thin rectangle where the y-edge is very short compared to the
x-edge, and the energies E˜D and E˜U1 are both dominated by
transition layers near the y-edges, within which θ rotates by π2
radians from the y-edge to the bulk orientation. The energy of
the U2 state becomes very large in this limit, since the director
is constrained to rotate by π2 radians between a pair of hori-
zontal x-edges. In Figure 3, we see that the energies of the D
and U1 states asymptotically approach each other as λ → 0,
while the energy of the U2 state diverges.
3 Mean-Field Model
The analytic results of the Oseen-Frank theory described in
the previous section rely on a number of assumptions. Firstly,
the Oseen-Frank theory assumes that the order parameter is
constant throughout the sample domain, precluding the spon-
taneous formation of bulk singularities. Secondly, we assume
strong anchoring on the rectangular edges, which fixes θ (and
hence n) on the edges. One expects that for weaker surface
anchorings, the system could relax bulk distortions at the ex-
pense of violating the preferred tangent boundary conditions
on the edges. To explore these issues, we use a microscopic
mean-field theory, designed to be directly comparable to the
Oseen-Frank approach in the previous section. As in Sec-
tion 2, we assume that the system is homogeneous in the
z-direction, take the allowed particle orientations to be pla-
nar and denote the particle orientations by the 2D unit vector
ωˆ = (cos θ, sin θ).
The generic expression of the appropriate mean-field free
energy functional30 is given by
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βF [ρ(1)] =
∫∫
A
∫
S1
drdωˆρ(1)(r, ωˆ)
{
log
(
AT ρ(1)(r, ωˆ)
)
− 1
}
+
1
2
∫∫
A
∫
S1
dr1 dωˆ1
∫∫
A
∫
S1
dr2 dωˆ2ρ
(1)(r1, ωˆ1)ρ
(1)(r2, ωˆ2)V(r1, ωˆ1; r2, ωˆ2) + βFS [ρ(1)(r, ωˆ)].
Here S1 is the unit circle in two dimensions, ρ(1)(r, ωˆ) is the
one-particle area density as a function of in-plane position r
and particle orientation ωˆ, AT ∝ λ3Broglie/Z is an otherwise
unimportant dimensional factor, V(r1, ωˆ1; r2, ωˆ2) the (effec-
tive) pair-potential and FS an anchoring free energy.
For the pair-potential, we choose a form that guarantees that
the interaction-dependent part of the free-energy is fully char-
acterized by the local 2D tensor order parameter,
Q(r) =
∫
S1
dωˆρ(1)(r, ωˆ)q(ωˆ)
/∫
S1
dωˆρ(1)(r, ωˆ), (22)
where q(ωˆ) = 2ωˆ ⊗ ωˆ − I2 is the second rank molecular
orientation tensor. In particular, |Q| is a measure of the local
two-dimensional nematic orientational order27. We then write
V(r1, ωˆ1; r2, ωˆ2) = V(0)(r1 − r2) + q(ωˆ1) : V(2)(r1 − r2)
+V(2)(r1 − r2) : q(ωˆ2) + q(ωˆ1) : V(4)(r1 − r2) : q(ωˆ2),
(23)
where : denotes a double contraction. Global rotational in-
variance constrains the coefficients V(n)(r1 − r2) to be the
product of a function of the interparticle separation r12 and a
tensorial expression of order n built from the unit separation
vector rˆ = (r1 − r2)/r12 and the identity tensor I2 31. We
choose the anchoring free energy to be of the form
βFS [ρ
(1)(r, ωˆ)] =
∮
∂A
dsfS(bˆ(r(s)),Q(r(s))), (24)
where the local anchoring energy term is chosen to reproduce
the classic Rapini-Papoular expression32,
fS(bˆ(r(s)),Q(r(s))) =
1
2
√
2
WQ(r(s)) : bˆ(r(s)) ⊗ bˆ(r(s))√
Q(r(s)) : Q(r(s))
(25)
=
W
2
(
bˆ(r(s)) · nˆ(r(s))
)2
+ const,
(26)
where bˆ(r) is the outward unit normal and nˆ(r) the local di-
rector. For W > 0, this term favours alignment tangential
to the rectangular edges, consistent with the modelling in the
previous section.
We assume that the spatial variations of the order parame-
ter, Q(r), occur on a scale much larger than the range of the
interparticle potential and perform a gradient expansion of the
nonlocal integrals in the interaction-dependent part of the free
energy. This yields an effective free energy of the form
βF [ρ(1)] =
∫∫
A
∫
S1
drdωˆ ρ(1)(r, ωˆ)
{
log
(
AT ρ(1)(r, ωˆ)
)
− 1
}
− J
2
∫∫
A
drQµν(r)Qµν(r)
+
L1
2
∫∫
A
dr ∂µQντ (r)∂µQντ (r) +
L2
2
∫∫
A
dr ∂µQµν(r)∂τQτν(r)
+
L2
4
∮
∂A
ds bˆµ(r(s)) {Qτν(r(s))∂τQµν(r(s)) −Qµν(r(s))∂τQτν(r(s))} +
∮
∂A
ds fS(bˆ(r(s)),Q(r(s))),
(27)
where we use the Einstein convention of summing over re-
peated indices. The mean-field energy (27) has different
contributions: a local part involving ρ(1) that constrains the
order parameter in the strong interaction limit, a quadratic
Landau-de Gennes type bulk component with coupling con-
stant J , elastic energy densities with elastic constants L1 and
L2 respectively and two surface energy contributions over the
boundary ∂A. The standard Frank constants are related to the
constants Li through K1 = K3 ∝ L1 + L22 and K2 ∝ L1 33.
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For given values of the coupling parameter J , elastic constants
L1 and L2 and wall interaction W , we minimize (27) using a
simulated annealing Monte Carlo procedure. The details of
this procedure, as well as an extended derivation of the free
energy, will be published elsewhere.
Results of the numerical minimization procedure are sum-
marized in Figure 4. For the range of parameters for which
boundary and elastic contributions are comparable, we find
the two basic patterns discussed in Section 2, the diagonal D
pattern and the U1 pattern. Occasionally, we also find patterns
with one or two internal point defects, which we denote by
D∗ and U∗1 respectively. We find all states for the parame-
ters J = 1.25, (such that the order parameter ∼ 0.6 in the
bulk), L1 = 1.25 × 10−5, L2 = 5 × 10−5, and W = 0.5,
To compare the free energies, we use the system with no elas-
tic coupling (i.e. L1 = L2 = 0) as a reference, and subtract
its free energy from calculated free energies, interpreting the
remainder as the effective elastic free energy contribution. In
the square geometry, the D state has the minimum elastic free
energy. The U1 pattern has a 20% higher elastic free energy.
In the presence of point defects these elastic free energy dif-
ferences increase even further, the U∗1 configuration with one
point defect being 23% higher in energy and the D∗ state con-
taining two point defects is 40% higher than the D state. In
the rectangular geometry, the elastic free energy difference be-
tween the D and U1 states decreases with increasing asymme-
try (λ → 0) as the director field will almost everywhere be
parallel to the longest wall, effectively decoupling the two end
walls, which each impose a free energy cost. Finally, if we in-
crease the elastic constants significantly, the bulk effects dom-
inate the boundary effects and we predict the appearance of
the L state, in which the director field is uniform and aligned
with the longest axis of the domain. In this case, we find that
at the ‘misaligned’ walls, the system accommodates the mis-
match with the boundary potential by significant reduction in
the degree of local order.
4 Experimental Director Fields
To test whether the states predicted by our theoretical mod-
els occur experimentally, we confine aqueous suspensions of
fd-virus to rectangular microchambers. Bulk (unconfined) fd-
virus suspensions exhibit phase behaviour in agreement with
theoretical models of colloidal hard-rod fluids34. Here we use
two related viruses: the first one is the semi-flexible wild-type
(WT) fd-virus and the second one is a variant virus known as
Y21M, which has a single mutation of the major coat protein
that causes a 3-fold increase of the stiffness35. Both viruses
consist of a single strand of DNA wrapped in a helical coat of
ca. 2700 copies of the major coat protein pVIII34. Both viruses
have a contour length of 0.88 µm and a diameter of 6.6 nm.
We study suspensions at concentrations of 18 and 24 mg/ml
D
U1
U
1
*
L
D*
Pattern Order OrderOrientation Orientation
Order
Orientation
with respect 
to x axis
Fig. 4 Representative organization in square and rectangular
confinement. The results for all the patterns shown were obtained
for J = 1.25, L1 = 1.25 × 10−5, L2 = 5× 10−5, and W = 0.5.
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for the WT fd-virus, and of 13 and 20 mg/ml for the Y21M
variant, as determined by UV-vis spectrophotometry. These
concentrations are just below and above the isotropic-nematic
biphasic region respectively. We choose the lowest possible
nematic concentration, as we expect that this minimizes the
free energy penalty for rearrangement of the director fields and
therefore reduces the probability of ending up in high energy
metastable states. We choose the highest isotropic concentra-
tion, to check whether confinement can lead to a capillary-
induced nematic phase.
Fluorescently labelled rods (labelled with Alexa488 succin-
imidyl ester) are mixed at a small volume fraction (2-4%) with
unlabelled rods, to act as tracers to reveal the director field.
The fluorescently labelled viruses are imaged using confocal
microscopy. High spatial resolution images are obtained using
a Nikon C1 confocal microscope, while time-resolved imag-
ing is carried out using a Leica inverted microscope with a
Yokogama CSU22 spinning disk unit. For spinning disc mea-
surements, ten movies of 200 frames each are acquired per
condition at a fast imaging rate (0.1 frames per second), which
are separated by 2 minutes each to allow the rods to diffuse
across the chamber. For point-scanning confocal data, ∼ 15
–30 frames are acquired at a slower rate (1 frame per ∼ 1–2
minutes) over several fields of view, which are automatically
acquired and stitched (NIS Elements, Nikon).
Standard soft lithography techniques are used to create
chips containing several hundred separate rectangular mi-
crochambers made of the negative photoresist material SU8
(SU8-2005, MicroChem)20,21. The rectangles have short
edges with a length Y ranging from 2 to 50 µm, and aspect ra-
tios λ = Y/X ranging from 0.0545 to 1. The chamber depth
is fixed between 0.7 and 3 µm, which is sufficiently shallow
to create quasi-2D confinement, since the cholesteric pitch is
almost 2 orders of magnitude larger than the depth36. Addi-
tionally, 3D z-scans confirm the absence of cholesteric twist,
that is normally present in bulk nematic phases of fd-viruses.
The chips are plasma-cleaned for 1 minute to make the mi-
crochamber surfaces clean and hydrophilic, before the filling
procedure. The chips are filled by pipetting a drop of the sam-
ple onto the chip and the droplet spreads out due to the chips’
hydrophilicity. This results in slightly different filling condi-
tions for each cell; however, we do not observe any notice-
able effect of the filling conditions on the nematic director.
The chambers are hermetically sealed with a microscope slide
coated with a layer of polydimethylsiloxane (PDMS) passi-
vated with Pluronic F-127 (Sigma-Aldrich).
5 Experimental Results and Extrapolation
Length
We observe the samples ca. 20 minutes after filling the cham-
bers. During this time interval, the particles spontaneously
align into various distinct ordered steady-state patterns, as
summarised in Figure 5. The system is strongly confined in
the z-direction. Confocal scans at different heights did not
show any dependences and the rods showed planar alignment
with the top and bottom walls. Experimentally, there is no ob-
servation of a preferred orientation of the rods along the bot-
tom or top wall, indicating degenerate planar anchoring con-
ditions. The director fields are observed over a 24 hour period,
during which no switching occurs. This is indicative of high
energy barriers between the states. In total, we observe 290
chambers containing Y21M rods and 57 chambers containing
WT fd-rods. In Figure 6, we show the phase space in terms of
chamber dimensions, λ and Y .
We experimentally find all the states predicted in Sections
2 and 3, with the exception of the U2 state. Most frequently
occurring is the energy minimizing D state, followed by the
slightly higher energy U1 state (Figure 6). The D∗ and U∗1
states share the basic structure of the D and U1 states, with
one or two internal defects of strength − 12 . These states occur
infrequently, consistent with the increased energy cost associ-
ated with extra defects. The L state, characterised by all the
rods lying tangent to the longest side, only occurs for small
values of both Y and λ. We note that the experimental direc-
tor fields compare favourably with theoretical structures.
In recent work, some of us have shown that the WT fd-virus
has elastic constants K3 ≈ K1 19, but for the Y21M virus,
K3 ≫ K1
(
K3
K1
≈ 20
)
37
. This implies that the theoretical
work in Section 2 can only be directly applied to the WT fd-
virus. However, the qualitative director profiles are similar for
both viruses and a full theoretical analysis of the elastically
anisotropic Y21M virus will be given elsewhere.
The L state occurs with the same frequency as the D and
U1 states for particular values of Y and λ. The correspond-
ing chamber dimensions for equal observational frequencies
can be directly measured from our experiments (see Table 1).
We assume that the L state and the D/U1 states have equal
energies whenever they have equal observational frequency.
Strictly speaking, this is only valid when the different config-
urations can be seen to switch between states on the experi-
mental timescale38. This switching is not observed here, as
mentioned above. Instead, we assume that the frequency with
which states are sampled from their initial random configura-
tion is a measure of their energy and use this to estimate the
extrapolation length for the fd-virus as shown below.
For the L state, the director is approximately uniform along
the long rectangular edge and hence, the elastic energy van-
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Fig. 5 Examples of the director fields observed in rectangular cells
for WT fd and Y21M. (a) Sketch of the director field. Internal
defects are indicated by red circles. (b) Four overlaid spinning disk
confocal images, with scale bar = 10 µm. (c) Experimental director
field calculated from a series of 1000 images. Of the examples
given, the D and L states are WT fd and U1, U∗1 and D∗ states are
Y21M.
ishes. However, the tangent boundary conditions are violated
along the shorter edges. We include the Rapini-Papoular an-
choring described in (26), which for constant order parameter
simplifies to
ES [θ] =
∮
∂A
W
2
sin2(θ − θ0) ds, (28)
where W is the anchoring strength and θ0 is the direction of
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Fig. 6 Phase space for rectangular cells. We plot the length of the
shortest side, Y , versus the aspect ratio, λ, for the director fields
shown in Figure 5. The circle area is proportional to the number of
cells. The area of the filled circles is proportional to states exhibiting
the specified director field. The left hand column contains results for
Y21M and the right hand column for WT fd-virus.
preferred alignment. The L state then has energy
EL = Y ZW. (29)
For equal observational frequencies ofD/U1 and L, we equate
the asymptotic expression for the regularized energy for theD/
U1 states with the anchoring energy for the L state above and
obtain an estimate for the extrapolation length of the fd-virus
below,
ξ =
K
W
≈ Y
π ln
(
2Y
πǫˆ
) , (30)
in terms of Y and the defect core radius ǫˆ. We assume that ǫˆ is
similar to the length of the virus, 0.88 µm, as can be inferred
from the experimental images in Figure 5.
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State Y (µm) λ ξ (µm)
D 6.8 0.4 1.4
U1 7.4 0.5 1.4
Table 1 The values of Y and λ when the frequencies of the D and
U1 states coincide with the frequencies of the L state for the WT
fd-virus and the associated estimate of the extrapolation length.
Values of Y and λ were derived by interpolating between observed
frequencies.
We then find that the extrapolation length, ξ, is of the or-
der of particle length (see Table 1). Our estimate compares
favourably with a previously reported theoretical estimate of
ξ for the fd-virus39, as well as other rod-like colloidal liq-
uid crystal systems such as carbon nanotubes40 and vanadium
pentoxide41,42, and colloidal platelets43–45.
6 Conclusions
In this paper, we have investigated nematic equilibria in shal-
low micron-scale rectangular wells with tangent boundary
conditions. We model the wells within a continuum Oseen-
Frank framework and a mean-field framework separately. In
the Oseen-Frank case, we obtain explicit analytic expressions
for the diagonal and rotated solution profiles and the corre-
sponding energies. The energy estimates clearly separate the
defect energies from the energy cost of bulk distortion within
the rectangular domain. These analytic estimates are of in-
dependent interest and the methods may be adapted to other
two-dimensional domains.
The microscopic mean-field approach allows us to include
the effects of surface anchoring and variable order parame-
ter. We find three further states, denoted D∗, U∗1 and L.
We use a two-dimensional model wherein defects necessar-
ily correspond to isotropic regions. We would expect the de-
fects to have an intricate biaxial structure46,47 within a three-
dimensional Landau-de Gennes model45. This is outside the
scope of the two-dimensional methods employed in this paper.
We perform parallel experiments on rod-like viruses in
micron-scale rectangular chambers. We find examples of all
the theoretically predicted states, with the exception of the
high energy U2 state. Finally, we obtain an estimate for the
extrapolation length of the fd-virus by combining our analytic
energy estimates (in the Oseen-Frank framework) with experi-
mental observations. Such methods can be generalized to sys-
tems with elastic anisotropy such Y21M and provide an al-
ternative method for obtaining estimates of the extrapolation
length for both thermotropic and lyotropic liquid crystalline
systems.
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