Abstract. Although polynomials have proven to be useful tools to tailor generic kernels to context of specific applications, little was known about generic rules for tuning parameters (i.e. coefficients) to engineer new positive semidefinite kernels. This not only may hinder intensive exploitation of the flexibility of the kernel method, but also may cause misuse of indefinite kernels. Our main theorem presents a sufficient condition on polynomials such that applying the polynomials to known positive semidefinite kernels results in positive semidefinite kernels. The condition is very simple and therefore has a wide range of applications. In addition, in the case of degree 1, it is a necessary condition as well. We also prove the effectiveness of our theorem by showing three corollaries to it: the first one is a generalization of the polynomial kernels, while the second one presents a way to extend the principal-angle kernels, the trace kernels, and the determinant kernels. The third corollary shows corrected sufficient conditions for the codon-improved kernels and the weighted-degree kernels with shifts to be positive semidefinite.
Introduction
To exploit the flexibility of the kernel method, it is critical that sufficiently wide latitude is allowed in selecting kernel functions. On the other hand, using polynomials has proven effective to tailor known basic kernels (we call them underlying kernels) to context of specific applications (e.g. polynomial kernels [1], principal-angle and determinant kernels [2, 3] , codon-improved and weighteddegree-with-shift kernels [4, 5] ; See Sect. 2.1).
Little, however, was known about generic methodologies on the use of polynomials for this purpose, more specifically, about conditions on polynomials which lead the resulting kernels to be positive semidefinite. Positive semidefiniteness of a kernel K(x, y) indicates the property that arbitrary Gram matrices of K(x, y) are positive semidefinite (i.e. the matrices include no negative eigenvalues; See also Definition 3) -for an arbitrary set of data points {x 1 , . . . , x n } X , the corresponding Gram matrix is defined as the n × n matrix [K(x i , x j )] n i,j=1 . Also, if X is a finite set, this property is equivalent to the property that there exists a mapping (feature decomposition) Positive semidefinite kernels are also known as reproducing kernels and Mercer's kernels. Lack of general rules to discriminate between fertile polynomials that always generate positive semidefinite kernels and the other infertile polynomials is a serious problem, since positive semidefiniteness is a fundamental premise for many kernel-based learning machines to work properly (e.g. SVM [1] ).
The present paper addresses this problem, and presents a sufficient condition for fertile polynomials (Theorem 1). Moreover, the condition turns out to be a necessary condition in the case of degree 1. This implies that the condition is generic. As additional collateral evidences of the generality of the condition, we employ a few known positive semidefinite kernels as examples, which are all derived using polynomials from other positive semidefinite underlying kernels, and show that they are special cases of our main theorem.
Problem Identification and Our Contributions

A Review of Polynomial-Based Composition of Kernels
To start with, we show three examples of polynomial-based composition of kernels. Principal-angle (PA) kernels and determinant (Det) kernels. When a data point is represented as a set of vectors, the principal angles of the linear subspaces spanned by the representing vectors of two data points have proven to be effective measures for similarity between the data points (e.g. [6]). Wolf et al. [2] showed that principal angles can be computed using the kernel trick, and introduced the positive semidefinite kernels defined by (1).
In (1), x and y are tuples (x (1) , . . . , x (D) ) and (y (1) , . . . , y (D) ) in X D , θ i denotes the i-th principal angle between the column spaces of the matrices X =
