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Abstract— We study the problem of distance-based formation
shape control for autonomous agents with double-integrator
dynamics. Our considerations are focused on exponential sta-
bility properties. For second-order formation systems under
the standard gradient-based control law, we prove local expo-
nential stability with respect to the total energy by applying
Chetaev’s trick to the Lyapunov candidate function. We also
propose a novel formation control law, which does not require
measurements of relative positions but instead measurements of
distances. The distance-only control law is based on an approx-
imation of symmetric products of vector fields by sinusoidal
perturbations. A suitable averaging analysis reveals that the
averaged system coincides with the multi-agent system under
the standard gradient-based control law. This allows us to prove
practical exponential stability for the system under the distance-
only control law.
I. INTRODUCTION
In recent years, formation control for autonomous multi-
agent systems has seen rapid advances in both theoretical
developments and practical applications [1]. Among various
types of formation control approaches, distance-based forma-
tion control is of particular interest due to its reduced usage
of global information (such as global coordinate systems)
in the implementation. The goal of distance-based formation
control is to reach and maintain a desired target formation,
which is defined by prescribed inter-agent distances. Many
of the recent studies on distance-based formation are focused
on single-integrator models (e.g., [2], [3], [4], [5], [6], [7]).
In this paper we will consider second-order (i.e., double-
integrator) formation control systems. This is motivated by
the fact that, for some applications, acceleration-controlled
agents provide a more realistic description of the system
dynamics from a physical point of view.
The intention of this paper is to establish (practical)
exponential stability of second-order distance-based forma-
tion control systems. Exponential stability features certain
beneficial properties including the robustness against small
perturbations or measurement errors, and therefore has been
one of the key topics in the research field of formation control
[8], [9]. Though exponential stability for single-integrator
distance-based formation systems is well understood [4],
a characterization of exponential stability for second-order
formation systems remains a more challenging task.
There are only a few explicit stability results for second-
order distance-based formation system in the literature so
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far. For example, local asymptotic stability for second-order
formation systems is proved in [10], [11]. The proof in [10]
is based on a suitable separation of the second-order system
into two first-order systems. The results in [11] are derived
from an application of LaSalle’s invariance principle to the
total energy of the system. Moreover, local convergence of
combined rigid formation and flocking control is studied
in [12]. The paper [13] presents a comprehensive study on
system dynamics for second-order rigid formation systems
and establishes a connection between single-integrator and
double-integrator formation systems to facilitate stability
analysis. An exponential stability result is derived in [13]
by means of the center manifold theorem. However, a
clear characterization of the convergence is not available.
We remark that the exponential stability for second-order
formation systems has significant implications such as ro-
bustness properties [9] and rigid motion control [14]. Though
some papers (e.g., [12], [13]) attempted to establish the
exponential convergence for second-order formation systems,
the approaches are either indirect ([13]) or it is difficult
to characterize the exponential convergence rate ([12]). The
first contribution of this paper is to provide an alternative
strategy to prove local exponential stability for second-
order formation systems. The proposed analysis is based on
Chetaev’s trick for the total energy of the multi-agent system.
This provides new insights into the convergence process
under gradient-based controllers.
The second contribution of this paper is to introduce a
distance-only formation control method 1 for second-order
formation systems in order to achieve a desired rigid forma-
tion shape. In the standard gradient-based control law, even
if the target formation shape is defined by a certain set of
inter-agent distances, the implementation of the control law
still requires all agents to measure (or communicate) relative
positions with respect to their neighbors. The design of a
distance-only formation control law is especially challeng-
ing because distances contain less information than relative
positions. In the recent paper [15], we have developed
an approach for distance-only formation control of single-
integrator systems. It sill remains open to develop a feasible
distance-only formation control law for second-order systems
and to determine its stability and convergence properties.
1We clarify the differences between distance-based formation control
and distance-only formation control. By following the convention in the
literature [1], distance-based formation means that target formation shapes
are defined by distances; however, the distance-based formation control law
(usually derived by a gradient approach) often involves relative position
measurements. By distance-only formation control we mean that both target
formation shapes and formation control implementations only use distances.
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The distance-only formation control law in [15] for single-
integrator agents is based on an approximation of Lie bracket
directions. The influence of the Lie brackets is revealed by
a suitable averaging analysis, which is based on the findings
in [16], [17]. This approach works well for kinematic sys-
tems. For mechanical systems, like double-integrator agents,
a different strategy is needed. We show that the averaging
technique in [18] can be used to derive similar results as
in [15] for single-integrator agents. For double-integrator
agents, the averaged system is determined by symmetric
products of vector fields. The symmetric products can be
written as certain Lie brackets, which contain the geodesic
spray; see [19]. To the best of our knowledge, this is the first
time that a distance-only approach is developed for second-
order formation systems. We prove practical exponential
stability under the assumption of infinitesimal rigidity of the
target frameworks. Furthermore, the proposed distance-only
formation control law for double-integrator agents can be
extended to general coordination control systems modelled
by second-order dynamics, such as second-order flocking
systems [20] and second-order multi-robot coordination sys-
tems [21].
The paper is organized as follows. We present basic defini-
tions and notations on graph and rigidity theory in Section II.
The problem formulation for distance-based formation shape
control is presented in Section III. Section IV shows a
detailed proof of exponential stability for second-order for-
mation systems under relative position measurements, while
practical exponential stability for distance-only second-order
formations is proved in Section V. Simulation examples
and comparisons are presented in Section VI, followed by
concluding remarks in Section VII. A detailed averaging
analysis for the proof of practical exponential stability is
given in the appendix.
II. BASIC DEFINITIONS AND NOTATION
Suppose that V : Rk → R is a smooth function (by smooth
we mean of class C∞). For every p ∈ Rk and every positive
integer l, we denote by DlV (p) the lth derivative of V at p,
which is an l-multi-linear form on Rk. We treat all vectors as
a column vectors and denote the transposed of p ∈ Rk by p>.
The first and second derivative of V at p ∈ Rk are frequently
represented by the gradient vector ∇V (p) ∈ Rk and the
Hessian matrix ∇2V (p) ∈ Rk×k, respectively. This means
that we have DV (p)v = 〈〈∇V (p), v〉〉 and D2V (p)(v, w) =
〈〈∇2V (p)v, w〉〉 for all p, v, w ∈ Rk, where 〈〈·, ·〉〉 denotes
the Euclidean inner product. The Euclidean norm is denoted
by ‖ · ‖.
An undirected graph G = (V, E) consists of a set V =
{1, . . . , N} together with a nonempty set E of two-element
subsets of V . Each element of V is referred to as a vertex
of G and each element of E is called an edge of G. As an
abbreviation, we denote an edge {i, j} ∈ E simply by ij. A
framework G(p) in Rn consists of the undirected graph G
of N vertices and a point
p = (p>1 , . . . , p
>
N )
> ∈ Rn × · · · × Rn = RnN .
Let M denote the number of edges of G. Order the edges in
some way and define the so-called edge map fG : RnN →
RM of G by
fG(p) :=
(
. . . , ‖pj − pi‖2, . . .)>ij∈E (1)
for every p = (p>1 , . . . , p
>
N )
> ∈ RnN . For the sake of
simplicity, we introduce the notion of infinitesimal rigidity
only for the case that the number of vertices N is greater than
or equal to the dimension n of the surrounding space of the
framework. This assumption is satisfied in many applications.
Definition 2.1 (see, e.g., [22]): A framework G(p) is in-
finitesimally rigid if and only if the rank of the derivative of
the edge map fG at p is equal to nN − n(n+ 1)/2.
For each edge ij ∈ E , let dij be a positive real number.
Define d := (d2ij)ij∈E ∈ RM , where the components of d
are ordered in the same way as the components of fG . Define
a nonnegative smooth function VG,d : RnN → R by
VG,d(p) :=
1
4
‖fG(p)− d‖2 = 1
4
∑
ij∈E
(‖pj − pi‖2 − d2ij)2
for every p = (p>1 , . . . , p
>
n )
> ∈ RnN . The following
estimates for VG,d are known from [15].
Proposition 2.2: Let VG,d be defined as above.
1) For every L > 0, there exists α1 > 0 such that
‖∇VG,d(p)‖2 ≤ α1 VG,d(p)
for every p ∈ RnN with VG,d(p) ≤ L.
2) For every L > 0 and every integer l ≥ 2, there
exists αl > 0 such that
|DlVG,d(p)(v1, . . . , vl)| ≤ αl ‖v1‖ · · · ‖vl‖
for every p ∈ RnN with VG,d(p) ≤ L and all
v1, . . . , vl ∈ RnN .
3) Suppose that for each p ∈ RnN with fG(p) = d, the
framework G(p) is infinitesimally rigid. Then, there
exist L,α0 > 0 such that
‖∇VG,d(p)‖2 ≥ α0 VG,d(p)
for every p ∈ RnN with VG,d(p) ≤ L.
III. DISTANCE-BASED FORMATION SHAPE CONTROL –
PROBLEM DESCRIPTION
We consider a system of N point agents in Rn. For each
i ∈ {1, . . . , N}, let bi,1, . . . , bi,n ∈ Rn be an orthonormal
basis of Rn. We assume that the motion of agent i with
position pi ∈ Rn and velocity vi ∈ Rn is determined by the
dynamic equations
p˙i = vi, (2a)
v˙i =
n∑
k=1
ai,k bi,k, (2b)
where each of the ai,k is a real-valued input channel to
control the acceleration into direction bi,k. The situation is
depicted in Figure 1 (a). As in Section II, let G = (V, E) be
an undirected graph of N vertices. For each edge ij ∈ E , let
dij be a positive real number, which is the desired distance
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Fig. 1. (a): Sketch of a multi-agent system as described in Section III. This particular configuration is considered in Section VI. (b): Formation shape
control of a four-agent system under the gradient-based control law in Section IV. The initial formation is indicated by dotted lines and the finial formation
is indicated by dashed lines. (c): Exponential decay of the total energy during the simulation.
between agents i and j. We assume that these distances are
realizable in Rn, i.e., the set
{(p>1 , . . . , p>N )> ∈ RnN | ∀ij ∈ E : ‖pj − pi‖ = dij} (3)
of desired formations is not empty. Note that (3) coincides
with the set of all p ∈ RnN with fG(p) = (d2ij)ij∈E , where
the edge map fG is given by (1). We are interested in a
distributed control law that steers the multi-agent system into
such a target formation.
The set (3) of desired formations is defined by the pre-
scribed inter-agent distances dij . It is assumed that the agents
are equipped with sensors so that they can gather information
about the other members of the team. In this paper, we con-
sider two different kinds of sensed variables: measurements
of relative positions (in Section IV) and measurements of
distances (in Section V). In the first case, we assume that
agent i can measure the relative position pj − pi of agent j
if and only if ij is an edge of G. In the second case, we
only assume that agent i can measure the distance ‖pj−pi‖
to agent j if and only if ij is an edge of G. In both cases,
we assume that each agent can access its own velocity with
respect to the individual coordinate system that is determined
by the vectors bi,k in (2). In other words, if vi ∈ Rn is the
current velocity of agent i, then we assume that, for every
k ∈ {1, . . . , n}, the component 〈〈vi, bi,k〉〉 of vi with respect
to bi,k are known to agent i.
IV. EXPONENTIAL STABILITY FOR DOUBLE-INTEGRATOR
AGENTS WITH RELATIVE POSITION MEASUREMENTS
A common approach to stabilize the multi-agent sys-
tem (2) around the set (3) of desired formations is a gradient-
based control law as follows. For every i ∈ {1, . . . , N},
agent i is assigned with a suitable local potential function
Vi : RnN → R. A frequently used choice of the Vi is
Vi(p) :=
1
4
∑
j : ij∈E
(‖pj − pi‖2 − d2ij)2. (4)
For every i ∈ {1, . . . , N}, choose a positive (damping)
constants ri. We consider (2) under the control law
ai,k = −ri〈〈vi, bi,k〉〉 − 〈〈∇piVi(p), bi,k〉〉, (5)
where∇piVi(p) ∈ Rn denotes the gradient of Vi with respect
to the ith position vector pi ∈ Rn at p = (p>1 , . . . , p>N )> ∈
RnN . Note that an implementation of (5) requires measure-
ments of relative positions. When we insert (5) into (2), we
obtain the closed-loop system
p˙i = vi, i = 1, . . . , N, (6a)
v˙i = −ri vi −∇piVi(p). (6b)
The total energy E : R2nN → R of the multi-agent system
is the sum
E(x) := T (v) + V (p) (7)
of the kinetic energy
T (v) :=
1
2
‖v‖2 =
N∑
i=1
1
2
‖vi‖2 (8)
and the potential energy
V (p) :=
1
4
∑
ij∈E
(‖pj − pi‖2 − d2ij)2 (9)
for every x = (p>, v>)> with p = (p>1 , . . . , p
>
N )
> ∈ RnN
and v> = (v>1 , . . . , v
>
N )
> ∈ RnN . Using ∇piVi = ∇piV for
every i ∈ {1, . . . , N}, we can write (6) equivalently as the
(second-order) gradient system
p˙ = v, (10a)
v˙ = −Rv −∇V (p) (10b)
with the nN × nN diagonal matrix
R := diag(r1, . . . , r1︸ ︷︷ ︸
n times
, . . . , rN , . . . , rN︸ ︷︷ ︸
n times
). (11)
For every ε ≥ 0, we define a function Eε : R2nN → R by
Eε(x) := E(x) + ε 〈〈∇V (p), v〉〉 (12)
for every x = (p>, v>)> ∈ R2nN . Considering Eε with
some sufficiently small positive ε instead of the total en-
ergy E = E0 is sometimes referred to as Chetaev’s trick
(e.g. in [19]), which can be traced back to [23]. We denote
by E˙ε : R2nN → R the derivative of Eε along solutions
of (10), i.e., we let
E˙ε(x) := −〈〈Rv, v〉〉+ ε 〈〈∇2V (p) v, v〉〉
− ε ‖∇V (p)‖2 − ε 〈〈Rv,∇V (p)〉〉 (13)
for every x = (p>, v>)> ∈ R2nN .
Lemma 4.1: Suppose that for every point p of (3), the
framework G(p) is infinitesimally rigid. Then, there exist
ε, L, γ0, γ1, γ2 > 0 such that
γ0E(x) ≤ Eε(x) ≤ γ1E(x),
E˙ε(x) ≤ −γ2Eε(x)
for every x = (p>, v>)> ∈ R2nN with V (p) ≤ L.
Proof: We use the same strategy as in the proof
of Theorem 6.45 in [19]. By Proposition 2.2, there exist
L,α0, α1, α2 > 0 such that
α0 V (p) ≤ ‖∇V (p)‖2 ≤ α1 V (p),
‖∇2V (p) v‖ ≤ α2 ‖v‖
for every p ∈ RnN with V (p) ≤ L and every v ∈ RnN .
Let rmin > 0 and rmax > 0 denote the minimum and the
maximum of r1, . . . , rN , respectively. Using the Cauchy-
Schwarz inequality, we conclude that
Eε(x) ≥ 1
2
‖v‖2 + 1
α1
‖∇V (p)‖2 − ε ‖∇V (p)‖ ‖v‖,
Eε(x) ≤ 1
2
‖v‖2 + 1
α0
‖∇V (p)‖2 + ε ‖∇V (p)‖ ‖v‖,
E˙ε(x) ≤ − rmin ‖v‖2 + ε α2 ‖v‖2
− ε ‖∇V (p)‖2 + ε rmax ‖v‖ ‖∇V (p)‖
for every x = (p>, v>)> ∈ R2nN with V (p) ≤ L. For every
ε ≥ 0, define the real symmetric 2× 2 matrices
Oε :=
(
1/α1 −ε/2
−ε/2 1/2
)
, Pε :=
(
1/α0 ε/2
ε/2 1/2
)
Qε :=
(
ε −ε rmax/2
−ε rmax/2 rmin − ε α2
)
.
The diagonal matrices O0, P0 are obviously positive definite.
It is also easy to check that there exists some sufficiently
small ε > 0 such that Oε, Pε, Qε are positive definite. Thus,
for each A ∈ {O0, P0, Oε, Pε, Qε}, we can define a norm
‖ · ‖A on R2 by ‖w‖A := (w>Aw)1/2. Then, we have
‖w(x)‖O0 ≤ E(x) ≤ ‖w(x)‖P0 ,
‖w(x)‖Oε ≤ Eε(x) ≤ ‖w(x)‖Pε ,
E˙ε(x) ≤ −‖w(x)‖Qε
for every x = (p>, v>)> ∈ R2nN with V (p) ≤ L together
with the abbreviation w(x) = (‖∇V (p)‖, ‖v‖)> ∈ R2. Now
the claim follows from the well-known fact that all norms
on a finite dimensional vector space are equivalent.
An immediate consequence of Lemma 4.1 is that, under
the assumption of infinitesimal rigidity, the set (3) of desired
formations is locally exponentially stable for the gradient
system (6) with respect to the total energy.
Theorem 4.2: Suppose that for every point p of (3), the
framework G(p) is infinitesimally rigid. Then, there exist
L, λ, µ > 0 such that for every x0 ∈ R2nN with E(x0) ≤ L,
the maximal solution x of (6) with x(0) = x0 satisfies
E(x(t)) ≤ λE(x0) e−µt
for every t ≥ 0.
An simulation example for the exponential stability of (2)
under (5) is presented in parts (b) and (c) of Figure 1. The
choice of parameters and initial positions for the simulation
is described in Section VI.
V. PRACTICAL EXPONENTIAL STABILITY FOR
DOUBLE-INTEGRATOR AGENTS WITH DISTANCE-ONLY
MEASUREMENTS
Our next goal is to reduce the amount of sensed infor-
mation from relative position vectors pj − pi to the scalar
distances ‖pj−pi‖ with ij ∈ E . For each i ∈ {1, . . . , N}, we
choose again the potential function Vi that is given by (4).
Note agent i can compute the value of Vi at any p ∈ RnN
from measurements of the distances ‖pj − pi‖ with ij ∈ E .
Next, choose nN pairwise distinct positive real numbers ωi,k
for i ∈ {1, . . . , N} and k ∈ {1, . . . , n}. Moreover, for every
real number ω > 0, define nN sinusoids uωi,k : R→ R by
uωi,k(t) := 2ω ωi,k cos(ω ωi,k t+ ϕi,k), (14)
where each ϕi,k ∈ R is an arbitrary but fixed phase
shift. Choose arbitrary positive real numbers r1, . . . , rN and
ρ1, . . . , ρN . We propose the control law
ai,k = −ri 〈〈vi, bi,k〉〉+ uωi,k(t)
√
ρi
ω
+ Vi(p) (15)
for (2), where the real-valued parameter ω > 0 has to
be chosen sufficiently large (see Theorem 5.1 below). By
inserting (15) into (2), we obtain the closed-loop system
p˙i = vi, i = 1, . . . , N, (16a)
v˙i = −ri vi +
√
ρi
ω
+ Vi(p)u
ω
i (t), (16b)
where the uωi : R→ Rn are defined by
uωi (t) :=
n∑
k=1
uωi,k(t) bi,k.
Theorem 5.1: Suppose that for every point p of (3), the
framework G(p) is infinitesimally rigid. Then, there exist
ω0, ρ, L, λ, µ > 0 such that for every ω ≥ ω0, every t0 ∈ R,
and every x0 ∈ R2nN with E(x0) ≤ L, the maximal
solution x of (16) with initial condition x(t0) = x0 satisfies
E(x(t)) ≤
√
ρ
ω
+ λE(x0) e
−µ(t−t0)
for every t ≥ t0.
A detailed proof of Theorem 5.1 is given in the appendix.
At this point, we only indicate why control law (15) leads
to a decay of the total energy. For this purpose, we write
the closed-loop system (16) in a suitable control-affine form
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Fig. 2. (a): Formation shape control of a four-agent system under the distance-only control law in Section V. The initial formation is indicated by dotted
lines and the finial formation is indicated by dashed lines. (b): Logarithmic plot of the total energy during the simulation. (c), (d): Same situation as in (a),
(b) but the parameters ρi in (15) are set to zero.
under open-loop controls. In the first step, we introduce a
suitable notation. Recall that, for every i ∈ {1, . . . , N}, the
directions bi,1, . . . , bi,n ∈ Rn in (2) are assumed to form
an orthonormal basis of Rn. For every i ∈ {1, . . . , N} and
every k ∈ {1, . . . , n}, define
Bi,k := (0
>, . . . , 0>, b>i,k, 0
>, . . . , 0>)> ∈ RnN ,
where bi,k is at the ith position. It is clear that the vec-
tors Bi,k form an orthonormal basis of RnN . As an abbre-
viation, we define an indexing set Λ to be the set of all
pairs (i, k) with i ∈ {1, . . . , N} and k ∈ {1, . . . , n}. Let
R ∈ RnN×nN be the diagonal matrix in (11). For every
ω > 0 and every ` = (i, k) ∈ Λ, define a smooth vector
field fω` on RnN by
fω` (p) :=
√
ρi
ω
+ Vi(p)B`. (17)
Now we can write the closed-loop system (16) equivalently
as the second-order control-affine system
p˙ = v, (18a)
v˙ = −Rv +
∑
`∈Λ
uω` (t) f
ω
` (p) (18b)
with dissipative force −Rv, open-loop controls uω` and
control vector fields fω` , cf. [19].
It is known from [18] that the trajectories of a second-
order control-affine system of the form (18) approximate the
trajectories of a certain averaged system if the frequency
parameter ω is sufficiently large. The averaged system con-
tains so-called symmetric products of the control vector fields
(cf. [18], [19], [24]). For our purposes, we only need the
following particular case of the symmetric product. For every
ω > 0 and every ` ∈ Λ, the symmetric product of fω` with
itself is the vector field 〈fω` : fω` 〉 on RnN that is defined by
〈fω` : fω` 〉(p) := 2 Dfω` (p)fω` (p), (19)
where Dfω` (p) denotes the derivative of f
ω
` at p. A direct
computation, using ∇piV (p) = ∇piVi(p) for every i ∈
{1, . . . , N}, shows that∑
`∈Λ
〈fω` : fω` 〉(p) = ∇V (p) (20)
for every p ∈ RnN . By using the averaging techniques
from [18], we show in the appendix that the trajectories
of (18) approximate the trajectories of the averaged system
p˙ = v, (21a)
v˙ = −Rv −
∑
`∈Λ
〈fω` : fω` 〉(p) (21b)
for sufficiently large ω > 0. Note that because of (20),
the averaged system (21) coincides with the gradient sys-
tem (10). Moreover, we know from Theorem 4.2 that the
set (3) of desired formations is locally exponentially stable
for (21) with respect to the total energy. By utilizing the
exponential stability for (21) and the approximation property
for sufficiently large ω, it is then possible to conclude
practical exponential stability for (18) as it is stated in
Theorem 5.1.
On a more intuitive level, one can say that the sinusoidal
perturbations in (15) allow the agents to explore changes of
their local potential functions in a small neighborhood of
their current position. In this way they can gather gradient
information, which in turn allows an approximation of the
gradient-based control (5). The oscillations are required to
compensate the reduced amount of information of distance-
only measurements.
VI. SIMULATION EXAMPLES
In this section, we provide simulation results to demon-
strate the behavior of (2) under the distance-only control
law (15) and to allow a comparison with the behavior of (2)
under the gradient-based control law (5). We consider a
system of N = 4 double-integrator agents in the Euclidean
space of dimension n = 2. For each i ∈ {1, . . . , 4}, the
coordinate frame of agent i in (2) is given by bi,1 =
(cosφi, sinφi) and bi,2 = (− sinφi, cosφi), where φi =
ipi/3; cf. Figure 1 (a). We let G be the complete graph
of 4 vertices. This means that each agent can measure the
distances to all other members of the team. The common goal
of the agents is to reach a rectangular formation with desired
distances d12 = d34 = 3, d23 = d14 = 4, and d13 = d24 = 5.
By checking the rank condition in Definition 2.1, one can
verify that, for every point p of (3), the framework G(p)
is infinitesimally rigid. The initial positions are given by
p1(0) = (0, 0)
>, p2(0) = (−1, 4)>, p3(0) = (5, 3)>, and
p4(0) = (3, 0)
>. We suppose that the agents rest at the
beginning, i.e., their initial velocities are given by vi(0) =
(0, 0)> for every i ∈ {1, . . . , 4}. We choose the damping
constants ri = 50 for every i ∈ {1, . . . , 4}. By Theorem 4.2,
we can expect exponential decay of the total energy under
the gradient-based control law (5). This can be verified in
the parts (b) and (c) of Figure 1.
We also provide data for the case of the distance-only
control law (15). For the sinusoids in (14), we choose the
frequency coefficients ωi,k = 2(i − 1) + k and the phase
shifts ϕi,k = −pi/2 for every i ∈ {1, . . . , 4} and every k ∈
{1, 2}. We choose the offsets ρi = 1 for every i ∈ {1, . . . , 4}.
The trajectories for ω = 10 are shown in parts (a) and (b) of
Figure 2. We emphasize that an application of Theorem 5.1
requires positive offsets ρi in (15) because the proof of
Theorem 5.1 exploits a sufficient degree of smoothness.
However, it turns out that the performance of control law (15)
is even better for the nonsmooth case when the ρi are all
equal to zero. Figure 2 (d) indicates exponential stability.
Note that the square root of a nonnegative smooth function
is always locally Lipschitz continuous. Thus, even if the ρi
are all equal to zero, we still have existence and uniqueness
of solutions for (2) under the distance-only control law (15).
VII. CONCLUSIONS
In this paper we considered distance-based formation
control systems modelled by second-order dynamics for
achieving a rigid target shape, and we established their
local exponential stability. For the standard gradient-based
formation system, by employing the Chetaev’s trick we
present an explicit analysis of the local exponential stability.
We also proposed a distance-only formation control law
for stabilizing second-order formation systems. We show
by means of a suitable averaging analysis that the trajec-
tories of the second-order distance-only formation system
approximate the trajectories of the gradient system. Practical
exponential stability is proved for the second-order formation
system with distance-only measurements.
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APPENDIX: PRACTICAL STABILITY ANALYSIS
It remains to prove Theorem 5.1. We continue in the
notation of Section V.
A. Velocity transformation
For every ω > 0 and all `, `′ ∈ Λ, define sinusoidal
functions Uω` , U
ω
`,`′ : R→ R by
Uω` (t) := 2 sin(ω ω` t+ ϕ`),
Uω`,`′(t) := U
ω
` (t)U
ω
`′ (t)− 2 δ`,`′ ,
where δ`,`′ denotes the Kronecker delta of `, `′. Note that
each of the Uω` , U
ω
`,`′ is periodic with zero mean. Moreover,
the function Uω` is an antiderivative of u
ω
` . For the averaging
procedure in the next subsection, it turns out to be convenient
to apply the smooth change of variables
v˜ = v −
∑
`∈Λ
Uω` (t) f
ω
` (p) (22)
to the velocities. This change of variables is sometimes
referred to as an L-transformation (e.g. in [25]). It is easy to
check that, in the variables (22), system (18) can be written
equivalently as
p˙ = v˜ +
∑
`∈Λ
Uω` (t) f
ω
` (p), (23a)
˙˜v = −R v˜ −∇V (p)−
∑
`∈Λ
Uω` (t)Rf
ω
` (p) (23b)
−
∑
`∈Λ
Uω` (t) Df
ω
` (p)v˜ −
∑
`,`′∈Λ
Uω`,`′(t) Df
ω
` (p)f
ω
`′ (p),
where we have used (19) and (20). The structure of (23)
already indicates that the averaged equation coincides with
the gradient system (10). For later references, we state
the following result, which quantifies how the change of
coordinates affects the value of the total energy E.
Lemma A: Let ρmax denote the maximum of ρ1, . . . , ρN .
There exist κ1, κ2 > 0 such that
E(x˜) ≤ κ1
(ρmax
ω
+ E(x)
)
,
E(x) ≤ κ2
(ρmax
ω
+ E(x˜)
)
for every t ∈ R and every x = (p>, v>)> ∈ R2nN , where
x˜ = (p>, v˜>)> with v˜ given by (22).
Proof: The estimates follow easily from the definition
of the total energy E in (7) and the change of coordi-
nates (22) with the vector fields fω` as in (17).
B. Averaging
We want to apply a modified version of Chetaev’s trick to
system (23). The subsequent averaging result (Proposition B)
extracts the behavior of the solutions of (23) in the high-
frequency limit. If g is a real-valued function on an interval I ,
then we write [g(t)]t=t2t=t1 := g(t2)− g(t1) for t1, t2 ∈ I .
Proposition B: For fixed ε ≥ 0, let Eε and E˙ε be defined
by (12) and (13), respectively. Let L > 0. Then, there exist
constants η1, η2 > 0 and, for every ω > 0, smooth real-
valued functions Dω1Eε, D
ω
2Eε on R2nN such that, for every
solution x˜ : I → R2nN of (23) and all t1, t2 ∈ I , we have
Eε(x˜(t2)) = Eε(x˜(t1)) +
∫ t2
t1
E˙ε(x˜(t)) dt (24a)
− [(Dω1Eε)(t, x˜(t))]t=t2t=t1 + ∫ t2
t1
(Dω2Eε)(t, x˜(t)) dt, (24b)
and, additionally, the estimates∣∣(Dω1Eε)(t, x)∣∣ ≤ η1ω and ∣∣(Dω2Eε)(t, x)∣∣ ≤ η2√ω
hold for every ω ≥ 1, every t ∈ R, and every x ∈ R2nN
with E0(x) ≤ L.
Proof: Let x˜ = (p>, v˜>)> : I → R2nN be a solution
of (23) and let t1, t2 ∈ I . In the following, sums of the
form
∑
` are meant to run over all elements of Λ. Using the
fundamental theorem of analysis and the defining differential
equation (23) of x˜, the kinetic energy (8) can be written as
T (v˜(t2)) = T (v˜(t1))−
∫ t2
t1
〈〈v˜(t), R v˜(t)〉〉 dt (25a)
−
∫ t2
t1
〈〈v˜(t),∇V (p(t))〉〉 dt (25b)
−
∑
`
∫ t2
t1
Uω` (t) 〈〈v˜(t), R fω` (p(t))〉〉 dt (25c)
−
∑
`
∫ t2
t1
Uω` (t) 〈〈v˜(t),Dfω` (p(t))v˜(t)〉〉 dt (25d)
−
∑
`,`′
∫ t2
t1
Uω`,`′(t) 〈〈v˜(t),Dfω` (p(t))fω`′ (p(t))〉〉 dt, (25e)
the potential energy (9) can be written as
V (p(t2)) = V (p(t1)) +
∫ t2
t1
〈〈∇V (p(t)), v˜(t)〉〉 dt (26a)
+
∑
`
∫ t2
t1
Uω` (t) 〈〈∇V (p(t)), fω` (p(t))〉〉 dt, (26b)
and the inner product of the gradient of V and the velocity
can be written as
〈〈∇V (p(t2)), v˜(t2)〉〉 = 〈〈∇V (p(t1)), v˜(t1)〉〉 (27a)
+
∫ t2
t1
〈〈∇2V (p(t))v˜(t), v˜(t)〉〉 dt (27b)
−
∫ t2
t1
(〈〈∇V (p(t)), R v˜(t)〉〉+ ‖∇V (p(t))‖2)dt (27c)
+
∑
`
∫ t2
t1
Uω` (t) 〈〈∇2V (p(t)) fω` (p(t)), v˜(t)〉〉 dt (27d)
−
∑
`
∫ t2
t1
Uω` (t) 〈〈∇V (p(t)), R fω` (p(t))〉〉 dt (27e)
−
∑
`
∫ t2
t1
Uω` (t) 〈〈∇V (p(t)),Dfω` (p(t))v˜(t)〉〉 dt (27f)
−
∑
`,`′
∫ t2
t1
Uω`,`′(t) 〈〈∇V (p(t)),Dfω` (p(t))fω`′ (p(t))〉〉 dt.
(27g)
The sum of (25) and (26) together with the ε-fold of (27) will
lead to the asserted equation (24). To see this, note that (24a)
originates from the sum of the contributions in (25a), (25b),
and (26a) together with the ε-fold of the contributions
in (27a) to (27c). It is left to specify the definitions of Dω1Eε
and Dω2Eε in (24b). To get a factor
1
ω , we apply integration
by parts to the integrals in (25c) to (25e), (26b) and (27d)
to (27g). For example, integration by parts in (26b) leads to
∑
`
∫ t2
t1
Uω` (t) 〈〈∇V (p(t)), fω` (p(t))〉〉 dt = (28a)[∑
`
Uˆω` (t) 〈〈∇V (p(t)), fω` (p(t))〉〉
]s=t2
s=t1
(28b)
−
∑
`
∫ t2
t1
Uˆω` (t) 〈〈∇2V (p(t)) v˜(t), fω` (p(t))〉〉 dt (28c)
−
∑
`,`′
∫ t2
t1
Uˆω`,`′(t) 〈〈∇2V (p(t)) fω` (p(t)), fω`′ (p(t))〉〉 dt
(28d)
−
∑
`
∫ t2
t1
Uˆω` (t) 〈〈∇V (p(t)),Dfω` (p(t))v˜(t)〉〉 dt (28e)
−
∑
`,`′
∫ t2
t1
Uˆω`′,`(t) 〈〈∇V (p(t)),Dfω` (p(t))fω`′ (p(t))〉〉 dt,
(28f)
where the antiderivative Uˆω` : R→ R of Uω` is defined by
Uˆω` (t) := −
2
ω ω`
cos(ω ω` s+ ϕ`)
and the function Uˆω`,`′ : R→ R is defined by
Uˆω`,`′(t) := U
ω
` (t) Uˆ
ω
`′ (t).
Note that both Uˆω` and Uˆ
ω
`,`′ contain the desired factor
1
ω .
The negative of the expression in the square brackets in (28b)
contributes to Dω1Eε. The integrands in the remaining terms
in (28c) to (28f) contribute to Dω2Eε. When we apply the
same procedure to (25c) to (25e), (26b) and (27d) to (27g),
we obtain all contributions to the functions Dω1Eε and D
ω
2Eε
in (24).
It remains to prove the asserted estimates for the above
functions Dω1Eε and D
ω
2Eε. For this purpose, we derive
suitable estimates for their constituents. It follows directly
from the definitions of the Uˆω` and the Uˆ
ω
`,`′ that there exist
c1, c2 > 0 such that∣∣Uˆω` (t)∣∣ ≤ c1ω and ∣∣Uˆω`,`′(t)∣∣ ≤ c2ω (29)
for every ω > 0, all `, `′ ∈ Λ, and every t ∈ R. Fix an
arbitrary L > 0. We conclude from Proposition 2.2 that the
derivatives of V are bounded by constants on the L-sublevel
set of V . It also follows from Proposition 2.2 that there exist
α1, α2 > 0 such that
‖∇Vi(p)‖2 ≤ α1 Vi(p) and ‖∇2Vi(p)‖ ≤ α2
for every i ∈ {1, . . . , N} and every p ∈ RnN with V (p) ≤
L, where ‖∇2Vi(p)‖ denotes the induced matrix norm of
∇2Vi(p). A direct computation of the derivatives of the
vector fields fω` in (17) followed by an application of the
above estimates for ∇Vi(p) and ∇2Vi(p) shows that there
exist β0, β1, β2 > 0 such that
‖fω` (p)‖ ≤ β0, (30a)
‖Dfω` (p)v‖ ≤ β1 ‖v‖, (30b)
‖D2fω` (p)(v, w)‖ ≤
√
ω β2 ‖v‖ ‖w‖ (30c)
for every ω ≥ 1, every ` ∈ Λ, every p ∈ RnN with
V (p) ≤ L, and all v, w ∈ RnN . Now we have estimates
for all constituents of Dω1Eε and D
ω
2Eε. Except for the
terms in (29) and (30c), all other constituents of Dω1Eε and
Dω2Eε are bounded by a constant on the L-sublevel set of E0,
uniformly in ω. Note that the second derivatives of the vector
fields fω` in (30c) only contribute to D
ω
2Eε but not to D
ω
1Eε.
For this reason, we get a factor 1ω in the estimate for D
ω
1Eε
and a factor 1√
ω
in the estimate for Dω2Eε.
C. Proof of practical exponential stability
To complete the proof of Theorem 5.1, suppose that for
every point p of (3), the framework G(p) is infinitesimally
rigid. Then, there exist ε, L, γ2 > 0 as in Lemma 4.1.
Next, for every ω > 0, choose smooth real-valued functions
Dω1Eε, D
ω
2Eε on R2nN as in Proposition B. Using a standard
comparison lemma for ordinary differential equations, we
conclude from (24) that, for every ω > 0, every solution
x˜ =: I → R2nN of (23), and all t2 > t2 in I , the following
implication holds: if E(x˜(t)) ≤ L for every t ∈ [t1, t2], then
m(t2) ≤ m(t1) e−γ2(t2−t1) +
∫ t2
t1
e−γ2(t2−t) u(t) dt
with the abbreviations
m(t) := Eε(x˜(t)) + (D
ω
1Eε)(t, x˜(t)),
u(t) := γ2 (D
ω
1Eε)(t, x˜(t)) + (D
ω
2Eε)(t, x˜(t)).
Since Dω1Eε and D
ω
2Eε satisfy the estimates in Proposi-
tion B, this implies, after possibly shrinking L > 0, that
there exist ω0, ρ, µ, λ > 0 such that for every ω ≥ ω0, every
t0 ∈ R, and every x˜0 ∈ R2nN with E(x˜0) ≤ L, the maximal
solution x˜ = (p>, v˜>) of (23) with x˜(t0) = x˜0 satisfies
Eε(x˜(t)) ≤
√
ρ
ω
+ λEε(x˜0) e
−µ(t−t0)
for every t ≥ t0. Because of Lemma 4.1, an estimate of the
above form, but with possibly different constants ω0, ρ, L, λ,
also holds for the total energy E = E0 along the solutions
of (23). Now, by adjusting again the constants ω0, ρ, L, λ,
the claim follows from Lemma A.
