In an M-type 2 Banach space, we explore some properties of set-valued stochastic integrals with respect to Poisson point processes. The most important result is that the integral of a set-valued stochastic process with respect to the compensated Poisson measure is a setvalued sub-martingale but not a set-valued martingale unless the integrand degenerates into a single valued process. Also we study the strong solution to the set-valued stochastic differential equation which includes a set-valued drift, a single valued diffusion driven by the Brownian motion and a set-valued jump part driven by Poisson point process. Under the Lipschitz condition, the existence and uniqueness of strong solutions are obtained.
Introduction
Probability theory is an important tool of modeling randomness in a practical problem. But besides randomness, in the real world, there exists other kind of uncertainties such as impreciseness or vagueness. Set-valued functions are employed to model the impreciseness in applied field such as in Economics, control theory, see for example [1] . Integrals and differentials of set-valued functions have been received much attention, see for example [2, 7, 9, 10, 30] etc.
Our aim is to investigate the integral of set-valued stochastic with respect to Poisson point process and the corresponding differential equation such that the solution of it is again a set-valued stochastic process. In our previous papers [Ref. [24, 36, 37] ], we considered the set-valued stochastic differential equation with single valued diffusion term and proved the existence and uniqueness of the strong solution by the iterative approximation method. We remark that our formulation depends heavily on the conditional expectation integrals for X-valued S -predictable processes with respect to N(dsdz) andÑ(dsdz). Then we study the stochastic integrals for set-valued S -predictable processes with respect to N(dsdz) andÑ (dsdz). Section 4 is on the knowledge of set-valued stochastic integrals with respect to Brownian motion and the Lebesgue measure. In Section 5 we shall study the existence and uniqueness of strong solution to the following set-valued stochastic differential equation: for t ∈ [0, T ] a.s. where a(·, ·) and c(·, ·) are set-valued and b(·, ·) is single valued. {B t ; t ≥ 0} is a real valued Brownian motion. The notation cl stands for the closure in the Banach space X.
Preliminaries
Let (Ω, F , P ) be a complete probability space, {F t } t≥0 a filtration satisfying the usual conditions, that is: F 0 includes all P -null sets in F , the filtration is non-decreasing and right continuous. Let B(E) be the Borel field of a topological space E, (X, · ) a separable Banach space equipped with the norm · and K(X) (resp. K b (X), K c (X)) the family of all nonempty closed (resp. closed bounded, closed convex) subsets of X. Let 1 ≤ p < +∞ and L p (Ω, F , P ; X) (denoted briefly by L p (Ω; X)) be the Banach space of equivalence classes of X-valued F -measurable functions f : Ω → X such that the norm f p = Ω f (ω) p dP 1/p is finite. An X-valued function f is called L p -integrable if f ∈ L p (Ω; X).
A set-valued function F : Ω → K(X) is said to be measurable if for any open set O ⊂ X, the inverse F −1 (O) := {ω ∈ Ω : F (ω) ∩ O = ∅} belongs to F . Such a function F is called a set-valued random variable. Let M Ω, F , P ; K(X) be the family of all set-valued random variables, which is briefly denoted by M Ω; K(X) .
A mapping g from a measurable space (E 1 , A 1 ) into another measurable space (E 2 , A 2 ) is called
For any open subset O ⊂ X, set Z O := {E ∈ K(X) : E ∩ O = ∅}, and C := {Z O : O ⊂ X, O is open}, and let σ(C) be the σ-algebra generated by C. A set-valued function F : Ω → K(X) is measurable if and only if F is F /σ(C)-measurable.
Let (X, A) be a measurable space and Y a Polish space. By Kuratowski-Ryll-Nardzewski Selection Theorem (see e.g. [6] , page 509), every A-measurable closed set-valued function F : X → Y admits an A-measurable selection.
For H(A, B) for A, B ∈ K b (X) is called the Hausdorff metric. It is well-known that K b (X) equipped with the H-metric denoted by ( K b (X), H ) is a complete metric space.
The following results are also well-known (see e.g. [9] , [19] , [25] ). (ii) For A, B ∈ K(X), µ ∈ R, we have H(µA, µB) = |µ|H(A, B).
For F ∈ M Ω, K(X) , the family of all L p -integrable selections is defined by
In the following,
a . The family of all measurable K(X)-valued L pintegrably bounded functions is denoted by L p Ω, F , P ; K(X) . Write it for brevity as L p Ω; K(X) .
The integral (or expectation) of a set-valued random variable F was defined by Aumann in 1965 ( [2] ):
is nonempty and bounded in L p (Ω; X) (see e.g. [37] ).
Let
, the closure in L p (Ω; X) (see e.g. [9] ). Let R + be the set of all nonnegative real numbers and B + := B(R + ). N denotes the set of natural numbers. An X-valued stochastic process f = {f t : t ≥ 0} (or denoted by f = {f (t) : t ≥ 0}) is defined as a function f :
where P is the σ-algebra generated by all left continuous and F t -adapted stochastic processes.
In a fashion similar to the X-valued stochastic process, a set-valued stochastic process F = {F t : t ≥ 0} is defined as a set-valued function F :
Note: This is the original definition of set-valued martingale given by Hiai and Umegaki (1977) in [9] . There are some references which give the definition without the assumptions of convexity or integrably boundedness (only assume it is integrable and F t -adapted), see e.g. [19] . In this paper, we use the original definition.
An
The family of all L p -martingale selections of F = {F t , F t : t ≥ 0} is denoted by MS p (F (·)). Briefly, write MS(F) = MS 1 (F(·)).
be an adapted interval-valued stochastic process, and F = {F (t), F t : t ≥ 0} ⊂ L 1 (Ω, F , P ; K c (R)), then the following two statements are equivalent:
T ]} be an adapted, integrable bounded, convex set-valued stochastic process. Then the following statements are equivalent:
Stochastic Integrals with respect to Poisson Point Processes
In this section, at first we will briefly review the stochastic integrals with respect to the Poisson random measure and the compensated Poisson random measure for X-valued and K(X)-valued stochastic processes, which are defined and studied in [34] . Then we study some other properties of stochastic integrals for K(X)-valued stochastic processes, such as the L 2 -integrable boundedness, set-valued martingale property etc.
Single Valued Stochastic Integrals w.r.t. Poisson Point Processes
Let X be a separable Banach space and Z be another separable Banach space with σ-algebra B(Z). A point function p on Z means a mapping p : D p → Z, where the domain D p is a countable subset of [0, T ]. p defines a counting measure N p (dtdz) on [0, T ] × Z (with the product σ-algebra B([0, T ]) ⊗ B(Z)) by
For 0 ≤ s < t ≤ T , N p ((s, t], U) := N p ((0, t], U) − N p ((0, s], U). In the following, we also write N p ((0, t], U) as N p (t, U).
A point process (denoted by p := (p) t≥0 ) is obtained by randomizing the notion of point functions. If there is a continuous F t -adapted increasing processN p such that for U ∈ B(Z) and t ∈ [0, T ],Ñ p (t, U) := N p (t, U) −N p (t, U) is an F t -martingale, then the random measure {N p (t, U)} is called the compensator of the point process p (or {N p (t, U)}) and the process {Ñ p (t, U)} is called the compensated point process.
A point process p is called the Poisson Point Process if N p (dtdz) is a Poisson random measure on [0, T ] × Z. A Poisson point process is stationary if and only if its intensity measure ν p (dtdz) = E[N p (dtdz)] is of the form ν p (dtdz) = dtν(dz) for some measure ν(dz) on (Z, B(Z)). ν(dz) is called the characteristic measure of p.
Let ν be a σ-finite measure on (Z, B(Z)), (i.e. there exists
stationary Poisson point process on Z with the characteristic measure ν such that the compensatorN p (t, U) = E[N p (t, U)] = tν(U) (non-random).
The above definitions and notations of Poisson point processes come from [11] and [32] .
For convenience, we will omit the subscript p in the above notations. For convenience, from now on, we suppose ν is a finite measure in the measurable space (Z, B(Z)).
where S is the smallest σ-algebra on [0, T ]×Z ×Ω with respect to which all mappings g : [0, T ]×Z ×Ω → X satisfying (i) and (ii) below are measurable:
where P denotes the σ-field on [0, t] × Ω generated by all left continuous and F t -adapted processes.
Set
where
and
where Z f (t i−1 , z, ω)N((t i−1 , t i ], dz) and Z f (t i−1 , z, ω)Ñ((t i−1 , t i ]dz) are the Bochner integrals. The notation '
In order to extend the integrand from the step function which belongs to S to a more general case ( belongs to L ), it is necessary to add some assumption in the Banach space X. Now we assume X is of M-type 2 below. 
Theorem 3.1. Let X be of M-type 2 and (Z, B(Z)) a separable Banach space with finite measure ν. Let p be a stationary Poisson process with the characteristic measure ν and let f be in S. Then there exists a constant C such that
where C depends on the constant C X in Definition 3.2.
S is dense in L with respect to the norm · L . Then for any f ∈ L , there exist a sequence {f n : n ∈ N} in S such that {f n } converges to f with respect to · L and the sequence
converges to a limit in L 2 -sense. We denote the limit by
, which is called the stochastic integral of f with respect to the compensated Poisson random measureÑ (dsdz). Similarly, we can define the stochastic integral of f with respect to the Poisson random measure N(dsdz), denoted by 
Set-Valued Stochastic Integrals w.r.t. Poisson Point Processes
For the convenience to read the paper without aiding references and prove our main results, in this subsection, at first we describe the stochastic integral of a set-valued stochastic process with respect to the Poisson point process and list some auxiliary results obtained in [34] . And then study its L 2 -integrable boundedness and some inequalities, which make it possible to study the set-valued stochastic differential equation with setvalued jump.
A set-valued stochastic process
The family of all f which belongs to L and satisfies
Let deΓ t (resp. deΓ t ) denote the decomposable set ofΓ t (resp. Γ t ) with respect to F t , deΓ t (resp. deΓ t )the decomposable closed hull ofΓ t (resp. Γ t )with respect to F t , where the closure is taken in L 1 (Ω, X). That is to say, for any g ∈ deΓ t (resp. deΓ t )and any given ǫ > 0, there exists a finite F t -measurable partition
Similar to Theorem 4.1 in [35] , we have
Definition 3.3. The set-valued stochastic processes (J t (F )) t∈[0,T ] and (I t (F )) t∈[0,T ] defined as above are called the stochastic integrals of {F t , F t : t ∈ [0, T ]} ∈ M with respect to the Poisson random measure N(ds, dz) and the compensated random measurẽ N (dsdz) respectively. For each t, we denote
For brevity, the integral
By additive property of set-valued random variable and Definition 3.3, it is easy to get the proposition below:
where the cl stands for the closure in X.
Remark 4. With the assumption of F being separable with respect to the probability measure P , Theorem 3.7 in [34] pointed out that the integral {I t (F )} is a set-valued martingale. But unfortunately, now we found there is a gap in the proof. In fact, {I t (F )} is not a set-valued martingale except for special case (the singletons). The counterexample and rigorous proof are given below.
Before giving the counterexample, we review the Hahn decomposition of a signed measure.
The compensated Poisson random measureÑ is a signed measure defined in ([0, t] × Z; B([0, t]) ⊗ Z) with finite variation. By the Hahn decomposition theorem, for any fixed 0 < t ≤ T , there exists an essential unique B([0, t]) ⊗ Z-measurable Hahn decomposition denoted by 
Now we give an example to show the interval-valued stochastic integral with respect to the compensated Poisson random measure is not an interval-valued martingale.
Example 3.1. Let X = R. Take a set-valued stochastic process
The extreme points can be attained. In fact, the Hahn decomposition of (0, t] × Z is denoted by A + and A − . If taking
Similarly, taking h(s, z, ω)
By the convexity and closedness of t+ 0 Z F (s−, z, ω), together with (16) and (17), we obtain
Both the left end point and the right end point are not F t -martingale but F t -sup(sub)martingale except for |Ñ|((0, t], Z) ≡ 0, a contradiction. Therefore, by Theorem 3.4 (or Definition 2.1) and Theorem 2.1, the integral process { t+ 0 Z F (s−, z, ω)Ñ(dsdz), F t : t ∈ (0, T ]} is only an interval-valued submartingale but not an interval-valued martingale.
An interval I is called proper if it has infinitely many elements. A convex set A is called non-degenerate if it has infinitely many elements. A set A is called a singleton if it has only one element. In the following, we will show that for any interval-valued integrable stochastic process
the integral process is not an interval-valued martingale except for every t, the interval [f (t, z, ω), g(t, z, ω)] is a singleton for a.e. (z, ω).
Proof. Let X = R.
Step Similarly, by taking
and respectively
the extreme points does not always hold for all s.
Step
Note: here we need not to take closure since bounded closed set is compact in R, then the sum is closed. The integral process {I t (G 2 ), F t : t ∈ [0, T ]} is an R-valued martingale but the process {I t (G 1 ), F t : t ∈ [0, T ]} is not an interval-valued martingale only an interval-valued martingale. Then the sum {I t (2F ), F t : t ∈ [0, T ]} is not an interval-valued martingale but only an interval martingale, so does {I t (F ), F t : t ∈ [0, T ]}.
In a similar way as the proof of Step 2, we obtain {I t (F ), F t : t ∈ [0, T ]} is not an interval-valued martingale but only an interval-valued submartingale.
From the above proof, we obtain that the integral process {I t (F ), F t : t ∈ [0, T ]} is a martingale if and only if almost every interval F t is a singleton for a.e. (z, ω).
In order to prove the result is also true for M-type 2 Banach space X, we aid the topological dual space of X. Let X * be the topological dual space of X, F = {F t , F t : t ∈ [0, T ]} be a convex set-valued stochastic process. Take x * ∈ X * . For any t ∈ [0, T ], define
then F x * t is an interval-valued F t -measurable random variable (Note: for some t, the interval F x * t may be a singleton for a.e. (z, ω). For instance, the case x * =0 ). Indeed, it is convex since the convexity of F t (ω) and the linearity of x * . Take any open interval (c, d) ⊂ R,
Therefore
where the closure is taken in product space
In a manner similar to the proof of Theorem 4.5 in [35] , we have the following theorems:
where I x * t (F )(ω) := (I t (F )) x * (ω) and J x * t (F )(ω) := (J t (F )) x * (ω). 
where E x * [I t (F )|F s ] is the K(X)-valued random variable determined by (x, y) . Then by the Hahn-Banach extension theorem (c.f. [22] ), there exists a bounded linear functional x * : X → R such that x * restricted to A(x, y) is equal to φ and x * = 1.
On the other hand, for the linearity of x * ,
is a proper interval. Furthermore, by the convexity of F (s, z, ω), < x * , F (s−, z, ω) > is a proper interval for a. e.(s, z, ω) . That means the stochastic processes F x * is a proper interval-valued process.
By Theorem 3.5, the interval-valued stochastic process {I t (F x * ), F t : t ∈ (0, T ]} is not a proper interval-valued martingale. As a further result, we will show that {I t (F ), F t : t ∈ (0, T ]} is not a K(X)-valued martingale.
Otherwise, suppose {I t (F ), F t : t ∈ (0, T ]} is a K(X)-valued martingale. Taking the same functional x * as above, for each t, both I t (F x * ) and I t (F ) are non-degenerate convex sets a.s. Then {I t (F x * ) : t ∈ (0, T ]} is a proper interval stochastic process. By Theorem 2.2, we have
According to Theorem 3.6, for any 0 < s < t ≤ T , we obtain
which implies that {I t (F x * ), F t : t ∈ (0, T ]} is a proper interval-valued martingale from the equivalent conditions (1) and (2) in Theorem 2.2, a contradiction to Theorem 3.5.
where the closure is taken in L 2 . We have the following result:
It is sufficient to prove the converse inclusions.
Step 1: At first we shall show that deΓ t and deΓ t are bounded in L 2 (Ω; X). For any finite F t -measurable partition {A 1 , ..., A m } of Ω and a finite sequence
The process { F (t) k : t ∈ (0, T ]} is a real valued predictable (with three parameters t, z, ω) process since the set-valued stochastic process {F (t), t ∈ (0, T ]} is S -predictable. Then the integral t+ 0 Z F s− K N(dsdz)) is the particular case, and we have
where C is the constant appearing in Corollary 3.1. (21) implies that deΓ t is bounded in L 2 (Ω, X).
which yields that deΓ t is bounded in L 2 (Ω, X).
Step 2. We shall show that the closure of deΓ t (deΓ t ) in L 1 also is included L 2 (Ω; X). Taking any h ∈ S 1 Jt(F ) (F t ), there exists a sequence
Then there exists a subsequence {h k i : i = 1, 2, ...} of {h k : k = 1, 2, ...} such that
For any h k , we have h k ≤ t+ 0 Z F s K N(dsdz) a.s. In addition,
Therefore, by the Lebesgue dominated convergence theorem, we obtain
By Lemma 3.2 and its proof, we get Theorem 3.9, which is the key result guaranteeing the availability to study the set-valued stochastic differential equation with set-valued jump part. If F is separable, by the Castaing representation, for stochastic processes {I t , F t : t ∈ (0, T ]} and {J t , F t : t ∈ (0, T ]}, there exist F ⊗ B([′, T ])-measurable and F t -adapted versions. From now on, we always take the measurable versions. 
Proof. By Theorem 3.10, there exists a sequence {f i : i ∈ N} ⊂ S(F ), such that . (t, z, ω) and, for each t ∈ [0, T ], For each i ≥ 1, we can choose a sequence {g ij : j ∈ N} ⊂ S(G) (this sequence depends on i), such that
In fact,
since F, G ⊂ M . By (23) and Theorem 2.2 in [9] , we have Hence there exists a subsequence of {g ij : j ∈ N}, denoted as {g ij k : k ∈ N} such that
.
Since Hence, for all t and almost sure ω, we have In the same way as above, we obtain that for all t and almost sure ω, 
where C is the constant appearing in Corollary 3.1. 
Proof. Since

Integrals with respect to Brownian motion and the Lebesgue measure
Before study set-valued stochastic differential equations, we give a brief review on the X-valued stochastic integral with respect to real valued Brownian motion in M-type 2 Banach space and the set-valued integral with respect to the Lebesgue measure in a separable Banach space, which were studied in detail for example in [24, 35, 37, 38] .
Stochastic integral with respect to Brownian motion in M-type 2 Banach space
In this subsection, we assume the separable Banach space (X, · ) is of M-type 2. Let T ∈ R + , {B t , F t : t ∈ [0, T ]} be a real valued Brownian motion with B 0 (ω) = 0 a.s.
Let L 2 (X) be the family of all P-predictable X-valued stochastic processes f = {f t , F t : t ∈ [0, T ]} such that E T 0 f (s) 2 ds < +∞, L 2 (K(X)) the family of all P-predictable K(X)-valued stochastic processes
For f ∈ L 2 (X), define
Then (L 2 (X), · 2,T ) is a Banach space. Now, we review the stochastic integral studied in [35] . Let L 2 step (X) be the subspace of all those f ∈ L 2 (X) for which there exists a partition
step (X), define an X-valued random variable by
Then we have
Note that L 2 step (X) is dense in L 2 (X) with respect to the metric · 2,T (see [35] ), which together with (27) 
holds for all 0 ≤ s < t ≤ T . Then for 1 ≤ r ≤ p, all t and almost sure ω, it follows that
and then
Set-valued stochastic differential equation
In this section, we study the strong solution to a set-valued stochastic differential equation. Assume X is a separable M-type 2 Banach space, F is separable with respect to P . Let {X t : t ∈ [0, T ]} be a P-predictable set-valued stochastic process. Then X : [0, T ] × Ω → K(X) can be considered as a P/σ(C)-measurable function. By the property of composition of mappings, as a manner similar to the proof of Lemma 4.1 in [37] , we can obtain that:
(1). a(t, X t (ω)) : [0, T ] × Ω → K(X) is P-predictable;
(2). b(t, X t (ω)) : [0, T ] × Ω → X is P-predictable;
(3). c(t, z, X t (ω)) : [0, T ] × Z × Ω → K(X) is S -predictable. Assume the above functions a, b, c also satisfy the following conditions :
for X ∈ K(X), t ∈ [0, T ] and some constant C 1 and H 2 a(t, X), a(t, Y ) + b(t, X)−b(t, Y ) 2 + Z H 2 (c(t, z, X), c(t, z, Y ))ν(dz) ≤ C 2 H 2 (X, Y ), (30) for X, Y ∈ K(X), t ∈ [0, T ] and some constant C 2 .
Let X 0 be an L 2 -integrably bounded set-valued random variable, {B t : t ∈ [0, T ]} a real valued Brownian motion and N p a stationary Poisson point process with characteristic measure ν. It is reasonable to define the set-valued stochastic differential equation as follows:
Definition 5.1. Remark 5. There are four terms on the right hand side of equation (31) . Every term is measurable and bounded a.s. Then the closure of the sum is measurable and bounded a.s. Thus the right hand side makes sense in (31) .
With the assumption that the initial value is not only L 2 -integrably bounded but also weakly compact in X, then it is not necessary to take the closure in the right hand side in (31)(cf. (4.3) in [37] ).
Theorem 5.1. Assume that F is separable with respect to P . Let T > 0, and let a(·, ·) : [0, T ] × K(X) → K(X), b(·, ·) : [0, T ] × K(X) → X and c(·, ·, ·) : [0, T ] × Z × K(X) → K(X) be measurable functions satisfying conditions (29) and (30) . Then for any given L 2integrably bounded initial value X 0 , there exists a unique strong solution to (31) . The unique strong solution is right continuous in t with respect to the Hausdorff metric. In the above, the uniqueness means P H(X t , Y t ) = 0 f or all t ∈ [0, T ] = 1 for any strong solutions X t and Y t to (31).
Proof. As a manner similar to that of solving single valued stochastic differential equation, we can use the successive approximation method to construct a solution of equation (31) .
Define Y 0 t = X 0 , and Y k t = Y k t (ω) for k ∈ N inductively as follows: which implies the sequence {Y k t : k ∈ N} uniformly (with respect to t) converges to a set-valued stochastic process denoted by {Y t : t ∈ [0, T ]} by the completeness of the space L 2 Ω; (K b (X), H) . By Proposition 4.1 and Lemma 4.1, the process {Y t } is right continuous in t with respect to the Hausdorff metric H and satisfies (31) . Now we show the uniqueness of solutions. Assume there are two solutions {X t : t ∈ [0, T ]} and {Y t : t ∈ [0, T ]} with the same initial value X 0 . Denote △(t) = E sup s∈[0,t] H 2 (X s , Y s ) . Then through the same way as above, we have △(T ) ≤ (cT ) k k! △ (T ). Letting k → ∞, we obtain △(T ) = 0, which implies P H(X t , Y t ) = 0 f or all t ∈ [0, T ] = 1.
