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Chapitre 1
Proble`mes e´tudie´s et re´sultats obtenus
La Section 1.1 de ce chapitre pre´sente les ide´es qui ont motive´ cette the`se. On y rappelle essentielle-
ment des re´sultats connus alors que les sections suivantes de´crivent les diffe´rents proble`mes rencontre´s
et les re´sultats obtenus.
1.1 Motivations
La proble´matique des guides d’ondes et couches quantiques est a` l’origine du pre´sent travail. L’e´tude
de ces objets s’est re´cemment de´veloppe´e parce qu’ils re´pondent a` certaines questions de physique
expe´rimentale. Ainsi, en physique me´soscopique un semi-conducteur peut se mode´liser par un ope´rateur
de Schro¨dinger pour lequel le potentiel subit de forts changements d’amplitude. Les guides d’ondes ou
les couches quantiques sont une approximation de ces syste`mes ou` ces grandes fluctuations de potentiel
sont remplace´es par des conditions de Dirichlet.
C’est le spectre de cet ope´rateur de Schro¨dinger qui mobilise notre attention, mais introduisons
d’abord quelques notations et de´finitions.
Notation 1.1 X de´signe un espace de Hilbert re´el et L un ope´rateur auto-adjoint sur X de domaine
Dom(L).
De´finition 1.2 (Ensemble re´solvant) SoitX un espace de Hilbert re´el et L un ope´rateur auto-adjoint
sur X , son ensemble re´solvant, note´ ρ(L), est de´fini comme :
ρ(L) = {x ∈ R : (L − x Id) est bijectif}.
De´finition 1.3 (Spectre) Soit X un espace de Hilbert re´el et L un ope´rateur auto-adjoint sur X , son
spectre, note´ S(L) est de´fini comme le comple´mentaire dans R de l’ensemble re´solvant ρ(L).
De´finition 1.4 (Spectre discret, spectre essentiel) SoitX un espace de Hilbert re´el et L un ope´rateur
auto-adjoint sur X , son spectre discret, note´ Sdisc(L), est l’ensemble de ses valeurs propres isole´es de
multiplicite´ finie. Le spectre essentiel de L, note´ Sess(L), est de´fini comme :
Sess(L) = S(L) \Sdisc(L).
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4 CHAPITRE 1. PROBLE`MES E´TUDIE´S ET RE´SULTATS OBTENUS
FIG. 1.1 – Exemple de guide d’onde en dimension deux (voir [DLR12]).
De´finissons ce que l’on entend par « guide d’onde ». Dans leur article [DE95], Duclos et Exner
s’inte´ressent au spectre du Laplacien de Dirichlet sur des tubes en dimension deux ou trois.
En dimension deux, ces tubes sont construits a` partir d’une courbe re´gulie`re γ : R → R2 et du
repe`re de Frenet associe´ (T,N). Pour un nombre re´el a > 0 un guide en dimension deux d’e´paisseur a
est l’image dans R2 de l’application
f : (σ, y) ∈ R×
(
−
a
2
,
a
2
)
7→ γ(σ) + yN(σ).
La Figure 1.1 illustre cette construction ou` la courbe rouge est la courbe re´gulie`re γ.
De la meˆme manie`re, en dimension trois, on conside`re une courbe re´gulie`re γ : R→ R3, de repe`re
de Tang associe´ (T,M2,M3) (voir par exemple [KSˇ12]). On se donne un ouvert connexe borne´ T de R
2
dans lequel vivent les cordonne´es transverses (y1, y2) et une fonction re´gulie`re de torsion θ : R→ R.
Un guide en dimension trois est l’image dans R3 de l’application
f : (σ, y) ∈ R×T 7→ γ(σ)+y1(cos(θ(σ))M2(σ)+sin(θ(σ))M3(σ))+y2(− sin(θ(σ))M2(σ)+cos(θ(σ))M3(σ)).
FIG. 1.2 – Exemple de guide d’onde en dimension trois. (Illustration disponible sur le site web
http ://gemma.ujf.cas.cz/ david/ de D. Krejcˇirˇı´k).
La proble´matique associe´e aux guides d’ondes est explique´e dans la revue informelle [Ray12] ; on
en rappelle ici les ide´es essentielles. Si on suppose, en dimensions deux et trois, que le guide d’onde
est droit a` l’infini, c’est-a`-dire que la courbure de γ est nulle en dehors d’un compact, alors le spectre
essentiel du Laplacien de Dirichlet est
[
λ,+∞
)
, ou` λ est la premie`re valeur propre du Laplacien
de Dirichlet sur la section transverse T . En dimension deux λ n’est rien d’autre que la premie`re
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valeur propre du Laplacien de Dirichlet sur un segment de longueur a donc λ = π
2
a2
. En fait, c’est un
phe´nome`ne classique, le spectre essentiel provient de l’allure a` l’infini du guide d’onde.
Pour les guides d’ondes, la dichotomie du spectre en spectre essentiel et spectre discret est impor-
tante. En effet, les re´sonances associe´es au spectre discret peuvent eˆtre utiles physiquement. Il est donc
naturel de se poser la question suivante :
« Existe-t-il du spectre discret sous le seuil du spectre essentiel ? »
Lorsque la re´ponse est positive nous voulons comprendre ce spectre discret : savoir s’il est en nombre
fini ou infini et, s’il est infini, comprendre la nature de l’infinite´. Nous voulons e´galement obtenir des
approximations de ces valeurs propres.
En dimension deux et en dimension trois (lorsque la section transverse T est constante), Duclos
et Exner prouvent que si la courbure de γ est non nulle alors il existe une valeur propre sous le seuil
du spectre essentiel. L’ide´e de leur preuve est de trouver une fonction d’e´nergie plus petite que λ en
perturbant une suite de Weyl associe´e a` λ et d’utiliser le principe du min-max.
En dimension quelconque Chenaud, Duclos, Freitas et Krejcˇirˇı´k ge´ne´ralisent, dans [CDFK05], ce
re´sultat a` d’autres sections transverses T .
Venons-en alors a` la de´finition d’une couche. Si Σ est une surface suffisamment re´gulie`re de R3 on
de´finit, pour a > 0, une couche d’e´paisseur a comme l’ensemble de R3
{x ∈ R3 : dist(x,Σ) <
a
2
}.
A` condition queΣ satisfasse certaines proprie´te´s topologiques Duclos, Exner et Krejcˇirˇı´k dans [DEK01]
ainsi que Carron, Exner et Krejcˇirˇı´k dans [CEK04] montrent que la courbure induit la` encore des valeurs
propres sous le seuil du spectre essentiel. Ces re´sultats s’appliquent lorsque la courbure est suffisamment
re´gulie`re ce qui exclut le cas des guides d’onde ou de couches a` coin. Comme un coin peut eˆtre vu
comme un point de courbure infinie, il est naturel de se demander si, lorsque la courbe γ ou la surface
Σ ont des coins, cette proprie´te´ persiste et si on peut estimer ce spectre discret.
L’existence de spectre discret pour le Laplacien de Dirichlet dans des guides d’ondes a` coins a
de´ja` fait l’objet d’e´tudes en particulier par Exner, Sˇeba et Sˇto´vicˇek pour un guide d’onde en L ou` ils
montrent qu’il n’y a qu’une seule valeur propre sous le seuil du spectre essentiel (voir [Evv89]). Dans
[ABGM91], Avishai, Bessis, Giraud et Mantica prouvent que pour n’importe quel angle d’ouverture
le spectre discret est non vide. Ils donnent un de´veloppement asymptotique des plus petites valeurs
propres pour des angles proches de π/2. Dans [DLR12] Dauge, Lafranche et Raymond prouvent que
pour tout guide d’onde a` coin il n’y a qu’un nombre fini de valeurs propres sous le seuil du spectre
essentiel. Lorsque l’angle forme´ par le coin est assez grand, Nazarov et Shanin prouvent dans [NS14]
qu’en fait, il n’y en a qu’une seule. Le cas du petit angle a e´te´ e´tudie´ dans [CLMM93] et dernie`rement
par Dauge et Raymond dans [DR12] ou` ils donnent en fonction de l’angle un de´veloppement a` tout
ordre des premie`res valeurs propres.
Plus pre´cisemment, lorsqu’on e´voquera dans ce travail un « de´veloppement asymptotique a` tout
ordre », on l’entendra dans le sens de la
De´finition 1.5 Soit θ > 0 et Λ(h) une fonction de h. On dit que Λ admet un de´veloppement a` tout
ordre en puissances de hθ s’il existe une suite de re´els (Γj)j∈N telle que pour tout J ∈ N, il existe
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FIG. 1.3 – Un guide d’onde a` coin en dimension deux (voir [DLR12]).
CJ > 0 et h0 > 0, tels que pour tout h ∈ (0, h0)
∣∣Λ(h)− J∑
j=0
Γjh
jθ
∣∣ ≤ CJhθ(J+1).
On note alors
Λ(h) ∼
h→0
∑
j≥0
Γjh
jθ.
Si de plus la fonction Λ de´pend d’un parame`tre note´ s, on dit que le de´veloppement asymptotique est
uniforme en s si la constante CJ peut eˆtre choisie inde´pendante de s.
On de´finit e´galement la notion de paire propre via la
De´finition 1.6 SoitX un espace de Hilbert re´el etL un ope´rateur auto-adjoint surX . Soit λ ∈ Sdisc(L),
on dit que (λ, ψ) est une paire propre de L lorsque ψ est un vecteur propre associe´ a` la valeur propre
λ.
La question des coins dans une couche quantique est aborde´e par Exner et Tater dans [ET10] pour
une couche conique. Re´cemment, dans [BEL14], Behrndt, Exner et Lotoreichik e´tudient des questions
e´troitement lie´es a` propos du spectre d’ope´rateurs de Schro¨dinger avec des δ-inte´ractions supporte´s
sur des surfaces coniques. On obtient la couche conique d’Exner et Tater en faisant tourner dans R3 la
Figure 1.3 autour de la bissectrice de l’angle (voir e´galement la Figure 1.4 pour une repe´sentation dans
R3). Contrairement a` la dimension deux et au guide d’onde a` coin e´tudie´ par Dauge et Raymond il y a
une infinite´ de valeurs propres sous le seuil du spectre essentiel. Un des objectifs du pre´sent travail est
de comprendre la nature de cette infinite´ en comptant le nombre de valeurs propres sous un seuil (fixe´),
en dec¸a` de l’infimum du spectre essentiel. C’est cette infinite´ que quantifie le The´ore`me 1.18. Nous
e´tablissons e´galement, pour de petits angles d’ouverture du coˆne, un de´veloppement asymptotique a`
deux termes des premie`res valeurs propres (voir The´ore`me 1.19).
En fait, dans la limite du petit angle, la ge´ome´trie de la couche conique confine les modes associe´s
aux plus petites valeurs propres dans la teˆte conique. Donc avant toute chose, pour e´tudier la couche
conique, nous devons nous inte´resser au Laplacien de Dirichlet dans un coˆne de petite ouverture. Cette
question est inte´ressante en elle-meˆme car elle fait e´cho aux travaux de Borisov et Freitas [BF09] et a`
ceux de Friedlander et Solomyak [FS09] qui e´tudient des domaines de R2 qui s’aplatissent dans une
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FIG. 1.4 – La couche quantique d’Exner et Tater.
direction. Afin de de´finir ce type de domaines on introduit a < b ∈ R, une fonction continue f
f : (a, b) 7→ R+
telle que f admette un unique maximum et on prend un parame`tre h > 0. On regarde alors le Laplacien
de Dirichlet sur des domaines de la forme (voir Figure 1.5) :
{(x1, x2) ∈ R2 : a < x1 < b, 0 < x2 < hf(x1)}.
a b x1
x2
x2 = f(x1)
x2 = hf(x1)
FIG. 1.5 – Exemple de domaine s’aplatissant.
Le but est d’obtenir un de´veloppement asymptotique des premie`res paires propres lorsque le
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parame`tre h tend vers 0. Comme il est difficile d’obtenir une expression explicite des paires propres du
Laplacien de Dirichlet dans un domaine de R2, meˆme simple, on veut obtenir des informations dans
la limite h tend vers 0. En fait, il s’agit d’une limite ou` h joue le roˆle de parame`tre semi-classique.
Obtenir de tels de´veloppements asymptotiques permet de comprendre, dans cette limite, la structure
du spectre du Laplacien de Dirichlet. Borisov et Freitas obtiennent des quasimodes a` tout ordre dans
le cas ou` la fonction f est re´gulie`re alors que Friedlander et Solomyak donnent un de´veloppement
a` deux termes pour des fonctions f plus singulie`res. Toutefois, lorsque la fonction f admet une
singularite´, la combinaison aux conditions de Dirichlet fait apparaıˆtre un phe´nome`ne de couche limite.
Les valeurs propres et les fonctions propres ont simultane´ment deux e´chelles mais, ces e´chelles ne
sont pas visibles aux premiers ordres dans le de´veloppement des paires propres. Dans [BF10] Borisov
et Freitas e´tendent en dimension supe´rieure leurs re´sultats, toujours pour des domaines re´guliers. La
question de la singularite´ conique s’inscrit dans cette ligne´e.
Dans le meˆme esprit nous nous sommes aperc¸us qu’il e´tait de´licat de donner un de´veloppement
asymptotique a` tout ordre pour les paires propres du Laplacien de Dirichlet dans des triangles asymp-
totiquement plats. La question spe´cifique des triangles est aborde´e par Freitas dans [Fre07, Th. 1]
ou` l’auteur donne une asymptotique a` quatre termes pour la premie`re valeur propre du Laplacien de
Dirichlet dans des triangles proches de triangles isoce`les. Dans [DR12], Dauge et Raymond donnent
un de´veloppement asymptotique a` tout ordre pour le triangle rectangle qui s’aplatit. Nous ge´ne´ralisons
ce travail pour tout type de triangle asymptotiquement plat.
1.2 Triangles asymptotiquement plats
On s’inte´resse aux paires propres du Laplacien de Dirichlet sur une famille de triangles dont deux
des sommets sont fixe´s alors que la hauteur issue du troisie`me, note´e h, tend vers ze´ro. On e´tudie
la de´pendance des valeurs propres par rapport a` cette hauteur. Pour les premie`res valeurs propres et
fonctions propres, on donne un de´veloppement asymptotique a` tout ordre en puissances de la racine
cubique de cette hauteur.
1.2.1 Motivations et questions connexes
Il n’y a que peu de domaines du plan pour lesquels nous avons une expression explicite des paires
propres du Laplacien de Dirichlet. Ne´anmoins, pour des domaines asymptotiquement plats de R2 (voir
Figure 1.5) on peut trouver, dans cette limite, des de´veloppements asymptotiques des fonctions propres
et des valeurs propres.
A` ce sujet, Borisov et Freitas donnent dans [BF09] une construction de quasimodes a` tout ordre en
fonction de la hauteur pour des domaines fins re´guliers. Plus re´cemment dans [FS09], Friedlander et
Solomyak s’affranchissent de l’hypothe`se de re´gularite´ du domaine et ils de´montrent une asymptotique
a` deux termes a` l’aide de convergences de re´solvantes (voir Proposition 2.6, cette me´thode est reprise
par Krejcˇirˇı´k et Raymond dans [KR13]).
Le re´sultat de Friedlander et Solomyak s’applique aux triangles, mais avant de s’inte´resser a` cette
asymptotique, on rappelle deux re´sultats ge´ne´raux sur les triangles. Dans [McC03], McCartin fournit
une expression explicite de la premie`re valeur propre du Laplacien de Dirichlet, notons la µ1, pour
un triangle e´quilate´ral de hauteur H : µ1(H) = 4π
2H−2. Hillairet et Judge prouvent dans [HJ11] la
simplicite´ des valeurs propres pour presque tout triangle Euclidien de R2. Dans [LR13], Lu et Rowlett
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s’inte´resse a` la diffe´rence entre les deux premie`res valeurs propres du Laplacien de Dirichlet sur des
“petits” triangles.
Le re´gime h→ 0 est en fait une limite semi-classique et on utilise les me´thodes semi-classiques de
Helffer et Sjo¨strand [HS84] qui sont peu utilise´es pour re´pondre a` ce genre de questions.
Dans le Chapitre 6 on construit des quasimodes ayant simultane´ment deux e´chelles : h2/3 et h.
L’e´chelle h2/3 est due a` une singularite´ de type (x 7→ |x|). Pour des domaines re´guliers, dans le cas
d’un maximum non de´ge´ne´re´, l’e´chelle h joue le meˆme roˆle (voir le The´ore`me 1 de [BF09]). En fait,
dans notre cas, il y a aussi une couche limite d’e´chelle h mais qui n’est pas visible aux premiers ordres
dans le de´veloppement des paires propres. C’est pourquoi cette e´chelle est absente des de´veloppements
de fonctions propres de [Fre07] et [FS09]. Toutefois, elle est pre´sente dans le cas du triangle rectangle
pre´sente´ dans [DR12] ou pour des coˆnes de petite ouverture (voir le The´ore`me 1.11 et [OB14]). Une
des motivations d’origine de ce travail est de comprendre cette couche limite.
Dans un second temps, dans le Chapire 7, on prouve que les fonctions propres se localisent pre`s de
la hauteur offrant le plus de place. On obtient ensuite la se´paration des valeurs propres associe´es, en
projetant les fonctions propres sur le plus petit mode transverse, graˆce a` la me´thode de Feshbach. On
utilise des estime´es de localisation d’Agmon qui permettent ensuite de conside´rer des cas avec plusieurs
pics (voir Chapitre 9). Par exemple, pour un domaine symme´trique a` deux pics, que l’on nommera
bonnet d’aˆne, on prouve la de´croissance exponentielle des fonctions propres entre les deux pics ce
qui induit un effet tunnel : les valeurs propres se couplent par paires exponentiellement proches. Cela
rappelle, dans la limite semi-classique h→ 0, le cas de potentiels e´lectriques symme´triques e´tudie´s par
Helffer [Hel88] et Helffer et Sjo¨strand [HS84, HS85]. Cette me´thode peut s’appliquer a` des domaines
asymptotiquement plats avec un nombre fini de pics.
Nous introduisons en sous-Section 1.2.2 les objets que nous allons e´tudier. Ensuite, en sous-Section
1.2.3, nous prouvons quelques proprie´te´s avant d’e´noncer, en sous-Section 1.2.4, le re´sultat principal
sur les triangles. Enfin, en sous-Section 1.2.5, on e´nonce le re´sultat relatif au bonnet d’aˆne.
1.2.2 Le Laplacien de Dirichlet
Soient (x1, x2) les coordonne´es carte´siennes de l’espace R
2 et 0 = (0, 0) l’origine. On conside`re
l’ope´rateur de Laplace donne´ par −∂21 − ∂22 . Soient s ∈ R et h > 0 on de´finit Tri(s, h), l’enveloppe
convexe des points de coordonne´es A = (−1, 0), B = (1, 0) et C = (s, h). On s’inte´resse aux valeurs
propres du Laplacien de Dirichlet de −∆Tri(s,h) = −∂21 − ∂22 sur le triangle Tri(s, h) dans le re´gime
h→ 0.
−1
A
1
B
C
s
h
x1
x2
O
• −1
A
1
B
C
s
h
x1
x2
O
•
FIG. 1.6 – Le triangle Tri(s, h) dans les configurations aigus et obtus
Les valeurs de s de´terminent diffe´rentes configurations pour le triangle Tri(s, h) :
s = 0 correspond aux triangles isoce`les,
|s| < 1 correspond a` des triangles aigus (voir la Figure 1.8),
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|s| = 1 correspond a` des triangles rectangles,
|s| > 1 correspond a` des triangles obtus (voir la Figure 1.8).
Puisque Tri(s, h) est convexe, le domaine de l’ope´rateur −∆Tri(s,h) est l’espace de fonctions
H2(Tri(s, h)) ∩H10 (Tri(s, h)) (voir [Kon67]). Comme Tri(s, h) est un domaine borne´ −∆Tri(s,h) est a`
re´solvante compacte et son spectre est une suite croissante de valeurs propres note´es (µn,Tri(s,h))n≥1.
Afin de transfe´rer la de´pendance en h de −∆Tri(s,h) dans les coefficients de l’ope´rateur, on fait le
changement d’e´chelle suivant :
x = x1 − s; y = 1
h
x2.
Le triangle Tri(s, h) devient Tri(s) et l’ope´rateur −h2∆Tri(s,h) devient :
LTri(s)(h) = −h2∂2x − ∂2y , (1.1)
de domaine
Dom(LTri(s)(h)) = H2(Tri(s)) ∩H10 (Tri(s)).
C’est cette expression que l’on utilisera en Partie III. Ses valeurs propres, note´es (λn,Tri(s,h))n≥1
ve´rifient :
λn,Tri(s)(h) = h
2µn,Tri(s)(h).
1.2.3 Premie`res proprie´te´s des valeurs propres
On remarque que pour un triangle obtus (voir Figure 1.8), le re´gime h → 0 est e´quivalent a`
celui ou` la hauteur issue de B tend vers ze´ro. En fait, pour s > 1, la longueur du segment [AC] est(
(1 + s)2 + h2
)1/2
. On fait ensuite la dilatation
x˜1 =
2√
(1 + s)2 + h2
x1; x˜2 =
2√
(1 + s)2 + h2
x2.
Si on note A˜, B˜ and C˜ les images de A,B et C par cette dilatation, le segment [AC] devient le segment
[A˜C˜] de longeur 2 et −∆DircTri(s,h) est unitairement e´quivalent a`
(s+ 1)2 + h2
4
(− ∂2x˜1 − ∂2x˜2).
Apre`s une rotation et une translation, le triangle A˜B˜C˜ peut se voir comme T̂ri(s˜, h˜) (voir Figure 1.7),
avec
s˜ =
s√
(1 + s)2 + h2
; h˜ =
2h√
(1 + s)2 + h2
,
h˜ e´tant la hauteur issue de B˜. On a
0 < s˜ < 1, h˜ −→
h→0
0,
et on obtient
µn(s, h) =
(s+ 1)2 + h2
4
µn(s˜, h˜).
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−1
C˜
1
A˜
B˜
s˜
h˜
O
•
FIG. 1.7 – Le triangle T̂ri(s˜, h˜).
Les meˆmes calculs peuvent eˆtre faits pour s < −1, par conse´quent, on peut prendre s ∈ (−1, 1).
A` h fixe´ la question de la re´gularite´ de µn,Tri(·)(h) est aborde´e en Section 2.3.2. Ne´anmoins on
remarque graˆce a` un simple encadrement par des ope´rateurs de Dirichlet que l’on a, pour s dans un
voisinage de 1 :
µn,Tri(1)
( 2h
1 + s
)
≤ µn,Tri(s)(h) ≤ 4
(1 + s)2
µn,Tri(1)
( 2h
1 + s
)
.
Comme µn,Tri(1)(·) est continue pour tout h > 0 on obtient la continuite´ a` gauche de µn,Tri(·)(h) en
s = 1. Le meˆme genre de raisonnement donne la continuite´ a` droite et donc la continuite´ de µn,Tri(·)(h)
en s = 1.
Avant d’aller plus loin, on remarque que l’on a la minoration suivante pour µn,Tri(s)(h) :
Proposition 1.7 Pour tout s ∈ (−1, 1) et h > 0, on a :
π2
h2
+
π2
4
≤ µn,Tri(s)(h).
Preuve : Le triangle Tri(s, h) est contenu dans le rectangle (−1, 1)× (0, h) (voir Figure 1.8) le principe
du min-max permet de conclure (voir Proposition 2.1). 
−1
A
1
B
C
s
h
x1
x2
O
•
FIG. 1.8 – Inclusion du triangle Tri(s, h) dans le rectangle (−1, 1)× (0, h).
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1.2.4 De´veloppement asymptotique des valeurs propres
On rappelle que µn,Tri(s)(h) est la n-ie`me valeur propre du Laplacien de Dirichlet −∆Tri(s,h) sur le
domaine ge´ome´trique Tri(s, h). On a un de´veloppement asymptotique a` tout ordre des valeurs propres
µn,Tri(s)(h) dans le re´gime h → 0. Plus pre´cisemment, les plus petites valeurs propres de −∆Tri(s,h)
admettent des de´veloppements a` tout ordre en puissance de h1/3. On prouve ce re´sultat en Partie III.
Dans cette preuve on donne la structure des fonctions propres associe´es a` ces valeurs propres : au
premier ordre elles sont presque un produit tensoriel entre la premie`re fonction propre du Laplacien
de Dirichlet dans la variable transverse x2 et, a` certaines constantes pre`s, les fonctions propres d’un
ope´rateur mode`le dans la variable x1. De plus, elles sont localise´es pre`s de la hauteur issue de C.
The´ore`me 1.8 Pour tout s ∈ (−1, 1), les valeurs propres de −∆Tri(s,h), note´es µn,Tri(s)(h), admettent
le de´veloppement :
µn,Tri(s)(h) ∼
h→0
h−2
∑
j≥0
βj,n(s)h
j/3,
de plus ce de´veloppement est uniforme en s pour s ∈ [−s0, s0] (0 < s0 < 1). Les fonctions(
s 7→ βj,n(s)
)
sont analytiques sur (−1, 1) et on a : β0,n = π2, β1,n = 0 et β2,n(s) = (2π2)2/3κn(s),
ou` les κn(s) sont les valeurs propres d’un ope´rateur 1D de´fini en (2.6). De plus, les fonctions propres
contiennent simultane´ment les deux e´chelles h2/3 et h comme on peut le voir dans l’e´quation (6.9).
1.2.5 Effet tunnel sur un bonnet d’aˆne
L’analyse mene´e tout au long de la Partie III afin de prouver le The´ore`me 1.8 peut eˆtre utilise´e afin
de comprendre le phe´nome`ne d’effet tunnel dans un polygone syme´trique.
Soit s ∈ (0, 1) et h > 0, on conside`re dans R2 les points A = (−1, 0), B = (1, 0), C1 = (s, h) et
D = (0, h
2
). Soit Ωrig(h) l’enveloppe convexe ouverte des points 0, B, C1 et D. On de´finit Ω
lef(h) la
re´flexion de Ωrig(h) par rapport a` l’axe des ordonne´es. On de´finit alors Ω(h) (voir la Figure 1.9) par :
Ω(h) = Ωrig(h) ∪ Ωlef(h) ∪ (0, D).
−1
A
1
B
x1
x2
h
s
C1
D
C2
Ωlef(h) Ωrig(h)
0
•
FIG. 1.9 – Le domaine Ω(h)
Soit −∆Ω(h) la re´alisation de Dirichlet du Laplacien sur Ω(h). Son domaine de forme estH10 (Ω(h))
en revanche, a` cause du coin non convexe en D, le domaine de l’ope´rateur peut eˆtre diffe´rent de
H2(Ω(h)) ∩H10 (Ω(h)). On note (µn,Ω(h))n≥1 la suite croissante de ses valeurs propres. Comme pour
le triangle, dans le re´gime h → 0, les fonctions propres sont localise´es pre`s de la hauteur laissant
le plus d’espace. Ici, les fonctions propres sont localise´es simultane´ment pre`s des hauteurs issues de
C1 et C2 et, graˆce aux estime´es d’Agmon, de´croissent exponentiellement ailleurs. C’est pourquoi les
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valeurs propres de −∆Ω(h) sont doubles a` une diffe´rence exponentielle pre`s. En fait, pour des raisons
de symme´tries, les valeurs propres de −∆Ω(h) sont alternativement celles du Laplacien sur Ωrig(h)
avec conditions de Neumann sur le bord (0, D) et Dirichlet partout ailleurs puis celles du Laplacien
de Dirichlet sur Ωrig(h). Par conse´quent, on conside`re alors les re´alisations du Laplacien de Dirichlet
sur Ωlef(h) et Ωrig(h) note´es respectivement −∆Ωlef(h) et −∆Ωrig(h). Par symme´trie, ces ope´rateurs sont
isospectraux et on note (µn(h))n≥1 leurs valeurs propres.
Soit l’ope´rateur D(h) = −∆Ωlef(h) ⊕−∆Ωrig(h), son domaine est de´crit par :
Dom(D(h)) = {(ψlef , ψrig) ∈ (H2(Ωlef(h) ∩H10 (Ωlef(h)))× (H2(Ωrig(h) ∩H10 (Ωrig(h)))}.
Cet ope´rateur de´double´ doit eˆtre exponentiellement proche de −∆Ω(h). Ses valeurs propres, note´es
(τn,Ω(h))n≥1 ve´rifient, pour tout j ≥ 1, τ2j−1,Ω(h) = τ2j,Ω(h) = µj(h). Le Chapitre 9 est consacre´ a` la
preuve du
The´ore`me 1.9 Pour tout N ∈ N∗ il existe h0 > 0, C0 > 0 et C > 0 tels que pour tout h ∈ (0, h0) et
tout j ∈ {1, . . . , N} :
|τj,Ω(h)− µj,Ω(h)| ≤ C0e−C/h.
Pour comprendre ce phe´nome`ne, nous le reformulons semi-classiquement. Effectuons le changement
d’e´chelle :
x = x1; y =
1
h
x2. (1.2)
Le domaine Ω(h) se transforme en Ω = Ω(1) et l’ope´rateur −h2∆Ω(h) devient :
LΩ(h) = −h2∂2x − ∂2y . (1.3)
Nous avons re´duit le proble`me a` un proble`me de nature semi-classique. C’est cette expression de
l’ope´rateur qui est utilise´e au Chapitre 9. On note (λΩ,n(h))n≥1 ses valeurs propres et elles ve´rifient :
λn,Ω(h) = h
2µn,Ω(h).
De la meˆme manie`re, le scaling (1.2) transforme respectivement Ωlef(h) et Ωrig(h) en Ωlef = Ωlef(1) et
Ωrig = Ωrig(1). Les ope´rateurs −h2∆Ωlef(h) et −h2∆Ωrig(h) deviennent
LΩlef (h) = −h2∂2x − ∂2y , LΩrig(h) = −h2∂2x − ∂2y , (1.4)
et l’ope´rateur D(h) devient
L(h) = LΩlef (h)⊕ LΩrig(h).
De plus, les valeurs propres des ope´rateurs LΩlef (h) et LΩrig(h), note´es (λn(h))n≥1, ve´rifient :
λn(h) = h
2µn(h).
1.3 Coˆnes de petite ouverture
On s’inte´resse a` des coˆnes finis de hauteur fixe´e 1 et parame´tre´s par leur angle d’ouverture. On
e´tudie les paires propres du Laplacien de Dirichlet dans de tels domaines lorsque l’ouverture tend vers
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0. On donne un de´veloppement asymptotique multi-e´chelle des paires propres associe´es aux plus petites
valeurs propres de chaque fibre du Laplacien de Dirichlet. Pour ce faire, on e´tudie leurs approximations
de type Born-Oppenheimer (voir Chapitre 4). Les valeurs propres se de´veloppent en puissance de la
racine cubique de l’ouverture alors que les fonctions propres contiennent simultane´ment deux e´chelles.
Le but de la Partie IV est de trouver un de´veloppement asymptotique pour des coˆnes dans le cas
limite du petit angle d’ouverture.
Comme un coˆne peut eˆtre vu comme un triangle en dimension trois, ce re´sultat est lie´ aux re´sultats
de Freitas [Fre07]. E´tant donne´ qu’un secteur sphe´rique peut eˆtre conside´re´ comme l’union d’un coˆne
et d’une calotte sphe´rique, nous serons amene´s dans notre e´tude a` conside´rer des constantes lie´es aux
fonctions de Bessel. C’est l’e´quivalent en dimension trois des secteurs sphe´riques pour lesquels on voit
apparaıˆtre les ze´ros des fonctions trigonome´triques.
En sous-Section 1.3.1, nous introduisons les objets que nous allons e´tudier puis, nous re´duisons
le proble`me a` l’e´tude d’une famille d’ope´rateurs 2D. La sous-Section 1.3.2 reformule de manie`re
semi-classique le proble`me. En sous-Section 1.3.3 nous e´nonc¸ons le the´ore`me principal a` propos des
coˆnes de petite ouverture. Enfin, en sous-Section 1.3.4, on utilise une conse´quence de ce the´ore`me pour
traiter le cas d’un coˆne sphe´rique.
1.3.1 Le Laplacien de Dirichlet sur les familles coniques
Notons (x1, x2, x3) les coordonne´es carte´siennes de l’espace R
3 et par 0 = (0, 0, 0) l’origine. Le
Laplacien est donne´ par −∂21 − ∂22 − ∂23 . On s’inte´resse a des domaines de´limite´s par un coˆne ouvert
fini. Pour θ ∈ (0, π
2
), on introduit le coˆne Co(θ) de´fini par
Co(θ) =
{
(x1, x2, x3) ∈ R3 : −1 < x3 < 0 et (x21 + x22) cot2 θ < (x3 + 1)2
}
, (1.5)
L’angle θ repre´sente la demi-ouverture du coˆne. On veut e´tudier les plus petites valeurs propres du
Laplacien de Dirichlet −∆Co(θ) dans la limite de petite ouverture.
Co(θ) est un domaine convexe, on sait alors que Dom
(−∆Co(θ)) = H2 (Co(θ))∩H10 (Co(θ)) (voir
[Kon67]).
Co(θ)
θ
x3
x2
x1
(0, tan θ, 0)
(0, 0,−1) O•
FIG. 1.10 – Le coˆne Co(θ)
On de´crit maintenant la de´composition en fibres du Laplacien de Dirichlet sur le coˆne Co(θ). On
utilise les outils de´veloppe´s dans [RS78, Section XIII.16].
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On s’inte´resse a` l’ope´rateur positif de Laplace sur le cone Co(θ) qui s’e´crit :
−∆Co(θ) = −∂21 − ∂22 − ∂23 .
On peut de´crire le domaine Co(θ) en utilisant les coordonne´es cylindriques. Effectuons un changement
de variables et introduisons (r, φ, z) telles que
r =
√
x21 + x
2
2, φ = arctan
x2
x3
, z = x3. (1.6)
Si S1 = R/2πZ, le domaine en coordonne´es carte´siennes Co(θ) devient Mer(θ) × S1, ou` le triangle
me´ridien Mer(θ) est de´fini par :
Mer(θ) =
{
(r, z) ∈ R2 : −1 < z < 0 et 0 < r < (z + 1) tan θ} . (1.7)
θ
Mer(θ)
(tan θ, 0)
(0,−1) z
r
•O
FIG. 1.11 – Le triangle me´ridien Mer(θ)
Apre`s changement de variable le Laplacien de Dirichlet s’e´crit, sur le domaine ge´ome´trique
Mer(θ)× S1, comme l’ope´rateur :
HMer(θ)×S1 = −1
r
∂r (r∂r)− 1
r2
∂2φ − ∂2z ,
son domaine se de´duisant du changement de variable (1.6).
Soit { 1
2π
eimφ : m ∈ Z} une base orthonormale de L2(S1). Une fonction f ∈ L2(S1) est e´gale, dans
cet espace, a` sa se´rie de Fourier :
f =
+∞∑
k=−∞
ck(f)e
ikφ, avec ck(f) =
1
2π
∫ 2π
0
fe−ikφdφ.
Le domaine Mer(θ)× S1 est axisyme´trique par conse´quent on de´compose en se´rie de Fourier selon
la variable φ. On obtient la somme directe en fibre´s constants :
L2(Mer(θ)× S1, rdrdφdz) = L2(Mer(θ), rdrdz)⊗L2(S1) =
⊕
m∈Z
L2(Mer(θ), rdrdz).
L’ope´rateurHMer(θ)×S1 se de´compose comme
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HMer(θ)×S1 =
⊕
m∈Z
H[m]
Mer(θ), avecH[m]Mer(θ) = −
1
r
∂r (r∂r)− ∂2z +
m2
r2
, (1.8)
ou` les ope´rateursH[m]
Mer(θ) sont les fibres deH[m]HMer(θ) et leurs domaines Dom(H
[m]
Mer(θ)) sont implicitement
de´finis par la de´composition. Les fibresHMer(θ) sont a` re´solvante compacte, par conse´quent leur spectre
S
(HMer(θ)) est une suite croissante de valeurs propres. On a :
S
(HMer(θ)×S1) = ∪
m∈Z
S
(
H[m]
Mer(θ)
)
. (1.9)
Par conse´quent, si µ
[m]
n,Mer(θ) de´signe la n-ie`me valeur propre deH[m]Mer(θ), on peut de´crire le spectre de la
fac¸on suivante :
S
(HMer(θ)×S1) = ∪
(n,m)∈N∗×Z
{
µ
[m]
n,Mer
}
.
Remarque 1.10 Pour ψ ∈ Dom(H[m]
Mer(θ)), on a les conditions de Dirichlet aux frontie`res ψ(r, 0) = 0
et ψ ((z + 1) tan θ, z) = 0.
Sim 6= 0, pour des raisons d’inte´grabilite´ on a ψ(0, z) = 0. On re´fe`re a` [BDM99, Chap. II] pour
de plus amples informations.
1.3.2 Changement d’e´chelle du triangle me´ridien
Pour analyser l’asymptotique θ → 0, il est pratique de changer l’e´chelle du domaine d’inte´gration
afin de passer la de´pendance en θ dans les coefficients de l’ope´rateur. Pour cette raison, on effectue le
changement line´aire de coordonne´es
x = z, y =
1
tan θ
r, (1.10)
qui envoie Mer(θ) sur Mer
(
π
4
)
. C’est pourquoi on note pour simplifier :
Mer = Mer
(π
4
)
. (1.11)
Ainsi, pour chaque m ∈ Z, H[m]
Mer(θ) est unitairement e´quivalent a` l’ope´rateur avec pour domaine
d’inte´gration Mer :
D[m]Mer(θ) = −∂2x −
1
y tan2 θ
∂y (y∂y) +
m2
y2 tan2 θ
. (1.12)
avec les conditions au bord de´crites dans la Remarque 1.10. Posons h = tan θ ; apre`s multiplication par
tan2 θ, on obtient le nouvel ope´rateur :
L[m]Mer(h) = −h2∂2x −
1
y
∂y (y∂y) +
m2
y2
. (1.13)
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Cet ope´rateur est partiellement semi-classique en x et c’est cette expression que l’on utilise en Partie
IV. Ses valeurs propres, note´es (λ
[m]
n,Mer(h))n≥1 ve´rifient :
λ
[m]
n,Mer(tan θ) = (tan
2 θ)µ
[m]
n,Mer(θ).
1.3.3 De´veloppement asymptotique des valeurs propres
D’apre`s la de´composition spectrale e´tablie en (1.9), on note µ
[m]
n,Mer(θ) la n-ie`me valeur propre de
lam-ie`me fibre de l’ope´rateurHMer(θ)×S1 . Dans le but d’obtenir des informations plus pre´cises sur le
comportement de µ
[m]
n,Mer(θ) on peut dans un premier temps l’e´tudier nume´riquement. Les simulations
sont faites a` partir de l’ope´rateur L[m]Mer(tan θ) de´fini en (1.12) et nous avons repre´sente´ ses valeurs
propres note´es λ
[m]
n,Mer(tan θ).
La Figure 1.12 sugge`re que, pour m = 0, 1, 2, les valeurs propres convergent vers une certaine
limite quand l’ouverture θ va vers 0. Qui plus est cette valeur est proche de j2m,1, ou` jm,1 est le premier
ze´ro de lam-ie`me fonction de Bessel de premie`re espe`ce, repre´sente´ par les points noirs. Ce re´sultat
doit eˆtre relie´ a` celui conjecture´ par Exner et Tater (voir [ET10, Figure 2] ainsi que le The´ore`me 1.19 :
pour la couche conique, la valeur
j20,1
2π2
joue un roˆle similaire.
0 0.5 1 1.5 2 2.5 3
0
10
20
30
40
50
60
70
FIG. 1.12 – Cette figure repre´sente la de´pendance des dix premie`res valeurs propres λ
[m]
n,Mer(tan θ)
(m = 0, 1, 2) en fonction de l’ouverture θ (en degre´s). Nous avons calcule´ chaque valeur propre pour
80 valeurs de θ.
Le re´sultat principal de ce chapitre n’est pas seulement la convergence des valeurs propres lorsque
θ → 0 illustre´e en Figure 1.12 mais un de´veloppement asymptotique complet des plus petites valeurs
propres et des fonctions propres associe´es. En fait, les plus petites paires propres de chaque fibre de
HMer(θ)×S1 admettent un de´veloppement a` tout ordre en puissance de θ1/3. On e´nonce dans un premier
temps le re´sultat pour les ope´rateurs L[m]Mer(h) introduits en (1.13) :
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The´ore`me 1.11 On rappelle que zA(n) de´signe les ze´ros de la fonction d’Airy inverse´e. Les valeurs
propres de L[m]Mer(h), note´es λ[m]n,Mer(h), admettent comme de´veloppement :
λ
[m]
n,Mer(h) ∼
h→0
∑
k≥0
β
[m]
k,nh
k/3 avec β
[m]
0,n = j
2
m,1, β
[m]
1,n = 0, β
[m]
2,n =
(
2j2m,1
)2/3
zA(n),
les termes d’ordre impairs e´tant nuls pour j ≤ 8. Les vecteurs propres associe´s ont un de´veloppement
en puissances de h1/3 comportant les deux e´chelles x/h2/3 et x/h comme on peut le voir en (11.12).
En terme de domaine physique Mer(θ), on de´duit imme´diatement du pre´ce´dent the´ore`me que les
valeurs propres de lam-ie`me fibre de −∆Co(θ) ont pour de´veloppement :
µ
[m]
n,Mer ∼
θ→0
1
θ2
∑
k≥0
β
[m],∆
k,n θ
k/3 avec β
[m],∆
0,n = j
2
m,1, β
[m],∆
1,n = 0, β
[m],∆
2,n =
(
2j2m,1
)2/3
zA(n).
1.3.4 Application au coˆne sphe´rique
Le The´ore`me 1.11 sur le coˆne Co(θ) est e´troitement lie´ au proble`me de Dirichlet sur un coˆne
sphe´rique. On de´signe par Sph(θ) le coˆne sphe´rique de rayon 1 et d’ouverture θ centre´ en (0, 0,−1)
illustre´ en Figure 1.13. On a
−∆Sph(θ) = −∂21 − ∂22 − ∂23 ,
de domaine
Dom(−∆Sph(θ)) = H2(Sph(θ)) ∩H10 (Sph(θ)).
On effectue le changement de variables
ρ =
√
x21 + x
2
2 + (x3 + 1)
2, α = arcos
(
x3 + 1
ρ
)
, β =

arcos
(
x1√
x21 + x
2
2
)
si x2 ≥ 0,
2pi − arcos
(
x1√
x21 + x
2
2
)
si x2 < 0.
(1.14)
Le domaine Sph(θ) devient
Ŝph(θ) = Ĉirc(θ)× S1,
ou` Ĉirc(θ) est le domaine circulaire me´ridien dans les coordonne´es (ρ, α).
Remarque 1.12 Si en lieu et place du changement de variables (1.14) nous passions en coordonne´es
cylindriques comme en (1.6), le secteur circulaire me´ridien associe´ Circ(θ) est celui de la Figure 1.14.
On peut passer de Ĉirc(θ) a` Circ(θ) par le changement de variables
r = ρ cosα− 1, z = ρ sinα,
qui relie ces deux domaines en s’affranchissant des coordonne´es carte´siennes.
Le Laplacien de Dirichlet en coordonne´es sphe´riques, note´HdSph(θ), s’e´crit
HdSph(θ) = − 1ρ2∂ρ
(
ρ2∂ρ
)− 1
ρ2 sinα
∂α (sinα∂α)− 1
ρ2 sin2 α
∂2β,
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sur L2
(
Ŝph(θ), ρ2 sinαdρdαdβ
)
. Comme en 1.3.1 on a une de´composition en fibre´s constants :
L2
(
Ŝph(θ), ρ2 sinαdρdαdβ
)
=
⊕
m∈Z
L2
(
Ĉirc(θ), ρ2 sinαdρdα
)
,
etHdSph(θ) se de´compose en fibres :
HdSph(θ) =
⊕
m∈Z
H[m]dCirc(θ),
ou`
H[m]dCirc(θ) = − 1ρ2∂ρ
(
ρ2∂ρ
)− 1
ρ2 sinα
∂α (sinα∂α) +
m2
ρ2 sin2 α
,
les conditions aux limites se de´duisant de la de´composition. Soit (µ,Ψ) une valeur propre deH[m]dCirc(θ),
telle que Ψ(ρ, α) = R(ρ)M(α). Elle doit satisfaire le syste`me d’e´quations diffe´rentielles suivant :
[
∂ρ
(
ρ2∂ρ
)
+
(
c(θ)− µρ2)]R(ρ) = 0,[
− 1
sinα
∂α (sinα∂α) +
m2
sin2 α
]
M(α) = c(θ)M(α),
(1.15)
ou` c(θ) est une constante (de´pendante de θ) a` trouver.
Remarque 1.13 On ne s’inte´resse pas a` la re´solution de ces e´quations. Ne´anmoins on peut observer
que formellement, lorsque θ → 0 l’angle α est petit et la dernie`re e´quation de (1.15) ressemble a` une
e´quation de Bessel. Ce pourrait eˆtre une piste afin de trouver une expression asymptotique a` tout ordre
de µ quand θ → 0.
Cependant, graˆce au The´ore`me 1.11, on a un de´veloppement asymptotique fini des valeurs propres de
de −∆Sph(θ). Soit Co(θ, cos θ) l’ensemble Co(θ) a` une dilatation de rapport cos θ pre`s. Dans R3, on a
les inclusions ensemblistes
Co(θ, cos θ) ⊂ Sph(θ) ⊂ Co(θ).
Soit µn,Sph(θ) la n-ie`me valeur propre du Laplacien de Dirichlet sur Sph(θ) et µn,Co(θ) celle sur le cone
Co(θ), la monotonicite´ du Laplacien de Dirichlet livre :(
1 + tan2 θ
)
µn,Co(θ) ≥ µn,Sph(θ) ≥ µn,Co(θ). (1.16)
Si µ
[m]
n,Sph(θ) de´signe la n-ie`me valeur propre de la m-ie`me fibre du Laplacien de Dirichlet, pour de
petites valeurs de θ (1.16) livre :(
1 + tan2 θ
)
µ
[0]
n,Mer(θ) ≥ µ[0]n,Sph(θ) ≥ µ[0]n,Mer(θ).
Pour traiter de plus grandes fibres on applique le meˆme argument au secteur circulaire Circ(θ) et au
triangle me´ridien Mer(θ) car :
Mer(θ, cos θ) ⊂ Circ(θ) ⊂ Mer(θ).
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θ
Sph(θ)
(0, 0,−1)
(sin θ, 0, cos θ − 1)
x3
x1
x2
•O
FIG. 1.13 – Le coˆne sphe´rique Sph(θ)
Comme pour m ≥ 1, les conditions aux limites sont des conditions de Dirichlet homoge`ne (voir
Remarque 1.10), on a : (
1 + tan2 θ
)
µ
[m]
n,Mer(θ) ≥ µ[m]n,Sph(θ) ≥ µ[m]n,Mer(θ).
Ces ine´galite´s combine´es au The´ore`me 1.11 donnent les premiers termes de l’asymptotique de µ
[m]
n,Sph(θ).
θ Circ(θ)
(0,−1) z
r
(sin θ, cos θ − 1)
•O
FIG. 1.14 – Secteur circulaire me´ridien Circ(θ)
1.4 Couche conique
On s’inte´resse a` des couches coniques d’e´paisseur π construites a` partir d’un coˆne infini dans une
direction (voir Figure 1.4). Cette couche conique est parame´tre´e par son angle d’ouverture. On e´tudie
le spectre du Laplacien de Dirichlet dans de tels domaines. Notre but est de pre´ciser certains re´sultats
de [ET10]. On prouve que pour tout angle d’ouverture il y a une accumulation du nombre de valeurs
propres sous le seuil du spectre essentiel. Ce nombre de valeurs propres est de l’ordre du logarithme de
la distance au bas du spectre essentiel. Dans le re´gime de petite ouverture on donne un de´veloppement
asymptotique a` deux termes des plus petites valeurs propres. On de´montre que les fonctions propres
associe´es sont localise´es dans la teˆte conique de la couche a` une e´chelle d’ordre de la racine cubique
de l’angle d’ouverture au carre´ et qu’elles pe´ne´trent dans le reste de la couche conique a` une e´chelle
impliquant le logarithme de l’angle d’ouverture.
Comme explique´ en Section 1.1 cette e´tude est motive´e par des questions de type guide d’onde.
Une question naturelle est d’estimer le nombre de valeurs propres sous un seuil strictement infe´rieur a`
l’infimum du spectre essentiel. C’est la question a` laquelle on re´pond au Chapitre 14. On prouve ensuite
au Chapitre 15 un de´veloppement asymptotique a` deux termes des premie`res valeurs propres lorsque
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l’angle d’ouverture de la couche conique tends vers 0. Au Chapitre 16, on illustre nume´riquement
certaines proprie´te´s de la couche conique.
En sous-Section 1.4.1 on de´finit la couche conique et on introduit le Laplacien de Dirichlet associe´
a` cet objet. En sous-Section 1.4.2 on re´duit l’e´tude a` un ope´rateur 2D et on e´nonce les re´sultats obtenus.
1.4.1 Le Laplacien de Dirichlet dans la couche conique
Soient (x1, x2, x3) les coordonne´es carte´siennes de l’espaceR
3 et 0 = (0, 0, 0) l’origine. L’ope´rateur
de Laplace est donne´ par −∂21 − ∂22 − ∂23 . On s’inte´resse a` des couches coniques d’angle d’ouverture θ
tel quel θ ∈ (0, π
2
). Soit Lay(θ) la couche conique de´finie par :
Lay(θ) =
{
(x1, x2, x3) ∈ R3 :
{
(x21 + x
2
2) < (cos θ)
−2(π + x3 sin θ)2 , x3 > −π(sin θ)−1,
(x21 + x
2
2) > (cos θ)
−2x23 , x3 > 0
}
,
(1.17)
Sur L2(Lay(θ)) on conside`re −∆Lay(θ), l’ope´rateur de Laplace en coordonne´es carte´siennes avec
conditions de Dirichlet aux limites. Lorsque θ ∈ (0, π
2
) il y a un coin non convexe en 0, pour cette
raison le domaine de l’ope´rateur ∆Lay(θ) est diffe´rent de H
2(Lay(θ)) ∩H10 (Lay(θ)).
On de´crit la couche Lay(θ) en coordonne´es cylindriques : on introduit (r, φ, z) tels que
r =
√
x21 + x
2
2, φ = arctan
x2
x1
, z = x3. (1.18)
Le domaine carte´sien Lay(θ) devient Gui(θ)× S1 ou` le guide me´ridien Gui(θ) est :
Gui(θ) = {(r, z) ∈ R2 : −π(sin θ)−1 < z,max(0, z tan θ) < r < z tan θ + π(cos θ)−1}. (1.19)
z
r
θ
Gui(θ)
− π
sin θ
•
0
•
FIG. 1.15 – Le guide me´ridien Gui(θ).
Sur L2(Gui(θ)× S1, rdrdφdz) le Laplacien de Dirichlet −∆Lay(θ) devient :
HGui(θ)×S1 = −1
r
(r∂r)− 1
r2
∂2φ − ∂2z ,
son domaine se de´duisant du changement de variables (1.18).
Le domaine ge´ome´trique Gui(θ)× S1 est axisyme´trique. Une de´composition en se´rie de Fourier,
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selon la variable angulaire φ, ame`ne a` la somme directe de fibre´s constants :
L2(Gui(θ)× S1, rdrdφdz) = L2((Gui(θ), rdrdz)⊗L2(S1) =
⊕
m∈Z
L2(Gui(θ), rdrdz).
L’ope´rateurHGui(θ)×S1 se de´compose comme :
HGui(θ)×S1 =
⊕
m∈Z
H[m]
Gui(θ), avecH[m]Gui(θ) = −
1
r
∂r(r∂r)− ∂2z +
m2
r2
, (1.20)
ou` lesH[m]
Gui(θ) sont les fibres deHGui(θ)×S1 et leurs domaines sont de´finis implicitement par la de´composition.
1.4.2 Re´sultats principaux sur la couche conique
Dans un premier temps, on e´nonce la
Proposition 1.14 Pour tout n ∈ N∗, les fonctions θ 7→ µn,Gui(θ) sont croissantes sur (0, π2 ).
Cette proposition est prouve´e en sous-Section 14.2.1 au Chapitre 14. On rappelle maintenant quelques
re´sultats expose´s dans [ET10] a` propos du spectre deHGui(θ)×S1 . Soit respectivement Sess(HGui(θ)×S1)
et Sdisc(HGui(θ)×S1) les spectres essentiel et discret deHGui(θ)×S1 .
Proposition 1.15 ([ET10]) Soit θ ∈ (0, π
2
), on a :
Sess(HGui(θ)×S1) = [1,∞), #(Sdisc(HGui(θ)×S1)) =∞.
Le Lemme de Persson 2.3 permet de justifier la premie`re identite´ de la Proposition 1.15 : le spectre
essentiel est de´termine´ par la ge´ome´trie de Gui(θ)× S1 a` l’infini. Ici, moralement, il s’agit du spectre
essentiel pour le Laplacien de Dirichlet entre deux plans a` distance π. Cette proposition justifie
e´galement l’existence de spectre discret en dessous du spectre essentiel. C’est la structure de ce
spectre discret que nous voudrions comprendre, d’abord dans le Chapitre 14 en comptant a` θ fixe´ le
nombre de valeurs propres en dessous de 1. Ensuite, dans le Chapitre 15 on donne des de´veloppements
asymptotiques des premie`res valeurs propres dans le re´gime semi-classique θ → 0.
Proposition 1.16 ([ET10]) Pour toutm 6= 0, on a Sdisc(H[m]Gui(θ)) = ∅.
En fait, lorsquem 6= 0, toute fonction dans Dom(H[m]
Gui(θ)) doit satisfaire des conditions d’inte´grabilite´ :
elle est ne´cessairement nulle sur l’axe r = 0. Par conse´quent, on peut comparer l’ope´rateurH[m]
Gui(θ) a` sa
re´alisation sur une bande de R2.
Graˆce a` la Proposition 1.16 on sait de´sormais que pour comprendre Sdisc(HGui(θ)×S1) on peut
s’inte´resser uniquement a` H[0]
Gui(θ). Pour simplifier, on enle`ve l’indice 0 et on restreint l’e´tude au spectre
discret deHGui(θ) = H[0]Gui(θ). On note (µn,Gui(θ))n≥1 les valeurs propres en dessous du spectre essentiel
deHGui(θ).
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Le premier the´ore`me que nous de´montrons concerne la nature de l’infinite´ de Sdisc(HGui(θ)×S1)
aborde´e en Proposition 1.15. Soit E > 0, on de´finit le nombre de valeurs propres deHGui(θ) en dessous
de 1− E par :
N1−E(HGui(θ)) = #{µn,Gui(θ) : µn,Gui(θ) ≤ 1− E}.
D’une manie`re ge´ne´rale, on pose la
De´finition 1.17 Soit ν ∈ R etL, un ope´rateur auto-adjoint borne´ infe´rieurement, de forme quadratique
associe´e Q. On de´finit Nν(L) par :
Nν(L) = #{µ ∈ Sdisc(L) : µ < ν}.
Lorsque l’on travaille avec la forme quadratique Q, on note e´galement Nν(Q) pour Nν(L).
Le Chapitre 14 est consacre´ a` la preuve du
The´ore`me 1.18 Pour tout θ ∈ (0, π
2
) on a :
N1−E(HGui(θ)) ∼
E→0
cot θ
4π
| lnE|.
Le The´ore`me 1.18 montre une accumulation logarithmique du nombre de valeurs propres pre`s du seuil
du spectre essentiel.
On rappelle que j0,1 de´signe le premier ze´ro de la 0-ie`me fonction de Bessel de premie`re espe`ce et
par zA(n) le n-ie`me ze´ro de la fonction d’Airy inverse´e. Dans le Chapitre 15, on prouve le
The´ore`me 1.19 Soit N0 ∈ N∗. Il existe θ0 > 0 tel que pour tout θ ∈ (0, θ0) on ait le de´veloppement :
µn,Gui(θ) =
j20,1
π2
+
(2j0,1)
2/3
π2
zA(n)θ
2/3 + o(θ| ln θ|3/2), n = 1, . . . , N0.
Le The´ore`me 1.19 de´crit le comportement des premie`res valeurs propres dans la limite semi-classique
θ → 0. Ce the´ore`me confirme la convergence de µn,Gui(θ) vers j20,1π−2 conjecture´e dans [ET10, Figure
2]. Afin de le de´montrer, il est plus facile de transfe´rer la de´pendance en θ dans les coefficients de
l’ope´rateur, c’est pourquoi on effectue le changement de variables :
x = z
√
2 sin θ, y = r
√
2 cos θ.
Le domaine Gui(θ) devient
Gui = Gui(π/4) (1.21)
et l’ope´rateurHGui(θ) est unitairement e´quivalent a`
DGui(θ) = −2 sin2 θ∂2x − 2 cos2 θ
1
y
∂y(y∂y). (1.22)
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Si on divise par 2 cos2 θ et que l’on pose h = tan θ on aboutit a`
LGui(h) = −h2∂2x −
1
y
∂y(y∂y). (1.23)
Cet ope´rateur agit sur L2(Gui, ydxdy) et ses valeurs propres en dessous du spectre essentiel, note´es
(λn,Gui(h))n≥1, ve´rifient :
λn,Gui(tan θ) = (2 cos
2 θ)−1µn,Gui(θ).
On remarque que le re´gime semi-classique θ → 0 correspond a` h→ 0.
1.5 Re´capitulatif des diffe´rents ope´rateurs
Nous re´capitulons ici les ope´rateurs associe´s aux diffe´rents proble`mes e´tudie´s au long de cette the`se.
Nous redonnons chaque ope´rateur et sa version semi-classique associe´e. La Table 1.1 est celle associe´e
a` la question des triangles asymptotiquement plats alors que la Table 1.2 re´capitule les ope´rateurs
concernant le proble`me d’effet tunnel. La Table 1.3 est celle pour les coˆnes de petite ouverture et la
Table 1.4 correspond au proble`me de la couche conique.
Notation Expression Domaine Forme
quadra-
tique
Valeurs propres n ≥ 1
Ope´rateur −∆Tri(s,h) −∂21 − ∂22 Tri(s, h) (Fig. 1.8) µn,Tri(s)(h)
Version
semi-
classique
LTri(s)(h) −h2∂2x − ∂2y Tri(s) QTri(s)(h) λn,Tri(s)(h) = h2µn,Tri(s)(h)
TAB. 1.1 – Re´capitulatif des ope´rateurs pour le proble`me des triangles asymptotiquement plats.
Notation Expression Domaine Forme
quadra-
tique
Valeurs propres n ≥ 1
Ope´rateur −∆Ω(h) −∂21 − ∂22 Ω(h) (Fig. 1.9) µn,Ω(h)
Version semi-classique LΩ(h) −h2∂2x − ∂2y Ω λn,Ω(h) = h2µn,Ω(h)
Ope´rateur −∆Ωlef(h) −∂21 − ∂22 Ωlef(h) µn(h)
−∆Ωrig(h) Ωrig(h)
Version semi-classique LΩlef (h) −h2∂2x − ∂2y Ωlef λn(h) = h2µn(h)
LΩrig(h) Ωrig
TAB. 1.2 – Re´capitulatif des ope´rateurs pour l’e´tude de l’effet tunnel dans un bonnet d’aˆne.
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Notation Expression Domaine Forme
quadra-
tique
Valeurs propres n ≥ 1
Ope´rateur
3D
carte´sien
−∆Co(θ) −∂21 − ∂22 − ∂23 Co(θ) (1.5)
Ope´rateur
3D cylin-
drique
HMer(θ)×S1 − 1r∂r(r∂r)− 1r2 ∂2φ − ∂2z Mer(θ) × S1
(1.7) muni
du poids
rdrdφdz
Fibres H[m]
Mer(θ) − 1r∂r(r∂r) + m
2
r2 − ∂2z Mer(θ) (1.7)
muni du poids
rdrdz
µ
[m]
n,Mer(θ)
Version
semi-
classique
L[m]Mer(h)
h = tan θ
−h2∂2x − 1y∂y(y∂y) + m
2
y2 Mer (1.11)
muni du poids
ydxdy
Q[m]Mer(h) λ[m]n,Mer(tan θ) = (tan θ)2µ[m]n,Mer(θ)
TAB. 1.3 – Re´capitulatif des ope´rateurs pour le proble`me des coˆnes de petite ouverture.
Notation Expression Domaine Forme
quadra-
tique
Valeurs propres n ≥ 1
Ope´rateur
3D
carte´sien
−∆Lay(θ) −∂21 − ∂22 − ∂23 Lay(θ) (1.17)
Ope´rateur
3D cylin-
drique
HGui(θ)×S1 − 1r∂r(r∂r)− 1r2 ∂2φ − ∂2z Gui(θ) × S1
(1.19) muni
du poids
rdrdφdz
Fibre
m = 0
HGui(θ) − 1r∂r(r∂r)− ∂2z Gui(θ) (1.19)
muni du poids
rdrdz
QGui(θ) µn,Gui(θ)
Version
semi-
classique
LGui(h)
h = tan θ
−h2∂2x − 1y∂y(y∂y) Gui (1.21)
muni du poids
ydxdy
QGui(h) λn,Gui(tan θ) = (
√
2 cos θ)−2µn,Gui(θ)
TAB. 1.4 – Re´capitulatif des ope´rateurs pour le proble`me de la couche conique.
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Chapitre 2
Outils standards
2.1 Quelques rappels de the´orie spectrale
Dans ce qui suit X de´signe un espace de Hilbert muni de la norme ‖ · ‖. On conside`re un ope´rateur
auto-adjoint L sur X . On e´nonce dans un premier temps le principe du min-max qui permet de
caracte´riser le bas du spectre d’un ope´rateur (voir [RS78, Chap. XIII] et [LB03, Propositions 6.16 et
13.1]).
Proposition 2.1 (Principe du min-max) Soit L un ope´rateur auto-adjoint borne´ infe´rieurement, Q
sa forme quadratique et Dom(Q) son domaine de forme. On de´finit le n-ie`me quotient de Rayleigh
comme
µn(L) = sup
Ψ1,...,Ψn−1∈Dom(Q)
inf
Ψ∈vect(Ψ1,...,Ψn−1)⊥
Ψ∈Dom(Q)\{0}
Q(Ψ)
‖Ψ‖2 = infΨ1,...,Ψn∈Dom(Q) supΨ∈vect(Ψ1,...,Ψn)
Ψ∈Dom(Q)\{0}
Q(Ψ)
‖Ψ‖2 . (2.1)
On a l’alternative (i) ou (ii) :
(i) Si les valeurs propres sont trie´es dans l’ordre croissant et compte´es avec multiplicite´, µn est la
n-ie`me valeur propre de L. De plus, l’ope´rateur L n’a que du spectre discret dans l’intervalle
(−∞, µn(L)].
(ii) µn(L) est le bas du spectre essentiel de L. Dans ce cas, µj(L) = µn(L) pour tout j ≥ n.
En pratique,pour L un ope´rateur auto-adjoint borne´ infe´rieurement et Q sa forme quadratique associe´e
de domaine de forme Dom(Q), s’il existe a ∈ R et un espace vectoriel V ⊂ Dom(Q) de dimension n
tel que pour tout Ψ ∈ V on ait
Q(Ψ) ≤ a‖Ψ‖2,
alors on en de´duit que
µn(L) ≤ a.
On rappelle deux re´sultats qui caracte´risent le spectre essentiel d’un ope´rateur. Le premier est une
caracte´risation se´quentielle via les suites de Weyl (voir [RS78] et [LB03, Chapitre 10]).
Proposition 2.2 (Crite`re de Weyl) Un nombre re´el λ appartient a` Sess(L) si et seulement si il existe
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une suite (Ψn)n≥0 d’e´le´ments de Dom(L) ve´rifiant :
‖Ψn‖ = 1,
‖(L − λ)Ψn‖ −→
n→+∞
0,
Ψn tend faiblement vers 0.
Soit U est un ouvert de Rd (d ∈ N∗), on conside`re le cas X = L2(U). En pratique, pour construire une
suite de Weyl, on est amene´ a` construire des bosses glissantes dans une direction infinie de U . Ces
bosses glissantes doivent eˆtre proches d’une fonction propre ge´ne´ralise´e adapte´e. En un certain sens,
le spectre essentiel se comprend comme le spectre venant de l’infini et c’est ce que dit la proposition
suivante (voir [FH10, Appendix B], [Per60] et [Ray, Th. 5.5.]).
Proposition 2.3 (Lemme de Persson) Soit U un ouvert non borne´ de Rd a` bord lipschitzien et V un
potentiel a` valeurs re´elles positives. Alors le bas du spectre essentiel de la re´alisation de Dirichlet sur
U de L = −∆+ V est donne´ par :
inf Sess(L) = Σ(L),
ou`
Σ(L) = lim
R→+∞
ΣR(L)
avec
ΣR(L) = inf
ψ∈C∞0 (U∩∁B(0,R))
(∫
U |∇ψ(x)|2 + V (x)|ψ(x)|2dx∫
U |ψ(x)|2dx
)
.
La caracte´risation du bas du spectre de la Proposition 2.1 nous permet d’interpre´ter le bas du spectre
essentiel comme le bas du spectre de la re´alisation de Dirichlet de L sur des domaines de plus en plus
e´loigne´s de l’origine.
Maintenant, on se propose d’obtenir une formule de localisation en utilisant des partitions de l’unite´.
Pour cela on s’inspire de [CFKS87]. Soit U est un ouvert de Rd (d ∈ N∗), on se place dans le cas ou`
X = L2(U). On se donne une suite de points xj (finie ou non) dans U et on introduit la partition de
l’unite´ suivante : ∑
j
χ2j,R = 1,
ou` χj,R est une fonction troncature re´gulie`re supporte´e dans la boule de centre xj et de rayon R. De
plus, on peut construire une telle partition de l’unite´ telle que :∑
j
‖∇χj,R‖2 ≤ CR−2, avec C > 0.
Proposition 2.4 (Formule de localisation IMS) Soit U un ouvert de Rd a` bord lipschitzien et V un
potentiel borne´ infe´rieurement a` valeurs re´elles. Alors si L de´signe la re´alisation de Dirichlet sur U de
−∆+ V et Q la forme quadratique associe´e, pour ψ ∈ Dom(Q) on a :
Q(ψ) =
∑
j
Q(χj,Rψ)−
∑
j
‖∇χj,Rψ‖2
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L’inte´reˆt principal de cette formule est de re´duire l’e´tude de la forme quadratique Q, modulo un terme
de reste, a` celles de formes quadratiques localise´es sur le support des fonctions troncatures.
On e´nonce ensuite un the´ore`me qui s’ave`re eˆtre un outil puissant pour localiser le spectre d’un
ope´rateur :
Proposition 2.5 (The´ore`me spectral) Soit L un ope´rateur auto-adjoint borne´ infe´rieurement et
Dom(L) ⊂ X son domaine. Pour tout λ ∈ R, Ψ ∈ Dom(L) on a
dist(λ,S(L))‖Ψ‖ ≤ ‖(L − λ)Ψ‖
Par conse´quent, pour un nombre re´el λ, si on trouve une fonction normalise´e Ψ ∈ Dom(L) qui, pour
ε > 0, ve´rifie
‖(L − λ)Ψ‖ ≤ ε (2.2)
alors
dist(λ,S(L)) ≤ ε.
Lorsque l’on souhaite utiliser la Proposition 2.5 on cherche une fonction propre approche´e (aussi
nomme´e quasimode) de l’ope´rateur L, c’est-a`-dire qui ve´rifie une e´quation de type (2.2) pour un ε
suffisamment petit. On en de´duit l’existence d’un e´le´ment de S(L) a` distance ε de λ.
On conclut cette section en e´nonc¸ant un re´sultat qui permet de controˆler la diffe´rence entre deux
re´solvantes a` l’aide des formes biline´aires associe´es (voir [KSˇ12, Prop. 5.3]). La comparaison des
re´solvantes se rame`ne a` celle des formes biline´aires associe´es. On peut comparer notre me´thode avec
la me´thode de comparaison des re´solvantes. En effet, par la suite, on comparera souvent deux formes
quadratiques afin d’obtenir des encadrements des valeurs propres. Moralement, la comparaison des
formes biline´aires s’inscrit dans le meˆme esprit.
Proposition 2.6 (Convergence en norme de la re´solvante) Soient L1 et L2 deux ope´rateurs auto-
adjoints positifs sur l’espace de Hilbert X tels que L−11 et L−12 soient borne´s sur X . Soient B1 et B2
leurs formes biline´aires associe´es, on suppose que Dom(B1) = Dom(B2). Supposons e´galement qu’il
existe η > 0 tel que pour tout φ, ψ ∈ Dom(B1) on ait
|B1(φ, ψ)− B2(φ, ψ)| ≤ η
√
Q1(ψ)
√
Q2(φ),
avec Qj(ϕ) = Bj(ϕ, ϕ), pour j = 1, 2 et ϕ ∈ Dom(B1). Alors on a :
‖L−11 − L−22 ‖ ≤ η‖L−11 ‖1/2‖L−12 ‖1/2.
En pratique, on l’utilise pour comparer la re´solvante d’un ope´rateur L1 a` celle d’un ope´rateur L2 dont
on connait le spectre. Pour µ ∈ ρ(L) (ou` ρ(L) est l’ensemble re´solvant de L) et ε > 0 on montre des
ine´galite´s de type
‖(L1 − µ)−1 − L−12 ‖ ≤ ε.
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A` l’aide du The´ore`me spectral 2.5 on montre que, si λk,j (k = 1, 2) est la j-ie`me valeur propre de Lk,
on a :
|(λ1,j − µ)−1 − λ−12,j | ≤ ε.
2.2 L’approximation harmonique
Afin de mieux saisir la philosophie des ide´es de´veloppe´es par la suite, on se propose de rappeler
brie`vement une ide´e ge´ne´rale d’analyse semi-classique pour des ope´rateurs de Schro¨dinger avec
potentiel e´lectrique : l’approximation harmonique. On se place en dimension un, on trouvera plus de
de´tails dans [CFKS87, Chap. 11], [DS99] ou [Sim83].
Soit l(h) la re´alisation auto-adjointe sur R de
− h2∂2x + v(x), (2.3)
ou` v est une fonction C∞(R) telle que
lim
|x|→+∞
v(x) = +∞,
et admettant un unique minimum en 0 tel que
v(0) = 0, v′′(0) > 0.
Faisons alors le changement d’e´chelle :
x = h1/2z.
Lorsque h→ 0, on est ramene´ a` e´tudier :
h
(− ∂2z + h−1v(h1/2z)).
On fait alors un de´veloppement de Taylor de v en 0, formellement l’ope´rateur s’e´crit :
h
(
− ∂2z +
v′′(0)
2
z2
)
+
+∞∑
j=3
vjz
jhj/2. (2.4)
Quand h→ 0 le terme dominant est l’oscillateur harmonique. Si l’on s’inte´resse aux premie`res paires
propres, on est amene´ a` les chercher formellement sous la forme :
λn(h) = h
+∞∑
j=0
βn,jh
j/2, ψhn =
+∞∑
j=0
φn,jh
j/2. (2.5)
En re´solvant formellement l’e´quation aux valeurs propres on peut choisir pour βn,0 la n-ie`me valeur
propre de l’oscillateur harmonique a` savoir
βn,0 = (2n+ 1)
√
v′′(0)
2
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et pour Φn,0 une fonction propre associe´e. Par la suite, nous utiliserons ce type de construction lorsque
le potentiel v admet un minimum singulier.
2.3 Ope´rateurs mode`les
Dans la section pre´ce´dente le terme dominant dans le de´veloppement (2.4) est l’oscillateur harmo-
nique. Cet ope´rateur mode`le de´termine le premier terme du de´veloppement asymptotique (2.5). Dans
les chapitres suivants, nous rencontrerons d’autres ope´rateurs mode`les qui jouent un roˆle similaire a`
celui de l’oscillateur harmonique. C’est ces derniers que nous nous proposons de de´crire dans cette
section.
2.3.1 Ope´rateur d’Airy
L’ope´rateur d’Airy, note´ lAi, est la re´alisaton de Dirichlet sur L
2(R+) de l’ope´rateur :
−∂2x + x.
Une description de son domaine est
Dom(lAi) = H
2(R+) ∩H10 (R+) ∩ L2(R+, x2dx).
Cet ope´rateur positif est a` re´solvante compacte et son spectre est une suite croissante de valeurs propres.
On note Ai la fonction d’Airy de premie`re espe`ce. Elle ve´rifie :
−Ai′′ + xAi = 0.
On note zAi(n) le n-ie`me ze´ro de la fonction d’Airy Ai. Si (λ, ψ) est une paire propre de lAi alors :
−ψ′′ + (x− λ)ψ = 0.
On en de´duit qu’il existe une constante c telle que :
ψ(x) = c Ai(x− λ).
Par conse´quent le spectre de l’ope´rateur d’Airy est
S(lAi) = {−zAi(n), n ≥ 1}.
On notera A(x) = Ai(−x) la fonction d’Airy inverse´e et zA(n) = −zAi(n) ses ze´ros. Elle ve´rifie
−A′′ − xA = 0,
et on de´finit l’ope´rateur d’Airy inverse´, note´ lA, comme la re´alisation de Dirichlet sur L
2(R−) de
l’ope´rateur :
−∂2x − x.
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Une description de son domaine est
Dom(lA) = H
2(R−) ∩H10 (R−) ∩ L2(R−, x2dx).
On mentionne e´galement la fonction d’Airy de seconde espe`ce Bi. Elle n’est pas dans L2(R+) mais
intervient lorsque l’on s’inte´resse a` la re´alisation de Dirichlet de lAi sur des intervalles borne´s (a, b). On
note B(x) = Bi(−x) la fonction d’Airy de seconde espe`ce inverse´e.
On sait de plus que la fonction d’Airy de premie`re espe`ce Ai est a` de´croissance exponentielle. On
en profite pour de´finir les espaces de Sobolev de fonctions a` de´croissance exponentielle :
De´finition 2.7 Soit D une droite ou demi-droite de R. Pour u ∈ D, on pose 〈u〉 = √1 + u2. Soit B
une bande ou demi-bande de R2 de la forme B = {(u, t) ∈ D × (0, 1)} etm(dt) une mesure sur (0, 1).
Pour tout k ∈ N, on de´finit les espaces suivants :
i) Hkexp(D) = {f ∈ L2(D) : ∃γ > 0, c > 0, ec〈u〉γf ∈ Hk(D)},
ii) Hkexp(B,m(dt)du) = {f ∈ L2(B,m(dt)du) : ∃γ > 0, c > 0, ec〈u〉γf ∈ Hk(B,m(dt)du)}.
2.3.2 Ope´rateur mode`le avec un potentiel en V non symme´trique
Lors de l’e´tude des triangles asymptotiquement plats avec s ∈ (−1, 1), on sera amene´ a` conside´rer,
sur L2(R), l’ope´rateur :
lmods (u; ∂u) = −∂2u + vmods (u), avec vmods (u) =
(
1
1 + s
1R−(u) +
1
1− s1R+(u)
)
|u|, (2.6)
de domaine
Dom(lmods ) = H
2(R) ∩ L2(R, u2du).
Le parame`tre s introduit une dissyme´trie du potentiel effectif vmods .
La diffe´rence avec l’ope´rateur e´tudie´ par Dauge et Raymond dans [DR12, Sec. 3] ou au Chapitre 4
re´side dans le fait que cet ope´rateur n’est pas un ope´rateur d’Airy inverse´ avec condition de Dirichlet
en u = 0. Le potentiel effectif vmods est la combinaison d’un ope´rateur d’Airy inverse´ sur R− et d’un
ope´rateur d’Airy sur R+. La dissyme´trie du potentiel effectif et les conditions de transmissions en
u = 0 compliquent l’e´tude : nous n’avons pas une expression explicite des valeurs propres de lmods en
terme de ze´ros d’une fonction d’Airy.
L’allure du potentiel effectif vmods permet d’affirmer (voir [RS78, Th. XIII.67]) que le spectre de
l’ope´rateur lmods est constitue´ d’une suite croissante de valeurs propres :
S(lmods ) = (κn(s))n≥1
Remarque 2.8 Pour s = 0, l’ope´rateur mode`le est lmod0 = −∂u + |u| et ses valeurs propres sont, pour
tout n ≥ 0 : {
κ2n+1(0) = z
′
A(n+ 1),
κ2n+2(0) = zA(n+ 1).
Nous allons prouver que les valeurs propres κn(s) sont simples. Avant cela, rappelons un lemme de
type Sturm-Liouville :
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Lemme 2.9 Soit I = [u0,∞) (I = (−∞, u0]). Soit Ψ une fonction de classe C2 a` valeurs re´elles et q
une fonction positive sur I . On suppose que Ψ ve´rifie l’e´quation de Sturm-Liouville
Ψ′′(u) = q(u)Ψ(u)
ou` Ψ ∈ L2(I) et Ψ 6= 0. Alors Ψ(u)Ψ′(u) < 0 pour tout u ∈ I (Ψ(u)Ψ′(u) > 0 pour tout u ∈ I).
On en de´duit la
Proposition 2.10 Pour tout s ∈ (−1, 1) les valeurs propres de lmods sont simples.
Preuve : Fixons s ∈ (−1, 1) et appliquons le Lemme 2.9 en utilisant
q(u) = 2π2
( 1
1 + s
1R−(u) +
1
1− s1R+(u)
)
|u| − κn(s)
et
I =
[κn(s)
2π2
(1− s),∞
)
.
Si Ψn(u, s) de´signe la fonction propre associe´e a` κn(s) elle ve´rifie
−∂2uΨn(u, s) +
(
2π2
( 1
1 + s
1R−(u) +
1
1− s1R+(u)
)
|u| − κn(s)
)
Ψn(u, s) = 0.
L’e´quation est d’ordre 2 donc la multiplicite´ de κn(s) est au plus 2. Si les deux fonctions propres
associe´es Ψ
[1]
n ,Ψ
[2]
n sont dans L2(I) elles ve´rifient Ψ
′[1]
n (u, s)Ψ
[1]
n (u, s) < 0 et Ψ
′[2]
n (u, s)Ψ
[2]
n (u, s) < 0
sur I . Ceci est impossible car on peut re´soudre l’e´quation diffe´rentielle avec comme condition initiale
en u0 =
κn(s)
2π2
(1− s), Ψ(u0, s) = 1 et Ψ′(u0, s) = 1. On en de´duit imme´diatement que l’espace propre
associe´ a` κn(s) est de dimension 1, ce qui conclut la de´monstration. 
Nous nous inte´ressons de´sormais a` la re´gularite´ de ces valeurs propres. La famille (lmods )s∈(−1,1) est
une famille analytique de type (A) (voir [Kat66]). Couple´ avec la Proposition 2.10 on obtient la
Proposition 2.11 Pour tout n ≥ 1 les fonctions (s 7→ κn(s)) sont analytiques sur (−1, 1). De plus, il
existe une fonction propre Tns associe´e a` κn(s), telle que les fonctions (s 7→ T ns ∈ Dom(lmods )) soient
analytiques sur (−1, 1).
Caracte´risation des valeurs propres (κn(s))n≥1 On a la
Proposition 2.12 Les valeurs propres (κn(s))n≥1 ve´rifient l’e´quation implicite suivante en (s, κ) :
3
√
1 + s A((1 + s)2/3κ)A′((1− s)2/3κ) + 3√1− s A((1− s)2/3κ)A′((1 + s)2/3κ) = 0, (2.7)
Preuve : Soit (κ,Ψ) une paire propre de lmods . On de´finit :
Ψ± = Ψ1R± .
Afin de re´soudre l’e´quation
lmods Ψ = κΨ, (2.8)
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on conside`re cette e´quation pour u < 0 et u > 0. Pour u < 0 l’e´quation (2.8) s’e´crit(
− ∂2u −
1
1 + s
u− κ
)
Ψ− = 0.
C’est une e´quation d’Airy inverse´e. Pour des raisons d’inte´grabilite´ la fonction d’Airy de seconde
espe`ce n’apparaıˆt pas dans l’expression de Ψ− et on a :
Ψ−(u) = α−A
(
(1 + s)−1/3(u+ κ(1 + s))
)
, (2.9)
avec α− ∈ R.
Pour u > 0 la meˆme de´marche donne :
Ψ+(u) = α+Ai
(
(1− s)−1/3(u− κ(1− s))), (2.10)
avec α+ ∈ R.
La fonction propre Ψ est dans le domaine Dom(lmods ) de l’ope´rateur mode`le l
mod
s . En particulier
Ψ ∈ H2(R) et satisfait les conditions de transmissions : Ψ−(0) = Ψ+(0),∂uΨ−(0) = ∂uΨ+(0),
qui deviennent
α−A
(
(1 + s)2/3κ
)− α+A((1− s)2/3κ) = 0,
α−(1− s)1/3 A′((1 + s)2/3κ)+ α+(1 + s)1/3 A′((1− s)2/3κ) = 0.
Les κn(s) sont les valeurs pour lesquelles le syste`me est lie´ et on obtient l’e´quation implicite (2.7). 
Graˆce aux expressions explicites (2.9) et (2.10) ainsi qu’aux proprie´te´s de la fonction d’Airy de
premie`re espe`ce on a la
Proposition 2.13 Pour tout n ∈ N∗, la fonction propre Tns appartient a` H2exp(R).
Afin de comprendre la re´gularite´ de (s 7→ κn(s)) pre`s de s = 1, on fait le changement de variable
σ = (1− s)1/3 dans l’e´quation (2.7). Elle devient :
(2− σ3)1/3A((2− σ3)2/3κ)A′(σ2κ) + σA(σ2κ)A′((2− σ3)2/3κ) = 0,
qui est re´gulie`re pre`s de σ = 0.
Si on souhaite e´tudier les triangles asymptotiquement plats pour s > 1, on est amene´ a` conside´rer
l’ope´rateur
l˜mods (u; ∂u) = −∂2u + v˜mods (u), avec v˜mods (u) =
(1
2
1R−(u) +
1
s− 11R+(u)
)|u|,
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FIG. 2.1 – Cette figure repre´sente κn et κ˜n en fonction de s pour n = 1, 2, 3. Les points noirs
repre´sentent les valeurs 2−2/3zA(n) pour n = 1, 2, 3.
de domaine
Dom(l˜mods ) = H
2(R) ∩ L2(R, u2du).
Si on note (κ˜n(s))n≥1 ses valeurs propres, elles ve´rifient l’e´quation implicite en κ˜ :
41/6A
( 4
(s+ 1)4/3
κ˜
)
A′
((4(s− 1)
(s+ 1)2
)2/3
κ˜
)
+(1+s)1/3(s−1)1/3A
((4(s− 1)
(s+ 1)2
)2/3
κ˜
)
A′
( 4
(s+ 1)4/3
κ˜
)
= 0
qui ont le meˆme comportement que κn(s) quand s > 1. On remarque que
κn(1) = κ˜n(1) = 2
−2/3zA(n)
Ne´anmoins, κn et κ˜n ont une singularite´ cubique en s = 1. A` l’aide des e´quations implicites (a` la fois
pour s ∈ (0, 1) et s > 1) on a repre´sente´ en Figure 2.1 la de´pendance en s de κn et κ˜n pour n = 1, 2, 3.
On constate la singularite´ cubique en s = 1.
2.4 Strate´gie des preuves et organisation de la the`se
Dans cette section, on se propose d’expliquer les principes qui seront utilise´s dans les preuves des
The´ore`mes 1.8, 1.11 et 1.19.
2.4.1 Les ope´rateurs de Bessel
On s’attarde sur quelques proprie´te´s des ope´rateurs de Bessel qui interviendront dans la construction
d’ope´rateurs 1D (voir [AS66] pour plus de de´tails). En particulier, dans les Chapitres 4 et 5, nous
aurons besoin de comprendre le spectre des ope´rateurs de Bessel. Soient 0 ≤ a < 1, on conside`re sur
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L2((a, 1), ydy) la re´alisation de Dirichlet en y = 1, note´e l
[m]
Bess, de l’ope´rateur :
−1
y
∂y(y∂y) +
m2
y2
.
Cet ope´rateur positif est a` re´solvante compacte et son spectre est une suite croissante de valeurs propres.
On note Jm et Ym les fonctions de Bessel d’ordrem de premie`re et seconde espe`ce. Elles ve´rifient :
y2J ′′m + yJ
′
m + (y
2 −m2)Jm = 0, y2Y ′′m + yY ′m + (y2 −m2)Ym = 0.
Si (λ, ψ) est une paire propre de l
[m]
Bess alors :
y2ψ′′ + yψ′ + (λy2 −m2)ψ = 0
On en de´duit l’existence de deux constantes c et d telles que :
ψ(y) = c Jm(
√
λx) + d Ym(
√
λx).
Lorsque a = 0, pour que ψ soit dans le domaine de l
[m]
Bess on a ne´cessairement d = 0. On note jm,n
le n-ie`me ze´ro de la m-ie`me fonction de Bessel de premie`re espe`ce. Si a = 0 le spectre du m-ie`me
ope´rateur de Bessel est {j2m,n : n ≥ 1}.
2.4.2 Approximation de type Born-Oppenheimer
Soit U un domaine ouvert de R2, comme explique´ aux Sections 1.2, 1.3 et 1.4, apre`s quelques
transformations ge´ome´triques, les ope´rateurs qui interviennent dans les proble`mes e´tudie´s sont de la
forme :
LU(h)(x, y; ∂x, ∂y) = −h2∂2x + ltransU ,x (y; ∂y), (2.11)
ou` ltransU ,x est un ope´rateur auto-adjoint dans la variable transverse y. Soit dx m(dy) une mesure sur U ,
on s’inte´resse a` la re´alisation de Dirichlet (sur tout ou partie du bord ∂U de l’ouvert U ) de LU(h). Pour
chaque proble`me, les ope´rateurs pre´sente´s en (1.1), (1.13) et (1.23) ont bien l’allure de l’ope´rateur
(2.11). On note (quand elle existe) λn,U(h) la n-ie`me valeur propre de l’ope´rateur LU(h). Notre objectif
est de comprendre le comportement des plus petites paires propres de l’ope´rateur LU(h), ope´rateur
partiellement semi-classique en la variable x, dans le re´gime h→ 0.
Afin de mieux appre´hender l’analyse semi-classique de l’ope´rateur LU(h) on de´rive un ope´rateur
en dimension un de l’expression (2.11). Pour cela, on conside`re a` x fixe´ l’ensemble de re´els :
Ix = {y ∈ R : (x, y) ∈ U}.
Dans les cas e´tudie´s Ix est un intervalle borne´. On regarde l’ope´rateur transverse l
trans
U ,x sur L
2(Ix,m(dy))
avec conditions aux limites issues du proble`me en dimension deux (par exemple, si (x, infy Ix) ∈ ∂U
est un point ou` il y a une condition de Dirichlet pour l’ope´rateur LU(h) alors cette condition de Dirichlet
se transmet en infy Ix pour l’ope´rateur transverse l
trans
U ,x ). Supposons que l’ope´rateur transverse l
trans
U ,x
posse`de une plus petite valeur propre note´e vU(x). D’apre`s le principe du min-max on a, au sens des
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formes quadratiques, l’ine´galite´ suivante :
LU(h) ≥ −h2∂2x + vU(x). (2.12)
Notons J = {x ∈ R : ∃ y ∈ R, (x, y) ∈ U}. Graˆce a` la minoration (2.12) il semble judicieux, pour
comprendre l’ope´rateur LU(h), de s’inte´resser sur L2(J) a` l’ope´rateur en dimension un :
lU(h) = −h2∂2x + vU(x). (2.13)
Cet ope´rateur est en fait construit dans l’esprit de l’approximation de Born-Oppenheimer (voir [BO27,
CDS81, KMSW92, Mar89, Mar07, Jec14]). Cet ope´rateur 1D est un ope´rateur de Schro¨dinger semi-
classique avec potentiel e´lectrique. En fait, les de´veloppements asymptotiques de ses valeurs propres
donnent la structure des premiers termes des valeurs propres de l’ope´rateur LU(h).
On se restreint au cas ou` le potentiel effectif vU admet un unique minimum global. Lorsque h→ 0,
on sait que le minimum du potentiel effectif vU dicte le comportement des plus petites paires propres de
l’ope´rateur lU(h). Dans les cas e´tudie´s ici, le potentiel n’est pas de´rivable en son minimum : on ne peut
pas appliquer stricto sensu la me´thode d’approximation harmonique de´crite en Section 2.2. Toutefois,
lorsque le potentiel effectif vU admet un de´veloppement asymptotique a` gauche et a` droite pre`s du point
de minimum, on peut conside´rer des ope´rateurs mode`les associe´s issus des premiers termes de ces
de´veloppements.
Par exemple, lorsque le potentiel effectif vU peut eˆtre approche´ line´airement au point de minimum,
on obtient alors le de´veloppement suivant :
vU(x) =
x→0±
vU(0) + v′U(0
±)x+O(x2).
Si on approche lU(h) par son ope´rateur tangent en 0 on a :
ltanU (h) = −h2∂2x + vU(0) +
{
v′U(0
−)x, x < 0
v′U(0
+)x, x > 0.
(2.14)
Cet ope´rateur tangent est e´troitement lie´ a` l’ope´rateur d’Airy. Ces ope´rateurs mode`les jouent un roˆle
similaire a` celui joue´ par l’oscillateur harmonique lorsque le potentiel effectif est de classe C2 en son
minimum.
Tableaux illustratifs des approximations de type Born-Oppenheimer On comple`te ici les Tables
1.1, 1.3 et 1.4 en y explicitant leurs diffe´rentes approximations de type Born-Oppenheimer et les
mode`les tangents associe´s. La Table 2.1 est celle lie´e au proble`me des triangles asymptotiquement plats,
la Table 2.2 correspond aux coˆnes de petite ouverture et la Table 2.3 au proble`me de la couche conique.
2.4.3 Estime´es de localisation d’Agmon
On s’inte´resse encore a` lU(h) de´fini en (2.13). On note Dom(lU(h)) son domaine et qU(h) sa forme
quadratique associe´e. Si Dom(qU(h)) de´signe le domaine de forme de l’ope´rateur lU(h), pour tout
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Version semi-
classique
Born-Oppenheimer Ope´rateur tangent Ope´rateur mode`le
Notation LTri(s)(h) lTri(s)(h) ltans (h) lmods
Expression −h2∂2x − ∂2y −h2∂2x + vTri(s)(x), −h2∂2x + vtans (x), −∂2x + vmods (x)
vTri(s)(x) =
( (1+s)2
(x+1+s)2
π2, x < 0,
(1−s)2
(x−(1−s))2 π
2, 0 < x.
vtans (x) = π
2 +
(
2pi2
1+s
|x|, x < 0,
2pi2
1−s |x|, x > 0.
vmods (x) =
(
1
1+s
|x|, x < 0,
1
1−s |x|, x > 0.
Domaine Tri(s) (−1− s, 1− s) R R
Forme qua-
dratique
QTri(s)(h) qTri(s)(h)
Valeurs
propres
n ≥ 1
λn,Tri(s)(h) λˆn,Tri(s)(h) π
2 + (2π2)2/3κn(s)h2/3 κn(s)
TAB. 2.1 – Re´capitulatif des ope´rateurs pour le proble`me des triangles asymptotiquement plats.
Version semi-classique Born-Oppenheimer Ope´rateur tangent Ope´rateur mode`le
Notation L[m]Mer(h) l[m]Mer(h) l[m],tanMer (h) lA
Expression −h2∂2x − 1y∂y(y∂y) + m
2
y2 −h2∂2x + v[m]Mer(x), −h2∂2x + j2m,1 − 2j2m,1x −∂2x − x
v
[m]
Mer(x) =
j2
m,1
(x+1)2
Domaine Mer muni du poids ydxdy (−1, 0) R− R−
Forme
quadra-
tique
Q[m]Mer(h) q[m]Mer(h)
Valeurs
propres
n ≥ 1
λ
[m]
n,Mer(h) λˆ
[m]
n,Mer(h) j
2
m,1 + 2(j
2/3
m,1)
2zA(n)h
2/3 zA(n)
TAB. 2.2 – Re´capitulatif des ope´rateurs pour le proble`me des coˆnes de petite ouverture.
Version semi-classique Born-Oppenheimer
Notation LGui(h) lGui(h)
Expression −h2∂2x − 1y∂y(y∂y) −h2∂2x + vGui(x)
vGui(x) =
{
j2
m,1
(x+pi
√
2)2
,−pi√2 < x < 0,
voir Section 5.1 pour x > 0.
Domaine Gui muni du poids ydxdy (−pi√2,+∞)
Forme
quadra-
tique
QGui(h)
Valeurs
propres
n ≥ 1
λn,Gui(h) λˆn,Gui(h)
TAB. 2.3 – Re´capitulatif des ope´rateurs pour le proble`me de la couche conique.
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ψ ∈ Dom(qU)(h) on a :
qU(h)(ψ) =
∫
J
h2|∂xψ|2 + vU(x)|ψ|2dx.
On e´nonce la formule d’IMS suivante qui permet d’obtenir une localisation des fonctions propres en
multipliant par une exponentielle (voir [Hel88]).
Proposition 2.14 Soit ψ ∈ Dom(lU(h)) et Φ une fonction lipschitzienne sur R a` valeurs re´elles alors :
qU(h)(eΦ/hψ) = 〈e2Φ/hlU(h)ψ, ψ〉L2(J) + ‖Φ′eΦ/hψ‖2L2(J).
On remarque que si ψ est une valeur propre de lU(h) l’identite´ de la Proposition 2.14 devient
qh(e
Φ/hψ) = λ‖eΦ/hψ‖2L2(J) + ‖Φ′eΦ/hψ‖2L2(J).
Ce type d’identite´ est tre`s utile pour localiser les premie`res fonctions propres de lU(h). La preuve de
cette proposition repose sur une inte´gration par partie du commutateur de eΦ/h et lU(h). Ce re´sultat
est e´troitement lie´ a` la Proposition 2.4 ou` l’on aurait remplace´ la partition de l’unite´ par un poids
exponentiel.
Afin d’obtenir une simplicite´ asymptotique pour les valeurs propres de l’ope´rateur LU(h) nous
avons besoin de comprendre ou` se localisent ses fonctions propres. Nous utiliserons des estime´es de
localisation d’Agmon (voir [Agm82, Agm85]) dans le cadre semi-classique (voir [DS99, Chapitre 6]
et [HS84]). Graˆce a` l’e´quation (2.12) les estime´es pour l’approximation lU(h) se transmettent a` LU(h).
D’apre`s le Proposition 2.14, si ψ est une fonction propre de lU(h) associe´e a` la valeur propre λ cette
e´quation devient : ∫
J
h2|∂x(eΦ/hψ)|2 +
(
vU(x)− λ− Φ′(x)2
)|eΦ/hψ|2dx = 0.
Ensuite, dans une zone d’e´nergie fixe´e, on choisit une bonne fonction Φ comme sous-solution de
l’e´quation eikonale
vU(x)− λ− Φ′(x)2 = 0.
En particulier, dans L2(J), on va pouvoir controˆler la norme de eΦ/hψ par celle de ψ. On obtient selon
la fonction Φ, une e´chelle de localisation (qui de´pend du parame`tre semi-classique h) pour les fonctions
propres de lU(h). Si le potentiel vU admet un unique minimum non de´ge´ne´re´ les premie`res fonctions
propres sont localise´es dans un voisinage d’ordre h autour du point de minimum. En revanche, lorsque
le minimum n’est plus quadratique mais line´aire la taille de ce voisinage est d’ordre h2/3 autour du
point de minimum (voir Figure 2.2). Les estime´es de localisation d’Agmon justifient la de´croissance
exponentielle des fonctions propres en dehors d’un voisignage du minimum.
2.4.4 Construction de quasimodes
Le but de cette e´tape est de construire des quasimodes suffisamment pre´cis pour LU(h). Plus
exactement on veut appliquer le The´ore`me spectral 2.5 et pour cela on cherche des couples (λ, ψ) tels
que
‖(LU(h)− λ)ψ‖ ≤ ε‖ψ‖,
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O(h) x O(h2/3) x
FIG. 2.2 – E´chelles de localisations des fonctions propres selon le type de minimum du potentiel vU .
avec ε > 0 suffisamment petit.
On construit de tels quasimodes a` l’aide d’un proce´de´ d’homoge´ne´isation comportant plusieurs
e´chelles de localisation. En suivant l’ide´e de l’approximation harmonique pre´sente´e en Section 2.2
on de´veloppe l’ope´rateur en se´ries formelles et on cherche des paires propres ve´rifiant une certaine
structure. Le choix des e´chelles est assez complique´ et est en partie guide´ par l’e´chelle sous-jacente au
proble`me de type Born-Oppenheimer associe´.
A` cette e´tape on prouve qu’il existe une paire propre de LU(h) proche du n-ie`me quasimode
construit via l’Ansatz. On doit encore prouver que la valeur propre associe´e est bien la n-ie`me valeur
propre.
2.4.5 Re´duction a` un ope´rateur tensoriel
Nous utilisons ici une projection de Feshbach (voir [Fes58, Fes62]) afin d’e´tablir la simplicite´
asymptotique des valeurs propres. On en fait ici une pre´sentation tre`s formelle afin d’en de´gager les
ide´es essentielles. Le but est de comparer la forme quadratique QU(h) de LU(h) a` celle de l’ope´rateur
tangent de´fini en (2.14), que l’on note qtanU (h).
On fixe N0 ∈ N∗ et on note simplement λ1(h), . . . , λN0(h) les N0 premie`res valeurs propres de
LU(h) et on note ψ1, . . . , ψN0 des fonctions propres normalise´es associe´es telles que 〈ψi, ψj〉 = 0 si
i 6= j. On de´finit :
SN0(h) = vect(ψ1, . . . , ψN0).
Par de´finition les fonctions ψi (i = 1, . . . , N0) sont orthogonales dans L
2(U , dx m(dy)) mais aussi
pour la forme quadratique QU(h). Pour ψ ∈ SN0(h), graˆce a` l’e´quation (2.12), on a :∫
U
h2|∂xψ|2 + vU(x)|ψ|2dx m(dy) ≤ QU(h)(ψ) ≤ λN0(h)‖ψ‖2.
Dans plusieurs cas e´tudie´s vU sera une fonction convexe, par conse´quent on a :
QtanU (h)(ψ) =
∫
U
h2|∂xψ|2+ v′U(0−)x|ψ|21R− + v′U(0+)x|ψ|21R+dx m(dy) ≤ (λN0(h)− vU(0))‖ψ‖2
(2.15)
Nous aimerions appliquer le principe du min-max 2.1 ; toutefois, comme ψ est a` deux variables, les
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espaces variationnels ne s’y preˆtent pas. On introduit donc le projecteur de Feshbach Π tel que :
Πψ = 〈ψ, tx〉ytx (2.16)
ou` tx est une fonction propre normalise´e de l’ope´rateur transverse l
trans
U ,x (y; ∂y) associe´e a` vU(x). A`
l’aide de (2.15) on obtient :
QtanU (h)(Πψ) ≤ (λN0(h)− vU(0) + ε(h))‖Πψ‖2
ou` ε(h) est controˆle´ a` l’aide des estime´es d’Agmon pre´sente´es en sous-Section 2.4.3. Si χ(x) est une
fonction troncature choisie convenablement, on se rame`ne ensuite au proble`me en dimension un en
conside´rant des fonctions tests de la forme χ〈ψ, tx〉y, ce qui donne :
qtanU (h)(χ〈ψ, tx〉y) ≤ (λN0(h)− vU(0) + ε(h))‖Πψ‖2.
On conclut en appliquant le principe du min-max pre´sente´ en Proposition 2.1.
2.4.6 Organisation de la the`se
La Partie II est consacre´e a` l’e´tude des diffe´rentes approximations de type Born-Oppenheimer issues
des ope´rateurs introduits en (1.1), (1.13) et (1.23). On y prouve e´galement des estime´es de localisation
d’Agmon pour les ope´rateurs 1D conside´re´s.
La Partie III est consacre´e a` la preuve des The´ore`mes 1.8 et 1.9. Le Chapitre 6 est de´die´ a` une
construction de quasimodes alors que le Chapitre 7 utilise une me´thode de Feshbach afin d’obtenir le
re´sultat. Au Chapitre 8, on pre´sente des re´sultats nume´riques. On conclut cette partie par les Chapitres
9 et 10 qui sont de´die´s a` un phe´nome`ne d’effet tunnel dans des ge´ome´tries proches de celles du triangle,
on y prouve notamment le The´ore`me 1.9.
La Partie IV est essentiellement la preuve du The´ore`me 1.11. Elle a la meˆme structure que la
pre´ce´dente partie : le Chapitre 11 est une construction de quasimodes et le Chapitre 12 permet d’obtenir
une simplicite´ asymptotique via une projection de Feshbach. On conclut par le Chapitre 13 et des
re´sultats nume´riques associe´s au proble`me du coˆne.
La Partie V traite du proble`me de la couche conique. Le The´ore`me 1.18 est prouve´ dans le Chapitre
14, ce re´sultat n’e´tant pas de nature semi-classique les techniques employe´s sont diffe´rentes. En revanche
le Chapitre 15 est voue´ a` un re´sultat de nature semi-classique : la preuve du The´ore`me 1.19. On conclut
cette partie par le Chapitre 16 qui illustre nume´riquement le proble`me.
La Partie VI pre´sente de potentielles perspectives de recherche, dans la continuite´ des travaux
pre´sente´s, alors que la Partie VII est constitue´e des annexes.
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Deuxie`me partie
Approximations unidimensionnelles de type
Born-Oppenheimer
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Chapitre 3
Approximation 1D des triangles
asymptotiquement plats
Dans ce chapitre, on e´tudie l’approximation de Born-Oppenheimer de l’ope´rateur LTri(s)(h) de´fini
en (1.1). On rappelle qu’il est de´fini sur L2(Tri(s)) et que son expression est
LTri(s)(h) = −h2∂2x − ∂2y .
En appliquant la proce´dure de´crite en sous-Section 2.4.2, on construit l’ope´rateur lTri(s)(h), de´fini
sur L2(−1− s, 1− s), par :
lTri(s)(h) = −h2∂2x + vTri(s)(x), avec vTri(s)(x) =
{
(1+s)2
(x+1+s)2
π2, pour − 1− s < x < 0,
(1−s)2
(x−(1−s))2π
2, pour 0 < x < 1− s,
(3.1)
de domaine :
Dom(lTri(s)(h)) = H
2(−1− s, 1− s) ∩ L2((−1− s, 1− s), v2Tri(s)dx).
Dans la limite h → 0, on sait que le minimum du potentiel effectif vTri(s) dirige le comportement
des paires propres associe´es aux plus petites valeurs propres de lTri(s)(h). Ce minimum est atteint en
x = 0 donc on approche le potentiel effectif vTri(s) par ses tangentes a` gauche et a` droite. On obtient
l’ope´rateur tangent
ltans (h) = −h2∂2x + vtans (x), avec vtans = π2 + 2π2
( 1
1 + s
1R−(x) +
1
1− s1R+(x)
)
|x|, (3.2)
de domaine
Dom(ltans (h)) = H
2(R) ∩ L2(R, x2dx).
Afin de se ramener a` une forme canonique on fait le changement d’e´chelle x = h
2/3
(2π2)1/3
u et on a :
ltans (h)(x; ∂x) ∼ π2 + (2π2)2/3h2/3lmods (u; ∂u), (3.3)
ou` l’ope´rateur mode`le lmods , sur L
2(R), est de´fini en (2.6).
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Le changement d’e´chelle (3.3) re´duit la compre´hension de l’ope´rateur tangent ltans (h) a` l’e´tude de
ope´rateur mode`le lmods , inde´pendant du petit parame`tre h.
Le but de ce chapitre est de donner un de´veloppement asymptotique a` tout ordre, dans le re´gime
semi-classique h→ 0, des premie`res valeurs propres de lTri(s)(h). On prouve la
Proposition 3.1 Soit s0 ∈ (0, 1). Pour tout s ∈ [−s0, s0] et tout h > 0, les valeurs propres de lTri(s)(h),
note´es λˆn,Tri(s)(h), se de´veloppent comme :
λˆn,Tri(s)(h) ∼
h→0
∑
j≥0
βˆj,n(s)h
2j/3,
uniforme´ment en s. Les fonctions
(
s 7→ βˆj,n(s)
)
sont analytiques sur (−1, 1) et on a : βˆ0,n(s) = π2 et
βˆ1,n(s) = (2π
2)
2/3
κn(s), ou` les κn(s) sont les valeurs propres de l’ope´rateur mode`le de´fini en 2.6.
3.1 Construction de quasimodes
Pour de´montrer la Proposition 3.1 nous allons dans un premier temps construire des quasimodes
pour l’ope´rateur lTri(s)(h).
Proposition 3.2 Pour tout s0 ∈ (0, 1) et tout N0 ∈ N∗, il existe h0 > 0 et C > 0 tels que pour tout
s ∈ [−s0, s0] et h ∈ (0, h0) on ait :
dist
(
S
(
lTri(s)(h)
)
, π2 + h2/3(2π2)2/3κn(s)
) ≤ Ch4/3, n = 1, . . . , N0.
De plus C et h0 ne de´pendent pas de s.
Preuve : On effectue le changement d’e´chelle u = h−2/3x. On cherche des quasimodes (βs,h, ψs,h)
sous la forme de se´ries
βs,h ∼
∑
j≥0
βˆj(s)h
2j/3 et ψs,h ∼
∑
j≥0
Ψs,j(u)h
2j/3
pour re´soudre lTri(s)(h)ψs,h = βs,hψs,h au sens des se´ries formelles. Un de´veloppement de Taylor en
x = 0 du potentiel effectif vTri(s) donne :
lTri(s)(h)(h
2/3u;h−2/3∂u) ∼ π2 + h2/3
(
2π2
)2/3
lmods
(
(2π2)1/3u; (2π2)−1/3∂u
)
+
∑
j≥2
v
[j]
Tri(s)(u)u
jh2j/3,
(3.4)
avec
v
[j]
Tri(s) =
v
(j)
Tri(s)(0
−)
j!
1R−(u) +
v
(j)
Tri(s)(0
+)
j!
1R+(u),
v
(j)
Tri(s)(0
−) et v(j)
Tri(s)(0
+) e´tant respectivement les j-ie`me de´rive´es a` gauche et a` droite de vTri(s). On
identifie ensuite chaque terme dans le de´veloppement. Ainsi, on obtient βˆ0(s) = π
2 et en collectant les
termes d’ordre h2/3 on a :(
lmods
(
(2π2)1/3u; (2π2)−1/3∂u
)− (2π2)−2/3βˆ1(s))Ψs,0 = 0.
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Ainsi, pour tout n ∈ N∗, on peut choisir βˆ1(s) = (2π2)2/3κn(s) et Ψs,0 = Tns ((2π2)1/3u). Pour J ≥ 0,
les termes d’ordre h2J/3 donnent :(
lmods
(
(2π2)1/3u; (2π2)−1/3∂u
)− (2π2)−2/3βˆ1(s))Ψs,J−1 = (2π2)−2/3 J∑
j=2
(βˆj(s)− v[j]Tri(s)uj)Ψs,J−j.
(3.5)
Graˆce a` l’alternative de Fredholm, il existe une solution Ψs,J−1 si et seulement si :
βˆJ(s) = 〈v[J ]Tri(s)uJΨs,0,Ψs,0〉+
J∑
j=2
〈
(βˆj(s)− v[j]Tri(s)uj)Ψs,J−k,Ψs,0
〉
. (3.6)
βˆJ(s) et Ψs,J−1 sont construits. Graˆce a` (3.6), βˆJ(s) est analytique sur (−1, 1). Ψs,J−1 l’est aussi : on
utilise une me´thode de Grushin en introduisant l’ope´rateur LmodTri(s) de´fini sur Dom(l
mod
s )× C par
Lmods =
 (lmods ((2π2)1/3u; (2π2)−1/3∂u)− (2π2)−2/3βˆ1(s)) Ψs,0
〈·,Ψs,0〉 0
 .
Lmods est analytique en s et inversible sur (−1, 1). L’e´quation (3.5) se re´e´crit comme
Lmods
 Ψs,J−1
0
 = (2π2)−2/3

J∑
j=2
(
βˆj(s)− v[j]Tri(s)uj
)
Ψs,J−j
0
 .
On inverse le syste`me et on obtient une expression analytique de Ψs,J−1. Pour conclure on conside`re
une fonction troncature re´gulie`re χ ve´rifiant :
χ(x) = 1 pour x ∈
(
− 1
4
,
1
4
)
et χ(x) = 0 pour |x| ≥ 1
2
.
On de´finit ensuite
χs(x) = χ
( x
1− s
)
. (3.7)
Pour J ≥ 0 on construit le quasimode (β[J ]s,h, ψ[J ]s,h) avec :
β
[J ]
s,h =
J∑
j=0
βˆj(s)h
2j/3 et ψ
[J ]
s,h(x) = χs(x)
J∑
j=0
Ψs,j(h
−2/3x)h2j/3.
La fonction troncature permet a` ψ
[J ]
s,h d’eˆtre dans le domaine de l’ope´rateur lTri(s)(h), de plus par
construction (x 7→ Ψs,j(h−2/3x)) ∈ H2exp(R). On en de´duit que pour tout h0 > 0 il existe une constante
C(n, J, s0, h0) telle que pour tout h ∈ (0, h0) et tout s ∈ [−s0, s0], on ait :∣∣∣∣∣∣(lTri(s)(h)− βs,h)ψ[J ]s,h∣∣∣∣∣∣ ≤ C(n, J, s0, h0)h2(J+1)/3‖ψ[J ]s,h‖.
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On conclut en appliquant le the´ore`me spectral ce qui ache`ve la de´monstration. 
3.2 Estime´es d’Agmon
On se propose ici de de´montrer des estime´es de localisation d’Agmon semi-classiques pour
l’ope´rateur lTri(s)(h). Elles permettent d’avoir une localisation a priori des fonctions propres. Soit
(λs, ψs) une paire propre de l’ope´rateur lTri(s)(h). Dans l’esprit de la Proposition 2.14, pour une
fonction lipschitzienne Φ on a la formule IMS :∫ 1−s
−1−s
h2
∣∣∂x (eΦ/hψs)∣∣2 + vTri(s)(x) ∣∣eΦ/hψs∣∣2 − ∣∣Φ′eΦψs∣∣2 − λs ∣∣eΦ/hψs∣∣2 dx = 0. (3.8)
On sait que λs ≥ π2 = min
x
(
vTri(s)(x)
)
, combine´ a` la Proposition 3.2 on de´duit que pour s0 ∈ (0, 1)
les N0 plus petites valeurs propres de lTri(s)(h) ve´rifient, pour s ∈ [−s0, s0] :
|λs − π2| ≤ Γ0h2/3, (3.9)
ou` Γ0 est une constante positive qui de´pend de N0 et s0. On de´finit I
± = (−1− s, 1− s) ∩ {x ∈ R±}.
Nous prouvons des estime´es pre`s de x = 0 et de x = −1 − s et x = 1 − s. Dans un soucis
simplificateur, on note
s− = 1 + s; s+ = s− 1. (3.10)
Les plus petites fonctions propres de lTri(s)(h) ve´rifient les deux estime´es de localisation d’Agmon
suivantes :
Proposition 3.3 Soit s0 ∈ (0, 1). Soient Γ0 > 0 et ρ0 ∈ (0, π). Il existe h0 > 0, C0 > 0, η0 > 0 et
D± > 0 tels que pour tout s ∈ [−s0, s0], h ∈ (0, h0) et toute paire propre (λs, ψs) de lTri(s)(h) ve´rifiant
|λs − π2| ≤ Γ0h2/3, on ait :∫ 1−s
−1−s
eΦ1h
−1
(|ψs|2 + |h2/3∂xψs|2)dx ≤ C0‖ψs‖2 et
∫ 1−s
−1−s
eΦ2h
−1
(|ψs|2 + |h∂xψs|2)dx ≤ C0‖ψs‖2,
ou` Φ1 = Φ
−
1 1I− + Φ
+
1 1I+ et Φ2 = Φ
−
2 1I− + Φ
+
2 1I+ avec
Φ±1 (x) =
η0√|s±| |x|3/2 et Φ±2 (x) = −ρ0|s±| ln (D−1± (x+ s±)).
Preuve : On prouve d’abord la premie`re ine´galite´. La convexite´ de vTri(s) combine´e a` l’e´quation (3.8)
donne : ∫ 1−s
−1−s
h2|∂x(eΦ/hψs)|2dx+
∑
j=±
∫
Ij
(
π2 +
2π2
|sj| |x| − Φ
′(x)2 − λs
) ∣∣eΦψs∣∣2 dx ≤ 0.
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L’e´quation (3.9) donne :∫ 1−s
−1−s
h2|∂x(eΦ/hψs)|2dx+
∑
j=±
∫
Ij
(2π2
|sj| |x| − Φ
′(x)2 − Ch2/3
)
|eΦsψs|2dx ≤ 0.
On est amene´ a` prendre
Φ±1 (x) = η±
1√|s±| |x|3/2,
ou` η± doit eˆtre choisi suffisamment petit. On aboutit a` :∫ 1−s
−1−s
h2|∂x(eΦ±1 /hψs)|2dx+
∑
j=±
∫
Ij
((
2π2 − 9
4
η2j
) |x|
|sj| − Ch
2/3
)
|eΦ±1 /hψs|2dx ≤ 0.
Pour η± suffisamment petit, il existe η˜± > 0 tel que :∫ 1−s
−1−s
h2|∂x(eΦ±1 /hψs)|2dx+
∑
j=±
∫
Ij
( η˜±
|s±| |x| − Ch
2/3
) ∣∣∣eΦ±1 /hψs∣∣∣2 dx ≤ 0.
Soit ε > 0, on de´finit les ensembles
I1± = {x ∈ I± :
η˜±
|s±| |x| − Ch
2/3 ≥ εh2/3}, I2± = {x ∈ I± :
η˜±
|s±| |x| − Ch
2/3 ≤ εh2/3}.
On de´coupe l’inte´grale et on a :∫ 1−s
−1−s
h2|∂x(eΦ
/
1hψs)|2dx+ εh2/3
∑
j=±
∫
I1j
|eΦj1/hψs|2dx ≤ Ch2/3
∑
j=±
∫
I2j
|eΦj1/hψs|2dx,
ou` Φ1 =
∑
j=±
Φj11Ij . Finalement, on obtient :
∫ 1−s
−1−s
h2|∂x(eΦ±1 /hψs)|2dx+ εh2/3
∑
j=±
∫
I1j
|eΦj1/hψs|2dx ≤ (C + ε)h2/3
∑
j=±
∫
I2j
∣∣∣eΦj1/hψs∣∣∣2 dx.
Lorsque x ∈ I2±,Φ±1 est borne´e. Lorsque s ∈ [−s0, s0] cette borne peut eˆtre choisie uniforme´ment en s
et cela de´montre la premie`re ine´galite´.
Pour la deuxie`me ine´galite´ graˆce a` (3.8) et (3.9) on a :∫ 1−s
−1−s
h2|∂x(eΦ/hψs)|2dx+
∑
j=±
∫
Ij
(
π2s2j
(
x+ sj
)−2
− π2 − Φ′(x)2 − Ch2/3
)
|eΦ/hψs|2dx ≤ 0.
On est amene´ a` prendre
Φ±2 (x) = −ρ|s±| ln
(
D−1± (x+ s±)
)
,
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avec ρ ∈ (0, π) et D± positif suffisamment petit pour que que
|s±|2(π2 − ρ2)D−2± − π2 > 0.
Ainsi on a∫ 1−s
−1−s
h2|∂x(eΦ2/hψs)|2dx+
∑
j=±
∫
Ij
s2j(π
2 − ρ2)
((
x+ sj
)−2
− π2 − Ch2/3
)
|eΦj2/hψs|2dx ≤ 0.
Soit h0 > 0 tel que
|s±|2(π2 − ρ2)D−2± − π2 − Ch2/30 > 0,
on de´finit les intervalles
I1− = (−1− s,−1− s+D−), I1+ = (1− s−D+, 1− s),
I2− = (−1− s+D−, 0), I2+ = (0, 1− s−D+).
On a alors, pour tout h ∈ (0, h0) :∫ 1−s
−1−s
h2|∂x(eΦ2/hψs)|2dx +
∑
j=±
s2j(π
2 − ρ2)
(
D−2j − π2 − Ch2/30
)∫
I1j
|eΦj2/hψs|2dx
≤ Ch2/30
∑
j=±
∫
I2j
|eΦj2/hψs|2dx.
Comme Φ±2 est ne´gative sur I
2
±, on obtient le re´sultat. 
3.3 Simplicite´ asymptotique
Soit s0 ∈ (0, 1) et N0 ∈ N∗. On conside`re les N0 premie`res valeurs propres de lTri(s)(h) note´es plus
simplement λn(s, h) = λˆn,Tri(s)(h). Pour n ∈ {1, . . . , N0} on choisit une fonction normalise´e ψs,n dans
l’espace propre associe´ a` λn(s, h) telle que 〈ψs,n, ψs,m〉 = 0 quand n 6= m. On introduit alors l’espace
SN0(s, h) = vect(ψs,1, · · · , ψs,n).
A` l’aide de l’e´quation aux valeurs propres lTri(s)(h)ψs,n = λn(s, h)ψs,n, on sait que les ψs,n sont
orthogonaux pour la forme quadratique qTri(s)(h) associe´e a` lTri(s)(h) et donc, pour tout ψ ∈ SN0(s, h)
on a :
qTri(s)(h)(ψ) ≤ λN0(s, h)‖ψ‖2.
Les estime´es de localisation de la Proposition 3.3 donnent
qTri(s)(h)(χsψ) ≤ (λN0(s, h) +O(h∞))‖χsψ‖2,
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ou` χs est de´finie en (3.7). On utilise ensuite la convexite´ du potentiel et on a :
〈ltans (h)(χsψ), χsψ〉 ≤ (λN0(s, h) +O(h∞))‖χsψ‖2.
L’espace χsSN0(s, h) est de dimension N0, par conse´quent on peut appliquer le principe du min-max
(voir 2.1) et on obtient, pour tout s ∈ [−s0, s0] :
π2 + (2π2)2/3κN0(s) ≤ λN0(s, h) +O(h∞).
Cette minoration, combine´e a` la Proposition 3.2 termine la preuve de la Proposition 3.1.
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Chapitre 4
Approximation 1D des coˆnes de petite
ouverture
Dans ce chapitre, on e´tudie l’approximation de Born-Oppenheimer de l’ope´rateur L[m]Mer(h) de´fini en
(1.13). On rappelle qu’il est de´fini sur L2(Mer, ydxdy) et que son expression est
L[m]Mer(h) = −h2∂2x −
1
y
∂y(y∂y) +
m2
y2
.
En appliquant la proce´dure de´crite en sous-Section 2.4.2, on construit l’ope´rateur l
[m]
Mer(h), de´fini sur
L2(−1, 0) par
l
[m]
Mer(h) = −h2∂2x + v[m]Mer(x), avec v[m]Mer(x) =
j2m,1
(x+ 1)2
, (4.1)
de domaine
Dom(l
[m]
Mer(h)) = H
2(−1, 0) ∩H10,0(−1, 0) ∩ L2
(
(−1, 0), (x+ 1)−4dx),
ou` H10,0(−1, 0) est le sous-espace de H1(−1, 0) obtenu par comple´tion des fonctions C∞ a` support
dans [−1, 0).
Dans la limite h→ 0, on sait que le minimum du potentiel effectif v[m]Mer dirige le comportement des
paires propres associe´es aux plus petites valeurs propres de l
[m]
Mer(h). Ce minimum est atteint en x = 0
donc on approche le potentiel effectif par sa tangente en x = 0. On obtient sur L2(R−) l’ope´rateur
tangent ltanMer(h) avec condition de Dirichlet en x = 0 :
ltanMer(h) = −h2∂2x + j2m,1 − 2j2m,1x,
de domaine
Dom(ltanMer(h)) = H
2(R−) ∩ L2(R−, x2dx).
Afin de se ramener a` un ope´rateur d’Airy inverse´ on fait le changement d’e´chelle x = h
2/3
(2j2m,1)
1/3u et on
a :
ltanMer(h)(x; ∂x) ∼ j2m,1 + (2j2m,1)2/3h2/3lA(u; ∂u). (4.2)
Le but de ce chapitre est de donner un de´veloppement asymptotique a` tout ordre, dans le re´gime
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semi-classique h→ 0, des premie`res valeurs propres de l[m]Mer(h). On prouve la
Proposition 4.1 Les valeurs propres de l
[m]
Mer(h), note´es λˆ
[m]
n,Mer(h), se de´veloppent comme :
λˆ
[m]
n,Mer(h) ∼
∑
j≥0
βˆ
[m]
j,n h
2j/3,
ou` on a βˆ
[m]
0,n = j
2
m,1 et βˆ
[m]
1,n = (2j
2
m,1)
2/3zA(n).
4.1 Construction de quasimodes
Pour de´montrer la Proposition 4.1 nous allons dans un premier temps construire des quasimodes
pour l’ope´rateur l
[m]
Mer(h).
Proposition 4.2 Pour tout N0 ∈ N∗, il existe h0 > 0 et C > 0 tels que pour tout h ∈ (0, h0) on ait :
dist
(
S
(
l
[m]
Mer(h)
)
, j2m,1 + h
2/3(2j2m,1)
2/3zA(n)
)
≤ Ch4/3, n = 1, . . . , N0.
Preuve : Comme illustre´ en (4.2), l’e´chelle sous-jacente a` un ope´rateur de type Airy est h2/3. On
effectue donc le changement d’e´chelle u = h−2/3x. On cherche des quasimodes (λh, ψh) sous la forme
de se´ries
λh ∼
∑
j≥0
βˆjh
2j/3 et ψh(x) ∼
∑
j≥0
Ψj(u)h
2j/3
afin de re´soudre l
[m]
Mer(h)ψh = λhψh au sens des se´ries formelles. Un de´veloppement de Taylor en x = 0
du potentiel effectif vTri(s) donne :
l
[m]
Mer(h)(h
2/3u;h−2/3∂u) ∼ j2m,1+h2/3(2j2m,1)2/3lA
((
2j2m,1
)1/3
u;
(
2j2m,1
)−1/3
∂u
)
+
∑
j≥2
(
v
[m]
Mer
)(j)
(0)
j!
ujh2j/3.
(4.3)
On identifie alors chaque terme dans le de´veloppement.
Termes en h0 Les termes d’ordre h0 livrent βˆ0 = j
2
m,1.
Termes en h2/3 Les termes d’ordre h2/3 livrent :(
lA
((
2j2m,1
)1/3
u;
(
2j2m,1
)−1/3
∂u
)− (2j2m,1)−2/3βˆ1)Ψ0 = 0.
Ainsi, pour tout n ∈ N∗, on peut choisir βˆ1 = (2j2m,1)2/3zA(n) et Ψ0 = A
(
(2j2m,1)
1/3u
)
.
Termes en h4/3 Les termes d’ordre h4/3 livrent :(
lA
((
2j2m,1
)1/3
u;
(
2j2m,1
)−1/3
∂u
)− (2j2m,1)−2/3βˆ1)Ψ1 = βˆ2Ψ0 − (v[m]Mer)′′(0)2 u2Ψ0,
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avec Ψ1(0) = 0. L’alternative de Fredholm donne βˆ2 = 2
−1(v[m]Mer)′′(0)〈u2Ψ0,Ψ0〉. βˆ2 est donc
de´termine´ et il existe une unique solution Ψ1 ∈ L2(R−) telle que 〈Ψ1,Ψ0〉 = 0.
Termes d’ordres supe´rieurs On peut continuer a` construire (βˆj,Ψj) pour tout j en ite´rant le proce´de´
de construction. Cette construction de´pend de l’entier n ∈ N∗.
Conside`rons alors la fonction troncature re´gulie`re χg telle que :
χg(x) = 1 pour x ∈
(
−1
2
,+∞
)
et χg(x) = 0 pour x ≤ −3
4
.
On introduit pour tout J ≥ 0 le quasimode (β[J ]h , ψ[J ]h ) avec :
β
[J ]
h =
J∑
j=0
βˆjh
2j/3 et ψ
[J ]
h (x) = χ
g(x)
J∑
j=0
Ψj
( x
h2/3
)
h2j/3. (4.4)
Par construction ψ
[J ]
h est dans le domaine Dom(l
[m]
Mer(h)) de l’ope´rateur l
[m]
Mer(h). Graˆce aux proprie´te´s de
de´croissance des fonctions d’Airy, pour tout h0 > 0 il existe une constante C(n, J, h0) > 0 telle que
pour tout h ∈ (0, h0) :
‖(l[m]Mer(h)− β[J ]h )ψ[J ]h ‖ ≤ C(n, J, h0)h2(J+1)/3‖ψ[J ]h ‖.
On applique ensuite le the´ore`me spectral qui assure l’existence de quasimodes a` tout ordre donc prouve
en particulier la Proposition 4.2. 
La Proposition 4.2 se re´e´crit en disant que pour tout N0 ∈ N∗, il existe h0 > 0 et C > 0 tels que
pour tout h ∈ (0, h0) il existe k(n, h) ∈ N∗ tel que
|λˆ[m]k(n,h),Mer − β[m,J ]n,h | ≤ Ch2(J+1)/3, n = 1, . . . , N0,
ou` β
[m,J ]
n,h corresponds, pour l’ope´rateur l
[m]
Mer(h), a` la construction de β
[J ]
h de´finit en (4.4) avec
βˆ1 = (2j
2
m,1)
2/3zA(n). On peut en de´duire une majoration de la n-ie`me valeur propre de l
[m]
Mer(h), ce qui
est e´nonce´ dans la
Proposition 4.3 Soit N0 ∈ N∗, il existe h0 > 0 et C > 0 tels que pour tout h ∈ (0, h0) on ait :
0 ≤ λˆ[m]n,Mer(h) ≤ β[m,J ]n,h + Ch2(J+1)/3.
Preuve : La premie`re ine´galite´ est vraie car l’ope´rateur est positif. D’apre`s la Proposition 4.2 on sait
qu’il existe h0 > 0 et C > 0 tel que pour tout h ∈ (0, h0) il existe k(n, h) satisfaisant
λˆ
[m]
k(n,h),Mer(h) ≤ β[m,J ]n,h + Ch2(J+1)/3.
On prouve en trois e´tapes que pour tout h ∈ (0, h0), n ≥ k(n, h). Fixons h ∈ (0, h0) on montre d’abord
que
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n 7→ k(n, h) est injective Supposons qu’il existe n1 6= n2 tels que k(n1, h) = k(n2, h). D’apre`s la
Proposition 4.2 on a
|β[m,J ]n1,h − β
[m,J ]
n2,h
| − 2Ch2(J+1)/3 ≤ |λˆ[m]k(n1,h),Mer(h)− λˆ
[m]
k(n2,h),Mer
(h)| ≤ 2Ch2(J+1)/3.
Quitte a` prendre h assez petit, il existe C˜ > 0 tel que
C˜|zA(n1)− zA(n2)|h2/3 ≤ |β[m,J ]n1,h − β
[m,J ]
n2,h
| − 2Ch2(J+1)/3.
On combine les ine´galite´s et on aboutit a`
C˜|zA(n1)− zA(n2)| ≤ 2Ch2J/3,
ce qui est absurde pour h suffisamment petit.
n 7→ k(n, h) est croissante Soit n ∈ N∗, regardons la diffe´rence entre λˆ[m]k(n+1,h),Mer(h) et λˆ[m]k(n,h),Mer(h) :
β
[m,J ]
n+1,h − β[m,J ]n,h − 2Ch2(J+1)/3 ≤ λˆ[m]k(n+1,h),Mer(h)− λˆ[m]k(n,h),Mer(h)
En particulier pour h assez petit, il existe C˜ > 0 tel que
0 ≤ C˜(zA(n+ 1)− zA(n))h2/3 ≤ λˆ[m]k(n+1,h),Mer(h)− λˆ[m]k(n,h),Mer(h)
On en de´duit que k(n+ 1, h) > k(n, h). 
Re´currence On montre par re´currence que n ≤ k(n, h). Le re´sultat est vrai pour n = 1 car 1 ≤
k(1, h). Soit n ∈ N∗, supposons que n ≤ k(n, h). On a n ≥ k(n, h) < k(n + 1, h) et on sait que
n < n+ 1 donc n+ 1 ≤ k(n+ 1, h), ce qui termine la preuve.
4.2 Estime´es de localisation d’Agmon
On se propose ici de de´montrer des estime´es de localisation d’Agmon semi-classiques pour
l’ope´rateur l
[m]
Mer(h). Elles permettent d’avoir une localisation a priori des fonctions propres. Soit
(λ, ψ) une paire propre de l’ope´rateur l
[m]
Mer(h). Dans l’esprit de la Proposition 2.14, pour une fonction
lipschitzienne Φ on a la formule IMS :∫ 0
−1
h2|∂x(eΦ/hψ)|2 + v[m]Mer(x)|eΦ/hψ|2 − |Φ′eΦ/hψ|2 − λ|eΦ/hψ|2dx = 0. (4.5)
On sait que λ ≥ j2m,1 = min
x
(v
[m]
Mer(x)), combine´ a` la Proposition 4.2 on sait que les N0 plus petites
valeurs propres de l
[m]
Mer(h) ve´rifient :
|λ− j2m,1| ≤ Γ0h2/3, (4.6)
ou` Γ0 est une constante positive qui de´pend de N0.
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Nous prouvons des estime´es pre`s de x = 0 et x = −1. Les plus petites fonctions propres de l[m]Mer(h)
ve´rifient les deux estime´es de localisation d’Agmon suivantes
Proposition 4.4 Soient Γ0 > 0 et ρ0 ∈ (0, jm,1). Il existe h0 > 0, C0 > 0, η0 > 0 et D > 0 tels que
pour tout h ∈ (0, h0) et toute paire propre (λ, ψ) de l[m]Mer(h) ve´rifiant |λ− j2m,1| ≤ Γ0h2/3, on ait :∫ 0
−1
eΦ1/h(|ψ|2 + |h2/3∂xψ|2)dx ≤ C0‖ψ‖2 et
∫ 0
−1
eΦ2/h(|ψ|2 + |h∂xψ|2)dx ≤ C0‖ψ‖2,
avec
Φ1(x) = η0|x|3/2 et Φ2(x) = −ρ0 ln
(
D−1(1 + x)
)
.
Preuve : On prouve d’abord la premie`re ine´galite´. La convexite´ de v
[m]
Mer combine´e a` l’e´quation (4.5)
donne : ∫ 0
−1
h2|∂x(eΦ/hψ)|2 + (j2m,1 + 2j2m,1|x| − Φ′(x)2 − λ)|eΦ/hψ|2dx ≤ 0.
L’e´quation (4.6) donne :∫ 0
−1
h2|∂x(eΦ/hψ)|2 + (2j2m,1|x| − Φ′(x)2 − Γ0h2/3)|eΦ/hψ|2dx ≤ 0.
On est amene´ a` prendre
Φ(x) = η|x|3/2,
ou` η doit eˆtre choisi suffisamment petit. On aboutit a` :∫ 0
−1
h2|∂x(eΦ/hψ)|2 +
(
(2j2m,1 −
9
4
η2)|x| − Γ0h2/3
)|eΦ/hψ|2dx ≤ 0.
Pour η suffisamment petit, il existe η˜ > 0 tel que∫ 0
−1
h2|∂x(eΦ/hψ)|2 +
(
η˜|x| − Γ0h2/3
)|eΦ/hψ|2dx ≤ 0.
Soit ε > 0, on de´finit les ensembles
I1 = {x ∈ (−1, 0) : η˜|x| − Γ0h2/3 ≥ εh2/3}, I2 = {x ∈ (−1, 0) : η˜|x| − Γ0h2/3 ≤ εh2/3}.
On de´coupe l’inte´grale et on a :∫ 0
−1
h2|∂x(eΦ/hψ)|2dx+ εh2/3
∫
I1
|eΦ1/hψ|2dx ≤ Γ0h2/3
∫
I2
|eΦ1/hψ|2dx.
Finalement, on obtient :∫ 0
−1
h2|∂x(eΦ/hψ)|2dx+ εh2/3
∫ 0
−1
|eΦ1/hψ|2dx ≤ (Γ0 + ε)h2/3
∫
I2
|eΦ1/hψ|2dx.
Lorsque x ∈ I2, Φ1/h est borne´e ce qui de´montre la premie`re ine´galite´.
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Pour la deuxie`me ine´galite´ graˆce a` (4.5) et (4.6) on a∫ 0
−1
h2|∂x(eΦ/hψ)|2 +
(
j2m,1(1 + x)
−2 − j2m,1 − Φ′(x)2 − Γ0h2/3
)|eΦ/hψ|2dx ≤ 0.
On est amene´ a` prendre
Φ2(x) = −ρ ln
(
D−1(1 + x)
)
,
avec ρ ∈ (0, jm,1) et D > 0 tel que
(j2m,1 − ρ2)D−2 − j2m,1 > 0.
On a alors∫ 0
−1
h2|∂x(eΦ2/hψ)|2 +
(
(j2m,1 − ρ2)(1 + x)−2 − j2m,1 − Γ0h2/3
)|eΦ2/hψ|2dx ≤ 0.
Soit h0 > 0 tel que
C0 = (j
2
m,1 − ρ2)D−2 − j2m,1 − Γ0h2/3 > 0.
Pour tout h ∈ (0, h0), on a :∫ 0
−1
h2|∂x(eΦ2/hψ)|2dx+ C0
∫ −1+D
−1
|eΦ2/hψ|2dx ≤ Γ0h2/3
∫ 0
−1+D
|eΦ2/hψ|2dx.
On note C1 = Γ0h
2/3
0 et on a :∫ 0
−1
h2|∂x(eΦ2/hψ)|2dx+ C0
∫ 0
−1
|eΦ2/hψ|2dx ≤ (C1 + C0)
∫ 0
−1+D
|eΦ2/hψ|2dx.
Toutefois, sur (−1 +D, 0) la fonction Φ2 est ne´gative. On aboutit a` :∫ 0
−1
h2|∂x(eΦ2/hψ)|2dx+ C0
∫ 0
−1
|eΦ2/hψ|2dx ≤ (C1 + C0)‖ψ‖2.
Ce qui termine la preuve de la Proposition 4.4. 
Remarque 4.5 La Proposition 4.4 est aussi ve´rifie´e pour toute combinaison line´aire finie ψ de fonctions
propres de l
[m]
Mer(h) ve´rifiant (4.6).
4.3 Simplicite´ asymptotique
Soit N0 ∈ N∗. On conside`re les N0 premie`res valeurs propres de l[m]Mer(h) note´es plus simplement
λn(h) = λˆ
[m]
n,Mer(h). Pour n ∈ {1, . . . , N0} on choisit une fonction normalise´e ψn dans l’espace propre
associe´ a` λn(h) telle que 〈ψn, ψm〉 = 0 quand n 6= m. On introduit alors l’espace
SN0 = vect(ψ1, . . . , ψn).
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A` l’aide de l’e´quation aux valeurs propres l
[m]
Mer(h)ψn = λn(h)ψn, on sait que les ψn sont orthogonales
pour la forme quadratique q
[m]
Mer(h) associe´e a` l
[m]
Mer(h) et donc, pour tout ψ ∈ SN0(h) on a :
q
[m]
Mer(h)(ψ) ≤ λN0(h)‖ψ‖2.
Pour obtenir la minoration nous allons prouver la
Proposition 4.6 Soit N0 ∈ N∗, ψ ∈ SN0(h), on a
j2m,1 + (2j
2
m,1)
2/3h2/3zA(n) ≤ λN0(h) +O(h∞).
Soit ε0 > 0 suffisamment petit, on introduit la fonction troncature re´gulie`re χ telle que :{
χ(x) = 0 si |x+ 1| ≤ ε0,
χ(x) = 1 si |x+ 1| ≥ 2ε0.
(4.7)
Dans la preuve de la Proposition 4.6 nous aurons besoin du
Lemme 4.7 Soient N0 ∈ N∗ et ψ ∈ SN0(h), on a :
‖χψ‖2 = (1 +O(h∞))‖ψ‖2.
Preuve du lemme : Soit ψ ∈ SN0(h), on a
‖ψ‖2 = ‖(χ+ (1− χ))ψ‖2 = ‖χψ‖2 + ‖(1− χ)ψ‖2 + ‖
√
2χ(1− χ)ψ‖2.
Regardons le deuxie`me terme :
‖(1− χ)ψ‖2 =
∫ 0
−1
(1− χ(x))2|ψ(x)|2dx =
∫ 0
−1
(1− χ(x))2e−Φ1/heΦ1/h|ψ(x)|2dx.
En prenant en compte le support de 1− χ et la Proposition 4.4, on obtient :
‖(1− χ)ψ‖2 ≤ Ce−Φ1(1−2ε0)/h‖ψ‖2
et donc ‖(1− χ)ψ‖2 = ‖ψ‖2O(h∞). Le troisie`me terme se traite de la meˆme manie`re pour des raisons
de support. ⋄
Prouvons alors la Proposition 4.6 :
Preuve : Soit ψ =
N0∑
j=1
αjψj ∈ SN0(h). Si b[m]Mer(h) de´signe la forme biline´aire associe´e a` q[m]Mer(h) on a :
q
[m]
Mer(h)(χψ) ≤ λN0(h)
N0∑
j=1
α2j‖χψj‖2 +
N0∑
j=1
α2j‖χ′ψj‖2 +
∑
j 6=i
αjαib
[m]
Mer(h)(χψj, χψi). (4.8)
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Soit j ∈ {1, . . . , N0}. On sait que ‖χψj‖2 ≤ ‖ψj‖2 donc pour le premier terme on a :
N0∑
j=1
α2j‖χψj‖2 ≤ ‖ψ‖2.
Pour le deuxie`me terme on regarde
‖χ′ψj‖2 =
∫ 0
−1
|χ′(x)|2|ψj(x)|2dx =
∫ 0
−1
|χ′(x)|2eΦ1/(2h)e−Φ1/(2h)|ψj(x)|2dx.
L’ine´galite´ de Cauchy-Schwarz livre
‖χ′ψj‖2 ≤ ‖χ′e−Φ1/(2h)ψj‖ ‖eΦ1/(2h)ψj‖.
La Proposition 4.4 donne ‖χ′ψj‖2 = O(h∞). Il reste donc a` e´tudier les termes
b
[m]
Mer(h)(χψj, χψi) =
∫ 0
−1
h2∂x(χψi)∂x(χψj) + v
[m]
Mer(x)χ
2ψiψjdx,
qui se de´veloppent en :
b
[m]
Mer(h)(χψj, χψi) = h
2 {I + II + III + IV }+
∫ 0
−1
v
[m]
Mer(x)χ
2ψiψjdx,
avec :
I =
∫ 0
−1
χ′2ψiψjdx, II =
∫ 0
−1
χ′χψ′iψjdx, III =
∫ 0
−1
χ′χψiψ′jdx, IV =
∫ 0
−1
χ2ψ′jψ
′
idx.
Il ne reste plus qu’a` e´tudier chaque terme. On a
I =
∫ 0
−1
χ′(x)2e−Φ1/(2h)eΦ1/(2h)ψj(x)ψi(x)dx ≤ ‖χ′2e−Φ1/(2h)ψj‖ ‖eΦ1/(2h)ψi‖ ≤ Ce−Φ1(1−2ε0)/(2h),
et donc I = O(h∞). Regardons le terme II :
II = h−4/3
∫ 0
−1
h4/3eΦ1/(2h)ψ′i(x)χ(x)χ
′(x)e−Φ1/(2h)ψj(x)dx ≤ h−4/3Ce−Φ1(1−2ε0)/(2h),
ainsi h2II = O(h∞) le terme III e´tant le meˆme en permutant j en i on a e´galement h2III = O(h∞).
Regardons alors le terme IV :
h2IV =
par inte´gration par partie
−h2
∫ 0
−1
χ2ψ′′jψidx− 2h2
∫ 0
−1
χχ′ψ′jψidx
=
∫ 0
−1
χ2ψi(λj(h)ψj − v[m]Mer(x)ψj)dx− 2h2
∫ 0
−1
χχ′ψ′jψidx
= λj(h)
∫ 0
−1
χ2ψiψjdx−
∫ 0
−1
χ2v
[m]
Mer(x)ψiψjdx− 2h2
∫ 0
−1
χχ′ψ′jψidx.
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Le deuxie`me terme se compense avec celui apparaissant dans la de´finition de b
[m]
Mer(h)(χψj, χψi) alors
que le dernier se traite comme II et III . Pour le premier comme Ψi et Ψj sont orthogonales dans
L2(−1, 0) : ∫ 0
−1
χ2ΨiΨjdx =
∫
χ6=1
(χ2 − 1)ΨiΨjdx.
Le support de (1− χ2) permet de dire que b[m]Mer(h)(χψj, χψi) = O(h∞). On remarque que :∑
j 6=i
αjαi = 2
∑
1=j<i=N0
αjαi ≤
∑
1=j<i=N0
(α2j + α
2
i ) ≤ C‖ψ‖2.
Par conse´quent, l’e´quation (4.8) devient
q
[m]
Mer(h)(χψ) ≤ (λN0(h) +O(h∞))‖ψ‖2
et d’apre`s le Lemme 4.7 on a :
q
[m]
Mer(h)(χψ) ≤ (λN0(h) +O(h∞))‖χψ‖2.
La convexite´ du potentiel effectif v
[m]
Mer donne
〈(−h2∂2x − 2j2m,1x+ j2m,1)χψ, χψ〉 ≤ (λN0(h) +O(h∞))‖χψ‖2.
L’espace χSN0(h) est de dimension N0, par conse´quent on peut appliquer le principe du min-max 2.1
et on obtient
j2m,1 + (2j
2
m,1)
2/3h2/3zA(n) ≤ λN0(h) +O(h∞).

Cette minoration permet d’obtenir la simplicite´ asymptotique et permet de conclure la de´monstration
de la Proposition 4.1.
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Chapitre 5
Approximation 1D pour la couche conique
Dans ce chapitre, on e´tudie l’approximation de Born-Oppenheimer de l’ope´rateur LGui(h) de´fini en
(1.23). On rappelle qu’il est de´fini sur L2(Gui, ydxdy) et que son expression est
LGui(h) = −h2∂2x −
1
y
∂y(y∂y).
En appliquant la proce´dure de´crite en sous-Section 2.4.2, on construit l’ope´rateur lGui(h), de´fini sur
L2(−π√2,+∞) par
lGui(h) = −h2∂2x + vGui(x),
Contrairement aux Chapitres 3 et 4 nous n’avons pas une expression explicite du potentiel effectif vGui(x)
sur tout (−π√2,+∞). Il s’obtient en remplac¸ant l’ope´rateur transverse ltransGui,x = − 1y∂y(y∂y) dans
l’expression de LGui(h) par sa plus petite valeur propre, a` x fixe´, sur le segment (max(0, x), x+ π
√
2).
Pour x ∈ (−π√2, 0) on obtient une expression explicite similaire a` celle du potentiel v[m]Mer du Chapitre
4 :
vGui(x) =
j20,1
(x+ π
√
2)2
.
On montre en Section 5.1 que le potentiel effectif vGui est continu sur (−π
√
2,+∞) et admet un
minimum en x = 0. Dans la limite h→ 0 on sait que le minimum du potentiel effectif vGui dirige le
comportement des paires propres associe´es aux plus petites valeurs propres de lGui(h). Par conse´quent
on doit comprendre le comportement du potentiel effectif vGui en x = 0, c’est pourquoi on montre
qu’il admet une singularite´ logarithme en x = 0+. Ces re´sultats sont ensuite utilise´s en Section 5.2
pour comprendre le spectre de l’ope´rateur lGui(h) et enfin, en Section 5.3, on prouve des estime´es de
localisation d’Agmon.
5.1 Quelques proprie´te´s du potentiel effectif
ltransGui,x est un ope´rateur sur L
2((max(0, x), x + π
√
2), ydy) et sa forme quadratique qtransGui,x s’e´crit,
pour tout ψ dans son domaine Dom(qtransGui,x) :
qtransGui,x(ψ) =
∫ x+π√2
max(0,x)
|∂yψ|2ydy.
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ltransGui,x est a` re´solvante compacte, ce qui assure, pour tout x > −π
√
2, l’existence de vGui(x). De plus, on
remarque que qtransGui,x est de´finie positive donc vGui > 0.
Avant de s’inte´resser pre´cisemment au comportement de vGui pre`s de x = 0
+ on prouve deux
propositions qui illustrent le comportement du potentiel effectif vGui sur R+.
Proposition 5.1 Le potentiel effectif vGui est continu et croissant sur R+.
Preuve : On pose le changement de variable
yˆ =
1
π
√
2
(y + π
√
2− x)
qui transforme la forme quadratique qtransGui,x en qˆ
trans
Gui,x de´finie, pour tout ψˆ dans son domaine Dom(qˆ
trans
Gui,x),
par :
qˆtransGui,x(ψˆ) = π
√
2
∫ 2
1
|∂yˆψˆ|(π
√
2yˆ − π
√
2 + x)dyˆ.
D’apre`s le principe du min-max 2.1, on en de´duit que vGui est continu surR+. Pour prouver la croissance
de vGui, on remarque que Dom(qˆ
trans
Gui,x) ne de´pend pas de x, donc pour x1 ≤ x2 et tout ψˆ ∈ Dom(qˆtransGui,x1),
on a :
qˆtransGui,x1(ψˆ) ≤ qˆtransGui,x2(ψˆ).
Le principe du min-max livre vGui(x1) ≤ vGui(x2). 
En particulier, pour tout x ≥ 0 on a 0 < vGui(0) ≤ vGui(x).
Proposition 5.2 On a : ∣∣vGui(x)− 1
2
∣∣ ≤ 1
2
(
1− x
x+ π
√
2
)
.
En particulier, on a vGui(x) −→
x→+∞
1
2
.
Preuve : Afin d’obtenir la limite en+∞ on proce`de par encadrement : on compare la forme quadratique
qtransGui,x a` celle du Laplacien de Dirichlet sur le segment (x, x+ π
√
2) :
x
x+ π
√
2
∫ x+π√2
x
|∂yψ|2dy∫ x+π√2
x
|ψ|2dy
≤ q
trans
x (ψ)∫ x+π√2
x
|ψ|2ydy
≤ x+ π
√
2
x
∫ x+π√2
x
|∂yψ|2dy∫ x+π√2
x
|ψ|2dy
.
Le principe du min-max permet de conclure. 
On montre maintenant que le potentiel effectif vGui est continu en x = 0. La Proposition 5.1 nous
assure alors qu’il a un minimum atteint en x = 0. On a la
Proposition 5.3 Le potentiel effectif vGui ve´rifie :
vGui(x)− j20,1(π
√
2)−2 ∼
x→0+
1
2
j0,1|c0|| lnx|−1,
avec c0 =
π
2
Y0(j0,1)
J ′0(j0,1)
< 0.
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Preuve : Soit ζ(x) = (x+ π
√
2)−1. On effectue le changement de variable
y˜ = ζ(x)y.
L’ope´rateur transverse ltransGui,x devient l˜
trans
Gui,x = − ζ(x)
2
y˜
∂y˜(y˜∂y˜) sur L
2(ε(x), 1) avec
ε(x) = x(x+ π
√
2)−1 −→
x→0+
0. On cherche des paires propres (λ˜, ψ˜) de l˜transGui,x. On aboutit a` l’e´quation
de Bessel
y˜∂2y˜ ψ˜ + ∂y˜ψ + λ˜ζ(x)
−2ψ˜ = 0,
ce qui donne, avec A,B ∈ R :
ψ˜(y˜) = AJ0(λ˜
1/2ζ(x)−1y˜) +BY0(λ˜1/2ζ(x)−1y˜).
Les conditions de Dirichlet s’e´crivent ψ˜(ε(x)) = ψ˜(1) = 0. Ne´cessairement A et B sont non nuls. En
effet, supposons que B = 0, ψ˜ 6= 0 donc A 6= 0 et les conditions de Dirichlet donnent
J0(λ˜
1/2ζ(x)−1ε(x)) = J0(λ˜1/2ζ(x)−1) = 0.
Les ze´ros de la fonction de Bessel de premie`re espe`ce sont isole´s donc il existe p, k ∈ N∗ tels que
λ˜1/2ζ(x)−1ε(x) = j0,k, λ˜1/2ζ−1(x) = j0,p.
On aboutit a` ε(x) =
j0,k
j0,p
ce qui fixe la valeur de ε(x) et qui est absurde. Par conse´quent B 6= 0 et le cas
A = 0 se traite identiquement. Finalement les conditions de Dirichlet donnent
J0(λ˜
1/2ζ(x)−1ε(x))Y0(λ˜1/2ζ(x)−1) = J0(λ˜1/2ζ(x)−1)Y0(λ˜1/2ζ−1(x)ε(x)).
Par de´finition, le potentiel effectif vGui ve´rifie
J0(vGui(x)
1/2ζ(x)−1ε(x))Y0(vGui(x)1/2ζ(x)−1) = J0(vGui(x)1/2ζ(x)−1)Y0(vGui(x)1/2ζ−1(x)ε(x)).
(5.1)
On sait que vGui > 0 et graˆce aux Propositions 5.1 et 5.2 vGui est borne´. On en de´duit
vGui(x)
1/2ζ(x)−1ε(x) −→
x→0+
0. (5.2)
Le membre de gauche de (5.1) est borne´ et comme Y0(x) −→
x→0+
−∞ on a
J0(vGui(x)
1/2ζ(x)−1) −→
x→0+
0. (5.3)
Les seuls points d’accumulations possibles de (vGui(x))x sont les j
2
0,p(2π
2)−2 (p ∈ N∗). On peut le voir
en prenant la limite dans le membre de gauche de (5.3). Ne´anmoins graˆce aux Propositions 5.1 et 5.2
vGui(x) ≤ 12 et pour tout p ≥ 2, j0,p(2π)−2 > 12 . Le potentiel effectif vGui est donc continu en x = 0
car :
vGui(x) −→
x→0+
j20,1
2π2
.
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Les ze´ros de J0 e´tant simples, on sait que J
′(j0,1) 6= 0, on en de´duit :
J0(vGui(x)
1/2ζ(x)−1) ∼
x→0+
(vGui(x)
1/2ζ(x)−1 − j0,1)J ′(j0,1),
Y0(vGui(x)
1/2ζ(x)−1ε(x)) ∼
x→0+
2
π
ln
(1
2
vGui(x)
1/2ζ(x)−1ε(x)
)
.
(5.4)
De plus, on a :
J0(vGui(x)
1/2ζ(x)−1ε(x)) −→
x→0+
1, Y0(vGui(x)
1/2ζ(x)−1) −→
x→0+
Y0(j0,1). (5.5)
Les e´quations (5.1), (5.4) et (5.5) donnent :
ln
(1
2
vGui(x)
1/2ζ(x)−1ε(x)
) ∼
x→0+
π
2
Y0(j0,1)
(vGui(x)1/2ζ(x)−1 − j0,1)J ′0(j0,1)
.
vGui e´tant borne´, cela ache`ve la de´monstration. 
En Figure 5.1 on a repre´sente´ le potentiel effectif vGui. Cette figure illustre les Propositions 5.1, 5.2
et 5.3.
ï2 ï1 0 1 2 3 4 5 60.2
0.3
0.4
0.5
0.6
0.7
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0.9
1
FIG. 5.1 – Le potentiel vGui
5.2 Autour du spectre de l’approximation 1D
Le but de cette partie est d’obtenir des informations sur le spectre de l’ope´rateur lGui(h). On prouve
la
Proposition 5.4 On a l’inclusion [1
2
,+∞) ⊂ Sess(lGui(h)).
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On choisit de le de´montrer en utilisant le crite`re de Weyl pre´sente´ en Proposition 2.2. Nous pouvons
voir plus imme´diatement ce re´sultat en utilisant le Lemme de Persson 2.3.
Preuve : On va exhiber une suite de Weyl associe´e a` la valeur 1
2
pour l’ope´rateur lGui(h). On conside`re
une fonction χ ∈ C∞0 (−π
√
2,+∞) telle que
suppχ = [1, 2], ‖χ‖2 = 1.
On de´finit la suite de fonctions (χn)n∈N∗ par χn(x) = χ(n−1x). Par de´finition on a :
suppχn = [n, 2n], ‖χn‖2 = n.
On pose Ψn = n
−1/2χn, on montre que cette suite converge faiblement vers 0 dans L2(−π
√
2,+∞).
Pour des conside´rations de support, pour toute fonction ϕ ∈ C∞0 (−π
√
2,+∞) on a :∫ +∞
−π√2
Ψnϕdx =
∫ 2n
n
Ψnϕdx −→
n→+∞
0.
Soit ϕ ∈ L2(−π√2,+∞), pour ε > 0 il existe ϕ˜ ∈ C∞0 (−π
√
2,+∞) telle que ‖ϕ− ϕ˜‖ ≤ ε. On sait
que
|〈Ψn, ϕ〉| = |〈Ψn, ϕ− ϕ˜+ ϕ˜〉| ≤ |〈Ψn, ϕ˜〉|+ |〈Ψn, ϕ− ϕ˜〉|,
or |〈Ψn, ϕ˜〉| −→
n→+∞
0 et par Cauchy-Schwarz |〈Ψn, ϕ− ϕ˜〉| ≤ ε. On en de´duit la convergence faible de
Ψn vers 0 : Ψn ⇀
n→+∞
0.
Ensuite, on prouve que ∥∥(lGui(h)− 1
2
)
Ψn
∥∥ −→
n→+∞
0.
On sait que ∥∥(lGui(h)− 1
2
)
Ψn
∥∥ ≤ h2‖∂2xΨn‖+ ∥∥(vGui − 12)Ψn∥∥,
or :
‖∂2xΨn‖2 =
1
n
∫ 2n
n
|∂2x(χ(n−1x)|2dx =
1
n5
∫ 2n
n
|χ′′(n−1x)|2dx ≤ 1
n4
‖χ′′‖2∞ −→
n→+∞
0.
Pour l’autre terme on a :∥∥(vGui − 1
2
)
Ψn
∥∥2 = ∫ 2n
n
∣∣vGui(x)− 1
2
∣∣2|Ψn(x)|2dx.
D’apre`s la Proposition 5.2, pour ε > 0 et tout x assez grand on a
∣∣vGui(x) − 12 ∣∣ ≤ √ε. Donc pour n
assez grand
∥∥(vGui − 12)Ψn∥∥2 ≤ ε et ainsi (Ψn)n∈N∗ ve´rifie le crite`re de Weyl :
‖Ψn‖ = 1, Ψn ⇀
n→+∞
0,
∥∥(lGui(h)− 1
2
)
Ψn
∥∥ −→
n→+∞
0,
et 1
2
∈ Sess(lGui)(h).
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Pour conclure, on montre que pour tout r > 0, 1
2
+ r2 ∈ Sess(lGui)(h). Fixons r > 0 et conside´rons
la suite de fonctions (Φn)n∈N∗ de´finie par Φn(x) = eirxh
−1
Ψn(x). Φnve´rifie ‖Φn‖ = 1 et Φn ⇀
n→+∞
0,
de plus ∥∥(lGui(h)− (1
2
+ r2
))
Φn
∥∥ ≤ ‖(−h2∂2x − r2)Φn‖+ ∥∥(vGui − 12)Φn∥∥.
On a
∥∥(vGui − 12)Ψn∥∥ −→n→+∞ 0 et pour l’autre terme on a
(−h2∂2x − r2)Φn(x) = −
( 2irh
n
√
n
eirxh
−1
χ′(n−1x) +
h2
n2
√
n
eirxh
−1
χ′′(n−1x)
)
,
ce qui donne
‖(−h2∂2x − r2)Φn‖2 ≤
4r2h2
n2
‖χ′‖2∞ +
h2
n4
‖χ′′‖2∞ +
4rh3
n3
‖χ′‖∞‖χ′′‖∞ −→
n→+∞
0.
Finalement, (Φn)n∈N∗ ve´rifie le crite`re de Weyl et donc pour tout r > 0, 12 + r
2 ∈ Sess(lGui(h)). 
La proposition suivante de´termine exactement le spectre essentiel de l’ope´rateur lGui(h) :
Proposition 5.5 On a Sess(lGui(h)) = [
1
2
,+∞).
La preuve s’articule autour d’un argument perturbatif : on voit l’ope´rateur lGui(h) comme la
perturbation compacte d’un ope´rateur dont on sait minorer le spectre. Le spectre essentiel e´tant
invariant par perturbation compacte on en de´duit la Proposition 5.5. Fixons λ ∈ ((π√2)−2j20,1, 12) et
conside´rons l’application
cλ(x) =
 vGui(x) si x ∈ {vGui > λ},λ si x ∈ {vGui ≤ λ}.
On remarque que :
lGui(h) = −h2∂2x + cλ(x) + (vGui(x)− cλ(x)).
On a le
Lemme 5.6 L’ope´rateur de multiplication
{
Dom(lGui(h)) → L2(−π
√
2,+∞)
ψ 7→ (vGui(x)− cλ(x))ψ
est compact.
Preuve du lemme : Soit (ψn)n∈N une suite borne´e deDom(lGui(h)), elle est aussi borne´e dansH1(−π
√
2,+∞).
De plus le support supp(vGui − cλ) = {vGui ≤ λ} et est compact.
L’injection H1({vGui ≤ λ}) →֒ L2({vGui ≤ λ}) est compacte, a` extraction pre`s, il existe
ψ ∈ L2({vGui ≤ λ}) telle que
ψn −→
n→+∞
ψ dans L2({vGui ≤ λ}).
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Cette convergence est aussi vraie dans Dom(lGui(h)). On a
‖(vGui − cλ)(ψn − ψ)‖2 ≤ ‖vGui − cλ‖2L∞
∫
{vGui≤λ}
|ψn(x)− ψ(x)|2dx,
donc
‖(vGui − cλ)(ψn − ψ)‖2 −→
n→+∞
0.
⋄
Maintenant, on prouve la Proposition 5.5.
Preuve : Le spectre essentiel est invariant par perturbation compacte donc :
Sess(−h2∂2x + cλ) = Sess(lGui(h)).
Le principe du min-max 2.1 donne :
λ ≤ inf S(−h2∂2x + cλ) ≤ inf Sess(−h2∂2x + cλ).
Ceci est vrai pour tout λ ∈ ((π√2)−2j20,1, 12) donc on peut conclure
1
2
≤ inf Sess(−h2∂2x + cλ) = inf Sess(lGui(h)).

On termine cette section en justifiant que, dans la limite semi-classique h→ 0, le spectre discret de
l’ope´rateur lGui(h) est non vide. On a la
Proposition 5.7 Pour tout N0 ∈ N∗, il existe h0 > 0 tel que pour tout h ∈ (0, h0)
#Sdisc(lGui(h)) ≥ N0.
De plus les N0 premie`res valeurs propres de lGui(h), note´e λˆn,Gui(h), ve´rifient :
λˆn,Gui(h) ≤ (π
√
2)−2λˆ[0]n,Mer(h) et |λˆn,Gui(h)− (π
√
2)−2j20,1| ≤ Γ0h2/3,
ou` Γ0 est une constante positive qui de´pend de N0.
Preuve : Au sens des formes quadratiques associe´es on a l’ine´galite´ suivante :
lGui(h) ≤ (π
√
2)−2l[0]Mer(h)((π
√
2)−1x; π
√
2∂x). (5.6)
D’apre`s la Proposition 4.1, il existe h0 > 0 tel que pour tout h ∈ (0, h0)
(π
√
2)−2λˆ[0]n,Mer(h) <
1
2
, pour n = 1, . . . , N0.
On applique le principe du min-max 2.1 a` l’e´quation (5.6), on obtient l’existence de valeurs propres
λˆn,Gui(h) telles que :
λˆn,Gui(h) ≤ (π
√
2)−2λˆ[0]n,Mer(h), pour n = 1, . . . , N0.
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De plus tout λ ∈ Sdisc(lGui(h)) ve´rifie λ ≥ min
x
(vGui(x)) = (π
√
2)−2j20,1. Graˆce a` (4.6) on obtient
|λˆn,Gui(h)− (π
√
2)−2j20,1| ≤ Γ0h2/3.

5.3 Estime´es de localisation d’Agmon
On se propose ici de de´montrer des estime´es de localisation d’Agmon semi-classiques pour
l’ope´rateur lGui(h). Elles permettent d’avoir une localisation a priori des fonctions propres. D’apre`s la
Proposition 5.7, on sait que les plus petites valeurs propres de lGui(h) ve´rifient l’e´quation :
|λˆn,Gui(h)− j20,1(π
√
2)−2| ≤ Γ0h2/3. (5.7)
Remarquons d’abord que d’apre`s la Proposition 5.3, pour 0 < δ < 1 il existe r(δ) > 0 tel que pour tout
x ∈ (0, r(δ)) on ait :
vGui(x) ≥ j20,1(π
√
2)−2 + (1− δ)1
2
j0,1|c0|| lnx|−1. (5.8)
L’allure du potentiel effectif vGui conduit a` e´tudier la localisation des fonctions propres sur trois
intervalles : (−π√2, 0), (0, r(δ)) et (r(δ),+∞). On a la
Proposition 5.8 Soit Γ0 > 0. Il existe h0 > 0, C0 > 0 et η1, η2, η3 > 0 tels que pour tout h ∈ (0, h0)
et toute paire propre (λ, ψ) de lGui(h) ve´rifiant |λ− j20,1(π
√
2)−2| ≤ Γ0h2/3, on ait :∫ 0
−π√2
eΦ1/h(|ψ|2 + |h2/3∂xψ|2)dx ≤ C0‖ψ‖2,
∫ r(δ)
0
eΦ2
√
1−δ/h(|ψ|2 + |h2/3∂xψ|2)dx ≤ C0‖ψ‖2,∫ +∞
r(δ)
eΦ3/h(|ψ|2 + |h∂xψ|2)dx ≤ C0h2/3‖ψ‖2,
avec
Φ1(x) = η1|x|3/2, Φ2(x) = η2
∫ x
0
1√| ln t|dt, Φ3(x) = η3(x−r(δ))+η2√1− δ
∫ r(δ)
0
1√| ln t|dt.
Preuve : Dans l’esprit de la Proposition 2.14, on a la formule IMS suivante :∫ 0
−π√2
h2|∂x(eΦ/hψ)|2 + (vGui − λ− Φ′2)|eΦ/hψ|2dx = 0.
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On minore le potentiel vGui au fond du puit par convexite´ sur (−π
√
2, 0), par l’estimation (5.8) sur
(0, r(δ) et par vGui(r(δ)) sur (r(δ),+∞). On a :∫ +∞
−π√2
h2|∂x(eΦ/hψ)|2dx+ I(−π√2,0) + I(0,r(δ) + I(r(δ),+∞) ≤ 0,
avec
I(−π√2,0) =
∫ 0
−π√2
(
(2π2)−1j20,1 +
j20,1
(π
√
2)3
|x| − λ− Φ′(x)2
)
|eΦ/hψ|2dx,
I(0,r(δ)) =
∫ r(δ)
0
(
(2π2)−1j20,1 + (1− δ)
1
2
j0,1|c0|| lnx|−1 − λ− Φ′(x)2
)|eΦ/hψ|2dx,
I(r(δ),+∞) =
∫ +∞
r(δ)
(
vGui(r(δ))− λ− Φ′(x)2
)|eΦ/hψ|2dx
On utilise alors l’e´quation (5.7) ce qui donne :∫ +∞
−π√2
h2|∂x(eΦ/hψ)|2dx+ Iˆ(−π√2,0) + Iˆ(0,r(δ) + Iˆ(r(δ),+∞) ≤ 0,
avec
Iˆ(−π√2,0) =
∫ 0
−π√2
( j20,1
(π
√
2)3
|x| − Γ0h2/3 − Φ′(x)2
)
|eΦ/hψ|2dx,
Iˆ(0,r(δ)) =
∫ r(δ)
0
(
(1− δ)1
2
j0,1|c0|| lnx|−1 − Γ0h2/3 − Φ′(x)
)|eΦ/hψ|2dx,
Iˆ(r(δ),+∞) =
∫ +∞
r(δ)
(
e(δ)− Γ0h2/3 − Φ′(x)2
)|eΦ/hψ|2dx,
avec e(δ) = vGui(r(δ))− (2π2)−1j20,1. On est amene´ a` prendre
Φ(x) = Φ1(x)1(−π√2,0)(x) +
√
1− δΦ2(x)1(0,r(δ)(x) + Φ3(x)1(r(δ),+∞)(x),
ou` on a, pour des constantes η1, η2, η3 positives :
Φ1(x) = η1|x|3/2, Φ2(x) = η2
∫ x
0
1√| ln t|dt, Φ3(x) = η3(x−r(δ))+η2√1− δ
∫ r(δ)
0
1√| ln t|dt.
Pour η1, η2, η3 suffisament petits, il existe η˜1, η˜2, η˜3 tels que :
Iˆ(−π√2,0) =
∫ 0
−π√2
(η˜1|x| − Γ0h2/3)|eΦ/hψ|2dx,
Iˆ(0,r(δ)) =
∫ r(δ)
0
((1− δ)η˜2| lnx|−1 − Γ0h2/3)|eΦ/hψ|2dx,
Iˆ(r(δ),+∞) =
∫ +∞
r(δ)
(
η˜3 − Γ0h2/3
)|eΦ/hψ|2dx.
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Soit ε > 0 et ǫ(h) une fonction de h a` de´terminer, on de´finit les ensembles
E1
(−π√2,0) = {x ∈ (−π
√
2, 0) : η˜1|x| − Γ0h2/3 ≥ εh2/3},
E2
(−π√2,0) = {x ∈ (−π
√
2, 0) : η˜1|x| − Γ0h2/3 ≤ εh2/3},
E1(0,r(δ)) = {x ∈ (0, r(δ)) : (1− δ)η˜2| lnx|−1 − Γ0h2/3 ≥ ǫ(h)},
E2(0,r(δ)) = {x ∈ (0, r(δ)) : (1− δ)η˜2| lnx|−1 − Γ0h2/3 ≤ ǫ(h)}.
On de´coupe alors les inte´grales et on a :
Γ0h
2/3
( ∫
E2
(−pi√2,0)
|eΦ1/hψ|2dx+ ∫E2
(0,r(δ))
|eΦ2
√
1−δ/h|2dx
)
≥ ∫ +∞−π√2 h2|∂x(eΦ/hψ)|2
+εh2/3
∫
E1
(−pi√2,0)
|eΦ1/hψ|2dx
+ǫ(h)
∫
E1
(0,r(δ))
|eΦ2
√
1−δ/h|2dx
+
∫ +∞
r(δ)
(η˜3 − Γ0h2/3)|eΦ3/hψ|2dx.
Les ensembles E2
(−π√2,0) et E2(0,r(δ)) sont en fait les intervalles
E2
(−π√2,0) =
(ε+ Γ0
η˜1
h2/3, 0
)
; E2(0,r(δ)) =
(
0, e−(1−δ)η˜2/(ǫ(h)+Γ0h
2/3)
)
.
Par conse´quent, pour tout x ∈ E2
(−π√2,0) on a :
Φ(x)
h
≤ η1
η˜
3/2
1
(ε+ Γ0)
3/2.
En utilisant l’ine´galite´ des accroissements finis, pour tout x ∈ E2(0,r(δ)), on a :
Φ(x) ≤ (1− δ)η2x sup
t∈E2
(0,r(δ))
1√| ln t|
≤ η2
√
1− δ√
η˜2
√
ǫ(h) + Γ0h2/3e
−(1−δ)η˜2/(ǫ(h)+Γ0h2/3).
On choisit ǫ(h) = εh2/3 et on en de´duit que Φ/h est borne´e inde´pendamment de h sur x ∈ E2(0,r(δ)).
Pour C˜0, C˜1 deux constantes positives, on obtient l’ine´galite´ :
(C˜0 + ε)h
2/3‖ψ‖2 ≥ ∫ +∞−π√2 h2|∂x(eΦ/hψ)|2 + εh2/3 ∫ 0−π√2 |eΦ1/hψ|2dx
+εh2/3
∫ r(δ)
0
|eΦ2
√
1−δ/h|2dx+ C˜1
∫ +∞
r(δ)
|eΦ3/hψ|2dx.
On en de´duit alors la Proposition 5.8. 
Ces estime´es de localisation permettent de comprendre a` quelles e´chelles sont localise´es les
fonctions propres de lGui(h). Dans (−π
√
2, 0) elles sont concentre´es a` une e´chelle h2/3 pre`s du minimum
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de vGui. Pour comprendre l’e´chelle de localisation dans (0, r(δ)) on commence par remarquer que
Φ2(x) =
x→0+
O(x| lnx|−1/2).
On de´duit que les fonctions propres seront localise´es dans une zone d’ordre h
√| lnh| pre`s du minimum
de vGui. La dernie`re ine´galite´ assure une de´croissance exponentielle des fonctions propres en dehors de
la zone (r(δ),+∞).
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Troisie`me partie
Triangles asymptotiquement plats
75

Chapitre 6
Quasimodes pour les triangles
asymptotiquement plats
Pour de´montrer le The´ore`me 1.8 nous allons dans un premier temps contruire des quasimodes a` tout
ordre en puissance de h1/3 pour l’ope´rateur LTri(s)(h) introduit en (1.1). Dans ce chapitre on prouve la
Proposition 6.1 Soit s0 ∈ [0, 1). Pour tout entier n ≥ 1 il existe des suites (βj,n(s))j≥0 telles que :
pour tout N0 ∈ N∗ et J ∈ N, il existe h0 > 0 et C > 0 tels que pour tout s ∈ [−s0, s0] et tout
h ∈ (0, h0)
dist
(
S(LTri(s)(h)),
J∑
j=0
βj,n(s)h
j/3
)
≤ Ch(J+1)/3, n = 1, . . . , N0.
De plus, les fonctions (s 7→ βj,n(s)) sont analytiques sur (−1, 1) et on a : β0,n(s) = π2, β1,n(s) = 0,
et β2,n(s) = (2π
2)2/3κn(s).
Dans un premier temps, on fait un changement de variable qui transforme le triangle Tri(s) en le
rectangle Rec(s) = (−1− s, 1− s)× (0, 1) :
u = x; t = (1 + s)
y
x+ 1 + s
pour − 1− s < x < 0,
u = x; t = −(1− s) y
x− (1− s) pour 0 < x < 1− s.
(6.1)
On rappelle la notation introduite en (3.10) :
s− = 1 + s, s+ = s− 1.
Dans le jeu de coordonne´es (u, t) de´fini en (6.1), on notera respectivement L−s (h) et L+s (h) l’expression
de LTri(s)(h) pour u < 0 et u > 0. On a :
L±s (h)(u, t; ∂u, ∂t) = −h2
(
∂2u −
2t
u+ s±
∂u∂t +
2t
(u+ s±)2
∂t +
t2
(u+ s±)2
∂2t
)
− s±
(u+ s±)2
∂2t . (6.2)
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Afin de donner une description du domaine de L±s (h) on rappelle que
Dom(Ls(h)) = H2(Tri(s)) ∩H10 (Tri(s)).
Dom(Ls(h)) peut aussi eˆtre de´crit par l’ensemble des paires (Ψ−,Ψ+) ∈ H2(Tri(s)−)×H2(Tri(s)+)
telles que, pour tout y ∈ (0, 1), on ait :
Ψ−1Tri(s)− +Ψ
+
1Tri(s)+ ∈ H10 (Tri(s)); Ψ−(0, y) = Ψ+(0, y); ∂xΨ−(0, y) = ∂xΨ+(0, y), (6.3)
ou` Tri(s)± = Tri(s)∩{(x, y) ∈ R2 : x ∈ R±}. Le domaine de L±s (h) s’obtient a` l’aide du changement
de variable (6.1). En particulier, les conditions aux limites sont celles de Dirichlet sur (−1, 1)× {0} et
(−1, 1)× {1}. La condition de transmission devient, pour tout t ∈ (0, 1) et ψ± ∈ Dom(L±s (h)) :
ψ−(0, t) = ψ+(0, t) et (∂u − t
s−
∂t)ψ
−(0, t) = (∂u − t
s+
∂t)ψ
+(0, t), (6.4)
ou` ψ±(u, t) = Ψ±(u, u+s±
s±
t).
La Proposition 6.1 se de´montre en trois e´tapes. En Section 6.1 on discute de la forme de l’Ansatz
choisi pour la construction des quasimodes. Ensuite, la Section 6.2 est consacre´e a` la preuve de trois
lemmes au sujet d’ope´rateurs qui apparaissent en Section 6.1. On de´termine finalement les profils de
l’Ansatz en Section 6.3.
6.1 Ansatz et couche limite
On veut construire des quasimodes (γs,h, ψs,h) pour l’ope´rateur LTri(s)(h)(x, y; ∂x, ∂y). Il sera plus
aise´ de travailler dans le rectangle Rec(s) avec les ope´rateurs L±s (h)(u, t; ∂u, ∂t). On introduit les
nouvelles e´chelles :
α = h−2/3u; β = h−1u.
On cherche des quasimodes ψˆs,h(u, t) = ψs,h(x, y). A` gauche et a` droite, on les cherche de la forme :
ψ±s (u, t) ∼
∑
j≥0
[
Ψ±s,j(α, t) + Φ
±
s,j(β, t)
]
hj/3,
associe´s a` la quasi valeur propre :
γs,h ∼
∑
j≥0
βj(s)h
j/3,
afin de re´soudre l’e´quation aux valeurs propres au sens des se´ries formelles. Un Ansatz contenant
la seule e´chelle h2/3 n’est pas suffisant pour construire les quasimodes car on peut montrer que le
syste`me est surde´termine´ (voir l’analogue dans le cas de coˆnes de petite ouverture en Section 11.4). On
de´veloppe les ope´rateurs en puissances de h2/3, on obtient les se´ries formelles :
L±s (h)(h2/3α, t;h−2/3∂α, ∂t) ∼
∑
j≥0
L±s,2jhj/3, avec pour termes dominants
{ L±s,0 = L±0 = −∂2t ,
L±s,2 = 2αs±∂2t − ∂2α.
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et en puissances de h :
L±s (h)(hβ, t;h−1∂β, ∂t) ∼
∑
j≥0
N±s,3jhj/3, avec pour termes dominants
{ N±s,0 = N±0 = −∂2β − ∂2t ,
N±s,3 = 2ts±∂β∂t −
2β
s±
∂2t .
On conside`re ces ope´rateurs sur les demies bandes H− = (−∞, 0)× (0, 1) et H+ = (0,∞)× (0, 1). A`
gauche et a` droite, le terme dominant a` l’e´chelle h2/3 est, dans la variable transverse t, le Laplacien
de Dirichlet sur (0, 1). A` l’e´chelle h le terme dominant est le Laplacien sur une demie bande. Pour
ces deux e´chelles les termes dominants des ope´rateurs ne de´pendent pas de s. Comme ψs,h n’a pas de
saut en x = 0, ψ−s et ψ
+
s doivent ve´rifier, a` l’interface I = {0} × (0, 1) et pour tout t ∈ (0, 1), les deux
conditions de transmissions (6.4). En terme de se´ries formelles, pour tout t ∈ (0, 1) et tout j ≥ 0, ces
conditions de transmissions s’e´crivent :
Ψ−s,j(0, t) + Φ
−
s,j(0, t) = Ψ
+
s,j(0, t) + Φ
+
s,j(0, t), (6.5)
∂αΨ
−
s,j−1(0, t) + ∂βΦ
−
s,j(0, t)−
t
s−
∂tΨ
−
s,j−3(0, t)−
t
s−
∂tΦ
−
s,j−3(0, t)
= ∂αΨ
+
s,j−1(0, t) + ∂βΦ
+
s,j(0, t)−
t
s+
∂tΨ
+
s,j−3(0, t)−
t
s+
∂tΦ
+
s,j−3(0, t),
(6.6)
ou` les termes associe´s a` un indice ne´gatif sont nuls. Enfin, pour ve´rifier les conditions de Dirichlet sur
Tri(s), pour tout j ∈ N, on impose a` notre Ansatz les conditions aux limites :
Ψ±s,j(·, 0 et 1) = 0; Φ±s,j(·, 0 et 1) = 0. (6.7)
6.2 Trois lemmes
Pour commencer la construction de notre Ansatz, nous avons besoin de trois lemmes. On introduit
la suite (sj)j≥1 des fonctions propres associe´s aux valeurs propres du Laplacien de Dirichlet sur le
segment (0, 1). On a sj(t) =
√
2 sin(jπt) et cette fonction propre est associe´e a` la valeur propre j2π2.
Dans les lemmes suivants, l’analyticite´ des solutions est une conse´quence directe de l’analyticite´
des donne´es.
Lemme 6.2 Soient F−s = F
−
s (β, t) et F
+
s = F
+
s (β, t) des fonctions respectivement de L
2
exp(H−) et
L2exp(H+), de´pendant analytiquement de s ∈ (−1, 1). Soit Gs ∈ H3/2(I)∩H10 (I) etHs ∈ H1/2(I) des
donne´es a` l’interface I , de´pendantes analytiquement de s ∈ (−1, 1). Alors, pour tout s ∈ (−1, 1) il
existe deux coefficients ξs et δs uniques tels que le proble`me de transmission :
(N±0 − π2)Φ±s = F±s dans H±, Φ±s (·, 0 et 1) = 0,
Φ−s (0, t)− Φ+s (0, t) = Gs(t) + ξss1(t)
∂βΦ
−
s (0, t)− ∂βΦ+s (0, t) = Hs(t) + δss1(t),
80 CHAPITRE 6. QUASIMODES POUR LES TRIANGLES ASYMPTOTIQUEMENT PLATS
ait une unique solution (Φ−s ,Φ
+
s ) dans H
2
exp(H−)×H2exp(H+) et on a
ξs = −
∫ 0
−∞
〈F−s (β, ·), s1〉tβdβ −
∫ +∞
0
〈F+s (β, ·), s1〉tβdβ − 〈Gs, s1〉t,
δs =
∫ 0
−∞
〈F−s (β, ·), s1〉tdβ −
∫ +∞
0
〈F+s (β, ·), s1〉tdβ − 〈Hs, s1〉t.
De plus ξs, Gs et (Φ
−
s ,Φ
+
s ) de´pendent analytiquement de s ∈ (−1, 1).
Preuve du lemme : On cherche une solution (Φ−s ,Φ
+
s ) que l’on de´compose, dans les coordonne´es
transverses, selon la base des fonctions propres du Laplacien de Dirichlet sur (0, 1) :
Φ±s (β, t) =
∑
j≥1
Φ±s,j(β)sj(t).
Pour tout j ≥ 1, les e´quations suivantes sont satisfaites :(− ∂2β + π2(j2 − 1))Φ±s,j = 〈F±s , sj〉t,
et on cherche des solutions a` de´croissance exponentielle. Pour j = 1, on trouve :
Φ−s,1(β) =
∫ β
−∞
∫ β1
−∞
〈F−s (β2, ·), s1〉tdβ2dβ1, Φ+s,1(β) = −
∫ +∞
β
∫ +∞
β1
〈F+s (β2, ·), s1〉tdβ2dβ1.
Graˆce aux donne´es a` l’interface I on trouve les expressions de ξs et δs. Pour j ≥ 2, on re´sout les
e´quations diffe´rentielles. On obtient l’existence de constantes A+j , B
+
j , A
−
j , B
−
j ∈ R, telles que :
Φ+s,j(β) = A
+
j e
βπ
√
j2−1 +B+j e
−βπ
√
j2−1 +
1
2π
√
j2 − 1e
βπ
√
j2−1
∫ +∞
β
e−β1π
√
j2−1〈F+s (u, ·), sj〉tdβ1
+
1
2π
√
j2 − 1e
−βπ
√
j2−1
∫ +∞
β
eβ1π
√
j2−1〈F+s (u, ·), sj〉tdβ1,
et
Φ−s,j(β) = A
−
j e
βπ
√
j2−1 +B−j e
−βπ
√
j2−1 +
1
2π
√
j2 − 1e
βπ
√
j2−1
∫ β
−∞
e−β1π
√
j2−1〈F−s (u, ·), sj〉tdβ1
+
1
2π
√
j2 − 1e
−βπ
√
j2−1
∫ β
−∞
eβ1π
√
j2−1〈F−s (u, ·), sj〉tdβ1,
Comme nous cherchons des solutions dans H2exp(H+), nous avons ne´cessairement A
+
j = B
−
j = 0. B
+
j
et A−j sont de´termine´s par les donne´es a` l’interface I . Cela conclut la preuve du Lemme 6.2. ⋄
Le lemme suivant est une conse´quence de l’alternative de Fredholm, on peut le trouver dans [DR12,
Sec. 5] ou en Section 11.2 :
Lemme 6.3 Soit F±s = F
±
s (α, t) une fonction de L
2
exp(H±), de´pendant analytiquement de s ∈ (−1, 1).
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Alors, il existe des solutions Ψ±s ∈ H2exp(H±) telles que :
(L±0 − π2)Ψ±s = F±s dans H±, Ψ±s (α, 0 et 1) = 0
si et seulement si :
〈F±s (α, ·), s1〉t = 0 pour tout α ∈ R∗±.
Dans ce cas, elles s’e´crivent :
Ψ±s (α, t) = Ψ
±,⊥
s (α, t) + g
±
s (α)s1(t),
avec Ψ±,⊥s ∈ H2exp(H±). De plus, Ψ±s ,Ψ±,⊥s et g±s sont analytiques en le parame`tre s.
Lemme 6.4 Soit f−s = f
−
s (α) ∈ L2exp(R−), f+s = f+s (α) ∈ L2exp(R+) et cs, θs ∈ R de´pendant
analytiquement de s ∈ (−1, 1). Si Tns est la fonction de´finie en Proposition 2.11, il existe un unique
ω(s) tel que le syste`me
(
− ∂2α −
α
1 + s
− κn(s)
)
g−s = f
−
s + ω(s)T
n
s dans R−, g
+
s (0)− g−s (0) = cs(
− ∂2α +
α
1− s − κn(s)
)
g+s = f
+
s + ω(s)T
n
s dans R+, (g
rig
s )
′(0)− (glefs )′(0) = θs,
ait une unique solution (g−s , g
+
s ) ∈ H2exp(R−)×H2exp(R+). De plus g−s , g+s et ω(s) de´pendent analyti-
quement du parame`tre s.
Preuve du lemme : On pose gs = g
−
s 1R− + g
+
s 1R+ . Au sens des distributions on a :(
lmods − κn(s)
)
gs =
(
lmods − κn(s)
)
(g−s 1R−) +
(
lmods − κn(s)
)
(g+s 1R+).
Apre`s calculs on trouve : (
lmods − κn(s)
)
gs = fs + ω(s)T
n
s − θsδ0 − csδ′0,
ou` fs = f
−
s 1R− + f
+
s 1R+ et δ0 est la masse de Dirac en α = 0. On de´finit alors la fonctionm :
m(α) = (θsα+ cs)1R+ .
Au sens des distributions on a :
m′(α) = θs1R+ + csδ0, m
′′(α) = θsδ0 + csδ′0.
On introduit une fonction troncature re´gulie`re χ qui vaut 1 pre`s de 0. Enfin, on de´finit la fonction
auxiliaire g˜s = gs − χm et on obtient :(
lmods − κn(s)
)
g˜s = fs + ω(s)T
n
s +
(
(∂2αχ)m+ 2θs(∂αχ)1R+ − vmods (α)χm+ κn(s)χm
)
. (6.8)
Par de´finition, g˜s appartient au domaine de forme de l’ope´rateur l
mod
s . Le membre de droite de l’e´quation
(6.8) est dans L2(R) donc g˜s est aussi dans le domaine de l’ope´rateur l
mod
s . Par conse´quent, l’e´galite´
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(6.8) est aussi vraie dans L2(R). On applique l’alternative de Fredholm pour trouver une solution g˜s et
ω(s), ce dernier ve´rifiant :
ω(s) =
〈
(vmods − κn(s))χm− (∂2αχ)m− 2θs(∂αχ)1R+ − fs,Tns
〉
.
Ce qui conclut la preuve du Lemme 6.4. ⋄
En Section 6.3, lors de la construction des quasimodes, on utilise une version renormalise´e de ce lemme.
6.3 De´termination des profils
On peut maintenant commencer la construction de notre Ansatz.
Termes d’ordre h0 E´crivons les e´quations dans les demies bandes :
H±,α : −∂2tΨ±s,0 = γ0(s)Ψ±s,0 H±,β : −(∂2t + ∂2β)Φ±s,0 = γ0(s)Φ±s,0.
Les conditions de transmissions sont :
(Ψ−s,0 + Φ
−
s,0)(0, t) = (Ψ
+
s,0 + Φ
+
s,0)(0, t),
(∂βΦ
−
s,0 − ∂βΦ+s,0)(0, t) = 0.
Graˆce aux conditions de Dirichlet (6.7), on a :
γ0(s) = π
2, Ψ±s,0(α, t) = g
±
s,0(α)s1(t).
On applique alors le Lemme 6.2 avec F−s ≡ 0, F+s ≡ 0, Gs ≡ 0 et Hs ≡ 0 pour obtenir :
ξs = 0 et δs = 0.
On en de´duit que Φ−s,0 ≡ 0 et Φ+s,0 ≡ 0 et, puisque ξs = g+s,0(0) − g−s,0(0), g+s,0(0) = g−s,0(0). A` cette
e´tape g±s,0 n’est pas encore de´termine´.
Termes d’ordre h1/3 Les e´quations dans les demies bandes sont :
H±,α : (−∂2t − π2)Ψ±s,1 = γ1(s)Ψ±s,0 H±,β : (−∂2t − ∂2β − π2)Φ±s,1 = 0.
Les conditions de transmissions sont :
(Φ−s,1 +Ψ
−
s,1)(0, t) = (Φ
+
s,1 +Ψ
+
s,1)(0, t),
(∂αΨ
−
s,0 + ∂βΦ
−
s,1)(0, t) = (∂αΨ
+
s,0 + ∂βΦ
+
s,1)(0, t).
On prend aussi en compte les conditions de Dirichlet (6.7). Le Lemme 6.3 donne :
γ1(s) = 0, Ψ
±
s,1(α, t) = g
±
s,1(α)s1(t).
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On applique alors le Lemme 6.2 avec F−s ≡ 0, F+s ≡ 0, Gs ≡ 0 et Hs ≡ 0, on a :
ξs = 0, δs = 0.
Comme ξs = g
+
s,1(0)− g−s,1(0) et δs = (g+s,0)′(0)− (g−s,0)′(0) on aboutit a` :
g+s,1(0) = g
−
s,1(0), (g
+
s,0)
′(0) = (g−s,0)
′(0).
On en de´duit e´galement que Φ−s,1 ≡ 0 et Φ+s,1 ≡ 0.
Termes d’ordre h2/3 Les e´quations dans les demies bandes s’e´crivent :
H±,α : (−∂2t − π2)Ψ±s,2 = −L±s,2Ψ±s,0 + γ2(s)Ψ±s,0 H±,β : (−∂2t − ∂2β − π2)Φ±s,2 = 0
ou` on a :
L±s,2 =
2α
s±
∂2t − ∂2α.
Les conditions de transmissions sont :
(Ψ−s,2 + Φ
−
s,2)(0, t) = (Ψ
+
s,2 + Φ
+
s,2)(0, t),
∂αΨ
−
s,1(0, t) + ∂βΦ
−
s,2(0, t) = ∂αΨ
+
s,1(0, t) + ∂βΦ
+
s,2(0, t).
On prend en compte les conditions de Dirichlet (6.7). Ensuite, on applique une version renormalise´e du
Lemme 6.3. Par conse´quent, il existe une solution (Ψ−s,2,Ψ
+
s,2) si et seulement si le syste`me suivant est
ve´rifie´ : 
(
− ∂2α −
2απ2
1 + s
− γ2(s)
)
g−s,0(α) = 0 sur R−, g
+
s,0(0)− g−0 (0) = 0(
− ∂2α +
2απ2
1− s − γ2(s)
)
g+s,0(α) = 0 sur R+, (g
+
s,0)
′(0)− (g−s,0)′(0) = 0.
Ceci nous conduit a` choisir :
γ2(s) = (2π
2)2/3κn(s); gs,0(α) = T
n
s ((2π
2)1/3α),
avec g±s,0(α) = T
n
s ((2π
2)1/3α)1R±(α). En particulier, cela de´termine la fonction inconnue de l’etape
pre´ce´dente (ce choix de gs,0 donne une expression explicite de Ψ
±
s,0). On est amene´ a` prendre :
Ψ±s,2(α, t) = Ψ
±,⊥
s,2 (α, t) + g
±
s,2(α)s1(t),
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avec Ψ+,⊥s,2 ≡ 0 et Ψ−,⊥s,2 ≡ 0. Finalement on doit re´soudre le syste`me :
(−∂2t − ∂2β − π2)Φ±s,2 = 0 sur H±,
Φ±s,2(·, 0 et 1) = 0,
Φ−s,2(0, t)− Φ+s,2(0, t) = (g+s,2(0)− g−s,2(0))s1(t)
∂βΦ
−
s,2(0, t)− ∂βΦ+s,2(0, t) = ((g+s,1)′(0)− (g−s,1)′(0))s1(t).
On applique alors le Lemme 6.2 avec F−s ≡ 0, F+s ≡ 0, Gs ≡ 0 et
Hs ≡ 0 = ((g+s,1)′(0)− (g−s,1)′(0))s1(t). On obtient :
ξs = g
+
s,2(0)− g−s,2(0) = 0, δs = (g+s,1)′(0)− (g−s,1)′(0) = 0,
ce qui donne Φ+s,2 ≡ 0, Φ−s,2 ≡ 0.
Termes d’ordre h Les e´quations dans les demies bandes sont :
H±,α : (−∂2t − π2)Ψ±s,3 = γ3(s)Ψ±s,0 H±,β : (−∂2t − ∂2β − π2)Φ±s,3 = 0
Les conditions de transmissions sont :
(Ψ−s,3 + Φ
−
s,3)(0, t) = (Ψ
+
s,3 + Φ
+
s,3)(0, t),
∂αΨ
−
s,2(0, t) + ∂βΦ
−
s,3(0, t)−
t
s−
∂tΨ
−
s,0(0, t) = ∂αΨ
+
s,2(0, t) + ∂βΦ
+
s,3(0, t)−
t
s+
∂tΨ
+
s,0(0, t).
On prend aussi en compte les conditions de Dirichlet (6.7). Le Lemme 6.3 donne :
γ3(s) = 0, Ψ
±
s,3(α, t) = g
±
s,3(α)s1(t).
On doit re´soudre le syste`me :
(−∂2t − ∂2β − π2)Φ±s,3 = 0 sur H±,
Φ±s,3(·, 0 et 1) = 0
Φ−s,3(0, t)− Φ+s,3(0, t) = (g+s,3(0)− g−s,3(0))s1(t)
(∂βΦ
−
s,3 − ∂βΦ+s,3)(0, t) = ((g+s,2)′(0)− (g−s,2)′(0))s1(t) + g+s,0(0)
( tπ
1− s +
tπ
1 + s
)
cos(πt).
Ensuite on applique le Lemme 6.2 avec F−s ≡ 0, F+s ≡ 0, Gs ≡ 0 et
Hs(t) = g
+
s,0(0)
(
tπ
1−s +
tπ
1+s
)
cos(πt) et on obtient :
ξs = g
+
s,3(0)− g−s,3(0) = 0, δs = (g+s,2)′(0)− (g−s,2)′(0) = −
2
√
2π
1− s2T
n
s (0)〈t cos(πt), s1〉t.
Cela de´termine Φ−s,3 et Φ
+
s,3 qui ne sont pas ne´cessairement nuls.
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Re´currence Supposons que, pour tout 0 ≤ k ≤ n, on puisse e´crire Ψ±s,k(α, t) = Ψ±,⊥s,k (α, t) +
g±s,k(α)s1(t) et que (g
±
s,k)0≤k≤n−3, (Ψ
±,⊥
s,k )0≤k≤n−1 soient de´termine´es. Supposons que g
−
s,n−2(0)− g+s,n−2(0),
(g−s,n−2)
′(0)− (g+s,n−2)′(0), (γk(s))0≤k≤n et (Φ±s,k)0≤k≤n−2 soient de´ja` connues. Enfin, on suppose que
g−s,n−1(0)− g+s,n−1(0), Φ±s,n−1 sont connues une fois que g−s,n−2 et g+s,n−2 sont de´termine´es et que toutes
ces fonctions sont a` de´croissance exponentielle avec une de´pendance analytique en s ∈ (−1, 1).
Les e´quations dans les demies bandes sont :
H±,α : (−∂2t − π2)Ψ±s,n = γn(s)Ψ±s,0 − L±s,nΨ±s,0 −
n−1∑
j=2
(L±s,j − γj(s))Ψ±s,n−j
H±,β : (−∂2t − ∂2γ − π2)Φ±s,n = −
n−1∑
j=1
(N±s,j − γj(s))Φ±s,n−j.
Les conditions de transmissions sont :
(Ψ−s,n + Φ
−
s,n(0, t) = (Ψ
+
s,n + Φ
+
s,n)(0, t)
(∂βΦ
−
s,n − ∂βΦ+s,n)(0, t) = ((g+s,n−1)′(0)− (g−s,n−1)′(0))s1(t) + (∂αΨ+,⊥s,n−1 − ∂αΨ−,⊥s,n−1)(0, t)
+
t
1 + s
(∂tΨ
−,⊥
s,n−3 + ∂tΦ
−
s,n−3)(0, t) +
t
1− s(∂tΨ
+,⊥
s,n−3 + ∂tΦ
+
s,n−3)(0, t)
+
√
2π
( 1
1 + s
g−s,n−3(0) +
1
1− sg
+
s,n−3(0)
)
t cos(πt).
Pour appliquer le Lemme 6.3 on doit re´soudre les e´quations :(
− ∂2α −
2α
1 + s
π2 − γ2(s)
)
g−s,n−2(α) = γn(s)g
−
s,0(α) + f
−
s (α),(
− ∂2α +
2α
1− sπ
2 − γ2(s)
)
g+s,n−2(α) = γn(s)g
+
s,0(α) + f
+
s (α).
On rappelle que γ2(s) est une renormalisation de κn(s), par conse´quent, on peut appliquer le Lemme
6.4 car f±s , g
−
s,n−2(0)− g+s,n−2(0) et (g−s,n−2)′(0)− (g+s,n−2)′(0) sont connues. Cela livre un unique γn(s),
de plus g±s,n−2 sont maintenant de´termine´es. Graˆce a` l’hypothe`se de re´currence, on en de´duit que les
fonctions Φ±s,n−1 sont maintenant de´termine´es. Le Lemme 6.3 de´termine Ψ
±,⊥
s,n de manie`re unique et on
a :
Ψ±s,n(α, t) = Ψ
±,⊥
s,n (α, t) + g
±
s,n(α)s1(t).
Le syste`me est de la forme :
(N±s,0 − π2)Φ±s,n = F±s , sur H±,
Φ±s,n(·, 0 et 1) = 0,
Φ−s,n(0, t)− Φ+s,n(0, t) = (Ψ+,⊥s,n −Ψ−,⊥s,n )(0, t) + (g−s,n(0)− g+s,n(0))s1(t).
∂βΦ
−
s,n(0, t)− ∂βΦ+s,n(0, t) = Hs(t) + ((g+s,n−1)′(0)− (g−s,n−1)′(0))s1(t),
ou`Hs est connu. On applique le Lemme 6.2 ce qui de´termine g
−
s,n(0)−g+s,n(0), (g+s,n−1)′(0)− (g−s,n−1)′(0),
Φ−s,n et Φ
+
s,n.
De`s lors, on peut prouver la Proposition 6.1.
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Preuve : La construction pre´ce´dente nous incite a` introduire
ψ̂
[J ]
s,h(u, t) =
J+2∑
j=0
(Ψ±s,j(uh
−2/3, t) + Φ±s,j(uh
−1, t))hj/3 − uχ±(uh−1)R±J,s,h(p), pour u ∈ R±. (6.9)
ou` les termes correcteurs
R±J,s,h(t) = ∂αΨ
±
s,J+2(0, t)h
J/3 − t
s±
J+2∑
j=J
(∂tΨ
±
s,j(0, t) + ∂tΦ
±
s,j(0, t))
sont ajoute´s pour que ψ̂
[J ]
s,h satisfasse les conditions de transmissions (χ
± sont deux fonctions troncature
re´gulie`res valant 1 pre`s de 0). Par construction ψ
[J ]
s,h de´finie par
ψ
[J ]
s,h(x, y) = χ(u)ψ̂
[J ]
s,h(u, t)
appartient au domaine de l’ope´rateur LTri(s)(h). En effet, par construction ψˆ[J ]s,h ∈ H2(R× (0, 1)), de
plus la fonction troncature assure le fait que ψ
[J ]
s,h ait son support dans Tri(s). Le changement de variable
(6.1) transmet la re´gularite´ de ψˆ
[J ]
s,h a` ψ
[J ]
s,h. Les conditions de transmissions e´tant satisfaites on obtient
ψ
[J ]
s,h ∈ H2(Tri(s)). De plus, par construction, ψ[J ]s,h ve´rifie les conditions de Dirichlet sur le bord et
appartient a` l’ensemble de´crit en (6.3).
Graˆce a` la de´croissance exponentielle, pour tout s0 ∈ (−1, 1), J ∈ N on obtient l’existence de
h0 > 0, C(J, s0, h0) > 0 tels que pour tout s ∈ [−s0, s0] et tout h ∈ (0, h0) :∥∥∥(LTri(s)(h)− J∑
j=0
γj(s)h
j/3)ψ
[J ]
s,h
∥∥∥ ≤ C(J, s0, h0)h(J+1)/3‖ψ[J ]s,h‖.
On conclut en invoquant le the´ore`me spectral 2.5. 
Chapitre 7
Simplicite´ asymptotique
La Proposition 6.1 nous donne une majoration des valeurs propres de l’ope´rateur LTri(s)(h). Pour
obtenir une minoration et de´montrer le The´ore`me 1.8 on utilise des estime´es d’Agmon qui localisent
les fonctions propres de LTri(s)(h) dans Tri(s). Cette localisation permet de se ramener a` l’ope´rateur en
dimension un e´tudie´ au Chapitre 3.
7.1 Estime´es de localisation d’Agmon
Afin de prouver le The´ore`me 1.8 nous avons besoin d’estime´es de localisation d’Agmon semi-
classiques pour l’ope´rateur LTri(s)(h). Graˆce aux Propositions 1.7 et 6.1 on remarque que pour s0 ∈
(0, 1) les N0 plus petites valeurs propres λs de LTri(s)(h) ve´rifient pour tout s ∈ [−s0, s0] :
|λs − π2| ≤ Γ0h2/3, (7.1)
ou` Γ0 est une constante positive de´pendant de N0 et s0. On de´finit Tri
±(s) = Tri(s) ∩ {x ∈ R±}. Par
de´finition du potentiel effectif (3.1), pour toute fonction ψ ∈ Dom(Tri(s)) on a :∫
Tri(s)
h2|∂xψ|2 + |∂yψ|2dxdy ≥
∫
Tri(s)
h2|∂xψ|2 + vTri(s)(x)|ψ|2dxdy.
On peut alors reprendre la preuve de la Proposition 3.3 et on obtient la
Proposition 7.1 Soit s0 ∈ [0, 1). Soient Γ0 > 0 et ρ0 ∈ (0, π). Il existe h0 > 0, C0 > 0, η0 > 0
et D± > 0 tels que pour tout s ∈ [−s0, s0], h ∈ (0, h0) et toute paire propre (λs, ψs) de LTri(s)(h)
ve´rifiant |λs − π2| ≤ Γ0h2/3, on ait :∫
Tri±(s)
eΦ
±
1 (x)/h(|ψs|2+|h2/3∂xψs|2)dxdy ≤ C0‖ψs‖2 et
∫
Tri±(s)
eΦ
±
2 (x)/h(|ψs|2+|h∂xψs|2)dxdy ≤ C0‖ψs‖2,
avec
Φ±1 (x) =
η0√|s±| |x|3/2 et Φ±2 (x) = −ρ0|s±| ln
(
D−1± (x+ s±)
)
.
Dans le re´gime h→ 0, la Proposition 7.1 localise les fonctions propres de LTri(s)(h) dans un voisinage
de Tri(s) ∩ {x = 0} et nous donne des estime´es de de´croissance en dehors de cet ensemble. Ces
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estime´es justifient que les projete´s de Feshbach-Grushin des vraies fonctions propres de LTri(s)(h)
soient des bons quasimodes pour l’ope´rateur tangent ltans (h) de´fini en (3.2).
7.2 Approximations des premie`res fonctions propres par des pro-
duits tensoriels
Dans cette section on travaille avec l’ope´rateur LRec(s)(h) de´fini a` gauche et a` droite par L±s (h) (voir
(6.2)). On conside`re les N0 premie`res valeurs propres de LRec(s)(h) (note´es simplement λs,n(h)). Dans
chaque espace propre correspondant on choisit une fonction normalise´e ψˆs,n telle que 〈ψˆs,n, ψˆs,p〉 = 0
si n 6= p. On introduit :
Ŝs,N0(h) = span
(
ψˆs,1, . . . , ψˆs,N0
)
.
On suit ensuite les ide´es de [DR12, Sec. 4.3] et on de´finit la forme quadratique :
Q0Rec(s)(ψˆs) =
∫
R−(s)
(|∂tψˆs|2 − π2|ψˆs|2)
(
1 +
u
s−
)
dudt +∫
R+(s)
(|∂tψˆs|2 − π2|ψˆs|2)
(
1 +
u
s+
)
dudt,
ou` R−(s) = Rec(s) ∩ {u ≤ 0} et R+(s) = Rec(s) ∩ {u ≥ 0}. On conside`re la projection :
Π0ψˆs(u, t) = 〈ψˆs(u, ·), s1〉ts1(t).
On peut maintenant e´noncer un premier re´sultat d’approximation :
Proposition 7.2 Soit s0 ∈ (0, 1), il existe h0 > 0 et C > 0 tels que pour tout s ∈ [−s0, s0], tout
h ∈ (0, h0) et tout ψˆs ∈ Ŝs,N0(h) :
0 ≤ QRec(s)(ψˆs) ≤ Ch2/3‖ψˆs‖2
et ∥∥(Id− Π0)ψˆs∥∥+ ∥∥∂t((Id− Π0)ψˆs)∥∥ ≤ Ch1/3‖ψˆs‖.
De plus Π0 : Ŝs,N0 → Π0
(Ŝs,N0) est un isomorphisme.
Preuve : On utilise le meˆme raisonnement que dans [DR12, Sec 4.3] ou en Section 12.2. 
7.3 Re´duction a` l’ope´rateur tangent
Le but de cette section est de de´montrer le The´ore`me 1.8 en utilisant les projections des vraies
fonctions propres (Π0ψ̂s,n) en tant que fonctions tests pour la forme quadratique de l’ope´rateur mode`le.
Soit ψ̂ ∈ Ŝs,N0(h). Nous avons besoin des deux lemmes suivants afin de controˆler la forme quadratique
de l’ope´rateur mode`le teste´e sur (Π0ψ̂). Ces lemmes de´coulent de la Proposition 7.1.
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Lemme 7.3 Soit s0 ∈ (0, 1). Il existe h0 > 0 et C > 0 tels que pour tout s ∈ [−s0, s0], tout h ∈ (0, h0)
et toute fonction ψ̂ ∈ Ŝs,N0 on ait :∣∣h2 ∫
R±(s)
∂uψ̂s∂tψ̂st
(
1 +
u
s±
)
dudt
∣∣2 ≤ Ch4/3∥∥ψ̂s∥∥2,
Lemme 7.4 Soit s0 ∈ (0, 1). Il existe h0 > 0 et C > 0 tels que pour tout s ∈ [−s0, s0], tout h ∈ (0, h0)
et toute fonction ψ̂s ∈ Ŝs,N0(h) on ait :∣∣∣h2
s±
∫
R±(s)
|∂uψ̂s|2|u|dudt
∣∣∣ ≤ Ch4/3∥∥ψ̂s∥∥2 , ∣∣∣ 1
s2±
∫
R±(s)
|ψ̂s|2|u|2dudt
∣∣∣ ≤ Ch4/3∥∥ψˆs∥∥2 .
Ces deux lemmes se prouvent de fac¸on analogue a` ceux Section 12.3. On prouve alors la
Proposition 7.5 Soit s0 ∈ (0, 1). Il existe h0 > 0 et C > 0 tels que pour tout s ∈ [−s0, s0], tout
h ∈ (0, h0) et toute fonction ψˆs ∈ Ŝs,N0(h) on ait :
Qtans (h)(ψˆs) ≤ (λs,N0(h)− π2)‖ψˆs‖2 + Ch4/3‖ψˆs‖2,
ou`
Qtans (h)(ψˆs) =
∫
R−(s)
h2|∂uψˆs|2 + 2π
2
1 + s
|u||ψˆs|2dudt+
∫
R+(s)
h2|∂uψˆs|+ 2π
2
1− s |u||ψs|
2dudt.
On remarque que Qtans (h) est, au terme constant pre`s, la forme quadratique de l’ope´rateur tangent (3.2).
De plus, pour e´tudier cette forme quadratique, on s’aperc¸oit que les variables u et t peuvent se se´parer.
Preuve : Prenons ψs ∈ Ss,N0(h). Comme les (ψs,j)j∈{1,...,N0} sont orthogonales, on a :
QTri(s)(h)(ψs) ≤ λs,N0(h)‖ψs‖2,
ou`QTri(s)(h) de´signe la forme quadratique associe´e a` l’ope´rateur LTri(s)(h). Par de´finition, pour tout
ψ ∈ Dom(QTri(s)(h)) on a :
QTri(s)(h)(ψ) ≥
∫
Tri(s)
h2|∂xψ|2 + vTri(s)(x)|ψ|2dxdy,
La dernie`re ine´galite´ combine´e a` la convexite´ du potentiel vTri(s) donne :∫
Tri(s)
h2|∂xψs|2 + 2π2
(
1R−(x)
1 + s
+
1R−(x)
1− s
)
|x||ψs|2dxdy ≤ (λs,N0(h)− π2)‖ψs‖2.
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On effectue alors le changement de variable (6.1) afin d’obtenir :
Qtans (h)(ψˆs) ≤ (λs,N0(h)− π2)‖ψˆs‖2 +
h2
s−
∫
R−(s)
|ψˆs|2|u|dudt+ h
2
|s+|
∫
R+(s)
|ψˆs|2|u|dudt
+
2π2
s2−
∫
R−(s)
|ψˆs|2|u|2dudt+ 2π
2
s2+
∫
R+(s)
|ψˆs|2|u|2dudt
+2h2
∫
R−(s)
t∂uψˆs∂tψˆs
(
1 +
u
s−
)
dudt− 2h2
∫
R+(s)
t∂uψˆs∂tψˆs
(
1 +
u
s+
)
dudt
Pour avoir la Proposition 7.5 on applique les Lemmes 7.3 et 7.4 en prenant en compte (7.1). 
Preuve du The´ore`me 1.8 On applique la Proposition 7.2 au re´sultat de la Proposition 7.5 ce qui
livre :
Qtans (h)(ψˆs) ≤ (λs,N0(h)− π2)
∥∥Π0ψˆs∥∥2 + Ch4/3∥∥Π0ψˆs∥∥2.
Alors, l’e´quation (7.1) et le Lemme 7.2 donnent :
Qtans (h)(ψˆs) ≤ (λs,N0(h)− π2)
∥∥Π0ψˆs∥∥2L2(Rec(s)) + Ch4/3∥∥Π0ψˆs∥∥2L2(Rec(s)).
De plus, on a
Qtans (h)(ψˆs) = Qtans (h)(Π0ψˆs) +Qtans (h)((Id− Π0)ψˆs) + 2Btans (h)
(
Π0ψˆs, (Id− Π0)ψˆs
)
,
ou` Btans (h) est la forme biline´aire associe´e a` Qtans (h). On remarque que
Btans (h)
(
Π0ψˆs, (Id− Π0)ψˆs
)
=
∫
R−(s)
〈Π0
((− h2∂2u + 2π21 + s |u|)ψs), (Id− Π0)ψˆs〉tdudt +∫
R+(s)
〈Π0
((− h2∂2u + 2π21− s |u|)ψs), (Id− Π0)ψˆs〉tdudt = 0.
Finalement on a
Qtans (h)(Π0ψˆs) ≤ (λs,N0(h)− π2)
∥∥Π0ψˆs∥∥2L2(Rec(s)) + Ch4/3∥∥Π0ψˆs∥∥2L2(Rec(s)).
Maintenant la conclusion est classique. On note π0ψˆs = 〈ψˆs(u, ·), s1〉t. On conside`re une fonction
troncature re´gule`re χ valant 1 pour |u| ≤ 1
4
et 0 pour |u| ≥ 1
2
. On de´finit χs(u) = χ
( u
1− s
)
, il vient :
qtans (h)(χsπ0ψˆs) ≤ (λs,N0(h)− π2)
∥∥π0ψˆs∥∥2 + Ch4/3∥∥π0ψˆs∥∥2,
ou`
qtans (h)(ϕ) =
∫ 1−s
−1−s
h2|∂uϕ|2 + 2π2
(
1R−(u)
1 + s
+
1R−(u)
1− s
)
|u||ϕ|2du.
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Enfin, on conside`re l’espace ŝs,N0(h) = vect
(
π0ψˆs,1, . . . , π0ψˆs,N0
)
et on applique le principe du min-
max 2.1 sur χsŝs,N0(h) (de dimension N0) :
π2 + (2π2)2/3κN0(s)h
2/3 ≤ λs,N0(h).
Couple´ a` la Proposition 6.1, cela conclut la preuve du The´ore`me 1.8.
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Chapitre 8
Simulations nume´riques pour les triangles
On illustre certaines proprie´te´s the´oriques des paires propres de LTri(s)(h) a` l’aide de simulations
nume´riques. Les calculs sont effectue´s sur le domaine ge´ome´trique Tri(s) avec la librairie d’e´le´ments
finis Melina++ [LM12].
8.1 Choix du maillage
Le constructeur de maillage qu’on utilise prend en entre´e quatre points : A, B, C et D ainsi que le
nombre de subdivisions souhaite´es. Pour les points A, B et C on choisit les sommets du triangle Tri(s).
Le point D, quant a` lui, est un e´le´ment du segment [A,B]. Nous obtenons donc deux triangles ACD
et BCD dans lesquels nous allons cre´er le meˆme nombre de subdivisions. Cette construction semble
pertinente au regard de la couche limite rencontre´e dans la construction 6.9.
La Figure 8.1 repre´sente, pour s = 0.8, les maillages selon les diffe´rentes subdivisions. La colonne
hauteur correspond au cas ou` D est choisi tel que [CD] soit la hauteur de Tri(s), de la meˆme fac¸on la
colonne me´diane correspond au cas ou` D est choisi tel que [CD] soit la me´diane de Tri(s).
Les Figures 8.2 et 8.3 repre´sentent, pour trois subdivisions, les taux de convergences (voir De´finition
8.1)) des trois premie`res valeurs propres vers 2/3 ; respectivement dans les cas ou` le maillage utilise la
hauteur ou la me´diane. Dans les deux cas, on remarque un de´crochage pour de petites valeurs de h.
Toutefois, au moins pour la premie`re valeur propre (en bleue), le maillage construit avec la hauteur
permet d’aller jusqu’a` des valeurs plus petites.
De´finition 8.1 Soit n ≥ 2 et h = (h1, . . . , hn) une discre´tisation du parame`tre semi-classique. Pour
tout k ∈ {1, . . . , n− 1} le taux de convergence de λj vers 2/3 en hk est de´fini comme
ln(λj(hk+1)− π2)− ln(λj(hk)− π2)
ln(hk+1)− ln(hk) .
8.2 Allure des paires propres
On utilise un maillage triangulaire avec 4 subdivisions de type hauteur et un degre´ d’interpolation de
6. Avec s = 0.8, la Figure 8.4 repre´sente les quatre premie`res valeurs propres en fonction du parame`tre
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Nombre
de subdivi-
sions
Hauteur Me´diane
0
A• •B
C•
D
• A• •B
C•
D
•
1
A• •B
C•
D
• A• •B
C•
D
•
2
A• •B
C•
D
•
A• •B
C•
D
•
3
A• •B
C•
D
• A• •B
C•
D
•
FIG. 8.1 – Diffe´rents maillages du triangle Tri(s)
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FIG. 8.2 – Taux de convergence vers 2/3 en fonction de h des trois premie`res valeurs propres pour un
maillage de type hauteur avec s = 0.8 et trois subdivisions.
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Taux de convergence pour h
1
Taux de convergence pour h
2
Taux de convergence pour h
3
2/3
FIG. 8.3 – Taux de convergence vers 2/3 en fonction de h des trois premie`res valeurs propres pour un
maillage de type me´diane avec s = 0.8 et trois subdivisions.
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h
4
/2
FIG. 8.4 – Allure des quatre premie`res valeurs propres en fonction de h.
semi-classique h. Le point noir sur l’axe des ordone´es est la valeur π2.
La Figure 8.5 rend compte du terme dominant dans la construction (6.9) : c’est presque un produit
tensoriel de la fonction propre de l’ope´rateur mode`le et de la fonction sinus (respectivement le long des
abscisses et des ordonne´es). Les fonctions propres sont localise´es pre`s de la hauteur du triangle ce qui
concide avec les estime´es d’Agmon 7.1.
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λ1(s, h) = 14.119615 λ2(s, h) = 16.461797
λ3(s, h) = 18.59000 λ4(s, h) = 20.63603
FIG. 8.5 – Cette figure repre´sente les quatre premie`res fonctions propres de LTri(s)(h) et leurs valeurs
propres correspondantes pour s = 0.5 et h = 0.1.
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Chapitre 9
Effet tunnel dans un bonnet d’aˆne
Le but de ce chapitre est de prouver le The´ore`me 1.9. Pour cela, on suit la philosophie de [HS84] a`
propos de l’effet tunnel. Apre`s avoir prouve´ des estime´es de localisation d’Agmon dans 9.1 on e´tudie le
“splitting” des valeurs propres dans 9.2.
9.1 Estime´es de localisation d’Agmon
Pour mettre en e´vidence l’effet tunnel nous avons besoin d’estime´es de localisation d’Agmon sur Ω
pour les fonctions propres des ope´rateurs LΩ(h), LΩlef (h) and LΩrig(h) de´finis en (1.3) et (1.4).
Estime´es d’Agmon pour LΩ(h) entre les deux pics
Proposition 9.1 Soit Γ0 > 0. Il existe h0 > 0, C0 > 0 et C > 0 tels que pour tout h ∈ (0, h0) et toute
paire propre (ζ, ψ) de LΩ(h) ve´rifiant |ζ − π2| ≤ Γ0h2/3, on a :∫
Ω ∩ {(−s/2,s/2)×R}
|ψ|2 + |h2/3∂xψ|2dxdy ≤ C0e−C/h‖ψ‖2.
Preuve : Soit Φ une fonction lipschitzienne, si (ζ, ψ) est une paire propre de LΩ(h), on a la formule
IMS (voir Proposition 2.14) :∫
Ω
h2|∂x(eΦ/hψ)|2 + |eΦ/h∂yΨ|2 − |Φ′eΦ/hψ|2 − ζ|eΦ/hψ|2dxdy = 0.
Par conse´quent on a :∫
Ω
h2|∂x(eΦ/hψ)|2 + vΩ(x)|eΦ/hΨ|2 − |Φ′eΦ/hψ|2 − ζ|eΦ/hψ|2dxdy ≤ 0.
On de´finit les intervalles :
I1 = (−1,−s), I2 = (−s, 0), I3 = (0, s), I4 = (s, 1).
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Soit Ωj = Ω ∩ {Ij × R}. Alors, par convexite´ de vΩ pre`s de chaque minimum et pour des raisons de
symme´trie on a :∫
Ω
h2|∂x(eΦ/hψ)|2dxdy +
4∑
j=1
∫
Ωj
(π2 + tj(x)− ζ − Φ′(x)2)|eΦψ|2dxdy ≤ 0,
ou` on a :
t1(x) = − 2π
2
1− s(x+ s), t2(x) =
π2
s
(x+ s), t3(x) = −π
2
s
(x− s), t4(x) = 2π
2
1− s(x− s).
On utilise ensuite le meˆme raisonnement que dans la preuve de la Proposition 7.1 et, graˆce a` la
symme´trie, on obtient l’existence de C0 > 0 tel que :∫
Ω
e2Φ(x)/h
(|ψ|2 + |h2/3∂xψ|2)dxdy ≤ C0‖ψ‖2, (9.1)
avec, pour certains η1, η2 > 0 :
Φ(x) = η1|x+s|3/2 1(−1,−s)(x)+η2|x+s|3/2 1(−s, 0)(x)+η2|x−s|3/2 1(0, s)(x)+η1|x−s|3/2 1(s, 1)(x).
On a 1(−s/2,s/2)Φ ≤ Φ. De plus, il existe une constante C˜ > 0 telle que :
C˜ ≤ Φ(x),∀x ∈ (−s/2, s/2).
Combine´ a` (9.1), cela livre pour une constante C > 0 :∫
Ω ∩ {(−s/2,s/2)×R}
|ψ|2 + |h2/3∂xψ|2dxdy ≤ C0e−C/h‖ψ‖2.

Estime´es de localisation d’Agmon pour LΩlef (h) and LΩrig(h) De la meˆme fac¸on que pour la
Proposition 9.1 et en adaptant la preuve de la Proposition 7.1 on a la
Proposition 9.2 Soit Γ0 > 0. Il existe h0 > 0, C0 > 0 et C > 0 tels que pour tout h ∈ (0, h0) et toute
paire propre (λ, ψ) de LΩlef (h) ve´rifiant |λ− π2| ≤ Γ0h2/3, on a :∫
Ωlef ∩ {(−s/2,0)×R}
|ψ|2 + |h2/3∂xψ|2dxdy ≤ C0e−C/h‖ψ‖2.
La proposition s’adapte pour LΩrig(h).
9.2 Structure du spectre
Afin de prouver le The´ore`me 1.9 on a besoin de la
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Proposition 9.3 Pour tout N ∈ N∗ il existe h0 > 0, C0 > 0 et C > 0 tels que pour tout h ∈ (0, h0) et
tout j ∈ {1, . . . , N} :
λ2j−1,Ω(h) ≤ C0e−C/h + λj(h), λ2j,Ω(h) ≤ C0e−C/h + λj(h).
Preuve : Soient χlef et χrig des fonctions troncatures re´gulie`res telles que χlef(x) = 1 pour tout
x ∈ (−1,−s/2) et χlef(x) = 0 pour tout x ∈ (−s/4, 0) et χrig(x) = χlef(−x) pour tout x ∈ (−1, 1).
On prend ψlefj et ψ
rig
j deux fonctions propres associe´es a` λj(h), respectivement pour LΩlef (h) et LΩrig(h).
On de´finit l’espace de dimension deux Ej = span
(
χlefψlefj , χ
rigψrigj
) ⊂ Dom(LΩ(h)). Soit ψ ∈ Ej ,
d’apre`s la Proposition 9.2 il existe h0 > 0, C0 > 0 et C > 0 tels que pour tout h ∈ (0, h0) :
‖(L(h)− λj(h))ψ‖ ≤ C0e−C/h‖ψ‖.
D’apre`s le the´ore`me spectral il existe k1(j, h) ∈ N∗ tel que :
|λk1(j,h),Ω(h)− λj(h)| ≤ C0e−C/h.
Ne´anmoins, comme dim(Ej) = 2 on peut trouver un autre k2(j, h) ∈ N∗ tel que :
|λk2(j,h),Ω(h)− λj(h)| ≤ C0e−C/h.
Sans perte de ge´ne´ralite´ on suppose que k1(j, h) < k2(j, h). Maintenant, on prouve en trois e´tapes que
k1(j, h) ≥ 2j.
(j 7→ k1(j, h)) et (j 7→ k2(j, h)) sont des fonctions injectives Supposons que k1(j1, h) = k1(j2, h).
On a :
|λj1(h)− λk1(j1,h),Ω(h)| ≤ C0e−C/h, |λj2(h)− λk1(j2,h),Ω(h)| ≤ C0e−C/h,
ce qui donne
|λj1(h)− λj2(h)| ≤ 2C0e−C/h.
Toutefois, deux valeurs propres disctinctes dans le spectre de L(h) ve´rifient |λj1(h)− λj2(h)| ≥ C˜h2/3,
pour un certain C˜ > 0. Par conse´quent j1 = j2. La preuve est la meˆme pour k2(j, h).
(j 7→ k1(j, h)) et (j 7→ k2(j, h)) sont des fonctions croissantes Soit j2 > j1, on a :
λk1(j2,h),Ω(h) ≥ λj2(h)− C0e−C/h, λk1(j1,h),Ω(h) ≤ λj1(h) + C0e−C/h.
On obtient :
λk1(j2,h),Ω(h)− λk1(j1,h),Ω(h) ≥ λj2(h)− λj1(h)− 2C0e−C/h,
ou` le membre de droite est positif pour h assez petit. Ne´cessaiement k1(j2, h) ≥ k1(j1, h) et graˆce a` la
premie`re e´tape k1(j1, h) > k1(j2, h). Le meˆme raisonnement fonctionne pour k2(j1, h) et k2(j2, h). De
plus on peut de´montrer de la meˆme manie`re que λk2(j1,h),Ω(h) < λk1(j2,h),Ω(h).
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Re´currence Pour j = 1 on a k2(j, h) > k1(j, h) ≥ 1. Soit j ∈ N∗ tel que k2(j, h) > k1(j, h) > 2j.
A` l’aide des e´tapes pre´ce´dentes on a :
k1(j + 1, h) > k2(j, h) > k1(j, h) ≥ 2j.
On en de´duit que k1(j+1, h) ≥ 2j+2. Comme k2(j+1, h) > k1(j+1, h), on a k2(j+1, h) ≥ 2j+3,
ce qui ache`ve la re´currence et de´montre la Proposition 9.3. 
On prouve de´sormais qu’il y a au plus deux valeurs propres de LΩ(h) a` une distance d’ordre
O(e−C/h) d’une valeur propre de L(h).
Proposition 9.4 Pour tout N ∈ N∗, C0 > 0, C > 0, il existe h0 > 0 tel que pour tout h ∈ (0, h0) et
tout j ∈ {1, . . . , N} :
#{λΩ(h) ∈ S(LΩ(h)); |λj(h)− λΩ(h)| ≤ C0e−C/h} ≤ 2.
Preuve : Supposons qu’il existe λj1,Ω(h) < λj2,Ω(h) < λj3,Ω(h) dans S(LΩ(h)) tels que, pour tout
p ∈ {1, 2, 3}, on ait :
|λj(h)− λjp,Ω(h)| ≤ C0e−C/h.
On conside`re la famille de fonctions orthonormales (ϕjp)p∈{1,2,3} ou`, pour p ∈ {1, 2, 3}, ϕjp est une
fonction propre de LΩ(h) associe´e a` λjp(h). On de´finit ψjp = (χlefϕjp , χrigϕjp) et l’espace Ej =
span(ψjp)p∈{1,2,3}. On sera aussi amene´ a` e´tudier l’espace propre Fj de LΩ(h) associe´e a` la valeur
propre λj(h) : on note Φj,1 et Φj,2 une base orthonormale de Fj . Prenons ψ 6= 0 ∈ Ej tel que, pour
p = 1, 2, 〈ψ,Φj,p〉 = 0. Une telle fonction existe car dim(Ej) = 3 et, graˆce a` la Proposition 9.1, on a :
‖(L(h)− λj(h))ψ‖ ≤ C0e−C/h‖ψ‖.
Le the´ore`me spectral livre n(j, h) ∈ N∗, avec n(j, h) 6= j, tel que
|λn(j,h)(h)− λj(h)| ≤ C0e−C/h.
Finalement, on sait qu’il existe C˜ > 0 tel que |λn(j,h)(h)− λj(h)| ≥ C˜h2/3. Pour h suffisamment petit
on a une contradiction. 
Proposition 9.5 Pour tout N ∈ N∗ il existe h0, C0 > 0 et C > 0 tels que pout tout h ∈ (0, h0) et tout
j ∈ {1, . . . , 2N} :
|λj,Ω(h)− λn(j,h)(h)| ≤ C0e−C/h,
pour n(j, h) ∈ N∗.
Preuve : Soit ϕj une fonctions propres de LΩ(h) associe´e a` la valeur propre λj,Ω(h). Prenons χlef et
χrig comme dans la preuve de la Proposition 9.3. On de´finit Φj = (χ
lefϕj, χ
rigϕj) ∈ Dom(L(h)) et on
a, graˆce a` la Proposition 9.1 :
‖(L(h)− λj,Ω(h))Φj‖ ≤ C0e−C/h‖Φj‖.
Le the´ore`me spectral permet de conclure. 
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Preuve du The´ore`me 1.9 On montre que dans la Proposition 9.5 on a :
n(2j − 1, h) ≥ j, n(2j, h) ≥ j.
Comme dans la preuve de la Proposition 9.3, on proce´de en trois e´tapes.
(j 7→ n(2j − 1, h)) et (j 7→ n(2j − 1, h)) sont des fonctions injectives Soient j1, j2 ∈ N∗ tels que
j1 < j2 et
n(2j1 − 1, h) = n(2j2 − 1, h).
On a :
λ2j2,Ω(h)− λ2j1,Ω(h) ≤ 2C0e−C/h.
Il existe j˜ ∈ N∗ tel que 2j1 − 1 < j˜ < 2j2 − 1 et on a :
λj˜,Ω(h)− λ2j1,Ω(h) ≤ λ2j2,Ω(h)− λ2j1,Ω(h) ≤ 2C0e−C/h.
Finalement, on obtient :
|λn(2j1−1,h)(h)− λj˜,Ω(h)| = |λn(2j1−1,h)(h)− λ2j1−1,Ω(h) + λ2j1−1,Ω(h)− λj˜,Ω(h)| ≤ 3C0e−C/h.
Alors, on applique la Proposition 9.4 et on a une contradiction car nous avons trouve´ trois valeurs
propres exponentiellement proches de λn(2j1−1,h)(h). La preuve est la meˆme pour (j 7→ n(2j − 1, h)).
(j 7→ n(2j− 1, h)) et (j 7→ n(2j− 1, h)) sont des fonctions croissantes Soient j1, j2 ∈ N∗ tels que
j1 < j2, on a :
λn(2j2−1,h)(h)− λn(2j1−1,h)(h) + 2C0e−C/h ≥ λ2j2−1,Ω(h)− λ2j1−1,Ω(h) > 0.
Graˆce a` l’injectivite´, pour un certain C˜ > 0, on obtient :
sgn(n(2j2 − 1, h)− n(2j1 − 1, h))C˜h2/3 > 0,
ou` sgn est la fonction signe. Ne´cessaiement on a n(2j2 − 1, h) > n(2j1 − 1, h).
Induction Pour j = 1 on a n(1, h) ≥ 1 et n(2, h) ≥ 1. Soit j ∈ N∗ tel que n(2j − 1, h) ≥ j et
n(2j, h) ≥ j. Graˆce a` l’e´tape pre´ce´dente on a :
n(2j + 1, h) > n(2j − 1, h) ≥ j, n(2j + 2, h) > n(2j, h) ≥ j.
ce qui conclut la re´currence. Finalement on a :
λj(h) ≤ C0e−C/h + λ2j−1,Ω(h), λj ≤ C0e−C/h + λ2j,Ω(h).
Combine´ a` la Proposition 9.3 on a le The´ore`me 1.9.
La Figure 9.1 illustre le The´ore`me 1.9 et met en lumie`re la localisation du spectre de LΩ(h).
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O(h2/3)
O(e−C/h)
. . . Rπ2
•
λ1(h)
×
λ2(h)
×
λj(h)
×
λ1,Ω(h)•
λ2,Ω(h)•
λ3,Ω(h)•
λ4,Ω(h)•
λ2j−1,Ω(h)
•
λ2j,Ω(h)•
FIG. 9.1 – Repartition de S(LΩ(h)) autour de S(L(h))
Remarque 9.6 Pour des raisons de symme´trie on a en fait pour tout j ≥ 1, λ2j−1,Ω(h) < λj(h) et
λ2j,Ω(h) = λj(h).
Chapitre 10
Simulations nume´riques pour le bonnet d’aˆne
Afin d’illustrer quelques proprie´te´s des fonctions propres pour le bonnet d’aˆne on en a calcule´
certaines. Ces simulations sont effectue´es dans le domaine Ω pour l’ope´rateur LΩ(h). La figure 10
repre´sente les maillages que l’on utilise. Le constructeur de maillage prend en entre´e neufs points ainsi
que le nombre de subdivisions choisis.
On se place dans le cas ou` s = 0.5, on a utilise´ un maillage avec 3 subdivision un degre´ d’interpola-
tion de 6. La Figure 10.2 illustre le phe´nome`ne d’effet tunnel discute´ dans le Chapitre 9. On remarque
que la localisation des fonctions propres est en accord avec les estime´es de localisation d’Agmon de la
Section 9.1. De plus une paire de valeurs propres exponentiellement proche est associe´e a` des fonctions
propres paires ou impaires par rapport a` l’axe des abscisses.
La Figure 10.3 illustre le The´ore`me 1.9 et la diffe´rence exponentiellement proche entre ζ2j−1(h) et
ζ2j(h) (for j = 1 . . . 3). L’inte´raction est d’ordre e
−C/h (pour un certain C > 0). Ne´anmoins pour de
petits h il y a un de´crochages dans les calculs : le calcul nume´rique ne peut se faire correctement car la
diffe´rence entre les valeurs propres est trop proche de ze´ro. C’est pourquoi on a trace´ une approximation
line´aire pour de petits h avec le de´crochage. Ces approximations vont vers −1 lorsque h va vers 0.
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Nombre de subdi-
visions
Maillage
0
A
•
B
•
C1•
C2•
D•
E2
•
E1
•
•F1F2 •
1
A
•
B
•
C1•
C2•
D•
E2
•
E1
•
•F1F2 •
2
A
•
B
•
C1•
C2•
D•
E2
•
E1
•
•F1F2 •
3
A
•
B
•
C1•
C2•
D•
E2
•
E1
•
•F1F2 •
FIG. 10.1 – Maillages pour le bonnet d’aˆne pour s = 0.5.
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λ1,Ω(h) = 12.996729 λ2,Ω(h) = 12.996730
λ3,Ω(h) = 17.395903 λ4,Ω(h) = 17.396014
λ5,Ω(h) = 21.411375 λ6,Ω(h) = 21.413785
FIG. 10.2 – Simulations pour s = 0.5 et h = 0.15. Valeurs nume´riques des six premie`res valeurs
propres. Trace´ des fonctions propres associe´es dans le domaine Ω.
108 CHAPITRE 10. SIMULATIONS NUME´RIQUES POUR LE BONNET D’AˆNE
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
ï2
ï1.8
ï1.6
ï1.4
ï1.2
ï1
ï0.8
ï0.6
ï0.4
ï0.2
0
FIG. 10.3 – Diffe´rences divise´es de log10(− ln(λ2j,Ω(h)− λ2j−1,Ω(h))) (j = 1 . . . 3) en fonction de h.
Quatrie`me partie
Coˆnes de petite ouverture
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Chapitre 11
Quasimodes pour les coˆnes de petite
ouverture
Pour de´montrer le The´ore`me 1.11 nous allons construire des quasimodes a` tout ordre en puissance
de h1/3 pour l’ope´rateur L[m]Mer(h) de´fini en (1.13). Dans ce chapitre on prouve la
Proposition 11.1 Pour tout n ≥ 1, il existe des suites (β[m]j,n )j≥0 telles que pour tout N0 ∈ N∗ et J ∈ N,
il existe h0 > 0 et C > 0 tels que pour h ∈ (0, h0)
dist
(
Sdisc(L[m]Mer(h)),
J∑
j=0
β
[m]
j,n h
j/3
)
≤ Ch(J+1)/3, n = 1, . . . , N0. (11.1)
De plus, on a : β
[m]
0,n = j
2
m,1, β
[m]
1,n = 0, et β
[m]
2,n =
(
2j2m,1
)2/3
zA(n).
Dans un premier temps, on fait le changement de variables pour transformer le triangle me´ridien Mer
en le carre´ Sq = (−1, 0)× (0, 1) :
u = x ∈ (−1, 0), t = y
x+ 1
∈ (0, 1). (11.2)
L’ope´rateur L[m]Mer(h) devient :
L[m]Sq (h)(u, t; ∂u, ∂t) = 1(u+1)2 (−1t∂t(t∂t) + m
2
t2
)− h2∂2u − h
2t2
(u+1)2
∂2t +
2h2t
u+1
∂t∂u − 2h2t(u+1)2∂t, (11.3)
sur L2 (Sq, t(u+ 1)2dudt) avec des conditions de Dirichlet sur les faces {(0, t) : 0 < t < 1} et
{(u, 1) : −1 < u < 0}. L’e´quation aux valeurs propres L[m]Mer(h)ψ[m]h = λ[m]h ψ[m]h devient
L[m]Sq (h)ψˆ[m]h = λ[m]h ψˆ[m]h avec ψˆ[m]h (u, t) = ψ[m]h (x, y).
Dans ce qui suit 〈·, ·〉t de´signe le produit scalaire sur L2 ((0, 1), tdt).
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11.1 Ansatz et couche limite
On veut construire des quasimodes (β
[m]
h , ψ
[m]
h ) pour l’ope´rateur L[m]Mer(h)(∂x, ∂y). Il sera plus
pratique de raisonner dans le carre´ Sq avec l’ope´rateur L[m]Sq (h)(u, t; ∂u, ∂t). On introduit les e´chelles
α = h−2/3u and β = h−1u,
et on cherche des quasimodes (β
[m]
h , ψˆ
[m]
h ) de la forme
β
[m]
h ∼
∑
j≥0
β
[m]
j h
j/3 et ψˆ
[m]
h (u, t) ∼
∑
j≥0
(
Ψ
[m]
j (α, t) + Φ
[m]
j (β, t)
)
hj/3. (11.4)
On veut re´soudre L[m]Sq (h)ψˆ[m]h = β[m]h ψˆ[m]h au sens des se´ries formelles. Comme on le verra en Section
11.4, un Ansatz a` la seule e´chelle h−2/3 ne permet pas de construire des quasimodes pour L[m]Sq (h). En
de´veloppant l’ope´rateur en puissance de h2/3 on a
L[m]Sq (h)(h2/3α, t;h−2/3∂α, ∂t) ∼
∑
j≥0
L[m]2j h2j/3 avec terme principal L[m]0 = −
1
t
∂t(t∂t) +
m2
t2
,
(11.5)
et en puissance de h :
L[m]Sq (h)(hβ, t;h−1∂β, ∂t) ∼
∑
j≥0
N [m]3j hj avec terme principal N [m]0 = −
1
t
∂t(t∂t) +
m2
t2
− ∂2β.
(11.6)
Dans ce qui suit, pour ve´rifier la condition de Dirichlet sur Mer \ (−1, 0)× {0} on va imposer a` notre
Ansatz, pour tout j ∈ N, les conditions aux limites :
Ψ
[m]
j (0, t) + Φ
[m]
j (0, t) = 0, 0 ≤ t ≤ 1, (11.7)
Ψ
[m]
j (α, 1) = 0, α < 0 et Φ
[m]
j (β, 1) = 0, β ≤ 0. (11.8)
Plus pre´cisemment, on s’inte´resse a` la plus basse e´nergie λ = j2m,1 du proble`me de Dirichlet en 1 pour
L[m]0 sur l’intervalle (0, 1). On doit re´soudre le proble`me de Dirichlet pour les ope´rateurs N [m]0 − j2m,1
et L[m]0 − j2m,1 sur la demie bande
Hst = R− × (0, 1), (11.9)
avec des solutions a` de´croissance exponentielle.
11.2 Trois lemmes
Afin de construire les quasimodes nous aurons besoin des trois lemmes suivants.
Lemme 11.2 On note b
[m]
n la n-ie`me fonction propre normalise´e de L[m]0 :
b[m]n (t) = C
[m]
n Jm(jm,nt), (C
[m]
n est une constante de normalisation)
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ou` Jm est la m-ie`me fonction de Bessel de premie`re espe`ce. Soit F = F (β, t) une fonction de
L2exp(Hst, tdβdt) (voir De´finition 2.7) et soit G ∈ H3/2((0, 1), tdt) une fonction de la variable t avec
G(1) = 0. Alors il existe un unique γ ∈ R tel que le proble`me(
N [m]0 − j2m,1
)
Φ = F, Φ(β, 1) = 0,Φ(0, t) = G(t) + γb
[m]
1 (t)
ait une unique solution dans H2exp(Hst, tdβdt). On a
γ = −
∫ 0
−∞
∫ 1
0
F (β, t)σb
[m]
1 (t)tdtdβ −
∫ 1
0
G(t)b
[m]
1 (t)tdt. (11.10)
La preuve du Lemme 11.2 est similaire a` celle du Lemme 6.2. On de´montre aussi les deux lemmes
suivants lie´s a` l’alternative de Fredholm.
Lemme 11.3 Soit F = F (α, t) une fonction de L2exp(Hst, tdsdt). Alors, il existe une solution Ψ telle
que :
(L[m]0 − j2m,1)Ψ = F dans Hst, Ψ(α, 1) = 0
si et seulement si 〈F (α, ·), b[m]1 〉t = 0 pour tout α < 0. Dans ce cas, Ψ(α, t) = Ψ⊥(α, t) + g(α)b[m]1 (t)
ou` Ψ⊥ ve´rifie 〈Ψ(α, ·)⊥, b[m]1 〉t ≡ 0 et est aussi a` de´croissance exponentielle.
Preuve du lemme : Supposons qu’il existe une solution Ψ de
(L[m]0 − j2m,1)Ψ = F dans Hst, Ψ(α, 1) = 0.
Pour tout α < 0, on peut e´crire dans L2((0, 1), tdt) :
Ψ(α, t) =
∑
n≥1
Ψn(α)b
[m]
n (t).
Comme Ψ ve´rifie l’e´quation on obtient :∑
n≥1
(
j2m,n − j2m,1
)
Ψn(α)b
[m]
n (t) = F (α, t).
En identifiant dans la base des (b
[m]
n )n≥1 on obtient :
〈F (α, ·), b[m]1 〉t = 0
Ψn(α) =
1
j2m,n − j2m,1
〈F (α, ·), b[m]n 〉t, pour n ≥ 2.
Par hypothe`se, pour n ≥ 2, Ψn est a` de´croissance exponentielle. Pour Ψ1, on peut choisir une fonction
a` de´croissance exponentielle. Re´ciproquement, si on conside`re la fonction Ψ ainsi de´finie, elle est
solution du proble`me.
En posant g(α) = Ψ1(α) et Ψ
⊥(α, t) =
∑
n≥2
(
j2m,n − j2m,1
)
Ψn(α)βn(t), on obtient le re´sultat
annonce´. ⋄
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Lemme 11.4 Soit n ≥ 1. On rappelle que zA(n) est le n-ie`me ze´ro de la fonction d’Airy inverse´e, et
on note
a[m]n = C˜
[m]
n A
((
2j2m,1
)1/3
α+ zA(n)
) (
C˜ [m]n ∈ R e´tant une constante de normalisation
)
,
une fonction propre normalise´e de l’ope´rateur −∂2α − 2j2m,1α avec condition de Dirichlet sur R−
associe´e a` la valeur propre (2j2m,1)
2/3zA(n). Soit f = f(α) une fonction de L
2
exp(R−) et c ∈ R. Alors
il existe un unique ω ∈ R tel que le proble`me
(−∂2α − 2j2m,1α−
(
2j2m,1)
2/3zA(n)
)
g = f + ωa[m]n sur R−, avec g(0) = c,
ait une unique solution dans H2exp(R−).
Preuve du lemme : Soit χ une fonction troncature qui vaut 1 pre`s de 0. Si g est solution du proble`me
alors v = g − cχ est solution de
(−∂2α − 2j2m,1α−
(
2j2m,1
)2/3
zA(n))v = f˜c + ωa
[m]
n , v(0) = 0
ou` f˜c = f − c
(
−∂2αχ+ 2j2m,1αχ−
(
2j2m,1
)2/3
zA(n)χ
)
. f˜c est aussi a` de´croissance exponentielle.
D’apre`s l’alternative de Fredholm, on sait qu’il existe une solution v si et seulement si
ω = −〈f˜c, a[m]n 〉.
Le second membre est a` de´croissance exponentielle donc la solution l’est aussi. ⋄
11.3 De´termination des profils
On peut maintenant commencer la construction de l’Ansatz (11.4).
Termes d’ordre h0 Les e´quations dans Hst livrent :
L[m]0 Ψ[m]0 = β[m]0 Ψ[m]0 , N [m]0 Φ[m]0 = β[m]0 Φ[m]0 .
Avec les conditions aux limites (11.7)-(11.8) pour j = 0, on a :
β
[m]
0 = j
2
m,1, Ψ
[m]
0 (α, t) = g
[m]
0 (α)b
[m]
1 (t).
La condition aux limites (11.7) livre : Ψ
[m]
0 (0, t) = −g[m]0 (0)b[m]1 (t). Le Lemme 11.2 donne :
g
[m]
0 (0) = 0, Φ
[m]
0 = 0.
La fonction g
[m]
0 sera de´termine´e plus tard.
Termes d’ordre h1/3 Les e´quations dans Hst livrent :
(L[m]0 − β[m]0 )Ψ[m]1 = β[m]1 Ψ[m]0 , (N [m]0 − β[m]0 )Φ[m]1 = 0
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avec les conditions aux limites (11.7)-(11.8) pour j = 1. Le Lemme 11.3 donne β
[m]
1 = 0 ce qui ame`ne
a` chercher la fonction sous la formeΨ
[m]
1 (α, t) = g
[m]
1 (α)b
[m]
1 (t). La condition aux limites (11.7) donne :
Ψ
[m]
1 (0, t) = −g[m]1 (0)b[m]1 (t). Le Lemme 11.2 livre
g
[m]
1 (0) = 0, Φ
[m]
1 = 0.
Termes d’ordre h2/3 Les e´quations dans Hst livrent :
(L[m]0 − β[m]0 )Ψ[m]2 = β[m]2 Ψ[m]0 − L[m]2 Ψ[m]0 , (N [m]0 − β[m]0 )Φ[m]2 = 0
ou` L[m]2 = −∂2α + 2α
(1
t
∂t(t∂t)− m
2
t2
)
avec les conditions aux limites (11.7)-(11.8) pour j = 2. Le
Lemme 11.3 nous permet d’obtenir l’e´quation suivante en la variable α :
〈(β[m]2 − L[m]2 )Ψ[m]0 (α, ·), b[m]1 〉t = 0, α < 0.
On sait que Ψ0(α, t) = g
[m]
0 (α)b
[m]
1 (t), par conse´quent cette e´quation devient :
(−∂2α − 2j2m,1α)g[m]0 (α) = β[m]2 g[m]0 (α), α < 0.
On obtient donc β
[m]
2 =
(
2j2m,1
)2/3
zA(n) et g
[m]
0 ≡ a[m]n . On en de´duit que (L[m]0 − β[m]0 )Ψ[m]2 = 0
et que Ψ
[m]
2 est de la forme Ψ
[m]
2 (α, t) = g
[m]
2 (α)b
[m]
1 (t). La condition aux limites (11.7) donne :
Ψ
[m]
2 (0, t) = −g[m]2 (0)(s)b[m]1 (t). Le Lemme 11.2 donne
g
[m]
2 (0) = 0, Φ
[m]
2 = 0.
Termes d’ordre h Les e´quations dans Hst livrent :
(L[m]0 − β[m]0 )Ψ[m]3 = β[m]3 Ψ[m]0 + β[m]2 Ψ[m]1 − L[m]2 Ψ[m]1 , (N [m]0 − β[m]0 )Φ[m]3 = 0
avec les conditions aux limites (11.7)-(11.8) pour j = 3. Le produit scalaire par b
[m]
1 (Lemme 11.3)
puis le produit scalaire par g
[m]
0 (Lemme 11.4) donne β
[m]
3 = 0 et g
[m]
1 est coline´aire a` g
[m]
0 . On choisit
g
[m]
1 = 0. Par conse´quent Ψ
[m]
3 est de la forme Ψ
[m]
3 (α, t) = g
[m]
3 (α)b
[m]
1 (t). Le Lemme 11.2 donne :
g
[m]
3 (0) = 0, Φ
[m]
3 = 0.
Termes d’ordre h4/3 Les e´quations dans Hst livrent :
(L[m]0 − β[m]0 )Ψ[m]4 = β[m]4 Ψ[m]0 + β[m]2 Ψ[m]2 − L[m]4 Ψ[m]0 − L[m]2 Ψ[m]2 , (N [m]0 − β[m]0 )Φ[m]4 = 0
ou`
L[m]4 = 2∂t∂α −
3α2
2
(1
t
∂t(t∂t)− m
2
t2
)
avec les conditions aux limites (11.7)-(11.8) pour j = 4. Le produit scalaire par b
[m]
1 (Lemme 11.3)
donne une e´quation pour g
[m]
2 et le produit scalaire par g
[m]
0 (Lemme 11.4) de´termine β
[m]
4 . Graˆce au
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Lemme 11.3, Ψ
[m]
4 est de la forme Ψ
[m]
4 = Ψ
[m]⊥
4 + g
[m]
4 (s)b
[m]
1 (t) avec Ψ
[m]⊥
4 potentiellement non
nul. Le Lemme 11.2 donne g
[m]
4 (0) = 0, de plus 〈Ψ[m]⊥4 (0, ·), b[m]1 〉t = 0 et on a une solution Φ[m]4 a`
de´croissance exponentielle.
Termes d’ordre supe´rieur On construit les termes suivants par re´currence selon les meˆmes principes.
De`s lors on peut prouver la Proposition 11.1.
Preuve : La construction pre´ce´dente nous incite a` introduire
β
[m,J ]
h =
J∑
j=0
β
[m]
j h
j/3, (11.11)
ψh(x, y)
[m,J ] = χ(x)
J∑
j=0
(
Ψ
[m]
j
(
x
h2/3
,
y
x+ 1
)
+ Φ
[m]
j
(
x
h
,
y
x+ 1
))
hj/3, (11.12)
ou` χ est une fonction troncature re´gulie`re valant 1 pre`s de 0. Le the´ore`me spectral 2.5 permet de
conclure. 
11.4 Ne´cessite´ de l’e´chelle h
On justifie ici pourquoi un Ansatz a` la seule e´chelle h2/3 ne permet pas d’obtenir de re´sultat. Si
on veut construire des quasimodes (β
[m]
h ,Ψ
[m]
h ) pour l’ope´rateur L[m]Mer(h)(x, y; ∂x, ∂y). La` encore, il
est plus facile de travailler sur le carre´ Sq et l’ope´rateur L[m]Sq (h)(u, t; ∂u, ∂t). On introduit l’e´chelle
α = h−2/3u et on cherche des quasi-paires propres sous forme de se´ries formelles :
β
[m]
h ∼
∑
j≥0
β
[m]
j h
2j/3 et Ψ
[m]
h (u, t) ∼
∑
j≥0
Ψ
[m]
j (α, t)h
2j/3. (11.13)
On veut re´soudre L[m]Sq (h)Ψ[m]h = β[m]h Ψh au sens des se´ries formelles. Lorsque l’on de´veloppe
l’ope´rateur en puissances de h2/3 on obtient, toujours au sens des se´ries formelles :
L[m]Sq (h)(h2/3α, t, h−2/3∂α, ∂t) ∼
∑
j≥0
L[m]j h2j/3 avec terme dominant L[m]0 = −
1
t
∂t(t∂t) +
m2
t2
.
Dans ce qui suit, afin de ve´rifier les conditions de Dirichlet sur les bords du carre´ Sq, on impose a`
notre Ansatz les conditions aux limites suivantes, pour tout j ∈ N :
Ψ
[m]
j (0, t) = 0, 0 ≤ t ≤ 1 (11.14)
Ψ
[m]
j (α, 1) = 0, s < 0. (11.15)
Commenc¸ons la construction de l’Ansatz :
Termes en h0 Les e´quations dans Hst livrent :
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L[m]0 Ψ[m]0 = β[m]0 Ψ[m]0
avec les conditions aux limites (11.14)-(11.15) pour j = 0. On choisit β
[m]
0 = j
2
m,1, de plus Ψ0 est
tensoriel et donc on choisitΨ0(α, t) = g
[m]
0 (α)b
[m]
1 (t). La condition aux limites (11.14) livre g
[m]
0 (0) = 0.
La fonction g
[m]
0 (α) sera de´termine´e plus tard.
Termes en h2/3 Les e´quations dans Hst livrent :
(L[m]0 − β[m]0 )Ψ[m]1 = β[m]1 Ψ[m]0 − L[m]1 Ψ[m]0
ou` L[m]1 = −∂2α + 2α
(
1
t
∂t(t∂t)− m2t2
)
et avec les conditions aux limites (11.14)-(11.15) pour j = 1.
Le Lemme 11.3 livre l’e´quation suivante en la variable α :
〈β[m]1 Ψ[m]0 − L[m]1 Ψ[m]0 (α, ·), b[m]1 〉t = 0, α < 0.
En utilisant le fait que Ψ
[m]
0 (α, t) = g
[m]
0 (α)b
[m]
1 (t) l’e´quation devient :
(−∂2s − 2j2m,1s)g[m]0 (α) = β[m]1 g[m]0 (α).
Donc on choisit :
g
[m]
0 = a
[m]
n , β
[m]
1 =
(
2j2m,1
)2/3
zA(n)
On en de´duit que (L[m]0 − β[m]0 )Ψ[m]1 = 0 donc Ψ[m]1 est tensoriel et Ψ[m]1 = g[m]1 (α)b[m]1 (t). La condition
aux limites (11.14) livre : g
[m]
1 (0) = 0.
Termes en h4/3 Les e´quations dans Hst livrent :
(L[m]0 − β[m]0 )Ψ[m]2 = β[m]2 Ψ[m]0 + β[m]1 Ψ[m]1 − L[m]2 Ψ[m]0 − L[m]1 Ψ[m]1
ou`
L[m]2 = 2∂t∂α −
3α2
2
(1
t
∂t(t∂t)− m
2
t
)
,
avec les conditions aux limites (11.14)-(11.15) pour j = 2. Le produit scalaire par b
[m]
1 (Lemme 11.3)
livre une e´quation pour g
[m]
1 puis le produit scalaire par g
[m]
0 (Lemme 11.4) de´termine β
[m]
2 et g
[m]
1 .
D’apre`s le Lemme 11.3, Ψ
[m]
2 = Ψ
[m]⊥
2 + g
[m]
2 (s)b
[m]
1 (t). De plus la condition aux limites (11.14)
donne :
Ψ
[m]⊥
2 (0, t) + g
[m]
2 (0)b
[m]
1 (t) = 0, 0 ≤ t ≤ 1.
Le produit scalaire par b
[m]
1 nous permet d’affirmer que g
[m]
2 (0) = 0 et finalement :
Ψ
[m]⊥
2 (0, t) = 0, 0 ≤ t ≤ 1.
Cependant, Ψ
[m]⊥
2 ve´rifie la meˆme e´quation que Ψ
[m]
2 a` savoir :
(L[m]0 − β[m]0 )Ψ[m]⊥2 = β[m]2 Ψ[m]0 + β[m]1 Ψ[m]1 − L[m]2 Ψ[m]0 − L[m]1 Ψ[m]1 .
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En prenant en compte l’e´quation satisfaite par g1 on aboutit a` :
(L[m]0 − β[m]0 )Ψ[m]⊥2 (α, t) = −2a[m]
′
n (α)b
[m]
1 (t)
(
1− 〈b[m]′1 , b[m]1 〉t
)
pour tout s < 0.
En particulier ceci est vrai en α = 0 donc on a :
0 = (L[m]0 − β[m]0 )Ψ[m]⊥2 (0, t) = −2a[m]
′
n (0)b
[m]
1 (t)
(
1− 〈b[m]′1 , b[m]1 〉t
)
. (11.16)
Mais a
[m]′
n (0) 6= 0 car les ze´ros de la fonction d’Airy sont simples. De plus 〈b[m]′1 , b[m]1 〉t 6= 1 car :
〈b[m]′1 , b[m]1 〉t =
∫ 1
0
b
[m]
1 (t)b
[m]′
1 (t)tdt
=
par inte´gration par partie
−1
2
∫ 1
0
b
[m]
1 (t)
2dt < 0
La construction s’arreˆte donc la` car (11.16) est absurde.
Chapitre 12
Simplicite´ asymptotique
La Proposition 11.1 nous donne une majoration des valeurs propres des ope´rateurs L[m]Mer(h). Pour
obtenir une minoration et de´montrer le The´ore`me 1.11 on utilise des estime´es d’Agmon qui localisent
les fonctions propres de L[m]Mer(h) dans Mer. Cette localisation permet de se ramener a` l’ope´rateur en
dimension un e´tudie´ au Chapitre 4.
12.1 Estime´es de localisation d’Agmon
Afin de prouver le The´ore`me 1.11 nous avons besoin d’estime´es de localisation d’Agmon semi-
classiques pour l’ope´rateur L[m]Mer(h). Graˆce a` la Proposition 11.1 les N0 plus petites valeurs propres λ
de L[m]Mer(h) ve´rifient : ∣∣λ− j2m,1∣∣ ≤ Γ0h2/3, (12.1)
pour une certaine constante positive Γ0 de´pendant de N0. Si Q[m]Mer(h) de´signe la forme quadratique
associe´e a` L[m]Mer(h), on a la borne infe´rieure suivante pour tout Ψ ∈ Dom(Q[m]Mer(h)) :
Q[m]Mer(h)(Ψ) ≥
∫
Mer
h2|∂xΨ|2 +
j2m,1
(x+ π
√
2)2
|Ψ|2ydxdy.
On reprend alors la Proposition 4.4 et on obtient la
Proposition 12.1 Soit Γ0 > 0 et ρ0 ∈ (0, jm,1). Il existe h0 > 0, C0 > 0, η0 > 0 et D > 0 tels que
pour tout h ∈ (0, h0) et toute paire propre (λ,Ψ) de L[m]Mer(h) ve´rifiant |λ− j2m,1| ≤ Γ0h2/3, on ait :∫
Mer
eΦ1(x)/h(|Ψ|2 + |h2/3∂xΨ|2)ydxdy ≤ C0‖Ψ‖2,
∫
Mer
eΦ2(x)/h(|Ψ|2 + |h∂xΨ|2)ydxdy ≤ C0‖Ψ‖2,
avec
Φ1(x) = η0|x|3/2 et Φ2(x) = −ρ0 ln
(
D−1(1 + x)
)
.
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12.2 Approximations des premie`res fonctions propres par des pro-
duits tensoriels
Dans cette section, on travaillera avec l’ope´rateur L[m]Sq (h) plutoˆt que L[m]Mer(h). Soit lesN0 premie`res
valeurs propres de L[m]Sq (h) (plus simplement note´es λn(h)). Dans chaque espace propre associe´, on
choisit une fonction propre normalise´e ψˆn ve´rifiant 〈ψˆn, ψˆm〉 = 0 si n 6= m. On introduit :
ŜN0(h) = vect(ψˆ1, . . . , ψˆN0).
On de´finit alors Q0,[m]Sq la forme quadratique suivante :
Q0,[m]Sq (ψˆ) =
∫
Sq
(|∂tψˆ|2 + m2
t2
|ψˆ|2 − j2m,1|ψˆ|2
)
t(u+ 1)2dudt,
associe´e a` l’ope´rateurL0,[m]Sq = Idu⊗
(
−1
t
∂t(t∂t)+
m2
t2
−j2m,1
)
surL2(Sq, t(u+1)2dudt). On s’inte´resse
alors au projecteur sur l’espace propre associe´ a` la valeur propre 0 de −1
t
∂t(t∂t) +
m2
t2
− j2m,1 :
Π
[m]
1 ψˆ(u, t) = 〈ψˆ(u, ·), b[m]1 〉tb[m]1 (t).
On peut maintenant e´noncer un premier re´sultat d’approximation :
Proposition 12.2 Il existe h0 > 0 et C > 0 tels que pour tout h ∈ (0, h0) et tout ψˆ ∈ ŜN0(h) :
0 ≤ Q0,[m]Sq (ψˆ) ≤ Ch2/3‖ψˆ‖2
et
‖(Id− Π[m]1 )ψˆ‖+
∥∥∥1
t
(Id− Π[m]1 )ψˆ
∥∥∥+ ‖∂t(Id− Π[m]1 )ψˆ‖ ≤ Ch1/3‖ψˆ‖.
De plus, Π
[m]
1 : ŜN0(h)→ Π[m]1 (ŜN0(h)) est un isomorphisme.
Preuve : Si ψˆ = ψˆn, on a :
Q[m]Sq,h(ψˆn) = λn‖ψˆn‖2.
On obtient :
Q[m]Sq,h(ψˆ) ≤ (j2m,1 + Ch2/3)‖ψˆn‖2.
L’orthogonalite´ des ψˆn (dans L
2 et pour la forme quadratique) nous permet d’e´tendre l’ine´galite´ a`
ψˆ ∈ SN0(h) :
Q0,[m]Sq,h (ψˆ) ≤ Ch2/3‖ψˆ‖2.
De plus comme Π
[m]
1 ψˆ est dans le noyau de L0,[m]Sq , on a :
Q0,[m]Sq (ψˆ) = 〈L0,[m]Sq (Π[m]1 ψˆ + (Id− Π[m]1 )ψˆ), ψˆ)〉
= 〈L0,[m]Sq (Id− Π[m]1 )ψˆ, ψˆ〉
= Q0,[m]Sq ((Id− Π[m]1 )ψˆ).
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Si µ2 de´signe la deuxie`me valeur propre de l’ope´rateur en dimension un −1
t
∂t(t∂t) +
m2
t2
− j2m,1, le
principe du min-max 2.1 livre pour tout u ∈ (−1, 0) :∫ 1
0
|∂t((Id− Π[m]1 )ψˆ)|2 +
m2
t2
|(Id− Π[m]1 )ψˆ|2 − j2m,1|(Id− Π[m]1 )ψˆ|2tdt ≥ µ2
∫ 1
0
|(Id− Π[m]1 )ψˆ|2tdt.
On en de´duit alors que :
0 ≤ Q0Sq(ψˆ) ≤ Ch2/3‖ψˆ‖2 ; ‖(Id− Π0)ψˆ‖ ≤ Ch1/3.
On a donc
‖∂t(Id− Π[m]1 )ψˆ‖2 +
∥∥m
t
(Id− Π[m]1 )ψˆ
∥∥2 − Ch2/3‖ψˆ‖2 ≤ ‖∂t(Id− Π[m]1 )ψˆ‖2 + ∥∥∥mt (Id− Π[m]1 ) ψˆ∥∥∥2
−j2m,1‖(Id− Π[m]1 )ψˆ‖2
≤ Ch2/3||ψˆ||2.
On obtient ainsi
‖∂t(Id− Π[m]1 )ψˆ‖2 + ‖
m
t
(Id− Π[m]1 )ψˆ‖2 ≤ h2/3‖ψˆ‖2.
Pour conclure la preuve on remarque que Π
[m]
1 est injectif car si Π
[m]
1 ψˆ = 0 alors on a
‖ψˆ‖ ≤ Ch1/3‖ψˆ‖,
ce qui n’est possible pour tout h < h0 que si ψˆ = 0, ce qui conclut la preuve de la Proposition 12.2.
12.3 Re´duction a` l’ope´rateur d’Airy
Le but de cette sous-section est de prouver le The´ore`me 1.11 en utilisant les projections des vraies
fonctions propres (Π
[m]
1 ψˆn) comme fonctions tests pour l’ope´rateur d’Airy. Cela justifie que l’ope´rateur
l
[m]
Mer(h) de´fini en (4.1) est une bonne approximation de l’ope´rateur L[m]Mer(h). Soit ψˆ ∈ ŜN0(h), nous
avons besoin de quelques lemmes pour estimer la forme quadratique de l’ope´rateur d’Airy teste´ sur
Π
[m]
1 ψˆ. Le premier lemme est une estimation dans le triangle me´ridien Mer ; on pose ψˆ(u, t) = ψ(x, y)
et on conside`re l’espace SN0(h)
SN0(h) = vect (ψ1, . . . , ψN0) .
On a le
Lemme 12.3 Pour tout ψ ∈ SN0(h) et tout k ∈ N, il existe h0 > 0 et C > 0 tels que pour tout
h ∈ (0, h0), on ait : ∫
Mer
(x+ 1)−k|∂yψ|2ydxdy ≤ C||ψ||2.
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Preuve du lemme : Commenc¸ons avec ψ = ψj pour un certain j ∈ {1, . . . , N0}. L’e´quation suivante
est ve´rifie´e : (
−h2∂2x −
1
y
∂y(y∂y) +
m2
y2
)
ψj = λj(h)ψj.
On multiplie par (x + 1)−k, on fait le produit scalaire avec ψj puis une inte´gration par partie et on
trouve :∫
Mer
(x+ 1)−k|∂yψj|2ydxdy ≤ C
∫
Mer
(x+ 1)−k
(|ψj|2 + h2(x+ 1)−1|ψj||∂xψj|) ydxdy.
On utilise l’estime´e d’Agmon de la Proposition 12.1 avec ρ0 ≥ k + 1 et on en de´duit le lemme pour
ψ = ψj . Pour ψ ∈ SN0(h), on proce`de comme explique´ en Remarque 4.5. ⋄
De`s lors, on prouve :
Lemme 12.4 Soit ψˆ ∈ ŜN0(h). Il existe h0 > 0 et C > 0 tels que pour tout h ∈ (0, h0)∣∣∣h2 ∫
Sq
1
(u+ 1)2
(∂uψˆ)(∂tψˆ)t(u+ 1)
2dtdu
∣∣∣ ≤ Ch4/3‖ψˆ‖2.
Preuve du lemme : Graˆce a` l’ine´galite´ de Cauchy-Schwarz on a :∣∣∣h2 ∫
Sq
1
(u+ 1)2
(∂uψˆ)(∂tψˆ)t(u+1)
2dtdu
∣∣∣2 ≤ h4 ∫
Sq
|∂uψˆ|2(u+1)2tdtdu
∫
Sq
1
(u+ 1)4
|∂tψˆ|2t(u+1)2dtdu.
Dans les coordonne´es originales sur le triangle me´ridien Mer on a :∫
Sq
1
(u+ 1)4
|∂tψˆ|2t(u+ 1)2dtdu =
∫
Mer
(x+ 1)−4|∂yψ|2ydxdy.
On applique le Lemme 12.3 et cette e´galite´ devient∫
Sq
1
(u+ 1)4
|∂tψˆ|2t(u+ 1)2dtdu ≤ C1‖ψˆ‖2, (12.2)
pour un nombre re´el C1 > 0. On utilise la Proposition 12.1 exprime´e dans les coordonne´es du carre´ Sq,
et on trouve qu’il existe un nombre re´el C2 > 0 tel que :∫
Sq
∣∣∣∂uψˆ − 1
(u+ 1)2
∂tψˆ
∣∣∣2t(u+ 1)2dtdu ≤ C2h−4/3‖ψˆ‖2.
Pour un nombre re´el C3 > 0, l’ine´galite´ (12.2) livre∫
Sq
|∂uψˆ|2t(u+ 1)2dtdu ≤ C3h−4/3‖ψˆ‖2,
ce qui termine la preuve du lemme. ⋄
Pour avoir des estime´es dans L2 (Sq, tdtdu) au lieu de L2 (Sq, t(u+ 1)2dtdu) on a besoin du
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Lemme 12.5 Soit ψˆ ∈ ŜN0(h). Il existe h0 > 0 et C > 0 tels que pour tout h ∈ (0, h0) on ait∣∣∣h2 ∫
Sq
|∂uψˆ|2utdtdu
∣∣∣ ≤ Ch4/3‖ψˆ‖2; ∣∣∣ ∫
Sq
|u||ψˆ|2utdtdu
∣∣∣ ≤ Ch4/3‖ψˆ‖2.
Preuve : On exprime chaque inte´grale dans le triangle me´ridien Mer et on utilise l’estime´e d’Agmon
de la Proposition 12.1 afin d’obtenir le lemme. 
On peut maintenant prouver la
Proposition 12.6 Soit ψˆ ∈ ŜN0(h). Il existe h0 > 0 et C > 0 tels que pour tout h ∈ (0, h0) on ait∫
Sq
(
h2|∂uψˆ|2 + j2m,1|u||ψˆ|2
)
tdtdu ≤ (λN0(h)− j2m,1) ‖ψˆ‖2 + Ch4/3‖ψˆ‖2.
Preuve : Soit ψ ∈ SN0(h). Comme les (ψi)i∈{1,...,N0} sont orthogonales on a :
Q[m]Mer(h)(ψ) ≤ λN0(h)‖ψ|‖2.
L’e´quation (12.1) me`ne a`∫
Mer
h2 |∂xψ|2 +
j2m,1
(x+ 1)2
|ψ|2 ydxdy ≤ λN0(h) ||ψ||2 .
On utilise la convexite´ de la fonction
(
x 7→ (x+ 1)−2) et on obtient∫
Mer
(h2|∂xψ|2 + j2m,1|x||ψ|2)ydxdy ≤ (λN0(h)− j2m,1)‖ψ‖2.
On effectue le changement de variables (11.2) et a` l’aide des Lemmes 12.4 et 12.5, dans le carre´ Sq on
obtient : ∫
Sq
(h2|∂uψˆ|2 + j2m,1|u||ψˆ|2)tdtdu ≤ (λN0(h)− j2m,1)‖ψˆ‖2 + Ch4/3‖ψˆ‖2,
ce qui termine la preuve de la proposition. 
Preuve du The´ore`me 1.11 L’ine´galite´ de la Proposition 12.6 s’e´crit comme
Q[m]A (h)(ψˆ) ≤ (λN0(h)− j2m,1)‖ψˆ‖2 + Ch4/3‖ψˆ‖2,
ou` Q[m]A (h) est la forme quadratique d’un ope´rateur d’Airy de´finie par
Q[m]A (h)(ψˆ) =
∫
Sq
(h2|∂uψˆ|2 + j2m,1|u||ψˆ|2)tdtdu.
La Proposition 12.2 et l’e´quation (12.1) donnent
Q[m]A (h)(ψˆ) ≤ (λN0(h)− j2m,1)‖Π[m]1 ψˆ‖2L2(Sq,tdtdu) + Ch4/3‖Π[m]1 ψˆ‖2L2(Sq,tdtdu).
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De plus on a
Q[m]A (h)(ψˆ) = Q[m]A (h)(Π[m]1 ψˆ) +Q[m]A (h)
(
(Id− Π[m]1 )ψˆ
)
+ 2B[m]A (h)
(
Π
[m]
1 ψˆ, (Id− Π[m]1 )ψˆ
)
,
ou` B[m]A (h) est la forme biline´aire associe´e a` la forme quadratique Q[m]A (h).
On remarque que
B[m]A (h)
(
Π
[m]
1 ψˆ, (Id− Π[m]1 )ψˆ
)
=
∫
u
〈
Π
[m]
1
(
(−h2∂2u + j2m,1|u|)ψˆ
)
, (Id− Π[m]1
)
ψˆ
〉
t
du = 0.
Finalement on a
Q[m]A (h)
(
Π
[m]
1 ψˆ
) ≤ (λN0(h)− j2m,1)‖Π[m]1 ψˆ‖2L2(Sq,tdtdu) + Ch4/3‖Π[m]1 ψˆ‖2L2(Sq,tdtdu).
On de´finit π
[m]
1 ψˆ = 〈Π[m]1 ψˆ, b[m]1 〉t,c’est une fonction en la seule variable u et en une dimension on a :
q
[m]
A (h)(π
[m]
1 ψˆ) =
∫ 0
−1
h2|∂uπ[m]1 ψˆ|2+j2m,1|u||π[m]1 ψˆ|2du ≤ (λN0(h)−j2m,1)‖π[m]1 ψˆ‖2+Ch4/3‖π[m]1 ψˆ‖2,
ou` les normes ‖π[m]1 ψˆ‖ sont celles sur L2 ((−1, 0), du).On conside`re une fonction troncature re´gulie`re
χ telle que :
χ(u) = 1 pour u ∈
(
−1
2
, 0
)
et χ(u) = 0 pour u ≤ −3
4
.
La Proposition 12.1 donne
q
[m]
A (h)(χπ
[m]
1 ψˆ) +O(h∞)‖π[m]1 ψˆ‖2 ≤ q[m]A,h(π[m]1 ψˆ), et ‖π[m]1 ψˆ‖2 = (1 +O(h∞))‖χπ[m]1 ψˆ‖2.
Donc il vient
q
[m]
A (h)(χπ
[m]
1 ψˆ) ≤ (λN0(h)− j2m,1)‖χπ[m]1 ψˆ‖2 + Ch4/3‖χπ[m]1 ψˆ‖2.
Enfin, on conside`re l’espace ŝN0(h) = vect(π
[m]
1 ψˆ1, . . . , π
[m]
1 ψˆN0) et on applique le principe du min-
max 2.1 a` l’espace de dimension N0 χŝN0(h) ce qui livre
j2m,1 + (2 j
2
m,1)
2/3zA(N0)h
2/3 ≤ λN0(h) + Ch4/3.
Combine´ a` la Proposition 11.1 cela conclut la preuve du The´ore`me 1.11. 
Chapitre 13
Simulations nume´riques pour les coˆnes de
petite ouverture
13.1 Structure des fonctions propres dans la limite semiclassique
On illustre certaines proprie´te´s the´oriques des fonctions propres a` l’aide de simulations nume´riques.
Les calculs sont effectue´s dans le triangle me´ridien Mer pour l’ope´rateur L[m]Mer(tan θ). La Figure 13.1
rend compte du terme dominant dans la construction (11.12) : c’est presque un produit tensoriel entre la
fonction d’Airy de premie`re espe`ce et la 0-ie`me fonction de Bessel de premie`re espe`ce (respectivement
le long des abscisses et des ordonne´es). Les fonctions propres sont localise´es pre`s du bord droit du
triangle ce qui coı¨ncide avec les estime´es d’Agmon de la Proposition 12.1.
La Figure 13.2 met en relief la localisation pour des valeurs croissantes dem. Pourm 6= 0 il y a
une condition de Dirichlet le long de l’axe des abscisses. Elle induit une re´pulsion le long de cet axe
qui est plus importante lorsquem grandit. Lam-ie`me fonction de Bessel de premie`re espe`ce de´termine
le comportement des fonctions propres le long de l’axe des ordonne´es ce qui explique cette re´pulsion.
13.2 Comportement pour de plus grands angles d’ouverture
La Figure 13.3 met en valeur un phe´nome`ne sur le comportement des valeurs propres. A` premie`re
vue, on pourrait croire a` un croisement de ces valeurs propres. Ne´anmoins en Figure 13.4, on a effectue´
un zoom de la Figure 13.3 et on peut voir qu’il n’y a pas de croisement mais des e´vitements.
Afin de mieux comprendre ces e´vitements on a repre´sente´ en Figure 13.5 des fonctions propres
apre`s un e´vitement. Meˆme si nous ne sommes plus dans le re´gime semi-classique θ → 0 la sixie`me
fonction propre a l’allure attendue. La septie`me a deux zones nodales principales bien qu’on puisse
observer la trace de zones nodales secondaires. La huitie`me fonction propre a sept zones nodales et
posse`de l’allure de ce que l’on attend comme la septie`me fonction propre dans le re´gime semi-classique.
On observe le meˆme phe´nome`ne pour les neuvie`me et dixie`me fonctions propres. Pour avoir une ide´e
de ce qui arrive, on peut penser aux premiers termes du The´ore`me 1.11. Si j20,1 + (2j
2
0,1)
2/3zA(7)h
2/3
est proche de j20,2 + (2j
2
0,2)
2/3zA(1)h
2/3 on peut imaginer que les autres ze´ros de Bessel jouent aussi un
roˆle. Cela explique partiellement la Figure 13.5.
La Figure 13.6 repre´sente l’e´volution des lignes nodales le long d’un e´vitement dans le triangle
me´ridien Mer(θ). On a choisi ce domaine pour mettre en exergue la structure re´gulie`re des lignes
125
126CHAPITRE 13. SIMULATIONSNUME´RIQUES POURLES COˆNESDE PETITEOUVERTURE
λ
[0]
1,Mer(θ) = 7.199103 λ
[0]
2,Mer(θ) = 8.425123 λ
[0]
3,Mer(θ) = 9.546450
λ
[0]
4,Mer(θ) = 10.631834 λ
[0]
5,Mer(θ) = 11.706005 λ
[0]
6,Mer(θ) = 12.781028
λ
[0]
7,Mer(θ) = 13.863783 λ
[0]
8,Mer(θ) = 14.958588 λ
[0]
9,Mer(θ) = 16.068338
FIG. 13.1 – Calculs pour θ = 0.0226 ∗ π/2 ∼ 2◦. Valeurs nume´riques des neuf premie`res valeurs
propres pourm = 0. Repre´sentations des fonctions propres associe´es dans le triangle Mer.
nodales. Les trois zones nodales sur la gauche sont inchange´es. Toutefois, les deux zones nodales en
bleues sur la gauche se rejoignent progressivement pour en former une unique. On observe ensuite le
meˆme phe´nome`ne pour les deux zones nodales rouges sur la droite. Enfin on obtient a` gauche les trois
zones nodales initiales et deux autres, l’une au dessus de l’autre.
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λ
[1]
1,Mer(θ) = 17.255710 λ
[1]
2,Mer(θ) = 19.400598 λ
[1]
3,Mer(θ) = 21.309035
λ
[2]
1,Mer(θ) = 30.134666 λ
[2]
2,Mer(θ) = 33.208960 λ
[2]
3,Mer(θ) = 35.906503
λ
[3]
1,Mer(θ) = 45.692334 λ
[3]
2,Mer(θ) = 49.719970 λ
[3]
3,Mer(θ) = 53.222789
FIG. 13.2 – Calculs pour θ = 0.0226 ∗ π/2 ∼ 2◦. Valeurs nume´riques des trois premie`res valeurs
propres pourm = 1,m = 2 etm = 3. Repre´sentation des fonctions propres associe´es dans le triangle
Mer.
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4 6 8 10 12 14 16 18 20
0
20
40
60
80
100
120
FIG. 13.3 – Cette figure repre´sente les dix premie`res valeurs propres λ
[0]
n,Mer en fonction de l’ouverture
θ [◦].On a calcule´ chaque valeur propre tous les 0.05◦.
7.2 7.4 7.6 7.8 8 8.2 8.4 8.6 8.8 9
39
40
41
42
43
44
45
FIG. 13.4 – Cette figure est un zoom de la Figure 13.3. On a calcule´ chaque valeur propre tous les
0.005◦.
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λ
[0]
6,Mer(θ) = 37.228884 λ
[0]
7,Mer(θ) = 42.715651 λ
[0]
8,Mer(θ) = 43.929985
λ
[0]
9,Mer(θ) = 51.027072 λ
[0]
10,Mer(θ) = 53.927066
FIG. 13.5 – Calculs pour θ = 8.8◦. Valeurs nume´riques des valeurs propres correspondantes.
Repre´sentation des fonctions propres associe´es dans le triangle me´ridien Mer.
θ = 8.3◦ θ = 8.4◦
λ
[0]
7,Mer(θ) = 41.219167 λ
[0]
7,Mer(θ) = 41.726527
θ = 8.5◦ θ = 8.6◦
λ
[0]
7,Mer(θ) = 42.182778 λ
[0]
7,Mer(θ) = 42.445398
θ = 8.7◦ θ = 8.8◦
λ
[0]
7,Mer(θ) = 42.591325 λ
[0]
7,Mer(θ) = 42.715651
FIG. 13.6 – Calculs pour diffe´rentes valeurs de θ. Valeurs nume´riques des valeurs propres correspon-
dantes. Repre´sentation des zones nodales dans le triangle me´ridien initial Mer(θ).
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Cinquie`me partie
Couche conique
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Chapitre 14
Comptage des valeurs propres
Le but de ce chapitre est de prouver le The´ore`me 1.18. En Section 14.1 on s’inte´resse aux valeurs
propres d’un ope´rateur de Schro¨dinger de la forme −∂2x − cx2 , c ∈ R. En Section 14.2, on de´montre que
pour E > 0, on a
N1−E(HGui(θ)) ∼
E→0
cot θ
4π
| lnE|.
14.1 Un re´sultat de Kirsch et Simon
Soit c > 0, on conside`re la forme quadratique, de´finie sur C∞0 (1,+∞), par∫ +∞
1
|∂xϕ|2 − c
x2
|ϕ|2dx, pour ϕ ∈ C∞0 (1,+∞).
Cette forme quadratique est borne´e infe´rieurement, on note h son extension de Friedrichs. Le but de
cette section est de prouver la
Proposition 14.1 Soit E > 0 et V0 ∈ C∞0 (1,+∞). Si c > 14 on a l’e´quivalent :
N−E(h + V0) ∼
E→0
1
2π
√
c− 1
4
| lnE|,
ou` N−E(h + V0) est a` comprendre au sens de la De´finition 1.17.
En fait, comme explique´ dans [KS88], quand c < 1
4
et que E tend vers 0 la quantite´ N−E(h + V0)
est borne´e. Cette distinction de cas c < 1
4
et c > 1
4
est a` mettre en relation avec l’ine´galite´ de Hardy
suivante :
Proposition 14.2 (Ine´galite´ de Hardy) Pour toute fonction f ∈ H10 (0,+∞), on a :∫ +∞
0
|f ′(x)|2 − 1
4x2
|f(x)|2dx ≥ 0.
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En particulier pour c ≤ 1
4
la re´alisation de Dirichlet de −∂2x − cx2 sur (0,+∞) est un ope´rateur positif
dont le spectre est compose´ uniquement de spectre essentiel et vaut [0,+∞).
La preuve de la Proposition 14.1 s’articule comme celle expose´e par Kirsch et Simon dans [KS88].
En sous-Section 14.1.1, on effectue un changement d’e´chelle pour compter les valeurs propres de
h sous un seuil fixe´. Ensuite, en sous-Section 14.1.2, on s’inte´resse a` une perturbation compacte de
l’ope´rateur h puis, en sous-Section 14.1.3, on montre que cette perturbation compacte ne perturbe
pas N−E(h) au premier ordre. Finalement, en sous-Section 14.1.4, on justifie que pour une fonction
V0 ∈ C∞0 (1,+∞) on a N−E(h) = N−E(h + V0).
Avant de commencer la preuve de la Proposition 14.1, on justifie le fait que le spectre discret de h
soit a` chercher sous la valeur 0. En effet, on a la
Proposition 14.3 Le spectre essentiel de h ve´rifie :
Sess(h) = [0,+∞).
Preuve : On montre dans un premier temps que [0,+∞) ⊂ Sess(h). Pour cela, pour tout r ∈ R, on
exhibe une suite de Weyl associe´e r2. On conside`re une fonction χ ∈ C∞0 (1,+∞) telle que :
suppχ = [2, 3], ‖χ‖2 = 1.
On pose χn(x) = n
−1/2eirxχ(n−1x). Cette suite de fonction converge faiblement vers 0 dansL2(1,+∞).
De plus, on a :
‖(h− r)χn‖ ≤ ‖(−∂2x − r2)χn‖+ ‖
c
x2
χn‖,
or
(−∂2x − r2)χn = −
2ir
n3/2
eirxχ′(n−1x)− e
irx
n5/2
χ′′(n−1x),
on en de´duit donc
‖(−∂2x − r2)χn‖ ≤
2|r|
n3/2
‖χ′(n−1·)‖+ 1
n5/2
‖χ′′(n−1·)‖.
Comme on a ‖χ′(n−1·)‖ ≤ n‖χ′‖∞ et ‖χ′′(n−1·)‖ ≤ n‖χ′′‖∞ on obtient :
‖(−∂2x − r2)χn‖ ≤
2|r|√
n
‖χ′‖∞ + 1
n3/2
‖χ′′‖∞ −→
n→0
0.
De plus, on a :
‖ c
x2
χn‖ ≤ |c|
4n2
−→
n→0
0,
donc on en de´duit que ‖(h− r2)χn‖ −→
n→0
0 et que χn est une suite de Weyl associe´e r
2.
Pour obtenir l’inclusion Sess(h) ⊂ [0,+∞) on conside`re λ > 0 et on regarde le potentiel
v−λ(x) =
 − cx2 si x ≥
√
c
λ
,
−λ si x ≤√ c
λ
.
14.1. UN RE´SULTAT DE KIRSCH ET SIMON 135
On remarque que h = −∂2x + v−λ(x) − ( cx2 + v−λ(x)). Comme ( cx2 + v−λ(x)) est une perturbation
compacte de −∂2x + v−λ(x) on en de´duit que
Sess(h) = Sess(−∂2x + v−λ(x)).
Or, on sait que
−λ ≤ S(−∂2x + v−λ(x)) ≤ Sess(−∂2x + v−λ(x)).
Comme ceci est vrai pour tout λ > 0 on obtient l’inclusion re´ciproque. 
14.1.1 Changement d’e´chelle pour l’ope´rateur sans potentiel
Soit l’ope´rateur de changement d’e´chelle U√E tel que
U√Eϕ(x) = E
1/4ϕ(
√
Ex).
Sur L2(
√
E,+∞) on conside`re la re´alisation de Dirichlet de
h√E = −∂2x −
c
x2
.
On a
U−1√
E
hU√E = Eh√E.
Par conse´quent, on obtient :
N−E(h) = N−1(h√E).
14.1.2 Comptage des valeurs propres pour une perturbation compacte
On conside`re, sur L2(
√
E,+∞), la re´alisation de Dirichlet de
ĥ√E = −∂2x − v̂√E,
avec
v̂√E =

c
x2
, x ≥ √c,
c
x2
+ 1,
√
E ≤ x < √c.
En fait, ĥ√E est une perturbation compacte de h√E pour laquelle on peut expliciter N−1
(
ĥ√E
)
. On
montrera, en sous-Section 14.1.3, n’affecte pas l’e´quivalent de N−1(ĥ√E) : elle cre´ait des termes
d’ordres plus e´leve´s. On a la
Proposition 14.4 Le nombre de valeurs propres infe´rieures a` −1 de l’ope´rateur ĥ√E admet, lorsque
E → 0, l’e´quivalent suivant :
N−1
(
ĥ√E
) ∼
E→0
1
2π
√
c− 1
4
| lnE|.
136 CHAPITRE 14. COMPTAGE DES VALEURS PROPRES
Preuve de la Proposition 14.4 Soit l’espace de fonction
C∞0,0(
√
E,+∞) = {Ψ ∈ C∞0 (
√
E,+∞) : supp(Ψ) ⊂ (
√
E,
√
c) ∪ (√c,+∞)}.
On construit l’ope´rateur ĥDir√
E
comme l’extension de Friedrichs sur L2(
√
E,+∞) de la forme
quadratique sur C∞0,0(
√
E,+∞) de´finie par∫ √c
√
E
|∂xΨ|2 −
( c
x2
+ 1
)|Ψ|2dx+ ∫ +∞√
c
|∂xΨ|2 − c
x2
|Ψ|2dx.
On note q̂Dir√
E
la forme quadratique associe´e a` ĥDir√
E
. Nous voulons appliquer la Proposition A.1 avec
L1 = ĥDir√E , L2 = ĥ√E et un espace E a` de´finir.
Lemme 14.5 Il existe un espace vectoriel E de dimension 1 tel que :
Dom(q̂√E) = Dom(q̂
Dir√
E
)⊕E . (14.1)
La de´composition 14.1, combine´e a` la Proposition A.1, a pour conse´quence imme´diate l’ine´galite´ :
|N−1(ĥ√E)−N−1(ĥDir√E)| ≤ 1. (14.2)
Preuve du lemme : Afin de construire E on conside`re la fonction
p(x) =

−1
2
(x−√c) + 1, si √E ≤ x ≤ √c,
1
2
(x−√c) + 1, si √c ≤ x ≤ √E.
Soit χ une fonction troncature re´gulie`re telle que
χ(x) = 1 si |x−√c| ≤
√
c−√E
3
; χ(x) = 0 si |x−√c| ≥
√
c−√E
2
.
On de´finit la fonction e(x) = χ(x)p(x) ∈ Dom(q̂√E). Cette fonction vaut 1 en x =
√
c et posse`de un
saut de de´rive´e e´gal a` 1. Posons E = vect(e), pour toute fonction Ψ ∈ Dom(q̂dir√
E
) on a :
Ψ = (Ψ−Ψ(√c)e)︸ ︷︷ ︸
∈Dom(bqdir√
E
)
+Ψ(
√
c)e.
De plus E ∩ Dom(q̂dir√
E
) = {0}, ce qui justifie la de´composition (14.1). ⋄
On de´compose alors hDir√
E
en somme directe en conside´rant ses restrictions sur (
√
E,
√
c) et
(
√
c,+∞) :
ĥDir√
E
= ĥDir√
E (
√
E,
√
c)
⊕ ĥDir√
E (
√
c,+∞), (14.3)
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cependant seul le premier ope´rateur de cette somme directe ge´ne`re des valeurs propres infe´rieures a` −1.
Par conse´quent, on a :
N−1(ĥDir√E) = N−1
(
ĥDir√
E (
√
E,
√
c)
)
. (14.4)
Lemme 14.6 Il existe une constante B > 0, inde´pendante de E, telle que l’on ait :∣∣∣N−1(ĥDir√E (√E,√c))− 12π
√
c− 1
4
| lnE|
∣∣∣ ≤ B.
Preuve du lemme : On veut appliquer le Corollaire B.3 ; pour cela on cherche une fonction Ψ de la
forme Ψ(x) = xα (α ∈ C), solution de
−Ψ′′(x)− ( c
x2
+ 1
)
Ψ(x) = −Ψ(x),
c’est-a`-dire ve´rifiant
−Ψ′′(x)− c
x2
Ψ(x) = 0. (14.5)
Ne´cessairement, α ve´rifie :
α2 − α− c = 0.
On obtient α = 1
2
± i
√
c− 1
4
et une solution re´elle Ψ1 de (14.5) s’e´crit :
Ψ1(x) =
√
x sin
(√
c− 1
4
lnx
)
.
Si Ψ1(
√
E) = 0 alors, d’apre`s la Proposition B.2, le nombre de ze´ros de Ψ1 dans l’intervalle (
√
E,
√
c)
est e´gal a` N−1
(
ĥDir√
E (
√
E,
√
c)
)
, si Ψ1(
√
E) 6= 0 d’apre`s le Corollaire B.3 on a :
|N−1
(
ĥDir√
E (
√
E,
√
c)
)
−#{x ∈ (
√
E,
√
c) : Ψ1(x) = 0}| ≤ 1. (14.6)
Il convient alors de compter le nombre de ze´ros de Ψ1 dans l’intervalle ouvert (
√
E,
√
c). Or, on a
Ψ1(x) = 0 si et seulement si
√
c− 1
4
lnx ≡ 0[π],
Ce qui revient revient a` :
x = ekπ(c−
1
4
)−1/2 , k ∈ Z.
On en de´duit :
#{x ∈ (
√
E,
√
c) : Ψ1(x) = 0} = #{k ∈ Z : 1
2π
√
c− 1
4
lnE ≤ k ≤ 1
2π
√
c− 1
4
ln c}.
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Plus pre´cisemment, on a :
E
( 1
2π
√
c− 1
4
(ln c− lnE)
)
≤ #{x ∈ (
√
E,
√
c) |Ψ1(x) = 0} ≤ E
( 1
2π
√
c− 1
4
(ln c− lnE)
)
+ 1,
(14.7)
ou` E est la fonction partie entie`re. On en de´duit∣∣∣#{x ∈ (√E,√c) |Ψ1(x) = 0} − 1
2π
√
c− 1
4
| lnE|
∣∣∣ ≤ 1
2π
√
c− 1
4
| ln c|+ 2.
Finalement, si on combine (14.6) et (14.7), on obtient :∣∣∣N−1(ĥDir√E (√E,√c))−
√
c− 1/4
2π
| lnE|
∣∣∣ ≤ √c− 1/4
2π
| ln c|+ 3.
⋄
Enfin, on utilise (14.2), (14.4) et le Lemme 14.6 pour conclure la preuve de la Proposition 14.4.

14.1.3 Invariance par perturbation compacte
Le but de cette sous-section est de de´montrer la
Proposition 14.7 On a :
lim
E→0
N−1(ĥ√E)
N−1(h√E)
= 1.
Preuve : Soit ε ∈ (0, 1), on a :
h√E = −∂2x + v√E − (1− ε)1(√E,√(1−ε)−1c) + (1− ε)1(√E,√(1−ε)−1c).
D’apre`s (i) du Lemme A.3, on a :
N−1(h√E) ≤ N−1(ĥ(1−ε)
−1
√
E
) +N−1(−∂2x + ε−1(1− ε)1(√E,√(1−ε)−1c)), (14.8)
ou`, pour κ ∈ R tel que κ > E
c
, on a :
ĥ
(κ)√
E
= −∂2x + κv√E − 1(√E,√κc).
De meˆme, on peut e´crire :
h√E = −∂2x + v√E − (1− ε)−11(√E,√(1−ε)c) + (1− ε)−11(√E,√(1−ε)c).
A` l’aide de (ii) du Lemme A.3, pour ε assez petit, on obtient la minoration :
N−1(ĥ(1−ε)√E )−N−1(−∂2x − ε−11(√E,√(1−ε)c)) ≤ N−1(h√E). (14.9)
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Toutefois, l’ope´rateur −∂2x + ε−1(1− ε)1(√E,√(1−ε)−1c) est positif donc
N−1(−∂2x + ε−1(1− ε)1(√E,√(1−ε)−1c)) = 0. (14.10)
On a aussi le
Lemme 14.8 Soit ε ∈ (0, 1), il existe une constante B(ε) > 0, inde´pendante de E, telle que
N−1(−∂2x − ε−11(√E,√(1−ε)c)) ≤ B(ε).
Preuve du lemme : Soit l’ope´rateur δε = −∂2x − ε−11(√E,√(1−ε)c), en utilisant la Proposition A.1 de la
meˆme manie`re que dans la preuve du Lemme 14.5, on prouve que :
|N−1(δε)−N−1(δDirε )| ≤ 1,
ou` δDirε est l’ope´rateur δε avec condition de Dirichlet en
√
(1− ε)c. Comme en (14.3), on a la
de´composition suivante :
δDirε = δ
Dir
ε (
√
E,
√
(1−ε)c) ⊕ δDirε (√(1−ε)c,+∞),
on en de´duit que
N−1(δDirε ) = N−1(δDirε (√E,√(1−ε)c)).
Si λ
(ε)
k (E) est la k-ie`me valeur propre de δ
Dir
ε (
√
E,
√
(1−ε)c) on a :
λ
(ε)
k (E) =
k2π2
(
√
(1− ε)c−√E)2 − ε
−1.
Or re´soudre λ
(ε)
k (E) ≤ 1 me`ne a` :
k ≤
√
1 + ε−1
π
(
√
(1− ε)c−
√
E) ≤
√
1 + ε−1
π
√
(1− ε)c.
⋄
Si on combine (14.8), (14.9), (14.10) et le Lemme 14.8, on a :
N−1(ĥ(1−ε)√E )−B(ε) ≤ N−1(h√E) ≤ N−1(ĥ
(1−ε)−1√
E
).
On divise alors l’ine´galite´ par N−1(ĥ√E). Graˆce a` la Proposition 14.4, on a :
lim
ε→0
lim
E→0
N−1(ĥ(1−ε)
−1
√
E
)
N−1(ĥ√E)
= lim
ε→0
√
(1− ε)−1c− 1
4√
c− 1
4
= 1,
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lim
ε→0
lim
E→0
N−1(ĥ(1−ε)√E )−B(ε)
N−1(ĥ√E)
= lim
ε→0
√
(1− ε)c− 1
4√
c− 1
4
= 1.
On en de´duit la proposition. 
14.1.4 Obtention de l’e´quivalent
Cette sous-section est consacre´e a` la preuve de la Proposition 14.1. Cette preuve s’articule de le
meˆme fac¸on que celle de la Proposition 14.7. Soit E > 0, V0 ∈ C∞0 (1,+∞) et ε ∈ (0, 1), d’apre`s le
Lemme A.3 on a
N−E(h + V0) ≤ N−E(−∂2x − (1− ε)−1
c
x2
) +N−E(−∂2x + ε−1V0) (14.11)
et
N−E(−∂2x − (1− ε)
c
x2
)−N−E(−∂2x − ε−1(1− ε)V0) ≤ N−E(h + V0). (14.12)
On a le
Lemme 14.9 Pour ε ∈ (0, 1), il existe deux constantes inde´pendantes de E, B(ε) > 0 et C(ε) > 0,
telles que
(i) N−E(−∂2x + ε−1V0) ≤ B(ε),
(ii) N−E(−∂2x − ε−1(1− ε)V0) ≤ C(ε).
Preuve du lemme : Soit ε ∈ (0, 1), si V0 = 0 on a
N−E(−∂2x + ε−1V0) = N−E(−∂2x − ε−1(1− ε)V0) = 0.
Si V0 6= 0 alors il existe 1 < a < b tel que suppV0 ⊂ [a, b]. De´montrons le point (i), si V0 > 0 alors
l’ope´rateur −∂2x + ε−1V0 est positif donc N−E(−∂2x + ε−1V0) = 0. Supposons qu’il existe x1 ∈ [a, b]
tel que V0(x1) < 0, on note x0 = argmin
x∈[a,b]
V0(x). On a :
−∂2x − ε−1|V0(x0)|1[1,b] ≤ −∂2x + ε−1V0.
Par conse´quent, on en de´duit :
N−E(−∂2x + ε−1V0) ≤ N−E(−∂2x − ε−1|V0(x0)|1[1,b]).
En proce´dant comme au Lemme 14.8 on trouve une constante B(ε) > 0 telle que
N−E(−∂2x − ε−1|V0(x0)|) ≤ B(ε),
ce qui conclut la preuve du (i). De´montrons le point (ii), si V0 < 0 alors l’ope´rateur−∂2x−ε−1(1−ε)V0
est un ope´rateur positif donc N−E(−∂2x − ε−1(1 − ε)V0) = 0. Supposons qu’il existe x1 ∈ (a, b) tel
que V0(x1) > 0, on note x0 = argmax
x∈[a,b]
V0(x). On a :
−∂2x − ε−1(1− ε)V0(x0)1[1,b] ≤ −∂2x − ε−1(1− ε)V0(x).
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On en de´duit :
N−E(−∂2x − ε−1(1− ε)V0(x)) ≤ N−E(−∂2x − ε−1(1− ε)V0(x0)1[1,b]).
La` encore, comme au Lemme 14.8, on trouve une constante C(ε) > 0 telle que
N−E(−∂2x − ε−1(1− ε)V0(x0)1[1,b]) ≤ C(ε).
⋄
En utilisant (14.11), (14.12) et le Lemme 14.9, on a
N−E(−∂2x − (1− ε)
c
x2
)− C(ε) ≤ N−E(h + V0) ≤ N−E(−∂2x − (1− ε)−1
c
x2
) +B(ε).
On divise alors par N−E(h). Graˆce a` la Proposition 14.7, on a :
lim
ε→0
lim
E→0
N−E(−∂2x − (1− ε)−1 cx2 ) +B(ε)
N−E(h) = limε→0
√
(1− ε)−1c− 1
4√
c− 1
4
= 1
et
lim
ε→0
lim
E→0
N−E(−∂2x − (1− ε) cx2 )− C(ε)
N−E(h) = limε→0
√
(1− ε)c− 1
4√
c− 1
4
= 1.
On en de´duit la Proposition 14.1.
14.2 Autour des valeurs propres de la couche conique
Comme explique´ en sous-Section 1.4.2, pour comprendre les valeurs propres du Laplacien de
Dirichlet dans la couche conique, on se concentre sur l’ope´rateur HGui(θ) (voir Tableau 1.4). En
sous-Section 14.2.1, on de´montre que ses valeurs propres µn,Gui(·) sont croissantes sur (0, π2 ). Les
sous-Section 14.2.2 et 14.2.3 constituent la preuve du The´ore`me 1.18 : on e´tablit successivement une
minoration puis une majoration de N1−E(HGui(θ)). En fait, pour E > 0, on montre que N1−E(HGui(θ))
est encadre´ par le nombre de valeurs propres infe´rieures a` −E pour des ope´rateurs de meˆme type que
h + V0 dans la Proposition 14.1.
14.2.1 Reformulation du proble`me et croissance des valeurs propres
Dans toute cette section nous utiliserons une autre expression de l’ope´rateurHGui(θ) et de sa forme
quadratique associe´e QGui(θ). Pour cela, on conside`re la rotation
s = z cos θ + r sin θ; u = −z sin θ + r cos θ. (14.13)
Le domaine Gui(θ) devient Ω(θ) (voir Figure 14.1) :
Ω(θ) = {(s, u) ∈ R2 : s ≥ −π cot θ,max(0,−s tan θ) < u < π}.
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Pour ψ ∈ Dom(QGui(θ)), on de´finit ψ˜(s, u) = ψ(s cos θ − u sin θ, s sin θ + u cos θ) et on a :
QGui(θ)(ψ) =
∫
Ω(θ)
(|∂sψ˜|2 + |∂uψ˜|2)(s sin θ + u cos θ)duds.
On de´finit alors la forme quadratique QΩ(θ) de domaine Dom(QΩ(θ)). Ce domaine se de´duit de
Dom(QGui(θ)) par la rotation (14.13) et, pour tout ψ˜ ∈ Dom(QΩ(θ)), on a :
QΩ(θ)(ψ˜) =
∫
Ω(θ)
(|∂sψ˜|2 + |∂uψ˜|2)(s sin θ + u cos θ)duds.
s
u
Ω(θ)
−π cot θ
•
0
•
(−π cot θ, π)
•
FIG. 14.1 – Le domaine Ω(θ).
Cette reformulation du proble`me permet d’obtenir la Proposition 1.14 sur la croissance des valeurs
propres. En voici la preuve.
Preuve : On a l’identite´ suivante :
QGui(θ)(ψ)
‖ψ‖2 =
QΩ(θ)(ψ˜)∫
Ω(θ)
|ψ˜|2(s sin θ + u cos θ)dsdu.
On fait le changement de variable
sˆ = s tan θ; uˆ = u. (14.14)
Le domaine Ω(θ) devient Ω = Ω(π
4
). On note ψˆ(sˆ, uˆ) = ψ˜(sˆ cot θ, uˆ) et on a :
QGui(θ)(ψ)
‖ψ‖2 =
∫
Ω
(tan2 θ|∂sˆψˆ|2 + |∂uˆψˆ|2)(sˆ+ uˆ) cos θ cot θdsˆduˆ∫
Ω
|ψˆ|2(sˆ+ uˆ) cos θ cot θdsˆduˆ .
Finalement, on obtient :
QGui(θ)(ψ)
‖ψ‖2 =
∫
Ω
(tan2 θ|∂sˆψˆ|2 + |∂uˆψˆ|2)(sˆ+ uˆ)dsˆduˆ∫
Ω
|ψˆ|2(sˆ+ uˆ)dsˆduˆ .
Soit QΩ(θ) la forme quadratique au nume´rateur dans le membre de droite. Son domaine Dom(QΩ(θ))
se de´duit de celui de Dom(QΩ(θ)) a` l’aide du changement de variable (14.14). D’apre`s le principe du
min-max 2.1, on a :
µn,Gui(θ) = inf
ψˆ1,...,ψˆn∈Dom(QΩ(θ))
sup
ψˆ∈vect(ψˆ1,...,ψˆn)
ψˆ∈Dom(QΩ(θ))\{0}
QΩ(θ)(ψˆ)
‖ψˆ‖2 ,
14.2. AUTOUR DES VALEURS PROPRES DE LA COUCHE CONIQUE 143
ou` la norme de ψˆ est celle de l’espace L2(Ω, (sˆ+ uˆ)dsdu).
On remarque que Dom(QΩ(θ)) est inde´pendant de θ. Soient 0 < θ1 ≤ θ2 < π2 , comme la fonction
θ 7→ tan2 θ est croissante sur (0, π
2
), pour toute fonction ψˆ ∈ Dom(QΩ(θ1)) = Dom(QΩ(θ2)), on a :
QΩ(θ1)(ψˆ)
‖ψˆ‖2 ≤
QΩ(θ2)(ψˆ)
‖ψˆ‖2 .
Le principe du min-max 2.1 livre :
µn,Gui(θ1) ≤ µn,Gui(θ2).

On remarque que, pour E > 0, on a
N1−E(QGui(θ)) = N1−E(QΩ(θ)),
c’est a` l’aide de la forme quadratique QΩ(θ) que l’on de´montre le The´ore`me 1.18.
14.2.2 Une minoration du nombre de valeurs propres
Pour minorer le nombre de valeurs propres de HGui(θ) infe´rieures a` 1 − E, on majore la forme
quadratique QΩ(θ) dans le but d’appliquer le principe du min-max 2.1. On de´finit la demi-bande
Hst = (1,+∞)× (0, π). Pour toute fonction ψ˜ ∈ C∞0 (Hst) on conside`re la forme quadratique
QHst(θ)(ψ˜) =
∫
Hst
(|∂sψ˜|2 + |∂uψ˜|2)(s sin θ + u cos θ)dsdu.
La forme quadratique QHst(θ) est positive, on conside`re la forme quadratique de l’extension de
Friedrichs qui lui est associe´e. On la notera encore QHst(θ). On a Dom(QHst(θ)) ⊂ Dom(QΩ(θ)) et
pour toute fonction ψ˜ ∈ Dom(QHst(θ)) on a
QHst(θ)(ψ˜) = QΩ(θ)(ψ˜),
ce qui livre :
N1−E(QHst(θ)) ≤ N1−E(QΩ(θ)). (14.15)
Pour ψ˜ ∈ Dom(QHst(θ)), on pose ψˆ(s, u) =
√
s sin θ + u cos θψ˜(s, u) on a :
QHst(θ)(ψ˜) =
∫
Hst
|∂sψˆ|2 + |∂uψˆ|2 − 1
4(s sin θ + u cos θ)2
|ψˆ|2dsdu
≤
∫
Hst
|∂sψˆ|2 + |∂uψˆ|2 − 1
4(s sin θ + π cos θ)2
|ψˆ|2dsdu.
On conside`re alors la forme quadratique positive, de´finie pour ϕ ∈ C∞0 (1,+∞), par :∫ +∞
1
|∂sϕ|2 − 1
4(s sin θ + π cos θ)2
|ϕ|2ds.
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Si on note q1(θ) la forme quadratique associe´e a` son extension de Friedrichs, on a :
N−E(q1(θ)) ≤ N1−E(QHst(θ)).
Soit le changement de variable
σ =
s+ π cot θ
1 + π cot θ
,
pour ϕ ∈ Dom(q1(θ)), on pose ϕ˜(σ) = ϕ
(
(1 + π cot θ)σ − π cot θ) et on a :
q1(θ)(ϕ)∫ +∞
1
|ϕ|2ds = (1 + π cot θ)
−2
∫ +∞
1
|∂σϕ˜|2 − 14σ2 sin2 θ |ϕ˜|2dσ∫ +∞
1
|ϕ˜|dσ
Donc finalement, si on note q˜(θ) la forme quadratique au nume´rateur dans le membre de droite, on a :
N−(1+π cot θ)2E(q˜(θ)) ≤ N1−E(HΩ(θ)). (14.16)
14.2.3 Une majoration du nombre de valeurs propres
Nous cherchons maintenant a` obtenir une majoration du nombre de valeurs propres. Pour cela on
s’inspire de l’analyse pre´sente´e dans [MT05] et [DLR12, Section 5].
Soit une partition C1 de l’unite´ (χ0, χ1) telle que :
χ0(s)
2 + χ1(s)
2 = 1
avec χ0(s) = 1 pour s < 1 et χ0(s) = 0 pour s > 2.
Pour toute fonction ψ˜ ∈ Dom(QΩ(θ)), la formule IMS (voir Proposition 2.4) donne :
QΩ(θ)(ψ˜) = QΩ(θ)(χ0ψ˜) +QΩ(θ)(χ1ψ˜)− ‖χ′0ψ˜‖2 − ‖χ′1ψ˜‖2. (14.17)
PosonsW (s) = |χ′0(s)|2 + |χ′1(s)|2, on a :
‖χ′0ψ˜‖2 + ‖χ′1ψ˜‖2 =
∫
Ω(θ)
W (s)(|χ0ψ˜|2 + |χ1ψ˜|2)(s sin θ + u cos θ)duds. (14.18)
On introduit les deux sous ensembles de Ω(θ) :
O0 =
{
(s, u) ∈ Ω(θ) : s < 2} et O1 = (1,+∞)× (0, π).
On conside`re les domaines de forme :
V0 =
{
φ ∈ Dom(QΩ(θ)) : φ = 0 sur {2} × (0, π) et supp(φ) ∩
{
(s, u) ∈ Ω(θ) : s > 2} = ∅
}
,
V1 =
{
φ ∈ Dom(QΩ(θ)) : φ = 0 sur {1} × (0, π) et supp(φ) ∩
{
(s, u) ∈ Ω(θ) : s < 1} = ∅
}
.
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et les formes quadratiques QO0 et QO1 de´finies par :
QOj(φ) =
∫
Oj
(|∂sφ|2 + |∂uφ|2 −W (s) |φ|2)(s sin θ + u cos θ)duds, pour φ ∈ Vj, j = 0, 1.
Graˆce a` (14.17) et (14.18), pour tout ψ˜ ∈ Dom(QΩ(θ)), on a :
QΩ(θ)(ψ˜) = QO0(χ0ψ˜) +QO1(χ1ψ˜).
On a le
Lemme 14.10 On a :
N1−E(QΩ(θ)) ≤ N1(QO0) +N1−E(QO1). (14.19)
Preuve du lemme : On rappelle la formule du j-ie`me quotient de Rayleigh de QΩ(θ) :
µj,Gui(θ) = inf
E ⊂ V
dim(E) = j
sup
ψ˜ ∈ E
ψ˜ 6= 0
QΩ(θ)(ψ˜)
‖ψ˜‖2 .
ou` la norme de ψ˜ est prise sur L2
(
Ω(θ), (s sin θ+u cos θ)dsdu
)
. On conside`re maintenant l’application :
J :
 Dom(QΩ(θ)) → V0 × V1ψ˜ 7→ (χ0ψ˜, χ1ψ˜).
J est injective et donc J : V → J (V) est bijective. Par conse´quent, on a :
µj,Gui(θ) = inf
F ⊂ J (V)
dim(F ) = j
sup
ψ˜ ∈ J−1(F )
ψ˜ 6= 0
QΩ(θ)(ψ˜)
‖ψ˜‖2
= inf
F ⊂ J (V)
dim(F ) = j
sup
ψ˜ ∈ J−1(F )
ψ˜ 6= 0
QO0(χ0ψ˜) +QO1(χ1ψ˜)
‖χ0ψ˜‖2 + ‖χ1ψ˜‖2
= inf
F ⊂ J (V)
dim(F ) = j
sup
(ψ˜0, ψ˜1) ∈ F
(ψ˜0, ψ˜1) 6= 0
QO0(ψ˜0) +QO1(ψ˜1)
‖ψ˜0‖2O0 + ‖ψ˜1‖
2
O1
,
ou`, pour j = 1, 2, ‖ · ‖Oj est la norme sur L2(Oj, (s sin θ + u cos θ)dsdu). Par de´finition,
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J (V) ⊂ V0 × V1, on en de´duit :
µj,Gui(θ) ≥ inf
F ⊂ V0 × V1
dim(F ) = j
sup
(ψ˜0, ψ˜1) ∈ F
(ψ˜0, ψ˜1) 6= 0
QO0(ψ˜0) +QO1(ψ˜1)
‖ψ˜0‖2O0 + ‖ψ˜1‖2O1
= νj. (14.20)
On remarque maintenant que les formes biline´aires associe´es a`QOj (j = 0, 1) sont borne´es infe´rieurement.
Si on note AOj l’ope´rateur auto-adjoint de domaine Dom(AOj) associe´ a` la forme quadratiqueQOj sur
Vj . On remarque que νj dans (14.20) est le j-ie`me quotient de Rayleigh de l’ope´rateur A :
A =
 AO0 0
0 AO1
 ,
de domaine Dom(AO0)×Dom(AO1). On en de´duit que νj est le j-ie`me e´le`ment de l’ensemble ordonne´
{νk(AO0), k ≥ 1} ∪ {νk(AO1), k ≥ 1},
ou` νk(AOj) (j = 1, 2), est le k-ie`me quotient de Rayleigh de AOj . Ce qui ache`ve la de´monstration. ⋄
On prouve ensuite le
Lemme 14.11 La quantite´ N1(QO0) est finie et inde´pendante de E.
Preuve du lemme : Pour ψ˜ ∈ V0, on a :∫
O0
(|∂sψ˜|2 + |∂uψ˜|2)(s sin θ + u cos θ)dsdu− ‖W‖∞‖ψ˜‖2O0 ≤ QO0(ψ˜)
La forme quadratique dans le membre de gauche est celle du Laplacien de Dirichlet axisyme´trique
dans un domaine borne´ : il est a` re´solvante compacte donc a une suite de valeurs propres croissante non
borne´e. Le principe du min-max 2.1 donne le re´sultat. ⋄
On a e´galement le
Lemme 14.12 On a l’ine´galite´ :
N1−E(QO1) ≤ N−E(qˆ(θ)),
ou` qˆ(θ) est de la forme quadratique de l’extension de Friedrichs de la forme quadratique, de´finie pour
tout ψˆ ∈ C∞0 (1 +∞), par : ∫ +∞
1
∣∣∣∂sψˆ∣∣∣2 − ( 1
4s2 sin2 θ
+W (s)
)
|ψˆ|2ds.
Preuve du lemme : Pour ψ˜ ∈ Dom(QO1), on pose ψˆ(s, u) =
√
s sin θ + u cos θψ˜(s, u) et on a :
QO1(ψ˜) =
∫
O1
|∂sψˆ|2 + |∂uψˆ|2 − 1
4(s sin θ + u cos θ)2
|ψˆ|2 −W (s)|ψˆ|2dsdu.
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On en de´duit l’ine´galite´
QO1(ψ˜) ≥
∫
O1
|∂sψˆ|2 + |∂uψˆ|2 − 1
4s2 sin2 θ
|ψˆ|2 −W (s)|ψˆ|2dsdu.
Par se´paration des variables on a :
N1−E(QO1(θ)) ≤ N−E(qˆ(θ)).
⋄
14.2.4 Obtention de l’e´quivalent
Graˆce aux e´quations (14.16), (14.19) et aux Lemmes 14.11 et 14.12 on a l’encadrement :
N−(1+π cot θ)2E(q˜(θ)) ≤ N1−E(HΩ(θ)) ≤ N1(Q0) +N−E(qˆ(θ)). (14.21)
On a le
Lemme 14.13 Pour tout θ ∈ (0, π
2
), on a les e´quivalents suivants :
(i) N−(1+π cot θ)2E(q˜(θ)) ∼
E→0
cot θ
4π
| lnE|,
(ii) N−E(qˆ(θ)) ∼
E→0
cot θ
4π
| lnE|.
Preuve du lemme : Prouvons le point (i). D’apre`s la Proposition 14.1, on a :
N−(1+π cot θ)2E(q˜(θ)) ∼
E→0
cot θ
4π
| ln ((1 + π cot θ)2E)| ∼
E→0
cot θ
4π
| lnE|,
ce qui de´montre le point (i). Prouvons maintenant le point (ii). Comme W ∈ C∞0 (1,+∞), on peut
appliquer la Proposition 14.1 et on a :
N−E(hˆ(θ)) ∼
E→0
cot θ
4π
| ln(E)|,
ce qui conclut la preuve du lemme. ⋄
Reprenons alors (14.21), combine´ au Lemme 14.13, en divisant par cot θ
4π
| lnE| et en faisant tendre E
vers 0, on obtient :
lim
E→0
(N1−E(QΩ(θ))
| lnE|
)
=
cot θ
4π
,
ce qui ache`ve la de´monstration.
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Chapitre 15
De´veloppement asymptotique des valeurs
propres
Le but de ce chapitre est de de´montrer le The´ore`me 1.19. Pour obtenir le de´veloppement asympto-
tique des N0 premie`res valeurs propres nous allons proce´der comme aux Parties III et IV en majorant
puis minorant la n-ie`me valeur propre de LGui(h) de´fini en (1.23).
La majoration s’obtient directement en comparant l’ope´rateur LGui(h) sur le domaine Gui a` celui
sur sa pointe triangulaire. Le principe du min-max 2.1 donne, pour tout n ∈ N∗ :
λn,Gui(h) ≤ 1
2π2
λn,Mer(h).
Les sections suivantes sont consacre´es a` l’obtention d’une minoration de λn,Gui(h).
15.1 Estime´es de localisation d’Agmon
On remarque que pour tout ψ dans le domaine de la forme quadratique QGui(h) associe´e a` LGui(h)
on a : ∫
Gui
h2|∂xψ|2 + |∂yψ|2ydxdy ≥
∫
Gui
h2|∂xψ|2 + vGui(x)|ψ|2ydxdy,
ou` vGui est le potentiel effectif e´tudie´ au Chapitre 5. Cette ine´galite´ nous permet d’affirmer que la forme
quadratique QGui(h)− j20,1(π
√
2)−2 est positive. Par conse´quent les plus petites valeurs propres λ de
LGui(h) ve´rifient, pour une certaine constante Γ0 > 0 :
|λ− j20,1(π
√
2)−2| ≤ Γ0h2/3.
On peut donc utiliser l’analyse de la Proposition 5.8 et on a la
Proposition 15.1 Soit Γ0 > 0, δ ∈ (0, 1). Il existe h0 > 0, C0 > 0, r(δ) > 0 et η1, η2, η3 > 0 tels que
pour tout h ∈ (0, h0) et toute paire propre (λ, ψ) de LGui(h) ve´rifiant |λ− j20,1(π
√
2)−2| ≤ Γ0h2/3, on
ait : ∫
Gui∩{(x,y):x∈(−π√2,0)}
eΦ1/h(|ψ|2 + |h2/3∂xψ|2)dx ≤ C0‖ψ‖2,
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Gui∩{(x,y):x∈(0,r(δ))}
eΦ2
√
1−δ/h(|ψ|2 + |h2/3∂xψ|2)dx ≤ C0‖ψ‖2,∫
Gui∩{(x,y):x∈(r(δ),+∞)}
eΦ3/h(|ψ|2 + |h∂xψ|2)dx ≤ C0h2/3‖ψ‖2,
avec
Φ1(x) = η1|x|3/2, Φ2(x) = η2
∫ x
0
1√| ln t|dt, Φ3(x) = η3(x−r(δ))+η2√1− δ
∫ r(δ)
0
1√| ln t|dt.
Ces estime´es permettent de comprendre a` quelles e´chelles sont localise´es les fonctions propres de
LGui(h). Elles se comportent dans la variable x comme celles de l’ope´rateur en dimension un lGui(h) :
dans la pointe de Gui (a` gauche de l’origine) elles sont localise´es a` une e´chelle h2/3 alors qu’elles
rentrent dans l’autre partie a` une e´chelle h
√| ln(h)|.
15.2 Simplicite´ asymptotique
Soit ψhn une fonction propre associe´e a` λGui(h). On suppose que les ψ
h
n sont orthogonales dans
L2(Gui, ydxdy). Ne´cessairement elles le sont aussi pour la forme biline´aireBGui(h) associe´e a` l’ope´rateur
LGui(h).
Soit a > 0, on introduit la fonction troncature re´gulie`re χh a` l’e´chelle h| lnh|3/2, de´finie pour x > 0
par :
χh(x) = χ(xh−1| lnh|−3/2) avec χ ≡ 1 si x ≤ a, χ ≡ 0 si x ≥ 2a.
On note
SN0(h) = vect(χhψh1 , . . . , χhψhN0).
On a :
QGui(h)(ψhn) = λGui,n(h)‖ψhn‖2.
On obtient
QGui(h)(χhψhn) =
∫
Gui
|χh|2(h2|∂xψhn|2 + |∂yψhn|2)ydxdy
+
1
| lnh|3
∫
Gui
|χ′(xh−1| lnh|−3/2)|2|ψhn|2ydxdy︸ ︷︷ ︸
=I
+2
h
| lnh|3/2
∫
Gui
χ(xh−1| lnh|−3/2)χ′(xh−1| lnh|−3/2)ψhn∂xψhnydxdy︸ ︷︷ ︸
=II
.
Soit Φ = Φ11(−π√2,0)+
√
1− δΦ21(0,r(δ))+Φ31(r(δ),+∞) ou` les fonctions Φj (j = 1, 2, 3) sont de´finies
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en Proposition 15.1. On a, graˆce a` la a` la de´finition de χ et la Proposition 15.1 :
I ≤ ‖χ′‖L∞(−π√2,+∞)
∫
Gui∩{(x,y):1/2≤xh−1| lnh|−3/2≤1}
eΦ/he−Φ/h|ψhn|2ydxdy
≤ Ce−Φ(ah| lnh|3/2)/h‖χ′‖L∞(−π√2,+∞)‖ψhn‖2.
Or on a :
Φ(ah| lnh|3/2) ∼
h→0
a
√
1− δη2h| lnh|.
On choisit a = 2
η2
√
1−δ ainsi, I = O(h2)‖ψhn‖2. On de´montre le meˆme re´sultat pour II en utilisant une
ine´galite´ de Cauchy-Schwartz. Pour les meˆmes raisons les χhψhn sont “presques” orthogonales pour la
forme biline´aire BGui(h), pour n 6= m :
BGui(h)(χhψhn, χhψhm) = O(h2).
Ainsi, pour tout ψ ∈ SN0(h) :
QGui(h)(ψ) ≤ (λN0,Gui(h) +O(h2))‖ψ‖2.
SoitMer(h) le triangle ayant pour sommets (−π√2, 0), (h| ln(h)|3/2, 0) et (h| ln(h)|3/2, h| ln(h)|3/2 + π√2).
On conside`re sur L2(Mer(h), ydxdy) l’ope´rateur :
−h2∂2x −
1
y
∂y(y∂y)
avec conditions de Dirichlet au bord sauf sur l’areˆte reliant les sommets (−π√2, 0) et (h| ln(h)|3/2, 0).
On transforme Mer(h) en Mer a` l’aide d’une dilatation. Cela re´duit cet ope´rateur a`
1
2π2
(
1 +
h| ln(h)|3/2
π
√
2
)−2
(−h2∂x˜ − 1
y˜
∂y˜(y˜∂y˜)).
On prolonge les e´le´ments de SN0(h) par ze´ro de telle manie`re a` ce que QGui(h)(ψ) = QMer(h)(ψ) (ou`
QMer(h) est la forme quadratique de l’ope´rateur sur Mer(h)). Pour tout n ≤ N0, le principe du min-max
2.1 donne :
1
2π2
(
1 +
h| ln(h)|3/2
π
√
2
)−2
λn,Mer(h) ≤ λn.Gui(h) +O(h2).
Cette ine´galite´ et le de´veloppement asymptotique de λn,Mer(h) (voir The´ore`me 1.11) donnent le
The´ore`me 1.19.
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Chapitre 16
Simulations nume´riques pour la couche
conique
On illustre certaines proprie´te´s des valeurs propres et des fonctions propres a` l’aide de simulations
nume´riques. Les calculs sont effectue´s pour l’ope´rateur DGui(θ) de´fini en (1.22). Comme le domaine
d’inte´gration doit eˆtre fini, on a tronque´ le domaine Gui suffisamment loin de l’origine. On utilise
la librairie d’e´le´ments finis Melina++ [LM12] avec un degre´ d’interpolation de 6 et une formule de
quadrature de degre´ 13. Les e´le´ments sont des triangles. Les diffe´rents maillages utilise´s et les degre´s
de liberte´ sont de´crits en le´gende des figures.
La Figure 16.1 illustre le comportement des six premie`res valeurs propres en fonction de l’angle
d’ouverture θ. On retrouve bien la croissance des fonctions µn,Gui(·) e´nonce´e en Proposition 1.14. De
plus, ces fonctions s’accumulent et semblent converger vers la valeur 1, seuil du spectre essentiel. Ce
point est de´ja` aborde´ par Exner et Tater dans [ET10, Fig. 2] et conforte le re´sultat de la Proposition 1.18.
Pour comparaison, on a repre´sente´ en Figure 16.2 l’allure des valeurs propres du guide 2D e´tudie´ par
Dauge, Lafranche et Raymond [DLR12] puis Dauge et Raymond [DR12]. Les valeurs propres valent
toutes 1 pour θ assez grand, a` l’exception de la premie`re.
La Figure 16.3 montre comment se comportent, pour une petite valeur de l’angle d’ouverture, les
premie`res fonctions propres. Contrairement au guide 2D e´tudie´ par Dauge, Lafranche et Raymond
dans [DLR12] puis Dauge et Raymond dans [DR12] les fonctions propres ne restent pas localise´es
exclusivement dans la teˆte de la couche et pe´ne´trent a` l’inte´rieur. C’est en accord avec l’estime´e de
localisation d’Agmon 15.1 et la simulation nume´rique d’Exner et Tater [ET10, Fig. 3].
La Figure 16.4 permet de suivre, pour un angle fixe´, comment se comportent les fonctions propres
successives. Plus le nume´ro de la valeur propre augmente, plus les fonctions propres se re´pandent dans
la couche conique.
La Figure 16.5 permet, quant a` elle, de suivre l’e´volution d’une fonction propre en fonction de θ.
Plus l’angle d’ouverture est grand, plus les fonctions propres se re´pandent dans la couche conique :
elles ne sont plus uniquement localise´es pre`s la teˆte conique. Ce phe´nome`ne est d’autant plus vrai que
la valeur propre associe´e est proche du seuil du spectre essentiel.
En Table 16.1 on a indique´ les valeurs nume´riques des premie`res valeurs propres pour θ = 8◦ et
θ = 5◦. Pour θ = 5◦ (respectivement θ = 8◦), seules les douze (respectivement huit) premie`res valeurs
propres sont calcule´es correctement : pour un nume´ro de valeur propre trop e´leve´ la fonction propre
associe´e pe´ne´tre dans la partie non borne´e de la couche conique. Ce phe´nome`ne est accentue´ lorsque
θ est grand. Par conse´quent le maillage a` 6416 e´le´ments n’est pas assez grand pour les nume´ros des
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valeurs propres suivantes. On utilise ensuite la Table 16.1 pour construire les graphiques de la Figure
16.6. Le but est de comparer la valeur nume´rique de N1−E(HGui(θ)) a` l’e´quivalent du The´ore`me 1.18.
Pour obtenir N1−E(HGui(θ)), on regarde les quantite´s Ej(θ) = 1− µj,Gui(θ) (donne´es en Table 16.1).
Par de´finition, pour tout E ∈ [Ej+1(θ), Ej(θ)), on a :
N1−E(HGui(θ)) = j.
Ce calcul deN1−E(HGui(θ)) donne la courbe bleue en escalier de la Figure 16.6. Les sauts correspondent
aux valeurs Ej(θ).
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FIG. 16.1 – Allure des six premie`res valeurs propres µn,Gui(·) (n = 1, . . . , 6) en fonction de l’angle θ
(en degre´s). Le point noir repre´sente la valeur
j20,1
π2
. Calculs effectue´s avec un maillage de 1616 e´le´ments.
Le nombre de degre´s de liberte´ est 30325.
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FIG. 16.2 – Allure des six premie`res valeurs propres du guide 2D en fonction de l’angle θ (en degre´s).
Le point noir repre´sente la valeur 1
4
. Calculs effectue´s avec un maillage de 1616 e´le´ments. Le nombre
de degre´s de liberte´ est 30325.
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µ1,Gui(θ) = 0.709909 µ2,Gui(θ) = 0.837417
µ3,Gui(θ) = 0.917956 µ4,Gui(θ) = 0.954728
µ5,Gui(θ) = 0.974223 µ6,Gui(θ) = 0.985379
FIG. 16.3 – Calculs pour θ = 2.5◦. Valeurs nume´riques des six premie`res valeurs propres.
Repre´sentation des fonctions propres dans le domaine Gui(θ) ou` l’axe vertical est multiplie´ par 5.
Calculs effectue´s avec un maillage de 6416 e´le´ments. Le nombre de degre´s de liberte´ est 120325.
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µ1,Gui(θ) = 0.822172
µ2,Gui(θ) = 0.979743
µ3,Gui(θ) = 0.996753
FIG. 16.4 – Calculs pour θ = 8◦. Valeurs nume´riques des trois premie`res valeurs propres. Repre´sentation
des fonctions propres dans le domaine physique Gui(θ). Calculs effectue´s avec un maillage de 6416
e´le´ments. Le nombre de degre´s de liberte´ est 120325.
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θ = 5◦ µ2,Gui(θ) = 0.833630
θ = 10◦ µ2,Gui(θ) = 0.978435
θ = 15◦ µ2,Gui(θ) = 0.996283
FIG. 16.5 – Valeurs nume´riques de la deuxie`me valeur propre pour diffe´rentes valeurs de θ.
Repre´sentations des fonctions propres dans le domaine Gui(θ). Calculs effectue´s avec un maillage de
656 e´le´ments. Le nombre de degre´s de liberte´ est 12325.
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Valeur propre θ = 5◦ θ = 8◦
µ1,Gui(θ) 0.769255 0.822172
E1(θ) 0.2307450 0.177828
µ2,Gui(θ) 0.942246 0.979743
E2(θ) 0.057754 0.020257
µ3,Gui(θ) 0.980909 0.996753
E3(θ) 0.019091 0.003247
µ4,Gui(θ) 0.993731 0.999453
E4(θ) 0.006269 0.000547
µ5,Gui(θ) 0.997932 0.999907
E5(θ) 0.002068 0.000093
µ6,Gui(θ) 0.999314 0.999921
E6(θ) 0.000686 0.000079
µ7,Gui(θ) 0.999772 0.999984
E7(θ) 0.000228 0.000016
µ8,Gui(θ) 0.999924 0.999997
E8(θ) 0.000076 0.000003
µ9,Gui(θ) 0.999975
E9(θ) 0.000025
µ10,Gui(θ) 0.999988
E10(θ) 0.000012
µ11,Gui(θ) 0.999992
E11(θ) 0.000008
µ12,Gui(θ) 0.999997
E12(θ) 0.000003
TAB. 16.1 – Valeurs nume´riques des valeurs propres pour diffe´rentes valeurs de θ. Calculs effectue´s
avec un maillage de 6416 e´le´ments. Le nombre de degre´s de liberte´ est 120325.
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FIG. 16.6 – On a repre´sente´ en abscisse le logarithme en base 10 de E. La courbe bleue repre´sente, en
ordonne´e, la valeur N1−E(HGui(θ)) obtenue apre`s calcul. En rouge on a trace´ l’e´quivalent du The´ore`me
1.18. Calculs effectue´s avec un maillage de 6416 e´le´ments. Le nombre de degre´s de liberte´ est 120325.
Sixie`me partie
Perspectives
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Nous concluons ce manuscrit en e´voquant quelques questions que soule`vent cette the`se. Ces
questions constituent de potentielles pistes de recherche.
VI.1 Pour aller plus loin a` propos de la couche conique
La Figure 16.1 laisse penser que toutes les valeurs propres µn,Gui(θ) convergent vers 1 lorsque
θ → π
2
. Pour comple´ter l’e´tude des fonctions µn,Gui(·), et comprendre l’accumulation donne´e par
l’e´quivalent du The´ore`me 1.18 il conviendrait de le de´montrer.
De plus, le The´ore`me 1.18 ne donne qu’un e´quivalent de N1−E(HGui(θ)) lorsque E → 0. Morale-
ment, cet e´quivalent s’obtient en regardant la re´alisation de Dirichlet de l’ope´rateur dans une partie
non borne´e de Gui(θ). Toutefois, pour de petites valeurs de θ, on sait, graˆce a` l’estime´e d’Agmon de
la Proposition 15.1, que les premie`res fonctions propres se concentrent dans la partie borne´e car elle
contient la teˆte conique. Par conse´quent, l’e´quivalent du The´ore`me 1.18 n’est une bonne approximation
de N1−E(HGui(θ)) que lorsque E est suffisamment petit, c’est-a`-dire lorsque l’on regarde suffisamment
de valeurs propres pour que des fonctions propres associe´es pe´ne´trent dans la partie non borne´e.
On pourrait donc essayer de compter, a` θ fixe´, le nombre de valeurs propres ge´ne´re´es par la partie
borne´e, cela donnerait le terme suivant de l’asymptotique deN1−E(HGui(θ)) ce qui permettrait de mieux
quantifier le phe´nome`ne pour de petites valeurs de θ.
VI.2 La couche quantique de´finie a` l’aide d’un octant
Soient (x1, x2, x3) les coordone´es carte´siennes de R
3 et O l’origine. On de´finit la couche Σ (voir
Figure VI.1) comme
Σ = {(x1, x2, x3) : x1, x2, x3 > 0,min(x1, x2, x3) < π}.
La` encore on peut s’inte´resser au Laplacien de Dirichlet −∆Σ = −∂21 − ∂22 − ∂23 dans la couche Σ et
se questionner sur la structure du spectre (essentiel et discret). On pourrait e´galement conside´rer le
meˆme type d’objet mais avec des angles qui ne sont plus ne´ce´ssairement droits. Ces proble`mes ont e´te´
sugge´re´s par Pavel Exner.
VI.3 Le guide fin avec conditions de Robin
Dans l’article [BMT12], Bouchitte´, Mascarehnhas et Trabucho s’inte´ressent aux paires propres du
Laplacien avec conditions de Robin dans un guide en dimension trois. Ils obtiennent, dans la limite ou`
la section transverse se re´duit en un point, un de´veloppement a` deux termes des paires propres.
Ici aussi, le proble`me admet une reformulation semi-classique. On pourrait essayer de construire
des quasimodes sous forme de se´ries formelles comme aux Chapitres 6 et 11. A priori, il ne devrait pas
y avoir de double e´chelle car on s’inte´resse a` des guides re´guliers. Ne´anmoins, dans la construction de
quasimodes, il faudra de´velopper la condition de Robin en puissances du parame`tre semi-classique. Les
estime´es d’Agmon et la re´duction a` un ope´rateur mode`le par une projection de Feschbach devraient
permettre de conclure.
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FIG. VI.1 – La couche quantique de´finie a` l’aide d’un octant.
VI.4 Effet tunnel pour des potentiels non re´guliers
Comme explique´ tout au long de ce manuscrit, lorsque l’on regarde un ope´rateur unidimensionnel
de la forme
l(h) = −h2∂2x + v(x), (VI.1)
on sait que le minimum du potentiel effectif v donne le comportement des plus petites paires propres.
Pour un potentiel v symme´trique a` deux puits on s’attend a` ce qu’il y ait un phe´nome`ne d’effet tunnel :
dans la limite h→ 0 les valeurs propres vont se regrouper par paires exponentiellement proches.
Le cas d’un potentiel v re´gulier est traite´ par Helffer et Sjo¨strand dans [HS84, HS85] et Helffer
dans [Hel88]. Lorsque le potentiel n’est pas de´rivable aux points de minimum la question semble assez
complique´e. Dans sa the`se de doctorat [Pop12], Popoff s’inte´resse au cas du potentiel v(x) = 1− |x|
sur L2(−1, 1) avec conditions de Dirichlet aux bords. Comme les calculs sont explicites, il obtient
un e´quivalent de l’e´cart entre les paires de valeurs propres proches exponentiellement. Il retrouve
l’influence de la distance d’Agmon entre les deux fonds de puits, connue dans le cas re´gulier ; pourtant,
un terme vient ralentir la convergence vers 0 de l’e´cart entre ces paires propres. Pour comprendre d’une
manie`re ge´ne´rale le phe´nome`ne il faudrait, dans un premier temps, re´ussir des constructions BKW au
fond de puits non re´guliers pour essayer d’adapter la strate´gie d’Helffer et Sjo¨strand.
En fait, cette question est lie´e au proble`me du bonnet d’aˆne. Si on construit une approximation de
type Born-Oppenheimer pour l’ope´rateur LΩ(h) de´fini en (1.3), on retrouve un ope´rateur de type (VI.1)
avec un minimum atteint en deux points. Comme la compre´hension du mode`le 1D est une premie`re
e´tape vers celle du proble`me initial, cela permettrait de mieux appre´hender le re´sultat du The´ore`me 1.9.
Une autre application possible serait de quantifier l’effet tunnel dans un guide d’onde en forme de
ciseaux. Ce type de guide est e´tudie´ par Bulgakov, Exner, Pichugin et Sadreev dans [BEPS02]. On a
repre´sente´ en Figure VI.2 un tel guide d’angle d’ouverture θ. Lorsqu’on s’inte´resse au re´gime θ → 0,
le Laplacien de Dirichlet dans un tel guide admet une reformulation semi-classique. La` encore, on peut
construire une approximation de type Born-Oppenheimer et retrouver un ope´rateur de type (VI.1) avec
un minimum atteint en deux points distincts.
On pourrait e´galement, pour un tel guide, compter les valeurs propres lorsque l’angle θ → 0 comme
pour les ciseaux de Dirac traite´s par Ducheˆne et Raymond [DR14].
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FIG. VI.2 – Le guide en forme de ciseaux.
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Annexe A
Quelques applications du principe du
min-max
On e´nonce ici quelques re´sultats ge´ne´raux qui de´coulent du principe du min-max 2.1. Le premier
permet de comparer les valeurs propres de deux ope´rateurs dont les domaines de forme diffe´rent d’un
espace vectoriel de dimension finie.
Proposition A.1 SoitX un espace de Hilbert et E un sous-espace vectoriel deX de dimension d ∈ N∗.
Soient L1 et L2 deux ope´rateurs auto-adjoints sur X borne´s infe´rieurement de formes quadratiques
associe´es Q1 et Q2. Si le domaine de la forme quadratique Q2 ve´rifie :
Dom(Q2) = Dom(Q1)⊕E ,
et si de plus, pour tout Ψ ∈ Dom(Q1), Q2(Ψ) = Q1(Ψ) alors ; pour tout n ∈ N∗, on a :
µn(L2) ≤ µn(L1) ≤ µn+d(L2),
ou`, pour j = 1, 2, µn(Lj) est le n-ie`me quotient de Rayleigh de l’ope´rateur Lj de´fini en (2.1).
Preuve : Soit n ∈ N∗, comme Dom(Q1) ⊂ Dom(Q2), d’apre`s le principe du min-max 2.1, on a :
µn(L2) ≤ µn(L1).
Pour j = 1, 2 et n ∈ N∗, on de´finit les ensembles :
Fnj = {F sous-espace vectoriel de Dom(Qj) : codim(F ) = n}.
Par de´finition on a :
Fn1 ⊂ Fn+d2 ,
donc on obtient
sup
F∈Fn1
inf
Ψ∈F\{0}
Q1(Ψ)
‖Ψ‖2 ≤ supF∈Fn+d2
inf
Ψ∈F\{0}
Q2(Ψ)
‖Ψ‖2 .
On en de´duit le lemme. 
On e´nonce ensuite un re´sultat pour compter le nombre de valeurs propres d’un ope´rateur sous un
certain seuil. On peut le trouver dans [KS88, Prop. 4].
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Proposition A.2 ([KS88]) Soient L1 et L2 deux ope´rateurs auto-adjoints borne´s infe´rieurement avec
inf Sess(L1) = inf Sess(L2) = 0 tels que L1,L2 et L1 +L2 aient un cœur de forme commun D0. Alors,
pour tout λ > 0 et ε ∈ (0, 1), on a
N−λ(L1 + L2) ≤ N−(1−ε)λ(L1) +N−ελ(L2),
ce qui se re´e´crit :
N−λ(L1 + L2) ≤ N−λ((1− ε)−1L1) +N−λ(ε−1L2).
Preuve : SoientQ1 etQ2 les formes quadratiques associe´es respectivement a` L1 et L2. Soitm, k ∈ N∗,
on a :
µm+k+1(L1 + L2) = sup
Ψ1,...,Ψm,ρ1,...,ρk
inf
ϕ⊥Ψi,ρj
‖ϕ‖=1,ϕ∈D0
(
Q1(ϕ) +Q2(ϕ)
)
≥ sup
Ψ1,...,Ψm,ρ1,...,ρk
(
inf
ϕ⊥Ψi
‖ϕ‖=1,ϕ∈D0
Q1(ϕ) + inf
ϕ⊥ρj
‖ϕ‖=1,ϕ∈D0
Q2(ϕ)
)
= µm+1(L1) + µk+1(L2).
Par conse´quent, si N−(1−ε)λ(L1) = m et N−ελ(L2) = k, on a :
µm+k+1(L1 + L2) ≥ µm+1(L1) + µk+1(L2) > −(1− ε)λ− ελ = −λ.
Donc N−λ(L1 + L2) ≤ m+ k. 
On en de´duit le Lemme suivant
Lemme A.3 ([KS88]) Soit a > 0 et V,W deux potentiels sur [a,+∞), tels que pour tout µ1, µ2 ∈ R
les ope´rateurs Lµ1,µ2 = −∂2x + µ1V + µ2W aient le meˆme domaine de forme et ve´rifient
Sess(Lµ1,µ2) = 0. Alors, pour tout λ > 0 et 0 < ε < 1, on a :
(i) N−λ(−∂2x + V +W ) ≤ N−λ(−∂2x + (1− ε)−1V ) +N−λ(−∂2x + ε−1W ),
(ii) N−λ(−∂2x + V +W ) ≥ N−λ(−∂2x + (1− ε)V )−N−λ(−∂2x − (1− ε)ε−1W ).
Annexe B
Autour de la the´orie de Sturm-Liouville
On e´nonce ici quelques re´sultats de la the´orie de Sturm-Liouville. On peut les retrouver dans
[Sim05].
Lemme B.1 Soient λ ∈ R, a < b deux re´els et V une fonction borne´e sur (a, b). Pour j = 1, 2, on
conside`re uj une solution non identiquement nulle de l’e´quation diffe´rentielle suivante
−u′′j (x) + V (x)uj(x) = λuj(x).
Si u1(a) = u1(b) = 0 et que u2(a) 6= 0 alors u2 a au moins un ze´ro dans (a, b).
Proposition B.2 Soient a < b deux re´els et V une fonction borne´e sur (a, b). On conside`re la
re´alisation de Dirichlet sur L2(a, b) de l’ope´rateur :
l = −∂2x + V (x).
Soit λ ∈ R. Le nombre de valeurs propres de l strictement en dessous de λ est exactement le nombre de
ze´ros dans (a, b) d’une solution u de l’e´quation :
−u′′(x) + V (x)u(x) = λu(x) sur (a, b) ve´rifiant u(a) = 0 et u′(a) = 1.
En particulier, on obtient le corollaire suivant :
Corollaire B.3 Soient a < b deux re´els et V une fonction borne´e sur (a, b). On conside`re la re´alisation
de Dirichlet sur L2(a, b) de l’ope´rateur :
l = −∂2x + V (x).
Soit λ ∈ R et u une solution de l’e´quation diffe´rentielle
−u′′(x) + V (x)u(x) = λu(x) sur (a, b).
Alors, si u(a) 6= 0, on a :
|Nλ(l)−#{x ∈ (a, b) : u(x) = 0}| ≤ 1.
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Preuve du corollaire : Notons uλ la solution de
−u′′λ(x) + V (x)uλ(x) = λuλ(x) sur (a, b) ve´rifiant uλ(a) = 0 et u′λ(a) = 1.
D’apre`s la Proposition B.2 on a :
Nλ(l) = #{x ∈ (a, b) : uλ(x) = 0}.
Soient n, p ∈ N∗, on note a = x[0]λ < x[1]λ < · · · < x[n]λ ≤ b les ze´ros conse´cutifs de uλ et,
a < x[1] < · · · < x[p] ≤ b ceux de u. Pour tout entier j, k tels que 0 ≤ j ≤ n et 1 ≤ k ≤ p on
a :
x
[j]
λ 6= x[k].
Raisonnons par l’absurde et conside`rons
k0 = argmin{1 ≤ k ≤ p : ∃0 ≤ j ≤ n, x[j]λ = x[k]}.
Soit j0 tel que x
[k0] = x
[j0]
λ . Comme u(a) 6= 0 ne´cessairement x[k0] 6= x0λ = a donc j0 > 1. De plus, si
on applique le Lemme B.1 sur l’intervalle (x
[j0−1]
λ , x
[j0]
λ ) avec u1 = uλ et u2 = u alors il existe un ze´ro
de u, note´ x[k1], tel que x[k1] ∈ (x[j0−1]λ , x[j0]λ ). On applique a` nouveau le Lemme B.1 mais cette fois sur
l’intervalle (x[k1], x[k0]) avec u1 = u et u2 = uλ, par de´finition de x
[k1] on a u′(x[k1]) 6= 0 donc il existe
un ze´ro de uλ dans l’intervalle ouvert (x
[k1], x[k0]) ce qui est absurde.
Maintenant, on montre que pour tout 0 ≤ j ≤ n − 1, il existe un unique entier d(j) tel que
1 ≤ d(j) ≤ p, ve´rifiant
x
[j]
λ < x
[d(j)] < x
[j+1]
λ .
Soit 0 ≤ j ≤ n− 1, on applique le Lemme B.1 sur l’intervalle (x[j]λ , x[j+1]λ ) avec u1 = uλ et u2 = u,
comme u(x
[j]
λ ) 6= 0 on sait qu’il existe un entier d1(j) qui ve´rifie :
x
[j]
λ < x
[d1(j)] < x
[j+1]
λ .
Supposons qu’il y’en ait un deuxie`me, note´ d2(j), quitte a` changer les notations on peut choisir
d1(j) < d2(j). On peut applique alors le Lemme B.1 sur (x
[d1(j)], x[d2(j)]) avec u1 = u et u2 = uλ. On
sait que uλ(x
[d1]) 6= 0 donc uλ s’annule sur l’ouvert (x[d1(j)], x[d2(j)]) ce qui est absurde. Donc il existe
un unique entier d(j) tel que 1 ≤ d(j) ≤ p, ve´rifiant
x
[j]
λ < x
[d(j)] < x
[j+1]
λ .
Pour conclure, on montre que :
#{x ∈ (x[n]λ , b) : u(x) = 0} ≤ 1.
Tout d’abord si x
[n]
λ = b cet ensemble est vide donc #{x ∈ (x[n]λ , b) : u(x) = 0} = 0. Supposons alors
que x
[n]
λ ≤ b, s’il y a deux ze´ros x[k0] < x[k1] de u dans (x[n]λ , b) alors on peut appliquer le Lemme B.1
sur l’intervalle (x[k0], x[k1]) avec u1 = u et u2 = uλ car u
′
λ(x
[k0]) 6= 0 par hypothe`se. Ceci est absurde
car on aurait alors un autre ze´ro de uλ dans l’intervalle (x
[n]
λ , b). Finalement, on obtient
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|Nλ(l)−#{x ∈ (a, b) : u(x) = 0}| ≤ 1,
ce qui prouve le corollaire. ⋄
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