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SUPPLEMENTARY FIGURES (SEE MAIN TEXT)
Figure S1. Illustration of the effective opacity and radiative thermal conductivity as a func-
tion of time calculated for block cooling by thermal radiation transport. Each curve corresponds
to a microstructure of a given grain size. The variation with grain size is not perfectly mono-
tonic with grain size because each microstructure contains grains distributed differently as well as
having different size.
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Figure S2. Illustrations of krad predicted from our Diffusive Radiation Transport models
for single phase olivine, orthopyroxene, clinopyroxene, and garnet polycrystals as a function of
temperature and grain size.
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Figure S3. (a) ksum (W m
−1 K−1) calculated by our effective medium theory for a fertile
peridotite assemblage as a function of temperature and grain size at zero pressure. (b) ksum
calculated Diffusive Radiation Transport in a periodic microstructure. (c) The ratio of ksum
predicted by our Effective Medium Theory over Diffusive Radiation Transport. (d) The ratio of
Ae predicted by our Effective Medium Theory over Diffusive Radiation Transport for a range of
grain sizes and wavenumbers. (e) Absorption spectra of minerals used in our calculations.
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Figure S4. (a) Phase equilibrium calculations of phase fractions in the mantle and melt
residue. (b) Log of the arithmetic mean opacity Aν,m (cm-1) of the mantle assemblage as a
function of depth and wavenumber. (c) Same as panel b, except the harmonic mean is shown.
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SUPPLEMENTARY APPENDICES
SI1 n2 in the General Planck Function
Among the theoretical geoscience (e.g., Clark, 1957; Shankland et al., 1979) and
engineering literature (e.g., Klemens and Greenberg, 1973; Viskanta and Anderson,
1975; Xia et al., 2002; Seaid, 2007; Howell et al., 2011; Sharkov, 2003), it is gener-
ally accepted that the distribution of spectral energy emitted from a blackbody into
a medium of refractive index nν requires multiplication of the usual Planck function
(Eq. 2) by the factor n2ν (Eq. 1). On the other hand, the n
2 factor is often absent in
astrophysical literature (e.g. Rybicki and Lightman, 2004) and studies of thermal ra-
diation transmitted through gases because emission between astrophysical bodies and
through gases occurs in a medium of n ≈ 1. Recently, however, Hofmeister (2014) has
suggested that the n2 factor is fundamentally erroneous. This is an important revision
if true, since the absence of the term will reduce krad by a factor of about 3. In our
view, the n2 term is correct and emerges from the application of the second law of
thermodynamics to radiation. Planck (1914) reasoned that, at thermodynamic equi-
librium, for thermal radiation transport between two mediums of different refractive
index, the net radiance between each medium should always be equal to that expected
if the boundary were perfectly reflecting. Otherwise, a net flux of heat would occur,
violating the second law. As shown below, this requires that the specific intensity of
radiation of a given frequency and polarization in a medium at thermodynamic equi-
librium is proportional to n2ν of the medium, and that the general Planck function
therefore includes n2ν .
Figure S5. Illustration of radiation transport across the boundary of two mediums of different
refractive index. At thermodynamic equilibrium the intensity of ray Ia is the sum of reflection
from ray Ib and refraction from ray Ic. After Planck (1914).
Consider the transmission of radiation of intensity Ia away from the surface ds in
Fig. S1. The intensity of the ray Ia must be the sum of the intensity of light reflected
from ray Ib and the intensity of refracted light from the ray Ic, both incident on ds.
Thus, with the reflectivities of the top and bottom surfaces of ds indicated by R1 and
R2 (Fig. S1), respectively, the intensity of Ia must satisfy
IaR1 cos θ1dΩ1 = Ic(1−R2) cos θ2dΩ2 + IbR1 cos θ1dΩ1, (S1)
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or
IaR1 = Ic(1−R2)cos θ2dΩ2
cos θ1dΩ1
+ IbR1, (S2)
where dΩ1 and dΩ2 are the solid angles of the radiation cone incident on ds from each
medium, and θ1 and θ2 are the angles of incidence and refraction, respectively (Fig.
S1). With the relation for the solid angle dΩ = sin θdθ (Howell et al., 2011) we can
write
IaR1 = Ic(1−R2)cos θ2 sin θ2dθ2
cos θ1 sin θ1dθ1
+ IbR1, (S3)
which by substitution of Snell’s law
n1
n2
=
sin θ2
sin θ1
, (S4)
and its differential form
n1
n2
=
cos θ2dθ2
cos θ1dθ1
, (S5)
becomes (Planck, 1914; Siegel and Howell, 1992; Howell et al., 2011)
IaR1 = Ic(1−R2)n1
n2
n1
n2
+ IbR1. (S6)
Because Ia = Ib at thermodynamic equilibrium, we have
Ia(1−R1)
n21
=
Ic(1−R2)
n22
. (S7)
Finally, as the Fresnel equations predict that the reflectivities of ds experienced by
both the reflected and refracted rays are equal, we can write
Ia
n21
=
Ic
n22
. (S8)
Eq. S8 indicates that the specific intensity of radiation of a given frequency and polar-
ization in any medium at thermodynamic equilibrium is proportional to the velocity
of propagation squared (Planck, 1914). From Kirchoff’s law
Iν =
Eν
Aν
, (S9)
where Eν is an emission coefficient, the general form of the Planck function for each
polarization is
Iν
n2ν
=
1
n2ν
Eν
Aν
=
hν3
c2
[
exp
(
hν
kT
)
− 1
]−1
, (S10)
and the spectral intensity of emission locally inside an isotropic medium of refractive
index nν and absorption coefficient Aν is therefore (Howell et al., 2011)
dEνdν = 4pin
2
νAνIνbdνdV. (S11)
SI2 Microstructural Model
Microstructures of mantle mineral assemblages have been generated by employing
a multi-phase model of isotropic coarsening based on the Monte-Carlo Potts model in
2D and 3D (c.f., Tikare et al., 1998; Janssens et al., 2007). The 3D Potts model
is initialized by defining an L× L× L matrix where the elements represent a regular
distribution of lattice sites. All sites are populated with crystal properties including the
stable phase and the ”spin”. The phases are initially distributed randomly, although
with known phase fractions (e.g. 50% olivine, 10% opx, etc.). Phase abundances in the
upper mantle assemblage are obtained from equilibrium thermodynamics calculations
using PerpleX (Connolly, 2009), the thermodynamic database of Xu et al. (2008),
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Figure S6. (a) Cartoon showing our method of determining the surface normal vectors of
crystal surfaces. See Appendix B1 for discussion.
and mantle compositions for fertile peridotite at various degrees of fractional melt
extraction from Herzberg (2004). The lattice spin is an identifier for sites belonging
to individual grains, and it is initially defined as a random 32-bit integer for each site.
Forward evolution in the Potts model is governed by local probabilistic changes
of state which tend to minimize the interfacial energy functional (Tikare et al., 1998)
Eα =
1
2
Nβ∑
β
eαβ , (S12)
where the subscripts α and β refer to the site and its neighbors, respectively, Nβ is
the number of interacting neighbors, and eαβ is the energy of the interaction which
depends on the spin. Although it is known that interfacial energy depends on misori-
entation angle (Porter and Easterling, 1981), due to limited data and model simplicity
we assume that all phases have the same interfacial energy and no dependence on mis-
orientation. In our models, the numerical stencil for the local energy function includes
the 7th nearest neighbors, such that Nβ = 37 in 2D and Nβ = 171 in 3D.
Microstructural evolution in the Monte-Carlo Potts model consists of two types
of state changes. A grain boundary migration process involves changing the spin state
of a site to adopt the spin state of an immediately adjacent site of the same phase. A
second process simulates diffusion through the exchange of properties for a site and
a neighbor of a different phase (both spin and phase switch positions). Whether or
not the state changes are accepted or rejected is determined probabilistically by the
Metropolis acceptance function
P = exp
(
−∆E
KT
)
, (S13)
where ∆E is the energy change and KT is a coefficient for the temperature of the
system. Although the Monte-Carlo Potts Model is a time-dependent model (albeit a
dimensionless one), we ignore time-dependence and simply evolve the microstructure
until large grains develop. A typical microstructure resulting from our simulations
is shown in Fig. 1. All models employ periodic boundary conditions. Because the
digital microstructure is voxelated, an accurate account of scattering requires a high-
resolution estimate of interface geometry.
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Surface normal vectors
In our Potts model, we construct a voxelated mesh for the spatial distribution
of crystals in a microstructure. A well known problem with such rectilinear meshes is
that the surfaces of heterogeneities are flat and pinned to an underlying Cartesian grid.
From the Snell and Fresnel equations (Appendix C2), the accuracy of the vectors of
reflection and refraction inherently depend on the surface normal vectors against which
incident radiation scatters. Importantly, accuracy cannot be recovered by an increase
in resolution as this may change the position of the interaction but not the angle
of incidence (e.g., Majaron et al., 2015). An improvement is to employ an analytic
description of the interfaces between heterogeneous media, but this should require a
topologically advanced method for an arbitrarily complicated microstructure. In our
approach, we attempt to partially unpin the surface normals from the underlying grid
in the following way. Using a 171 point 3D stencil (37 points in 2D), the components
of the surface normals can be estimated as the the vector between each voxel and the
barycenter of like-crystal voxels in the neighborhood of the voxel (i.e., the stencil).
This procedure is illustrated in Fig. S6. The line connecting the voxel center and the
barycenter of like-crystal voxels is normalized to 1 and inverted to give the surface
normal vector. When a photon enters a voxel with a different index of refraction
this surface normal vector is taken as the angle of the scattering surface. While this
is an improvement from the use of the surfaces of the voxels, our technique remains
imperfect. For high angles of incidence the grains will still behave as jagged surfaces,
and occasionally reflected photons will erroneously enter the crystal at a high angle.
In our models we believe that this has compromised our results when refractive index
mismatches are large.
SI3. Monte-Carlo Radiation Transport
The emission, transport, and absorption of radiation requires laws for the spectral
distribution of energy emitted per unit volume, the discretization of spectral energy
into photon bundles, and laws for the absorption and scattering of radiation. Our
models only consider geometric scattering (i.e., scattering objects are significantly
larger than the wavelength of light). Below we describe the physical laws and their
Monte-Carlo implementation.
Emission and absorption
The emitted radiance (flux) per unit volume dV and frequency ν is
IνdV = 4pin
2
νAνIνbdνdV (S14)
where Aν is the spectral absorption coefficient and Iνb is the spectral black body
radiance, or Planck function for emission into vacuum (Eq. 2). Integrating over all
spectral bands the total radiance is
IrbdV = 4pidV
∫ ∞
0
n2νAνIνbdν. (S15)
As a photon of energy Iν,i propagates through a medium, energy is lost by the photon
and absorbed by the medium such that the photon power over the distance ds is
dIν,i
ds
= −AνIν,ids (S16)
and the energy absorbed along ds is equal and opposite. Energy is thus conserved.
Reflection and refraction
During transport, the photon bundle will interact with grain boundaries if the
index of refraction changes. When a bundle attempts to pass into a medium with
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Figure S7. (a) The grid used to define spectral heterogeneity and temperature node po-
sitions. The region around a temperature node (squares) is a control volume with a constant
absorption coefficient. (b) Scheme for accumulating energy from photons through marker-to-
grid interpolation. (c) Initial positions of photons. (d) Positions of photons after transport in
random directions. (e) Emission flux function Er from interpolation of the energy of all emitted
photons at their origin points from panel c. (f) Absorption flux function Qr from interpolation of
absorbed energy of traveling photons after 30 timesteps.
an unequal refractive index, the Snell and Fresnel equations are solved to evaluate
whether or not the bundle is reflected or refracted.
The Snell equation is
sin θi
sin θt
=
nt
ni
(S17)
where θi is the angle of incidence, θt is the angle of refraction, ni is the refractive index
of the medium in which light originates and nt is the refractive index of transmitted
light. As the cosines of the angles are to be used in the Fresnel equations, it is useful
to write the vectors of reflection and refraction as
vreflect = I + 2 cos θin (S18)
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and
vrefract =
ni
nt
I +
(
ni
nt
cos θi − cos θt
)
n. (S19)
where
cos θi = −n · I, (S20)
and
cos θt =
√
1−
(
ni
nt
)2
[1− (cos θi)2], (S21)
and where n is the normal vector of the scattering surface and I is the vector of incident
light. The Fresnel equation gives the probability for the reflection (or reflectivity) of
unpolarized light as
R =
Rs +Rp
2
(S22)
where Rs and Rp are the reflectivity for each polarization given as
Rs =
∣∣∣∣ni cos θi − nt cos θtni cos θi + nt cos θt
∣∣∣∣2 (S23)
and
Rp =
∣∣∣∣ni cos θt − nt cos θini cos θt + nt cos θi
∣∣∣∣2. (S24)
In our model of scattering, whether or not a reflection or refraction occurs is determined
by a random number draw at each interaction.
Figure S8. Log of an absorption flux function for emission from a single volume element at
the center of the microstructure shown at top. Boundary conditions are periodic and temperature
of the volume element is 1000 K. Model length and width are 2.145 and 0.3575 cm, respectively.
Monte-Carlo transport method
The main goal of Monte-Carlo Radiation Transport is to obtain the spatial dis-
tribution of absorbed radiation energy, or absorption flux function Qr. In our models
we compute flux functions in 1D or higher dimensions. 1D flux functions essentially
record the amount of absorbed energy as a function of the distance between the points
of absorption and emission. The mean free path may then be calculated from this
function. Alternatively, a 2D or 3D flux function can be computed, which may then
be used as part of a ballistic radiation transport model, solving Eq. 5 or Eq. 24. Note
that for 2D models and their flux functions, the implied 3D geometry is the extension
of the 2D microstructure infinitely into the third dimension. In any case, the steps of
the Monte-Carlo Radiation Transport scheme are as follows:
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Figure S9. 2D Ballistic Radiation Transport simulation for radiative cooling in a thermally
and spectrally heterogeneous medium. (a) the spectral heterogeneity of the microstructure. (b)
temperature field at time zero. (c) temperature field after 1 second. (d) Integrated spectral inten-
sity of emitted radiation. (e) Integrated spectral intensity of incident radiation. (f) temperature
change, showing cooling of hot region “CJG” and heating of surroundings. Model length and
width are 2.145 and 0.3575 cm, respectively.
Initialization: (1) Import a microstructure to define the model space, the dis-
tribution of phases and crystals of given refractive index, and the normal vectors for
nearby crystal boundaries. (2) Define dimensions of model space (i.e., grain size), the
number of photon bundles to be emitted, and the temperature of the emitted radiation.
(3) Get initial positions of Nr emitted photons. For 1D flux functions the entire domain
is emitting. For 2D and 3D models, a flux function is constructed for every volume
element in the domain. We use randomly distributed positions in either case. (4) For
the frequency range νmin to νmax, assign each photon a representative interval such
that no photons have overlapping frequencies. (5) Get the absorption coefficient and
refractive index of the emitting volume according to its position in the microstructure
and its frequency. (6) Define the energy of each photon from its frequency, the Planck
function, refractive index, and absorption coefficient as Iν,i = n
2
νAνIνb. (7) Define the
initial transport vector with a random direction. If desired, a physically consistent
magnitude vi = c/nν,i may also be imposed, although this is usually unnecessary.
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Repeating cycles: (8) Define the timestep dt. If the total time in the simulation is
small, use a small timestep to increase resolution for photons in highly absorbing media,
otherwise use a timestep which results in a maximum transport of some fraction of the
grid spacing (typically 1/3 in our models). (9) Transport photon positions according
to their velocity in each direction. (10) If the refractive index of the photon at the new
position is different from the previous position, resolve the scattering event using the
refractive index mismatch, the incident vector, the normal vector of the entered crystal,
and the Snell and Fresnel equations. (11) For photons reflected with the probability R
(Eq. S22), transport the photon in the reflected direction for one additional timestep.
(12) Update spectral properties for all photons which have interacted with a crystal
boundary using their positions. (13) Calculate the energy lost to the medium by
absorption for each photon as
I1ν,i = I
0
ν,i exp(−vidtAν), (S25)
where I1ν,i is the new energy and I
0
ν,i is the previous energy. (14) Using the current
position accumulate the absorbed energy onto a grid for the flux function. For 1D flux
functions use linear interpolation and the distance from the emission point. For 2D
and 3D flux functions, use bilinear interpolation to distribute absorbed energy onto
surrounding nodes (Eq. A14). (15) If the remaining total energy of a photon is below
some threshold, all remaining energy is absorbed and it is removed from the Monte-
Carlo Radiation Transport model. (16) If the number of remaining photons is > 0,
repeat cycle starting at step 8.
Figure S10. Distribution functions for the transit lengths of phases along the ray path. Dis-
tance is normalized to the length of a cubic periodic microstructure. (a) Transit length of the
phase of origin (here the same for both phases due to 50:50 mixture). (b) Transit length of phase
regions from boundary to boundary.
SI4. Radiative Transport Formulations
Ballistic formulation (BRT)
In our Ballistic Radiation Transport models, radiation is emitted from a volume
element dV at the rate ErdV in the form of Nr(dV ) photons of power Iν,i for each
spectral band dν. The total energy of photons emitted from each volume element is
conserved so that
ErdV dν =
Nr(dV )∑
i
Iν,i(dV ). (S26)
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In a semi-transparent medium, after emission the power of each ray Iν,i will decrease
as
dIν,i = −AνIν,ids, (S27)
where s is distance and Aν is the opacity of the medium over ds. The energy lost
during propagation is absorbed by the medium. By accumulating the energy absorbed
as all photons
∑
Nr(dV ) traverse the volume element dW , the total energy absorbed
at a given position can be defined as
Qr(dW )dν =
Nr∑
i
dIν,i
ds
∣∣∣∣
dW
. (S28)
Thus, thermal evolution by radiative heat transport may be described by Eq. 5. By
constructing the emission and flux functions Er and Qr through Monte-Carlo Radia-
tion Transport, the solution to Eq. 5 self-consistently models ballistic thermal radia-
tion heat transport. For appropriate model conditions Ballistic Radiation Transport
can be used to infer the true behavior of radiation in optically thin or thick media.
Simulations of Ballistic Radiation Transport are powerful but our applications are
limited because of the required computational resources. 3D models are well beyond
our capabilities. 2D models have been performed in order to confirm the predictions
of our effective medium theory and investigate the interplay between conductive and
radiative transport modes. As we find that 2D Ballistic Radiation Transport models fit
3D diffdusive models, 3D Ballistic Radiation Transport models should be unnecessary.
Diffusive formulation (DRT)
In Diffusive Radiation Transport, instead of resolving the accumulation of energy
as photons traverse a given position in a 3D microstructure, we accumulate absorbed
energy as a function of distance from its emission site. For example, integrating the
flux function shown in Fig. 1b along the two dimensions of the emitting plane would
give the amount of absorbed energy as a function of distance from the plane (Fig.
1c). Recasting the resulting 1D flux function as the amount of unabsorbed light as
a function of distance from the plane and repeating the experiment for all planes in
the microstructure (and where the temperature is everywhere the same), the mean
free path and thus krad can be calculated for the direction normal to the plane. This
experiment could also be performed for different directions to give an anisotropic krad
tensor. The procedure can be further simplified for isotropic media by accumulating
absorbed light as a function of distance from the emission site of each individual
photon. However, because light is emitted in all three directions, the resulting mean
free path must be divided by three (this is in fact the origin of the 1/3 factor in Eq.
4).
The above procedure is as follows. The absorption function is converted to a
function for ray power as
Iν(x) =
∫ ∞
x
Qν,rdx, (S29)
the spectral mean free path can be found as
lν =
∫ ∞
0
Iνxdx/
∫ ∞
0
Iνdx. (S30)
For a composite medium the average mean free path is found from Monte-Carlo Ra-
diation Transport for many rays in the microstructure:
le,ν =
1
Ae,ν
=
1
Np
Np∑
p
lp,ν (S31)
where Np is the number of rays.
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Figure S11. Distribution functions for the transit length of phase regions along the ray path
for a 10:90 mixture of phase A:B. Top panels are functions for the length from the emission
point to the first A/B boundary, where the first panel is for emission in phase B and the second
panel is for emission in phase A. Bottom left and bottom right panels are similar functions for
boundary-to-boundary transit lengths through phase A and B, respectively. Distance is normal-
ized to the width of a cubic periodic microstructure.
Numerics of Ballistic Radiation Transport
The central characteristic of our Ballistic Radiative heat Transport method is
the use of Monte-Carlo methods to construct an absorption flux function Qr which
depends on the length scale and spectral heterogeneity of the system but is independent
of the temperature field. Some of the numerical aspects of our method are illustrated
in Fig. S7 for a 2D Ballistic Radiation Transport model. In our approach the model
domain is discretized into a regularly spaced grid of nodes Ni,j on which temperature is
defined. The temperature node occurs at the center of a square control volume in which
the absorption coefficient is some constant. Markers representing photon bundles are
emitted and lose energy during propagation, this energy is removed from photons and
accumulated onto thermal grid points with an interpolation scheme shown in Fig.
S7b. The scheme is typical for some Eulerian-Lagrangian methods in geodynamics
(e.g., Gerya and Yuen, 2003). If Bm is an energy which is lost by the marker and
gained by four surrounding nodes, the energy change of the node Ni,j is
∆Ei,j = Bm
(
1− ∆xm
∆x
)(
1− ∆ym
∆y
)
, (S32)
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and similar expressions are easily given for the energy mapped onto the other nodes
Ni+1,j , Ni,j+1, and Ni+1,j+1.
Figure S12. Distribution functions for the transit (chord) lengths of phase regions in a four
phase mantle assemblage from an emission point in a source phase A (rows) to a boundary with
phase B. Distance is normalized to the width of a cubic periodic microstructure.
In our approach we take advantage of the fact that each grid point is centered
on a region of constant opacity and assume that the flux of heat originating from the
control volume depends only on the temperature of the emitting volume and not the
temperature state of the surroundings. First, for each control volume we start with
equally distributed photons from within its boundaries (Fig. S7c). The energy of each
photon is interpolated onto the grid, resulting in an emission function such as shown
in Fig. S7e. Because of this interpolation, the mean temperature of the photons can
take into account local thermal gradients instead of assuming the temperature at the
point Ni,j . This emission function is the energy emitted by the photons from the
control volume surrounding Ni,j . Next, a function for energy emitted from the control
volume and absorbed by the surroundings is defined. Fig. S7d shows the positions of
50,000 photons after traveling in random directions for a number of timesteps. After
every timestep, the energy lost by each photon (according to the opacity of the control
volume it is traversing) is mapped onto the grid. Fig. S7f shows the result after a
few timesteps in an optically homogeneous medium. Photons continue to travel and
lose energy as described in appendix C until they reach a minimum energy level and
–16–
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are deleted. An example of the final flux function for emission from a given control
volume is shown in Fig. S8. If an emission and absorption flux function are known for
every control volume of the model, then ballistic radiation transport can be simulated
for a system with arbitrary temperature distribution. Fig. S9 shows an example result
for a single timestep in a system where temperature is everywhere zero except for a
number of nodes forming the ’CJG’ shape. The figure shows the initial temperature
distribution T0, a new temperature field T1 after a timestep, the integrated emission
flux Er, the integrated absorption flux Qr, and the temperature change of the system
dT . Although our methods are fundamentally statistical, the high density of photons
(about 2 × 105 per control volume, or about 25 billion photons in the total model)
means that simulation results are essentially deterministic and contain very little noise.
Figure S13. Distribution functions for the transit lengths of phase region B in a four phase
mantle assemblage for a photon exiting a phase A and entering phase B. Distance is normalized
to the width of a cubic periodic microstructure.
The success of this method is that it is relatively inexpensive to obtain flux
functions and ballistic radiation heat transport models using this method are quickly
calculated on a typical workstation, albeit with large memory resources. Some caveats
of the approach are that the optical heterogeneity of the system must be constant
and independent of temperature for the duration of the model, and flux functions
depend on boundary conditions and model dimensions. Changes in these properties
require the computation of a unique series of flux functions. In addition, the method
–17–
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requires significant memory resources. We were able to take advantage of our periodic
boundary conditions so that we could build a rectangular model domain by tesselating
a 144×144 grid in one dimension 6 times. This allowed us to compute flux functions for
only the 144×144 control volumes, although each flux function had the size 144×864.
Thus all absorption flux information could be stored in a matrix of size 1442×1442×6.
Stored as doubles, a matrix of this size consumes about 20 GB of memory.
Figure S14. Example of the power history of a ray from its emission point and transported
for some distance. No scattering is simulated. See Appendix F for discussion.
SI5. Ray Statistics Method
The ray statistics method allows one to calculate the ray power history more
efficiently by using statistical models of the microstructure without performing full
Monte-Carlo Radiation Transport simulations on digital microstructures. The proba-
bility that the ray is emitted in a given phase k is simply the phase fraction φk. Then,
there is a probability matrix Pk` that a ray in phase k will intersect a boundary with
phase `, and a corresponding density function Pk`(∆xk) describing statistics for the
distance between the ray origin and this boundary. Subsequently, the statistics for
the distance to traverse the phase ` from one of its boundaries to a new phase k is
described by the density function Pk`(∆x`). Because of microstructural complexity,
statistics are obtained by analyzing the paths of random rays of radiation within digital
microstructures using Monte-Carlo Radiation Transport. This approach to character-
izing ray statistics in random media is similar to previous models in the engineering
literature based on renewal theory (e.g., Vanderhaegen, 1988; Pomraning, 1988; 1989),
although in those cases the microstructure is usually a two phase medium in which
the second phase consist of randomly dispersed spheres. Our models are more general
as distribution functions for the renewal process are obtained numerically. For two-
phase microstructures with equal phase fractions (A0.5B0.5) the density functions for
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distances are relatively simple and are shown in Fig. S10. Fig. S10a shows a density
function for the distance between the emission point and the first phase boundary.
Fig. S8b shows the distance between phase boundaries. Dots are the values from nu-
merical analysis and the black line is the Gaussian fit used in our models. When phase
fractions are not equal, the distributions are not the same for each phase (Fig. S11).
Fig. S11 shows an illustration of the density functions for photon travel lengths in
the source phase and from traversing each phase, for both phase A and B. Lastly, Fig.
S12 shows the statistics for a four phase mantle assemblage. Because the new phase
cannot be the old phase, distribution functions along the diagonal are zero. Fig. S13
shows the statistics for the distance between inter-phase boundaries for all contacts in
the same microstructure.
Figure S15. Predicted ksum for a number of heat transport models. Vertical axis represents
krad only models which have been added to calculations of ke,lat from a geometric mixing law.
The horizontal axis represents calculations from coupled conduction + Ballistic Radiation Trans-
port models. Solid circles show models with a constant klat for phase 1 and klat between 0.025
and 0.5 W m−1 K−1 for phase 2. Open squares and dashed lines show models with constant klat
for phase 2 and klat between 0.025 and 0.5 W m−1 K−1 for phase 1. The purple line with solid
circles represents models with both phases having equal klat between 0.01 and 0.5 W m
−1 K−1.
After these functions have been defined, we may systematically sample the prob-
ability matrices and density functions to build a path history for a random ray in the
medium. The mean free path for a random ray of a given frequency in a microstructure
can then be calculated by a sum of phase-wise integrations along the path as
lr,ν =
1
Ar,ν
=
∑Ni
i I0,i
∫ x0,i+∆xi
x0,i
x exp(−Ai,νxi)dx∑Ni
i I0,i
∫ x0,i+∆xi
x0,i
exp(−Ai,νxi)dx
(S33)
such that the average (and presumably effective) mean free path of all rays of a given
frequency in the microstructure is
le,ν =
1
Ae,ν
=
1
Np
Np∑
p
lr,ν (S34)
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where i is one of Ni discrete phase regions along the path of the ray, I0,i is the ray
energy at the start of each phase region, x is total ray distance, x0,i is total distance
at start of each new phase region, Aν,i is the absorption coefficient of the phase region
i, xi = x − x0,i is the distance along the phase region i, ∆xi = x0,i+1 − i0,i is the
total distance along the phase region i, and
∑
p indicates summation of many paths.
Fig. S14 illustrates an example of ray power I(x)/I0 evolution along a random path
in a four-phase 2D microstructure. Eq. S34 calculates the mean free path of many
such rays. In our calculations Ni is the number of crystals traversed until the total
ray energy becomes less than 0.01% of the initial value. Note that since Aν,i is for a
medium with no scattering, the ray paths do not include scattering.
Figure S16. Model results for coupled heat conduction and Ballistic Radiation Transport in
the microstructure shown in the left panel. Snapshots are for a cooling time of 30 seconds. Values
at the top of each panel describe the lattice thermal conductivity of each phase.
SI6. krad/klat coupling
Fig. S15 shows a comparison of results for 2D coupled transport (Eq. 24)
compared to models in which krad is calculated by Diffusive Radiation Transport
and ke,lat is calculated from Eq. 23. The microstructure is an equimodal two-phase
assemblage with the same opacities in all models. The variable in the 52 shown models
is the lattice thermal conductivity in each phase. We first perform calculations for a
range of klat in phase 2 (between 0.025 and 0.5 W m
−1 K−1) and a constant value
k1 in phase 1. Three different k1 values between 0.00001 and 0.05 W m
−1 K−1 are
tested (filled circle markers). The experiment is then repeated with k1 and k2 values
reversed (box markers). Results are slightly different because opacities of each phase
are unchanged. The open star in the figure shows the ksum = krad value without
lattice conduction. Results for a few select models after 30 seconds of block cooling
are shown in Fig. S16. The first model shows cooling with no lattice conduction
and subsequent models show results where each phase is assigned an equal or unequal
lattice conductivity.
The main result of this test is that uncoupled transport predicts that ke,lat is
small if one of the phases has low conductivity. However, coupled transport models
show that radiation transport compensates for a low conductivity phase if that phase
is also transparent. Our tests show that the effect is only strong if a phase has a very
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low conductivity (e.g., gases or vacuum), however the effect is likely to be maximized
for heat flow across foliated microstructures.
SI7. Two-Phase Contact Statistics
Fig. S17 shows the statistics of same-phase and inter-phase contacts in two-phase
polycrystalline assemblages produced by our microstructure model. For a system with
two phases, k and `, the frequency of kk contacts approaches unity as the abundance
of ` → 0, while the frequency of inter-phase k` contacts goes to a maximum as the
volume fraction of both phases approach 1/2. The observations can be fitted if the
frequency of same-phase contacts fkk is given by
fkk = 1− cos
(
φk
pi
2
)0.36
(S35)
such that the frequency of inter-phase contacts is
fk` = 1− fkk − f`` (S36)
where φk is the volume fraction of phase k and we note that double subscripts implies
same phase contacts, not summation. Knowledge of the phase boundary statistics can
be coupled with distribution functions for the indices of refraction in each phase to
estimate δn (Eq. 18-22).
Figure S17. Surface contact area fractions in a two-phase assemblage (A and B). The solid
red lines are fits (Eq. A30-A31) and the dashed line is obtained from digital 3D microstructures
generated by the Potts model at intervals of 0.05 phase fraction.
SI8. Effective Thermal Conductivity of a Cooling Half-Space
The effective thermal conductivity keff of a 1D cooling half-space is calculated
from the effective thermal diffusivity Deff and volume heat capacity [ρCp]eff as
keff (t) = Deff (t)[ρCp]eff (t), (S37)
where t is cooling age and (Grose and Afonso, 2015)
[ρCp]eff (t) =
∫ t
0
qs(t)dt/
∫ ∞
0
dT
dt
dz, (S38)
where qs is the flux of heat lost from the mantle column (surface heat flux) and z is
depth in the mantle column, and Deff is calculated by satisfying∫ ∞
0
δT (t)dz =
∫ ∞
0
δTc(t)dz, (S39)
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where δT (t) is the temperature change (lithospheric cooling) observed in the variable
transport model and δTc(t) is the temperature change observed in a constant thermal
diffusivity model with the same boundary and initial conditions. When Eq. S39 is
satisfied, Deff is equal to the constant thermal diffusivity.
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