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Abstract
This work studies geometrical characterizations of the essential spectrum
σess of Schro¨dinger operators on graphs. Especially we focus on generalizing
characterizations which are given in terms of the concept of right limits.
Intuitively the set of right limits of a Schro¨dinger operator H on `2(N)
includes the limit operators which are obtained by a sequence of left-shifts
(moving away to infinity) of H. One characterization, which is known for
such operators is that σess(H) is equal to the union over the spectra of right
limits of H, i.e.
(∗) σess(H) =
⋃
H(r) is a right limit of H
σ(H(r)).
Additionally, the essential spectrum equals to the union over the sets of
“eigenvalues” corresponding to bounded eigenfunctions of the right limits of
H. The natural generalizations of the definition and the above relations to
Zn are known to hold as well. The first characterization above is essentially
due to a work by Last-Simon from 2006, in which they prove (∗) with a
closure on the right hand side. The second characterization has been shown
independently by Simon and Chandler-Wilde–Lindner in works from 2011.
In this work we study the possibility of generalizing these characterizations
of σess(H) to Schro¨dinger operators on graphs.
In Chapter 2 we focus on the first characterization on graphs of uniform
polynomial growth. We show first the validity of the argument of Last-Simon
in this case. On the second hand we study the limitation of this argument,
and show that it can not be directly generalized to graphs of exponential
growth. Moreover, we give an example of a graph of non-uniform polynomial
growth on which this characterization fails.
In Chapter 3 of the work we focus on trees. We review an argument for
extending the Last-Simon method to regular trees, and give a constructive
proof of (∗) on the family of operators with a spherically symmetric potential
on regular trees, in which also a better understanding of the spectral prop-
erties of the problem is obtained. Finally in Section 3.5 we implement the
results and calculate the essential spectrum for an example of a Schro¨dinger
operator with a sparse spherically symmetric potential.
In Chapter 4 we study the possible generalization of the second char-
acterization to general graphs, and show its validity on graphs of uniform
3
4sub-exponential growth. As a consequence we also get (∗) on these graphs.
In the course of this study we encounter a necessity for a reverse Shnol’s
type result on graphs, which we give here as well. In the last section of
Chapter 4 we develop some examples for the implementation of the above
mentioned results obtained on graphs of sub-exponential growth.
Parts of the content of this work have been published in [10].
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CHAPTER 1
Overview
1.1. Introduction
1.1.1. Motivation and background. The dynamics of a quantum
physical system is described by the Schro¨dinger equation
i
∂
∂t
ψ = Hψ
where H is a self-adjoint operator acting on the Hilbert space of the system
(the “Hamiltonian”). Thus, understanding the spectra of such operators
is a topic of central importance in mathematical physics. Hamiltonians of
single-particle quantum systems are often comprised of a sum of an operator
corresponding to the kinetic energy (the Laplacian, denoted by ∆) and an
operator corresponding to the potential energy (the ‘potential’, denoted by
V ). We refer to an operator of the form
H = ∆ + V
as a Schro¨dinger operator. In this work we consider discrete Schro¨dinger
operators defined over graphs. In particular we shall be interested in the
essential spectrum of such operators and various possible characterizations.
The spectrum of a bounded, self-adjoint operator, H acting on a Hilbert
space, H is the set
(1.1) σ(H) = {λ ∈ C | (H − λI) does not have a bounded inverse} .
In the case that H is finite dimensional, σ(H) is simply a set of eigenvalues
of finite multiplicity. In the case that H is not finite dimensional, σ(H) is
more complicated. It is therefore natural to separate σ(H) into two sets.
One, the discrete spectrum, σdisc(H), consisting of isolated eigenvalues of
finite multiplicity, and its complement, the essential spectrum, σess(H). In
a sense, σess(H) is the part of the spectrum that results from the infinite
dimensionality ofH. It was given its name by Weyl in his consideration of the
part of the spectrum of a half-line Schro¨dinger operator that is independent
of the boundary conditions (see [52] and the discussion in [41, notes to
Section VII.3]).
To make this invariance property of σess precise, recall that an operator,
K, defined over H is called compact if it is the limit (in norm) of finite
rank operators. Weyl’s Theorem (see e.g. [41, Theorem S.13]) states that
for H as above σess(H) = σess(H + K) for any compact K. It follows that
for a discrete Schro¨dinger operator σess is independent of the information
contained in any finite part of the underlying space, and thus, in particular,
of boundary conditions.
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Compactness has a role in another equivalent definition of the essential
spectrum. A bounded operator A is said to be Fredholm if A is invertible
modulo compact operators, i.e. there exist bounded operators S, T so that
(AS−I) and (TA−I) are compact. An equivalent definition for the essential
spectrum is given by
(1.2) σess(H) = {λ ∈ C | (H − λI) is not Fredholm}.
That is, (H − λI) does not have a bounded inverse also modulo compact
operators.
An equivalent description of σess that will be very useful for us is known
as Weyl’s Criterion (see, e.g. [41, Theorem VII.12]).
Theorem 1.1 (Weyl’s Criterion). Let H be a bounded self-adjoint oper-
ator on a separable Hilbert space. Then λ ∈ σ (H) iff there exists a sequence
{ψn}∞n=1 ⊂ H of approximate eigenfunctions for λ with unit norm, i.e. func-
tions satisfying ‖ψn‖ = 1 and
(1.3) ‖(H − λ)ψn‖ n→∞−−−→ 0.
Moreover, λ ∈ σess (H) iff there exists an orthonormal sequence {ψn}∞n=1 ⊂
H of approximate eigenfunctions for λ, i.e. functions satisfying (ψn, ψk) =
δn,k and (1.3).
When considering a Schro¨dinger operator defined over some underlying
space, it is natural to wonder whether the independence of the essential spec-
trum on compact perturbations is expressed through the relation between
the operator and the geometry of the underlying space. A concept that has
proven useful for studying this type of questions (and whose generalization
is central to this thesis) is the concept of ‘right limit’. Right limits were orig-
inally introduced by Last and Simon [27] in their study of the absolutely
continuous spectrum of Jacobi matrices (see (1.5) below). There are two
equivalent concepts that have been introduced in slightly different settings.
One is that of ‘limit operator’ introduced by Muhamadiev [36] in the study
of the inversion of almost periodic differential operators on the real axes and
the other is that of ‘localization at infinity’ introduced by Georgescu and
Iftimovici [18] in the study of spectral properties of quantum Hamiltonians
through abelian C∗-algebras. While the concept of ‘right limits’ emphasizes
the geometry of the underlying space, the concepts of ‘limit operator’ and
‘localization at infinity’ center on operator theoretic aspects. All these con-
cepts are essentially equivalent in the setting relevant for us. However, in
order to explain the relevance to the essential spectrum we use the concept
of right limit.
Consider a bounded Schro¨dinger operator J = ∆ + Q acting on `2 (N).
An operator J (r) = ∆ + Q(r), acting on `2 (Z), is a right limit of J if there
exists a sequence of indices {nj}∞j=1 ⊆ N such that for every fixed l ∈ Z,
(1.4) Ql+nj
j→∞−→ Q(r)l .
Equivalently, if we expand J to an operator J˜ on `2 (Z) (e.g. by putting Q
equal to zero on the left half line), we will get J (r) as a strong limit of a
sequence of left-shifts of J˜ (corresponding to the sequence {nj}∞j=1). Note
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that, by compactness, one can always find a right limit along a subsequence
of any such sequence of shifts.
One can consider somewhat more general operators by replacing ∆ with
a weighted version: a Jacobi matrix on `2(N) is a tridiagonal matrix with
real diagonal entries {bk}∞k=1 and nonnegative off-diagonal entries {ak}∞k=1.
A Jacobi matrix on `2(Z) is defined analogously. A Jacobi matrix J (r),
acting on `2 (Z), is a right limit of a (bounded) Jacobi matrix on `2(N) if
there exists a sequence of indices {nj}∞j=1 ⊆ N so that for every fixed l ∈ Z,
(1.5) al+nj ,l+1+nj
j→∞−→ a(r)l,l+1, bl+nj
j→∞−→ b(r)l .
The concept of right limits has been extended also to operators on Zn
and Rn.
Remarkably, given a Schro¨dinger operator H defined on any of the spaces
`2(N), `2(Zn) and L2(Rn),
(1.6) σess(H) =
⋃
H(r) is a right limit of H
σ
(
H(r)
)
.
Notice that, by (1.1) and (1.2), this characterization is equivalent to
a relation between Fredholmness of the operator (H − λI) to the ex-
istence of bounded inverses to all the right limits of it. This charac-
terization is essentially due to Last–Simon [28] (for related results see
[2, 3, 12, 18, 19, 20, 25, 26, 33, 34, 36, 37, 39, 40, 44, 46, 47, 51];
comprehensive reviews and further references on the subject can be found in
[12, 28, 51]). Additionally, Simon [51] and Chandler-Wilde–Lindner [12]
show, independently, that for a Schro¨dinger operator on `2(N) and on `2(Zn)
(1.7) σess(H) =
⋃
H(r) is a right limit of H
σ∞
(
H(r)
)
,
where, for an operator K on a discrete space X, σ∞ (K) denotes the pure
point spectrum of K in `∞ (X), i.e.
σ∞ (K) = {λ | ∃ψ ∈ `∞ (X) so that Kψ = λψ} .
Remark. The equality (1.6) was stated in [28] with
⋃
r σ
(
H(r)
)
on the
right hand side. However,
⋃
r σ
(
H(r)
)
is in fact closed (see e.g. [39] and
[51] for details).
Historically, these results were developed along a few different threads.
One thread goes back to Favard [14] and continues with Muhamadiev
[36, 37], Lange–Rabinovich [26], Rabinovich–Roch–Silbermann [39, 40]
and Chandler-Wilde–Lindner [12]. This thread involves the concept of ‘limit
operators’ which was originally defined by Muhmadiev in [36] as the family
of limits of shifts of certain differential operators. In this thread, results
similar to (1.6) and (1.7) relating Fredholmess of the original operator and
invertibility of the limit operators were obtained for various families of op-
erators (including certain discrete Schro¨dinger operators).
Another thread involves C∗ algebras and was pursued by Georgescu–
Iftimovici [18, 19, 20] and Mantoiu [33] who define the concept of ‘local-
ization at infinity’ which also coincides in the Schro¨dinger operator case with
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right limits. They obtain a result similar to (1.6) (in their case, with the clo-
sure on the right hand side) for operators on locally compact, non-compact
abelian groups.
As mentioned above, the concept of ‘right limit’ was introduced by Last-
Simon [27] in their study of absolutely continuous spectrum of Schro¨dinger
operators and later used by them in their study of the essential spectrum
[28]. Remling [43] obtained a remarkable characterization of the right limits
of Jacobi matrices and Schro¨dinger operators with absolutely continuous
spectrum that has many important implications.
For a detailed review of the rich history of the subject see [12].
The proof of (1.6) and (1.7) in [51] involves a growth estimate for gen-
eralized eigenfunctions corresponding to points in the spectrum. According
to a result known as Shnol’s Theorem, for certain Schro¨dinger operators,
H, given λ ∈ C, if there exists a polynomially growing generalized eigen-
function for λ then λ ∈ σ(H). This result has been originally developed
by Shnol [45] (and rediscovered in [48], see also [13, Section 2.4]) in the
context of Schro¨dinger operators on the real line, with some restrictions on
the growth rate of the potential. A converse of Shnol’s Theorem is also
known to hold in this context, and is sometimes referred to as an expansion
theorem (see [49, Section C5] and references therein). According to it, for
spectrally almost every point λ ∈ σ(H) (as we will define below) there ex-
ists a corresponding polynomially growing generalized eigenfunction. Both
directions have been developed further to the multidimensional and discrete
settings, including Rn, Zn and other graphs, and were also studied beyond
the scope of Schro¨dinger operators (see [7, 8, 15, 23, 24, 31]).
This work is concerned with examining the above problems on graphs.
Namely, our aim is to understand the relation between the essential spectrum
of a Schro¨dinger operator, H, defined over a graph and the limits of H ‘at
infinity’, where now ‘infinity’ is approached along paths on the graph. Let
G be a graph with vertices V (G) and edges E (G). A Schro¨dinger operator
on G is an operator, H, acting on ψ ∈ `2 (V (G)) ∼= `2 (G) by
(1.8) (Hψ) (v) =
∑
u∼v
(ψ (u)− ψ (v)) +Q (v)ψ (v) ,
where we denote u ∼ v for vertices u, v ∈ G if (u, v) ∈ E (G) and Q :
V (G) → R is a function (which we take to be bounded throughout the
thesis). Denoting the graph Laplacian by ∆,
∆ψ(v) =
∑
u∼v
(ψ (u)− ψ (v)) ,
and using Q to denote the multiplication operator by the function Q, we
write H = ∆ +Q.
Analogously to the one dimensional case one can define Jacobi operators
on G by replacing ∆ with a weighted version (acting on nearest neighbours
with nonnegative weights).
The essential spectrum of Schro¨dinger operators on infinite graphs (other
than Zn) has been studied mostly on trees, where in the context of regular
trees, Golenia [22] and Golenia-Georgescu [17], have shown the analog of
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(1.6) when Q has a limit (in the usual sense) along every path to infinity.
Fujiwara [16] has shown that for rapidly branching trees, the essential spec-
trum of ∆ consists of a single point. There are, in addition, several works
studying the minimum of the essential spectrum on graphs (see, e.g. [6] and
references therein).
In order to extend (1.6) to general graphs, one needs first to extend the
notion of right limit to that setting. While the notion of ‘limits at infinity’
is intuitively clear, it is not immediately obvious how this should be done
formally. We do this in Section 1.3.1. We denote by R-limit the notion
analogous to right limit in graphs, and by R(H) the set of R-limits of the
operator H.
The first result we state is almost an immediate consequence of the def-
inition of the notion of R-limit and the characterization of the essential
spectrum via an orthogonal sequence of approximate eigenfunctions (The-
orem 1.1). Nevertheless, we give a proof of this theorem in Section 1.3.2
below for completeness.
Theorem 1.2. Assume H is a bounded Schro¨dinger operator on `2 (G)
where G is a graph of bounded degree, then⋃
L∈R(H)
σ (L) ⊆ σess (H) .
Chapter 2 is devoted to studying the limitations of generalizing the ar-
gument of Last–Simon [28] to graphs. As we show there, the results extend
to graphs of uniform polynomial growth, i.e. in the case that the number of
points in each ball is uniformly bounded by a polynomial in the radius, we
have that
(1.9)
⋃
L∈R(H)
σ (L) = σess (H) .
On the other hand, by a closer analysis of the proof, we show that this
argument can not simply be generalized to graphs of exponential growth.
The final section of Chapter 2 contains an example of a graph of non-
uniform polynomial growth on which (1.6) fails. The graph in this coun-
terexample is not a tree, but its construction involves the use of a sequence
of regular graphs with girth growing to infinity. Such a sequence can be
thought of as an approximation of a regular tree.
Regular trees are in a sense canonical examples of graphs of exponential
growth which have a simple structure. It is therefore natural to ask whether
(1.6) holds on regular trees, and generally on trees. We study this case in
Chapter 3. While the results from Chapter 2 may suggest that the answer
is negative, it is in fact positive. In our work we have initially considered
the case of Schro¨dinger operators H = ∆ + Q on regular trees, for which
Q has a spherical symmetry around some fixed root. We shall refer to this
case as the spherically symmetric case. In this case we have obtained a
constructive proof of (1.6), where the essential spectrum can also be studied
using a one-dimensional Jacobi matrix associated with H.
After having proved our results, S. Denisov informed us of an argument
which proves (1.9) generally for any Schro¨dinger operator on regular trees.
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Note the closure in (1.9). The paper [10] contains both our and Denisov’s
results, which we briefly describe in Section 3.2 for completeness. Denisov’s
proof overcomes the restrictions we have seen in Chapter 2 by using trial
functions which are supported on annuli around a fixed origin, instead of
functions supported on balls.
Finally, in Chapter 4 we turn to the characterization (1.7). By adapt-
ing and genralizing the work of Simon [51] to graphs we obtain both (1.6)
and (1.7) for graphs of subexponential growth. Note that these results are
stronger than the results obtained in Chapter 2.
In the course of the generalization of Simon’s work to graphs we en-
counter a necessity for a Shnol’s type result for graphs. A direct Shnol’s
result on graphs of sub-exponential growth was developed by [23] (see also
[4, 7, 15]). Regarding the inverse direction there exist results in other gen-
eral settings, including [7, 8]. A recent work of Lenz and Teplyaev [31]
contains the result relevant to the current setting. We present this result
together with a proof in our particular case in Chapter 4.
In the last section of Chapter 4 we develop some examples for the im-
plementation of the above mentioned results obtained on graphs of sub-
exponential growth.
1.2. Preliminaries
In this subsection we discuss some preliminaries from spectral theory
that are needed in our analysis below.
1.2.1. Spectral measures. There are several notions of spectral mea-
sures that we use in this thesis.
Let H be a bounded self-adjoint operator on a separable Hilbert space
H. According to the spectral theorem (see e.g. [41, Theorem VII.8]) there
exists a projection valued measure E(·) corresponding to H, satisfying for
any ψ ∈ H
〈ψ,Hψ〉 =
∫
R
x d〈ψ,E(x)ψ〉,
where 〈·, ·〉 is the inner product in H.
We call a Borel Measure µ on R a spectral measure for H if ∀S ⊆ R a
Borel Set (see [49, pg. 503]),
(1.10) E(S) = 0 ⇐⇒ µ(S) = 0.
Assume now ψ ∈ H. The spectral measure of H with respect to ψ is the
unique measure on R satisfying for z ∈ C\R (see e.g. [41]):∫
R
dµψ(x)
x− z = 〈ψ, (H − z)
−1ψ〉.
The cyclic subspace spanned by H and ψ is given by
Hψ = span {Hnψ | n = 0, 1, . . .}.
Note that the spectral measure of H with respect to a vector ψ is not neces-
sarily a spectral measure in the sense of (1.10). However, ifHψ = H then the
measure µψ is a spectral measure as defined above. Alternatively, by taking
an orthonormal sequence {ψn}n∈N, a positive sequence {an}n∈N ∈ `1(N),
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and defining µ =
∑
n∈N anµψn we can get a spectral measure satisfying
(1.10).
1.2.2. The Borel transform. Let µ be a measure on R satisfying∫
R
dµ(x)
1 + |x| <∞.
The Borel transform (also known as the Steijles transform or the m-
function) of µ is defined by
Fµ(z) =
∫
R
dµ(x)
x− z ,
where z ∈ C+. The function Fµ captures important properties of the mea-
sure µ. The following theorem is a consequence of [21, Theorem 1.6].
Theorem 1.3. Given Fµ and µ as above. Then,
(1) µ({E0}) = limε→0 εImFµ(E + iε).
(2) Assume further that µ is a spectral measure of a self-adjoint op-
erator H. If there exists δ > 0 such that limε→0 ImFµ(E + iε) is
nonzero for all E in an interval (E0 − δ, E0 + δ) then E0 ∈ σ(H).
1.2.3. The resolvent identity. Assume that H,H0 are (bounded)
Schro¨dinger operators. Denote by R,R0 the operators, R(z) = (H − z)−1
and R0(z) = (H0 − z)−1, defined on the complement of the spectrum in C
(the resolvent set). The following identity is known as the resolvent identity
R0 −R = R0 (H −H0)R.
Let ϕ ∈ H, α ∈ R, and define Hα = H0 + α〈ϕ, ·〉ϕ. As a consequence of
the resolvent identity one could get the following relation, which is sometimes
known as the basic formula of rank-one perturbations (see e.g. [50])
Fα(z) =
F0(z)
1 + αF0(z)
,
where
Fα(z) = 〈ϕ, (Hα − z)−1ϕ〉.
1.3. R-limits on graphs
1.3.1. Definitions and notations. This section deals with the exten-
sion of the concept of right limits to general graphs with bounded degree.
There are two issues that make the analogous notion of right limit for gen-
eral graphs more complex than that of the one-dimensional object. The
first (minor) one is the fact that general graphs may have multiple paths to
infinity. This is true already in the case of Zd and is the main reason why
we refrain from using the name ‘right limit’ in this case and use R-limit
instead. The second issue is that with a general graph the absence of homo-
geneity means that the different R-limits of an operator might be defined on
various different graphs which are not necessarily related in a simple way to
the graph over which the original operator was defined. Thus, one is faced
with the requirement to compare operators defined over different graphs. In
order to deal with the first issue, one has to specify a path to infinity. In
order to deal with the second one, we need to introduce local mappings to
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finite dimensional vector spaces which will satisfy a certain compatibility
condition with each other.
Let H be a Schro¨dinger operator on a graph G with bounded degree.
For any vertex v ∈ G and r ∈ N denote the ball
Br (v) = {u ∈ G |dist(u, v) ≤ r} ,
where dist(u, v) denotes the distance in the graph between u and v, which is
defined by the length (number of edges) of the shortest path between them.
Denote further byNv,r the number of vertices in this ball, i.e.Nv,r = |Br (v)|.
Let H
(v)
r = H|Br(v)(=the restriction of H to `2 (Br(v))).
Let η be an indexing of the vertices of this ball,
η : Br(v)→ {1, 2, . . . , Nv,r}
and define the corresponding unitary mapping Iη : `2 (Br (v))→ CNv,r by
Iη (δu) = eη(u),
for any vertex u ∈ Br(v), where δu is the delta function at u and{
e1, e2, . . . , eNv,r
}
is the standard basis in CNv,r (i.e. ei (j) = δi,j). Let
M
(v)
η,r ∈MNv,r,Nv,r be the matrix defined by
M (v)η,r = IηH(v)r I−1η .
Definition 1.3.1. Fix a vertex v ∈ G and for any r ∈ N, let
ηr : Br(v)→ {1, 2, . . . , Nv,r}
be an enumeration as above, and Ir = Iηr be the corresponding isomor-
phism. We say that the sequence of isomorphisms {Ir}∞r=1 is coherent if for
any r < s and any u ∈ Br(v)
ηs(u) = ηr(u).
When we want to emphasize the dependence on v, we say that {Ir}∞r=1 is a
coherent sequence at v.
Note that, if {Ir}∞r=1 is a coherent sequence of isomorphisms at v ∈ G,
then for any r, the corresponding matrix M
(v)
ηr,r is the Nv,r ×Nv,r upper left
corner of the matrix M
(v)
ηs,s for any r ≤ s. Thus, in what follows, when the
coherent sequence is clear, we omit the ηr and write simply M
(v)
r = M
(v)
ηr,r.
We say that a sequence of vertices {vn}∞n=0 is a path to infinity in G if
vn+1 ∼ vn ∀n ∈ N, and |vn| = dist (vn, v0)n→∞−−→∞ monotonically.
Definition 1.3.2. Given a graph G′, a vertex v′0 ∈ G′ and a Schro¨dinger
operator H ′ on G′, we say that {H ′, G′, v′0} is an R-limit of H along the
path to infinity {vn}∞n=0 if there exists a sequence of indices {nj}∞j=1, such
that
(i) For any j ∈ N there exists a coherent sequence of isomorphisms{
I(j)k
}∞
k=1
at vnj .
(ii) There exists a coherent sequence of isomorphisms {I ′k}∞k=1 at v′0.
(iii) For any r ∈ N Nvnj ,r = Nv′0,r for all sufficiently large j, and
(1.11) lim
j→∞
M
(vnj )
r = M
(v′0)
r .
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In the one dimensional case, the matrices M
(vj)
r are simply truncated
Jacobi matrices and (1.11) translates to the condition (1.4). Thus, the
definition of R-limits is a direct generalization of the definition of right
limits in the one dimensional case.
Note that, as in the one dimensional case, one can always find an R-
limit along a subsequence of any given sequence of vertices that move away
to infinity.
Lemma 1.3.3. Let H = ∆ +Q be a bounded Schro¨dinger operator on an
infinite graph {G, v0} of a bounded degree. Assume {uj}∞j=1 is a sequence
of vertices such that dist(v0, uj)
j→∞−−→∞ monotonically. Then there exists an
R-limit of H which is obtained along a subsequence of {uj}∞j=1.
Proof. Consider the sequence U0 = {uj}∞j=1. Since the set deg (U0) of
possible vertices degree is finite some degree repeats infinitely many times.
Restrict to this subsequence U1 and repeat the argument with the set of
neighbours of vertices of U1. Inductively define for every k ∈ N such a
subsequence Uk for which the vertices degree agree in balls of radius k (under
a corresponding isomorphism of these sub-graphs). We take the diagonal
over the resulting subsequences of vertices ⊆ Uk to define a subsequence
U ⊆ U0 for which the vertices degree agree in balls of any radius for index
large enough.
Next, since the potential is bounded we can restrict to a subsequence
U ′1 ⊆ U on which the sequence Q(U ′1) is converging. Again repeat the ar-
gument over neighbours of vertices of U ′1, and similarly continue inductively
and take the diagonal to construct a subsequence on which H converges to
an R-limit. 
Remark 1.3.4. It is natural to define a topology on the set of weighted,
rooted graphs (of bounded degree) by comparing the edge weights on grow-
ing spheres around the root. This space is metrizable (see e.g. [29] for
details) and it is not hard to see that the convergence we describe to R-
limits is the same as convergence of shifts of the graph in that topology.
In particular, convergence of the Laplacian to an R-limit can be thought
of as a particular case of Benjamini-Schramm convergence (first defined in
[5]), where the root is shifted along a fixed infinite graph. The case of a
Schro¨dinger operator (i.e. with an added potential) is of course somewhat
more general.
1.3.2. Proof of Theorem 1.2. The proof of the first theorem is
straightforward and thus we include it already here.
Proof of Theorem 1.2. Assume {H ′, G′, v′0} is anR-limit of H along
a path to infinity {vj}∞j=0, and λ ∈ σ (H ′). Given ε > 0 define
ε′ = min
(
2ε
1 + ‖H ′‖+ |λ| ,
1
2
)
.
According to Weyl’s Criterion (Theorem 1.1, for σ (H ′)) there exists
ψ ∈ `2 (G′) such that ‖(H ′ − λ)ψ‖ < ε′ and ‖ψ‖ = 1. Additionally, since
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ψ ∈ `2 (G′), there exists R > 0 such that∥∥∥ψ|G′\BR(v′0)∥∥∥ < ε′.
Thus by defining for every w ∈ V (G′)
ϕ(w) =
{
ψ(w)/K w ∈ BR(v′0)
0 otherwise,
with
K =
∥∥∥ψ|BR(v′0)∥∥∥ > 12 ,
we get an approximate eigenfunction for H ′, supported on BR (v′0), and
satisfying ‖ϕ‖ = 1. Indeed∥∥(H ′ − λ)ϕ∥∥ = ∥∥∥∥(H ′ − λ) ψ − (ψ − ϕ)K
∥∥∥∥ < 1 + ‖H ′‖+ |λ|K ε′ ≤ ε.
Since H ′ is an R-limit of H there exists some u = vnj ∈ G so that the
corresponding matrices satisfy∥∥∥M (u)R+2 −M (v′0)R+2∥∥∥ < ε.
Let I : `2 (BR+2(u)) → CNu,R+2 and I ′ : `2 (BR+2(v′0)) → C
Nv′0,R+2 be
the isomorphisms from Definition 1.3.2. Denote by χ′ the function χ′ =
I−1I ′ϕ˜ ∈ `2 (BR+2(u)), where ϕ˜ = ϕ|BR+2(v′0). Additionally define,
χ(w) =
{
χ′(w) w ∈ BR+2 (u)
0 otherwise.
Then
(H − λ)χ = (H|BR+2(u) − λ)χ′
and thus,
‖(H − λ)χ‖ =
∥∥∥(M (u)R+2 − λ) I ′ϕ˜∥∥∥ <∥∥∥(M (u)R+2 −M (v′0)R+2) I ′ϕ˜∥∥∥+ ∥∥∥(M (v′0)R+2 − λ) I ′ϕ˜∥∥∥ <
ε+ ‖(H ′ − λ)ϕ‖ < 2ε
We can now repeat this argument for a subsequence of vertices along the
sequence
{
vnj
}
from Definition 1.3.2, such that dist (u1, u2) > R + 2 for
any two vertices u1, u2 on this subsequence. As a result we get for any
ε > 0 an orthonormal sequence of (compactly supported) functions {ϕk}∞k=1
satisfying,
‖(H − λ)ϕk‖ < ε.
Thus, by taking e.g. εn =
1
n , we can choose an orthonormal sequence of ap-
proximate eigenfunctions for H. Hence by Weyl’s Criterion for the essential
spectrum (Theorem 1.1) λ ∈ σess (H). 
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1.4. Summary and further directions
As we show in this work, the problem of characterizing the essential
spectrum of Schro¨dinger operators on general graphs is non-trivial and raises
various interesting questions. While in the case of Zd, the characterization
is given completely in terms of the associated R-limits, this is not true for
general graphs. Thus, a natural problem that arises naturally from this work
is that of characterizing graphs for which (1.6) holds (e.g. in terms of their
geometric properties).
As we show in this work, (1.6) does hold for graphs of uniform sub-
exponential growth and for trees with a spherically homogeneous potential.
It seems likely that this class could be generalized to other graphs with
spherical symmetry (such as those described in [11] for example). We leave
this for future work.
In the course of the proof of (1.6) on graphs we encounter a necessity for
a Shnol’s type result for graphs. We prove a reverse result of this type, i.e.
the existence of a generalized eigenfunction of specific growth rate for each
point in the spectrum. As we describe in Section 3.2, for general Schro¨dinger
operators on trees (1.9) holds. The problem of removing the closure from
the left hand side is still open. We believe that a better understanding of
the growth properties of generalized eigenfunctions for operators on trees
would be of use in studying this problem.

CHAPTER 2
Extending the Last-Simon localization method to
general graphs
In this chapter we study possible “direct” generalizations of the method
of [28] to general graphs. In the first two sections we adapt the argument to
general graphs by using trial functions which are supported on balls instead
of intervals. This method enables us to obtain positive results on graphs
with uniform polynomial growth rate. Next, in Section 2.3 we study the
restrictions of applying this method to more general graphs. Finally, in
Section 2.4 we demonstrate, by a counterexample, that in fact the statement
is false on general graphs. The example given in Section 2.4 is based on
Section 4 of [10].
2.1. Graphs of uniform polynomial growth
Let G be an infinite graph with vertex degree bounded by d. Given a
vertex v ∈ G, recall the notation (identifying the graph G with the set of
vertices V (G))
Br(u) = {v ∈ G | dist(u, v) ≤ r} ,
and define Nu(r) : N→ N by
Nu(r) = |Br(u)| .
Given functions f, g : N→ R (and similarly for functions defined on the
graph) we write f . g if there exists a constant c > 0 so that for any n ∈ N,
f(n) ≤ cg(n).
Consider a function γ : N→ N and α > 0, we say that γ is of upper (lower)
α-polynomial growth if γ . nα (γ & nα). In short we will say that γ is of
upper (lower) polynomial growth.
We say that G is of ({α, β}-)polynomial growth if for some α, β > 0,
and a vertex v0 ∈ G,
rα . Nv0(r) . rβ.
Remark. If dist(u, v) = ρ then Nu(r) ≤ Nv(r + ρ). Thus, if G is of
{α, β}-polynomial growth, then for any u ∈ G also
rα . Nu(r) . rβ.
We say that G is of uniform {α, β}-polynomial growth if rα . Nu(r) .
rβ for any u ∈ G with the same constants, i.e. there exist c, c′ > 0 such that
for any u ∈ G, r ∈ N,
crα ≤ Nu(r) ≤ c′rβ.
Let H be a bounded Schro¨dinger operator on G (see (1.8)). As in Chap-
ter 1 we denote by R(H) the set of R-limits of H.
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Theorem 2.1. Assume G is a graph of {α, β}-uniform polynomial
growth so that β −α < 1, and assume H is a bounded Schro¨dinger operator
on G, then
(2.1) σess(H) =
⋃
L∈R(H)
σ(L).
The inclusion of σ(L) in σess(H) is proven generally in Chapter 1. Here
we will prove the opposite inclusion.
Remark 2.1.1. In Chapter 4, we give a stronger version of this char-
acterization using bounded generalized eigenfunctions of R-limits of H. As
we show there the set ∪σ(L) is actually already closed, and (2.1) holds
also without the assumption of lower polynomial growth and the condition
α > β − 1. The purpose of the current part is to investigate the possibility
to generalize the Last-Simon method to general graphs.
Requiring simply polynomial growth (not uniform) of G is not enough!
We show in Section 2.4 an example of a graph of non-uniform polynomial
growth on which σess(H)\∪σ(L) is non-empty. Indeed,
Theorem 2.2. There exists a graph G of polynomial growth so that the
adjacency operator on G, AG, satisfies
σess (AG)
∖ ⋃
L∈R(AG)
σ (L)
is nonempty.
Remark 2.1.2. By a simple adaptation everything holds also for Jacobi
operators on the graph. For simplicity we treat Schro¨dinger operators.
2.2. Proof of Theorem 2.1
First we cite from Last-Simon [28] a proposition which will be useful in
the proof:
Proposition 2.2.1 ([28, Theorem 2.2]). Let H be a separable Hilbert
space, and A a bounded selfadjoint operator on H. Assume {jα}α∈S is a
set of bounded selfadjoint operators (indexed by a discrete set S), which is a
partition of unity, namely,
∑
α j
2
α = 1. Let ϕ ∈ H. Then there exists α ∈ S
such that jαϕ 6= 0, and
‖Ajαϕ‖2 ≤
{
2
(‖Aϕ‖
‖ϕ‖
)2
+ ‖C‖
}
‖jαϕ‖2 ,
where
C = −Σα2[A, jα]2.
Remark 2.2.2. Last-Simon do not require the boundedness of A. Since
in our applications A is bounded we formulate the theorem in this, slightly
simpler, case.
The proof proceeds by using this proposition in order to uniformly trun-
cate a sequence of approximate eigenfunctions for λ ∈ σess(H). We will use
a specific partition of unity which we describe next.
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Proof of Theorem 2.1. Define for any u ∈ G, r ∈ N the “pyramid”
function
χu,r(v) =
{
r−k
r k = dist(v, u) ≤ r
0 dist(v, u) > r.
Let c, c′ > 0 be such that crα ≤ Nu(r) ≤ c′rβ for any u ∈ G. Let
c2r(u) =
∑
v
χ2u,r(v)
then
c2r(u) = 1 +
r−1∑
k=1
(
r − k
r
)2
(Nu(k)−Nu(k − 1)) .
For any 1 ≤ k ≤ r/2 we have that (r−k)/r ≥ 1/2, and thus
c2r(u) ≥ 1 +
1
4
r/2∑
k=1
(Nu(k)−Nu(k − 1)) = 1
4
Nu (r/2) .
On the other hand,
c2r(u) ≤ 1 +
r−1∑
k=1
(Nu(k)−Nu(k − 1)) = Nu(r − 1).
Asymptotically we get that there exist C1, C2 > 0 such that for every u ∈ G
and r ∈ N
C1r
α ≤ c2r(u) ≤ C2rβ.
Additionally, for any v ∈ G define
ϕ2u,r(v) = c
−2
r (u)χ
2
u,r(v),
and (notice that this time the sum is over the lower index of ϕ)
η2r (v) =
∑
u
ϕ2u,r(v) =
∑
u
χ2u,r(v)
c2r(u)
.
Then
η2r (v) ≤ C−11 r−α
(
1 +
r−1∑
k=1
(
r − k
r
)2
(Nv(k)−Nv(k − 1))
)
≤ C2
C1
rβ−α
and similarly
η2r (v) ≥
C1
C2
rα−β.
We now define the function
ψ2u,r(v) = η
−2
r (v)c
−2
r (u)χ
2
u,r(v)
which satisfies
∑
u ψ
2
u,r(v) = 1 for any v ∈ G.
For the rest of the proof we denote by (∗) the following condition on a
given u, v, w ∈ G and r ∈ N:
(∗) max (dist(u, v),dist(u,w)) ≤ r and dist(u, v) 6= dist(u,w).
Notice that, given u ∈ G and w ∼ v ∈ G, then
|χu,r(v)− χu,r(w)| =
{
1
r (∗) holds
0 otherwise.
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Hence, uniformly in u, v, w ∈ G,
(2.2) |〈δv, [H,ψu,r] δw〉| .
{
1
ηr·cr·r if w ∼ v and (∗) holds
0 otherwise.
Define C(r) = −∑u 2[H,ψu,r]2. We have for any v, w ∈ G, the following
expression for the matrix elements of C(r)
C(r)v,w = 〈δv, C(r)δw〉 = −2
∑
x,u∈G
〈δv, [H,ψu,r] δx〉 〈δx, [H,ψu,r] δw〉 .
Each term in the sum is either bounded by (ηr · cr · r)−2 if (∗) is satisfied
or is zero otherwise. Accordingly, for a term to be nonzero it is necessary
that u ∈ Br(v) and x ∼ v. The number of such terms is bounded by c′rβ ·d.
Consequently, the matrix elements of C(r) satisfy the following upper bound
(uniformly in v, w ∈ G):∣∣∣C(r)v,w∣∣∣ . 2 · d · c′rβ(ηr · cr · r)−2 . rβrα−β · rα · r2 . 1r2−2(β−α) .
Thus, for some constant K > 0,∥∥∥C(r)∥∥∥ ≤ K · r−2+2(β−α).
Fix an 1/2 > ε > 0. Since β − α < 1, we can now fix an r > 0 such that∥∥C(r)∥∥ < ε2.
Fix a vertex v0 ∈ G. Assume λ ∈ σess(H). By Weyl’s Criterion (The-
orem 1.1) there exists a sequence of unit vectors
{
φ(m)
}∞
m=1
⊂ `2(G), such
that
∥∥(H − λ)φ(m)∥∥ → 0 and φ(m) w→ 0 (where w→ indicates weak conver-
gence). Consequently, ∑
v∈Br(v0)
∣∣∣φ(m)(v)∣∣∣2 →
m→∞ 0,
for any fixed r ∈ N. Thus, by restricting {φ(m)}∞
m=1
to a subsequence if
necessary (which we denote the same),
ϕ(m)(v) =
{
φ(m)(v) v ∈ G\Bm(v0)
0 otherwise
satisfies both
∥∥ϕ(m)∥∥ > 1− ε and∥∥∥(H − λ)ϕ(m)∥∥∥ ≤ ∥∥∥(H − λ)φ(m)∥∥∥+ ∥∥∥(H − λ)(ϕ(m) − φ(m))∥∥∥ ≤
ε/2 + ‖H − λ‖
∥∥∥ϕ(m) − φ(m)∥∥∥ < ε/2 + C · ε/2C = ε.
Next we apply Proposition 2.2.1, with the operator A = H − λ, the set
{jα}α = {ψu,r−1}u∈G (treated as multiplication operators) and each time
with a function ϕ = ϕ(m) from the sequence of approximate eigenfunctions
found above. Thus, for any m ∈ N there exists ψm = ψum,r−1 such that
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ψmϕ
(m) 6= 0 and (for ε ≤ 1/2)∥∥∥(H − λ)ψmϕ(m)∥∥∥2 ≤ (2‖(H−λ)ϕ(m)‖2‖ϕ(m)‖2 + ∥∥C(r)∥∥
)∥∥ψmϕ(m)∥∥2
≤
(
2
(
ε
1−ε
)2
+ ε2
)∥∥ψmϕ(m)∥∥2
≤ 9ε2 ∥∥ψmϕ(m)∥∥2 .
Note that ψmϕ
(m) is supported in Br−1(um) ⊆ G\Bm−r(v0), which moves
out to infinity. By Lemma 1.3.3 there exists a sequence of indices {mj}∞j=1
of {um}∞m=1 on which H approaches an R-limit {H ′, G′, v′0}. Denote by
M
(n)
r ,M ′r the matrices corresponding to H|Br(umn ) and H ′|Br(v′0). Fur-
ther denote by I ′r, and I(n)r the corresponding isomorphisms (acting on
`2 (Br (v
′
0)) and `
2 (Br (umn))). Then there exists N ∈ N, so that for any
n > N ∥∥∥M (n)r −M ′r∥∥∥ < ε.
Define ζn = I ′−1r I(n)r ψmnϕmn (completed with zeros on G′\Br (v′0)). Then
for any n > N
‖(H ′ − λ) ζn‖ =
∥∥∥(H ′|Br(v′0) − λ) ζn∥∥∥ =
=
∥∥∥(M ′r − λ) I(n)r ψmnϕmn∥∥∥ ≤∥∥∥(M (n)r −M ′r) I(n)r ψmnϕmn∥∥∥+ ∥∥∥(M (n)r − λ) I(n)r ψmnϕmn∥∥∥ <
ε
∥∥∥I(n)r ψmnϕmn∥∥∥+ ∥∥(H|Br(umn ) − λ)ψmnϕmn∥∥ =
ε ‖ζn‖+ ‖(H − λ)ψmnϕmn‖ < 4ε ‖ζn‖ .
Thus
lim
n→∞
‖ (H ′ − λ) ζn‖
‖ζn‖ ≤ 4ε,
which implies (by a variant of Weyl’s Criterion, Theorem 1.1, see e.g. [51,
Proposition 7.2.2]) that dist (λ, σ (H ′)) ≤ 4ε. Since ε is arbitrary, we can
conclude
λ ∈
⋃
H′∈R(H)
σ (H ′).

2.3. On extending the proof to graphs of exponential growth
In order to avoid cumbersome calculations we shall assume in this section
that the graph G is uniform in the sense that Nu(k) = Nv(k) ≡ N(k) for
every pair of vertices u, v ∈ G and every k ∈ N. Examples of such graphs
include Zn and a d-regular tree Td.
Let {fr : N ∪ {0} → [0, 1]}r∈N be a sequence of functions, such that each
fr(k) is supported (and is non-zero) on [0, r]. We shall assume (without
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loss of generality) that fr(0) = 1 and that fr(k) is monotonically decreasing
with k. Given such a sequence we can define trial functions on the graph
(2.3) χu,r(v) = fr (dist(v, u)) .
We choose a root v0 for the graph G, and denote
S(k) = Sv0(k) = {v ∈ G | dist (v0, v) = k} ,
S(k) = |S(k)| = N(k)−N(k − 1).
We shall prove the following:
Theorem 2.3. Let H be a bounded Schro¨dinger operator on a uniform
infinite graph G. Assume there exists α > 0 so that
(2.4) sup
r∈N
N(r)
S(r)
≤ α.
Let {χu,r}r∈N, u∈G be a set of trial functions satisfying (2.3) and let (similarly
to Section 2.2)
C(r) = −
∑
u
2[H,χu,r]
2.
Then ∀r ∈ N and ∀v ∈ G, the diagonal matrix element, C(r)v,v , satisfies
(2.5)
∣∣∣C(r)v,v∣∣∣ > 12α.
Remark 2.3.1. Functions of the type χu,r defined in (2.3) are natural
candidates for trial functions on graphs. Thus, one might try to follow the
argument of the proof of Theorem 2.1 using such functions and the operator
C(r) as defined above. It is then necessary to obtain an upper bound on∥∥C(r)∥∥ which is asymptotically vanishing as r →∞, in order to implement
Proposition 2.2.1 and find approximate eigenfunctions. Under the conditions
of Theorem 2.3, the diagonal matrix elements of C(r) are uniformly bounded
from below. Thus, the bound (2.5) shows that such an attempt is doomed
to fail for any non polynomially growing graph.
Remark 2.3.2. This section is complemented by Section 2.4, in which
we present an example for a graph of non-uniform polynomial growth on
which the characterization fails. As opposed to that counterexample, we
focus here on graphs with a strong regularity condition, for which one might
have hoped that the argument could still hold.
The proof relies on the following weighted discrete Hardy Inequality,
originally proven by Leindler:
Proposition 2.3.3 ([30], (1)). Let N ∈ N, an ≥ 0, λn ≥ 0 (n =
1, 2, . . . N), p ≥ 1, then
(2.6)
N∑
n=1
λn
(
n∑
k=1
ak
)p
≤ pp
N∑
n=1
λ1−pn
(
N∑
k=n
λk
)p
apn.
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Proof of Theorem 2.3. For any r ∈ N let {χu,r}u∈G be a sequence
of trial functions as in (2.3). Recall the definitions,
c2r(u) =
∑
v χ
2
u,r(v),
ϕ2u,r(v) = c
−2
r (u)χ
2
u,r(v).
Notice that, since the graph is uniform,∑
u
ϕ2u,r(v) ≡ 1,
and thus we can skip the normalization by ηr. We have
c2r(u) ≡ c2r =
r∑
k=1
f2r (k)S(k).
Also, in this case,
|〈δv, [H,ψu,r] δw〉| =
{
1
cr
· (fr(k)− fr(k − 1)) if w ∼ v and (∗) holds
0 otherwise,
with,
(∗) k = max (dist(u, v),dist(u,w)) ≤ r and dist(u, v) 6= dist(u,w).
Thus,
|C(r)v,u| = |〈δv, C(r)δu〉| = 2
∣∣∣∣∣∑
y,z
〈δv, [ψy,r, H]δz〉〈δz, [ψy,r, H]δu〉
∣∣∣∣∣ .
The sum on z contributes |{z | z ∼ v ∧ z ∼ u}| terms, which in total is be-
tween 1 and d. The sum over y gives a non-zero contribution if either
dist(y, z) ≤ r or both dist(y, v) ≤ r and dist(y, u) ≤ r. Thus we get the
following bound for appropriate u and v (e.g. u = v),
|C(r)v,u| ≥ 2
r∑
k=1
S(k)
∣∣∣∣ 1cr · (fr(k)− fr(k − 1))
∣∣∣∣2 .
Define gr(k) = fr(r − k), and xr(k) = gr(k) − gr(k − 1). Since by
assumption fr is monotonically decreasing xr(k) ≥ 0,∀k, and we have
gr(k) =
∑k
j=1 xr(j). By a change of indices we get
|C(r)v,u| ≥ 2
∑r−1
n=0 S(r − n) (xr(k))2∑r−1
n=0 S(r − n) (
∑n
k=0 xr(k))
2 .
Next we apply Proposition 2.3.3, with
an = xr(n)
λn = S(r − n)
p = 2
N = r − 1.
Then, for any r ∈ N, (2.6) translates to:
r−1∑
n=0
S(r − n) (gr(n))2 ≤ 4
r−1∑
n=1
S(r − n)
(
r−1∑
k=n
S(r − k)
S(r − n)
)2
(xr(n))
2 .
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By the assumption there exists α > 0 so that ∀r ∈ N, N(r) ≤ α · S(r).
Thus,
r−1∑
k=n
S(r − k)
S(r − n) =
∑r−n
j=1 S(j)
S(r − n) =
N(r − n)
S(r − n) ≤ α,
and finally, ∀r ∈ N,
|C(r)v,u| ≥
1
2α
> 0.

Remark 2.3.4. On the d-regular tree
STd(r) = d · (d− 1)r−1,
NTd(r) = d ·
(d− 1)r − 1
d− 2 ,
lim
r→∞
NTd(r)
STd(r)
=
d− 1
d− 2 .
Thus from Theorem 2.3 we conclude that the argument of Theorem 2.1
does not hold. We expect a similar behaviour on every graph for which the
growth rate is beyond polynomial.
Remark 2.3.5. On the other hand on Zn,
NZn(r)
SZn(r)
∼ r,
which as expected is not bounded.
2.4. A counterexample with non-uniform polynomial growth
We shall prove in this section Theorem 2.2 which we repeat here for
completeness.
Theorem 2.2. There exists a graph G of polynomial growth so that the
adjacency operator on G, AG, satisfies
σess (AG)
∖ ⋃
L∈R(AG)
σ (L)
is nonempty.
Proof. First, recall that the girth of a graph G is
girth (G) ≡ min {length(l) | l is a cycle in G} .
Fix d > 2 and let
{
Gni , u
(1)
i , u
(2)
i
}∞
i=1
be a sequence of d-regular graphs on ni
vertices, each with two marked vertices u
(1)
i , u
(2)
i ∈ Gni , where, {ni}∞i=1 ⊂ N,
ni →∞ monotonically, and so that
girth (Gni)
i−→∞,
dist
(
u
(1)
i , u
(2)
i
)
i−→∞.
By, e.g., [32] such a sequence exists for d = p + 1 for any prime p 6= 1
satisfying p ≡ 1 (mod 4). Additionally, let {ki}∞i=1 ⊂ N, be an increasing
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Figure 2.1. The construction of the graph G for the coun-
terexample.
sequence so that ki+1 − ki → ∞. We construct G by ‘replacing’ the edge
(ki, ki + 1) in N by the graph Gni . This is done by cutting (ki, ki + 1) and
attaching u
(1)
i to ki and u
(2)
i to ki+1 (see Figure 2.1). Formally
V (G) = N ∪⋃∞i=1 V (Gni) ,
E(G) = (
⋃∞
i=1E (Gni)) ∪
(
E (N)
∖
∪∞i=1 {(ki, ki+1)}
)
∪(⋃∞
i=1
{
(ki, u
(1)
i )
})
∪
(⋃∞
i=1
{
(u
(2)
i , ki+1)
})
.
In order to obtain polynomial growth of the graph we can choose for
example ki =
∑i
j=1 nj . Consequently the growth of the graph, e.g. around
1 ∈ N, satisfies ∀k ∈ N,
k ≤ N1(k) ≤ 2k.
Let H = AG on G, i.e. the potential is Q(v) = deg (v). For each graph
Gni the constant function ϕ (v) =
1√
ni
is an eigenfunction of AGi with
eigenvalue λ = d. Define
ϕi (v) =
{
1/√ni if v ∈ Gni
0 otherwise.
Then summing over the boundary terms, we have for any i ∈ N
‖Hϕi − λϕi‖2 = 2/ni.
Thus
‖Hϕi − λϕi‖2 i→∞−→ 0.
Additionally, for any i 6= j the functions ϕi and ϕj are orthogonal. Thus
{ϕi}∞i=1 is an orthonormal sequence of approximate eigenfunctions of H for
the value λ = d, and thus d ∈ σess (H) . We claim that d /∈
⋃
σ (L). Indeed,
it is easy to see that the only R-limits of G are the following three objects:
(1) The adjacency operator on the full line Z, appearing when the
limit is taken along a subsequence
{
vnj
}∞
j=1
of points (only) on N,
of increasing distance from the sequence {ki}∞i=1, i.e.
inf
i
(
dist
(
vnj , ki
)) −→
j
∞.
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(2) The adjacency operator on a d-regular tree Td, appearing when{
vnj
}∞
j=1
includes (only) points on {Gni}∞i=1, of increasing distance
from both the sequences of vertices
{
u
(1)
i
}∞
i=1
and
{
u
(2)
i
}∞
i=1
, i.e.
inf
i
dist
(
vnj , u
(`)
i
)
−→
j
∞
for both ` = 1, 2. Since the girth of Gni grows to infinity, we
conclude that for any R > 0 the reduced graph of radius R around
vnj will be a tree for j large enough.
(3) The adjacency operator on the tree, T˜ = T˜d, which is a half-line
connected to a d-regular tree at the point 1 ∈ N, appearing when{
vnj
}∞
j=1
are points on N of fixed distance from {ki}∞i=1, or when{
vnj
}∞
j=1
are points from {Gni}∞i=1 and are of a fixed distance from
either
{
u
(1)
i
}∞
i=1
or
{
u
(2)
i
}∞
i=1
.
The corresponding spectra for the first two operators are:
(1) σ (AZ) = [−2, 2].
(2) σ (ATd) =
[−2√d− 1, 2√d− 1].
Both of them do not contain the point λ = d. The following lemma com-
pletes the argument.
Lemma 2.4.1. d /∈ σ (A
T˜
)
Before proving the lemma we conclude that this example satisfies d /∈⋃
L σ (L), while d ∈ σess(H). This completes the proof of Theorem 2.2. 
Proof of Lemma 2.4.1. The tree T˜ = T˜d is composed of a d-regular
tree T = Td and a line, such that the point 1 ∈ N is connected to a point
0 ∈ T . Thus A
T˜
is a finite rank perturbation of AT ⊕AN, and so
σess
(
A
T˜
)
= σess (AT ) ∪ σess (AN) = σess (AT ) = [−2
√
d− 1, 2√d− 1].
Therefore d /∈ σess
(
A
T˜
)
. We want to exclude the possibility that
d ∈ σdisc
(
A
T˜
)
= σ
(
A
T˜
) \ σess (AT˜ ).
Using Dirac’s bra-ket notation, define A0 = AT˜ − |δ0〉 〈δ1| − |δ1〉 〈δ0| and
R (z) =
(
A
T˜
− z)−1, R0 (z) = (A0 − z)−1. Recall the resolvent identity (we
omit the dependence on z),
(2.7) R0 −R = R0
(
A
T˜
−A0
)
R = R0 (|δ0〉 〈δ1|+ |δ1〉 〈δ0|)R.
Multiplying by δ0 on both sides we have
mT (z)−m(z) = mT (z) 〈δ1, R(z)δ0〉 ,
where
mT (z) = 〈δ0, R0 (z) δ0〉
m (z) = 〈δ0, R (z) δ0〉 .
Additionally, by multiplying the identity (2.7) by δ1 on the left and by δ0
on the right we have
0− 〈δ1|R(z) |δ0〉 = mN(z)m(z)
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with
mN (z) = 〈δ1, R0 (z) δ1〉 .
Combining we get,
mT (z)−m(z) = mT (z) (−mN(z)m(z)) ,
which implies
(2.8) m(z) =
mT (z)
1−mT (z)mN(z) .
Now, if λ ∈ σdisc
(
AT˜
)
, then limε→0 Im (m (λ+ iε)) 6= 0 (see Theorem
1.3). We will consider this expression for λ = d. It follows from (2.8) that
Im (m) =
Im (mT (1 +mTmN))
|1−mTmN|2
=
Im (mT )− |mT |2 Im (mN)
|1−mTmN|2
.
It is known (see, e.g., [51]) that
(2.9) mN (z) =
−z +√z2 − 4
2
mT (z) =
−2 (d− 1)
(d− 2) z + d√z2 − 4 (d− 1) .
Thus
lim
ε→0
Im (mT (d+ iε)) = lim
ε→0
Im (mN (d+ iε)) = 0.
Additionally the denominator of Im (m) satisfies,
1−mT (d+ i0)mN (d+ i0) =1− (d− 1) d−
√
d2 − 4
(d− 2) d+ d√d2 − 4 (d− 1) =
1−
(d− 1)
(
d−√d2 − 4
)
2d (d− 2) 6= 0
since the number
√
d2 − 4 is irrational for every 2 < d ∈ N (d2 − 4 is not a
perfect square). Thus
lim
ε→0
|1−mT (d+ iε)mN (d+ iε)|2 > 0,
and we get
lim
ε→0
Im (m (d+ iε)) = 0.
This implies that d /∈ λ ∈ σdisc
(
AT˜
)
, and we can conclude that d /∈ σ (A
T˜
)
.

Remark. In fact σ
(
A
T˜
)
= σ (AT ). The inclusion σ (AT ) ⊆ σ
(
A
T˜
)
is
clear. Additionally, it is not hard, but is a bit cumbersome to see that for
any λ /∈ σ (AT ) the expression 1−mT (λ)mN (λ) is nonzero, and thus in this
case also λ /∈ σ (A
T˜
)
.

CHAPTER 3
Characterizing σess(H) on regular trees
After studying in the previous chapter the limitation of the method of
Last-Simon [28] on general graphs, we now turn to the natural problem
of generalizing the first characterization of the essential spectrum (1.6) to
infinite trees and especially to regular trees. First, we review in a sketch an
argument which overcomes the limitations and produces a positive result of
the form (1.9) on regular trees. In the rest of this chapter we use a different
method to study a special case, of Schro¨dinger operators H = ∆ + Q on
a regular tree, for which Q has a spherical symmetry around a fixed root.
In this case we present a constructive proof of (1.6), which also enables us
to obtain a better understanding of the spectral properties of the problem.
Finally in Section 3.5 we implement the results and calculate the essential
spectrum for an example of a Schro¨dinger operator with sparse spherically
symmetric potential. The content of this chapter is based on [10].
3.1. Introduction
We first recall the 1-dimensional characterization of the essential spec-
trum (1.6). Let J be a one sided Jacobi matrix. Then
(3.1) σess(J) =
⋃
J(r) is a right limit of J
σ
(
J (r)
)
.
As we know from Chapter 2 the method of Last–Simon [28] for proving this
characterization (with a closure on the right hand side) can be generalized
to a family of graphs of uniform polynomial growth. On the other hand,
we have seen an example for a graph (which is not included in this family)
for which (3.1) fails. As we have seen, the right limits of this example were
all trees. We have additionally seen that it is impossible to generalize this
method by considering balls on graphs of exponential growth.
It is therefore somewhat surprising that on regular trees, which are in
some sense the canonical example of exponentially growing graphs, (1.9) still
holds.
We shall focus here on the case of Schro¨dinger operators H = ∆ +Q on
regular trees, for which Q has a spherical symmetry around some fixed root
(see Definition 3.4.1 below). We shall refer to this case as the spherically
symmetric case.
Theorem 3.1. Assume H is a bounded and spherically symmetric
Schro¨dinger operator on `2 (T ) where T is a regular tree, then
σess (H) =
⋃
L∈R(H)
σ (L) .
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As before, here R(H) denotes the set of R-limits of H.
We give a constructive proof for this theorem in Section 3.3 below. The
argument involves a correspondence between the essential spectrum ofH and
the spectra of specific 1-dimensional Jacobi operators. This result might
be of interest on its own and is useful in calculating σess in some cases.
Denote by V0 ⊂ `2(T ) the subspace which is spanned by δv0 and H. By the
Gram-Schmidt process on the sequence of vectors Hnδv0 , n ∈ N we get an
orthonormal sequence which we will use as a complete orthonormal set for
V0. Clearly HV0 ⊂ V0 and the restriction of H to this subspace is unitarily
equivalent to a Jacobi matrix. We denote by JH the corresponding matrix.
Proposition 3.1.1. Assume H is a bounded and spherically symmetric
Schro¨dinger operator on `2 (T ) where T is a regular tree. Then
σess (H) ⊆
(⋃
r
σ
(
J (r)
))
∪
(⋃
s
σ
(
J(s)
))
where
{
J (r)
}
is the set of right limits of JH , and
{
J(s)
}
is the set of strong
limits of the sequence {Jn}∞n=1 of tails of JH .
Proposition 3.1.2. In the setting of Proposition 3.1.1,(⋃
r
σ
(
J (r)
))
∪
(⋃
s
σ
(
J(s)
)) ⊆ ⋃
L∈R(H)
σ (L)
Theorem 3.1 immediately follows from Theorem 1.2 and these two propo-
sitions. Moreover, we get an additional characterization of the essential
spectrum for such operators.
Theorem 3.2. Assume H is a bounded and spherically symmetric
Schro¨dinger operator on `2 (T ) where T is a regular tree. Then
σess (H) =
(⋃
r
σ
(
J (r)
))
∪
(⋃
s
σ
(
J(s)
))
where
{
J (r)
}
and
{
J(s)
}
are as in Proposition 3.1.1.
After we prove Theorem 3.1, S. Denisov has shown us an argument which
we describe in [10], and proves generally that
(3.2) σess (H) =
⋃
L∈R(H)
σ (L).
for any Schro¨dinger operator on a regular tree. As we sketch in Section 3.2
the proof overcomes the restrictions we have seen in Chapter 2 by using trial
functions which are supported on annuli around a fixed origin, instead of
functions supported on balls.
Remark 3.1.3. We expect this result to carry over to the case of non-
regular trees as well. We restricted our attention to regular trees in [10], for
simplicity. Further, it is an interesting open problem to study whether this
argument can be generalized to a larger family of graphs (e.g. by applying
some restrictions on their connectivity).
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Remark 3.1.4. The general result (3.2) includes a closure on the right
hand side. Since it is an adaptation of the argument of [28] and Section 2.2,
we cannot do better with this method. However, as mentioned in Chapter
1, in the one dimensional case the result (1.6) is known to hold without
the closure. For now it is still an open problem whether this result can be
extended to trees. In the spherically symmetric case we have Theorem 3.1,
which holds without the closure on the right hand side.
Remark 3.1.5. By a simple adaptation everything holds also for Jacobi
operators on the tree. For simplicity we treat Schro¨dinger operators.
Remark 3.1.6. We expect the argument used in the proof of Theorem
3.1 (and Theorem 3.2) to carry over to more general graphs which have
a spherical symmetry around some fixed root. For example, consider a
spherically symmetric tree with cycles (an example is given in Section 4.4.2
in which we additionally assume sparseness of this graph). Notice that this
type of examples cannot be treated with the argument used on trees. We
leave this direction to a future work.
3.2. Overcoming the obstacles in the argument on trees
For completeness, we sketch here Denisov’s proof of (3.2) for general
operators on regular trees. The full proof is included in [10, Section 4].
Given a regular tree T , we fix an origin v0 and define trial functions of the
form:
χk,r(v) =
{
1− ||v|−k|r if ||v| − k| < R
0 otherwise,
where k, r ∈ N, and as usual |v| = dist (v, v0). Define further
ψk,r(v) = χk,r(v)/
√∑
k χ
2
k,r(v).
We continue by defining C(r) as in the proof of Theorem 2.1, i.e.
C(r) = −2
∑
k
[H,ψk,r]
2 .
The number of nonzero terms in this sum is linear with r, in contrast to the
exponential number of terms we had in the corresponding sum in Chapter 2.
This fact allows a better bound on
∥∥C(r)∥∥, by which we can conclude that
limr→∞
∥∥C(r)∥∥ = 0. We continue tracing the argument of Last-Simon and
take a Weyl’s sequence of orthonormal approximate eigenfunctions {ϕn}n∈N
for λ. By following the argument, we split each ϕn into candidate approx-
imate eigenfunctions ϕk,n = ψk,rϕn (for k ∈ N) which are supported on
annuli of diameter 2r, moving away to infinity, and such that the sum∑
k
‖(H − λ)ϕk,n‖2
is suitably small (for large enough r and n). In the second part of the proof
the structure of the tree is exploited, in order to split each function ϕk,n (in
the connections closest to the origin) into a sum of candidate approximate
eigenfunctions which are locally supported in the graph (on balls of radius r).
Next we conclude that for each n ∈ N there exists at least one such locally
supported approximate eigenfunction which is nonzero. Now we can find
34 3. CHARACTERIZING σess(H) ON REGULAR TREES
R-limits and corresponding approximate eigenfunctions by an adaptation of
the argument we used in Section 2.2, based on compactness.
3.3. R-Limits on regular trees
As a preliminary for the proof of Propositions 3.1.1 and 3.1.2 we discuss
here some properties of R-limits of regular trees and present some useful
definitions and notation. LetH be a Schro¨dinger operator on a d-regular tree
T (with d > 2) with root vertex v0 ∈ T . In this case the Laplace operator
is different from the adjacency operator by a constant, i.e. ∆T = AT − dI.
The influence of the term −dI on the spectrum is just a shift, and thus,
for convenience, we can ignore this term (or absorb it into the potential Q)
and write ∆ for the adjacency operator. Let {H ′, T ′, v′0} be an R-limit of
H along a path to infinity {vj}∞j=0 ⊂ V (T ). The following are properties of
R-limits on regular trees.
First, since a regular tree is homogeneous, any R-limit of H is defined
on the same regular tree. Thus we can assume that T ′ is another copy of
the d-regular tree. Next, we will rely on this property in order to develop a
more geometric formulation for the definition of R-limit on regular trees.
Definition 3.3.1. Given an isometry between trees f : T → T ′, denote
by If : `
2 (T )→ `2 (T ′) the isometry operator: (Ifψ) (v) = ψ (f (v)).
Definition 3.3.2. For any vertex u ∈ T , R > 0, denote by Pu,R the
projection operator onto `2 (BR (u)). Further, for any operator X on `
2 (T ),
denote the operator Xu,R = Pu,RXPu,R.
Proposition 3.3.3. Let H be a Schro¨dinger operator on a d-regular
tree T , and assume {H ′, T ′, v′0} is an R-limit of H along a path to infinity
{vj}∞j=0. Then there exists a subsequence of vertices {uj}∞j=1 ⊆ {vj}∞j=0
and a sequence of tree isometries {fj : T → T ′}∞j=1, with fj (uj) = v′0 (see
Figure 3.1) satisfying, for every R > 0,
(3.3)
∥∥∥IfjHuj ,RI−1fj −H ′v′0,R∥∥∥ −→j→∞ 0.
Moreover, if H ′ is a Schro¨dinger operator on {T ′, v′0} and there exist se-
quences {uj}∞j=1, |uj | → ∞ and {fj}∞j=1 as above, such that (3.3) is satisfied
for any R > 0, then {H ′, T ′, v′0} is an R-limit of H.
Proof. Assume the R-limit H ′ is obtained along the subsequence{
vnj
}∞
j=1
(as in Definition 1.3.2), and define uj = vnj . Note that for any
j ∈ N the coherent isomorphisms sequence
{
I(j)k
}∞
k=1
can be extended
to an isomorphism Ij : `2 (T ) → `2 (N), that agrees on balls around uj
with I(j)k . Similarly, the sequence I ′k can be extended to an isomorphism
I ′ : `2 (T ′) → `2 (N). Now we can define Ifj (and fj) by Ifj = I ′−1Ij . The
convergence (3.3) then follows directly from (1.11).
In the other direction, assume {uj} is a sequence of vertices and {fj}∞j=1
is a sequence of tree isometries as above. By compactness there is a path
to infinity, {vj}∞j=1, which contains a subsequence
{
u′j
}∞
j=1
⊆ {uj}∞j=1, i.e.
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Figure 3.1. The isometries fj between T and T
′.
u′j = vnj , for a corresponding sequence {nj} ⊆ N. Let {I ′k}∞k=1 be any
sequence of coherent isomorphisms of T ′ around v′0. We can now define for
any j ∈ N a coherent sequence of isomorphisms
{
I(j)k
}∞
k=1
of T around u′j
by
I(j)k = I ′kIfj |Bk(u′j).
The convergence (1.11) follows directly from (3.3). 
Next we present another property of R-limits on regular trees, which is
the possibility to choose the isometries {fj} such that the path from uj to v0
is always mapped to the same sequence of vertices in T ′ from v′0 to infinity.
Definition 3.3.4. Denote by N (u) the set of neighbors of the vertex
u. Additionally, assuming u 6= v0, denote by A (u) = A1(u) = Av0 (u)
the vertex w ∈ N(u) on the (shortest) path from v0 to u. For n ∈ N, let
An(v) = A
(
An−1 (v)
)
.
Proposition 3.3.5. Let {T, v0} and {T ′, v′0} be two copies of the d-
regular tree, assume {vj}∞j=0 is a path to infinity in T , {wj}∞j=1 ⊆ {vj}∞j=0
is a subsequence, and {gj : T → T ′}∞j=1 is a sequence of tree isomtries, with
gj (wj) = v
′
0. Then there exist a subsequence of vertices {uj}∞j=1 ⊆ {wj}∞j=1,
a corresponding subsequence of tree isometries {fj}∞j=1 ⊆ {gj}∞j=1, and a
path to infinity {v′k}∞k=0 ⊂ V (T ′), so that
(3.4) ∀n ∈ N, fj (An (uj)) = v′n,
for any j ∈ N such that |uj | > n.
Proof. By compactness, the sequence {fj (A (wj))}∞j=1 ⊂ T ′ contains a
vertex v ∈ N(v′0) an infinite number of times, denote it by v′1 = v and restrict
to this sebsequence. Continue further inductively to define the path to
infinity {v′k}∞k=0. Finally take the diagonal over the resulting subsequences of
vertices ⊆ {wj}∞j=1 and tree isometries ⊆ {gj}∞j=1 to define the subsequence
{uj}∞j=1 and the subsequence {fj}∞j=1. 
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We refer to the sequence {v′k}∞k=0 from Proposition 3.3.5 as an ancestors
sequence.
Corollary 3.3.6. Let H be a Schro¨dinger operator on a d-regular tree
T , and assume {H ′, T ′, v′0} is an R-limit of H along a path to infinity
{vj}∞j=0. Then there exists a subsequence of vertices {uj}∞j=1 ⊆ {vj}∞j=0,
a sequence of tree isometries {fj}∞j=1 as in Proposition 3.3.3, and an ances-
tors sequence {v′k}∞k=0 ⊂ V (T ′), such that (3.3) and (3.4) are satisfied.
We conclude with some more definitions that will be useful below,
Definition 3.3.7 (Descendants of an Ancestors Sequence). Given
an ancestors sequence {v′k}∞k=0 we define a descendant (strict total) order
relation >D on the neighboring vertices of the tree, recursively, as follows:
(1) for any k ∈ N ∪ {0}, v′k+1 >D v′k.
(2) if w >D u then for any z ∈ N (u) so that z 6= w, u >D z (and so
also w >D z is required, to ensure transitivity).
Definition 3.3.8. Given a vertex v′ ∈ T ′ denote by Γv′ the subtree of
descendants of v′,
Γv′ =
{
u ∈ T ′ | v′ >D u
} ∪ {v′} .
3.4. Proof of Propositions 3.1.1 and 3.1.2
Definition 3.4.1. We say that an operator H = ∆+Q on a regular tree,
T , is spherically symmetric (around some vertex, v0 ∈ T ) if the potential
satisfies Q(v) = q (|v|+ 1), where |v| = dist (v, v0) and q : N→ R.
Definition 3.4.2. A Jacobi matrix with parameters {ak}∞k=1 and
{bk}∞k=1 is a matrix of the form
J =

b1 a1 0
a1 b2 a2 0
0 a2 b3 a3
0 a3 b4
. . .
 .
Definition 3.4.3. The k-th tail of a semi-infinite matrix A is a semi-
infinite matrix A[k] defined by
(
A[k]
)
i,j
= (A)i+k,j+k, where i, j ∈ N.
Proof of Proposition 3.1.1. We begin with exploring the essential
spectrum of H using the symmetry of the system. The spherical symmetry
implies that H decomposes as a direct sum (see [1, 9]) of Jacobi matrices
H ∼=
∞⊕
n=1
(
⊕knj=1Sn
)
,
where Sn has the parameters
a
(n)
k =
{√
d n = k = 1√
d− 1 otherwise,
b
(n)
k = qk+n−1, and kn is some explicit function of n and the degree of the
tree (see [9]). Notice that the direct sum includes kn copies of Sn for each
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n ∈ N. Additionally, note that the matrix Sn is the (n − k)’th tail of the
matrix Sk for any n > k ∈ N. The matrix we denoted previously by JH is
actually S1, which is,
S1 = JH =

q1
√
d 0√
d q2
√
d− 1
0
√
d− 1 q3
√
d− 1√
d− 1 q4
. . .

All other Sn’s are tails of this Jacobi matrix.
Proposition 3.1.1 now follows from the next proposition, which we give
in a more general form. 
Proposition 3.4.4. Assume J is a bounded Jacobi matrix with param-
eters {aj}∞j=1 and {bj}∞j=1, satisfying
sup
j
(
|aj |+ |bj |+ |aj |−1
)
= M <∞.
Let {Jn}∞n=1 be a subsequence of the sequence of tails of J ,
{
J [k]
}∞
k=1
, let
{in}∞n=1 ⊂ N, and let K =
⊕∞
n=1
(
⊕inj=1Jn
)
. Then the essential spectrum of
K satisfies:
σess (K) ⊆
(⋃
r
σ
(
J (r)
))
∪
(⋃
s
σ
(
J(s)
))
where
{
J (r)
}
is the set of right limits of J , and
{
J(s)
}
is the set of strong
limits of the sequence {Jn}∞n=1 .
Before proving Proposition 3.4.4 we present another preliminary proposition:
Proposition 3.4.5. The essential spectrum of K satisfies:
σess(K) = σess (J) ∪ Σ
where,
Σ = Σ0
∖
σess (J) ,
Σ0 =
{
E ∈ R | ∃ {nk}∞k=1 , nk+1 ≥ nk ∈ N, {gk}∞k=1 ∈ `2 (N) , λk ∈ R,
so that Jnkgk = λkgk, and λk −→
k→∞
E
}
(i.e. Σ is the set of limit points of eigenvalues of the Jn’s that are not in
σess).
Proof of Proposition 3.4.5. First, note that Jn is a finite rank per-
turbation of J and thus σess (J) = σess (Jn) for every n ∈ N. Thus
σess (J) ⊆ σess (K). Additionally by definition Σ ⊆ σess (K). Thus,
σess(K) ⊇ σess (J) ∪ Σ.
For the reverse inclusion, denote σn = σdisc(Jn) = σ (Jn) \σess (Jn), so,
σ (Jn) = σess (Jn) ∪ σn = σess (J) ∪ σn.
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Then,
σ (K) =
⋃
n
σ (Jn) =
⋃
n
(σess (J) ∪ σn) =
= σess (J) ∪
(⋃
n
σn
)
.
The essential spectrum is closed and thus we can write
σ (K) = σess (J) ∪
⋃
n
σn,
and we claim that this is exactly:
=
(⋃
n
σ (Jn)
)
∪ Σ.
Indeed, σess (J) ⊆ σ (Jn) for every n, and if λ ∈
(⋃
n σn
)∖
σess (J) then it is
either an isolated eigenvalue of some Jn (so λ ∈ σ (Jn)), or an accumulation
point of eigenvalues of Jn’s, in which case λ ∈ Σ. The opposite inclusion
follows immediately. We now have,
σ (K) \ (σess (J) ∪ Σ) =
[(⋃
n
σ (Jn)
)
∪ Σ
]∖
(σess (J) ∪ Σ) =
=
[⋃
n
(σ (Jn) \σess (J))
]∖
Σ.
Each term σn = σ (Jn) \σess (J) = σ (Jn) \σess (Jn) = σdisc (Jn) contains
only isolated eigenvalues of finite multiplicity. Every accumulation point
of such points is contained in Σ. Hence, every point in (∪nσn) \Σ is an
isolated eigenvalue of finite multiplicity of finitely many Jn’s, and thus it
is also an isolated eigenvalue of finite multiplicity of K. We conclude that
σ (K) \ (σess (J) ∪ Σ) ⊆ σdisc (K), and thus σess (K) ⊆ σess (J) ∪ Σ. 
Proof of Proposition 3.4.4. By (1.6) we have that σess (J) ⊆
∪rσ
(
J (r)
)
. Thus (using Proposition 3.4.5) it is sufficient to prove that
Σ ⊆ ∪sσ
(
J(s)
)
. Let E ∈ Σ. Assume {Ek}∞k=1 is a sequence of eigenvalues
of {Jnk}∞k=1, with nk+1 ≥ nk, so that Ek → E, and let ψk be the corre-
sponding eigenfunctions, satisfying Jnkψk = Ekψk, ‖ψk‖ = 1. If {nk}∞k=1 is
bounded then E is a limit point of eigenvalues of Jn0 , where n0 = maxk nk,
which means that E ∈ σess (J), contradicting E ∈ Σ. Thus nk →∞ and, by
restricting to a subsequence if necessary, we may assume that Jnk converges
strongly to some J(s), i.e. for any ψ ∈ `2 (N),
∥∥J(s)ψ − Jnkψ∥∥→ 0.
Denote by µk the spectral measure of Jnk with respect to δ1 =
(1, 0, 0, 0, . . .). Then,
µk
w−→ µs
where µs is the spectral measure of J(s) with respect to δ1, and
w→ indicates
weak convergence.
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Assume first that limk→∞ µk ({Ek}) = 0. We shall show that in this case
E ∈ σess(J), in contradiction with E ∈ Σ. Note
|ψk(1)|2 = µk ({Ek}) k→∞−→ 0.
Define
{
ψ˜k
}∞
n=1
by
ψ˜k(j) =
{
0 j < nk
ψk(j − nk + 1) j ≥ nk
.
Then ψ˜k satisfies
∥∥∥ψ˜k∥∥∥ = 1 and,
(
Jψ˜k
)
(j) =

(Jnkψk) (j − nk + 1) j ≥ nk
ankψk (1) j = nk − 1
0 j < nk − 1
.
Thus, ∥∥∥Jψ˜k − Eψ˜k∥∥∥ ≤ ∥∥∥Jψ˜k − J˜nkψk∥∥∥+ ∥∥∥J˜nkψk − Eψ˜k∥∥∥ ≤
≤ |ankψk (1)|+ |Ek − E| → 0.
In addition, it is clear that ψ˜k
w−→ 0, which implies that E ∈ σess(J). Thus,
we can conclude that
lim
k
µk ({Ek}) > 0,
so by taking a subsequence of {Ek}∞k=1 we can assume that
ν = lim
k
µk ({Ek}) > 0
exists. Let ε > 0 and f ∈ C (R) such that supp (f) ⊆ (E − ε, E + ε), f ≥ 0
and f (E) > 0. Then there exists some N ∈ N such that for every k > N ,
|Ek − E| < ε, µk ({Ek}) > ν/2 and f (Ek) > f (E)/2.
Now, for every k > N we have that∫
f dµk ≥ f (Ek)µk ({Ek}) ≥ f(E) · ν/4 > 0.
Hence by the weak convergence of the measures µk
w−→ µs we conclude that∫
f dµs ≥ f(E) · ν/4 > 0 for every such f , and thus (since the spectrum is a
closed set) E ∈ supp (µs) ⊆ σ
(
J(s)
)
. 
Proof of Proposition 3.1.2. We shall now prove that(⋃
r
σ
(
J (r)
))
∪
(⋃
s
σ
(
J(s)
)) ⊆ ⋃
L is an R-limit of H
σ(L).
Assume J (r) is a right limit of J = JH along a sequence {li}∞i=1 ⊆ N, i.e.
(3.5)
∥∥∥Jli,R − J (r)0,R∥∥∥ −→i→∞ 0
for any R > 0. We claim that we can find a correspondingR-limit {L, T ′, v′0}
of H, such that σ
(
J (r)
) ⊆ σ (L). Indeed, for i ∈ N take some ui ∈ T so
that dist (ui, v0) = li, and take any isomorphism of trees fi : T → T ′ so that
fi (ui) = v
′
0. Moreover, by Proposition 3.3.5 and restricting to a subsequence
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if necessary, we can assume the existence of an ancestors sequence
{
v′j
}∞
j=0
such that (3.4) is satisfied. For any j ∈ N define a Schro¨dinger operator L(j)
on `2
(
Γv′j
)
, with diagonal terms:(
L(j)
)
x,x
=
(
J (r)
)
|x|−j,|x|−j
,
where for x ∈ Γv′j , |x| = dist
(
x, v′j
)
. Note that L(j) is spherically symmetric
around v′j , and that the sequence
{
L(j)
}∞
j=1
satisfies L(j)|Γv′
j
= L(k)|Γv′
j
for
k ≥ j (see Figure 3.2). Thus, we may define L on `2 (T ′) by L|Γv′
j
=
Figure 3.2. The subtrees Γv′j , and the diagonal terms of L,
(J)k ≡
(
J (r)
)
k,k
.
L(j). This defines an operator on `2 (T ′) since ∪∞j=1Γv′j = T ′. The sequence{
L(j)
}∞
j=1
converges strongly to L: Indeed, for any ε > 0 and g ∈ `2 (T ′) we
can find R > 0 so that
∥∥∥g|T ′\BR(v′0)∥∥∥ < ε, and thus for any j > R+ 1,∥∥∥(L− L(j)) g∥∥∥ < ‖L‖∥∥∥g|T ′\BR(v′0)∥∥∥ < ‖L‖ ε.
Notice that by the spherical decomposition (and the symmetry) there exists
for any i ∈ N a map ni(x) : BR (ui)→ N∩ [1, 2R+1], so that for x ∈ BR (ui)
(Hui,R)x,x = (Jli,R)ni(x),ni(x) .
Similarly, each term
(
Lv′0,R
)
y,y
is a diagonal term
(
J
(r)
0,R
)
n˜(y),n˜(y)
(note that
Lv′0,R is spherically symmetric around v
′
R, but not around v
′
0). Moreover, by
the construction of L, the maps n˜ and ni are related by n˜ (fi(x)) = ni(x)
(for i ∈ N, x ∈ BR (ui)). Now, since any diagonal term of Jli,R and J (r)0,R
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repeats at most dR times as a diagonal term of Hui,R and Lv′0,R, and using
(3.5), it follows that for any R ∈ N,∥∥∥IfiHui,RI−1fi − Lv′0,R∥∥∥ < dR ∥∥∥Jli,R − J (r)0,R∥∥∥ −→i→∞ 0.
Thus by Proposition 3.3.3, L is an R-limit of H.
The spherical decomposition of L(j) produces a direct sum of Jacobi
matrices,
(3.6) L(j) ∼=
∞⊕
i=0
(
⊕L(j)i
)
,
where L
(j)
i ∈ B
(
`2 (N)
)
, has diagonal terms(
L
(j)
i
)
n,n
=
(
J (r)
)
n−j+i−1,n−j+i−1
.
Now, from each approximate eigenfunction of J (r) we can produce approx-
imate eigenfunctions of L
(j)
i above, for any j − i large enough: Assume g
is an approximate eigenfunction of J (r), satisfying
∥∥J (r)g − λg∥∥ < ε, since
g ∈ `2 (Z) we can take N large enough so that ∥∥g|Z\(−N,N)∥∥ < ε. For any
m ∈ Z define hm ∈ `2 (N) by
hm(n) =
{
g(n−m− 1) |n−m| < N
0 |n−m| ≥ N ,
then for any j, i ∈ N such that j − i > N ,(
L
(j)
i hj−i
)
(k) =
(
J (r)g|[−N,N ]
)
(k − j + i− 1)
for every k ∈ N ∩ (−N − j + i− 1, N − j + i− 1). Thus,∥∥∥L(j)i hj−i − λhj−i∥∥∥ ≤ ∥∥∥J (r)g|[−N,N ] − λg|[−N,N ]∥∥∥+ ε
≤
∥∥∥J (r)g − λg∥∥∥+ (∥∥∥J (r)∥∥∥+ |λ|)∥∥g|Z\[−N,N ]∥∥+ ε < C · ε.
By the unitary equivalence (3.6), an approximate eigenfuction of some L
(j)
i
will correspond to an approximate eigenfunction of L(j), with the same eigen-
value. Moreover, since the semi-infinite-matrix L
(j)
i depends only on j − i,
the same function is an approximate eigenfunction of L(j) for any j large
enough. Thus, using the strong convergence L(j) → L we get an approximate
eigenfunction of L. Therefore σ
(
J (r)
) ⊆ ⋃σ (L).
We now turn to the case in which J(s) is a strong limit of the sequence
{Jk}∞k=1. Any such J(s) will appear as the restriction to the half line `2 (N) of
some right limit J (r). Thus J(s) is contained in the set of matrices
{
L
(j)
i
}∞
i,j=0
above. Thus, again, any approximate eigenfunction of J(s) corresponds to an
approximate eigenfunction of some L
(j)
i , and thus also of L. Hence σ
(
J(s)
) ⊆⋃
σ (L). 
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3.5. Example: a sparse spherically symmetric potential
Let α ∈ R and define q : N ∪ {0} → R by
q(n) =
{
α n ∈ {k2 | k ∈ N}
0 otherwise.
We shall consider a spherically symmetric Schro¨dinger operator on the
rooted d-regular tree (Td, v0) defined by H = ∆ + Q, where Q(v) = q(|v|)
(as usual |v| = dist(v, v0)). We would like to calculate σess(H).
The matrix JH corresponding to H is the Jacobi matrix with parameters
an =
{√
d n = 1√
d− 1 n > 1,
bn = q(n− 1).
As a consequence of Theorems 3.1 and 3.2 we know that
σess(H) =
⋃
L∈R(H)
σ(L) =
(⋃
r
σ
(
J (r)
))
∪
(⋃
s
σ
(
J(s)
))
,
where
{
J (r)
}
and
{
J(s)
}
are the sets of right limits of JH and of strong
limits of the sequence {Jn}∞n=1 of tails of JH , respectively. There are two
right limits of JH :
J (0) =
√
d− 1∆Z =

. . .
. . . 0
√
d− 1√
d− 1 0 √d− 1√
d− 1 0 . . .
. . .
 ,
and
J (1) = J (0) + α〈δ1, ·〉δ1.
There are infinitely many strong limits, which are:
J(0) =
√
d− 1∆N =

0
√
d− 1√
d− 1 0 √d− 1√
d− 1 0 . . .
. . .
 ,
and, for every k ∈ N,
J(k) = J(0) + α〈δk, ·〉δk.
Obviously,
σ
(
J (0)
)
= σ
(
J(0)
)
= σess
(
J (1)
)
= σess
(
J(k)
)
=
[
−2√d− 1, 2√d− 1
]
.
Thus we are left to calculate the discrete spectrum of J (1) and J(k). These
matrices are rank one perturbations of J (0) and J(0). Begin with J
(1) and
denote R(1) =
(
J (1) − z)−1, R(0)(z) = (J (0) − z)−1. By the basic formula
of rank-one perturbations we get that
m(1)(z) = 〈δ0, R(1)(z)δ0〉 = m
(0)(z)
1 + αm(0)(z)
,
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where
m(0)(z) = 〈δ0, R(0)(z)δ0〉.
Using the expression for the Borel transform corresponding to the adjacency
operator on Z (see e.g [51])
mZ(z) = − 1√
z2 − 4 ,
and the relation J (0) =
√
d− 1∆Z we conclude that
m(0)(z) = − 1√
z2 − 4(d− 1) .
We can get an additional point in the spectrum of J (1) if 1 + αm(0)(z)
vanishes. Thus √
z2 − 4(d− 1) = α,
so
z± = ±
√
α2 + 4(d− 1).
By requiring that m(z) = −1/z +O (1/z2) we get that the correct branch is
z0 = sign(α)
√
α2 + 4(d− 1).
The vector δ0 is not cyclic for J
(1), but together with δ1 − δ−1 we get a
cyclic system. However, J (1) on the subspace spanned by J (1) and δ1 − δ−1
is equivalent to J(0). Thus we can conclude that
σ
(
J (1)
)
=
[
−2√d− 1, 2√d− 1
]
∪ {z0}.
As for J(1), similarly, with R(1) =
(
J(1) − z
)−1
and R(0) =
(
J(0) − z
)−1
,
we have
m(1)(z) = 〈δ0, R(1)(z)δ0〉 =
m(0)(z)
1 + αm(0)(z)
,
where
m(0)(z) = 〈δ0, R(0)(z)δ0〉.
Using the expression for the Borel transform corresponding to the adjacency
operator on N (again see e.g [51])
mN(z) =
−z +√z2 − 4
2
,
and the relation J(0) =
√
d− 1∆N we conclude that
m(0)(z) =
−z +√z2 − 4(d− 1)
2(d− 1) .
Again, we can get an additional point in the spectrum of J(1) if 1+αm(0)(z)
vanishes. Thus
αz − 2(d− 1) = α
√
z2 − 4(d− 1),
so
z1 = α+
d− 1
α
and we can conclude that σ
(
J(1)
)
=
[−2√d− 1, 2√d− 1] ∪ {z1}.
Consider now the operator J(k). Since J(k) is a rank one perturbation
of J(0) we know that σ
(
J(k)
)
consist of σ
(
J(0)
)
and a possibly additional
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point in the discrete spectrum. Thus it will be sufficient to find this point by
studying the spectral measure of J(k) with respect to the vector δk. Denote,
G(k),n(z) =
〈
δn,
(
J(k) − z
)−1
δn
〉
.
Again, by the basic formula of rank one perturbation we have
G(k),k(z) =
G(0),k(z)
1 + αG(0),k(z)
,
and we get an additional point in σ
(
J(k)
)
if
G(0),k(z) = −
1
α
.
Define further
GNk (z) =
〈
δk, (∆N − z)−1 δk
〉
.
Since
G(0),k(z) =
1√
d− 1G
N
k
(
z√
d− 1
)
we should solve the equation
GNk (u) = −β
with u = z/
√
d−1 and
β =
√
d−1/α.
Using known expressions for ∆N (it follows e.g. from [51, equation (3.2.34)
and example 3.7.3]) we have
GNk
(
x+ x−1
)
=
1− x2k
x− x−1 .
Denote
fk(x) =
x2k − 1
x− x−1 .
We have that, for any x 6= ±1,
fk(x) = x
(
1 + x2 + x4 + . . .+ x2n−2
)
,
and thus f ′k(x) > 0 for all x ∈ R\{0,±1}. Additionally fk(0) = 0,
limx→±∞ fk(x) = ±∞. Thus for a given β 6= 0 there exists a single so-
lution xk ∈ R satisfying fk(xk) = β. Now from xk we get a corresponding
point
zk =
√
d− 1 (xk + x−1k )
in the spectrum of J(k). Note that in the limit k →∞ we get, as expected,
that zk → z0.
We can now conclude that
σess(H) =
[
−2√d− 1, 2√d− 1
]
∪
∞⋃
k=0
{zk}.
On the other hand, the set of R-limits of H is composed of two objects:
• The adjacency operator on T the d-regular tree.
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• A Schro¨dinger operator on T with a specific potential Q that we will
describe next. Let v0 be a root for T , let {vk}∞k=0 be an ancestors
sequence in T (as defined in Proposition 3.3.5), and let Γvk be the
subtree of descendants of vk (as in Definition 3.3.8). Then,
Q(v) =
{
α if for some k ∈ N, v ∈ Γvk and dist(v, vk) = k
0 otherwise.
The term ‘sphere at infinity’ might be appropriate for the set of
points on which Q is nonzero. From the above computation the
spectrum of this operator is exactly[
−2√d− 1, 2√d− 1
]
∪
∞⋃
k=0
{zk}.

CHAPTER 4
Eigenfunction growth of R-limits of H
In this chapter we study possible generalizations of the characterization
(1.7) of the essential spectrum σess, which involves the set of bounded gen-
eralized eigenfunctions of right limits of H. By a (non-trivial) adaptation
to graphs of the proof given by Simon [51, Section 7.2] we produce positive
results for graphs of sub-exponential growth. As a consequence we get also
a statement of (1.6) on graphs of uniform sub-exponential growth, which is
stronger than the one that we obtained by generalizing Last-Simon. The
proof involves a correspondence between points in the spectrum and gener-
alized eigenfunctions obeying a specific estimate on the growth rate. The
statement that, for a given generalized eigenfunction of polynomial growth
the corresponding energy is in the spectrum is known as Shnol’s Theorem.
We study in more generality a “reverse” Shnol’s Theorem for graphs (fol-
lowing Lenz and Teplyaev [31]) in Section 4.3. Finally, in Section 4.4 we
show examples of applications of (1.6). The content of this chapter is the
subject of a work in preparation, partly joint with S. Beckus.
4.1. Introduction
We first recall (1.7) from Chapter 1: on N and on Zn the essential
spectrum of a Schro¨dinger operator H can be characterized also in terms of
the set of energies corresponding to bounded generalized eigenfunctions of
right limits of H, i.e.
(4.1) σess(H) =
⋃
H(r) is a right limit of H
σ∞
(
H(r)
)
,
where, for a Schro¨dinger operator J
σ∞(J) =
{
λ
∣∣∣ ∃ψ ∈ `∞, Jψ = λψ} .
In the current chapter we study a possible generalization of this relation to
graphs.
Let H be a Schro¨dinger operator on a rooted graph (G, v0). Recall the
notation R (H) for the set of R-limits of H, and the definitions
|v| = dist (v, v0) ,
Sv0(r) = {v ∈ G | dist(v, v0) = r} ,
S(r) = Sv0(r) = |Sv0(r)| .
In order to generalize (4.1) to general graphs we will have to assume
a sub-exponential growth rate of the graph, i.e. ∀γ > 1,∃C > 0, so that
∀r ∈ N
(4.2) Sv0(r) < Cγ
r.
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Theorem 4.1. Assume (G, v0) is an infinite graph of sub-exponential
growth rate, and H is a bounded Schro¨dinger operator on `2 (G), then
(4.3) σess (H) ⊆
⋃
H′∈R(H)
σ∞
(
H ′
)
.
The proof depends on the existence of a generalized eigenfunction for
each point in the spectrum, by which we mean a function ψ : G→ C satis-
fying Hψ = λψ. The proof relies on the existence of such generalized eigen-
functions of specific growth rate, a property known as a “reverse” Shnol’s
Theorem. We shall use the following form of a reverse Shnol’s Theorem on
graphs, which follows from [31] (in which this property is given in a slightly
broader context):
Theorem 4.2 (reverse Shnol’s Theorem, [31, Theorem 3]). Let (G, v0)
be a rooted (infinite) graph of bounded degree and H a bounded Schro¨dinger
operator on `2 (G). Assume ω ∈ `2(G) is real and positive (i.e. ω(v) >
0 ∀v ∈ G) and let µ be a spectral measure for H. Then, for µ-a.e. λ ∈ σ (H)
there exists a generalized eigenfunction ϕ = ϕ (v) satisfying Hϕ = λϕ, and
additionally
(4.4) ϕ(·)ω(·) ∈ `2(G).
Corollary 4.1.1. Let (G, v0) be a rooted (infinite) graph of bounded
degree and H a bounded Schro¨dinger operator on `2 (G). Let ω ∈ `2(G) be
real and positive, then{
λ ∈ σ(H) ∣∣ ∃ϕ : G→ C, Hϕ = λϕ ∧ (4.4)} = σ(H).
Corollary 4.1.2. For µ-a.e. λ ∈ σ (H) there exists a corresponding
generalized eigenfunction satisfying for any v ∈ G,
(4.5) |ϕ (v)| ≤ (|v|+ 1) ·
√
Sv0 (|v|).
For completeness we shall include a proof of Theorem 4.2 and its corol-
laries in Section 4.3.
In the case of graphs of sub-exponential growth the following additional
property holds, which is a (direct) Shnol’s theorem:
Proposition 4.1.3 ([23, Theorem 4.8]). Let H be a bounded
Schro¨dinger operator on a rooted graph (G, v0) of a bounded degree. Assume
w : V (G) → C is a (non-zero) generalized eigenfunction of H, satisfying
(H − λ)w = 0. Assume that w is sub-exponentially bounded with respect to
the graph metric, i.e. e−α|·|w ∈ `2(G) for all α > 0. Then λ ∈ σ(H).
Remark 4.1.4. This result appears in [23] in more generality, allowing
any (bounded) Jacobi operators on the graph.
If we assume a uniform sub-exponential growth rate of the graph, i.e.
∀γ > 1,∃C > 0, so that ∀u ∈ G, r ∈ N
(4.6) Su(r) < Cγ
r,
we get the following result:
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Theorem 4.3. Let G be an infinite graph of uniform sub-exponential
growth and let H be a bounded Schro¨dinger operator `2(G). Then,
(4.7) σess(H) =
⋃
H′∈R(H)
σ∞(H ′) =
⋃
H′∈R(H)
σ(H ′).
Proof. We already know from Theorems 1.2 and 4.1 that⋃
H′∈R(H)
σ(H ′) ⊆ σess(H) ⊆
⋃
H′∈R(H)
σ∞(H ′).
Thus, showing that, for any H ′ ∈ R(H),
σ∞(H ′) ⊆ σ(H ′)
will complete the proof. Actually, since we assume uniform sub-exponential
growth also any R-limit (H ′, G′) of (H,G) is of (uniform) sub-exponential
growth (for any r > 0, the sphere Sv′0(r) has a corresponding sphere in
the original graph which satisfies (4.2), and thus also Sv′0(r) < Cγ
r). In
this case e−α|·| ∈ `2(G′) for any α > 0. Thus, given a bounded generalized
eigenfunction ϕ, satisfying H ′ϕ = λ′ϕ, the conditions of Proposition 4.1.3
are satisfied for ϕ, and we get that λ ∈ σ(H ′). 
Remark 4.1.5. On graphs of exponential growth
σess (H) +
⋃
H′∈R(H)
σ∞
(
H ′
)
.
A simple example is H = ∆, the adjacency operator on the d-regular tree.
The only R-limit is the same operator (H ′ = ∆ on Td), for which, e.g. by
taking the constant function ψ ≡ 1, we get that d ∈ σ∞(∆). Thus
d ∈ σ∞ (∆) \σess (∆) .
In fact, [−d, d] ⊂ σ∞(∆) (it follows e.g. from [35, Equation (7.7)]), and thus
[−d, d]∖ [−2√d− 1, 2√d− 2] ⊂ σ∞ (∆) \σess (∆) .
Remark 4.1.6. As discussed in Chapter 2 the uniform growth of G is
crucial. See the example in Section 2.4.
Remark 4.1.7. The above mentioned example does not contradict (4.3)
on general graphs. It is still an open problem whether this inclusion holds
or not on graphs of exponential growth.
Remark 4.1.8. The set of graphs of uniform sub-exponential growth
contains many different examples. For instance, one class of such graphs is
the set of (infinite) penny graphs, i.e. graphs whose vertices can be repre-
sented by unit circles, with no two of these circles crossing each other, and
with two adjacent vertices if and only if they are represented by tangent
circles. Similarly one can consider any planar graph in which each vertex
can be represented by a closed shape such that its girth and the surrounded
area are bounded below by a constant greater than zero.
Remark 4.1.9. By a direct adaptation everything holds also for Ja-
cobi operators on the graph as in (1.2). For simplicity we stay here with
Schro¨dinger operators.
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4.2. Characterizing σess(H) using generalized eigenfunctions
4.2.1. Notations. Throughout this section it will be more convenient
to use notations different than the notations given in Chapter 1 for the
definition of R-limits. Assume (H ′, G′, v′0) is an R-limit of (H,G, v0), let
{vn}n∈N and {nj}j∈N be a path to infinity and the corresponding subse-
quence of indices of vertices in G along which (H ′, G′) is obtained (as in
Definition 1.2.2), and let
{
I(j)r
}
r,j∈N
and {I ′r}r,j∈N be the corresponding se-
quences of isomorphisms. Denote the corresponding indexing of vertices by
η
(j)
r and η′r. First, we define uj = vnj , and use the sequence {un}n∈N instead
of {vn}n∈N. In this case we will say that the R-limit is obtained along the se-
quence of vertices {uj}j∈N. Define another mapping fn,r : Br (un)→ Br (v′0)
by
fn,r = η
′−1
r ◦ η(n)r ,
and let Ifn,r be the corresponding unitary operator. Also, recall the defini-
tion,
Hu,r = H|Br(u).
Then we can write the condition for an R-limit (1.3.2) in an equivalent way:
(4.8) ∀r ∈ N,
∥∥∥Ifn,rHun,rI−1fn,r −H ′v′0,r∥∥∥→ 0.
Notice that the set {fn,r}n,r∈N is (and required to be) coherent in the sense
that for any fixed n and r′ > r, the actions of fn,r′ and fn,r on Br(un) are
identical.
Additionally we introduce the notion of limit of a sequence of rooted
graphs, as follows:
Definition 4.2.1. Let {Gk, uk}k∈N be a sequence of rooted graphs, and
let {fk,r : Br(uk)→ Br (v′0)}k,r∈N be a set of (coherent) maps. We say that
the sequence {Gk, uk}k∈N converge to a rooted graph (G′, v′0) (with respect
to the set of maps {fk,r}k,r∈N) if, for any R > 0 there exists K ∈ N, such
that for any k > K
fk,r (BR(uk)) = BR(v
′
0).
4.2.2. General observations. The proof of Theorem 4.1 requires
some preliminary propositions for which we don’t have to impose a re-
striction on the growth of the graph. The argument follows the proof of
Theorem (7.2.1) of Simon [51], which concerns operators on `2 (N), with
special attention and adaptations to the more complex case of operators on
graphs.
Let G be a graph of bounded degree, and H = ∆ + Q be a bounded
Schro¨dinger operator on `2(G).
Proposition 4.2.2. R (R (H)) ⊆ R (H).
Proof. Assume:
(1) The operator (H ′, G′, v′0) is an R-limit of (H,G, v0) along the se-
quence {un}∞n=1 ⊂ G and the sequence of unitary maps {fn,r}n,r∈N.
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(2) The operator
(
H˜, G˜, v˜0
)
is an R-limit of (H ′, G′, v′0) along the
sequence {u′n}∞n=1 ⊂ G′ and the sequence of unitary maps{
f ′n,r
}
n,r∈N.
For any vertex v (either in G or G′ or G˜) denote by |v| the distance from
v to the root (correspondingly v0 or v
′
0 or v˜0). Using the assumption (1)
above, for any n ∈ N we can pick k(n) so that ∣∣uk(n)∣∣ > 2 |u′n| and∥∥∥Ifk(n),RnHuk(n),RnI−1fk(n),Rn −H ′v′0,Rn∥∥∥ < 1n,
where Rn = n + |u′n| (and |u′n| = dist (u′n, v′0)). Denote for any n ∈ N,
wn = f
−1
Rn,k(n)
(u′n). Note that wn ∈ B|u′n|
(
uk(n)
)
, and thus |wn| > |u′n| → ∞.
Let R > 0 and ε > 0. Using assumption (2), there exists n0 ∈ N such that
for any n > n0, ∥∥∥If ′n,RH ′u′n,RI−1f ′n,R − H˜ v˜0,R∥∥∥ < ε.
We take n > max
{
R, 1ε , n0
}
. Then, since BR (wn) ⊂ BRn
(
uk(n)
)
,∥∥∥If ′n,RIfk(n),RnHwn,RI−1fk(n),Rn I−1f ′n,R − H˜ v˜0,R∥∥∥ ≤∥∥∥If ′n,RIfk(n),RnHwn,RI−1fk(n),Rn I−1f ′n,R − If ′n,RH ′u′n,RI−1f ′n,R∥∥∥+
+
∥∥∥If ′n,RH ′u′n,RI−1f ′n,R − H˜ v˜0,R∥∥∥ <∥∥∥Ifk(n),RnHuk(n),RnI−1fk(n),Rn −H ′v′0,Rn∥∥∥+ ε < 2ε.
Thus, H˜ is an R-limit of H along the sequence {wn}∞n=1 and the sequence
of unitary maps
{
gn,R = f
′
n,R ◦ fk(n),Rn
}
n,R∈N
.

Proposition 4.2.3. Assume {(Lk, Gk)}∞k=1 ⊂ R (H) is a sequence of
R-limits of (H,G), and assume there exists a sequence of generalized eigen-
functions ϕ(k) of Lk, satisfying Lkϕ
(k) = λkϕ
(k), and λk → λ′. Assume
further there exists a sequence of vertices uk ∈ Gk, such that
max
u∈Bk(uk)
∣∣∣ϕ(k) (u)∣∣∣ ≤ C · ∣∣∣ϕ(k) (uk)∣∣∣ 6= 0,
for some constant C > 0. Then there exists an R-limit (H ′, G′) ∈ R (H),
and a bounded nonzero function 0 6= ϕ′ ∈ `∞ (G′), satisfying H ′ϕ′ = λ′ϕ′.
Proof. We first consider the sequence {Gk, uk}k∈N of rooted graphs.
Since the degree of G is bounded, the set of graphs corresponding to R-
limits on G is compact. Thus, there exists a subsequence
{
Ĝk, ûk
}
k∈N
⊆
{Gk, uk}k∈N, a corresponding set of (coherent) maps {fk,R}k,R∈N and a
rooted graph denoted by (G′, v′0), such that
(Ĝk, ûk)→ (G′, v′0)
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in the sense of Definition 4.2.1. Of course fk,R(ûk) = v
′
0. Denote by
{
ϕ̂(k)
}
and
{
L̂k
}
the corresponding subsequences of
{
ϕ(k)
}
and {Lk}. Define ψ(k) :
Bk (v
′
0)→ C by
ψ(k) (u) =
ϕ̂(k)
(
f−1k,ku
)
ϕ̂(k) (ûk) .
Then, ψ(k) (v′0) = 1, and
sup
u∈Bk(v′0)
∣∣∣ψ(k) (u)∣∣∣ ≤ C.
Define further L′k = I−1fk,k L̂kIfk,k . By compactness (and since ψ(k) is bounded
in a neighbourhood of v′0) there exists a sequence of indices k(`) : N → N
such that both ψ(k(`)) and L̂k(`) converge to limit objects ϕ
′ : G′ → C and
L′ : `2(G′)→ `2(G), in the sense that∥∥∥∥(ψ(k(`)) − ϕ′) ∣∣∣B`(v′0)
∥∥∥∥→ 0,
and ∥∥∥∥(L′k(`))v′0,` − (L′)v′0,`
∥∥∥∥→ 0.
Since L′k is given by an isomorphism of L̂k (which is an R-limit of H) re-
stricted to a ball, it is also a restriction of an R-limit of H (we can expand
fk,k to an isomorphism of the full operator to get another R-limit). More-
over L′ is also an R-limit of H as a limit of restrictions of R-limits, by an
argument similar to the argument in the proof of Proposition 4.2.2. Now,
‖L′ϕ′ − λϕ′‖ = lim`→∞
∥∥∥∥(L′ϕ′ − λϕ′) ∣∣∣B`(v′0)
∥∥∥∥ ≤
≤ lim`→∞
(∥∥∥(L′ϕ′ − L′k(`)ϕ′) ∣∣B`(v′0)∥∥∥+ ∥∥∥L′k(`) (ϕ′ − ψ(k(`))) ∣∣B`(v′0)∥∥∥+
+
∥∥∥(L′k(`)ψ(k(`)) − λk(`)ψ(k(`))) ∣∣B`(v′0)∥∥∥+ ∥∥∥(λk(`)ψ(k(`)) − λk(`)ϕ′) ∣∣B`(v′0)∥∥∥+∥∥∥(λk(`)ϕ′ − λϕ′) ∣∣B`(v′0)∥∥∥
)
→ 0,
and thus L′ϕ = λϕ′. Additionally ‖ϕ′‖∞ ≤ C, so λ ∈ σ∞ (L′). 
Corollary. The set
⋃
L∈R(H) σ∞(L) is closed.
Proof. Assume {λn}n∈N ⊂
⋃
L∈R(H) σ∞(L) and λn → λ′. For any
n ∈ N, let (Ln, Gn) ∈ R(H) and 0 6= ϕn ∈ `∞(Gn) such that (Ln−λn)ϕn =
0. Denote un ∈ Gn so that ϕn(un) ≥ ‖ϕn‖∞2 . The conditions of Proposi-
tion 4.2.3 are satisfied with these sequences (and C = 2) and we get that
λ′ ∈ ⋃L∈R(H) σ∞(L). 
The next two propositions rely on Proposition 4.2.3. We show that under
certain conditions the existence of a generalized eigenfunction of H results
in the existence of a bounded generalized eigenfunction of some R-limit of
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H. The first proposition treats bounded generalized eigenfunctions, while
in the second proposition they are unbounded.
Proposition 4.2.4. Assume ϕ 6= 0 is a bounded generalized eigenfunc-
tion of H, satisfying Hϕ = λϕ. Then one of the following is satisfied:
(i) There exists an R-limit (H ′, G′) of H, and a bounded nonzero func-
tion 0 6= ϕ′ ∈ `∞ (G′), solving H ′ϕ′ = λϕ′.
(ii) There exist constants γ > 1, C > 0 so that ∀u ∈ G, |ϕ (u) | ≤
C · γ−|u|.
Proposition 4.2.5. Assume ϕ is an unbounded generalized eigenfunc-
tion of H, satisfying Hϕ = λϕ. Then one of the following is satisfied:
(i) There exists an R-limit (H ′, G′) of H, and a bounded nonzero func-
tion 0 6= ϕ′ ∈ `∞ (G′), solving H ′ϕ′ = λϕ′.
(ii) There exists a constant γ > 1, so that, ∀C > 0, ∃u ∈ G, satisfying
|ϕ (u) | ≥ C · γ|u|.
We start with the proof of Proposition 4.2.4, and first present a lemma
which will be useful.
Lemma 4.2.6. Let {an}∞n=1 be a sequence of positive numbers and let
r > 1. Assume
lim
n→∞ an = 0.
Then either there exists C > 0 such that for any n ∈ N
(4.9) an < Cr
−n.
or there exists a subsequence {ank}∞k=1 such that for any k ∈ N
(4.10) ank > ank+1 and rank ≥ ank−1.
We will prove this lemma after proving the proposition.
Proof of Proposition 4.2.4. Fix k ∈ N\{1} and define
qm = q
(k)
m = max
m(k−1)≤|u|<mk
|ϕ (u)| .
Choose a vertex satisfying m (k − 1) ≤ |um| < mk and
|ϕ (um)| = max
m(k−1)≤|u|<mk
|ϕ (u)| = qm
and denote it by um.
If qm 9 0, let {qm`}`∈N be a subsequence such that qm` → q′ > 0. Take
`0 ∈ N so that qm` > q′/2 for every ` > `0. Then,
max
u∈B`(um`)
|ϕ (u)| ≤ ‖ϕ‖∞ ≤
2 ‖ϕ‖∞
q′
· |ϕ (um`)| 6= 0.
We can now repeat the compactness argument described in the proof of
Proposition 4.2.3 to get an R-limit (along a subsequence of {um`}l∈N), and
a corresponding generalized eigenfunction defined on it which is bounded
and nonzero.
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Assume now that limm→∞ qm = 0, and apply Lemma 4.2.6 with this
sequence and some fixed r > 1 (independent of k). Notice that if for some
k ∈ N\{1}, there exists C > 0 such that for any n ∈ N
q(k)m < Cr
−n,
then, for any u ∈ G
|ϕ(u)| < Cr−|u|/(k−1),
and ϕ is exponentially decaying as in (ii) with γ = r1/(k−1) > 1. Otherwise,
we get (for any fixed k ∈ N) a sequence {qmi}∞i=1 satisfying
qmi > qmi+1 and rqmi ≥ qmi−1.
Denote ψi(u) =
ϕ(u)
|ϕ(umi)| . By compactness we can choose (for each k) a
subsequence of {mi}i∈N (which we denote again by {mi}i∈N) and a set of
unitary maps {fi,R}i,R∈N, so that both Humi ,i and Ifi,Rψi converge to an
R-limit
(
L(k), Gk, v
(k)
0
)
and a generalized eigenfunction ϕ(k) defined on Gk.
Moreover, ϕ(k) satisfies both
max
u∈Bk
(
v
(k)
0
) ∣∣∣ϕ(k) (u)∣∣∣ ≤ r · ∣∣∣ϕ(k) (v(k)0 )∣∣∣ ,
and L(k)ϕ(k) = λϕ(k). We now use Proposition 4.2.3 with the sequences{
L(k)
}
k∈N,
{
ϕ(k)
}
k∈N and λk ≡ λ to complete the proof and get a bounded
generalized eigenfunction of some R-limit of H. 
Proof of Lemma 4.2.6. Define the set,
N1 =
{
n ∈ N | an ≥ max
k>n
ak
}
.
Since an → 0, N1 is infinite. Define further,
N2 = N1 ∩ {n ∈ N | an−1 ≤ ran} .
If N2 is infinite we get a subsequence satisfying (4.10). Otherwise, there
exists n0 ∈ N so that for any n0 < n ∈ N1
an < ran < an−1.
Thus also an−1 ∈ N1, and we get that an−2 > ran−1 > r2an. Recursively
for any natural k < n− n0, we get that n− k > n0 ∈ N1 and
an−k > rkan.
Since N2 is finite we conclude that {an}n∈N satisfies exponential decay (4.9),
an < an0r
n0r−n.

Next we prove Proposition 4.2.5, and again begin by presenting a useful
lemma.
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Lemma 4.2.7. Let {an}∞n=1 be an unbounded sequence of real numbers.
Assume the existence of r > 1, C > 0 such that ∀n ∈ N,
(4.11) an < Cr
n.
Then, for any γ > r there exists a subsequence {ank}∞k=1 such that for any
k ∈ N both
ank > ank−1 and γank ≥ ank+1.
Proof of Proposition 4.2.5. Fix k ∈ N and define for every m ∈ N
qm = q
(k)
m = max
m(k−1)≤|u|<mk
|ϕ (u)| .
Due to the assumption qm is unbounded. We proceed by assuming that (ii)
is not satisfied and proving (i). By the assumption for all γ > 1, ∃C > 0
so that for all u ∈ G we have |ϕ(u)| < C · γ|u|. Fix some r > 1, and take
γ = r1/k. We get that, for every k,m ∈ N,
q(k)m < C(k) · γmk = C(k) · rm.
Fix k and note that by Lemma 4.2.7 we get a subsequence {qmi}i∈N, on
which, for every γ′ > r,
qmi > qmi−1 and γ
′qmi ≥ qmi+1.
Choose a vertex satisfying (mi − 1) k ≤ |ui| < mik and
|ϕ (ui)| = max
(mi−1)k≤|u|<mik
|ϕ (u)| 6= 0
and denote it by ui. Denote ψi(u) =
ϕ(u)
|ϕ(ui)| . By compactness we can choose
(for each k) sub-sequences of {mi}i∈N and {ui}i∈N (which we denote again
by {mi}i∈N and {ui}i∈N) and a set of unitary maps {fi,R}i,R∈N, so that both
Hui,i and Ifi,Rψi converge to an R-limit
(
L(k), Gk, v
(k)
0
)
and a generalized
eigenfunction ϕ(k) defined on Gk. Moreover, ϕ
(k) satisfies,
max
u∈Bk
(
v
(k)
0
) ∣∣∣ϕ(k) (u)∣∣∣ ≤ γ′ · ∣∣∣ϕ(k) (v˜0)∣∣∣ ,
We now use Proposition 4.2.3 with the sequences
{
L(k)
}
k∈N,
{
ϕ(k)
}
k∈N and
λk ≡ λ to complete the proof and get a bounded generalized eigenfunction
of some R-limit of H. 
Proof of Lemma 4.2.7. Define,
N1 =
{
n ∈ N | an ≥ max
m≤n
am
}
.
Since an is unbounded, |N1| =∞. Define further,
N2 = N1 ∩ {n ∈ N | an+1 ≤ γan} .
If |N2| < ∞, there exists an n0 so that for every n ≥ n0, an+1 > γan
and in particular an+1 ≥ an ≥ maxm≤nam. Thus n + 1 ∈ N1 and an+2 >
γan+1 > γ
2an, thus also n+ 2 ∈ N1. Inductively, for every n > n0, n ∈ N1
and an > γ
n−n0an0 contradicting the assumption that an < Crn. Thus
|N2| =∞. 
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4.2.3. Proof of Theorem 4.1. The proof of Theorem 4.1 is based on
Propositions 4.2.4 and 4.2.5. Given λ ∈ σess(H) we use the reverse Shnol’s
property (Theorem 4.2) to obtain a sequence of orthogonal generalized eigen-
functions
{
ϕ(n)
}∞
n=1
satisfying
(4.12) Hϕ(n) = λnϕ
(n),
and λn → λ. Next, we will have to use the growth property of the graph G
to treat the second cases in Propositions 4.2.4, 4.2.5 and complete the proof
of the theorem.
Proof of Theorem 4.1. Let λ ∈ σess(H). Then, either
(a) There exists a sequence {λn}∞n=1 ⊂ σ(H) so that λn → λ. In this
case we get from Theorem 4.2 a sequence of generalized eigenfunc-
tions satisfying both (4.12) and (4.5).
(b) It is an eigenvalue of infinite multiplicity. Thus we have a sequence
of orthonormal eigenfunctions satisfying (4.12) with λn ≡ λ.
Notice that by Proposition 4.2.3 it is enough to show the existence of
a sequence of bounded generalized eigenfunctions of R-limits of H with
corresponding “eigenvalues” converging to λ.
We begin with case (a) and assume that infinitely many ϕ(n) are un-
bounded. Since the graph G is of sub-exponential growth, and by (4.5), we
get that for any n ∈ N also ϕ(n) is sub-exponentially bounded. Thus for any
such ϕ(n) the situation (ii) of Proposition 4.2.5 is impossible. Consequently
we get a corresponding sequence of bounded generalized eigenfunctions ofR-
limits of H with ”eigenvalues” converging to λ. Thus, by Proposition 4.2.3
there exists an R-limit (H ′, G′) of H so that λ ∈ σ∞(H ′).
Otherwise, either if only a finite number of ϕ(n) are unbounded or in
case (b), ϕ(n) ∈ `∞(G) for any n > n0 and we can use Proposition 4.2.4. If
the situation (i) of this proposition occurs infinity many times we get (again
using Proposition 4.2.3) a bounded generalized eigenfunction of some R-
limit. The last possible case is: the circumstance (ii) of Proposition 4.2.4 is
satisfied for any n > n0. In this case, since G is of sub-exponential growth,
ϕ(n) is an eigenfunction, and we can assume
∥∥ϕ(n)∥∥
2
= 1. For any n,m ∈ N
denote
p(n)m = max|u|=m
∣∣∣ϕ(n)(u)∣∣∣,
and choose a vertex u
(n)
m such that
∣∣∣u(n)m ∣∣∣ = m and ∣∣∣ϕ(n) (u(n)m )∣∣∣ = p(n)m .
Since ϕ(n) ∈ `2(G), limm→∞ p(n)m = 0 so there exists some mn ∈ N such that
p
(n)
mn =
∥∥ϕ(n)∥∥∞, and additionally p(n)mn > p(n)m for every m > mn.
Now, if mn → ∞ we can repeat the compactness argument with{
ϕ(n)/p(n)mn
}
n∈N along
{
u
(n)
mn
}
n∈N
to get an R-limit (H ′, G′) with λ ∈ σ∞(H ′).
Otherwise we can assume that M = supnmn <∞. We denote
Cn = max
m≤M
p(n)m =
∥∥∥ϕ(n)∥∥∥
∞
.
Notice that the sequence
{
ϕ(n)
}
is a sequence of |λ− λn|-approximate eigen-
functions for λ. Thus, since λ ∈ σess(H), the eigenfunctions ϕ(n) should
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converge weekly to zero and consequently Cn → 0. We can now repeat the
argument of the proof of Proposition 4.2.4 to conclude the existence of an
R-limit as required, unless there exist some M1, N1 ∈ N and γ > 1 so that
for any n > N1,m > M1
p(n)m ≤ Cnγ−(m−M1).
In this case we get by the sub-exponential growth of G that∥∥∥ϕ(n)∥∥∥
2
≤
∑
m≥M1
∣∣∣p(n)m ∣∣∣2 Sv0(m) +M1Cn → 0,
in contradiction to
∥∥ϕ(n)∥∥
2
= 1. 
4.3. A growth condition for generalized eigenfunctions on graphs
This section is devoted to investigating the possible generalization of
what we call reverse Shnol’s Theorem to graphs. We shall prove Theo-
rem 4.2, which we repeat here:
Theorem 4.2. Let (G, v0) be a rooted (infinite) graph of bounded degree
and H a bounded Schro¨dinger operator on `2 (G). Assume ω ∈ `2(G) is real
and positive (i.e. ω(v) > 0 ∀v ∈ G). Let µ be a spectral measure for H.
Then for µ-a.e. λ ∈ σ (H) there exists a generalized eigenfunction ϕ = ϕ (v)
satisfying Hϕ = λϕ, and additionally
ϕ(·)ω(·) ∈ `2(G).
We proceed with the proof. We begin by citing a proposition from
Poerschke-Stolz-Weidmann [38] that will be essential for the proof. The
setting includes a separable Hilbert space H and a selfadjoint operator T
in H with T ≥ 1. Denote by D(T ) the domain of T , and by H+(T ) the
Hilbert space D(T ) with the inner product 〈u, v〉+ = 〈Tu, Tv〉. Define
further H−(T ) to be the completion of H with the inner product 〈f, g〉− =
〈T−1f, T−1g〉 (defined since T ≥ 1 and thus T−1 > 0).
Given a selfadjoint operator K on H, and a spectral measure µ for K,
then (see e.g., [38, Lemma 2]) there exists a µ-spectral representation for K,
U = (Uj) : H → ⊕Nj=1L2(Mj , dµ),
Uψ = (Ujψ)j=1,...,N ,
where N ∈ N ∪ {∞}, the sets Mj ⊆ R are µ-measurable with Mj+1 ⊂Mj
and such that the spectral multiplicity of K on Mj\Mj+1 is j (in the case
that µ (Mj\Mj+1) > 0, including j = 0 with M0 = R). Moreover,
UKU−1 = Mid,
where Mid is the multiplication operator with the function id(x) = x (and
Mgh = g · h).
Proposition 4.3.1 ([38, Theorem 1]). Let K be a selfadjoint operator
in H and µ a spectral measure for K. Let U be a µ-spectral representation
of K. Suppose there is a bounded continuous function γ : R → C with
|γ| > 0 on σ(K) such that γ(K)T−1 is a Hilbert-Schmidt operator. Define,
E = {f ∈ H+(T ) : Kf ∈ H+(T )}. Then there exist µ-measurable functions
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ϕj :Mj → H−(T ), j = 1, 2, . . ., such that
a) (Ujf)(λ) = 〈ϕj(λ), f〉 for f ∈ H+(T ) and µ-a.e. λ ∈Mj.
b) 〈ϕj(λ),Kf〉 = λ〈ϕj(λ), f〉 for f ∈ E and µ-a.e. λ ∈Mj.
Proof of Theorem 4.2. Let Cc(G) ⊆ `2(G) denote the linear sub-
space of functions with finite support. Define the operator T : Cc(G) →
Cc(G) by u 7→ ‖ω‖∞ · ω−1 · u. Define further ‖u‖T :=
√‖u‖2 + ‖Tu‖2, and
the associated closed operator on Cc(G)‖·‖T for which we use the same sym-
bol T . Since ω−1 ≥ 1‖ω‖∞ , we have T ≥ 1. Thus T−1 > 0 exists and is
defined on `2(G). Moreover, we claim that T is selfadjoint. Since T is sym-
metric and densely defined on H (e.g. on compactly supported functions)
it is enough to show that D(T ) = D(T ∗). Indeed, by Cauchy-Schwartz
inequality
|(Tψ, φ)|2 ≤ ‖Tφ‖2 ‖ψ‖2,
and thus any φ ∈ D(T ) is also in D(T ∗). On the converse, if φ /∈ D(T ) the
linear functional ψ → (Tψ, φ) is not bounded and thus also φ /∈ D(T ∗).
We will apply Proposition 4.3.1 with the space H = `2(G) with our
Schro¨dinger operator shifted K = H + ‖H‖+ 1, and the operator T defined
above. We have H+ = D(T ) = Cc(G)‖·‖T as sets and H− := `2(G)‖·‖− where
‖u‖− := ‖T−1u‖, and
H+ ⊂ `2(G) ⊂ H− .
Let U = (Uj) be a µ-spectral representation of K with measurableMj ⊆
R for 1 ≤ j ≤ N ∈ N ∪ {∞} satisfying Mj ⊇Mj+1, see [38, 8] for details.
Specifically, U = (Uj) : `
2(G) → ⊕Nj=1L2(Mj , dµ) satisfies Ug(H) = MgU
for every measurable function g.
As consequence of Lemma 4.3.2, given below, and Proposition 4.3.1 (with
γ(x) = x) there exist µ-measurable functions ϕj :Mj → H− for 1 ≤ j ≤ N
such that
(4.13) 〈Kψ,ϕj(λ)〉 = λ〈ψ,ϕj(λ)〉
for µ-a.e. λ ∈Mj and all ψ ∈ E := {ψ′ ∈ D(K) ∩H+ : Kψ′ ∈ H+}.
Note that for every λ ∈ σ(K) and δ > 0, µ (λ− δ, λ+ δ) > 0. Thus
the spectral multiplicity of K on (λ− δ, λ+ δ) is greater than zero. Hence
(λ− δ, λ+ δ) ∩M1 6= ∅, and λ ∈M1. Thus
σ(K) =M1.
Thus, the case j = 1 of (4.13) will be sufficient for us. As a consequence
of Lemma 4.3.3 given below we have that
〈Kψ,ϕ1(λ)〉 = λ〈ψ,ϕ1(λ)〉
for all ψ ∈ Cc(G) and µ-a.e. λ ∈ M1. Let A ⊆ M1 be of full measure
(µ(A) = 1) such that the previous identity holds. Since Cc(G) ⊆ `2(G) is
dense, ϕ1(λ) is a generalized eigenfunction of K for λ ∈ A. We know that
ϕ1(λ) ∈ H− for all λ ∈ A. Recall that H− := `2(G)‖·‖− where ‖u‖− :=
‖T−1u‖. Hence, ‖T−1ϕ1(λ)‖ <∞ for λ ∈ A. Since
‖T−1ϕ1(λ)‖2 =
∑
v∈V
(ϕ1(λ)(v)ω(v))
2 ,
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this means ϕ1(λ)(v)ω(v) ∈ `2(G) for all λ ∈ A. Since `2 ⊆ `∞ we get that
there is a constant c(λ) > 0 such that |ϕ1(λ)(v)| ≤ c(λ)ω(v)−1 for all λ ∈ A.
Since µ(A) = 1, we have proven the desired result. 
Using the notations of Theorem 4.2, the following lemmas hold.
Lemma 4.3.2. The operator KT−1 is a Hilbert-Schmidt operator.
Lemma 4.3.3. We have Cc(G) ⊆ E.
Proof of Lemma 4.3.2. It is immediate to see that T−1 is a Hilbert-
Schmidt operator (it is an integral operator and its kernel is square integrable
as ω is square integrable). Since H is bounded and the Hilbert-Schmidt
operators form an ideal in the bounded operators on `2(G), we get that
KT−1 is a Hilbert-Schmidt operator. 
Proof of lemma 4.3.3. Since K is a bounded operator we have
D(K) = `2(G). Furthermore, for ψ′ ∈ Cc(G), we have Kψ′ ∈ Cc(G) ⊆
D(G) = H+. Thus, Cc(G) ⊆ E follows. 
Remark 4.3.4. SinceM1 = σ(K) we conclude that σ(K) is the closure
of the set of eigenvalues corresponding to generalized eigenfunctions for K
satisfying (4.4).
Lemma 4.3.5. Given an infinite rooted graph (G, v0), denote
ωG(v) :=
1√
Sv0 (|v|)(|v|+ 1)
.
Then ωG ∈ `2(G).
The proof is straightforward.
Corollary 4.3.6. For a.e. λ ∈ σ (H) there exists a corresponding gen-
eralized eigenfunction satisfying for any v ∈ G,
|ϕ (v)| ≤ (|v|+ 1) ·
√
Sv0 (|v|).
For example on a d-regular tree we get a generalized eigenfunction sat-
isfying for any v ∈ T ,
|ϕ (v)| ≤ C · (d− 1)|v|/2 (|v|+ 1) ,
where C > 0 is a constant.
On a graph G of sub-exponential growth we get a generalized eigenfunc-
tion satisfying for all γ > 1 and v ∈ G,
|ϕ (v)| ≤ C · γ|v|/2 (|v|+ 1) ,
where C > 0 is a constant. This growth rate is also sub-exponential.
4.4. Examples
We shall use the characterization
(4.14)
⋃
L is an R-limit of H
σ (L) = σess (H) ,
which we prove here for graphs of uniform sub-exponential growth, to cal-
culate σess(H) in some examples.
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4.4.1. Variations of Zn. Let 1 < n ∈ N. We shall construct a graph
which we denote by Zn×n by the following procedure:
Figure 4.1. The graph Z2×2.
• Denote by BnL the box of side length 2L + 1 contained in Zn, i.e.
the vertex set is
V (BnL) = [−L,L]n =
{
x = (x1, . . . , xn) ∈ Zn
∣∣∣ |xk| ≤ L ∀k ∈ 1, . . . n} .
• For each point x ∈ Zn we shall associate the graph Bnx ≡ Bn‖x‖∞ .
• We connect each adjacent pair of boxesBnx andBnx+ej by a line. The
connection is done between the center points of the corresponding
boundary surfaces and includes a sequence of vertices and edges of
length max (‖x‖∞, ‖x+ ej‖∞).
For example (a portion of) the graph Z2×2 is drawn in Figure 4.1. Con-
sider the adjacency operator A on Zn×n. The R-limits of A are again the
adjacency operator, but this time defined on the following graphs (see Fig-
ure 4.2 for the case n = 2):
(1) The line Z.
(2) The grid Zn.
(3) For each 1 ≤ k ≤ n the sub-grid
Zn
(≥0)k =
{
x = (x1, . . . , xn) ∈ Zn
∣∣∣x1, . . . , xk ≥ 0} .
(4) A graph which we denote by Z˜n≥0 which is an half grid Zn≥0 connected
to the half line (origin to origin).
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Figure 4.2. Some of the R-limits of Z2×2 (beside Z and Z2).
The spectrum of AZ is [−2, 2]. For Zn and for the sub-grids Zn(≥0)k
the spectrum is [−2n, 2n] (the spectrum is contained in [−2n, 2n] since for
each of these grids we have that the spectral radius ρ (AZn) ≤ ‖AZn‖ =
2n. On the other hand, for each λ ∈ [−2n, 2n] we can write approximate
eigenfunctions by truncations of a function of the form eik1x1+...+...+iknxn ,
where k1, . . . , kn ∈ R satisfying λ = 2 cos k1 + . . .+ cos kn).
As for A˜ = AZ˜n≥0
, notice first that this operator is a finite rank perturba-
tion of the operator A0 = AN⊕AZn≥0, thus σess(A˜) = σess (A0) = [−2n, 2n].
On the other hand ρ(A˜) ≤ ‖A˜‖ = 2n and thus also σ(A˜) = [−2n, 2n].
Thus we conclude from (4.14) that
σess (A) = [−2n, 2n].
Moreover, since the spectral radius on Zn×n is again ≤ 2n, we get also that
σ (A) = [−2n, 2n].
Remark 4.4.1. The spectrum of the adjacency operator on the box
[1, L]n is composed of the set of eigenvalues
σ
(
A[1,L]n
)
=
{
n∑
i=1
2 cos
piki
L+ 1
∣∣∣∣ i = 1, . . . , n, ki = 1, . . . , L
}
.
Thus, it is not surprising we get σ
(
AZn×n
)
= [−2n, 2n], which is the limit
of the spectra of boxes as L→∞ (see e.g. [35, Theorem 4.12]).
Remark 4.4.2. More generally, let G be a graph such that AZn appears
as an R-limit of the adjacency operator AG. If the vertex degree of G is
bounded by 2n then we can always conclude that
σ(AG) = σess(AG) = [−2n, 2n].
Indeed:
(1) Since the vertex degree is bounded by 2n we get that ρ(AG) ≤
‖AG‖ ≤ 2n.
(2) On the other hand, since Zn appears as an R-limit of AG we get
from (4.14) that [−2n, 2n] = σ (AZn) ⊆ σess(AG).
4.4.2. Sparse trees with sparse cycles. We start with a rooted tree
(T, v0) satisfying:
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(1) T is spherically homogeneous tree of bounded degree, i.e. any vertex
v ∈ T is connected to κ(|v|) vertices of distance |v| + 1 from the
root, where κ : N→ N is a (bounded) function.
(2) T is sparse, i.e. κ satisfies:
κ(n) =
{
kn n ∈ Ln
1 otherwise,
where {kn}n∈N is a bounded sequence and {Ln}n∈N is a monotonic
sequence satisfying limn→∞ Ln+1 − Ln =∞ (following e.g. [9]).
We construct an example of a graph G which is sparse and spherically
homogeneous. This graph can be seen as a sparse spherically homogeneous
tree T with additional edges. The added edges form cycles at distances Cn
from the root, where {Cn}n∈N is a sequence satisfying (see Figure 4.3):
Ln > Cn ≥ Ln−1, Ln − Cn →∞, and Cn − Ln−1 →∞.
More formally, recall the definition
S(n) =
{
v ∈ T
∣∣∣ |v| = n}
for the set vertices of distance n from the root (and let S(n) = |S(n)|).
We shall enumerate the vertices of S(n) in a natural way, i.e. write S(n) =
(v
(n)
1 , . . . , v
(n)
N ) where v
(n)
1 is an arbitrary vertex in S(n) and v(n)k is defined
inductively to be a vertex v ∈ S(n)∖{v(n)1 , . . . , v(n)k−1} such that dist(v(n)k−1, v)
is minimal. Now, the graph G is defined with V (G) = V (T ) and
E(G) = E(T ) ∪
(⋃
n∈N
En
)
,
where,
En =
S(Cn)−1⋃
k=1
(
v
(Cn)
k , v
(Cn)
k+1
) ∪ (v(Cn)S(Cn), v(n)1 ) .
For the sake of this example we take kn ≡ 2, and consider the adjacency
operator A = AG defined on this graph. We choose {Ln} such that the
growth rate of G is uniform polynomial, e.g. Ln = 2
n. The possible R-limits
of A are the adjacency operators on the following graphs (see Figure 4.4):
• The line Z.
• A two sided infinite comb graph, denoted by CG and defined by
V (CG) =
{
v = (k, l)
∣∣∣ k, l ∈ Z} ,
E(CG) =
{(
(k, l), (k, l + 1)
) ∣∣∣ k, l ∈ Z} ∪
∪
{(
(k, 0), (k + 1, 0)
) ∣∣∣ k ∈ Z} .
• A star graph which is composed of 3-copies of N glued together at
0, denoted by IS3.
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Figure 4.3. An example of a sparse tree with sparse cycles.
Figure 4.4. Some of the R-limits of the sparse symmetric
graph (beside Z): the infinite comb graph (left) and the star
graph IS3 (right).
Remark 4.4.3. If we allow general (bounded) {kn}n∈N we will get ad-
ditional R-limits. Denote by K the set of values which appear infinitely
many times in {kn}n∈N. For any k ∈ K we will get the graph ISk+1 which
is composed of k + 1-copies of N glued together at 0.
Lemma 4.4.4. σ(ACG) = [−2
√
2, 2
√
2]
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Lemma 4.4.5. σ (AISk) = [−2, 2] ∪
{
k√
k−1
}
As a conclusion of (4.14) we get that
σess(G) = [−2
√
2, 2
√
2].
Proof of Lemma 4.4.4. We shall use the periodicity of the problem
to calculate the spectrum of ACG (following e.g. [51, Chapter 5] and [42,
Chapter XIII.16]).
ACG is unitary equivalent to a direct integral of the operators
A(θ) = AZ + 2 cos θδ0.
To show this, define a Fourier transform operator
F : `2(CG)→ L2
(
∂D,
dθ
2pi
; `2(Z)
)
by (l ∈ Z)
(Fψ) (θ, l) =
∞∑
k=−∞
ψ(k, l)e−ikθ,
where we define it first for ψ ∈ `1 and extend to `2 using∑
l∈Z
∫
∂D
‖Fψ(·, l)‖2 dθ
2pi
=
∑
k,l∈Z
|ψ(k, l)|2 .
The inverse of F
F−1 : L2
(
∂D,
dθ
2pi
; `2(Z)
)
→ `2(Cg)
is defined by
(F−1f)(k, l) =
∫
eikθf(θ, l)
dθ
2pi
.
It now follows that[
(FAF−1)f] (θ, l) = (A(θ)f) (θ, l).
Indeed, given f ∈ L2 (∂D; `2(Z)) we write
(AF−1f)(k, l) =∫
dθ′
2pi e
ikθ′
(
f(θ′, l − 1) + f(θ′, l + 1) +
(
e−iθ′ + eiθ′
)
f(θ′, l)δ0(l)
)
.
Thus, (FAF−1) f(θ, l) =∑
k∈Z
∫
dθ′
2pi e
ik(θ′−θ) (f(θ′, l − 1) + f(θ′, l + 1) + 2 cos(θ′)f(θ′, l)δ0(l))
= f(θ, l − 1) + f(θ, l + 1) + 2 cos(θ)f(θ, l)δ0(l) =
(
A(θ)f
)
(θ, l).
Since F is unitary we have shown the unitary equivalence claimed above.
Thus, in order to compute the spectrum of ACG we need to compute the spec-
trum of the direct integral. Denote R =
(
A(θ) − z)−1, R0(z) = (AZ − z)−1.
By the basic formula of rank-one perturbations we get that
m(z) = 〈δ0, R(z)δ0〉 = m0(z)
1 + 2 cos θm0(z)
,
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where
m0(z) = 〈δ0, R0(z)δ0〉 = 1√
z2 − 4
is the Borel transform corresponding to the adjacency operator on Z (see
e.g [51]). We know that σ(AZ) = σess(AZ) = [−2, 2] and therefore [−2, 2] ⊆
σ
(
A(θ)
)
for all θ. We can get additional points in the spectrum of A(θ) if
1 + 2 cos θm0(z) vanishes. Thus√
z2 − 4 = −2 cos θ,
so
z± = ±2
√
1 + cos2 θ.
The choice of the ±-branch of the root is determined by requiring that
m(z) = −1/z + O (1/z2). Notice that the vector δ0 is not cyclic for A(θ).
However, since the difference A(θ) − AZ = 2 cos θ(δ0, ·)δ0 is of rank one we
can’t get additional points in the spectrum of A(θ) beside the one found. Us-
ing continuity in θ to construct approximate eigenfunctions and integrating
over θ we get that
σ (ACG) = [−2
√
2, 2
√
2],
where, since the spectrum of ACG is symmetric both the points z± are in
the spectrum. 
Proof of Lemma 4.4.5. We shall calculate the spectrum of the adja-
cency operator on the graph ISk. This graph is spherically homogeneous,
and thus the operator AISk is unitary equivalent to a direct sum of one
dimensional Jacobi operators. Indeed, according to Theorem 2.4 of [9],
AISk
∼= J0 ⊕AN ⊕ . . .⊕AN,
where J0 is a Jacobi matrix with parameters
an =
{√
k n = 1
1 n > 1,
bn ≡ 0,
and AN appears in the direct sum (k − 1)-times. Since J0 is a finite rank
perturbation of AN we have that σess(J0) = σess(AN) = σ(AN) = [−2, 2].
Thus we should only calculate the discrete spectrum of J0. By coefficient
stripping (Theorem 3.2.4 in [51]) we get the following relation for the m-
function of J0
m(z) =
−1
z + kmN(z)
,
with
m(z) = 〈δ1, (J0 − z)−1δ1〉.
Notice that δ1 is a cyclic vector for J0, thus additional points in the spectrum
of J0 exist only if
(4.15) z + kmN(z) = 0.
Using the known expression (see, e.g., [51])
mN (z) =
−z +√z2 − 4
2
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we get that the only solution of (4.15) is z0 =
k√
k−1 . Thus z0 ∈ σ (AISk),
and
σ (AISk) = [−2, 2] ∪
{
k√
k − 1
}
.

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