We present an integral framework for training sketch simplification networks that convert challenging rough sketches into clean line drawings. Our approach augments a simplification network with a discriminator network, training both networks jointly so that the discriminator network discerns whether a line drawing is real training data or the output of the simplification network, which, in turn, tries to fool it. This approach has two major advantages: first, because the discriminator network learns the structure in line drawings, it encourages the output sketches of the simplification network to be more similar in appearance to the training sketches. Second, we can also train the networks with additional unsupervised data: by adding rough sketches and line drawings that are not corresponding to each other, we can improve the quality of the sketch simplification. Thanks to a difference in the architecture, our approach has advantages over similar adversarial training approaches in stability of training and the aforementioned ability to utilize unsupervised training data. We show how our framework can be used to train models that significantly outperform the state of the art in the sketch simplification task, despite using the same architecture for inference. We also present an approach to optimize for a single image, which improves accuracy at the cost of additional computation time. Finally, we show that, using the same framework, it is possible to train the network to perform the inverse problem, i.e., convert simple line sketches into pencil drawings, which is not possible using the standard mean squared error loss. We validate our framework with two user tests, in which our approach is preferred to the state of the art in sketch simplification 88.9% of the time.
INTRODUCTION
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Recently, we proposed to automatize the sketch simplification task with a fully convolutional network . In order to train this network, large amounts of supervised data were obtained, consisting of pairs of rough sketches and their corresponding sketch simplifications. To collect this data, the tedious process of inverse dataset construction was used. This involves hiring artists to draw a rough sketch, simplifying the sketch into a clean line drawing, and, finally, redrawing the rough sketch on top of the line drawing to ensure that the training data is aligned. This is not only time and money consuming, but the resulting data also differs from the true rough sketches drawn without clean line drawings as references, as shown in Figure 3 . The resulting models trained with this data therefore generalize poorly to rough sketches found "in the wild," which are representative of true sketch simplification usage cases. Here, we propose a framework that can incorporate these unlabeled sketches found "in the wild" into the learning process and significantly improve the performance in real usage cases.
Our approach combines a fully convolutional sketch simplification network with a discriminator network that is trained to discern real line drawings from those generated by a network. The simplification network is trained to both simplify sketches and to deceive the discriminator network. In contrast to optimizing with only the standard mean squared error loss, which considers only individual pixels and not their neighbors, the discriminator loss considers the entire output image. This allows for significant improvement of the quality of the sketch simplifications. Furthermore, the same framework allows for augmentation of the supervised training dataset with unsupervised examples, leading to a hybrid supervised and unsupervised learning framework that we call Adversarial Augmentation. We evaluate our approach on a diverse set of challenging rough sketches, comparing with the state of the art and alternate optimization strategies. We also perform a user study in which our approach is preferred 88.9% of the time to the leading competing approach.
In addition, we evaluate our framework on the inverse sketch simplification problem, i.e., generating pencil drawings from line drawings. We note that, unlike the sketch simplification problem, converting clean sketches into rough sketches cannot be accomplished by using a straightforward supervised approach, such as a Fig. 1 . Comparison of our approach for sketch simplification with the state of the art on a complex real-world pencil drawing. Existing approaches miss important lines and preserve superfluous details such as shading and support scribbles, which hampers further processing of the drawing, e.g., coloring. Output is shown with postprocessing vectorization. Image copyrighted by Eisaku Kubonoichi. Fig. 2 . Pencil drawing generation with our framework. The line drawing on the left is turned into the pencil drawing on the right. We show a zoomed-in area in which we can see that the network learns to add smudges, superfluous lines, and significantly changes the eye. mean squared error loss: the model is unable to learn the structure of the output. Instead of producing rough pencil drawings, it produces a blurry representation of the input. However, by using our adversarial augmentation framework, we can successfully train a model to convert clean sketches into rough sketches.
Finally, as another usage case of our framework, we also consider the case of augmenting the training data with the test data input. We note that we use the test data in an unsupervised manner: no privileged information is used. By using the discriminator network and training jointly with the test images, we can significantly improve the results at the cost of computational efficiency.
In summary, we present:
• A unified framework to jointly train from supervised and unsupervised data.
• Significant improvements over the state of the art in sketch simplification quality.
• A method to further improve the quality by single image training.
• Results for pencil drawing generation.
BACKGROUND
Sketch Simplification. As sketch simplification is a tedious manual task for most artists, many approaches attempting to automate it have been proposed. A common approach is to assist the user by adjusting the strokes by, for instance, using geometric constraints (Igarashi et al. 1997) , fitting Bézier curves (Bae et al. 2008) , or merging strokes based on heuristics (Grimm and Joshi 2012) . These approaches require all the strokes and their drawing order as input. Along similar lines, many works have focused on the problem of simplifying vector images (Fišer et al. 2015; Lindlbauer et al. 2013; Liu et al. 2015; Orbay and Kara 2011; Shesh and Chen 2008) . However, approaches that can be used on raster images have been unable to process complex real-world sketches (Chen et al. 2013; Noris et al. 2013) . Most of these approaches rely on a preprocessing stage that converts the image into a graph that is then optimized (Favreau et al. 2016; Hilaire and Tombre 2006; Noris et al. 2013 ); however, they generally cannot recover from errors in the preprocessing stage. Recently, we proposed a fully automatic approach for simplifying sketches directly from raster images of rough sketches by using a fully convolutional network ). However, this approach still needs large amounts of supervised data, consisting of pairs of rough sketches and their corresponding sketch simplifications, tediously created by the process of inverse dataset construction. More important, training sketches differ from the true rough sketches, as shown in Figure 3 . The resulting models trained with this data therefore generalize poorly to real rough sketches. We build upon this work and propose a framework that can incorporate unlabeled real sketches into the learning process and significantly improve the performance in real usage cases. Thus, in contrast to all previous works, we consider challenging real-world scanned data that is significantly more complex than previously attempted. [2016] and rough sketches found in the wild. The difficulty of obtaining high-quality and diverse rough sketches and their corresponding simplified sketches greatly limits performance on rough sketches "in the wild" that can be significantly different from the annotated data used for training models. The three images on the left of the sketches "in the wild" are copyrighted by David Revoy (www.davidrevoy.com) and licensed under CC-by 4.0.
Generative Adversarial Networks. In order to train generative models using unsupervised data with back-propagation, Goodfellow et al. (2014) proposed the Generative Adversarial Networks (GANs). In the GAN approach, a generative model is paired with a discriminative model and trained jointly. The discriminative model is trained to discern whether an image is real or artificially generated, while the generative model is trained to deceive the discriminative model. By training both jointly, it is possible to train the generative model to create realistic images from random inputs . There is also a variant, Conditional GAN (CGAN) that learns a conditional generative model. This can be used to generate images conditioned on class labels (Mirza and Osindero 2014) . In a concurrent work, using a CGAN for the image-to-image synthesis problem was recently proposed in , in which the authors use a CGAN loss and apply it to tasks such as image colorization and scene reconstruction from labels. However, the CGAN is unable to use unsupervised data, which helps improve performance significantly. Recently, variants have been proposed for learning image-to-image synthesis problems, such as the one we tackle in this work, by combining standard losses with a GAN-based discriminator loss for applications such as image completion (Pathak et al. 2016) , generating images from surface maps (Wang and Gupta 2016) , clothing from images (Yoo et al. 2016) , autoencoders (Dosovitskiy and Brox 2016) , style transfer (Li and Wand 2016) , or super-resolution (Ledig et al. 2017) . In this article, we use a similar approach and show that it can be easily extended to use unsupervised data as large amounts of data augmentation, which has not been explored in other works. Unlike recent pure unsupervised approaches (Taigman et al. 2017; , the supervised data allows for maintenance of the fidelity to the original data by explicitly forcing a correspondence between the input and output. Our approach generates significantly better sketch simplification than existing approaches. An overview of different approaches is illustrated in Figure 4 .
Pencil Drawing Generation. To our knowledge, the inverse problem of converting clean raster sketches to pencil drawings has not been tackled before. Making natural images appear like sketches has been widely studied (Kang et al. 2007; Lu et al. 2012) , as natural images have rich gradients that can be exploited for the task. However, using clean sketches that contain very sparse information as inputs is an entirely different problem. In order to produce realistic strokes, most approaches rely on a dataset of examples (Berger et al. 2013) , which heuristically matches input strokes to those in the database, and are limited to vector input images, while our approach can directly create novel realistic roughsketch strokes that differ significantly from the training data from raster clean sketches. In comparison with recent style transfer approaches (Gatys et al. 2016) , our approach can preserve more details and produce more convincing pencil drawings.
Deep Learning
We base our work on deep multilayer convolutional neural networks (Fukushima 1988; LeCun et al. 1989) , which have seen a surge in usage in the past few years and have seen application in a wide variety of problems. Just restricting our attention to those with image input and output, there are such recent works as superresolution (Dong et al. 2016) , semantic segmentation (Noh et al. 2015) , and image colorization . These networks are all built upon convolutional layers of the form
where, for a (2M + 1) × (2N + 1) convolution kernel, each output channel c and coordinates (u, v) , the output value y c u,v is computed as an affine transformation of the input pixel x k u,v for all input channels k with a shared weight matrix formed by w c,k and bias value b c,k that is run through a nonlinear activation function σ (·).
The most widely used nonlinear activation function is the Rectified Linear Unit (ReLU) where σ (x ) = max(0, x ) (Nair and Hinton 2010).
These layers are a series of learnable filters with w and b being the learnable parameters. In order to train a network, a dataset consisting of pairs of input and their corresponding ground truth (x, y * ) are used in conjunction with a loss function L(y, y * ) that measures the error between the output y of the network and the ground truth y * . This error is used to update the learnable parameters with the backpropagation algorithm (Rumelhart et al. 1986) . In this work, we also consider the scenario in which not all data is necessarily in the form of pairs (x, y * ) but can also be in the form of single samples x and y * that are not corresponding pairs.
Our work is based on fully convolutional neural network models that can be applied to images of any resolution. These networks generally follow an encoder-decoder architecture in which the first layers of the network have an increased stride to lower the resolution of the input layer. At lower resolutions, the subsequent layers are able to process larger regions of the input image: for instance, a 3 × 3-pixel convolution on an image at half resolution is computed with a 5 × 5-pixel area of the original image. Additionally, by processing at lower resolutions, both the memory requirements and computation times are significantly decreased. In this article, we base our network model on that of and show that we can greatly improve the performance of the resulting model by using a significantly improved learning approach.
ADVERSARIAL AUGMENTATION
We present adversarial augmentation, which is the fusion of unsupervised and adversarial training focused on the purpose of augmenting existing networks for structured prediction tasks. An overview of our approach compared with different training approaches can be seen in Figure 4 . Similar to GANs (Goodfellow et al. 2014 ), we employ a discriminator network that attempts to distinguish whether an image comes from real data or is the output of another network. Unlike in the case of standard supervised losses, such as the Mean Squared Error (MSE), with the discriminator network, the output is encouraged to have a global consistency similar to the training images. Although similar approaches have been proposed (Ledig et al. 2017; Pathak et al. 2016; Zhou and Berg 2016) , they have focused exclusively on supervised training. In this work, we focus on training with additional unlabeled examples and show that this both increases performance and generalization. An overview of our framework can be seen in Figure 5 .
While this work focuses on sketch simplification, the presented approach is general and applicable to other structured prediction problems, such as semantic segmentation or saliency detection.
The GAN Framework
The purpose of the GAN (Goodfellow et al. 2014 ) is, given a training set of samples, estimating a generative model that stochastically generates samples similar to those drawn from a distribution represented by the given training set ρ y . Thus, a trained generative model produces, for instance, pictures of random cars similar to a given set of sample pictures. A generative model is described as a neural network model G : z → y that maps a random vector z To train a prediction network S : x → y, supervised training trains by using a specific loss L(y, y * ) that encourages the output y of the network to match that of the ground truth data y * . (b) The Conditional Generative Adversarial Network (CGAN) introduces an additional discriminator network D that attempts to discern whether an image is from the training data or a prediction by the prediction network S , while S is trained to deceive D. The discriminator network D takes two inputs x and y and estimates the conditional probability that y comes from the training data given x . (c) The supervised training and the adversarial training can be combined, using a loss L(y, y * ) to force the output to be consistent with the input while also using a discriminator network D, similar to a CGAN, but not conditioned on x (Supervised Adversarial Training). (d) The fact that S only takes x as input and that D only takes y enables us to use training data x and y that are not related, i.e., in an unsupervised manner, to further train S and D (Unsupervised Data Augmentation).
to an output y. In the GAN framework, we train two network models: (1) the generative model G above and (2) a discriminator model D : y → D (y) ∈ R that computes the probability that a structured input (e.g., image) y came from the real data, rather than the output of G. We jointly optimize G and D with respect to the expectation value: (2) by alternately maximizing the classification log-likelihood of D and then optimizing G to deceive D by minimizing the classification log-likelihood of 1 − D (G (z)). By this process, it is possible to train the generative model to create realistic images from random inputs . In practice, however, this min-max optimization is unstable and hard to tune so that desired results can be obtained, which led to some follow-up work Salimans et al. 2016 ). This model is also limited in that it can handle only relatively low, fixed resolutions.
This generative model was later extended to the CGANs (Mirza and Osindero 2014), which models G : (x, z) → y that generates y conditioned on some input x. Here, the discriminator model D : (x, y) → D (x, y) ∈ R also takes x as an additional input to evaluate the conditional probability given x. Thus, G and D are optimized with the objective
ACM Transactions on Graphics, Vol. 37, No. 1, Article 11. Publication date: January 2018. Fig. 5 . Overview of our adversarial augmentation framework. We train the simplification network using both supervised pairs of data ρ x,y , and unsupervised data ρ x and ρ y . The discriminator network is trained to distinguish real line drawings from those output by the simplification network, while the simplification network is trained to deceive the discriminator network. For the data pairs, we also use the MSE loss, which forces the simplification network outputs to correspond to the input rough sketches. The two images forming Rough Sketches σ x are copyrighted by David Revoy (www.davidrevoy.com) and licensed under CC-by 4.0.
Note that the first expectation value is the average over supervised training data ρ x,y consisting of input-output pairs. Because of this, the CGAN framework is only applicable to supervised data. The CGAN can be used for the same purpose as ours, prediction, rather than sample generation. For that, we just omit the random input z so that S : x → y = S (x ) is now a deterministic prediction given the input x. In this case, we thus optimize:
Supervised Adversarial Training
In order to adapt the training to image-to-image problems, recent approaches (Pathak et al. 2016 ) combine a supervised loss with a discriminator for improved performance. A prediction model S : x → y is trained jointly with a discriminator model D : y → D (y) ∈ R that is not conditioned on the input x while using a supervised training loss L(S (x ), y * ), where y * is the ground truth output corresponding to the input x. This can be called supervised adversarial training and is written as optimizing
where α is a weighting hyper-parameter and the expectation value is over a supervised training set ρ x,y of input-output pairs. This is a weighted combination of the loss L(S (x ), y * ) and a GAN-like adversarial loss, trained on pairs of supervised samples. The difference from GAN is that, here, supervised data is used. The difference from CGAN is that the coupling between the input x and the ground truth output y * is through the conditional discriminator D in the case of CGAN (Equation (4)), while in the case of the supervised adversarial training (Equation (5)), they are coupled directly through the supervised training loss L(S (x ), y * ).
The training consists of jointly maximizing the output of the discriminator network D and minimizing the loss of the model with structured output by S. For each training iteration, we alternately optimize D and S until convergence. The hyper-parameter α controls the influence of the adversarial training on the network and is critical for training. Setting α too low gives no advantage over training with the supervised training loss, while setting it too high causes the results to lose coherency with the inputs, i.e., the network generates realistic outputs, however, they do not correlate with the inputs.
Adversarial Augmentation Framework
Our objective function above is motivated by the desire for unsupervised training. In most structured prediction problems, creating supervised training data by annotating the inputs is a time-consuming task. However, in many cases, it is much easier to procure nonmatching input and output data; thus, it is desirable to be able to somehow use them to train our prediction model. Note that in our objective function (Equation (5)), the first term inside the expectation value only needs y, whereas the second only takes x. This suggests that we can train using these terms separately with unsupervised data. It turns out that we can indeed use the supervised adversarial objective function to also incorporate the unsupervised data into the training, by separating the first two terms in the expectation value over supervised data in Equation (5) into new expectation values over unsupervised data.
Suppose that we have large amounts of both input data ρ x and output data ρ y , in addition to a dataset ρ x,y of fully annotated pairs. We modify the optimization function to:
where β is a weighting hyper-parameter for the unsupervised data term. Optimization is done on both S and D jointly using supervised data ρ x,y and unsupervised data ρ x and ρ y . If learning from only ρ x and ρ y , the model S will not necessarily learn the mapping x → y, but only to generate realistic outputs y, which is not the objective of structured prediction problems. Thus, using the supervised dataset ρ x,y is still critical for training as well as the model loss L(S (x ), y * ). The supervised data can be seen as an anchor that forces the model to generate outputs coherent with the inputs, while the unsupervised data is used to encourage the model to generate realistic outputs for a wider variety of inputs.
See Figure 5 for a visualization of the approach. As we note above, it is not possible to train CGAN models (Equation (4)) using unsupervised data, as the discriminator network D requires both the input x and output y of the model as input.
One interesting benefit of being able to use unsupervised data is that we can treat the test data as additional unsupervised data, and train the network on the fly to improve the prediction results. Thus, the results are improved by encouraging the prediction network S to deceive the discriminator network D for testing data. This does, however, incur a heavy overhead as it requires using the entire training framework and optimizing the network.
MASTERING SKETCHING
We focus on applying our approach to the sketch simplification problem and its inverse. Sketch simplification consists of processing rough sketches, such as those drawn by pencil, into clean images that are amenable to vectorization. Our approach is also the first that can handle the inverse problem, that is, converting clean sketches into pencil drawings.
Simplification Network
In order to simplify rough sketches, we rely on the same model architecture as . The model consists of a 23-layer, fully convolutional network that has three main building blocks: down-convolutions, 3 × 3 convolutions with a stride of 2 to halve the resolution; flat-convolutions, 3 × 3 convolutions with a stride of 1 that maintain the resolution; and up-convolutions, 4 × 4 convolutions with a stride of 1 /2 to double the resolution. In all cases, 1 × 1 padding to compensate for the reduction in size caused by the convolution kernel as well as the ReLU activation functions are employed. The general structure of the network follows an hourglass shape, that is, the first seven layers contain three downconvolution layers to decrease the resolution to one eighth. Afterward, seven flat-convolutions are used to further process the image, and, finally, the last nine layers contain three up-convolution layers to restore the resolution to that of the input size. There are two exceptional layers: the first is a down-convolution layer with a 5 × 5 kernel and 2 × 2 padding and the last layer uses a sigmoid activation function to output a grayscale image in which all values are in the [0, 1] range. In contrast with Simo-Serra et al. (2016), which used a weighted MSE loss, we use the MSE loss as the model loss
where · is the Euclidean norm. Note that the MSE loss itself is not a structured prediction loss, i.e., it is oblivious of any structure between the component pixels. For each output pixel, neighboring output pixels have no effect. However, by also using the supervised adversarial loss, as done in Equation (6), the resulting optimization does take into account the structure of the output.
Discriminator Network
The objective of the auxiliary discriminator network is not that of high performance but rather to help train the simplification network. If the discriminator network becomes too strong with respect to the simplification network, the gradients used for Note: All convolutional layers use padding to avoid a decrease in output size and a stride of 2 to halve the resolution of the output.
training generated by the discriminator network tend to vanish, causing the optimization to fail to converge. To avoid this issue, the network is kept "shallow," uses large amounts of pooling, and employs dropout (Srivastava et al. 2014 ). This also allows for reduction of overall memory usage and computation time, speeding up the training itself. We base our discriminator network on a small CNN with seven layers, the last being fully connected. Similar to the simplification network, the first layer uses a 5 × 5 convolution and all subsequent convolutional layers use 3 × 3 convolutions. The first convolutional layer has 16 filters and all subsequent convolutional layers double the number of filters. We also incorporate 50% dropout (Srivastava et al. 2014 ) layers after the last two convolutional layers. All fully connected layers use Rectified Linear Units (ReLU) except the final layer, which uses the sigmoid activation function to have a single output that corresponds to the probability that the input came from the real data ρ y instead of the output of S. An overview of the architecture can be seen in Table 1 .
Training
Adversarial networks are notoriously hard to train; this has led to a series of heuristics for training. In particular, for GANs, the balance between the learning of the discriminative and generative components is critical, i.e., if the discriminative component is too strong, the generative component is unable to learn and vice versa. Unlike the GAN, which has to rely entirely on the adversarial network for learning, we also have supervised data ρ x,y , which partially simplifies the training.
Training of both networks is done with backpropagation (Rumelhart et al. 1986 ). For a more fine-grained control of the training, we balance the supervised training loss L(S (x ), y * ) and the adversarial loss so that the gradients are roughly the same order of magnitude.
An alternate training scheme is used for both networks: in each iteration, we first update the discriminator network with a minibatch, and then proceed to update the generative network using the same mini-batch.
During the training, we use batch normalization layers (Ioffe and Szegedy 2015) after all convolutional layers for both the simplification network and the discriminator network, which Favreau et al. (2016) and LtS . We note that these images are significantly more challenging than those tackled in previous works. For the approach of Favreau et al. (2016) , we had to also preprocess the image with a tone curve and tune the default parameters in order to obtain the shown results. Without this manual tweaking, recognizable outputs were not obtained. For both LtS and our approach, we did not preprocess the image but rather postprocessed the output with simple vectorization techniques (Selinger 2003) . While Favreau et al. (2016) manage to capture the global structure somewhat, many different parts of the image are missing due to the complexity of the scene. LtS fails to simplify most regions in the scene and fails to preserve important details. Our approach can simplify all of the images, both preserving details and obtaining crisp and clean outputs. The first-and fourth-column images are copyrighted by Eisaku Kubonoichi. The second-column image is copyrighted by David Revoy (www.davidrevoy.com) and licensed under CC-by 4.0.
are then folded into the preceding convolutional layers during the testing. Optimization is done using the ADADELTA algorithm (Zeiler 2012), which abolishes the need for tuning hyper-parameters, such as the learning rate, adaptively setting a different learning rate for all weights in the network.
We follow a similar data augmentation approach as Simo-Serra et al. (2016), namely, training with eight additional levels of downsampling: 7 /6, 8 /6, 9 /6, 10 /6, 11 /6, 12 /6, 13 /6, and 14 /6, while using the constant-size 384 × 384 image patch crops. All training output images are thresholded so that pixel values below 0.9 are set to 0 (pixels are in the [0, 1] range). All the images are randomly rotated and flipped during the training. Furthermore, we sample the image patches with more probability from larger images such that patches from a 1024 × 1024 image will be four times more likely to appear than patches from a 512 × 512 image. We subtract the mean of the input images of the supervised dataset from all images. Finally, with a probability of 10%, the ground truth images are used as both input and output with the supervised loss to teach the model that sketches that are already simplified should not be modified.
EXPERIMENTS
We train our models using the supervised dataset from SimoSerra et al. (2016), consisting of 68 pairs of rough sketches with their corresponding clean sketches (ρ x,y ), in addition to 109 clean sketches (ρ y ) and 85 rough sketches (ρ x ) taken from Flickr and other sources. Note that the additional training data ρ y and ρ x require no additional annotations, unlike the original supervised dataset. Some examples of the data used for training are shown in Figure 5 . We set α = β = 8 × 10 −5 and train for 150,000 iterations. Each batch consists of 16 pairs of image patches sampled from the 68 pairs in ρ x,y , 16 image patches sampled from the 109 clean sketches in ρ y , and 16 image patches sampled from the 85 rough sketches in ρ x . We initialize the model weights for all models by training exclusively in a supervised fashion on the supervised data ρ x,y and in particular use the state-of-the-art model . We note that this pretraining is critical for learning and that without it training is greatly slowed down and in the case of CGAN, it does not converge.
Comparison with the State of the Art
We compare with the state of the art of Favreau et al. (2016) and Learning to Sketch (LtS) (Simo-Serra et al. 2016) in Figure 6 . For the comparison, we use the postprocessing approach of , which consists of applying a high-pass filter and binarizing the output images before vectorizing them. We use the same parameters as Simo-Serra et al. (2016) for all output images. We can see that, in general, the approach of Favreau et al. (2016) fails to preserve most fine details while preserving unnecessary details. On the other hand, LtS has low confidence on most fine details, resulting in large blurry sections that become lost during the vectorization postprocessing, as shown in Figure 7 . Our proposed method preserves these fine-grained details, producing clean outputs without need of postprocessing.
Perceptual User Study
We perform two perceptual user studies for a quantitative analysis on additional test data that is not part of our unsupervised training Fig. 7 . We compare the output of our model with that of LtS (Simo-Serra et al. 2016) with and without post-processing. We can see that LtS uses postprocessing to attempt to clean the heavily blurred image, while our approach can directly output clean line drawings.
set. For both studies, we process 99 images with both our approach and LtS. Like the comparison with the state of the art, for a fair comparison, we perform the postprocessing of with the default parameters for all output images. In the first study, we randomly show the output of both approaches side by side to 15 users and ask them to choose the better result of the two. In the second study, we show both the input rough sketch and a simplified sketch randomly processed by one of the approaches and ask them to rate the conversion on a scale of 1 to 5. The participants were university students between 21 and 36 years of age with a 1:2 female-to-male ratio. Five of the participants did illustration as a hobby and all participants had familiarity with illustration.
The order of the images shown is randomized for every user and in the case of the side-by-side comparison, the presentation order is also randomized. Users are told to take their time deciding and specifically to look for multiple overlapping strokes being properly simplified into single strokes, loss of detail in the output, and noise in the output images. We note that 94 of the 99 images used for evaluation come from artists neither in our supervised nor unsupervised set. Furthermore, 60 of the images come from Twitter and are representative of challenging images "in the wild," many taken with cellphone cameras. Evaluation results are shown in Figure 8 . Fig. 8 . Results of the user study in which we evaluate the state of the art of LtS (Simo-Serra et al. 2016) and our approach on both absolute (1-5 scale) and relative (which result is better?) scales. The red line in the box plot indicates the median of the data, the box spans from the lower quartile to the upper quartile, and the whiskers show the range of the data.
In the absolute evaluation we can see that, while both approaches are scored fairly high, our approach obtains 0.84 points above the state of the art on a scale of 1 to 5. We compare distribution of scores with a dependent t-test and obtain a p-value of 1.42 × 10 −9 , indicating that results are significantly different. In the relative evaluation, our approach is preferred to the state of the art 88.9% of the time. This highlights the importance of using adversarial augmentation to obtain more realistic sketch outputs, avoiding blurry or ill-defined areas. From the example images, we can see that the LtS model, in general, tends to miss complicated areas that it cannot fully parse while our approach produces more well-defined outputs. Note that both network architectures are exactly the same: only the learning process and thus the weight values change. Additional qualitative examples are shown in Figure 6 .
Pencil-Drawing Generation
We also apply our proposed approach to the inverse problem of sketch simplification, that is, pencil-drawing generation. We swap the input and output of the training data used for sketch simplification and train new models. However, unlike sketch simplification, it turns out that it is not possible to obtain realistic results without supervised adversarial training: the output becomes a blurred version of the input. Only by introducing the adversarial augmentation framework is it possible to learn to produce realistic pencil sketches. We train three models: one with the MSE loss and two with adversarial augmentation for different artists. MSE loss and Artist 1 models are trained on 22 image pairs, while the Artist 2 model is trained on 80 image pairs. We do not augment the training data with unsupervised examples, as we only have training pairs for both artists. Results are shown in Figure 9 . We can see how the adversarial augmentation is critical in obtaining realistic outputs and not just a blurred version of the input. Furthermore, by training on different artists, we seem to obtain models that capture each artist's personality and nuances. Additional results are shown in Figure 10 .
We also provide a comparison with the approach of Gatys et al. (2016) for pencil-drawing generation in Figure 11 , which optimizes the output image to match the style of a target image. We initialize (Gatys et al. 2016 ) with the input image and run the optimization until convergence. As the style target image, we use one of the images for training our approach. We note that this approach is unable to generate a realistic pencil drawing and takes 3 minutes for a single image while our approach generates convincing results and runs in well under a second.
Generalizing with Unsupervised Data
One of the main advantages of our approach is the ability to exploit unsupervised data. This is very beneficial, as acquiring matching pairs of rough sketches and simplified sketches is very time consuming and laborious. Furthermore, it is hard to obtain examples from many different illustrators to teach the model to simplify a wide variety of styles. We train a model using the supervised adversarial loss, i.e., without unsupervised data, by setting β = 0 and compare it with our full model using unsupervised data in Figure 12 . We can see a clear benefit in images fairly different from those in the training data, indicating better generalization of the model. In contrast to our approach, existing approaches are unable to benefit from a mix of supervised and unsupervised data.
Single-Image Optimization
As another extension of our framework, we introduce singleimage optimization. Since we are able to directly use unsupervised data, it seems natural to use the test set with the adversarial augmentation framework to optimize the model for the test data. Note that this is done in the test time and does not involve any privileged information, as the test set is used in a fully unsupervised manner. We test this approach using a single additional image and optimizing the network for this image. Optimization is done by using the adversarial augmentation from Equation (6) with α = 0, ρ y ⊂ ρ x,y , with ρ x consisting of the single test image. The other hyperparameters are set to the same values as used for sketch simplification. Results are shown in Figure 13 . We can see how optimizing results on a single test image can provide a further increase in accuracy, particularly when considering very hard images. In particular, in the left image, using the pretrained model leads to a nonrecognizable output, as there is very little contrast in the input image. We do note, however, that this procedure leads to inference times a few orders of magnitude slower than using a pretrained network.
Comparison with Conditional GAN
We also perform a qualitative comparison with the recent CGAN approach as an alternative learning scheme. As in the other comparisons, the CGAN is pretrained using the model of . The training data is the same as our model when using only supervised data, the difference lies in the loss. The CGAN model uses a loss based on Equation (4), while the supervised model uses Equation (5). The discriminator network of the CGAN model uses both the rough sketch x and the simplified sketch y as an input; in our approach, D uses only the simplified sketch y. We note that we found the CGAN model to be much more unstable during training, several times becoming completely unstable, forcing us to redo the training. This is likely caused by using only the GAN loss, in contrast with our model, which also uses the MSE loss for training stability.
Results are shown in Figure 14 . We can see that the CGAN approach is able to produce nonblurry, crisp lines thanks to the GAN loss; however, it fails at simplifying the input image and adds Fig. 9 . Examples of pencil-drawing generation with our training framework. We compare three models: one trained with the standard MSE loss and two models trained with adversarial augmentation using data from two different artists. In the first column, we show the input to all three models, followed by the outputs of each model. The first row shows the entire image while the bottom row shows the area highlighted in red in the zoomed input image. We can see that the MSE loss succeeds only in blurring the input image while the two models trained with adversarial augmentation are able to show realistic pencil drawings. We also show how training on data from different artists gives significantly different results. Artist 1 tends to add lots of smudge marks even far away from the lines, while Artist 2 uses many overlapping lines to give the shape and form to the drawing. additional artifacts. This is likely caused by the GAN loss itself, as it is a very unstable loss prone to artifacting. Our approach, on the other hand, uses a different loss that allows training with unsupervised data while maintaining training stability and coherency to the output images.
Discussion and Limitations
While our approach can make great use of unsupervised data, it still has an important dependency on high-quality supervised data, without which it would not be possible to obtain good results. As an extreme case, we train a model without supervised data and Gatys et al. (2016) for pencil-drawing generation. One of the images for training our approach is used as the target style image for the approach of Gatys et al. (2016) . Fig. 12 . Visualization of the benefits of using additional unsupervised data for training with our approach. For rough sketches fairly different from those in the training data, we can see a clear benefit when using additional unsupervised data. Note that this data, in contrast with supervised data, is simple to obtain. We note that other approaches, such as the CGAN, are unable to use unsupervised data in training. The bottom image is copyrighted by David Revoy (www.davidrevoy.com) and licensed under CC-by 4.0. show results in Figure 15 . Note that this model uses the initial weights of the LtS model, without which it would not be possible to train it. While the output images do look like line drawings, they have lost any coherency with the input rough sketch. Recent fully unsupervised approaches (Taigman et al. 2017 ) provide better results for certain problems in which the input and output have high degrees of similarity, but the lack of supervised guidance generally does not allow for preserving fine details.
Another limitation on the approach is that the model has difficulty removing shading from the input image, instead preserving the unnecessary lines in the output, as shown in Figure 16 . Distinguishing between shading and lines is a complicated task that also depends heavily on the drawing style. However, it is likely that this can be mitigated or even eliminated by using additional training data containing large amounts of shading. While the network predicts each pixel by using a large area of the input image, roughly a 200×200 pixel area, it is unable to take advantage of information outside that area. Grouping of strokes can be explained by the gestalt phenomena of visual perception (Wertheimer 1923) , such as the law of proximity and law of continuity, which depend on only a small local region. However, other laws, such as the law of closure, which suggests that humans tend to perceptually group strokes together when they form closed shapes, is based on nonlocal information that can be approximated only with a fully convolutional network. For large strokes or drawn regions, the model will be unable to use the full region information, which can lead to erroneous sketch simplifications of closed regions.
CONCLUSIONS
We have presented the adversarial augmentation for structured prediction and applied it to the sketch simplification task as well as its inverse problem, i.e., pencil-drawing generation. We show that augmenting the loss of a sketch simplification network with an adversarial network leads to more realistic outputs. Furthermore, our framework allows for unsupervised data augmentation, essential for structured prediction tasks in which obtaining additional annotated training data is very costly. As adversarial augmentation applies only to the training, the resulting models have exactly the same inference properties as the nonaugmented versions. As a further extension of the problem, we show that the framework can also be used to optimize for a single input for situations in which accuracy is valued more than quick computation. This can be used, for example, to personalize the model to different artists using only unsupervised rough and clean training data from each particular artist.
