ABSTRACT We present an approach to jointly detect mitotic events spatially and temporally in time-lapse phase contrast microscopy images. In particular, we combine a convolutional neural network (CNN) and a long short-term memory (LSTM) network to detect mitotic events in patch sequences. The CNN-LSTM network can be trained end-to-end to simultaneously learn convolutional features within each frame and temporal dynamics between frames, without hand-crafted visual or temporal feature design. Owing to the LSTM layer, this approach is able to detect mitotic events in patch sequences of variable length, as well as making use of longer context information among frames in the sequences. To the best of our knowledge, this is the first work to detect mitosis using deep learning in both spatial and temporal domains. Experiments have shown that the CNN-LSTM network can be trained efficiently, and we evaluate this design by applying the network to original raw microscopy image sequences to locate mitotic events both spatially and temporally. The data with which we validate the proposed method include C3H10 mesenchymal and C2C12 myoblastic stem cell populations. Our approach achieved the F score of 98.72% on the C2C12 data set, and the F score of 96.5% on the C3H10 data set. The results on both data sets outperform the traditional graph modelbased approaches by a large margin, both in terms of detection accuracy and frame localization accuracy. Furthermore, we have developed a framework to aid humans in annotating mitosis with high efficiency and accuracy in raw phase contrast microscopy images based on the joint detection results using the proposed method. Under this framework, expert level annotations can be obtained in raw phase contrast microscopy image sequences, and the annotations have shown to further improve the training performance of the CNN-LSTM network.
I. INTRODUCTION
Analyzing proliferation behaviors of stem cells in vitro plays important role in many biomedical areas like biological research and medical applications. In this process, phase contrast microscopy is broadly employed to contineously monitor cell populations in vitro. Unlike other modalities including fluorescent and luminescent assays that tend to damage or even kill cells for observation, phase contrast imaging is nondestructive because it captures cell images by converting phase shifts in lights passing through cells into brightness changes. The application of phase contrast microscopy in biological study makes it possible to monitor the proliferation of live cells continuously over extended periods of time using time-lapse imaging.
Detecting mitosis in time-lapse phase contrast microscopy images is a critical step in the monitoring of cell proliferation. However when the cell population become large during proliferation, manual analysis becomes tedious, time consuming and error prone. There is a strong need for an automated system that could detect mitosis accurately and efficiently in large cell populations over extended time periods. Figure 1 shows an example phase contrast microscopy image of cells. 
A. MOTIVATION AND CONTRIBUTION
By observing the behaviors of mitotic cells under phase contrast microscope over time, we can tell that mitosis is a dynamic process ( Figure 2 ): mitotic cells first retract (appear to round up and show bright halo around them in phase contrast images), and then split into two daughter cells (appear as shape '8' when these two daughter cells are still connected). In this process, both visual appearance and temporal dynamics are important to idenfity mitosis. Simple shape matching such as searching for the pattern '8' through images is not sufficient to detect mitotic cells, considering that cells are deformable over time and most of the mitotic sequences are not regular in their appearances (Figure 2b , 2c, 2d). Machine learning techniques are often employed to model mitotic sequences with more sophisticated features.
Recently, the combination of spatial and temporal deep learning methods have shown great success in video recognition and description problems [1] . We study spatiotemporal deep learning for the application of detecting cellular behaviors such as mitosis in time-lapse phase contrast microscopy images.
In this paper, we present an approach that combines Convolutional Neural Network (CNN) and Long Short Term Memory (LSTM) network together (CNN-LSTM) to detect mitosis in cell patch sequences. CNN and LSTM are popular deep learning methods in spatial and temporal domains respectively. With the combination of CNN and LSTM, both spatial and temporal features of mitotic sequences can be learned simultaneously using an efficient end-to-end training process. To the best of our knowledge, this is the first work that combines spatial and temporal deep learning techniques for mitosis detection. Compared with previous works which generally employ hand crafted features [2] - [5] (such as HoG, SIFT, GIST), our approach can learn more expressive spatiotemporal features directly from input time-lapse image sequences. Owing to the LSTM structure, our approach is able to detect mitotic sequences of variable lengths and make use of longer context information among frames.
Furthermore, we employ the CNN-LSTM structure to locate mitosis both spatially and temporally in the original time-lapse microscopy images. The detection results have shown to be effective in enhancing both the efficiency and the accuracy of human annotations of mitosis in raw data, which further improves the performance for mitosis detection.
B. RELATED WORK
Several computer vision based mitosis detection methods have been proposed in recent years. Some mitosis detection approaches are based on cell tracking result [6] - [9] . In these tracking based approaches, the trajectory of each cell is first determined either by object tracking technique [7] or cell image segmentation result [8] , [9] . Then the mitotic cells are detected by checking variations of their visual appearance, regions or trajectories [9] over time. The focus of these approaches is to track each cell over time, which is a very challenging task considering the large density of cells, morphological changes of cells and cell division behaviors. In fact, mitotic events are relatively sparse compared to overall cells, and have some distinct visual and temporal features. With this information, mitosis can be detected more efficiently and accurately.
Some specialized methods could detect mitosis without cell tracking process involved [10] - [13] . These trackingfree methods generally first extract spatial or spatiotemporal features of mitosis, then model extracted features with a classifier (such as random forest [10] , SVM [10] , [11] etc). Irshad et al. [10] extracted second order statistics features and Scale Invariant Feature Transform (SIFT) features of mitotic cell image for the detection of mitosis. Liu et al. [11] proposed an approach to learn sparse representation of cell regions with a convex objective function regularized by mix-norm. An SVM classifier is then trained using the sparse features. In [13] , Huang and Lee built two sets of exclusive bases for mitotic and non-mitotic cell images respectively using eXclusive Independent Component Analysis (XICA). The reconstruct residuals based on both sets are evaluated for the classification of input cell image. Li et al. [12] proposed a method to locate mitosis in spatiotemporal domain from timelapse images with a fast cascade classifier [14] using a set of 3D Haar-like features.
Several probabilistic models based methods have recently been applied to detect mitosis. These methods generally implement cell region segmentation and 3D concatenation to extract mitosis sequence candidates from microscopy images. A probabilistic model is then applied to detect if there is mitotic event within the sequence. These approaches, which have achieved success in the mitosis detection problem, combined the ideas from tracking and non-tracking method. Gallardo et al. [15] adopted a Hidden Markov Model (HMM) to classify sequence candidates based on properties of candidate areas. Liang et al. [16] utilized a Conditional Random Field (CRF) model to identify cell cycle phase of each frame in sequence candidate. Liu et al. [4] applied Hidden Conditional Random Field (HCRF) to classify mitosis sequence. Huh et al. [2] proposed Event Detection Conditional Random Field (EDCRF) to identify mitosis sequence as well as localize cell birth event at which cell division is completed and two daughter cells are born. The results of mitosis detection are in turn used to improve cell tracking method [17] . Liu et al. [5] applied a max-margin semi-Markov model (MM-SMM) to segment mitosis sequence into four predefined temporal stages. As cell density increases over time in image sequence, the candidate extraction method may have difficulty identifying individual cells. Huh and Chen [3] proposed an approach to first pre-detect candidates of birth events from single image, then build candidates from pre-detection results and apply a Two-Labeled Hidden Conditional Random Field (TL-HCRF) for mitosis detection.
In last few years the application of Convolutional Neural Networks (CNN) in the computer vision field draw more and more attentions. Deep learning methods have been broadly implemented in fields like image classification, object detection, pixel segmentation etc. The implementation of deep learning method brought great performance improvement in these areas. It is natural to try to introduce deep learning methods into the mitosis detection problem. Several methods [18] - [20] have been proposed to detect mitosis with pixel level classification with CNN network on single breast cancer histology image. To take advantage of motion information between frames in timelapse images, Nie et al. [21] proposed a 3D-CNN method to learn deep features from volumetric regions. The learned features are then fed into SVM classifier for mitosis detection. Mao and Yin [22] proposed a Hierarchical Convolutional Neural Network (HCNN), in which original images and motion images are fed into two sets of CNN layers. Features extracted by both sets of CNN layers are then combined together to detect mitosis.
II. METHODOLOGY
Given a sequence of time-lapse phase contrast microscopy images, our research problem is to locate all the mitotic events in time and space among the image sequence. We solve this problem in three steps: 1) Generate patch sequence candidates from the original images, as shown in Figure 3 (a). 2) Apply the CNN-LSTM network to detect and locate mitotic events inside patch sequence candidates, shown in Figure 3 (b). 3) Combine all the detected results from the previous step to form a 3D probability heat map of mitosis, and search through the heat map to locate mitotic events, shown in Figure 3 (c).
A. CANDIDATE EXTRACTION
In the training phase, sequence candidates of mitosis are generated from the mannually annotated coordinates of mitotic events. As mitotic sequences may vary in lengths, we set the length of sequence candidate to 25 frames, which is sufficient for all mitotic sequences in our datasets. In the detection phase, sequence candidates are generated using spatiotemporal sliding window scheme. We give one label to each frame in the sequence candidate. There are three potential labels in our setting: label 0 indicates non-mitotic frames; label 1 indicates mitotic frames that are before cell splitting; label 2 indicates mitotic frames where a cell is splitting or has split. A sequence is considered to contain mitotic event only when the predicted result has at least one frame with label 2. The temporal position of cell splitting is the first frame with predicted label 2 in the sequence. Figure 4 shows two examples of labeled mitotic sequence.
B. CNN-LSTM ARCHITECTURE
The CNN-LSTM architecture consists of three parts: 1. CNN layer which takes cell image patches as input to extract visual feature from each image; 2. LSTM layer which takes sequence of CNN visual features as input to extract temporal dynamics among images in the sequence; 3. fully connected layer that generate fincal predictions of the labels of each patch image in the sequence candidate. Detailed descriptions of these three parts are as following:
1) CNN LAYER
We use a variant of LeNet [23] as the CNN part of our network structure. In our network, we removed the last two fully connected layers in LeNet, and connected the output of last max pooling layer with the LSTM network. This architecture makes our network could be trained end-to-end to simultaneously learn spatiotemporal features with high efficiency. In contrast, the 3D-CNN method in [22] requires the network to be trained in two steps: CNN training for feature extraction and SVM training for classification respectively. Figure 5 shows the CNN part of our CNN-LSTM network structure. This part contains two convolutional layers: the first layer contains 20 kernels of size 5 × 5, the second layer contains 50 kernels of size 5 × 5. Each convolutional layer is followed by a ReLU layer and a max pooling layer. Finally, for each frame from the input sequence, the output of the CNN part is reshaped into an 800 dimensional vector. All vectors form a sequence and are then fed into the LSTM layer which will be described in Section II-B2.
The reason we use LeNet instead of some more complex CNN architectures is that the input images are merely 25 × 25 in size, deeper CNNs with far more parameters are not suitable for this task. Annotating mitosis requires expert knowledge, which means we only have limited data for training. A CNN architecture that is too complicated may fall victim to over fitting given the limited amount of training data.
2) LSTM LAYER
A traditional Recurrent Neural Network (RNN) is capable of learning complex temporal dynamics inside an input sequence. However, when the length of the input sequence is too long, the network may suffer a vanishing or exploding gradient problem, which will make it harder to learn information from a longer temporal context. The LSTM network solved this problem by introducing gates in each LSTM cell to determine how to forget information from previous inputs and to update information when new input becomes available during a long range sequence.
In this work, we employ the same LSTM structure as described in [1] . With the incorporation of the LSTM network, our CNN-LSTM network can be trained with mitotic sequences of variable lengths. The output of the LSTM layer in our approach is a sequence of 256 dimensional vectors.
3) DROPOUT AND FULLY CONNECTED LAYER
Outputs from the LSTM layer go through a dropout layer and a fully connected layer to assign the predicted label to each frame in the sequence. During training phase the dropout layer randomly removes connections between LSTM layer and fully connected layer in each iteration. During test phase dropout layer is removed from the network and all connections are kept to make predictions. In this way the dropout layer could prevent the network from over fitting. This is essential especially when the scale of training data is limited. In our experiments, we set the dropout ratio to the empirical value of 0.3, which has shown effectiveness for performance improvement during the experiment.
C. SPATIAL TEMPORAL JOINT DETECTION
To detect spatial and temporal coordinates of mitosis in timelapse microscopy images, we apply a spatiotemporal sliding window method to the original time-lapse image sequence. Considering the size of cells in the images, the spatial stride is set to 5 pixels and temporal stride is set to 20 frames for sliding window detection. For each sequence, we first sum up the standard deviations of pixel values in each frame patch in the sequence (Eq. 1). If the result is lower than a threshold, the sequence will be considered as background and dropped; otherwise the sequence will go through our CNN-LSTM network for mitosis detection.
Since cells are relatively sparse compared to the background area in most images, this simple filtering strategy is effective at speeding up the detection process.
After the sliding window detection, we obtain a 3D probability heat map of the entire time-lapse microscopy image. By searching for connected areas in the 3D heat map, we can construct detected mitotic sequences from the whole-slide image sequence. In Section III-E, we present how we apply this result to improve the efficiency and accuracy of manual annotation of mitosis on a new dataset.
III. EXPERIMENT
Our experiment is implemented with Caffe [24] , which is one of the most popular open source deep learning frameworks.
A. DATASET
We tested our method on two stem cell populations: C3H10 mesenchymal stem cells and C2C12 myoblastic stem cells.
The C3H10 dataset contains five phase contrast microscopy image sequences with 409 mitoses in total. Each sequence consists of 1436 images with the resolution of 1392 × 1040. The C2C12 P15 dataset contains four sequences.
Since C2C12 P15 has a higher confluence than C3H10, each sequence contains 634, 636, 608, 257 mitotic events respectively. Each sequence consists of 1013 images with the resolution of 1392 × 1040. On both C3H10 and C2C12 dataset, we augment the training set by 6 times (rotating for every 90 degrees, flipping upside-down and left-right).
In classification experiments, we evaluate the result on C3H10 dataset and one sequence of C2C12 P15 dataset. We use leave-one-out design for C3H10 dataset: each split contains one sequence as the test set and the other four sequences as the training set. For the C2C12 dataset, we randomly split mitotic sequences into training and test sets, about 70% of mitotic sequences are included in the training set and the rest in the test set.
In the spatial localization experiment, we evaluate the result on the other three sequences of C2C12 P15. Furthermore, we tested how our method performs on helping manual annotation of mitosis on a raw phase contrast microscopy image sequence from C2C12 P7.
The annotation of mitosis in both datasets is the exact spatial and temporal coordinate at which the cell splitting happens. Annotations in the C3H10 sequences and the first sequence of C2C12 P15 are performed by expert biologists, annotations in the rest of the C2C12 P15 sequences are performed by students with help from the application proposed in this paper.
B. EVALUATION
To evaluate the performance of our approach for detecting mitosis in each patch sequence candidate, we calculate the mean and standard deviation of precision, recall and F score of the detection result. To get more generalized results, the experiment is conducted with 5-fold tests. To calculate precision and recall, we define TP, FN, and FP: For a positive sample (sequence in which mitotic event happens), it is defined as TP (True Positive) if the detection result contains mitotic frame labels, otherwise it will be defined as FN (False Negative). When a negative sample (sequence which does not contain mitotic event) has mitotic labels in the predicted result, it will be defined as FP (False Positive).
Furthermore, to evaluate the temporal localization accuracy of mitotic events, we calculate precision, recall and F score with different thresholds of frame bias error (th). With the introduction of th, the previously predicted TP samples will be considered as True Positive only if the frame difference between predicted time-of-birth frame and ground truth is lower than th.
In spatial-temporal joint detection experiments, each detected mitosis sequence will be defined as TP, if it has a ground truth annotation within its neighborhood of s pixels spatially and t frames temporally. Otherwise it will be defined as FP. Other ground truth annotation will be defined as FN if there is no mitosis sequence detected within its neighborhood. In our experiment, we set s = 25, t = 1. 
C. MITOSIS CLASSIFICATION AND TEMPORAL LOCALIZATION
To evaluate how each part of the CNN-LSTM network contributes to the overall result, we conduct an experiment to compare the results of three network structures: 1) CNN-LSTM. This is the exact network structure described in Figure 3 (b). 2) CNN only. Remove the LSTM layer and substitute it with a fully connected layer. 3) LSTM only. Remove the CNN layers, feed raw images as feature vectors directly into the LSTM layer. Performance of these three network settings is shown in Table 1 . This comparison validates that the CNN-LSTM architecture produces more superior results than using CNN or LSTM network alone for mitosis sequence detection. We employ the CNN-LSTM network in the following experiments.
We train our CNN-LSTM network on both the C3H10 and C2C12 datasets, and evaluate the performance of mitosis detection and temporal localization.
On the C3H10 dataset, we trained CNN-LSTM with a learning rate of 10 −3 for 20,000 iterations in total. On the C2C12 dataset, we set the learning rate to start with 6×10 −4 , then the learning rate is attenuated by the factor of 0.5 for every 25,000 iterations. The training on both datasets runs for 100,000 iterations in total. The setting up of learning rate is obtained on the validation set.
In Table 2 , we compare our CNN-LSTM network with EDCRF [2] , HCRF [4] , HSCNF [25] and MGRF [26] methods on the C2C12 dataset. As shown in the table, our approach has achieved the precision of 99.8%, recall of 97.97%, and corresponding F score of 98.72%. The result has outperformed the other two methods by a large margin. Table 3 shows our experimental result on the C3H10 dataset: 97.0% precision, 96.0% recall and 96.5% F score. Compared to approaches that employ hand-crafted features, our method obtained consistent performance improvement on the C3H10 dataset. Figure 6 shows three examples of detected mitotic sequences on the C3H10 dataset. From the results we can tell that mitotic sequences of various lengths can be accurately detected with our method. Table 4 compares the cell splitting, ie time-of-birth temporal localization accuracy by evaluating the detection results under different thresholds of frame bias error (1 and 3). Compared with the performance of other methods, our method achieves higher precision and recall when the threshold of frame localization error is small. This indicates that our method is more accurate at temporal localization of mitotic events inside mitotic sequences. The result validates that the introduction of LSTM layer can extract temporal dynamic information among frames in a longer context, thus helping to improve the performance of temporal localization of mitotic event.
We also compared the averaged frame bias of temporal localization result on C3H10 dataset with state-of-thearts in Table. 5. The temporal localization error is comparable with MM-HCRF+MM-SMM method employing SMM model for sequence segmentation. In addition, the CNN-LSTM approach achieves much lower standard deviation of frame bias than other methods, which means the proposed approach has more stable performance.
D. SPATIOTEMPORAL MITOSIS JOINT DETECTION
In the spatiotemporal joint detection experiment, we conduct an exhaustive search of sequence candidates using the sliding windows strategy through space and time. Most of the background sequences can be filtered out by calculating the sum of standard deviations of all frames in a sequence, so the method is still efficient in practical applications. The result from the exhaustive search produced a significantly higher recall compared to precision (Table 6 ). In practice, higher recall is more important for helping people to detect mitosis in microscopy images. A mitotic cell can be hard to detect when the cell population is dense, whereas a false positive sequence is relatively easy for human to identify. An example detection result is shown in Figure 7 .
E. AID HUMANS TO ANNOTATE ON NEW DATASET
We applied the CNN-LSTM network trained on C2C12 P15 cell populations to a new dataset (C2C12 P7) to locate mitosis both spatially and temporally in the original image sequences.
The detection algorithm helps us to annotate ground truth mitosis quickly and accurately: people could refine the annotations based on the detected results by removing false positives and adding true positives as ground truth annotations. In practice, this application helped us to find 279 additional mitotic events in a single sequence of the C2C12 P7 dataset, compared to 273 mitotic events obtained without our application. These annotations are in turn used to fine-tune the previously trained network to make it more suitable to the new dataset. Figure 8 shows the PR curves of the classification results before and after the fine tuning of CNN-LSTM on the C2C12 P7 dataset. C2C12 P7 is a more challenging dataset considering its higher cell confluence and density, as well as more active proliferation behaviors. Hence the fine tuning of the network on C2C12 P7 helps to improve its performance. After fine tuning, our approach achieved a promising result with an F score of 87.5%. 
IV. CONCLUSION AND FUTURE WORK
In this paper, we present an approach that detects mitosis in time-lapse phase contrast microscopy image sequences by combining CNN and LSTM structures. Unlike previous works that employ hand-crafted feature design to describe the visual appearances or temporal dynamics, the CNN-LSTM network is capable of learning spatial and temporal features simultaneously and directly from the input images. The training process is end-to-end and highly efficient.
We also introduce a system to locate mitosis spatially and temporally in the original microscopy image sequence, thereby assisting manual annotation of mitosis on a raw image dataset. In practice, this system has shown to be effective in helping to improve the accuracy and efficiency of human annotation, which in turn enables fine-tuning of the CNN-LSTM network to achieve higher performance on newly annotated datasets.
Our work has demonstrated the success of employing deep learning methods in both spatial and temporal domains to detect mitotic sequences in phase contrast microscopy images. In future work, we intend to integrate probabilistic graphical model into our current framework to explore how it will perform when deep learning meets probabilistic graphical model on the mitosis detection problem. 
