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Uncertainty in homology inferences: Assessing and
improving genomic sequence alignment
Gerton Lunter,1,3 Andrea Rocco,2 Naila Mimouni,2 Andreas Heger,1
Alexandre Caldeira,2 and Jotun Hein2
1MRC Functional Genetics Unit, University of Oxford, Department of Physiology, Anatomy, and Genetics,
Oxford OX1 3QX, United Kingdom; 2Department of Statistics, University of Oxford, Oxford Centre for Gene Function,
Oxford, OX1 2TG, United Kingdom
Sequence alignment underpins all of comparative genomics, yet it remains an incompletely solved problem. In
particular, the statistical uncertainty within inferred alignments is often disregarded, while parametric or
phylogenetic inferences are considered meaningless without confidence estimates. Here, we report on a theoretical
and simulation study of pairwise alignments of genomic DNA at human–mouse divergence. We find that >15% of
aligned bases are incorrect in existing whole-genome alignments, and we identify three types of alignment error,
each leading to systematic biases in all algorithms considered. Careful modeling of the evolutionary process improves
alignment quality; however, these improvements are modest compared with the remaining alignment errors,
even with exact knowledge of the evolutionary model, emphasizing the need for statistical approaches to account for
uncertainty. We develop a new algorithm, Marginalized Posterior Decoding (MPD), which explicitly accounts
for uncertainties, is less biased and more accurate than other algorithms we consider, and reduces the proportion
of misaligned bases by a third compared with the best existing algorithm. To our knowledge, this is the
first nonheuristic algorithm for DNA sequence alignment to show robust improvements over the classic
Needleman–Wunsch algorithm. Despite this, considerable uncertainty remains even in the improved alignments. We
conclude that a probabilistic treatment is essential, both to improve alignment quality and to quantify the remaining
uncertainty. This is becoming increasingly relevant with the growing appreciation of the importance of noncoding
DNA, whose study relies heavily on alignments. Alignment errors are inevitable, and should be considered when
drawing conclusions from alignments. Software and alignments to assist researchers in doing this are provided at
http://genserv.anat.ox.ac.uk/grape/.
[Supplemental material is available online at www.genome.org.]
Most, if not all, of comparative genomics relies crucially on the
quality of sequence alignments. As a consequence, the sequence-
alignment problem has received a great deal of attention. How-
ever, despite having been introduced over three decades ago
(Needleman and Wunsch 1970), it remains an active area of re-
search (for reviews, see Batzoglou 2005; Dewey and Pachter
2006). One reason for this continued interest is that alignments
produced by existing algorithms still show considerable disagree-
ment (Dewey et al. 2006). This disagreement is often thought to
result from differences in the algorithm’s accuracy due to, e.g.,
inaccurate evolutionary models or suboptimal choices of param-
eters (Waterman et al. 1992; Gusfield et al. 1994; Elofsson 2002;
Dewey et al. 2006). Here, we argue instead that alignment accu-
racy is more fundamentally limited. Rather than resulting from
inaccurate models or parameters, differences between inferred
alignments may simply reflect uncertainties resulting from the
limited information available in extant sequences, from which
different algorithms infer distinct but equally plausible homolo-
gies (Lassmann and Sonnhammer 2005). To the extent that this
is true, attention should be directed toward quantifying this un-
avoidable uncertainty rather than toward optimizing the evolu-
tionary model underpinning the algorithm. Quantifying this un-
certainty will help experimentalists assess which alignment re-
gions can be relied upon in subsequent analyses.
Several authors have considered uncertainty in alignments.
Byers and Waterman looked at the problem of enumerating sub-
optimal alignments (Waterman 1983; Byers and Waterman
1984), but this approach proved impractical because of the sheer
number of such alignments. An alternative approach focuses in-
stead on reliable individual columns within alignments. A “con-
ditional best score” can be computed for alignments that include
any particular residue pair (Sellers 1979; Goad and Kanehisa
1982; Altschul and Erickson 1986; Zuker 1991). Given an arbi-
trary threshold, these scores delineate regions of homology in a
dot plot rather than a single best alignment. A similar approach
has been used to calculate a “reliability index” for individual
pairings (Chao et al. 1993), which has been used to improve
alignments (Mevissen and Vingron 1996; Schlosshauer and Ohls-
son 2002; Tress et al. 2003). Despite such improvements, align-
ment quality remains a major issue, e.g., for homology modeling
of protein structure (Tramontano et al. 2001). One difficulty is
that proteins evolve under selection, which is hard to model, so
that any simulation must necessarily be highly idealized. Lacking
realistic simulated data, alignment algorithms must be calibrated
using databases of structural alignments (Mevissen and Vingron
1996; Tress et al. 2003; Edgar and Batzoglou 2006), which are
limited in size and accuracy and biased toward globular proteins.
3Corresponding author.
E-mail gerton.lunter@dpag.ox.ac.uk; fax 44-1865-282651.
Article published online before print. Article and publication date are at http://
www.genome.org/cgi/doi/10.1101/gr.6725608.
Methods
298 Genome Research
www.genome.org
18:298–309 ©2008 by Cold Spring Harbor Laboratory Press; ISSN 1088-9051/08; www.genome.org
 Cold Spring Harbor Laboratory Press on February 4, 2008 - Published by www.genome.orgDownloaded from 
A second issue is that, with notable exceptions (Do et al. 2005;
Paten and Birney 2007), alignment algorithms are almost univer-
sally based on optimizing a score rather than on a probabilistic
model. Aside from parameterization issues, this makes it difficult
to interpret the score and reliability indices derived from it,
which has hampered the rational design of novel algorithms
based on these statistics.
Here, we focus on the probabilistic alignment of mamma-
lian genomic DNA. The importance of this problem is underlined
by the increasing number of available genomes and the require-
ment of full-length alignments, particularly for the comparative
study of conserved noncoding DNA. These elements are embed-
ded in large amounts of neutrally evolving sequence, which, in
many cases, retain sufficient sequence identity to be alignable
(Waterston et al. 2002). This allows a different strategy from that
used for protein alignments; rather than modeling evolution un-
der functional constraint, neutral evolution may be modeled to
optimize the alignment of the neutral majority of sequence
(Chiaromonte et al. 2002). The conserved fraction, being easier
to align, may be processed by the same evolutionary model. Be-
cause of the large amount of available data, the process of neutral
evolution is known in great detail (Waterston et al. 2002; Hwang
and Green 2004; Meunier and Duret 2004; Hellmann et al. 2005;
Lunter et al. 2006), allowing the simulation of realistic sequence
pairs whose homologies are known exactly, an approach that was
profitably used to assess the quality of fly genome alignments
(Pollard et al. 2004).
We emphasize that in this study we consider only part of the
whole-genome alignment problem: the pairwise local alignment
of homologous nucleotide sequences. We ignore the issues of
finding anchors and of dealing with repetitive sequence, geno-
mic inversions and duplications, and nonorthologous relation-
ships (Blanchette et al. 2004; Bray and Pachter 2004; Brudno et
al. 2004; Dewey and Pachter 2006; Sun and Buhler 2006), which
are crucial, but can be separated from the nucleotide-level align-
ment problem. Here, we thus assume that regions of homology
are reliably assigned (see Prakash and Tompa 2007 for a recent
study considering this issue), and we focus on the problem of
inferring nucleotide-level homology. We also do not consider the
multiple-alignment problem, which is essentially more difficult
than pairwise alignments. However, a detailed understanding of
the issues concerning pairwise alignments will, we hope, help
guide the design of probabilistic multiple-alignment algorithms.
A central observation made in this study is that alignment
errors follow particular patterns and cause alignments to be bi-
ased in particular ways. Depending on the application, it is im-
portant to be aware of (and account for) the type and extent of
these biases. For instance, naïve estimates of indel rates are sys-
tematically negatively biased, and explicit accounting for align-
ment biases greatly reduces their impact (Lunter 2007). We dis-
tinguish three types of alignment error, termed gap wander
(Holmes and Durbin 1998), gap attraction, and gap annihilation.
We show that, to varying degrees, all probabilistic and score-
based aligners tested exhibit these biases. For the most prevalent
of these, gap wander, we obtain an analytic expression of its
contribution to alignment error.
Having established that alignment errors are prevalent, we
turn to probabilistic alignment algorithms. A key advantage of
probabilistic aligners is their ability to assign posterior probabili-
ties to individual alignment columns (Thorne et al. 1991; Durbin
et al. 1998; Metzler 2003; Lunter et al. 2005). We show that this
posterior probability accurately predicts the true probability that
individual columns are correct. This suggests that, rather than
using a standard maximum-likelihood approach such as the Vi-
terbi algorithm, posteriors could be profitably used to identify
good alignments. Posterior decoding-alignment algorithms were
proposed some time ago (Krogh 1997; Durbin et al. 1998; Holmes
and Durbin 1998), and recently there has been a renewed interest
in probabilistic alignment algorithms, mostly focusing on pro-
teins (Do et al. 2005; Kall et al. 2005; Roshan and Livesay 2006;
Paten and Birney 2007), and similar approaches were found to
improve RNA folding (Ding et al. 2005). In contrast, the perfor-
mance of posterior decoding algorithms on genomic DNA se-
quences has, to our knowledge, not been investigated in detail
before. Here, we examine two novel posterior decoding algo-
rithms and find that they show superior performance compared
with the standard Viterbi decoding and with score-based align-
ers, in terms of sensitivity and the extent of alignment biases.
Although our models and algorithms improve upon earlier
alignment algorithms, a key point of this study is to emphasize
that errors in alignments are unavoidable. We show that this is
true even when the underlying evolutionary model and param-
eters are known exactly. For sequences whose divergence is com-
parable to human and mouse, we recover 83%–88% of homolo-
gous residue pairs, depending on the model and the decoding
algorithm, stressing the need to quantify the remaining uncer-
tainty in the alignment. The best-performing model explicitly
accounts for variations in GC content, and the particular form of
the mammalian indel-length spectrum; surprisingly, modeling
the variation in substitution and indel rates themselves had little,
if any, effect on the resulting alignment. Independently of the
model used, the posterior-decoding algorithms were found to be
superior to the Viterbi algorithm. By comparison, of the score-
based aligners used in the ENCODE project, BLASTZ (Schwartz et
al. 2003; Blanchette et al. 2004) shows the best overall perfor-
mance, achieving a sensitivity of 82%, similar to the sensitivity of
Viterbi alignments.
Despite the advantages of a probabilistic approach, most
aligners currently are score based rather than probabilistic. One
reason is that probabilistic algorithms are perceived to be more
complex. It is therefore important to emphasize that the algo-
rithms we used have the same asymptotic time and memory
complexity as standard score-based algorithms; for example, the
Viterbi algorithm (Durbin et al. 1998) is formally identical to the
Needleman–Wunsch algorithm (Needleman and Wunsch 1970).
Based on the ideas presented here, we have developed a proba-
bilistic genome aligner, GRAPe, which we used to compute hu-
man and mouse genome alignment. The software will be de-
scribed more fully elsewhere and is available at http://
genserv.anat.ox.ac.uk/grape. A genome browser for the human–
mouse alignments is accessible through the same URL.
Results
Biases in alignment
Alignment algorithms, whether probabilistic or score based,
compute alignments that are systematically biased. We describe
the three most important biases, in order of their frequency of
occurrence, and discuss their effects on alignments.
The most frequent cause of misaligned bases is due to an
effect termed “gap wander” or “edge wander” (Holmes and
Durbin 1998). Gap wander occurs because the mutation process
creates random and spurious local sequence similarities, which
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compete with the sequence similarities due to homology (Fig.
1A). Long unrelated sequences are unlikely to show similarities
comparable to those of homologous sequences, but short regions
of similarity do frequently occur and cannot be distinguished
from true homology. As a result, the most likely location of a gap
often differs from its true location. Gap wander causes alignment
columns near gaps to show an inflated average sequence similar-
ity while simultaneously causing the proportion of columns that
are correctly aligned (the alignment accuracy) to be lowest near
to gaps.
Under a Jukes–Cantor model of evolution, it is possible to
investigate the effects of gap wander analytically. Following, in
part, the argument by Holmes (1998) and Holmes and Durbin
(1998), we find the proportion of misaligned bases due to gap
wander to be
Fw =


4e43 − 34e43 − 1
8e43 − 3
, (1)
valid for small divergences (see Appendix A). Here,  is the ratio
of the substitution rate, , to the indel rate, . Note that the
dominant term in (1) is linear in , in fact Fw = (3/5) + O(
2),
and for this reason, we say that gap wander is a first-order effect.
The second most prevalent bias is termed “gap attraction.”
This is an interaction effect between indels, and occurs when two
indels hit homologous sequences at nearby positions. In this
case, the most parsimonious explanation often involves one
rather than two gaps, even at the cost of additional substitutions.
Because this additional cost is, in expectation, proportional to
the distance between the gaps, the result is an apparent “attrac-
tion” between gaps (see Fig. 1B,C). It causes a downward bias in
the number of inferred indels, and further decreases the align-
ment accuracy near gaps. Since gap attraction is an interaction
effect, the number of affected sites in alignments is of second
order in the divergence.
The third bias, “gap annihilation”, is also an interaction
effect between indels, but occurs at lower frequencies. When two
indels have identical length but are of opposing signature (e.g.,
an insertion followed by a nearby deletion in the same lineage; or
two deletions in separate lineages), the evolutionary history com-
peting with the true explanation involves no indels altogether
(Fig. 1D). Since indels are relatively rare, this explanation is fa-
vored even when it requires a considerable number of additional
inferred substitutions. The evolutionary scenarios causing this
situation may sound contrived, but in fact, the probability that
two indels have identical length is ∼20% in human–mouse align-
ments, because most gaps are short (∼30% are single-nucleotide
indels). The results of gap annihilation are, again, a downward
bias in the number of inferred indels, a reduction of the align-
ment accuracy, and a decrease in the apparent sequence similar-
ity. These effects occur nearly uniformly across the alignment
(see Lunter 2007 for a more detailed discussion), in contrast to
the biases induced by gap wander and gap annihilation, which
strongly colocalize with inferred gaps.
Simulation study of alignment biases
To show that the three types of biases influence alignments as
predicted, we designed a simulation study. We generated se-
quences so that “true” homologies were known, after which we
removed gaps and realigned the resulting sequences. We evolved
sequences under the Jukes–Cantor model (Jukes and Cantor
1969) with  = 0.375 expected substitutions per site (correspond-
ing to an average sequence identity of 0.705), and we used a
geometric indel model with substitution/indel rate ratio of  =
7.5 (see Methods section). These parameters result in sequences
that are comparable to sequence at human–mouse divergence
(mean sequence identity 69%). The simulated sequences were
realigned under the same model using Viterbi decoding. The use
of the Jukes–Cantor model allowed comparisons with our ana-
lytical result (1). Simulations show that sequences evolved and
aligned under the HKY model (Hasegawa et al. 1985) show very
similar alignment biases (see Supplemental Table S1 and Supple-
mental Fig. S1).
We find that the alignment accuracy is lowest for columns
adjacent to gaps, as predicted, with only 56% aligned correctly
(see Fig. 2A). The apparent average sequence identity for these
columns is 85%, much higher than the true sequence identity,
70.5%. Both observations are compatible with the combined ac-
tion of gap wander and gap attraction.
Moving away from gaps, the apparent sequence identity
quickly drops to nearly the correct value and continues to de-
crease to ∼68%. In contrast, the accuracy
rises slowly and plateaus at around 96%
far away from gaps. This again agrees
with our predictions, since all alignment
biases act to decrease the accuracy at me-
dium distances from gaps, while gap at-
traction and gap wander have opposite
effects on sequence identity. In balance,
gap wander dominates near gaps, while
at medium distances, their effects nearly
cancel. The fact that neither sequence
identity nor alignment accuracy reach
optimal values in gap-distal regions re-
flects the effects of gap annihilation,
which is the dominant alignment bias
away from alignment gaps. Gap attrac-
tion, finally, is responsible for the scar-
city of closely spaced gaps (Fig. 2B).
We next investigated the depen-
dence of alignment accuracy with se-
quence divergence. The analytic predic-
Figure 1. Three types of alignment bias. Alignment algorithms are consistently biased toward likely
distributions of indels across sequences, despite the occurrence of less-likely configurations at low
frequencies. The figure shows four pairs of sequences with their homologies (left) and corresponding
most-likely alignments (right), with wrongly aligned bases highlighted. We distinguish between three
types of bias: gap wander (A), caused by spurious high-sequence similarity at nonhomologous sites;
gap attraction (B,C), occurring when two indels have little separation, and gap annihilation (D), which
occurs when two indels of equal size but opposite signature are found near to each other, favoring
explanations without indel events.
Lunter et al.
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tion (1) of the false-positive fraction (FPF, see Methods section for
a definition) closely agrees with the observations ( = 0.075, FPF
= Fw = 0.008;  = 0.150, FPF = Fw = 0.022;  = 0.225, FPF = 0.047,
and Fw = 0.041). Since gap wander is the only bias considered in
the analysis, the very good agreement indicates that gap wander
is the dominant cause of alignment error in the low-divergence
regime. For higher divergences, the observed FPF exceeds the
predicted value (Fig. 3) because second-order indel interactions
such as gap annihilation become more prevalent, as indicated by
the reduction in asymptotic accuracy.
To investigate the effect of inaccurate parameters on align-
ment quality, we realigned all simulated sequences with fixed
parameters rather than with those used in the simulation. This
has little negative effect on alignment quality (Supplemental Fig.
S2). Given the strong biases present in alignments, could it be
that detuning the parameters might actually improve align-
ments? For instance, decreasing the gap penalty would increase
the number of gaps, opposing the bias in gap density due to gap
attraction. To investigate this, we again simulated sequences un-
der a Jukes–Cantor model, and realigned them using Viterbi de-
coding with a model parameterized by a range of substitution
and indel rates (Fig. 4). Sensitivity is maximal (84%) when pa-
rameters coincide with the simulation parameters, both for the
indel and the substitution rates. However, the sensitivity stays
within 1% of the maximum across a wide range of indel rates
(0.02    0.10) and substitution rates (0.20    0.45). We
conclude that alignment quality is robust against fairly large er-
rors in the values of the evolutionary parameters.
Model fidelity and alignment accuracy
The initial simulations show that for parameters corresponding
to human–mouse alignments, only 84% of homologous bases
were aligned correctly. Because of the simple model, this result
may not be representative for actual human–mouse alignments.
To make a more realistic assessment of the expected quality of
such alignments, we developed a test set of simulated sequences
that accurately approximates evolution along the human and
mouse lineages. To assess the impact of model fidelity, we re-
aligned this data set using a hierarchy of models and inferred
alignments using three different decoding algorithms for each
model in turn.
We simulated evolution using parameters that closely
mimic human–mouse evolution. Specifically, we simulated the
following aspects: large-scale variation of GC content; GC-
content-dependent indel rates; an empirical indel-length spec-
trum; dependence of the substitution model on GC content; and
GC-independent local substitution rate variation. The evolution-
ary parameters were obtained from BLASTZ human–mouse align-
ments (see Methods section for details). In all, we simulated
20,000 sequence pairs with an average length of 700 nt, with
Figure 3. Dependence of alignment accuracy on evolutionary dis-
tance. Accuracy decreases with increasing evolutionary distance. Shown
are the false-positive fraction (FPF, orange squares); the predicted FPF
based on gap wander alone (Fw, green open circles); the sensitivity (blue
solid triangles); the proportion of correct alignment columns at distance
15 from the nearest gap (asymptotic accuracy, pink dots); and the aver-
age posterior probability at the same distance (asymptotic posterior,
brown open triangles). Sequences were simulated for various values of
the divergence  (horizontal axes), and realigned using the same  value.
The substitution/indel rate ratio was fixed at  = / = 7.5. Qualitatively
the same behavior is seen when realigning using a fixed  (see Supple-
mental Fig. S2).
Figure 2. Effects of alignment biases in relation to gaps. Alignment biases cause systematic errors in alignments that are non-uniformly distributed with
respect to alignment gaps. (A, left) The proportion sequence identity (PID, blue triangles), the true PID (dashed), and the proportion of correctly aligned
columns (accuracy, red circles), for realigned sequences evolving under a Jukes–Cantor model, as a function of the distance to the nearest gap in the
inferred alignment. The spuriously high PID and low accuracy adjacent to gaps is caused by gap wander. Gap annihilation is responsible for the reduced
accuracy, and the slight reduction of PID below the true value away from gaps. (B, right) A histogram of intergap distances (circles), and the best fit to
a geometric distribution (red line). The scarcity of closely spaced gaps (less than about 20 nucleotides apart) is due to gap attraction and affects a large
number of gaps (note the logarithmic scale).
Assessing and improving genomic sequence alignment
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2 100 nt of flanking sequence added as appropriate for local
alignments. Note that this presents a realistic scenario for a
whole-genome aligner when a fairly dense set of anchors has
been generated.
The simulated sequences were then realigned using a hier-
archy of probabilistic aligners (Table 1; Fig. 5A). The most elabo-
rate (“Full”) model tracked all of the evolutionary-rate variation
used in the simulations. In addition, this model uses a geometric
mixture model to closely approximate the empirical indel-length
spectrum (Fig. 5B). The other models were obtained by allowing
only one parameter to vary, while other parameters were fixed to
their average values (see Table 1). Finally, we considered a “Basic”
model, obtained by pegging all parameters to their averages and
replacing the indel-length model by a standard geometric distri-
bution, corresponding to affine gap penalties.
For each model, we compared three decoding algorithms to
infer alignments from the sequence data. As baseline method, we
used the standard Viterbi decoding algorithm, which computes
the single most likely alignment that is compatible with the ob-
served sequences. In addition, we used two posterior decoding
algorithms, referred to here as posterior decoding and marginal-
ized posterior decoding (MPD; see Appendix B for details). Both
algorithms compute the alignment that maximizes the cumula-
tive log posterior probability of all contributing alignment col-
umns. This is equivalent to maximizing the product of column
posteriors (Fariselli et al. 2005) and has the advantage of remov-
ing the need for arbitrary gap weighting to account for variable
lengths of alignments, which is required for standard sum-of-
posteriors decoding (Durbin et al. 1998; Do et al. 2005; Kall et al.
2005; Roshan and Livesay 2006).
We summarized the results using three summary statistics:
sensitivity, false-positive fraction (FPF), and nonhomologous
fraction (NHF; see Methods section for definitions) (Fig. 6). Of
the inference procedures, MPD achieves the best sensitivity
(88.1%), with good FPF (13.3%) and NHF (1.6%). Viterbi align-
ments are more conservative, resulting in a notably lower sensi-
tivity (84.9%), but slightly better performance on the FPF and
NHF statistics (12.7% and 0.38%). Standard posterior decoding
shows comparable sensitivity (87.9%), but high FPF and NHF
scores (14.3% and 2.3%).
Beside good sensitivity and FPF ratings, MPD also shows
fewer alignment biases. The average PID next to gaps is only
mildly elevated at 72.9%, compared with 80.1% for Viterbi, in-
dicating a reduced impact of gap wander. Gap attraction is also
less prevalent, as indicated by the distribution of distances be-
tween gaps, which is closer to the ideal geometric distribution
(Fig. 7). Finally, MPD alignments show a high asymptotic accu-
racy (97.3% accurate at distance 15 from gaps, compared with
96.1% for Viterbi alignments), suggesting a reduced impact of
gap annihilation. This reduced impact of alignment biases im-
proves the estimate of the number of indels (0.0394 gaps per
nucleotide for MPD, compared with 0.0345 for Viterbi), although
a substantial bias remains (true gap density, 0.0490 gaps/nt). All
statistics mentioned are for the Full model; there appears to be
little interaction between the model and the inference procedure,
and the conclusions remain valid across the model hierarchy.
Table 1. A hierarchy of probabilistic alignment models
Model a b 1
c 2
c Substitution probabilities
Basic 0.0486 1.0 0.652 - avg.d
VarIndel fGC-depe 1.0 0.652 - avg.
VarSubs 0.0486 1.0 0.652 - local divergence dependentf
MixtureGeometric 0.0486 0.857 0.652 0.906 avg.
SequenceContent 0.0486 1.0 0.652 - fGC-dependent
Full fGC-dep fGC-dep fGC-dep fGC-dep dependent on fGC and local divergence
aIndel rate parameter.
bMixture coefficient of mixture geometric indel-length distribution.
cParameters of geometric indel-length distribution.
dSignifies that average parameters are used (Supplemental Table S2).
eSignifies that parameters depend on the fraction GC (see Supplemental Table S2).
fSignifies that substitution rate parameters are tuned to the local sequence divergence (see Supplemental Table S3). All explicit parameter values are
averages (see Supplemental Table S2).
Figure 4. Suboptimal parameters have minimal impact on alignment accuracy. Shown are: sensitivity to identify homologous nucleotide pairs (blue
squares, on left axis), the false-positive fraction (orange triangles, on right axis), and the nonhomologous fraction (green circles, on right axis). Sequences
were generated under a Jukes–Cantor model with substitution rate  = 0.3 and indel rate  = 0.05, and (A) realigned using a fixed substitution rate
 = 0.3 and a range of indel rates, and (B) using a fixed indel rate  = 0.05 and variable .
Lunter et al.
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We were surprised to find that increasing the model com-
plexity has little effect on the performance. For the MPD align-
ments, the FPF varies between 13.34% and 15.34%, the NHF
varies in the range of from 1.45% to 3.19%, and the sensitivity
ranges from 87.56% to 88.22%. Compared with the Basic model,
and irrespective of the decoding algorithm used, the models that
vary either local substitution rates (Var-
Subs) or indel rates (VarIndel) show little
or no improvement in any of the three
statistics. This is consistent with our
finding that Jukes–Cantor alignments
are robust to variations in evolutionary
rate parameters. Tuning the substitution
model to the sequence GC content im-
proves the FPF (13.6%, from 15.2%) and
the NHF (1.45%, from 2.85%), but
also somewhat reduces the sensitivity
(87.6%, from 87.8%). Modeling the in-
del-length spectrum using a geometric
mixture model has the opposite effect of
increasing the sensitivity (to 88.2%) at
the cost of an increased NHF (3.19%),
while the FPF improves (15.1%), but
only slightly, compared with the Basic
model (15.2%). The Full model strikes a
good balance with the best FPF (13.3%)
and good NHF and sensitivity scores
(1.63% and 88.1%; Fig. 7).
Figure 6. Dependence of alignment accuracy on modeling fidelity and inference procedure. Shown
are the sensitivity, false-positive fraction, and nonhomologous fraction for three inference algorithms
and various alignment models (see Table 1) used to align sequences from the human–mouse evolu-
tionary simulation.
Figure 5. Topology of the pair HMM for probabilistic alignments. (A) The model is implemented as a pair HMM with a match state (center)
surrounded by delete (top) and insert (bottom) states. Hash signs (#) signify emissions, dashes (–) represent no emission (rather than the emission of a
gap character); circles represent silent states and are included for clarity, and arrows represent allowed transitions. Paths through this HMM correspond
to alignments (and dash signs then represent gap characters). Local alignments were computed by surrounding the core HMM by two pairs of
“padding” states (P1 to P4) allowing the alignable portion of the sequences to be embedded in nonhomologous sequence. Note that the model allows
a single pass through the central pair HMM, and padding sequence is allowed at both ends of the alignment only. (B) The observed indel-length
spectrum in BLASTZ human–mouse alignments (right, circles) is better approximated by a mixture of two geometric distributions (red solid line) than
by a single geometric distribution (corresponding to affine-gap scores; blue dashed line). This mixture distribution is implemented by duplicating the
insert and delete states. Parameters of the model are: , the indel probability per aligned site; 1 and 2, the parameters governing the indel length
distribution; , the geometric mixture coefficient, , the alignment length parameter. (C) Screenshot of the alignment browser, showing a marginalized
posterior decoding (MPD) alignment computed using this model, together with posterior column probabilities. Alignments generally contain columns
with low posterior probability, indicating regions where competing alignments contribute a significant fraction of the total likelihood.
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Our test setup implicitly assumes that alignment algorithms
can use the correct evolutionary parameters, which is not true in
practice. For this reason, our results should be regarded as pro-
viding an upper limit to the achievable alignment accuracy for
the algorithms and divergence considered (to the extent that our
modeling of the neutral evolution of nucleotide sequence is ap-
propriate). However, the accuracy of the evolutionary rate pa-
rameters appears to have little effect on accuracy, and the largest
gain in accuracy and FPF is obtained from modeling the sequence
content and the indel-length distribution. Parameterization of
either is straightforward, so that our conclusions are relevant for
practical alignment algorithms.
Posterior probabilities are a reliable estimator
of alignment accuracy
In the previous section, we showed that posterior probabilities
help to improve alignments. We next investigated whether they
are also directly informative of alignment accuracy. Although
posteriors cannot be used to distinguish correctly aligned col-
umns from incorrect ones (except possibly when the posterior is
either 0 or 1), they do provide a quantitative indication of reli-
ability (Fig. 5C). In this section, we investigate the accuracy and
robustness of this measure.
We calculated posteriors for all columns in simulated hu-
man–mouse sequences that were subsequently realigned using
Viterbi decoding. Alignments columns were divided into 10 cat-
egories by their 10% posterior probability quantile. Within each
category, we aggregated two statistics: the proportion of correctly
aligned nucleotides, and the average percentage sequence iden-
tity. To test for robustness against modeling errors, this proce-
dure was applied both for the basic and the full model. For both
models, the posterior probability accurately predicts the propor-
tion of correctly aligned columns (Fig. 8).
Similarly, the “asymptotic accuracy”, defined as the propor-
tion of correct alignment columns at distance 15 from the near-
est gap, is very nearly identical to the average posterior at that
distance, across a wide range of divergences (Fig. 3). Again, this
conclusion remains true, even when the evolutionary model
does not accurately fit the data (Supplemental Fig. S2).
Sequence identity and posterior probability show a strong,
positive correlation. This is partly caused by an increasing admix-
ture of nonhomologous nucleotide pairs as the posterior prob-
ability decreases. However, the observed PID for the highest pos-
terior bin (>0.9) is 74.1%, exceeding the true PID of 69%. We
interpret this as the result of stochastic effects that causes local
sequence similarity to fluctuate, which in turn influences the
accuracy with which alignments can be inferred. The result is
that locally accurate alignments are biased toward regions with
high-sequence identity. This suggests that it would be unwise to
only use alignment columns with very high posterior probabili-
ties to estimate substitution rates.
Comparison with score-based aligners
To put the performance of the probabilistic aligners in context,
we realigned the simulated data using five general-purpose score-
based aligners: ClustalW (Higgins and Sharp 1988), Lagan
(Brudno et al. 2003), DiAlign (Morgenstern 1999, 2004), Mavid
(Bray and Pachter 2004), and TBA/BLASTZ (Schwartz et al. 2003;
Blanchette et al. 2004). The performance of these aligners was
compared using the same three statistics as before (Fig. 9).
With the exception of DiAlign, all aligners achieve compa-
rable sensitivities (79.4%–84.3%). BLASTZ paired this with good
false-positive and nonhomologous fractions (FPF, 13.77%; NHF,
1.18%) when using the recommended score-threshold option (-K
2200). Lowering the score threshold to 2000 (following Pollard et
al. 2004) increased the sensitivity from 79.4% to 82.0%, while
the false-positive and nonhomology fractions increased only
marginally (to 13.89% and 1.21%, respectively). The other score-
based aligners were designed to perform global (or ”glocal”)
(Brudno et al. 2003) alignment, thus solving a different problem
that resulted in high (and less meaningful) NHF and FPF statis-
tics. DiAlign was designed for multiple alignment of divergent
protein-coding sequences, and as a consequence, is conservative
in inferring homology, resulting in a low false-positive fraction
Figure 8. Posterior probability is an excellent indicator of alignment
accuracy. Shown are the proportion of correctly aligned nucleotides
(squares), the average sequence identity (triangles), and the proportion
of nucleotides (histogram bars) across 10 posterior probability quantiles,
obtained from realigned simulated human–mouse sequence data. For
realignment, we used Viterbi decoding on the basic and full models.
Figure 7. Posterior decoding shows fewer alignment biases. Shown are
the intergap distance histograms for alignments obtained by Viterbi de-
coding (open squares), posterior decoding (open circles) and MPD (filled
triangles), applied on the Full model. The scarcity of closely spaced gaps,
resulting from gap attraction, is apparent for all decoding algorithms, but
is much less pronounced for posterior decoding and MPD than for Viterbi
decoding.
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and a fair nonhomologous fraction (FPF, 12.8%; NHF, 3.95%),
but a concomitant low sensitivity (63.1%). ClustalW was de-
signed for protein multiple alignment, but was included because
of its traditionally large user base. In our test, it shows lower
sensitivity (81.9%) and higher false-positive rates (38.7%) than
both Lagan and Mavid. However, despite their differences, all
algorithms show qualitatively similar biases in their alignments
(Supplemental Fig. S3), and uniformly do not perform as well as
the MPD algorithm tested.
Discussion
In this study, we report on a large-scale simulation study, with
the twofold aim of investigating the type and extent of biases
that are inherent in the inference of alignments and of assessing
whether a probabilistic approach can help reduce these biases.
We have distinguished three types of alignment biases; gap
wander, gap attraction, and gap annihilation. Although well
known, only one of these (gap wander or “edge wander”) has, to
our knowledge, been studied explicitly before (Holmes 1998). We
have argued that gap wander is the dominant cause of wrongly
aligned bases in maximum-likelihood alignments. This conclu-
sion is supported by a theoretical analysis of gap wander under a
Jukes–Cantor substitution model, the predictions of which agree
very well with simulated data for small divergences. For higher
divergences, additional biases start contributing to alignment in-
accuracies, but gap wander continues to be important. For ex-
ample, at a divergence of 0.375 substitutions and 0.05 indels per
site, gap wander is predicted to cause 10% of homologous bases
to be wrongly aligned. Simulations show the actual proportion to
be 14%, the additional 4% apparently due to other biases.
These additional biases are caused by gap interactions, and
their impact increases quadratically with divergence. The effects
of gap attraction are apparent in the distribution of distances
between successive gaps, in which small distances are strongly
under-represented (Fig. 2B). Gap attraction strongly reduces the
gap density in alignments, and further compounds the reduction
of alignment accuracy near gaps that is caused by gap wander. A
third and related bias, termed “gap annihilation”, is also of sec-
ond order in the divergence but occurs less frequently. In con-
trast to the other two biases, gap annihilation colocalizes with
alignment gaps only very weakly (Lunter 2007), and causes an
increase in both the apparent divergence and the error propor-
tion across the alignment, and a further decrease in the number
of inferred indels.
Both gap-interaction biases tend to decrease the alignment
gap density compared with the true indel count. Increasing the
indel rate of the inference model (i.e., lowering the gap-opening
penalty) increases the number of inferred gaps, reducing this
bias. However, our results show that the true evolutionary pa-
rameters do maximize the proportion of correctly aligned
nucleotides, despite the gap count being negatively biased. In
other words, the number of gaps can be made to approximate the
true indel count, but only at the expense of placing the gaps in
the wrong positions and increasing the proportion of incorrectly
aligned bases.
It might seem that a tighter modeling of the evolutionary
process would help to discern the true evolutionary history from
among the many possibilities, and so reduce the impact of align-
ment biases. We found that more accurate modeling resulted in
only very marginal improvements of the alignment accuracy.
Indeed, in our simulation study of sequences at human–mouse
divergence, the modeling of indel lengths using a mixed geomet-
ric distribution resulted in the single largest improvement in sen-
sitivity, from 85.3% to 85.6% using Viterbi decoding, and from
87.8% to 88.2% using MPD. The geometric mixture model helps
to align sequences across large indels, which are relatively infre-
quent, explaining the relatively modest improvement. Modeling
the variation in GC content reduces the false-positive fraction
(from 15.2% to 13.6% using MPD), but has little effect on sensi-
tivity. Surprisingly, accurate modeling of indel and substitution
rate variation has little, if any, effect. This robustness to mispa-
rameterization is supported by our simulations under the Jukes–
Cantor model, where substantial variations in the rate param-
eters resulted in very little difference (Fig. 4).
For the data set of simulated sequences at human–mouse
divergence, all models and decoding algorithms show 12%–15%
wrongly aligned columns. This seems to reflect the loss of infor-
mation during evolution rather than model inaccuracies or pa-
rameterization errors, and suggests that more sophisticated im-
provements to evolutionary models that might be considered,
such as modeling evolving GC fractions (Lipatov et al. 2006),
strand biases (Green et al. 2003), or context-dependent evolution
(Jensen and Pedersen 2000; Arndt et al. 2003; Hwang and Green
2004; Lunter and Hein 2004; Siepel and Haussler 2004; Chris-
tensen 2006), although extremely valuable to help understand
evolution, are unlikely to result in substantial improvement of
sequence alignments. One aspect not modeled by any alignment
algorithm that we are aware of is that indels often occur in tan-
dem repetitive sequence as a result of, e.g., microsatellite insta-
bility (Kroutil and Kunkel 1999). The proposed mechanism, poly-
merase slippage, suggests that insertions often involve sequence
duplications rather than insertions of random sequence. It would
be interesting to investigate the possible improvement that mod-
eling this aspect would have on alignment quality.
Modeling of polymerase slippage aside, we expect further
improvements in alignments to arise chiefly from deep sequenc-
ing of extant species. Beside obvious factors such as the shape of
the phylogenetic tree and the availability and quality of data
Figure 9. Performance comparison of score-based aligners. Histogram
bars show sensitivity (black; top left axis), false-positive fraction (gray,
right axis) and nonhomologous fraction (striped, bottom left axis), for
simulated sequence based on human–mouse evolutionary parameters.
The results for two probabilistic aligners (leftmost two sets) are included
for comparison. Histogram bars marked by asterisks are off the scale;
nonhomologous fraction for Lagan, 0.212; Mavid, 0.201; ClustalW,
0.223. Note that the axes in Figure 6 have different scales.
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from genome-sequencing efforts, the achievable alignment qual-
ity will also, and probably crucially, depend on the quality of
multiple alignment algorithms. Because the alignment problem
suffers from a combinatorial explosion when the number of spe-
cies increases, heuristic methods must be used. We have shown
here that uncertainties in alignments are prevalent and unavoid-
able. Especially in multiple alignments, it is therefore essential
that these uncertainties are dealt with properly. Many of the
widely used multiple alignment algorithms “freeze” particular
alignment choices at internal nodes, which would exacerbate
alignment biases (Loytynoja and Goldman 2005), and more so-
phisticated methods than those currently available are required
to optimally exploit the information that is available in multiple
sequences.
Nevertheless, a simulation experiment showed that
BLASTZ/TBA multiple alignments (Blanchette et al. 2004) do ben-
efit from additional species (see Supplementary Information).
We simulated sequences along the phylogeny of human, ma-
caque, mouse, rat, and dog, and found that addition of in-group
species consistently improved the implied human–mouse align-
ment (Supplemental Fig. S4). Adding all species resulted in an
improvement of the sensitivity for human–mouse homology
from 82% to 87.4%, similar to or slightly below the sensitivity of
MPD pairwise alignments of human and mouse sequence alone.
As pairwise alignments serve as input to TBA, the two approaches
can conceivably be merged, and it would be interesting to inves-
tigate the improvements that the MPD algorithm can bring to
TBA multiple alignments.
The score-based aligners we tested show similar kinds of
biases to the probabilistic aligners, especially the Viterbi algo-
rithm. This is not surprising, as these algorithms are formally
very similar, and indeed, we found that the performance of the
Viterbi aligner is similar to that of the best score-based aligner
tested, BLASTZ. However, posterior decoding aligners, in particu-
lar MPD, have no score-based counterpart and perform better
than both the Viterbi algorithm and BLASTZ in our simulations.
MPD improves the sensitivity from 82% for BLASTZ to 88% for
MPD, thus reducing the number of missed alignment columns by
a third. Since our simulation procedure incorporated more as-
pects of human–mouse sequence evolution than any other that
we are aware of, and was carefully parameterized using the best
whole-genome human–mouse alignments currently available, it
appears that the MPD algorithm would compute better align-
ments of mammalian genomic sequence than the current gen-
eration of score-based aligners is able to provide. Software to
compute these alignments and a genome browser for human–
mouse alignments are available at http://genserv.anat.ox.ac.uk/
grape.
Comparing the score-based aligners among themselves, we
observed large differences. The five score-based aligners we tested
have each been designed with different purposes in mind, and
the results reflect these design choices. For example, Mavid and
Lagan are global aligners, and DiAlign was designed for aligning
highly divergent sequence. The design aims of BLASTZ are the
closest to our study, and it indeed performed the best out of the
score-based aligners we tested.
Despite the performance differences between existing align-
ers and the scope for improvements of (particularly) multiple-
alignment algorithms, our results suggest that alignment accu-
racy is fundamentally limited. For alignments of species at dis-
tances comparable to human and mouse, it seems likely that at
least 10% of nucleotides in whole-genome alignments will re-
main wrongly aligned. These—unavoidable—errors need to be
acknowledged and, where possible, accounted for when align-
ments are used to draw conclusions about evolution. We have
shown that alignment uncertainties depend strongly on evolu-
tionary distance, becoming less pronounced at lower diver-
gences. However, alignment uncertainties are not spread uni-
formly over alignments, and sequence content (e.g., repetitive or
near-repetitive sequence) also strongly influence the certainty
with which alignments can be inferred, something that affects
sequences at any divergence. We hope that the tools we provide
will help researchers to identify and account for these local re-
gions of uncertainty in alignments.
In conclusion, our results show that a probabilistic approach
to sequence alignments has significant advantages over score-
based approaches. Posterior probabilities are reliable and robust
indicators of local alignment reliability. We have further shown
that the MPD algorithm, and, to a lesser extent, improvements in
evolutionary modeling, result in improvements in alignment
quality. However, much uncertainty remains, and because of
this, it seems inappropriate to continue the practice of using
single most-likely alignments, essentially “point estimates with-
out error bounds” (Zuker 1991). A probabilistic approach to se-
quence alignment is essential to properly account for and quan-
tify these unavoidable uncertainties in alignments.
Methods
Definitions
Throughout this study, we scale units such that the divergence
time between sequence pairs is 1, making the substitution rate 
equal to the expected number of substitutions per site. Because
overlapping indel events are hard to deconvolute (Miklós et al.
2004), for convenience we here define the indel “rate,” , as one
minus the survival probability of a pair of homologous nucleo-
tides, conditional on its left neighboring pair surviving. Equiva-
lently,  may be defined as the gap-opening probability in the
true alignment. With the chosen units, this is numerically close
to the indel event rate (Lunter 2007). We define the indel/
substitution rate ratio as  = /.
To summarize the performances of aligners, we use the sen-
sitivity (S), false-positive fraction (FPF), and nonhomologous
fraction (NHF). S is defined as the ratio of correct alignment
columns to all homologous columns. The FPF is defined as the
proportion of wrongly aligned columns among all nongapped
columns. We distinguish incorrect alignment columns involving
“padding sequence” that does not share homology with other
sequence, and all others. The proportion of columns containing
padding sequence among all aligned columns summarizes the abil-
ity to tell alignable sequence from nonhomologous sequence, and
is referred to as the nonhomologous fraction, NHF. Note that
nucleotides contributing to NHF also contribute to the FPF (i.e.,
NHF < FPF). As a simple proxy for divergence, we use PID (propor-
tion identity) throughout, most often as an aggregate measure (e.g.,
PID of nucleotides at particular distances from alignment gaps).
Evolutionary rates from human–mouse alignments
Substitution probabilities and other evolutionary parameters for
the Full HMM model (see below and Fig. 5A) were obtained by
maximum likelihood, using existing whole-genome BLASTZ hu-
man–mouse alignments as training data. Because all training
data were considered to be homologous, we removed padding
states from the model for training. Training data were stratified
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according to the GC fraction (fGC), as measured in 250-bp win-
dows and binned into 20 equally populated bins. Training was
done separately for each fGC-bin (see Supplemental Table S2).
Although our interest is primarily in alignment of bulk genomic,
thus mainly neutral, DNA, we did not remove the small fraction
of known functional or conserved sequence. Our stratification
into fGC categories ensures that most protein-coding exons are
found in the highest fGC category, while all other categories are
dominated by neutrally evolving sequence.
To be able to model local substitution-rate variation (which
does not strongly covary with fGC [Hellmann et al. 2005]), we
estimated the spectrum of substitution rate by measuring local,
putatively neutral sequence divergence on human–mouse ances-
tral repeats within 100-kb windows, across the human genome.
These values were binned into 10 equally populated bins and
averaged (see Supplemental Table S3), and used as input to the
simulation stage (see below).
Models and probabilistic alignment
The probabilistic aligner consists of a standard three-state pair
HMM, which was modified in two ways. First, we duplicated the
insertion and deletion states to model the mixture-geometric in-
del length distribution. Second, we added four “padding” states,
modeling the existence of nonhomologous sequence at either
end of the alignable sequence. Parameters of the model are: , the
gap opening probability; 1 and 2, the parameters determining
the two geometric indel length distributions, , their mixture
coefficient, and , the alignment length parameter. The HMM
topology is given in Figure 5A.
The parameter  has a negligible effect on the alignments,
and we fixed its value to 0.001. We defined six evolutionary
models by restricting the ways in which the parameters vary with
the input sequences. For the Full model, , 1, 2, and  all vary
according to the fGC of the sequence. The substitution probabili-
ties also depend on fGC and were additionally scaled to reflect
the local sequence similarity. For the Basic model, all parameters
were set to their average value, no scaling for local sequence
similarity was done, and  was set to 1.0, corresponding to a
standard geometric indel length distribution (i.e., affine-gap pen-
alties). The remaining four models (see Table 1) resembled the
Basic model, but each included one feature of the Full model:
GCIndel, GCSubs, LocalSubs, and MixtureIndel included, respec-
tively, fGC-dependent indel rates through ; fGC-dependent sub-
stitution rates; local diversity-dependent substitution rates;
and a mixture-geometric indel length distribution, which, how-
ever did not depend on fGC ( fixed at 0.857, see Supplemental
Table S2).
Sequences were aligned using the Viterbi algorithm, and
with two posterior decoding algorithms (see Appendix B). To
reduce computation time, the dynamic programming tables were
constrained by a banding procedure. The bandwidth was set in-
dependently of the sequences to be aligned by considering all
paths corresponding to simulated alignments and computing the
maximum deviation from the diagonal. To this maximum we
added 15 to ensure that all sampled paths remained well inside
the band, ensuring that the banding does not favorably bias the
alignments.
Data simulation
Aligned sequence data were simulated by sampling from the Full
model after removing the padding states. The simulated data set
consisted of 100 sequence pairs for each of the 20 fGC categories
and 10 substitution rate categories (20,000 pairs). After sampling,
we padded each sequence with 100 nt of nonhomologous se-
quence at each end, drawn from the appropriate background
distribution, resulting in sequences with an average length of 893
nucleotides (1153 alignment columns), of which 693 were align-
able (753 columns), comprising in total 2 17.87 Mb.
For the Jukes–Cantor model, we sampled 500 sequence pairs
for each of 16 evolutionary distances, ranging from  = 0.0 to 0.9
in steps of 0.075, keeping  = 7.5 throughout. Each sequence was
padded with 100 bp of nonhomologous sequence at each end,
resulting in an average of 872 nucleotides per sequence (1149
alignment columns), of which 672 were alignable (749 columns),
comprising a total of 2 6.98 Mb.
Score-based alignments
We used the following score-based aligners: DiAlign 2.2 (Mor-
genstern 1999) with default parameters; Mavid 2.0.4 (Bray and
Pachter 2004) with default parameters and a tree with total di-
vergence 0.5; Lagan v1.21 (Brudno et al. 2003) with default pa-
rameters; ClustalW 1.83 (Higgins and Sharp 1988) with default
parameters for DNA sequence. For BLASTZ version 7 (Schwartz et
al. 2003) we used two parameter settings for the score threshold:
K = 2200, which is recommended for human–mouse alignments,
and K = 2000, below which alignments start to become less reli-
able (Pollard et al. 2004).
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Appendix A: Analysis of gap wander
The maximum likelihood and true alignments need not be iden-
tical, because homology does not imply sequence identity and
vice versa. Shifting a gap from its true location may thus increase
the likelihood. Here we quantify this “gap wander” analytically
for sequences evolving under a Jukes–Cantor model, following in
part the analysis in Holmes (1998). We assume low indel rates, so
that interactions between indels may be ignored.
Let L0 be the log likelihood of the true alignment under the
model of Figure 5A and Li the likelihood of the alignment where
a single gap is displaced rightward by i nucleotides from its true
location. We first consider gap displacements in one direction
only, assuming i  0. Invoking the low indel rate assumption,
shifting the gap by one nucleotide to the right does not cause
collisions with other gaps, and so does not change their length or
number. Consequently, any change in the log likelihood of the
alignment is due to the replacement of a single alignment col-
umn containing homologous nucleotides (a “homologous col-
umn”) by one containing nonhomologous nucleotides (a “non-
homologous column”). Both types of columns may contain
either matching or nonmatching nucleotides. Under the Jukes–
Cantor model, homologous columns contain matching and non-
matching nucleotides with probabilities 1⁄4 + 3⁄4e4/3 and 3⁄4 
3⁄4e4/3, respectively. Shifting a gap by one nucleotide therefore
causes the log likelihood of the alignment to increase or decrease
by S = log(1 + 3e4/3/1  e4/3), or remain unchanged. The
sequence of random variables L0,L1,L2, . . . thus defines a random
walk with steps + S,0,  S. Denoting their probabilities by a,b,c
and using that the probability of finding identical nucleotides in
nonhomologous columns is 1⁄4, we find a = 1⁄4(3⁄4  3⁄4e4/3),
c = 3⁄4(1⁄4 + 3⁄4e4/3), and b = 1  a  c. Since a < c, the random
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walk L0,L1,L2, . . . has negative drift, so that M = maxi  0Li exists
with probability 1. Let T be the index for which this maximum is
last reached, representing an optimal gap location (rightward of
the origin). To derive the distribution pt = Pr(T = t) of this loca-
tion, we suppose a random walk L0,L1,L2, . . . to be given, and
construct another by adding one step in front. For the new ran-
dom walk L’0,L’1,L’2, . . . we have L’k+1 = Lk, and we denote the
new maximum and index-of-last-maximum by M’ and T’. We
have T’ = T + 1 and M’ = M unless M = L0 and a step in the
negative direction (S) was added, since only in that case M’ = L0
+ S is the new maximum, and T’ = 0. This implies that
pt+1 = pt1 − c PrM = L0. (2)
In the language of random walks, the event M = L0 is the escape
probability of a random walk with drift and absorption and is
computed as follows. Let qk be the probability that the sequence
L0,L1,L2, . . . takes on the value 0 at least once (“absorption”)
when starting from L0 = kS. For k  0 we have qk = 1 because of
negative drift, while for k < 0 these probabilities satisfy qk = aqk+1
+ bqk + cqk1, or (qk+1 qk)/(qk qk1) = (c/a). Using the bound-
ary conditions q0 = 1 and q 	 = 0, this has the unique solution
qk = (c/a)
k, and in particular Pr(M = L0) = 1  q 1 = 1  (a/c).
Substitution into (2) yields pt = (c  a)(1 + a  c)
t = (1  r)rt,
where r = 1  3⁄4e4/3. This describes the distribution of the
maximum likelihood (ML) gap location rightward of the origin.
The actual ML location is obtained by maximizing over locations
both left and right of the true site. We approximate the deviation
of the ML location away from the origin as U = max(TL,TR),
where TL,TR are the left and right ML gap distances to the origin.
This is an approximation, since the likelihood need not attain its
maximum at the maximum distance; however, the conditional
expectation of the maximum value given the distance is an in-
creasing function of the distance, so the error introduced in this
way is small. Using Pr(U  t) = Pr(T  t)2, we find Pr(U = t) =
(1 r)rt(2 rt rt+1). The expected value of U is E(U) = r(r + 2)/
(1  r)(1 + r), or
EU =
4e43 − 34e43 − 1
8e43 − 3
, (3)
representing the expected number of wrongly aligned nucleo-
tides per gap due to gap wander. This number is nonzero even for
 = 0 because of possible homonucleotide runs (or, more gener-
ally, tandem repeats), which ambiguate gap placement even for
sequences that are identical except for gaps. The gap density as a
proportion of aligned sequence is (/), again ignoring interac-
tions between gaps. Multiplying (3) by this fraction finally
yields (1).
Appendix B: Posterior decoding algorithms
We used a variant of posterior decoding which computes the
alignment that maximizes the cumulative log posterior probabil-
ity of all columns that contribute to the alignment. Let a1 . . . an
and d1 . . . dm be “ancestor” and “descendant” sequences, and sup-
pose Mij is the posterior probability of aligning nucleotides ai and
dj, which is identical to the posterior probability of being in a
“match” state at position (i,j) in the dynamic programming table.
Similarly, let Dij be the posterior probability that ai was involved
in a deletion between the descendant’s nucleotides dj and dj+1,
and let Iij denote the same for an insertion of dj between the ai
and ai+1. These posteriors were calculated from the dynamic pro-
gramming tables of the standard Forward and Backward algo-
rithms. In our model, two sets of four states correspond to inser-
tions and deletions (two in the main alignment HMM, and two
padding states). Because these states are mutually exclusive, to
compute the posterior probabilities Dij and Iij we aggregate the
posteriors for the relevant contributing states. The maximum to-
tal product of posteriors along an alignment path is computed by
dynamic programming as follows:
P00 ← 1
For i from 0 to n:
For j from 0 to m:
Pij ← maxPi−1,j−1Mij,Pi−1,jDij,Pi,j−1Iij,
where all references to indices out of bounds are regarded as
being 0. After populating the array, Pnm contains the maximum
total posterior. Finally, a traceback algorithm is used to find the
corresponding posterior decoding path.
The MPD algorithm differs in the way gaps are treated. In
the standard variant above, the posterior probabilities Mij, Dij,
and Iij measure the probabilities that particular HMM states are
visited, conditional on the sequence data. The posterior for a
nucleotide to align to a gap character distinguishes gaps based on
their location in the secondary sequence, since such gaps are
represented by different states in the dynamic programming
table. This results in relatively low posteriors for gapped nucleo-
tides, exacerbating gap-interaction effects. To counter this, the
MPD algorithm marginalizes over all possible gap locations
within the secondary sequence, replacing Dij and Iij by their mar-
ginalized counterparts, D’ij = ∑mk=0Dik, and I’ij = ∑nk=0Ikj. The result-
ing posterior is interpreted as the probability that a particular
nucleotide is unaligned, without specifying the precise location
of the gap to which it contributes. Note that each path contrib-
utes to at most one of Di0, . . . , Dim so that D’ij  1, and similarly
for the insert states.
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