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Two families of high temperature superconductors whose critical temperatures are higher than 50K
are known. One is the copper oxides and the other is the iron-based superconductors. Comparisons
of mechanisms between these two in terms of common ground as well as distinctions will greatly
help in searching for higher Tc superconductors. However, studies on mechanisms for the iron family
based on first principles calculations are few. Here we first show that the superconductivity emerges
in the state-of-the-art numerical calculations for an ab initio multi-orbital model of an electron-
doped iron-based superconductor LaFeAsO, in accordance with experimental observations. Then the
mechanism of the superconductivity is identified as enhanced uniform density fluctuations by one-to-
one correspondence with the instability toward inhomogeneity driven by first-order antiferromagnetic
and nematic transitions. Despite many differences, certain common features with the copper oxides
are also figured out in terms of the underlying orbital selective Mottness found in the iron family.
Discovery of the iron-based superconductors in 2008
opened a new way to reach high temperature super-
conductors1. It was found that there exist many simi-
larities with the other high-Tc superconductors, namely
the copper oxides; superconductivity occurs in iron (cop-
per) layers upon carrier doping to the antiferromagnetic
(AF) phase. (In a typical iron-based superconductor
LaFeAs(O,F), the AF order is destroyed at the electron
doping concentration δ ∼ 0.05, above which the super-
conductivity takes over.)
However, significant dissimilarities also exist; one of
the significant is the active orbital degrees of freedom;
five Fe d orbitals are involved near the Fermi surface in
the iron-based superconductors, while in the copper ox-
ides, only one Cu d orbital mainly constitutes the Fermi
surface. Thus, one central issue of the iron-based super-
conductors is the role of orbital degrees of freedom.
Because of the nearby AF phase, many theoretical and
experimental studies proposed that spin fluctuations play
an essential role in stabilizing the superconductivity in
common with proposals in copper oxides2–7. In particu-
lar, Platt et al.7 discussed roles of magnetic fluctuations
based on the first principles study combined with the
functional renormalization group. Meanwhile, roles of or-
bital or nematic fluctuations were also suggested 8,9. Al-
though the normal state properties including magnetism
were numerically analysed successfully in the iron-based
superconductors10,11, the superconductivity has not been
studied by quantitative ab initio calculations. Despite
a large amount of works12–15, the primary cause that
controls the high-Tc superconductivity is still unresolved.
Identification of the mechanism requires treating the spin
and orbital degrees of freedom on an equal footing to-
gether with precise temporal and spatial quantum fluc-
tuations.
In the present study, we numerically study the ab initio
low-energy effective models for the iron-based supercon-
ductors, particularly for electron doped LaFeAsO by un-
precedentedly large-scale computations, from which we
identify superconducting mechanism in LaFeAsO.
Our first interest is the significance of electron correla-
tions16–20. In particular, the issue is whether the present
ab initio study reproduces the proximity of the orbital-
selective Mott insulator21–30 , as was pointed out in the
literature for the iron-based superconductors both from
theoretical and experimental analyses10,11,31–40. Simpler
perspective by a two-orbital model also exists41–44. It
was established that a specific orbital dX2−Y 2 , pinned
close to half filling upon electron doping near the mother
compound, LaFeAsO, shows a proximity to an orbital-
selective Mott insulator11. This nearly Mott-localized
dX2−Y 2 orbital develops the AF order, where it couples
to other orbitals by the Hund’s rule coupling and forms
the high-spin moment. The origin of the orbital-selective
Mottness on the ab initio grounds was interpreted from
the higher density of states of the dX2−Y 2 orbital at the
Fermi level in the original bare band structure11. The
higher density of states makes the orbital more sensi-
tive to the interaction effect. We particularly focus on
this orbital-selective behavior as an underlying electronic
structure that induces the superconductivity.
Then the next important issue we examine is whether
the superconductivity and its symmetry are correctly
reproduced in the ab initio models for electron doped
LaFeAsO. The final and central issue is the mechanism
of the superconductivity.
Here, we demonstrate first that the orbital selective
Mott insulating behavior indeed emerges in our ab initio
calculations for undoped LaFeAsO. Then we show that
the electron doping eventually causes the depinning from
the nearly Mott insulating dX2−Y 2 orbital into metals
triggering first-order AF transitions between high and
low spin states. Filling-controlled first-order transitions
generically drive inhomogeneity and phase separation.
We next find that the superconductivity emerges in es-
sential agreement with the experiments1,6. The pairing
has a full gap and satisfies the symmetry with the op-
posite sign between the Fermi pockets at the Γ and M
2points in the Brillouin zone (so called s± symmetry)2,3.
Finally we show by controlling the model parameters
that the region of the strong density fluctuation near the
phase separation remarkably has one-to-one correspon-
dence with the identified superconducting regions. This
smoking-gun observations support that the superconduc-
tivity in the iron-based superconductors is induced by the
uniform charge (or in other words electron density) fluc-
tuations discussed in the literature. The density fluctu-
ation from the stripe-type AF order necessarily involves
attraction of opposite spins at the next-neighbor bonds,
which also generates the s± singlet pairing. Thereby
generated superconductivity is stabilized by increased co-
herence of the dX2−Y 2 carriers. Common and distinct
features offer insights into the copper oxides as well.
Results.
Model derivation and framework. In showing the
smoking gun of the superconductivity, we are based on an
ab initio two-dimensional electronic model for LaFeAsO
derived by using the downfolding procedure, which is de-
tailed in the literature45. The ab initio Hamiltonian H
has the kinetic part H0 and the interaction part Hint as
H = H0 +Hint, (1)
H0 =
∑
σ
∑
i,j
∑
ν,µ
ti,j,ν,µc
†
i,ν,σcj,µ,σ, (2)
Hint = Hon-site +Hoff-site. (3)
Here, c†i,ν,σ (ci,ν,σ) creates (annihilates) an electron with
spin σ on the νth Wannier orbital at the ith site. ti,j,ν,µ
contains single-particle levels and transfer integrals. De-
tails of Hint and H0 including transfer integrals and in-
teraction parameters such as on-site intra-orbital/inter-
orbital Coulomb interactions and exchange interactions
are found in Methods, Supplementary Tables I and II,
and in the literature11,45,46.
The present model contains five Fe 3d orbitals such as
dXY , dY Z , dZ2 , dZX and dX2−Y 2 . (We note that the
(X,Y ) axis are rotated by 45◦ from (x, y) directed to the
Fe-Fe direction (e.g., the direction of the dXY orbital is
parallel to the nearest Fe-Fe direction.).
To analyze the ground state of the ab initio model,
we employ the many-variable variational Monte Carlo
(mVMC) method47 (see also Methods for details), which
appropriately takes into account the strong correlation
effects after considering both the quantum and spatial
fluctuations. All the calculated extensive physical quan-
tities are shown as those per site and the unit of the
energy is eV while the length unit is the nearest Fe-Fe
distance. Detailed definitions of magnetic as well as su-
perconducting quantities studied in the present work are
given in Methods.
Fully ab initio electronic model. Now, we show re-
sults obtained by solving the fully ab initio electronic
model. Figure 1a shows the doping concentration (δ)
dependence of the occupation of each orbital nν for the
normal state. Here, δ = 0 corresponds to the undoped
mother compound LaFeAsO, where six 3d electrons oc-
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Figure 1: Orbital occupancies and AF order parame-
ter of ab initio electronic model. For definitions of colored
areas (phase diagram) and physical quantities, see also Fig. 2
and Methods. a, Orbital resolved filling as functions of doping
concentration δ. b, δ dependence of stripe-type AF order pa-
rameter for the normal state mNs ≡ ms(q = (0, pi)) (filled blue
circles), which indicates the AF order with large mNs (LAF)
(dark green) and small mNs (SAF) (light green) phases. In
all the figures hereafter, the error bars indicate the statistical
errors of the Monte Carlo sampling. Curves are guides for the
eye.
cupy an iron site on average. It clearly shows that the
dX2−Y 2 orbital (red filled circle) is pinned close to half
filling nX2−Y 2 ∼ 1 upon electron doping from δ = 0 up to
∼0.05 and the doping is small until the first-order tran-
sition at δ ∼ 0.13, indicating that the dX2−Y 2 orbital
stays nearly at the orbital selective Mott insulator. The
orbital selectivity in iron-based superconductors was dis-
cussed in several theoretical works10,11,31,32,34–37,39,41–44.
We also find that the dX2−Y 2 has the smallest double oc-
cupancies (see Supplementary Fig. 1a), which indicates
that the dX2−Y 2 is located near the orbital selective Mott
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Figure 2: Doping dependence of superconducting
order parameter and total energies a, s-wave (gapped
s±) superconducting order parameter of the dX2−Y 2 orbital
〈∆3s,X2−Y 2〉 in the superconducting phase. It is conspicuous
that 〈∆3s,X2−Y 2〉 has peaks around the first-order jumps of
mNs . SC indicates the superconducting phase. b, δ depen-
dence of total energy E˜ = E/Ns−f(δ) of normal (blue circles)
and superconducting (red circles) states. The ground state is
superconducting for 0.2 < δ < 0.32 (red area). We subtracted
a common linear term f(δ) = a + bδ (a and b are constants)
from the bare total energy per site E/Ns for clarity. The
spinodal region (see Methods) estimated as 0.12 ≤ δ ≤ 0.15
(gray region) is obtained by fitting around δ = 0.13 up to the
fourth polynomial (the bold gray broken curve). The phase
separation region (0.1 < δ < 0.16 shown as light-blue area) is
determined by the Maxwell’s construction (blue dashed line).
The notations are the same as Fig. 1.
insulator. The mechanism of the orbital differentiation
in the ab initio model was discussed in Ref. 11 as we
mentioned above. The proximity of the orbital-selective
Mott insulator is indeed confirmed in the present ab ini-
tio model at δ = 0 as χcX2−Y 2 = 0.008(10), χcXY =
0.32(4), χcZ2 = 0.27(4), χcY Z = 0.26(3), χcZX = 0.25(3),
where χcν ≡ dnν/dµ is the orbital-dependent charge
compressibility. The compressibility χcν is prominently
small for ν = X2 − Y 2 as is expected from the proxim-
ity of the orbital selective Mott insulator. Accordingly,
near δ = 0, it develops the stripe-type AF order as we
see in Fig. 1b, where the largest contribution to the or-
dered moment mNs comes from the dX2−Y 2 orbital (see
Supplementary Fig. 1b ) as is naturally expected as the
Mott insulating nature of this orbital. Other orbitals are
dragged by the dX2−Y 2 orbital to the ordered state realiz-
ing the high-spin state thanks to the Hund’s rule coupling
JH (We confirmed that the AF order disappears even at
δ = 0 if orbital-dependent JHνµ is uniformly reduced to
85% of the ab initio value).
The electron doping destroys the AF order similarly to
the copper oxides. However, the suppression is initially
slow because of the high-spin state, where the orbital
blocking10 does not seem to allow a gradual evolution of
the kinetic energy gain. However, with the electron dop-
ing, this suppression of the kinetic energy gain is released
by the transition to the lower-spin state, when the kinetic
energy gain exceeds the energy gain by the Hund’s rule
coupling. It easily occurs as a first-order transition as in
other high-spin low-spin transitions. This mechanism can
be tested by directly calculating the off-site Green func-
tions, which reflect the kinetic energy. The kinetic energy
gain indeed suddenly increases at the first-order transi-
tion. As an example, we show the doping dependence
of the nearest-neighbor orbital-diagonal Green functions
in Supplementary Fig. 2. We find that X2 − Y 2 compo-
nent of the Green’s function drastically increases around
the first-order phase transition, which is consistent with
above mechanism.
Indeed the high- to low-spin transition drives two suc-
cessive first-order phase transitions; the first one occurs
around δ ∼ 0.13 from large-ms AF (LAF) phase to small-
ms AF (SAF) phase. The second one occurs around
δ ∼ 0.3 between SAF and paramagnetic (PM) phases. As
the stable phase, the second first-order transition is pre-
empted by the emergence of the superconducting phase
as we discuss later.
We also confirmed that the nematic order that breaks
the four-fold rotational symmetry to the two-fold one co-
exists in the AF phase and shows a strong first-order
transition simultaneously with the AF transition. Af-
ter the first-order phase transition, we find that the ne-
matic order seems to remain finite even in the PM phase.
This may correspond to the electronic nematic phase ob-
served in BaFe2(As1−xPx)2 and Ba(Fe1−xCox)2As248,49,
though it is not clear in LaFeAs(O,F) for the moment.
In addition to the normal state, we now examine
superconductivity: We started from various Bardeen-
Cooper-Schrieffer (BCS) type superconducting wavefunc-
tions that have different symmetries as the initial condi-
tion, and then relax and optimize all the variational pa-
rameters to lower the energy. After the optimization,
we find that only the superconducting state with the
4gapped s±-wave symmetry, which we call 3s hereafter,
survives. For detailed definitions of the superconducting
states with 3s symmetries and others, see Methods. In
Fig. 2a, we show, by (red) triangles, the pairing order
parameter of the gapped s±-wave symmetry contributed
from the dX2−Y 2 orbital (〈∆3s,X2−Y 2〉) determined from
the long-ranged (leveled-off) part of the pairing corre-
lations, if it saturates to a nonzero value. Because the
dX2−Y 2 orbital gives the dominant contribution to 〈∆3s〉
and contributions from other orbitals are small, we only
show 〈∆3s,X2−Y 2〉. The possibility of orbital-selective su-
perconductivity has been discussed in the literature50.
This result indicates that the dX2−Y 2 orbital governs
the superconductivity as well as magnetism. In the sense
that the single orbital (dX2−Y 2) plays a dominant role in
stabilizing the superconductivity, it is similar to that of
the copper oxides. The proximity to the half filling and
its departure process of electrons in the dX2−Y 2 orbital
is a key to stabilize the superconducting phase.
However, Fig. 2a also shows a crucial difference from
the copper oxides. The superconducting order param-
eter shows dome structures near the strong first-order
transition between LAF and SAF (as well as SAF and
PM), where neither the AF nor the orbital (nematic)
fluctuations show enhancement. At the first-order tran-
sition, the antiferromagnetic and nematic order parame-
ters show a simple jump between the two rather doping
independent values, which clearly show that their fluctu-
ations are small. Therefore, the present ab initio result
is difficult to reconcile with the spin/orbital fluctuation
mechanism as the glue of the pairing. We will further
inspect this correspondence between the first-order tran-
sition and the dome peak later.
In Fig. 2b, we show δ dependence of the total ener-
gies En and Es for the normal (open blue circles) and
superconducting (filled red circles) phases, respectively.
(Both are at least at local minima of the free energy for
0.08 ≤ δ ≤ 0.32). For 0.2 < δ < 0.32 (red region), the
superconducting state becomes the true ground state be-
cause Es < En.
From δ dependence of the total energy, the Maxwell’s
construction, given by the broken thin blue straight line,
determines the region of the phase separation 0.1 <
δ < 0.16, where the thermodynamically stable and uni-
form phase is prohibited. Around the first-order tran-
sition at δ = 0.13, the phase separation necessarily oc-
curs when the filling is controlled because the phase co-
existence occurs at the same chemical potential. The
phase separation depicted by light blue and gray ar-
eas is an inevitable consequence of the first-order tran-
sition. Instabilities toward the phase separation are in-
deed experimentally observed in LaFeAsO1−xFx51, and
Ba1−xKxFe2As252,53 but in smaller regions. In addi-
tion, KxFe2−ySe254, and RbxFe2−ySe255 suggests phase
separation into iron-vacancy-ordered and iron-vacancy-
free regions, possibly driven by the underlying electronic
phase separation into antiferromagnetic and supercon-
ducting regions. In terms of the present result, it is in-
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Figure 3: Doping dependence of AF order parameter,
superconducting order parameter, and total energies
at λ = 0.95. a, Doping concentration dependence of stripe
AF order mNs in the normal state (blue circles) and the su-
perconducting order parameter in the superconducting state
(red triangles). b, Total energies per site for normal and su-
perconducting phases as functions of δ. The notations are the
same as Figs. 1 and 2.
triguing to examine in more detail the uniformity of the
other iron-based superconductors that do not show clear
evidences for the phase separation so far. A small spin-
odal region (grey region) is seen, where the second deriva-
tive of energy with respect to density is negative mean-
ing the thermodynamically unstable region (see Meth-
ods). In the region between the phase separation (light
blue) and the superconducting (red) regions, we find a
stable SAF (light green) region that has a small moment
(mNs ∼ 0.4).
The emergence of the superconducting dome upon elec-
tron doping after the destruction of the stripe-type AF
order qualitatively and essentially reproduces the exper-
imental phase diagram1,6. Therefore, it is now desired to
clarify the origin of this superconductivity.
Before discussing the superconducting mechanism,
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Figure 4: Phase diagram in λ− δ plane. Here, λ is the
parameter to scale the interaction energy and δ is the doping
concentration. At δ = 0, AF order parameter continuously
vanishes at λ ∼ 0.94. Red region represents the supercon-
ducting phase, while the LAF and SAF phases are drawn as
dark and light green areas, respectively. Gray area represents
the spinodal region sandwiched by the light-blue phase sepa-
ration region. Blue curves represent the magnetic transition
lines in the normal phase, which are preempted when it is lo-
cated in the spinodal (gray) or superconducting (red) regions.
The transition is mostly of first order (bold curve) except for
the region very close to δ = 0, where it looks continuous.
however, it should be noted that the obtained phase
diagram looks quantitatively different from the exper-
imental phase diagram of LaFeAs(O,F) in which AF
and phase separation are limited to smaller doping re-
gions. We discuss the origin of these discrepancies below.
Effects of controlling electron correlations. To un-
derstand correlation effects on the phase diagram in more
general, we monitor the interaction by introducing the
uniform scaling parameter λ only for the interaction part
as
H = H0 + λHint. (4)
Namely, λ = 1 represents the original ab initio electronic
model.
For λ = 0.95, as a function of δ, the magnetic or-
dered moment ms and superconducting order parameter
〈∆3s,X2−Y 2〉 are plotted in Fig. 3a and the total energy
is shown in Fig. 3b. The dome of 〈∆3s,X2−Y 2〉 again ap-
pears near the first-order transition. However, it turns
out that a small change of λ induces a drastic change,
where the AF region largely shrinks to 0 < δ < 0.04
and the phase separation region in the normal state is
replaced with the stable superconducting phase in the
region 0.04 < δ < 0.08.
In Fig. 4, we draw the global phase diagram in the λ-δ
plane obtained by extensive calculations. It is notewor-
thy that the experimental phase diagram of LaFeAs(O,F)
is consistent with that at a parameter λ between 0.95
and 1.0 in terms of the regions of the magnetic stripe
order with the moment mNs ∼ 0.7 and the superconduct-
ing dome. The strong first-order transition between the
stripe antiferromagnetic and superconducting phases at
δ ∼ 0.05 is also consistent with the experimental phase
diagram. In LaFeAs(O,F), the phase diagram shows
an orthorhombic-tetragonal structural transition nearly
at the magnetic-superconducting transition. Since the
electron-lattice coupling is not considered in the present
ab initiomodel, the structural transition cannot be repro-
duced. Nevertheless, the present result supports that the
orthorhombic-tetragonal transition is driven by the tran-
sition of the nematic order accompanied by the magnetic
transition, which supports that the first-order transition
is driven by the electronic mechanism.
The consistency with the experimental result at λ ∼
0.97 implies a slight (< 5% ∼ 0.1 eV) overestimate
in the ab initio values of the interaction, which could
arise from the possible error in the downfolding pro-
cedure, and we conclude the essential agreement be-
tween the calculated result with the experiment. Fur-
thermore, beyond the present electronic ab initio scheme,
such a small reduction of the effective interaction may
arise from the electron-phonon interaction, where the
frequency-dependent effective attraction was estimated
as 0.4 eV but only within the range of the Debye fre-
quency ∼ 0.02eV56.
The AF phase disappears and the superconductivity
emerges in the mother compound LaFePO57. This is
again consistent with the present phase diagram since
the ab initio model of LaFePO corresponds to λ < 1 and
δ = 011.
By increasing λ beyond 1.0, the AF phase becomes
quickly wider up to δ = 0.3. This sensitivity to the
interaction may account for recent experimental results
of LaFeAsO1−xHx, where the AF phase reappears in the
overdoped region δ & 0.458,59. Actually, it is reported
that hydrogen substitution increases the anion height
around δ ∼ 0.460. The increase enhances the effective
interactions because the screening from the anion p
orbitals becomes poorer45. The reappearance of the AF
phase in LaFeAsO1−xHx accounted in this way is an
interesting future subject of the first principles study.
Control of off-site interactions. To get further in-
sight into the superconducting mechanism, let us study
the ab initio model but here by switching off the off-site
interactions Vnn and Vnnn.
The ground states again contain the LAF (0 < δ <
0.1), SAF (0.15 < δ < 0.24), and superconducting phases
(0.24 < δ < 0.32), as well as the spinodal (0.1 ≤ δ ≤
0.15) region under the constraint of uniformity, which are
not appreciably different from the ab initio model. How-
ever, the phase separation region is substantially widened
6to 0.08 ≤ δ ≤ 0.3 as we see in Fig. 5a. Therefore, all of
the SAF phase and most of the superconducting phase
(0.24 < δ < 0.3) become preempted by the phase sepa-
ration region. Although the superconducting order pa-
rameter is substantially increased by switching off the
off-site Coulomb interactions as we see in Fig. 5b, the
stable superconducting region substantially shrinks and
appears only near δ = 0.32 because of the widened phase
separation region. This result shows that the off-site
Coulomb interactions are harmful for superconductivity
in this case.
It was reported that the off-site interaction dramati-
cally suppresses the superconductivity in the single-band
Hubbard model61, while it is not in the present case. The
origin is that the robust first-order magnetic transition
stabilized by the Hund’s rule coupling cannot be sup-
pressed by the off-site interaction here. This keeps wide
area of enhanced charge fluctuations as we see later, al-
though the phase separation itself is suppressed.
We also add an explicit attraction, by replacing the off-
site interactions to see more clearly how the pairing cor-
relation is stabilized. Figure 5c shows that the supercon-
ductivity is stabilized in a wider region (0.2 < δ < 0.32)
even at Vnn = Vnnn = 0, when a small attraction
K3s = −0.02 eV defined in Methods is added, which may
represent an electron-phonon interaction phenomenolog-
ically but rather exaggeratingly. The enhanced super-
conducting order parameter is also seen more clearly in
Fig. 5b in a wider region (0.04 < δ < 0.32). These rather
artificial analyses are helpful in extracting the origin of
the superconductivity as detailed below.
The crucial roles of the onsite interaction and the
Hund’s rule coupling in stabilizing the superconductivity
are clear because the magnetic order itself is suppressed
when they are weakened as clarified already11, which de-
stroys the underlying playground of the first-order tran-
sition. On the other hand, as is evident in Fig. 5b, the
off-site interaction suppresses the superconducting order.
Smoking gun for superconducting mechanism.
Now by collecting all the results from different parame-
ters which provide diverse phase diagrams, we show that
the instability toward the phase separation unexception-
ally enhances the superconducting order without ambi-
guity. In Fig. 6a, δ dependence of the superconducting
order parameter 〈∆3s,X2−Y 2〉 is compared with the neg-
ative of the inverse charge compressibility −1/κ defined
from the second derivative of the energy with respect to δ,
1/κ ≡ d2Es/dδ2 for all the cases we studied including the
fully ab initio model. These two quantities show a good
and one-to-one correspondence, supporting the mecha-
nism in which the charge fluctuation originally arising
from the phase separation signaled by 1/κ < 0 and asso-
ciated with the first-order magnetic/nematic transition
is required for the emergence of the superconductivity of
the iron-based superconductors LaFeAsO. This results
is a direct evidence that the charge fluctuations induce
the superconductivity. Figure 6b further demonstrates
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Figure 5: Doping dependence of total energies, su-
perconducting order parameters, and condensation
energies by controlling off-site interactions. The no-
tations are the same as Figs. 1 and 2. a, δ dependence
of total energy for normal (En, open circles) and supercon-
ducting (Es, filled circles) phases for ab initio model but by
switching off off-site interactions. The Maxwell’s construction
(blue broken line) determines the phase-separated region as
0.08 ≤ δ ≤ 0.32. b, Comparison of superconducting order pa-
rameter 〈∆3s,X2−Y 2〉 among the ab initio model (triangles),
the model without off-site interactions (circles), and a model
with an added attraction K3s = −0.02eV (squares). c, δ de-
pendence of the energy difference between the superconduct-
ing and normal states (∆E = En −Es) for the same cases as
those in b.
that nonzero superconducting order emerges consistently
around the region of the phase separation centered at
first-order transition line.
7In Fig. 6c, the region of the stable superconducting
phase (two-sided arrows) is compared with the orbital re-
solved filling nX2−Y 2 and the double occupationDX2−Y 2
for two cases (the ab initio model (λ = 1) and the case
at λ = 0.95). The stable superconducting regions are
found when nX2−Y 2 and DX2−Y 2 grow fast, indicating
the importance of the transient region in the process to
reach the quasiparticle coherence for the electrons in the
X2 − Y 2 orbital. Although the charge fluctuation en-
hances the superconducting order, not only the nonzero
superconducting order parameter but also the coherence
of the dX2−Y 2 orbital carrier is required to truly stabi-
lize the superconducting phase. This is the reason why
the stable superconductivity asymmetrically appears at
δ larger than that of the first-order transition, while at
smaller λ (λ = 0.95), the coherence is already expected
at small δ, where the superconducting region appears
symmetrically around the magnetic transition.
Discussion. Here we discuss a possible mechanism
of the superconductivity that is consistent with the
present results indicating the one-to-one correspondence
in Fig. 6. Our result shows that the superconduc-
tivity emerges in the region where the strong first-
order magnetic/nematic transition occurs, and the mag-
netic/nematic fluctuations are small. Thus, among sev-
eral possible candidates of the pairing glue studied before
and introduced in the beginning of this article, spin and
orbital fluctuations are not supported. The only possi-
ble prominent fluctuations are the density fluctuations.
When we switch off the off-site Coulomb interactions, we
find that both the phase separation and the supercon-
ducting phase are enhanced while magnetic order changes
little. This result also indicates the relevance of the den-
sity fluctuations.
Indeed the superconductivity from the phase-
separation fluctuation was proposed by Emery, Kivelson,
and Lin as the mechanism of superconductivity in the
copper oxides62. A general mechanism was discussed
from the quantum critical fluctuation arising from the
first-order transition of the density63. Recent numer-
ical calculations for the Hubbard model also suggest
the importance of the uniform charge fluctuations in
stabilizing the superconductivity61. In this mechanism,
the instability around the spinodal decomposition must
necessarily cause the attractive effective interaction of
the carriers, because the coefficient of the quadratic
term with respect to the density has to be negative
in the energy around the spinodal point. It is known
that the attractive interaction of the carrier is the
direct cause of the pairing (whatever the origin of the
attractive interaction is) and is very natural to induce
the superconductivity, if the carriers are in the Fermi
degeneracy region. One can argue that the low-energy
excitation associated with the translational symmetry
gives density fluctuations, which may play the role of
the glue even when they are not gapless.
However, this is not so straightforward because the su-
perconductivity competes with the phase separation or
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Figure 6: Analysis on smoking gun for supercon-
ductivity. a, Comparison of δ dependence of the super-
conducting order parameter 2× 〈∆3s,X2−Y 2〉 (symbols) with
0.5×(−1/κ) ≡ 0.5×(−dE2s /dδ
2) (curves without symbols) for
various models. The ordinates have 0.2 off-set (dashed line)
in sequence for clarity. The yellow and red regions indicate
nonzero 〈∆3s,X2−Y 2〉. The peaks of 〈∆3s,X2−Y 2〉 and −1/κ
show one-to-one correspondences. Furthermore, the stable su-
perconducting phase (red) emerges always when 1/κ tends to
vanish. b, The region of nonzero 〈∆3s,X2−Y 2〉 (either stable
(red) or metastable (yellow)) surrounds the first-order tran-
sition accompanied by the phase separation. c, Comparison
of stable superconducting phase (two-sided arrows) with the
density nX2−Y 2 , and the double occupation DX2−Y 2 .
other density orders. Therefore we need reliable quan-
8titative calculations how the superconductivity wins or
is defeated by considering quantum fluctuations as much
as one can do. Our ab initio studies by the variational
Monte Carlo calculation show that the superconductiv-
ity indeed wins in a relevant region. Our conclusion is
that among possibilities, the result supports that the uni-
form charge fluctuations lead to the superconductivity
observed in LaFeAs(O,F). For iron-based superconduc-
tors, a charge-fluctuation mechanism was also proposed
in a different context in the model with Fe 3d and pnic-
togen (chalcogen) p orbitals64.
We note that the strong first-order transition by the
carrier density control is of course not a sufficient condi-
tion for the realization of the superconductivity. Com-
bination with the (orbital selective) Mottness is impor-
tant, where the effective attractive interaction should
take place between spin-1/2 carriers. This is a crucial
difference from other first-order transitions accompany-
ing phase separation such as those found in perovskite
manganites with the double exchange mechanism.
Here, the uniform charge fluctuations signaled by the
enhanced −1/κ indicate the tendency for the aggregation
of the antiferromagnetically coupled high-spin region seg-
regated from the low-moment spins similarly to the case
of the liquid-gas (or binary alloy) transition. The aggre-
gation must be mediated by the attraction of the high-
moment up and down spins (or equivalently attraction of
the low-moment spins) in the stripe-type configurations.
In the stripe configuration, the two mutually 90◦ rotated
configurations are degenerate and they interfere destruc-
tively for the nearest neighbor pair. However, the two
stripe configurations are both constructively enhanced by
the attraction of opposite spins at the next-nearest neigh-
bor bonds. This attraction causes the s± Cooper pair as
well. Namely, the phase segregation and the singlet pair-
ing with the s± symmetry are two-sides of coins and are
simultaneously driven by the next-neighbor attraction of
the pair caused by the high to low-spin transition and
the underlying rapid Mottness crossover.
The mechanism we revealed may be experimentally
tested by measuring the superconductivity at the in-
terface of two bulk superconductors with different dop-
ing concentrations, one being the mother material with
antiferromagnetic order and the other being the over-
doped non superconducting materials as in the experi-
ment for the interface of the cuprate superconductors65.
When the average electron density of the interface is
tuned around the phase separation region, we predict
that the transition temperature is kept constant at the
optimum value61. In fact, in the thin film of FeSe on
SrTiO3, high-Tc superconductivity (Tc & 50K) was re-
ported66. The phase separation in AxFe2−ySe2, (A=K,
Rb)38,40,54,55 into antiferromagnetic and superconduct-
ing regions with a high critical temperature above 60 K
was also reported in experiments. These are also consis-
tent with the present results, because the optimum dop-
ing concentration can be realized near the interface of the
two phases. The systematic study on the electron con-
centration dependence at the interface will clarify more
clearly the mechanism revealed here.
We have not discussed the role of magnetic fluctuations
in detail. This is because, around the strong first-order
transitions, the magnetic fluctuations are not significant
as we already discussed. Near the magnetic quantum
critical point around λ = 0.94 seen in Fig. 4, however,
the magnetic fluctuations are expected to contribute,
while the density fluctuations are suppressed because of
the conversion of the first-order transition to a contin-
uous one. Indeed the functional renormalization group
study combined with the first-principles approach simi-
lar to ours suggests the role of magnetic fluctuations7.
The functional renormalization group is a complemen-
tary weak-coupling approach, where weak instability to
the superconductivity can be easily studied. The mVMC
is able to study more easily the strong coupling super-
conductivity. We, however, see in Fig. 4 that the super-
conducting phase is extended even to the region around
the quantum critical point, implying the applicability of
mVMC in both strong and weak coupling regions. In
most of the phase diagram, the density fluctuations play
the dominant role in stabilizing high-Tc superconductiv-
ity as the strong coupling mechanism.
More quantitative ab initio analyses including other
families of the iron-based superconductors and the role
of phonons as well as guiding principle for raising Tc are
intriguing and challenging issues left for future studies.
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Details of model Hamiltonian. In the present ap-
proach, we seek for an undoubted way of extracting the
origin and mechanism of the experimentally observed su-
perconductivity in the iron-based superconductors based
on material-dependent realistic calculation. For this pur-
pose, we employ the ab initio way of deriving the effective
Hamiltonian without any adjustable parameters. Then
we solve the effective model as accurate as possible within
the available methods.
The Hamiltonian of low-energy effective model for a
two-dimensional layer of LaFeAsO is given by
H = H0 +Hint (5)
Hint = Hon-site +Hoff-site (6)
H0 =
∑
σ
∑
i,j
∑
ν,µ
ti,j,ν,µc
†
i,ν,σcj,µ,σ (7)
Hon-site = 1
2
∑
σ,σ′
∑
i
∑
ν,µ
{
Ui,i,µ,νc
†
i,ν,σc
†
i,µ,σ′ci,µ,σ′ciν,σ
+ Ji,i,µ,ν
(
c†i,ν,σc
†
i,µ,σ′ci,ν,σ′ci,µ,σ
+ c†i,ν,σc
†
i,ν,σ′ci,µ,σ′ci,µ,σ
)}
, (8)
Hoff-site = Vnn
∑
〈i,j〉,ν,µ
niνnjµ + Vnnn
∑
〈〈k,l〉〉,ν,µ
nkνnlµ
(9)
Here, ti,j,ν,µ contains single-particle levels and transfer
integrals, while Ui,i,ν,µ and Ji,i,ν,µ are screened Coulomb
and exchange interactions, respectively. The exchange
interaction Ji,i,ν,µ consists of the Hund’s rule coupling
(conventionally denoted as JHνµ ≡ Ji,i,ν,µ) in the first
term and the pair hopping in the second term. We use
the transfer integrals up to the fifth neighbors45, which
well reproduce the LDA band structures. In the off-site
Coulomb interactions Hoff-site, Vnn (Vnnn) represents the
nearest-neighbor (next-nearest-neighbor) Coulomb inter-
actions and niν denotes the orbital occupation of νth or-
bital at the ith site45. From the ab initio downfolding
procedure, we estimate Vnn = 0.4 eV and Vnnn = 0.2
eV46. Further neighbor interactions are exponentially
small because the two-dimensional effective model takes
into account metallic screening from other layers. Be-
cause the off-site interactions do not appreciably depend
on the combinations of orbitals and are distributed within
0.01 eV, we ignore the orbital dependence. Other off-site
interactions such as the off-site direct exchange interac-
tions are also less than 0.01 eV on average and we also
ignore them.
All of the model parameters were derived in the so-
called downfolding procedure45. In this procedure, the
global electronic structure is calculated by the ab initio
density functional calculations. Then the degrees of free-
dom whose energies are located far away from the Fermi
level are traced out, leaving the ab initio effective model
appropriate near the Fermi level, namely, for Fe 3d five
orbitals on the experimental crystal structure. Then the
ab initio two-dimensional model for a layer, where Fe
atoms are arrayed on a square lattice, is derived after
the dimensional downfolding46. The detailed description
of the Hamiltonian parameters are found in refs.11,45,46.
The doping concentration (δ ≡ 1−Ne/Ns) dependence
is studied in this article by changing the electron number
Ne in a layer containing Ns iron sites in the periodic
boundary condition, where other parameters in the
Hamiltonian are assumed to be fixed through the doping
process. Though it is adequate within the present
work, in the main text, we also discuss possible mod-
ification of the Hamiltonian parameters by heavy doping.
Details of mVMC. We study the possibility of su-
perconductivity in the model (5)-(9) by a many-variable
variational Monte Carlo (mVMC) method formulated in
the literature47. In the mVMC calculations, we study
the ground state properties by employing a general-
ized BCS type wave function with the quantum num-
ber projection and the Gutzwiller67 and Jastrow fac-
tors68; |ψ〉 = PGPJLS=0|φpair〉. Here, LS=0 is the
spin projection operator to the total spin S = 0 sub-
space; PG and PJ are the Gutzwiller and Jastrow fac-
tors, respectively47. The spin projection is performed
onto the S = 0 singlet subspace. The Gutzwiller
factor punishes the double occupation of electrons by
PG = exp(−
∑
i,ν giνniν↑niν↓) where niνσ = c
†
iνσciνσ.
The Jastrow factor is introduced up to the next-nearest-
neighbor sites as PJ = exp(− 12
∑
i,j vijνµniνnjν), where
niν =
∑
σ niνσ . The one-body part |φpair〉 is the
generalized pairing wave function defined as |φpair〉 =
(
∑5
ν,µ=1
∑Ns
i,j=1 fijνµc
†
iν↑c
†
iµ↓)
Ne/2|0〉, where Ne is the
number of electrons. In this study, we restrict the vari-
ational parameters, giν , vijνµ to have a 2 × 1 structure,
and fijνµ to have a 2× 2 sublattice structure. The num-
ber of variational parameters are 10 for giν , 220 for vijνµ,
and 100Ns for fijνµ. All the variational parameters are
simultaneously optimized by using the stochastic recon-
figuration method47,69. Our variational wave function
|ψ〉 can flexibly describe superconducting, AF, and PM
phases as well as their fluctuations on an equal footing.
The calculations were done up to 10× 10 sites.
Monte Carlo sampling of real space configurations of
the electrons is employed to calculate physical quantities
following the standard procedure47. The acceptance ratio
of the Monte Carlo sampling is typically more than 10%.
Here, we define the autocorrelation as
A(t) =
1
Ns
∑
i,σ
nσ(ri, t)nσ(ri, 0)− 2n¯2,
where nσ(ri, t) the number of particle at ith site, and t
represents Monte Carlo step. n¯ is the averaged density
per spin , which is defined as n¯ = Ne/2Ns. The auto-
correlation vanishes within 10-20 Monte Carlo steps. We
show an example of A(t) in Supplementary Fig. 3. The
number of Monte Carlo samples for the calculation of
physical quantities is typically 128 000. The statistical
10
error of the Monte Carlo sampling is estimated from a
number of independent bins typically around five.
Details of physical properties. To reveal physi-
cal properties and determine the phase diagram of the
ab initio model, we calculated orbital resolved filling
nν , orbital dependent double occupation Dν , equal-time
spin structure factors m(q)2, its orbital-diagonal com-
ponent mν(q)
2, the equal-time superconducting correla-
tion Pα(r), and its orbital resolved component Pα,ν,µ(r),
which are defined as
nν =
1
Ns
∑
σ,i
〈ni,ν,σ〉 (10)
Dν =
1
Ns
∑
σ,i
〈ni,ν,↑ni,ν,↓〉 (11)
m(q)2 =
∑
ν,µ
mν,µ(q)
2, (12)
mν(q)
2 =
∑
ν
mν,ν(q)
2, (13)
mν,µ(q)
2 =
4
3N2s
∑
i,j
〈Siν · Sjµ〉eiq(ri−rj), (14)
Siν =
1
2
∑
σ,σ′
c†iν,σσσσ′ciν,σ′ , (15)
Pα(r) =
∑
ν,mu,ξ,η
Pα,ν,µ,ξ,η(r), (16)
Pα,ν,µ(r) = Pα,ν,µ,µ,ν(r), (17)
Pα,ν,µ,ξ,η(r) =
1
2Ns
∑
ri
[〈∆†α,ν,µ(ri)∆α,ξ,η(ri + r)〉+H.c.],
(18)
where σ represents Pauli matrix. In actual calculations,
to reduce numerical cost, we restrict the summation with
respect to ri within 2×2 sublattice. The magnetic order
parameter is estimated after the size extrapolation of the
finite size data from 4×4 to 10×10 to the thermodynamic
limit. The extrapolation is performed as a linear fitting
of m(Q), as a function of the inverse linear dimension
1/L, where Q is the peak position of m(q). Stripe order
is determined from the Bragg peak at (pi, 0).
Superconducting order parameter and its orbital diag-
onal component are defined as
∆α,ν,µ(ri) =
1√
2
∑
r
fα(r)(cri,ν↑cri+rµ↓ − criµ↓cri+rν↑),
∆α,ν(ri) =
1√
2
∑
r
fα(r)(cri,ν↑cri+rν↓ − criν↓cri+rν↑).
Here, fα(r) is the form factor that describes
the symmetry of the superconductivity. In
the present work, we examined the four pos-
sible symmetries of the superconducting states;
α = 2s(gappless s±), 2d(dx2−y2), 3s(gapped s±),
and 3d (dxy), whose form factors are defined as
f2s(r) = δry,0(δrx,1 + δrx,−1)− δrx,0(δry,1 + δry,−1),
f2d(r) = δry,0(δrx,1 + δrx,−1) + δrx,0(δry,1 + δry,−1),
f3s(r) = (δrx,1 + δrx,−1)(δry ,1 + δry,−1),
f3d(r) = (δrx,1 − δrx,−1)(δry ,1 − δry,−1),
where δi,j denotes the Kronecker’s delta and r = (rx, ry).
We mainly study the case of fα with α = 3s often
called s± symmetry, where the pairing is between the
electrons on the next-nearest neighbor sites, because this
symmetry of the pairing is the only one that survives in
the realistic model. The nodal struture of this pairing is
shown in Supplementary Fig. 4a. Initial conditions with
other symmetries converge to the normal state.
The order is determined from the long-ranged level-
off part of the averaged pairing correlation 〈∆3s,ν〉 =√
limr→∞ P3s,ν,ν(r), where we omit the contribution
from the orbital off-diagonal pairing, because they are
expected to be smaller.
In Supplementary Fig. 4b, we plot the superconduct-
ing correlation P3s,ν(r) for an example of ν = X
2−Y 2 as
a function of the distance for the superconducting phase
for the ab initio model at δ = 0.24. In the normal phase,
the superconducting correlation shows a power-law de-
cay (∼ r−3), and its amplitude is comparable to that of
the non-interacting case. In contrast to this, in the su-
perconducting phase, the superconducting correlation is
saturated to a nonzero constant value as in Fig. 1b.
To see whether the superconducting correlation is sat-
urated to a nonzero value, we define long-range average
of the superconducting correlation as
P¯α,ν =
1
M
∑
R<r=|r|≤√2L
Pα,ν(r),
∆¯α,ν =
√
P¯α,ν
where M is the number of vectors satisfying R < r ≤√
2L (L is a linear dimension of the system size). For the
present purpose, R = 3 is practically a sufficient criterion
to see whether the pairing order-parameter correlation
is saturated to a nonzero value and ∆¯α,ν offers a good
measure for the order parameter in the long-range or-
dered superconducting state. To further reduce the finite
size effect, we subtract ∆¯Normal calculated for the normal
state from that for the superconducting state ∆¯SC. In
the actual calculations ∆¯ in the normal state is nonzero
because of the finite size effects. In the analyses we use
〈∆〉 = ∆¯SC − ∆¯Normal. We observed that 〈∆3s,X2−Y 2〉 is
always dominant over other orbital contributions.
Details of attractive interactions. When we examine
the effects of attractive interactions, we add an attractive
interaction term, defined as
K3s
∑
i,ν
[
∆†3s,ν(i)∆3s,ν(i) + ∆3s,ν(i)∆
†
3s,ν(i)
]
, (19)
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where ∆3s,ν(i) represents the superconducting order
parameter of νth orbital at ith site for the gapped
s±-wave superconductivity. Similar interactions can be
derived by considering the phonon degrees of freedom70.
In actual calculations, we dropped the one-body part
that originates from the commutation relation. We also
dropped the AF interactions term that is proportional
to Si · Sj and contained in Eq.(19), which induces the
AF order.
Details of phase diagram. The phases in the phase di-
agram are determined by the lowest energy state if more
than one locally stable states are found. The stripe type
magnetic order with the large (small) ordered moment
is shown as dark (light) green area and the supercon-
ducting phase is shown as red area in the figures of the
main text. In addition, thermodynamically prohibited
region by the phase separation (phase separation region)
(illustrated as light blue areas in the figures) is deter-
mined by the Maxwell’s construction, where the region
of the ground-state energies above a common tangent of
the two points in the δ dependence of the ground-state
energy is identified as the phase separation region. If the
second derivative of the energy d2E/dδ2 is negative inside
the phase separation region, the region is locally unstable
to inhomogeneity even under an infinitesimal perturba-
tion and called spinodal region (gray area in the figures).
The phase separation and accompanied spinodal region
are natural consequences of the first-order magnetic tran-
sitions.
Strictly speaking, the stable uniform states are prohib-
ited in the spinodal region in the thermodynamic limit.
Precise estimate of the spinodal region from the calcu-
lation of finite-size systems is difficult, because the neg-
ative curveture of the energy is eventually prohibited in
the thermodynamic limit.
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Supplementary Figure 1: a, Orbital resolved diagonal
components of stripe-type magnetic ordered moment mν ≡
mν,ν(q(pi, 0)) at the peak momentum qpeak = (pi, 0) for the ab
initiomodel at the largest available system size (10×10). The
notation for the colored area is the same as Fig. 1. b, Orbital
resolved double occupancies for the ab initio model at the
largest available system size (10× 10).
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Supplementary Figure 2: Doping dependence of absolute
values of nearest neighbor diagonal Green functions |Gνν | =
|〈c†i↑cj↑ + c
†
i↓cj↓〉|, where i, j are nearest sites. We take Ns =
10× 10 and λ = 1 (ab initio model).
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Supplementary Figure 3: Autocorrelation as a function
Monte Carlo steps. We take Ns = 6× 6, δ = 0, and λ = 1 (ab
initio model).
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Supplementary Figure 4: a, Schematic illustration of
superconducting gap structure for 3s (gapped s±) symmetry
(with nodes illustrated by blue thick lines). We also plot the
schematic Fermi surface of LDA band structures for LaFeAsO
(red thin circles). b, Superconducting correlations as function
of distance r at δ = 0.24 and λ = 1.0@(ab initio model)
for superconducting ground state (red close circles). System
size is Ns = L × L with L = 10. The short-ranged part
follows the decay proportional to r−3 while it levels off at
a nonzero value at long distances (roughly at r ≥ 3 in this
case). For comparison, we plot the asymptotic r−3 behavior
(broken line) of the superconducting correlations for the non-
interacting systems, which is expected for two-dimensional
metals.
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Supplementary Table I: Effective on-site Coulomb (U)/exchange (J) interactions between two electrons on the same iron
site in the ab initio model for LaFeAsO (in eV).
LaFeAsO U J
XY Y Z Z2 ZX X2 − Y 2 XY Y Z Z2 ZX X2 − Y 2
XY 2.62 1.39 1.37 1.39 1.50 XY 0.46 0.57 0.46 0.23
Y Z 1.39 2.02 1.56 1.21 1.11 Y Z 0.46 0.33 0.37 0.35
Z2 1.37 1.56 2.43 1.56 1.10 Z2 0.57 0.33 0.33 0.42
ZX 1.39 1.21 1.56 2.02 1.11 ZX 0.46 0.37 0.33 0.35
X2 − Y 2 1.50 1.11 1.10 1.11 1.50 X2 − Y 2 0.23 0.35 0.42 0.35
Supplementary Table II: Transfer integrals in the ab initio model for LaFeAsO, tµν(RX , RY , RZ), where µ and ν specify
symmetry of d orbitals; 1 for XY , 2 for Y Z, 3 for Z2, 4 for ZX , and 5 for X2 − Y 2 orbitals. Symmetry operations of
σY , I , and σd change tµν(RX , RY , RZ) to tµν(RX ,−RY , RZ), tµν(−RX ,−RY , RZ), and tµν(RY , RX , RZ). Notice also that
tµν(R) = tνµ(−R). Units are given in meV.
LaFeAsO
P
P
P
P
P
(µ, ν)
R [
0,0,0
] [
1
2
,− 1
2
,0
] [
1,0,0
] [
1,−1,0] [ 3
2
,− 1
2
,0
] [
2,0,0
] [
0,0, c
a
] [
1
2
,− 1
2
, c
a
]
σY I σd
(1, 1) 790 −315 −67 −19 −2 1 −2 1 + + +
(1, 2) 0 253 138 1 10 0 0 0 + − −(1,4)
(1, 3) 0 −301 0 1 −18 0 0 0 − + +
(1, 4) 0 253 0 1 33 0 0 −1 − − −(1,2)
(1, 5) 0 0 0 0 10 0 0 −2 − + −
(2, 2) 1099 206 135 12 9 5 1 7 + + (4,4)
(2, 3) 0 −73 0 −2 −1 0 0 2 − − −(4,3)
(2, 4) 0 137 0 −18 −9 0 0 1 − + (4,2)
(2, 5) 0 165 0 -4 10 0 0 3 − − (4,5)
(3, 3) 890 72 −13 −38 −15 −18 −6 −2 + + +
(3, 4) 0 73 137 2 −3 0 0 −1 + − −(3,2)
(3, 5) 0 0 −159 0 1 17 3 −3 + + −
(4, 4) 1099 206 345 12 36 70 1 0 + + (2,2)
(4, 5) 0 −165 19 4 −11 0 0 1 + − (2,5)
(5, 5) 1255 −152 118 −24 30 −28 1 −2 + + +
