The paper investigates the impact of jumps in forecasting co-volatility, accommodating leverage effects. We modify the jump-robust two time scale covariance estimator of Boudt and Zhang (2013) such that the estimated matrix is positive definite. Using this approach we can disentangle the estimates of the integrated co-volatility matrix and jump variations from the quadratic covariation matrix. Empirical results for three stocks traded on the New York Stock Exchange indicate that the co-jumps of two assets have a significant impact on future co-volatility, but that the impact is negligible for forecasting weekly and monthly horizons.
Introduction
Discontinuities, or jumps, in financial asset price movements are supported by recent empirical evidence in Bates (2000) , Andersen et al. (2002) , Pan (2002) , Chernov et al. (2003) , Eraker et al. (2003) and Eraker (2004) , among others. There has also been growing interest in examining the effects of jumps on forecasting volatilities, accompanied by theoretical developments on nonparametric estimation of daily volatility via intraday data of financial asset prices. Barndorff-Nielsen and Shephard (2004a) disentangled the jump components using the differences in the realized measures of quadratic and bipower variations. Huang and Tauchen (2005) and Andersen et al. (2007) report empirical evidence in support of non-trivial contributions to the daily price variation produced by jump components. Andersen et al. (2007) also developed volatility forecasting models using the jump components, and Corsi et al. (2010) made important contributions using threshold bipower variation. Bollerslev et al. (2009) used logarithmic jumps, and examined the effects of jumps by accommodating leverage effects. The empirical results of these papers indicate that jumps have a positive and mostly significant impact on future volatility (see also the useful survey of Aït-Sahalia and Jacod (2012)).
The purpose of the paper is to extend the contributions of Andersen et al. (2007) and Corsi et al. (2010) using realized co-volatility measures. There are several estimators of integrated co-volatilities, including Barndorff-Nielsen and Shephard (2004b) , Hayashi and Yoshida (2005) , Barndorff-Nielsen et al. (2011) , Zhang (2011) , Boudt et al. (2011 Boudt et al. ( , 2012 , Hautsch et al. (2012) , and Boudt and Zhang (2013) , among others. The conditions for nonparametric estimation of co-movements via intraday data are: (i) robustness to jumps; (ii) robustness to microstructure noise caused by, for example, the bid-ask bounce; (iii) ability to handle asynchronicity of the times at which transactions are recorded; and (iv) the estimated covariance matrix is positive definite.
Of the above contributions, three papers satisfy three of the four conditions. The estimator of Barndorff-Nielsen et al. (2011) satisfies conditions (i), (ii) and (iv), Boudt et al. (2012) accommodate conditions (i), (iii), and (iv), while Boudt and Zhang (2013) incorporate conditions (i)-(iii). In this paper, we modify the estimator of Boudt and Zhang (2013) to incorporate condition (iv). Using the difference between the estimators of quadratic covariation and integrated covolatility, we obtain the estimator of jump variations. Based on the new estimator, we examine the impact of jumps and leverage on forecasting co-volatility.
1 The remainder of the paper is organized as follows. Section 2 explains the approach to disentangling jump variations and integrated co-volatilities from the realized quadratic co-variation.
Section 3 provides an empirical example for three stocks traded on the New York Stock Exchange, and shows that the 'co-jumps' and 'co-leverage' of any two assets have a significant impact on future co-volatility. Finally, Section 4 gives some concluding remarks.
Theoretical Framework

Model Specification
Let p * (s) denote a q-dimensional latent log-price vector at time s, and W (s) and Q(s) denote q-vectors of independent Brownian motions and counting processes, respectively. Let K(s) be the q × q process controlling the magnitude and transmission of jumps, such that K(s)dQ(s) is the contribution of the jump process to the price diffusion. Under the assumption of a Brownian semimartingale with finite-activity jumps (BSMFAJ), p * (s) follows:
where μ(s) is a q-dimensional vector of continuous and locally-bounded variation processes, and
Assume that the observable log-price process is the sum of the latent log-price process in equation (1) and the microstructure noise process. For q = 2, define the log-price process as p(s) = (X s , Y s ). Consider non-synchronized trading times of the two assets, and let T and Θ be the set of transaction times of X and Y , respectively. Denote the counting process governing the number of observations traded in assets X and Y up to time t as n t and m t , respectively. By definition, the trades in X and Y occur at times T = {τ 1 , τ 2 , . . . , τ n T } and Θ = {θ 1 , θ 2 , . . . , θ m T }.
For convenience, the opening and closing times are set as τ 1 = θ 1 = 0 and τ n T = θ m T = T , respectively.
The observable log-price process is given by:
where ε X ∼ iid(0, σ 2 εX ), ε Y ∼ iid(0, σ 2 εY ), and (ε X , ε Y ) are independent of (X, Y ).
Define the quadratic covariation (QCov) of the log-price process over [0, T ] as:
Then we obtain
The first term on the right-hand side of (4) is the integrated co-volatility (ICov) matrix over [0, T ], while the second term is the matrix of jump variability. We are interested in disentangling these two components from the estimates of QCov for the purpose of forecasting QCov.
We explain below the robust estimation of the integrated co-volatility matrix suggested by Boudt and Zhang (2013) , under jumps and microstructure noise for the bivariate process in (2).
First, we consider the q-variate case which consists of the estimators of integrated volatility and co-volatility, obtained using the approach of Boudt and Zhang (2013) . Denote the estimators of QCov, ICov and jump component at day t asΩ t ,Ĉ t andĴ t , respectively, whereĴ t =Ω t −Ĉ t . By the definitions in (1)-(4), the estimators should be positive (semi-) definite. One approach is to regularize the estimated covariance matrix by thresholding. Bickel and Levina (2008a, b) and Tao et al. (2011) showed consistency of the regularized estimator, assuming a sparsity structure. Define the thresholding operator for a q × q matrix A as:
which can be regarded as A thresholded at h. Define the Frobenius norm by ||A|| 2 F = tr(AA ). For the selection of h, we follow Bickel and Levina (2008b) . In order to obtainÃ = T h (Â), we minimize the distance by the Frobenius norm ||T h (Â)−Â|| 2 F , with the restriction thatÃ is positive semi-definite. Using this approach, we obtainC t = T h (Ĉ t ) andJ t = T h (Ĵ t ), which are consistent and positive semi-definite. Note thatΩ t is generally positive definite, as it can be obtained by the sample analogue of QCov. Boudt and Zhang (2013) suggested a jump-robust estimator based on the two time scale realized volatility (TSRV) estimator of Zhang et al. (2005) . Let n be the total number of returns within [0, T ], with the price process observed at the time points 0 = t 1 < t 2 < · · · < t n+1 = T . The standard realized volatility calculated on the whole data set is given as:
Jump-Robust TSRV Estimator for Integrated Volatility
We will shortly review the TSRV estimator in order to explain the jump robust estimator of Boudt and Zhang (2013) .
The TSRV estimator is based on partitioning the whole sample into K subsamples. Let G denote the full grid G = {t 0 , . . . , t n+1 }, consider the subgrid G (k) , which starts with t k−1 , and select every Kth sample point after that, until T . Thus,
where n k is the integer making t k−1+n k K the last element in G (k) , such that
The realized volatility for the subsampled observations is denoted by:
The averaged realized volatility is defined by
The TSRV estimator of Zhang et al. (2005) is defined as the difference between the averaged realized volatility computed over K steps apart subsampled observations and the adjusted realized volatility computed using all the observations. The TSRV estimator modified by Aït-Sahalia et al. (2011) is given as:
where K > J,n K = K k=1 n k = (n − K + 1)/K, and [X, X]
(avg,J ) T andn J are defined analogously.
If j = 1, the above estimator reduces to the original estimator of Zhang et al. (2005) . The estimate of the noise variance is given by:
which will be used later in this subsection.
the TSRV estimator in (6), and the truncated realized volatility estimators of Macini and Renó (2011) and Boudt et al. (2011) . Define the indicator function as:
Note that
Thus, the truncated realized volatility based on K-step apart returns and the average realized volatility are given by:
is a constant to adjust for the bias due to the thresholding, and F χ 2 v is the chi-squared distribution function with v degrees of freedom, with {X, X} (avg,J ) T defined analogously. Boudt and Zhang (2013) uses u = 9, which corresponds to truncating returns that are greater than three standard deviations from the mean of the normal distribution. Boudt and Zhang (2013) defined the RTSRV estimator as the difference between the truncated realized volatility on K-step and J-step apart returns, that is:
As in practice we need to estimate the variance of X t i+K − X t i in order to calculate the indicator function, we follow the approach of Boudt and Zhang (2013) . Equation (7) is used to estimate the variance of the noise, while the estimation of t i+K t i σ 2 s ds uses the approximation:
which is valid if the intraday volatility is highly persistent. For the estimation of T t i σ 2 s ds, Boudt and Zhang (2013) used an iterative approach. They used the medRV estimator of Andersen et al. (2012) to obtain the initial value for the computation of the RTSRV estimate in equation (9), then iterated the new RTSRV estimate to compute the threshold until no large returns require further truncation.
For the choice of K and J, Aït-Sahalia et al. (2011) recommended a choice corresponding to K to 5 minute and J to 1 minute for the TSRV estimator. The simulation results of Boudt and Zhang (2013) suggest that the RTSRV estimator generally yields smaller relative bias and RMSE than the bipower variation of Barndorff-Nielsen and Shepard (2004a) , the medRV estimator of Andersen et al. (2012) , and the threshold bipower variation of Corsi et al. (2010) , under the existence of jumps and microstructure noise. Boudt and Zhang (2013) also developed a jump-robust estimator using the two time scale realized co-volatility (TSRC) estimator of Zhang (2011) , extending the idea of RTSRV. We start from the non-synchronicity in trading times of the two assets, and let T and Θ be the set of transaction times of X and Y , respectively. Denote the counting process governing the number of observations traded in assets X and Y up to time t as n t and m t , respectively. By definition, the trades in X and Y occur at the times T = {τ 1 , τ 2 , . . . , τ n T } and Θ = {θ 1 , θ 2 , . . . , θ m T }, respectively. We specify the opening and closing time as τ 1 = θ 1 = 0 and τ n T = θ m T = T , for convenience.
Jump-Robust TSCV Estimator for Integrated Co-Volatility
The refresh time method selects the so-called refresh times at which all assets have traded at least once since the last refresh time point. Let N = n T +m T +2. After the opening time, ν 1 = τ 1 = θ 1 , the subsequent refresh time is defined as the first time when both stocks have traded, namely
where M N is the number of paired returns. Under the previous tick approach, the sampling points of assets X and Y are defined as
respectively.
Based on the refresh time grid, the previous tick estimator for co-volatility is defined by:
As before, define the subgrid V (k) for V, then the estimator for the subsampled observations is
where the relations among t j , s j and τ j are defined as before. Then we obtain the averaged 6 realized co-volatility estimator as:
In order to remove the possible dependence between microstructure noise on X and Y , Zhang (2011) developed the TSRC estimator as:
Boudt and Zhang (2013) suggested a jump-robust TSRC (RTSRC) estimator using the indi- (8), based on the TSRC estimator in (10). The truncated realized co-volatility on K-step apart returns and the average realized co-volatility are given by:
where c i is the correction factor, which is specified as c i = 1.042 in Boudt and Zhang (2013) , and
is defined analogously. Boudt and Zhang (2013) defined the RTSCV estimator as the difference between the truncated realized co-volatility on K-step and J-step apart returns, namely:
Using estimation techniques for RTSRV (9) and RTSRC (11), we can construct the robust estimator of the q × q integrated co-volatility matrix at day t,Ĉ t , under jumps and microstrucutre noise. We can also obtain the estimator of QCov, which we denote asΩ t , by using [X, X] all T and [X, Y ] T , which leads to the jump estimatorĴ t =Ω t −Ĉ t . Applying the threshold operator defined by (5), we obtain the final estimates asC
Empirical Analysis
We examine the effects on jumps and leverage on forecasting co-volatility, using the estimates of the QCov, ICov and jump variation, for three stocks traded on the New York Stock Exchange, namely Alcoa Inc. (AA), American Express (AXP), and Bank of America (BAC). Based on the vector of returns for the q = 3 stocks computed for a 1-minute interval of trading day at t between 9:30 am and 4:00 pm. We calculated the daily values ofΩ t ,C t andJ t , as explained in the previous section, and also calculated the corresponding open-close returns for the three assets. The sample period starts at August 31, 2006, and ends on October 26, 2012, giving 1500 observations. The sample is divided into two periods. The first 500 observations cover the period until September 12, 2008, while the latter period starts from the bankruptcy of Lehman Brothers, that is, September 15, 2008, giving 1000 observations, which are used for evaluating the out-of-sample forecasts. Table 1 presents the descriptive statistics of the returns, r t , and estimated QCov,Ω t . The empirical distribution of the returns is heavily skewed to the left and is highly leptokurtic. Regarding volatility and co-volatility, they are skewed to the right, with evidence of heavy-tails in all the series. It should be noted that extremely large values for the volatilities are observed during the Global Financial Crisis (GFC). Figure 1 shows significant jump variability, indicating that jump variabilities are high in the period of turbulence caused by the GFC.
In order to examine the impact of jumps and leverage for forecasting volatility and co-volatility, we use three kinds of heterogeneous autoregression (HAR) type models for forecasting (i, j)element ofΩ t−h:t (h = 1, 5, 22), as follows:
where r − i,t = r i,t I(r i,t < 0), which is the negative part of the return of the i-th asset. In the second model, we use the previous values of the estimated continuous sample path component variation, C t , rather than those of estimated quadratic variation,Ω t , following the volatility forecasting models of Andersen et al. (2007) and Corsi et al. (2010) . We exclude weekly and monthly effects of the jump component,J t , in order to evaluate the impact of a single jump on future volatility and co-volatility. Note thatC t andJ t are positive (semi-) definite by the thresholding in (5). In addition to jump variability, the third model includes the asymmetric effect, as in the specification of the asymmetric BEKK model of Kroner and Ng (1998) . For i = j, β a r − i,t−1 r − j,t−1 represents the 'co-leverage' effect which is caused by simultaneous negative returns of two assets. We refer to equations (12), (13) and (14) as the HAR, HAR-TCJ and HAR-TCJA models, respectively.
Although the estimate of β j and β a are expected to be positive and significant for the volatility equation (i = j), their signs are not determined for the co-volatility equation (i = j). We estimate each model using the first 500 observations, and obtain a forecast,Ω f 501 We reestimate each model fixing the sample size at 500, and obtain new forecasts based on updated parameter estimates. For evaluating the forecasting performance of the different models, we report the R 2 of the Mincer-Zarnowitz (MZ) regression, namelŷ
We also use the heteroskedasticity-adjusted root mean square error suggested in Bollerslev and Ghysels (1996) , namely:
For the latter, we examine equal forecast accuracy using the Diebold and Mariano (1995) test at the 5% significance level, and use the heteroskedasticity and autocorrelation consistent (HAC) covariance matrix estimator, with bandwidth 25. Table 2 shows the estimates of the daily regressions for the first 500 observations. The estimates of the jump parameter, β j , are positive and significant, except for the co-volatility of AA and AXP.
The results for volatilities support the empirical analysis of Andersen et al. (2007) and Corsi et al. (2010) . The estimates of the coefficient of the asymmetric effect, β a , are positive and significant for all cases, supporting that the negative relationship between return and future volatility. The results also imply that a pair of negative returns of two assets increase future co-volatility. The HAR-TCJA model gives the highestR 2 in all cases. Table 3 presents R 2 of the MZ regressions and HRMSE for the daily regressions. The HAR-TCJA is the best model for forecasting volatility, while there are no significant differences for three models of the co-volatility equation. There is no obvious pastern for the difference between the results conditional on a previous jump and no jump. Table 4 reports the estimates of the weekly regressions. The estimates of the jump parameter, β j , and the parameter of the asymmetric effect, β a , are positive and significant. Unlike the daily regressions, the HAR model gives the highestR 2 values in all six cases. Table 5 gives the R 2 values of the MZ regressions, and HRMSE for the out-of-sample forecasts for the weekly regressions. Table 5 indicates that the values of R 2 are higher than those for the daily regressions in Table 3. Of the six cases, the HAR model is the best in three cases, while there are insignificant differences in the models for the remaining three cases. We may improve the forecasts by incorporating weekly and monthly effects of jumps and leverages. Table 6 shows the in-sample estimates of the monthly regressions, while Table 7 reports the results of the corresponding out-of-sample forecasts. Tables 6 and 7 indicate that the results for the monthly regressions are similar to those of the weekly regressions.
The empirical results for the volatility models support the findings of Andersen et al. (2007) and Corsi et al. (2010) . Regarding the co-volatility, the impacts of co-jumps of two assets are generally positive and significant for the daily, weekly, and monthly regressions. Although the HAR-TCJ model performs better than the HAR model for the daily regressions, the three models produce broadly similar results for the weekly and monthly regressions. The asymmetric effects are generally positive and significant for both volatility and co-volatility equations, supporting the empirical results in the literature. We can improve the HAR-TCJ and HAR-TCJA models, by accommodating weekly and monthly averages of jumps and leverage effects.
Concluding Remarks
The paper examined the impacts of co-jumps of two assets on forecasting co-volatility. We suggested disentangling the estimates of the integrated co-volatility matrix and jump variations so that they are positive (semi-) definite for coherence of the estimator. The empirical results for three stocks traded on the New York Stock Exchange showed that the co-jumps of any two assets have a significant impact on future co-volatility, but that the impact are minor in forecasting weekly and monthly horizons. The results also show that the impacts of the co-leverage effects caused by negative returns of two assets are significant, but the impact decreases for forecasting longer horizons.
The empirical evidence will be useful for improving forecasting models of the co-volatility matrix, as in Asai and McAleer (2014) , who extended the work of Chiriac and Voev (2011) in order to accommodate factor specification, long memory and leverage effects. Note: The table reports Mincer-Zarnowitz R 2 and heteroskedasticity-adjusted root mean squared error (HRMSE). J-R 2 and J-HRMSE are R 2 and HRMSE conditionally on having a jump at time t − 1, respectively, while C-R 2 and C-HRMSE are conditional on no jump at time t − 1. ' †' denotes the model which has the highest R 2 value of the three models. For the Diebold-Mariano test of equal forecast accuracy, 'a', 'b' and 'c' denote significant improvements in forecasting performance with respect to the HAR, HAR-TCJ and HAR-TCJA models, respectively. Note: The table reports Mincer-Zarnowitz R 2 and heteroskedasticity-adjusted root mean squared error (HRMSE). J-R 2 and J-HRMSE are R 2 and HRMSE conditionally on having a jump at time t − 1, respectively, while C-R 2 and C-HRMSE are conditional on no jump at time t − 1. ' †' denotes the model which has the highest R 2 value of the three models. For the Diebold-Mariano test of equal forecast accuracy, 'a', 'b' and 'c' denote significant improvements in forecasting performance with respect to the HAR, HAR-TCJ and HAR-TCJA models, respectively.
