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Abstract: Boundary collocation is a method for obtaining approximate solutions of boundary problems for linear 
partial differential equations, for which complete families of particular solutions are explicitly known. The method 
contains various decisions which are important for its performance, such as choice of solution subspace, choice of basis 
for the subspace, and choice of collocation points. Using a model problem, some particular strategies for the 
determination of collocation points are investigated. 
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1. Introduction 
Many questions of applied mathematics give rise to boundary problems for linear partial 
differential equations, for which complete families of particular solutions are explicitly known. 
Boundary collocation is a method to obtain an approximate solution to such a problem, where one 
(a) chooses a finite-dimensional subspace of solutions to the differential equation (or several 
different subspaces for different regions), 
(b) requires that the given boundary or continuity conditions be satisfied in a finite number of 
selected points, collocation points. 
This yields a finite set of simultaneous equations. 
Boundary collocation has been known and used for a long time, see e.g. Collatz [3, pp. 28 ff, 
pp. 413 ff]. More recently, applications to questions in microwave technology have been reported, 
see e.g. Bates [1], where a review and an extensive reference list is found, and Bates and Ng [2]. 
We are, however, not aware of any investigations of the numerical aspects of this method. The 
method contains some decisions, which are, indeed, important for its performance. These 
important factors are: 
(1) Choice of subspace, with respect o good accuracy with few terms and easy handling. The 
choice will depend on he geometry. 
(2) Choice of basis for the subspace so that the simultaneous linear equations do not become 
unnecessarily ill-conditioned. Also here the easy handling aspect is of importance. 
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(3) Choice of collocation points, which is of importance for the accuracy of the approximation 
as well as for the condition of the linear system of equations. 
The situation is somewhat analogous to the more familiar problem of approximating a 
function by a set of simple functions on the interval [ -1 ,  1], where we make decisions like 
'polynomials or something else', 'power basis or Chebyshev polynomial basis', 'interpolation i
equidistant points or Chebyshev points' etc. 
In this paper we shall, in some detail, consider the last mentioned choice (the collocation 
points), but we shall of course try to avoid obviously bad alternatives in the first two choices as 
well. Such important problems will be dealt with elsewhere. 
Our investigation will be in the form of illustrative model problems. We hope that the 
experience gained will be suggestive also for more complicated situations. 
The paper is organized as follows. In Section 2 a model interface problem for the Laplace 
operator is introduced. This problem is in Section 3 transformed into an equivalent interface 
problem for analytic functions. The placement of collocation points is studied for the latter 
interface problem. Section 4 gives an expression for the approximation error and in Section 5 we 
formulate a minimization problem whose solution is a set of collocation points. This minimiza- 
tion problem is nonlinear, and therefore we show, in Section 6, that the Solution of a closely 
related minimization problem can be obtained by solving a linear integral equation. In Sections 
7-10 we investigate the properties of this integral equation and describe a Galerkin method for 
its numerical solution. Section 11 contains computed examples. 
2.  Mode l  P rob lem I 
Let ~2 be a simply connected, open, limited point set in the complex plane C. Let 012 be its 
smooth boundary, and let ~2¢ ".= C/(~2 U 012 u { oo}). Find u = u(x, y) such that: 
- u is twice continuously differentiable in 12 and 12¢, 
- Au(x ,y )  = 1, (x ,y )~ I2, 
- Au(x ,y )=O, (x ,y )~12¢,  
- u and Ou/On are continuous across the boundary 012, O/On being the normal derivative, 
- there isaconstantasothatu(x ,y )~et log(x2+y2)+o(1)whenx2+y2~.  
Example 1. Let I2 be the open unit disk. Then Problem I has the solution, with r = (x 2 +y2)1/2, 
~r2 -  ¼, 0<r<l  
u(r)-- 
½log r, r > 1. 
One advantage of the above model problem is that it is related to the following problem, which 
can be conveniently discussed in the context of the theory of analytic functions. 
3.  Mode l  P rob lem I I  
For a given function ~k, continuous on al2, find functions f and g such that: 
- f is analytic in ~2, continuous in 12 t2 al2, 
- g is analytic in 12 c, continuous in 12¢ U 0~2, and vanishes at infinity, 
- f -  g= ~k on 012. 
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The solution of this problem is given by the following formula: 
1 fo ~k(~)d~=ff(z) fo rz~12,  
2.rri ~ ~-z  ~g(z) fo rz~12cU{~ ). 
Proposition. Model Problem I is equivalent toModel Problem II when ~ (z) = 12. 
Let ui,t(x, y) and Uext(X, y) be the restrictions of u defined in 12 t3 312 and ~2c U 312, respec- 
tively. For z = z + i y let 
Eint(Z):= ~x -~y Uint(X,y), (x ,y )~$2,  
(a - i  a )Uext(X,y), (x,y)~I2¢. eox,(Z),= 
For a smooth boundary, the continuity of u implies that the tangential derivative of u is 
continuous across 012. As the normal derivative is assumed to be continuous, u has a continuous 
derivative in all directions. Moreover the complex field E will be continuous across the boundary, 
i.e., 
Eint (z)  -~- Eext (z)  on 0~'~. 
Since Uext(X , y) is harmonic, we deduce from the Cauchy-R iemann equations that Eext(Z ) is 
analytic. We notice that the conditions on Uex t imply that E~x t is also analytic at the point of 
infinity. Let 
g (z ) ,=  -Eoxt(Z ). 
Analogously, since Uint(X, y ) -  ¼r 2 is harmonic, Eint(Z ) - 12 is analytic in I2. Let 
f(z)-'= --Eint(Z ) + 12. 
Since Ei,t(z ) = Ee,a(z) on 312 we have 
f(z)=g(z)+½2 on 812. 
This shows that f ,  g are solutions of Model Problem II. Conversely, given functions f, g which 
solve Model Problem II, we can by integration obtain a solution of Model Problem I. 
Example 2. Let f2 be the interior of the ellipse (a  cos t + ib sin t, 0 _< t < 2~r}, a > b > 0, with 
loci at _c ,  c = (a 2 - b2) 1/2. One can verify that, with z = x + iy, 
Uint(X ' y )= ¼(x2+ y2) ¼a-b (a2b)  aT   (x2 -y2)  _ ¼ab + Lab log ~ , 
(1 ) uext(x,y)=½ab ~-~(x2-y2)+ Re(z~zZ-c2)+log[z+~z2-c2[-½- log(2) , 
2 za -b  1 
z +(z  2 - c2) 1/2 " 
Notice that E~xt(Z ) and Emt(z ) - 12 can be continued analytically across al2. In fact ECxt(z) can 
be defined as an analytic function in C \ [ -  c, 4 
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4. Interpolation 
Instead of trying to solve Model Problem I, we may compute an approximate solution of 
Model Problem II and integrate it. The problem is then to find approximations of f in  12 and of g 
in 12c where f(z)-g(z)---½~ on a12. According to a theorem in Walsh [8, p. 36] we can for f 
analytic in 12 and continuous on 12--12u a12 find a polynomial P(z) approximating f(z) 
arbitrarily well on 12 in the uniform norm. Since g is analytic in 12¢, continuous on ~ = 12~ U 012, 
and regular at infinity, we can by the same theorem find a polynomial Q(1/z) in 1/z, 
approximating g arbitrarily well on 12¢ in the uniform norm. We determine P(z) and Q(1/z) by 
interpolation of ~(z)  = ½~ on 012. 
Example 3. For unit disk-like regions 12 an expansion in powers of z and 1/z is appropriate, 
namely 
M N 
P(z) ' -= ~ A,z*, Q(1/z).= E B,z-*. 
k=0 k=l  
Let z 0, z I . . . . .  zN+ M be distinct, approximately equidistant, points on a12 and solve 
M N 
~k(zy)=-  EAkz~+ EBkz) -k, j----0,1 . . . . .  N+M (1) 
k-0  k=l  
for the coefficients A k, B k. 
The above example raises a number of points: 
(a) For more general regions 12 the basis {1, z, z 2 . . . . .  1/z, 1/z 2 . . . .  } chosen above can often 
lead to a very ill-conditioned linear system (1), for all choices of interpolation points zy. In such 
cases the basis is il l-conditioned with respect o the regions 12 and 12¢. 
(b) To obtain fast convergence to f and g for increasing M and N, it is necessary for the basis 
to span an appropriate subspace. The functions used to approximate g in 12¢ should in some sense 
therefore be able to represent g also in parts of 12. 
(c) We note that the placement of the interpolation points certainly affects the numerical 
conditioning of (1). 
These matters will be treated in some detail in a forthcoming paper. For the moment if suffices to 
say that the basis functions chosen below, have reasonable convergence properties and lead to a 
linear system corresponding to (1) which is quite well conditioned. 
We introduce the new and more general basis { P0(Z), p l (z)  . . . . .  1/q l (z) ,  l /q2  (z) . . . .  }, where 
1, k k=0,  
I, . . . . .  
k 
qk(z)=rkI"I(z--wJq'), k=l ,2  . . . . .  
j - -1  
The coefficients ~'k, 6k are scaling factors for instance chosen to make 
maxlPk(Z) [= 1 and max lqk(z ) l=  1. 
z~12 z~I2  
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The w) q) are placed in 12. Note that, for w(1 q) ..... w(t q) distinct, 
g 
span(l/ql(z), l/q2(z ) .... }=span{ 1 1 1 } 
Z- -  W (q) . . . . .  Z -- W(I q, ' ( Z -- W~ q) )2 ' ' ' "  " 
The latter basis is not chosen, since the former is better conditioned. 
For later reference we define 
/1 ,  N=0.  
The equations corresponding to (1) are 
M N 
~k(zj)= - ~ AkPk(Zj)+ ~., Bk/qk(Zj), j=0 ,  1 . . . . .  N+M. (1') 
k-O k~l  
Multiplying (1') by W(z) we obtain a formula for polynomial interpolation 
M N-1 1 f i  _W(lq))..I..BN " 1 
W(z j )~(z j )  = -- E AkPk(Z j )W(z j )  + E Bk '~k  l :k~-I (zj ~-NN" (1" )  
k=0 k=l  = 
If we now assume that f ( z ) -  g(z) is analytic in a region containing O~ in its interior, then the 
interpolation error can be expressed as in terms of an integral. If we assume it is possible to 
continue both f and g analytically across the boundary 812, g being analytic and non-constant in 
12c U { oo }, it follows from Liouville's theorem that g can not be analytic in the entire point set 
12 U 812. Analogously f cannot be analytic in the entire point set I2 c U 812 U ( oo }. let c be the 
boundary of a closed point set having 212 as a subset and such that f and g are analytic in the 
interior of c and continuous on c. Then for z in the interior of c we can express the interpolation 
error in (1") as (see Walsh [8, §3.1]): 
M N-1 1 
W(z)(/(z)-g(z))  E A,p,(z)W(z)+ E B,,.~ 
k=O k=l 
N+M 1 f W(~)(f(~)-g(~)) d~, 
= V l  i ,,,+,,, 
k-o YI z) 
k=O 
Here the boundary c may consist of several contours. 
V[ (z--@q')+BN" 1 
I=k+l  
(3) z ~ 012. 
Example 4. Let 12 be the open unit disk and let ~p(z) = ½f.. Then 
1 
f ( z )  = O, g (z )= 2z 
is a solution of Model Problem II. This solution corresponds to the solution of Model Problem I
in Example 1. g (z )  has a singularity at z = 0 and we can choose the contours c as shown in Fig. 1. 
It emerges that the location of the points where g is non-analytic is of importance for the 
performance of the boundary collocation method, and indeed this topic will be treated further 
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Fig. 1. Geometry of Example 4. 
elsewhere. Here we just note that the location of these points is dependent on the shape of 0. If g 
is non-analytic at a point close to 00, the contour of integration, c, will be close to both this 
point and some of the interpolation points zk. In this case the magnitude of the integral over c in 
(3) is likely to be iarge. 
5. Placing collocation points 
We are now able to obtain an upper bound for the interpolation error. Let 
-- nan I-'[ I~-  ~,<1" I1"- zl • 
~c k=0 
z,zk ~ ~[2 
An upper bound for the integral in (3), independent of Zo, z I . . . . .  z~+ M and z is given by 
~iL  _FT_ W(~)(f(~)-g(~))dff . . . . . . .  ~ ~I :c(IW(ff)llf(g)-g(~)l d~l=K(f 'g)"  
1--[ (~- ~)(~- z) 
k=O 
From (3) we obtain for z ~ aO: 
1~ M N 
( z ) + Y'.Akp~ ( z ) -- ~;'~Bk/qk ( z) 
0 1 
N+M 
FI Iz- zkl 
< o r ( f ,  g). 
IW(z)l 
[ 
Find rain / max 
zk ~8~ I z~a~2 
proceeding further we 
We now wish to solve the following minimization problem for the placement of collocation 
points z0, z l , . . .  ,ZN+M: 
N+M 
VI Iz- zkl 
o (4) 
Iw(z)l 
Before remark that (4) is independent of ~. This means that other 
f ight-hand sides for Au on 12 than those used in Model Problem I still yield the same problem (4). 
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We also note that pure interior (exterior) problems fit into the above framework with N = 0 
(M= 0). 
Problem (4) has the same solution ~0, ~1,...~N+ M as the problem 
1 ~0 lnlz zkl-  )-'.lnlz w2 q) (5) min max - - • 
(The normalization factor will be commented on below.) This minimization problem can be 
viewed as a problem of electrostatics: Given positive unit point charges at z = w~k q), k = 1, 
2,... ,N, in the interior of I2, place negative unit point charges at z = z k, k = 0, 1,... ,N + M on 
012 so that the maximum of the potential on 012 is minimized. 
Instead of solving the non-linear problem of determining the optimal discrete charge distribu- 
tion z0, z~ .... .  ZN+M in (5), we seek a non-negative single layer distribution, which is the solution 
of a modified problem. This modified problem is linear. 
To be more precise, let # be a non-negative measure on 012 such that f0a d#(~) = 1, and let 
fa loglz 1 Wk ~ q~l" ~(z ;#)= -~'ld°(~') N+M+I  El°glz- (6) 
k~l  
Then problem (5) may be posed in the following modified form: 
m in( max I~(z; 6)1), 
'z~aa (7) 
subject o the constraints that # is non-decreasing and faad# (~') = 1. 
Remark. (i) If we require that 6 has a finite number of points of increase z0, z~ .... .  ZN+M, and 
that # has jumps 1/( N + M + 1) at each z k, then the modified problem (7) becomes equivalent to 
the original problem (5). (ii) Having, for a finite N + M, determined a continuous approximate 
solution of (7), we replace it by a staircase function with jumps 1/ (N  + M + 1) at z k. Although 
this staircase function may not be the exact solution of the original problem (5), we can expect it 
to lead to a reasonably good choice of collocation points, at least if M + N is not to small. 
In the following section it will be shown that for a sufficiently smooth boundary the 
minimax-problem (7) is equivalent to the problem of finding the solution (6, ~ }, ~ constant, of 
the system of integral equations 
~+~(z ;#)=0,  z~aI2,  f d t i (~)=l  (8) 
"0 ~2 
where ~ is defined by (6). 
6. Existence and (non-)unicity 
We first consider the discrete minimization problem (4), and define 
N+M N 
s(z ,  Zo, Zl . . . . .  z,,+M):= 1-I I z - zk l /1 - I  IZ - -W(kq) [  • 
k--O k=l  
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The existence of a solution follows from the continuity of S for z, Zk ~ al2, W(k q) E ~2. The 
solution, however, is not always unique. 
Example 5. Let N = 0, M = 0 and let £o be a solution of (4), i.e. 
rain max [z - Zo[ = max [z - ~o[- 
Zo~a~ zeSl2 zeO~2 
Figure 2 shows a region symmetric with respect o the y-axis, for which both "~o = Pl and t 0 = P2 
are solutions. Moreover for non-symmetric figures we may not have a unique solution. We can, 
for instance, deform Fig. 2 into Fig. 3, which is non-symmetric and has the same solutions £0 as 
Fig. 2. 
We next consider the continuous minimization problem (7) and the related system of integral 
equations (8). To enable an investigation of the influence of scaling, we introduce, for n > 0 and 
for a given contour a~2, new contours ~12..'= n- Oa2, i.e. al2, = { nz : z ~ aI2}. For a function o 
defined on 012, we define the corresponding function o. on aI2, by o,,(z)== o(z /n) ,  z ~ ~I2,,. On 
~12. we introduce, for square-integrable functions, the inner-product 
(a,p)= faa(~)p(~ )Ida'[ = I f0f~o " (~.)p. (~.)ld~[, (9) 
where p. ( f )  = p(~'/n), f e O,O.. 
For functions o e L:(af/)  we define the integral operator 
(A ,o) (z) ' .=- - l fa  log[z-~'[o(~-l[d~'[,  z~ 0f2,,,. (10) 
m /2,,, 
Since A s has an LZ-kernel, it is a compact operator. For Am I to exist, it suffices that A,,,o = 0 
should only have the trivial solution (see Riesz-Sz-Nagy [6, p. 228]). Jaswon and Symm [4, pp 
22-24, 52-54] show that there exists an m, such that the equation A,,,o = 1 has a unique solution 
which is of constant sign. We denote this solution by A,~,ll. Since, by (10), 
A,,,o = log( rn )(1, o)1 + A,o, 
it follows that, for all n, 
A, ,o -  log(n)(1, o ) l  =A,o- log(m)(1 ,  o) l .  (11) 
Formula (11) enables us to show that A,,o = 0 has a unique solution on 012, for all n > 0 but one 
value of n. 
Fig. 2. Symmetric region. Fig. 3. Non-symmetric region. 
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Let o = A~11. From (11) it follows that 
A,o=( l+ log(n) ( l ,A~,q) ) l .  
For a unique n = n o the right-hand side vanishes, and A,oo = 0 has a non-trivial solution. 
Conversely, if we assume that A,o = 0 and o ~ 0, then again from (11): 
A , , ,o=log(m)(1 ,  o ) l  or o=log(m)(1 ,  o)A~aa. 
Now o ~ 0 implies A,.o ~ 0 and therefore (1, o) 4= 0. Hence 
which defines a unique value of n. This value we denote by n 0. Hence there is precisely one 
contour OI2no on which A,oO = 0 has a non-trivial solution. This contour is by Jaswon and Symm 
[4], called the F-contour. We state this result formally as a lemma. 
Lemma 1. A~o = 0 = 0 = 0 unless the boundary ~I2, is the F-contour. 
It follows that, except on the F-contour, A~ -1 exists with a domain equal to the range of A,,  
which, since A, is compact and normal, is dense in L2(OI2,) .
We are now in a position to prove the following result. 
Theorem 1. The system of integral equations for { o, d,  ) E L2(~I2, ) × R 
A.o -d . l=O,  (1, o )=1 (12) 
has, for any n, the unique solution 
A,~11 
log(m)( ,A2 ,11)  (13) o- -  (1, A~11 ) >0,  d .= l+ n 1 . 
Remark. We mentioned above that m could be chosen so that o was well defined. Note that o is 
independent of n, and that d.  depends continuously on n. 
Proof. It follows directly from (11) that (o, d.  }, defined by (13), satisfies the system (12). If the 
solution were not unique, then there would exist o', d" not both vanishing and satisfying the 
homogenous problem 
A.o ' -a ' l=O,  (1, o')  = 0. 
Then, by (11), A.o = A,.o, and hence o' , -1 ' ' = d.A,. 1. Therefore 
d'(1,A~,11)=(1, o')=O. 
Since (1, A,7.11) 4= 0, we would conclude that d" = 0, and hence that o' = d'A~, 1 = 0. Thus the 
theorem is proved by reductio ab absurdum. [] 
Remark. Note that d,  = 0 if and only if 
1 
log(n) = log(m)(1 ,  A~' I )  " 
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This is the only value of n for which the equation A.o -- 1 has no solution. For all other values of 
n, A~I  = o ld . ,  where o, d.  are defined by (13). This implies that 
A~-11 A,~ll 
(1, A~- ' I )o  (1, A~,'I) 
for all a12. except for the F-contour. However, as we have shown, the system (12) has a unique 
solution for all n, including the F-contour, and its solution depends continuously on n. 
Theorem 2. For z ~ a12,, n . W (q) E 12n' N >~ 1 and M >1 - 1, define 
1 u 
q),, (z)-'= N + M + 1 E l og l z  - n. w~q)l. 
k=l  
Then the system of integral equations 
N 
Ano=dp n ona12 n, (o, 1 )=N+M+ 1 
has a unique solution o = a, which is strictly positive and independent of n. 
(14) 
(15) 
Remark. The F-contour is no exception here. Notice that qh(z) = logl W(z)l/(N + M + 1), where 
W(z)  is defined by (2). 
Proof. For a piecewise analytic boundary a12. and any point w ~ 12. there is (see Tsuji [7, Th. 
II.20, Th. III.36 and Th. III.41]) a unique positive measure/L~ such that, if z ~ a12. is a regular 
point of the Dirichlet problem for 12. u a12., then 
log[z - w[= Ls2)oglz - ~ld/~w(g), 
fag d/.tw(~) = 1, and d#w(~') > 0 on a12.. 
/~w is sometimes called the mass of balayage of a unit mass located at w. 
Let #(~'/n)ld~" I ,= n/ (N  + M + 1)2~=xd#w(~'), ~ ~ a12., w = n.  W(k q), k = I(1)N. Then t~ is the 
unique, positive solution of (15). This solution is independent of scaling, t:] 
The above theorems are of some independent interest for the computation of conformal 
mappings. Here, however, we will make use of them to show the connection between the 
minimization problem (7) and the integral equations (8). This connection is established in the 
next theorem. 
Theorem 3. The solution { o, q. ) of the system 
A.o - q.- 1 = 4~. on a12., q. constant, (1, o) = 1, 
where ~. is defined by (14), is also the solution of the minimization problem 
rain q' ,  A.o '  - q ' .  1 ~< ¢. on a12., (1, o') = 1. 
(16) 
(16') 
Moreover o is strictly positive. 
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Proof. Let ~I2 n be any contour except a F-contour. Then A; l l / (A ;  1, 1) > 0 and by (16') 
(A : l l ,  Ano ' ) (A~-q, 1) (A~-11, (~,) 
(A~-11,1) -q;(A~-1111)~< (A~-11,1) • 
Since A, is self-adjoint, q,' satisfies 
(1, o ' ) - (1 ,  A:1~,) 1 - (1, A~-14)n) M + 1 1 
q:>~ (A~-ll, 1) (A~-11, 1) N+M+I  (A~-ll, 1) 
where the last equality follows from (15). For qn we obtain, by the same calculations applied to 
(16), the formula 
1 -(1, 
q~= (A~-'I, 1) 
Hence q,, = rrfin q'. 
o = q,,A~11 +A~lq~n =
M+ 1 A~-ll 
+ A~q,n 
N+M+I  (A~'q, 1) 
satisfies (16). Further, since A~l l / (A ; l l ,  1) > 0, and, by Theorem 2., A~-lOn > 0, o is strictly 
positive. Unicity follows by an argument similar to that in Theorem 1. The theorem remains to be 
proved for the case when 0D n is a F-contour. By (14) 
~'n- N+M+I  
Using this and (11), we can rewrite (16) as 
(n )  N log(n) . l  ona~2,., (o, 1 )= l  (17) A,.o = log "1 -  qn" 1= ~'+ N+M+I  
Since A,. has an inverse, (17) has a unique solution (o, q. }. Notice that only the value of the 
constant qn is affected by the scaling, while o is independent of the size of the contour. The 
connection between (16) and (16') is obtained by subtracting (16) from (16'). 
A, , (o ' -o ) - (q ' -q , , ) . l  ~<0, (1, o ' -o ) - -0 .  (18) 
Let (i := o' - o, qn '= q; - q,. By (11) An(i = A,,(i and A,, has an inverse. UsingA~,11/(A~,11, 1) > 0, 
equations (18) yield 
(AZ' I ,  A,.O ) " (A~l l .  1) 
(A7 '1,1) -0n(A:,11,l) 
i.e., - 0, ~< 0 or q~' >~ q~. Hence, even when 0~n is a F-contour, the solution of (16) is a solution of 
(16'). [] 
7. Fourier-Galerkin formulation 
We next consider a numerical method to solve (16). Let t ~ ~(t), 0 ~< t < 2~ be a parametric 
representation f the boundary 0D, and let (o, q } be a solution of (16). Setting 
~'(t)=o(~(t))[~'(t)  l, ~l:=q, ~(t)=O1(~(t))  
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(see (14)), the system of integral equations (16) becomes 
-?t+ fo2~logl~(s)-~(t)]qJ(t)dt=~(s), O<~s<2~r, f02~'~'(t)dt=l. (19) 
Approximate ~0'(t) by the trigonometric polynomial 
1 j,-1 
qg~(t),= ~ + E (aycosjl + ` 81sinjl)+ ½ap cospt. (20) 
j= l  
Then ~( t )  satisfies the constraint in (19). Let 
f0 I~(s)-I ~(l)l ~'(t)dl+~(s), 0~<s< 2"rr F(~)  = ¢ + 2~log 
and determine ~, a 1, a2,... ,%, ,81 . . . . .  ` sp-1 satisfying 
f2~'F(s) cosjs ds = O, j = O(1)p, 
fo2~F(s) sinjs ds = O, j = l(1)p - 1. 
From the 
equation 
f02~rF(s) cosjs ds = 0 for j  = 0. 
Since we do not need the value of ~, this equation can be discarded, and then a linear system with 
a (2p - 1) × (2p - 1) matrix is obtained: 
- -~- - ,~-2 ; -  _ = e 
< p-  ~ p - l - - - - *  
orthogonality of the trigonometric functions it follows that ~ appears that only in the 
where 
=f2~[2~ 1 A = (A#),  Ajk log cos(j l) dt cos(ks) ds, 
-0 -o lY (s ) -  Y(t)} 
B (B~k), Bjk._f2~[2~, 1 sin(jt) dtcos(ks)ds, 
. . . .  -0 -0 log ]~'(s) - ~'(t)l 
1 <~j<~p, 1 <~ k<~p-  1. 
C=(C jk ) ,  Cjk-'=Bkj, l< j<p- l , l<~k<p.  
D:=(Dik) ' Djk, =/z~,/Z~,log 1 sin(jt) dtsin(ks)ds, 
-o -o I~(s) -  ~(t)} 
u=(ul, u2 . . . . .  o :=(o , ,v2  . . . . .  vp_,) 
l <~k,j<p. 
l <~k,j<p-1. 
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f0z"q,(s) cos (ks )ds  f2~ f2.~ 1 u k . . . .  log dt cos(ks) ds, 
"0 -o I~(s)- ~(1)1 
f2 , , f2 , ,  1 dt sin(ks) ds. vk,= - foZ~i,(s) s in(ks) ds -  o .o l °g l~ ' (s ) -~( t ) [  
Notice that the matrix of the linear system (21) is symmetric. Moreover it will be shown below 
that it is also positive definite. Hence we can solve the equations by LLr-factorization. 
8. Computing the elements of the linear system 
The elements of the matrix and the elements of the right-hand side may be computed by the 
fast Fourier transform method. Having subtracted out the singularity of the kernel, 
1 = log + log , (22) 
l°g I~:(s) - ~(t)l ~'(s) ~-~) leiS- ei, I 
the FFT-method is used to compute the Fourier coefficients of the smooth part. The contribution 
from the singular part is evaluated analytically. We need the following lemma: 
Lemma 2. The eigenvalue problem 
/2=log 1 u. ( t )  dt -- X .u . ( s ) ,  0 <~ s < 2¢r 
le is eit I "0 
has the eigenvalues ~k o = O, X2k_ l = X2k = ~r/k, k = 1, 2 . . . . .  The corresponding eigenfunctions are 
Uo(t ) = 1, UEk_l(t)= cos kt, Uzk(t ) = sin kt, k = 1, 2 . . . . .  
Proof. Let c a = c 2 = ½ or c 1 = 1/2i, c z = - 1/2i. Then Cl eikt  ÷ c2 e-ikt is either cos kt or sin kt, 
and these cases may be treated simultaneously. Let 
I(s)'=fo2~lOg[eisl_eit[(caeikt+c2e-ikt)dt 
el dt) ei,)(c,e'*' + c2e-~') . 
We shall apply complex integration and introduce (see also Fig. 4) 
,7, o .'= e is, g = e it ' 
={z:  [z - z0[= 8, [z 1~<1,8>0},  
b = { z. Izl ~ 1 }/{ z: I z - zol ~< 8, Izl ~ 1).  
,"0 
Fig. 4. Contour  of integration. 
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Instead of integrating along the unit circle we integrate along aD. It can easily be shown that the 
integral over 7 vanishes as the radius 8 tends to zero. Now 
I(s) Re( lfobl°g(1 z)(  ) ) . . . .  qz* + c2z-* 1 dz 
Z 0 2 ' 
and 
j=l J 
Hence 
cos ks, 
l(s)= Re 2~rc 2 = ~r . 
s ,n  ks, 
which proves the Lemma. [] 
From the Lemma we obtain the formulae: 
f0% . 1 log leiS - ei,l 
f,,f,, 1 
"0 "0 log [eis _ ei q 
fo2"fo2~l°g [ei~ _lei q 
k=0,  
k>0,  c2=½, 
1 
k > 0, c 2 = 2i ' 
I 
O, 
cos(jt) dt cos(ks) ds = ~r2/k, 
k=j=0,  
k=j>~l, 
k --/= j.
cos(jt) dt sin(ks) ds = 0 for all k,j. 
sin(jt) dt sin(ks) ds= ( "rr2/k' k=j>_-1, 
0, else. 
(23) 
In computing the elements of the linear system one can make use of symmetry. If 0~2 is symmetric 
with respect to the x-axis and we choose ~'(0) such that ~'(2¢r- t )=  ~--~, then half of the 
equations in (21) can be dropped. Symmetry can also be used in computing the elements of the 
linear system according to (22) and (23). Similarly one can take advantage of any additional 
symmetry with respect o the y-axis. 
9. Positive definiteness 
Using Lemma 2, we can now establish the positive definiteness of the matrix of equations (21) 
above. Let P be an orthogonal projection of L2(a~2) onto the subspace 
pL2,={~I,~L2(Ofl):(+,I)=O}, i.e. Po=o-  (o, 1) 
(1, 1------)" 1. 
Note that, by (20), cp'(t) - 1/2~r, which is the actual unknown function in (21), belongs to PL 2. 
Let A a : L2(0Q) --~ L2(052) be defined by 
A~=f~ log{. 1 )o(~')ld~'l, 
Iz  - 
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and let .4~ : PL 2 --* PL 2 be defined by 
"4u := PAu = PAuP. 
Since P and Au are symmetric, .4u is also symmetric. A matrix representation f -4u is obtained 
from (21) when p ~ oo. 
Theorem 4. Au is positive, and so are all matrices of equations (21). 
Proof. If PAuP were not positive on a contour 012", there would be an +* ¢ 0, and a constant ),
such that 
PA~.P~b* = h~/*, ~ <~ O. 
The eigenvalues of PAuP depend continuously on 312. By Lemma 2 we know that for the unit 
circle PA~P is positive. Hence there must be a contour 120 where there exists a if0 such that 
PAuoP~o = O, ~o =~ O. 
It follows that, for some q, 
AuoPJ/o = q. 1, 
and since P~0 = ~0, 
A~k0 = q. 1, ~0 ~= 0, (1, *ko) = 0. 
This contradicts the uniqueness result of Theorem 1. Hence the non-positivity led to a contradic- 
tion and the first part of the theorem is proved. 
To prove the second part, assume on the contrary, that for some p the quadratic form, defined 
by the matrix of (21), is non-positive for some function ~k. Then the infinite-dimensional matrix, 
which represents ,,~ is also non-positive for the same ~. This contradicts the result just obtained. 
[] 
In this connection we notice that the condition number in the/z-norm is the ratio of the largest 
and smalles eigenvalues of the matrix. When the contribution to the matrix (21) from the 
non-smooth part of the kernel is dominant, the condition umber is O(p), where p is the number 
of cosine coefficients, o the linear system is fairly well-conditioned. 
10. Discretization of the charge distribution 
The charge distribution function %, belonging to the charge density function ~ is 
) t aj fly a t, . %( t )  ,=-~-~ + s~ls j s in j t - j cos j t  +-~p sm pt. 
An approximate solution z0, z 1 . . . . .  zu+ M of the minimization problem (4) is obtained by solving 
the equations 
v + 1/2 
¢pp( tv )=N+M+l ,  v=O,  1 . . . . .  N+M (24) 
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for r, (for instance by the Newton method) and letting z, := {(t,). Notice that the placement of 
the zk is dependent on the position of S(O). In order to make { zk I,“‘” a good approximate 
solution, ‘pP should be a good approximation of cp. In particular ‘pP should not be too oscillatory, 
and ‘pP should be monotonic. If qP is computed interactively and graphical output is possible, 
these conditions are most simply checked visually. 
11. Numerical examples 
We will give numerical examples for a few regions. We 
expressions for the elements of the matrix and for the 
determine. 
start with ellipses, for which analytical 
right-hand side in (21) are simple to 
Example 6. Ellipse. Let the parametric representation of 352 be {(t):=G~cost+iH~sint, 
0 < t < 2~, G 2 H > 0. By symmetry all the elements Bjk, Cjk and uk in the linear system (21) 
vanish. The elements Akj and uk can be computed using complex integration. Computational 
details are found in [5]. 
With y = (G - H)/(G + H), 0 < y < 1, we obtain: 
Akj= $(l+Yj), k=ja 1, 
l 
k#j. 
For the case W(z) = zN, i.e. wi4) = 0, k = l(l)N, the right-hand side elements are 
‘2k-I = 0, 
U2k= (-l)kjv+n;+ 1 
k&l, 
Yk 
k’ k>, 1. 
The solution (Y, j3 of (21) is then 
a2k-l = 0, 
aZk= (-l)k 2N Yk 
a(N+M+1)‘1+y2k’ 
k>, 1, 
p,=o. 
Note the geometric convergence. N = 0 yields the distribution function qD( t) = t/27 making the 
equations (24) linear and the t, equidistant. 
To see how well the points z, := S( t,) are allocated, we introduce the function 
N-t-M 
I-I Is(t) -,I 
q+=c. “-O 
I W(tN 
where z, = 5( t,). 
The constant c is chosen to make_max s(t) = 1. For a given set of points { z, }r+, we define T 
be the set of local maxima tz of S(t). The tz will be dependent on the zk. For optimally placed 
to 
zk 
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1°5 1/4 
-~ .5  0 
-~1.5 1.5 0 
1 ! 
0 
0 
Fig. 5. 012 with computed nodes z 1, z 2 . . . . .  z24 for N = 12, M = 11. W(z)  = z 12, i.e. w~ q) --- 0, k = 1(1)12. 
Fig. 6. The distr ibution function ~0~o(t), 0 < t ~< ½~r, used to allocate the nodes on Fig. 5. 
Fig. 7. S ( t )  for N =12, M =11 with nodes z k of Fig. 5. 
i /z 
we expect S(t~) = 1 for all t~ ~ T. The quantity min,~ T S(t) is a scale-independent measure of 
how well the z o are placed. 
Below we show graphs of S(t), with z v = ~(tv) placed with the distribution function %(0  
according to eq. (24). Also the distribution function is shown. Finally we show pictures of 
contours 81"2 with the z k marked with dots on the contour. The points w~ q), wt2 q) .. . . .  w~ q) defining 
W(z) are marked with crosses in I2. 
The examples how that for various choices of the wJ q), we obtain nodes zj such that all local 
maxima of S(t) are of approximately the same magnitude. In the computed examples we have 
selected wJ p)= wJ q) Vj. Strategies for selecting the w~ q) are presented in a forthcoming paper. 
There we also compute numerical solutions of Model Problem II using the method of this paper 
to allocate nodes. 
Example 7. Ellipse with semi-axes v/ff:~v/ff. We use the parametric representation ~'(t) 
• "= v~-cos(t) + (i/v~-) sin(t), 0 ~ t ~< 2,rr. Figures 5-7 show some computed nodes zk, a distribu- 
tion function and S(t). Due to symmetry of aI2 and the choice of w~ q), we only show S(t) and 
the computed istribution function ¢P~0(t) for 0 ~< t ~< ½4. Note that the horizontal axis in Fig. 6 
and 7 is for the boundary parameter t, not for the angle. This is similar in figures below. 
1.5 ¸ 
T - 
Fig. 8. 012 with 24 nodes z k allocated equidistantly w.r.t, the parameter t.
Fig. 9. S ( t )  for N=12,  M=l l  with nodes of Fig. 8. 
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2 ° ' ' 
-2  
-2 
0 
0 
i i m I 
0 ~r/2 
Fig. 10. aI2 with 24 computed nodes z, for N=12,  M -11 .  W(z)  = z 12, i.e. w~, q) ~ O, k =1(1)12. 
Fig. 11. The distribution function ¢p32(t), 0 < t ~ ½~r, used to allocate the nodes on Fig. 10. 
Fig. 12. S(t )  for N=12,  M=l l ,  with nodes z k of Fig. 10. 
Figures 5-7 are to be compared with the next 2 figures (Figs. 8 and 9) where the z k have 
simply been allocated equidistantly w.r.t, the parameter t. This corresponds to using the 
distribution function ~p(t)= t/2~r. This distribution function is obtained when solving the 
integral equation with N -- 0 and M - 23. For the nodes of Fig. 8, mint~x S(t) = 2- 10 -4. 
Example 8. Ellipse with semi-axes 2: ~. We now flatten the ellipse to see how this influences the 
allocation of nodes. We use the parametric representation ~'(t)= 2 cos(t)+ ½i sin(t), 0 < t ~< 2~r. 
Figures 10-12 correspond to Figs. 5-7. Figures 13-14 correspond to Figs. 8-9. For the nodes of 
Fig. 14, min,~ r S(t) = 6.10 -8. 
We next consider the same contour, but use a different W(z). Let T4(z) denote the Chebyshev 
polynomial of the first kind of degree four for the interval [ -1 ,  1]. The foci of the ellipse are at 
+ c with c = + ½vf~, and c4T4(z/c) is the Chebyshev polynomial both for the interval between 
the foci of the ellipse and for the ellipse itself. We choose W(z) = (c4T4(z /c ) )  3 below. The w, <q), 
i.e. the zeros of W(z), are as usual marked with crosses. 
Now allocate 24 nodes z k with the linear distribution function q0(t)= t/2~r, instead of using 
the near-linear function of Fig. 16. S(t) for the so computed nodes is shown on Fig. 18. All local 
maxima are still of almost the same magnitude. This suggests that the distribution function does 
not have to be computed with very high accuracy. 
-2  0 
-2 2 0 
1 , . 0 
Fig. 13. 0R with 24 nodes allocated equidistantly w.r.t, the parameter t.
Fig. 14. S(t)  for Nff i l2, M =11 with nodes z, of Fig. 14. 
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2 . . . .  I/4: 
-2  
-2 2 o wl~ 
Fig. 15. 812 with 24 nodes z k for N=12, M =11. W(z) = (¢4T4(z / / c ) )3 .  
1 
0 
0 ~r /2 
Fig. 16. The distribution function ¢P16(t) used to allocate the nodes of Fig. 15. 
Fig. 17. S(t) for N =12, M =11, W(z) = (c4T4(z/c)) 3, with nodes z k of Fig. 15. 
Example 9. Sports ground. We now consider a region with a less smooth boundary. This region is 
obtained by splitting a disk into halves and placing a rectangle between the halves. A parametric 
representation of the boundary is constructed using a vertical projection from the smallest circle 
enclosing 1"2 onto the boundary aI2 (see Fig. 19). For a given angle t we obtain a point on the 
enclosing circle. This point is projected own onto the boundary. For this purpose a help angle 
is used. The parameter value t = t o corresponds to a point on the boundary where a half circle 
and rectangle meet: t o = arccos(A/(A + B)). Let ~(t) ,= ~(t) + iT/(t) and define 
~(t) .'= (A + B) cos t, (, 0.<t<t0 
n ( t ) ,= B sin i, i "-= arccos -~ (( A + B) cos t 
,= (.4 + B)  cos  t 
t o <~ t <~ ½ ~r. 
* l ( t ) := B 
For the rest of the boundary ~(t) is obtained by symmetry. For this parametric representation 
dZif(t)l/dt 2 has a jump discontinuity at t = t 0. Below (Figs. 20-22) we have chosen A =-32, 
B = ½, giving a 'sports ground' with the same relation between height and width as for the 2:½ 
ellipse. We select W(z)= (c4T4(z/c)) 3, i.e. the same as for Figs. 15-18. 
~'12 
t" 
-b  t 
Fig. 18. S(t) for N=12, M=l l ,  W(z)= (¢4T4(z / / c ) )3  , with nodes z k allocated with q~(t) = t /2~. 
Fig. 19. Definition of boundary parameter t. 
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2 
-2 
W ~ z z ~ t t 
+. 4- "~ 
.J 
1114, 
0 ~/2 
Fig. 20. aI2 with 24 nodes z k for N=12, M =11. W(z)= (c4T4(z/c)) 3. 
Fig. 21. The distribution function ~16(t) used to allocate the nodes of Fig. 20. 
Fig. 22. S(t) for N=12, M=l l  with W(z)  and nodes z k of Fig. 20. 
1 
0 
/2 
For the contours considered so far we have obtained an allocation of points z k such that 
min,~ T S(t) is very close to 1. If the number of points is small this is not always the case. An 
example of this is the ellipse with ~'(0) not on the real axis, but for instance chosen such that 
arg(~'(0)) = ~,rr. Another example is provided by regions shaped like a star. 
Example 10. Star. Let 0~2 ---- {~'(t): e i' + le -3 i t ,  0 ~< t < 2~r}. This parametric representation ~'(t) 
is also used in computations (See Figs. 23-25). 
The difference in size of the local maxima does not depend on that the distribution function 
for the nodes has not been computed accurately enough. Using the distribution function of Fig. 
24 and increasing the number of nodes causes minte r S(t) to converge to 1. This is illustrated by 
Fig. 27. 
Example 11. Superellipse. This last example is mainly of interest because we will return to it in a 
forthcoming paper that discusses the choice of subspace and basis of particular solutions. Let for 
fixed r > 0 aI2-'= {x + iy: x" +y" = r", x, y ~ R}. We use the parametric representation 
-1 .5 
1/4 
• 5 0 ~/2 
Fig. 23. a9 with 24 nodes z k for N =12, M =11. W(z)  = z ]2. 
0 t/~, 
Fig. 24. The distribution function 916(t) used to allocate the nodes z k of Fig. 24. 
Fig. 25. S(t) for N=12, M=l l  with W(z)= z 12. 
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1.5 I 
-1 .5  . 0 . . . 
- .5  1 .5  0 ~r/ 
Fig. 26. 012 and 48 nodes z k for N = 24, M = 23. W(z)  = 2 "24. 
Fig. 27. S(t)  for N = 24, M = 23 with W(z)  = z :4 and the nodes of Fig. 26. 
~'(t) = ~(t) + i*/(t), where 
~(t)=r(1-2n/2.½sin"(t)) 1/n and rl(t):=r.21/2(½)l/"sin(t) for 0~<t~<¼~r. 
The rest of the contour is obtained by symmetry. For n = 2 we have ~(t) = r cos t, *l(t) = r sin t. 
For the case n = 4, which is considered below (see Figs. 28-30), it is easily shown--us ing an 
automatic formula manipulat ion system-- that  (d2/dt2)l~(t)l is continuous, but that 
(d3/dt3)l~(t)l has a jump discontinuity at t=  ¼~r+ k.  ½~r, k=0(1)3 .  Hence this parametric 
representation is smoother than ~ (t) = r cos 1/2 (t), ~/(t) = r sin 1/2 ( t ). 
12. Conclusions 
The examples above have illustrated the dependence of ~(t )  and S(t)  on 
(1) the shape of the contour, 
(2) the parametric representation of the contour, 
(3) the choice of basis functions, and 
(4) the values of M and N. 
| / . . . . . .  
+ + 
4- . 4-_ . 
1 
0 
0 
Fig. 28. 012 with 32 nodes for N = 16, M = 15. W(z)= 24( (22  - w2) (z  2 - ~2) )2  where w = 0.56 (1 + i). 
Fig. 29. The distribution function %6(t )  used to allocate the nodes of Fig. 28. 
Fig. 30. S( t )  for N=16,  M =15 with W(z)  and nodes of Fig. 28. 
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In particular we have seen the importance of a method for allocating the nodes z k in order to 
keep min,~ t S(t)--- 1, or equivalently, to obtain a reasonably small bound for the interpolation 
error. 
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