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Pump-probe results are reported for NeCl2 excited to the Cl2 B state, undergoing vibrational predissociation,
and then probed via E r B transitions. Intensities, lifetimes and product vibrational branching ratios are
reported for 16 e V′ e 19 Cl2 stretching quanta. The intensity of the signal rapidly decreases above V′ ) 17.
Detailed wave packet calculations of the vibrational predissociation dynamics are performed to determine if
the experimental results can be explained by the onset of IVR dynamics. The calculations and the experiment
are in close accord for low vibrational levels. For higher levels, some, but not all, of the loss of experimental
signal can be attributed to IVR. To test whether electronic relaxation dynamics are important for NeCl2 and
ArCl2, excited state potential surfaces that incorporate spin orbit coupling effects are calculated. These surfaces
are then used in a wave packet calculation that includes both vibrational predissociation and electronic
predissociation dynamics. The results show that electronic predissociation is important for ArCl2 levels above
V′ ) 12. For NeCl2 the calculation suggests that the onset of electronic predissociation should occur for
levels as low as V′ ) 13 but may not contribute markedly to the observed loss of signal above V′ ) 17.
Suggestions are made for further studies of this puzzling problem.
I. Introduction
The noble gas-halogen dimers have provided a rich model
system for investigating van der Waals interactions and mo-
lecular dynamics. The fact that the homonuclear dihalogen
species have two nearly equally deep wells, one linear and one
perpendicular to the halogen bond, caused years of confusion.1-3
This was mainly due to the fact that the linear isomers are
difficult to observe by laser excited fluorescence since there is
no comparable well for the excited state, and thus the visible
absorption spectra for the linear isomers are nearly continuous
and difficult to observe.4-7 In contrast, the spectra for the “T”
shaped isomers exhibit a sharp rotational structure that is
relatively easy to observe and analyze. Once it was clear that
both isomers exist,7-14 it was reasonably straightforward to
analyze the details of the half-collision vibrational dynamics:
mostly direct dissociation for the linear isomers and direct
vibrational predissociation for the “T” shaped isomers when the
∆V ) -1 relaxation channel is open and multistep intramo-
lecular vibrational relaxation (IVR) when the ∆V ) -1
relaxation channel is closed. In the case of IVR, the dynamics
are so sensitive to the details of the potential that it is still not
possible to obtain direct agreement between experiment and
theory.15
Another issue for which experiment and theory have yet to
converge is the competition between vibrational dynamics and
electronic dynamics. That such competition exists was first
realized for the Ar-I2 molecule. Oscillations in the laser excited
fluorescence intensity as a function of vibrational level were
attributed to the competition between vibrational and electronic
predissociation in the electronic B state.16 (Here, as usual, we
apply the electronic state label for the halogen moiety to the
van der Waals complex as well.) Also, the failure to observe
ArnI2 clusters with n > 3 was attributed to rapid electronic
predissociation.17
Many theoretical studies have been devoted to this process,
without complete success, as has been recently reviewed.18
Burke and Klemperer19 measured the vibrational predissociation
(VP)/electronic predissociation (EP) relative efficiency for V )
16-23 and concluded that the observed oscillations are due to
EP, while the VP rate may increase monotonically with V. The
oscillations of the EP rate were confirmed theoretically using a
time dependent Golden rule treatment for the electronic pre-
dissociation.20 It was found, however, that the VP rate oscillates
more drastically than EP due to the appearance of IVR in ArI2
in the sparse-intermediate regime.21 The occurrence of the
statistical IVR regime necessary to explain a smooth variation
of the VP rate with V was further analyzed for ArCl2,22
concluding that it was only possible after rotational averaging.
Recent calculations23,24 of the competition between VP and EP
dynamics found that even when the EP rate presents some weak
oscillations, those associated with VP are more intense. Thus
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the details of the competition between vibrational and electronic
predissociation in ArI2 remain an open problem. Total decay
rates have only been measured for V ) 18 and 21.25 More data
would be very helpful.
For other noble gas-halogen species, even less is known.
The lowest bromine stretching vibrational levels of the noble
gas-Br2 B state species have yet to be observed. This may be
due to a curve crossing between the bromine B and C states at
the energy of V′ ) 4 of the B state. For the noble gas-Cl2
species, the results are slightly more complex. No laser excited
fluorescence or pump-probe signals have been observed for
the Ar-Cl2, B state, vibrational levels V′ > 12.26 Again, this is
thought to be due to a curve crossing between the chlorine B
and C states near the energy of the 12th chlorine B state
stretching vibration. Also, this is the first vibrational level whose
energy is above the asymptote for dissociation to two ground
state chlorine atoms. In contrast, pump-probe spectra are
observed for higher vibrational levels of HeCl227,28 and NeCl2.29,30
For these two species, as for ArI2, electronic predissociation is
slow enough that vibrational predissociation remains competitive
over a broad range of vibrational levels. For HeCl2, the signals
due to vibrational predissociation become unobservable above
V′ ) 24.28 For NeCl2, as reported below, the signals due to
vibrational predissociation become quite weak above V′ ) 16.
Unlike the oscillating intensities observed for ArI2, the signals
for the Cl2 complexes remain quite strong, and then disappear
fairly quickly with increasing vibrational level. It so happens
that for each of the noble gas-Cl2 dimers, with Ng ) He, Ne,
and Ar, the electronic relaxation rate appears to increase abruptly
for vibrational levels near the closing of the ∆V ) -1 vibrational
predissociation channel. This led us to speculate that the onset
of electronic predissociation is coupled to the onset of IVR
dynamics.31
For the heavier noble gas species Kr and Xe-Cl232,33 weak
pump-probe signals due to vibrational predissociation were
observed for only a few vibrational levels:32 V′ ) 8-11 for
Kr-Cl2 and V′ ) 10-11 for Xe-Cl2.32 In both cases, the ∆V′
)-2 channel is the lowest energy transfer dissociation pathway.
In these cases, the highest vibrational level observed is even
lower than for Ar-Cl2, probably due to the fact that the heavier
noble gas atoms enhance the coupling between the B and C
states, and perhaps also indicating that the reaction KrCl2 f
KrCl + Cl is participating to lower the probability of probing
Cl2. However, this does not explain the lack of vibrational
predissociation signals for the lower vibrational states. One
possible explanation for this phenomenon is that the vibrational
predissociation rate for these lower vibrational levels is so slow
that electronic nonadiabatic transitions are faster than vibrational
predissociation even without a nearby curve crossing.
One reason a theoretical treatment for the competition
between electronic and vibrational predissociation is difficult
is that the relevant potential energy surfaces for the noble
gas-halogen excited states are difficult to calculate and therefore
still poorly characterized. In particular, it is not possible to
achieve the correct angular momentum symmetry for the states
without explicitly including spin-orbit coupling. For the B states,
a common practice is to take the simple average of the two
lowest energy states that correlate with the triplet electronic
symmetry.34 This approximation might work well in some cases,
particularly for vertical excitation energies and sampling
restricted regions of the potential energy surfaces. However,
this approximation is clearly insufficient if one wants a global
description of the interactions. In particular, it will fail to
reproduce the correct asymptotic dissociation limits of the
halogen diatomic states, which is crucial for obtaining even a
qualitative understanding of the properties of highly excited
vibrational states. For calculations including spin-orbit effects,
the analysis becomes very complicated due to the numerous
spin-orbit states that appear when approaching the dissociation
limit of the diatomic. This in turn leads to several curve
crossings all of which in principle can be of relevance. In this
sense it is worth mentioning the photodissociation study by
Asano and Yabushita35 where they show that out of several
nonadiabaticmechanismsonlythoseofagiventype(Rosen-Zener-
Demkov) turn out to be relevant for the photodissociation
process.
Recently, we reported three-dimensional potential energy
surface calculations, explicitly including spin-orbit coupling,
for the valence excited states of Ne-Cl2.31 It was found that a
3Π2g state crosses the B 3Πo for Cl-Cl distances of about 6
bohr. Furthermore, the coupling of the two states is strongly
modulated by the position of the Ne atom. In particular, for the
“T” shaped geometry, even though the two states belong to the
same symmetry, they are not coupled. The coupling increases
noticeably with bending angle, so that zero-point motions may
sample the coupling region. We postulated that this angle
dependent coupling may be the explanation for the coupling
between IVR dynamics and the electronic relaxation rate.
In this paper we pursue three goals. First, we report data to
more accurately characterize the details of the competition
between vibrational and electronic predissociation for the
Ne-Cl2 dimer. Second, we report ab initio calculations on the
valence-excited states of Ne- and Ar-Cl2 that incorporate
spin-orbit coupling. Third, we report wave packet calculations
of the vibrational and electronic dynamics for the two systems
on the newly available potential energy surfaces and couplings.
The new theory is qualitatively consistent with the experimental
data for ArCl2 but does not achieve comparable agreement for
NeCl2. We end by discussing possible next steps for solving
this long-standing problem.
II. Experimental Section
The experiments reported here are very similar to those
reported in a previous study of NeCl2,30 except that higher
vibrational levels were studied. The NeCl2 molecules are formed
in a pulsed supersonic expansion and studied via pump-probe
spectroscopy employing two 20 ns pulsed excimer-pumped dye
lasers with 0.2 cm-1 frequency resolution. The pump and probe
pulses are separated by 10 ns at their intersection with the noz-
zle pulse, 0.5 cm downstream from the nozzle. The pump laser
excites the NeCl2 X, V′′ ) 0f B, V′ transition to the desired V′
level. (V′ is the Cl2 stretching vibration quantum number in the
B electronic state.) During the 10 ns delay before the probe
laser pulse the NeCl2 undergoes vibrational predissociation by
losing one or more Cl2 stretching quanta to break the Ne-Cl2
bond. The product Cl2 molecule remains in the electronic B
state but has a lower vibrational quantum number. The product
Cl2 state is detected by exciting it to the E electronic state and
detecting the resulting fluorescence. The intensities of the
pump-probe signals are determined by a variety of factors,
including the laser pulse intensity, Franck-Condon factors,
saturation, and sample number density. In general, we use
published Franck-Condon factors and double resonance inten-
sities to calibrate our signals. For instance, if we know the ratio
of the free chlorine excitation to V′ ) 16 and 18, we assume
the same relative efficiency for NeCl2.
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III. Experimental Results
An example of an excitation spectrum is shown in Figure 1.
This spectrum was obtained by setting the probe laser to detect
the Cl2, B state, V′ ) 15 while the pump laser is tuned over the
NeCl2, X f B, V′′ ) 0 f V′ ) 16 transition. The resolution of
the spectrum is limited by the short lifetime of the NeCl2 B
state vibrational level, τ ) 11 ps. The lifetime is obtained by
convoluting a Lorentzian line shape with the calculated rotational
substructure and the laser line width. The rotational substructure
is estimated by assuming that the Ne-Cl2 bond length is
unchanged from lower vibrational levels, for which it can be
measured, and that the Cl-Cl bond length is unchanged from
that of the free molecule in the corresponding vibrational level.
The dashed line shown in Figure 1 is the convoluted fit to the
data. Similar data were obtained for the levels V′ ) 14 to V′ )
17. The results are given in Table. 1.
An example of a probe spectrum is given in Figure 2. This
spectrum was obtained by setting the pump laser on the center
of the NeCl2, X f B, V′′ ) 0 f V′ ) 16 transition shown in
Figure 1, and tuning the probe laser over the Cl2 B f E, V′ )
15 f V ) 13 transition. Although the probe spectrum is too
congested to extract an unambiguous product rotational state
distribution, it is sufficiently resolved to conclude that only levels
up to J ) 16 are populated. This upper limit for J allows us to
determine the bond energy for Ne attached to Cl2, B, V′ ) 16
as described previously.29 The result is Do (NeCl2, B, V′ ) 16)
) 54.8 ( 2.2 cm-1. ∆V ) -2 probe spectra were also observed
by detecting Cl2, V′ ) 14. From the intensity of these spectra,
the ∆V ) -2:∆V ) -1 branching ratio is 0.28. New bond
energy and branching ratio data measured in this study are also
included in Table 1.
The original goal of this study was to characterize the closing
of the ∆V ) -1 dissociation channel to investigate if the
dynamics change to the intramolecular vibrational relaxation
regime, analogous to that observed for ArCl2,15,22,26 NeBr236-38
and HeBr2. To our surprise, however, the spectra for NeCl2
vibrational levels above V′ ) 16 became significantly less
intense. The analogous free Cl2 double resonance transitions
and HeCl2 pump-probe signals are quite strong for these levels
due to favorable Franck-Condon factors.28 We thus suspect that
a “dark” relaxation channel, possibly involving a nonadiabatic
coupling to another electronic state, is responsible for the
disappearance of the pump-probe spectra for these higher
vibrational levels. This stimulated the theoretical work reported
below.
IV. Theory of Vibrational Predissociation and IVR
The fragmentation dynamics of the excited NeCl2 molecules
were simulated for 11 e V′ e 21 using an exact wave packet
treatment described in detail elsewhere.22 Only a brief summary
of the method is provided here. The coordinates for the
calculation are r, the Cl-Cl distance, R, the Ne-Cl2 center of
mass separation, and γ, the angle formed by the Ne-Cl2 and
the Cl2 bonds. The initial “bright” state, φ1, corresponds to a
single Cl2(B,V′) vibrational level with the van der Waals modes
in their ground states. These states, denoted by their J, K, and
V quantum numbers are calculated variationally in basis sets
composed of numerical radial functions multiplied by angular
functions composed of Wigner rotation matrices and spherical
harmonics. The Cl2 r coordinate is described by a single V(r)
vibrational function for free Cl2(B,V′).
The dissociation dynamics are followed by expanding the
wave packet as
where DMΩJ* are Wigner rotation matrices relating the body-fixed
and space-fixed frames through the φ, θ,  Eulerian angles.
For each initial V′ state, 11 vibrational functions, V′ - 7, V -
6, ..., V′ + 2, are used in the expansion. The ΦΩ,V′J,K,V(R,γ;t)
coefficients are described in finite grids formed by 256
equidistant points for R over the interval 1 e R e 18 Å and 60
Gauss Legendre quadrature points over the interval 0 e γ e
π/2. The coefficients are obtained by numerically integrating
the corresponding time dependent Schro¨dinger equation using
a Chebyshev propagator,40 with 50 fs time step. At each time
step the wave packet is multiplied by an absorbing function,
f(R) ) exp[-R(R - Rabs)2], with R ) 0.025 Å-2 and Rabs ) 15
Å. The propagation is performed until about 99% of the
probability has been absorbed.
The potential used in this work is taken from ref 30, which
was obtained by fitting NeCl2 data for V′e 12. An RKR function
describes the Cl-Cl bond and an atom-atom Morse potential
is used to describe the Ne-Cl2 interaction.
V. Theoretical Results on Vibrational Predissociation and
IVR
The bound state energy and lifetime, ∆V )-2/∆V ) -1
branching ratios and band intensities were calculated as
described above, and the results are presented in Table 1. Given
that the potential energy surface used for these calculations was
obtained by fitting data only from levels with V′e 12, calculated
results are in remarkably good agreement with the data, except
for the relative intensities. We infer that the potential energy
surface is sufficiently accurate to characterize the onset of IVR
dynamics with increasing vibrational excitation.
Figure 3 shows the calculated excitation line shapes for V′ )
16-21. The V′ ) 16 line shape is nearly Lorentzian, which
indicates that the dynamics for this and lower vibrational levels
are dominated by simple vibrational predissociation. The
influence of IVR dark state mixing starts to appear for V′ ) 17
and becomes increasingly evident for larger V′. IVR is extensive
enough for V′ ) 20 and 21 so that there is no clear closing of
the ∆V ) -1 dissociation channel since the excitation spectrum
extends over a broad energy range. For V′ ) 16 the spectrum is
about 2 cm-1 wide, by V′ ) 21 the IVR structure extends over
Figure 1. Excitation line shape for the NeCl2, Xf B V′′ ) 0f V′ )
16 transition. Note the excellent signal-to-noise ratio. The dotted line
is a fit to the data described in the text that yields an excited state
lifetime τ ) 11 ps.
Ψt
J,M,K,V ) 2J + 18π2 ∑Ω,V' DMΩJ* (φ,θ,) V(r)ΦΩ,V'J,K,V(R,γ;t)
(1)
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a 10 cm-1 range. That the structure in the calculated spectra of
Figure 3 is due to IVR is further confirmed by the calculated
decay curves, which are smooth and single exponential for V′
) 16 but show increasing structure and recurrences for the
higher levels.
Although the peak intensity of the calculated absorption
spectra decreases with V′, the effect is not enough to account
for the disappearance of the experimental spectra since the
signal-to-noise ratio for V′ ) 16 is excellent. According to the
IVR calculation, the peak excitation intensity for the 20 r 0
band is 32% that of the 16r 0 band. The pump-probe signals
for the 20 r 0 band would also be weaker due to a broader
distribution of vibrational product states, as shown in Figure 4.
However, the high signal-to-noise levels of the pump-probe
technique would result in good signal levels in the absence of
another decay channel.
Of course, the results reported in this section depend on the
validity of the assumed potential. The potential accurately
reproduces the experimental results in the direct VP regime.
However, in the IVR regime the results are much more sensitive
to the details of the potential. It would not be too difficult to
modify the potential to predict lower intensity levels for the
experiment. However, the calculated lifetimes are already shorter
than the measured ones for V′ ) 15-17, although the differences
are small. For now, we prefer to accept the results for the current
potential and investigate whether electronic predissociation may
be the reason for the weak signals of higher vibrational levels.
VI. Nature of the Dark Relaxation Channel
The appearance of a new “dark” channel would further reduce
the emission intensity from a particular Cl2(B,V′) final state. The
most likely dark channel is electronic predissociation toward a
dissociative state of Cl2. As discussed in the Introduction, such
processes have been studied intensively for ArI2.18 Recently, it
was suggested that EP is probable in the NeCl2 system due to
couplings between the B and the 2g dissociative states of Cl2
for bent configurations of the dimer.31 This suggestion was based
on ab initio multireference configuration interaction (MRCI)
calculations including relativistic effects. Here we analyze this
possibility in more detail and make quantitative calculations of
the EP probability. We also extend the results to ArCl2. To
achieve this goal, it was first necessary to calculate potential
energy surfaces and electronic coupling for the two molecules.
TABLE 1: Measured and Calculated Properties of the NeCl2, B State, 11 < v′ < 20
V′ D0,exp (cm-1) D0,theo (cm-1) τexp (ps) τcalc (ps) ∆V ) -2/-1 (exp) ∆V ) -2/-1 (calc) intensitya (exp) intensitya (calc)
11 -54.4 100 ( 6b 103 0.06 0.05
14 24 ( 3
15 -53.7 18 ( 3 15.5 0.16
16 55 ( 2 -53.4 11 ( 2 7.9 0.28 0.25 1.0 1.0
17 55 ( 2 -53.1 6 ( 1 5.0 0.34 0.35 0.77 0.52
18 -52.7 4.0 0.56 0.25 0.61
19 -52.3 2.6 0.87 0.06 0.45
20 -51.7 1.7 2.0 0.32
21 -51.0 1.2 >10 0.22
a Band intensity relative to that for V′ ) 16. The experimental results are corrected for Franck-Condon factors. b From ref 55.
Figure 2. Probe spectrum of the Cl2, B f E, V′ ) 15 f V ) 13
transition, with the pump laser set on the maximum of the spectrum
shown in Figure 1. Although the product rotational distribution is not
resolved, it is clear that low J products are most heavily weighted, and
that the highest observed value of J is 16. This yields a Ne-Cl2 bond
energy of 55 cm-1, as described in the text.
Figure 3. Calculated absorption spectra for different NeCl2(V) levels.
For V′ g 16, the effects of IVR become more evident, resulting in
broader, more complicated excitation line shapes. The energy scale is
with respect to the initial state dissociation limit.
Figure 4. Simulated final vibrational channels of Cl2(B,V-∆V) products
after vibrational predissociation of the initial Ne-Cl2(B,V) level.
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Next, wave packet calculations were performed to study the
relative importance of vibrational and electronic dynamics.
VII. Calculation of Potential Energy Surfaces and
Couplings
The accurate calculation of the electronic states of the
dihalogens is a challenge for ab initio quantum chemistry.41,42
In particular, the group of Buenker has shown the slow
convergence of spectroscopic properties with respect to both
the Gaussian basis and the configuration interaction (CI)
expansion. Additionally, one has to include spin-orbit effects
even for a qualitative understanding of the excited states, in
particular those crucial for the present study. Finally, we want
to reproduce the weak intermolecular forces present in both
NeCl2 and ArCl2 complexes which, as is well-known, requires
the use of highly correlated wave functions together with size
consistency properties.43 There is no current ab initio methodol-
ogy that can tackle all these challenges simultaneously. Fur-
thermore, the general treatment of excited states and bond
dissociation, required in this work, can only be obtained with
limited CI techniques, which are not appropriate for the
treatment of intermolecular forces. For these reasons we have
adopted a mixed approach for the representation of the potential
energy surfaces using ab initio methodology to gain new insight
into the electronic predissociation mechanism together with
experimental information to improve our quantitative predictions.
The ab initio methodology has been described in our previous
study of NeCl2,31 and here we only summarize the main
ingredients. We use the relativistic effective core potential
(RECP) of chlorine developed by the Stuttgart group,44 which
provides an efficient way of including spin-orbit effects. The
original valence basis has been extended with polarization and
diffuse functions to yield the final set 3s3p3d2f1g. For the noble
gases we use the correlation consistent AVTZ basis set. The
relevant spin-orbit states are obtained by diagonalizing the total
Hamiltonian, which consists of the usual electronic part plus
the spin-orbit interaction term. The basis for diagonalization
is obtained by first optimizing the orbitals in a complete active
space (CAS) defined by the valence electrons and orbitals of
chlorine together with a state-averaging of nine electronic states
close in energy to the spectroscopic states under study. We then
perform MRCI calculations to include dynamic electron cor-
relation including the Davidson correction and the valence
electrons of the noble gas. The total number of spin-orbit states
obtained is 36. All calculations were performed with the
MOLPRO2006.1 package.45
In Figure 5 we show the B/2g curve crossing for the isolated
chlorine molecule. For the B state we employ the RKR potential
of Coxon et al.46 while for the 2g state two potentials are
compared: one coming from the group of Buenker41,42 and the
other our best ab initio result, both shifted in energy so that the
asymptotic difference with the B state coincides with the ex-
perimental spin-orbit splitting (881 cm-1) between ground and
first excited atomic levels. We have kept the RKR curve for
the B state since our ab initio potential is close to it in the
crossing region but the well depth is underestimated by roughly
10%. Note that our 2g potential has a minimum at long-range,
re ) 7.1 bohr, in contrast to the Buenker group potential, which
is strictly repulsive. This causes the crossing to shift toward
shorter distances and lower energies, which has important
consequences for the effectiveness of the EP mechanism as a
function of the vibrational quantum number. This point will be
discussed in connection with the associated Franck-Condon
factors in the next section.
To clarify the origin of this minimum and to obtain the best
diatomic potential mentioned above, we performed all electron
calculations on the 3Πg state (main component of the 2g
Figure 5. Potential energy curves for the Cl2(B) and Cl2(2g) states.
For the B state the RKR potential of Coxon46 was used. For the 2g
state two curves are shown, one from Buenker and co-workers41,42 and
one from this work. Note that our new potential shows a van der Waals
well for large r, and crosses the B state potential at shorter r than does
the Buenker group potential.
Figure 6. Estimated diabatic B-2g couplings from ab initio data and
the fit using the functional form described in the text: Ne-Cl2 (top
panel) and Ar-Cl2 (bottom panels).
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spin-orbit state) using the extensive AVQZ basis set and three
different methods for the treatment of electron correlation:
MRCI, ACPF (averaged coupled pair approximation),47 and
CASPT2 (complete active space second order perturbation
theory).48 These calculations confirm the presence of a van der
Waals minimum so that it is quite clear this is a real feature
that is not present in the Buenker’s group potential. It is well-
known that MRCI underestimates binding in weakly bound
complexes due to limitations in the inclusion of higher order
correlation, ACPF has a similar problem but improves on size
consistency and CASPT2 may overestimate binding (see, for
example, ref 49). As expected, the predicted binding energies
are 119, 121, and 200 cm-1 for MRCI, ACPF, and CASPT2,
respectively. We also calculated the 3Πu state, which is the main
component of the B state, to compare the ab initio methods
with the accurate RKR potential available. The values for the
dissociation energy are 2362, 3585, and 3338 cm-1 for ACPF,
CASPT2, and RKR, respectively. The accurate prediction of
the binding energy of the B state is a challenge for ab initio
calculations (see, for example, refs 41 and 42), and given the
good performance of the CASPT2 method, we decided to
calculate the complete potential curve. We found that averaging
the ACPF and CASPT2 results provides an excellent description
of the B state, especially in the longer range part of the potential
where the crossing of electronic states occurs. For this reason
we decided to apply the same recipe in constructing our best
estimate for the 2g potential to be used in the dynamics
calculations and shown in Figure 5. The presence of the 2g
minimum has important consequences on the EP predictions to
be discussed below.
Although there are uncertainties in our ab initio estimations,
the good agreement between calculated and measured quantities
obtained using semiempirical PESs for the description of the
VP dynamics for NeCl230,50 and ArCl215 indicate they are well
suited for our study.
To simulate the EP dynamics of the NeCl2 and ArCl2
complexes, the corresponding 2g potential energy surfaces and
couplings with the B state must be obtained. We have extended
our previous31 RECP-MRCI calculations on a restricted grid:
for the Cl2 internuclear distance we cover mainly the region of
the avoided crossing between the B and 2g states and up to the
dissociation limit; for the angle we use the values 0, 30, 60,
80, and 90°, and for the intermolecular distance we cover the
region of the van der Waals minima in the complex and up to
the dissociation limit. Although the grid is not sufficient to obtain
global representations of the surfaces, it is sufficient to
characterize the crossing region and nonadiabatic couplings
relevant for the EP process. To estimate the nonadiabatic
couplings, we apply the following procedure: For fixed values
of the angle we locate the avoided crossing region as a function
of the internuclear and intermolecular distances. We find that
the avoided crossing region occurs for a nearly constant value
of the internuclear distance (6.1 bohr), but the magnitude varies
as a function of the intermolecular distance. Using a 2 × 2
description of the adiabatic to diabatic transformation where
the diagonal and off-diagonal elements are functions of the
intermolecular distance, it is possible to obtain the coupling
between diabatic states: H12(R). In this manner we obtain the
coupling as a function of both the angle and the intermolecular
distance. Note that the coupling between the B and 2g states is
zero for the linear configuration since the angular momentum
projection Ω becomes a good quantum number as in the case
of the isolated diatomic halogen. This important point was
overlooked in our previous study,31 the presence of a third
nearby electronic state complicated the adiabatic to diabatic
transformation but has been taken into account in the coupling
surfaces described below.
This information is then used to fit analytical representations
as follows. For the 2g surface we use
where the first term corresponds to the new diatomic potential
obtained for Cl2(2g) but shifted to reproduce the experimental
atomic spin-orbit splitting and the second term represents the
van der Waals interactions as a sum of pairwise Morse functions
(Ri is the distance between Rg and Cl atom i). The ab initio
calculations performed on the complex suggests that there is a
vdW well in the 2g electronic state, with similar features
(equilibrium distance and well depth) as those of the B electronic
state. Thus, the parameters used for the Ne(Ar)-Cl2(2g)
potentials are D ) 39 cm-1(106), Re ) 4.2 (4.5) Å, R ) 1.8
Å-1 for the Ne (Ar) complex.
The B-2g coupling is represented by
where the angular dependence is analogous to that obtained for
ArI2 using a DIM model.18 The dependence on R is as suggested
by the ab initio calculations and the assumed constant depen-
dence with r is consistent with a Laundau-Zener type process.51
The values of the parameters are again obtained from fits to
the ab initio calculations on the complex: ∆ ) 200 cm-1 (600),
Fe ) 3.6 (3.6) Å, and ) 2.8 (2.5) Å-1 for the Ne (Ar) complex.
In Figure 6 we show plots of the analytical couplings and the
ab initio values for two angles. The plots show that the assumed
functional form adequately represents the values deduced from
the calculations. Note that the B/2g coupling is quite weak for
γ ) 80°, 10° bent from the equilibrium geometry. For γ )
60°, the coupling is significantly stronger. As might have been
expected, for any given bent geometry, the coupling induced
by Ar is stronger than that induced by Ne.
VIII. Role of Franck-Condon Factors
Franck-Condon factors often play an important role in the
coupling between electronic states. If two states in different
electronic manifolds have a significant Franck-Condon overlap,
then it is expected that a perturbation due to a noble gas atom
can induce coupling due to symmetry breaking or other
intermolecular effects. In Figure 7 we present the Cl2
(B,V′)15-17) bound vibrational wave functions and the Cl2(2g)
dissociative functions at the same energy, for both the Buenker
group potential and the newly calculated potential. At the bottom
of the figure the two sets of Franck-Condon factors are given
for V′ ) 10-28.
For the Buenker group 2g potential, the trend for the
Franck-Condon factors as a function of the B state vibrational
level is easy to visualize from the functions shown in Figure 7.
The 2g potential is purely repulsive, so the inner turning point
of the 2g dissociative wave functions gradually move toward
small r as the energy increases. Similarly, the outer turning point
of the B state functions move toward large r with increasing
energy. The two functions start to overlap at V′ ) 14. For V′ )
16 there is an interference because a complete wave of the 2g




VB/2g(r,R,γ) ) ∆e-(R-Fe) sin γ cos2 γ (3)
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surface overlaps with the outer lobe of the B, V′ ) 16 function.
The FC factors then increase again until the next such interfer-
ence at V′ ) ) 20, and so on. So, for this potential one expects
that the coupling between the B and 2g states may vary quite
quickly with the B state vibrational level.
The FC factor trend for the newly calculated 2g state is quite
different. The 2g potential is not purely repulsive, and even more
important, the inner turning point is shifted toward shorter r
and the slope of the potential is smaller at the crossing. So, the
FC factors for this potential become finite for lower vibrational
levels. Since the dissociative 2g eigenfuntions overlap with the
bound Cl2(B) function over a longer r interval, including several
oscillations of the functions, the interferences dissappear. The
Franck-Condon factors increase between V′ ) 12 and V′ ) 14
and then decrease smoothly for higher V′ values.
To the extent that FC factors play a prominent role in the
coupling, these trends may help to determine the true shape of
the 2g potential. We will show below that this process is not
straightforward since the dependence of the coupling on the
Franck-Condon factors is subtle, especially in the case of the
newly calculated potential. For the Buenker group potential, it
is clear that there will be little coupling below V′ ) 14, and
one might expect to see an oscillatory pattern in the EP:VP
ratio.
Finally, we comment on the uncertainty associated with the
ab initio estimate for the crossing between the B and 2g states.
With our current potential the crossing occurs at an energy
corresponding to vibrational levels of the B state between V′ )
12 and V′ ) 13. For the Buenker group strictly repulsive
potential, the crossing is near V′ ) 14. As mentioned in section
VII, there is strong evidence for the presence of a van der Waals
minimum in the 2g potential and we are convinced that our
potential provides a better estimate of the crossing position. It
is clear that the pattern of Franck-Condon factors is very
sensitive to the details of the potential. The relationship between
Franck-Condon factors and the EP rate will be discussed further
below. Next we study the competition between VP and EP for
the two systems using a wave packet treatment.
IX. Theoretical Modeling of Electronic Predissociation
The potentials and couplings described above were employed
in a three-dimensional wave packet calculation to study the
competition between the EP and VP dynamics for NeCl2 and
ArCl2. Since the Cl2(2g) state is dissociative, the r coordinate
cannot be represented in a basis of bound states as used above
to study the VP in the isolated B state. The wave packet is
therefore represented in a grid for the internal coordinates, r,
R, γ and a basis set for the electronic states and Euler angles as
The initial wave packet is constructed for studying the VP
dynamics in the so-called bright approximation, as described
previously for ArI2.24 The details of the computational method
can be found in that reference and here only the required data
are described. A two-dimensional grid of 256 × 160 points are
used for the radial variables in the intervals 1.5 < r < 7 Å, and
2.5 < R < 18 Å. The angle γ is described by 35 Gauss-Legrendre
quadrature points in the interval [0, π/2]. A Chebyshev
propagator is used, with a time interval of 20 fs up to, typically,
several hundreds of piscoseconds when the dissociation of the
complexes is complete. After each time step, the wave packet
is multiplied by an absorbing Gaussian for r > 5 Å and R > 15
Å, with exponential constants of 0.05 and 0.025 for r and R,
respectively. These propagations are computationally much more
demanding than the studies described above for VP because
many more components are required and the energy range is
larger. So, more iterations are required for each time step, each
of which is more expensive.
Using the proposed diabatic coupled potential energy surfaces
model, the dissociation dynamics have been calculated for
NeCl2(B,V′) and ArCl2(B,V′), 13 e V′e 21 using both the
Buenker group potential and the one proposed here to describe
the 2g state. The results will be presented and discussed in the
next section.
X. Results and Discussion
Figure 8 shows the final EP probability as a function of V′
for the two dimers using each potential. As expected from the
Franck-Condon analysis, the onset of EP occurs for higher V′
levels for the Buenker group potential than for ours. The
dependence of the EP probability on V′ is quite different for
the two molecules, showing that the influence of van der Waals
interactions dominates that of the Cl2 Franck-Condon factors.
Figure 9 shows the growth of the 2g population with time as
calculated with the new potential proposed here. As V′ increases,
the growth stops at shorter times due to the completion of the
VP dynamics. This is especially true for the higher levels of
ArCl2 for which the dissociation is complete after 3 ps. So, even
Figure 7. Franck-Condon factors (bottom panel) between the Cl2(B,V′)
vibrational state and the Cl2(2g,E)EV) continuum states, whose potential
curves are shown in Figure 5. The stretching vibrational wave functions
used for V ) 15, 16, and 17 are displayed in the three top panels.
Ψt
J,M,K ) 2J + 18π2 ∑Ω,e DMΩJ* (φ,θ,)|e〉ΦΩ,eJ,K (R,r,γ;t)
(4)
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though the EP coupling is quite strong, VP still dominates. It is
interesting to note that for the lower V′ levels, EP is more
important for NeCl2 than ArCl2, the opposite of the relative
coupling strengths. Two effects may account for this apparent
contradiction. For most of the vibrational levels, VP for ArCl2
is faster than for NeCl2. Also the coupling strength increases
with bending, and the initial state bending amplitude is greater
for NeCl2 than for ArCl2. Above V′ ) 14 the calculated EP
contribution for NeCl2 drops smoothly until it accounts for 8%
of the decay for the highest levels of the calculation. For ArCl2
the trend is not as smooth. The EP contribution is highest for
V′ ) 18, 27%, then drops to 12% for V′ ) 19-21. Even though
the initial state lifetime is only 3 ps for these levels, the EP
contribution is still significant. Note that V′ ) 18 is the highest
vibrational level that can decay with the loss of only two chlorine
stretching quanta. This may account for its relatively long
lifetime. The VP dynamics for the higher levels become
especially fast as IVR enters the more statistical regime
associated with ∆V′ ) -3. It is also interesting to note that for
these levels the EP contribution is greater for ArCl2 than for
NeCl2, as would have been predicted from the B/2g coupling
strength for the two molecules.
Greater detail is shown in Figure 10 for V′ ) 14 and 18. For
NeCl2 V′ ) 14, the initial state decay is smooth for both
potentials. Since EP is quite small for the Buenker group
potential, its curve overlaps that of pure VP. The new potential
significantly speeds up the decay. For NeCl2 V′ ) 18 EP has
little effect for the first 5 ps, at which time a recurrence starts
to appear in the pure VP curve. EP appears to retard the
recurrence, leading to faster decay between t ) 5 and t ) 10
ps. That the EP rate increases just before the first recurrence of
the IVR bright state, i.e., the initial state, suggests that EP is
favored in the IVR dark state which is expected to involve wide
amplitude bending.
Figure 10 also shows the initial state decay for ArCl2
calculated for the two potentials for V′ ) 14 and 18. In neither
case is the EP dynamics fast enough to quench the underlying
VP recurrences. It is interesting to note that the overall decay
rate is similar for the two molecules in V′ ) 18. This is the
level for which EP is calculated to be most important for ArCl2.
Next, we turn to the comparison with experiment. In the case
of ArCl2, an essential experimental observation for this paper
is that the initial state decay is in the sparse IVR-VP regime
for 8e V′e 12.22,52 This was determined by strong pump-probe
signals that revealed complicated product rotational distributions.
This has been analyzed previous by detailed theoretical calcula-
tions that are in qualitative agreement with the data. However,
Figure 8. Final EP (electronic predissociation) probability for several
initial states of NeCl2(B,V′) and ArCl2(B,V′) complexes.
Figure 9. Population of the 2g electronic dark state versus time
calculated with the new 2g potential for several initial states of the
NeCl2(B,V′) complex (bottom) and for ArCl2(B,V′) top. The Cl2(2g)
potential caclulated here has been used.
Figure 10. Autocorrelation function versus time for NeCl2(B,V) (left)
and ArCl2(B,V) (right). Separate curves are shown for pure VP (blue,
for NeCl2(V ) 18)), VP and EP calculated using the Buenker group 2g
potential (red) and VP and EP calculated using the potential developed
here (green).
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in the IVR regime, the dynamics are so sensitive to the details
of the potential that it appears to be impossible to achieve
quantitative agreement between experiment and theory. Al-
though the experimental pump-probe signals for V′ ) 12 were
very strong, no signals at all could be observed for V′ ) 13.
This was taken to be due to strong EP that leads to Cl2
dissociation before the probe laser can detect molecular products.
V′ ) 13 is the first Cl2 B state vibrational level that is above
the X state dissociation energy. The current calculations are in
agreement with the data in the sense that the EP process
contributes to the decay starting for V′ ) 13. However, the
calculated EP rate is not fast enough to be consistent with the
data. Given the difficulty of calculating the B/2g coupling
strength, it seems quite possible that the new potential could
be brought into agreement with experiment if the actual coupling
strength is somewhat stronger than calculated here. It is clear
that the Buenker group potential cannot account for the data in
that the inner turning point of the 2g potential is at much too
large r for EP to occur for V′ ) 13. In this regard, the new
potential can be considered to be a substantial improvement,
but not the final answer.
A very interesting result of the present calculation is the
prediction that VP dynamics would again start to dominate EP
for the higher vibrational levels. As VP enters the statistical
regime, the VP lifetime falls below 3 ps. So, it would be very
valuable to make an experimental search for VP products for
the higher ArCl2 levels. Similarly, it would be very valuable to
search for EP products, presumably free Cl atoms, for V′ ) 13.
These two observations would provide a strong confirmation
of the results presented here.
The case of NeCl2 is somewhat more puzzling. In this case,
the calculated EP contribution is too large for low V′, and too
low for high V′. The raw experimental data give no hint that
EP occurs below V′ ) 17 and suggests that the EP process
becomes important for V′ ) 17-20. As discussed above, it is
not out of the question that the NeCl2 potential energy surface
could be adjusted so that VP dynamics alone could account for
the faster than expected loss of VP product signals for V′ g 17.
If the IVR-VP rate suddenly became extremely fast, with a broad
range of ∆V′, then the excitation band would become very broad
and there would not be enough products in any one vibrational
level to yield strong probe signals. However, the calculated VP
rates are already somewhat faster than the experimental
measurement for 14 < V′ < 17, and it is not obvious why the
rate would be so much faster for V′ ) 18 and above.
Another possible way that the experiments and theory may
be brought into accord is if another electronic state that crosses
the B state curve at larger r values is responsible for the NeCl2
EP dynamics. However, in our previous study of the Cl2 excited
state curves, no candidate for another effective EP state, crossing
the B state at higher energy, was identified. Perhaps a more
comprehensive search would identify one. A final possibility is
that the EP dynamics for NeCl2 are very sensitive to the details
of the van der Waals interactions between the Ne atom and the
2g state. In this study we made a preliminary effort to calculate
the van der Waals interactions, but this was not the focal point
of the calculations. A particular difficulty of such calculations
is that different methods are optimized for different aspects of
the molecular properties. For instance, coupled cluster methods,
which are well suited for obtaining van der Waals interactions
are not applicable for excited states, especially far away from
the equilibrium bond length. Since obtaining the perfect theory
for NeCl2 appears to be a formidable challenge, it would be
very valuable to obtain more experimental data to guide the
search. Given the results presented here, it would be very
valuable to search for chlorine atom products of EP dynamics
as a function of excited state vibrational level. If such products
can be observed for V′ ) 13 and 14, it would be a strong
confirmation of the results presented here. If EP products are
not observed for excitation to V′ ) 17, then we would know
that future theoretical studies should concentrate on getting the
best possible results for VP dynamics. On the other hand, if EP
is observed to be much more important for V′ ) 17 than for V′
) 16, as originally surmised from the data, then perhaps the
theoretical search should concentrate of identifying a second
possible electronic state to be involved in the EP. In any case,
the results presented here confirm that the noble gas-halogen
complexes provide a rich playground for exploring the competi-
tion between vibrational and electronic dynamics.
XI. Summary and Conclusions
We have reported new experimental data for NeCl2 vibrational
predissociation dynamics for the Cl2 B state 16 e V′ e 20. The
pump-probe signals for levels above V′ ) 17 are weaker than
we had expected, and we initially concluded that this is due to
the onset of electronic predissociation. Wave packet calculations
for NeCl2 vibrational predissociation for a previously determined
potential energy surface are in excellent agreement with
experimental data for V′ e 17, suggesting that EP plays at most
a minor role for these levels. The purely VP calculations do
not fully account for the fall off of the experimental intensity
for higher vibrational levels. However, for the potentials and
couplings calculated here, EP also plays only a minor role for
these higher levels. As discussed above, we postulate three
explanations for this apparent disagreement between theory and
experiment. First, another electronic state may be responsible
for NeCl2 EP for the higher vibrational levels. Second, subtle
features of the van der Waals potential, not tested in the present
calculations may play a more important role in the EP rate than
expected. Finally, a more accurate potential than the one used
here may show that VP dynamics alone may account for the
experimental observations. In this regard, we note that the
experimental data we are analyzing is negative in the sense that
we see weaker VP pump-probe signals than expected for
certain vibrational levels, but no search for EP products has
been performed. Direct detection of EP products would be very
valuable for a more complete understanding between the
comparison of experiment and theory. In particular, it would
be very valuable to detect electronic predissociation products
for NeCl2 V′ ) 14 and V′ ) 17. To obtain a more refined ab
initio potential energy surface for low vibrational states, one
can apply an analogous treatment to that of Valdes et al.53,54
For higher vibrational levels a combination of CI and CASPT2
methods as applied in this work for the chlorine molecule would
help to determine the accuracy of the semiempirical model used
here.
The results for ArCl2 show better agreement between experi-
ment and theory. The experimental observation was that VP
products disappear for V′ g 12. The calculations presented here
with the improved 2g potential predict that the EP process turns
on for V′ ) 13, in agreement with the data. However, for the
experimental VP signal to disappear so completely will require
that the B/2g coupling be somewhat larger than calculated here.
The calculation of the B/2g coupling presented here is close to
the current state-of-the-art. In this regard, obtaining satisfactory
agreement between experiment and theory for this problem is
an important test of current available methodology for electronic
excited state problems that include spin-orbit coupling. One
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possible direction for such work would be to calculate each of
the electronic states and their couplings using the same level
of theory. For ArCl2, as for NeCl2, direct measurements of the
EP product yield as a function of V′ would be very valuable. In
particular, the calculations presented here suggest that VP
products will be observed for ArCl2, V′ g 19, due to extremely
fast IVR/VP. Confirmation of this result would be an important
validation of this work.
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