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Abstract: Diverse selection statements – if -then-else, switch and try-
catch– are commonly used in modern programming languages. To make
things simple, we propose a unifying statement for selection. This statement
is of the form seqor(G1, . . . , Gn) where each Gi is a statement. It has a simple
semantics: sequentially choose the first successful statement Gi and then
proceeds with executing Gi. Examples will be provided for this statement.
keywords: selection, imperative programming, exceptions
1 Introduction
Most programming languages have selection statements to direct execution
flow. A selection statement allows the machine to choose one between two
or more tasks during execution. Selection statements include if -then-else,
switch, try-catch and their variations. Unfortunately, these statements were
designed on an ad-hoc basis and have several shortcomings.
One big design flaw with imperative languages seems that true/false and
success/failure are treated differently. This causes a lot of complications
in programming style. In addition, this leads to two separate control state-
ments: one for control statement and one for exception handling statement.
Our approach to overcoming these problems is the following: a boolean
condition is considered a legal statement in our language. For example,
2 == 3, prime(6) return failure rather than false. In this setting, false is
replaced by failure, leading to a single selection statement for both control
and exception handling.
We now interpret each statement as T/F(success/failure), depending on
whether it has been successfully completed or not. Note that our seman-
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tics is based on a task-logical approach (see, for example, [2, 3]. Our work
is in fact motivated by sequential operators in [3].) to exception handling
because it includes the notion of success/failure. In this setting, every ex-
ception(including false) is interpreted as failure.
In this setting, we propose a new selection statement. This statement is
of the form
seqor(G1, . . . , Gn)
where each Gi is a statement. This has the following execution semantics:
ex(P, seqor(G1, . . . , Gn)) if ex(P, Gi)
where P is a set of procedure definitions. In the above definition, the machine
sequentially chooses the first successful disjunct Gi and then proceeds with
executing Gi. That is, the machine sequentially tries these statements from
left to right.
Our seqor statement has several uses:
(1) Suppose this statement is of the form
seqor(cond1;G1, . . . , condn;Gn, Gn+1). Suppose also that each Gi is
guaranteed to terminate successfully. It can be easily seen that our
statement is a simpler alternative to the old if -then-else statement in
traditional imperative languages such as C.
For example, if cond then S else T can be converted to
seqor(cond;S, T ).
and vice versa.
It is also straightfoward to convert the switch statement to our lan-
guage. For example, the following Java-like code displays the em-
ployee’s age.
getAge(emp) {
switch (emp) {
case tom: age = 31; break;
case kim: age = 40; break;
case sue: age = 22; break;
default: age = 0;
}
return age; }
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Note that the above code can be converted to the one below:
getAge(emp) {
seqor(
emp == tom; age = 31,
emp == kim; age = 40,
emp == sue; age = 22,
age = 0 );
return age; }
This program expresses the task of the machine sequentially choosing
one among three employees. Note that this program is compact and
easier to read.
(2) Suppose, in the above, some Gi terminates unsuccessfully. Then the
above statement executes the next statement condi+1;Gi+1. Thus it
behaves differently from the old if -then-else. This semantics is natural,
as we shall see later in the DFS tree example.
(3) Suppose this statement is of a general form seqor(G1, . . . , Gn) where
each Gi is an arbitrary statement. It can then be observed that this
statement is well-suited to exception handling. That is, G2 is intended
to handle exceptions raised in G1, G3 to handle exceptions raised in
G2, and so on.
This statement is a simpler alternative to the traditional try-catch
statement. The main differences between these two are the following:
• Most importantly, our statement has a simpler syntax and se-
mantics. For example, our statement associates exceptions and
handlers statically.
• While the try-catch statement is designed as a binary connective,
the seqor statement is designed as an n-ary connective.
• Now every exception belongs to a single parent called F. That is,
F is the parent of all exceptions. This hierarchical structure makes
exception handling simpler.
• Our language supports the strict separation of (a) error recovery
and restart to be handled by the machine and (b) alternative
tasks to be specified by the programmer. To be specific, if Gj
fails in the middle of executing the seqor(G1, . . . , Gn) statement,
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then it is required that the machine – not the programmer – per-
forms the recovery and restart action. In other words, it rolls back
partial updates caused by Gj. This is typically done in Gj+1 in
traditional exception handling mechanisms. As a result, Gj+1 be-
comes simpler in our language, because it only needs to specify
alternative tasks to do.
This paper focuses on the minimum core of Java. This is to present the
idea as concisely as possible. The remainder of this paper is structured as
follows. We describe our language in Section 2. In Section 3, we present an
example of Javach that deals with exception handling. Section 5 concludes
the paper.
2 The Language
The language is a subset of the core (untyped) Java with some extensions.
It is described by G- and D-formulas given by the syntax rules below:
G ::= t | f | A | cond | ¬cond | x = E | G;G | seqor(G1, . . . , Gn)
D ::= A = G | ∀x D
In the above, t represents a (user-defined) success and f represents a (user-
defined) failure/exception. f is often extended to f(errcode) which is used
to raise an exception. In addition, x represents a variable and A represents
a head of an atomic procedure definition of the form p(x1, . . . , xn). A D-
formula is called a procedure definition.
In the transition system to be considered, G-formulas will function as
the main program (or statements), and a set of D-formulas enhanced with
the machine state (a set of variable-value bindings) will constitute a program.
Thus, a program consists of a union of two disjoint sets, i.e., {D1, . . . , Dn}∪θ
where each Di is a D-formula and θ represents the current machine state. θ
is initially an empty set and will be updated dynamically via the assignment
statements.
We will present an operational semantics for this language via a proof the-
ory [1]. This style of semantics has been used in logic languages [7, 6, 8]. Note
that the machine alternates between two phases: the execution phase and
the backchaining phase. In the execution phase (denoted by ex(P, G,P ′)) it
executes a main statement G relative to a program P and produces a new
program P ′ by decomposing G – via rules (8) and (9) – to simpler forms
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until G becomes an assignment statement, a conditional statement, or a
procedure call. If G becomes a procedure call, the interpreter switches to
the backchaining mode (via rule (3)). In the backchaining mode (denoted by
bc(D,P, A,P ′)), the interpreter tries to solve a procedure call A and produce
a new program P ′ by first reducing a procedure definition D in a program P
to its instance (via rule (2)) and then backchaining on the resulting definition
(via rule (1)). The notation S seqand R denotes the sequential execution of
two tasks. To be precise, it denotes the following: execute S and execute R
sequentially. It is considered a success if both executions succeed. Similarly,
the notation S parand R denotes the parallel execution of two tasks. To
be precise, it denotes the following: execute S and execute R in any order.
It is considered a success if both executions succeed. The notation S ← R
denotes reverse implication, i.e., R→ S.
Definition 1. Let G be a main statement and let P be a program. Then the
notion of executing 〈P, G〉 successfully and producing a new program P ′–
ex(P, G,P ′) – is defined as follows:
(1) bc((A = G1),P, A,P1) ← ex(P, G1,P1). % A matching procedure for
A is found.
(2) bc(∀xD,P, A,P1) ← bc([s/x]D,P, A,P1) where s is a term. % argu-
ment passing
(3) ex(P, A,P1) ← (D ∈ P parand bc(D,P, A,P1)). % a procedure call
(4) ex(P, t,P). % True is always a success.
(5) ex(P, cond,P) if cond is true. % boolean condition.
(6) ex(P,¬cond,P) if cond is false. % boolean condition .
(7) ex(P, x = E,P ⊎ {〈x, E ′〉}) ← eval(P, E, E ′). % the assignment
statement. Here, ⊎ denotes a set union but 〈x, V 〉 in P will be replaced
by 〈x, E ′〉.
(8) ex(P, G1;G2,P2) ← (ex(P, G1,P1) seqand ex(P1, G2,P2)). % sequen-
tial composition
(9) ex(P, seqor(G1, . . . , Gn),P1) if ex(P, Gi,P1) where Gi is the first suc-
cessful statement.
If ex(P, G,P1) has no derivation, then the machine returns the failure. For
example, ex(P, F,P1) is a failure because there is no derivation for f .
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The rule (9) deals with selection. To execute seqor(G1, . . . , Gn) success-
fully, the machine does the following:
(1) The machine tries G1. If it returns a success, then the executin ter-
minates with a success. If it returns the failure, then it performs the
recovery action by rolling back partial updates caused by G1, and then
tries G2. It goes on until the machine finds some Gj that leads to a
success.
(2) If all Gis fail, the machine returns the failure with a list of error codes.
As mentioned earlier, the seqor construct is a well-designed, high-level ab-
straction for selection and exception handling.
3 Examples
The traditional imperative approach is inadequate for representing failure.
For example, consider a DFS search algorithm. There is no uniform way
to represent and handle the case when the search terminates unsuccessfully.
Different codes returns different values such as 0, false, nil, exception, etc.
As a consequence, the resulting code becomes very awkward.
We now describe a procedure dfs(tree, key) which searches for a key in
a binary tree T . nil represents an empty tree.
procedure dfs((r, L, R), key) { % root,left subtree, right subtree
seqor (
r == key, % found
L 6= nil; dfs(L, key), % search left subtree
R 6= nil; dfs(R, key) % search right subtree
)
In case the key is not found, the above code simply fails. Note that the
above code is as concise as possible, requiring no special code for unsuccessful
termination of search.
As another example of exception handling, let us consider the following
three tasks.
A: Send a message m via send fast(m) which is normally the better way
to send a message, but it may fail, triggering an exception.
B: Send a message m via send slow(m) which will fail less often.
C: Send a message m via send slowest(m) which will hardly fail.
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It is not easy to write robust codes for these tasks in traditional languages.
Fortunately, it is rather simple in our setting. For example, the following
statement expresses the task of trying A, B and C sequentially.
seqor(A,B,C)
In the above, if all fail, the machine returns the failure with a list of error
codes. Of course, a further analysis of exceptions is possible by inspecting the
exceptions raised during execution. In summary, our language considerably
reduces many complications.
4 Negative Exception Handling
It can be easily observed that exception handling in the main program has
a dual notion. That is, exception handling is possible at the declaration
program via seq-and procedures. For example, the overloaded procedure
draw can be written as follows:
seqand (
draw(X : circle) = . . ., % draw a circle
draw(X : point) = . . ., % draw a point
draw(X : rectangle) =. . . % draw a rectangle
)
In this setting, the machine tries the first procedure . If it fails, then it tries
the next and so on. This aspect – which we call negative exception handling
– was discussed in the context of functional languages[5].
5 Conclusion
In this paper, we have considered an extension to a core Java with a new
selection statement. This extension allows seqor(G1, . . . , Gn) where each Gi
is a statement. This statement makes it possible for the core Java to deal
with exceptions as simply as possible.
Exception handling is quite challenging because softwares are getting
more and more complex. Unfortunately, exception handling in modern pro-
gramming languages has quite unsatisfactory: The design and analysis of
exception code is quite complicated. Therefore, the need for a new exception
handling mechanism is clear.
Our seqor statement is well-suited to exception handling.
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• It has a simple syntax and semantics.
• Our language naturally gives a hierarchical structure to exceptions.
Now all the exceptions belong to the Failure set. This considerably
simplifies the exception handling.
• Our language disallows abrupt, nonlocal, dynamic transfers of control
which violates the declarative reading of the execution sequence. This
property is essential for program verification.
• Our language can easily handle nested exception handling.
• Our language gives a logical status to exceptions. This means that other
useful logical connectives such as disjunctions can be added. Some
progress has been made towards this direction [4].
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