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Abstract. Diabetic retinopathy (DR) results in vision loss if not treated early. A computer-aided
diagnosis (CAD) system based on retinal fundus images is an efficient and effective method for early
DR diagnosis and assisting experts. A computer-aided diagnosis (CAD) system involves various
stages like detection, segmentation and classification of lesions in fundus images. Many traditional
machine-learning (ML) techniques based on hand-engineered features have been introduced. The
recent emergence of deep learning (DL) and its decisive victory over traditional ML methods
for various applications motivated the researchers to employ it for DR diagnosis, and many deep-
learning-based methods have been introduced. In this paper, we review these methods, highlighting
their pros and cons. In addition, we point out the challenges to be addressed in designing and
learning about efficient, effective and robust deep-learning algorithms for various problems in DR
diagnosis and draw attention to directions for future research.
Keywords: Diabetic Retinpoathy, Lesion, Exudate, Macula, Diabetic Macular Edema, Optic Disc,
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1 Introduction
Diabetic retinopathy (DR) is one of the main causes of blindness among the working-age population. It
is one of the most feared complications of diabetes. The fundamental problem of DR is that it becomes
incurable at advanced stages, so early diagnosis is important. However, this involves remarkable difficulty
in the health care system due to a large number of potential patients and the small number of experienced
technicians. This has motivated the need to develop automated diagnosis systems to assist in early
diagnosis of DR. Several attempts have been made in this direction, and several approaches based on
hand-engineered features have been proposed, which have shown promising efficiency in recognizing DR
regions in retinal fundus images.
Hand-engineered features are commonly used with traditional machine-learning (ML) methods for
DR diagnosis. Different surveys have reviewed these traditional methods [1, 2, 3, 4, 5, 6, 7]. For example,
Mookiah et al. [1], Mansour [4] categorized DR diagnosis according to the adopted methodologies, such as
mathematical morphology, retinal lesion tracking, thresholding and deformable models, clustering-based
models, matched filtering models and hybrid approaches. Faust et al. [2] reviewed algorithms that extract
lesion features from fundus images, such as the blood vessel area, exudes, hemorrhages, microaneurysms
and texture. Joshi and Karule [3] reviewed the early research on exudate detection. Almotiri et al.
[5] provided an overview of algorithms to segment retinal vessels. Almazroa et al. [6] and Thakur and
Juneja [7] reviewed several methods for optic disc segmentation and diagnosis of glaucoma. However,
expert knowledge is a prerequisite for hand-engineered features, and choosing the appropriate features
requires intensive investigation of various options and tedious parameter settings. Moreover, techniques
based on hand-engineered features do not generalize well.
In recent years, the availability of huge datasets and the tremendous computing power offered by
graphics processing units (GPUs) have motivated research on deep-learning algorithms, which have
shown outstanding performance in various computer vision tasks and have gained a decisive victory
over traditional hand-engineered-based methods. Many deep-learning (DL)-based algorithms have also
been developed for various tasks to analyze retinal fundus images to develop automatic computer-aided
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diagnosis systems for DR. This paper reviews the latest DL algorithms used in DR detection, highlighting
the contributions and challenges of recent research papers. First, we provide an overview of various DL
approaches and then review the DL-based techniques for DR diagnosis. Finally, we summarize future
directions, gaps and challenges in designing and training deep neural networks for DR diagnosis. The
remainder of the paper is organized as follows: automatic detection of DR, types of lesions, DR stages,
grading of DR, detection tasks and the detection framework are presented in Section 2. After that, public-
domain DR datasets and common performance metrics are briefly described in Section 3. An overview
of DL techniques used in DR diagnosis is given in Section 4. The most recent research based on DL for
DR diagnosis are reviewed in Section 5. This research is discussed in Section 6. Finally, research gaps
and future directions with conclusion are presented in Sections 7 and 8.
2 Automatic Diabetic Retinopathy Detection
In this section, for the sake of clarity, we give an overview of DR detection, types of DR lesions, stages of
DR, grading of DR, DR-detection tasks and the general framework for detection. Automatic computer-
aided solutions for DR characterization are still an open field of research [4]. Automatic image-based DR
detection systems are intended to perform rapid retinal evaluations and early detection of DR to indicate
whether DR complications are present.
2.1 Types of Lesions
The earliest clinical signs of DR and retinal damage are microaneurysms (MAs), which are a dilation
of microvasculature formed due to disruption of the internal elastic lamina. Retinal microaneurysms re-
duce vision due to local loss of endothelial barrier function, causing leakage and retinal edema. MAs are
small (usually less than 125 microns in diameter) and appear as red spots with sharp margins. When walls
of weak capillaries are broken, bleeding causes hemorrhages (HMs), which are similar to MAs but
larger [8] and have an irregular margin, they have different appearances according to which retinal layer
they leak in. Splinter hemorrhages occur in the superficial surface layers of the retina and cause a super-
ficial flame-shaped bleeding. Whereas dot and blot hemorrhages occur in the deeper layers of the retina.
More leakage of damaged capillaries can cause exudates (EXs), which usually appear yellow and irregu-
larly shaped in the retina. There are two types of EXs: hard and soft. Hard exudates (HEs) are lipopro-
teins and other proteins escaping from abnormal retinal vessels. They are white or white-yellow with
sharp margins. They are often organized in blocks or circular rings [9] and are located in the outer layer of
the retina. On the other hand, soft exudates (SEs) or cotton wool spots (CWS) are small, whitish-grey
cloud-like shapes that occur when an arteriole is occluded [10]. EXs are different from MAs and HMs in
terms of brightness. MAs and HMs are dark lesions, while EXs are bright [11]. Variations in the diameter
of the retinal veins is called Venous beading (VB) [12] this usually happens in advanced stages of non-
proliferative diabetic retinopathy. Due to the inability to use glucose by normal routes, alternate blood
pathways are activated, which causes the synthesis of elements such as sorbitols and favors the develop-
ment of alterations in the microvasculature. Intraretinal microvascular abnormalities (IRMA) is
an example, it represents either a dilation of pre-existing capillaries or an actual growth of new blood ves-
sels within the retina. When the retinal vessels stand out and grow towards the vitreous they are called
neovascularization (NV) [13]. Macular edema (ME) occurs when the retinal capillaries become
permeable and leakage occurs around macula [14]. This can lead to retinal thickening or hard exudates
developing either within one disk diameter of the center of the macula (the fovea) [15] or involving the
fovea, which is responsible for the central vision.
An important object that plays an essential role in detecting DR is the optic disc (OD), which
characterized by the highest contrast between the circular-shaped regions [16]. The optic disc is used
as a landmark and frame of reference to diagnose serious eye pathologies such as glaucoma, optic disc
pit, optic disc drusen and to check for any neovascularization at the disc [17, 18]. The OD is also used
to pinpoint other structures such as the fovea. In normal retina, the edges of the OD are clear and
well-defined, as shown in Figure 1.
Deep Learning based Computer-Aided Diagnosis Systems for Diabetic Retinopathy: A Survey 3
Fig. 1. Optic disc and abnormal findings in the eye fundus caused by the diabetic retinopathy.Left: MA, EX and
HM. Right: new blood vessel routes(PDR).
2.2 Stages of DR
DR can be classified into two main classes based on its severity: non-proliferative (NPDR) and pro-
liferative (PDR) [8, 19]. NPDR is an early stage, during which diabetes starts to damage small blood
vessels within the retina; it is very common in people with diabetes [14]. These vessels start to discharge
fluid and blood, causing the retina to swell. As time passes, the swelling or edema thickens the retina,
causing blurry vision. The clinical feature of this stage is at least one microaneurysm or hemorrhage
with or without hard exudates [20]. Proliferative DR is an advanced stage that leads to the growth of
new blood vessels; as such, it is characterized by by abnormal vascular proliferation within the retina
towards the vitreous cavity. These fragile new blood vessels can bleed into the vitreous cavity and cause
severe visual loss due to vitreous hemorrhage. They can also further cause traction on the retina as they
usually grow with a fibro vascular network around them that may lead to tractional retinal detachment.
2.3 Grading of DR
Examination and screening of the retina by ophthalmoscopy usually requires dilated pupils, a skilled
examiner and a visit to an eye care provider such as optometrist to grade and classify pathology [21].
Grading is a vital activity in DR screening programme to diagnose retinal diseases. It is an intensive
procedure that needs a trained workforce and an adequately sized computer screens2.
Fig. 2. Graders need appropriate environment to maintain high-quality performance.
Graders such as optometrists or well-trained technicians perform an essential task to treat and recover
potentially blinding eye conditions to treat and recover potentially blinding eye conditions such as age-
related macular degeneration (AMD) and diabetic eye diseases [21]. Non-mydriatic fundus images are
usually acquired but if the image is unclear due to any media opacity then mydriatic drops are used to
dilate the pupil in an attempt to improve the quality of the image. All graders must receive a special
training based on screening protocol to ensure the fundus images are graded in standardized manner.
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They should spend time on training to identify and confirm cases as having pathology abnormality or
not and differentiate the levels of pathology seen and make referral decision or return for recall based
on agreed interval. There are various systems to grade DR vascular changes such as American academy
of ophthalmology (AAO), the classification which was introduced by the early treatment of diabetic
retinopathy study (ETDRS) [22] and Scottish DR grading protocol where only one field is taken per eye,
which is centered on the fovea [23]. Scottish protocol is represented in Table 1.
Table 1. DR Scottish grading protocol[24]
Grade Features Decision
R0: No DR No abnormalities Rescreen in 12 months
R1: Mild NPDR Only MAs Rescreen in 12 months
R2: Moderate NPDR More than just MAs but less than severe NPDR Rescreen in 6 months
R3: Severe NPDR
-More than 20 HMs in each quadrant
-Venous beading in two quadrants
-Intraretinal microvascular abnormalities
Refer
R4: PDR
-Any new vessels at OD or elsewhere
-Vitreous/ pre-retinal HM
Refer
M0: No ME No EX or retinal thickening in posterior pole 12 month rescreening
M1: Mild ME EXs or retinal thickening at posterior pole, >1 disc diameters from fovea 6 month rescreening
M2: Moderate ME
Same signs of mild ME but with 1 disc diameters or less from fovea,
but not affecting fovea
Refer for laser treatment
M3: Severe ME EXs or retinal thickening affecting center of fovea Refer for laser treatment
2.4 Detection Tasks and General Framework
At a high level, DR detection is categorized into two tasks: lesion-level-based detection and image-
level-based detection. In lesion-level-based detection, every lesion is detected and their locations are
determined because the number of lesions and their locations are crucial to assessing the severity level of
DR [25]. On the other hand, image–based detection focuses on assessment based on image levels and is
more interesting from the screening point of view because it evaluates only whether there are signs of DR
[25]. Lesion-based detection usually involves two phases: (i) lesion detection and/or segmentation and (ii)
lesion classification. First, lesions such as microaneurysms, hemorrhages, hard exudates and soft exudates
are detected from fundus images, and the exact area of the lesion is localized. This is a challenging task
because retinal fundus images contain other objects with similar appearances, such as red dots and blood
vessels. For this task, the global and local context are usually needed to perform accurate localization and
segmentation. The detection phase yields potential regions of interest, but they include false positives
as well. The lesion-classification phase is used to remove false positives. Image-based detection is an
image-screening task that classifies a given fundus image as being normal or having DR signs. This is
one of the first areas of medical diagnosis to which DL has made a significant contributions [26].
The general framework for detection, segmentation and classification involves the specific steps of pre-
processing, feature extraction/selection, choice of a suitable classification method and finally assessment
of the results. DR classification systems can be divided into two types according to learning procedure:
supervised and unsupervised learning. In supervised learning, the system is taught using labeled data to
infer functional mapping [27, 28]. On the other hand, unsupervised learning methods tend to discover
hidden patterns on their own from the properties of the unlabeled examples according to their similarity
[29]. Unlike hand-engineered feature-based approaches, DL approaches integrate all of the steps into a
unified framework and automatically learns the features and trains the system in an end-to-end manner.
3 Datasets and Performance Metrics
In this section, we give an overview of the benchmark datasets and performance metrics that are com-
monly used for DR research.
3.1 Retinal Fundus Image Datasets
Several datasets consisting of retinal fundus images have been produced to teach and test the algorithms
for different DR detection tasks. In the following paragraphs, we give an overview of the following public
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domain benchmark datasets: MESSIDOR [30], e-ophtha [31], Kaggle [32], DRIVE [33], STARE [34],
DIARETDB1 [35, 36], CHASE [37] , DRiDB [38], ORIGA [39], SCES [40] , AREDS [41], REVIEW [42],
EyePACS-1 [43], RIM-ONE [44], DRISHTI-GS [45], ARIA [46], DRIONS-DB [47] and SEED-DB [48].
Table 2 summarizes these datasets.
3.1.1 MESSIDOR It was developed under MESSIDOR research program funded by the French
ministry of research and defense [30]. It was acquired by three ophthalmology departments using colored
video 3CCD camera mounted on a Topcon TRC NW6 non-mydriatic retinograph with a 45◦ field of view
(FOV). Two types of image level annotation were provided by expert ophthalmologists: DR grades and
risk levels of macular edema. The DR grades are as follows:
– 0: No risk: (#MA = 0) AND (#HM = 0)
– 1: (0 < #MA ≤ 5) AND (#HM = 0)
– 2: ((5 < #MA < 15) OR (0 < #HM < 5)) AND (NV = 0)
– 3: (#MA ≤ 15) OR (#HM ≤ 5) OR (NV = 1)
The risk levels of macular edema are as follows :
– 0: No risk
– 1: Shortest distance between macula and hard EX > one papilla diameter
– 2: Shortest distance between macula and hard EX ≤ one papilla diameter
3.1.2 e-ophtha It was introduced by e-ophtha project funded by the French research agency [31].
It provides the locations of MAs and EXs, which were identified by two ophthalmologists. The first
ophthalmologist outlined the locations, which were checked and examined by the second ophthalmologist.
The database consists of two datasets: e-ophtha EX and e-ophtha MA. The e-ophtha EX set contains
47 images with 12,278 EXs and 35 healthy images. Several images of healthy controls contain structures
which can easily mislead EX detection methods, such as reflections and optical artifacts. On the other
hand, e-ophtha MA contains 148 images with 1306 MAs and 233 healthy images.
3.1.3 Kaggle It consists of a large set of high-resolution retinal images taken under different condi-
tions and was provided by EyePACS clinics [32]. The image level annotation was provided by expert
ophthalmologists, and each image has been assigned a DR grade on the scale of 0 to 4 as follows:
– 0: No risk
– 1: Mild
– 2: Moderate
– 3: Severe
– 4: PDR
3.1.4 DRIVE Digital retinal images for vessel extraction (DRIVE) [33] was collected under DR
screening program in Netherlands for comparative studies of vascular segmentation in retinal images
using Canon CR5 non-mydriatic 3CCD camera . It consists of 40 fundus images, which were randomly
selected; among them 33 do not show any sign of DR whereas 7 show signs of mild early DR; it is divided
into a test and training sets, each containing 20 images. It provides pixel level annotation; a pixel is
annotated as a vessel pixel with 70% confidence.
3.1.5 STARE Structured analysis of the retina (STARE) [34] program was funded by the U.S. national
institutes of health (NIH). It includes fundus images showing 13 diseases associated with human eye. It
provides the list of disease codes and names for each image. Blood vessels and optic nerve have the pixel
level annotation but without grading. Two observers manually segmented all the images. On average, the
first person labeled 32,200 pixels in each image as vessel, while the second person labeled 46,100 pixels
in each image as vessel. This dataset offers a challenging OD detection problem due to the appearance
of retinal diseases.
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3.1.6 DIARETDB1 This dataset contains 89 color fundus images, which were taken under varying
imaging settings and FOV of 50◦, and were captured in Kuopio university hospital in Finland [35]. Four
independent experts annotated the images. These experts delineated the regions where MAs and HMs
can be found, and provided a map for each type of lesion. This dataset is referred to as calibration level
1 fundus images. It is divided into training and test sets containing 28 and 61 images, respectively.
3.1.7 CHASE It was acquired under the program child heart and health study in England (CHASE)
[37] from children of different ethnic origin and ages from 9 and 10 years. It consists of 28 fundus images
taken from 14 children and the annotation contains ground truths for blood vessels collected using Top
Con TRV-50 camera with 35 FOV. Unlike DRIVE and STARE, it contains images with uneven and non-
uniform background illumination, poor contrast of blood vessels and wider arteries that have a bright
strip running down the center, known as the central vessel reflex.
3.1.8 DRiDB Diabetic retinopathy image database (DRiDB) [38] was obtained at university hospital
in Zagreb and was created to overcome the shortcomings in previous datasets such as grading and limited
number of observers. Images were taken and selected by experts with 45 FOV and shown DR symptoms
vary from almost normal to cases where new fragile vessels are visible. In this dataset, each image was
evaluated by five independent experts to mark DR findings. These experts annotated pixels of findings
and related areas of MAs, HMs, hard and soft EXs, blood vessels, ODs and macula.
3.1.9 ORIGA Online retinal fundus image database for glaucoma analysis and research (ORIGA) [39]
is an online repository which shares fundus images and their ground truths as benchmarks for researchers
to share retinal image analysis results and the corresponding diagnosis. It was collected over a period
of 3 years from 2004 to 2007 at Singapore eye research institute. It focuses on OD and optic cup (OC)
segmentation and Cup-to-Disc Ratio (CDR) to diagnosis glaucoma.
3.1.10 SCES It was acquired under Singapore Chinese eye study (SCES) [40] conducted on 1,060
Chinese participants and was graded by one senior professional grader and one retinal specialist. The
study was conducted to identify the determinants of anterior chamber depth (ACD) and to ascertain the
relative importance of these determinants in Chinese persons in Singapore.
3.1.11 AREDS It was developed under Age-related eye disease study (AREDS) [41], which was
funded by NIH. It is long-term multicenter, prospective study of 595 participants with ages from 55 to
80 years, which was designed to assess the clinical course of both AMD and cataract. Participants were of
any illness or condition that would make long-term follow-up. On the basis of fundus photographs graded
by a central reading center, best corrected visual acuity, and ophthalmologic evaluations, participants
were enrolled in one of several AMD categories.
3.1.12 REVIEW Retinal vessel image set for estimation of widths (REVIEW) [42] was made available
online in 2008 by the department of computing and informatics at the university of Lincoln, UK. The
dataset contains 16 mydriatic images with 193 annotated vessel segments consisting of 5066 profile
points manually marked by three independent experts. Unlike DRIVE and STARE, REVIEW dataset
includes width measurements. The images were chosen to evaluate the accuracy and precision of the vessel
width measurement algorithms in the presence of pathology and central light reflex. The 16 images are
subdivided into four sets: the high resolution image set (8 images), the vascular disease image set (4
images), the central light reflex image set (2 images) and the kickpoint image set (2 images).
3.1.13 EyePACS-1 Eye picture archive and communication system (EyePACS) [43] is a flexible pro-
tocol and web based telemedicine system for DR screening and collaboration among clinicians. Patients
fundus images can be easily uploaded to EyePACS web. The protocol evaluates the presence and severity
of discrete retinal lesions associated with DR. The protocol uses the Canon CR-DGi and Canon CR-1
nonmydriatic cameras can be accessed on the EyePACS Web site. The lesions are graded as MAs, HMs
with or without MAs, cotton wool spots, intraretinal microvascular abnormalities, venous beading, new
vessels (new vessels on the disk and new vessels elsewhere), fibrous proliferation, vitreous HMs or pre-
retinal HMs and HEs. In addition, the presence or absence of laser scars. Graders grade each lesion type
separately in each image using an online grading template that records a choice for each lesion type
among no (absent), yes (present) or cannot grade.
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3.1.14 RIM-ONE It is an open retinal image database for optic nerve evaluation (RIM-ONE) [44]
captured by non-mydriatic Nidek AFC-210 with a body of a Canon EOS 5D Mark II. It was designed
for glaucoma diagnosis and consists of 169 optic nerve head regions, which were cropped manually from
full fundus images. These images were annotated by 5 glaucoma experts: 4 ophthalmologists and 1
optometrist.
3.1.15 DRISHTI-GS It consists of a total of 101 fundus images of healthy controls and glaucoma
patients with almost 25 FOV that were collected at Aravind eye hospital in India [45]. It is divided
into training and test sets consisting of 50 and 51 images, respectively. All images were annotated by 4
ophthalmologists with clinical experiences of 3, 5, 9 and 20 years, respectively. The manual segmentation
of OD and OC boundaries, and CDR are provided as ground truths. Also two other expert opinions
were included about whether an image represents healthy control or glaucomatous eye and presence or
absence of notching in the inferior and/or superior sectors of the image.
3.1.16 ARIA Automated retinal image analyzer (ARIA) [46] was collected and designed to trace
blood vessels, ODs and fovea locations. It was marked by two image analysis experts. This dataset was
collected at St Pauls eye unit and the university of Liverpool to diagnosis AMD and DR using a Zeiss
FF450+ fundus camera at a 50 FOV.
3.1.17 DRIONS-DB Digital retinal images for optic nerve segmentation database (DRIONS-DB)
[47] was collected at a university hospital in Spain. It was designed to segment optic nerve head and its
related pathologies. It was annotated by 2 independent medical experts. Images were centered on the
optic nerve head and are stored in slide format.
3.1.18 SEED Singapore epidemiology of eye diseases (SEED) [48] was composed of 235 fundus im-
ages with a focus on studying major eye diseases, including DR, AMD, glaucoma, refractive errors and
cataract. Each image has OD and OC regions marked by a trained grader, which serves as a ground
truth for segmentation.
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Table 2. Datasets for DR Detection
Dataset #Images Resolution Format Tasks
Images level annotation
MESSIDOR [49] 1,200
1,440×960,
2,240×1,488,
2,304×1,536
Images: TIFF
Diagnosis: excel file
-DR grading
-Risk of DME
Kaggle
[32]
80,000 - JPEG
-No DR
-Mild
-Moderate
-Severe
-PDR
AREDS[41] 72,000 - - -AMD stages
EyePACS-1[43] 9,963 - -
-Referable DR
-MA
Pixel level annotation
e-ophtha[31]
148 MAs,
233 normal non-MA
47 EXs,
35 normal non-EX
2,544 × 1,696
1440×960 -
Images: JPEG
GT: PNG
-MA small HM detection
-EX detection
DRIVE [33]
33 normal
7 mild to early
DR stage
584×565 Images: TIFF
GT, masks: GIF
-Vessels extraction
STARE
[34]
402 605×700 PPM
-13 retinal diseases
-Vessels extraction
-Optic nerve
DIARETDB1
[35, 36]
5 normal
84 with at least one
NPDR sign
1,500×1,152
Images,
masks,
GT: PNG
-MAs
-HMs
-SEs
-HEs
CHASE [37] 28 1,280 × 960 Images: JPEG
GT: PNG
-Vessels extraction
DRiDB [38] 50 720×576 BMP
-MAs
-HMs
-HEs
-SEs
-Vessels extraction
-OD
-Macula
ORIGA[39]
482 normal
168 glaucomatous
720×576 -
-OD
-Optic cup
-Cup-to-Disc Ratio (CDR)
SCES[40]
1,630 normal
46 glaucomatous
- - -CDR
REVIEW[42] 16
3,584×2,438
1,360×1,024
2,160×1,440
3,300×2,600
- -Vessels extraction
RIM-ONE[44]
118 normal
12 early glaucoma
14 moderate glaucoma
14 deep glaucoma
11 ocular hypertension
- - -Optic nerve
DRISHTI-GS[45]
31 normal
70 glaucomatous
2,896 × 1,944 PNG -OD segmentation
-OC segmentation
ARIA [46]
16 normal
92 AMD
59 DR
768×576 TIFF
-OD
-Fovea location
-Vessel extraction
DRIONS-DB[47] 110 600×400 Images: JPEG
GT: txt file
-OD
SEED-DB[48]
192 normal
43 glaucomatous
3,504× 2,336 - -OD
-OC
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3.2 Performance Metrics
In this section, we define the performance metrics that are commonly used to assess DR detection
algorithms. Common metrics for measuring the performance of classification algorithms include accuracy,
sensitivity (recall), specificity, precision, F-score, ROC curve, logloss, IOU, overlapping error, boundary-
based evaluation and the dice similarity coefficient.
Accuracy is defined as the ratio of the correctly classified instances over the total number of instances
[50]. It is formally defined as:
Accuracy =
TP + TN
TP + TN + FP + FN
, (1)
where TP (true positive) is the number of positive instances (e.g., having DR) in the considered dataset
that are correctly classified, TN (true negative) is the number of negative instances (e.g., normal cases)
in the considered dataset that are correctly classified, and FP (false positive) and FN (false negative)
are the numbers of positive and negative instances that are incorrectly classified, respectively. Note that
in detecting DR, an instance is either a fundus image, a patch or a pixel of a fundus image, depending on
the task. Sensitivity(SN), or the true positive rate or recall, measures the fraction of correctly classified
positive instances; specificity(SP), or the true negative rate, measures the fraction of correctly classified
negative instances; and precision, or positive predictive value, measures the fraction of positive instances
that are correctly classified. They are formally defined as follows:
Sensitivity(Recall) =
TP
TP + FN
(2)
Specificity =
TN
TN + FP
(3)
Precision =
TP
TP + FP
(4)
F-score(F ) combines precision and recall as follows:
F = 2
Precision×Recall
Precision+Recall
(5)
The receiver operating characteristic (ROC) curve represents the plot of the true positive rate against the
false positive rate. It shows the relationship between sensitivity and specificity. The area under the ROC curve (AUC)
is also used as a performance metric and takes values between 0 and 1; the closer the AUC is to 1, the
better the performance. Logarithmic loss (log loss) determines a classifiers accuracy by penalizing false
classifications. To find log loss, the classifier must assign a probability to each class, instead of presenting
the most likely class. It is given by:
logloss = − 1
N
N∑
i=1
M∑
j=1
yij logpij , (6)
where N is the number of samples, M is the number of labels, yij is a binary indicator of whether
label j is the correct classification for instance i, and pij is the models probability of assigning label
j to instance i. As segmentation is also a kind of classification at the pixel level, the metrics defined
for classification can be used for segmentation. Additional metrics used for measuring the performance
of segmentation algorithms include overlapping error, intersection over union and the dice similarity
coefficient. Intersection over union (IOU) is defined as follows [51]:
IOU =
Area(A ∩G)
Area(A ∪G) (7)
Overlapping error is obtained by:
E = 1− IOU (8)
where A is the notation for segmentation of the output and G indicates the manual ground truth
segmentation [52].
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Boundary-based evaluation (B) is the absolute pointwise localization error obtained by measuring the
distance between two closed boundary curves. Let Cg be the boundary of ground truth and Ca be the
boundary obtained from a method. The distance D between two curves is defined as (in pixels):
B =
1
n
θn∑
θ=1
√
(dθg)
2 − (dθa)2, (9)
where dθg and d
θ
a are the distance from the centroid of the curve to points on Cg and Ca in the direction
of θ and n is the total number of angular samples. The distance between the calculated boundary and
ground truth should ideally be close to zero [18].
An alternative to overlapping error that is used for DR detection is the dice similarity coefficient (DSC)
or overlap index, which is defined by [53]:
DSC =
2TP
2TP + FP + FN
(10)
The DSC takes values between 0 and 1; the closer the DSC is to 1, the better the segmentation results
are. Region precision recall (RPR) is commonly used to assess edge or boundary detection outcomes
based on region overlapping. It refers to the segmentation quality in a precision recall space [54].
4 Overview of Deep Learning
Various DL-based architectures have been introduced. Some commonly employed deep architectures
for various DR-detection include convolutional neural networks (CNNs), autoencoders (AEs), recurrent
neural networks (RNNs) and deep belief networks (DBNs). In the following paragraphs, we give an
overview of these architectures.
4.1 Convolutional Neural Networks
CNNs simulate the human visual system and have been widely employed for various computer vision
tasks. They mainly consist of three types of layers: convolutional, pooling and fully connected (FC). Con-
volutional layers employ a convolution operation to encode local spatial information and then FC layers
to encode the global information. Commonly used CNN models include AlexNet, VGGNet, GoogLeNet
and ResNet. A CNN model is taught in an end-to-end manner; it learns the hierarchy of features au-
tomatically and results in outstanding classification performance. Initial CNN models such as LeNet
[55] and AlexNet [56] contain few layers. In 2014, Simonyan and Zisserman [57] explored a deeper CNN
model called VGGNet, which contains 19 layers, and found that depth is crucial for better performance.
Motivated by these findings, deeper models such as GoogLeNet, Inception [58] and ResNet [59] have
been proposed, which have shown amazing performance in many computer vision tasks. An end-to-end
model usually means a deep model that takes inputs and gives outputs. Transfer learning means that a
model is first taught in an end-to-end fashion using a dataset from a related domain and then fine-tuned
using the dataset from the domain. Learning a CNN model requires a very large amount of data to
overcome overfitting problems and ensure proper convergence [60], but large amounts of data are not
available in the medical domain, particularly for DR detection. The solution is to use transfer learning
[61]. Generally, two strategies of transfer learning are used: (i) using a pre-trained CNN model as a
feature extractor and (ii) fine-tuning a pre-trained CNN model using data from the relevant domain. A
fully convolutional network (FCN) is a version of a CNN model in which FC layers are converted into
convolutional layers and deconvolution (or transposed convolution) layers are added to undo the effect
of down-sampling during the convolutional layers and to obtain an output map of the same size as the
input image [62]. This model is commonly used for segmentation.
4.2 Autoencoder-based and Stacked Autoencoder Methods
An autoencoder (AE) is a single hidden layer neural network with the same input and output [63]
and is used to build a stacked-autoencoder (SAE), a deep architecture [64]. The training of an SAE
model consists of two phases: pre-training and fine-tuning. In the pre-training phase, an SAE is trained
layer by layer in an unsupervised way. In the fine-tuning phase, the pre-trained SAE model is fine-
tuned using gradient descent and backpropagation algorithms in a supervised way. An autoencoder
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is the basic building block of an SAE. There two main types of autoencoders: sparse and denoising.
Sparse autoencoders are a type of autoencoder that tends to force the extracting of sparse features from
raw data. The sparsity of the representation can either be achieved by penalizing hidden unit biases or
by directly penalizing the output of hidden unit activations. Denoising autoencoders (DAEs) have also
been used in DR detection Maji et al. [65] due its robustness in recovering the corrupted input and force
the model to capture the correct version.
4.3 Recurrent Neural Networks
RNNs are a type of neural network that learns the context as well along with input patterns. It learns
the output of the previous iterations and combines it with the current input to yield an output; in this
way, an RNN is able to influence itself through recurrences. An RNN model usually contains three sets of
parametersinput to hidden weights W , hidden weights U and hidden weightsto outputV where weights
are shared across position/time of input sequence [66].
4.4 Deep Belief Networks
A DBN [67] is a deep network architecture that is built with cascading restricted Boltzmann machines
(RBMs). An RBM is taught using a contrastive divergence algorithm in such a way that maximizes
the similarity (in the sense of probability) between the input and its projection. The involvement of
probability as a similarity measure prevents degenerate solutions and makes DBNs a probabilistic model.
Just like SAEs, DBNs are first pre-trained in an unsupervised way using a layer-by-layer greedy learning
strategy; then, it is fine-tuned using gradient descent and backpropagation algorithms.
5 Literature Survey
Based on the clinical importance of DR detection tasks, we categorize them into four categories: (i)
retinal blood vessel segmentation, (ii) optic disk localization and segmentation, (iii) lesion detection and
classification, and (iv) image-level DR diagnosis for referral. In the following sub-sections, we review the
state-of-the-art DL-based algorithms for these tasks.
5.1 Retinal Blood Vessel Segmentation
It is very important to identify changes in fine retinal blood vessels for preventing vision impairment due
to pathological retinal damage. The segmentation of retinal blood vessels is challenging due to their low
contrast, variations in their morphology against a noisy background and the presence of pathologies like
MAs and HMs. Different learning approaches have been applied to segment retinal blood vessels. In the
following paragraphs, we review these methods based on DL approaches.
5.1.1 Convolutional Neural Networks Many retinal blood vessel segmentation algorithms based
on CNN models have been proposed. Maji et al. [68] employed 12 CNN models to segment vessel and
non-vessel pixels. Each CNN model consists of three convolutional layers and two fully connected layers.
For evaluation, they used the DRIVE dataset.
Liskowski and Krawiec [69] proposed a pixel-wise supervised vessel-segmentation method based on
deep CNN, which is trained using fundus images that have been pre-processed with global contrast
normalization and zero-phase whitening, and augmented using geometric transformations and gamma
corrections. They used the DRIVE, STARE and CHASE datasets to evaluate the system. It is robust
against the central vessel reflex and sensitive in detecting fine vessels.
Maninis et al. [70] formulated the retinal blood vessel segmentation problem as an image-to-image
regression task, for which they employed pre-trained VGG, which was modified by removing FC layers
and incorporating additional convolutional layers after the first four convolution blocks of VGG before
pooling the layers. The additional convolutional layers are upsampled to the same size as the image,
trained and concatenated into a volume. They used DRIVE and STARE for evaluation.
Wu et al. [71] first extracted discriminative features using a CNN and then used nearest neighbor
search based on principal component analysis (PCA) to estimate the local structure distribution, which
was finally employed by the generalized probabilistic tracking framework to segment blood vessels. This
method was evaluated using the DRIVE dataset.
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Dasgupta and Singh [72] used an FCN combined with structured prediction to segment blood vessels,
which they assumed to be a multi-label inference task. The green channel of the images was preprocessed
by normalization, contrast, gamma adjustment and scaling the intensity value between 0 and 1. They
used DRIVE to evaluate the methods performance.
Tan et al. [73] proposed a seven-layer CNN model to simultaneously segment blood vessels, OD and
fovea. After normalizing the colored images, they formulated the segmentation problem as a classifi-
cation problem assuming four classesblood vessels, OD, fovea and backgroundand classified each pixel
by taking a neighborhood of 25×25 pixels. This is very time consuming because each pixel is classified
independently, with as many passes made through the net as the number of pixels. Its performance was
evaluated with the DRIVE dataset.
Fu et al. [74] similarly formulated the blood vessel segmentation problem as a boundary-detection
task and proposed a method for this task by integrating FCN and fully connected conditional random
field (CRF). First, a vessel probability map is created using FCN, and then the vessels are segmented
by combining the vessel probability map and long-range interactions between pixels using CRF. This
method was validated on the DRIVE and STARE datasets.
Mo and Zhang [75] used an FCN and incorporated some auxiliary classifiers in intermediate layers
to make the features more discriminative in lower layers. To overcome the small number of available
samples, they used transfer learning to train the FCN model. They evaluated the system on DRIVE,
STARE and CHASE.
The performance analysis of all the aforementioned methods is given in Table 3. This analysis indicates
that among all CNN-based methods, the one by Liskowski and Krawiec [69] performed better than
all other methods in terms of accuracy, AUC and sensitivity. This method may outperform due to
the preprocessing of fundus images and training of the CNN model using an augmented dataset. All
of the other methods use pre-trained CNN models without preprocessing or augmentation. Against
expectations, the ensemble of CNN models by Maji et al. [68] did not perform better than the other
CNN-based methods because there is no preprocessing and augmentation of the training dataset.
5.1.2 Stacked Autoencoder-Based Methods Some methods employ SAEs in different ways to
segment vessels. The method proposed by Maji et al. [65] uses a hybrid DL architecture, which consists
of unsupervised stacked denoising autoencoders (SDAEs), to segment vessels in fundus images. The
structure of the first DAE consists of 400 hidden neurons, and the second DAE contains 100 hidden
neurons. SDAE learns features, which are classified using random forest (RF). This approach segments
vessels using patches of size k k around each pixel in the green channel. They used DRIVE to assess the
method.
Roy and Sheet [76] introduced an SAE-based deep neural network (SAE-DNN) model for vessel
segmentation that employs the domain adaptation (DA) approach for its training. SAE-DNN consists
of two hidden layers, which are trained using the source domain (DRIVE dataset), using an auto-
encoding mechanism and supervised learning. Then, DA is applied in two stages: unsupervised weight
adaptation and supervised fine-tuning. In unsupervised weight adaptation, hidden nodes of the SAE-DNN
are re-trained using unlabeled samples from the target domain (STARE dataset) with the auto-encoding
mechanism using systematic node dropouts, whereas in supervised fine-tuning, the SAE-DNN is fine-
tuned using a small number of labeled samples from the target domain. The results show that domain
DA improves the performance of the SAE-DNN.
Li et al. [28] proposed segmenting retinal vessels from the green channel using a supervised DL
approach that labels the patch of a pixel instead of a single pixel. In this approach, the vessel-segmentation
problem is modeled as a cross-modality data transformation that transforms a retinal image to a vessel
map and is defined using a deep neural network consisting of DAEs. They assessed the performance on
DRIVE, STARE and CHASE (28 images).
Lahiri et al. [77] used a two-level ensemble of stacked denoised autoencoder networks (SDAEs). In
the first-level ensemble, a network (E-net) consists of n SDAEs composed of the same structure; each
SDAE contains two hidden layers and is followed by a Softmax classifier; SDAEs are trained on bootstrap
training samples using an auto-encoding mechanism in parallel, to produce probabilistic image maps,
which are conglomerated using a fusion strategy. In the second level of the ensemble, to introduce further
diversity, decisions from two E-nets having different architectures are merged using the convex weighted
average. The authors used the DRIVE dataset to evaluate the method.
Deep Learning based Computer-Aided Diagnosis Systems for Diabetic Retinopathy: A Survey 13
5.1.3 Recurrent Neural Network-Based Methods Fu et al. [78] formulated the blood vessel
segmentation problem as a boundary detection task and proposed the DeepVessel method by integrating
CNN and CRF as an RNN and evaluated it on the DRIVE, STARE, and CHASE datasets.
A performance analysis of the aforementioned methods is given in Table 3. This analysis indicates that
among all SAE-based methods, the methods based on cross-modality transformation [28] and two-level
ensemble of SAEs [77] outperform SAE-based methods in terms of accuracy. Although the method based
on two-level ensemble of SAEs [77] performed slightly better than the method based on cross-modality
transformation [28], the difference was not significant. Interestingly, there was no noticeable difference
in the performance of methods based on CNNs and on SAEs in terms of accuracy. CNN models involve
much more learnable parameters than SAE models and as such are prone to overfitting. CNN models can
do better provided a huge labeled dataset is available or novel augmentation techniques are introduced.
5.2 Optic Disc Feature
Detecting the OD can enhance DR detection and classification because its bright appearance can create
confusion for other bright lesions such as EXs. OD detection involves two operations: (i) localizing and (ii)
segmenting the OD. Both CNN and SAE models have been employed for OD detection. Some methods
only localize the OD, which is basically an object-detection problem, and others localize and segment
the OD, which is a segmentation problem, to identify the area of the OD along with its boundaries.
5.2.1 Convolutional Neural Networks Lim et al. [79] method was one of the earliest proposals to
employ a nine-layer CNN model to segment the OD and OC. It involves four main phases: localizing the
region around the OD, enhancing this region by exaggerating the relevant visual features, classifying the
enhanced region at pixel-level using a CNN model to produce a probability map and finally segmenting
this map to predict the disc and cup boundaries. It was assessed on MESSIDOR and SEED-DB.
Guo et al. [80] used a large pixel patch-based CNN in which the OC was segmented by classification
of each pixel patch and postprocessing. They used the DRISHTI-GS dataset for training and testing.
Similarly, Tan et al. [73] segmented the OD and vessels jointly; it has been reviewed in section vessel
segmentation. Sevastopolsky [81] used the modified U-net convolutional network presented in [82] to
segment both the OD and OC.
Zilly et al. [83] ] introduced an OD and OC segmentation method based on a multi-scale two-layer
CNN model that is trained with boosting. First, the region around the OD is cropped, down-sampled by
a factor of 4, converted to L*a*b color space and normalized. Then, the region is processed by entropy
filtering to identify the most discriminative points and is passed to the CNN model, which is trained
using the gentle AdaBoost method. The logistic regression classifier produces a probability map from
the output of the CNN model, and finally the graph cut method and convex-hull fitting are applied to
get the segmented OD and OC regions. This method was evaluated with the DRISHTI-GS dataset using
three performance metrics: F-score, overlap measure (IOU) and boundary error (B).
An extended version of this method is presented in [84], Zilly et al. [84] used ensemble CNN with
entropy sampling to select informative points. These points were used to create a novel learning approach
for convolutional filters based on boosting.
Maninis et al. [70] used the same FCN to segment both blood vessels and the OD from retinal,
images as mentioned in the Vessel Segmentation section. The method was validated for OD and OC
segmentation on the DRIONS-DB and RIM-ONE datasets.
Shankaranarayana et al. [51] proposed a method for joint segmentation of the OC and OD using
residual learning-based, fully convolutional networks (ResU-Net) that is similar to U-net [82] , which
contains an encoder on the left side of the net involving down-sampling operations and a decoder on the
right side employing up-sampling operations. A mapping between the retinal image and its segmentation
map for OD and OC detection is trained using ResU-Net and generative adversarial networks (GANs).
This method (ResU-GAN) does not involve any preprocessing and is efficient, compared with other
pixel-segmentation methods [79]. This method was tested using 159 images from the RIM-ONE dataset.
Zhang et al. [85] used a faster region convolutional neural network (faster RCNN) with ZF net as
the base CNN model to localize the OD. After localizing the OD, blood vessels in its bounding box are
removed by using a Hessian matrix, and a shape-constrained level set is used to cut the ODs boundaries.
They used 4,000 images selected from Kaggle to train the CNN model and MESSIDOR for testing. This
method is fast and gives very good localization results.
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Table 3. Representative of works in diabetic retinopathy (DR) vessels detection
Research study Segmentation Method Training Dataset Performance
CNN-Based Methods
Maji et al. [68] Patch-based ensemble of
CNN models
End-to-end DRIVE
AUC=0.9283
ACC= 94.7
Liskowski and Krawiec [69] Patch-based CNN End-to-end
DRIVE
SN= 98.07, SP=78.11
AUC=0.9790
ACC=95.35
STARE
SN=85.54, SP=98.62
AUC=0.9928
ACC=97.29
CHASE
SN=81.54, SP=98.66
AUC=0.988
ACC=96.96
Maninis et al. [70] FCN Transfer learning
DRIVE RPR=0.822
STARE RPR=0.831
Wu et al. [71]
Vessel
tracking/patch-
based CNN/PCA
as classifier
End-to-end DRIVE AUC=0.9701
Dasgupta and Singh [72] Patch-based FCN End-to-end DRIVE
SN=76.91
SP=98.01
AUC=0.974
ACC=95.33
Tan et al. [73] Patch-based seven-layers
CNN
End-to-end DRIVE
SN=75.37
SP=96.94
Fu et al. [74] FCN/CRF End-to-end
DRIVE SN=72.94, ACC=94.70
STARE SN=71.40, ACC=95.45
Mo and Zhang [75] Multi-level FCN End-to-end
DRIVE
SN=77.79, SP=97.80
AUC=0.9782
ACC=95.21
STARE
SN=81.47, SP=98.44
AUC=0.9885
ACC=96.76
CHASE
SN=76.61, SP=98.16
AUC=0.9812
ACC=95.99
AE-Based Methods
Maji et al. [65] Patch-based SDAE/RF Transfer learning DRIVE AUC=0.9195, ACC=93.27
Roy and Sheet [76] Patch-based SAE Transfer learning STARE
AUC=0.92
logloss=0.18
Li et al. [28] Patch-based SDAE End-to-end
DRIVE
SN=75.6, SP=98
AUC=0.9738
ACC=95.27
STARE
SN=77.26, SP=98.79
ACC=96.28
CHASE (28 images)
SN=75.07, SP=97.93
AUC=0.9716
ACC=95.81
Lahiri et al. [77] Patch-based DSAE Transfer learning DRIVE ACC=95.3
RNN-Based Methods
Fu et al. [78]
Patch-based CNN/CRF
as RNN
End-to-end
DRIVE
SP=76.03
ACC=95.23
STARE
SP=74.12
ACC=95.85
CHASE
SP=71.30
ACC=94.89
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Fu et al. [86] used a U-shape CNN model (M-Net) to simultaneously segment the OD and OC in one
stage and find the cup-to-disc ratio (CDR). The input layer of M-Net is a multi-scale layer consisting of
an image pyramid. It involves a U-shaped CNN with a side-output layer to produce a local prediction
map for different scale layers and a multi-label loss function output layer. First, the OD region is localized
and transformed into a polar domain; then, it is passed through M-Net to generate a multi-label map,
which is inverse transformed into the Cartesian domain to segment the OD. The ORIGA and SCES
datasets were used to assess the method, which gave state-of-the-art results.
The method by Niu et al. [87] used saliency map region proposal generation and a seven-layer-based
CNN model to detect the OD. Using the saliency-based visual attention model, salient regions of a
fundus image are identified, and a CNN model is used to classify these regions to locate the OD. This
method is a validated DL approach that used cascading localization with feedback to localize the OD on
preprocessed images using mean subtraction. The algorithm ends only when it finds a region containing
the OD. The authors tested the performance on ORIGA, MESSIDOR and these datasets together.
Alghamdi et al. [88] proposed a method for detecting abnormal ODs using a cascade of CNN models.
First, candidate OD regions are extracted, preprocessed and normalized using whitening. Then, these
regions are classified using the first module as the OD or non-OD. Finally, the detected OD regions are
classified as normal, suspicious or abnormal by the second CNN module. This method was evaluated on
DRIVE, DIARETDB1, MESSIDOR, STARE and a local dataset.
Xu et al. [89] employed a pre-trained VGG model without the last FC layers and deconvolution layers
connected to the last three pooling layers of a VGG model to calculate the probability map of pixels.
The probability map is thresholded, and finally, the center of gravity of the pixels above the threshold
is obtained to locate the OD. The authors used the ORIGA, MESSIDOR and STARE datasets for
evaluation. This method is efficient in correctly localizing the OD.
Table 4 presents an aggregated view of the OD segmentation and localization methods. For OD
segmentation, it is difficult to determine which method gives the best performance because all of the
methods were evaluated on different databases using different metrics. Among the OD-localization meth-
ods, the method by Zhang et al. [85] based on faster RCNN gives the best localization results for the
MESSIDOR dataset.
5.2.2 Stacked Autoencoder-Based Methods We found just one method based on SAEs used to
segment OD. Srivastava et al. [52]’s idea is to distinguish parapapillary atrophy (PPA) from OD. This
method crops the region of interest (ROI) after detecting the ODs center and enhances its contrast using
CLAHE. Features of each pixel are computed assuming a window of size 25x25 around it, which are
then passed to a deep SAE consisting of one input layer with 626 units; seven hidden layers with 500,
400, 300, 200, 100, 50, and 20 units; and an output layer, to classify it as an OD or non-OD pixel. The
binary map of the ROI obtained using the SAE is further refined for OD segmentation using an active
shape model (ASM). The least mean overlapping error (LMOE) was used for evaluation on the dataset
containing 230 images taken from ref. [90].. Table 4 provides a general view showing that CNN-based
methods performed better than SAE-based methods.
5.3 Lesion Detection and Classification
Many DL methods have been proposed for detecting and classifying different types of DR lesions such as
macular edema, exudates, microaneurysms and hemorrhages. In this section, we review these methods.
5.3.1 Macula Edema as a Clinical Feature The macula is the central part of retina, which consists
of a thin layer of cells and light-sensitive nerve fibers at the back of eye, and is responsible for clear vision.
Diabetic macula edema (DME) is a DR complication that occurs when the retinal capillaries become
permeable and leakage occurs around the macula [14]; when vessels fluid and blood enter the retina, the
macula swells and thickens. The DL methods for DME mainly can be categorized as CNN-based and
AE-based methods.
5.3.1.1 Convolutional Neural Networks Abra`moff et al. [91] proposed a supervised end-to-end CNN-
based method to recognize DME. Perdomo et al. [92] proposed a method that combines EX localization
and segmentation with DME detection. EX localization consists of two stages. In the first stage, an
eight-layer CNN model, which takes a 488×48 patch as its input, is used to localize EXs. It is trained on
e-ophtha. In the second stage, using this CNN model as a predictor as well as the MESSIDOR dataset,
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Table 4. OD detection works
Research study Method Training Type(s) Dataset Performance
CNN-Based Methods
Lim et al. [79]
Nine-layer CNN with
exaggeration
End-to-end OD segmentation
MESSIDOR E=0.112, IOU=0.888
SEED-DB E= 0.0843, IOU=0.916
Guo et al. [80] Large pixel patch-based CNN End-to-end OC segmentation DRISHTI-GS F=93.73, E=0.1225
Tan et al. [73] Seven-layers CNN End-to-end OD segmentation DRIVE ACC=87.90
Sevastopolsky [81] Modified U-Net CNN Transfer learning
OD segmentation
DRION-DB IOU=0.98, Dice=0.94
RIM-ONE IOU=0.98, Dice=0.95
OC segmentation
DRION-DB IOU=0.75, Dice=0.85
RIM-ONE IOU=0.69, Dice=0.82
Zilly et al. [83] Multi-scale two-layers CNN End-to-end
OD segmentation
DRISHTI-GS
F=94.7, IOU=0.895,
B=9.1
OC segmentation F=83, IOU=0.864,
B=16.5
Zilly et al. [84]
Ensemble learning-based
CNN
End-to-end
OD segmentation
DRISHTI-GS
F=97.3, IOU=0.914,
B=9.9
OC segmentation F=87.1, IOU=0.85,
B=10.2
Maninis et al. [70] FCN based on VGG-16 Transfer learning OD segmentation
DRIONS-DB RPR=0.971
RIM-ONE RPR=0.959
Shankaranarayana
et al. [51]
ResU-Net and GANs Transfer learning
OD segmentation
RIM-ONE
F=98.7, IOU= 0.961
OC segmentation F=90.6, IOU=0.739
Zhang et al. [85] Faster RCNN Transfer learning
OD localization MESSIDOR
Mean average
precision=99.9
OD segmentation
MESSIDOR
(120 images)
Average matching
score of 85.4
Fu et al. [86] U-shaped CNN and polar
transformation
Transfer learning OD segmentation ORIGA E=0.071, IOU=0.929
Niu et al. [87]
Saliency map, CNN based
on AlexNet
Transfer learning OD localization
ORIGA ACC=99.33
MESSIDOR ACC=98.75
ORIGA+
MESSIDOR
ACC=99.04
Alghamdi et al. [88]
Cascade CNN, each model
with 10-layers
End-to-end OD localization
DRIVE ACC=100
DIARETDB1 ACC=98.88
MESSIDOR ACC=99.20
STARE ACC=86.71
Xu et al. [89]
CNN based on VGG and
deconvolution
Transfer learning OD localization
ORIGA ACC=100
MESSIDOR ACC=99.43
STARE ACC=89
AE-Based Methods
Srivastava et al. [52] SAE with ASM End-to-end OD segmentation Local dataset
used by Foong
et al. [90]
E=0.097
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grayscale mask images are produced. The DME detection model is based on the AlexNet architecture,
which takes a fundus image together with a corresponding grayscale mask image as the inputs and
predicts the class as normal, mild, moderate or severe DME. Preprocessing is used to extract the EXs
ROIs, and data augmentation is applied to generate more samples to train the CNN model. The authors
used MESSIDOR for testing.
Burlina et al. [93] used a deep convolutional neural network for feature extraction and a linear support
vector machine (LSVM) for classification, for age-related macular degeneration (AMD). After cropping
and resizing a fundus image to 231231 pixels, the OverFeat CNN model pre-trained on the ImageNet
dataset is used for feature extraction. The dataset NIH AREDS [41], which is divided into four categories
according to AMD severity, was used for validation.
Al-Bander et al. [94] proposed an end-to-end CNN model for grading DME severity. After cropping
and resizing a fundus image, red, green and blue channels are scaled to have zero mean and unit vari-
ance. The proposed CNN model consists of three convolution blocks and one block of FC layers. Data
augmentation is applied to increase the number of samples for training. The model was evaluated using
the MESSIDOR dataset.
Ting et al. [95] evaluated the performance of a CNN model to diagnose AMD and other DR complica-
tions and concluded that their CNN was are effective in diagnosing DR complications but cannot identify
all DME cases using fundus images. The CNN model for AMD detection was trained using 72,610 fundus
images and was tested on 35,948 images from different ethnicities.
Mo et al. [96] proposed a two-stage method to classify DME. In the first stage, a cascaded fully
convolutional residual network (FCRN) with fused multi-level hierarchical information is used to create
a probability map and segment EXs. In the second stage, using the segmented regions, the pixels with
maximum probability are cropped and fed into another residual network to classify DME. They used the
HEI-MED [97] and e-ophtha datasets to assess the method.
5.3.1.2 Deep Belief Networks have also been employed for image-level DME diagnosis. Arunkumar
and Karthigaikumar [29] used a DBN for feature extraction and a multiclass SVM for classification
to diagnose AMD together with other DR complications. In this method, fundus images first undergo
a preprocessing procedure that includes normalization, contrast adjustment or histogram equalization.
Then, features are extracted using unsupervised DBN, the dimensions of the feature space are reduced
with a generalized regression neural network (GRNN) and finally classification is performed using a
multiclass SVM. They used the ARIA dataset to assess the method.
The comparison of these CNN and DBN-based methods given in Table 5 shows that CNN-based
methods outperform DBN-based methods. Among the CNN-based methods, the one by Abra`moff et al.
[91] achieved the better performance, probably because it is based on an Alexnet-like model. DBNs have
not been used in an end-to-end way; thus, they must be explored further using end-to-end learning.
Interestingly, DBNs involve significantly fewer learnable parameters than CNN models.
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Table 5. Representative works for DME detection
Research Study Method Training Lesion Type(s) Dataset Performance
CNN-Based Methods
Abra`moff et al.
[91]
CNN inspired by
AlexNet
End-to-
end
Multistage
DR/ME
MESSIDOR-2 SN=100
Mo et al. [96] Cascaded FCRN End-to-endME
HEI-MED SN=92.55,F=84.99
e-ophtha SN=92.27, F=90.53
Perdomo et al.
[92]
Patches based CNN
model
Transfer
learning
Multistage
DR/ME
MESSIDOR
SN=56.5, SP=92.8
DME ACC=77
DME loss=0.78
Burlina et al.
[93]
CNN-based on Over-
Feat
Transfer
learning
Multistage AMD NIH AREDS
SN=90.9-93.4
SP=89.9-95.6
ACC=92-95
Al-Bander et al.
[94]
CNN model with three
conv. blocks and one
FC block
End-to-
end
Multistage
DR/ME
MESSIDOR
SN=74.7, SP=95
ACC=88.8
Ting et al. [95] CNN End-to-
end
AMD 35948 images
SN=93.2, SP=88.7
AUC=0.931
DBN-Based Methods
Arunkumar and
Karthigaikumar
[29]
DBN for training and
multiclass SVM as clas-
sifier
End-to-
end
AMD ARIA
SN=79.32, SP=97.89
ACC=96.73
5.3.2 Exudate as a Clinical Feature The detection of EX is necessary for automatic early DR
diagnosis, but it is challenging because of significant variation in their size, shape and contrast levels. In
this section, we review DL-based methods for EX detection. According to our best knowledge, all of the
methods are based on CNNs.
5.3.2.1 Convolutional Neural Networks Prentasˇic´ and Loncˇaric´ [98] proposed a CNN-based method for
EX detection in color fundus images. First, they detect the OD, create an OD probability map and
fit a parabola. Then they create vessel probability and bright-border probability maps. Finally, using
an 11-layer CNN model, they create an EX probability map and combine it with the OD, vessel and
bright-border probability maps and the fitted parabola to generate the final EX probability map. They
assessed the models performance using the DRiDB database. It significantly outperformed the traditional
methods based on hand-engineered features.
Perdomo et al. [99] proposed a patch-level method based on the LeNet model to discriminate EX
regions from healthy regions on fundus images. In this method, potential EX patches are first cropped
manually or automatically; then, these patches are passed to the LeNet model for classification. To train
LeNet, extra patches are created using a data-augmentation technique based on flipping and rotation
operations. The e-ophtha dataset was used for validation; 20,148 EXs and healthy patches were extracted,
and 40% of these patches was used as testing data.
Gondal et al. [27] introduced a method for detecting EXs together with other DR lesions based on
the award-winning o O CNN architecture [100]. To localize DR lesions, including hard EX (HE) and soft
EX (SE), the dense layers are removed from the CNN model. A global average pooling (GAP) layer is
introduced on top of the last convolutional layer and is followed by a classification layer, which are used
to learn the class-specific importance of each feature map of the last convolution layer. The feature maps
are combined with class-specific importance to generate a class activation map (CAM) [101], which is
up-sampled to the size of the original image to localize the lesion regions. The authors used Kaggle for
training and DIARETDB1 for validation. This method not only performs image-level detection but also
lesion-level detection
Quellec et al. [102] addressed the problem of jointly detecting referable DR at the image level and
detecting DR lesions such as EXs at the pixel level, and they proposed a solution that relies on CNN
visualization methods. The heatmaps generated by CNN visualization techniques are not optimized for
computer-aided diagnosis of DR lesions. Based on the sensitivity analysis by Simonyan and Zisserman
[57], they proposed modifications to generate heatmaps, which help in jointly detecting referable DR
and lesions by jointly optimizing CNN predictions and the produced heatmaps. They employed the o O
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architecture as the CNN base model. The authors used the Kaggle dataset for training at the image level
and DIARETDB1 for testing at both the lesion and image levels for EX detection.
Khojasteh et al. [103] compared several DL-patch-based methods to detect EX. They concluded
that pre-trained ResNet-50 with SVM outperformed other methods. They assessed their method on
DIARETDB1 and e-ophtha.
Table 6 presents a comparative analysis of the aforementioned methods for EX detection using a DL
approach. The methods of Gondal et al. [27], Quellec et al. [102], which jointly detect referable DR and
lesions, show good performance for both lesion and image-base detection. The method inKhojasteh et al.
[103] is computationally more efficient and produces comparable results due to using the deep pre-trained
ResNet.
Table 6. Representative of works in diabetic retinopathy (DR) EX detection
Research Study Method Training Lesion Type(s) Dataset
Segment/
localize?
Performance
CNN-Based Methods
Prentasˇic´ and
Loncˇaric´ [98]
11-layer CNN,
OD and vessel
maps
End-to-end EX DRiDB X SN=78, F=78
Perdomo et al. [99] Patches-based
LeNet CNN
Transfer learning EX e-ophtha(40%
of patches)
X SN=99.8, SP=99.6
ACC=99.6
Gondal et al. [27]
o O CNN model
with CAM
Transfer learning
HE/SE
DIARETDB1
X SN:HE=87, SE=80
HE/SE 7
SN:HE =100,
SE=90.0
AUC=0.954
Quellec et al. [102]
o O CNN(net
A)
Transfer learning
HE/SE
DIARETDB1
X AUC:HE=0.735,
SE=0.809
o O CNN(net
B)
HE/SE 7 AUC:HE=0.974,
SE=0.963
Khojasteh et al.
[103]
Patch-based
ResNet/SVM as
classifier
Transfer learning
EX DIARETDB1 7
SN=99, SP=96,
ACC=98.2
e-ophtha 7
SN=98, SP=95,
ACC=97.6
5.3.3 Microaneurysms and Hemorrhages as Clinical Features MAs and HMs are also have
been investigated using DL approaches as a sign of DR, as presented in this section.
5.3.3.1 Convolutional Neural Networks (CNN) Haloi [104] employed a nine-layer CNN model with a
dropout training procedure to classify each pixel as MA or non-MA. Each pixel is classified by taking a
window of size 129×129 around it and passing the window to the CNN model. For training, the author
employed a data-augmentation technique to generate six windows around each pixel. He graded the
severity from no DR to severe DR according to the number of MAs. The method was tested on the
MESSIDOR and Retinopathy Online Challenge (ROC) datasets.
The method introduced by van Grinsven et al. [105] was aimed at detecting HMs. The main contribu-
tion of this method is to address the over-represented normal samples created for training a CNN model.
To overcome this problem, the authors proposed a dynamic selective sampling strategy that selects in-
formative training samples. First, they extract patches of size 41×41 around HM pixels from positive
images only and non-HM pixels from positive images only, and each patch is labeled according to the
central pixel. The CNN is trained using a dynamic selective sampling strategy. They used a 10-layer
CNN model and tested their system on Kaggle and MESSIDOR.
The methods of Gondal et al. [27] and Quellec et al. [102] discussed in the Exudate section, which
jointly detect referable DR and lesions, also detect HMs and small red dots. Another similar method
was proposed by Orlando et al. [106]. In this method, they first extract candidate red lesions using
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morphological operations and crop patches of size 3232 around the candidates. Next, they extract CNN
features and hand-engineered features (HEFs) such as intensity and shape features from each candidate
patch, fuse them and pass the fused feature vector to random forest (RF) to create a probability map,
which is used to make lesion- and image-level decisions about red lesions. They employed a six-layer
CNN model. For lesion-based evaluation, they used as a competition metric (CPM) the average per
lesion sensitivity at the reference false positive detections per image value. They used the DIARETDB1
and e-ophtha datasets for per lesion evaluation. They used MESSIODR for detecting referable DR.
5.3.3.2 Stacked Autoencoder-Based Methods Shan and Li [107] used the stacked sparse autoencoder
(SSAE) to detect MA lesions. A patch is passed to SSAE, which extracts features, and the Softmax
classifier labels it as a MA or non-MA patch. They trained and fine-tuned the SSAE on MA and non-
MA patches taken from 89 fundus retinal images selected from the DIARETDB dataset. The patches
were extracted without any preprocessing procedure, and Shan and Li evaluated them using 10-fold cross
validation.
A summary of the above-reviewed methods is given in Table 7. In terms of sensitivity, specificity,
AUC and accuracy, the CNN-based technique by Haloi [104] seems to outperform other methods for MA
detection due to using pixel augmentation instead of image-based augmentation. The performance of the
stacked sparse autoencoder based-method by Shan and Li [107] is not better than those based on CNN.
Among CNN-based methods, those used by Gondal et al. [27] and Quellec et al. [102] are computationally
efficient and jointly detect referable DR and red lesions.
5.4 Classification of Fundus Images for Referral
This section focuses on methods that deal with referable DR detection and use only image-level anno-
tation. The main purpose of these methods is to grade DR levels for referral. Some methods in this
category also detect lesions jointly with referable DR detection, but without using pixel- or lesion-level
annotation [102]. To the best of our knowledge, only CNN models have been employed for this problem.
Gulshan et al. [108] used the Inception-v3 CNN architecture to detect referable DR on a fundus
image. They assessed the system using the EyePACS-1 dataset, which consists of 9,963 images taken
from 4,997 patients and MESSIDOR-2; both were graded by at least seven US licensed ophthalmologists
and ophthalmology senior residents. This evaluation study concluded that an algorithm based on CNN
has high sensitivity and specificity for detecting referable DR.
Colas et al. [109] proposed a method based on deep learning, which jointly detects referable DR and
lesion location. They trained the deep model on 70,000 labeled images and tested 10,000 images taken
from Kaggle dataset, where each patient has two images of right and left eyes. Each image is graded by
ophthalmologists into five main stages that vary from no retinopathy to proliferative retinopathy.
Similarly, as discussed in the MAs and HMs section, the method used by Quellec et al. [102] jointly
detects referable DR and lesions; its performance was evaluated on three datasets: Kaggle, e-ophtha and
DIRETDB1.
Costa and Campilho [110] used a different approach and introduced a method for detecting referable
DR by generalizing the idea of bag-of-visual-words (BoVW). First, they extract sparse local features
with speeded-up robust features (SURF) and encode them using convolution operation or encoded dense
features with a CNN model, and then use neural network for classification. They evaluated the proposed
methods on three different datasets: DR1 and DR2 from [111] and MESSIDOR. DR1 and DR2 consist of
grayscale images. The authors show that the SURF-based method outperforms the CNN-based method,
probably because the CNN architecture is not deep enough.
Pratt et al. [112] used CNN structure for grading fundus images into one of the five stages: no DR,
mild DR, moderate DR, severe DR and proliferated DR. They addressed the issues of overfitting and
skewed datasets, and proposed a technique to solve these issues. For training, they enhanced the volume
of data using a data augmentation technique. The employed CNN model consists of 10 convolutional
layers and three fully connected layers. For training, they used 80,000 images taken from the Kaggle
dataset, and 5,000 images for testing.
Gargeya and Leng [113] used the ResNet CNN model consisting of five residual blocks of four, six,
eight, 10, and six layers, respectively, and a gradient boosting classifier for grading a fundus image as
normal or referable DR. Additionally, they introduced a convolutional visualization layer at the end of
ResNet for visualizing its learning procedure. For training, they used 75,137 images selected from the
EyePACS dataset and evaluated independently on MESSIDOR-2 and e-ophtha datasets.
Deep Learning based Computer-Aided Diagnosis Systems for Diabetic Retinopathy: A Survey 21
Table 7. Representative of works in diabetic retinopathy (DR) detection based on MA and HM
Research
study
Method Training Lesion Type(s) Dataset
Segment/
localize?
Performance
CNN Based Methods
Haloi [104] 9-layer CNN End-to-end MA
MESSIDOR X
SN=97, SP=95
AUC=0.982
ACC=95.4
ROC X AUC=0.98
van Grinsven
et al. [105]
Patches based
selective
sampling
End-to-end HM
Kaggle X SN=84.8, SP=90.4
AUC=0.917
MESSIDOR X SN=93.1, SP=91.5
AUC=0.979
Gondal et al. [27]
o O CNN
model
Transfer
learning
-HM
-Small red dots DIARETDB1
X
SN:
-HM=91
-Small red dots=52
-HM
-Small red dots
7
SN:
-HM=97.2
-Red small dots=50
Quellec et al. [102]
o O CNN
(net B)
Transfer
learning
-HM
-Small red dots DIARETDB1
X
AUC:
-HM=0.614
-Small red dots=0.50
-HM
-Small red dots
7
AUC:
-HM=0.999
-Small red
dots=0.912
-Red small dots
+HM=0.97
Orlando et al. [106]
HEF +
CNN features
and RF
classifier
End-to-end
MA
DIARETDB1
X CPM=0.3301,
SN=48.83
HM X CPM=0.4884,
SN=48.83
MA e-ophtha X CPM=0.3683,
SN=36.80
Red lesion MESSIDOR 7
SN=91.09, SP=50
AUC=0.8932
AE Based Methods
Shan and Li [107]
Patches based
SSAE
Transfer
learning
MA DIARETDB X
SP=91.6
F=91.3
ACC=91.38
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Abra`moff et al. [91] also proposed a method based on supervised end-to-end CNN models, discussed
in the ME section, to grade a fundus image as normal or referable DR; a fundus image is taken to be
referable DR if it is moderate DR, severe non-proliferative DR (NPDR) or proliferative DR (PDR).
Similarly, Ting et al. [95] addressed the problem of detecting referable DR using 76,370 images for
training. This method is discussed in the mecula edema section.
Wang et al. [114] proposed a supervised image-level CNN-based approach that diagnosed DR and
highlighted suspicious patches regions. They used a network called Zoom-in, which mimics the zoomin
procedure of retinal clinical examination. The architecture of the network consisted of three parts: main
network (M-Net), which was pre-trained on ImageNet, a sub-network; attention network (A-Net) to
generate attention maps; and another sub-network, crop-network (C-Net). They used EyePACS and
MESSIDOR to evaluate the system.
The method by Mansour [115] used the AlexNet model in conjunction with a preprocessing, Gaussian
mixture model for background subtraction and connected component analysis to localize blood vessels;
then linear discriminant analysis is used for dimensionality reduction. Finally, SVM is employed for
classification and 10-fold cross validation is used for evaluation. Also, as discussed in the MAs and HMs
section, the method by Orlando et al. [106], jointly detects referable DR and lesions; its performance was
evaluated on MESSIDOR.
Chen et al. [116] built a model called SI2DRNet-v1 to detect referral DR that consisted of 20 layers.
After applying preprocessing in their model, such as a Gaussian filter, they used global average pooling
instead of FC layers and 1×1 filters to reduce parameters and regularize the model; they also scaled the
kernel size after each pooling layer from 3×3 to 5×5. Finally, they extracted 5 probability values from
the Softmax layer to grade DR severity.
Table 8 summarizes the works presented in this section. Apparently, the method by Gulshan et al.
[108] outperforms other methods in terms of sensitivity, specificity and AUC; the performance of this
method is comparable to a panel of seven certified ophthalmologists. However, it is difficult to compare
the performance of the methods because different datasets were used for training and testing. The method
by Gargeya and Leng [113] seems to be robust because it is based on ResNet architecture, which has
been shown to outperform most of the CNN architectures; it was trained and tested on different datasets,
and its cross-dataset performance is quite good. A CNN model is like a black box and does not give any
insight into pathology. This method also incorporates the visualization of pathologic regions, which can
aid real-time clinical validation of automated diagnoses.
Table 8. Representative of works in diabetic retinopathy (DR) for referral
Research Study Method Training Dataset SN% SP% AUC ACC%
Gulshan et al. [108] Inception-v3 CNNTransfer learning
EyePACS-1 90.3 90 0.991 -
MESSIDOR-2 87 98.5 0.990 -
Colas et al. [109] CNN model End-to-end Kaggle 96.2 66.6 0.946 -
Quellec et al. [102]
o O CNN(net B)
Transfer learning
DIARETDB1 - - 0.954 -
Ensemble net A,
net B, AlexNet
Kaggle - - 0.955 -
e-ophtha - - 0.949 -
Costa and Campilho [110]
Sparse
SURF/CNN
End-to-end
MESSIDOR(20% of images ) - - 0.90 -
DR1(20% of images ) - - 0.93 -
DR2(20% of images) - - 0.97 -
Pratt et al. [112] 13-layers CNN End-to-end Kaggle 95 - - 75
Gargeya and Leng [113]
ResNet+Gradient
boosting tree
End-to-end
MESSIDOR-2 - - 0.94 -
e-ophtha - - 0.95 -
Ting et al. [95] CNN End-to-end (71896 images) 90.5 91.6 0.936 -
Abra`moff et al. [91] CNN End-to-end MESSIDOR-2 96.8 87 0.980 -
Wang et al. [114] Zoom-in network Transfer learning
EyePACS - - 0.825 -
MESSIDOR - - 0.957 91.1
Chen et al. [116] SI2DRNet-v1(20
layers)
End-to-end MESSIDOR - - 0.965 91.2
Mansour [115] AlexNet/SVM as
classifier
Transfer learning Kaggle 100 93 - 97.93
Orlando et al. [106]
HEF +
CNN features
and RF
classifier
End-to-end MESSIDOR 97.21 50 0.9347 -
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6 Discussion
The previous section gives a detailed account of techniques related to DR diagnosis based on a deep-
learning approach. The studies listed in this survey use four main deep learning architectures: CNN, AE,
DBN and RNN. Each of these architectures has several variations that have been used in DR diagnosis.
Deep-learning-based techniques have been proposed for retinal vessels segmentation, OD detection and
segmentation, DR lesion detection and classification, and referable DR detection. A review of these meth-
ods indicates that most deep-learning-based techniques for the above problems use CNN architecture,
and that it outperforms other deep architectures. Despite these improvements, there are still challenges
to improve deep learning techniques for more robust and accurate detection, localization and diagnosis
of different DR biomarkers and complications. All reviewed methods were tested and evaluated on public
domain datasets, except two methods [52, 95] that used fundus images collected from medical organiza-
tions and hospitals. For the most part, methods addressing the same problem were evaluated on different
datasets using different metrics, and as such, it is difficult to precisely compare them and grade them
based on their performance. Most of the methods were evaluated using the same dataset for training
and testing, and performance of the same method is different for different datasets; this raises questions
about their robustness and how these methods will perform when deployed in a real clinical setting.
There is a serious difficulty in interpreting and comparing the results of different methods in terms
different performance metrics when different datasets are used for evaluation. For example, method by
Liskowski and Krawiec [69] is tested on STARE consisting of 402 images (38 test negatives and 364 test
positives) and method by Dasgupta and Singh [72] is tested on the DRIVE consisting of 40 images (33
test negatives and 7 test negatives). Both methods are similar in terms of specificity (SP), area under
ROC curve (AUC) and accuracy (ACC) i.e. both have SP = 98%, AUC = 0.97-0.99 and ACC = 95%-
97%., but the method by Liskowski and Krawiec [69] is far better (with SN = 85%) than the method by
Dasgupta and Singh [72] (with SN = 76%) when sensitivity is used for evaluation. It indicates that the
methods must be evaluated on the same datasets to estimate their real performance gains.
Though CNN architecture results in better performance, CNN models involve a huge number of
parameters, and requires a huge volume of annotated datasets; however, the available datasets consist of
a small number of annotated images. As such, when CNN is used to detect and diagnose different DR
complications, there is a high risk of overfitting. One solution to deal this problem is data augmentation,
but the data augmentation techniques that have been used so far do not create real samples. More data
augmentation techniques are needed in order to create new samples from existing ones. Another solution
is to use transfer learning, i.e. first train a CNN model using a dataset from a related domain and then
fine-tune it with the dataset from the domain of the problem. Most of the reviewed methods use CNN
models pre-trained on natural images [70, 87, 89, 93], e.g. the ImageNet dataset for transfer learning;
only a few methods used CNN models pre-trained on fundus images [27, 102]. Another alternative to deal
with the overfitting problem is to introduce CNN models that are expressive but involve fewer learnable
parameters.
6.1 Comparison of Deep-Learning-Based and Hand-Engineered Methods
In this section, we compare traditional methods based on hand-engineered features and deep-learning-
based methods. For comparison, we selected the methods evaluated using the same datasets and perfor-
mance metrics. The selected traditional methods are the state-of-the-art methods reported in references
[5, 117] for vessels segmentation and [6] for OD and [1] for MAs. The deep learning methods that give
the best performance in this review are selected for comparison. Although hand-engineered features have
been dominant for long time, the deep learning approach is a state-of-the-art technique and has shown
impressive performance compared with traditional approaches. Table 9 presents a comparison between
traditional and deep-learning-based methods.
For retinal blood vessel segmentation, the traditional method by Villalobos-Castaldi et al. [118]
seems to give better sensitivity (96.48%) and accuracy (97.59%) than the deep learning method used by
Liskowski and Krawiec [69] (sensitivity: 78.11% and accuracy: 95.35%) on the DRIVE dataset; however,
the latter method gives overall better performance than another traditional method by Condurache and
Mertins [119] on the STARE and CHASE datasets. This indicates that deep learning based methods
outperform traditional methods overall, but in spite of this fact, even deep-learning-based methods are
not robust: their performance is different for different datasets. Figure 3 shows a plot of the performance
of traditional and DL-based methods.
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For OD localization, the deep-learning-based method by Zhang et al. [85], with an accuracy of 99.9%,
outperforms the traditional method used by Aquino et al. [120], with an accuracy of 99% on the MESSI-
DOR dataset. For the DRIVE dataset, the learning-based method by Alghamdi et al. [88] and traditional
method by Zhang et al. [121] achieved the same performance with an accuracy of 100%. However, for
DIARETDB1, the traditional method by Sinha and Babu [122], with an accuracy of 100%, outperforms
the deep-learning accuracy of 98.88% achieved by Alghamdi et al. [88].
For OD segmentation, deep-learning-based methods show significantly higher accuracy than tradi-
tional methods. For example, on the MESSIDOR dataset, the traditional method used by Aquino et al.
[120] showed less accuracy (86%) than that of the deep-learning-based method of Lim et al. [79], achiev-
ing significant higher accuracy (96.4%). Similarly, on the DRIVE dataset, the traditional method used
by Tjandrasa et al. [123] gave lower accuracy (75.56%) than that yielded by Tan et al.s deep-learning-
based method. (92.68%) Tan et al. [73]. Figure 4 summarizes the performance of OD localization and
segmentation in traditional and DL methods.
Exudate detection review by Joshi and Karule [3] that published 2018 reported the maximum EX
detection performance on private datasets. However, we compared the best DL method with the one
that has maximum number of images and higher performance. Massey et al. [124] showed slightly better
accuracy (98.87%) whereas the DL based method by Khojasteh et al. [103] achieved 98.2% but with
higher sensitivity (99%).
For MAs detection, on the MESSIDOR dataset, Halois deep-learning-based method [104] achieved
a higher performance with sensitivity, specificity, AUC and accuracy of 97%, 95%, 0.982 and 95.4%,
respectively, whereas the traditional method by Antal and Hajdu [125] equaled 94%, 90%, 0.942 and
90%, respectively. Figure 5 presents both EX and MA detection the performance in traditional and DL
methods.
Overall, CNN-based methods for retinal vessel segmentation, OD detection and segmentation and
DR lesion detection outperform traditional methods. However, deep-learning methods are not robust,
not interpretable and suffer from overfitting, and further research is needed to overcome these issues.
Fig. 3. The plot for maximum performance of vessel segmentation in traditional and DL-based methods
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Fig. 4. The plot for maximum performance of OD localization and segmentation in traditional and DL-based
methods
Fig. 5. The plot for maximum performance of MA and EX detection in traditional and DL-based methods
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Table 9. Comparison between state-of-the-art traditional methods and best-performance deep-learning methods
Features Approach Study Dataset SN% SP% AUC ACC%
Vessels
Traditional Villalobos-Castaldi et al. [118]
DRIVE
96.48 94.80 - 97.59
Deep learning Liskowski and Krawiec [69] 78.11 98.07 0.9790 95.35
Traditional Condurache and Mertins [119]
STARE
89.02 96.73 0.9791 95.95
Deep learning Liskowski and Krawiec [69] 85.54 98.62 0.9928 97.29
Traditional Condurache and Mertins [119]
CHASE
72.24 97.11 0.9712 94.69
Deep learning Liskowski and Krawiec [69] 81.54 98.66 0.988 96.96
OD
localization
Traditional Aquino et al. [120]
MESSIDOR
- - - 99
Deep learning Zhang et al. [85] - - - 99.9
Traditional Zhang et al. [121]
DRIVE
- - - 100
Deep learning Alghamdi et al. [88] - - - 100
Traditional Sinha and Babu [122]
DIARETDB1
- - - 100
Deep learning Alghamdi et al. [88] - - - 98.88
OD segm
entation
Traditional Aquino et al. [120]
MESSIDOR
- - - 86
Deep learning Lim et al. [79] - - - 96.4
Traditional Tjandrasa et al. [123]
DRIVE
- - - 75.56
Deep learning Tan et al. [73] 87.90 99.27 - 92.68
EX
Traditional Massey et al. [124] 50 images 96.9 98.9 - 98.87
Deep learning Khojasteh et al. [103] DIARETDB1 99 96 - 98.2
MA
Traditional Antal and Hajdu [125]
MESSIODR ,R0vsR1
94 90 0.942 90
Deep learning Haloi [104] 97 95 0.982 95.4
7 Gaps and Future Directions
This review of methods related to DR diagnosis reveals that deep learning helped to design better
methods for DR diagnosis and moved state-of-the-art techniques forward, but it is still an open problem,
and more research is needed. There are not many methods based on deep learning, and advanced deep-
learning techniques must be developed in order to solve this problem. Deep-learning-based models are
mostly black boxes and do not provide interpretations of diagnostic value that could help validate their
usefulness in a real clinical setting. Most of the methods in this review do not provide any interpretation
of their outcomes.
One of the most challenging problems in designing robust deep-learning methods, especially based
on CNN models with deeper architectures, is the acquisition of huge volumes of labeled fundus images
with pixel- and image-level annotations. The main issue is not the availability of huge datasets, but
the annotation of these images, which is expensive and requires the services of expert ophthalmologists.
The solution is to design learning algorithms that can learn a deep model from limited data; this is an
important area of research not only for DR diagnosis, but also in medical image analysis; one possible
direction to explore Generative Adversarial Networks (GANs) [126]. Another alternative is to introduce
augmentation techniques, as the data augmentation techniques used thus far do not create real samples.
Therefore, new data augmentation techniques must be developed that create new samples from existing
samples that represent real samples. Another alternative to deal with the problem is to introduce CNN
models that are expressive but involve fewer learnable parameters.
Moreover, class imbalance is another challenge in datasets; in medical imaging, in general, and fundus
images, in particular, the number of DR cases is much less than in normal cases. Furthermore, the
quantities of images with different DR complications and DR lesions are different, and this difference
in some cases is significant and adds bias for specific classes during the training of deep models. Large-
scale retinal screening processes around the world lead to huge datasets of fundus images; however,
most of the images are normal and do not contain any suspicious symptoms or lesions. Developing
deep-learning strategies in dealing with this class imbalance is another essential area of research. Data
augmentation has been used in some studies such as [105, 112, 127, 128] to tackle the class imbalance
problem, but these data augmentation techniques mostly use geometric transformations and only create
rotated and scaled samples, and do not introduce samples with lesions having morphological variations.
More sophisticated data augmentation techniques that create heterogeneous samples while preserving
prognostic characteristics of fundus images must be introduced, and one possible direction is to explore
Generative Adversarial Networks (GANs) [129].
A principal issue in fundoscopy is the lack of uniformity among fundus images, i.e. the images being
captured under different conditions. Fundus images usually suffer from the problem of illumination
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variation due to non-uniform diffusion of light in the retina; the shape of a retina is close to a sphere,
which prevents the retinas light incident from being reflected uniformly. Another common problem with
respect to illumination is related to the angle at which light is incident on the retina; the angle at which
the image is taken is not always the same. This can be confirmed by observing that the optic nerve does
not maintain a specific position in the entire database. Another problem related to capturing the fundus
image is that in some cases, the image is out of focus. In addition, fundus images are not always captured
with the same resolution and camera. There is also the problem of pigmentation reflected by the iris.
One way to deal with these problems is to add a preprocessing stage in deep-learning methods.
Alternatively, a robust approach is to design deep models such as Generative Adversarial Networks
(GANs) [130] so that they automatically detect and correct these image artifacts. The bottleneck herein
is to develop a huge annotated dataset that captures all different types of image artifacts. Alternatively,
sophisticated data augmentation techniques must be introduced, augmenting an existing dataset with
images having different artifacts.
The methods developed so far are based on the assumption that the input image is a retinal im-
age. However, the input image might not be a true retinal image or tempered retinal image; with the
development of user-friendly image editing software it is easy to tamper an image. As such first of all
an intelligent computer aided method must first of all identify whether the input image is a real and
authentic retinal image.
Ophthalmologists usually prefer to use pupil dilating drops (mydriasis) for better view of the retina
and more field to evaluate if there is peripheral DR. Using fundus photography can be with mydriasis
or without depending on the field of camera lens used. Optos camera can capture up to 200◦ of the
retina in one shot and without mydriasis, while other cameras like Topcon and Nikon (which is used
usually to screen DR as it has better image quality and color) can capture 30-50◦ which is a limitation
of the system if we capture one image. Lawrence [131] conducted a study to compare mydriasis and
non-mydriasis with single or multiple shots to clarify how sensitive is mydriasis in DR screening. He
showed that mydriasis with multiple shots is more sensitive and specific compared to in non-mydriasis
group with single shot. For that reason, the datasets must be developed with mydriasis and multiple
shots to avoid the ungradable image. The rate of ungradable images in the general ranges from 7-17%
[132, 133, 134, 135, 136].
For translational effect, AI and DL techniques should be developed in consultation with practicing
ophthalmologists and must be validated in real-world DR screening programs where fundus images have
different qualities (e.g. cataract, poor pupil dilation, poor contrast/focus), in patient samples of different
ethnicity (i.e. different fundi pigmentation) and systemic control (poor and good control) [137].
The benchmark datasets have been used for the evaluation of different methods reviewed here. How-
ever, there is a variability in the grading by the human graders and different screening programs differ in
local protocols. The benchmark datasets used in the reviewed methods does not follow a standard and
as such the methods developed and tested using these datasets might not work in the clinical settings.
As the performance of an intelligent computer aided method depends on the dataset that is used to train
it, it necessitates the need of the development of new datasets keeping in view the procedures which are
adopted in DR screening programs. Because of the possibility of the variability in grading by human
graders while using different classification systems, it is advocated to standardize the use of one classifi-
cation system for the development of the datasets and to use images that are graded and agreed on by
at least 3 different graders. Further, the datasets must be statistically analyzed to determine the accu-
racy of grading [138]. In addition, there is a classification introduced by the early treatment of diabetic
retinopathy study (ETDRS) [22] for diabetic maculopathy. It must be taken into account for developing
dataset for diabetic maculopathy.
Screening different races is a limitation of DR screening systems. Ting et al. [95] addressed this
issue. However, it is not enough, further research is needed on this issue. From our personal experience,
we observed that some DL algorithms developed on western populations were not able to detect some
significant lesions in Saudi population. We noticed that as middle eastern or darkly skinned people may
have more melanocytes in their retinal pigmented epithelium (RPE), which forms the most outer layer
of the retina. Darker retina obscures some vascular changes as compared to the light colored retina. This
limitation was noticed when we started using DL system which was developed using a dataset from light
colored retinas. An important challenge to adoption of an algorithm is that it must be validated on larger
patient cohorts under different settings and conditions. The performance of a screening software varies
with the prevalence of the condition being screened. The prevalence of DR varies and is low in some
communities and ethnic groups and higher in others (e.g. Hispanics, African Americans). It is important
to understand the performance characteristics in these populations.
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Due to the reasons explained above, different datasets of fundus images created for benchmarking DR
diagnosis methods are heterogeneous, and a deep-learning-based method gives good performance when
trained and tested using the same dataset. For robustness, it is necessary that a deep-learning-based
method gives satisfactory performance across different datasets. There are very few methods that have
been tested across datasets. As real clinical settings can be forced to match the conditions under which
a particular dataset was captured for developing a DR diagnosis method, robust deep-learning methods
must be developed to give satisfactory performance in cross-database evaluation, i.e. trained with one
dataset and tested with another.
8 Conclusion
Diabetic retinopathy is a complication of diabetes that damages the retina, causing vision problems.
Diabetes harms the retinal blood vessels and leads to dangerous consequences, such as blindness. DR is
preventable, and to avoid vision loss, early detection is important. Conventional methods for detecting DR
biomarkers and lesions are based on hand-engineered features. The advent of deep learning has opened
the way to design and develop more robust and accurate methods for detecting and diagnosing different
DR complications, and deep learning has been employed to develop many methods for retinal blood vessel
segmentation, OD detection and segmentation, detection and classification of different DR lesions, and
the detection of referable DR. First, we have given an overview of different DR biomarkers and lesions,
different tasks related to DR diagnosis, and the general framework of these tasks. Then we have given
an overview of datasets that have been developed for research on DR diagnosis and performance metrics
commonly used for evaluation. After that, we give an overview of deep-learning architectures that have
been employed for designing DR diagnosis methods. After providing the necessary background, we then
reviewed deep-learning-based methods that have been proposed for retinal blood vessels segmentation,
OD detection and segmentation, detection of various DR lesions such as EXs, MAs, HMs and referable
DR, highlighted their pro and cones and discussed their overall performance and compared them with
state-of-the-art traditional methods based on hand–engineered features. In general, the deep-learning
approach outperforms the traditional approach based on hand-engineered feature extraction techniques.
At the end, we highlighted the gaps and weakness of the existing deep-learning-based DR diagnosis
methods and presented potential future directions for research. This review gives a comprehensive view
of state-of-the-art deep-learning-based methods related to DR diagnosis and will help researchers to
conduct further research on this problem.
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