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T h e  o b jec tiv e  o f th is  th esis  is to  do a u to m a tic  concep t based  d o cu m en t classifica­
tio n . C lassifica tion  o r c lu s te rin g  is th e  process of g roup ing  s im ila r o b je c ts  to g e th e r 
so th a t  th ey  can  b e  effectively  re tr iev ed  w hen queried  upon . A n ex p e rim e n ta l sy stem  
th a t  does th is  co n cep t b ased  d o cu m en t c lassification  is b u ilt by a  series of s tep s  such 
as - ind ex in g  th e  d o cu m en ts , assigning  w eights to  th e  keyw ords, g en e ra tin g  th e  d o cu ­
m e n t vec to rs , b u ild in g  co n cep t lists , g en e ra tin g  co n cep t vec to rs, find ing  th e  s im ila rity  
b e tw een  th e  co n cep t a n d  d o cu m en t vec to rs and  classify ing th e  d o cu m en ts  u n d e r con­
ce p ts  d ep en d in g  on th e  s im ila r ity  value. T h e  p erfo rm an ce  of th is  e x p e rim e n ta l sy stem  
is ev a lu a ted  ag a in s t a  m an u a l system  by m easu rin g  p recision  an d  recall.
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C h a p ter  1
Introduction
1.1 Text Retrieval Systems
A Text Retrieval system is an inform ation system which is designed to  store inform ation in 
an organized way such th a t only relevant portion of it is retrieved upon a user’s request. 
The inform ation here, in this case, is the natu ra l language tex t existing in books, journals 
or technical reports. If the  inform ation is stored in a docum ent, th en  _tJis_t£xt retrieval 
system  would deal with the  content representation and storage stru c tu re  of th a t docum ent. 
In an operational environm ent, the tex t retrieval system  will take the na tu ra l language tex t 
as input and produces a  collection of references as o u tp u t in response to  a  user query.
D atabase m anagem ent system s and tex t retrieval system s although share certain com­
m on features, yet they differ in how inform ation is stored. In a  database m anagem ent 
system , a set of homogeneous records constitu te a  file and these records are in tu rn  charac­
terized by a set of a ttribu tes. T he retrieval of any particular record is very easy as the query 
consists of a  subset of the a ttrib u tes  describing th a t record. For a tex t retrieval system ,
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th a t  handles bibliographic records and tex tua l d a ta , more em phasis should be given to  the 
descriptors which identify the actual tex t content. This emphasis is required because most 
of the  retrieval operations depend on the content representation of the  stored docum ent.
The descriptors which identify the tex t content are known as keywords or index terms. A  
docum ent can be represented as a  collection of these keywords. And a particu lar docum ent 
can be retrieved based on the sim ilarity between the sets of keywords identifying the  query 
and docum ent ra th e r th an  depending on an exact m atch between the query and docum ent 
term s.
There are th ree basic models of tex t retrieval systems. They are:
• Inverted file model
• Vector space model and
• P robabilistic retrieval model
In the  following sections a  detail description of the above models is presented.
1.1 .1  In verted  F ile  M odel
A set of keywords, known as term  vector, represent a  stored docum ent. These keywords 
may be assigned weights depending on how im portan t they are in identifying th a t docu­
m ent. Similarly a  query can also be thought of as a set of weighted keywords.
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There are two im p o rtan t aspects of any retrieval strategy. T he first being the  ability 
to  give very quick access to  the stored docum ents. And the  second being the  capability to  
handle very large num ber of keywords in a  given situation.
A search strategy  th a t  does linear search of docum ents cannot be used if a  quick access 
is needed. In such a  case, it becomes m andatory  to  m aintain  a  dense index for each term . 
In o ther words, building a  separate index for each term , containing inform ation abou t the 
docum ent identifiers, enables fast access to  the stored docum ents. The collection of all these 
indexes for all the term s th a t  represent the docum ent content is known as inverted index or 
inverted file.
An inverted file mechanism can be thought of as a  three step process. In the first 
step , the  whole docum ent collection is represented as a  two dimensional array. T he rows 
of this array represent docum ents and columns represent the keywords attached  to  these 
docum ents. In the second step, the rows and columns of the docum ent-term  array  are in­
terchanged. T h a t is, each row of the inverted docum ent-term  array  now represents all the 
docum ents in a  collection identified by a particu lar term . In the  th ird  step, a  few boolean 
operations are done on the rows of the inverted docum ent-term  array so th a t  only relevant 
docum ents are retrieved th a t satisfy a  user’s query.
A detailed illustration of the above process is given in tables 1.1  and 1 .2 . Consider a  col­
lection of three docum ents, D O C \ ,  D O C 2 , D O C 3 , where each docum ent is represented by 
a set of four keywords, T e r m .\ , T e/’m 2, Term^,  T e r m .\, as shown in Table 1.1. T he presence
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T erm l Term2 Term3 Term4
Document 1 0 1 0 1
Document2 1 0 1 0
Document3 0 1 1 1
Table 1.1: Docum ent-term  array
D ocum ent 1 Document2 Docum ent3
T erm l 0 1 0
Term2 1 0 1
Term3 0 1 1
Term4 1 0 1
Table 1.2: Inverted File
or absence of a  keyword in a particu lar docum ent is indicated by a  1 or 0 respectively. The 
first row in Table 1.1, which is the term  vector (0, 1, 0, 1), identifies D O C \ .  It is evident 
from this term  vector th a t only two term s, Terrri2 and T e r m 4 , are assigned to  D O C \  and 
no t the  o ther two term s. After inverting the  docum ent-term  array  of Table 1 .1 , we get the 
inverted file as shown in Table 1.2, where each row corresponds to  the  set of all docum ents 
identified by th a t  term . T h a t is, the vector represented by (0, 1, 0) in the first row of 
Table 1.2 corresponds to  the list of docum ents identified by T e r m \ .  In th is case, it can be 
observed th a t T e r m \  is present in D O C 2  only and not in D O C \  or D O C 3 . T he process of 
inverting the  docum ent-term  array  to  an inverted file is exactly the  same as transposing a 
m atrix .
One main advantage of using an inverted file is th a t the retrieved docum ents in response 
to  a  query need not be analyzed for their relevance because it is known before hand th a t 
the query term  is used.to  index these particular docum ents.
T here are various ways of forming query statem ents for docum ent-retrieval. One such
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m ethod which is used in inverted file operation is the  use of boolean expressions. A detailed 
description of this m ethod is given below.
Q u e ry  s ta te m e n ts  u s in g  B o o le a n  E x p re s s io n s
In an inform ation retrieval environm ent a user m ay wish to  retrieve only those docum ents 
th a t  are related  to  his topic of in terest. T h a t is, he needs a  more precise collection of 
docum ents in response to  his query. Consider, for example, a  user wants to  find all the 
docum ents containing the  term s ‘Science’ and ‘Engineering’. In order to  accomplish this it 
becomes m ore appropriate  to  search for these term s in the  inverted index instead of search­
ing for them  in the  docum ents themselves. This can be done w ith the im plem entation of 
Boolean Logic to  form the search requests using the boolean operators AND, OR and NOT.
• If the  user subm its his query to  find all the docum ents represented by “Science AND 
Engineering” , then  the retrieval system  would first com pute two sets of indexes from the 
inverted index corresponding to each term . These sets will contain the  list of docum ents 
identified by these term s. The in te r s e c t io n  of these two sets will give the  list of docum ents 
th a t  contain bo th  ‘Science’ and ‘Engineering’ term s.
• If the user subm its his query as “Science OR Engineering” , then it implies th a t  he 
is interested in all the docum ents which are identified by ‘Science’ or ‘Engineering’ or by 
both  term s. Proceeding in the same way as for the AND operator, two sets of indexes are 
constructed from the  inverted index corresponding to  each term . B ut here the u n io n  of 
the two sets gives the list of docum ents th a t  satisfy the above query.
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• If the  user subm its his query as “Science N O T Engineering” , then  it implies th a t  he 
needs only references to  those docum ents th a t  are identified by ‘Science’ and not by ‘E n­
gineering’. T hen, in such a case, the  retrieval system  would find the  two sets of indexes 
from  the inverted index for each term  and the d if fe re n c e  of these two sets would yield the 
answer to  the user’s query.
M any of the commercially available text-retrieval system s are based on this inverted file 
mechanism. A few of them  are:
1. T he DIALOG System developed by Lockheed Inform ation Systems.
2. T he STAIRS System  developed by IBM C orporation.
3. T he Bibliographic Retrieval Services (BRS) System  which has its origins in the  biom ed­
ical communication network of the  S ta te  University of New York.
4. T he MEDLARS System developed by N ational L ibrary of Medicine.
5. T he LEXIS System developed by Mead D a ta  C entral.
1.1 .2  V ector Space M od el
Vector space model is the simplest and m ost efficient of all the  inform ation retrieval models. 
T he reason for it being the simplest is the fact th a t  all the  term s, docum ents and queries 
are represented as vectors in a  vector space. And also, since the  basic vector operations can 
be perform ed on them , the model tends to  be more effective and efficient in storing and 
retrieving inform ation.
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In a  vector space, if each term  is represented as a  vector of un it length and considering 
a  docum ent to  be a  collection of term s, then each docum ent can be represented as a linear 
com bination of these term  vectors. Say, for example, a  docum ent and a query can be 
represented as
DoC\ — (h i  b :  ^3, • ■ •, T̂i) Ojftd
query\  = {qx, q2, q3, ■ ■ •, <?n)
where each <t- represent term  identifying the docum ent and each <u represent the term  iden­
tifying the query. These term s can have either binary values or weighted values. T h a t 
is, in a binary form, a term  can be assigned a  value of 1 if it is present in the  docum ent 
and a  value of 0 is assigned if it is absent. And similarly a  term  can be assigned a  weight 
depending on how im p o rtan t the  term  is in identifying th e  docum ent content. Given the 
vector representation for the docum ents and queries, sim ilarity can be m easured between 
these two vectors and relevant docum ents can be retrieved based on their sim ilarity value.
There are various ways of com puting sim ilarity values. O ut of these m easures, the  one 
m ost commonly used is the cosine coefficient. T he cosine coefficient, which is given below, 
is m easured as a  function inversely related to  the angle between two vectors.
V '71 (I-
C os inc (D oc j ,nuery<) =  —, 1
T he cosine sim ilarity coefficient can be used to  m easure the angle between tw o docu­
ment vectors or between docum ent and query vectors. In particular, if two docum ents are
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represented as
Doc\ = (0 .3 ,0 ,0 .1 )
Doc  2 =  (0 .4 ,0 .8 ,0 )
and a  query is represented as
queryi  =  (0 .3 ,0 .5 ,0 )
then  using the  cosine coefficient, the  sim ilarity between the query and the docum ents is 
found as
s im(Doc i  ave rui ) = (Q-3) (o-3)+(o) (o.5)+(o.i) (o) s im ( j jo c i ,  queryi)  — . ( q . ^ + b 7 s * j
s im (D oc i ,  queryi )  =  0.488
"iTnf P e r i  aucrvi ) — _(°^l:(0-3)+(0-8)-(̂ ).tiPHlll-  s im (V oc2, queryi ) -  ^ {OA2+0 82+o2Ho;32+^ 2^ j
s im (Doc i ,  queryi )  = 0.997
Pictorially Doc\,  D 0 C2 and queryi  can l>e viewed as shown in Figure 1. T he dimension of 
vector space depends on the num ber of term s present in a  vector. For the sake of simplicity 
only three te rm s(T e7-m i ,T e rm 2 ,T e rm 3) are considered. Since sim ilarity value is judged by 
the  angle between two vectors, the  two vectors represented by Doc2 and queryi  are nearer 
to  each other. T h a t is, Doc2 and queryi  are more similar to  each o ther having a value
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of 0.997 than  Doci  and queryi  which have a  sim ilarity value of 0.488. In fact, the  more 
sim ilar two vectors are the sm aller is the angle between them . Following this fact it can 
be sta ted  th a t if a  docum ent vector and a query vector are similar to  each o ther, then the 
angle between them  would be equal to  zero and their corresponding vectors in the vector 
space would be superim posed on each other.
Term 2
Doc 2= (0.4. 0.8,0)
query  ̂= (0.3,0.5, 0)
Term
p Doc (0.3, 0,0.1)
Term ̂
Figure 1.1: Vector representation of a  docum ent space
T here are m any m easures of sim ilarity which can be used to  com pute the  closeness be­
tween any two vectors. Considering X  and Y  to  be two vectors and the counting m easure 
l-Vl gives the length of the vector, the different sim ilarity coefficients are sum m arized in 
Table 1.3.
T he inner p roduct sim ilarity coefficient is the simplest of all. It m easures the num ber 
of common term s between two vectors in a  binary form and it measures the product of the 
weights when the term s are assigned weights. T he inner product does not take into account
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sim ilarity(X ,Y) for binary vectors for weighted vectors
Inner product | X n Y  | E i= i  x i ' Vi
Dice coefficient 1 l*ny| x>yi“ 1*1+1 Y\ E L i ^ + E L i  « 2
Cosine coefficient )XnY\ E L ,  x iVi
x / E L i ^ - E L ,  »>-2
Jaccard  coefficient |*n+ | E L ,  x™|*l+ly |-|A 'ny| E L ,  x-2+ E L ,  ^ 2-E ,= ,  x‘y<
Table 1.3: M easures of vector sim ilarity
th e  length of the vector whereas others such as Dice, Cosine and Jaccard  do account for 
the  length of the vector. The process of normalizing the  vector, dividing the vector by its 
length, is im portan t because all the  docum ents are not of equal length. By normalizing the 
vectors, the  sim ilarity between varying lengths of tex t can be properly judged.
One of the m ost im p o rtan t aspect of inform ation retrieval is the representation of the 
docum ent. T h a t is, how to  represent the  docum ent so th a t it can be efficiently stored and 
effectively retrieved when queried upon. T he process of identifying term s th a t  represent 
docum ent content is known as index ing .  Indexing can be done both  m anually and au to ­
matically. W hen trained subject experts pick up the term s th a t  represent the docum ent, it 
is known as m anual indexing. W hen this process is carried ou t w ith the  help of a  com puter 
program , it is known as au tom atic  indexing.
Indexing aids in studying the  characteristics of a term . T h a t is, we can know how 
frequently it occurs and where it occurs in the natu ra l tex t. Based on the frequency of
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occurrence, words can be categorized into high frequency, medium frequency and low fre­
quency words. It has been studied by Luhn [6] th a t  the medium frequency words are the 
best descriptors to  represent the docum ent content and have the capability to  distinguish 
relevant from nonrelevant inform ation. This capability of distinguishing relevant from non- 
relevant inform ation is known as “resolving power” of words. High frequency words cannot 
be used as the  docum ent descriptors because they appear in alm ost every docum ent of the 
collection and do not have the capability to  distinguish docum ents from each o ther. And 
even low frequency words cannot be used for content identification because they  rarely ap­
pear in docum ents and hence cannot distinguish docum ents from each o ther.
The frequency of occurrence of words has an im portan t role in assigning weights in a 
term  weighting system . There are various ways of assigning weights to  term s depending 
on how im portan t they are in identifying the  docum ent content. W ords can be assigned a 
weight values ranging from 0 to  1. A weight value nearing 0 can be assigned to  term s of 
low significance and a  weight value nearing 1 can be assigned to  higher significant term s. 
A few of the  term  weighting strategies are discussed below:
(1) W eighting based on term frequency alone:
A frequently occurring term  has definitely som ething to  do with the docum ent content. 
In such a case, th e  weight of such a term  may be equal to  the num ber of tim es it appears 
in a  docum ent. T h a t is,
w t i j  =  f r e q i j
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where wtij represents the weight of the  term  j  in docum ent i and f req i j  represents the 
frequency of th e  term  j in docum ent i.
(2) W eighting based on collection frequency:
T he term  frequency weighting system  considers the frequency of a  term  in one particular 
docum ent and does not consider for the  frequency in all o ther docum ents of the collection. 
According to  theoretical studies, it has been found th a t the weight or im portance of term  
is inversely proportional to  the  docum ent frequency, i.e, the num ber of docum ents in which 
term  j appears. This gives rise to  a factor called inverse docum ent frequency (idf). Con­
sider a  collection of N docum ents, the term  frequency (f r e q i j ) and a  docum ent frequency 
(d o c freq j), a  possible m easure for the inverse document frequency is given by
idf  = lo6 + 1
id f = log(lV) — log {docfreqj + 1)
A typical weighting function which is based on term  frequency and the inverse docum ent 
frequency is given by
wtij =  freq ij  ■ id f
wtij = freq i j  • [log (TV) -  log (docfreqj)  -f- 1]
13
I t can be observed from the above weight functions th a t the weight of term  j increases 
when freq ij  increases and the weight decreases when the  docfreq j  increases. This weighting 
stra tegy  is best suited for term s appearing in only a  few docum ents of the  collection and it 
assigns a  high degree of im portance for such term s [5].
(3) W eighting based on term  discrimination value:
According to  the  term  discrim ination theory [9], the  discrim ination value(dv) of a term  
is m easured as a  degree to  which the assignm ent of this term  to  a  particu lar docum ent will 
decrease the docum ent space density. Document space density is defined as the  average 
distance between the docum ents in a collection. And it is com puted as the  average pairwise 
sim ilarity between all pairs of docum ents.
T he discrim ination value of a particular term  j, denoted by d v j , can be com puted as the 
difference of space densities before and after assignm ent of the term  j. T h a t is, if the  space 
density w ith term  j is represented by sd  and the space density w ithout term  j is represented 
by sdj  then the discrim ination value of term  j is given by
dvj = sd — sdj
T he discrim ination value dvj obtained for the term  j m ay be positive, negative, or has 
a  value nearing zero. If th e  discrim ination value is positive, then  such a  term  is known as 
good discrim inator and the  assignment of such a term  will definitely decrease the docum ent 
space density. If the discrim ination value is negative, then such a term  is called a bad dis­
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crim inator and the  assignment of such a term  will leave the docum ent space more com pact. 
T he term s which have a  discrim ination value nearing zero do not have any effect on the 
docum ent space density even if they are present or absent.
A typical term  weighting strategy  using the  term  discrim ination value and the  term  
frequency in a particu lar docum ent is given by
wt{j =  f req ij  • dvj (dvj > 0 )
where wtij represents the weight of a  particu lar term  j  in a  docum ent i, fr eq i j  represents 
the frequency of the term  j in docum ent i and dvj represents the  discrim ination value of 
term  j .  Using this weighting system which incorporates the term  discrim ination value, high 
weight values are assigned to  those term s which help in decreasing the  docum ent similarities 
and thereby decreasing the docum ent space density.
1 .1 .3  P rob ab ilistic  R etrieva l M od el
A probabilistic retrieval model is based on the  probability theory and the  retrieval pro­
cess in such a  model includes the dependencies and relationships between term s which are 
not considered in o ther models. Consider the binary representation for a docum ent vector 
D  =  . - , t n ), where t,- is equal to  zero or one depending on w hether th e  term  is
absent or present. It is necessary for a retrieval system  to  classify the  docum ent to  be either 
relevant or nonrelevant for a particular query. This can be done by retrieving the  docum ents 
in response to  a  query if the probability of relevance is sufficiently larger[2], Probabilistic 
models are built not only for binary term s but also for weighted terms[3].
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In a  probabilistic model there are two m ajor param eters, P rob(relevant) and 
P rob(nonrelevant). P rob( relevant) refers to  the probability of relevance and 
Prob(nonrelevant) refers to  the  probability of nonrelevance of a  docum ent. Considering 
relevance to  be a  binary function, we can say th a t Prob(nonrelevant) =  1 - Prob(relevant). 
Assuming cj to  be the loss associated with retrieving a  nonrelevant docum ent and c2 to  be 
the  loss associated with not retrieving a  relevant docum ent, a  loss m inim ization function
can be com puted. If the loss associated w ith the retrieval of a nonrelevant docum ent is
given by ci • [1 — Prob(relevant)\  and the  loss associated with the rejection of a  nonrelevant 
docum ent is given by c2 • Prob(relevani)  then  the loss m inim ization function is given by
c2 • Prob(re levant)  > Ci • [1 — Prob(re levan t)]
Similarly, a retrieval function M  is given by
_  Prob(relevant)  cx
1 — Prob(relevant)  c2
A docum ent is retrieved whenever its retrieval function value, M , is positive. In fact, 
calculating these probabilities directly is very difficult. B ut using Bayes’ theorem  and 
assum ing th e  cost param eters, cj and c2, to  be equal, a  new retrieval function is given by
P rob(D \re levan t) P rob(re levan t)
Prob{D\nonTelevani) Prob(nonre levant)
In the  above function, the param eters P rob (relevant) and Prob  (nonrelevant) are the a 
priori probabilities. There are different models because of different expressions for
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Prob(D \re levant)  and Prob(D \nonre levant) .  In a  term  independence model it is assum ed 
th a t  the  keywords occur independently in the relevant and nonrelevant docum ents. Then
Prob(D \re levan t ) =  P rob(t\ \re levan t)P rob(t 2 \re levan t) . . .  Prob(tn \relevant)
Similarly P rob(D \nonre levant)  can be defined. Let a; =  Prob(ti \re levant) and 
b{ = ( t i \nonre levan t). The term s a,- and &,• represent the probabilities th a t  a  term  is 
found in a  relevant and nonrelevant docum ent respectively. Then
Prob(D \re levant)  =  n"=1a | ' ( l  —
P rob(D \nonre levant)  = IIJL1t*, ( l  — and
M ( D )  =  £ ? „  i, log +  £ ? = . log £ j j .
Probabilistic models are known for their usefulness in judging the  theoretical concepts. 
B ut for practical retrieval, there is no im provem ent in efficiency over o ther models because 
of the estim ation of the  param eters for relevance.
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C h a p ter  2
A  R eview  o f C lustering  
Techniques
2.1 Autom atic Docum ent Classification
Classification or clustering can be defined as grouping of similar objects together so th a t 
they  can be effectively stored and efficiently retrieved. The objects here refer to  either the 
keywords identifying the docum ent content or the docum ents themselves. W hen keywords 
are involved it is known as term  clustering and much work has been done in this area by S. 
Jones [4]. On the o ther hand, when docum ents are involved then it is known as docum ent 
clustering. Docum ent classification can be based on an hypothesis called cluster hypothesis 
s ta ted  by Van Rijsbergen [11]. According to  his hypothesis, closely associated docum ents 
tend  to  be relevant to  the same recpiest. Storing of docum ents in to  related classes will make 
the  retrieval process very fast and also, since these classes contain only relevant docum ents 
for a  particu lar query, it is very effective. Fast access and effectiveness are the two key
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factors in an inform ation retrieval model.
T here are two m ethods of grouping docum ents. They are nonhierarchic and hierarchic 
m ethods. In a  nonhierarchic clustering m ethod, a  set of docum ents is divided in to  subsets 
w ith similar docum ents in a  cluster separated  form nonsim ilar docum ents in o ther clusters. 
The clusters generated in this m anner do not exhibit any hierarchic relationship between 
each o ther. In a hierarchic clustering m ethod, the classification process results in a  tree 
like structu re . T he leaves of this tree represent the  individual docum ents and each node 
represent th e  cluster generated while the classification operation is in progress. T he root of 
this tree represents the single cluster containing all the docum ents of the  collection.
Hierarchical clustering is in tu rn  divided into two main strategies. One is known as 
agglomerative clustering and the o ther is divisive clustering. The agglom erative clustering 
m ethod can be thought of as a  process which builds a  tree upwards s ta rting  from  the  leaves 
and ending in the  root. T h a t is, if there is a  collection of n docum ents then  there are (n-1) 
fusions to  result in a tree like classification. In con trast to  this, a  divisive clustering m ethod 
s ta rts  with all docum ents in a  collection as a single cluster and then splits it in to  smaller 
and smaller clusters.
Few examples of an agglomerative hierarchical clustering are single-link clustering and 
complete-link clustering. All the agglom erative hierarchical clustering m ethods can be de­
scribed by one single algorithm  which is given below:
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A lgorithm  CLUSTER: 
begin
FO R  index l =  1 to  (n-1) DO 
FO R  index2 =  indexl to  n DO
com pute sim-coeff[indexl, index2 ];
R E PE A T
find the  m ost similar rem aining pair of clusters; 
form a  new cluster by grouping this pair, M and N; 
recom pute the sim ilarity values between MN and each of the  rem aining 
clusters and update  sim-coeff 
UNTIL there is only a  single cluster of n items.
end
In th e  following subsections the single-link clustering and the complete-link clustering 
m ethods are discussed in detail. Two o ther hierarchic m ethods, one based on centroid 
m ethod and the o ther based on graph theoretical approach, are also discussed.
2 .1 .1  S in g le-lin k  C lustering
Single-link clustering is also known as nearest neighbor m ethod. In this m ethod clusters are 
generated  on the  basis th a t the sim ilarity between two clusters is considered as the similarity 
between th e  most similar  docum ent pair, one of which is in each cluster. Classifying docu­
m ents using this m ethod satisfy a  property  th a t each docum ent in a  cluster is more similar 
to  a tleast one docum ent of th a t cluster than  it is to  any other docum ent in any o ther cluster.
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d l d2 d3 d4 d5
d l 0 .2 0 .8 0.5 0.3
d2 0 .2 • 0.7 0.4 0 .2
d3 0 .8 0.7 0.3 0 .1
d4 0.5 0.4 0.3 • 0 .1
d5 0.3 0 .2 0 .1 0 .1 •
Table 2.1: sim ilarity m atrix
d ld 3 d2 d4 d5
d ld 3 0.7 0.5 0.3
d2 0.7 0.4 0 .2
d4 0.5 0.4 0 .1
d5 0.3 0 .2 0 .1
Table 2.2: sim ilarity m atrix  after d l-d 3  are clustered
T he single-link clustering m ethod can be best described by the  following example. Con­
sider a  collection of five docum ents (d l ,  d2, d3, d4, d5) to  be clustered. Assuming a  
docum ent to  be a  set of key words, pairwise sim ilarity between docum ents can be found 
using one of the sim ilarity m easures. After com puting these values a docum ent-docum ent 
sim ilarity m atrix  can be constructed  as shown in Table 2.1.
A t stage one of this classification process, two docum ents, d l  and d3, which have the 
highest sim ilarity value (0.8) are grouped into one cluster. T hen the sim ilarity m atrix  is 
reconstructed  by replacing the  rows and columns of d l  and d3 w ith {dld3}. The sim ilarity 
values of this new cluster {dld3} w ith all the o ther docum ents (d2, d4 and d5) is calculated
dld2d3 d4 d5
dld2d3 0.5 0.3
d4 0.5 0 .1
d5 0.3 0 .1 •





Table 2.4: similarity m atrix  after dld2c!3-d4 are clustered 
as the m axim um  sim ilarity between them . T h a t is, the  sim ilarity values are given by:
m a x { (d ld 3 ,  d2 )} =  m a x { d ld 2 ,  d2d3} =  m ax{0 .2 , 0.7} = 0 . 7  
m a x { (d ld 3 ,  d4 )} =  m ax { d ld 4 ,d 3 d 4 }  = m a x{0 .5 ,  0.3} = 0.5 
m a x { (d ld 3 ,  d5 )} =  m ax { d ld 5 ,  d3d5] = m a x{0 .3 ,  0 .1} =  0.3
This gives rise to  a  new sim ilarity m atrix  which is shown in Table 2.2. At stage two, 
the  cluster {dld3} is grouped with the docum ent d2 since it has the m axim um  sim ilarity 
value(0.7) in th e  newly constructed sim ilarity m atrix(T able 2.2). T he new cluster generated 
a t stage two is {dld2d3}. Again the sim ilarity m atrix  is rebuilt by calculating th e  similarities 
between this new cluster and the o ther docum ents (d4 and d5). T he new sim ilarities are 
calculated as:
m ax { (d ld 2 d 3 ,  d4)} = m a x { (d ld 3 ,  d4), (d2 , d4)} = m a x { 0 .5 ,0 .4 }  = 0.5 
m ax { (d ld 2 d 3 ,  d5 )} =  m ax { ( d ld 3 ,  d5), (d2, d5 )} =  m ax { 0 .3 ,0.2} = 0.3
T he new sim ilarity m atrix  is shown in Table 2.3. At stage three, the  cluster {dld2d3} is 
grouped w ith the docum ent d4 as it has the m axim um  entry  of sim ilarity value(0.5) in Table 
2.3. Similarly th e  new similarities between the cluster {dld2d3d4} and d5 is calculated and 
the new sim ilarity m atrix  is built as shown in Table 2.4. Since there are only two elements 
in this sim ilarity m atrix , {dld2d3d4} and d5, these are grouped into one cluster in stage 
four. Thus we have the final cluster obtained by single-link clustering m ethod as shown 
in Figure 2 .1 . In this figure the various fusions a t each stage are clearly represented. The
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o u tp u t of this single-link clustering m ethod is a tree like s tructu re  where each node in this 
tree represents a  cluster. If the sim ilarity value a t each stage is considered as the  threshold 



















Figure 2.1: Single-link clustering process
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d ld 3 d2 d4 d5
d ld 3 0 .2 0.3 0.1
d2 0 .2 • 0.4 0 .2
d4 0.3 0.4 • 0 .1
d5 0 .1 0 .2 0 .1 •
Table 2.5: sim ilarity m atrix  after d l-d 3  are clustered
d ld 3 d2d4 d5
d ld 3 • 0 .2 0 .1
d2d4 0 .2 • 0 .1
d5 0.1 0 .1 •
Table 2.6: sim ilarity m atrix  after d2-d4 are clustered 
2.1 .2  C o m p lete -lin k  C lustering
Complete-link clustering is also known as furthest neighbor m ethod and it operates in a way 
exactly the  opposite of single-link m ethod. Using this m ethod docum ents are grouped on 
the  basis of th e  sim ilarity between the  least similar pair of docum ents from  two clusters. 
A particu lar docum ent in a  cluster is more similar to  the least sim ilar docum ent in th a t 
cluster th an  to  least similar docum ent in any o ther cluster.
T he com plete-link clustering can be described by using the sam e sim ilarity m atrix  as 
given in Table 2.1. At stage one docum ents d l  and d3 are grouped first into a  cluster since 
they have the  highest sim ilarity value(0.8) in the m atrix . The rows corresponding to  the 
docum ents d l  and d3 are replaced with one single row, d ld 3 . The sim ilarity m atrix  is rebuilt 
by com puting the sim ilarity values between the cluster {dld3} and all o ther docum ents d2, 




Table 2.7: similarity m atrix  after d ld3-d2d4 clustered
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docum ent is com puted as the  m axim um  sim ilarity between them  bu t here in a  complete-link 
m ethod the m inimum sim ilarity is considered. It is given as:
m in {(d ld 3 ,  d 2 )} =  m in {d ld 2 ,  d2d3}  =  m in{0 .2 ,  0 .7} =  0.2  
m in { (d ld 3 ,d 4 )}  = m in { d ld 4 ,d 3 d 4 } =  m in{0 .5 ,  0 .3}  = 0.3  
m in {(d ld 3 ,  d5 )} =  m in {d ld 5 ,  d3d5} =  m in{0 .3 ,  0 .1}  = 0.1
and these values constitu te  the new sim ilarity m atrix  as given in Table 2.5. At stage two, 
docum ents d2 and d4 are grouped since they has the  m axim um  sim ilarity value(0.4) in 
the  newly constructed  sim ilarity m atrix(T able 2.5). Again the  sim ilarity m atrix  is rebuilt 
by calculating the  similarities between the clusters {d ld3} , {d2d4} and the docum ent d5. 
These values are calculated as:
m in { (d ld 3 ,d 2 d 4 )}  = m in { (d ld 3 ,  d 2 ) , (d ld 3 ,  d4)} = m in { 0 .2 ,0 .3 }  =  0.2  
m in{(d2d4,  d5)} =  m in{d2d5, d4d5}  =  m in{0 .2 ,  0 .1}  = 0.1
T he new sim ilarity m atrix  is shown in Table 2.6. At stage th ree , the clusters {dld3} and 
{d2d4} are grouped together to  form a new cluster {dld2d3d4} since they have the  m axi­
m um  en try  sim ilarity value in Table 2.6. Similarly the new sim ilarities between the  cluster 
{dld2d3d4} and d5 is calculated and the new sim ilarity m atrix  is built as shown in Table 
2.7. Since there are only two elements in this sim ilarity m atrix , {dld2d3d4} and d5, these 
are grouped into one cluster in stage four. Thus we have the final cluster obtained by the 
com plete-link clustering m ethod as shown in Figure 2.2. In this figure the various clusters 
formed a t different sim ilarity values(at different stages) are depicted. The o u tp u t for this 
m ethod is also a  tree like stru c tu re  where each node represents a  cluster. If a t each stage 
the  sim ilarity value is considered as the threshold then we can th ink of the clusters gen­
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Figure 2.2: Complete-link clustering process
2 .1 .3  C entroid  m eth od
A cluster representative is a docum ent which represents and identifies th e  docum ents in th a t 
cluster. T he cluster representative is also known as cluster profile or centroid. Given the
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vector representation for a docum ent, a centroid for a  docum ent cluster can be calculated 
as the  vector sum  or the average of all the docum ents in th a t cluster. P ractically  this 
centroid will be near to  every docum ent in th a t  cluster. In particu lar, if th ree docum ents 
are represented as
docl = {0.5, 0.4, 0.3} 
doc2 = {0.3, 0.6, 0.1} 
doc3 = {0.1, 0.5, 0.2}
then  the centroid can be com puted as:
centroid = {M ±M ± M  M ± M ± M  o.3+ai+.o.2} 
centroid  =  {0.3,0.5,0.2}
Figure 2.3: A clustered docum ent organization
A typical clustered docum ent space is shown in Figure 2.3. In this figure each X  rep­
resents an individual docum ent and the circles bounding these As are the clusters. The
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centroid for each cluster is represented by a  small filled circle. Also the centroid for the 
docum ent space is represented by a  small filled square.
T he process of generating clusters can be best described by an algorithm  known as 
single-pass algorithm  [8]. T he operation of this single-pass algorithm  is given below:
1. T he docum ents are processed serially.
2. T he first docum ent is associated with cluster one.
3. T he next docum ent is com pared with cluster one and is added to  it if the sim ilarity
value is sufficiently larger else another cluster is generated.
4. If there is more th an  one docum ent in a recently generated cluster then com pute the 
centroid for th a t  cluster.
5. G et the  next docum ent and com pare it with all the existing cluster centroids. Add 
this docum ent to  all those clusters with which it has sufficiently large sim ilarity value. 
O therw ise generate a  new cluster with this docum ent as the  cluster representative.
6 . If a  new docum ent is added to  the existing cluster then  recom pute the  cluster centroid.
7. R epeat steps 5 and 6  until all the docum ents are processed.
C lustering using the single-pass algorithm  proceeds in a  bo ttom -up fashion. T h a t is, 
it considers one docum ent a t a  tim e and tries to  group them  in to  clusters as it proceeds. 
W hen the  clusters are generated ou t of the docum ents the centroids for these clusters are 
obtained by using this algorithm . If the  centroids generated are large in num ber then this 
classification scheme can be extended to  another level where the objects to  be clustered are
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now the centroids. T h a t is, we can com pute the  super centroids of the existing centroids. 
Similarly, it can also be extended to  another level where we com pute the hyper centroid of 
the  existing super centroids. A typical docum ent s tructu re  using this notion is shown in 
Figure 2.4. In this figure each individual docum ent is represented as X.  T he centroids for 
these docum ent clusters are represented by small filled circles. The super centroids of these 
centroids are represented by small filled squares. And finally, the hyper centroid of all the 
super centroids is represented as a  filled diam ond.




Figure 2.4: A s tructu re  representing the notion of cluster profiles
2 .1 .4  G raph th eo retica l C lustering
G raph theory can be used to  classify docum ents into clusters. Given a  collection of n 
docum ents where each docum ent is represented as a vector shown below:
tl()C{ =  ( t \ , 2̂ ? i )
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then depending on the interdocum ent similarity, docum ent clusters in the  form of a  graph 
representation  can be constructed. Using the sim ilarity values between docum ents, a 
docum ent-docum ent m atrix  can be constructed. In graph theory, a  connected component is 
defined as a  set of nodes which can be reached m utually by traversing along the  edges of 
the graph. We can use this definition of a  connected com ponent and define two docum ents 
to  be connected if the sim ilarity value between them  exceeds a predefined threshold value. 
Using these connected com ponents docum ent clusters can be generated.
T here are various algorithm s developed for generating clusters based on graph theory. 
One such algorithm  is by Bierstone [1]. According to  him, a  m axim al com plete subgraph 
defines the  clusters in a graphical form. A maximal complete subgraph can be defined as a 
subgraph in which every node is connected to  every other node and is no t contained in any 
o ther subgraph. A connected com ponent and its maxim al com plete subgraph is shown in 
Figure 2.5. In th is figure a  docum ent-docum ent sim ilarity m atrix  is shown. If a  threshold 
value of 0.4 is applied to  the m atrix , then we get the connected com ponents. T h a t is, a
docum ent is connected to  another docum ent when it exceeds the threshold value of 0.4.
T he corresponding m axim al complete subgraph is also shotin  in Figure 2.5. T he Bierstone 
algorithm  which is given below takes in as input the connected com ponents and outputs 
th e  m axim al com plete subgraphs.
Bierstone Algorithm  for Finding M aximal Complete Subgraphs
• Step 1. i =  0, j  = num ber of nodes in the input d a ta  set.
• Step 2. j  -  j  - 1.
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•  Step 3. If M j  =  0, go to  Step 2; otherwise, continue to  Step 4.
•  Step 4. For each p k  € M j ,  set i =  i +  1 and define the com plete subgraph C, =  { p j , P k } -
•  Step 5. j  =  j  - 1.
•  S tep 6 . If j  =  0, all input sets M j  have been processed and the set of arrays C 
represents the nodal sets of all m axim al com plete subgraphs of the input d a ta  set; if 
j  0 continue to  Step 7.
•  S tep 7. If M j  =  0, go to  Step 5 to  get the next input array. Otherwise, set W  = 
M j , L  =  i (the  num ber of complete subgraphs produced so far), n =  0, and continue 
to  Step 8 .
•  Step 8 . n =  n +  1.
• Step 9. If n  >  L ,  all com plete subgraphs C \  have been searched: go to  Step 17; 
otherw ise, continue to  Step 10.
« Step 10. Define the complete subgraph T  — Cn ("1 M j .  If T  contains fewer th an  2 
nodes, go to  Step 8 ; otherwise, delete from W  all nodes contained in T  D W  and go 
to  Step 1 1 .
• Step 11. If T  = Cn go to  Step 15.
•  Step 12. If T  = M j ,  set i =  i +  1 and define the com plete subgraph C; =  T U  {pj}?
and go to  Step 5 to  get the next input array; otherw ise, continue to  Step 13.
• S tep 13. If T  is a subset of any complete subgraph Cg(q = 1 , . . . ,  n  — 1 , ra +  1 , . . . ,  i) 
th a t  contains pj,  ignore this complete subgraph as it is already contained in C n and 
go to  Step 8 ; otherwise, set S  =  T  U {pj}  and continue to  Step 14.
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• Step 14. If some complete subgraph C q(q — L  +  1 , . . i) is a subset of the complete 
subgraph S, redefine the  complete subgraph C q =  S  and delete any C q(r  =  g + 1 , . . i) 
which is also a  subset of S', otherw ise set i =  i +  1 and define the  new complete 
subgraph C, =  S .  Go to  Step 8.
• Step 15. Redefine the complete subgraph C n as Cn =  Cn U pj. Delete any Cq(q — 
n  +  1 , . . . ,  i) th a t  is a  subset of the altered C n. Continue to  Step 16.
•  Step 16. If  T  = M j ,  go to  Step 5 to  get the next input array; otherw ise, go to  Step 8 .
•  Step 17. For each pk remaining in W ,  set i =  i +  1 and create the  new complete 
subgraph C{ =  {pj,Pk}- Go to Step 5 to  get the new input array.
In the above algorithm  each docum ent is represented a  node and each node p j ( j  =
1 is assigned a  unique num ber. For each unique node pj there is a corresponding
array M j  where the connected components are stored. It is given by
M j  =  {pk | the pair (p j ,p k ) represents an edge of the graph and k  >  j }
A set of arrays represented by C,- is also used where com plete subgraphs are built. The 
algorithm  builds the com plete subgraphs from the set of connected nodes denoted by {pj}U 
M j  where M j  is not empty. These complete subgraphs can be combined w ith the collection 
of com plete subgraphs C n which have already been constructed. Finally, the algorithm  
ou tpu ts  m axim al com plete subgraphs which are all the complete subgraphs of Cn . This 
algorithm  is considered to  be the most efficient and fast of all the algorithm s which are used 
to  build clusters based on graph theory.
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Figure 2.5: Connected com ponent and its maxim al com plete subgraph
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C h a p ter  3
E xperim ental System
3.1 Experiment Description
T he m ain aim of this experim ental system  is to  do au tom atic  concept classification of doc­
um ents and to  com pare the  results of this system  w ith the m anual classification system .
A test collection consisting of 54 docum ents, ranging over a  wide variety of topics, is 
used for the experim ent. A list of over 3200 keywords, taken from the Licensing Support 
System Thesaurus [10], served as a dictionary for this experim ent. Additionally two subject 
experts1 served as a  source of input for this experim ent.
T he experim ent mainly deals with the generation of docum ent vectors, generation of 
concept vectors, com puting the similarity between these vectors, classifying the  docum ents 
under the concepts and com paring this autom atic docum ent classification w ith the  m anual 
classification for perform ance evaluation. In the following sections each of these topics are 
'two geology students
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described in m ore detail.
3.1 .1  D o cu m en t V ector G eneration
In a vector space a docum ent is viewed as a collection of term  vectors. T he term s which 
describe the  docum ent content are known as keywords or lead-term s. In order to  find a 
list of term s th a t represent a docum ent vector, the na tu ra l language tex t of each docum ent 
is analyzed for their occurrence. There are basically two types of term s - stop words and 
go words. Stop words such as ‘an d ’, ‘n o t’, ‘o f’, ‘b u t’ have high frequency of occurrence in 
the  docum ents. On the o ther hand, the go words th a t actually represent docum ent content 
occur w ith varying frequencies in the docum ent. In fact, the frequency of occurrence is used 
to  assign weights to  the keywords. T he process of docum ent vector generation can be best 
described as follows:
•  the docum ent tex t is read for content analysis and to  find the  occurrence of the  3200 
lead-term s in the text.
•  the stop words are eliminated by consulting a list of stop words2.
• each of the  remaining go words are reduced to  their word stem s in order to  calculate 
the  correct frequency of occurrence of each term . Reducing the words to  their word 
stem s reduces the  anomalies occurring due to  the various forms th a t  th e  word appears 
in the docum ent. For example, the lead-term  shaft and the term  in the docum ent 
shafts do not m atch exactly. The stem m ing algorithm  is adap ted  form Chris Paice[7]. 
This algorithm  is iterative in natu re  and uses a table of rules th a t  specify w hat has
2the list of stopwords is taken from GNU groff software distribution
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to  be done if the word ends in a particular form. Depending on the final le tte r of 
the suffix the rules are grouped into sections. This makes the search in table much 
easier because the rule can be accessed by looking a t the final le tte r of the word. A 
typical rule in the tab le  would look like “sei3y” which implies th a t  if a  word ends in 
“-ies” then replace the last th ree letters by “-y” . For example, supplies is changed to 
supply. The algorithm  for the stem m er is given below:
1 . inspect the final le tter of the form; consider the relevant section and select the 
first rule; if no section corresponds to th a t le tte r then  term inate.
2 . if the  final le tters of the form do not m atch the  reversed ending in the  rule then 
goto 4; if the word is not in tact goto 4; if the word does not satisfy the conditions 
for a set of predefined acceptable conditions then goto 4.
3. delete the  right end of the form the num ber of characters specified in the  rule; if 
the  continuation string is then term inate; otherw ise goto 1 .
4. move to  the  next rule in the table; if the section le tte r has changed then term inate; 
otherw ise goto 2 .
• the  term  frequency ( f r e q i j ) of a  keyword j  in a  docum ent i is calculated.
• the  docum ent frequency (d o c freq j) of each term  j  is calculated. T h a t is, the num ber 
of docum ents in which it occurs. The process of calculating the  term  frequency in a  
docum ent and in the whole collection can be described as follows:
— define a  block as the num ber of lines contained in the  docum ent for the freq ij  
or as the num ber of lines of all the docum ents combined for the docfreq j.
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— read each line from the docum ent tex t, delete the stopwords and reduce the  go 
words to  their word stem s using the  stem m ing algorithm .
— for each word in the list of lead-term s, m atch it with the stem m ed word. For all 
m atches keep track of the count in a counter.
— if a  particu lar m atched stem m ed word has reappeared in either the  sam e line or 
in a  different line increm ent the count in its counter.
— if the block size is declared as the num ber of lines in a  docum ent then  o u tpu t 
fr e q ij ,  which is the value contained in the counter of each m atched stem m ed 
word.
— if the  block size is declared as the num ber of lines of all the  docum ents in the 
collection then  o u tpu t docfreq j, which is the  value contained in the  counter for 
each m atched stem m ed word.
• using the collection weighting algorithm , weights are assigned to  the keywords identi­
fying each docum ent. T h a t is, weight w t,j for a  term  j  in a  docum ent i is calculated 
as
w tij = freq ij • [log(A^) -  log (doc freq j)  -f 1]
•  T he weight values generated by using the  above formula are between 0 and 1. The 
docum ent vectors are binarized by using a  threshold value. The threshold considered 
here is the  average of all the nonzero weights of the term s. A nything above this 
threshold value is assigned a value of 1 and anything below is assigned a value of 0  in 
the  docum ent vector. Binarizatiori of docum ent vectors is done m ainly because the 
concept vectors generated, which will be discussed in the next section, are also binary.
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A typical docum ent vector generated using the above procedure looks like
Doci =  ( 0 , 1 , 0 , . . . ,  0 , 1)
T he length of each docum ent vector is over 3200 because the list of lead-term s taken form
[10] contains over 3200 term s. T otal of 54 docum ent vectors are generated  for this test 
collection.
3 .1 .2  C on cep t V ector G eneration
The list of lead-term s contained over 3200 term s and associated with each term , there is a 
broader term , narrower term , related term , used-for term  and a category field under which 
the  term  falls. A typical list of lead-term s would look like:
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T he acronym s BT, NT, RT, U F and CA stand  for broader term , narrower term , related 
term , used-for term  and a  category respectively. T he category field (CA) is the predefined 
concept into which the lead-term  is categorized. There are about 16 concepts under which 
all the  3200 lead-term s would appear. These 16 concepts are given below:
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Concept files are built by accum ulating all the lead-term s th a t  appear under each concept. 
Sixteen such files are built by pulling out the term s form the category field and grouping 
them  in to  a concept file. Each of the concept file built in this fashion had a varying num ber 
of lead-term s associated with it.
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The process of generating the concept vectors m ay be best described as follows: for each 
of the  lead term  in th e  list of lead-term s a  search is m ade for its presence or absence in the 
concept file. A zero or one is placed in the concept vector depending on w hether the lead 
term  is absent or present in the concept file. By repeating the search process for all the 
term s in the list we obtain a  binary vector containing 0’s and l ’s. T he size of this vector 
being equal to  the  num ber of lead term s in the  list. T h a t is, the size of the  concept vector 
generated is over 3200. A typical concept vector would look like
Corii =  ( 0 , 1, 0 , . . . ,  1 , 0 )
T here are to ta l of 16 concept vectors generated for the 16 predefined concepts.
3 .1 .3  S e lectio n  o f  A  S im ilarity  C oefficient
A sim ilarity coefficient is a resemblance coefficient for which the larger the  value, the more 
similar the two objects being com pared are. A dissim ilarity coefficient is also a  resemblance 
coefficient for which the  smaller the value, the m ore similar the two objects are. The objects 
here in this case are docum ent and concept vectors.
A dissim ilarity coefficient is selected for this experim ent. If the dissim ilarity is considered 
as the  distance between objects to  be clustered then it satisfies the Euclidean properties 
such as the distance between two objects should be greater than  zero, d istance between 
the  object and itself should be equal to  zero and distance between object A  and object 
B  should be the  sam e as the distance between object B  and object A. T he dissimilarity 
coefficient used in the  experim ent satisfies all the properties m entioned above and is closely 
related  to  the Dice coefficient and is m onotone with respect to  (1 - Jaccard  coefficient). If
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th e  concept vector is represented as Con,- =  (®i, x%, X3 , . . . ,  x n) and the  docum ent vector as 
Doc, = (yi,V2 , 2/3 > • • • ? Vn) then the dissimilarity coefficient ( D C )  for Con,- and Doci can be 
com puted as
D C  =  ^  Xi ̂  ]~yi )+7^ y* t1 ~Xi 1 
E Xi+ l>
T he dissim ilarity coefficient value obtained by using the  above form ula can be used when 
th e  vectors considered are binary and can be converted in to  a  sim ilarity coefficient (SC) as
Using the  above form ula for sim ilarity coefficient, the sim ilarity values are calculated be­
tween each docum ent vector and the 16 concept vectors.
3 .1 .4  C lassification  P h ase
In this section the two classification schemes - autom atic classification  and manual classifi­
cation  are described. This phase is the m ost im portan t p art of the experim ent because the 
perform ance of the system  depends on this phase. A utom atic classification is an im portan t 
notion by which we can group logically related docum ents together so th a t they can be very 
efficiently retrieved.
A utom atic Concept Classification o f Docum ents
T he process of au tom atic concept classification of docum ents is described in this section. 
From th e  previous section we have the similarity coefficient values between each docum ent 
and the  16 concepts. In this classification scheme, the concepts are divided into th ree groups 
- strong, related and weak groups. The three concept groups are generated for each doc­
um ent based 011 the sim ilarity value between them . A strong concept group identifies all
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those concepts, ou t of the  16 available concepts, which are strongly related to  a  particular 
docum ent. Similarly the  related and weak concepts groups identify the  related  and weak 
concepts for th a t  docum ent. The process of categorizing the 16 concepts into 3 groups can 
be best described by the  following algorithm :
Algorithm  to  classify the concepts into STRONG, RELATED, and W EAK  
groups
1. For each docum ent sort the 16 values of sim ilarity coefficients obtained by com paring 
it w ith the 16 concepts in descending order.
2. F ind the pairwise difference between each adjacent sorted sim ilarity values.
3. Pick two highest difference values.
(a) G roup the  concepts above the first difference value into strong  concepts.
(b) G roup the  concepts between the first and second difference values into related 
concepts and
(c) the rest of the concepts which are below the second difference value fall in to  weak 
concepts.
T he algorithm  described above categorizes the  16 concepts into 3 groups for each docum ent. 
All the strong  concepts will occur in one cluster, the related in one cluster and the  weak in 
another cluster. By doing this classification it makes possible to  s ta r t w ith a  specific items 
in a  particu lar subject and to  find related item s in neighboring subject fields.
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Consider for example the  process of classifying the  16 concepts into three groups for 
a  particu lar docum ent having a  docum ent identification (docid) as 1972. If the  sim ilarity 

















then  the classification algorithm  would first sort in descending order the sim ilarity values 
















tran sp o rta tio n 0.500000
atm osphere 0.500000
A fter sorting the similarity values, the classification algorithm  com putes the  differences be­
tween the  adjacent sim ilarity values. It then picks the two highest difference values. Here, in 
th is case, the two highest difference values are between the concepts (modeling, hydrology) 
and (hydrology, m anagem ent). And the difference values are 0.010405 and 0.005780 respec­
tively. Since the first highest difference is between modeling and hydrology, the algorithm  
categorizes the concept modeling as the strong concept for the docum ent 1972. And since
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hydrology is the only concept between the two highest difference values, it is categorized 
as the related concept for th a t docum ent. Finally, all the  concepts lying below th e  second 
highest difference value are categorized as the weak concepts group. A typical clustered 
concept list for the docum ent (docid:1972) is given below:
Strongest modeling 0.528090
Related hydrology 0.517685














T he classification algorithm  has picked up modeling as the strong concept for the particu lar 
docum ent 1972. It is this strong concept which is of main concern to  us for th e  evaluation
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purpose. T h a t is, it can be used to  judge the appropriateness of the  au tom atic  classification 
algorithm .
Manual Classification o f Docum ents
In this section the  m anual classification scheme th a t is done by the subject experts is de­
scribed. T he two experts worked on the  collection of 54 docum ents and did the  indexing 
job m anually. Each docum ent here is analyzed for the docum ent content and is assigned 
to  the  predefined concepts based on their knowledge in th a t subject area. In this way they 
have classified all the  54 docum ents under the 16 concepts manually. A typical m anual 







3 .1 .5  P erform ance E valuation
In this section, the perform ance of the au tom atic concept based docum ent classification sys­
tem  is com pared w ith the m anual classification of docum ents done by the  subject experts.
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There are generally two param eters th a t  are used in inform ation retrieval to  evaluate the 
perform ance of any retrieval system . They are precision and recall. Recall can be defined 
as the  proportion of relevant m aterial retrieved. On the o ther hand, precision is defined as 
the proportion of retrieved m aterial th a t is relevant. Consider for example, if the docum ent 
collection can be divided into relevant and nonrelevant item s as shown in Figure 3.1 then 
the  recall (R ) and precision (P ) are given by
















Figure 3.1: precision and recall
R  =  num ber of docum ents retrieved and re levan t/to ta l relevant in collection
P  =  num ber of docum ents retrieved and re levan t/to ta l retrieved
In this experim ent, recall and precision are calculated for the au tom atic  concept based 
docum ent classification system  by com paring it with the m anual classification system. Given 
below are a  few examples how recall and precision are calculated in this case.
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E xam ple 1: If for a particu lar docum ent (docid:1813) 
manually chosen concepts are : hydrology and modeling 
autom atically  chosen concepts : hydrology and modeling 
then
recall = 100  % 
precision = 100  %
Exam ple 2: If for a  particu lar docum ent (docid:1834) 
m anually chosen concepts are : hydrology and modeling 
autom atically  chosen concept : hydrology 
then
recall = 50 % 
precision = 100 %
Exam ple 3: If for a  particu lar docum ent (docid:1841)
manually chosen concepts are : geology and modeling
autom atically  chosen concepts : biology, geology, hydrology and modeling
then
recall =  100 % 
precision — 50 %
Exam ple 4: If for a particular document (docid:1853)
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m anually chosen concepts are : engineering and safety 
au tom atically  chosen concepts : safety and waste 
then
recall =  50 % 
precision = 50 %
T he precision and recall for all the 54 docum ents in the collection are calculated and 
the  average of these values is com puted. T he threshold value used to  binarize the  docum ent 
vector has an im p o rtan t im pact on the  values of precision and recall. It was found th a t the 
threshold value had an effect on the sim ilarity values generated between concept and doc­
um ent vectors. These sim ilarity values produced effected the clustering process and hence 
varying values of precision and recall are generated. For different values of threshold, the 
values of (precision, recall) varied from (80%, 30%) to  (30%, 95%). Finally after finding a 
perfect balance between these values the results obtained are given below:
Precision Recall
6 8 % 6 8 %
Validation using G raph Theoretical Techniques
G raph Theoretical technique described in C hapter 2 has been used to  check for the 
validity of the  results produced by the au tom atic concept based docum ent classification 
system . For each concept, the list of all docum ents having th a t concept as the strong 
concept is built. In o ther words, for each strong concept docum ent clusters are built. Now,
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using the original docum ent vectors, docum ent clusters are generated by applying graph 
theoretical clustering technique. In particu lar, the algorithm  developed by Minker given 
in [1] is used to  cluster docum ents. T he docum ent clusters of strong concepts and those 
generated by graph theoretical techniques are compared. It has been found th a t alm ost in 
all cases, th a t  is, all concepts, the  clusters generated were found to  be the  same. Thus, it 
can be sta ted  th a t the experim ent of au tom atic concept based docum ent classification is 
meaningful.
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C h a p ter  4
C onclusions
4.1 Conclusions and Future Work
This thesis mainly deals with the autom atic concept based docum ent classification. An ex­
perim ental system  is built th a t  does this classification autom atically. In sum m ary, docum ent 
vectors are generated for the  54 docum ents in the collection by processing them  serially, 
indexing them  and stem m ing them  by using the stem m ing algorithm . T he stem m ed words 
are then assigned weights by using the collection weighting algorithm . The docum ent vec­
to rs are then binarized by using the  sum of all non-zero weights as the threshold. T h a t is, 
anything above the  threshold is assigned a  value of 1 and anything below it is assigned a 
value of 0. A to ta l of 54 docum ent vectors are generated using the above process. A list of 
16 concept files is built by pulling out the term s under the  CA field of the LSS Thesaurus 
and grouping them  under each concept. The concept vectors are generated by using a 
dictionary look-up procedure. T h a t is, the term s under each concept are looked for in the 
dictionary of term s and their presence or absence is indicated by a  1 or 0 in the vector. The 
sim ilarity coefficient between the  docum ent and concept vectors is found. T he sim ilarity
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values are then sorted in a descending order and then  for each docum ent the 16 concepts are 
grouped in to  strong, related and weak groups in the  classification phase. T he perform ance 
of this au tom atic  classification system  is m easured against the  m anual classification done 
by the subject experts and the values of precision and recall are calculated. I t has been 
found th a t  the  values of bo th  precision and recall are 6 8 %. These values are fairly good for 
an ideal au tom atic  classification system.
T he existing au tom atic  concept based docum ent classification system  can be further 
im proved by using the techniques of na tu ra l language processing and by building knowl­
edge bases in particu lar subject areas. A knowledge base can specify the  relation between 
the entities and can also contain a set of inference rules designed to  extend the  available 
knowledge by supplying new facts and relations from already available inform ation. By 
incorporating learning into this system  an expert model can be built which m ay further 
improve the  values of precision and recall. Also if a way can be found to  assign weights to  
the term s in a concept vector then again the values of precision and recall would increase. 
This is left as a  fu tu re work.
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