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Abstract
We introduce and study a new type of convolution of probability measures, denoted μ - ν and called
the s-free additive convolution, which is defined by the subordination functions associated with the free
additive convolution. We derive an alternating decomposition of μ - ν for compactly supported μ and ν,
using another convolution called orthogonal additive convolution. This decomposition leads to two types
of ‘complete’ alternating decompositions of the free additive convolution μ ν. More importantly, we de-
velop an operatorial approach to the subordination property and introduce the associated notion of s-free
independence. Moreover, we establish relations between convolutions associated with the main notions of
noncommutative independence (free, monotone and boolean). Finally, our result leads to natural decompo-
sitions of the free product of rooted graphs.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The addition problem for classically independent random variables leads to the classical
convolution of their distributions and of the associated measures. Namely, if X1 and X2 are inde-
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μ ∗ ν gives the distribution of X1 +X2.
In free probability, there is an analogue of the addition problem which leads to the free ad-
ditive convolution of probability measures. Namely, let X1 and X2 be random variables, i.e.
elements of a noncommutative probability space (A, ϕ), where A is a unital algebra and ϕ is a
linear functional onA with ϕ(1) = 1, and suppose that X1 and X2 are free with respect to ϕ. If μ
and ν denote the ϕ-distributions of X1 and X2, respectively, then the ϕ-distribution of X1 +X2,
denoted μ ν, is called the free additive convolution of μ and ν. This convolution was intro-
duced by Voiculescu [24] in C∗-probability spaces, where distributions of self-adjoint random
variables extend to compactly supported probability measures on the real line. In the procedure
of computing μ ν, a central role is played by the Cauchy transforms of probability measures.
In particular, if X is a bounded self-adjoint operator on some Hilbert space H, then
Gμ(z) =
∞∫
−∞
μ(dx)
z− x =
∞∑
n=0
μ
(
Xn
)
z−n−1, (1.1)
where z lies in the open upper half plane C+, is the Cauchy transform of μ with moments
μ(Xn) = ϕ(Xn) (in this notation μ also denotes the functional μ :C[X] → C).
Voiculescu introduced the R-transform of μ defined by Rμ(z) = G−1μ (z)−1/z, where G−1μ (z)
is the right inverse of Gμ(z) with respect to the composition of formal power series. On a suitable
domain, Rμ(z) becomes a holomorphic function. If R-transforms are used to compute μν, one
has to invert the Cauchy transforms Gμ(z) and Gν(z), which gives Rμ(z) and Rν(z), add these
up to get Rμν(z) = Rμ(z) + Rν(z) and then invert G−1μν(z) back to obtain Gμν(z). Finally,
using the Stieltjes inversion formula, one can compute μ ν (for details, see [24,25]).
In our study of the operation , we shall use the reciprocal Cauchy transforms of probability
measures. By the reciprocal Cauchy transform of μ we understand the holomorphic self-map of
C
+ of the form
Fμ(z) = 1
Gμ(z)
(1.2)
and we denote by RC the class of reciprocal Cauchy transforms of Borel probability measures
M on the real line. In fact, they played a central role in the approach of Maassen [18], who
extended the definition of the additive free convolution to measures with finite variance. To all
measures from class M, the definition was later extended by Bercovici and Voiculescu [5].
Another important result in the context of reciprocal Cauchy transforms is the subordination
property, namely that there exist unique functions F1,F2 ∈RC, called subordination functions,
such that
Fμν(z) = Fμ
(
F1(z)
)= Fν(F2(z)) (1.3)
for z ∈ C+ (proved by Voiculescu [25] for compactly supported measures and by Biane [6] in
the general case). Using the additivity of the R-transform, one obtains another formula for Fμν
in terms of subordination functions, namely
Fμν(z) = F1(z)+ F2(z)− z. (1.4)
332 R. Lenczewski / Journal of Functional Analysis 246 (2007) 330–365Relations (1.3), (1.4) were used by Chistyakov and Goetze [11], who proved that there exist
unique functions F1,F2 ∈RC such that
Fμ
(
F1(z)
)= Fν(F2(z)) and Fμ(F1(z))= F1(z)+ F2(z)− z, (1.5)
for any μ,ν ∈M, and therefore one can define μ  ν by any of Eqs. (1.3), (1.4). It is worth
mentioning here that formulas (1.3) were also used by Quenell [21] and Gutkin [12] in their
study of free products of graphs and their spectra. In their approach, the functions F1(z) and
F2(z) correspond to the (root) spectral distributions of the ‘branches’ of the free product of rooted
graphs. Finally, the subordination functions play a key role in the recent work of Belinschi [4],
where complex analytic methods are used to give a detailed study of free convolutions.
The subordination functions lead naturally to a new type of convolution of μ and ν, which we
call s-free additive convolution and denote μ - ν, which is defined to be the unique measure σ ,
for which Fσ (z) = F2(z). In a similar way, ν - μ is the unique measure defined by F1(z). Using
s-free convolutions, we can write Eqs. (1.3), (1.4) in a different form, namely
μ ν = μ (ν - μ) = ν  (μ - ν), (1.6)
μ ν = (μ - ν)unionmulti (ν - μ), (1.7)
where  and unionmulti denote, respectively, the monotone additive convolution related to monotone in-
dependence [19,20], and the boolean additive convolution related to boolean independence [22].
Using reciprocal Cauchy transforms, these convolutions can be defined by the equations
Fμν(z) = Fμ
(
Fν(z)
)
and Fμunionmultiν(z) = Fμ(z)+ Fν(z)− z. (1.8)
In terms of convolutions, Eqs. (1.3), (1.4) correspond to ‘monotone’ and ‘boolean’ decomposi-
tions of the free additive convolution, respectively.
The operation - is neither associative nor commutative, but it is very important in our study
of the free additive convolution. Moreover, we show in this paper that one can identify a new
form of independence, which we call s-free independence, and a new type of product of Hilbert
spaces, called the s-free product, such that the addition of s-free random variables living in the
s-free product of Hilbert spaces corresponds to taking the s-free additive convolution of their
distributions. In other words, we give an operatorial approach to the subordination property.
Moreover, for compactly supported measures, we derive an alternating decomposition of
μ - ν in terms of μ and ν, using a new type of convolution, called ‘orthogonal.’ The orthogonal
additive convolution of μ and ν, which we denote μ  ν, can be defined by its reciprocal Cauchy
transform
Fμν(z) = Fμ
(
Fν(z)
)− Fν(z)+ z (1.9)
which also shows that it bears some resemblance to the monotone additive convolution. Equiv-
alently, the orthogonal additive convolution of μ and ν can be defined as the unique measure
μ  ν determined by the equation
Kμν(z) = Kμ
(
Fν(z)
)≡ Kμ(z −Kν(z)), (1.10)
where the K-transform of measure μ is given by Kμ(z) = z − Fμ(z) (introduced by Speicher
and Woroudi [22]). We show that this convolution is related to the addition of random variables
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onal independence is studied). Moreover, the corresponding Hilbert-space realization involves
projections P⊥1 and P2 onto H
 Cξ1 and Cξ2, respectively, where ξ1 and ξ2 are cyclic vectors,
which motivated our terminology.
The orthogonal additive convolution is the main building block of the alternating decom-
position of the s-free additive convolution. This, in turn, leads to decompositions of the free
additive convolution studied in this paper, proven here for compactly supported measures, in
which the boolean or monotone additive convolutions are followed by infinite sequences of or-
thogonal additive convolutions of alternating μ and ν. Using reciprocal Cauchy transforms and
K-transforms, one decomposition of μ ν corresponds to the ‘continued composition’ form of
the reciprocal Cauchy transform
Fμν(z) = Fμ
(
z −Kν
(
z−Kμ
(
z −Kν(z − · · ·)
)))
, (1.11)
where the right-hand side is understood as the uniform limit on compact subsets of C+ (a ‘twin-
like’ formula is obtained by interchanging μ and ν). We can treat this expression as the
‘monotone-orthogonal decomposition’ of Fμν(z) since it begins with the composition of F-
transforms. It is not hard to see that this decomposition is closely related to continued fractions,
which gives an alternative method to compute free additive convolutions (without using R-
transforms). Another decomposition of μ ν is called the ‘boolean-orthogonal decomposition’
since it is related to the boolean convolution.
More importantly, we find bounded operators which are related to the s-free additive convolu-
tion. This is done by decomposing the sum X1 +X2 of free random variables on the free product
of Hilbert spaces (or its subspaces) in a suitable way. The operators with ϕ-distributions given by
the s-free additive convolutions, where ϕ is the vacuum state, are built from replicas of X1 and
X2 which correspond to the ‘factors’ of the decompositions of μν. We call them subordination
branches since they generalize the concept of ‘branches’ of the free products of graphs.
Let us remark that the approximants of these decompositions correspond to approximations
of freeness which were studied earlier from the point of view of product states, limit theorems
and Gaussian operators. Thus, the approximants of the boolean-orthogonal decomposition corre-
spond to the hierarchy of freeness [14,16], whereas the approximants of the monotone-orthogonal
decomposition correspond to the monotone hierarchy of freeness [17]. In a different direction
goes [15], where a noncommutative extension of the Fourier transform was constructed which
extends both the Fourier transform and the K-transform. For other interpolations involving the
free additive convolution, see [7–9]. In turn, the free multiplicative convolution and its decom-
positions as well as the associated subordination property will be treated in a separate paper.
The paper is organized as follows. In Section 2 we recall basic facts on convolutions and we
introduce the s-free additive convolution of probability measures. Some useful combinatorics is
developed in Section 3. In Section 4 we introduce and study the concept of ‘orthogonal indepen-
dence’ and related ‘orthogonal structures’ (product of Hilbert spaces, product of C∗-algebras,
convolution). The notion of the ‘orthogonal additive convolution’ is studied in more detail in
Section 5 (algebraic properties) and Section 6 (transforms and analytic properties). Then, in Sec-
tion 7, we study ‘subordinate structures’ related to the s-free additive convolution by introducing
the concept of ‘s-free independence.’ In Section 8 we define bounded operators on the s-free
product of Hilbert spaces, called ‘subordination branches,’ which are related to the s-free ad-
ditive convolution—they generalize the concept of ‘branches’ of the free product of graphs. In
Section 9 we derive complete alternating decompositions of the s-free and free additive convo-
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products.
2. Preliminaries
This section contains preliminaries concerning transforms of probability measures (more
generally, distributions of random variables) and their convolutions associated with notions of
noncommutative independence (free, monotone and boolean). We also introduce a new convolu-
tion, called s-free additive convolution, defined by the subordination functions.
By a noncommutative probability space we understand a pair (A, ϕ), where A is a unital al-
gebra over C and ϕ is a linear functional ϕ :A→ C such that ϕ(1) = 1. IfA is a unital *-algebra
and ϕ is positive (called a state), then (A, ϕ) is called a *-probability space. If, in addition, A
is a C∗-algebra, then (A, ϕ) is called a C∗-probability space. By the Gelfand–Naimark–Segal
theorem, a C∗-probability space can always be realized as a subalgebra of bounded operators on
a Hilbert space H with a distinguished unit vector ξ , for which ϕ(a) = 〈aξ, ξ 〉 for a ∈A.
By a random variable we will understand any element a of the considered algebra A. If A
is equipped with an involution, then a random variable a will be called self-adjoint if a = a∗.
The ϕ-distribution of a random variable a is the functional μa :C[X] → C given by μa(1) = 1,
μa(X
n) = ϕ(an). In particular, if (A, ϕ) is a C∗-probability space, then the distribution μa of a
self-adjoint random variable a ∈A extends to a compactly supported probability measure μ on
the real line. In that case we will often use the same notation μ for both the distribution of a and
the associated compactly supported probability measure.
The free additive convolution of distributions (measures) μ  ν is related to the notions of
freeness and free product of C∗-algebras [3,23]. Let (A, ϕ) be a noncommutative probability
space and letAi , i ∈ I , be unital subalgebras ofA. The family (Ai )i∈I is called free with respect
to ϕ if
ϕ(a1a2 . . . an) = 0 (2.1)
whenever aj ∈Aij ∩ Kerϕ with i1 = i2 = · · · = in. A family of elements (ai)i∈I of A is called
free if the family of unital subalgebras (Ai )i∈I of A, each generated by ai , is free.
In turn, the monotone additive convolution is related to monotone independence [19] which
can be defined if the set I is totally ordered. Thus, random variables (ai)i∈I are monotone inde-
pendent with respect to ϕ if
ϕ(ai1 . . . aik . . . ain) = ϕ(aik )ϕ(ai1 . . . aik−1aik+1 . . . ain) (2.2)
whenever ik−1 < ik and ik > ik+1, with the understanding that only one of these inequalities
holds if k ∈ {1, n}.
In particular, we will say that the pair (a, b) of elements of A is monotone independent with
respect to ϕ if a = ai and b = aj with i < j and ai, aj are monotone independent with respect
to ϕ. In that case, if the ϕ-distributions of a and b are μ and ν, respectively, then the ϕ-distribution
of a + b, denoted μ ν, is called the monotone additive convolution of μ and ν. If μ,ν ∈M,
then μ ν is the unique probability measure on R which satisfies the equation
Fμν(z) = Fμ
(
Fν(z)
)
, (2.3)
where Fμ(z) is the reciprocal Cauchy transform of μ. For details, see [20].
R. Lenczewski / Journal of Functional Analysis 246 (2007) 330–365 335The third convolution, which plays an important role in our approach, is associated with the
so-called boolean independence [22]. Namely, random variables (ai)i∈I are called boolean in-
dependent with respect to ϕ if
ϕ(ai1ai2 . . . ain) = ϕ(ai1)ϕ(ai2) . . . ϕ(ain) (2.4)
whenever i1 = i2 = · · · = in.
In particular, if two random variables, a1 = a and a2 = b, have ϕ-distributions μ and ν,
respectively, and are boolean independent with respect to ϕ, then the ϕ-distribution of the sum
a + b is denoted μ unionmulti ν and is called the boolean additive convolution of μ and ν. If μ,ν ∈M,
then μunionmulti ν is the unique probability measure on R which satisfies the equation
Kμunionmultiν(z) = Kμ(z)+Kν(z), (2.5)
where Kμ(z) = z−Fμ(z) is the so-called K-transform of μ. If μ ∈M, then Kμ :C+ → C− ∪R
is a holomorphic function, where C+ and C− denote the open upper and lower complex half-
planes, respectively. For details, see [22].
Both monotone and boolean additive convolutions will be used in our reformulation of
Eqs. (1.3), (1.4). However, we need to introduce a new convolution, naturally defined by the
subordination functions.
Definition 2.1. Let μ,ν ∈M and let F1(z) and F2(z) be the associated subordination functions.
The unique probability measures σ1, σ2 ∈M, such that F1(z) = Fσ1(z) and F2(z) = Fσ2(z) are
called the s-free additive convolutions of μ,ν and ν,μ, respectively. We set ν - μ = σ1 and
μ - ν = σ2.
The s-free convolution defines a binary operation - on M. It can be easily seen that it is
neither commutative nor associative. We can also see that the Dirac delta δ0 is the right identity
with respect to - (the left identity does not exist). More importantly, one can rephrase Eqs. (1.3),
(1.4) in terms of the s-free convolution.
Proposition 2.1. If μ,ν ∈M, then
μ ν = μ (ν - μ) = ν  (μ - ν), (2.6)
μ ν = (μ - ν)unionmulti (ν - μ) (2.7)
are the decompositions of the free additive convolution corresponding to (1.3), (1.4).
Proof. The first equation is a consequence of (1.3), in view of (1.8). The second equation follows
then from (1.4) and from the second equation of (1.8). 
3. Combinatorics
In this section we describe the combinatorics which appears in a natural way in the context of
the orthogonal additive convolution.
We adopt the following notations. By I(n) we denote the lattice of interval partitions of the set
{1,2, . . . , n}. Thus, any π ∈ I(n) is of the form π = {π1,π2, . . . , πr}, where π1 ∪π2 ∪· · ·∪πr =
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means that k < l for all k ∈ πi and l ∈ πj . Note that there is a bijection between I(n) and the set
of ordered partitions of the number n ∈ N. Namely, the bijection is given by π → (j1, j2, . . . , jr ),
where ji = |πi | for i = 1, . . . , n. Clearly, j1 + j2 + · · · + jr = n. This bijection will be used in
the sequel and both objects, the interval partition π and the corresponding tuple (j1, j2, . . . , jr )
will be denoted by π .
For r odd and π ∈ I(n) with blocks ordered in the natural way, we shall use the alternating
decomposition of π ∈ I(n) of the form π = π ′ ∪ π ′′, where
π ′ = {π1,π3, . . . , πr} and π ′′ = {π2,π4, . . . , πr−1}, (3.1)
with the associated tuples (j1, j3, . . . , jr ) and (j2, j4, . . . , jr−1), respectively (a similar definition
can be given for r even, but we will not need it). Further, we write π  σ for π,σ ∈ I(n) if π is a
(not necessarily proper) refinement of σ . Finally, if π ∈ I(n), then by I(π) we denote the family
of all (interval) subpartitions σ ∈ I(n) of the partition π and by Iodd(π)—its subset consisting
of such (interval) subpartitions of π which are obtained from π by decomposing its every block
πk into an odd number of subblocks—these subpartitions will be called odd.
We will use multiplicative functions on partially ordered sets. The partially ordered set used
here will be the union of lattices
⋃
n1 I(n) with the natural partial order, again denoted π  σ ,
iff there exists n ∈ N such that π,σ ∈ I(n) and it holds that π  σ for π,σ treated as elements
of I(n). In particular, for any distribution μ we define the moment function
mμ :
⋃
n1
I(n) → R (3.2)
mμ(π) = μ(j1)μ(j2) . . .μ(jr ), (3.3)
where ji = |πi |, 1  i  r , and μ(n) ≡ μ(Xn) is the moment of order n ∈ N of μ. Related to
the moment function is the inverse boolean cumulant function defined below (it differs from the
usual boolean cumulant function kμ [22] with summation extending over π  σ ).
Definition 3.1. Let the moment function mμ be related to the multiplicative functions k∗μ on the
lattice
⋃
n1 I(n) by the formula
mμ(σ) =
∑
πσ
k∗μ(π). (3.4)
Then, functions k∗μ, given by the Möbius inversion formula
k∗μ(π) =
∑
σπ
(−1)|σ |−|π |mμ(σ) (3.5)
will be called the inverse boolean cumulant functions. Using the representation of π as
(j1, j2, . . . , jn), we can write k∗μ(π) = k∗μ(j1, j2, . . . , jn).
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k∗μ(n) = μ(n),
k∗μ(n,m) = μ(n)μ(m)−μ(n+m),
k∗μ(n,m,k) = μ(n)μ(m)μ(k)−μ(n+m)μ(k)−μ(n)μ(m+ k)+μ(n+m+ k)
k∗μ(n,m,k, l) = μ(n)μ(m)μ(k)μ(l)−μ(n+m)μ(k)μ(l)−μ(n)μ(m+ k)μ(l),
−μ(n)μ(m)μ(k + l)+μ(n+m)μ(k + l)+μ(n+m+ k)μ(l)
+μ(n)μ(m+ k + l)−μ(n+m+ k + l),
where n,m,k, l ∈ N.
A partition π = {π1,π2, . . . , πr} of the set {1,2, . . . , n} is called non-crossing if there do not
exist numbers i < k < j < l such that i, j ∈ πp , k, l ∈ πq and p = q . By NC(n) we denote the
family of non-crossing partitions of the set {1,2, . . . , n}. If π ∈NC(n), then its block πp is inner
with respect to block πq if i < k < j for every k ∈ πp and i, j ∈ πq (then πq is called outer with
respect to πp). Let o(πp) be the number of blocks of π which are outer with respect to πp . Then
the depth of πp is defined as d(πp) = o(πp)+1 and d(π) = max1jr d(πj ) is called the depth
of π . ByNCd(n) we shall denote the family of non-crossing partitions of depth smaller or equal
to d . In particular, NC1(n) = I(n) for every n ∈ N.
Let us introduce a suitable subfamily of NC2(n).
Definition 3.2. A partition π ∈NC2(n) is called decomposable if it can be decomposed as π =
π ′ ∪ π ′′, where
π ′ = {π ′1,π ′2, . . . , π ′p}, π ′′ = {π ′′1 ,π ′′2 , . . . , π ′′q } (3.6)
with p  1 and q  0, consisting of p blocks of depth 1, π ′1 < π ′2 < · · · < π ′p , and q blocks of
depth 2, π ′′1 < π ′′2 < · · · < π ′′q , such that blocks π ′′i and π ′′i+1 are not neighbors. Denote by D2(n)
the family of all decomposable partitions of the set {1,2, . . . , n}.
Definition 3.3. Let π ∈ D2(n) be given with decomposition π = π ′ ∪ π ′′ of the form (3.6).
Denote by P(π) the set of refinements η of π of the form η = η′ ∪ η′′, where η′′ = π ′′ and
η′ = {η′1, η′2, . . . , η′r},
is a refinement of π ′ which satisfies the conditions: (i) η′1 < η′2 < · · · < η′r , (ii) if two consecutive
numbers i, i + 1 belong to the same block of π ′, they must belong to the same block of η′. By a
decomposition pair we understand any pair (π,η), where π ∈D2(n) and η ∈ P(π). Denote by
DP2(n) the family of decomposition pairs (π,η), where π ∈D2(n) and η ∈P(π).
Finally, to given η ∈ P(π) we associate its coarsest interval subpartition σ ∈ I(n), i.e. σ =
σ ′ ∪ σ ′′, where σ ′′ = η′′ and σ ′ is the coarsest interval subpartition of η′. Note that σ is also the
coarsest interval subpartition of π and every block π ′j gives rise to an odd number of subblocks
of σ ′. In such a way we obtain a decomposition triple
σ  η  π
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π ′1 π ′2
partition π
refinement η
η′1 η′2 η′3 η′4
π ′′1 π ′′2 π ′′3 π ′′4
refinement σ
σ ′1 σ ′2 σ ′3 σ ′4 σ ′5 σ ′6π ′′1 π ′′2 π ′′3 π ′′4
Fig. 1. Example of a decomposition triple σ  η  π .
which can be nicely illustrated in terms of diagrams. We can think of blocks of π ′ as ‘bridges’
lying above blocks of π ′′ (see partition π in Fig. 1). Now, η is obtained from π by erasing certain
‘bridge connections’ over inner blocks (the latter remain unchanged). Finally, σ is obtained from
η by erasing the remaining ‘bridge connections’ over inner blocks (the latter remain unchanged).
Example 3.2. Consider the partition π ∈D2(17) consisting of 2 outer blocks π ′1 = {1,2,5,6,9},
π ′2 = {10,13,17} and 4 inner blocks π ′′1 = {3,4}, π ′′2 = {7,8}, π ′′3 = {11,12}, π ′′4 = {14,15,16}.
Let η be its refinement obtained by splitting the block π ′1 into two subblocks: η′1 = {1,2,5,6}
and η′2 = {9}, and block π ′2 into two subblocks: η′3 = {10,13} and η′4 = {17}. Here, η′ ={η′1, η′2, η′3, η′4}. Clearly, (π,η) ∈ DP2(17) (the pair is shown in Fig. 1). Finally, the coarsest
interval subpartition σ of π is given by σ = σ ′ ∪ π ′′, where σ ′ = {{1,2}, {5,6}, {9}, {10}, {13},
{17}}.
We complete this section with two technical propositions.
Proposition 3.1. For every n ∈ N there is a bijection between D2(n) and the set C(n) of pairs
(τ, σ ), where τ ∈ I(n) and σ ∈ Iodd(τ ).
Proof. Let π ∈D2(n) be given and let π = π ′ ∪π ′′ be its decomposition (3.6). Let f :D2(n) →
C(n), where f (π) = (τ, σ ) is defined as follows. For every 1  j  r , define the block τj to
be the union of the block πj and all blocks of π which are inner with respect to πj . Then σ is
defined to be the coarsest interval refinement of π (obtained by ‘erasing all bridge connections’
in π ). It can be seen that f is a bijection (using diagrams, giving the pair (τ, σ ) specifies blocks
of π in two steps: first we give the intervals which are ‘covered’ by outer blocks of π and then
we split up every such interval into an odd number of subintervals which show the positions of
the inner blocks of π ). 
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(m,σ, j), where 1  m  n, σ ∈ I(m) and j = (j1, j2, . . . , jm−1) is a tuple of non-negative
integers whose sum is equal to n−m.
Proof. The bijection g :DP2(n) → F(n) is given by g(π,η) = (m,σ, j), where the triple
(m,σ, j) is defined as follows. First, we set m = |π ′1| + |π ′2| + · · · + |π ′r |, i.e. m counts all num-
bers which belong to the outer blocks of π . Then we define σ ∈ I(m) as the unique partition of
the number m which corresponds to the partition η′ of the m-element set π ′1 ∪ π ′2 ∪ · · · ∪ π ′r into
blocks of η′. Finally, we set j = (j1, j2, . . . , jm−1), where jk is the non-negative integer equal
to the size of the inner block of π which immediately follows the kth leg of π ′ (π ′ has m legs
but the last leg of π ′ ends the diagram, so it does not count). Of course, if there is no inner block
following the kth leg of π ′, then we set jk = 0. It can be seen that the mapping g is a bijection.
Using diagrams, one can say that by giving the triple (m,σ, j), we simply draw the diagram
corresponding to (π,η) in the following order: first we draw all outer blocks of η′ and then every
inner block of η′′ = π ′′ is drawn on the right-hand side of the suitable leg of η′. 
4. Orthogonal independence
In this section we introduce the notion of ‘orthogonal subalgebras’ of a given (*- , C∗-) alge-
bra with respect to a pair of functionals (states) and the corresponding notions of the ‘orthogonal
product’ of two Hilbert spaces and the ‘orthogonal product’ of two (*-, C∗-) algebras. We then
construct ‘orthogonal random variables’ with prescribed probability distributions. To some ex-
tent, these structures resemble the corresponding monotone structures and for that reason can be
viewed as ‘quasi-monotone.’
The orthogonal product is neither commutative nor associative, but it turns out useful in the
construction of decompositions of the free additive convolution of measures.
Definition 4.1. Let (A, ϕ,ψ) be a unital algebra with a pair of linear normalized functionals and
let A1 and A2 be non-unital subalgebras of A. We say that A2 is orthogonal to A1 with respect
to (ϕ,ψ) if:
(i) ϕ(bw2) = ϕ(w1b) = 0,
(ii) ϕ(w1a1ba2w2) = ψ(b)(ϕ(w1a1a2w2)− ϕ(w1a1)ϕ(a2w2))
for any a1, a2 ∈A1, b ∈A2 and any elements w1,w2 of the unital algebra alg(A1,A2) generated
by A1 and A2. We say that the pair (a, b) of elements of A is orthogonal, or orthogonally
independent, with respect to (ϕ,ψ) if the algebra generated by a ∈A is orthogonal to the algebra
generated by b ∈A.
Remark 4.1. Note that ϕ is uniquely determined on the algebra generated by A1 and A2 by
restrictions ϕ|A1 and ψ |A2. Moreover, it follows from (i) that ϕ vanishes onA2. In the case of ψ ,
the situation is quite different. In fact, this is only for the sake of convenience that we consider two
states ϕ,ψ on all ofA (it is natural in the Hilbert space setting, where we choose states associated
with unit vectors of the ‘large’ Hilbert space). For our purposes, it would be sufficient to assume
ψ to be defined only on the subalgebra A2. Another observation is that ‘orthogonality’ with
respect to (ϕ,ψ), or ‘orthogonal independence,’ is quite different from ‘conditional freeness’
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there is no ‘symmetry’ with respect to A1 and A2).
Let us begin with the Hilbert space setting and introduce the notion of an orthogonal product
of two Hilbert spaces with distinguished unit vectors.
Definition 4.2. Let (H1, ξ1) and (H2, ξ2) be Hilbert spaces with distinguished unit vectors ξ1
and ξ2, respectively. The orthogonal product of (H1, ξ1) and (H2, ξ2) is the pair (H, ξ), where
H= Cξ ⊕H01 ⊕
(H02 ⊗H01), (4.1)
with H0i =Hi 
 Cξi denoting the orthogonal complement of Cξi , i = 1,2, and ξ being a unit
vector. We denote it by (H, ξ) = (H1, ξ1)  (H2, ξ2) and by ϕ—the canonical state on B(H)
associated with the vector ξ .
Note that the orthogonal product of Hilbert spaces is slightly smaller than their monotone
product [20]. In fact, the monotone product of (H1, ξ1) and (H2, ξ2) is equal to the direct sum
of their orthogonal product and H02. Clearly, (H1, ξ1)  (H2, ξ2) is also a truncation of the free
product of Hilbert spaces (H1, ξ1) ∗ (H2, ξ2) [26]. However, in order to study representations, it
is more convenient to use the tensor product H1 ⊗H2 and an isometry U :H→H1 ⊗H2 given
by
U(ξ) = ξ1 ⊗ ξ2, U(h1) = h1 ⊗ ξ2, U(h2 ⊗ h1) = h1 ⊗ h2 (4.2)
for any h1 ∈H01 and h2 ∈H02. In particular, we have
UU∗ = 1 − P
Cξ1⊗H02 . (4.3)
Using the isometry U , we shall define *-representations τi :B(Hi ) → B(H) by
τ1(a) = U∗(a ⊗ P2)U, τ2(b) = U∗
(
P⊥1 ⊗ b
)
U, (4.4)
where P1, P2 are the projections onto Cξ1 and Cξ2, respectively. Note that τ1 and τ2 are faithful
non-unital *-homomorphisms.
In the theorem below we describe the properties of the orthogonal product of Hilbert spaces.
Theorem 4.1. Let (H, ξ) = (H1, ξ1)  (H2, ξ2) be the orthogonal product of Hilbert spaces and
let ϕ, ϕ1 and ϕ2 be the states associated with ξ , ξ1 and ξ2, respectively. Moreover, let ψ be the
state on B(H) associated with any unit vector η ∈H01 ⊂H. Then
(i) A2 = τ2(B(H2)) is orthogonal to A1 = τ1(B(H1)) with respect to (ϕ,ψ),
(ii) ϕ ◦ τ1 agrees with the expectation ϕ1 on B(H1),
(iii) ψ ◦ τ2 agrees with the expectation ϕ2 on B(H2).
Proof. Let a ∈A1, b ∈A2 and w1 ∈ alg(A1,A2). First, observe that (4.3) implies that
ϕ
(
w1τ2(b)
)= ϕ(w1U∗(P⊥1 ⊗ b)U)= 0
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tion 4.1 holds. We need to show the condition (ii) of that definition. We have
ϕ
(
w1τ1(a1)τ2(b)τ1(a2)w2
)= ϕ(w1U∗(a1 ⊗ P2)UU∗(P⊥1 ⊗ b)UU∗(a2 ⊗ P2)Uw2)
= ϕ(w1U∗(a1 ⊗ P2)UU∗(P⊥1 a2 ⊗ bP2)Uw2)
for any w1,w2 ∈ alg(A1,A2), in view of (4.3). For the same reason, we get
(a1 ⊗ P2)UU∗
(
P⊥1 a2 ⊗ bP2
)
Uw2 = ϕ2(b)(a1 ⊗ P2)UU∗
(
P⊥1 a2 ⊗ P2
)
Uw2.
Below we shall demonstrate that ϕ2(b) = ψ(τ2(b)) for the state ψ associated with any unit vector
η from H01. Therefore, we are left with computing
ϕ
(
w1U
∗(a1 ⊗ P2)UU∗
(
P⊥1 a2 ⊗ P2
)
Uw2
)
= ϕ(w1U∗(a1 ⊗ P2)UU∗(a2 ⊗ P2)Uw2)− ϕ(w1U∗(a1 ⊗ P2)UU∗(P1a2 ⊗ P2)Uw2)
= ϕ(w1U∗(a1 ⊗ P2)UU∗(a2 ⊗ P2)Uw2)− ϕ(w1U∗(a1 ⊗ P2)UPξU∗(a2 ⊗ P2)Uw2)
= ϕ(w1a1a2w2)− ϕ(w1a1)ϕ(a2w2),
where we used U∗(P1 ⊗P2) = PξU∗(1⊗P2), with Pξ denoting the projection onto Cξ . Finally,
ϕ ◦ τ1(a) =
〈
(a ⊗ P2)ξ1 ⊗ ξ2, ξ1 ⊗ ξ2
〉= ϕ1(a),
ψ ◦ τ2(b) =
〈(
P⊥1 ⊗ b
)
η ⊗ ξ2, η ⊗ ξ2
〉= ϕ2(b)
for any a ∈ B(H1) and b ∈ B(H2), which completes the proof. 
Corollary 4.2. Let μ,ν be compactly supported probability measures on R. Then there exist
a Hilbert space H, unit vectors ξ, η ∈H and self-adjoint bounded random variables X1,X2 ∈
B(H) such that the pair (X1,X2) is orthogonal with respect to (ϕ,ψ), where ϕ and ψ are vector
states associated with ξ, η ∈H. Moreover, the ϕ-distribution of X1 and the ψ -distribution of X2
coincide with μ and ν, respectively. Finally, the ϕ-distribution of X1 + X2, denoted μ  ν, is
compactly supported.
Proof. Let H1 = L2(R,μ) and H2 = L2(R, ν) and take ξ1 = 1 and ξ2 = 1. Let xˆ1 and
xˆ2 be the standard multiplication operators on these spaces, namely xˆ1f (x1) = x1f (x1) and
xˆ2g(x2) = x2g(x2). They are bounded self-adjoint operators with distributions μ and ν, re-
spectively. By taking the orthogonal product (H, ξ) = (H1, ξ1)  (H2, ξ2) we can construct
bounded self-adjoint random variables X1 = τ1(xˆ1) and X2 = τ2(xˆ2) from B(H) such that the
pair (X1,X2) is orthogonal with respect to (ϕ,ψ), where ϕ is the vector state on B(H) asso-
ciated with ξ , and ψ is the vector state on B(H) associated with any function f ∈ L2(R,μ)
which satisfies
∫
R
f (x1)μ(dx1) = 0 and
∫
R
f 2(x1)μ(dx1) = 1. Finally, it is clear that the sum
X1 +X2 is a bounded self-adjoint operator on H and thus its probability distribution extends to
a compactly supported measure on the real line. 
342 R. Lenczewski / Journal of Functional Analysis 246 (2007) 330–365Example 4.1. Let (G1, e1) and (G2, e2) be two uniformly locally finite rooted graphs with adja-
cency matrices A1 and A2, respectively, which extend to bounded operators on H1 = l2(V1) and
H2 = l2(V2), where V1 and V2 denote their sets of vertices. Then
A(1) = A1 ⊗ Pe2 and A(2) = P⊥e1 ⊗A2
are orthogonal with respect to (ϕ,ψ), where ϕ and ψ are states on B(H1) ⊗ B(H2) associated
with vectors δ(e1) ⊗ δ(e2) and δ(v) ⊗ δ(e2), respectively, with v ∈ V 01 = V1 \ {e1}, and Pei is
the projection onto Cδ(ei). The sum A = A(1) + A(2) is the adjacency matrix of a uniformly
locally finite rooted graph (G1  G2, e) obtained by attaching a replica of G2 by its root to every
vertex of V 01 and setting e = e1 × e2, called the orthogonal product of (G1, e1) and (G2, e2). The
matrix A extends to a bounded operator on the orthogonal product (H1, δ(e1))  (H2, δ(e2)).
By Corollary 4.2, the spectral distribution of A in the state associated with vector δ(e) is given
by μ  ν, where μ and ν are spectral distributions of A1 and A2 associated with δ(e1) and
δ(e2), respectively. A detailed study of the orthogonal product of rooted graphs will be given in
a separate paper [1].
It is now natural to define the orthogonal product in the setting of C∗-probability spaces.
If (Ai , ϕi), i = 1,2, are C∗-probability spaces and (Hi , πi, ξi)—the corresponding GNS triples,
we first construct the orthogonal product of Hilbert spaces (H, ξ) = (H1, ξ1)  (H2, ξ2) and then
define representations
ιi :Ai → B(H), ιi = τi ◦ πi,
where τi , i = 1,2, are given by (4.4). Let A be the C∗-algebra generated by subalgebras ι1(A1)
and ι2(A2) of B(H) and the identity I ∈ B(H) and let ϕ denote the state onA associated with the
vector ξ . Then the pair (A, ϕ) is called the orthogonal product of C∗-probability spaces (A1, ϕ1)
and (A2, ϕ2) and is denoted (A1, ϕ1)  (A2, ϕ2).
Theorem 4.3. Let (A, ϕ) = (A1, ϕ1)  (A2, ϕ2) be the orthogonal product of C∗-probability
spaces equipped with the natural *-homomorphisms ιi :Ai → A and let ψ be the state on A
associated with any unit vector η ∈H01. Then
(i) ι1(A1) is orthogonal to ι2(A2) with respect to (ϕ,ψ),
(ii) ϕ ◦ ι1 agrees with the expectation ϕ1 on A1,
(iii) ψ ◦ ι2 agrees with the expectation ϕ2 on A2.
Proof. This is Theorem 4.1 adapted to the C∗-algebra setting (for an analogous formulation in
the monotone case, see [20]). 
Example 4.2. In Example 4.1, let Ai be the C∗-algebra generated by Ai and the identity Ii on
Hi and let ϕi be the state on Ai associated with the vector δ(ei), i = 1,2. Then the pair (A, ϕ),
where A is the C∗-algebra generated by A(1) and A(2) and the identity I1 ⊗ I2 and ϕ is the state
on A⊂ B(H1) ⊗ B(H2) associated with the vector δ(e1) ⊗ δ(e2), is the orthogonal product of
(A1, ϕ1) and (A2, ϕ2).
Remark 4.2. The notion of the orthogonal product can also be introduced in the category of non-
commutative (*-) probability spaces. Then, conditions of Definition 4.1 can be used as defining
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identification of units. One can use extensions A˜1 =A1∗C[p1] and A˜2 =A2∗C[p2] by idempo-
tents (projections) p1 and p2 to construct the unital (*-) homomorphism j :A1 unionsqA2 → A˜1 ⊗ A˜2
as the linear and multiplicative extension of j (a) = a⊗p2 and j (b) = p⊥1 ⊗b for any a ∈A1 and
b ∈A2, where p⊥1 = 1−p. Then ϕ agrees with the functional (state) (ϕ˜1 ⊗ φ˜2) ◦ j . In particular,
in the case of *-probability spaces, this proves positivity of ϕ. Therefore, the pair (A1 unionsqA2, ϕ)
can be defined as the orthogonal product of noncommutative (*)-probability spaces (A1, ϕ1) and
(A2, ϕ2).
5. Orthogonal additive convolution
In this section we study the moments of the orthogonal additive convolution of compactly
supported probability measures.
In that case the moments of μ  ν can be computed using the Hilbert space realization of
Section 4. Keeping the notations of Corollary 4.2, we obtain the following proposition.
Proposition 5.1. For any π ∈ I(n) it holds that
mμν(π) =
∑
σ∈Iodd(π)
(−1)|σ ′|−|π |k∗μ(σ ′)mν(σ ′′), (5.1)
where k∗μ(σ ′) and mν(σ ′′) are given by (3.3) and (3.5) and σ = σ ′ ∪ σ ′′ is the decomposition
given by (3.1).
Proof. First consider the case, when π consists of one n-element block, which we denote
π = (n), where n ∈ N. We have
(μ  ν)(n) = 〈(X1 ⊗ P2 + P⊥1 ⊗X2)nξ1 ⊗ ξ2, ξ1 ⊗ ξ2〉
=
n∑
r=1
∑
j1+j2+···+jr=n
r odd
〈
X
j1
1 P
⊥
1 X
j3
1 P
⊥
1 . . . P
⊥
1 X
jr
1 ξ1, ξ1
〉〈
P2X
j2
2 P2 . . .X
jr−1
2 P2ξ2, ξ2
〉
,
where we understand that the summation runs over the set of ordered partitions of the number
n and thus all jks are assumed to be non-zero. Now, if we denote by σ the interval partition
associated with the tuple (j1, j2, . . . , jn), and by σ = σ ′ ∪ σ ′′—the alternating decomposition
(3.1), we get〈
X
j1
1 P
⊥
1 X
j3
1 P
⊥
1 . . . P
⊥
1 X
jr
1 ξ1, ξ1
〉= ∑
ησ ′
(−1)|η|−1mμ(η) = (−1)|σ ′|−1k∗μ(σ ′),
where we use (3.5). Moreover,〈
P2X
j2
2 P2 . . .X
jr−1
2 P2ξ2, ξ2
〉= ν(j1)ν(j2) . . . ν(jr−1) = mν(σ ′′).
This gives (5.1) for π = (n). It remains to extend this result multiplicatively to any π ∈ I(n).
Namely, (5.1) holds for every block πj of π , with summation running over partitions σ(j) ∈
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and odd number of subblocks. The sum over σ(j)’s gives (5.1) for any π since∑j (|σ ′(j)|−1) =
|σ ′| − |π |. 
One can generalize the definition of the orthogonal additive convolution and Proposition 5.1 to
distributions of an arbitrary orthogonal pair (a, b) of elements of a noncommutative probability
space A (see Remark 4.2).
Definition 5.1. Let (a, b) be a pair of random variables from a unital algebra A which is or-
thogonal with respect to a pair of normalized linear functionals (ϕ,ψ), with μ denoting the
ϕ-distribution of a and ν denoting the ψ -distribution of b. By the orthogonal additive convolu-
tion μ  ν we understand the ϕ-distribution of a + b.
Example 5.1. Using Proposition 5.1 as well as (3.3) and (3.5), we get
μa+b(1) = μa(1),
μa+b(2) = μa(2),
μa+b(3) = μa(3)+
(
μa(2)−μ2a(1)
)
νb(1),
μa+b(4) = μa(4)+ 2μa(3)νb(1)+μa(2)νb(2)
− 2μa(2)μa(1)νb(1)−μ2a(1)νb(2).
It can be seen that μa+b is not symmetric with respect to μa and νb . In particular, the first two
moments of a + b agree with the moments of a.
More generally, the moment μa+b(n) for n  2 can be expressed in terms of the moments
μa(k) of orders k  n and the moments μb(l) of orders l  n− 2. In fact, using the language of
‘universal polynomials,’ we obtain the following analogue of [1, Proposition 4.3] or [24, Propo-
sition 1.2].
Proposition 5.2. Let (a, b) be a pair of elements of a unital algebra A which is orthogonal with
respect to (ϕ,ψ). The ϕ-distribution of a + b depends only on μa and νb and there are universal
polynomials with integer coefficients Pm(x1, . . . , xm, y1, . . . , ym−2) for m> 2, with P1(x1) = x1
and P2(x1, x2) = x2, such that:
(1) Pm is homogeneous of degree m in the x and y variables taken together, where degree j is
assigned to xj and yj ,
(2) μa+b(m) = Pm(μa(1), . . . ,μa(m), νb(1), . . . , νb(m− 2)).
Proof. It follows directly from (5.1) for the partition π = (m) consisting of one block that μa+b
depends only on μa and νb since k∗μ(σ ′) and mν(σ ′′) depend only on μa and νb . Now, each
k∗μ(σ ′) is a polynomial in the moments of μ with integer coefficients and mν is just a product
of moments of ν as the proof of Proposition 5.1 demonstrates. Assigning the variable xj to
μ(j) and yj to ν(j), we obtain the polynomial Pm. Since in the expression on the right-hand
side of (5.1) we have a summation over odd subpartitions of π = (m), moments μ(j) of orders
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y1, . . . , ym−2. 
Corollary 5.3. Let a1, a2, . . . , an ∈A and let μ1,μ2, . . . ,μn be their distributions with respect
to normalized linear functionals ϕ1, ϕ2, . . . , ϕn on A, respectively. If the pair (aj , aj+1 + · · · +
an) is orthogonal with respect to (ϕj ,ϕj+1) for every 1  j  n − 1, then the mth moment of
a1 + a2 + · · · + an depends only on μr(jr ), where 1 jr m− 2r + 2 and 1 r  n.
Proof. A repeated application of Proposition 5.2 gives the assertion. 
6. Reciprocal Cauchy transforms
Our goal now is to derive a formula expressing the reciprocal Cauchy transform of distribution
μ  ν in terms of those of μ and ν. In the theorem below we shall do it on the level of formal
power series for measures with finite moments of all orders. However, we will also show how to
extend the definition of the orthogonal additive convolution to arbitrary measures μ,ν ∈M.
Let us first prove an elementary combinatorial formula for the reciprocal Cauchy transform
Fμ(z) of distribution μ.
Proposition 6.1. If μ ∈M has finite moments of all orders, then it holds that
Fμ(z)− z =
∞∑
n=1
∑
π∈I(n)
(−1)|π |mμ(π)z−n+1, (6.1)
where the right-hand side is understood as a formal power series and mμ(π) is given by (3.2),
(3.3).
Proof. We have
Fμ(z) = z1 +∑∞n=1 μ(n)z−n = z
(
1 +
∞∑
k=1
(
−
∞∑
n=1
μ(n)z−n
)k)
= z
(
1 +
∞∑
m=1
m∑
r=1
∑
j1+j2+···+jr=m
(−1)rμ(j1)μ(j2) . . .μ(jr )z−m
)
= z +
∞∑
m=1
∑
π∈I(m)
(−1)|π |mμ(π)z−m+1
which completes the proof. 
Theorem 6.2. If μ,ν ∈M have finite moments of all orders, then the reciprocal Cauchy trans-
form of μ  ν is given by the formula
Fμν(z) = Fμ
(
Fν(z)
)− Fν(z)+ z, (6.2)
where the right-hand side is understood as a formal power series.
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L : = Fμν(z)− z =
∞∑
n=1
∑
π∈I(m)
(−1)|π |mμν(π)z−n+1,
R : = Fμ
(
Fν(z)
)− Fν(z) = ∞∑
m=1
∑
π∈I(m)
(−1)|π |mμ(π)
(
Gν(z)
)m−1
.
In turn, the definition of Gν(z) gives
(
Gν(z)
)m−1 = ∞∑
j1=0
∞∑
j2=0
. . .
∞∑
jm−1=0
ν(j1)ν(j2) . . . ν(jm−1)z−j1−j2−···−jm−1−(m−1)
= z−m+1
∞∑
k=0
( ∑
j1+j2+···+jm−1=k
j1,j2,...,jm−10
ν(j1)ν(j2) . . . ν(jm−1)
)
z−k.
Writing L and R in the form of formal power series
L =
∞∑
n=1
Lnz
−n+1, R =
∞∑
n=1
Rnz
−n+1,
we get
Ln =
∑
τ∈I(n)
(−1)|τ |mμν(τ ),
Rn =
n∑
m=1
∑
σ∈I(m)
(−1)|σ |mμ(σ)
∑
j1+j2+···+jm−1=n−m
j1,j2,...,jm−10
ν(j1)ν(j2) . . . ν(jm−1)
and we thus need to show that Ln = Rn for every n  1. Using Proposition 5.1, formula (3.5)
and Proposition 3.1, we get
Ln =
∑
τ∈I(n)
(−1)|τ |
∑
σ∈Iodd(τ )
(−1)|σ ′|−|τ |k∗μ(σ ′)mν(σ ′′)
=
∑
τ∈I(n)
∑
σ∈Iodd(τ )
∑
η′σ ′
(−1)|η′|mμ(η′)mν(σ ′′)
=
∑
π∈D2(n)
∑
η′π ′
mμ(η
′)mν(π ′′)
=
∑
(−1)|η′|mμ(η′)mν(π ′′)
(π,η)∈DP2(n)
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by connecting certain blocks of σ ′ and η′′ = π ′′.
Let us finally demonstrate that Rn = Ln for every n  1. In the expression for Rn there
is a summation over the set F(n) of triples (m,σ, j), where 1  m  n, σ ∈ I(m) and
j = (j1, j2, . . . , jm−1) is a tuple of non-negative integers whose sum is equal to n−m. By Propo-
sition 3.2, we get a bijection g :DP2(n) → F(n) which assigns to every pair (π,η) ∈DP2(n)
the triple (m,σ, j). Therefore, the summation over the set F(n) can be replaced by a summation
over the set DP2(n) and since we can identify σ with η′ as the proof of Proposition 3.2 shows,
we have mμ(σ) = mμ(η′). Moreover, ν(j1)ν(j2) . . . ν(jm−1) = mν(π ′′). Therefore, Rn = Ln.
This completes the proof. 
Corollary 6.3. In terms of K-transforms, the formula of Theorem 6.2 reads
Kμν(z) = Kμ
(
z−Kν(z)
)
, (6.3)
where Kμ(z) and Kν(z) are the K-transforms of μ and ν, respectively.
Proof. This is an immediate consequence of Theorem 6.2 and the definition of the K-
transform. 
In order to apply (6.2), (6.3) to some examples, let us recall basic facts on Jacobi continued
fractions. It is well known [2] that every μ ∈M with finite moments of all orders is characterized
by the sequences of Jacobi parameters α = (αn) and ω = (ωn), n 0, where αn ∈ R and ωn  0
(we will call them Jacobi sequences). In that case we use the notation J (μ) = (α,ω). The Cauchy
transform of μ can then be expressed as a continued fraction of the form
Gμ(z) = 1
z− α0 − ω0
z− α1 − ω1
z− α2 − ω2· · ·
(6.4)
and it is understood that if ωm = 0 for some m, then the fraction terminates and, for convenience,
we set ωn = αn = 0 for all n >m. In examples, we will mainly characterize measures by giving
their Jacobi sequences and refer the reader to [13] for details and explicit measures.
Let us also introduce the finite approximations of continued fractions which will be used
in computations. In the case of the Cauchy transform Gμ(z) we define them as quotients of
polynomials of the form
[
Gμ(z)
]
m
= Nm(z)
Mm(z)
, m 1, (6.5)
where the numerators and the denominators satisfy the same recurrence
Ym+1(z) = (z − αm)Yk −ωm−1Ym−1, m 1,
with different initial conditions:
N0(z) = 0, N1(z) = 1 and M0(z) = 1, M1(z) = z− α0
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sions involving them. In particular, we have
[
Fμ(z)
]
m−1 = z −
[
Kμ(z)
]
m−1 =
1
[Gμ(z)]m , m 1, (6.6)
for the approximations of Fμ(z) and Kμ(z).
For any sequence x = (x0, x1, x2, . . .) of real numbers, let us also introduce the backward
shift s(x) = (x1, x2, x3, . . .). When we apply this shift to Jacobi sequences, we can find a relation
between the orthogonal additive convolution of measures and the monotone additive convolution.
Corollary 6.4. If μ,ν ∈M have finite moments of all orders and J (μ) = (α,ω), then
Fμν(z) = z − α0 − ω0
Fμsν(z)
,
where J (μs) = (s(α), s(ω)), i.e. μs ∈M is associated with shifted Jacobi sequences.
Proof. In (6.2), we write Fμ(w) as a continued fraction and then substitute w = Fν(z) to obtain
Fμν(z) = z − α0 − ω0
Fμs (w)
= z − α0 − ω0
Fμsν(z)
which proves our assertion. 
Example 6.1. Let J (μ) = (α,ω) and ν = δa , where a ∈ R. Then Fν(z) = z − a and therefore,
using Corollary 6.4, we get
Fμν(z) = z − α0 − ω0
Fμs (z − a)
which shows that J (μ  δa) = ((α0, α1 + a,α2 + a, . . .),ω). In particular, μ  δ0 = μ, i.e. δ0
is the right identity with respect to the operation  (it is not hard to show that the left identity
does not exist). In turn, if μ = δa and J (ν) = (β, γ ), where a ∈ R, then α0 = a and ω0 = 0 and
therefore, using Corollary 6.4, we obtain Fμν(z) = z− a, which gives δa  ν = δa .
Example 6.2. Let μ = pδλ1 + qδλ2 , where p + q = 1 and J (ν) = (β, γ ). In that case
Gμ(z) = p
z− λ1 +
q
z − λ2
and the reciprocal Cauchy transform is of the form
Fμ(z) = z− λ1p − λ2q − pq(λ1 − λ2)
2
z− λ1q − λ2p .
Using (6.2), we obtain
Fμν(z) = z − λ1p − λ2q − pq(λ1 − λ2)
2
.
Fν(z)− λ1q − λ2p
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J (μ  ν) = ((λ1p + λ2q,β0 + λ1q + λ2p,β1, β2, . . .), (pq(λ1 − λ2)2, γ0, γ1, . . .)).
In particular, if Fμ(z) = z− α0 −ω0/z, then
Fμν(z) = z− α0 − ω0
Fν(z)
and thus J (μ  ν) = ((α0, β0, β1, . . .), (ω0, γ0, γ1, . . .)).
Example 6.3. A closer look at Eq. (6.2) shows that it is natural to consider the orthogonal con-
volution of measures which correspond to mixed periodic J-fractions [13] related to each other
as follows:
J (μ) = ((α0, α1, α,α, . . .), (ω0,ω1,ω,ω, . . .)),
J (ν) = ((β,β + α,β + α, . . .), (γ, γ +ω,γ +ω, . . .))
(here, α,ω,β, γ denote numbers, not sequences). In that case we have
Fμ(z) = z− α0 − ω0
z− α1 −ω1W(α,ω)(z) ,
Fν(z) = z− β − γW(α+β,ω+γ )(z),
where W(a,b)(z) denotes the Cauchy transform of the Wigner measure σ with mean a and vari-
ance b. In this case J (μs) = ((α1, α,α, . . .), (ω1,ω,ω, . . .)) and thus
Fμsν(z) = Fν(z)− α1 −ω1W(α,ω)
(
Fν(z)
)
= z − β − γW(α+β,ω+γ )(z)− α1 −ω1W(α,ω)
(
Fν(z)
)
= z − β − α1 − (γ +ω1)W(α+β,ω+γ )(z)
since W(α+β,ω+γ )(z) = W(α,ω)(Fν(z)). Therefore, we obtain another mixed periodic J-fraction
J (μ  ν) = ((α0, α1 + β,α + β,α + β, . . .), (ω0,ω1 + γ,ω + γ,ω + γ, . . .)). For a discussion
on the corresponding measures, see [13].
The notion of the orthogonal additive convolution can be extended to the class of all probabil-
ity measures. Namely, by μ  ν we then understand the unique probability measure defined by
the reciprocal Cauchy transform of the form (6.2)—that the formula (6.2) gives in fact a function
from class RC is proven below. Note that the binary operation  is neither commutative nor
associative.
Theorem 6.5. If μ,ν ∈M, then the function of the form
F(z) = Fμ
(
Fν(z)
)− Fν(z)+ z (6.7)
defined on C+, is the reciprocal Cauchy transform of a probability measure on R.
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bility measure, we will use the sufficiency condition of Maassen [18] and show that
inf
z∈C+
(F (z))
z = 1,
where (u) denotes the imaginary part of u ∈ C. Denoting w = Fν(z) and using the Nevanlinna
representation theorem, we can write F(z) in the form
F(z) = z − a −
∫
R
1 + xw
w − x dτ(x)
= z − a −
∫
R
(1 + xw)(w¯ − x)
(w − x)(w¯ − x) dτ(x),
where τ is a positive finite measure, which gives
F(z) = y + w
∫
R
1 + x2
|w − x|2 dτ(x) y
for z ∈ C+ since w = −(Gν(z))/|Gν(z)|2  0 (we have Gν :C+ → C−). This implies that
inf
z∈C+
F(z)
z  1.
Moreover, we can write
F(z)
z
= 1 − F1(z)
z
+ F2(z)
z
,
where
F1(z) = Fν(z) and F2(z) = Fμ
(
Fν(z)
)= Fμν(z)
and thus both F1(z) and F2(z) are reciprocals of Cauchy transforms of probability measures.
This gives
inf
z∈C+
F1(z)
z = 1 and infz∈C+
F2(z)
z = 1.
Observe now that
(F1(z)− F2(z))= (Kμ( 1
Gν(z)
))
 0
for z ∈ C+ since 1/Gν :C+ → C+ and Kν :C+ → C− ∪ R. Therefore
(F2(z)− F1(z))  0, z ∈ C+.z
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f1(z) := F1(z)/z and f2(z) := F2(z)/z, which are continuous on C+ with f2  f1 on
C
+ and infz∈C+f1(z) = infz∈C+f2(z) = 1. Thus, there exists a sequence (zn) ⊂ C+ such that
limn→∞ f2(zn) = 1 and thus limn→∞ f1(zn) = 1 which implies that limn→∞ f (zn) = 0, where
f = f2 − f1. This proves that
inf
z∈C+
F(z)
z  1,
which completes the proof of the sufficiency condition. 
Corollary 6.6. If μ,ν ∈M, then the monotone additive convolution of μ and ν can be decom-
posed as μ ν = (μ  ν)unionmulti ν.
Proof. This decomposition is a direct consequence of (2.3), (2.5) and Theorem 6.5. 
7. s-Free independence
In analogy to Section 4, where we studied ‘orthogonal structures’ related to the orthogonal ad-
ditive convolution, we now define and study ‘subordinate structures’ (subalgebras and products)
related to the s-free additive convolution. Note that the latter resembles the free additive convo-
lution, except that one measure can be viewed as ‘subordinate’ to the other. The same holds for
the associated subalgebras and Hilbert spaces and this motivates our terminology—‘s-free sub-
algebras,’ ‘s-free independence’ and ‘s-free product of Hilbert spaces.’ In the case of compactly
supported measures, these structures can also be obtained as inductive limits of ‘alternating or-
thogonal structures,’ but it seems to be of advantage to define them directly.
Let (Hi , ξi), i = 1,2, be Hilbert spaces with distinguished unit vectors. Then their Hilbert
space free product (H1, ξ1) ∗ (H2, ξ2) is (H, ξ) where
H= Cξ ⊕
∞⊕
n=1
⊕
i1 =i2 =···=in
H0i1 ⊗H0i2 ⊗ · · · ⊗H0in (7.1)
with H0i = Hi 
 Cξi and ξ denoting a unit vector (canonical scalar product is used). For any
h ∈Hi , denote by h0 the orthogonal projection of h onto H0i . Moreover, let
H(n)(j) =
⊕
i1 =i2 =···=in
i1 =j
H0i1 ⊗H0i2 ⊗ · · · ⊗H0in , (7.2)
K(n)(j) =
⊕
i1 =i2 =···=in
in =j
H0i1 ⊗H0i2 ⊗ · · · ⊗H0in (7.3)
for any j = 1,2, and m ∈ N. For convenience, also set H(0)(j) =K(0)(j) = Cξ , with the canon-
ical projection P0 :H→ Cξ . We will also use
H(j) =
∞⊕
H(n)(j), K(j) =
∞⊕
K(n)(j) (7.4)n=1 n=1
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H= Cξ ⊕H(1)⊕H(2) = Cξ ⊕K(1)⊕K(2)
hence H can be decomposed as the union of Cξ and two ‘branches’ (originating or ending with
H01 or H02).
Using these notations, we can also decompose the free product of Hilbert spaces (7.1) as the
orthogonal direct sums
H=
⊕
n1
H(n−1)(j)⊕H(n)(j¯ ), (7.5)
where j = 1,2 and we adopt the notation 1¯ = 2 and 2¯ = 1. Moreover, let Pj (n) denote the
orthogonal projection onto H(n−1)(j)⊕H(n)(j¯ ).
The above notations will always be used in the following context. Let (Ai , ϕi), i = 1,2, be
C∗-probability spaces. We denote by (Hi , πi, ξi) the GNS triple of (Ai , ϕi), i.e. Hi is a Hilbert
space, ξi is a cyclic (unit) vector in Hi and πi :Ai → B(Hi ) is a *-homomorphism, such that
ϕi(a) = 〈πi(a)ξi, ξi〉 for all a ∈Ai , where 〈·,·〉 denotes the scalar product in Hi (for simplicity,
we use the same notation for all scalar products).
Recall the definition of the free product representation. On H we define a *-representation
λi :Ai → B(H) of each algebra Ai , i = 1,2, as follows:
λi(a)(h1 ⊗ h) =
(
πi(a)h1
)0 ⊗ h+ 〈πi(a)hi, ξi 〉h,
λi(a)(ξ) =
(
πi(a)ξi
)0 + 〈πi(a)ξi, ξi 〉ξ
for any h ∈H(i) and h1 ∈Hi , where identifcations ξi ⊗ h ≡ h are made for any h1 ∈H0i and
h ∈H(i). The free product of (λi)i∈I is the representation λ = ∗i∈I λi :∗i∈IAi → B(H) given
by the linear extension of
(∗i∈I λi)(a1a2 . . . an) = λi1(a1)λi2(a2) . . . λin(an)
for aj ∈ Aij , where i1, i2, . . . , in is a sequence of alternating 1’s and 2’s. Finally, on B(H) we
define the so-called vacuum state ϕ(·) = 〈· ξ, ξ 〉 and the free product of states (ϕi)i∈I as the
functional ∗i∈I ϕi :∗i∈IAi → C given by the composition ∗i∈I ϕi = ϕ ◦ λ.
Let a1 ∈ B(H1) and a2 ∈ B(H2) be fixed random variables with distributions μ and ν, respec-
tively. The corresponding free random variables λ(a1) and λ(a2) can be decomposed according
to the Hilbert space decompositions (7.5) and can be interpreted as consisting of sums of replicas
of a1 and a2, respectively (see Proposition 7.1).
Proposition 7.1. According to the decomposition (7.5), the free random variable λ(aj ) is the
strongly convergent series
λ(aj ) =
∞∑
n=1
aj (n), (7.6)
where aj (n) = Pj (n)ajPj (n) are replicas of aj , where j = 1,2.
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and j = 1,2. Using the direct sum decomposition (7.5), we get the assertion. 
Remark 7.1. Decompositions of free random variables of type given by (7.6) were studied in the
algebraic framework of *-algebras [16], where it was shown that they can be viewed as ‘closed
operators’ with respect to a suitable topology implemented by a sequence of projections.
From now on, when speaking of free random variables a1, a2 as elements of B(H), we will
understand that aj ≡ λ(aj ) ∈ B(H), where j = 1,2. The Hilbert space setting will be used below
to study the ‘free convolution product’ of a1 and a2 as well as the ‘s-free convolution product’
related to the subordination functions. We begin, however, with a general formulation.
Definition 7.1. Let (A, ϕ,ψ) be a unital algebra with a pair of linear normalized functionals. Let
A1 be a unital subalgebra of A and let A2 be a non-unital subalgebra with an ‘internal’ unit 12,
i.e. 12b = b = b12 for every b ∈A2. We say that the pair (A1,A2) is free with subordination, or
simply s-free, with respect to (ϕ,ψ) if ψ(12) = 1 and it holds that:
(i) ϕ(a1a2 . . . an) = 0 whenever aj ∈A0ij and i1 = i2 = · · · = in,
(ii) ϕ(w112w2) = ϕ(w1w2)− ϕ(w1)ϕ(w2) for any w1,w2 ∈ alg(A1,A2),
where A01 =A1 ∩ kerϕ and A02 =A2 ∩ kerψ . We say that the pair (a, b) of random variables
fromA is s-free with respect to (ϕ,ψ) if there exists 12 ∈A such that the unital algebra generated
by a and the (non-unital) algebra generated by b and 12 have this property.
The notion of s-freeness, or s-free independence, reminds freeness (or, free independence)
except that the ‘internal’ unit 12 is mapped by the GNS representation onto P⊥ξ = 1 −Pξ , where
ξ is the distinguished unit vector of the Hilbert space, instead of the unit 1 (see below). Note also
that condition (ii) resembles condition (ii) of Definition 4.1, but it is weaker since it has 12 ‘in
the middle’ and not an arbitrary b ∈A2. In particular, since A1 is unital, it also follows from (ii)
that ϕ vanishes on A2 (cf. (ii) of Definition 4.1). Let us also point out that by conditions (i), (ii)
of Definition 7.1, ϕ is uniquely determined on alg(A1,A2) by restrictions ϕ|A1 and ψ |A2 and it
vanishes on A2 (as in the orthogonal case). Finally, note that ‘s-freeness’ with respect to (ϕ,ψ)
differs from ‘conditional freeness’ with respect to (ϕ,ψ), as in the orthogonal case (in particular,
it is not symmetric with respect to A1 and A2).
The corresponding Hilbert space setting can be given as follows.
Definition 7.2. Let (H1, ξ1) and (H2, ξ2) be Hilbert spaces with distinguished unit vectors ξ1
and ξ2, respectively. The s-free product of (H1, ξ1) and (H2, ξ2) is the pair (K, ξ), where K =
Cξ ⊕K(2). We denote it by (K, ξ) = (H1, ξ1) 
- (H2, ξ2) and by ϕ—the canonical state on B(K)
associated with ξ .
Let us define *-representations ρi :B(Hi ) → B(K) by strongly convergent series
ρ1(a1) =
∞∑
a1(2r + 1), ρ2(a2) =
∞∑
a2(2r), (7.7)
r=0 r=1
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phism. Using these representations, we can describe the properties of the s-free product of Hilbert
spaces. Of course, if we consider (H2, ξ2) 
- (H1, ξ1), we need to define a different pair of
*-representations (with the roles of B(H1) and B(H2) interchanged).
Theorem 7.2. Let (K, ξ) = (H1, ξ1) 
- (H2, ξ2) be the s-free product of Hilbert spaces and let ϕ,
ϕ1 and ϕ2 be the states associated with unit vectors ξ , ξ1 and ξ2, respectively. Moreover, let ψ
be the state on B(K) associated with any unit vector η ∈H01 ⊂H. Finally, let Ai = ρi(B(Hi )),
where i = 1,2. Then
(i) the pair (A1,A2) is s-free with respect to (ϕ,ψ),
(ii) ϕ ◦ ρ1 agrees with the expectation ϕ1 on B(H1),
(iii) ψ ◦ ρ2 agrees with the expectation ϕ2 on B(H2).
Proof. Let aj ∈ A0ij , 1  j  n, with i1 = i2 = · · · = in. In order to see that condition (i) of
Definition 7.1 holds, first observe that it holds whenever an ∈ A02, since ρ2(b)ξ = 0 for any
b ∈ B(H2). Therefore, assume that an ∈ A01. In that case anξ = hn ∈ H01, an−1hn = hn−1 ⊗
hn ∈ H02 ⊗ H01, an−2hn−1 ⊗ hn = hn−2 ⊗ hn−1 ⊗ hn ∈ H01 ⊗ H02 ⊗ H01, etc. Continuing this
process, we get condition (i) of Definition 7.1. Finally, let w1,w2 ∈ alg(A1,A2) and observe
that 12 = ρ2(1H2) = 1 − Pξ . This proves condition (ii) of Definition 7.1 and thus completes the
proof of (i). Verification of (ii) and (iii) is straightforward. 
Corollary 7.3. Let μ,ν be compactly supported probability measures on R. Then there exist
a Hilbert space K, unit vectors ξ, η ∈ K and self-adjoint bounded random variables X1,X2 ∈
B(K) such that the pair (X1,X2) is s-free with respect to (ϕ,ψ), where ϕ and ψ are vector
states associated with ξ, η ∈K. Moreover, the ϕ-distribution of X1 and the ψ -distribution of X2
coincide with μ and ν, respectively, and the ϕ-distribution of X1 +X2 is compactly supported.
Proof. The proof is similar to that of Corollary 4.2—replace H by K = Cξ ⊕ K(2) and
*-homomorphisms τ1 and τ2 by ρ1 and ρ2, respectively. 
The s-free product of C∗-probability spaces can be defined by means of representations ρ1 and
ρ2 along the lines of Section 4 (together with a C∗-version of Theorem 7.2). Below we give an
example which shows a natural connection between the s-free product of C∗-probability spaces
and ‘branches’ of the free product of graphs.
Example 7.1. Consider two rooted graphs as in Example 4.1. Let (B1, e) be the (uniformly
locally finite) rooted graph called a ‘branch’ obtained from the free product of rooted graphs
(G1, e1) ∗ (G2, e2) by restricting the set of vertices V1 ∗ V2 to the set V consisting of the empty
word e and words ending with a vertex (letter) from V 01 . Then the adjacency matrix of (B1, e)
can be decomposed as A(B1) = A(1) +A(2), where the summands
A(1) =
∑
nodd
A1(n), A
(2) =
∑
n even
A2(n),
(with n positive) are bounded operators on l2(V ) which are s-free with respect to (ϕ,ψ), where
ϕ(·) = 〈· δ(e), δ(e)〉 and ψ(·) = 〈· δ(v), δ(v)〉 with v ∈ V 0 and 12 = 1 − Pe . Moreover, the pair1
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s-free product of the C∗-probability spaces (A1, ϕ1) and (A2, ϕ2), where Ai is generated by
Ai and the unit Ii on l2(Vi), and ϕi is the state defined by the vector δ(ei), i = 1,2. Thus the
branch (B1, e) can be viewed as the s-free product of (G1, e1) and (G2, e2), denoted G1 
- G2. The
branch B2 can be decomposed in a similar way and can be viewed as the s-free product G2 
- G1.
A detailed study of ‘branches’ of the free product of rooted graphs will be given in [1].
8. Subordination branches
In this section we study decompositions of the sum X1 + X2 of free bounded random vari-
ables with distributions μ and ν, respectively, related to the decompositions of μ ν given by
Proposition 2.1. This leads to the concept of ‘subordination branches’ which correspond to the
subordination functions (terminology is motivated by Example 7.1) which give a Hilbert space
realization of random variables, whose distributions are given by s-free additive convolutions.
Definition 8.1. Let (X1,X2) be a pair of self-adjoint random variables from B(H) which are free
with respect to ϕ. The self-adjoint random variables from B(H) given by strongly convergent
series
Bj (k) =
∞∑
r=0
Xj(2r + k)+
∞∑
r=0
Xj¯ (2r + k + 1), (8.1)
where j = 1,2 and k ∈ N, are called subordination branches.
In particular, for k = 1, the 1st subordination branch takes the form
Bj := Bj (1) = ρ1(Xj )+ ρ2(Xj ),
where j = 1,2. Branches of higher orders can then be obtained from the recursions
Bj (k) = Xj(k)+Bj¯ (k + 1),
where j = 1,2 and k ∈ N, which shows that we get two disjoint sequences of subordination
branches with ‘alternating subordination,’ beginning either with B1 or B2.
Viewing the ‘free convolution product’ of X1 and X2 as a tree-like structure with two types
of ‘leaves’ (which it really is when X1 and X2 are taken to be adjacency matrices of graphs, cf.
Example 7.1), one can interpret subordination branches as follows. The branch B1 is the ‘half’
of the ‘tree’ which originates with ‘leaf’ X1(1) (the first replica of X1), followed by ‘leaves’
produced by X2(2) (the second replica of X2), then ‘leaves’ produced by X1(3) (the third replica
of X3), etc. In the case of branches of higher order, B1(k) is the part of the ‘tree’ which originates
from ‘leaves’ X1(k) at height k, followed by ‘leaves’ X2(k+1), then X1(k+2), etc. (it is similar
for branches which originate with X2).
We begin with an elementary proposition, which says that the distributions of subordination
branches of all orders are the same as ϕ-distributions of B1 and B2 if one chooses states associ-
ated with unit vectors from appropriate (higher order) tensor products of Hilbert spaces.
356 R. Lenczewski / Journal of Functional Analysis 246 (2007) 330–365Proposition 8.1. Let (X1,X2) be a pair of free self-adjoint bounded random variables from
B(H) with distributions μ and ν, respectively. For k ∈ N ∪ {0}, let ϕk and ψk denote states on
B(H) associated with arbitrary unit vectors ζk ∈H(k)(2) and ηk ∈H(k)(1), respectively. Then
the ψk−1-distribution of B1(k) and the ϕk−1-distribution of B2(k) agree with the ϕ-distributions
of B1 and B2, respectively, for k  2.
Proof. Without loss of generality, consider the ψk−1-distribution of B1(k). We need to show that
ψk−1(Bn1 (k)) = ϕ(Bn1 ) for every k  2 and n ∈ N. We can write
Bn1 (k)ηk−1 =
(
Bn1 ξ1
)⊗ ηk−1
if we identify ξ1 ⊗ ηk−1 with ηk−1. In fact, in the definition of B1(k), we only have X1(j)’s
with j  k and X2(j)’s with j  k + 1, thus X1(k − 1) is missing, which is the only summand
among all X1(r)’s and X2(r)’s in (7.6) which can map ηk−1 onto a vector which is not in Cηk−1.
Therefore
Bn1 (k)ηk−1 = ϕ
(
Bn1
)
ηk−1 mod
(H
H(k−1)(1))
which gives ψk−1(Bn1 (k)) = ϕ(Bn1 ) and that completes the proof. 
We are ready to prove decompositions of the sum X1 + X2 related to the equations for con-
volutions given by Proposition 2.1.
Lemma 8.2. In the decomposition X1 + X2 = B1 + B2, the branches B1 and B2 are boolean
independent with respect to ϕ.
Proof. Let w be any element of the *-algebra generated by B1 and B2 and, for simplicity, denote
x = X1(1). In order to show boolean independence of B1 and B2, we compute the moment with
Bk1 at the ‘end’ of the moment (the other case is similar):
ϕ
(
wB2B
k
1
)= 〈wB2Bk1ξ, ξ 〉= 〈wB2xkξ, ξ 〉
= 〈xkξ, ξ 〉〈wB2ξ, ξ 〉 + 〈wB2(xkξ1)0, ξ 〉
= ϕ(xk)ϕ(wB2)
= ϕ(Bk1 )ϕ(wB2)
since B2h1 = 0 for every h1 ∈H01. This completes the proof. 
Lemma 8.3. In the decomposition X1 + X2 = Xj(1) + Zj , where j = 1,2, the pair of random
variables (Xj (1),Zj ) is monotone independent with respect to ϕ. Moreover, the ϕ-distribution
of Zj agrees with that of Bj , where j = 1,2.
Proof. It is enough to consider the decomposition for j = 1 (the proof for j = 2 is similar). For
simplicity, denote z = Z1, x = X1(1), b1 = B2 = B2(1), b2 = B2(2) and p = P1(1). In order to
show that (2.2) holds for the pair (x, z), consider two cases.
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ϕ
(
wxzn
)= ϕ(wx)ϕ(zn) (8.2)
for any w ∈ alg(x, z). Write
ϕ
(
wxzn
)= 〈wxznξ, ξ 〉
and examine znξ . Since z = b1 + b2 does not contain X1(1), it holds that
znξ = bn1ξ ∈ Cξ ⊕K(1)(1)⊕ · · · ⊕K(n)(1)
which implies that
znξ = ϕ(zn)ξ mod (K(1)(1)⊕ · · · ⊕K(n)(1)) (8.3)
for any n ∈ N. In particular, this gives ϕ(zn) = ϕ(bn1), i.e. that z and b1 are ϕ-identically distrib-
uted. Now, since x = pXp and p :H→ Cξ ⊕H01, we have
xznξ = ϕ(zn)xξ
from which our claim follows.
Case 2. Suppose now that zn is in the ‘middle’ of the moment. We need to show that
ϕ
(
w1xz
nxw2
)= ϕ(zn)ϕ(w1x2w2) (8.4)
for any w1,w2 ∈ alg(x, z). Let h ∈H01 be a vector of norm ‖h‖ = 1. Using decomposition (8.1)
for b1 and b2, we get
znh =
∑
((i1,j1),...,(in,jn))∈I2
Xi1(j1)Xi2(j2) . . .Xin(jn)h = bn2h,
where I2 consists of sequences ((i1, j1), . . . , (in, jn)) ending with (in, jn) = (2,2) and such that
for any 2  r  n, either (ir−1, jr−1) = (ir , jr ), or |ir−1 − ir | = 1 and |jr−1 − jr | = 1 (this is
because Xi(j)Xi′(j ′) = 0 unless (i, j) = (i′, j ′) or |i − i′| = 1 and |j − j ′| = 1). Therefore,
znh = 〈bn2h,h〉h mod (K(2)(2)⊕ · · · ⊕K(n+1)(2))
= ϕ(bn1)h mod (K(2)(2)⊕ · · · ⊕K(n+1)(2)),
where we used Proposition 8.1. This, together with (8.3) and the fact that z and b1 are ϕ-
identically distributed, implies that
zn(h+ αξ)− ϕ(zn)(h+ αξ) ⊥ Cξ ⊕H01
for any α ∈ C. Since we have xznx = pxpznpxp and p is the canonical projection onto Cξ ⊕H01,
we get (8.4). This proves that the pair (x, z) is monotone independent with respect to ϕ. Since
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convolution. 
Theorem 8.4. Let ψ be the state on B(K) associated with any unit vector η ∈ H01. Then the
branch B1 can be decomposed as B1 = S1 + S2, where
S1 =
∑
k odd
X1(k) and S2 =
∑
k even
X2(k) (8.5)
and the pair (S1, S2) is s-free with respect to (ϕ,ψ). Moreover, the ϕ-distribution of B1 is μ - ν.
An analogous statement holds for branch B2.
Proof. The decomposition B1 = S1 + S2 is obvious from the definition of B1. That the pair
(S1, S2) is s-free with respect to (ϕ,ψ) follows from Theorem 7.2. Finally, in view of Propo-
sition 2.1, Lemma 8.3 and uniqueness of the subordination function F2(z), we have that the
ϕ-distribution of B1 is μ - ν. The case of B2 is analogous. 
9. Complete decompositions of the free additive convolution
In this section we decompose branches B1 and B2, using branches of higher orders, which is
based on the notion of ‘orthogonality.’ This will correspond to the ‘complete orthogonal decom-
position’ of the s-free additive convolution of probability measures. More precisely, we show
that the s-free additive convolution μ - ν of compactly supported measures is the weak limit
of a sequence of alternating orthogonal additive convolutions of μ and ν. In turn, this leads to
‘complete’ decompositions of the free additive convolution of compactly supported probabil-
ity measures. We also compute some examples of s-free and free additive convolutions, using
continued fractions. Note that our approach provides a new method of computing free addi-
tive convolutions, without using R-transforms (although the examples given here only reproduce
known results).
Lemma 9.1. For every k ∈ N, the pair of random variables (X1(k),B2(k+1)) is orthogonal with
respect to (ψk−1, ϕk) and the pair (X2(k),B1(k + 1)) is orthogonal with respect to (ϕk−1,ψk).
Proof. Without loss of generality, consider the pair (X2(k),B1(k + 1)). For simplicity, denote
b = B1(k + 1), y = Y(k) and identify each element w of the algebra generated by b and y with
λ(w). We need to show two orthogonality conditions of Definition 4.1:
ϕk−1(w1b) = ϕk−1(bw1) = 0,
ϕk−1
(
w1yb
nyw2
)= ψk(bn)(ϕk−1(w1y2w2)− ϕk−1(w1y)ϕk−1(yw2))
for any w1,w2 ∈ alg(b, y). We have
ϕk−1(w1b) = 〈w1bζk−1, ζk−1〉,
where ζk−1 ∈H(k−1)(2) is a unit vector (it is convenient to think of a simple tensor of length k−1
which begins with a vector from H0). By Definition 8.1, we have bζk−1 = 0. This proves that1
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This gives the first orthogonality condition.
To prove the second orthogonality condition, consider now yw2ζk−1. Using the definition of
b again, we obtain
yw2ζk−1 = αζk−1 + h2 ⊗ ζk−1
for some α ∈ C and h2 ∈H02. Now, we know that bnζk−1 = 0 for every n ∈ N since bζk−1 = 0,
and, moreover,
bnh2 ⊗ ζk−1 = ψk
(
bn
)
h2 ⊗ ζk−1 mod
(H(k+1) ⊕ · · · ⊕H(k+n)).
This gives
ϕk−1
(
w1yb
nyw2
)= 〈w1ybnyw2ζk−1, ζk−1〉
= 〈w1ybn(αζk−1 + h2 ⊗ ζk−1), ζk−1〉
= ψk
(
bn
)〈w1yh2 ⊗ ζk−1, ζk−1〉
= ψk
(
bn
)〈
w1y(yw2ζk−1 − αζk−1), ζk−1
〉
= ψk
(
bn
)(〈
w1y
2w2ζk−1, ζk−1
〉− α〈w1yζk−1, ζk−1〉)
= ψk
(
bn
)(
ϕk−1
(
w1y
2w2
)− ϕk−1(yw2)ϕk−1(w1y))
since α = 〈yw2ζk−1, ζk−1〉 = ϕk−1(yw2). Thus, we proved the second orthogonality condition
for (X2(k),B1(k + 1)), which completes the proof of the lemma. 
Lemma 9.2. Let μ and ν be the ϕ-distributions of X1 and X2, respectively, and let (μ n ν)n1
be a sequence of distributions defined recursively by
μ 1 ν = μ  ν, μ n ν = μ  (ν n−1 μ), n 2. (9.1)
Then the moments of B1 and B2 of orders  2m in the state ϕ agree with the corresponding
moments of μ m−1 ν and ν m−1 μ, respectively.
Proof. Let us consider only the ϕ-distribution of b = B1 since the proof for B2 is identical. If m
is even, we have
b = Z1 +Z2 + · · · +Zm,
where Z1 = X1(1),Z2 = X2(2),Z3 = X1(3), . . . ,Zm−1 = X1(m − 1),Zm = B2(m). In view of
Lemma 9.1, the pairs
(Z1,Z2 + · · · +Zm), (Z2,Z3 + · · · +Zm), . . . , (Zm−1,Zm)
are orthogonal with respect to (ψ0, ϕ1), (ϕ1,ψ2), . . . , (ψm−2, ϕm−1), respectively. Thus,
ϕ
(
br
)= μ1  (μ2  (. . . (μm−1  μm) . . .))(r)
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Z1,Z2, . . . ,Zm, respectively. We know that μ1 = μ, μ2 = ν, . . . , μm−1 = μ and μm is the
distribution of B2(m). Thus, in view of Corollary 5.3, ϕ(br) depends on moments of μi of or-
ders 1  ji  r − 2i + 2 for 1  i  [1/2(r + 1)]. In particular, it depends on the moments of
μm if and only if r  2m − 1. However, if r  2m, then only the moments of μm of orders  2
may come into play. The latter, however, agree with the moments of ν. This proves our assertion
for m even. The proof for m odd is similar. 
Theorem 9.3. If μ and ν are compactly supported probability measures on the real line, then
μ - ν = w- lim
m→∞(μ m ν)
and Kμ - ν(z) = limm→∞ Kμmν(z), where the convergence is uniform on compact subsets
of C+.
Proof. In view of Lemma 9.2, we have convergence of moments and thus (since all measures
involved have compact support) weak convergence of measures μ m ν to the distribution of
B1, which is μ - ν by Theorem 8.4. Then, weak convergence of (compactly supported) mea-
sures implies uniform convergence of Kμmν(z) to Kμ - ν(z) on compact subsets of C+. This
completes the proof. 
Remark 9.1. Using Corollary 6.3, we obtain
Kμmν(z) = Kμ1
(
z −Kμ2
(
z −Kμ3
(
. . .
(
Kμm(z)
)
. . .
)))
,
where μ1 = μ, μ2 = ν, μ3 = μ, . . . , μm = μ (if m even) or μm = ν (if m odd). Therefore, an
informal way of writing the convergence of K-transforms of Theorem 9.3 is to use the ‘continued
composition’ form
Kμ - ν(z) = Kμ
(
z−Kν
(
z −Kμ
(
z−Kν(. . .)
)))
, (9.2)
which is especially appealing when the K-transforms involved are simple and can be easily as-
sociated with Jacobi continued fractions (see examples below).
Remark 9.2. Let us establish a relation between the decomposition of the s-free additive convo-
lution given by Theorem 9.3 and a ‘complete’ decomposition of branches Bj (or, s-free products
of graphs Gj 
- Gj ), as orthogonal products of (replicas of) alternating G1 and G2. Namely, taking
two rooted graphs as in Example 4.1, we obtain
B1 = G1 
(G2  (G1  (G2  (. . .)))),
where the right-hand side is understood as the inductive limit of an increasing sequence of graphs
(with the same root e). The spectral distribution of B1 associated with the root vector δ(e) is
expressed in terms of μ and ν by their s-free additive convolution μ - ν = w-limm→∞(μ m ν).
Similar formulas hold for the branch B2.
R. Lenczewski / Journal of Functional Analysis 246 (2007) 330–365 361Example 9.1. If μ = δa and J (ν) = (β, γ ), then we can use properties of the orthogonal additive
convolution (see Example 6.1) to obtain δa - ν = δa  (ν - δa) = δa since δa  σ = δa for any σ .
Similarly, if ν = δa and J (μ) = (α,ω), we get μ - δa = μ  (δa  (μ - δa)) = μ  δa and we
already know that J (μ  δa) = ((α0, α1 + a,α2 + a, . . .),ω), which agrees with J (μ - ν).
Example 9.2. Let Kμ(z) = α+ω/z and Kν(z) = β+γ /z, where ω = 0 = γ . Using Theorem 9.3
and the definition of the K-transform, we obtain
Kμ - ν(z) = α +
ω
z− β − γ
z− α − ω
z − β − γ· · ·
and therefore, G
μ - ν(z) is a 2-periodic J-fraction. Algebraic calculations give
Gμ - ν(z) =
P(z)− 2γ −√P 2(z)− 4A2
2(z)
,
where P(z) = −γ − ω + (z − α)(z − β), (z) = γ (z − α) and A2 = γω. The absolutely con-
tinuous part of this measure is of the form
f (x) =
√
4A2 − P 2(x)
2πγ (x − α)
on the ‘stable band’ with end-points α + β ±√(α − β)2 + 4γ + 4ω + 8A, with a possible atom
at x = α if γ = ω. For details, see [13].
Example 9.3. Consider μ to be the Wigner measure with mean α and variance ω. Then it holds
that J (μ - μ) = ((α,2α,2α, . . .), (ω,2ω,2ω, . . .)). To show this, it is enough to derive a suitable
formula for Jm(z) := [Kμ -μ(z)]m. Using the continued fraction
Kμ(z) = α + ω
z− α − ω
z− α − ω· · ·
and its finite approximations (6.6), we obtain by the induction argument
Jm(z) =
[
Kμm−1μ(z)
]
m
= [Kμ(z− Jm−1(z))]m
= α + ω
z− α − Jm−1(z)− ω
z− α − Jm−2(z)− ω· · ·
= α + ω
z− 2Jm−1(z)
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μ - μ(z) = ωW2α,2ω(z), which proves our claim that we get a mixed periodic J-
fraction. The analytic form of the Cauchy transform is
Gμ -μ(z) =
Λ1(z)−
√
P 2(z)−A2
2Γ1(z)
,
where P(z) = (z− 2α)2, A2 = 2ω2, Λ1(z) = 3z− 2α and Γ1(z) = z2 − zα+ω2, using the nota-
tion of [13, Theorem 3.4] (with N = 1, M = 1). Thus μ - μ is the measure with the absolutely
continuous part given by the density
f (x) =
√
A2 − P 2(x)
2πΓ1(x)
on the ‘stable band’ with endpoints at α ± 2√2ω, with possible atoms at 1/2(α ± √α2 − 4ω2 )
if α2 − 4ω2  0.
Corollary 9.4. If μ and ν are compactly supported probability measures on the real line, then
Fμν(z) = lim
m→∞Fμ
(
Fνmμ(z)
)
, (9.3)
Kμν(z) = lim
m→∞
(
Kμmν(z)+Kνmμ(z)
)
, (9.4)
where the convergence is uniform on compact subsets of C+.
Proof. For any m ∈ N, the moments (μ1  μ2)(m) and (μ1 unionmulti μ2)(m) of compactly supported
measures depend only on the moments of μ1 and μ2 of orders m. Therefore, in view of (2.3),
Lemmas 8.3 and 9.2, the moments of X1 + X2 of orders  m agree with the corresponding
moments of μ  (ν m−1 μ) (the same holds for the moments of ν  (μ m−1 ν)). Simi-
larly, in view of (2.5), Lemmas 8.2 and 9.2, they agree with the corresponding moments of
(μ m−1 ν)unionmulti (ν m−1 μ). Therefore,
μ ν = w- lim
n→∞μ (ν n μ),
μ ν = w- lim
n→∞
(
(μ n ν)unionmulti (ν n μ)
)
from which the assertion follows. 
Remark 9.3. One can also write (9.3) in the ‘continued composition’ form, similar to (9.2).
Namely,
Fμν(z) = Fμ
(
z−Kν
(
z−Kμ
(
z −Kν(z − · · ·)
))) (9.5)
which is particularly useful when μ and ν have simple K-transforms and computations on con-
tinued fractions can be carried out (roughly speaking, the difficulty in computing free additive
convolutions is related to the difficulties arising in the addition of continued fractions).
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spond to natural decompositions of the free product of graphs. For that purpose recall that the
comb product of rooted graphs (G1G2, e) is obtained by attaching a replica of G2 by its root to
every vertex of V1, whereas the star product of rooted graphs (G1  G2, e) is obtained by glueing
G1 and G2 together at their roots (the associated convolutions are the monotone and boolean ad-
ditive convolutions, respectively). Using these products, we obtain two types of decompositions:
G1 ∗ G2 = G1 
(G2  (G1  G2  (. . .))),
G1 ∗ G2 =
(G1  (G2  (G1  (. . .))))  (G2  (G1  (G2  (. . .)))),
where the right-hand sides are understood as inductive limits with the root kept to be e. It is
not hard to show that both decompositions correspond to two different types of natural inductive
definitions of the free product of rooted graphs. Details will be discussed in [1].
Let us finally compute some simple examples of free additive convolutions, using Corollary
9.4 and continued fractions. Although this approach gives a method of computing Fμν(z) from
Fμ(z) without using R-transforms, we can only reproduce well-known examples.
Example 9.4. We have μ  δa = μ  (δa - μ) = μ  δa ≡ μa , where by μa we denote the
measure associated with the Jacobi sequences ((α0 + a,α1 + a, . . .),ω). On the other hand,
δa μ = δa  (μ - δa) = μa since J (μ - δa) = ((α0, α1 + a,α2 + a, . . .),ω) and Fδaν(z) =
Fν(z)− a for any ν.
Example 9.5. Let Fμ(z) = z − α − ω/z and Fν(z) = z − β − γ /z. Using Example 9.2 and
Corollary 9.4, we obtain
Fμν(z) = Fμ
(
Fν -μ(z)
)= Fν -μ(z)− α − ωFν -μ(z) .
This is the algebraic relation which can be used to compute the explicit form of the (reciprocal)
Cauchy transform of μ ν. Since the solution has a complicated from and it is known (see, for
instance, [12]), we shall not give it here.
Example 9.6. Let μ be the Wigner measure with mean α and variance ω. Then it holds that J (μ
μ) = ((2α,2α, . . .), (2ω,2ω, . . .)), which can be shown by using Corollary 9.4 and Example 9.3.
Namely,
[
Fμμ(z)
]
m
= [Fμ(Fμ -μ(z))]m
= z − Jm(z)− α − ω
z − Jm−1(z)− α − ω
z − Jm−2(z)− α − ω· · ·
= z − 2Jm(z)
which proves our assertion.
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pactly supported probability measure whose Cauchy transform can be represented in the form
of a 2-periodic continued fraction is the weak limit of a sequence μ m ν for suitably chosen μ
and ν. This can be easily generalized to make every compactly supported probability measure
the weak limit of a sequence of m-fold orthogonal additive convolutions.
Proposition 9.5. Let μ be a compactly supported probability measure on the real line such that
J (μ) = (α,ω) and let (μn)n∈N be discrete probability measures with K-transforms
Kμ1(z) = α0 +
ω0
z− α1 , Kμn(z) =
ωn−1
z − αn , n 2.
Then μ = w-limm→∞μ1  (μ2  (· · ·  μm)).
Proof. One can observe that the sequence of truncations of the K-transform of μ has the form[
Kμ(z)
]
m
= Kμ1
(
z−Kμ2
(
z− · · · (z−Kμm(z))))= Kμ1(μ2(···μm))(z)
and therefore it converges uniformly to Kμ(z) on the compact subsets of C+, from which the
assertion follows. 
It can be shown that this setting corresponds to the model of freeness with infinitely many
states [10], but we will not discuss this connection here.
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