Abstract. We study L p boundedness of maximal multipliers on stratified groups.
introduction
We consider a stratified group G with homogeneous dimension Q and set L be a left invariant sub-laplacian on G. Denote by {E(λ) : λ ≥ 0} the spectral resolution of L. Then, for a bounded function m : [0, ∞) → R, we can define the multiplier operator m(L) as
The sufficient conditions on a function m which guarantee m(L)f p f p for all f ∈ S(G) has been investigated widely in the literature (see, e.g, ). A sharp result was obtained by Christ [C1] and Mauceri-Meda [MM] independently. They proved that the following condition . However, the summability condition (1.1) would be sharpened as we shall see in this paper. For this we shall prove the result on maximal multipliers which was considered on Euclidean space by Christ-Grafakos-Honzik-Seeger [CGHS] and Grafakos-Honzik=Seeger [GHS] . Then, for all p ∈ (r, ∞), we have sup i=1,...,N |m i (L)f | p ≤ C p,r B log(N + 1) f p .
Combining this theorem with an argument in [GHS] we shall prove the following theorem on the maximal operator M m . Theorem 1.2. Suppose that
holds for some α and suppose that the nonincreasing rearrangement ω * satisfies
If α > Q/r + 1 for some 1 ≤ r < 2, then M m is bounded on L p (G) for p ∈ (r, ∞).
We also study the maximal function of multipliers given in Theorem 1.1 on product spaces of stratified groups. As an application, we shall obtain a boundedness property for the maximal function of joint spectral multipliers on the Heisenberg group. Let G be a product space of n stratified groups G 1 , · · · , G n . Consider sublaplcian L j , 1 ≤ j ≤ n and its lifting to G denoted by L ♯ j . Under the following assumption on m:
for all α j ≤ N , with N large enough, it was proved in [MRS] that the multiplier m(L
. For these multipliers, we shall derive the following result on the maximal function.
Theorem 1.3. Suppose that functions m 1 , . . . , m N on (R + ) n satisfy the condition (4.1) uniformly.
Then, for all p ∈ (1, ∞), we have the ineqaulity
As an application of this theorem we may obtain similar result for the joint spectral multipliers on the Heisenberg group H n with the sub-Laplacian ∆ and T = ∂ ∂t . The L p boundedness of the joint spectral multiplier m(∆, iT ) was studied in [MRS] . Using Theorem 1.3 and the transference method of [CW] , we shall prove the following theorem.
Theorem 1.4. Suppose that functions m 1 , . . . , m N on (R + ) 2 satisfy the condition (4.1) uniformly.
Then, for all p ∈ (1, ∞), we have
In order to prove Theorem 1.1 we shall use the noble argument of Grafakos-Honzik-Seeger [GHS] which use the good λ inequality for martingale operators proved by Chang et al. [CWW] . For using the martingales, they proved several lemmas which show the cancellation property arising when we compose the 2 −k martingale operators and the Littlewood-Paley projection P j . To show it, one can use a simple technique on the frequency side to localize the support of the kernel of P j to the area {|x| : |x| ≤ 2 −j+3 }. In order to use this argument in our setting, we first need an analogue for stratified groups of the dyadic martingales on Euclidean space. Fortunately we can use the martingales on homogeneous space constructed by Christ [C2] . However, due to the technical difficulties of the Fourier transform on stratified groups, it is not easy to adapt the former technique to localize the Littlewood-Paley projections on stratified groups to prove the cancellation property arising in composing the martingale operators and the projections. Instead, we shall obtain weaker versions of the lemmas through a more direct estimate after a suitable partitioning of the kernel of the projection.
On stratified groups, it is not easy as on Euclidean space to obtain information on kernels of multipliers. Nevertheless, a technique was developed by Stein and Folland [FS2] using the kernel of the heat semi-group e −tL , t > 0. In addition, Christ [C1] and Mauceri-Meda [MM] obtained a sharp information on the integrability of the kernels by using Plancherel formula on stratified groups (see Lemma 2.2 below). We shall extend their lemma to q > 2 with using the heat kernel to bound multiplier operators with localized multiplier function pointwisely by Hardy-Littlewood maximal function (see Lemma 2.4). For proving Theorem 1.3 we shall use an inductional argument of Honzik [H] who made use of the intermediate square functions (see Section 4) to study the boundedness of maximal functions of marcinkiewicz multipliers. Note that this multiplier corresponds to multiplier on the product space G = R × · · · × R. In [H] the proof use the L p boundedness property of the multipliers with characteristic functions on rectangles in R n . Therefore, we cannot adapt his argument directly to prove our theorem. Remark also that we shall make a modification of a main lemma [P, Lemma 2.2] . Precisely, we shall prove the lemma for g = (1 − E m )f instead of g = E N,··· ,N f as in [H] (see Lemma 4.2). This paper is organized as follows. In section 2, we study properties of kernels corresponding to multiplier operator and review on the martingale on homogeneous space. In section 3, we prove several lemmas explaining cancellation between martingale and Littlewood-Paley operators. Based on these lemmas, we prove our main theorems in the last section. In section 4, we generalize the above criterion to product spaces and we obtain boundedness for maximal functions of the joint spectral multipliers.
We shall use the notation A B to indicate an inequality A ≤ CB where C may only depend on the background spaces and the index p of the space L p used in the inequality.
Kernels of multipliers on Stratified groups
In this section we recall the background of stratified groups and two lemmas about kernels of multipliers on the spaces from Folland-Stein [FS] and Mauceri-Meda [MM] . Then, we shall prove two lemmas to bound a multiplier with a localized spectrum by Hardy-Littlewood maximal functions.
Let g be a finite-dimensional nilpotent Lie algebra of the form
where [g i , g j ] ⊂ g i+j for all i, j. Set G be the associated simply connedted Lie group. Then, its homogeneous dimension is Q = j j · dim(g j ). We call it a stratified group when g 1 generates g as a Lie algebra. We shall always let G be a stratified group in this paper. We denote by {δ r : r > 0} a family of dilations of the Lie algebra g which satisfy δ r X = r j X for X ∈ g j , and is extended by linearity. We shall also denote by {δ r : r > 0} the induced family of dilations of G. They are group automorphisms. We define a homogeneous norm of G to be a continuous function | · | : G −→ [0, ∞) which is, C ∞ away from 0, and satisfies |x| = 0 ⇔ x = 0 and |δ r x| = r|x| for all r ∈ R + , x ∈ G.
We denote S(G) be the space of Schwartz functions in G. Now we choose any finite subset {X k } of g 1 which spans g 1 . We may identify each X k with a unique left-invariant vector field on G. We also denote it by X k . Then we define a sublaplacian as L = − X 2 k , which is a left-invariant second-order differential operator. L p (G) is defined with respect to a bi-invariant Haar measure.
By the Schwartz kernel theorem, there exists a tempered distribution k m on G satisfying m(L)f = f * k m for all functions in G. For a tempered distribution k on G, we denote by k (t) for t > 0 the distribution satisfying
. The heat semigroup {e −tL } t>0 on G can be defined as
and we set h t (x) be the heat kernel satisfying e −tL f = f * h t for all f ∈ L 2 . Let us simply write
and it was proved in [JS] that |h(x)| ≤ Ce
−c0|x|
2 for some c 0 , C ∈ R + . The next lemma is from [FS2, Lemma 6.29] .
We recall [MM, Lemma 1.2] which was essential to prove the sharp multiplier theorem on stratified groups. Lemma 2.2. For α ≥ 0, 1 ≤ p ≤ 2, we suppose that s > α/p + Q(1/p − 1/2). Then, for a function m ∈ H s 2 (R + ) with its support in (1/2, 2) and the distribution kernel k of m(L), there exists a constant C I > 0 for each multi-index I such that
We shall use this lemma with p = 2, that is,
However, in order to bound a multiplier pointwisely by Hardy-Littlewood maximal function, we derive a version of (2.1) with p > 2.
Lemma 2.3. Suppose that m is a function in H s 2 (R + ) supported in (1/2, 2) with s > α/2. Let k be the distribution kernel of m(L). Then, for any index I we have
Since h ∈ S(G) we have |x| N X I h(x) L 2 1 for any N > 0. Thus using (2.2), (2.5) and a triangle inequaltiy we get,
It proves (2.3). For q > 2, using this bound with (2.2) and Hölder's inequality, we obtain
This yields the asserted bound (2.4).
In order to split the spectrum of a multiplier dyadically, we choose a bump function
we have
We setm k (s) := m k (2 k s) and the maximal function of higher order,
for r > 1. Then we have the following lemma.
Since r ′ > 2 we get from Lemma 2.3 that
r < 2s we can choose a small ǫ > 0 and take α so that α = 2Q r + ǫ < 2s. We then deduce the following estimate
This proves the lemma.
Martingales on homogeneous space
In this section we shall recalll the martingales on homogeneous space and exploit the cancellation property arising when we compose the martingale operators and Theorem 3.1 (Theorem 14 in [C2] ). Let X be a space of homogeneous type. Then there exists a family of subset Q k α ⊂ X, defined for all integers k, and constants δ, ǫ > 0,
Moreover,
Now we can define the expectation operator
and the martingale operator
. We set S(f ) be the square function:
Let us recall the good λ inequality.
Lemma 3.2 ([CWW] Corollary 3.1).
There is a constant c d > 0 so that for all λ > 0, 0 < ǫ < 1 2 , the following inequality holds.
In fact, the above lemma in [CWW] is written for the martingales on Euclidean space, however, the proof works for our martingales on homogeneous space as well. We choose a bump function ψ ∈ C ∞ 0 which is supported on [ 
The multiplier ψ j (L) is usually called Littlewood-Paley projection in the literature. We shall exploit the cancellation property between the projections and the martingale operators.
Lemma 3.3.
From these two estimates we have
Proof. For n ∈ Z we denote by
Let us denote K 1 by K. Observe that we have G K(x)dx = 0 since the support of ψ is away from zero. Moreover, it follows from [FS2] [Lemma 6.36] that
(3.6)
Assume that n/2 > (− log 2 δ)k + 10 holds. We split the space G into the following disjoint subsets:
We shall estimate each three terms. · Estimate f or f A1 .
Replacing f with f A1 in (3.6) we see
(3.7)
Because G K = 0, we have 8) where the second inequality holds since z ∈ A 1 = Q k α ∩ B c and y ∈ (Q k α ) c . From (3.7) and (3.8)
we get
· Estimate f or f A2 .
We have
Note that we have |(
m 2 in the above formula. Then, using (3.5) we deduce that
Using this, we get
with a sufficiently large N > 0. Inject this into (3.9), we have
We have 
From the above three estimates, for a = min(
It completes the proof of (i). We now assume that n/2 < (− log 2 δ)k − 10 holds. Since
where we injected the identity 0 = −2 Qn/2 K(2 n/2 (x · z −1 )) + 2 Qn/2 K(2 n/2 (x · z −1 )) in the third equality. For x, y ∈ Q k α we have n 2 < (− log 2 δ)k − 10 and |(yx −1 )| ≤ δ k , and so |2 n/2 (yx −1 )| ≤ 2 n/2 2 (log 2 δ)k ≤ 2 −10 . From the mean value theorem [FS, Theorem 1.33] , for a constant β = β(G) > 0 we have that
(3.12)
Thus we get
It follows from the same argument that
We thus obtain
which completes the proof of (ii).
We shall need the following inequality of Fefferman-Stein [FS] :
This inequality is very useful for us because the square function S is bonded by G r as follow
(3.15)
If we further assume that m(ξ) = 0 for |ξ| ≤ N , we get
Proof. Using Lemma 3.3 we get
We then use Cauchy-Scwartz inequality,
Therefore we get,
This proves (3.15). We now suppose that m(ξ) = 0 for |ξ| ≤ N . Then, if follows again from Lemma 3.3 that
which proves (3.16).
proof of Theorem 1.1. We need to bound
by some constant time of log(N + 1) f p . We shall follow the argument of Grafakos-HonzigSeeger [GHS] with our lemmas. By Lemma 3.4 we have the pointwise bound
We split the level set in (3.17) as
where
FAs for the setF λ we use (3.16) to deduce that
(3.19)
As for the set E λ we split it one more as E λ ⊂ E λ,1 ∪ E λ,2 with
where we set
By using the inequality (3.2) we have
(3.20)
Using a change of variables and (3.14), we have
From (3.19), (3.20) and (3.21), we get the desired esimate for (3.17).
proof of Theorem 1.2. Set
We may have the partition m = j m j where m j has support in the union of dyadic interval U k∈Ij {ξ : 2 k−1 < |ξ| < 2 k+1 }. We set
Using Lemma 3.1 in [CGHS] we may take a sequence of integers B = {i} such that Z = ∪ 4 2 j +1 n=−4 2 j +1 (n + B) and the sets b i + I j are pairwise disjoint for each fixed j. Now we split the supremum as
We shall use the L p norm equivalence of Rademacher functions
(see e.g. [S, p. 276] ). Then
We now apply Theorem 1.1 to obtain
Now we use a calculus to get
One may observe
holds uniformly for 1 ≤ t ≤ 2. Therefore, the boundedness of M m follows from that one for M dyad m .
Maximal multipliers on product spaces
In this section we study the maximal multipliers on product spaces of stratified groups. In addition we also obtain a similar result for the joint spectral multipliers on the Heisenberg group.
Let G be the direct product of n stratified groups G 1 , · · · , G n endowed with sub-Laplacians
commute and so their spectral measures dE 1 (ξ), · · · , dE n (η) also mutually commute. Thus, for a bounded function m on R n + , we can define the joint spectral multiplier
Under the following assumption on m,
for all α j ≤ N with N large enough, Müller-Ricci-Stein [MRS] proved that m(L
For each group G k we may endow the martingales with index set {Q k,j α : j ∈ N 0 , α ∈ I j } given by Theorem 3.1. For 1 ≤ j ≤ n and k ∈ N 0 we set the martingale operator E
where α ∈ I j is a unique index such that where a denote absence of a, i.e.,
In what follows we shall use the notation that
For 1 ≤ m ≤ n, we simply denote D k1,··· ,km for D 1,2,··· ,m k1,··· ,km . Using (4.3) n times we obtain k1,··· ,kn
Denote A(S(G)) be the image of S(G) under the operator A and A j (S(G)) := (1 − E j )(S(G)) be the image of S(G) under the operator 1 − E j . Note that, for 1 ≤ j ≤ N we have
For 2 ≤ m ≤ n + 1 we set the intermediate square functions S m and the maximal intermediate squre function S * m defined by Honzik [H] which is a general version of the double square functions defined by Pipher [P] , For m = 1 we define the following maximal function
We then have the following lemma. 
Based on this lemma, Pipher [P] obtained a good λ inequality for two folds product spaces and Honzik generalized it to general product spaces with arbitrary n ∈ N. Here we shall state the good λ inequality on product spaces in the following lemma, but we impose the condition that g ∈ A m (S(G)) instead of g ∈ E N,··· ,N (S(G)) as in [H, Lemma 2] .
Lemma 4.2. Let 2 ≤ m ≤ n and x 1 , · · · , x m , · · · , x n ∈ G 1 × · · · G m · · · × G n , there exist constants C > 0 and c > 0 such that
holds for any 0 < ǫ < 1/10, 0 < λ < ∞ and g ∈ A m (S(G)). The constants C and c are independent
We thus have k1,··· ,km−1 km<1,km+1,··· ,kn
2 1/2 = k1,··· ,km−1 km=0,km+1,··· ,kn
2 1/2 = 0.
(4.6) Therefore, for x m ∈ {x m ∈ G m : S * m g(x) > λ}, we can find a minimal integer r ≥ 2 such that k1,··· ,km−1 km<r,km+1,··· ,kn
From the property of martingales, there exists a unique index α such that x m ∈ Q m r,α . Then (4.7) can be written as follows. 
Since S m+1 g(x) ≤ ǫλ, we get k1,··· ,km−1 km=r,km+1,··· ,kn
2 1/2 < ǫλ.
Thus we have 
This means that r − 1 also satisfies the condition (4.7).It contradicts to the minimality of r. Thus the inequality (4.8) must hold.
We now define the subset q We then make a new martingale on Q m r,α as follows. 
Thus, using (4.13) we get
We have this inequality for all j ∈ I m with Q m rj,αj and q m rj,αj , which yields that
For 1 ≤ j ≤ n we set M j be the Hardy-Littlewood maximal function on the space G j acting on functions defined on G. We denote by M the strongly maximal function on the product space
Proof. From Lemma 3.3, for each 1 ≤ j ≤ n, there exists a j > 0 such that Proof. If m(ξ 1 , · · · , ξ n ) = m 1 (ξ 1 ) · · · , m n (ξ n ), then the lemma follows by using Lemma 2.4 repeatedly.
In the general case, we write m in the fourier series, m(ξ 1 , · · · , ξ n ) = ci∈Z e ic1ξ1 · · · e icnξn a c1,··· ,cn ψ(ξ 1 ) · · · ψ(ξ n ).
If we impose a sufficient regularity on m, the coefficents a c1,··· ,cn decrease rapidly. Then we can use the above criterion to finish the proof of the lemma.
Lemma 4.5. G n (f )(x) ≥ CS n+1 (m(L)f )(x).
Proof. Recall that Using this we can bound (4.18) as follows.
(4.19)
Take ǫ = (log N + 1) 1/2 , then from sup k,i S *
