A rigorous thermodynamic framework is developed for performing free energy calculations of polymer glasses described by classical molecular forcefields. The proper free energy connected to all combinations of imposed external conditions (strain, stress) is derived from a well defined Helmholtz energy calculated from the detailed atomistic configurations. The quasi-harmonic approximation (QHA) is employed around local minima of the system on its potential energy landscape. The ingredients of the methodology, i.e. the derivatives of the free energy with respect to atomic positions (forces, elements of the Hessian) and the relevant derivatives with respect to strain (stresses and elastic constants), are calculated through tractable analytic expressions which are thoroughly presented and discussed. The derivation is general and readily applicable to any system described by classical molecular forcefields. As a proof of concept, we study the mechanical response of long-chain glassy atactic polystyrene, in the elastic and the plastic regime (compressive strain up to 100%). The macroscopic stress-strain curve for polystyrene is obtained and the evolution of the microscopic polymer configurations in the course of deformation is studied. address: M.Huetter@tue.nl (M. Hütter). plastic events [5, 9, 12, [19] [20] [21] [22] . Experiments in a variety of materials suggest that plastic events can occur at extremely small strains (ε ∼ 10 −6 ) [23] .
Introduction
For many years, there has been a strong interest in modeling the response to deformation of polymers using computational techniques as a complement and extension to experiment [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . Scaling concepts, that have been so valuable for polymers in other regimes (e.g., melts or dilute solutions), have yet to be developed for polymer glasses. For instance, although it is known that glass transition phenomena are related to chain flexibility, quantitative theoretical predictions of the glass-transition temperature and the mechanical properties of the glassy state, based on the macromolecular chemistry, have not yet been possible. Traditional mechanical treatments of amorphous materials assume a mechanical continuum with uniform elastic moduli [17] . However, there exists a length scale, below which classical elasticity no longer applies [18] . Little is known about the large-strain mechanical response of polymer glasses below that length scale. One proposed mechanism for the deformation process (and failure) at nanometer length-scales is a series of reversible, elastic deformations interrupted by sudden, inelastic, Molecular modeling, based on classical atomistic forcefields, holds great promise for predicting mechanical properties, even for materials that have not been synthesized yet, and thus provides the foundations for rational materials design. Molecular simulations have been widely employed to study large strain deformation in glassy polymers [3] [4] [5] [6] [7] [8] 10, 11, 13, 24] . Most of the works employ Molecular Dynamics (MD) simulations at unrealistically high strain rates of polyethylene-like or coarse-grained bead-spring models. Studies have been reported of polymer deformation using energy minimization at constant volume [5] , a restriction that imposes a value of 0.5 for the Poisson's ratio. Applying either constant volume, or constant Poisson's ratio, in the course of a deformation simulation, is equivalent to applying a complex pressure field that makes interpretation of the results and comparison with real systems more difficult. To this day, there has not been any atomistically-detailed simulation that resembles experimental tests on materials in the magnitudes and rates of change of the stresses and strains imposed. Matching the experimental conditions during tensile testing (i.e., prescribed https://doi.org/10.1016/j.cpc.2019.107008 0010-4655/© 2019 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/bync-nd/4.0/). strain in one direction and ambient pressure applied in the lateral ones) is one of the foci of this work.
Equilibrium statistical mechanics dictates that macroscopic properties are shaped primarily by low-energy configurations (whose probability or Boltzmann factor is high). In the crystalline state, potential energy minima are key to understanding cohesion and elasticity [25] . However, minima of the potential energy play a significant role also in the glassy state, which is relevant for polymers. The time evolution of glassy systems, also known as physical aging, can be considered in terms of the transient localization in basins of the potential energy, and transitions among distinct minima on longer time-scales [26] [27] [28] [29] [30] . Goldstein [31] was the first to make the connection between the potential energy landscape (PEL) and glassy dynamics. Then, Stillinger and Weber [32] [33] [34] [35] introduced the notion of ''inherent structures'' (IS) for the minima on the PEL and tessellated the configuration space of the system into basins, where a basin is defined such that a local minimization of the potential energy maps any point in the basin to the IS contained within it. The probability distribution of minima around which a macroscopic glass is locked depends on its formation history.
Good estimates of the macroscopic properties of the glass are obtained as averages of the corresponding properties of the basins around the different ISs near which it is locked in [1] . Thus, being able to generate representative minimum energy configurations is of ultimate importance for modeling polymer glasses. For a set of macroscopic constraints (strains or stresses), a microscopic configuration of the system (positions of the particles) is produced by minimizing the potential energy of the model. Potential energy minimization with respect to all microscopic degrees of freedom is referred to as ''molecular mechanics''. Theodorou and Suter [1] predicted the elastic constants of an amorphous glassy polymer by small-strain deformation of microscopically detailed structures. After arguing that entropic contributions to the elastic response to deformation could be neglected, they estimated the elastic constants from changes in the total potential energy of the microstructures subjected to simple deformations. This idea was later used by Suter and co-workers [5, 19] , and Lacks and coworkers [36] , for performing large-scale shear deformations. The deformation was accomplished in a quasi-static way, with every step resulting from minimization of the potential energy in the deformed simulation box. In this work, we are considering the total free energy of the microstructures in order to study their response to deformation.
The free energy of a solid can be calculated readily using statistical mechanics through the vibrational partition function [1, 2] . Thermodynamic equilibrium requires the free energy of the material specimen to be minimal with respect to the imposition of any internal constraint on the system, under given external conditions. Free energy minimization, or lattice dynamics, is a powerful alternative to either MD or Monte Carlo (MC) simulations, since it takes into account zero-point energy and other quantum effects (although it can be easily adapted to generate results in the classical limit), and hence scores significantly over the inherently classical MD and MC methods below the Debye temperature (e.g. around 100 K for polystyrene [37] ), where quantum effects cannot be ignored.
Lattice dynamics has been somewhat neglected in recent years, possibly due to overcaution regarding the range of validity of the quasiharmonic approximation; in crystallized materials, it typically restricts the temperature that can be studied to about half the melting point, unless further corrections are included for anharmonicity [38] . The breakdown of the quasiharmonic approximation is often manifested by the appearance of imaginary normal mode frequencies. However, the quasiharmonic approximation can be remarkably robust even at elevated temperatures [39] [40] [41] .
Bruno et al. [42] studied the anisotropic thermal expansion of orthorhombic polyethylene at low temperatures by means of quasiharmonic lattice dynamics. In their work, the free energy was estimated by integration over an orthorhombic unit cell. Analytical derivatives of the free energy were obtained by exploiting the symmetry of the first Brillouin zone and assuming pairwise additive contributions. Rutledge and Lacks [43] and later McGann and Lacks [44] employed a similar approach for studying the temperature dependence of the mechanical properties and the buckling of perfect polyethylene crystals, respectively. The simulations were based on the orthorhombic unit cell of an infinitely long polyethylene chain. The fact that most polymers do not fully crystallize in their solid state hindered further application of lattice dynamics for predicting their mechanical properties.
Historically, the difficulty with minimizing the free energy has been to obtain analytical derivatives of the free energy with respect to the microscopic (i.e., atomic positions) and macroscopic (i.e., externally applied strain) degrees of freedom. Hence, the majority of the free energy minimization studies to date have relied on some degree of approximation or numerical evaluation of, especially, the second derivatives. Within the quasi-harmonic approximation the Helmholtz energy of the specimen is a sum of its potential energy and a vibrational contribution, which in turn depends on the second derivatives of the potential energy with respect to the Cartesian coordinates. Employing analytic expressions for the total potential energy, and its first and second derivatives with respect to the microscopic degrees of freedom (with proper consideration of the periodic boundary conditions) dramatically enhances the accuracy of the results, given the high dimensionality of the mathematical problem addressed. There are many formulations for the calculation of the first derivatives of the potential energy with respect to internal coordinates (i.e. bond lengths, bond angles and torsion angles) or fixedframe Cartesian ones [45] [46] [47] [48] [49] [50] [51] . However, there are only a few expressions for the second derivatives with respect to internal coordinates and scarcely any with respect to Cartesian coordinates [52] [53] [54] [55] . The major advantage of calculating the derivatives with respect to Cartesian coordinates is that potential energy minimization algorithms can be directly applied without the need of forward and backward transformation matrices.
In this work, we build up the essential ingredients for performing large-strain deformation experiments by conducting freeenergy minimizations on molecular systems that can be described by classical forcefields. All methods and tools developed are versatile in terms of the chemistry of the system to be studied and the external constraints imposed (stresses and strains).
First, we employ a proper (per basin) Helmholtz energy function based on the quasi-harmonic approximation and derive its constituents from the molecular forcefield. The Helmholtz energy of the specimen, under given spatial extent, is the sum of the potential energy of the IS, where the system is found, and a vibrational contribution that depends on the normal mode frequencies (eigen-frequencies of the Hessian) at the minimum. All potential and Helmholtz energy derivatives (i.e., forces, Hessian matrix components, stresses and elastic constants) are obtained analytically. While similar approaches emanating from lattice dynamics treat the free energy of a unit cell of a crystal (exploiting the underlying symmetry and assuming pairwise interactions), this work here deals with the calculation of the free energy (and its derivatives) for a simulation box containing hundreds of atoms interacting via two-, three-and four-body potentials.
Then, we set the proper thermodynamic framework for imposing the external macroscopic constraints (e.g., creep or uniaxial deformation) on an atomistically-detailed configuration. All relevant thermodynamic potentials are derived from the Helmholtz energy of the specimen at the macroscopic level, A (T , ε), which is a function of temperature and the strain tensor with respect to a reference configuration. Once the calculation of the Helmholtz energy and its derivatives is set, we can use the proper thermodynamic potential (i.e., Legendre transforms in different representations) in order to mimic the macroscopic tensile test.
The framework developed is applied to large-strain deformation of static amorphous atactic polystyrene (aPS) configurations. Quasi-static deformation experiments are conducted on freshly quenched glassy specimens, i.e., we do not take into account the effects of physical aging and finite strain rates. Studying a prototypical glassy polymer like aPS allows for direct connection to experiments and enables the accumulation of fundamental knowledge on the microscopic processes dictating the response to deformation: the relative importance of energy and entropy for the mechanical response, the distortion of the minima during deformation (till the point that they become firstorder saddle points and the system drifts to new ones), and the distinction between microscopic (mechanical) and macroscopic (thermodynamic) stability. To the best of our knowledge, these questions are for the first time addressed by an atomisticallydetailed simulation framework.
Helmholtz energy of a glassy specimen
A useful molecular picture of a glass is to consider that the configuration of a glassy region of given mass and spatial extent is locked-in in the vicinity of a local minimum of the potential energy with respect to its microscopic degrees of freedom. Thermodynamic equilibrium under given temperature and spatial extent of the system requires that the Helmholtz energy, A, be minimal with respect to the imposition of any internal constraint in the system. In this section we elaborate on the calculation of the Helmholtz energy of the specimen by invoking the quasiharmonic approximation. For relaxation, constant volume is not a realistic condition. In order to extend the range of applicability of our approach, we derive the proper free energies under different combinations of external conditions in Section 4.
Introductory considerations
From the continuum viewpoint, the configuration of a solid is the closed region of the three-dimensional Euclidean space occupied by it. When we describe motion, we normally choose some convenient configuration of the solid to use as a reference. We denote the reference configuration by R; this is often the initial, undeformed solid, but it can be any other configuration [56] . The material changes its shape under the action of external loads, and after some time occupies a new region adopting what is called the deformed or current configuration of the solid. Variables associated with the reference configuration are subscripted with ''R'', while no special notation is employed for the variables associated with the current configuration. In what follows, we represent full tensorial or vector quantities by bold symbols (e.g., r i ). Individual elements of tensors are represented by appropriate regular
Greek indices, e.g., ε κλ . Latin subscripts, e.g., r i , are reserved for indexing atoms. Subscripted abbreviations are used to indicate components of a quantity, e.g., ''vib'' in A vib for the vibrational contribution to the Helmholtz energy. Superscripts are used to discern between quantities of the same kind, e.g., ''qm'' in A qm vib for the quantum-mechanical treatment of the vibrational part of the Helmholtz energy. We consider a system of n polymer chains within a cube of bulk amorphous polymer, of total volume V . The total number of atoms present in the system is N = nN , with N being the number of atoms per chain. Let h = [h 1 h 2 h 3 ] be the 3 × 3 tensor formed by the three edge vectors of the simulation box.
An elastic material upon deformation goes through a sequence of thermodynamic equilibrium states characterized by different values of h = F · h R , where h R stands for the spatial extent of the simulation box in the reference (not necessarily undeformed) configuration. The deformation gradient tensor, F, satisfies the equation F = h · h −1 R . In the special case of elastic deformations (relative changes in box dimensions of the order of 10 −3 or lower), matrices h in the deformed state and h R in the reference undeformed state are not substantially different, i.e. F = I + δh · h −1 R , with δh = h − h R being a small perturbation relative to h R . In that case, the Green-Lagrange strain tensor,
In identifying E with ε, all terms higher than first order in δh have been neglected, given that small deformations are considered, resulting in the symmetric linear strain tensor. The use of a rectangular parallelepiped reference box is preferred in simulations of amorphous systems, while monoclinic or triclinic simulation boxes may be employed in simulations of crystalline systems. For a reference box with the shape of a rectangular parallelepiped, h R is diagonal and so is h −1 R , i.e., Eq. (2) can be further simplified:
.
However, the calculation of the Helmholtz energy and its derivatives presented in the following sections is not limited to rectangular parallelepiped simulation boxes. Any reference configuration can be employed, provided that interatomic separation vectors are calculated on the basis of a correct treatment of the periodic boundary conditions for the geometry of the simulation box [57] . For developing the analytic formulation, we are only concerned with very small deformations around the reference state of the system. The material and spatial strain (and stress) tensors will be considered identical. Thus, for small deformations around the reference state (F ≃ I), we can use as state variables the temperature, T , and the components ε κλ of the strain tensor, describing the homogeneous deformation from the reference configuration, R, at temperature T . When ε and T are chosen as independent variables, the appropriate state function is the Helmholtz energy, A (T , ε; R). The conjugate variables are the (negative of the) entropy, S, and V R σ where V R is the volume of the system in the reference configuration R, and σ is the stress tensor [56] . Eventually, we will perform deformation simulations well above the infinitesimal strain level, which will be accomplished in a stepwise procedure; the individual strain steps being extremely small (i.e., on the order of 10 −4 ) and thus the infinitesimal strain approach being fully justified. The relevant discussion follows in Section 6.
In a classical, fully flexible (i.e., without holonomic constraints) description, the microscopic state of the system is defined by specifying the configuration space r = {r i } ≡ {r 1 , r 2 , . . . , r a , r b , . . . , r N } of the Cartesian coordinates of all atoms, with r a denoting the position of the a-th atom, and the space p of their conjugate momenta. If we impose periodic boundary conditions in all directions on our computational specimen, rotational symmetry of the system is lost, i.e., a finite rotation will break the symmetry of the system [58] . Thus, only translational symmetry is left, which reduces our degrees of freedom to N DOFs = 3N − 3. We express all atomic positions relative to the first atom of the first chain, i.e. r 1 , implying that a displacement of the starting of the first chain will not change any of the interatomic separation vectors. Thus, the start coordinates of the first chain do not constitute degrees of freedom in the calculation of potential energy, which we symbolize as V (r).
Helmholtz energy of a fresh glass specimen
We consider a glass that has been formed from the melt by quenching an equilibrium melt configuration to a given subglass temperature at constant pressure along a prescribed cooling protocol, T (t). Following Stillinger and Weber [32] , we can consider the configuration space of the glass being tessellated into individual basins, centered around minima (inherent structures, ISs), on its potential-energy hypersurface [32] . When the glass is formed, its configuration is locked in a specific basin. If we repeat the glass formation experiment at a different time under identical conditions, we may end up in a different basin, simply because the melt happened to be in a different configuration at the beginning of the quenching process. Thus, we can define a probability P form I that the considered formation history leads to a given inherent structure I and the basin around it.
To take into account that, with a given formation history, the glass may have been trapped in any of a number of initial basins I, we define a ''quenched'' average Helmholtz energy, which involves averaging logarithms of partition functions, rather than partition functions. In particular, for the just formed glass, at t = 0, that resulted from a specific formation history,
with A I (0) being the Helmholtz energy of the specimen, initially trapped with the basin around IS I at t = 0.
If we think of a macroscopic material specimen which just went through the glass transition, i.e. a fresh glass with aging time t → 0, different regions in the sample may be trapped in different basins. In our simulation setup different microscopic configurations are obtained by performing MD quenches from an equilibrated melt MD or MC simulation. Quenches along different points on the trajectory lead to different minima in the glassy state. These basins are mutually inaccessible effectively, since the thermal energy at temperatures lower than T g does not suffice for pushing the system to overcome local energy barriers in a reasonable amount of time. Following Theodorou and Suter [1] , we assume that the probabilities P form I are equal for all basins reached via MD cooling of equilibrium melt configurations. The individual minima obtained do not compose an equilibrium ensemble; the glass is not in thermodynamic equilibrium. Estimates of properties are obtained by arithmetic (not equilibrium-Boltzmann) averaging of the properties of N ISs different ISs [1, 58] ,
This can be viewed as spatially averaging over different regions of a macroscopic glass, each of them trapped in the vicinity of a different IS. Faithful estimates of the properties of a fresh glass rely heavily on the method of sampling liquid configurations and subsequently quenching them in the glassy state. The relevant procedure is discussed in Section 5.
Recovering equilibrium thermodynamics
The glass at IS I which resulted from a single glass formation experiment according to the prescribed formation history, will age with time. The aging we envision as a sequence of transitions from one basin, surrounding an IS in configuration space, into another. Under given aging conditions (e.g. constant temperature), a number of different aging dynamical trajectories may be followed by a glass that is initially trapped in the basin of IS I. Let P (I)
be the probability that a glass which was in the basin of IS I at time t = 0 is in the basin of IS J at time t. Whereas P (I) J (t) = δ IJ at the time t = 0 of the formation of a glass, the probability distributions of basins occupied by a glass that started at basin I spreads with time t. It is this spreading that is tracked by the DIMW approach of Boulougouris and Theodorou [59] . All basins J with a nonzero P In this framework, the time-dependent Helmholtz energy of the specimen, initially found at IS I is (6) with k B being the Boltzmann constant. A J is the Helmholtz energy corresponding to the restricted equilibrium within basin J and is calculated via a quasiharmonic approximation (see Section 2.4). A polymeric glass is not in thermodynamic equilibrium and does not have free access to all of its configuration space. However, as time elapses (physical aging) more and more basins are explored by the specimen, broadening the initially narrow distribution of states. Basin I is clearly one of the basins over which summation in Eq. (6) takes place; it is the only visited basin at t = 0. The second term of the right-hand side of Eq. (6) is a ''configurational'' entropy of exchange between basins.
At t → ∞ we expect the probability distribution P (I) J (t) to converge to the time-independent distribution of the canonical (NVT ) ensemble. Then, lim t→∞ P (I)
with β = k B T . In Eq. (7) the summation in the denominator extends over all basins and Q NVT is the canonical partition function of the system at the considered temperature. From Eqs. (6) and (7) ,
Thus, with the definition of Eq. (6), equilibrium thermodynamics is recovered at infinite time, whatever the basin I in which the glass was initially trapped.
Quasi-harmonic approximation
At temperatures T ≤ T g − 20 K polymeric glasses are solids for all practical purposes, with the thermal motion of atoms consisting predominantly of solid-like vibrations (within the basins of the energy landscape) around their average equilibrium positions to the corresponding IS. Once the minimum is obtained, the Helmholtz energy of the basin can be calculated as a sum of the potential energy and a vibrational contribution, which depends on the frequencies obtained by diagonalizing the Hessian at the minimum. The ordinate of the figure discerns the different scales involved, while the abscissa describes the necessary ingredients for each minimization process, i.e. the degrees of freedom, the constraints and the function to be minimized, respectively.
(ISs). For the angular frequencies ω of these vibrations,hω (with h = h/(2π ); h being the Planck's constant) may well exceed k B T , and thus a quantum mechanical treatment may be necessary. A reasonable approximation to use for a quantum statistical mechanics treatment of a solid trapped in the vicinity of an inherent structure is the quasi-harmonic approximation. As detailed in Ref. [60] , the Helmholtz energy of a basin I, A I , can be calculated at the corresponding IS and is written as
where V inh = V (ε, r inh ; R) is the potential energy of the inherent structure (i.e. at positions r = r inh ), and A vib is the Helmholtz energy of the N DOFs = 3N − 3 vibrational modes [1, 61, 62] . We have employed the components of the strain tensor, ε, with respect to configuration R in order to describe the spatial extent of our model system. At given spatial extent of the system, the IS can be reached by potential energy minimization with respect to the Cartesian coordinates (internal degrees of freedom) of all atoms, r, under fixed system dimensions and geometry, ∂V (ε, r; R) ∂r
starting from any configuration in the relevant ''basin of attraction'' of the potential energy landscape of the system [32] . The relevant procedure is presented in the blue part of Fig. 1 . First, the potential energy of a microscopic structure is minimized with respect to the Cartesian coordinates of the atoms, and then A inh I is calculated by using the information obtained at the IS.
Consider the system residing at a local minimum x inh of its potential energy V, written as a function of all mass-weighted atomic coordinates, x a = m 1/2 a r a . If the configuration of the system is displaced slightly from the minimum, its potential energy can be approximated through a Taylor expansion around x inh truncated after the second-order term [1] ,
By definition, H is the 3N × 3N Hessian matrix of second derivatives of the potential energy with respect to all mass-weighted coordinates of the atoms, evaluated at the energy minimum:
At the position of the IS, x inh , this matrix is positive semi-definite (because of translational invariance). Given the translational symmetry of the system, the elements of the first 3 rows and columns, i.e. those elements corresponding to the first atom, are zero, leaving an effective range of N DOFs × N DOFs elements, as discussed in the previous subsection.
Within the harmonic approximation [25] , the motion of the model system, comprised of N atoms, can be described in terms of N DOFs = 3N − 3 uncoupled, uncorrelated harmonic oscillators, whose vibrational frequencies, ω j , j = 1, . . . , 3N − 3 are independent of the temperature, T . Mathematically, the normal modes and their frequencies are determined as eigenvectors, v j , and eigenvalues, ω 2 j , of H [63] . Three of the eigenvalues of H are zero, as the system energy is invariant to translation along the edge vectors of the periodic simulation box. The remaining eigenvalues are the squared angular frequencies of the vibrational modes of the system residing in its basin. They are all positive (hence can be written as ω 2 j for the jth mode), as the diagonalization takes place at a minimum of the energy, where the Hessian with respect to the 3N − 3 independent configurational degrees of freedom of the system is positive definite. Taking advantage of the fact that H is symmetric and positive definite, we diagonalize it by employing the Cholesky decomposition (triangularization), which has an operation count of (3N −3) 3 −6 inner loop executions [64] , thus having half the computational cost of Gauss elimination or LU decomposition. In the theory of lattice dynamics [25] , two types of harmonic approximations are distinguished: (a) the strict harmonic approximation, in which it is assumed further that the elements of the Hessian matrix, H ij , are independent of the strain components, ε κλ , and so are strict constants; (b) the quasi-harmonic approximation in which H ij = H ij (ε). The term quasi-harmonic is also used to describe theories, in which H ij = H ij (ε, T ) [65] .
In our framework, the elements of the Hessian (and thus its eigenvalues) indirectly depend on strain, through the distortion of the positions of the atoms upon applying strain. This will be further discussed in Section 3. Given the mode frequencies, ω j , the vibrational contribution to the quasi-harmonic Helmholtz energy, if a classical formulation is adopted for the vibrational partition function, is
Instead, in a quantum mechanical formulation, A vib can be written as [66, 67] A qm vib (T , ε) =h
with k B the Boltzmann constant andh = h/(2π ), h being Planck's constant.
Energetic and entropic contributions to the Helmholtz energy
We cast the quasi-harmonic Helmholtz energy in the framework of classical thermodynamics, i.e. A = U − TS, with U being the internal energy and S the entropy of the specimen. The entropy can be readily obtained from the temperature-dependent part of the free energy, c.f. Eq. (9),
which, for the classical formulation of the vibrational partition function gives
while for the quantum-mechanical formulation [68, 69] one obtains
The formula for S comes from the harmonic oscillator vibrational partition function. In addition to the entropy, the internal energy
can also be calculated from the frequencies.
In the classical formulation one obtains
and in the quantum-mechanical case
Strain derivatives of the Helmholtz energy
We now focus on obtaining the derivatives of the Helmholtz energy of a basin, A I , with respect to the components of the strain tensor, ε κλ , which is relevant for the calculation of the stress tensor. In principle, the derivatives can be approximated numerically by calculating the Helmholtz energy for different values of strain and forming the relevant difference quotients. In our approach, the deformation of a specimen is a two-step procedure. First, the deformation is applied to the specimen by changing the boundaries of the simulation box and affinely deforming all atomic positions along with it. Then, the (microscopic) potential energy is minimized with respect to the particles coordinates under fixed spatial dimensions of the simulation box. This procedure is visualized in Fig. 2 , where the red arrow indicates the affine deformation of the simulation box and its contents, while the blue arrow represents the potential energy minimization under constant shape of the simulation box. In the simple case of a material that is crystalline and that is stretched along one of its principal crystallographic directions, the second step (minimization) will leave its configuration untouched (the affinely deformed configuration would be a minimum of the potential energy as the reference was). At this point, we should note that for the calculation of the vibrational contribution within the quasi-harmonic approximation, the internal energy must remain at its minimum point as the simulation domain is strained [70] .
Even if derivatives of the Helmholtz energy with respect to strain can be obtained numerically in principle, delicate care must be taken in choosing the finite increment in strain. If it is too large then local nonlinearity of the function will result in a poor approximation, and if it is too small then precision may be lost completely. Furthermore, if there are discontinuities in V inh , which may arise from sharp cutoffs often present in shortranged atomic interactions, the distortions introduced by the finite changes in the coordinates can lead to large inaccuracies in the numerical derivatives. The analytical derivatives outperform numerical ones, since no imposition of strain is needed and can be calculated by knowledge of the specific configuration only. However, analytical derivatives have higher requirements for memory.
Although the idea of obtaining analytical derivatives of the per-basin Helmholtz energy, A I , is rigorous [71] , a complete formulation for obtaining these derivatives in amorphous systems (without any crystalline symmetry) is not available. We approximate the analytical derivatives of the Helmholtz energy, in the limit of infinitely small strain, by employing a two-dimensional Taylor expansion of it around the (not necessarily undeformed) reference configuration; the two-dimensional Taylor expansion is representative of the two-step procedure discussed above. Under constant temperature, changes in Helmholtz energy arise both by varying the strain state of the specimen, ε κλ , and thus affecting the periodic simulation box, and by modifying the atomic coordinates, r. In order to decouple the influence of these variables, we are expanding the Helmholtz energy of the deformed configuration, A I (T , dε κλ ), with respect to the elements of the infinitesimal strain tensor applied, dε κλ , and the non-affine atomic displacements,
with r aff dε κλ being the positions of the atoms after an affine deformation (c.f. the red arrow in Fig. 2 ), while r dε κλ being the positions of the atoms after the combined act of the affine deformation and subsequent minimization (c.f. the green arrow in Fig. 2 ).
Our reference configuration, with atoms being at r inh 0 , is deformed by applying an infinitesimal strain increment dε κλ to the edge vectors of the simulation box, h = (I + dε) h R . The atomic positions are then affinely deformed with the imposed deformation, producing a deformed configuration, r aff dε κλ . The new configuration of the system is not (necessarily) a minimum with respect to the microscopic degrees of freedom, r, since molecular simulations of bulk materials employ model systems subject to periodic boundary conditions on the basis of the minimum image convention for atom-atom interactions. The total potential energy is then re-minimized with respect to the atomic positions, keeping the edge (continuation) vectors of the periodic simulation box equal to their deformed values. The resulting configuration, r dε κλ , is an inherent structure, but under the continuation geometry dictated by the deformation imposed.
Having defined the minimum-to-minimum (non-affine) atomic displacements, u dε κλ , we expand the Helmholtz energy of the deformed IS,
, about a fictional state with atoms displaced by u dε κλ , with respect to strain, as a Taylor series:
The individual terms appearing on the right-hand side are further expanded as Taylor series about the minimum-to-minimum atomic displacements u,
since for zero strain, ε κλ = 0, the first derivative of A I with respect to u vanishes because the system resides at a local minimum. The Helmholtz energy derivative appearing on the right-hand side of Eq. (22) can be cast as
since all terms are calculated for the inherent structure of the undeformed configuration (thus the derivative of A I with respect to ε κλ in the second term of the right-hand side of the above
. Finally, the Helmholtz energy of the energy-minimized deformed configuration, at dε κλ , can be obtained as
Eq. (25) is expected to be accurate to linear order in strain, since from Eq. (22) till equation (24) we have omitted terms of quadratic order in dε κλ and du. From now on we omit the notation | u dε κλ ,ε κλ since all quantities are calculated at the inherent structure of the undeformed configuration, i.e., at r inh 0 and ε κλ = 0.
We have shown that, for the case of an infinitesimally small strain step, the minimization procedure, following the affine deformation can be neglected, i.e., it depends on the strain step with a power higher than one (linear). Thus, we can concentrate on studying the effect of (infinitesimally small) strain steps on A I by calculating its derivative analytically, under the assumptions of affine deformation of atoms and ε κλ → 0, where analytical derivatives can be obtained. Within the quasi-harmonic approximation for the Helmholtz energy of a basin, Eq. (9), we can cast its strain derivative as
The first term on the right-hand side of Eq. (26) can be obtained by direct differentiation of the potential energy, V, at the undeformed inherent structure. The relevant formulation can be found in Appendix D.
Since there is no explicit expression for A vib in terms of the geometry of the system, it is not possible to determine its strain derivatives by direct differentiation as with V inh . A vib is known in terms of the eigenvalues of the Hessian matrix (ω 2 j ), so the derivatives of the eigenvalues with respect to strain are required.
If one differentiates Eq. (13) with respect to an arbitrary strain ε κλ , and express the result in terms of the eigenvalues of the Hessian, one obtains
. (27) If a quantum-mechanical formulation is adopted, the corresponding expression becomes,
. (28) Hence, the key is to obtain the derivatives of the eigenvalues, ω 2 j , with respect to the elements of the strain tensor, ε κλ . Through the application of perturbation theory, these derivatives can be related to derivatives of the elements of the Hessian matrix projected onto the eigenvectors of each normal mode obtained at the reference state [72] [73] [74] ,
where the first-order derivatives of the Hessian matrix elements with respect to the strain tensor are the third-order derivatives with respect to two Cartesian coordinates and the external strain. The relevant formulation is discussed in Appendix E.
Thermodynamic considerations
In the following, we start from the Helmholtz energy of the basin, A I , and we extract the proper thermodynamic potential, A * * I , which has as control variables the principal stretch in one direction, λ and an equal stress applied to lateral dimensions, σ ⊥ . We consider only deformations involving changes in the principal stretches, i.e., with the rotational components removed. This procedure is accomplished in two steps. We first impose the constraint of evenly deformed cross-section, i.e. the principal stretches in the two lateral direction should be equal (λ ⊥ = λ yy = λ zz ). This reduces the control variables of the problem to two: λ and λ ⊥ . Next, we replace the principal stretches in the lateral directions with stress, σ ⊥ , which leads us to the sought thermodynamic potential, A * *
Since the formulation to be developed is general, and does not rely on the existence of basins or validity of the quasi-harmonic approximation, we will drop basin index ''I'' from the notation, i.e., A stands for the Helmholtz energy. We can treat an arbitrary set of external constraints as depicted in Fig. 3 . The route followed in the main text of the paper is along the middle column, while all other thermodynamic potentials can be found in the appendices. In Appendix A, we provide the formulation for different combinations of external conditions. For the sake of completeness, we also provide the expressions for infinitesimally small deformations in Appendix B. All thermodynamic potentials are based on the Helmholtz energy of the specimen. In Section 2 we introduced the definition of the free energy of the specimen under given shape of the periodic simulation box. 
Evenly deformed cross-section constraint
We assume that a material specimen of initial volume V R is initially in a stress-free state R at temperature T . In the case of an elastic solid, we can use as state variables the temperature, T , and the principal stretch ratios λ x , λ y and λ z (i.e., the components of the deformation gradient tensor, F, in the principal axes system of the deformed body),
Shear deformations can be treated within the same framework; any deformation can be treated as a combination of rotation and stretch [75] . Reducing the components of F to the principal stretch ratios is only for presenting the concepts within this section in a concise manner.
Our starting point is the fundamental equation for the Helmholtz energy of the sample, A/m
, where m is the mass of the specimen,
By recalling that [76] 
in the principal axes system of the deformed body, we can cast
We should note that ρ refers to the mass density of the sample in its deformed state
The Helmholtz energy of an IS can be unambiguously calculated for given T , λ x , λ y , and λ z (or ε x , ε y , ε z in the infinitesimal strain limit) following the derivation in Section 2. The next step is to restrict the system to stretch along one dimension by a factor λ while deforming each of its edges by the same ratio λ ⊥ (e.g. λ = λ x , λ ⊥ = λ y = λ z ). In that case the fundamental equation (34) in differential form becomes
where σ and σ ⊥ are the stresses in the principal and the lateral directions, respectively. We should note that the last term of the right-hand side of Eq. (35) occurs twice, since λ ⊥ substitutes both λ yy and λ zz and thus should be accounted for twice.
Strain-controlled uniaxial deformation
Eq. (35) is not conveniently cast for replacing λ ⊥ by σ ⊥ . In order to facilitate our development, we
In Eq. (36), differentials of λ and φ appear, so we can now consider the Legendre transform of A/m with respect to φ, where the lateral stress, σ ⊥ , replaces φ,
with differential form,
A * * is a function of the strain along one direction, λ, and the stress applied in the lateral directions, σ ⊥ . Thermodynamic equilibrium under given T , λ and σ ⊥ dictates that A * * /m be minimal with any variation of the size of the specimen, λ ⊥ [77] .
In the case of strain-controlled uniaxial deformation of a macroscopic system with isotropic cross-section, A * * /m is the sought thermodynamic potential with independent variables T , λ, σ ⊥ . A dependent variable that can be measured is the stress, σ , developing along the strain-controlled deformed direction. From the slope of A * * /m with respect to λ at constant T , σ ⊥ , one obtains ∂ ∂λ
from which the stress σ ≡ σ xx can be calculated. By expanding the last equation based on the definition of A * * , Eq. (37), the stress can be cast in:
Accordingly, one can split the observed stress into three contributions,
volumetric :
Connections to experiment
A useful quantity, which is also experimentally accessible during tensile testing measurements, is the engineering stress, σ e .
With A R and A being the area of the cross-section in the reference and the deformed configurations respectively, the load, P = (σ − σ ⊥ ) A, exerted for uniaxially deforming the specimen, divided by the initial cross-section of the specimen, yields
At zero elongation, the engineering stress should be zero, thus the lateral stress (e.g. atmospheric pressure), σ ⊥ , is subtracted on the right-hand side of Eq. (44).
If we opted to measure the entropic contribution to stress by means of an experimental setup, Eq. (42) falls short, since entropy is not an experimentally accessible quantity. In that case, we can employ a suitable Maxwell relation in the A * * /m representation,
where Eqs. (42) and (44) have been employed for the left-and the right-hand sides of Eq. (46) . Finally, the right-hand side of Eq. (46) is the entropic contribution to the stress
Thus, the entropic contribution to the observed total stress can be determined by studying the dependence of the engineering stress, σ e = (σ − σ ⊥ ) λ 2 ⊥ , on temperature, while monitoring the lateral dimensions of the specimen, under constant extension, λ, and lateral normal stress, σ ⊥ .
Systems studied and glassification procedure
In this work, monodisperse glasses of atactic PS chains with 50% meso diads obeying Bernoullian statistics and chain length of 300 repeat units (molar mass of approximately 31 kg/mol) were generated and simulated. Bearing in mind the limitations of diagonalizing large matrices (i.e., the Hessian, H), the main part of this work is based on systems formed from 1 parent chain [58] of molecular weight 31 kg/mol. Systems with 5 and 10 parent chains have also been simulated, yielding identical results in all aspects. Periodic boundary conditions are employed in all three directions of the simulation cell.
For long-chain polymer systems, the computational prediction of structural, dynamical, and mechanical properties is very challenging because of the broad range of length and time scales governing structure and molecular motion. As in our previous works [78, 79] , we have addressed the challenge of producing well-equilibrated PS melts by employing two interconnected levels of representation. First, we utilize a coarse-grained representation, wherein each polystyrene repeat unit is mapped onto a single bead [80] . The smoother (compared to atomistic) effective potential energy of the coarse-grained representation permits its equilibration at length scales larger than the repeat unit by means of connectivity-altering Monte Carlo algorithms [81] . Initial configurations were generated by a quasi-Metropolis gradual insertion procedure [58, 78] at the temperature of 500 K, at which the coarse-grained forcefield has been developed [80] . A detailed description of the reverse mapping procedure is presented in Ref. [78] .
The detailed configurations obtained by reverse mapping can be described by a united-atom model without partial charges, based on the work of Lyulin and Michels [82] ,
It takes into account the following contributions to the system potential energy: (i) Lennard-Jones nonbonded interaction potential between all united atoms that are three or more bonds apart or belong to different images of the parent chain, V LJ nb ; (ii) bond stretching potential for every covalent bond, V bond ; (iii) bending potential for all bond angles, V angle , including those in the phenyl rings; (iv) torsional potentials, V torsion , for all rotatable backbone bonds, for torsions of phenyl rings around their stems, and about all bonds connecting aromatic carbons in the phenyl ring to preserve the planarity of the ring; (v) out-of-plane bending potential to preserve the coplanarity of the phenyl ring and the phenyl stem, V oop ; (vi) improper torsional potential to preserve the chirality of all carbons bearing a phenyl substituent, V imp [83] . All Lennard-Jones potentials are cut at an inner cutoff distance of 2σ beyond which force smoothing to zero using a quintic spline is applied up to a distance of 2.5σ [58, 84] . Ensuring continuous derivatives of the potential is crucial for the successful convergence of energy minimizations in the glassy state. By design, the polystyrene forcefield of Lyulin and Michels does not incorporate tail corrections to the nonbonded interaction potential. Nevertheless, the employed model can faithfully capture the structure, dynamics and mechanical properties of PS [60, 78, 81] .
Initially, the reverse-mapped configurations were subjected to 0.1 µs of isothermal-isobaric (NpT ) MD under T = 500 K and p = 1 atm, using the intrinsic barostat of LAMMPS [85] . A timestep of 1 fs was used. Subsequently, the final configuration from the melt at 500 K was subjected to an NpT simulation with the set temperature, T , lowered at an effective cooling rate of 0.1 K/ns down to room temperature of 300 K, through the glass transition, which is known to be 373 K for the system under consideration [78] . At the end of the cooling procedure, the configuration of the system was recorded at 300 K and used for NpT equilibration under atmospheric conditions (see Fig. 4 ).
The final configuration after an isobaric (1 µs-long) MD run in the glassy state is used as the initial configuration for the deformation experiments. However, there is no guarantee that the instantaneous density of the configuration corresponds to the thermodynamically correct density of the material under the given temperature and pressure. In order to fine-tune the dimensions of the specimen, at T = 300 K and p = 1 atm, we determine the box size for which its Gibbs energy function [60] G m
becomes minimal under the given, externally imposed σ (cf. formulation in Appendix A). The presence of any symmetry element in the stress tensor reduces the number of minimization parameters, and in the special case where only hydrostatic pressure is applied on the system, the sum of the last two terms in Eq. (49) is equivalent to pV /m, letting the volume V of the deformed configuration be the only parameter for the Gibbs energy minimization.
In that case, the volume is expressed as V = V R (1 + 3ε) and minimization is carried out in order to determine ε. The details of the minimization procedure are discussed in the next section.
By prescribing the pressure, we should find the strain, ε, (applied in all three directions) for which G becomes minimal by varying the edge vectors of the simulation box. The Gibbs 49) is, of course, valid only for small deformations away from the reference state, which, in our case is not far from an equilibrated configuration at the average density for the temperature under consideration. The above procedure is of utmost importance in order to obtain systems whose stress state corresponds to the imposed atmospheric pressure.
Simulations of deformation
The glassy polymer is envisioned in configuration space as an ensemble of mutually inaccessible basins, prepared by the procedure detailed above. We consider an ensemble of 100 basins, obtained by quenching melt configurations that were sampled along 5 different MD trajectories in the melt state. Each melt trajectory was generated by reverse-mapping a different initial coarse-grained configuration (obtained at the end of a MC equilibration run). Estimates of the macroscopic properties are obtained by arithmetic averaging of the responses of individual basins to deformation, following Eq. (5) . Variability of the microstructure is captured by using an ensemble of uncorrelated structures, each in a local potential-energy minimum.
For the uniaxial extension of the simulation box, the increment of strain was an extension in the x direction with the y and z dimensions being dictated by the surrounding atmospheric pressure. The incremental strain step is
with dε = 10 −4 , and dε ⊥ minimizes the appropriate free energy, A * * , under given dε and σ ⊥ = −1 atm (Eq. (37)). In all cases, strain-steps equidistant on the logarithmic scale are employed, providing the correct measure of the final strain when deformation takes place in a series of increments.
The lateral strain step, dε ⊥ , that minimizes A * * is obtained by an iterative minimization procedure that is presented in Fig. 5 .
For driving the minimization, we utilize the derivative ∂A * * /∂ε κλ which is calculated analytically. First, the specimen is deformed by dε in the x−direction while leaving the y− and z− directions at zero strain, i.e. employing an initial guess dε ⊥,0 = 0. The simulation box and the atomic positions are affinely deformed following the macroscopic deformation ε 0 = ( dε, dε ⊥,0 , dε ⊥,0 )
. Under constant strain, the microscopic potential energy is minimized (c.f. Fig. 1 ). In order to find a minimum with respect to the microscopic coordinates, we employ a limited-memory variant [87] of the quasi-Newton Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algorithm [88] [89] [90] [91] [92] [93] [94] . Convergence is assumed if the maximum force on an atom becomes less than 10 −10 kcal/mol/Å. At the stationary point where the minimizer has converged, the Hessian (matrix of the second derivatives of the potential energy with respect to the mass-weighted atomic Cartesian coordinates) is calculated and diagonalized in order to verify whether the stationary point is actually a minimum or a transition state (firstorder saddle point). The Helmholtz energy, and any other free energy, e.g. A * * , as well as their derivatives with respect to strain can now be calculated, based on the value of the potential energy at the stationary point, the eigenvalues of the Hessian matrix and the appropriate stress-strain terms (c.f. Appendix B). This gives us the first point of the optimization sequence. The procedure is then repeated for a new estimate of dε ⊥,1 , i.e. in the −∂A * * /∂ε κλ direction. The (macroscopic) minimization is accomplished by a golden-section search [86] . Convergence is assumed if two subsequent estimates of the strain do not differ more than 10 −4 .
Results and discussion

Energetic and entropic contributions to the elastic moduli
Initially, we deform the material specimens in the elastic regime, by prescribing the strain tensor, ε, i.e. using the Helmholtz energy, A, as the thermodynamic potential of the system. In Fig. 6 , indicative deformation experiments of a single configuration are presented. The case of pure uniaxial tension, ε = diag(ε xx , 0, 0), and uniform hydrostatic compression, ε = diag(ε, ε, ε) are considered in Figs. 6(a) and 6(b), respectively. Deformation at small strains, as probed by our computer experiments on the assumption that each specimen remains confined in its basin, is reversible. The reversibility of the stress-strain response was probed by imposing backward strain increments. The backward strain increments produced exactly the same structures as the forward strain, so that the system stress-strain response was ''thermodynamically reversible'' at the limit of infinitesimally small strains. Moreover, it is evident, that the response of the specimen to deformation follows a perfect quadratic dependence around its reference undeformed configuration. Fitting the Helmholtz energy to a quadratic expression allows for the estimation of the elastic moduli of PS from first principles. The modulus C 11 of PS averaged over all configurations is found to be 5.98 ± 0.46 GPa, in good agreement with the experimental value of C exp 11 = 6.05 GPa [95] . This modulus is mainly dominated by its energetic component, C U 11 , which is, on average, 90%, i.e. C U 11 ≃ 0.9C 11 . The bulk modulus can be readily obtained from the Helmholtz energy under hydrostatic compression or extension ( Fig. 6(b) ),
Its average value, B = 4.12 ± 0.37 GPa, is slightly lower than the experimental one, B exp = 4.40 GPa [96] . The discrepancy is minute, given the finite number of configurations used for estimating it.
As far as the bulk modulus is concerned, we can take a step further and estimate the extent to which the entropic term is important to the bulk modulus. We adopt the ratio Y introduced by Theodorou and Suter [1] and by Matheson [96] ,
as a convenient dimensionless parameter for the significance of entropy to the bulk modulus. When Y = 0, the internal energy completely determines the bulk modulus; when Y = 1 entropy dominates. With reference to Eq. (52), we point out that V , T , and B are always positive. Thus, the sign of Y is the opposite of the sign of ( ∂ 2 S/∂V 2 )⏐ ⏐ T . Physical intuition suggests that this sign should be positive; the limiting case being an ideal gas where Y ≡ 1. Indeed, the second partial derivative of entropy with respect to volume is negative (entropy being concave with strain), as shown in Fig. 6(d) . For polystyrene, the obtained value is
in excellent agreement with the value reported by Matheson [96] , Y = 0.2, based on experimental measurements of the bulk modulus and the thermal expansion coefficient.
Tensile deformation experiments
A system under prescribed shape and size is of little importance when comparing to real-life deformation experiments, e.g. tensile testing. In that case, one would like to control the strain in the deformation direction, ε, while allowing the specimen to equilibrate under ambient pressure in the lateral dimensions, σ ⊥ . These boundary conditions are fulfilled by the Legendre transform of the Helmholtz energy, A * * , as defined by Eq. (37). We can mimic tensile experiments by deforming the system in one direction while minimizing its free energy in the proper thermodynamic framework with respect to the lateral strains ( Fig. 5 ). Representative evolution of the free energy (and its components) as a function of the applied strain is presented in Fig. 7 , for two of the glassy basins studied. Results are presented for both compression (up to 0.3) and extension (up to 0.1). For the one of the two configurations, its response to compression up to strain 1.0 is reported in the inset to the figures.
The free energy of the specimen, Fig. 7(a) , is initially increasing smoothly with the applied strain. Its components, presented in (b), (c), and (d), correspond to the energetic, entropic and volumetric contributions, identified in Eqs. (41) , (42) , and (43) . Close to the undeformed/reference configuration, up to strain of ±0.1, free energy increases in an almost quadratic way with strain, similar to its variation in Fig. 6 . However, the behavior around the minimum, ε xx = 0, is not symmetric; the extension branch is slightly steeper than the compression branch. The internal energy ( Fig. 7(b) ) mainly shapes the evolution of the free energy, being an almost quadratic function of strain centered at the reference configuration. Entropy (Fig. 7(c) ), being a monotonously increasing function of strain around the reference configuration, partially smoothens out the discontinuities of the internal energy.
For strain higher than ±0.01, the free energy curve is punctuated by discontinuous drops; similar trends have been observed in earlier simulations of other systems [97] [98] [99] [100] . The saw-tooth character of the microscopic free energy resembles some features of the calorimetry experiments of Rudnev et al. [101] . By carefully measuring the energy stored in deforming a glassy polymer as a function of strain, those authors deduced that there are discrete microscopic inelastic processes that must occur well before the macroscopic yield point, within what is usually thought to be the elastic regime of strain. The observed discontinuities may correspond to transitions from one potential energy minimum to another. Upon loading the initial minimum, the barrier separating it from a neighboring one vanishes, and the system spontaneously transitions to a new energy minimum. Upon imposition of strain, this minimum also deforms till it slips to a new one. We will elaborate on that in the following subsection.
At first inspection it appears that the usual continuum concepts of elasticity, yield and plasticity are macroscopic notions that do not apply to such small amorphous systems, which act more like discrete structures rather than as continua. However, the boundary conditions employed in our simulations are fully consistent with the macroscopic experimental setup, providing us with a stress-strain curve (Fig. 8 ), whose pattern is very similar to those experimentally reported for PS [102] . Our formulation of the problem assumes that the cross-section normal to the direction of applied strain is uniform and isotropic. This may not be the case for each individual specimen we study, due to the discreteness of matter at that length scale. In Fig. 8 , the engineering stress corresponding to the results in Fig. 7 is shown. The material specimen exhibits an initially elastic response, followed by the yield point around 0.04 deformation, in favorable agreement with experimental measurements at a finite strain rate [102] . Following the yield point, the evolution of the free energy is full of discontinuities which are due to short-lived transition states visited by the system during deformation. A thorough discussion follows in Section 7.3. The observed values of the stress are on the same order of magnitude as those typically observed in compression experiments [102] . Despite the fact that the stressstrain curve presented in Fig. 8 is obtained by deforming a single basin (all other basins sampled behaving in the similar way), it captures most features of the stress-strain curve of a macroscopic specimen.
Particularly interesting is the fact that the stress-strain curve, Fig. 8 , exhibits regimes of constant slope around ε xx ∼ ±0.02, whose slope is different in compression and tension. That was observed also in Fig. 7 , where the free energy was not symmetric with respect to the undeformed configuration. The strain at which yield appears is slightly higher in compression (ε y ≃ −0.05) than in tension (ε y ≃ 0.035). Both of them are close to the experimental yield strain which is around ε exp y ≃ 0.04 in compression [103] .
It is not usually possible to obtain directly the yield strength of PS in tension, since crazing and fracture intervene (brittle failure occurring at strain less than 0.04 [104] ) before sufficient stress can be applied to bring about bulk yielding. Thus, experiments are conducted in compression [105] . The yield stress values in compression and tension, obtained from Fig. 8 are roughly equal; the one observed in compression is slightly higher. As shown by Whitney and Andrews [103] , the compressive and tensile yield behavior of isotropic polymers are not identical, since there is a significant effect of the mean normal stress (or hydrostatic component of the stress tensor) on yielding [106] . Our simulations capture this asymmetry of the stress response. In a uniaxial extension experiment carried out on bulk isotropic material extending in the x direction, the stress on the side surfaces would be atmospheric (or any other value), and the length of the y and z directions would respond by Poisson contractions. Since Poisson's ratio is less than 0.5 for an elastic isotropic system, the material would be dilating. For strain increments past the yield point, Poisson's ratio generally comes close 0.5; so the material stays at constant volume [107] . In our simulations, we can monitor the evolution of the Poisson's ratio in the course of deformation and the relevant data are shown in Fig. 9 . There are several salient features present in Fig. 9 . Initially, the system finds itself at a minimum of the Gibbs energy (externally imposed atmospheric pressure). However, upon deformation the external constraints change to prescribed strain in the principal direction. This change of the external constraints It is initially fluctuating around ν ≃ 0.3, which is in good agreement with its experimental value ν exp = 0.35 in the elastic regime [108] and then grows to 0.5 in the post-yield regime, in accordance with experimental data [107] . This complex dependence of the Poisson's ratio on the applied deformation has not been anticipated. Previous simulation efforts on uniaxial extension were either preserving the volume of the specimen [5] or applying a constant Poisson's ratio throughout the deformation procedure. It is evident that both techniques are over-simplifications of the true response of the material. Furthermore, as more and more strain steps are imposed, the response of the system changes suddenly and unpredictably as the polymer finds new configurations, especially in the postyield regime. Our thermodynamic framework can fully capture the subtle features of the deformation process and faithfully track the strain-dependent distortion of the material. It captures the full evolution of the Poisson's ratio as a function of strain, from ν ≃ 0.3 in the elastic regime (which is measured experimentally) up to ν = 0.5 (which is also measured experimentally in the post-yield regime), including the transition in between.
Microscopic mechanical stability during tensile deformation
We can gain further insight into the nature of the changes that occur in the PEL during deformation, by carrying out a normal-mode analysis, i.e. diagonalizing the Hessian matrix in order to determine the local curvature of the energy landscape at an energy minimum. In Fig. 10 , the evolution of the lowest three eigenvalues of the Hessian matrix is shown in the course of deformation. All three eigenvalues behave very smoothly up to a strain of 0.02. At that point, the shape of the basin changes a little, giving rise to a discontinuity of the lowest eigenvalue. At a strain of 0.04, the lowest mode frequency exhibits a sharp drop which brings its value very close to zero, and then even makes it negative. This can be interpreted as follows: as the initial minimum is distorted by deformation, a barrier to a neighboring minimum vanishes, and the system goes through a first-order saddle point. For a microscopic system under periodic boundary conditions, the PEL is shaped by the molecular forcefield invoked, and the positions of the particles relative to the boundaries of a periodic simulation box. As the edge vectors of the simulation box follow the externally imposed deformation, the potential energy landscape is distorted [60] . Previous works [59, 67, 109] have shown that transitions through first-order saddle points correspond to transitions between inherent structures of the system, corresponding to the elementary relaxations of a system. According to Eyring [110] , the energy barrier between minima decreases linearly with stress and facilitates thermally activated transitions. Chung and Lacks [16] called this process the ''fold catastrophe'' mechanism, because the strain-induced decrease of a potential energy barrier to zero is a mathematical fold catastrophe. Deformation moves the system on the potential energy landscape from the regions with large energy barriers to regions with lower energy barriers and shallow trenches between minima. This effect has been assigned the designation of ''mechanical rejuvenation'' [111, 112] . Upon increasing the strain, even the new minimum is not stable and the system passes through several new transition states.
Macroscopic thermodynamic stability during tensile deformation
Finally, we set out to explore whether microscopic mechanical stability co-exists with macroscopic thermodynamic stability, i.e. whether the series of states on the PEL visited by the system upon deformation are convex with respect to strain. By minimizing the potential energy of the configurations of the polymer in the course of the deformation, the specimen goes through states obeying detailed mechanical equilibrium [1, 58] . A microscopic configuration can be considered in stable mechanical equilibrium if the Hessian, H, is positive definite, i.e.: matrices. This holds for the energy minima encountered during deformation (and a region around them). The transition states are not in detailed mechanical equilibrium. On the contrary, the thermodynamic criterion of stability for an elastic solid is the positive definiteness of the tensor of the isothermal elastic coefficients [113] ,
where
with κ, λ, µ, ν ∈ {x, y, z}. The elasticity tensor can be decomposed into a part depending on the potential energy of the configuration,
and a vibrational contribution,
In order to probe the mechanical (in)stability of the PEL, we proceed to analytically calculate the potential energy component of the elasticity tensor, C V κλµν , and check its positive definiteness. The relevant formulation for an arbitrary classical molecular forcefield is presented in Appendix D. The matrix C is said to be positive definite if all its eigenvalues are positive. If C V is positive definite, the configuration residing in the specific region of the PEL is thermodynamically stable. In Fig. 11 , we present the lowest three eigenvalues of the C V tensor. Despite the fact that the system goes through first-order saddle points of the potential energy, it always remains thermodynamically stable. Our deformation simulations thus provide evidence that the criteria for H and C need not be simultaneously fulfilled. Although the instantaneous Hessian matrix, H is not positive definite, the energy of the system is convex in all modes of macroscopic deformation.
Conclusions
A consistent and rigorous thermodynamic framework for performing deformation simulations of glassy systems, trapped in basins of their PEL and obeying classical molecular forcefields has been presented. The derivation is general, allowing for arbitrary system chemistry and connectivity, classical molecular forcefields and combinations of externally imposed (stress-strain) conditions. The key ingredient of the statistical-mechanical formulation is the definition of the microscopic Helmholtz energy of the specimen within the quasi-harmonic approximation. The formulation is based on analytical expressions for all potential energy derivatives, including, for the first time, all elements of the Hessian matrix. Moreover, free energy derivatives (with respect to the elements of the strain tensor) are also obtained in closed form, both for the potential energy and the vibrational contributions. All calculations have been implemented in a highly parallel hybrid CPU/GPU code which can harness the unprecedented computational power offered by modern computers.
In line with our principal focus, i.e. the elucidation of structure-property relations from first principles, we have applied the presented method to study the uniaxial deformation of atactic PS, a prototypical glassy system. A thermodynamic analysis reveals the relative importance of the entropic contributions to the elastic response of glassy atactic polystyrene (PS). Elastic constants of the material can be obtained by infinitesimal deformations around its reference configuration. Their values are in good agreement with experimental measurements and can be split into energetic and entropic contributions. The entropic contribution to the bulk modulus of the material is found to be around 20%, as has been estimated in the literature based on experimental findings. Then, deformations under uniaxial extension conditions were conducted till the yield point and into the plastic regime of the material (up to 1.0 strain in compression and 0.1 strain in tension). The stress-strain curves clearly exhibit a yield point (around 0.04 strain); the strain and stress at which yield seems to occur are in agreement with the experimental measurements for finite strain rates. Moreover, our approach can capture the slight asymmetry of the response of the material to tension and compression. The Poisson's ratio of the material can be monitored continuously as a function of strain, obtaining the transition from 0.3 in the elastic regime to 0.5 in the postyield regime. By analyzing the second-order derivatives of the potential energy (both with respect to atomic positions ands strains), we observed that, in the course of plastic deformation, the system is driven through first-order saddle points (transition states) which are connecting two potential energy minima. These transition states are mechanically unstable (Hessian not being positive definite); however, they are stable from a macroscopic thermodynamic point of view (elasticity tensor being positive definite).
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Appendix A. Free energy minimization under different imposed constraints
A.1. Imposed stretch in one direction and square cross-section constraint in the lateral directions, A
We restrict our system to stretch along one dimension by a factor λ while keeping its cross section square, each of its edges deforming by the same ratio λ ⊥ (e.g. λ = λ x , λ ⊥ = λ y = λ z ).
In that case the appropriate fundamental equation in differential form is given by Eq. (36) of the main text:
where σ and σ ⊥ are the stresses across the one and its lateral directions, respectively.
A.2. Imposed engineering tensile stress in one direction and equal stresses in the lateral directions, G * *
Starting from Eq. (36) of the main text we can define a Gibbs energy, G * * , as a Legendre transform with respect to λ, φ for a description with independent variables σ e and σ ⊥ ,
The corresponding differential,
is consistent with fluid thermodynamics, in the case σ = σ ⊥ = −p.
Appendix B. Thermodynamic potentials for infinitesimal strains
In order to derive the necessary expressions, in the limit of infinitesimal strains, we will make use of the following assumptions:
and neglect, for the time being, the off-diagonal components of the strain tensor, assuming that our reference configuration is aligned in a way that the principal stretch ratios can fully describe its deformation along all directions. Moreover, we are considering only stretch deformations, i.e., any rotational part has been taken out. The volume of the deformed specimen is
where the determinant is expanded up to first order in the strain.
Taking the strain derivative of Eq. (B.2) leads to
B.1. Imposed strains in all directions, A
When the control variables are T , plus the volume and the shape, the system is governed by its Helmholtz energy A without ambiguity. The Helmholtz energy has the differential form, starting from Eq. (34) of the main text,
The Helmholtz energy per unit volume, A V = A/V , is essentially the same as the elastic energy function that is defined in texts of linear elasticity [114] .
B.2. Imposed strain in one direction and square cross-section constraint in the lateral directions: A
We start from the fundamental equation, Eq. (35), of the main text for A/m,
and pass directly to the small deformation limit:
If we start from the undeformed state
B.3. Imposed strain in one direction and stresses in the lateral directions, A * In the small strain regime, starting from Eq. (B.4), we can define a Legendre transform of (A/m) with respect to ε yy and ε zz as
In this case, A * /m should be minimized with respect to ε yy and ε zz .
B.4. Imposed strain in one direction and equal stresses applied to the cross-section in the lateral directions, A * * By taking the small strain limit of Eq. (37) of the main text, we derive the appropriate thermodynamic potential,
which should be minimum with respect to ε ⊥ . The second term on the right hand side of Eq. (B.9) is a constant for given ε and σ ⊥ .
B.5. Imposed stress in all directions, G
We start from the small deformation limit of the fundamental equation for A/m,
Since the constant 1/3 does not contribute to the differential, one can formulate a thermodynamic potential that has T , σ xx , σ yy , σ zz as independent variables as the Legendre transform of A/m with respect to ε xx + 1/3, ε yy + 1/3 and ε zz + 1/3,
which is consistent with the G/m introduced by Morris [115] and by Lempesis et al. [60] . The differential of G/m is:
In the general case, if all components of the stress tensor were taken into account, Eq. (B.12) would be:
where p = − (1/3) Tr(σ). The corresponding differential, in that The thermodynamic potential defined in Eq. (B.16) is also called the complementary energy function in the theory of elasticity. We prefer the latter name, and would reserve the terms Gibbs energy for the potential that parallels the definition of the function for the fluid.
B.6. Imposed stress in one direction and equal stresses applied to the cross-section in the lateral directions: G *
Starting from the total differential of Eq. (B.7), one can also write:
Since the constant 1/3 does not contribute to the differential, one can formulate a thermodynamic potential that has T , σ , σ ⊥ as independent variables as the Legendre transform of A/m with respect to ε + 1/3 and ε ⊥ + 1/3,
The differential of G * /m is
Under constant stress tensor, one should minimize G * with respect to ε, ε ⊥ .
B.7. Imposed engineering tensile stress in one direction and equal stresses in the lateral directions, G * *
We consider the engineering stress as
and by taking the small deformation limit of Eq. (A.2) ,
where the extra term appearing is different from the commonly used −(σ + 2σ ⊥ )/(3ρ R ). However they become equal for hydrostatic stress, where σ = σ ⊥ . G * * /m should be minimum with respect to ε and ε ⊥ . This minimization problem is different from that of G * /m, described in Appendix B.6, because the conditions there are different (constant σ and σ ⊥ for G * /m, constant σ e and σ ⊥ for the problem described here). In the special case of an isotropic stress tensor (σ = σ ⊥ ), G * * and G * coincide and the two minimization problems become equivalent.
Appendix C. Components of the Hessian
Potential energy surfaces for molecular systems, in the classical framework, are usually written as sums over bond stretching, bond angle bending, torsional, improper torsional and pairwiseadditive nonbonded interactions. Moreover, conservative fields or long-range summations of electrostatic and cohesive interactions may need to be taken into account. We consider a potential energy function, V, which can be written as:
which is a sum of contributions of bond stretching potentials,
, between connected atoms, bond bending potentials,
, involving three (not necessarily consecutive) atoms, torsional
involving four arbitrary (not necessarily connected with bonds) atoms, and pairwise additive nonbonded
. The summations extend over the relevant sets of tuples, {(. . . )}, where (i, j) are pairs of i and j, (i, j, k) are triads of i, j and k, etc. The description we employ here, which is based on sets of bonds, angles, torsion angles and pairs of atoms interacting through non-bonded interactions, allows for special rules, e.g. reduced nonbonded interactions between connected atoms, to exist.
If we consider a classical system of N atoms, we require the first and second order derivatives with respect to the set of 3N coordinates, e.g., positions with respect to a space-fixed Cartesian coordinate system employed for the simulation, {r} ≡ {r 1,x , r 1,y , r 1,z , r 2,x , r 2,y , r 2,z , . . . , r a,α , . . . . . . , r N,x , r N,y , r N,z }, with lower-case Latin letter (e.g., a, b ∈ {1, . . . , N}) indicating a specific atom and lower-case Greek letters (e.g., α, β ∈ {x, y, z}) a Cartesian component. The Cartesian coordinates of the atoms are denoted by lowercase bold latin characters with one index, e.g., r a ≡ ( r a,x , r a,y , r a,z )
, while the separation vectors with lowercase latin characters with two indices, e.g. r ij . It holds that
. We consider the angle formed between three consecutive atoms i, j and k as:
where r ji = r i − r j and r jk = r k − r j . We employ the vector r ji instead of r ij so that the bond vectors start from the same origin, thus calculating the bond angle and not its supplement (c.f. Fig. C.12 ). Torsional potentials commonly contain terms that include the cosine of the dihedral angle formed by four consecutive atoms, i, j, k, l:
For clarity, the substitution m = r ij × r jk and n = r jk × r kl is made, so that:
The convention used for the definition of the dihedral angle is depicted in Fig. C.12 and implies that φ = π corresponds to the trans conformation of i and l. The force acted on an arbitrary atom a can be readily obtained by the gradient of the total potential energy:
Here we have used the standard notation ∇ a =x ∂ ∂r a,x +ŷ ∂ ∂r a,y +ẑ ∂ ∂r a,z ,
wherex,ŷ andẑ are unit vectors parallel to the axes of the reference coordinate system and r a,x , r a,y and r a,z are the components of the position vector of atom a in the same coordinate system.
The subscript on ∇ denotes that it is a partial derivative with respect to the positions of atom a, holding all other atoms fixed.
C.1. General considerations
Following Schlick [53] , the first partial derivative of an inner product of two separation vectors, r ij and r kl , with respect to an arbitrary coordinate entry r a,α is given by:
and it trivially holds:
where we have introduced the notation:
The Kronecker's delta used above has the standard meaning of δ ia = 1 when i = a and δ ia = 0 when i ̸ = a. The second partial derivative of the inner product can be similarly written in terms of delta operators:
and for the inner product of a vector with itself reduces to:
Following Eq. (C.10) we can readily calculate the partial derivative of the Euclidean norm of a vector with respect to a coordinate entry,
and it is trivial to show that the partial derivative of the Euclidean norm of a vector r = ( r α , r β , . . . , )
with respect to one of its components, r α , is
The second partial derivative of the norm of the vector with respect to some arbitrary coordinate components, becomes
) .
(C.16)
C.2. Using convenient (local) coordinates
A versatile approach for calculating the potential energy derivatives would be to express the potential energy, V (χ), as a function of an arbitrary convenient (internal) coordinate, χ, and then apply chain rule differentiation in order to cast the potential energy derivatives with respect to the (Cartesian) coordinates in terms of the potential energy derivatives with respect to the convenient variable, χ and the derivative of the convenient variable with respect to the Cartesian coordinates [116, 117] :
where the most computational cost is spent in calculating the derivatives of the variable χ with respect to the coordinates, r a,α . Part of the relevant expressions has already appeared in the literature [50, 51, 55] . However, to the best of our knowledge they have not been incorporated under a common unified framework and implemented in a generic computer source code. For the sake of completeness we provide all expressions for the derivatives of the form ∂χ/∂r a,α and ∂ 2 χ/ ( ∂r a,α ∂r b,β )
C.2.1. Differentiating angle-related terms
In the case of angle-related terms, a common way to take these derivatives is via the chain rule as illustrated with, e.g., V angle (ω):
∂V angle (ω) ∂r a,α = ∂V angle (ω) ∂ω ∂ω ∂r a,α .
(C. 19) Despite the fact that the derivative of V angle (ω) with respect to ω is trivial, the derivative of ω with respect to r a,α begins to get complicated, because according to Eq. where V angle (cos ω) denotes the bending potential written as a function of cos ω rather than ω. In both the bending and torsion cases, the potential terms can be written as functions of cosines. If the potential were not so written, the identity:
could be used, or the potential might be expanded in terms of cos ω [46] . Of course, Eq. (C.21) is also not valid when sin ω goes to zero. However, the derivative ∂ cos ω/∂r a,α is free of ill-behaving terms. A zero value would most likely occur when the angle is straightened to 180 • . This situation would represent a bond distortion not normally encountered, implying that the approach of Eq. (C.20) is advantageous in that if V angle is explicitly a function of cosines, then the instability of the 1/sin ω function is avoided.
We now focus on the evaluation of ∂ cos ω/∂r a,α , following the procedure first described by Schlick [53] . In general, for either a bond angle or a dihedral angle, ω, we can write:
where the numerator and denominator are inner products of vectors, e.g. m and n:
We can differentiate Eq. (C.22) with respect to an arbitrary Cartesian coordinate r a,α and then the result with respect to another variable r b,β . This produces the following equations for the first and the second partial derivatives of cos ω [53] :
We now consider the denominator D =D 1/2 . By working with D rather than D, we can avoid the square root expressions. The derivatives of D can then be easily derived since: and by further expanding the cos ω derivatives:
By recalling the definitions of N and D, it is evident that we are trying to find derivatives of inner products with respect to Cartesian coordinates:
∂ (m · m) ∂r a,α (C.33) and:
These values and derivatives, together with basic differentiation rules of calculus, can be used to evaluate all necessary cosine values and derivatives. For the shake of completeness, we include some elementary expressions, which will facilitate the analytical calculations of the partial derivatives. For an arbitrary angle ω it holds:
and (following Faà di Bruno's formula [118] ):
with:
C.2.2. Closure relations
The final tool in our toolbox will be the closure relations, which are easily derived by requiring the internal forces within a group of atoms to not move the center of mass of the group [52] :
C.2.3. Two-body (distance dependent) potentials
The first derivative of a bond stretching potential, V b (r ij ), is: 
where please mind the minus sign due to the convention that r ij = r j − r i . By employing the closure relation, Eq. (C.38), the derivative with respect to atom j is
The second derivatives of the bond stretching potential with respect to the Cartesian components form the following matrix:
with non-zero entries only for a, b ∈ {i, j} and α, β ∈ {x, y, z}. The first 6 × 6 matrix appearing on the right-hand side of Eq. (C.46)
is: . The prefactor, δ (ij)a δ (ij)b , gives rise to a tensor of the form:
The overall matrix
is symmetric, as expected.
The second derivatives of the bond length, r ij , with respect to the Cartesian components are (c.f. Eq. (C.16)):
where a, b ∈ {i, j} and α, β ∈ {x, y, z} and I 3 being the 3 × 3 identity matrix:
(C.50)
C.2.4. Three-body (angle dependent) potentials
The first derivative of an angle bending potential, V angle ( θ ijk )
, acting between atoms i, j and k is:
with a ∈ {i, j, k} and α ∈ {x, y, z}. In order to calculate the derivatives of cos θ ijk with respect to the position vectors of the three atoms, we will make use of Eq. (C.30):
and the derivatives of all dot product terms between vectors r ji and r jk appearing in 
The second derivatives of the angle bending potential with respect to the positions of the atoms are:
with the derivatives ∂ cos θ ijk /∂r a,α already defined above.
The derivative product appearing on the first term of the right hand side of Eq. (C.56) can be conveniently written in the following 9 × 9 matrix for a, b ∈ {i, j, k} and α, β ∈ {x, y, z}:
The second order derivative of the cosine with respect to the Cartesian components can be obtained by applying equation (C.31): First derivatives of the dot products involved in a bond angle θ ijk .
. For the sake of clarity, the layout of all matrices to be presented herewith will be:
We can start by calculating the second partial derivatives of all dot products, by using Eqs. (C.12) and (C.13):
where ''...'' implies that the elements below the main diagonal are equal to those above it, and O 3 is the 3×3 zero matrix. Then, we can move to:
Please note that none of the above matrices is symmetric. However, their sum is:
Finally, by combining all terms:
and simplifying:
C.2.5. Four-body (torsion angle dependent) potentials
The first derivatives of a torsional potential, V torsion
, acting between atoms i, j, k, l is: First derivatives of the dot products involved in a torsion angle cos φ ijkl .
the vector cross products can be simplified to differences of products of inner products:
Thus, both the numerator and the denominator can each be written in terms of inner products of interatomic separation vectors, avoiding vector cross products and extensive function references and the resulting expressions can then be coded compactly and efficiently. Now, we can essentially follow the same procedure as for angle bending potentials: 75) where:
and:
The first derivative of the numerator of Eq. (C.71) can be obtained as:
with the derivatives of the several inner products presented in 
The second derivatives of the torsional potential with respect to the positions of the atoms are:
with the derivatives ∂ cos φ ijkl /∂r a,α already defined above.
The second order derivative of the cosine with respect to the Cartesian components can be obtained by applying equation (C.31):
with N andD defined by Eqs. (C. 76 ) and (C.77), respectively. If we move to the second derivatives:
Appendix D. Potential energy derivatives with respect to strain
D.1. General considerations
The strain derivative of a position vector under a symmetrical, infinitesimal strain deformation, ε, is:
implying that the derivative is non-zero only for α = κ. If we consider a separation vector, r ij = r j − r i , we get: 
D.1.1. Two-body (distance dependent) potentials
The contribution of the bond stretching potential, V bond (r ij ) to total potential energy strain derivative is:
where the (i, j) stands for a bond connecting the pair of atoms i and j and {(i, j)} denotes the set of all bonds present in the system.
The partial derivative of the norm of the bond vector with respect to the strain is:
The second order derivative (Born contribution to the elasticity tensor) is: The above equations also hold for the contribution of a pairwise additive nonbonded potential.
D.1.2. Three-body (angle dependent) potentials
The contribution of the three-body angle potential, V angle ( θ ijk ) to the stress tensor is:
where the derivative of cos ( θ ijk ) with respect to the strain ε κλ is given as: [119, 120] ∂ cos ( θ ijk ) ∂ε κλ = ( r jk,κ r ji,λ + r ji,κ r jk,λ   r ji · r jk   The second-order derivative of the angle potential with respect to the strain tensor is: 
D.1.3. Four-body (torsion angle dependent) potentials
Torsional potentials commonly contain terms that include the cosine of the dihedral angle formed by four consecutive atoms, c.f equation (C.71) of Appendix C:
The first derivative of a torsional potential with respect to the strain is given as:
Following van Workum et al. [119] , the first and the second strain derivatives of the cosine of the torsion angle φ ijkl can be written as: 15) where:
∂ (m · n) ∂ε κλ = ( r ij · r jk ) ( r jk,κ r kl,λ + r kl,κ r jk,λ ) The contribution of the torsional potential to the second-order derivative of the potential energy with respect to strain is: ∂ 2 ( m 2 ) ∂ε κλ ∂ε µν = 4 ( r ij,κ r ij,λ r jk,µ r jk,ν + r jk,κ r jk,λ r ij,µ r ij,ν ) − 2 ( r ij,κ r jk,λ + r jk,κ r ij,λ ) ( r ij,µ r jk,ν + r jk,µ r ij,ν ) (D.22) ∂ 2 ( n 2 ) ∂ε κλ ∂ε µν = 4 ( r kl,κ r kl,λ r jk,µ r jk,ν + r jk,κ r jk,λ r kl,µ r kl,ν ) − 2 ( r kl,κ r jk,λ + r jk,κ r kl,λ ) ( r kl,µ r jk,ν + r jk,µ r kl,ν ) (D.23)
Appendix E. Hessian derivatives with respect to strain
Following the development in the main text of the paper, the derivative of the Helmholtz energy with respect to the strain is written as:
with the first term on the right-hand side already evaluated in the previous appendix. We now focus our attention to the term:
which enters the calculation of the second term of the right-hand side of Eq. (E.1).
Following the standard procedure, we can analyze it in contributions from bond stretching, angle bending, torsional and pairwise-additive nonbonded interactions: In order to keep the text compact and concise, we are going to discuss only about the two-body terms of Eq. (E.3). Three-and four-body terms can be derived in exactly similar way as the twobody term. The derivative of the Hessian elements due to bonded potentials with respect to strain is: 
Eq. (E.14) exhibits a salient feature. The dependence of the derivatives on the strain tensor is fully decoupled. Thus, one can store the right-hand side terms inside the brackets and multiply with the strain derivative when needed.
