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ВСТУП 
 
В Україні як самостійній державі зростає роль економіко-математичних 
методів як одного із способів розвитку динамічно розвинутої та стійкої еконо-
міки з науково обґрунтованими шляхами розвитку та прогнозами на майбутнє.  
Економіко-математичні методи – це узагальнена назва комплексу 
економіко-математичних підходів, об’єднаних для вивчення економіки та при-
значених для побудови, реалізації і дослідження економічних моделей. 
Математичне моделювання в економіці та менеджменті – це вико-
ристання математичного моделювання в розв’язанні господарських завдань 
і обґрунтуванні прийнятих рішень щодо керування виробництвом.  
У даному тексті лекцій викладаються теоретичні основи курсу «Ма-
тематичне моделювання в економіці та менеджменті», включаючи задачі 
лінійного, цілочислового, дробово-лінійного, нелінійного, квадратичного та 
динамічного програмування, двоїсті та транспортні задачі, елементи теорії 
ігор, ігри з природою та їх використання в економічних дослідженнях. 
Текст лекцій складається з двох змістовних модулів: 1) задачі лінійного 
програмування (теми 1−7); 2) задачі нелінійного програмування (теми 
8−12). Докладно розглянуто методи розв’язування цих задач. Наприкінці 
кожної теми наведено контрольні запитання для перевірки знань студентів. 
Цей текст лекцій розрахований на студентів спеціальності 073 «Ме-
неджмент», що вивчають курс «Математичне моделювання в економіці та 
менеджменті». Він також буде корисний для студентів інших економічних 
спеціальностей. 
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ТЕМА 1. КОНЦЕПТУАЛЬНІ ЗАСАДИ МАТЕМАТИЧНОГО 
МОДЕЛЮВАННЯ В ЕКОНОМІЦІ ТА МЕНЕДЖМЕНТІ 
 
1.1. Предмет, мета, завдання та основні поняття математичного 
моделювання в економіці та менеджменті 
Предметом математичного моделювання є методологія та інстру-
ментарій побудови і розв’язування детермінованих оптимізаційних задач. 
Мета – формування системи знань з методології та інструментарію 
побудови і використання різних типів економіко-математичних моделей. 
Завдання – вивчення основних принципів та інструментарію поста-
новки задач, побудови економіко-математичних моделей, методів їх 
розв’язування та аналізу з метою використання в економіці та менеджменті. 
 
Основні поняття математичного моделювання в економіці  
та менеджменті 
Мета – це фундаментальне поняття, тому що економічна діяльність 
завжди цілеспрямована. Під метою розуміють бажаний результат, що повин-
ний бути досягнутий. 
Захід – сукупність дій, об’єднаних загальною метою. В дослідженні 
операцій (відгалуженні кібернетики) замість терміну «захід» використовується 
поняття «операція». 
Альтернативи – можливі варіанти заходів, на підставі яких приймаєть-
ся рішення. Таких варіантів може бути декілька. Альтернативи можуть бути 
дискретними або безперервними. Кількість дискретних альтернатив скінченна: 
наприклад, замінити певний вид устаткування або ні (у даному випадку альтер-
нативи дві). Альтернативи можуть вибиратися на безперервній множині: напри-
клад, коли необхідно замінити устаткування даного виду (через день, два,   
тиждень, місяць, рік і т.д.), тоді кількість альтернатив нескінченна і під рі-
шенням розуміють вибір однієї альтернативи з безліч можливих. 
Система (у перекладі з грецької – ціле, складене з частин) – це мно-
жина взаємозв’язаних елементів, які становлять певну єдність. 
Елемент системи – частина системи, яка виходячи з мети та функцій даної 
системи є неподільною. 
Складна система – це безліч різних структур і елементів цих структур. 
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Підсистема – частина системи, яка виділена з певною метою, може роз-
глядатися як самостійна система. 
Системний підхід – головний науковий принцип дослідження систем, 
згідно з яким необхідно враховувати взаємозв’язки між елементами системи, 
між системою та зовнішнім середовищем, між станом системи у даний час і 
у майбутньому. Основне поняття в кібернетиці. 
Модель – система, здатна замінити оригінал (тобто реальну систему) 
так, що її вивчення дає інформацію про оригінал. Модель може повністю або 
частково відтворювати структуру системи, що моделюється, та її функції. 
Моделювання – процес побудови, реалізації та дослідження моделі, який 
здатний замінити реальну систему та дати інформацію про неї. 
Математична модель – система математичних і логічних співвідношень, 
які описують структуру та функції реальної системи. Математична модель від-
різняється за своєю природою від оригіналу. Дослідження властивостей оригі-
налу за допомогою математичної моделі зручніше, дешевше, забирає менше ча-
су порівняно з фізичним моделюванням, яке використовується в техніці (тобто 
має ту ж природу, що і оригінал). Більш того, цілий ряд економічних систем 
неможливо зобразити за допомогою фізичних моделей. 
Економіко-математична модель – це математичний опис економіч-
ного процесу чи явища з метою його дослідження та керування. Вона включає 
в себе систему рівнянь та нерівностей математичного опису економічних про-
цесів і явищ, які складаються з набору змінних і параметрів. Змінні величини 
характеризують, наприклад, обсяг виробленої продукції, капітальних вкладень, 
перевезень тощо. Змінні поділяються на дві групи: пояснювальні (залежні), які 
є наперед заданими та незалежними, пояснювані (незалежні), які є результа-
тивними показниками. Змінні величини можуть бути двох груп: зовнішні змінні 
(екзогенні), коли вони визначаються поза даною моделлю та вважаються для мо-
делі заданими, внутрішні змінні (ендогенні), які визначаються в результаті до-
слідження даної моделі. Параметри – це чисельні ознаки показників, такі, як 
норми витрат сировини, матеріалів, часу на виробництво тощо. В усіх випадках 
необхідно, щоб модель мала достатньо детальний опис об’єкта, який дозволяв 
би здійснювати вимір економічних величин та їх взаємозв’язок, щоб були 
виділені фактори, які впливають на досліджувані показники. 
Оптимізаційна модель дозволяє з декількох альтернативних варіантів ви-
брати найкращий варіант за будь-якою ознакою. 
  6 
Економіко-математичні методи – узагальнена назва комплексу еко-
номіко-математичних підходів, об’єднаних для вивчення економіки та призна-
чених для побудови, реалізації і дослідження економічних моделей. 
 
1.2. Історія розвитку економіко-математичних методів 
XVIII ст. – початок використання математичних методів в економіці – 
опублікування роботи «Економічні таблиці» французьким економістом Ф. Ке-
не, який вперше зробив спробу формалізації процесу суспільного відтворення. 
В подальшому наукове обґрунтування суспільного відтворення було здійснено 
К. Марксом. 
XIX ст. – формується економетрія як наука з початку розробки стати-
стичних методів у вигляді парної та множинної регресії, теорії кореляції, теорії 
помилок, вибіркових методів (Р. Гамільтон, К. Пірсон, Р. Фішер та ін.). 
У середині 30–40-х років XX ст. виникають лінійні методи оптиміза-
ції: лінійне програмування, скорочено ЛП (Л.В. Канторович, Дж. Данциг) та   
теорія ігор (Дж. фон Нейман). 
Досвід використання лінійних моделей показав, що вони далеко не завжди 
можуть бути використані для опису економічних процесів і явищ. Тому почи-
нають розвиватися дослідження в інших напрямках нелінійного програмування: 
випуклого, геометричного, динамічного та ін. 
У 1948 р. виникає нова наука – кібернетика (у перекладі з грецької – мис-
тецтво керування), засновником якої став американський математик Нор-
берт Вінер. Кібернетика – це наука про загальні закономірності процесів керу-
вання в різних системах: біологічних, економічних, технічних та ін. Одним з 
напрямків кібернетики, об’єктом якого постають економічні системи, є еконо-
мічна кібернетика. Вона лежить в основі побудови ряду оптимізаційних моде-
лей. Пізніше розвиваються такі прикладні напрямки економічної кібернетики, 
як дослідження операцій (пошук шляхів раціонального використання ресурсів 
для реалізації поставлених цілей), теорія масового обслуговування (яка розгля-
дає різні явища в економіці – процеси обслуговування, тобто задовільнення 
будь-яких запитів, замовлень тощо). 
У 50–60-х роках макроекономічні дослідження в економетрії прово-
дять Я. Тінберген, Р. Фріш. Центром розвитку економетрії стала Комісія Коулса 
(США). Новий інструментарій економетрія одержала в результаті розробки мо-
делей одночасних рівнянь (Т. Хаавельмо, Т. Купманс, Г. Гейл та ін.). Серед но-
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вих економетричних систем, за якими розрахунки починають вестись з вико-
ристанням ЕОМ, виникають такі макроекономічні моделі: Брукінгська модель 
(США), Голландська модель, Уортонська модель (США), які використовуються 
для прогнозування та розробки економічної політики, для аналізу попиту та 
споживання. 
У 60-х роках починається впровадження у практику планування СРСР 
нових методів, які одержали назву «мережеві методи планування та управлін-
ня» (МПУ). Вони лежать в основі мережевих моделей. 
Набувають розвитку деякі розділи прикладної математики, які пов’язані 
з розв’язуванням оптимізаційних задач: нелінійне математичне програмуван-
ня, математична теорія оптимізаційних процесів. 
Відповідний внесок у розвиток економетрії роблять вітчизняні вчені-
економісти (Є.Є. Слуцький, Л.В. Канторович, В.С. Немчинов та ін.). Так,   
акад. В.С. Немчинову належить значна роль у реабілітації в СРСР існуючого 
погляду на економетрію як «буржуазну», «антимарксистську» та «шкідливу 
лженауку» (1965 р.). 
У 70–90-х роках економіко-математичне моделювання стало визнаним 
способом аналізу економічних проблем. У вітчизняній практиці у 70-х роках 
з’являються автоматизовані системи управління (АСУ), призначені для опти-
мізації керування складними виробничими процесами та економічними система-
ми. 
У наш час набувають упровадження у вітчизняну практику економетрич-
ні підходи з використанням програмних комплексів ПК. В Україні як самостій-
ній державі зростає роль економіко-математичних методів як одного із спосо-
бів розвитку динамічно розвинутої та стійкої економіки з науково обґрунтова-
ними шляхами розвитку та прогнозами на майбутнє. 
 
1.3. Сучасний стан математичного моделювання в економіці  
та менеджменті 
У теперішній час сфера можливого використання економіко-
математичних методів і моделей у плануванні та керуванні значна і з кожним 
роком вона розширюється, але область їх фактичного використання на прак-
тиці пов’язана з такими труднощами: 
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 складність моделювання економічних процесів і явищ з урахуванням 
виробничих відносин (поведінка людей, їх інтереси, індивідуально прийняті рі-
шення); 
 необхідність «вбудовування» математичних моделей в існуючу сис-
тему планування та керування; 
 труднощі перевірки у вирішенні нових соціально-економічних задач 
тощо. 
До ефективних засобів подолання цих труднощів можна віднести такі: 
 імітаційне моделювання, що дає змогу керівнику, який приймає рі-
шення, за допомогою ПК включитися у процес побудови економіко-
математичної моделі з прийняттям оптимального рішення на її основі (голов-
ний принцип імітаційного моделювання: «Що буде, коли...»); 
 системний аналіз, який припускає комплексне проведення дослі-
дження економічних процесів з урахуванням усіх існуючих елементів та взає-
мозв’язків, вивчення окремих господарських об’єктів як структурних частин 
більш загальних систем, виявлення ролі кожного з них у функціонуванні еко-
номічного процесу в цілому; 
 програмно-цільовий метод планування, базований на формуванні  
цілей та підцілей економічного розвитку, на які треба направити найбільші сили 
і засоби, та на розробленні програм їх досягнення. 
 
1.4. Класифікація економіко-математичних моделей 
Економіко-математичні моделі можна класифікувати за такими ознаками: 
1) призначенням; 
2) ступенем ймовірності; 
3) способом опису; 
4) способом обліку змінювання процесу за часом; 
5) точністю математичного відображення явищ, що розглядаються. 
За призначенням моделі доцільно розподілити на чотири класи: іміта-
ційні, балансові, сіткові, оптимізаційні. 
За ступенем ймовірності моделі поділяються на два типи: ймовірні 
(стохастичні), параметри яких та зовнішні зміни мають випадковий характер; 
детерміновані, в яких ігнорується випадковий характер зміни параметрів. 
За способом опису моделі поділяють на три класи: аналітичні, в яких по-
казники описуються математичними формулами або системою формул; еконо-
  9 
метричні (статистичні), які призначені для аналізу і прогнозування економі-
чних явищ, що розглядаються, в умовах невизначеності вхідних даних і реалі-
зуються методами математичної статистики; змішані, в яких найбільш прості 
блоки описуються аналітичними залежностями, а в інших блоках, де опис ана-
літичними формулами може призвести до значних викривлень, використовується 
економетричне моделювання. 
За способом обліку змінювання процесу за часом моделі поділяються на 
три класи: статичні, у яких передбачається, що вхідні параметри не змінюються 
за часом; багатокрокові, у яких час проходження процесу ділиться на «кроки» 
(інтервали) і в рамках одного кроку процес розглядається статичним; динаміч-
ні, де враховується безперервна зміна часу. 
За точністю математичного відображення явищ, що розглядаються, 
моделі ділять на дві групи: лінійні, залежності в яких мають змінні першого сте-
пеня та не включають їх обернених величин і добуток змінних; нелінійні. 
 
1.5. Етапи економіко-математичного моделювання 
Процес побудови економіко-математичних моделей загального типу скла-
дається з таких взаємозв’язаних етапів: 
Перший етап – постановка задачі, де формується мета запланованого 
заходу, ставляться задачі дослідження, проводиться якісний опис об’єкта. 
Другий етап – розробка описувальної моделі, де формулюються та об-
ґрунтовуються показники і система основних припущень. 
Третій етап – розробка математичної моделі об’єкта, що вивчається, з 
вибором методів дослідження, програмного забезпечення ПК або складання ал-
горитму та програми для ПК за новими завданнями. 
Четвертий етап – розв’язання задачі на базі розробленої моделі, яке 
складається з реалізації пакета прикладних або розроблених програм для ПК. 
П’ятий етап – перевірка та підстроювання моделі, тобто встановлен-
ня відповідності моделі описаному економічному процесу. 
Шостий етап – подання результатів розв’язання у формі, зручній для 
вивчення, аналіз матеріалів моделі на основі обробки результатів. 
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Контрольні запитання 
1. Що є предметом і метою математичного моделювання в економіці 
та менеджменті? 
2. Наведіть завдання та основні поняття математичного моделювання 
в економіці та менеджменті. 
3. Розкрийте основні етапи розвитку економіко-математичних мето-
дів. 
4. Охарактеризуйте сучасний стан економіко-математичного моде-
лювання. 
5. Наведіть класифікацію економіко-математичних моделей. 
6. Які існують етапи економіко-математичного моделювання? 
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ТЕМА 2. ЗАДАЧІ ЛІНІЙНОГО ПРОГРАМУВАННЯ 
 
Лінійне програмування (ЛП) є одним з розділів математичного програму-
вання. 
ЛП – це наука про методи дослідження та пошуку оптимальних значень 
лінійної функції, на невідомі якої накладені лінійні обмеження. 
 
2.1. Модель загальної задачі лінійного програмування 
Загальна задача ЛП полягає у знаходженні екстремуму (максимуму 
або мінімуму) лінійної цільової функції при наявності обмежень на n змін-
них у вигляді m лінійних нерівностей або рівнянь та умов невід’ємності 
змінних. Економіко-математична модель загальної задачі ЛП формулюється 
таким чином. 
Нехай є система m лінійних рівнянь і нерівностей з n змінними  
mnmnmm
knnkkk
knnkkk
knknkk
nn
nn
bxaxaxa
bxaxaxa
bxaxaxa
bxaxaxa
bxaxaxa
bxaxaxa
...
...
;...
;...
;...
...
;...
;...
2211
2,222,211,2
1,122,111,1
2211
22222121
11212111
     (2.1) 
і лінійна функція  
....
2211 nn
xcxcxсF       (2.2) 
Необхідно знайти такий розв’язок системи ),...,,...,,(
21 nj
xxxxX , де  
);,...,2,1(0 nlljx
j
,      (2.3) 
при якому лінійна функція F (2.2) набуває оптимального (тобто максима-
льного або мінімального) значення.  
Система (2.1) називається системою обмежень, а функція F – ліній-
ною функцією, лінійною формою, цільовою функцією, або функцією мети. 
Більш стисло загальну задачу лінійного програмування можна подати 
у вигляді: 
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min)або(max
1
n
j
jj
xcF  
при обмеженнях: 
),,...,2,1(
);,...,2,1(
1
1
mkkibxa
kibxa
i
n
i
jij
n
j
ijij
 
).;,...,2,1(0 nlljx
j
 
 
Оптимальним розв’язком (або оптимальним планом) задачі лінійного 
програмування називається розв’язок ),...,,...,,(
21 nj
xxxxX  системи обме-
жень (2.1), що задовольняє умову (2.3), і при цьому лінійна функція (2.2) 
набуває оптимального (максимального або мінімального) значення. 
Терміни «розв’язок» і «план» – синоніми, однак перший використову-
ється частіше, коли мова йде про формальну сторону задачі (її математич-
ний розв’язок), а другий – про змістовну сторону (економічну інтерпрета-
цію).  
За умови, що всі змінні невід’ємні ),...,2,1(0 njx
j
, система обме-
жень (2.1) складається лише з одних нерівностей, така задача лінійного про-
грамування називається стандартною, якщо система обмежень складається 
з одних рівнянь, то задача називається канонічною. Будь-яка задача лінійно-
го програмування може бути зведена до канонічної, стандартної або загаль-
ної задачі. Розглянемо спочатку допоміжну теорему. 
Теорема 2.1. Усякому розв’язку нерівності )α,...,α,α(
21 n
 
ininii bxxx α...αα 2211      (2.4) 
відповідає певний розв’язок )α;α,...,α,α(
21 inn
 рівняння  
iinninii bxxxx α...αα 2211 ,     (2.5) 
у якому      0inx ,      (2.6) 
і, навпаки, кожному розв’язку )α;α,...,α,α(
21 inn
 рівняння (2.5) і нерів-
ності (2.6) відповідає певний розв’язок )α,...,α,α(
21 n
 нерівності (2.4). 
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Примітка. У розглянутій теоремі всі нерівності вигляду « », тому 
додаткові невід’ємні змінні вводяться зі знаком «+». У випадку нерівності 
вигляду « » додаткові змінні варто було б увести зі знаком «–».  
 
Існує ще 2 види форми запису канонічної задачі: матрична та вектор-
на.  
Матрична форма запису: 
(min)maxCXF       (2.7) 
При обмеженнях 
BAX ;        (2.8) 
0X ,       (2.9) 
де  ),...,,(
21 n
cccC ; 
mnmm
n
n
aaa
aaa
aaa
A
...
............
...
...
21
22221
11211
; 
n
x
x
x
X
...
2
1
; 
n
b
b
b
B
...
2
1
. 
Тут С – матриця-рядок, А – матриця системи, Х – матриця-стовпець 
змінних, В – матриця-стовпець вільних членів.  
 
Векторна форма запису:  
(min)maxCXF     (2.10)  
При обмеженнях  
PxPxPxP
nn
...
2211
;     (2.11) 
0X ,      (2.12) 
де СХ – скалярний добуток векторів ),...,,(
21 n
cccC  і ),...,,(
21 n
xxxX , век-
тори 1P , 2P , nP , P  складаються відповідно з коефіцієнтів при змінних і віль-
них членів:  
mmn
n
n
n
mm
b
b
b
P
a
a
a
P
a
a
a
P
a
a
a
P
...
,
...
...,,
...
,
...
2
1
2
1
2
22
12
2
1
21
11
1
. 
Векторна нерівність 0X  означає, що всі компоненти вектора Х не-
від’ємні, тобто ,0jx  .,...,2,1 nj  
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Скалярним добутком двох векторів ),...,,(
21 n
cccC  і ),...,,(
21 n
xxxX  
називається число, що дорівнює сумі добутків відповідних координат цих 
векторів, тобто 
nn
xcxcxcCX ...
2211
. 
 
Правила зведення будь-якої лінійної задачі до канонічної форми:  
1. Від задачі на максимум цільової функції мети до еквівалентної за-
дачі на мінімум можна перейти, використовуючи формулу 
)min(max ZZ . 
2. Якщо права частина основного обмеження невід’ємна, то це обме-
ження слід помножити на (–1).  
3. Нерівності в еквівалентні рівняння слід перетворювати за допомо-
гою додаткових змінних. Невід’ємна змінна називається додатковою, якщо 
вона з коефіцієнтом +1 або –1 уводиться в ліву частину нерівності. 
Обмеження-нерівність початкової задачі лінійного програмування, 
яке має вигляд , можна перетворювати в обмеження-рівняння, додаючи до 
його лівої частини додаткову невід’ємну змінну, а обмеження-нерівність 
типу  – в обмеження-рівняння, віднімаючи з його лівої частини додаткову 
невід’ємну змінну. Число введених змінних дорівнює числу перетворених 
нерівностей у рівняння. 
 
2.2. Геометрична інтерпретація задачі лінійного програмування. 
Елементи геометрії опуклих множин 
Множина точок називається опуклою, якщо вона разом з будь-якими 
двома своїми точками містить увесь відрізок, що з’єднує ці точки. Згідно із 
цим визначенням багатокутник на рис. 2.1, а є опуклою множиною, а бага-
токутник на рис. 2.1, б не є таким, оскільки відрізок MN між двома його точ-
ками M і N не повністю належить цьому багатокутнику. 
  15 
 
Рисунок 2.1 
 
Прикладами опуклих множин є коло, сектор, відрізок, багатокутна 
область, куб, піраміда і т.д. Опуклі множини мають властивість, яка вста-
новлюється такою теоремою. 
Теорема 2.2. Перетин (спільна частина) будь-якого числа опуклих 
множин є опукла множина.  
Доведення (для доведення теореми обмежимося випадком двох мно-
жин): 
Нехай M і N – будь-які дві точки перетину двох множин А і В         
(рис. 2.2). 
 
Рисунок 2.2 
 
Оскільки точки M і N належать перетину множин, тобто одночасно 
опуклій множині А і опуклій множині В, то згідно з визначенням опуклої 
множини всі точки відрізка MN будуть належати як множині А, так і мно-
жині В, тобто перетину цих множин. А це й означає, що перетин цих мно-
жин і є опуклою множиною.  
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Серед точок опуклої множини можна виділити внутрішні, межові та 
кутові точки.  
Точка множини називається внутрішньою (точка М на рис. 2.3), якщо 
в деякому її околі містяться точки тільки даної множини. Під околом точки 
(простору) мають на увазі коло (кулю) із центром у цій точці.  
Точка множини називається межовою (точка N на рис. 2.3), якщо в 
будь-якому її околі містяться як точки, що належать даній множині, так і 
точки, що не належать їй. 
Точка множини називається кутовою (або крайньою) (точки A, B, C, 
D, E на рис. 2.3), якщо вона не є внутрішньою для жодного відрізка, що ціл-
ком належить даній множині. Для опуклої множини кутові точки завжди 
збігаються з вершинами багатокутника, тоді як для неопуклої множини це 
необов’язково.  
 
Рисунок 2.3 
 
Множина точок називається замкненою, якщо вона включає всі свої 
межові точки. Множина точок називається обмеженою, якщо існує куля 
(коло) радіуса кінцевої довжини із центром у будь-якій точці множини, 
який повністю містить у собі дану множину, а якщо ні, то множина назива-
ється необмеженою. 
Якщо фігура обмежена тільки прямими або їх відрізками, то число її 
кутових точок обмежене; у випадку криволінійності меж фігура містить 
нескінченно багато кутових точок. 
Аналітично точка опуклої множини зображується впорядкованою па-
рою чисел ),(
21
xx  або впорядкованою трійкою чисел ),,(
321
xxx . Поняття 
точки можна узагальнити, припускаючи під точкою (або вектором) упоря-
дкований набір n чисел ),..,,(
21 n
xxxX , у якому числа 
n
xxx ,..,,
21
 назива-
ються координатами точки (вектора). Наприклад, для характеристики  
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якого-небудь економічного об’єкта двох-трьох чисел буває недостатньо, і 
необхідно взяти n чисел, де 3n .  
Множина усіх точок ),..,,(
21 n
xxxX  утворює n-вимірний точковий 
(векторний) простір.  
При побудові областей розв’язків систем нерівностей можуть зустрі-
тися й інші випадки: безліч розв’язків – опукла багатокутна область         
(рис. 2.4, а); одна точка (рис. 2.4, б); порожня множина, коли система не-
рівностей несумісна (рис. 2.4, в). 
 
 
Рисунок 2.4 
 
2.3. Приклади задач лінійного програмування і сформованих  
на їх основі оптимізаційних моделей 
2.3.1. Задача про використання ресурсів (задача планування виробни-
цтва). Нехай при випуску n видів продукції використовується m видів ресурсів.  
Позначимо xj (j = 1, 2, ..., n) – число одиниць продукції Pj, запланованої до 
виробництва, bi (i =1, 2, ..., n) – запас ресурсу Si, aij – число одиниць ресурсу Si, що 
витрачається на виготовлення одиниці продукції Рj (числа aij часто називають техно-
логічними коефіцієнтами), cj – прибуток від реалізації одиниці продукції Pj. 
Тоді економіко-математична модель задачі про використання ресурсів у за-
гальній постановці набуває вигляду: знайти такий план X = (х1, x2,..., хn) випуску 
продукції, що задовольняє системі 
mnmnmm
nn
nn
bxaxaxa
bxaxaxa
bxaxaxa
...
...............................................
,...
,...
2211
22222121
11212111
    (2.13) 
і умові 
,0,...,0,0
21 n
xxx     (2.14) 
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при якому функція 
F = c1 х1 + c2х2+...+ сnхn      (2.15) 
набуває максимального значення. 
 
2.3.2. Задача складання раціону (задача про дієту; задача про суміші). 
Нехай при відгодівлі тварин використовується n видів кормів, що містять m 
поживних речовин. Позначимо: xj (j = 1, 2, ..., n) – число одиниць корму n-го ви-
ду, bi (i =1, 2, ..., m), – необхідний мінімум змісту в раціоні живильної речовини Si, 
aij – число одиниць поживної речовини Si в одиниці корму j-го виду, cj – вартість 
одиниці корму j-го виду. Тоді економіко-математична модель задачі набуває вигля-
ду: 
знайти такий раціон Х = (х1, х2, ..., хn), що задовольняє системі 
mnmnmm
nn
nn
bxaxaxa
bxaxaxa
bxaxaxa
...
...............................................
,...
,...
2211
22222121
11212111
    (2.16) 
і умові 
,0,...,0,0
21 n
xxx      (2.17) 
при якому функція 
F = c1 х1 + c2х2+...+ сnхn     (2.18) 
набуває мінімального значення. 
 
2.3.3. Задача про використання потужностей (задача про завантажен-
ня устаткування). Підприємству заданий план виробництва продукції за часом і 
номенклатурою: потрібно за час Т випустити n1, n2,…nk одиниць продукції Р1, P2, 
…, PK. Продукція виробляється на верстатах S1, S2, ..., Sm. Для кожного верстата ві-
домі продуктивність aij (тобто число одиниць продукції Pj, яке можна зробити 
на верстаті Si) і витрати bij на виготовлення продукції Pj на верстаті Si в одиницю 
часу. 
Необхідно скласти такий план роботи верстатів (тобто так розподілити 
випуск продукції між верстатами), щоб витрати на виробництво всієї продукції 
були мінімальними. 
Розв’язання. Складемо економіко-математичну модель задачі. 
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Позначимо хij – час, протягом якого верстат Si буде зайнятий на виготовлення 
продукції Рj (i= 1, 2,..., m, j = 1, 2, ..., k). 
Оскільки час роботи кожного верстата обмежений й не перевищує Т, то 
правдиві нерівності: 
....
...............................
;...
;...
21
22221
11211
Txxx
Txxx
Txxx
mkmm
k
k
    (2.19) 
Для виконання плану випуску за номенклатурою необхідно, щоб викону-
валися такі рівняння: 
....
...............................................
;...
;...
2211
22222221221
11121121111
kmkmkkkkk
mm
mm
nxaxaxa
nxaxaxa
nxaxaxa
   (2.20) 
Крім того, 
),...,2,1;,...,2,1(0 kjmix
ij
.  (2.21) 
Витрати на виробництво всієї продукції будуть виражені функцією 
F = b11x11 + b12x12 + … + bmkxmk...     (2.22) 
Економіко-математична модель задачі про використання потужностей на-
буде вигляду: знайти такий розв’язок Х = (х11, х12, ..., хmk), що задовольняє систе-
мам (2.19) і (2.20) і умові (2.21), і при цьому функція (2.22) набуває мінімального 
значення. 
 
2.3.4. Задача про розкрій матеріалів 
На розкрій (розпил, обробку) надходить матеріал одного зразка в кілько-
сті а одиниць. Потрібно виготовити з нього l різних комплектуючих виробів у 
кількостях, пропорційних числам b1, b2, ...bl  (умова комплектності). Кожна одини-
ця матеріалу може бути розкроєна п різними способами, причому використання i-
го способу (i = 1, 2, ..., п) дає аik одиниць k-го виробу (k = 1, 2, ..., l). 
Необхідно знайти план розкрою, що забезпечує максимальне число комп-
лектів. 
Складемо економіко-математичну модель задачі. 
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Позначимо хi – число одиниць матеріалу, що розкроюють i-м способом, і     
х – число комплектів виробів, що виготовляються. 
Оскільки загальна кількість матеріалу дорівнює сумі його одиниць, що роз-
кроюють різними способами, то 
n
i
i
ax
1
.       (2.23) 
Вимога комплектності виразиться рівняннями 
),...,2,1(.
1
lkxbax
n
i
kiki
.     (2.24) 
Очевидно, що 
),...,2,1(0 nix
i
.     (2.25) 
Економіко-математична модель задачі: знайти такий розв’язок Х = (х1, х2, 
..., xn), що задовольняє системі рівнянь (2.23) − (2.24) і умові (2.25) і при цьому   
функція F = х набуває максимального значення. 
Завдання про розкрій легко узагальнити на випадок т матеріалів, що роз-
кроюються. 
Нехай кожна одиниця j-го матеріалу (j = 1, 2, …, m) може бути розкроєна п 
різними способами, причому використання i-го способу (i = 1, 2, ..., п) дає aijk 
одиниць k-го виробу (k = 1, 2, ..., l), а запас j-го матеріалу дорівнює aj  одиниць. 
Позначимо xij  – число одиниць j-го матеріалу, що розкривається i-м способом. 
Економіко-математична модель задачі про розкрій у загальній постановці 
набуває вигляду: знайти такий розв’язок ),...,,(
1211 nm
xxxX , що задовольняє 
системі 
),...,2,1(
),...,2,1(
1 1
1
lkxbax
mjax
k
n
i
m
j
ijkij
n
i
jij
 
і умові 0ijx , при якій функція F = x набуває максимального значення. 
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Контрольні запитання 
1. Сформулюйте загальну задачу лінійного програмування. У чому 
суть стандартної та канонічної задач? 
2. Що називається оптимальним розв’язком задачі лінійного програ-
мування? Як він пов’язаний з оптимальним планом? 
3. Які існують форми запису канонічної задачі? 
4. Наведіть правила зведення будь-якої лінійної задачі до канонічної 
форми. 
5. Що називається опуклою множиною? Яку вона має властивість? 
6. Класифікуйте точки опуклої множини. 
7. Наведіть формулювання та математичну модель задачі про ви-
користання ресурсів. 
8. Наведіть формулювання та математичну модель задачі складання 
раціону. 
9. Наведіть формулювання та математичну модель задачі про викорис-
тання потужностей. 
10. Наведіть формулювання та математичну модель задачі про роз-
крій матеріалів. 
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ТЕМА 3. МЕТОДИ РОЗВ’ЯЗУВАННЯ ЗАДАЧ ЛІНІЙНОГО 
ПРОГРАМУВАННЯ 
 
3.1. Графічний метод 
Графічний метод розв’язування задач лінійного програмування (ЗЛП)         
базується на їхній геометричній інтерпретації й аналітичних властивостях і застосо-
вується, як правило, при розв’язуванні ЗЛП при n = 2 і в окремих випадках при         
n = 3, оскільки дуже важко побудувати багатогранник розв’язків, що утвориться в 
результаті перетину напівплощин. ЗЛП при n > 3 зобразити геометрично взагалі 
неможливо. 
Розглянемо ЗЛП при n = 2 і розв’яжемо її графічним методом.  
Знайти екстремум (max, min) функції: 
F = c1х1 + c2х2 → max (min)    (3.1) 
за умов     
,},,{
..............................
,},,{
,},,{
2211
2222121
1212111
mmm
bxaxa
bxaxa
bxaxa
       (3.2) 
.0,0
21
xx      (3.3) 
Припустимо, що система (3.2) за умов (3.3) сумісна й багатокутник її 
розв’язків обмежений. Відповідно до геометричної інтерпретації ЗЛП кожне і-те 
обмеження-нерівність (3.2) визначає напівплощину з межовою прямою 
),1(
2211
mibxaxa
iii
. Системою обмежень (3.2) описується спільна частина 
або перетин усіх зазначених напівплощин, тобто множина точок, координати яких 
задовольняють усім обмеженням (3.2). 
Умова невід’ємності змінних (3.3) означає, що область допустимих 
розв’язків задачі належить першому квадранту системи координат двовимірного 
простору. Цільова функція (3.1) геометрично інтерпретується як сімейство пара-
лельних прямих c1х1 + c2х2 = const. 
З урахуванням властивостей розв’язків ЗЛП розв’язати ЗЛП графічно озна-
чає знайти таку вершину багатокутника розв’язків, у результаті підстановки коор-
динат якої в (3.1) лінійна цільова функція набуде max (min). 
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Алгоритм графічного методу розв’язування ЗЛП 
1. Побудуємо прямі лінії, рівняння яких одержимо заміною в обме-
женнях (3.2) знаків нерівностей на знаки рівностей. 
2. Визначимо напівплощини, що відповідають кожному обмеженню 
задачі. 
3. Знайдемо багатокутник розв’язків ЗЛП. 
4. Побудуємо вектор );(
21
ccN , що задає напрямок зростання зна-
чень цільової функції задачі. 
5. Побудуємо пряму c1х1 + c2х2 = const, перпендикулярну до вектора 
);(
21
ccN . 
6. Переміщуючи пряму c1х1 + c2х2 = const у напрямку вектора 
);(
21
ccN  (для задачі максимізації) або у протилежному напрямку (для за-
дачі мінімізації), знайдемо вершину багатокутника розв’язків (останню   
спільну точку графіка цільової функції й ОДР), де цільова функція досягає 
екстремального значення. 
7. Визначимо координати точки, у якій цільова функція досягає мак-
симального (мінімального) значення, й обчислимо екстремальне значення 
цільової функції в цій точці. 
 
Переваги графічного методу розв’язування задач лінійного програмування 
полягають у тому, що він простий, наочний, дозволяє швидко й легко одержа-
ти відповідь. 
Проте він має такі недоліки: 
1. Можливі «технічні» похибки, які неминуче виникають при набли-
женій побудові графіків.  
2. Багато величин, що мають чіткий економічний зміст (такі, як залишки 
ресурсів виробництва, надлишок поживних речовин і т.п.), не виявляються при 
графічному розв’язуванні задач.  
3. Найголовнішим є те, що графічний метод неприйнятний для 
розв’язування практичних задач. Його можна застосувати тільки в тому випад-
ку, коли кількість змінних у стандартній задачі дорівнює двом. Тому необхідні 
аналітичні методи, що дозволяють розв’язувати задачі лінійного програмуван-
ня з будь-якою кількістю змінних і виявити економічний зміст вхідних у них 
величин.  
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3.2. Симплекс-метод 
3.2.1. Зведення загальної ЗЛП до канонічної форми 
Графічний метод для визначення оптимального плану задачі лінійного 
програмування доцільно застосовувати, як правило, тільки для задач із дво-
ма змінними. При більшій кількості змінних звертаються до загального мето-
ду розв’язання задач лінійного програмування – так званого симплекс-
методу. Слід зауважити, що він адаптований до розв’язування ЗЛП у каноніч-
ній формі. У випадку, якщо ЗЛП подана не в канонічній формі, для застосу-
вання симплекс-методу необхідно попередньо її звести до такої форми ЗЛП 
(підрозділ 2.1).  
 
3.2.2. Симплекс-метод розв’язування ЗЛП 
Процес розв’язування задачі симплекс-методом має ітераційний характер: 
обчислювальні процедури (ітерації) того самого типу повторюються в певній по-
слідовності доти, доки не буде отриманий оптимальний план задачі або 
з’ясовано, що його не існує. 
З властивостей розв’язків ЗЛП випливає, що за умови існування            
оптимальний розв’язок знаходиться у крайній точці багатогранника розв’язків. 
Кожній такій точці відповідає опорний план, який визначається системою т лі-
нійно незалежних векторів, що знаходяться серед векторів А1, А2, ..., Аn. Для 
знаходження оптимального плану достатньо досліджувати лише опорні плани. 
Кількість опорних планів може дорівнювати числу комбінацій без повторень 
n
m
C . При більших значеннях т і п знайти оптимальний план ЗЛП, перебираю-
чи всі опорні плани, досить важко. Тому необхідно мати таку схему, що до-
зволяє здійснювати впорядкований перехід від одного опорного плану до іншого. 
Такою схемою і є симплекс-метод, що дозволяє за кінцеву кількість кроків, 
виходячи з відомого опорного плану, одержати оптимальний план. Кожний із кро-
ків полягає у знаходженні такого опорного плану, у якому значення цільової функ-
ції краще, ніж на попередньому кроці. 
Отже, симплекс-метод – це поетапна обчислювальна процедура, в основі 
якої лежить принцип послідовного поліпшення значень цільової функції за раху-
нок цілеспрямованого переходу від одного опорного плану ЗЛП до іншого. 
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Алгоритм розв’язування ЗЛП симплекс-методом складається з таких 
етапів. 
1. Визначення початкового опорного плану задачі лінійного програму-
вання. 
2. Побудова симплексної таблиці. 
3. Перевірка опорного плану на оптимальність за допомогою оцінок  Zj  – Cj. 
Якщо всі оцінки задовольняють умову оптимальності, то визначений опорний план 
є оптимальним планом задачі. Якщо хоча б одна з оцінок Zj – Cj  не задовольняє 
умову оптимальності, то переходять до нового опорного плану або встанов-
люють, що оптимального плану задачі не існує. 
4. Перехід до нового опорного плану задачі виконується визначенням 
розв’язуючого елементу й розрахунком нової симплексної таблиці. 
5. Повторення дій, починаючи з п. 3. 
Розглянемо докладніше кожний з етапів алгоритму. 
1-й етап. Визначення першого опорного плану починають із запису 
ЗЛП у канонічній формі. Після зведення задачі до канонічного вигляду її за-
писують у векторній формі.  
За визначенням опорного плану ЗЛП його утворять т одиничних лі-
нійно незалежних векторів, які становлять базис т-вимірного простору (де 
т – кількість обмежень у ЗЛП). 
На цьому етапі розв’язування задачі можливі такі випадки: 
 після запису задачі у векторній формі в системі обмежень є необхідна 
кількість одиничних векторів. Тоді початковий опорний план визначається 
безпосередньо без додаткових дій і являє собою вектор B; 
 у системі обмежень немає необхідної кількості одиничних незалеж-
них векторів. Тоді для побудови першого опорного плану застосовують метод 
штучного базису, аналізу якого присвячений п. 3.3. 
Визначені одиничні лінійно незалежні вектори, які утворюють базис, і 
змінні задачі, що відповідають їм, називають базисними. Всі інші змінні –  
вільні, їх прирівнюють до нуля й з кожного обмеження задачі визначають 
значення базисних змінних. У такий спосіб одержують початковий опорний 
план задачі лінійного програмування. 
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2-й етап. Подальший обчислювальний процес і перевірку опорного пла-
ну на оптимальність подають у вигляді симплексної табл. 3.1. 
 
Таблиця 3.1 
i Базис Сбаз 
Опорний 
план В 
с1 с2 … cn iki ab
 x1 x2 … xn 
1 
2 
… 
m 
x1 
x2 
… 
xm 
c1 
c2 
… 
cm 
b1 
b2 
… 
bm 
a11 
a21 
… 
am1 
a12 
a22 
… 
am2 
… 
… 
… 
… 
a1n 
a2n 
… 
amn 
 
m + 1 jjj CZ  
m
i
ii
bc
1
0
 
m
i
ii
Cac
1
111
 
2
 … n   
 
У першому стовпці i табл. 3.1 визначається кількість т базисних змін-
них. 
У другому стовпці табл. 3.1 – «Базис» – записують вектори Аj, які знахо-
дяться біля базисних змінних у системі обмежень ЗЛП у векторній формі, 
причому в тій послідовності, у якій вони розміщаються в системі обмежень 
задачі. 
У третьому стовпці симплексної табл. 3.1 − «Сбаз» − записуються коефі-
цієнти при базисних змінних у цільовій функції задачі. 
Четвертий стовпець табл. 3.1 − опорний план ЗЛП. 
В інших стовпцях симплексної табл. 3.1, кількість яких відповідає кілько-
сті змінних задачі, записують відповідні коефіцієнти з кожного обмеження ЗЛП. 
3-й етап. Перевіряють опорний план на оптимальність згідно з наведе-
ною далі теоремою. 
 
3.2.3. Теорема ознаки оптимальності опорного плану 
Опорний план X* = ),...,,( **
2
*
1 n
xxx  ЗЛП є оптимальним, якщо 
для всіх j ),1( nj  виконується умова  
Zj – Cj ≥ 0 (для задачі на mах) 
або 
Zj – Cj ≤ 0 (для задачі на mіn).  
Значення оцінок Zj  – Cj визначаються за формулою  
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m
i
jijijjj
njCacCZ
1
),1(  
або безпосередньо із симплексної таблиці як скалярний добуток векторів стов-
пців «Сбаз» й «Аj» мінус відповідний коефіцієнт Сj. Розраховані оцінки запису-
ють в окремий рядок симплексної таблиці, який називають оціночним й поз-
начають т + 1. 
У процесі перевірки умови оптимальності можливі такі випадки: 
а) усі ),1( nj
j
 задовольняють умову оптимальності, і тоді визначе-
ний опорний план є оптимальним; 
б) не всі 
j
 задовольняють умову оптимальності, і тоді потрібно вико-
нати перехід до наступного, нового опорного плану задачі. 
4-й етап. Перехід від одного опорного плану до іншого виконується 
зміною базису, тобто виключенням з нього деякої змінної й введенням за-
мість неї нової із числа вільних змінних задачі. 
Змінна, яка включається в новий базис, відповідає тій оцінці Zj – Cj, що не 
задовольняє умову оптимальності. Якщо таких оцінок кілька, то серед них 
вибирають найбільшу за абсолютною величиною й відповідну їй змінну вво-
дять у базис. Припустимо, що індекс зазначеної змінної j = k. Відповідний стов-
пець симплексної таблиці називають напрямним. 
Для визначення змінної, яка повинна бути виключена з базису, знаходять 
для всіх невід’ємних aik напрямного стовпця величину iki ab  й записують 
її в останній стовпець симплексної таблиці. Далі вибирають найменше значен-
ня, яке вказує на змінну, що виводиться з базису. Припустимо, що це викону-
ється для і = r. Відповідний рядок симплексної таблиці буде називатися напрям-
ним. Іноді напрямні стовпець і рядок ще називають розв’язуючими. Перетином 
розв’язуючого стовпця й розв’язуючого рядка визначається число симплекс-
ної таблиці ark, яке називають розв’язуючим елементом. За допомогою      
елементу ark і методу Жордано–Гаусса розраховують нову симплексну табли-
цю. 
Далі ітераційний процес повторюють доти, доки не буде визначений оп-
тимальний план задачі. 
У випадку застосування симплекс-методу для розв’язування ЗЛП мож-
ливі такі випадки: 
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а) Якщо в оціночному рядку останньої симплексної таблиці оцінка      
Zj – Cj = 0 відповідає вільній (небазисній) змінній, то це означає, що ЗЛП має 
альтернативний оптимальний план. Одержати його можна, вибравши 
розв’язуючий елемент у відзначеному стовпці таблиці й виконавши один 
крок симплекс-методу. 
б) Якщо при переході в симплекс-методі від одного опорного плану за-
дачі до іншого в напрямному стовпці немає невід’ємних елементів ark, тобто 
неможливо вибрати змінну, яка повинна бути виведена з базису, то це означає, 
що цільова функція ЗЛП є необмеженою в даній області й оптимальних планів 
не існує. 
 
3.3. Метод штучного базису 
Розв’язування ЗЛП симплекс-методом починається зі знаходження 
першого опорного плану. Вище вказувалося, що такий план може бути 
знайдений шляхом зведення системи рівнянь-обмежень до одиничного ба-
зису. Однак існує й інший метод побудови початкового опорного плану. 
Цей метод може застосовуватися, наприклад, у випадку, коли в системі об-
межень не вистачає необхідної кількості одиничних лінійно незалежних  
векторів. Для його аналізу разом зі ЗЛП, що будемо називати вихідною, роз-
глянемо розширену задачу, яка складена на основі вихідної задачі в такий 
спосіб. Припускаючи, що ),1(0 mib
i
, уведемо в кожне рівняння-
обмеження по одній невід’ємній змінній ),1(0 mix
in
, які будемо назива-
ти штучними, а із цільової функції віднімемо суму штучних змінних, по-
множену на як завгодно велике додане число М (при розв’язуванні задачі на 
max). У результаті одержимо так звану М-задачу:  
знайти 
max;
1 1
n
j
m
i
injj
xMxcF    (3.4) 
при обмеженнях 
n
j
iinjij
mibxxa
1
),1( ;    (3.5) 
),1(0 mnx
j
.     (3.6) 
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У системі (3.5) змінні ),1( mix
in
 утворюють базис, що називається 
штучним. При x1 =…= xn = 0 з (3.5) одержимо початковий опорний план       
X0 = (0, …0, b1 …bm) M-задачі. 
Далі задача розв’язується на основі застосування алгоритму симп-
лекс-методу. 
Примітка. При розв’язанні ЗЛП методом штучного базису штучні 
змінні необхідно вводити тільки в ті рівняння-обмеження, які не є 
розв’язаними відносно «природних» базисних змінних. 
Як видно з рівняння (3.4), функція F складається із двох доданків: 
n
j
jj
fxc
1
 й 
m
i
in
xM
1
, − тому в симплексних таблицях замість одного оці-
ночного рядка m + 1 розглядаються два рядки: (m + 1)-й для f, (m + 2)-й для 
m
i
in
xM
1
. При цьому оцінки Zj – Cj записуються в обидва рядки відповідним 
чином й ознака оптимальності перевіряється за обома рядками. За значен-
нями оцінок Zj – Cj визначається змінна, яка повинна бути включена в ба-
зис. Перетворення в таблиці продовжують доти, доки в базисі не будуть ви-
ключені всі штучні змінні, які назад у базис не вводяться. Після виключення 
з базису всіх штучних змінних процес пошуку оптимального плану триває з 
використанням тільки першого рядка цільової функції.  
Отже, необхідною умовою оптимальності опорного плану є також 
вимога, щоб у процесі розв’язування задачі всі штучні змінні були виведені 
з базису й дорівнювали нулю. 
Якщо у вихідній задачі необхідно мінімізувати цільову функцію, то в 
М-задачі цільова функція буде мати вигляд 
min
1 1
n
j
m
i
injj
xMxcF ,      (3.7) 
тобто у цільовій функції задачі на min штучні змінні мають коефіцієнти 
(+М).  
Слід зазначити, що якщо для опорного плану ЗЛП всі оцінки Zj –Cj 
),1( nj  задовольняють умову оптимальності, але при цьому хоча б одна 
штучна змінна є базисною й має додатне значення, то це означає, що систе-
ма обмежень задачі несумісна й оптимальних планів такої задачі не існує. 
Якщо М-задача не має розв’язку, то й вихідна задача є нерозв’язаною.  
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Контрольні запитання 
1. Розкрийте геометричний зміст нерівностей, умови невід’ємності 
змінних та цільової функції. 
2. Наведіть алгоритм графічного методу розв’язування ЗЛП. У чому 
його переваги та недоліки? 
3. Що таке симплекс-метод? Наведіть його алгоритм. 
4. Яка ознака оптимальності опорного плану? 
5. Що таке виродженість розв’язку ЗЛП? 
6. Сформулюйте правило уникнення зациклення при застосуванні 
симплекс-методу. 
7. У чому суть методу штучного базису? 
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ТЕМА 4. ТЕОРІЯ ДВОЇСТОСТІ ТА АНАЛІЗ ЛІНІЙНИХ 
МОДЕЛЕЙ ОПТИМІЗАЦІЙНИХ ЗАДАЧ 
 
4.1. Поняття двоїстості. Правила побудови двоїстих задач 
Кожній задачі лінійного програмування відповідає інша задача, 
що називається двоїстою, або сполученою стосовно вихідної. 
Двоїста ЗЛП – це допоміжна ЗЛП, що випливає із умов прямої задачі 
за деякими правилами. 
Існує зв’язок не тільки між умовами прямої й двоїстої задач, але й між 
їхніми розв’язками. Це означає, що, розв’язавши одну з пари двоїстих задач, 
можна одержати непряму інформацію про розв’язок іншої. А, отже, 
розв’язуючи ЗЛП, можна розв’язати більш легку з пари двоїстих і на основі ре-
зультату її розв’язання одержати розв’язок більш складної задачі. 
 
4.1.1. Вигляд двоїстої задачі 
Задача I (вихідна) Задача II (двоїста) 
Z=c1x1+ c2x2 +…+ cnxn → max, 
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F=b1y1+ b2y2 +…+ bmym → min, 
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Розглянемо формально дві задачі I й II лінійного програмування. 
Обидві задачі мають такі властивості: 
1. В одній задачі шукають максимум лінійної функції, в іншій – міні-
мум. 
2. Коефіцієнти при змінних у лінійній функції одної задачі є вільними 
членами системи обмежень в іншій. 
3. Кожна із задач задана у стандартній формі, причому в задачі мак-
симізації всі нерівності вигляду «≤», а в задачі мінімізації – всі нерівності 
вигляду «≥». 
4. Матриці коефіцієнтів при змінних у системах обмежень обох задач 
є транспонованими одна відносно одної: 
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5. Число нерівностей у системі обмежень однієї задачі збігається 
із числом змінних в іншій задачі. 
6. Умови невід’ємності змінних є в обох задачах. 
Дві задачі лінійного програмування, що мають зазначені властивості, нази-
ваються симетричними взаємно двоїстими задачами. Надалі для зручності      
будемо називати їх просто двоїстими задачами. 
Виходячи з визначення, можна запропонувати такі правила побудови 
двоїстих задач. 
1. Звести всі нерівності системи обмежень вихідної задачі до одного 
змісту: якщо у вихідній задачі шукають максимум лінійної функції, то всі не-
рівності системи обмежень звести до вигляду «≤», а якщо шукають мінімум – 
до вигляду «≥». Для нерівностей, у яких дана вимога не виконується, помножи-
ти на (–1). 
2. Скласти розширену матрицю системи А1, у яку включити матрицю 
коефіцієнтів при змінних А, стовпець вільних членів системи обмежень і рядок 
коефіцієнтів при змінних у лінійній функції. 
3. Знайти матрицю 
1
A , транспоновану до матриці А. 
4. Сформулювати двоїсту задачу на підставі отриманої матриці 
1
A  й умови 
невід’ємності змінних. 
 
4.2. Співвідношення двоїстості 
Співвідношення двоїстості – це співвідношення між значеннями змінних 
пари двоїстих задач. 
Між прямою й двоїстою задачами лінійного програмування існує тіс-
ний взаємозв’язок, що випливає з наведених далі теорем. 
 
Перша теорема двоїстості 
Якщо одна із взаємно двоїстих задач має оптимальний розв’язок, то 
його має й інша, причому оптимальні значення їхніх цільових функцій      
дорівнюють одне одному  
  33 
Zmax = Fmin або Z(X*) = F(Y*). 
Якщо ж цільова функція однієї із задач необмежена, то інша задача взагалі 
не має розв’язків. 
Якщо пряма задача лінійного програмування має оптимальний план X*, 
визначений симплекс-методом, то оптимальний план двоїстої задачі Y* визнача-
ється так: 
.1баз
* DCY

       (4.1) 
У виразі (4.1) Сбаз – вектор-рядок, що складається з коефіцієнтів цільової 
функції прямої задачі при змінних, які є базисними в оптимальному плані. При 
цьому порядок наступності координат цього вектора визначається порядком запису 
базисних змінних в останній симплексній таблиці, D−1 – матриця, обернена до    
матриці D, яка складається з базисних векторів оптимального плану, компонен-
ти яких взяті з початкового опорного плану задачі.  
Обернена матриця D−1 завжди міститься в останній симплексній таблиці в 
тих стовпцях, де в першій таблиці знаходилася одинична матриця. За допомогою 
зазначеного співвідношення під час визначення оптимального плану однієї із      
взаємно двоїстих задач лінійного програмування знаходять розв’язок іншої задачі. 
 
Друга теорема двоїстості 
Якщо в результаті підстановки оптимального плану прямої задачі в сис-
тему обмежень цієї задачі i-те обмеження виконується як строга нерівність то від-
повідний і-й компонент оптимального плану двоїстої задачі дорівнює нулю. 
Якщо і-й компонент оптимального плану двоїстої задачі додатний, то  
відповідне i-те обмеження прямої задачі виконується для оптимального плану 
як рівняння. 
 
Третя теорема двоїстості 
Двоїста оцінка характеризує приріст цільової функції, обумовлений 
малими змінами вільного члена відповідного обмеження. Економічний зміст 
третьої теореми двоїстості полягає в тому, що відповідна позитивна оцінка по-
казує зростання значення цільової функції прямої задачі, якщо запас відповід-
ного дефіцитного ресурсу збільшується на одну одиницю. 
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4.3. Економічна інтерпретація двоїстої задачі 
Теореми двоїстості дозволяють дати економічну інтерпретацію двоїстості. 
Розглянемо це питання детальніше. Для цього розглянемо пряму задачу як за-
дачу розподілу ресурсів, тобто як задачу планування виробництва. 
Для цього випадку кожен коефіцієнт цільової функції прямої задачі 
),1( njC
j
 являє собою величину прибутку, що з’являється від реалізації 
одиниці j-го виду продукції; ),1( mib
i
 − запаси сировини i-го виду; 
),1,,1( njmia
ij
 – кількість одиниць сировини i-го виду, що використову-
ються для виготовлення одиниці j-го виду продукції; ),1( njx
j
 – кількість 
одиниць j-го виду продукції, яку необхідно виготовити. 
Тоді для економічної інтерпретації змінних yi ),1( mi  двоїстої задачі 
досить проаналізувати розмірності величин Z і F. 
Оскільки розмірністю величини є гроші (ця величина характеризує при-
буток), то з того, що Zmax = Fmin, випливає, що розмірністю величини yi 
),1( mi  є 
ресурсівобсяг
гроші
, тобто цінність i-го ресурсу. Тому іноді двоїсті 
змінні називають ще тіньовими цінами. 
А, отже, з економічної точки зору цільова функція F визначає загальну 
вартість усіх ресурсів. 
За допомогою двоїстих оцінок можна визначити статус кожного ресурсу 
прямої задачі й рентабельність виготовленої продукції. 
Ресурси, що використовуються для виробництва продукції, можна 
умовно розділити на дефіцитні й недефіцитні залежно від того, повне або част-
кове їхнє використання передбачене оптимальним планом прямої задачі. Отже, 
якщо уi > 0, то і-й ресурс використовується повністю і є дефіцитним. Якщо ж    
уі = 0, то і-й ресурс використовується не повністю і є недефіцитним. 
Аналіз рентабельності виготовленої продукції виконується за допомо-
гою двоїстих оцінок й обмежень двоїстої задачі. 
Ліва частина j-го обмеження являє собою вартість усіх ресурсів, які ви-
користовуються для виробництва одиниці і-ї продукції. Якщо вона більше Cj, 
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то виробництво нерентабельне й тому в прямій ЗЛП хj = 0. Якщо ж вона дорі-
внює Cj, то виробництво рентабельне й в оптимальному плані хj > 0. 
 
Контрольні запитання 
1. Що називається двоїстою задачею? Які є властивості взаємно двої-
стих задач лінійного програмування? 
2. Наведіть правила побудови двоїстих задач. 
3. Сформулюйте теореми двоїстості. 
4. Розкрийте економічну інтерпретацію двоїстої задачі. У чому суть 
понять: «тіньові ціни», «дефіцитні та недефіцитні ресурси»? 
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ТЕМА 5. ТРАНСПОРТНА ЗАДАЧА 
 
Транспортна задача (ТЗ) − це специфічна ЗЛП, що застосовується для 
визначення найбільш економічного плану перевезення однорідної продукції 
від постачальників до споживачів. 
 
5.1. Постановка транспортної задачі та її математична модель 
Припустимо, що деяку однорідну продукцію, зосереджену в т пунктах 
Аi у кількості ),1( miai  одиниць, необхідно доставити п споживачам Вj у   
кількості ),1( njb
j
 одиниць. Відома вартість сij перевезення одиниці продук-
ції від i-го пункту до j-го споживача. 
Необхідно скласти такий план перевезень, який би дав можливість вивез-
ти всю продукцію, повністю задовольнив потреби споживачів і мав мінімальну 
вартість. 
Кількість одиниць продукції, запланованих для перевезення з i-го пункту 
до j-го споживача, позначимо через хij. Тоді умову задачі можна записати у 
вигляді табл. 5.1, яку будемо називати матрицею планування. 
 
Таблиця 5.1 
Пункти Споживачі 
 
Запаси 
B1 
 
В2 
 
… Bn 
 
А1 
              c11 
x11 
              c12 
x12 
… 
              c1n 
x1n 
a1 
А2 
              c21 
x21 
              c22 
x22 
… 
              c2n 
x2n 
а2 
… … … … … … 
Аm 
              cm1 
xm1 
              cm2 
xm2 
… 
              cmn 
xmn 
am 
Потреби 
 
b1 
 
b2 
 
… 
 
bn 
 
 
 
Складемо математичну модель задачі. 
  37 
Оскільки з i-го пункту до j-го споживача для перевезення заплановано 
хij одиниць продукції, то вартість перевезення становить cijхij. Тоді вартість 
усього плану перевезень можна подати у вигляді цільової функції.  
F = с11х11 + с12х12 +... + с1nх1n +... + сm1хm1 +... + сmnхmn.    (5.1) 
Систему обмежень одержуємо з таких умов задачі:  
а) вся продукція має бути вивезена, тобто 
n
j
iij
miax
1
),1( ;      (5.2) 
б) всі потреби мають бути задоволені, тобто 
n
j
jij
njbx
1
),1( .      (5.3) 
Таким чином, математична модель транспортної задачі має такий ви-
гляд: знайти найменше значення лінійної функції (5.1) при обмеженнях (5.2) − 
(5.3) і при 
).,1;,1(0 njmix
ij
      (5.4) 
Якщо в ТЗ загальна кількість продукції постачальників дорівнює зага-
льному попиту всіх споживачів, тобто 
m
i
n
j
ji
ba
1 1
,       (5.5) 
то така ТЗ називають збалансованою, або закритою. Якщо ж така умова не ви-
конується, то ТЗ називають незбалансованою, або відкритою. 
Планом ТЗ називають будь-який невід’ємний розв’язок системи обмежень 
(5.2) − (5.4) ТЗ, що позначають матрицею 
).,1;,1()( njmixx
ij
 
Оптимальним планом ТЗ називають матрицю, яка задовольняє системі 
обмежень (5.2)−(5.4) і для якої цільова функція (5.1) досягає найменше зна-
чення. Опорний план ТЗ називається невиродженим, якщо в матриці плану-
вання (у таблиці ТЗ) позитивних хij є т + п − 1, а інші дорівнюють нулю. 
Якщо ж у матриці планування заповнених клітинок менше, ніж             
т + п −1, то опорний план називають виродженим. 
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5.2. Теорема умови існування розв’язку транспортної задачі 
Для того щоб існував розв’язок ТЗ, необхідно й достатньо, щоб вона була 
збалансованою, тобто щоб 
m
i
n
j
ji
ba
1 1
.  
 
5.3. Метод потенціалів 
Транспортна задача є задачею лінійного програмування, яку можна 
розв’язати симплекс-методом. Але специфічна структура транспортної задачі 
дає можливість використати для її розв’язання більш ефективний метод, що 
повторює по суті кроки алгоритму симплекс-методу. Таким методом є метод 
потенціалів. 
Алгоритм методу потенціалів складається з таких етапів: 
1) Визначення типу транспортної задачі (відкрита або закрита). 
2) Побудова першого опорного плану транспортної задачі. 
3) Визначення потенціалів опорного плану ТЗ. 
4) Перевірка плану транспортної задачі на оптимальність. Констатація оп-
тимального плану, якщо умова оптимальності виконується. Перехід до наступ-
ного опорного плану, якщо умова оптимальності не виконується. 
5) Повторення дій, починаючи з п. 3. 
Розглянемо докладно кожен етап представленого алгоритму. 
1-й етап. Якщо під час перевірки умови збалансованості (5.5) виявилося, що 
транспортна задача є відкритою, то її необхідно звести до закритого типу. Це вико-
нується введенням фіктивного умовного постачальника Ат + 1 у випадку переви-
щення загального попиту над запасами (
m
i
n
j
ji
ba
1 1
) із запасом 
n
j
m
i
ijm
aba
1 1
1
.  
Якщо ж загальні запаси постачальників перевищують попит спожива-
чів (
m
i
n
j
ji
ba
1 1
), то до закритого типу задача приводиться введенням фіктив-
ного умовного споживача Bn + 1 
m
i
n
j
jin
bab
1 1
1
.   
Вартість перевезення одиниці продукції для фіктивного постачальника  
Ат + 1 або фіктивного споживача Bn + 1 вважається рівною нулю. 
  39 
2-й етап. Для побудови початкового опорного плану транспортної за-
дачі існує кілька методів: північно-західного кута, мінімальної вартості, по-
двійної переваги й інших. Побудову опорного плану зручно подавати у ви-
гляді таблиці, у якій постачальники продукції позначені рядками, а спожива-
чі − стовпцями. 
 
5.4. Методи побудови початкового опорного плану 
5.4.1. Метод північно-західного кута 
Табл. 5.1 заповнюється, починаючи з лівого верхнього кута (північно-
західного кута), рухаючись далі по рядку вправо, або по стовпцю вниз. У клі-
тину (1.1) заноситься менше із чисел a1 й b1, тобто х11 = min(а1, b1).  
Якщо а1 ≥ b1, то x11 = b1 і перший стовпець закритий для заповнення 
інших його клітин, тобто хij = 0 для i = 2, 3, ..., m (потреби першого спожива-
ча задоволені повністю). Далі рухаються по першому рядку в клітину (1.2).      
У ній записується менше з чисел a1 − b1 й b2, тобто x12 = min(a1 – b1, b2). 
Якщо а1 < b1, то аналогічно закривається перший рядок, тобто х11 = a1 і 
х1k = 0 для k = 2, 3, ..., п. Далі заповнюється клітина (2.1), у яку заноситься   
х21 = min(а2, b1 − a1). 
Заповнивши клітину (1.2) або (2.1), переходять до заповнення третьої клі-
тини по другому рядку або по другому стовпцю. Цей процес продовжують до 
повного вичерпання продукції в пунктах або повного задоволення потреб 
споживачів. Остання заповнена клітина (min) виявиться в останньому т-му 
рядку й п-му стовпці. 
План, отриманий методом північно-західного кута, буде опорним планом 
системи обмежень транспортної задачі. 
 
5.4.2. Метод мінімальної вартості 
Ідея цього методу полягає в тому, щоб на кожному кроці заповнювати 
ту клітину таблиці, що має найменшу вартість перевезення одиниці продук-
ції. Такі дії повторюють доти, поки не буде розподілена вся продукція між 
постачальниками й споживачами. 
Метод реалізується в такий спосіб: на кожному кроці здійснюється  
максимально можлива поставка в клітину з мінімальною вартістю сij переве-
зень. Заповнення таблиці починається із клітини, якій відповідає найменший 
елемент вартості сij із усієї матриці планування. Після цього залишок по рядку 
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або стовпцю заноситься в клітину цього самого рядка або стовпця, якому від-
повідає наступне за величиною значення вартості сij, і т.д. Інакше кажучи, пос-
лідовність заповнення клітин визначається величиною вартості сij, а значення 
хij, які заносяться в клітини, визначаються так само, як й у методі північно-
західного кута. 
 
5.4.3. Метод подвійної переваги 
Ідея методу подвійної переваги полягає в тому, що перед початком за-
повнення таблиці необхідно позначити клітини, які мають найменшу вартість 
у рядках і стовпцях. Таблицю починають заповнювати від клітин, позначених 
двічі (як мінімальні й у рядку, і у стовпці). Далі заповнюють клітини, позначені 
один раз (як мінімальні або в рядку, або у стовпці), а вже потім − за методом мі-
німальної вартості.  
Примітка: опорний план, визначений методом мінімальної вартості, 
не завжди збігається з опорним планом, визначеним методом подвійної пе-
реваги. 
 
Слід також зазначити, що ознакою опорності плану ТЗ є його ацикліч-
ність, тобто неможливість побудови циклу. Циклом у транспортній задачі на-
зивають замкнуту ламану лінію, вершини якого розміщаються в заповнених 
клітинах таблиці, а сторони проходять уздовж рядків і стовпців таблиці. 
Якщо опорний план є виродженим, то для наступного розв’язування за-
дачі необхідно заповнити відповідну кількість порожніх клітин, записуючи в 
них «нульове перевезення», але так, щоб при цьому не порушилася ацикліч-
ність плану. 
 
3-й етап. Після того, як знайдений початковий опорний план ТЗ, кожно-
му пункту Аi (кожному рядку) ставиться у відповідність деяке число 
),1( mju
j
, а кожному споживачеві Вj (кожному стовпцю) – деяке число 
),1( njv
j
. Числа ui, vj називаються потенціалами, відповідно, пункту Аi і 
споживача Вj. Далі визначаються потенціали опорного плану. Для цього 
розв’язується система рівнянь ui + vj = cij, що формується для всіх заповнених 
клітин транспортної таблиці. 
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Оскільки для невиродженого початкового опорного плану число за-
йнятих клітин дорівнює т + п − 1, то для визначення чисел ui, vj необхідно 
розв’язати систему з т + п − 1 рівнянь із т + п невідомими. Така система лі-
нійних рівнянь є невизначеною. Для усунення невизначеності одній з неві-
домих надається довільне значення, наприклад нуль. Тоді розв’язок системи 
визначається однозначно. 
 
4-й етап. Після визначення потенціалів опорний план перевіряється на 
оптимальність за допомогою потенціалів. При цьому керуються такою теоре-
мою. 
 
5.5. Теорема умови оптимальності опорного плану транспортної  
задачі 
Якщо для деякого опорного плану )( **
ij
xX  існують потенціали ui, vj, 
для яких виконуються умови: 
ui + vj = cij для всіх значень i, j, для яких хij > 0;     (5.6) 
ui + vj ≤ cij, для всіх значень i, j, для яких хij = 0,      (5.7)  
то він є оптимальним планом транспортної задачі.  
Якщо хоча б для однієї клітини ця умова не виконується, тобто           
ui + vj > cij, то поточний план є неоптимальним і від нього необхідно перейти 
до нового опорного плану. 
Перехід від одного опорного плану до іншого виконується заповнен-
ням клітини, для якої порушена умова оптимальності. Якщо таких клітин 
декілька, то для заповнення вибирають ту клітину, що має найбільше пору-
шення, тобто таку, для якої  
ijjiij
cvu )(  є найбільшим. 
Для обраної порожньої клітини будують цикл перерахунку й виконують 
перерозподіл продукції в межах цього циклу за такими правилами:  
1) кожній вершині циклу приписують певний знак, причому вільній 
клітині − знак «+», а всім іншим по черзі − знаки «−» й «+»; 
2) у порожню клітину переносять менше з чисел хij, які знаходяться у клі-
тинах зі знаком «−». Одночасно це число додають до відповідних чисел, які 
розміщаються в клітинах зі знаком «+». Отже, клітина, що була вільною, стає 
заповненою, а відповідна клітина з мінімальним числом хij стане порожньою. 
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У результаті такого перерозподілу продукції виходить новий опорний план 
транспортної задачі. 
 
5-й етап. Далі повторюються кроки алгоритму, починаючи із кроку 3. 
 
Контрольні запитання 
1. У чому суть транспортної задачі? 
2. Наведіть формулювання та математичну модель транспортної задачі. 
3. Що називається оптимальним планом транспортної задачі? 
4. За якої умови існує розв’язок транспортної задачі? 
5. Наведіть алгоритм методу потенціалів? 
6. Які методи використовуються для побудови початкового опорного 
плану транспортної задачі? Розкрийте їх зміст. 
7. Сформулюйте теорему про оптимальність опорного плану транс-
портної задачі. 
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ТЕМА 6. ЗАДАЧІ ЦІЛОЧИСЛОВОГО ЛІНІЙНОГО ПРОГРАМУВАННЯ 
 
6.1. Постановка задачі цілочислового програмування 
За змістом значної частини економічних задач, що належать до задач лі-
нійного програмування, компоненти розв’язку повинні виражатися в цілих чис-
лах, тобто бути цілочисловими. До них належать, наприклад: задачі оптималь-
ного використання устаткування, календарного планування, про призначення, 
оптимального розкрою матеріалів, задача комівояжера та ін. 
Задача лінійного цілочислового програмування записується так: знайти 
такий розв’язок (план) X = (x1, x2, …, xn), при якому лінійна функція 
n
j
jj
xcZ
1
     (6.1) 
набуває максимального або мінімального значення при обмеженнях:  
mibxa
i
n
i
jij
,1,
1
;     (6.2) 
xj ≥ 0, j = 1, 2, …, n;     (6.3) 
xj – цілі числа.        (6.4) 
Слід зазначити, що класична транспортна задача й деякі інші задачі 
транспортного типу «автоматично» забезпечують розв’язання задачі в цілих 
числах (якщо, звичайно, цілочислові параметри умов). Однак у загальному 
випадку умова цілочисловості (6.4), що додається до звичайних задач лінійно-
го програмування, істотно ускладнює її розв’язування. 
Для розв’язування задач лінійного цілочислового програмування ви-
користовується ряд методів. Найпростіший з них – звичайний метод ліній-
ного програмування. У випадку, якщо компоненти оптимального 
розв’язання виявляються нецілочисловими, їх округляють до найближчих 
цілих чисел. Цей метод застосовують тоді, коли окрема одиниця сукупності 
становить малу частину об’єму всієї сукупності. У протилежному випадку 
округлення може призвести до віддаленого від оптимального цілочислового 
розв’язку, тому використовують спеціально розроблені методи. 
Методи цілочислової оптимізації можна розділити на три основні гру-
пи: а) методи відтинання; б) комбінаторні методи; в) наближені методи.      
Зупинимося докладніше на методах відтинання. 
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6.2. Методи відтинання. Метод Гоморі 
Сутність методів відтинання полягає в тому, що спочатку задача 
розв’язується без умови цілочисловості. Якщо отриманий план цілочисловий, то 
задача є розв’язаною. У протилежному випадку до обмежень задачі додається 
нове обмеження, що має такі властивості: 
 воно повинне бути лінійним; 
 повинне відтинати знайдений оптимальний нецілочисловий план; 
 не повинне відтинати жодного цілочислового плану. 
Додаткове обмеження, що має зазначені властивості, називається правиль-
ним відтинанням. 
Далі задача розв’язується з урахуванням нового обмеження. Після 
цього, за необхідністю, додається ще одне обмеження й т.д. 
 
Рисунок 6.1 
Геометрично додавання кожного лінійного об-
меження відповідає проведенню прямої (гіпер-
площини), що відтинає від багатокутника (бага-
тогранника) розв’язків деяку його частину ра-
зом з оптимальною точкою з нецілими коорди-
натами, але не зачіпає жодної із цілих точок 
цього багатогранника. У результаті новий бага-
тогранник розв’язків містить усі цілі точки, які 
містяться в первісному багатограннику 
розв’язків і відповідно отриманий при цьому 
багатограннику оптимальний розв’язок буде 
цілочисловим (рис. 6.1). 
Один з алгоритмів розв’язання задачі лінійного цілочислового про-
грамування (6.1)–(6.4), запропонований Гоморі, базований на симплекс-
методі й використовує досить простий спосіб побудови правильного відти-
нання. 
Нехай задача лінійного програмування (6.1)–(6.3) має кінцевий опти-
мум і на останньому кроці її розв’язання симплекс-методом отримані на-
ступні рівняння, що виражають основні змінні х1, x2, …, xj, ....., хт через не-
основні змінні хт+1, хт+2, ..., хт+i, ..., хn оптимального розв’язку 
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то оптимальним розв’язком задачі (6.1)–(6.3) є 
)0,...,0,0,β,...,β,...,β,β(
21
*
mi
X , у якому, наприклад, 
iβ  – нецілий компонент. 
У цьому випадку можна довести, що нерівність 
,0}α{...}α{}β{
11 ninmmii
xx      (6.6) 
сформована за i-м рівнянням системи (6.5), має всі властивості правильного 
відтинання. 
(У нерівності (6.6) символ {} означає дробову  частину числа. Цілою 
частиною числа а називається найбільше ціле число [а], що не перевищує а, 
а дробовою частиною числа – число {а}, як різниця між цим числом і його 
цілою частиною, тобто ][}{ aaa . Наприклад, для 
3
1
2
3
1
2}{,2][
3
1
2 aaa .) 
Для розв’язання задачі цілочислового лінійного програмування (6.1) – 
(6.4) використовується такий алгоритм методу Гоморі: 
1. Симплекс-методом розв’язати задачу (6.1)–(6.3) без урахування 
умови цілочисловості. Якщо всі компоненти оптимального плану цілі, то 
він є оптимальним і для задачі цілочислового програмування (6.1)–(6.4). 
Якщо перша задача (6.1)–(6.3) є нерозв’язаною (тобто не має кінцевого оп-
тимуму або умови її суперечливі), то й друга задача (6.1)–(6.4) також не-
розв’язна. 
2. Якщо серед компонентів оптимального розв’язку є нецілі, то вибра-
ти компоненту з найбільшою цілою частиною й за відповідним рівнянням 
системи (6.5) сформувати правильне відтинання (6.6). 
3. Нерівність (6.6) уведенням додаткової невід’ємної цілочислової 
змінної перетворити в рівносильне рівняння 
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0}α{...}α{}β{
111 nninmmii
xxx    (6.7) 
і включити його в систему обмежень (6.2). 
4. Отриману розширену задачу розв’язати симплекс-методом. Якщо знайдений 
оптимальний план буде цілочисловим, то задача цілочислового програ-
мування (6.1) – (6.4) розв’язана. У протилежному випадку повернутися 
до п. 2 алгоритму. 
Якщо задачу розв’язано в цілих числах, то після кінцевого числа 
кроків (ітерацій) оптимальний цілочисловий план буде знайдений.   
Якщо у процесі розв’язання з’явиться рівняння (що виражає       
основну змінну через неосновні) з нецілим вільним членом і цілими ін-
шими коефіцієнтами, то відповідне рівняння не має розв’язку в цілих 
числах. У цьому випадку й дана задача не має цілочислового оптималь-
ного розв’язку. 
 
6.3. Метод гілок і меж 
Метод гілок і меж – один з комбінаторних методів. Його суть полягає в упо-
рядкованому переборі варіантів і розгляді лише тих з них, які виявляються за певними 
ознаками перспективними, і відкиданні безперспективних варіантів. Метод гілок і 
меж полягає в наступному: множина допустимих розв’язків (планів) де-
яким способом розбивається на підмножини, кожна з яких цим же спо-
собом знову розбивається на підмножини. Процес триває доти, поки не 
отриманий оптимальний цілочисловий розв’язок вихідної задачі. 
Нехай задачу 1 (задачу (6.1)–(6.3) максимізації лінійної функції Z 
без урахування цілочисловості змінних) розв’язано симплекс-методом і 
відомі нижня й верхня межі для кожної цілочислової змінної xj: vj ≤ xj ≤ 
wj (j = 1, 2,…, n), а також нижня границя лінійної функції Z0, тобто при 
будь-якому плані X Z(Х) ≥ Z0. Припустимо для визначеності, що тільки 
перший компонент *
1x  оптимального плану X* задачі 1 не задовольняє 
умові цілочисловості. Тоді з області допустимих розв’язків задачі 1 ви-
ключається область: ,1][][ *
1
*
1
*
1
xxx  де ][ *
1
x  – ціла частина числа *
1x . У 
результаті із задачі 1 формують дві задачі: 2 і 3, які відрізняються одна 
від одної тим, що в задачі 2, крім обмежень (6.2) задачі 1, додано обме-
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ження ,1][ *
1
*
11
xxv  а в задачі 3, крім тих же обмежень (6.2), додано 
обмеження .1][
1
*
1
*
1
wxx   
Одержимо список із двох задач: 2 і 3. Розв’язуємо одну з них      
(у будь-якому порядку). Залежно від отриманого розв’язку список задач 
розширюється або зменшується. 
Якщо в результаті розв’язування однієї із задач 2 або 3 отриманий 
нецілочисловий оптимальний план, для якого Z(Х*) ≤ Z0, то ця задача 
виключається зі списку. Якщо Z(Х*) > Z0, то з цієї задачі формуються 
дві нові задачі. Якщо отриманий розв’язок X* задовольняє умові ціло-
числовості і Z(Х*) > Z0, то значення Z0 виправляється і за величину Z0 
приймається оптимум лінійної функції отриманого оптимального цілочис-
лового плану. Процес триває доти, поки список задач не буде вичерпаний, тобто 
всі задачі не будуть розв’язані. 
Примітка 1. Кожна наступна задача, що складається у процесі засто-
сування методу гілок і меж, відрізняється від попередньої лише однією нерів-
ністю-обмеженням. Тому при розв’язуванні кожної наступної задачі не треба 
розв’язувати її симплекс-методом із самого початку (з I кроку). А доцільніше 
почати розв’язок з останнього кроку (ітерації) попередньої задачі, із системи 
обмежень якої виключити «старі» (одне або два) рівняння-обмеження і ввести 
в цю систему «нові» рівняння-обмеження. 
Примітка 2. Назва методу    
гілок і меж пояснюється тим, що у 
процесі розв’язування задача послі-
довно «гілкується», розпадаючись на 
більш прості. Так, процес 
розв’язування задачі можна подати у 
вигляді дерева (схеми), цифри у вуз-
лах (вершинах) якого позначають но-
мери задач (рис. 6.2). 
 
 
Рисунок 6.2 
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Контрольні запитання 
1. Наведіть формулювання та математичну модель задачі цілочислово-
го програмування. 
2. Класифікуйте методи цілочислової оптимізації. 
3. У чому полягає сутність методів відтинання? 
4. Які властивості має правильне відтинання? 
5. Поясніть геометричний зміст додавання кожного лінійного обме-
ження. 
6. Наведіть алгоритм методу Гоморі. 
7. Наведіть алгоритм методу «гілок і меж». 
8. Як можна пояснити назву методу «гілок і меж»? 
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ТЕМА 7. ЗАДАЧІ ДРОБОВО-ЛІНІЙНОГО ПРОГРАМУВАННЯ 
 
7.1. Постановка задачі дробово-лінійного програмування (ЗДЛП) 
При розв’язуванні ряду технічних, воєнно-економічних задач, при дослі-
дженні економічних систем і процесів за критерій оптимальності часто виби-
рають показники рентабельності, продуктивності, ефективності тощо, які мате-
матично подаються у вигляді дробово-лінійних функцій. За умови наявності 
лінійних обмежень, що характеризують (описують) досліджувану систему чи 
процес, їх економіко-математична модель являє собою так звану задачу дробо-
во-лінійного програмування (ЗДЛП). 
Постановка останньої має вигляд, поданий нижче. 
Необхідно визначити такі значення ),1( njx
j
, при яких оптимізується 
значення цільової функції 
(min)max
1
0
1
0
n
j
jj
n
j
jj
dxd
cxc
Z      (7.1) 
за умов 
n
j
ijij
mibxa
1
),1(},,{ ;     (7.2) 
),,1(0 njx
j
 
де ).,1,,1(,,,,,
00
njmiRbadcdc
iijjj
 
При цьому вважається, що знаменник цільової функції (7.1) в обла-
сті допустимих розв’язків системи обмежень (7.2) не дорівнює нулю. 
 
7.2. Симплекс-метод розв’язування ЗДЛП 
Для розв’язування ЗДЛП можуть використовуватись симплексний або 
графічний методи. У випадку застосування симплекс-методу задача (7.1) − 
(7.2) зводиться до канонічної форми. Тобто обмеження системи обмежень 
(7.2) подаються у вигляді рівнянь. Після чого отримана задача зводиться до 
ЗЛП. Останнє виконується за допомогою таких перетворень. 
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Вводиться позначення 
n
j
jj
y
dxd
1
0
0
,
1
      (7.3) 
у якому у0 вважається const. 
Далі здійснюється заміна 
),1(
0
njxyy
jj
.     (7.4) 
Тоді з урахуванням (7.3) і (7.4) задача (7.1)−(7.2) набуває такого ви-
гляду. 
Знайти  
(min)max
1
00
n
j
jj
ycycZ      (7.5) 
за умов 
),1(0
0
1
miybya
i
n
j
jij
; 
1
00
1
ydyd
n
j
jj
;       (7.6) 
.0),,1(0
0
ynjy
j
 
Отримана задача (7.5)−(7.6) є ЗЛП. Для розв’язання останньої вико-
ристовується симплекс-метод. Його застосування дозволяє отримати опти-
мальний план у вигляді 
}.,,...,,{* *
0
**
2
*
1
yyyyY
n
      (7.7) 
Подальше визначення оптимального плану },...,,{* **
2
*
1 n
xxxX  почат-
кової задачі (7.1)−(7.2) здійснюється за формулою 
),1(
*
0
*
* nj
y
y
x
j
j
.       (7.8) 
Описані перетворення визначають алгоритм симплекс-методу 
розв’язування ЗДЛП. 
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7.3. Графічний метод розв’язування ЗДЛП 
Для розв’язування ЗДЛП у ряді випадків може використовуватись гра-
фічний метод. Межі його застосування поширюються на ЗДЛП, які містять 
дві змінні. Здійснимо обґрунтування графічного методу. 
Розглянемо наступну ЗДЛП, розв’язання якої можливе графічним мето-
дом: 
визначити такі значення )2,1( jx
j
, при яких оптимізується значення 
цільової функції 
(min)max
2211
2211
xdxd
xcxc
Z       (7.9) 
за умов 
2
1
),1(},,{
j
ijij
mibxa ;   (7.10) 
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Обмеження (7.10) з геометричної точки зору визначають опуклу відкриту 
або замкнуту, обмежену або необмежену множину (багатокутник), яка зна-
ходиться у першому координатному куті. Цільова функція (7.9) у геометрич-
ному зображенні має вигляд прямої 
,
1
22
11
2
x
Zdc
cZd
x     (7.11) 
що проходить через початок координат. 
Як випливає з (7.11), кут нахилу цієї прямої визначається коефіцієн-
том 
.
22
11
Zdc
cZd
R
Z
     (7.12) 
Величина останнього при заданій умові задачі (7.9) − (7.10) визначається 
числом Z, яке, у свою чергу, залежить від координат точок ОДР задачі. 
З (7.12) нескладно отримати 
.
)( 2
22
2112
Zdc
dcdc
R
Z
     (7.13) 
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Таким чином, знак похідної 
Z
R  визначається знаком величини 
2112
dcdc . Знак останньої і визначає напрям обертання прямої (7.11) навколо 
початку координат. З урахуванням того, що 
21
21
2112
)(
dd
cc
dcdc , можна 
зробити такі висновки: 1) якщо 0
21
21
dd
cc
, то ,0
Z
R  і пряма (7.11) оберта-
ється навколо початку координат за ходом руху годинникової стрілки;        
2) якщо 0
21
21
dd
cc
, то ,0
Z
R  і пряма (7.11) обертається навколо початку 
координат проти руху годинникової стрілки. Знання напряму обертання пря-
мої (7.11) дозволяє встановити точки, в яких досягається максимальне чи мі-
німальне значення цільової функції (7.9). Так, зокрема, при обертанні прямої 
(7.11) навколо початку координат і входженні в ОДР задачі (7.9)−(7.10) їх пер-
ша спільна точка є точкою мінімуму, а остання − при виході прямої (7.11)        
з ОДР є точкою максимуму. Це твердження, очевидно, має місце незалежно 
від напряму обертання прямої (7.11). 
Як правило, точка максимуму або мінімуму є вершиною багатокутника 
розв’язків. Для визначення координат цієї вершини необхідно розв’язати си-
стему рівнянь, які є рівняннями відповідних сторін багатокутника. 
В окремих випадках точок максимуму або мінімуму може бути безліч. 
Зокрема це має місце, коли пряма (7.11) при обертанні та входженні чи виході 
з ОДР дотикається до сторони багатокутника розв’язків. 
Наведене обґрунтування дозволяє сформулювати алгоритм графічного 
методу розв’язування ЗДЛП у такому вигляді: 
1. У системі координат Ох1х2 будується ОДР, що визначається обмежен-
нями (7.10). 
2. Будується пряма (7.11) при Z = const. 
3. Встановлюється знак виразу )(
2112
dcdc  і на його основі визнача-
ється напрям обертання прямої (7.11). 
4. Встановлюються точки, в яких досягається максимальне або мінімаль-
не (залежно від умови задачі) значення цільової функції (7.9). 
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5. Визначаються координати точок оптимуму. 
6. З виразу (7.9) з урахуванням координат точок оптимуму визначається 
оптимальне значення цільової функції (7.9). 
 
Контрольні запитання 
1. Наведіть формулювання та математичну модель задачі дробово-
лінійного програмування. 
2. У чому полягає симплекс-метод розв’язування задач дробово-
лінійного програмування? 
3. Обґрунтуйте використання графічного методу для розв’язування за-
дач дробово-лінійного програмування. Наведіть його алгоритм. 
4. У яких випадках точок максимуму або мінімуму може бути безліч? 
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ТЕМА 8. ЗАДАЧІ НЕЛІНІЙНОГО ПРОГРАМУВАННЯ 
 
8.1. Постановка задачі нелінійного програмування 
Загальна задача математичного програмування формулюється наступ-
ним чином: 
знайти вектор ),...,,(
21 n
xxxX , який задовольняє системі обмежень 
),1(},,){,...,,(
21
mibxxxg
ini
     (8.1) 
і при якому функція  
),...,,(
21 n
xxxfZ       (8.2) 
набуває екстремального значення. 
При цьому передбачається, що функції ),...,,(
21 ni
xxxg  та 
),...,,(
21 n
xxxf  є відомими. 
Звичайно, на деякі змінні x1, x2,…, xn накладається умова не-
від’ємності. Крім того, обмеженням може бути й умова цілочисловості 
розв’язку для ряду змінних. 
Якщо  
n
j
jijni
mixaxxxg
1
21
),1(),...,,(  
і     
n
j
jjn
xcxxxfZ
1
21
,),...,,(  
де aij, cj – відомі константи, то за умови невід’ємності розв’язку задача   
(8.1) – (8.2) перетворюється в задачу лінійного програмування. 
Будь-яка інша задача математичного програмування, яка не задоволь-
няє останні умови, називається нелінійною. 
Клас задач нелінійного програмування (ЗНП) значно ширше класу за-
дач лінійного програмування. Основні результати в нелінійному програму-
ванні отримані для випадків, коли система обмежень лінійна, а цільова   
функція нелінійна. Навіть у таких задачах розв’язок може бути знайдено 
тільки для вузького класу цільових функцій, а саме для сепарабельних і 
квадратичних функцій (функція сепарабельна, якщо вона є сумою n функ-
цій )(
jj
xf ). 
Якщо в задачах лінійного програмування точки екстремуму є верши-
нами багатогранників розв’язків, то в задачах з нелінійною цільовою функ-
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цією вони можуть лежати всередині області, на ребрі (грані) або у вершині 
багатогранника. Ще більші труднощі виникають при розв’язуванні задач із 
нелінійними обмеженнями. 
Методи нелінійного програмування бувають прямі й непрямі. Прями-
ми методами оптимальні розв’язки шукають у напрямку найшвидшого    
збільшення (зменшення) цільової функції. Типовими для цієї групи методів 
є градієнтні. Непрямі методи полягають у зведенні задачі до такої, знахо-
дження оптимуму якої вдається спростити. До них належать найбільш роз-
роблені методи квадратичного й сепарабельного програмування. 
Оптимізаційні задачі, на змінні яких накладаються обмеження, 
розв’язують методами класичної математики. Оптимізацію з обмеженнями-
рівняннями виконують методами зведеного градієнта, а саме методом Якобі 
й множників Лагранжа. У задачах оптимізації з обмеженнями-нерівностями 
досліджують необхідні й достатні умови існування екстремуму Куна –
Таккера.  
 
8.2. Графічний метод розв’язування задач нелінійного               
програмування 
Розгляд задач нелінійного програмування починають із класичної за-
дачі оптимізації. Задачі такого роду мають місце, якщо в обмеженнях є 
тільки рівняння, відсутні умови невід’ємності та цілочисловості змінних, а 
функції ),...,,(
21 ni
xxxg  та ),...,,(
21 n
xxxf  безперервні й мають часткові похі-
дні не нижче другого порядку. Класичні методи оптимізації при цьому є те-
оретичним апаратом, що дозволяє в ряді випадків обґрунтувати розробку   
відповідного обчислювального методу. 
Одним з найпростіших типів ЗНП є ЗНП із двома змінними. Ці задачі 
мають такий вигляд. 
Знайти 
(min)max),(
21
xxfZ      (8.3) 
при  
),1(},,){,(
21
mibxxg
ii
;    (8.4) 
.0,
21
xx       (8.5) 
Для їх розв’язання можна застосувати графічний метод. Суть його в 
наступному. 
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1. Будуємо ОДР, що визначається обмеженнями (8.4) – (8.5). 
2. Будуємо лінії рівня, які визначаються цільовою функцією (8.3). 
3. Установлюються точки, що підозрілі на екстремум. Такими точка-
ми є точки, що належать і графіку цільової функції, і ОДР, і які в достатньо 
малому своєму околі інших точок ОДР не містять. 
4. Знаходяться значення цільової функції (8.3) у визначених точках і 
серед них вибираються ті, в яких досягається найбільше й найменше зна-
чення. В окремих випадках на основі застосування достатніх умов екстре-
муму визначаються точки екстремуму. 
 
8.3. Метод множників Лагранжа 
У математичному аналізі задачі типу: знайти значення змінних x1, 
x2,…, xn, які задовольняють системі обмежень 
),1(),...,,(φ
),,1(),...,,(φ
21
21
mkibxxx
kibxxx
ini
ini      (8.6) 
і забезпечують екстремум функції  
),...,,(
21 n
xxxfZ ,      (8.7) 
називають задачами на умовний екстремум. 
Якщо серед обмежень немає нерівностей й умов невід’ємності або 
дискретності змінних, m < n, функції f й gi неперервні разом із частинними 
похідними принаймні до другого порядку включно, то наведена задача на 
умовний екстремум зводиться до задачі: 
max(min);),...,,(
21 n
xxxfZ      (8.8) 
),1(),...,,(φ
21
mibxxx
ini
.      (8.9) 
Ці задачі нелінійного програмування називають класичними задачами 
оптимізації. Їх у деяких випадках можна розв’язувати методами                
диференціального числення. 
У найпростішому випадку умовним екстремумом функції ),(
21
xxf  
називається максимум або мінімум цієї функції, досягнутий за умови, що x1 
й x2 задовольняють додаткову умову (рівнянню зв’язку) 
.),φ(
21
bxx  
Умовний екстремум функції ),(
21
xxf  при існуванні додаткового об-
меження bxx ),φ(
21
 знаходять за допомогою функції Лагранжа 
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)],φ(λ[),(λ),,(
212121
xxbxxfxxL , 
де λ – невід’ємний сталий множник (множник Лагранжа), безумовний       
екстремум якого збігається з умовним екстремумом даної функції ),(
21
xxf . 
Пояснюється це тим, що для точок ),(
21
xx , які задовольняють умову 
bxx ),φ(
21
, другий доданок згортається в нуль, і тоді L = f. Для інших то-
чок L ≠ f. Звідси і випливає, що задача про знаходження умовного екстре-
муму функції ),(
21
xxf  може бути замінена знаходженням звичайного екст-
ремуму функції L, оскільки в області допустимих розв’язків функцію 
),(
21
xxf  можна замінити функцією Лагранжа. 
Необхідна умова екстремуму зводиться до існування розв’язку систе-
ми трьох рівнянь із трьома невідомими 
.0),φ(
λ
,0
φ
λ
,0
φ
λ
21
222
111
xxb
L
xx
f
x
L
xx
f
x
L
 
Є й достатні умови, при виконанні яких розв’язок λ),,(
21
xx  системи 
визначає точку (стаціонарну), у якій ),(
21
xxf  досягає екстремуму. Це пи-
тання розв’язується на підставі вивчення знака диференціала другого по-
рядку Ld 2 . Оскільки в стаціонарній точці повний диференціал функції 
),φ(
21
xx  дорівнює нулю, тобто 
),0(,0
φφ 2
2
2
12
2
1
1
dxdxdx
x
dx
x
 
і, крім того, 0
λ2
2L
, то диференціал 2-го порядку функції L дорівнює 
.2 2
22
2
2
21
21
2
2
12
1
2
2 dx
x
L
dxdx
xx
L
dx
x
L
Ld  
Функція ),(
21
xxf  у стаціонарній точці λ),,(
21
xx  має умовний макси-
мум, якщо в ній 02Ld , і умовний мінімум, якщо 02Ld . 
Аналогічно знаходиться умовний екстремум функції трьох і більше 
змінних при існуванні одного або декількох додаткових обмежень (кіль-
кість яких повинна бути менше кількості змінних). 
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Ідея методу множників Лагранжа розв’язування задачі (8.8)–(8.9) у 
загальному випадку полягає в заміні даної задачі на просту: на знаходження 
екстремуму складної функції, але без обмежень. 
Ця функція називається функцією Лагранжа і задається у вигляді 
,)],...,(φ[λ),...,()λ,...,λ,,...,(
1
1111
m
i
niiinmn
xxbxxfxxL  (8.10) 
де ),1(λ mi
i
 – множники Лагранжа. 
Алгоритм методу множників Лагранжа може бути поданий у такому 
вигляді: 
1. Для задачі (8.8) – (8.9) формується функція Лагранжа (8.10). 
2. Формується система рівнянь 
).,1(0),...,(φ
λ
),,1(0
φ
λ
1
1
mixxb
L
nj
xx
f
x
L
nii
i
j
i
m
i
i
jj     (8.11) 
3. У результаті розв’язання системи (8.11) знаходяться всі стаціонар-
ні точки ),...,,(*
21 n
xxxX  й )λ,...,λ,λ(*λ
21 n
. Оскільки вони визначені з 
необхідної умови екстремуму, то в них, можливо, досягається максимум 
або мінімум. 
4. Серед стаціонарних точок ),...,,(*
21 n
xxxX  функції L вибирають-
ся такі, у яких функція f має умовні екстремуми при існуванні обмежень. 
Цей вибір здійснюється, наприклад, за допомогою достатніх умов екстре-
муму. 
 
8.4. Опуклі та угнуті функції 
Функція ),...,()(
1 n
xxFXF , що задана на опуклій множині М             
n-вимірного простору, називається опуклою на цій множині, якщо  
)(α)1()(α)α)1(α(
2121
XFXFXXF   (8.12) 
для будь-яких точок MXX
21
,  і будь-якого числа ]1,0[α . 
Якщо в умові (8.12) змінити знак нерівності ≤  на  ≥, то одержимо ви-
значення угнутої функції. Якщо ж в умові (8.12) нерівність виконується як 
строга, то функція називається строго опуклою (або строго угнутою). На 
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рис. 8.1 зображений графік функції однієї змінної, опуклої на всій числовій 
прямій. 
 
Рисунок 8.1 
 
Алгебраїчні й аналітичні властивості опуклих функцій: 
1. Якщо функція F(X) опукла, то функція –F(X) угнута. 
2. Функція F(X) = С і лінійна функція F(X) = ах + b є всюди опуклими й 
усюди вгнутими. 
3. Якщо функції Fi(X), i = 1, ..., т опуклі, то при будь-яких дійсних чис-
лах 0αi  функція 
m
i
ii
XF
1
)(α  також є опуклою. 
4. Якщо функція F(Х) опукла, то для будь-якого числа a область розв’язків 
нерівності F(Х) < a є або опуклою множиною, або порожньою. 
Відзначимо наслідок властивості 4 і теореми про перетин опуклих мно-
жин. 
5. Якщо функції )(φ X
i
 опуклі при всіх невід’ємних значеннях змінних, то 
область розв’язків системи нерівностей mibX
ii
,...,1,)(φ  є опуклою множи-
ною (якщо вона не порожня). 
6. Опукла (вгнута) функція, що визначена на опуклій множині М, є безпе-
рервною в кожній внутрішній точці цієї множини. 
7. Будь-яка диференційована строго опукла (вгнута) функція має не більше 
однієї стаціонарної точки (тобто точки, у якій дорівнюють нулю всі частинні по-
хідні). При цьому для опуклої (вгнутої) функції стаціонарна точка завжди є точ-
кою локального й глобального мінімуму (максимуму). 
8. Двічі диференційована функція F(Х) = F(хi, ..., хn) є опуклою в тому і тіль-
ки в тому випадку, коли 
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0
)(
1 1
2
ji
n
i
n
j
ji
xx
xx
XF
     (8.13) 
для будь-яких MX  й 
ji
xx , , що не згортаються в нуль одночасно. 
Щоб використати цю умову для визначення опуклості конкретної     
функції, часто буває корисний критерій Сильвестра: умова (8.13) викону-
ється тоді, коли невід’ємні всі головні мінори 
k
 матриці інших частинних 
похід-них, тобто визначники 
.,...,1,
)(
,
...
............
...
...
2
21
22221
11211
nk
xx
XF
a
aaa
aaa
aaa
ji
ij
kkkk
k
k
k
   (8.14) 
Якщо всі 0
k
, то нерівність (8.13) виконується як строга, і тоді   
функція F є строго опуклою. 
 
8.5. Теорема Куна – Таккера 
У сучасній теорії пошуку екстремуму опуклих функцій на опуклих 
множинах класичний метод множників Лагранжа узагальнено. Результатом 
такого узагальнення є теорема Куна – Таккера. Остання займає центральне 
місце в теорії нелінійного програмування. 
Розглянемо задачу нелінійного програмування, яка може бути 
розв’язана на основі застосування згаданої вище теореми. 
Знайти максимальне значення функції ),...,,(
21 n
xxxfZ   
при обмеженнях 
),,1(0),...,,(
21
mixxxg
ni
    (8.15) 
.0,...,,
21 n
xxx  
При виконанні умови регулярності (існує, принаймні, одна точка X, 
для якої 0)(Xg
i
 для всіх i) має місце подана нижче теорема. 
 
Теорема Куна – Таккера 
Вектор 0)0(X  тоді й тільки тоді є оптимальним розв’язком задачі 
(8.15), коли існує такий вектор 0λ )0( , що для всіх 0X  і 0λ  виконуєть-
ся умова 
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λ),()λ,()λ,( )0()0()0()0( XLXLXL .    (8.16) 
У нерівності (8.16) λ),(XL  – функція Лагранжа, яка сформована для 
розглянутої задачі і має вигляд 
.)(λ)(λ),(
1
m
i
ii
XgXfXL     (8.17) 
Точка )λ,( )0()0(X  називається сідловою точкою для функції λ),(XL . 
Оскільки теорема Куна – Таккера встановлює зв’язок між оптимальним 
планом задачі нелінійного програмування й сідловою точкою функції Лаг-
ранжа (8.17), то її ще називають теоремою про сідлову точку. 
Якщо функції )(Xf  й )(Xg
i
 диференційовані, то умова (8.16) еквіва-
лентна таким локальним умовам Куна – Таккера: 
,0
(0))0( λXj
x
L
 );,1(0,0 )0(
λ
)0(
)0()0(
njx
x
L
x
j
Xj
j
           (8.18) 
,0
λ
(0))0( λXj
L
 ).,1(0λ,0λ )0(
λ
)0(
(0))0(
mj
L
j
Xj
j
  (8.19) 
Вираз 
(0))0( λXj
x
L
 означає, що значення часткової похідної функції Ла-
гранжа λ),(XL  знаходиться в точці )λ,( )0()0(X , де ),...,( )0()0(
1
)0(
n
xxX , 
)λ,...,λ(λ )0()0(
1
)0(
n
. 
Умови (8.18), (8.19) можуть бути записані у векторній формі в такому 
вигляді: 
,0
(0))0( λXj
x
L
,0
λ
(0))0( λ
)0(
Xj
L
X ;0)0(X   (8.20) 
,0
λ
(0))0( λXj
L
,0
λ
λ
(0))0( λ
)0(
Xj
L
.0λ )0(   (8.21) 
Примітка: при розв’язуванні задач квадратичного програмування, як 
правило, застосовуються умови (8.20), (8.21). 
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Контрольні запитання 
1. Опишіть постановку загальної задачі математичного програмуван-
ня. 
2. У чому особливості задач нелінійного програмування і методів їх 
розв’язання? 
3. Наведіть алгоритм графічного методу розв’язання задач нелінійно-
го програмування. 
4. Що називається класичною задачею оптимізації? 
5. Які необхідні та достатні умови екстремуму функції Лагранжа? 
6. Наведіть алгоритм методу множників Лагранжа. 
7. Які функції називаються опуклими, угнутими, строго опуклими та 
строго вгнутими? Назвіть алгебраїчні та аналітичні властивості опуклих 
функцій. 
8. Сформулюйте теорему Куна – Таккера. 
9. Як ще називають теорему Куна – Таккера?  
10. Коли зручно застосовувати локальні умови Куна – Таккера у век-
торній формі? 
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ТЕМА 9. ЗАДАЧІ КВАДРАТИЧНОГО ПРОГРАМУВАННЯ 
 
9.1. Постановка задачі квадратичного програмування 
Окремою частиною задач опуклого програмування є задачі квадра-
тичного програмування. До них належать задачі, які мають лінійні обме-
ження, а функціонал являє собою суму лінійної і квадратичної функцій: 
max;2...22
......
1,131132112
22
222
2
1112211
nnnn
nnnnn
xxcxxcxxc
xcxcxcxcxcxcF
   (9.1) 
);,1(
1
mibxa
i
n
j
jij
     (9.2) 
).,1(0 njx
j
      (9.3) 
 
9.2. Квадратична форма та її властивості 
Квадратична функція n змінних називається квадратичною формою і 
може бути подана у вигляді: 
CXXxcXZ T
n
i
n
j
ijij
1 1
)( ,     (9.4) 
де   
n
x
x
x
X

2
1
, )(
21 n
T xxxX  , 
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n
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


21
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11211
........
, 
причому матриця С завжди симетрична, тобто 
jiij
cc  для всіх nji ,1, . 
Квадратична форма Z(X) називається X від’ємно визначеною, якщо 
для всіх Х, крім Х = 0, значення Z(X) < 0 (якщо Z(X) ≤ 0, то маємо від’ємно 
напіввизначену квадратичну форму), у противному разі Z(X) є додатно ви-
значеною (якщо Z(X) ≥ 0, то маємо додатно напіввизначену квадратичну 
форму). 
Квадратична форма Z(X) називається невизначеною, якщо вона додат-
на для одних значень Х і від’ємна для інших. 
Вигляд квадратичної форми можна визначити, використовуючи  
T
21
)λλλ(
n
  – вектор характеристичних коренів (власних значень) мат-
риці С. 
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Вектор характеристичних коренів матриці С є вектором, кожна ком-
понента якого задовольняє систему рівнянь вигляду 
),1(0)λ( niXEC
i
. Система має ненульовий розв’язок, якщо 
0λEC . Таке рівняння називається характеристичним рівнянням матри-
ці С і має ),1(λ ni
i
 коренів, які утворюють вектор : 
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λ
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2
1

.    (9.5) 
Теорема. Для того щоб довільна квадратична форма була додатно 
(від’ємно) визначеною, необхідно і достатньо, щоб усі компоненти вектора 
характеристичних коренів T
21
)λλλ(
n
  були додатними (від’ємними) 
значеннями. Якщо хоча б один із характеристичних коренів дорівнює нулю, 
то квадратична форма є напівдодатною (напіввід’ємною). Якщо корені ма-
ють різні знаки, то квадратична форма є невизначеною. 
 
9.3. Метод розв’язування задач квадратичного програмування 
Зазначимо, що відомим з теорії аналізу функцій є таке твердження: 
від’ємно визначена квадратична форма є угнутою, а додатно визначена – 
опуклою. 
Розглянемо випадок від’ємно визначеної квадратичної форми, що 
входить у цільову функцію задачі квадратичного програмування: 
n
j
n
i
jiij
n
j
jj
xxcxcF
1 11
max ;     (9.6) 
),1(
1
mibxa
i
n
j
jij
;      (9.7) 
),1(0 njx
j
.      (9.8) 
Оскільки цільова функція задачі є опуклою, а обмеження − лінійними, 
тобто визначають опуклу множину допустимих розв’язків, то ця задача на-
лежить до задач опуклого програмування, для яких справджується твер-
дження, що будь-який локальний максимум є і глобальним. Отже, викорис-
товуючи умови теореми Куна – Таккера (8.20), (8.21) для задачі (9.6) − (9.8), 
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отримаємо необхідні та достатні умови оптимальності плану у вигляді такої 
теореми. 
Теорема. Вектор Х* є оптимальним розв’язком задачі квадратичного 
програмування тоді, і тільки тоді, коли існують такі m-вимірні вектори 
0,0 W  і n-вимірний вектор 0V , що виконуються умови: 
(І) 0
),(
j
j
v
x
XL
, ),1( nj ;    (9.9) 
(ІІ) 0
jj
xv , ),1( nj ;    (9.10) 
(ІІІ) 0
λ
),(
i
i
w
XL
, ),1( mi ;  (9.11) 
(ІV) 0λ
ii
w , ),1( mi .    (9.12) 
Наведену теорему можна використати для побудови ефективного ме-
тоду розв’язування задач квадратичного програмування на основі алгорит-
му симплекс-методу. 
Умови (9.9)−(9.12) утворюють стосовно змінних WVX ,,,  систему 
(n + m) рівнянь з 2·(n + m) невідомими.  
Умови (9.9) та (9.10) означають, що змінні 
jj
vx ,  не можуть одночасно 
мати додатні значення, тобто входити в базис разом. Якщо деякі k компо-
нент вектора X  додатні, то відповідні їм компоненти вектора V дорівню-
ють нулю і лише (n – k) компонент відмінні від нуля (додатні). Отже, разом 
jj
vx ,  будуть мати не більш ніж n додатних компонент. З аналогічних мір-
кувань щодо рівності (9.12) випливає, що разом з 
ii
w,λ  буде n + m відмін-
них від нуля компонент, тобто це може бути базисний розв’язок системи, 
що утворена умовами (9.9) та (9.11). Для знаходження такого розв’язку   
можна застосувати симплекс-метод. 
Якщо зазначена система рівнянь має допустимий план (він буде єди-
ним), то оптимальний план відповідної задачі квадратичного програмуван-
ня також існує. 
Розв’язуємо систему рівнянь (9.9) і (9.11) симплекс-методом. Як відо-
мо, спочатку необхідно звести систему обмежень до канонічного вигляду 
введенням потрібної кількості додаткових та штучних змінних. Для зведен-
ня системи до канонічної форми та визначення початкового опорного плану 
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вводимо штучні змінні )α,...,α,α(α
21 n
 у рівняння вигляду (9.9), які будуть 
базисними для першого опорного плану, а змінні )β,...,β,β(β
21 m
 – у групу 
рівнянь (9.11), які також дають базисні змінні для початкового плану. Потім 
для знаходження базисного розв’язку системи (9.9), (9.12) розв’язуємо сим-
плекс-методом таку задачу лінійного програмування: 
max;βα
1 1
n
j
m
i
ij
MF    (9.13) 
за умов: 
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0β,0α,0,0,0,0 WVX .  (9.15) 
Якщо у процесі розв’язування задачі (9.13)−(9.15) усі штучні змінні 
будуть виведені з базису )0β,0α(  і разом з цим для знайдених значень 
змінних WVX ,,,  виконуються умови (9.10), (9.12), то знайдений 
розв’язок є оптимальним планом задачі квадратичного програмування   
(9.6)−(9.8). 
 
9.4. Градієнтний метод 
Градієнтні методи належать до наближених методів розв’язування за-
дач нелінійного програмування і дають лише певне наближення до екстре-
муму, причому за збільшення обсягу обчислень можна досягти результату з 
наперед заданою точністю, але в цьому разі є можливість знаходити лише 
локальні екстремуми цільової функції. Зауважимо, що такі методи можуть 
бути застосовані лише до тих типів задач нелінійного програмування, де ці-
льова функція і обмеження є диференційованими хоча б один раз. Зрозумі-
ло, що градієнтні методи дають змогу знаходити точки глобального екстре-
муму тільки для задач опуклого програмування, де локальний і глобальний 
екстремуми збігаються. 
В основі градієнтних методів лежить основна властивість градієнта 
диференційованої функції – визначати напрям найшвидшого зростання цієї 
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функції. Ідея методу полягає у переході від однієї точки до іншої в напрям-
ку градієнта з деяким наперед заданим кроком. 
Розглянемо метод Франка − Вульфа, процедура якого передбачає 
визначення оптимального плану задачі шляхом перебору розв’язків, які є 
допустимими планами задачі. 
Нехай необхідно відшукати 
max),...,,(
21 n
xxxfF    (9.20) 
за лінійних обмежень: 
),1(
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mibxa
n
j
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;    (9.21) 
).,1(0 njx
j
     (9.22) 
Припустимо, що Х0 – початкова точка, що належить множині допус-
тимих планів даної задачі. В деякому околі цієї точки нелінійну цільову     
функцію замінюють лінійною і потім розв’язують задачу лінійного програ-
мування. Нехай розв’язок лінійної задачі дав значення цільової функції F0, 
тоді з точки Х0 в напрямку F0 необхідно рухатись доти, поки не припинить-
ся зростання цільової функції. Тобто у зазначеному напрямку вибирають 
наступну точку Х1, цільова функція знову замінюється на лінійну, і знову 
розв’язується задача лінійного програмування. 
Розглянемо детальніше перехід від k-ї ітерації методу до (k + 1)-ї іте-
рації. 
Припустимо, що є відома точка Xk, яка належить області допустимих 
розв’язків. У даній точці обчислюємо градієнт цільової функції 
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Значення градієнта функції задає в даній точці напрям найшвидшого 
її зростання. 
Замінюємо цільову функцію задачі лінійною функцією вигляду: 
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2
2
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.  (9.24) 
Потім розв’язуємо задачу лінійного програмування з обмеженнями 
початкової задачі і новою цільовою функцією: 
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за умов: 
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Нехай розв’язком такої задачі є точка 
k
X
~
. 
З початкової точки 
k
X  у напрямку 
k
X
~
 рухаємося з деяким довільним 
кроком 1λ0 , визначаючи координати нової точки 
1k
X  у такий спосіб: 
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~
(λ
1 kkkk
XXXX     (9.28) 
Зауважимо, що значення параметра 1λ0  доцільно вибирати та-
ким, що дає найбільше значення цільової функції вихідної задачі 
),...,,(
21 n
xxxfF . 
Для точки Хk + 1 повторюємо розглянутий процес, для чого знову роз-
раховуємо значення градієнта і т. д. У такий спосіб знаходимо послідов-
ність точок ,...,
10
XX , які поступово наближаються до оптимального плану 
вихідної задачі. Ітераційний процес повторюється до того моменту, поки 
значення градієнта цільової функції не стане рівним нулю або виконувати-
меться умова ε)()(
1 kk
XfXf , де ε  – досить мале число, яке означає 
потрібну точність обчислень. 
 
Контрольні запитання 
1. Наведіть формулювання та математичну модель задачі квадратичного 
програмування. 
2. Що таке квадратична форма та які вона має властивості? 
3. У чому суть алгоритму симплекс-методу розв’язування задач квад-
ратичного програмування? 
4. Сформулюйте теорему про оптимальний розв’язок задачі квадра-
тичного програмування. 
5. У чому суть градієнтних методів розв’язування задач нелінійного 
програмування? 
6. Наведіть алгоритм методу Франка – Вульфа. 
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ТЕМА 10. ЗАДАЧІ ДИНАМІЧНОГО ПРОГРАМУВАННЯ 
 
10.1. Постановка задачі динамічного програмування 
Динамічне програмування (ДП) – метод оптимізації, пристосований до 
операцій, у яких процес прийняття рішення може бути розбитий на етапи (кро-
ки). Такі операції називаються багатокроковими. Початок розвитку ДП нале-
жить до 50-х років XX ст. Воно пов’язане з ім’ям американського математика 
Р. Беллмана. 
Наведемо загальну постановку задачі ДП. Розглядається керований про-
цес. У результаті керування система (об’єкт керування) S переводиться з почат-
кового стану s0 у стан s
~ . Припустимо, що керування можна розбити на n кроків, 
тобто рішення приймається послідовно на кожному кроці, а керування, що пере-
водить систему S з початкового стану в кінцевий, являє собою сукупність n по-
крокових керувань. 
Позначимо через Xk керування на k-му кроці (k  = 1, 2, ..., n). Змінні Хk за-
довольняють деяким обмеженням й у цьому сенсі називаються припустимими 
(Хk може бути числом, точкою в n-вимірному просторі, якісною ознакою). 
Нехай X (Х1, Х2, ..., Хn) − керування, що переводить систему S зі стану s0 у 
стан s~ . Позначимо через sk стан системи після k-го кроку керування. Одержи-
мо послідовність станів sssssss
nnkk
~,,...,,,...,,
1110
, що зобразимо кружками 
(рис. 10.1). 
 
Рисунок 10.1 
 
Показник ефективності розглянутої керованої операції – цільова функція – 
залежить від початкового стану й керування: 
),(
0
XsFZ .     (10.1) 
Зробимо кілька припущень: 
1. Стан sk системи наприкінці k-го кроку залежить тільки від поперед-
нього стану sk−1 і керування на k-му кроці Хk (і не залежить від попередніх ста-
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нів і керувань). Ця вимога називається «відсутністю післядії». Сформульоване 
положення записується у вигляді рівнянь 
,,1;),(φ
1
nkXss
kkkk
   (10.2) 
які називаються рівняннями станів. 
2. Цільова функція (10.1) є адитивною від показника ефективності кож-
ного кроку. Позначимо показник ефективності k-го кроку через 
,,1),,(
1
nkXsfZ
kkkk
   (10.3) 
тоді 
.),(
1
1
n
k
kkk
XsfZ     (10.4) 
Задача покрокової оптимізації (задача ДП) формулюється так: визначи-
ти таке припустиме керування X, що переводить систему S зі стану s0 у стан s
~ , 
при якому цільова функція (10.4) набуває найбільшого (найменшого) значення. 
Виділимо особливості моделі ДП: 
1. Задача оптимізації інтерпретується як n-кроковий процес керу-
вання. 
2. Цільова функція дорівнює сумі цільових функцій кожного кро-
ку. 
3. Вибір керування на k-му кроці залежить тільки від стану систе-
ми до цього кроку, не впливає на попередні кроки (немає зворотного 
зв’язку). 
4. Стан sk після k-го кроку керування залежить тільки від поперед-
нього стану sk−1 і керування Хk (відсутність післядії). 
5. На кожному кроці керування Хk залежить від кінцевого числа 
керуючих змінних, а стан sk – від кінцевого числа параметрів. 
 
10.2. Принцип оптимальності й рівняння Беллмана 
Принцип оптимальності вперше був сформульований Р. Беллманом у 
1953 р. Яким би не був стан s системи в результаті будь-якого числа кроків, 
на найближчому кроці потрібно вибирати керування так, щоб воно в сукуп-
ності з оптимальним керуванням на всіх наступних кроках приводило до 
оптимального виграшу на всіх кроках, що залишилися, включаючи даний. 
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Беллманом чітко були сформульовані й умови, за яких принцип правиль-
ний. Основна вимога – процес керування повинен бути без зворотного 
зв’язку, тобто керування на даному кроці не повинно впливати на попередні 
кроки. 
Рівняння Беллмана. Замість вихідної задачі ДП із фіксованим чи-
слом кроків п і початковим станом s0 розглянемо послідовність задач: 
однокрокову, двокрокову й т.д., – використовуючи принцип оптималь-
ності. 
Уведемо ряд нових позначень.  
Розглянемо n-й крок: sn−1 – стан системи до початку n-го кроку, 
ss
n
ˆ  – кінцевий стан, Хп – керування на n-му кроці, а ),( 1 nnn Xsf  – ці-
льова функція (виграш) n-го кроку. Відповідно до принципу оптималь-
ності Хп потрібно вибирати так, щоб для будь-яких станів sn−1 одержати 
максимум цільової функції на цьому кроці. 
Позначимо через )(
1
*
nn
sZ  максимум цільової функції – показника 
ефективності n-го кроку за умови, що до початку останнього кроку сис-
тема S була в довільному стані sn-1, а на останньому кроці керування 
було оптимальним. )(
1
*
nn
sZ  називається умовним максимумом цільової 
функції на п-му кроці. Очевидно, що 
).,(
}{
max
)(
11
*
nnn
n
nn
Xsf
X
sZ            (10.5) 
Максимізація ведеться за всіма припустимими керуваннями Xn. 
Рішення Хn, при якому досягається )( 1
*
nn
sZ , також залежить від 
sn−1 і називається умовним оптимальним керуванням на n-му кроці. Во-
но позначається через )(
1
*
nn
sX . Розв’язавши одновимірну задачу лока-
льної оптимізації за рівнянням (10.5), знайдемо для всіх можливих ста-
нів sn−1 дві функції: )( 1
*
nn
sZ  і )(
1
*
nn
sX . 
Розглянемо тепер двокрокову задачу: приєднаємо до n-го кроку (n – 1)-й 
(рис. 10.2). 
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Рисунок 10.2 
 
Умовний максимум цільової функції на (n – 1)-му кроці має вигляд 
)}.(),({
}{
max
)(
1
*
121
1
2
*
1 nnnnn
n
nn
sZXsf
X
sZ   (10.6) 
Умовний максимум цільової функції на k-му кроці визначається як 
.1,2,...,21)}.(),({
}{
max
)( *
111
* nksZXsf
X
sZ
kkkkk
k
kk
 (10.7) 
Рівняння (10.7) називають рівняннями Беллмана. Процес 
розв’язування рівнянь (10.5) і (10.7) називається умовною оптимізацією. 
 
Контрольні запитання 
1. Наведіть формулювання та математичну модель задачі динамічного 
програмування.  
2. У чому особливості моделі динамічного програмування? 
3. Сформулюйте принцип оптимальності Беллмана та його умови. 
4. У чому суть рівняння Беллмана? 
5. Що називається умовною оптимізацією? 
6. Наведіть приклади задач динамічного програмування. 
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ТЕМА 11. ЗАДАЧІ ТЕОРІЇ ІГОР 
 
11.1. Предмет і задачі теорії ігор. Основні поняття 
Однією з основних проблем дослідження операцій є проблема прий-
няття рішень в умовах невизначеності. Останні належать до умов виконання 
операцій, дій сторін, що беруть участь в операції, цілей операції. 
Отже, основна задача теорії ігор – обґрунтування розв’язку в умовах 
невизначеності. 
При розв’язанні ряду практичних задач дослідження операцій дово-
диться аналізувати ситуації, у яких зіштовхуються інтереси двох і більше 
сторін. Такі ситуації називаються конфліктними. Необхідність аналізу та-
ких ситуацій привела до створення математичної теорії конфліктних опера-
цій, яка називається теорією ігор. 
Математична модель конфліктної ситуації називається грою, сторони, 
що беруть участь у конфлікті, – гравцями, а результат конфлікту – виграшем. 
Для кожної формалізованої гри вводяться правила, тобто система умов, що ви-
значає: 1) варіанти дій гравців; 2) обсяг інформації кожного гравця про пово-
дження партнерів; 3) виграш, до якого приводить кожна сукупність дій. Як пра-
вило, виграш (або програш) може бути заданий кількісно, наприклад, можна 
оцінити програш нулем, виграш – одиницею, а нічию – 1/2. 
Гра називається парною, якщо в ній беруть участь два гравці, і множин-
ною, якщо число гравців більше двох. Ми будемо розглядати тільки парні ігри. У 
них беруть участь два гравці А і В, інтереси яких протилежні, а під грою будемо 
розуміти ряд дій з боку А і В. 
Гра називається грою з нульовою сумою, або антагоністичною, якщо ви-
граш одного із гравців дорівнює програшу іншого, тобто для повного завдання 
гри досить указати величину одного з них. Якщо позначити а – виграш одного із 
гравців, b – виграш іншого, то для гри з нульовою сумою b = –а, тому досить 
розглядати, наприклад а. 
Вибір і здійснення однієї з передбачених правилами дій називається ходом 
гравця. Ходи можуть бути особистими й випадковими. Особистий хід – це сві-
домий вибір гравцем однієї з можливих дій (наприклад, хід у шаховій грі).    
Випадковий хід – це випадково обрана дія (наприклад, вибір карти з перетасо-
ваної колоди). Надалі ми будемо розглядати тільки особисті ходи гравців. 
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Стратегією гравця називається сукупність правил, що визначають вибір 
його дії при кожному особистому ході залежно від сформованої ситуації. Гра на-
зивається кінцевою, якщо в кожного гравця є кінцеве число стратегій, і нескін-
ченною – у протилежному випадку. 
Змішана стратегія – це стратегія, в якій окремі «чисті» стратегії чергують-
ся випадковим чином з деякими ймовірностями.  
Для того щоб розв’язати гру, або знайти розв’язок гри, треба для кожного 
гравця вибрати стратегію, що задовольняє умову оптимальності, тобто один із 
гравців повинен одержувати максимальний виграш, коли другий дотримується 
своєї стратегії. У той же час другий гравець повинен мати мінімальний програш, 
якщо перший дотримується своєї стратегії. Такі стратегії називаються опти-
мальними. Оптимальні стратегії повинні також задовольняти умову стійкості, 
тобто кожному із гравців повинно бути невигідним відмовитися від своєї страте-
гії в цій грі. 
Якщо гра повторюється досить багато разів, то гравців може цікавити не 
виграш і програш у кожній конкретній партії, а середній виграш (програш) – у всіх 
партіях. 
Отже, метою теорії ігор є визначення оптимальної стратегії кожного грав-
ця, а її предметом –  гра. 
 
11.2. Платіжна матриця. Нижня й верхня ціна гри 
Розглянемо парну скінченну гру. Нехай гравець А має т особистих стра-
тегій, які позначимо А1, А2, ..., Ат. Нехай у гравця В є п особистих стратегій, по-
значимо їх В1, В2, ..., Вn. Говорять, що гра має розмірність т х п. У результаті 
вибору гравцями будь-якої пари стратегій 
А i  і  В j  ( i  =  1, 2, ..., т, j = 1,2, ..., п) 
однозначно визначається результат гри, тобто виграш аij гравця А (позитив-
ний або негативний) і програш (–aij) гравця В. Припустимо, що значення аij відо-
мі для будь-якої пари стратегій (А i , Вj). Матриця Р = (аij), i = 1, 2, ..., т, j = 1, 2, 
...., п, елементами якої є виграші, що відповідають стратегіям Аi й Bj, називаєть-
ся платіжною матрицею, або матрицею гри. Загальний вигляд такої матриці по-
даний у табл. 11.1. 
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Таблиця 11.1 
Aj 
Bi 
B1 B2 … Bn 
A1 a11 a12 … a1n 
A2 a21 a22 … a2n 
… … … … … 
Am am1 am2 … amn 
 
Рядки цієї таблиці відповідають стратегіям гравця А, а стовпці − 
стратегіям гравця В. 
Розглянемо гру т х п з матрицею Р = (аij), i = 1, 2, ..., т, j = 1, 2, .... п, і 
визначимо найкращу серед стратегій А1, А2 ..., Ат. Вибираючи стратегію Аi, 
гравець А повинен розраховувати, що гравець B відповість на неї тією зі 
стратегій Вj, для якої виграш для гравця А мінімальний (гравець B прагне 
«нашкодити» гравцеві А). 
Позначимо через αi найменший виграш гравця А при виборі ним 
стратегії Аi для всіх можливих стратегій гравця В (найменше число в    
i-му рядку платіжної матриці), тобто 
iij
nj
a αmin
,...,1
.            (11.1) 
Серед усіх чисел αi (i = 1, 2, ..., т) виберемо найбільше i
mi
αmaxα
,...,1
. 
Назвемо α нижньою ціною гри, або максимальним виграшем (максимі-
ном). Це гарантований виграш гравця А при будь-якій стратегії гравця 
В. Отже, 
ij
ji
aminmaxα .            (11.2) 
Стратегія, що відповідає максиміну, називається максимінною 
стратегією. Гравець В зацікавлений у тому, щоб зменшити виграш гравця А, 
вибираючи стратегію Вj, він ураховує максимально можливий при цьому виграш 
для А. Позначимо 
ij
i
j amaxβ .     (11.3) 
Серед усіх чисел βj виберемо найменше j
nj
βminβ
,...,1
 й назвемо β верх-
ньою ціною гри, або мінімаксним виграшем (мінімаксом). Це гарантований 
програш гравця В. Отже, 
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ij
ij
amaxminβ .     (11.4) 
Стратегія, що відповідає мінімаксу, називається мінімаксною страте-
гією. 
Фактично виграш гравця А при розумних діях гравців обмежений  
нижньою й верхньою цінами гри. Якщо вирази рівні, тобто 
βα  або ,maxminminmax vaa
ij
ij
ij
ji
  (11.5) 
то гра називається грою із сідловою точкою, а число v – ціною гри. 
Елемент va
ji 00
 у матриці гри є одночасно мінімальним у рядку i0 і 
максимальним у стовпці j0 та називається сідловою точкою. 
 
11.3. Методи розв’язування скінченної гри без сідлової точки 
Серед скінченних ігор, що мають практичне значення, ігри із сідло-
вою точкою зустрічаються рідко. Більш типовим є випадок, коли βα . Такі 
ігри називаються іграми без сідлової точки. 
Розглянемо скінченну гру mxn, платіжна матриця якої подана в    
табл. 8.1. У таких іграх, скоріш за все, βα . Якщо кожному гравцеві дати 
можливість вибору однієї чистої стратегії, то цей вибір повинен визначати-
ся принципом мінімакса. При цьому гравець А гарантує собі виграш рівний 
α, а гравець В – програш β. Для кожного гравця природним є питання збі-
льшення виграшу (зменшення програшу). Пошуки такого рішення поляга-
ють у тому, що гравці застосовують не одну, а кілька стратегій. Вибір стра-
тегій здійснюється випадковим чином. Тобто гравці вибирають змішані 
стратегії. 
У гри, матриця якої має розмірність m x n, стратегії гравця А задають-
ся наборами ймовірностей ),...,,(
21 m
xxxX , з якими гравець застосовує свої 
початкові чисті стратегії. Ці набори можна розглядати як m-вимірні векто-
ри, для компонентів яких виконуються умови 
m
i
ii
mixx
1
),1(0,1 .    (11.6) 
Аналогічно стратегії гравця В задаються наборами ймовірностей 
),...,,(
21 n
yyyY , з якими гравець застосовує свої початкові чисті стратегії. 
Ці набори можна розглядати як n-вимірні вектори, для компонентів яких 
виконуються умови: 
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.),1(0;1
1
n
j
jj
njyy     (11.7) 
Стратегії гравців А і В, для яких імовірності xi й yi відрізняються від 
нуля, називаються активними. 
Виграш гравця А при використанні змішаних стратегій визначається 
як математичне очікування виграшу, тобто дорівнює 
m
i
n
j
jiij
yxa
1 1
 або (у век-
торно-матричному записі) YXA . 
Має місце так названа основна теорема теорії ігор, що полягає в на-
ступному: кожна кінцева гра має, принаймні, один розв’язок в області змі-
шаних стратегій. 
Застосування оптимальної стратегії в розглянутій задачі дозволяє 
одержати виграш, що дорівнює ціні гри: 
βα v . 
Для оптимальних стратегій гравців має місце співвідношення 
.maxminminmax YXAYXA
XYYX
 
 
Спрощення ігор 
Загалом кажучи, задача розв’язання гри, якщо її матриця не містить 
сідлової точки, тим складніша, чим більше значення m й n. Тому в теорії 
матричних ігор розглядаються способи, за допомогою яких розв’язки одних 
ігор зводяться до розв’язків інших, більш простих (наприклад, за допомо-
гою скорочення розмірності матриці). Скоротити розмірність матриці мож-
на, виключивши дублюючі й заздалегідь невигідні стратегії.  
Дублюючими називаються стратегії, яким відповідають однакові зна-
чення елементів у платіжній матриці, тобто якщо в платіжній матриці міс-
тяться однакові рядки або стовпці.  
Якщо всі елементи i-го рядка матриці менше відповідних елементів k-
го рядка, то i-а стратегія для гравця А називається заздалегідь невигідною. 
Або якщо елементи r-го стовпця матриці більше відповідних елементів j-го 
стовпця, то для гравця В стратегія Br заздалегідь невигідна. 
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11.4. Зведення матричної гри без сідлової точки до задачі             
лінійного програмування 
Розглянемо скінченну гру без сідлової точки, платіжна матриця якої 
подана в табл. 11.1. Оскільки платіжна матриця не містить сідлової точки, 
то розв’язок гри подається у змішаних стратегіях: 
).,...,,();,...,,(
2121 nm
yyyYxxxX  
Застосування гравцем А оптимальної стратегії *)*,...,*,(*
21 m
xxxX  
має забезпечити йому при будь-яких діях гравця B виграш не менше ціни 
гри v. Тому при оптимальній стратегії гравця А повинна виконуватися умо-
ва 
.),1(*
1
m
i
iji
njvax  
Аналогічно для гравця В оптимальна стратегія *)*,...,*,(*
21 n
yyyY  
має забезпечити йому при будь-яких діях гравця А програш, що не переви-
щує величину v. Тому при оптимальній стратегії гравця В повинна викону-
ватися умова 
.),1(*
1
n
j
ijj
mivay  
Сформульована задача може бути розглянута як задача знаходження 
оптимальної стратегії гравця А, для якої виконуються наступні обмеження: 
....
.......................................
,...
,...
2211
2222112
1221111
vxaxaxa
vxaxaxa
vxaxaxa
mmnnn
mm
mm
   (11.8) 
Величина v (ціна гри) невідома, однак можна вважати, що v > 0.  
Перетворимо систему обмежень (11.8), розділивши всі члени нерівно-
стей на v. У результаті одержимо 
,1...
.......................................
,1...
,1...
2211
2222112
1221111
mmnnn
mm
mm
tatata
tatata
tatata
   (11.9) 
де       ).,1( mi
v
x
t i
i
           (11.10) 
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З умов 
m
i
ii
mixx
1
),1(0,1  і виразів (11.10) випливає, що 
.
1
...
21
v
ttt
m
           (11.11) 
Розв’язок гри повинен максимізувати значення v, а тобто, із ураху-
ванням (11.11) функція 
m
i
i
tZ
1
 має набути мінімального значення. Таким 
чином, розглянута задача теорії ігор зводиться до наступної задачі лінійно-
го програмування: 
min
1
m
i
i
tZ            (11.12) 
при обмеженнях 
.1...
.......................................
,1...
,1...
2211
2222112
1221111
mmnnn
mm
mm
tatata
tatata
tatata
          (11.13) 
),1(0 mit
i
.           (11.14) 
Невід’ємність змінних ),1(0 mit
i
 випливає з (11.10). Розв’язання 
ЗЛП (11.12) – (11.14) дозволяє знайти оптимальні значення 
i
t  й величину 
v
1
. 
Це у свою чергу надає можливість знайти значення ),1( mivtx
ii
, які ви-
значають оптимальну стратегію *)*,...,*,(*
21 m
xxxX  гравця А.  
За аналогією для знаходження стратегії гравця B треба врахувати 
умову .),1(*
1
n
j
ijj
mivay  Її врахування дозволяє звести задачу про пошук 
стратегії гравця В до наступної ЗЛП: 
max
1
n
j
j
uW            (11.15) 
при обмеженнях 
.1...
.......................................
,1...
,1...
2211
2222121
1212111
nmnmm
nn
nn
uauaua
uauaua
uauaua
          (11.16) 
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),1(0 nju
j
.            (11.17) 
У ЗЛП (11.15) – (11.17)  
).,1( nj
v
y
u
j
j
 
Таким чином, розв’язок сформульованої гри зводиться до розв’язання 
пари двоїстих симетричних ЗЛП. Використовуючи властивість симетрично-
сті, можна розв’язати одну з них, а саме ту, для якої потрібно менше обчис-
лень, а розв’язок іншої задачі знайти на основі співвідношень двоїстості. 
 
Контрольні запитання 
1. Що називається теорією ігор, у чому полягає її основна задача? 
2. Розкрийте сутність основних понять теорії ігор. 
3. Наведіть класифікацію ігор і стратегій гравців. 
4. Що таке платіжна матриця, нижня та верхня ціна гри? 
5. Які є методи розв’язування скінченної гри без сідлової точки? 
6. Сформулюйте основну теорему теорії ігор. 
7. Які є способи спрощення ігор? 
8. Як можна звести матричну гру без сідлової точки до задачі ліній-
ного програмування? 
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ТЕМА 12. ВИБІР КРИТЕРІЮ В УМОВАХ НЕВИЗНАЧЕНОСТІ 
 
12.1. Особливості прийняття рішення в умовах невизначеності 
Особливе місце в теорії ігор займають ігри проти природи, які ще на-
зиваються прийняттям рішень в умовах невизначеності. Природа хоча й 
робить випадкові ходи, але не є зловмисним гравцем, тому що вона не має 
розуму та не прагне зробити якнайгірше своєму супротивникові. Тому й  
ухвалення рішення в такій ситуації має свої особливості. 
Розглянемо гру із природою: у нас (сторона А) є т можливих страте-
гій А1, A2, ..., Аm, що стосується обставин, то про них можна зробити n при-
пущень: S1, S2, ..., Sn. Розглянемо їх як «стратегії природи». Наш виграш aij 
при кожній парі стратегій Аi, Sj заданий матрицею (табл. 12.1). 
 
Таблиця 12.1 
Ai 
Sj 
S1 S2 ... Sn 
А1 a11 a12 ... a1n 
A2 a21 a22 ... a2n 
... ... ... ... ... 
Аm am1 am2 ... amn 
 
Потрібно вибрати таку стратегію гравця А (чисту або, можливо, зміша-
ну, якщо це здійсненно), що є більш вигідною в порівнянні з іншими. 
Ухвалення рішення в умовах невизначеності полягає в тому, що імо-
вірнісний розподіл, який відповідає стану природи, або невідомий, або дані 
недостатньо достовірні.  
Недолік методу прийняття рішень в умовах невизначеності обумов-
лює прийняття декількох критеріїв. 
 
12.2. Критерій Лапласа 
Розглядається принцип недостатності інформації, суть якого полягає в 
тому, що жодному з розподілів не дається переваги. Крім того, всі стани 
природи є рівноймовірними: 
P(S1) = P(S2) = … = P(Sn) = 1/n. 
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Тоді, якщо aij – прибуток, то
n
j
ij
i
a
n 1
1
maxα ,    (12.1) 
а якщо aij – витрати, то 
n
j
ij
i
a
n 1
1
minα .    (12.2) 
 
12.3. Критерій Вальда (мінімаксний або максимінний критерій) 
Цей критерій ґрунтується на консервативному обережному поводженні 
особи, що приймає рішення, й зводиться до вибору найкращої альтернативи з 
гірших. 
Тоді, якщо aij – прибуток, то ij
ji
aminmaxα ,   (12.3) 
а якщо aij – витрати, то .maxminα ij
ji
a    (12.4) 
 
12.4. Критерій Севіджа 
Критерій полягає в тому, що він прагне пом’якшити консерватизм 
критерію Вальда. 
ij
ji
rC maxmin ,     (12.5) 
де rij – це ризик гравця А при користуванні стратегією Аi в умовах Sj: 
якщо aij – прибуток, то ijij
i
ij
aar max ,   (12.6) 
якщо aij – витрати, то 
i
ijijij
aar min .  (12.7) 
 
12.5. Критерій Гурвіца 
Цей критерій рекомендує при ухваленні рішення не керуватися ні 
крайнім песимізмом («завжди розраховуй на гірше!»), ні крайнім, легковаж-
ним оптимізмом. Згідно з цим критерієм вибирається стратегія з умови: 
а) прибуток 
ijij
j
aaH minχ)1(maxχmax ;   (12.8) 
б) витрати 
ijij
i
aaH maxχ)1(minχmin ,   (12.9) 
де χ − «коефіцієнт оптимізму», що обирається між нулем та одиницею.  
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При χ = 1 критерій Гурвіца перетворюється в критерій Вальда, при     
χ = 0 − у критерій «крайнього оптимізму», що рекомендує вибрати ту страте-
гію, при якій найбільший виграш у рядку максимальний. Найбільш оптима-
льний χ = 0,5. 
 
12.6. Загальні рекомендації щодо вибору критерію для прийняття         
рішення 
Обрання критерію прийняття рішень є найбільш складним і відповіда-
льним етапом у математичному моделюванні в економіці та менеджменті.  
У роботі В.Я. Кутковецького [23] наведено загальні рекомендації або 
поради, за якими обрання критерію повинен підтвердити «Замовник» (на 
найвищому рівні), і треба максимально узгодити це обрання зі специфікою 
задачі, з наявними ресурсами та зі своєю метою. Задачею «Виконавця» є 
створення умов об’єктивності в оціненні стратегічних напрямів за визначе-
ними «Замовником» умовами: 
1. Зокрема, якщо навіть мінімальний ризик неприпустимий, то потріб-
но використовувати критерій Вальда. 
2. Якщо ризик припустимий і «Замовник» має намір вкласти стільки 
коштів, щоб потім не шкодувати, то обирають критерій Севіджа.  
З цими особливостями потрібно ознайомити «Замовника». 
 
Контрольні запитання 
1. У чому особливості прийняття рішення в умовах невизначеності? Наведіть 
постановку задачі гри з природою. 
2. Розкрийте суть критерію Лапласа. 
3. Сформулюйте критерії Вальда та Севіджа. У чому їх зв’язок? 
4. Що таке критерій Гурвіца? 
5. У чому полягають загальні рекомендації щодо вибору критерію для прийн-
яття рішення? 
6. Наведіть приклади задач гри з природою. 
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