Abstract. Let G be a finite group of Lie type and St k be the Steinberg representation of G, defined over a field k. We are interested in the case where k has prime characteristic ℓ and St k is reducible. Tinberg has shown that the socle of St k is always simple. We give a new proof of this result in terms of the Hecke algebra of G with respect to a Borel subgroup and show how to identify the simple socle of St k among the principal series representations of G. Furthermore, we determine the composition length of St k when G = GL n (q) or G is a finite classical group and ℓ is a so-called linear prime.
Introduction
Let G be a finite group of Lie type and St k be the Steinberg representation of G, defined over a field k. Steinberg [30] showed that St k is irreducible if and only if [G : B]1 k = 0 where B is a Borel subgroup of G. We shall be concerned here with the case where St k is reducible. There is only very little general knowledge about the structure of St k in this case. We mention the works of Tinberg [33] (on the socle of St k ), Hiss [18] and Khammash [26] (on trivial composition factors of St k ) and Gow [14] (on the Jantzen filtration of St k ).
One of the most important open questions in this respect seems to be to find a suitable bound on the length of a composition series of St k . Typically, this problem is related to quite subtle information about decomposition numbers; see, for example, LandrockMichler [27] and Okuyama-Waki [29] where this is solved for groups with a BN-pair of rank 1. For groups of larger BN-rank, this problem is completely open.
In this paper, we discuss two aspects of this problem. Firstly, Tinberg [33] has shown that the socle of St k is always simple, using results of Green [15] applied to the endomorphism algebra of the permutation module k[G/U] where U is a maximal unipotent subgroup. After some preparations in Sections 2, we show in Section 3 that a similar argument works with U replaced by B. Since the corresponding endomorphism algebra (or "Hecke algebra") is much easier to describe and its representation theory is quite well understood, this provides new additional information. For example, if G = GL n (q), then we can identify the partition of n which labels the socle of St k in James' [23] parametrisation of the unipotent simple modules of G; see Example 3.6. Quite remarkably, this involves a particular case of the "Mullineux involution" -and an analogue of this involution for other types of groups.
In another direction, we consider the partition of the simple kG-modules into HarishChandra series, as defined by Hiss [19] . Dipper and Gruber [6] have developed a quite general framework for this purpose, in terms of so-called "projective restriction systems". In Section 4, we shall present a simplified, self-contained version of parts of this framework which is tailored towards applications to St k . This yields, first of all, new proofs of some of the results of Szechtman [32] on St k for G = GL n (q); moreover, in Example 4.9, we obtain an explicit formula for the composition length of St k in this case. Analogous results are derived for groups of classical type in the so-called "linear prime" case, based on [9] , [16] , [17] . For example, St k is seen to be multiplicity-free with a unique simple quotient in these cases -a property which does not hold in general for non-linear primes.
The Steinberg module and the Hecke algebra
Let G be a finite group and B, N ⊆ G be subgroups which satisfy the axioms for an "algebraic group with a split BN-pair" in [2, §2.5]. We just recall explicitly those properties of G which will be important for us in the sequel. Firstly, there is a prime number p such that we have a semidirect product decomposition B = U ⋊ H where H = B ∩ N is an abelian group of order prime to p and U is a normal p-subgroup of B.
The group H is normal in N and W = N/H is a finite Coxeter group with a canonically defined generating set S; let l : W → N 0 be the corresponding length function. For each w ∈ W , let n w ∈ N be such that Hn w = w. Then we have the Bruhat decomposition
where the second equality holds since B = U ⋊ H and H is normal in N.
Next, there is a refinement of the above decomposition. Let w 0 ∈ W be the unique element of maximal length; we have w 2 0 = 1. Let n 0 ∈ N be a representative of w 0 and
w V n w . (Note that V , U w do not depend on the choice of n 0 , n w since U is normalised by H.) Then we have the following sharp form of the Bruhat decomposition:
In fact, this realization of Ind G B (R B ) will be particularly suited for our purposes, as we shall see below when we consider its endomorphism algebra. Theorem 2.1 (Steinberg [30] ). Consider the RG-submodule [15] on the Hom functor, applied to the endomorphism algebra of the kG-module kGu 1 , where u 1 = u∈U u. There is a description of this algebra in terms of generators and relations, and this is used in order to study the indecomposable direct summands of kGu 1 . Our aim is to show that an analogous argument works directly with the module kGb, whose endomorphism algebra has a much simpler description.
So let again R be any commutative ring (with 1 R ), and consider the Hecke algebra
Following Green [15] , a connection between (left) RG-modules and (left) H R -modules is established through the Hom functor
where
.C] where this Hom functor is studied in a somewhat more general context.) Note that, by [15, (1. 3)], we have an isomorphism of R-modules
. Now, H R is free over R with a standard basis {T w | w ∈ W }, where the endomorphism T w : RGb → RGb is given by
The multiplication is given as follows. Let w ∈ W , s ∈ S and write q s := |U s |1 R . Then
(See [13, §8.4 ] for a proof and further details.) The crucial step in our discussion consists of determining the H R -module F R (St R ). This will rely on the following basic identity, an analogous version of which was shown by Tinberg [33, 4.9] for the action of the standard basis elements of the endomorphism algebra of kGu 1 (where k is a field).
Lemma 2.2. We have T w (e) = (−1) l(w) e for all w ∈ W .
Proof. It is sufficient to show that T s (e) = −e for s ∈ S. Now, by definition, we have
where the second sum runs over all cosets gB ∈ G/B such that n −1 w g ∈ Bn s B. By the sharp form of the Bruhat decomposition, a set of representatives for these cosets is given by {n ws } ∪ {n w vn s | 1 = v ∈ U s }. This yields
Since l(ws) = l(w) + 1 for w ∈ W , the first sum equals −e. So it suffices to show that where the third equality holds since, by [33, 2. 1], the map v → v ′ is a permutation of U s \ {1}. Consequently, we have
We conclude that the identity w∈W (−1) l(w) κ w = 0 holds if R = Z. For R arbitrary, we apply the canonical map ZG → RG and conclude that this identity remains valid in RG.
(Such an argument was already used by Steinberg in the proof of [30, Lemma 2] .) Corollary 2.3. We have F R (St R ) = θ u 1 e R and the action of H R on this R-module of rank 1 is given by the algebra homomorphism ε :
Proof. Since {ue | u ∈ U} is an R-basis of St R and H normalises U, we have Fix B (St R ) = u 1 e R and so F R (St R ) = θ u 1 e R . It remains to show that T s .θ u 1 e = −θ u 1 e for all s ∈ S.
Since F R (St R ) has rank 1, we have T s .θ u 1 e = λθ u 1 e for some λ ∈ R. This implies that
Thus, the assertion that λ = −1 is equivalent to the following identity:
gB∈G/B with g∈BnsB gu 1 e = −u 1 e.
One can either work this out directly by an explicit computation (using the various "structural equations" in [30] , [33] ), or one can argue as follows. Lemma 2.2 shows that
Furthermore, by Steinberg [30, Lemma 2], we have
Thus, if R = Z, then θ u 1 e (e) = 0; consequently, in this case, we do have λ = −1 and so ( * ) holds for R = Z. As in the above proof, it follows that ( * ) holds for any R.
Remark 2.4. Assume that R is an integral domain and that we have a decomposition 
Then Khammash [26, Cor. §3] proved that the first inequality always is an equality.
Remark 2.5. At some places in the discussion below, it will be convenient or even necessary to assume that G is a true finite group of Lie type, as in [2, §1.18] . Thus, using the notation in [loc.
cit.], we have G = G F where G is a connected reductive algebraic group G over F p and F : G → G is an endomorphism such that some power of F is a Frobenius map. Then the ingredients of the BN-pair in G will also be derived from G: we have B = B F where B is an F -stable Borel subgroup of G and H = T F 0 where T 0 is an F -stable maximal torus contained in B; furthermore, N = N G (T 0 )
F and U = U F where U is the unipotent radical of B. This set-up leads to the following two definitions.
(1) We define a real number q > 0 by the condition that |U| = q |Φ|/2 where Φ is the root system of G with respect to T 0 . Then there are positive integers c s > 0 such that |U s | = q cs for all s ∈ S; see [2, §2.9]. Consequently, the relations in H R read:
(2) The commutator subgroup [U, U] is an F -stable closed connected normal subgroup of U. We define the subgroup
(In most cases, we have U * = [U, U] but there are exceptions when q is very small; see the remarks in [31, p. 258] .) The definition of U * will be needed in Section 4, where we shall consider group homomorphisms σ : U → R × such that U * ⊆ ker(σ).
The socle of the Steinberg module
We keep the general setting of the previous section and assume now that R = k is a field and ℓ := char(k) = p; thus, the parameters of the endomorphism algebra H k satisfy q s = 0 for all s ∈ S. With this assumption, we have the following two results:
(A) Every simple submodule of kGb is isomorphic to a factor module of kGb, and vice versa; see Hiss [19, Theorem 5.8] where this is proved much more generally. (B) H k is a quasi-Frobenius algebra. Indeed, since q s = 0 for all s ∈ S, H k even is a symmetric algebra with respect to the trace form τ : H k → k defined by τ (T 1 ) = 1 and τ (T w ) = 0 for w = 1; see, e.g., [13, 8.1 .1]. It was first observed in [9, §2] that, in this situation, the results of Green [15] apply (the original applications of which have been to representations of G over fields of characteristic equal to p). Let us denote by Irr k (G) the set of all simple kG-modules (up to isomorphism) and by Irr k (G | B) the set of all Y ∈ Irr k (G) such that Y is isomorphic to a submodule of kGb. In the general framework of [19] , this is the Harish-Chandra series consisting of the unipotent principal series representations of G. Furthermore, let Irr(H k ) be the set of all simple H k -modules (up to isomorphism). Then, by [15, Theorem 2] , the Hom functor F k induces a bijection
furthermore, by [15, Theorem 1], each indecomposable direct summand of kGb has a simple socle and a unique simple quotient. Combined with Remark 2.4, this already shows that St k has a simple socle. More precisely, we have:
Proof. By composing any map in 
by Property (A) and so we obtain a non-zero contribution to the sum on the left hand side. Hence, there can be at most one
, this proves the remaining assertions.
is also 1-dimensional (spanned by the function kGb → k which takes constant value 1 on all gb for g ∈ G) and H k acts on F k (k G ) via the algebra homomorphism ind : H k → k such that ind(T s ) = q s for all s ∈ S; see, e.g., [12, 4.3.3] . Let Y be the simple socle of St k , as in Theorem 3.1. Then, by (♠), we obtain:
Thus, we recover a result of Hiss [18] and Khammash [26] 
where ϕ and ϑ are simple kG-modules. See also the examples in Gow [14, §5] .
Example 3.6. Let G = GL n (q) and U k (G) be the set of all Y ∈ Irr k (G) such that Y is a composition factor of kGb. James [23, 16.4] called these the unipotent modules of G and showed that there is a canonical parametrization
(See also [24, 7.35] .) Here, D (n) = k G , as follows immediately from [23, Def. 1.11]. The above parametrisation is characterised as follows. For each partition λ ⊢ n, let M λ be the permutation representation of G on the cosets of the corresponding parabolic subgroup P λ ⊆ G (block triangular matrices with diagonal blocks of sizes given by the parts of λ). Then D µ has composition multiplicity 1 in M µ and composition multipliciy 0 in M λ unless λ µ; see [23, 11.12 (iv), 11.13] . This shows, in particular, that the above parametrisation is consistent with other known parametrisations of U k (G), e.g., the one in [9, §3] based on properties of the ℓ-modular decomposition matrix of G.
If ℓ = 0, let us set e := ∞; if ℓ is a prime ( = p), then let (see [13, Exc. 8.2] ). The definitions immediately show that ind is parametrised by the partition (n). Thus, our problem is a special case of describing the "Mullineux involution" on e-regular partitions which, for the particular partition (n), has the solution stated above by Mathas [28, 6.43(iii) ]. (I thank Nicolas Jacon for pointing out this reference to me.)
We remark that Ackermann [1, Prop. 3.1] already showed that St k has precisely one composition factor D µ 0 where µ 0 is the image of (1 n ) under the Mullineux involution; however, he does not locate D µ 0 in a composition series of St k .
3.7.
For general G, the definition of unipotent modules is more complicated than for GL n (q) (see, e.g., [10, §1] ), but one can still proceed as follows. Let us assume that G is a true finite group of Lie type, as in Remark 2.5. We shall write Irr C (W ) = {E λ | λ ∈ Λ} where Λ is some finite indexing set. It is a classical fact that, if k = C, then there is a bijection Irr C (W ) ↔ Irr(H C ), E λ ↔ E λ q , and a decomposition
Hence, we have a natural parametrisation Irr C (G | B) = {ρ λ | λ ∈ Λ} in this case; see, e.g., Carter [ First, to each E λ one can attach a numerical value a λ ∈ Z 0 (Lusztig's "a-invariant"); note that λ → a λ depends on the exponents c s such that |U s | = q cs for s ∈ S. Then, under some mild conditions on k, the algebra H k is "cellular" in the sense of Graham-Lehrer, where the corresponding cell modules are parametrized by Λ, and Λ is endowed with the partial order such that µ λ if and only if µ = λ or a λ < a µ . Finally, by the general theory of cellular algebras, there is a canonically defined subset Λ
where L λ k is the unique simple quotient of the cell module corresponding to λ ∈ Λ • k . Hence, via the Hom functor and (♠), we obtain the desired parametrisation
Let M ∈ Irr(H k ) and denote by d λ,M the multiplicity of M as a composition factor of the cell module indexed by λ ∈ Λ. Then, by [12, 3.2.7] , the unique µ ∈ Λ
µ is characterised by the condition that µ is the unique element at which the function {λ ∈ Λ | d λ,M = 0} → a λ takes its minimum value. Now recall that the simple socle Y ⊆ St k belongs to Irr k (G | B) and it corresponds, via the Hom functor and (♠), to the 1-dimensional representation ε :
µ 0 is found as follows. We order the elements of Λ according to increasing a-invariant; then µ 0 is the first element in this list for which we have d µ 0 ,ε = 0. Note also that ε is afforded by a cell module; the unique λ 0 ∈ Λ labelling this cell module is characterised by the condition that a λ 0 = max{a λ | λ ∈ Λ} (see, e.g., [12, 1.3 
.3]).
For example, if G = GL n (q), then W = S n and Λ is the set of partitions of n. In this case, we have λ 0 = (1 n ) and µ 0 is described in Example 3.6. If tables with the decomposition numbers d λ,M for H k are known, then µ 0 can be simply read off these tables. Thus, µ 0 ∈ Λ • k can be determined for all groups of exceptional type, using the information in [ 
In type E 8 , ℓ > 5; otherwise, ℓ > 3; here, e := min{i 2 | 1 + q 0 + q 2 0 + · · · + q i−1 0 ≡ 0 mod ℓ}, with q 0 := q in all cases except for 2 F 4 (q 2 ), where q is an odd power of √ 2 and q 0 := q 2 .
Just to illustrate the procedure (and to fix some notation), let us consider the case where G = where ε 1 , ε 2 are 1-dimensional and determined by ε 1 (s 1 ) = ε 2 (s 2 ) = 1 and ε 1 (s 2 ) = ε 2 (s 1 ) = −1; furthermore, each σ i is 2-dimensional and the labelling is such that the trace of σ 1 on s 1 s 2 equals √ 2, that of σ 2 equals 0, and that of σ 3 equals − √ 2. The "mild condition" on k is that ℓ must be a "good" prime for the underlying algebraic group; so, ℓ > 3. Assuming that ℓ | [G : B], we have the following cases to consider:
0 + 1, which correspond to e = 2, 4, 6, 12, respectively. For example, for e = 2, 4, the decomposition numbers d λ,M are given as follows; see [12, Table 7 .6]:
Those representations which belong to Λ
• k are marked by "•". The above procedure for finding µ 0 now yields µ 0 = σ 2 for e = 2 and µ 0 = ε 1 for e = 4.
Remark 3.8. For groups of classical type, Λ is a set of certain bipartitions of n and the subsets Λ • k ⊆ Λ are explicitly known in all cases; see [12] . Nicolas Jacon has pointed out to me that then µ 0 ∈ Λ • k can be described explicitly using the results of Jacon-Lecouvey [22] . This will be discussed elsewhere in more detail.
The Steinberg module and Harish-Chandra series
We shall assume from now on that G = G F is a true finite group of Lie type, as in Remark 2.5. Then G satisfies the "commutator relations" and so the parabolic subgroups of G admit Levi decompositions; see Carter [2, §2.6], Curtis-Reiner [4, §70A] . For each subset J ⊆ S, let P J ⊆ G be the corresponding standard parabolic subgroup, with Levi decomposition P J = U J ⋊ L J where U J is the unipotent radical of P J and L J is the standard Levi complement. The Weyl group of L J is W J = J and L J itself is a true finite group of Lie type. Let A be a commutative ring (with 1 A ) such that p is invertible in A. Then we obtain functors, called Harish-Chandra induction and restriction, R S J : AL J -modules → AG-modules, * R S J : AG-modules → AL J -modules, which satisfy properties analogous to the usual induction and restriction, like transitivity, adjointness and a Mackey formula; we refer to [5] , [19] and the survey in [7, §3] for further details. An AG-module Y is called cuspidal if * R S J (Y ) = {0} for all J S. In this general setting, we have the following important result due to Dipper-Du [5] and Howlett-Lehrer [21] . Let I, J ⊆ S be subsets such that wIw −1 = J for some w ∈ W ; let n ∈ N be a representative of w. Then nL I n −1 = L J and
for any AL I -module X.
(Here, we denote by n X the usual conjugate module for OL J ; see, e.g., [3, §10B] ). In analogy to [4, (70.11) ], we will refer to this as the "Strong Conjugacy Theorem".
Furthermore, we now place ourselves in the usual setting for modular representation theory; see, e.g., [3, §16A] . Thus, we assume that our field k has characteristic ℓ > 0 (where ℓ = p as before), and that k is the residue field of a discrete valuation ring O with field of fractions K of characteristic 0. Both K and k will be assumed to be "large enough", that is, K and k are splitting fields for G and all its subgroups. An OG-module M which is finitely generated and free over O will be called an OG-lattice. If M is an OGlattice, then we may naturally regard M as a subset of the KG-module KM := K ⊗ O M; furthermore, by "ℓ-modular reduction", we obtain a kG-module M := M/pM ∼ = k ⊗ O M where p is the unique maximal ideal of O. Finally note that, by [3, Exc. 6.16], idempotents can be lifted from kG to OG, hence, OG is "semiperfect". We shall freely use standard notions and properties of projective covers, pure submodules etc.; see [3, §4D, §6] .
Harish-Chandra induction and restriction are compatible with this set-up. Indeed, let J ⊆ S. If X is an OL J -lattice and Y is an OG-lattice, then R 
where the last equality holds since {ue | u ∈ U} is an O-basis of St O and since u σ u = σ(u) −1 u σ for all u ∈ U. Thus,
The same computation also works over K, hence we obtain dim Hom KG (KΓ σ , St K ) = 1. Proof. First we show that a sublattice Γ ′ σ ⊆ Γ σ with the desired properties exists. Now, since KG is semisimple and dim Hom KG (KΓ σ , St K ) = 1, we can write
and so we obtain an induced OG-module homomorphism ρ σ : S σ → St O . Since KS σ is irreducible and ϕ σ = 0, the map ρ σ is injective.
Let us further write Γ σ = P 1 ⊕. . .⊕P r where each P i is an OG-lattice which is projective and indecomposable. Then KΓ σ = KP 1 ⊕ . . . ⊕ KP r . Since dim Hom KG (KΓ σ , St K ) = 1, there is a unique i such that Hom KG (KP i , St K ) = {0}. Then Z 1 ⊆ KP i and KP j ⊆ Z 2 for all j = i. Thus, we have S σ ∼ = P i /(P i ∩ Z 2 ) and so P i is a projective cover of S σ . This certainly implies that D σ = S σ /rad(S σ ) ∼ = P i /rad(P i ) is simple and that P i is a projective cover of D σ . Since u σ e ∈ ρ σ (S σ ), the induced map ρ σ : S σ → St k is non-zero and so D σ is a composition factor of St k . On the other hand, by standard properties of projective modules, the composition multiplicity of D σ in St k is bounded above by
Once the existence of Γ ′ σ is shown, the uniqueness automatically follows since the intersection of pure submodules is pure and St K has multiplicity 1 in KΓ σ .
4.3.
We assume from now on that the center of G is connected. Furthermore, we shall fix a group homomorphism σ : U → K × which is a regular character, that is, we have U * ⊆ ker(σ) and the restriction of σ to U s is non-trivial for all s ∈ S. (Such characters always exist.) Then the corresponding module Γ σ = OGu σ is called a Gelfand-Graev module for G; see [2, §8.1] or [31, p. 258] . Since the center of G is assumed to be connected, all regular characters of U are conjugate under the action of H and, hence, the corresponding Gelfand-Graev modules will all be isomorphic; see [2, 8.1.2] .
For any J ⊆ S, we have L J = L F where L is an F -stable Levi subgroup in G; here, the center of L will also be connected; see [2, 8.1.4] . Our regular character σ determines a regular character of L J ; see, e.g., [2, 8.1.6] . Hence, we also have a well-defined Gelfand-Graev module for OL J , which we denote by Γ (ii) By the proof of Proposition 4.2, we have ρ σ = 0. Hence, it is enough to show that ρ σ is injective. By [7, Theorem 5.16] , this is equivalent to the following statement. (iii) By our assumption, the only composition factor of St k which can possibly be cuspidal is D σ . By (ii) and Proposition 4.2, D σ is not a composition factor of rad(St k ).
Remark 4.8. In analogy to Example 3.6, we define U k (G) to be the set of all Y ∈ Irr k (G) which are composition factors of kGb. We have Irr k (G | B) ⊆ U k (G) but note that, in general, we neither have equality nor is U k (G) the complete set of all unipotent kG-modules as defined, for example, in [10, §1] . (Over K, we do have at least
Hence, using transitivity, we obtain kGb ∼ = R S J (kL J b J ). Since Harish-Chandra induction is exact (see [7, 3.4 
, the Mackey formula immediately shows that * R S J (kGb) is a direct sum of a certain number of copies of kL J b J . It remains to use the fact that Harish-Chandra restriction is also exact.
Example 4.9. Let G = GL n (q), where n 1 and q is any prime power. Let e 2 be defined as in Example 3.6; also recall that |U k (G)| = π(n), where π(n) denotes the number of partitions of n. By [10, 7.6 ], D σ is cuspidal if and only if n = 1 or n = eℓ j for some j 0. (Note that, if ℓ | q − 1, then our e equals ℓ, while it equals 1 in [loc.
cit.]; otherwise, the two definitions coincide.) Now, the W -conjugacy classes of subsets J ⊆ S are parametrised by the partitions λ ⊢ n (see [13, 2.3.8] ); the Levi subgroup L J corresponding to λ is a direct product of general linear groups corresponding to the parts of λ. Hence, the subsets J ∈ P * σ are parametrized by the partitions λ ⊢ n such that each part of λ is equal to 1 or to eℓ j for some j 0. So Remark 4.8(a) and the counting argument in [11, (2.5) ] yield π(n) simple modules in U k (G) which belong to Irr k (G | J, σ) for some J ∈ P * σ . Thus, the hypothesis of Proposition 4.7 is satisfied in this case. Consequently, St k /rad(St k ) is simple and St k is multiplicity-free. (This was also shown by Szechtman [32] , using different techniques.) Furthermore, the composition length of St k is the coefficient of t n in the power series 1 1 − t j 0 1 1 − t eℓ j .
Indeed, let c n denote the composition length of St k . By Proposition 4.7(i), c n equals the number of J ∈ P * σ (up to W -conjugacy). By the above disussion (see also [11, (2.5) ]), this is equal to the number of sequences (m −1 , m 0 , m 1 , . . .) of non-negative integers such that m −1 + em 0 + eℓm 1 + · · · = n (where GL 0 (q) = {1} by convention). We multiply both sides by t n and sum over all n 0. This yields Using the identity 1/(1 − t r ) = i 0 t ri for all r 1, we obtain the desired formula.
Remark 4.10. In the setting of Szechtman [32] , the above expression for c n means that the formula (4) Example 4.11. Let G = G n (q), n 1, be one of the following finite classical groups:
(1) The general unitary group GU n (q) for any n, any q.
(2) The special orthogonal group SO n (q) where n = 2m + 1 is odd and q is odd. (3a) The symplectic group Sp n (q) where n = 2m is even and q is a power of 2. (3b) The conformal symplectic group CSp n (q) where n = 2m is even and q is odd.
(4) The conformal orthogonal group CSO ± n (q) where n = 2m is even and q is odd. Each of these groups can be realized as G = G F where G has a connected center and G is simple modulo its center. By convention, G 0 (q) is the trivial group, except for the conformal groups, where it is cyclic of order q − 1. We define the parameter δ to be 2 in case (1) and to be 1 in all the remaining cases.
Theorem 4.12 ([9], Gruber [16] , and Gruber-Hiss [17] ). Let G = G n (q) be as in Example 4.11 and assume that ℓ is "linear", that is, q δm−1 ≡ −1 mod ℓ for all m 1.
So the number of J ∈ P * σ (up to W -conjugacy) is equal to the number of sequences (m −1 , m 0 , m 1 , . . .) of non-negative integers such that m −1 +ẽm 0 +ẽℓm 1 + · · · = m. Thus, we find that the composition length of St k for G = GU n (q) is the coefficient of t m (and not t n as in Example 4.9) in the power series 1 1 − t j 0 1 1 − tẽ ℓ j (assuming that ℓ is linear for G).
Remark 4.14. Within the much more general setting of Dipper-Gruber [6] , we have considered here the "projective restriction system" PR(X G , Y L ) where
In this particular case, the arguments in [loc.
cit.] drastically simplify, and this is what we have tried to present in this section. We note, however, that these methods only yield quite limited information about St k when ℓ is not a "linear prime". Only two of the composition factors in the socle series displayed in Example 3.5 are accounted for by these methods (namely, k G , ϕ 3 for 2 G 2 (q 2 ) and k G , ϑ for GU 3 (q)); all the remaining composition factors are cuspidal. Also note that, in these examples, St k is not multiplicity-free.
