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Dans un monde industriel où les structures hiérarchisées fondées sur un système de 
décision très structuré et sur le cloisonnement des compétences laissent progressivement 
place à des structures transversales permettant l’organisation en projets et le pilotage de 
production distribué, le contrôleur de gestion est impliqué dans une problématique de 
l’organisation, consistant à accroître la décentralisation des décisions tout en maintenant un 
niveau de coordination satisfaisant de l’ensemble des acteurs des projets. 
 
Dans ce contexte, la gestion des flux de production, le pilotage devant contrôler son 
déroulement  et la détermination d’une règle d’ordonnancement et d’affectation des tâches 
aux machines dans un souci de minimisation des coûts d’exploitation sont d’une 
importance fondamentale. 
 
En effet, seule une démarche stratégique permet de guider  l’entreprise dans ses choix à 
long terme. Cette démarche implique des analyses de la concurrence, une segmentation des 
activités de l’entreprise qui distingue des ensembles de «produits–marchés–technologies» 
correspondant à des métiers distincts, à des situations de concurrence différentes, à des 
facteurs de succès spécifiques ; elle se préoccupe de renforcer la synergie entre les activités 
de l’entreprise, d’anticiper les évolutions futures, de s’assurer du renouvellement de la 
gamme de produits de l’entreprise au profit de produits porteurs d’avenir, de garantir la 
bonne adaptation des services fournis aux demandes des différents segments de clientèle. 
 
 L’objectif poursuivi est de gérer le plus rationnellement possible les évolutions à long 
terme, en assurant l’intégration des différentes fonctions et activités, en relation avec ses 
partenaires. Ainsi les outils de pilotage à court terme doivent contribuer au suivi de la mise 
en œuvre des orientations stratégiques, et être parties prenantes d’un système de pilotage 
guidant l’action, et  assurant le suivi des performances à court et à long terme. 
 
Ainsi pour atteindre cet objectif, l’organisation repose en général sur la mise en œuvre 
d’un certain nombre de fonctions, parmi lesquelles la fonction d’ordonnancement joue un 
rôle essentiel. 
 
Tout en organisant l’utilisation des ressources présentes dans les ateliers de production  
pour satisfaire les demandes des clients, cette fonction a en charge la réalisation effective 
des produits. Son efficacité et ses défaillances conditionnent fortement la relation de 






l’entreprise avec ses clients. Face à la dynamique du problème d’ordonnancement, deux 
approches sont nées, la première tend à l’automatisation complète des décisions 
d’ordonnancement et la seconde quant à elle s’intéresse au développement des outils 
d’optimisation. 
 
1.1  Contexte de la thèse 
Notre souci majeur est de définir un contexte de résolution de problème 
d’ordonnancement dynamique avec un double objectif : répondre aux changements rapides 
du contexte de résolution et prendre en compte les préoccupations ou préférences des 
acteurs impliqués dans l’élaboration des solutions et dans le processus de leur mise en 
œuvre. 
Centrée sur les questions inhérentes au caractère dynamique et évolutif des entités 
impliquées dans les processus décisionnels liés à la réalité du monde industriel et à leur 
coexistence dans un environnement présentant de fortes perturbations, cette thèse aborde le 
problème de prise de décision en temps réel face à des aléas de production et plus 
particulièrement  trois éléments : les décisions, les communications et les mesures de 
performance. La réalité décisionnelle est très complexe et il semble impossible aujourd’hui 
d’établir des tableaux de choix prospectifs uniquement à partir des sciences. Pour 
s’orienter et réaliser les bons choix, il convient alors de plus en plus de s’entourer d’outils 
adéquats. L’aide à la décision a pour objectif de faciliter la prise de décision d’un acteur 
confronté à une hypothèse de travail amenant ce dernier à se positionner sur trois 
dimensions temporelles à la fois : le passé, le présent et l’avenir. 
 Enfin, un autre objectif de l’aide à la décision est de réduire les incohérences entre les 
décisions prises au final et les objectifs initiaux qui avaient été fixés. On peut alors dire 
qu’aujourd’hui, l’aide à la décision contribuerait à légitimer la décision finale. Si elle est 
couverte par une architecture conceptuelle rigoureuse, l’aide à la décision peut permettre 
d’élaborer des modèles de réponses ou tout au moins d’établir des bases d’accord en vertu 
de la validation ou de la réfutation de différents critères. 
D’une manière générale, les systèmes d'aide à la décision font référence à des outils 
informatiques assistant la décision. Appliqués dans le domaine de la gestion de production, 
ils permettent aux décideurs de mieux gérer la masse et la complexité de l'information. 
L’amélioration de la gestion de production est alors liée à l'utilisation d'aide à la décision. 
Cette fonction de gestion de l’entreprise vise en effet à organiser le fonctionnement du 
système de production, et à mieux gérer ses différentes opérations. 
Notons que la modélisation multi-agents repose sur l’idée qu’il est possible de 
représenter directement le comportement et les interactions d’un ensemble d’individus 
autonomes évoluant dans un environnement commun [Ferber, 1999]. Au contraire des 






approches de modélisation basées sur la définition d’équations mathématiques, où la 
dynamique d’un système est définie à priori par des relations fonctionnelles entre entités.  
 
1.2  Objectifs et motivations 
 
La fonction d’ordonnancement vise à organiser l’utilisation des ressources 
technologiques et humaines présentes dans les ateliers de l’entreprise pour satisfaire les 
demandes des clients. Malgré la simplicité de  la formulation d’un tel problème, il faut 
constater qu’à ce jour, on ne dispose pas de « la ›› méthode susceptible de résoudre tous les 
cas de figure. Il existe un certain nombre de problèmes génériques qui se différencient par 
les caractéristiques des travaux à réaliser ou des ressources disponibles pour les réaliser. 
Des  méthodes spécifiques peuvent être alors associées à la résolution de chacun de ces 
problèmes, on distingue deux cas d’application de ces méthodes : i) elles peuvent être une 
interprétation particulière pour le problème considéré d’une méthode générale  ou ; ii) une 
méthode particulière, dédiée au problème considéré. 
 
Le travail présenté dans la thèse décrit une approche visant à prendre en compte la 
robustesse et la flexibilité d’un ordonnancement dynamique, par la définition et la mise en 
œuvre d’un Système Interactif d’Aide à la Décision. Nous proposons une structure 
d’agents décideurs qui exécutent les fonctions de pilotage d’atelier. Ces agents décideurs  
permettent d’ordonnancer des tâches sur des ressources et d’adapter les plans générés en 
fonction des perturbations ou aléas de production. 
 D’une part, la solution par l’aide à la décision a pour objectif : 
1. de faire évoluer en temps réel l'ensemble des solutions proposées par 
l'ordonnancement prévisionnel en le mettant à jour en fonction des décisions prises et 
des événements significatifs (imprévisibles). 
2. d'aider au choix de décision en s'appuyant sur l'ensemble des solutions actualisés, et  
3. de proposer des modifications locales sur l'ensemble des solutions.  
 
Telle qu’elle a été décrite, l’approche d’ordonnancement par l’aide à la décision 
constitue une application directe du domaine des SIAD à un contexte d’atelier de 
production [Lopez et al. , 1996] [Levine et Pomerol, 1989]. Cette approche cherche à 
assouplir la rigidité des systèmes d’ordonnancements classiques en permettant à un ou 
plusieurs utilisateurs d’orienter le processus de résolution selon ses préférences ou critères 
de décision. Les contrôleurs humains des machines de production sont perçus comme des 
décideurs ayant à résoudre un problème commun : la gestion de l’atelier. 
 
 
D’autre part, l’étude des travaux de recherche portant sur l’ordonnancement nous 
amène à relever quelques difficultés : 






• La complexité calculatoire du problème. 
• La nature distribuée du problème. 
• Le nombre des contraintes. 
• L’intégration des perturbations 
 
 
1.3   Contributions 
 
Récemment, la technologie d'agent est considérée comme une approche importante 
pour développer des systèmes distribués industriels. Elle a été particulièrement reconnue 
comme un paradigme très prometteur pour la future génération  de systèmes industriels. 
Tout en étant suffisamment dotés de  capacités cognitives pour effectuer un 
raisonnement sur un problème précis, les agents sont capables de prendre  certains types de 
décisions et exécuter les actions associées. Ils sont beaucoup plus efficaces pour 
automatiser une tâche de résolution d’un problème qu’un système d’aide à la décision ou 
bien un système tout court. 
Pour construire un tel système multi-agents, nous devons intégrer dans le même agent 
des capacités cognitives (raisonnement symbolique, comportement social) pour assurer une 
meilleure coopération entre les agents. Un grand nombre d’architectures d’agents sont 
organisées de manière modulaire. La plupart d’entre elles tournent autour d’une description 
à trois composants : perception, délibération et exécution. En adoptant cette architecture à 
trois niveaux, nous nous fixons un certain nombre d’objectifs que l’agent doit vérifier, à 
savoir : 
1. un agent doit être capable de manipuler explicitement sa connaissance de l’univers, 
2. la perception et la communication doivent être suffisamment efficaces pour donner 
 une vision cohérente de l’état du système, 
3. la prise de décision et l’exécution des décisions doivent être accomplies avant 
qu’elles ne deviennent obsolètes. 
D’autre part, les recherches menées dans le cadre de l’intégration des techniques de 
l’intelligence artificielle dans les SIAD ont donné naissance à des systèmes intelligents 
d’aide à la décision (appelés en anglais  Intelligent Decision-Making Support Systems (I-
DMSS). En effet, ces systèmes appelés aussi  SIAD intelligents sont capables de supporter 
toutes les phases du processus de décision d’une manière continue, intégrée et complète. 
Selon l’analyse faite par [Mora et al., 2005], la discipline Intelligence artificielle a 
effectivement contribué à l'amélioration de certaines phases du processus de prise de 
décision. Cependant, les résultats de la recherche durant ces dernières années (1990-2007) 
ont montré que tous les efforts investis dans l’intégration des techniques de l’intelligence 
artificielle dans les SIAD ont été éparpillés ou non concentrés.  
En effet, les techniques de l’IA qui ont été appliquées aux SIAD ont contribué à 
l’amélioration  et à l’enrichissement des phases classiques de choix et d’intelligence du 
processus décisionnel classique introduit par Simon [Simon, 1977].  






Quelques améliorations ont été apportées à la phase de conception et pratiquement 
aucune recherche n'a été faite pour les phases de  mise en œuvre et d’apprentissage [Mora 
et al., 2005]. 
La plupart des mécanismes d’intelligence artificielle qui ont très été utilisés sont : les 
systèmes à base de règles, les réseaux de neurones, la logique floue, et les réseaux 
bayésiens. Au cours des dernières années, la recherche sur les agents intelligents a 
commencé à être explorée principalement par la communauté SIAD. 
L'élaboration de la théorie des agents et les architectures qui leur sont associées  est de 
plus en plus orientée vers le domaine des SIAD.  Cet axe  constitue un  sujet d’actualité et 
un domaine de recherche en plein essor. 
Cette thèse tente d'approfondir cette  exploration par l'étude des fonctionnalités des 
agents et les architectures sous-jacentes qui peuvent conduire à l'intégration réussie des 
agents dans les SIAD. L’objectif principal de cette étude consiste en la conception et la 
réalisation d’un système multi-agent pour l’aide à la décision. Sur le plan modélisation, les 
agents apportent des améliorations au SIAD : 
1. en donnant accès à un outil informatique (dans notre cas le calcul de la fonction 
coût par exemple lors de l’élaboration des stratégies de négociation entre les 
agents), 
2. en réutilisant automatiquement la résolution du modèle lorsque des 
modifications des données sont importantes. 
Cette nouvelle génération de SIAD à base d’agents fournira des informations de bonne 
qualité, en grande quantité et automatisera plusieurs de l'aide à la décision prévue. 
Le travail présenté dans cette thèse apporte deux contributions  majeures couvrant le 
thème de l’aide à la décision par une approche multi-agent dans un contexte industriel : 
Nous avons développé un Système Interactif d’Aide à la Décision pour la résolution de 
problème d’ordonnancement d’atelier de type flow-shop en temps réel (cf. la figure 1.1). 
Cette approche par l’aide à la décision est appliquée grâce à un système multi-agents qui 
adopte des protocoles de coordination et de négociation entre agents comme moyens 
d’interaction. 
Tout d’abord, nous examinons le potentiel d’intégration des technologies d’agents dans 
un cadre de Système Interactif d’Aide à la Décision (SIAD).  Cet examen est utile pour 
pouvoir exploiter les relations établies dans la littérature et détaillées dans notre mémoire 
au niveau du cinquième chapitre qui est dédié aux SIAD. L’étude que nous avons faite sur 
les systèmes multi-agents  nous permet de  définir  comment la capacité d'un agent peut 
être utilisée dans  un processus décisionnel et d’identifier  également  des architectures de 
conception d'agent pouvant la supporter. 
Ensuite, une modélisation de la structure de pilotage du système de production est 
proposée, l’approche choisie correspond à un pilotage supervisé et distribué. L’algorithme 
d’ordonnancement que nous avons établi tente de palier les insuffisances des méthodes 
connues pour résoudre les problèmes d’ordonnancement, que nous résumons comme suit : 
 






(i) Les approches purement dynamiques d’ordonnancement sont pénalisées par leur 
ignorance du plan de fabrication qui même s'il est amené à changer au cours de son 
exécution, existe bel et bien dans ce problème. Ainsi les performances globales d'une 
gestion des files d'attente des ressources par des règles de priorité ou par un algorithme 
plus sophistiqué travaillant avec un ensemble réduit d'opérations, peuvent se révéler 
insuffisantes. 
(ii) Dans l'hypothèse où une perturbation entraîne un réordonnancement, l'approche 
statique pénalise également l'anticipation car les séquences proposées peuvent être 
totalement différentes d'un ordonnancement à un autre. Ceci peut aller jusqu'à une 
perte de confiance dans le système d'ordonnancement de la part de ses utilisateurs. Les 
deux approches (dynamique et statique) souffrent de leur aspect directif, ne laissant 
aucune liberté d'action aux décideurs puisqu’elles proposent une seule solution. 
L’approche présentée dans cette thèse  tente de tirer parti des avantages des techniques 
statique et dynamique d’ordonnancement, elle est basée sur trois (3) propositions : la 
première consiste à générer en phase d’ordonnancement un ensemble de solutions 
admissibles à partir du plan de production initial, la deuxième consiste à exploiter en temps 
réel cet ensemble de solutions par un système interactif d’aide à la décision et la troisième 
est de tirer profit de la modélisation des entités en agents. 
L’autre contribution que nous avons apportée dans cette thèse est la proposition d’un 
modèle de négociation qui s’appuie sur l’utilisation de la méthode d’aide multicritère 
ELECTRE III pour modéliser les préférences des agents impliqués dans le processus de 
négociation. La négociation est ainsi basée sur  le Contract Net Protocol.  
La coordination dans un système multi-agents est la mesure dans laquelle les agents 
réduisent les conflits sur les  ressources et  évitent l'impasse, tout en maintenant des 
conditions de sécurité applicables. Sans cela, tous les avantages de l'interaction peuvent 
disparaître et le groupe d'agents serait rapidement dégénéré en une collection d'activités 
individuelles d'une manière chaotique.  
Un système multi-agents bien coordonné  devrait permettre à tous les conflits d'être 
résolus au moment de l'exécution. Pour construire un tel système bien coordonné, un 
mécanisme de contrôle efficace sera  une de nos préoccupations principales. Nous avons 
mis en place un mécanisme  de gestion de contrats. Les modes de gestion des négociations 
sont de deux types : le cas des ressources différentes et celui des ressources communes. 
Dans notre approche, les agents interagissent pour résoudre des problèmes d’allocation de 
ressources, de gestion de conflits, et une meilleure réaction lors d’une panne de ressource. 
1.4 Plan de la thèse 
Ce manuscrit  est organisé en  trois parties comme suit : 
 
 






Partie 1 : 
La première partie de la thèse est décomposée en 3 chapitres. Elle est consacrée à 
l’état de l’art pour situer le contexte de notre travail. Axée essentiellement sur la gestion de 
production, les différents types d’ordonnancements qui y sont utilisés, ainsi que tous les 
éléments nécessaires à l’introduction des Systèmes Interactifs d’Aide à la Décision (SIAD) 
comme solution au problème d’ordonnancement d’atelier de type flow-shop en temps-réel, 
cette partie expose les différents types de problèmes d’ordonnancements ainsi que les 
principales méthodes de résolution existantes dans la littérature.  
Partie 2 : 
La deuxième partie se décompose du chapitre 5 et du chapitre 6. Elle est entièrement 
consacrée aux définitions des systèmes multi-agents et des agents, leurs modes 
d’interactions, et les différents principes de la coordination et la négociation. C’est au 
niveau de cette partie que l’on introduit les premiers éléments de la solution proposée 
dans cette thèse. 
Partie 3 : 
La troisième partie illustre notre approche méthodologique pour la conception du 
Système Interactif d’Aide à la Décision à base d’une modélisation multi-agents. Le 
septième chapitre détaille cette modélisation. Les différents agents sont alors présentés 
ainsi que toutes les étapes de la conception, des organigrammes représentant à la fois la 
démarche générale de résolution du problème et l’intégration de la méthode ELECTRE III  
jusqu’aux différentes descriptions des diagrammes UML. Nous terminons avec la 
présentation des algorithmes de coordination. 
Au niveau du huitième chapitre, le modèle de négociation est donné en détail. 
Quelques scénarios d’expérimentation sur le système développé seront déroulés en mettant 
en évidence les deux niveaux de prise de décision  traités dans le projet. Ce chapitre illustre 
la mise en œuvre de la conception multi-agent pour le SIAD. Nous présentons 
l’architecture informatique du système. Pour réaliser notre application nous avons utilisé 
trois outils de développement : le langage Java  est utilisé pour la réalisation des interfaces 
et de l’architecture client-serveur et aussi pour gérer l’accès à la base de données. MySQL 
est utilisé pour la création et la gestion des bases de données. Et, pour la réalisation du 
modèle de coordination nous avons choisi d’utiliser la plate-forme JADE qui est une 
plate-forme multi-agents développée en Java. Enfin, le chapitre neuf conclut ce document 
en établissant un bilan des travaux présentés dans les chapitres précédents et ouvre un 
certain nombre de perspectives de recherche. 
 
 





















 Partie 1: 








Face à la globalisation économique et aux révolutions technologiques du contexte 
concurrentiel complexe dans lequel elle évolue, la fonction de production devient de plus 
en plus stratégique, dans le mesure, où elle oblige à la maîtrise d'un environnement 
instable. 
Par ailleurs, en proie à une demande de plus en plus exigeante, l'entreprise a dû revoir ses 
objectifs et est progressivement passée d'un objectif unique de productivité, à un objectif 
mixte de coût-qualité-délais, flexibilité, qui caractérise la meilleure réponse de l’entreprise 
au consommateur Ainsi, on parle aujourd'hui d'un processus de production complexe 
s'inscrivant dans une fonction transversale, c'est-à-dire qui doit faire converger et intégrer à 
sa propre finalité un ensemble de contraintes imposées par des fonctions complémentaires, 
annexes à la production  (fonctions ressources humaines, marketing, logistique etc.).  
De plus, la production est la transformation de ressources avec pour objectif la création 
de biens ou de services. Cette transformation nécessite, pour l'entreprise, de combiner deux 
facteurs de production  matériels et immatériels que sont le capital et le travail.  
Un des objectifs de la gestion de production  est de  fabriquer au moindre coût des 
produits de qualité disponibles dans les meilleurs délais et dont la demande est susceptible 
d'évoluer rapidement  et  dont  les caractéristiques sont multiples.  
Parmi les différentes fonctions de la gestion de production, une nous intéresse plus 
particulièrement, c'est la fonction d'ordonnancement. Le problème d’ordonnancement 
consiste à organiser dans le temps la réalisation d’un ensemble de tâches, compte tenu de 
contraintes temporelles (délais, contraintes d’enchaînement, etc.) et de contraintes portant 
sur l’utilisation et la disponibilité des ressources requises par les tâches [Lopez et 
Roubellat, 2001]. 
Il n’y a pas à proprement parler de problème général type mais des problèmes 
d’ordonnancement très variés. Le ré-ordonnancement n’est d’ailleurs  qu’une déclinaison 
particulière d’un problème spécifique d’ordonnancement. Ce chapitre présente tout d’abord 
les différentes étapes de la gestion de production pour ensuite aborder le problème 
d’ordonnancement d’atelier  [Esquirol et Lopez, 1999]. Tout en insistant sur le fait que 
pour décider d’une méthode de résolution à appliquer face à un problème 
d’ordonnancement, il s’agit d’abord de préciser à quoi correspondent les notions de tâches, 












2.1 Définitions de la gestion de production 
 
Un problème d’ordonnancement consiste à affecter des tâches aux ressources et à 
décider de leur répartition dans le temps, de manière à optimiser un critère ou à trouver un 
compromis entre plusieurs critères [Esquirol et Lopez, 1999]. 
Une première définition consisterait à dire que c'est un ensemble de processus qui 
permet de mener à  bien la fabrication de produits à partir d'un ensemble de données et de 
prévisions. En fait, la gestion de production regroupe un ensemble de problèmes liés à la 
production tels que la gestion des données, la planification et le contrôle (suivi) de la 
production, la gestion des stocks, la prévision, etc. L'ordonnancement, thème central de 
cette étude, est donc une fonction liée aux autres fonctions de la gestion de production et à 
tous les autres aspects inhérents au bon fonctionnement d'un atelier. 
Le rôle de la gestion de production est, d’organiser et de piloter le fonctionnement des 
processus physiques mis en œuvre dans l’entreprise, afin d’assurer une meilleure utilisation 
des moyens humains, physiques et technologiques disponibles, et de satisfaire au mieux 
l’objectif global de production défini en terme de quantités à fabriquer avec une qualité 
demandée, et des délais à respecter [Trentesaux, 1996].   
Cette définition présente la gestion de production comme une fonction qui doit tenir 
compte de nombreuses contraintes et objectifs diversifiés selon leurs natures, dans le but de 
piloter l’ensemble des moyens de production : contraintes décrites en termes d’utilisation 
efficace des moyens disponibles  (ressources humains ou matérielles) et objectifs définis en 
terme global de délai de qualité et de coût. 
L’automatisation est le moyen le plus courant qui permet d’obtenir une gestion 
performante de la production.  
Selon [Courtois, 1995] l'objectif principal de la gestion de production est de gérer les 
flux de matières et d'informations par rapport aux objectifs prioritaires définis par la 
direction générale de l'entreprise. Le schéma suivant montre l'ensemble des flux que gère, 
totalement ou partiellement, la gestion de production. 












2.2 Objectifs  de la  gestion de production 
Les principaux objectifs d'une gestion de production efficace peuvent être considérés 
de la manière suivante: 
 
2.2.1 Respecter les délais 
Cet objectif est prioritaire vis-à-vis du client, étant donné que les commandes ont 
un caractère contractuel [Vacher, 2000] et leur non respect peut avoir des 
conséquences financières pénalisantes, aussi bien sur le plan économique que sur 
l’image de marque de la société. 
 
2.2.2 Minimiser les stocks intermédiaires 
A chaque niveau de fonctionnalité, les différents intervenants ne cernant pas de 
manière précise les flux et l’ensemble des paramètres entrant dans un processus complexe 
de fabrication, ne cherchent pas ou ne peuvent pas optimiser les stocks de matières et 
produits en cours de fabrication ou d’assemblage par exemple. Une tendance naturelle, 
mais couteuse, est d’accroître les quantités produites intermédiaires pour éviter toute 
rupture d’enchainement.  
 
 






2.2.3 Optimiser l’utilisation des moyens 
Il est nécessaire et primordial d’optimiser en permanence la charge des moyens 
chers et détecter la présence de goulots d’étranglement limitant le débit de sortie des 
produits. Un goulot est un  moyen de production dont la capacité est inférieure à la 
charge résultant d’une demande. 
 
2.2.4 Autres objectifs liés à l’environnement de la production 
En plus des objectifs cités précédemment, la gestion de production doit affecter un 
certain nombre d’objectifs de qualité, de quantité et de coûts. La fonction de production 
dépend aussi des autres grandes fonctions de l'entreprise que sont les ventes, 
l'approvisionnement et les stocks.  
2.3 Les différents types de systèmes de production 
 
Les entreprises de productions sont réparties généralement en quatre catégories, même 
si dans certains cas un système peut prendre certaines caractéristiques que l’on peut 
retrouver dans plusieurs classes différentes. 
 
2.3.1 Production unitaire  
 
Ce type de production [Afnor, 1988]  également désigné sous l’appellation de projet 
dans le cas d’une unité importante de construction est celui de la production artisanale et 
aussi celui de la réalisation de grands ouvrages. Leur point commun est la taille du produit 
qui oblige à tout organiser autour du chantier où l’unité doit être produite en une seule 
édition ou un petit nombre à la fois, avec souvent des modifications et des améliorations 
techniques d’une unité à l’autre.  
 
2.3.2 Production en petite et moyenne série  
 
C’est aussi la production par lots, elle est caractérisée par le fait que le produit est plus 
ou moins de taille modeste pour que ce produit se déplace de machine en machine dans un 
même atelier ou un groupe d’ateliers. Le procédé de fabrication d’un produit est, dans ce 
cas, exprimé par la gamme de fabrication ou routage. La gamme de production d’un article 
est l’énumération de la succession des actions et autres évènements nécessaires à la 
réalisation de l’article en question. 
On distingue généralement les ateliers de production par lots en deux classes distinctes : 
L’usinage et le montage. Les ateliers d’usinage partent d’une matière première qu’ils 
façonnent et transforment pour obtenir une pièce ou un produit fini. Le montage, à partir 
d’un certain nombre de pièces (fabriquées à l’usinage ou achetées à l’extérieur), regroupe 
ces pièces pour réaliser des produits finis complexes conformément aux indications des 
nomenclatures de décomposition et des gammes de montage.  
 






2.3.3 Production en grande série  
Ce type de production est aussi parfois qualifié de production de masse, lorsque le 
nombre de produits à fabriquer augmente suffisamment il serait intéressant de constituer 
des installations dédiées. Une chaîne de production représente un ensemble de machines 
différentes dans l’ordre même dans lequel les opérations doivent être effectuées pour 
minimiser les temps de transfert et d’attente. Il faut que les machines aient le même 
rendement et le même débit et que les problèmes des aléas puissent être résolus rapidement 
avant d’entraîner l’arrêt complet de la chaîne. Toutes ces conditions font que généralement 
il est nécessaire d’avoir une surcapacité en ressources humaines et matérielles impliquant 
des investissements importants. 
 
2.3.4 Production en continu  
La production en continu est en fait un cas particulier de la production en grande série. 
C’est une chaîne parfaitement équilibrée où il n’y a pas de stocks intermédiaires et toutes 
les machines qui constituent cette chaîne ont le même débit. 
Cependant, traditionnellement, on réserve ce terme au cas où les matières et les 
produits se présentent sous forme liquide (ou du moins pouvant circuler dans des 
canalisations) ou sous forme gazeuse. Ce type de production concerne par exemple la 
production en raffinerie, chimie, sidérurgie ou en industrie du verre et du ciment. Il fait 







2.4 Caractéristiques des systèmes automatisés de production 
 
2.4.1 Flexibilité  
De nos jours la flexibilité des systèmes de production est devenue primordiale à cause 
de la croissance continue de l’automatisation industrielle. Elle est considérée comme une 
FIG. 2.2— Exemple de planification de production tirée de [Vacher, 2000]. 
 






possibilité pour un décideur de pouvoir à tout moment reconsidérer ses choix de manière à 
maintenir l’optimalité de sa décision [Dagoumau, 2000].   
 
 
2.4.2 Réactivité  
La réactivité d’un système de production est définie comme l’aptitude à répondre 
(réagir) dans un temps requis aux changements de son environnement interne ou externe. 
C’est à dire qu’il doit avoir une conduite qui lui permette de réagir et de s’adapter, en 
fonction des objectifs de production, aux fluctuations des besoins et aux aléas du système 
par rapport au régime (fonctionnement) permanent (stable) [Dauzère-Pérès et al., 2005].  
Cette réactivité impose une vue dynamique des événements, pour cela trois fonctions 
s’avèrent nécessaires : Une fonction d’observation, Une fonction de surveillance et Une 
fonction de correction.  
 
2.4.3 Pro-activité 
La pro-activité d’un système de production se caractérise par ses capacités 
d’anticipation (prévoir et/ou provoquer) des changements d’état, d’apprentissage et 
d’enrichissement des connaissances, d’adaptation de ses règles de fonctionnement et par sa 
capacité de réorganisation reposant sur une architecture décentralisée et une délégation de 
responsabilité. Les fonctions d’observation, de surveillance et de correction sont 
nécessaires pour assurer la pro activité. Les processus de décision distribués offrent de 
réelles capacités en termes de réactivité et de pro activité.  
 
2.4.4 Robustesse  
La robustesse d’un système de production se définit par son aptitude à produire 
conformément aux résultats attendus. Cela suppose la garantie de l’obtention des 
performances souhaitées en présence d’incertitudes dans le système [Billaut, 2005]. 
 
2.4.5 La performance des systèmes de production 
En raison de la diversité des sens qui peuvent lui être attribués dans ses utilisations 
courantes, il est bien difficile de caractériser la performance puisqu'elle peut être résultat, 
meilleur résultat, résultat idéal, ou encore action. La  notion de performance est très 
rarement définie car considérée comme implicitement connue [Innal et Dutuit, 2006].  
Les travaux du domaine du contrôle assimilent le plus souvent la performance à un 
indicateur de performance : temps d'exécution, quantité d'opérations, quantité de 
ressources utilisées...La plupart du temps, on considère qu'une proposition contribuant à 
l'amélioration de l'un de ces indicateurs, génère une réduction des coûts et implicitement 
une amélioration des performances. Certains chercheurs font l'effort de traduire un résultat 
en terme de coût, mais en utilisant malheureusement des pondérations simplistes issues 
du contrôle de gestion et admises, même si elles introduisent des distorsions dans 
l'image qu'elles donnent de la performance économique. 
Depuis une vingtaine d'années, certains chercheurs en productique et en génie logiciel 
s'intéressent à la problématique de la performance industrielle et de l'instrumentation de 
son évaluation et définissent la performance globale d'un système comme étant l'obtention 






conjointe de la pertinence, de l'efficience, et de l'efficacité, appréciées en termes de coûts 
et de valeur, sur l'intégralité du cycle de vie du système [Tahon, 2003].  
  
2.5 Les différents types d’ateliers manufacturiers 
Une classification très répandue des ateliers, du point de vue ordonnancement, est 
basée sur les différentes configurations des machines. Les modèles les plus connus sont les 
suivants : 
a. Machines uniques 
b. Machines parallèles 
c. Ateliers à cheminement unique  (Flow-shop) 
d. Ateliers à cheminement multiples (Job-shop) 
e. Autres configurations (Open-shop et autres).  
 
2.5.1 Machine  unique  
 
Dans ce cas, l’ensemble des tâches à réaliser est fait par une seule machine. Les taches 
sont alors effectuées lors d’une opération. L’une des situations intéressantes où on peut 
rencontrer ce genre de configuration est le cas où on est devant un Système de Production  
comprenant une machine goulot qui influence l’ensemble du processus. L’étude peut alors 












2.5.2 Machines parallèles 
 
Dans ce cas, on dispose d’un ensemble de machines identiques pour réaliser les 
travaux, ces dernières se composent d’une seule opération et un travail exige une seule 
machine. L’ordonnancement s’effectue en deux phases ; La première phase consiste à 
effectuer les travaux sur machines et la deuxième phase consiste à établir la séquence de 






Travaux en Attente 
Machine 
Travaux Finis 
FIG. 2.3—  Modèle d’une Machine unique. 
Travaux en Attente 
Machine 2 
Travaux Finis 
FIG. 2.4—  Modèle d’une Machine parallèle. 
Machine 1 
Machine  n 







2.5.3  Ateliers à cheminement unique (Flow-shop) 
 
Un atelier à cheminement unique est un atelier où le processus d’élaboration de 
produits est dit «  linéaire », c'est-à-dire lorsque les étapes de transformation sont 
identiques pour tous les produits fabriqués. Selon les types de produits élaborés, on 
distingue deux types de production : la production continue et la production discrète. La 
production continue est caractérisée par la fluidité de son processus et l’élimination du 
stockage, c’est le cas notamment dans les raffineries, les cimenteries, les papeteries …etc. 
La production discrète s’applique principalement aux produits de grande consommation 
fabriquée à la chaîne comme l’exemple de la fabrication automobile, la majorité  du 
domaine textile, les machines outils…etc. Dans les deux cas, les machines peuvent être 
dédiées à une opération précise, et sont implantées en fonction de leurs séquences 
d’intervention dans la gamme de production.  L’un des principaux objectifs  dans le cas 
d’atelier à cheminement unique est de trouver une séquence de taches qui respecte un 














2.5.4  Ateliers à cheminements multiples  (Job-shop)  
 
Les ateliers à cheminement multiple (Job-shop) sont des unités manufacturières traitant 
une variété de produits individuels dont la production requiert divers types de machines 
dans des séquences variées. L’une des caractéristiques d’un atelier à cheminement multiple 
est la demande pour un produit particulier  est généralement d’un volume petit ou moyen. 
Une autre caractéristique est la variabilité dans les opérations. Ainsi, il est nécessaire que le 
système soit de nature flexible. Dans un sens général, la flexibilité est la capacité d’un 
système à répondre aux variations dans l’environnement (voir figure 2.6). 
 L’objectif le plus considéré dans le cas d’un atelier à cheminements multiples est le 
même que celui considéré pour un atelier à cheminement unique, à savoir trouver une 
séquence de tâches sur les machines qui minimise le temps total de production [Esquirol et 





Travaux en Attente 
Travaux Finis 
FIG. 2.5— Ateliers à cheminement unique (Flow-shop). 
Machine 1 Machine 2 Machine n 





























2.6  Les problèmes des systèmes de production  
 
L’objectif des Systèmes de Production (SP) est de satisfaire le client et pour y arriver il 
est impératif de mieux gérer la production, ce qui implique un ordonnancement pouvant 
aboutir à des échéances acceptables. De ce fait la complexité des SP se résume en deux 
principaux problèmes [Vacher, 2000] : problème d’ordonnancement et problème 
d’optimisation. 
 
2.6.1 Problème d’ordonnancement  
 
L’ordonnancement est une fonction essentielle en système de production. C’est un 
problème difficile en raison du nombre de calculs à effectuer pour obtenir un 
ordonnancement qui optimise le critère retenu [Vacher,  2000]. Les problèmes 
d’ordonnancement consistent à organiser l’exécution de travaux d’un ensemble de 
ressources disponibles en quantité limitée. En pratique, on rencontre de tels  problèmes 
dans les systèmes de production manufacturière, ou des ordres de fabrication 
correspondants à des produits à réaliser doivent être séquencés sur les différentes machines 
de l’atelier. En particulier, le problème d’ordonnancement de projet à contraintes de 
ressources,  consiste à déterminer les dates de début d’un ensemble de taches soumises à 
des contraintes de succession ; chaque tache  nécessite une quantité donnée  de ressources 
impliquées dans le projet pour être exécutée. Il y a aussi des problèmes cumulatifs dans la 
mesure où à chaque instant et pour chaque ressource la quantité utilisée ne peut dépasser la 
quantité disponible. Par ailleurs, les décideurs doivent faire face à des perturbations, 
FIG. 2.6—  Ateliers à cheminement multiple (Job-hop). 
Machine 1 Machine 2 Machine 3 
Machine 6 Machine 5 Machine 4 
Travail en attente 
Travail fini 






comme par exemple l’arrivée d’une ou plusieurs tâche(s) imprévue(s) à ordonnancer 
remettant ainsi en cause la validité de l’ordonnancement. 
 
 
2.6.2 Problème d’optimisation  
 
Optimiser c’est tout d’abord mesurer avant d’agir sur les points critiques. Pour un 
système de production il faut mettre en place des indicateurs liés à la productivité en 
fonction des lots, aux arrêts machines dont les résultats révèleront les véritables gisements 
de productivité. Dans la résolution d’un problème d’ordonnancement, on peut choisir entre 
deux grands  types de stratégies, visant respectivement à l’optimalité des solutions, ou plus 
simplement à leur admissibilité. L’approche par optimisation suppose que les solutions 
candidates à un problème puissent être ordonnées de  manière rationnelle selon  un ou 
plusieurs critères d’évaluation numériques, construits sur la base d’indicateurs de 
performances [Lopez et Roubellat, 2001]. On cherchera donc à minimiser ou maximiser de 
tels critères. On note par exemple ceux :       
 
 Liés au temps  
Le temps total d’exécution ou le temps moyen d’achèvement d’un ensemble de taches, 
différents retards ou avances par rapport aux dates limites fixées.  
 Liés aux ressources  
- La quantité totale ou pondérée de ressources nécessaires pour réaliser un ensemble de 
taches.  
- La charge de chaque ressource. 
- Liés à l’énergie ou un débit. 
- Liés aux coûts de lancement, de production, de transport, etc. ; mais aussi aux revenus, aux 






Le domaine de l’ordonnancement présente la particularité de se situer à la croisée de 
plusieurs disciplines scientifique (mathématiques, économie, productique, automatique, 
informatique,….). L’ordonnancement est également d’une très forte relation entre pratique 
et théorie. Ces caractéristiques se traduisent naturellement par une littérature riche et 
abondante. Nous présentons tout d’abord ce qu’est un problème d’ordonnancement en 
évoquant notamment les différents sous problèmes qu’il recouvre.  
 
2.7.1 Notions de Base 
L’ordonnancement est une fonction essentielle en gestion de production, C’est un 
problème difficile en raison du nombre de calculs à effectuer pour obtenir un 
ordonnancement qui optimise le ou les critère(s) retenu(s). De plus, il existe de nombreux 






problèmes d’ordonnancements ou diverses méthodes exactes ou approches de résolution 
sont proposées pour résoudre une partie d’entre eux [Esquirol et Lopez, 1999]. 
Parmi les définitions du problème d’ordonnancement, on retrouve l’aspect commun de 
l’affectation des tâches dans le temps et dans l’espace au moindre cout et en un temps 
réduit. 
Donc il ya problème d’ordonnancement : 
- quand un ensemble de travaux est à réaliser, 
- que cette réalisation est décomposable en tâches (ou opérations), 
- que le problème consiste à définir la localisation temporelle des tâches et, ou la 
manière de leur affecter les moyens nécessaires. 
 
 
2.7.1.1 Notion de tâches 
Une tâche i est une entité élémentaire de travail localisée dans le temps par une date 
de début ti ou de fin ci, dont la réalisation nécessite une durée pi = ci - ti, et qui consomme 
des moyens k. 
 
2.7.1.2 Notion de ressources 
Une ressource k est un moyen technique ou humain destiné à être utilisé pour la 
réalisation d’une tâche et disponible en quantité limitée, sa capacité Ak. 
On distingue plusieurs types de ressources : une ressource est renouvelable si, après 
avoir été utilisée par une ou plusieurs tâches, elle est à nouveau disponible en même 
quantité. Dans le cas contraire, elle est consommable. 
Par ailleurs, on distingue aussi dans le cas des ressources renouvelables, les ressources 
disjonctives (ou non partageables) qui ne peuvent exécuter qu’une tâche à la fois, et les 
ressources cumulatives (ou partageables) qui peuvent être utilisées par plusieurs tâches 





FIG. 2.7—  Typologie par les ressources des problèmes d’ordonnancements. 
 







2.7.2  Caractéristiques générales des ordonnancements  
 
Des sous-ensembles d’ordonnancement particuliers sont ici présentés dont certains 
présentent des priorités de dominance vis à vis  de tous critères réguliers [Esquirol, 1999].    
 
2.7.2.1 Ordonnancement admissible 
 
 Un ordonnancement est dit admissible s’il respecte toutes les contraintes du problème  
(Dates limitées, précédences, limitation des ressources…..)  
 
Exemple.  Considérons cinq tâches 1, 2, 3, 4, 5  telles que l’on doive respecter les 
contraintes de précédence 1< 2 <5 et 3 < 4, Un ordonnancement  admissible est représenté 












On parle de glissement à gauche local lorsqu’on avance le début d’une tache sans 
remettre en cause l’ordre relatif entre les tâches. Sur l’exemple ci-dessus bien 
qu’admissible la solution pourrait être améliorée du point de vue du temps total 
d’exécution, en faisant un glissement local de certaines tâches vers la gauche (3 et 4 d’une 
unité, puis 5 de trois unités).  
On parle de glissement à gauche global lorsqu’on avance le début d’une tâche en 
modifiant l’ordre relatif entre au moins deux tâches. Sur l’exemple précédent, le 
repositionnement de la tâche 5  juste au dessus de la tâche 3 est admissible mais change la 
relation 4 < 5  en 5<4.    
 
2.7.2.2 Ordonnancement semi actif   
 
      Dans un ordonnancement semi actif, aucun glissement à gauche  local n’est 
possible : on ne peut avancer une tâche sans modifier la séquence sur la ressource. Sur 
l’ordonnancement admissible précédent, un glissement à gauche local permet par exemple 













FIG. 2.8—  Ordonnancement admissible [Billaut et Moukrim, 2005].   















                                                     
                       
 
 
2.7.2.3  Ordonnancement actif  
 
   Dans un ordonnancement actif aucun glissement à gauche local ou global n’est 
possible. Aucune tâche ne peut commencer plus tôt sans reporter le début d’une autre, 








                  
   
2.7.2.4 Ordonnancement  statique/dynamique 
Un problème d’ordonnancement est statique si l’ensemble des informations nécessaires 
à sa résolution est fixé a priori et n’est pas remis en cause durant la résolution (ensemble 
des tâches, des ressources, et leurs caractéristiques). La solution est alors un plan 
prévisionnel dont l’exécution nécessite un contrôle d’exécution. Celui-ci peut inclure une 
fonction de décision en temps réel si le système est doté d’une certaine souplesse. 
D’une manière générale, la génération d’un plan et le contrôle de son exécution posent 
un problème d’ordonnancement dynamique [Esquirol et Lopez, 1999]. 
 
2.7.3 Méthodes d'ordonnancement      
Parmi les méthodes utilisées en ordonnancement, on peut distinguer les méthodes 
anciennes comme la méthode PERT, la méthode des potentiels, la simulation ainsi que les 
méthodes liées à l’intelligence artificielle ou l’emploi d’heuristiques. Cependant, les 
méthodes PERT ont des potentiels qui ne sont applicables que pour l’ordonnancement d’un 









FIG. 2.9—  Ordonnancement semi actif [Billaut et Moukrim, 2005].   
 















 Elles doivent passer le relais à des méthodes exactes issues des techniques de 
l’optimisation combinatoire (programmation dynamique, procédure par séparation et 
évaluation etc.) à des méthodes approchées (heuristiques) ou à des algorithmes génétiques. 
Ces méthodes peuvent être classées en diverses familles ; nous donnons brièvement la 




L'idée de base de la simulation est de simuler le comportement d'un atelier en faisant 
avancer le temps et en chargeant les machines libres par un choix sur les opérations 
disponibles. L'approche de la simulation intègre donc la notion de règles de priorité lors du 
chargement des postes de travail. Un grand nombre de ces règles ont été citées dans la 
littérature. Elles ne sont pas toutes efficaces et il n'existe pas vraiment de règle donnant de 
bons résultats pour tous les types de problèmes et pour un critère donné.  
En effet, l’approche de simulation fait partie des méthodes dites à construction 
progressive d’un ordonnancement. Ce type de méthode permet de déterminer rapidement 
un ordonnancement respectant les contraintes techniques. Il se caractérise par une grande 
puissance de modélisation. La qualité de l’ordonnancement dépend des règles de 
construction de celui-ci, exprimées sous la forme de priorités données aux différents 
travaux dans les files d’attente. 
Règles de priorité : Un très grand nombre de règles ou combinaisons de règles ont été 
définies et testées. On distingue plusieurs critères de classification : 
- Règle locale ou globale : une règle est locale si elle prend en compte que les 
informations locales à la file d’attente. 
- Statique ou dynamique : une règle est dite statique si la valeur de la priorité 
reste invariante pendant le séjour du travail dans la file d’attente. Une règle 
dynamique peut conserver l’ordre relatif entre deux travaux (SLACK) mais la 
valeur de la priorité doit être mise à jour dès qu’un nouveau travail arrive dans 
la file d’attente. 
- Informations prises en compte par la règle : on distingue les règles qui prennent 
en compte les temps opératoires, les dates de livraison, combinent les deux. 
- Complexité : combinaison pondérée de règles, utilisation de paramètres à régler. 
2.7.3.2 Résolution de problèmes par agents 
 
Nous pouvons considérer que le problème d’ordonnancement est un problème bien 
posé puisque le traitement fait apparaître des caractères de répartition et de distribution 
plus ou moins collectives des actions au niveau des machines (ressources).  
Pour cette raison, nous pouvons le traiter par une approche par agents. La notion 
d’organisation d’agents fait référence à la façon dont les agents réalisent en commun leurs 
actions pour contribuer à l’amélioration d’un objectif global. Les agents ont donc des 
tâches précisées a priori par une gamme de tâches et ils règlent par eux-mêmes la 
coordination de ces tâches. 






2.7.4 Paramètres liés à l’étude des problèmes d'ordonnancement      
2.7.4.1  Les Contraintes 
Sur ces problèmes, il existe des contraintes qui peuvent être obligatoires ou sujettes à  
des relaxations: 
- Des contraintes de précédence entre les opérations qui sont en général absolues et fortes, 
- Des contraintes physiques qui reproduisent la capacité des diverses ressources de l'atelier, 
- Des contraintes de disponibilité des ressources, qui concernent à la fois les ressources 
consommables (utilisables une seule fois) et les ressources récupérables, indiquant les 
ressources pouvant être utilisées durant une période de temps donné (comme les machines 
et la main-d’œuvre). 
Parmi les contraintes relaxables (ou de préférences)  figurent des contraintes de respect des 
livraisons, d'encombrement minimal, de lissage de charge, etc. 
2.7.4.2   Qualité de la solution 
Ainsi, on parle d'ordonnancements admissibles ou réalisables pour un ordonnancement 
vérifiant ces contraintes absolues, c'est-à-dire  la réalité de l'atelier et de la vie courante. 
Cependant, si un ordonnancement est admissible, il faut encore pouvoir juger de sa qualité 
et s'il respecte les préférences que l'on s'est assignées. On ne peut parler de bon 
ordonnancement que si on l'évalue par rapport à un critère donné. Donc, il faut donner des 
objectifs à atteindre, au mieux, car il est toujours difficile d'optimiser une fonction 
comprenant plusieurs critères. On peut toujours citer parmi les objectifs les plus importants 
le respect des dates de livraison, la qualité des produits, et  la limitation des en-cours de 
fabrication. On peut aussi envisager de respecter un niveau de stock, maximiser la 
productivité, répartir au mieux la charge sur les différentes machines, éviter les goulots 
d'étranglement (sources de gêne pour l'atelier et des problèmes en cas de panne). Il existe 
d'autres objectifs moins rigides comme la répartition au mieux du travail, les changements 
compliqués d'outils [Vacher, 2000]. 
Le coût d'une planification est affecté de manière plus ou moins forte par tous ces 
objectifs et l'on ne peut les inclure tous dans notre fonction de coût sous peine de rendre 
difficile, voire impossible, l'obtention d'une solution. Il faut aussi s'efforcer de respecter au 
mieux les décisions passées, et éviter de trop remettre en cause les ordonnancements. Le 
difficile compromis entre les différentes préférences impose donc une échelle des objectifs 
















2.8  Pilotage et ordonnancement 
 
2.8.1 Notion de Pilotage 
A l’heure actuelle, il n’existe pas de définition unique ni stabilisée du terme pilotage. 
Une définition a été proposée dans les travaux de Trentesaux en 2000, dans laquelle il 
définit  le pilotage comme suit : 
"Le pilotage consiste à décider dynamiquement des consignes pertinentes à donner à un 
système soumis à perturbation pour atteindre un objectif donné décrit en termes de maîtrise 
de performances" [Trentesaux, 2002]. Le schéma proposé à la figure 2.11 place le pilotage 
dans son environnement. Ici, le concept de pilotage concerne la définition et l’organisation 
des interrelations entre deux sous-systèmes : un sous-système physique (appelé système 
opérant) et sous-système de décision (appelé système de pilotage), conduisant à la mise en 
œuvre d’une boucle de rétroaction. 
Les informations en entrée du système de pilotage sont les objectifs (résultats souhaités 
du système opérant), les autres données et contraintes externes (issues de l’environnement) 
ainsi que les observations effectuées sur le système opérant (états internes et mesure des 
effets). Les informations en sortie sont les signaux de commande, les résultats du système 
opérant ainsi que le sous-ensemble des indicateurs de performance requis par 












FIG. 2.11— Modèle de l’environnement d’un système de pilotage. 
FIG .2.12 — Modèle de référence ISO. 
 








2.8.2 Pilotage et Ordonnancement 
Parunak [Parunak,1991] définit l’ordonnancement prévisionnel comme étant le : « sous 
ensemble du produit cartésien Quoi*Où*Quand pour un sous ensemble de tâches à 
réaliser ». On peut différencier les types de pilotage selon qu’un ordonnancement 
prévisionnel des tâches est réalisé ou non : 
- Pilotage sans ordonnancement prévisionnel : les allocations se font en temps 
réel et de manière dynamique au fur et à mesure de l’évolution du système de 
production. 
- Pilotage à ordonnancement prévisionnel partiel : seule une partie des tâches 
à réaliser sont planifiées a priori. Les autres sont allouées dynamiquement. 
- Pilotage à ordonnancement prévisionnel total : toutes les tâches à réaliser 
sont allouées en amont du système de pilotage. 
2.9  Conclusion 
 
Les systèmes de production sont, par nature, complexes. Il est par ailleurs nécessaire de 
tenir compte des demandes réelles ou prévues à long et à moyen terme, pour pouvoir 
utiliser au mieux les ressources disponibles. De plus, les événements aléatoires internes et 
externes qui interviennent constamment nécessitent de recalculer l’ordonnancement.  
La résolution d'un problème d'ordonnancement commence par la modélisation du 
système de fabrication et de son fonctionnement. Il faut donc définir un ensemble de 
paramètres représentant le système étudié, les liens existants entre ces paramètres et les 
critères qui permettront d'évaluer les solutions obtenues. Il est clair qu'il existe diverses 
manières de modéliser chaque problème d’ordonnancement et on est amené à choisir un 
mode de description. Parmi ces modes, on peut citer les  équations mathématiques, les 
graphes potentiels-tâches, les réseaux de Petri, etc. 
Plusieurs solutions ont été proposées pour la résolution des problèmes 
d’ordonnancements allant des algorithmes vers les heuristiques pour terminer avec des 
approches basées sur la simulation et les systèmes interactifs d’aide à la décision. Toutes 
ces contributions seront présentées en détail au niveau du  troisième chapitre  constituant 




Méthodes de Résolution du 
Problème 
d’Ordonnancement dans 
une gestion de production 
 
 
Les systèmes d’ordonnancement utilisés jusqu’à maintenant construisent, en règle 
générale, des ordonnancements imprécis à cause d’un manque de connaissance sur les 
particularités des ateliers et des lots de fabrication qui y accèdent. Cette constatation reflète  
l’un des principaux problèmes que rencontre tout atelier de fabrication comme le problème 
de gérer les diverses ressources de l’atelier tant humaines que matérielles et la réduction du 
retard ou de l’avance durant le processus de fabrication. 
A cet effet, un grand nombre de méthodes ont été développées pour résoudre les 
différents aspects de la gestion de production (qui comprend la fonction d’ordonnancement), 
afin de permettre la conduite en temps réel d’un atelier. 
Nous décrivons dans ce chapitre les problèmes d’ordonnancements en suivant le schéma 
de la classification proposés dans [Ribas et al., 2009] ainsi que les approches utilisées pour 
le pilotage des systèmes de production afin, d’éclairer la relation entre le pilotage et 
l’ordonnancement. 
 
3.1 Définition du problème d’ordonnancement  d’atelier 
 
Le problème de l’ordonnancement d’atelier est un cas particulier du problème général 
d’ordonnancement auquel une série d’hypothèses restrictives a été rajouté ainsi qu’une 
précision de la terminologie. Ce problème est caractéristique des préoccupations de gestion 
optimale des ressources issue du domaine de la gestion de production.  Dans le cas du 
problème d’atelier, par tâche, il faut comprendre opération élémentaire de fabrication (ex ;  
usinage, fraisage,  assemblage …) et par ressources, les machines sur lesquelles elles sont 
effectuées. Un travail (Job) correspond alors à une liste d’opérations élémentaires 
(opérations de fabrication) nécessaires à sa réalisation. Il y a  souvent un amalgame qui est 
fait entre tâches, étapes de fabrications, et job produits (ou gamme d’un produits). Une 
machine de production est considérée comme une ressource renouvelable car une fois 
utilisée elle redevient disponible à la différence, par exemple, des matières premières qui 
sont dénommées (ressources consommables).  
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Les problèmes d’ateliers précisent également la définition de « contrainte potentielle » 
présentée dans la section précédente.  
a. Contrainte d’antériorité : c’est une contrainte de succession entre deux tâches d’un même 
travail (ou gamme).  
b. Contrainte de localisation temporelle : la définition des deux dates provient de 
préoccupations pratiques rencontrées dans des situations réelles. Elles peuvent provenir 
d’objectifs spécifiés dans un ordre de fabrication (n produits doivent être fournis avant la date 
t) ou résulter de l’organisation du plan de charge de la machine  (la machine M n’est pas  
disponible avant la date).  
c. Contrainte d’indépendance des travaux : il n’ya aucune contrainte d’antériorité entre  
opérations (taches de travaux différents). Une fois commencé, une tâche ne peut être 
interrompue. On ne pourra avoir recours à une segmentation de l’exécution d’une tâche.  
d. Contrainte  disjonctive. Un travail ne peut être effectué que sur une seule machine à la fois, 
l’exécution des tâches d’un même travail doit ainsi être séquentielle et non parallèle. De même 
une machine ne peut traiter qu’une tâche à la fois.  
 
3.1.1 Ordonnancement d’atelier en temps réel 
Le problème d’ordonnancement d’atelier en temps réel (ou en ligne) consiste à adapter 
en permanence les modalités d’exécution d’un ensemble de tâches par un ensemble de 
ressources à la situation réelle du système considéré. Ce problème diffère donc du problème 
prévisionnel qui vise à prévoir les modalités d’exécution d’un ensemble de tâches par un 
ensemble de ressources sur un horizon fini ou infini [Artigues et Roubellat, 2001].  
 
3.1.2  Etat de l’art : approches d’Ordonnancement pour les ateliers flow-shop  
 
Les méthodes de résolution des problèmes d’ordonnancements puisent dans toutes les 
techniques de l’optimisation combinatoire, que ce soit les méthodes approchées comme les 
algorithmes gloutons, les méthodes de voisinage, les algorithmes génétiques, les algorithmes 
stochastiques, etc. ou les méthodes exactes comme la programmation mathématique, la 
programmation dynamique, les procédures par séparation, la programmation par contraintes, 
etc. 
La résolution des problèmes traités peut nécessiter l’utilisation d’outils de modélisation 
de systèmes complexes, la simulation, les réseaux de Petri, etc. 
Dans une étude faite par [Ribas et al., 2009], un état de l’art pour les travaux traitant la 
problématique des ateliers flow-shop hybrides a été proposé selon une classification faite 
selon la nature de la solution proposée appelée (approche solution). Les travaux sont classés 
en approches-solutions exactes s’ils permettent d’élaborer une solution optimale sinon, ceux 
seront les heuristiques, les approches hybrides ou les approches basées sur la 
simulation/Système Interactif d’Aide à la Décision (SIAD). 
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Comme cela est indiqué sur la figure 3.1, la première catégorie de méthodes concernent 
les méthodes exactes. Ces méthodes sont généralement utilisées pour résoudre des 
problèmes de petite taille où le nombre de combinaisons est suffisamment faible pour 
pouvoir explorer l’espace des solutions en un temps raisonnable. Ces méthodes assurent 
toujours l’optimalité de la solution trouvée. Elles garantissent donc la complétude de la 
résolution mais à coût élevé. Leur inconvénient majeur est le temps exponentiel de 
résolution qui croît en fonction de la taille du problème. 
L’espace de recherche est représenté sous forme d’un arbre où chaque nœud correspond 
à l’affectation d’une valeur à une variable. Un chemin menant de la racine de l’arbre à une 
feuille représente une solution. En général et pour éviter justement d’énumérer toutes les 
solutions de l’espace de recherche et générer ainsi l’arbre complet, des mécanismes sont 
introduits (calcul de bornes) pour élaguer les chemins qui n’aboutissent pas. 
Comme méthodes exactes appliquées au problème de l’ordonnancement de production, 
nous citerons la programmation mathématique, linéaire et dynamique ainsi que la recherche 
arborescente ou Procédure par Séparation et Evaluation (PSE) [Charon, 1996] [Esquirol et 
Lopez, 1999]. 
Dans la catégorie approche hybride, sont rangés les travaux qui proposent de combiner 
deux approches afin d’obtenir une solution. Et dans la catégorie de l’approche basée sur la 
simulation/SIAD sont classés les travaux qui permettent d’améliorer la performance des 
systèmes restreints selon certaines règles ou certaines contraintes (au lieu de suggérer une 
procédure d'optimisation) et des travaux dédiés à un cas industriel spécifique pour lequel les 
procédures spécifiques permettant d’obtenir les solutions acceptables sont proposées. 
Le problème d’ordonnancement fait partie des problèmes d’affectation généraux, qui 
représentent une classe importante des problèmes d’optimisation combinatoire. Pour ces 
derniers, dans la plupart des cas, trouver la solution optimale est très difficile. Les méthodes 
heuristiques se proposent de trouver un mode de résolution qui fournit une solution de bonne 
qualité dans un laps de temps raisonnable. Nous allons dans la section suivante donner un 
aperçu général sur trois classes de ces méthodes (heuristiques) [Lopez et Roubellat, 2001] 
[Widmer et al., 2001]. 
De nombreuses heuristiques ont été proposées pour résoudre le problème général du 
flow-shop ; la grande majorité d’entre elles utilisent des transformations mathématiques 
pour se ramener au problème de Johnson à deux machines [Johnson, 1954]. 
Les métaheuristiques forment une famille d'algorithmes d'optimisation visant à résoudre 
des problèmes d'optimisation difficiles issus de la recherche opérationnelle pour lesquels on 
ne connaît pas de méthode classique plus efficace. Ces méthodes sont suffisamment 
générales pour être appliquées à plusieurs catégories de problèmes d’optimisation 
combinatoire. 
Cette section se concentre sur la description des trois grandes classes de 
métaheuristiques : les méthodes constructives, celles dites de recherche locale ou itérative 
et celles considérées comme évolutives [Costa, 1995]. 
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3.1.2.1 L’approche constructive 
 
Les méthodes constructives se distinguent par leur rapidité et leur grande simplicité. On 
obtient en effet très rapidement une solution admissible pour un problème donné sans avoir 
recours à des techniques hautement sophistiquées.  
L’idée de base consiste à diminuer la taille du problème à chaque étape, ce qui revient à 
se restreindre à un sous-ensemble Xk inclus dans X toujours plus petit ;X : étant l’ensemble 
des solutions admissibles et k : (1,…., n) nombre d’étapes (voir figure 3.2) . 
Le principal défaut de ces méthodes réside dans la qualité des solutions obtenues. Il est 
donc judicieux, dans le cas général, de mettre au point des procédures anticipant les effets 
secondaires et les conséquences futures occasionnées par les décisions prises lors de la 
construction d’une solution admissible. A titre d’exemple de méthode constructive, nous 
citons l’algorithme de Nawaz et al. [Nawaz  et al. , 1983] développé dans le cadre de la 








FIG. 3.1— Classification proposée selon l'approche solution [Ribas et al. , 2009]. 
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Le problème d’ordonnancement dans un atelier à cheminement unique est un problème 
de production dans lequel n tâches doivent être exécutées suivant le même ordre sur chacune 
des m machines qui composent l’atelier ; ces tâches ont donc toute la même gamme 
opératoire, mais pas les mêmes temps d’exécution. La durée de traitement de la tâche  i sur 








     
3.1.2.2 Le Recuit Simulé 
 
Le Recuit Simulé est une méthode de recherche locale dont le mécanisme de recherche 
est calqué sur l’algorithme de Metropolis et al. et les principes du recuit thermodynamique. 
L’idée consiste à utiliser l’algorithme de Metropolis et al. [Metropolis et al. , 1953] pour des 
FIG. 3.3— Algorithme : Heuristique NEH. 
FIG. 3.2— Exploration de X par une approche constructive. 
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valeurs décroissantes de la température t. Le refroidissement progressif d’un système de 
particules  est simulé  en faisant une analogie  entre l’énergie du système et la fonction 
objectif du problème (P) d’une part, et entre les états du système et les solutions admissibles 
de (P) d’autre part. Pour atteindre des états avec une énergie aussi faible que possible, on 
porte initialement le système à très haute température puis on le refroidit petit à petit.  Le 
refroidissement du système doit se faire très lentement pour avoir l’assurance d’atteindre un 
état d’équilibre à chaque température t. Lorsqu’aucun état nouveau n’est accepté à une 
température t donnée, on considère que le système est gelé et on suppose qu’il a atteint un 
niveau d’énergie minimum. L’algorithme du Recuit Simulé a été abondamment utilisé pour  







3.1.2.3 La méthode Tabou 
 
La technique Tabou est une méthode itérative générale d’optimisation combinatoire qui 
a été introduite par Glover [Glover, 1986]. La méthode Tabou s’appuie sur un principe qui 
consiste à garder en mémoire les dernières solutions visitées et à interdire le retour vers 
celles-ci pour un nombre fixé d’itérations, le but étant de donner assez de temps à 
l’algorithme pour lui permettre de sortir d’un minimum local. En d’autres termes plus 
simples, cette méthode conserve à chaque  étape une liste T de solutions « taboues », vers 
lesquelles il est interdit de se déplacer momentanément. L’espace nécessaire pour enregistrer 
un ensemble de solutions taboues peut s’avérer important en place mémoire. Pour cette 
FIG. 3.4— Algorithme : du Recuit Simulé. 
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raison, il est parfois préférable d’interdire uniquement un ensemble de mouvements qui 
ramèneraient à une solution déjà visitée. Ces mouvements interdits sont appelés 
mouvements tabous [Lopez et Roubellat, 2001]. Des versions plus raffinées de l’algorithme 
Tabou ont été présentées de manière détaillée dans la littérature.  
Comme cela a été notifié dans [Benbouzid, 2005], il n’existe pas, contrairement à la 
méthode du Recuit Simulé, de résultat théorique garantissant la convergence de l’algorithme 
vers une solution optimale du problème traité.  
La raison  principale de cet état de fait tient dans la nature même de la méthode. Celle-ci 
étant hautement  adaptative et modulable, son analyse par les outils mathématiques 
traditionnels  n’est pas concluante. Ce qui compte c’est de visiter au moins une solution 








3.1.2.4  L’approche évolutive 
 
Contrairement aux méthodes constructives et de recherche locale qui font intervenir une 
solution unique (partielle ou non), les méthodes évolutives manipulent un groupe de 
solutions admissibles à chacune des étapes du processus de recherche. L’idée centrale 
consiste à utiliser régulièrement les propriétés collectives d’un ensemble de solutions 
FIG. 3.5— Algorithme : Méthode générique de la recherche Tabou [Glover, 1989]. 
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distinguables, appelé population, dans le but de guider efficacement la recherche vers de 
bonnes solutions dans l’espace des solutions admissible X. 
Après avoir généré une population initiale de solutions, aléatoirement ou par 
l’intermédiaire d’une méthode constructive, une méthode évolutive tente d’améliorer la 
qualité moyenne de la population courante en ayant recours à des principes d’évolution 
naturelle (voir Figure 3.6). 
Parmi les méthodes utilisées dans ce type d’approches, on cite : les algorithmes 
génétiques,  
[Goldberg, 1989], la recherche distribuée (en anglais Scatter search) [Glover, 1977] et 
les colonies de fourmis [Colorni et al. , 1992] [Dorigo et Gambardella, 1997]. 
L’algorithme génétique a déjà une histoire relativement ancienne puisque les premiers 
travaux de John Holland sur les systèmes adaptatifs remontent à 1962 [Holland, 1975]. 
L’algorithme génétique recherche le ou les extrema d'une fonction définie sur un espace de 
données. Pour l'utiliser, on doit disposer des cinq éléments suivants [Holland, 1975] 
[Salomon, 2001]:  
1. Un principe de codage de l'élément de population,  
2. Un mécanisme de génération de la population initiale,  
3. Une fonction à optimiser,  
4. Des opérateurs permettant de diversifier la population au cours des générations et 
d'explorer l'espace d'état,  







3.1.2.5 Synthèse des métaheuristiques 
 
Le recuit simulé est une recherche aléatoire informée, mais si le nombre de minima 
locaux est élevé (ou peu élevé mais inconnu), le nombre d’itérations devient prohibitif. 
Cependant, cet algorithme a la propriété d’exploration aléatoire locale, au voisinage d’un 
point donné. Il est utile pour une recherche locale rapide.  
FIG. 3.6— Exploration de X par une approche évolutive. 
Chapitre 3.  Méthodes de Résolution du Problème d’Ordonnancement dans 






L’algorithme génétique est une recherche aléatoire distribuée. Il a la propriété de scruter 
un large espace de solution mais il a des difficultés de focaliser la recherche sur une région 
particulière. Il est utile pour détecter les régions potentielles de cet espace de solutions. Il 
faut noter que le temps de calcul d’un AG est proportionnel à la taille de la population (il 
faut évaluer chaque individu à chaque génération).  
En fait, ces méthodes, bien que la terminologie utilisée soit différente, partagent 
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3.1.2.6 L’approche basée sur la simulation 
 
Cette approche permet de tenir compte d’un grand nombre de contraintes. Elle est 
paramétrable et donne la possibilité de caractériser les choix de paramètres qui sont les 
mieux adaptés à certaines situations et d’obtenir ainsi dans la majorité des cas de bonnes 
solutions. Tout en étant facile à mettre en œuvre, cette approche peut être utilisée d’une 
manière itérative soit pour améliorer la qualité de la solution proposée, soit pour évaluer les 
effets de la variation de certaines caractéristiques du problème sur les résultats obtenus. 
L’approche basée sur la simulation peut être utilisée pour la résolution du problème 
d’ordonnancement, mais pour cela, elle dépend d’une procédure par placement des travaux 
ou des opérations une forme plus ou moins manuelle de construction d’ordonnancement  
[Bel et Cavaillé, 2001]. 
 
TAB.3.1 —Correspondance entre Algorithme Génétique  et Recuit Simulé [Debbat 
et Bendimerad, 2005]. 
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a) Procédure par placement des travaux : elle peut se résumer dans les étapes suivantes : 
- classer les différents travaux i (composés d’un certain nombre d’opérations o (i, j)) à 
ordonnancer selon un ordre choisi par l’utilisateur. Ce classement C aura une grande 
importance sur la qualité du résultat. 
- entamer une procédure itérative de placement des travaux. Pour cela : 
- on  choisit le premier travail i0 dans le classement C, 
- on place les opérations de ce travail par rapport aux opérations déjà ordonnancées 
(créneaux libres sur les machines concernées). Il peut y avoir différentes politiques des 
opérations (au plus tôt, au plus tard, etc.), 
- on choisit un nouveau travail dans le classement et on itère ainsi de suite. 
Cette procédure est particulièrement intéressante pour une mise en œuvre manuelle car elle 
permet de prendre en compte très simplement les contraintes d’enchaînement des 
opérations.  
b) Procédure par placement d’opérations : cette procédure se justifie dans le cas 
d’ateliers de cheminement unique (flow-shop) mais peut devenir pénalisante dans 
d’autres ateliers de type open-shop ou job-shop puisqu’elle risque de dégrader très vite la 
qualité de l’ordonnancement pour les travaux qui ne sont pas en tête du classement. 
Cette procédure consiste à placer les opérations une par une en suivant un certain ordre, 
on obtient ainsi les étapes suivantes : 
- on classe l’ensemble des opérations correspondant aux travaux à réaliser selon un certain 
ordre. Cet ordre prend en compte certaines caractéristiques de ces opérations (place dans 
la gamme, criticité de la machine concernée, durée, marge, etc.) ; 
- on prend la première opération de la liste ; 
- on place l’opération correspondante sur la machine sur laquelle elle doit être réalisée en 
tenant compte des contraintes de gamme. Ce placement est définitif et ne sera plus remis 
en cause dans la suite de la construction de l’ordonnancement ; 
- on place ensuite l’opération suivante de la liste et ainsi de suite jusqu’à épuisement de 
cette dernière. 
 
Particularité de cette procédure est qu’elle ne permet pas de faire un ’backtrack’ dans la 
résolution arborescente. Il faut donc choisir des heuristiques pour prendre des décisions 
locales qui soient les meilleures possibles sans être sûr qu’elles mèneront à la solution 
optimale. 
 
c) Approche basée sur la simulation   
 
Certains travaux cités dans [Ribas et al. , 2009] utilisent l’approche basée sur la  
simulation pour analyser le comportement du système de production sous différentes 
contraintes. Par exemple, Akkerman et al.  [Akkerman et al. , 2007] ont modélisé  un 
système de production en deux étages avec un traitement par lots dans le premier et une 
configuration de  plusieurs machines au deuxième étage. Le produit intermédiaire est stocké 
dans des réservoirs avec des contraintes de capacité et de durée de stockage. Ils ont adopté 
une approche d'ordonnancement cyclique pour le premier étage. L'objectif de cette étude est 
d'analyser l'utilisation des trois règles de séquençement  pour le second étage: à savoir 
FCFS, SPT. 
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1. LPT (L’algorithme LPT (Longest Processing Time) : les tâches sont ordonnées selon 
l’ordre décroissant de leurs durées opératoires),  
2. SPT (L’algorithme SPT (Shortest Processing Time) : les tâches sont ordonnées selon 
l’ordre croissant de leurs durées opératoires) et l’autre configuration de stockage.  
3. Ils concluent que la règle LPT conduit à un makespan minimal (le makespan étant la 
date de réalisation de la dernière tâche). 
 
Les auteurs dans [Uetake, 1995] ont traité le cas d’un atelier flow-shop hybride à deux 
étages, le premier comporte une machine et le second regroupe un ensemble de machines 
dédiées.  Ils ont analysé  l'effet de la longueur du cycle de production et les règles 
d'enchaînement sur makespan et le taux de progression du processus de production  comme 
mesures de performance de production. 
Un autre travail réalisé dans  [Lin et Liao, 2003] vient s’ajouter à la liste des travaux 
utilisant l’approche basée sur la simulation, Ce dernier consiste à trouver une solution à un 
problème d'ordonnancement posé dans la gestion d’une entreprise de fabrication d'étiquettes 
autocollant. Le système de production est divisé en 2 étages  avec un temps de démarrage 
dépendant du séquencement  au premier étage et une configuration de  machines dédiées à 
l'étage 2. 
 
3.1.2.7 L’approche basée sur les  SIAD 
 
En ce qui concerne l’approche basée sur les SIAD, quelques travaux ont été classés dans 
[Ribas, 2009], par exemple, Riane et al. dans [Riane et al. 2001]  ont présenté un système 
interactif d’aide à la décision qui intègre les différents niveaux du processus de traitement 
des commandes dans les organisations  des flow-shop hybrides. [Quadt etKuhn, 2005] ont 
proposé un SIAD pour une usine  d’assemblage de semi-conducteurs. L’entreprise en 
question permet de traiter les aspects de dimensionnement et d’ordonnancements dans un 
système flow-shop hybride. Ils utilisent une approche hiérarchique qui se compose de trois 
phases: d'abord, affecter les  machines et ordonner les séquences  des familles de produits à 
un niveau présentant un goulot d'étranglement, ensuite, considérant le nombre de machines 
par famille de produits et la taille des lots déterminé en phase1, affecter un temps de 
production et une machine à chaque unité de famille de produits en tenant compte aussi des 
étages de non-blocage et enfin, utilisant deux algorithmes génétiques, éclater les familles de 
produits en produits simples et arriver à résoudre de ce fait le problème d’ordonnancement 
pour toutes les phases de production. 
 
La simulation offre des possibilités telles que : 
1. Choix de la meilleure règle de priorité.  
2. Aide à la décision en temps réel, la simulation peut également être 
utilisée pour optimiser certaines prises de décision particulièrement 
importantes, par exemple parce qu’elles peuvent conduire à des situations de 
blocage ou d’impossibilité. S’il y’a peu d’alternatives, toutes peuvent être 
simulées et la meilleure sera retenue. 
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3.2 La modélisation des systèmes de pilotage 
 
3.2.1 Pilotage et Ordonnancement 
Dans cette section, nous reprenons les explications données au chapitre 2. Dans ses 
travaux Draghici et al. ont énoncé cinq propositions pour tenter de définir le terme 
pilotage [Draghici, 1998] :  
 
Proposition 1 – Une organisation comprend un ensemble d’acteurs qui 
interagissent entre eux pour produire, en temps fini, un résultat global pertinent par 
rapport à un environnement externe. Ce résultat global attendu pour un horizon 
donné est appelé objectif stratégique. L’objectif stratégique est défini en termes 
qualitatifs suffisamment généraux pour être compris par tous les acteurs. 
 
Proposition 2 – Tout acteur réalise un ensemble d’actions grâce à ses compétences. 
Les compétences mises en œuvre sont à la fois individuelles (spécifiques à 
l’individu) et collectives (spécifiques à son groupe d’appartenance). Elles 
s’améliorent en continu. 
 
Proposition 3 – La connaissance et le pouvoir sont distribués au sein de l’organisation. 
Aucun acteur n’a toute la connaissance ou tout le pouvoir. Le contrôle est réparti et ses 
modalités sont multiples, Ceci suppose donc à la fois un contrôle d’organisation horizontal 
et vertical. 
 
Proposition 4 – Un système de pilotage est un sous-système mis en oeuvre par les acteurs, 
pour mettre en oeuvre leurs compétences, de sorte à garantir l’obtention d’objectifs 
stratégiques qualitatifs définis dans un contexte incertain. Ce système intègre des modèles de 
Description, d’évaluation de performance et d’action, partagés entre les acteurs. Le système 
de Pilotage repose sur un système d’information réparti. 
Proposition 5 – La mise en oeuvre d’un système de pilotage se traduit par une amélioration 
Collective : « piloter, c’est définir et mettre en oeuvre des méthodes qui permettent 
d’apprendre ensemble : à agir ensemble de manière performante ; à agir ensemble de 
manière de plus en plus performante ». Cette amélioration se traduit par une élévation des 
Performances, mais aussi une meilleure compréhension collective des objectifs et des 
facteurs qui y contribuent. Ces cinq propositions de base aident à définir ce qu’est le 
pilotage.  
 
Définition : le pilotage est un mode de contrôle d’organisation nécessaire quand 
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3.2.2  Approche par Objets 
Grâce à leurs propriétés de réutilisabilité, et de localité des données, les objets sont 
adaptés à la problématique de l’étude des systèmes de production. 
L’objet incarne un concept ou les attributs et méthodes décrivent sont état et les 
fonctions  qu’il est capable d’effectuer, ainsi l’objet correspond à une entité structurante du 
système ; et afin de modéliser le système de production, deux types d’objets sont 
considérés : les objets externes et les objets internes [Draghici, 1998]. L'utilisation de 
l'approche objet pour la conduite des systèmes de production implique une structuration 
hiérarchique du système,  en le décomposant en plusieurs niveaux. Le fonctionnement de 
chaque niveau est supervisé et coordonné par le niveau qui lui est hiérarchiquement 
supérieur. Les décisions se prennent au niveau supérieur pour tous les niveaux qui  lui sont 
subordonnés. 
La démarche de modélisation par objet a pour objectif de définir les objets du système de 
production identifiés lors du processus de conception. Une première étape correspond à la 
définition des entités génériques ou objets abstraits qui constitueront la bibliothèque initiale 
de composants. Ensuite, par l'exploitation des entités génériques, l'utilisateur de la méthode 
pourra adapter les modèles proposés à son besoin, en définissant de cette manière 
l'architecture de conduite du système de production considéré. 
L’approche objet pour la conduite des systèmes de production a été utilisée par Fabian et 
al. [Fabian et al. , 1992] au Control Engineering Laboratoire de Göteborg, Suède. Afin de 
modéliser le système de production, deux types d'objets sont considérés : les objets externes 
et les objets internes.  
Les objets externes représentent les équipements physiques du système de production, 
tandis que les objets internes sont des modèles informatiques des objets externes. La 
conduite est réalisée par un contrôleur qui assure la synchronisation et le contrôle des objets. 
Les objets externes exécutent les tâches qui leur sont réparties à travers les objets internes 
correspondants. Ceux-ci communiquent par des messages avec le contrôleur et les autres 
objets du système et transforment les messages reçus en messages compréhensibles par les 
objets externes. Chaque objet interne est divisé en deux parties : une partie générale qui 
participe à l'échange de messages et une partie spécifique qui communique avec les objets 
externes. Le comportement des objets est modélisé par la technique de l'automate d'état fini. 
La partie générale contient également l'information sur l'état courant de l'objet physique. 
Elle valide les messages reçus, en fonction de l’état courant. Si le message est validé, alors 
une routine spécifique correspondante à ce message est exécutée, sinon une réponse négative 
est envoyée vers l'émetteur du message. La partie générale est identique pour tous les objets 
qui représentent des équipements physiques ayant des comportements similaires. A ce 
niveau, la représentation des équipements physiques est abstraite, afin d'utiliser des modèles 
génériques. 
Ceux-ci permettent un développement facile du système par l'ajout des nouveaux 
modules ou par le remplacement des certains modules par d’autres, sans nécessiter de 
grandes modifications. La flexibilité du système est ainsi augmentée. La partie spécifique, 
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quant à elle, assurent la liaison avec l'objet externe. Elle permet l'implémentation des toutes 
les fonctions de l'équipement, décrites de façon abstraite dans la partie générale. L'utilisation 
des objets internes garantit une séparation entre le contrôleur et le niveau équipement, qui 
permet au contrôleur de ne pas s'occuper avec les tâches spécifiques des équipements. 
Les produits sont modélisés par une liste d'opérations nécessaires à leur réalisation. La 
commande du système consiste en l'affectation à chaque opération de la liste d’un 
équipement physique capable d'accomplir cette opération. Celle-ci est effectuée par le 
contrôleur qui établit le  routage de chaque pièce dans le système. 
La limite de cette architecture est la structure centralisée du système de conduite. Toutes 
les décisions sont gérées au niveau du seul contrôleur qui les synchronise en fonctions de 
variables propres à l'environnement de conduite du système de production. Cette approche 
ne prend pas en compte ni les aléas de production, ni le suivi de production. Le suivi de 
production est un critère déterminant dans la conduite des systèmes de production, car il 
permet de reconstituer la genèse complète et temporelle du système et de parer par 
conséquent aux situations imprévues de production. 
 
 
3.2.3  Approche par  les agents 
 
Les systèmes multi-agents ont été développés dans le cadre de l'intelligence artificielle 
distribuée. L'intérêt qu'ils suscitent est lié à leur capacité d'aborder les problèmes complexes 
d'une manière distribuée et de proposer des solutions réactives et robustes. La résolution 
distribuée par l'approche multi-agents s'adapte bien avec la nature des systèmes de 
production généralement composés de plusieurs équipements, où il faut intégrer plusieurs 
fonctions (conduite, gestion de production etc.) et où les décisions doivent se prendre à 
plusieurs niveaux. L’architecture distribuée d’un système multi-agents permet également 
aux systèmes de production, qui sont modélisés à l’aide de cette approche, d’acquérir la 
propriété de proactivité. 
L'approche multi-agents fait partie des méthodes utilisées pour l'ordonnancement 
dynamique et le pilotage des systèmes de production [Kouiss et Pierreval, 1995]. 
L'ordonnancement est la fonction qui décide quoi faire, quand et où. Il est dynamique 
lorsqu'il s'intéresse à un environnement changeant, où il  peut y avoir des retards, des tâches 
nouvelles, des pannes de machines. Quant au pilotage, il consiste à commander en temps 
réel les différentes tâches planifiées dans les systèmes de  production.  
L’approche multi-agents a été utilisée par Querrec et al. [Querrec et al. , 1997] au 
Laboratoire  d’Informatique Industrielle de Brest, les auteurs ont proposé une architecture 
multi-agents générique pour des systèmes réactifs tels qu’une cellule de production. Chaque 
entité de la cellule est représentée  par un agent autonome qui possède un comportement 
individuel et la capacité de prise de décision locale. Les entités sont constituées d’une Partie 
Opérative et de son contrôleur (Partie Conduite). 
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3.3 Classes de solutions 
 
3.3.1 Pilotage par coopération de modèles 
 
Briand et Roubellat [Briand et Roubellat, 2000] ont proposé une architecture pour le 
pilotage temps réel d'atelier mettant en jeu trois modèles coopératifs : un modèle du procédé, 
un modèle des gammes et un modèle des scénarios. Le processus de pilotage s'apparente à 
une évolution simultanée des trois modèles. Ceci permet de situer la flexibilité dynamique 
du pilotage dans la capacité de l'entité animant les trois modèles à choisir l’évolution la plus 
judicieuse lorsque plusieurs évolutions sont simultanément envisageables. 
Le modèle du procédé intègre les contraintes matérielles et représente tout ce qu’il est 
possible de faire dans l’atelier indépendamment des gammes de fabrication. Sa structure 
reflète les diverses possibilités de cheminement des produits au sein de l’atelier. Le modèle 
des gammes donne un aperçu des gammes de produits existantes. Il n’intègre pas les 
contraintes de ressources (prises en compte dans le modèle précédent) mais indique la 
production à mettre en œuvre ainsi que les diverses séquences opératoires, caractérisant 
chaque type de produit. Enfin, le modèle des scénarios décrit les différents scénarios de 
fabrication permis et les caractéristiques temporelles de ceux-ci. 
 
3.3.2 Pilotage interprété 
 
Berchet  et  al. [Berchet et al. , 2000] ont proposé une approche sur un pilotage dit “ 
interprété ” dans une structure coordonnée hiérarchisée. Dans ce cadre, après avoir proposé 
une typologie du pilotage selon la réactivité: le pilotage “ a priori ”, le “ pilotage réactif pour 
anticipation ” et le pilotage “ a posteriori ”, ils ont introduit  trois concepts : 
• Le CP (Centre de Pilotage),  structure autonome, mais dépendante de la stratégie globale 
de l’entreprise, ayant un pouvoir décisionnel, associé à une entité à piloter et disposant d’un 
ensemble de moyens nécessaires à la mise en place d’actions pour atteindre un ou plusieurs 
objectifs définis dans le cadre global de l’entreprise. 
• Le modèle global, qui organise les CP entre eux selon trois axes (hiérarchie, temps et 
espace), d’après la structure coordonnée hiérarchisée choisie. 
•  Le modèle local, qui organise de façon macroscopique les trois étapes de pilotage vues 
auparavant autour du système à piloter. 
 
3.3.3 Pilotage par le produit  
 
Brun-Picard [Brun, 2000] a proposé une approche différente de pilotage basée sur le 
produit. Le pilotage par le produit a pour but d'augmenter la réactivité et la flexibilité. Il est 
basé sur une architecture de décision totalement décentralisée dans laquelle le système de 
production est considéré comme une société, composée par des agents autonomes et 
intelligents. Son originalité est de considérer le produit comme un acteur prenant part aux 
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décisions. Les produits sont assimilés à des clients et les machines à des prestataires de 
services. Chaque produit communique avec les machines pour négocier et décider des 
rendez-vous pour ses prochaines opérations.  
Les rendez-vous anticipent le fonctionnement de l'atelier pour réduire le plus possible les 
temps d'attente des produits et les temps d'inactivité des machines. Les rendez-vous ne sont 
pris qu'à très court terme, sur un horizon de bonne prévisibilité de la disponibilité des 
machines. Ils sont renégociés à chaque événement perturbant.  Ainsi, l'ensemble des 
décisions prises au fur et à mesure du déroulement de la production par les produits et les 
machines fait émerger un ordonnancement des opérations tenant compte des événements et 
de l'état effectif du système de production. 
 
3.3.4  Pilotage par les ressources 
 
Ounnar [Ounnar, 1999] a abordé dans le cadre du pilotage, par les ressources, des 
systèmes de production flexibles, le problème de la prise en compte de la décision dans la 
modélisation basée sur les réseaux de Petri d’un atelier. Le mécanisme de décision 
correspond au choix à effectuer dans le cas d’une perturbation de type panne machine en vue 
de réaffecter les opérations sur les ressources de l’atelier. 
 La décision de réaffectation repose sur trois critères : le temps, le coût, la fiabilité ; 
chacun des critères comporte un certain nombre d’indicateurs. Pour réaliser cette décision, 
l’auteur a utilisé la méthode multicritère AHP [Saaty, 2000]. La méthode permet de choisir 
la machine alternative, élément de l’ensemble des machines, pouvant prendre en exécution 
l’opération bloquée et procurant le meilleur compromis entre les critères de choix. 
3.3.5  Introduction des Systèmes Multi-Agents (SMA)  
 
Les systèmes multi-agents ont montré  leur efficacité dans la détermination de solutions 
à des problèmes complexes. Ceux-ci correspondent à des organisations simulant un 
ensemble d'entités qui doivent coopérer pour atteindre un but commun. 
Sohier a proposé un système multi-agent pour une cellule flexible de production qui 
permet une réaction aux événements de production. Ils ont défini deux types d’agents : les 
agents statiques et les agents dynamiques [Sohier ,1996]. 
Les agents statiques modélisent les équipements de la cellule. Quant aux agents 
dynamiques, ils modélisent les pièces. Une action est déclenchée lorsqu’un agent doit 
évoluer et lorsque les conditions nécessaires à l’exécution sont toutes réunies. 
Vient ensuite le travail réalisé par Hafri et Najid dans [Hafri et Najid, 2001], où le 
modèle développé repose sur un ensemble d’agents cognitifs et réactifs coopérant pour 
accomplir des fonctions d’ordonnancement dynamique. L’architecture de pilotage choisie 
est hiérarchique distribuée, elle est constituée d’un agent facilitateur et plusieurs agents 
dédiés chacun à une station de travail. 
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Les auteurs [Hafri et Najid, 2001] ont proposé un système de pilotage d’une cellule 
flexible (système A+) basé sur l’approche multi-agents. Le système est distribué aussi bien 
physiquement que fonctionnellement. Il est constitué d’un ensemble d’agents cognitifs et 
réactifs qui coopèrent pour accomplir des fonctions d’ordonnancement dynamique et de 
contrôle. Les agents utilisent une stratégie d’ordonnancement dynamique basée sur 
l’utilisation d’un protocole d’interaction entre les agents. Grâce à ce protocole, la 
coordination des actions des agents pour la réalisation des tâches n’est pas dédiée à un 
superviseur central, mais émerge de l’interaction de ces agents. 
3.3.6  Intégration des algorithmes génétiques 
Le  projet  présenté  par Vacher dans [Vacher, 2000] avait pour objectif d'étudier 
l'application des algorithmes génétiques multi objectifs dans un système multi-agents pour 
l'ordonnancement d'atelier  de type job-shop. 
L'ordonnancement consiste à placer les différentes opérations d'un ensemble de lots en 
respectant les contraintes de ressources et de précédences pour  permettre la fabrication de 
produits sur les machines d'un atelier de façon optimale.  
Ne pouvant pas matériellement calculer tous les ordonnancements possibles solutions, 
cette méthode peut comporter un ou plusieurs objectifs à améliorer comme les temps de 
cycle, le retard, l'avance, etc.  
Les agents composant le système de placement se basent sur un ensemble de 
communications et de négociations pour construire une solution au  problème posé. Cette 
solution est continuellement remise en cause en raison de la vision réduite de 
l'environnement de chaque agent. Chaque agent dispose d'un objectif local (réaliser de 
bonnes actions) qui doit contribuer, par les échanges avec ses partenaires, à atteindre un 
objectif global (obtenir une meilleure solution que précédemment). 
L’idée de base était de réaliser un SMA avec une évolution génétique des agents afin de 
construire une bonne solution au problème d’ordonnancement. Cette amélioration des agents 
permettait alors de conduire à des agents plus performants pouvant se reproduire entre eux 
en fonction de leur pertinence et d’un but de reproduction conduisant à la formation de 
groupes d’agents. Ainsi, le principe des algorithmes génétiques multi-objectifs a été 
appliqué  au  système par agents.  
Pour  établir des comparaisons, un système d'ordonnancement "statique", basé sur les 
algorithmes génétiques à  objectif simple ou multiple, puis un système "dynamique", basé  
sur le principe d'un système à base d'agents, ont été  conçus pour permettre la planification 
de la production. Ces deux systèmes utilisent un algorithme de placement par lot dont les 
objectifs Principaux sont ceux de la production juste à temps. 
La particularité de cette approche réside dans le fait d’avoir utilisé deux algorithmes 
génétiques au sein de l'agent : la première correspond à un échange de règles entre agents ; 
la seconde correspond à une modification de la fonction économique propre à chaque agent 
par renforcement des caractères de celle-ci. 
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3.3.7 Solution par l’aide à la décision 
 
SCOOP (Système Coopératif pour l’Ordonnancement de Production) est un système 
interactif d’aide à la décision pour l’ordonnancement d’atelier, développé par le laboratoire 
D’Analyse et d’Architecture des Systèmes du CNRS à Toulouse. Il propose une interface 
homme-machine fondé sur une représentation par diagramme de Gantt et permettant à 
l’utilisateur de construire un plan de manière interactive. Le logiciel assure la cohérence des 
décisions prises à l’aide de règles d’analyse sous contraintes et de mécanismes de 
propagation de contraintes propres au langage de programmation avec contraintes grâce 
auquel il a été réalisé. 
Les décisions d’affectation ou de localisation temporelle d’une tâche sont initialement 
allouées alors que le système maintient la consistance  globale du réseau de contraintes. 
Cependant l’opérateur peut confier tous les rôles au système ; il dispose d’une procédure 
de résolution automatique lui permettant d’obtenir une solution, ou même la meilleure 
fonction de critères prédéfinis. Il est à noter que le système offre plusieurs modes de 
fonctionnement coopératif. En ce qui concerne l’identification de la cause précise d’une 
erreur, il est toujours possible de fournir des explications liées à la manipulation locale. Et 
enfin le prototype laisse de plus la possibilité d’annuler et de revenir sur toutes les décisions 
[Esquirol et Lopez, 1999]. 
 
 
3.3.8  Synthèse 
 
Du fait de la complexité des systèmes flexibles de production, constitués de machines 
complètement automatisées, le pilotage du système, aura un rôle primordial dans la 
réalisation de la production prévue dans un environnement dynamique et fortement perturbé. 
Ainsi, le système de pilotage doit être capable de gérer dynamiquement les ressources du 
système, et les différentes tâches qui doivent être réalisées. Aussi, il doit veiller à la parfaite 
coordination des systèmes de fabrication et de manutention tout en gérant les aléas 
apparaissant de manière quasi-permanente au cours de la production. Il doit assurer la 
synchronisation entre les flux de matière (matière première, produits finis ou semi-finis) et 
les flux d’information (gammes de fabrication, gammes d’assemblage, …). L’étude 
bibliographique que nous avons faite, nous a permis de définir les orientations à donner à 
notre travail, par rapport au manque de références dans certains axes de recherche abordés. 
En effet, la majorité des travaux étudiés dans la littérature résumés dans la figure  2.4  ne 
s’intéressent qu’à des critères de production. 
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3.4  Conclusion 
 
A la question : « Quelle est la meilleure métaheuristique ? », il n’est pas possible de 
répondre de manière directe et précise. Les comparaisons entre ces méthodes s’avèrent 
difficiles et ce pour deux raisons : d’une part, il faut affiner les paramètres intervenant dans 
ces méthodes avec la même rigueur et d’autre part la qualité de la solution dépend du temps 
d’exécution [Widmer et al. , 2001].   
Dans cette étude, nous nous sommes attachés à résoudre un problème d’ordonnancement 
d’atelier en temps réel. Nous proposons une structure de pilotage d’atelier distribué 
supervisé, intégré et réactif dans laquelle des modules de pilotage indépendants permettent 
d’ordonnancer des tâches sur des ressources et d’adapter les plans générés en fonction des 
perturbations. 
D’une manière générale, la recherche sur les systèmes Interactifs d’aide à la décision 
(SIAD) existe depuis environ trente ans. Les travaux sur les SIAD sont nombreux et 
couvrent un grand champ d’applications.  
FIG. 3.7— Les approches utilisées dans le pilotage des systèmes 
de production. 
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Dans le chapitre suivant, nous allons tenter de cerner le domaine de l’aide à la décision 
et des SIAD en présentant leurs caractéristiques, les outils qu’ils utilisent, et les domaines 
d’applications. Cette description des SIAD sera suivie par leur évolution vers les SIAD à 











Les Systèmes Interactifs 




Le concept de Système Interactif d’Aide à la Décision (SIAD) est extrêmement vaste 
et sa définition dépend bien souvent du point de vue de l’auteur. Un SIAD est considéré tel 
 un système d’information automatisé interactif, flexible, adaptable et spécifiquement 
développé pour aider à la résolution d’un problème de décision non structuré et améliorer 
la prise de décision. Il utilise des données, fournit une interface utilisateur simple et 
autorise l’utilisateur à développer ses propres idées [Turban, 1995].  Ceci ne constitue pas 
l’unique définition qu’on retrouve pour les SIAD. 
Dans ce chapitre nous dressons un historique des SIAD de leurs définitions initiales, 
jusqu’aux SIAD Intelligents tout en définissant leur évolution actuelle où le concept agent 
retrouve ses fonctionnalités comme une entité décisionnelle agissant dans un contexte de 
prise de décision. 
4.1 Aide à la décision  
 
Selon Roy et Bouyssou [Roy, 1993] , l’aide à la décision est définie comme étant 
l’activité de celui (homme d’étude) qui, prenant appui sur des modèles clairement 
explicités et plus ou moins complètement formalisés, cherche à obtenir des éléments de 
réponses aux questions que se pose un intervenant (décideur) dans un processus de 
décision, éléments concourant à éclairer la décision et normalement à prescrire un 
comportement de nature à accroître la cohérence entre l’évolution du processus d’une part, 
les objectifs et le système de valeurs au service duquel cet intervenant se trouve placé 
d’autre part. 
Par ailleurs, il souligne que l’aide à la décision contribue à construire, à asseoir et à 
faire partager des convictions. Ce sur quoi et ce par quoi s’élabore la décision doit pouvoir 
faire l’objet d’une discussion critique. 
4.1.1  L’aide à la décision aujourd’hui et son intérêt  
La réalité décisionnelle est très complexe et il semble impossible aujourd’hui d’établir 
des tableaux de choix prospectifs uniquement à partir des sciences. Pour s’orienter et 
réaliser les bons choix, il convient alors de plus en plus de s’entourer d’outils adéquats. 
L’aide à la décision a pour objectif de faciliter la prise de décision d’un acteur confronté à 
une hypothèse de travail amenant ce dernier à se positionner sur trois dimensions 





temporelles à la fois : le passé, le présent et l’avenir. C’est en cela que les recherches 
opérationnelles menées depuis plus de vingt ans prennent tout leur sens car l’une des 
problématiques sur lesquelles s’est penchée la recherche opérationnelle tend à résoudre ces 
problèmes de prise de décision [Kourdache, 2008]. 
Enfin, un autre objectif de l’aide à la décision est de réduire les incohérences entre les 
décisions prises au final et les objectifs initiaux qui avaient été fixés. On peut alors dire 
qu’aujourd’hui, l’aide à la décision contribuerait à légitimer la décision finale. 
Si elle est couverte par une architecture conceptuelle rigoureuse, l’aide à la décision 
peut permettre d’élaborer des modèles de réponses ou tout au moins d’établir des bases 
d’accord en vertu de la validation ou de la réfutation de différents critères. 
En aide multicritère à la décision, on retrouve quatre problématiques de référence, à 
savoir la problématique de tri, la problématique de rangement et la problématique de choix 
et la problématique de description. 
4.1.2  Aide multicritère à la décision  
Les méthodes liées à l’aide multicritère à la décision reposent sur l’hypothèse de 
l’existence d’une décision optimale obtenue à partir de l’optimisation d’un critère. Une 
critique, de suite opposable à cette idée, est qu’en l’absence d’informations ou de certaines 
connaissances, il serait difficile de mettre en exergue une telle décision. Cette approche « 
optimale » n’apparaît donc pas comme le reflet d’une réalité. De ce fait, d’autres approches 
se sont développées dans le but de proposer une solution satisfaisante. L’un des objectifs 
de l’aide à la décision multicritère est justement de pallier aux problèmes de divergences 
de points de vue tout en prenant en compte cette divergence de points de vue [Roy, 1997].   
 
4.1.3 Typologies des processus décisionnels     
Nous présentons dans cette section la classification développée initialement par Simon 
[Simon, 1977] et reprise par Levine et Pomerol [Levine et Pomerol, 1989]. Elle comporte 
trois grandes catégories : 
1. décision structurée : le problème est clairement posé en termes techniques, les 
données sont fiables et numériques. Les modèles associés sont clairement définis. 
Ils permettent une résolution claire et algorithmique du processus décisionnel. C’est 
le cas d’une facturation, d’un achat par exemple. 
2. décision peu ou mal   structurée : Le problème peut ne pas être clairement posé et 
nécessite un effort considérable pour être formalisé, les données sont souvent 
qualitatives, peu fiables, très peu stables et difficilement accessibles, etc. La 
décision est difficilement exprimable sous forme algorithmique. Cette catégorie est 
constituée de la quasi-totalité des processus de décision dans le cas du pilotage.  
3. décision non structurée : Le problème n’est pas clairement posé, le principe de la 
rationalité limitée s’applique à toutes les étapes du processus décisionnel. La 
décision élaborée est difficilement justifiable de manière rationnelle. C’est le cas 
par exemple d’une réaction de l’opérateur face à un aléa qui n’a jamais été 
envisagé. 






4.1.4  Acteurs de la décision 
La conception évolutive des SIAD permet une réalisation progressive du système. Elle 
permet aussi d’associer très étroitement à la réalisation du SIAD les différents acteurs 
concernés. Les futurs utilisateurs du système sont impliqués dès le début du processus 
c'est-à-dire dès la phase d’analyse des sous-problèmes puis ils sont ensuite associés à la 
phase de conception proprement dite. Nous pouvons considérer les acteurs 
suivants [Zaraté, 1991]: 
1.  les initiateurs. C’est grâce à eux que l’idée initiale de construire un SIAD est née, 
2.  les analystes, qui analysent le problème et tentent de le modéliser scientifiquement, 
3.  les développeurs, qui construisent le prototype et développent le système en accord 
avec les utilisateurs, 
4.  l’équipe de test et validation. il s’agit d’une équipe différente de celle des 
développeurs qui tente de détecter les dernières erreurs possibles du logiciel avant 
sa mise en service par les développeurs, 
5.  le ou les utilisateurs, 
6.  le ou les décideurs. 
 
4.2  Les Systèmes Interactifs d’Aide à la Décision (SIAD) 
4.2.1 Définitions 
Le concept de Systèmes Interactifs d’Aide à la Décision (SIAD) a tout d’abord été 
introduit par l’école anglo-saxonne et est la traduction du concept de Decision Support 
Systems (DSS). 
De nombreuses définitions ont été proposées dans la littérature [Holtzman, 1989] 
[Marakas, 2003] [Simon, 1977] [Zaraté, 1991] [Turban, 1993], qualifiant un SIAD de 
système d’information interactif spécifiquement développé pour aider à la résolution d’un 
problème de décision. 
Une des définitions les plus citées des Systèmes d’aide à la Décision est celle de Keen 
et Scott-Morton [Keen et Scott-Morton, 1978] : « Les systèmes d’aide à la décision font 
coupler les ressources intellectuelles des individus avec les capacités de l’ordinateur pour 
améliorer la qualité des décisions. C’est un système d’aide informatique aux décideurs qui 
traitent des problèmes semi-structurés ». Dans ce sens, les SIAD impliquent l’utilisation 
d’ordinateurs pour : 
− assister les décideurs dans leur processus de décision dans des tâches semi-
structurées,  
− aider plutôt que remplacer le jugement des décideurs, 
− améliorer la qualité de la prise de décision plutôt que l’efficacité. 
Sprague et Carlson [Sprague et Carlson, 1982] ont donné une définition très proche de 
celle proposée par Keen et Scott-Morton [Keen et Scott-Morton, 1978] : « Les SIAD 
peuvent être caractérisés comme des systèmes informatisés, interactifs, qui aident les 
décideurs en utilisant des données et des modèles pour résoudre des problèmes mal 





structurés ». Leur définition repose sur les mots « données » et « modèles » qui fondent 
l’architecture des SIAD proposée par les mêmes auteurs. 
 
4.2.2 Structure d’un Système Interactif d’Aide à la Décision (SIAD) 
De la même manière que les définitions varient en fonction des auteurs, il n’existe pas 
d’architecture standard pour un SIAD. Chaque auteur reprend sous le terme de SIAD un 
ensemble plus ou moins étendu de composants. En effet, plusieurs architectures pour la 
conception de SIAD ont été proposées. Sprague et Carlson [Sprague et Carlson, 1982] 
identifient trois composants fondamentaux d’un SIAD (figure 4.1) : l’interface homme-
machine, un Système de Gestion de Bases de Données (SGBD) et un Système de Gestion de 













− L’interface homme-machine est un composant essentiel du SIAD. Elle permet à 
l’utilisateur de dialoguer avec les différents composants du système.  
− Le système de Gestion de Base de Données (SGBD) assure la fonction de 
mémoire ; il stocke non seulement les données, de façon permanente ou temporaire, 
mais il gère également l’enregistrement de données volatiles ainsi que l’effacement 
de ces données selon le souhait de l’utilisateur. 
 
FIG. 4.1 — Les composants d’un SIAD [Sprague et Carlson, 1982]. 
















− Le Système de Gestion de Base de Modèles (SGBM) contient l’ensemble des 
modèles et des procédures de calcul utilisé dans les différents traitements standards 
des données mis à disposition de l’utilisateur. 
Cependant, cette structure n’est pas suffisante pour caractériser un SIAD et le 
différencier des systèmes d’information classiques. En se basant sur les diverses 
architectures existantes, Marakas [Marakas, 2003] propose une architecture générale faite 
de cinq parties distinctes : le Système de Gestion de Base de Données (SGBD), le Système 
de Gestion de Base de Modèles (SGBM), le Système de Gestion de Base de Connaissances 
(SGBC) (incluant un moteur de connaissances), l’interface utilisateur et les utilisateurs 
(Figure 4.2). En voici une description : 
− Un Système de Gestion de Base de Données (SGBD) ainsi que la base de données 
associée qui stocke, organise, trie et remonte les données pertinentes pour un contexte 
particulier de décision ; 
− Un système de gestion de base de Modèles (SGBM) ainsi que la base de modèles 
associée qui possède un rôle similaire au système gestionnaire de base de données 
excepté qu’il organise, trie, stocke les modèles quantitatifs de l’organisation ; 
− Un Système de Gestion de Base de Connaissances (SGBC) qui remplit les tâches 
relatives à la reconnaissance de problèmes et à la génération de solutions finales ou 
intermédiaires aussi bien que des fonctions relatives à la gestion du processus de 
résolution de problèmes. 
− Interface utilisateur qui est un élément clé des fonctionnalités du système global. Par 
l’intermédiaire des interfaces gérées par ce module, le décideur accède aux données et 
aux fonctions de calcul, et le système utilise le même système vecteur pour lui 
communiquer le résultat des manipulations qu’il a effectuées. 
−    Un utilisateur qui fait partie intégrante du processus de résolution de problème. 
FIG. 4.2— Structure d’un SIAD basé sur la connaissance selon Marakas 
[Marakas 2003]. 





4.2.3   Vers des SIAD basés sur la connaissance  vs. SIAD intelligents                                                                                                                             
 
Les  SIAD Intelligents ou SIAD à base de connaissances sont définis comme des 
systèmes reposant sur l’architecture proposée dans la section précédente et qui intègre un 
système à base de connaissances soit dans le système gestionnaire de base de données, soit 
dans le système gestionnaire de base de modèles soit dans l’interface homme/machine.  
L’intérêt est ici de pouvoir apporter une aide selon le type de raisonnement de la prise de 
décision : raisonnement orienté données, raisonnement orienté modèles, ou raisonnement 
orienté interfaces. 
Les SIAD intelligents permettent d’ajouter des fonctions de l’Intelligence Artificielle 
(IA) aux systèmes classiques dans le but de guider les utilisateurs à travers certaines phases 
du processus de prise de décision et des tâches ou tout simplement leur fournir de 
nouvelles capacités. Parmi les différents travaux sur les processus de décision, Simon 
[Simon, 1977] a proposé un schéma de la prise de décision reconnu en tant que modèle 
canonique de la décision. Celui-ci distingue quatre phases montrées dans le tableau TAB 
4.1 par les phases d’Intelligence, de conception, de choix et d’implémentation. Et d’autres 
extensions comme celle qui est présentée dans le tableau 4.1 où nous remarquons une 
phase supplémentaire appelée apprentissage. 
Comme cela est montré à la figure 4.3, un SIAD intelligent possède une Base de 
Données (BD), une Base de Connaissances (BC) et une Base de Modèles (BM). Chacun de 
ses composants pourrait utiliser les techniques de l’Intelligence Artificielle. 
La base de données contient les données directement applicables au problème de 
décision, y compris les valeurs des états, les actions en cours et les mesures de 
performance. 
La base de connaissances détient les connaissances du problème telles que l’indication 
pour la sélection des solutions de rechange ou une recommandation pour l’interprétation 
des résultats. 
La base de modèles est une unité de stockage des modèles formels du problème de 
décision et des approches (algorithmes et méthodologies) pour l’élaboration des résultats 
provenant des modèles formels.  
Les décideurs utilisent l’ordinateur et les technologies de l’information pour traiter les 
entrées et produire des sorties. 
Ainsi, le traitement devra impliquer : 
1. l’organisation des entrées du problème, 
2. la structuration du modèle de décision ou du problème de décision, 
3. l’utilisation du modèle de décision pour simuler les stratégies et les événements, 
4. l’obtention de la meilleure solution au problème. 
 















TAB. 4.1 Phases de prise de décision selon Simon [Phillips-Wren et al., 2009]. 






Le SIAD intelligent peut utiliser les connaissances tirées de la BC pour assister les 
utilisateurs dans l’exécution des tâches. Le traitement devra générer des rapports de 
situation, des prévisions, des recommandations et des explications. 
Ces rapports permettront d’identifier les états concernés, les actions en cours et les 
mesures de performance et montrer les valeurs actuelles des éléments caractérisant le 
problème. 
Les pronostics vont signaler les états et les actions spécifiées dans les simulations et les 
valeurs projetant les résultats pour les mesures de performance. 
Les recommandations suggérant des valeurs pour les actions qui répondent le mieux 
aux mesures de performance. 
Les explications justifient les recommandations et offrent des conseils pour une prise 
de décision future. De tels conseils peuvent inclure des suggestions sur l’interprétation des 
sorties et l’orientation pour examiner les scénarios pouvant s’ajouter au problème initial. 
Le retour vers l’entrée de la partie traitement fournit des données supplémentaires, de 
la connaissance et des modèles qui peuvent être utiles pour  des prises de décision futures. 
Ce feed-back est donné d’une manière dynamique pour la mise à jour des modèles et des 
entrés en temps réel sans intervention externe. Le feed-back de sortie est utilisé pour 




FIG. 4.3— Structure d’un SIAD intelligent (IDSS) [Forgionne et al. 2005]. 
 






4.2.4  Notion de systèmes Interactifs d’aide à la décision à base de Web (Web-
based DSS) 
Avec le développement de l’Internet, les Systèmes Interactifs d’Aide à la Décision à 
base de Web (SIAD à base de Web) sont devenus une nouvelle tendance dans la recherche 
des SIAD. Dans [Power, 2002], Power définit les Systèmes Interactifs d’Aide à la Décision 
à base de Web (Web-based DSS) comme un système informatisé d’aide à la décision qui 
apporte des informations ou des outils d’aide à la décision à un gestionnaire ou à un 
analyste en utilisant le navigateur Web comme le navigateur Netscape ou Internet 
Explorer.    
Autrement dit, quand une structure d’un SIAD est construite  à la base d’une 
technologie Web ou un accès à l’internet, il semble plus approprié d’appeler le système 
SIAD un SIAD à base de Web. À base de Web devrait se traduire par le fait que 
l’application entière est mise en œuvre en utilisant des technologies Web, y compris un 
serveur Web, HTML, CGI, PHP et peut-être un produit de base de données comme 
MySQL ou Oracle. 
Les technologies web peuvent être utilisées pour mettre en œuvre toute catégorie de 
SIAD y compris les SIAD guidés par les communications, SIAD guidés par les données, 
SIAD guidés par les documents, SIAD guidés par la connaissance et les SIAD guidés par 
le modèle. 
Selon [Friedman, 2005], l’importance d’utiliser les SIAD à base de Web résulte de 
l’utilisation croissante de l’information disponible qui devrait être identifiée, contrôlée et 
accédée à distance en utilisant les outils à base de Web pour soutenir la réutilisabilité des 
modules de décision intégrés. De tels systèmes  aident les entreprises globales à gérer et 
améliorer les processus de décision, le contrôle des processus, le service client, et rendre la 
nouvelle conception plus flexible. 
En utilisant les SIAD à base de Web, les décideurs peuvent partager des modules de 
prise de décision ouverts sur internet en utilisant des protocoles normalisés tels que le 
HTTP, en un format normalisé comme XML ou DAML. 
 
4.2.5 Typologie des SIAD 
Certains auteurs définissent les SIAD par leurs fonctionnalités et la façon dont ils sont 
utilisés [Sprague et Carlson, 1982]. Trois niveaux de technologie qui doivent être inclus 
dans l’expression SIAD sont identifiés :  
1.  SIAD spécifiques : ce sont des systèmes qui accomplissent un travail particulier, 
ils sont basés sur l’application de systèmes d’information. SIAD utilisent des 
techniques matérielles ou logicielles pour aider un décideur particulier ou un 
groupe de décideurs à traiter un ensemble défini de problèmes. Ce sont en général 
des applications spécifiques  à chacune des organisations qui n’ont aucune 
caractéristique commune ou générale. 





2.  Les générateurs des SIAD : il s’agit d’un second niveau de technologie. C’est un 
logiciel, qui contient des développements matériels et logiciels, et qui offre un 
ensemble de capacités ou fonctionnalités permettant de développer des SIAD 
spécifiques rapidement et facilement. Dans cette catégorie il y a des outils de génie 
logiciel comme les ateliers de génie logiciel qui permettent de développer très  
facilement programmes et logiciels. 
3.  Les outils de SIAD : c’est le niveau de technologie le plus important. Il s’agit 
d’éléments matériels et logiciels qui facilitent le développement de SIAD 
spécifiques ou de générateurs de SIAD. Cette catégorie de technologie représente 
les développements informatiques les plus récents. On pourra y trouver par 
exemple des programmes de gestion de souris.  
4.3  Intégration des agents dans les processus décisionnels 
 
Tout en étant suffisamment dotés de  capacités cognitives pour effectuer un 
raisonnement sur un problème précis, les agents sont capables de prendre certains types de 
décisions, et exécuter les actions associées. Ils sont beaucoup plus efficaces pour 
automatiser une tâche de résolution d’un problème qu’un système d’aide à la décision ou 
bien un système tout court.  
L'incorporation d'agents dans un système en général, lui offre l'opportunité de 
participer directement à l'implémentation de décisions par l'exécution d'actions directes sur 
le domaine. La capacité de planification des agents peut aussi aider dans différentes  prises 
de décision.  
Nous soutenons qu'un  SIAD à base d’agent peut être utilisé pour atteindre un résultat 
spécifique, maintenir des objectifs, détecter les conditions écart de ces objectifs, générer 
des alternatives de restauration, et assurer le suivi du recours. Dans cette thèse nous 
examinerons le potentiel d’intégration des technologies d’agents dans un cadre de système 
d’aide à la décision. 
 
4.3.1  A propos du processus de décision classique 
 
La prise de décision est d'une manière générale un processus complexe à plusieurs 
étapes. Il y a eu beaucoup d'essais pour formaliser le processus. Pour mieux voir les 
contributions d’une structure d’agents à un processus de prise de décision, il est important 
de spécifier à quel type de processus nous nous intéressons. Le choix s’est porté sur le 
modèle de Simon (Simon, 1960) qui est une description  très bien acceptée de processus de 
prise de décision cognitive. 
Le modèle spécifie les étapes connues de prise de décision : l'intelligence, la 
conception, le choix et l’implémentation. Nous allons montrer dans le tableau suivant 
(tableau 4.2) qu’à chaque étape du processus classique de Simon correspondent une ou 
plusieurs sous-tâches. 
 












Formulation de but 
Collecte des données  
Décomposition du problème  
Enoncé du problème  
 
Conception Sélection du modèle 
Formulation des possibilités  
Sélection appropriée des principes de choix 
 
Choix Evaluer les alternatives basées sur les principes de choix  











4.3.2 Rôle des agents 
Les idées principales reprises dans la table décrite dans [Forth, 2006] (voir tableau 4.3) 
sont d’un grand intérêt pour notre étude. Nous les avons exploitées pour définir comment 
la capacité d'un agent peut être utilisée dans une application SIAD et identifier  également 
les architectures de conception d'agent alternatives convenables pour l'étayer [Taghezout et 
Zaraté, 2009]. Tout en étant une partie constituante de la résolution de problème dans le 
domaine, un agent peut choisir des sources d'information particulières à utiliser. La collecte 
de données peut être une fonction dans un agent (détectant), ou une activité dévouée d'un 
agent spécialisé d'information si la tâche est complexe. Le but est de maintenir un modèle 
exact du domaine pour le but de la classe de tâches devant être exécutées. 
Une fois établis, les choix peuvent être approuvés  par l'agent lui-même, ou à défaut, 








TAB.4.2 —Correspondance réelle entre les étapes du processus de 
décision et ensemble de tâches [Forth, 2006]. 






Fonction SIAD Fonction Agent  
 Collecte de Données  Acquisition de connaissances 
Création du Modèle Perception et représentation de connaissances 
 Création de Possibilités Planification et réactivité 
Choix Sélection d’action  




4.4 Les niveaux de décision dans le cadre du pilotage de système de production 
La décision est classée en trois niveaux : 
1. Le niveau Stratégique concerne les décisions prises dans un horizon à long terme. 
Les modèles analytiques sont utilisés dans ce niveau de décision. 
2. Le niveau Tactique concerne les décisions prises dans un horizon à moyen terme. Il 
décrit le plan de production global. La simulation est très utilisée du fait de la 
complexité des systèmes. 
3. Le niveau Opérationnel concerne les décisions prises dans un horizon à court 
terme. Ce niveau de décision concerne le plan détaillé (ordonnancement, allocation 
de tâches, etc.). Des modèles physiques doivent être intégrés dans ce niveau. La 
simulation est là encore très exploitée pour valider les modèles et les heuristiques. 
Selon cette caractérisation [Senechal, 2003], le processus décisionnel associé à une 
 structure de pilotage est : 
• Souvent indissociable de l’opérateur humain car il est seul capable 
 d’intégrer la diversité et la complexité des données dans un cadre 
 décisionnel réactif et global. 
• Naturellement peu ou pas structuré, ce qui réduit fortement l’intérêt 
 d’exploiter un ensemble de méthodes purement algorithmiques. 
Ces caractéristiques justifient l’adoption d’une démarche décisionnelle coopérative 
associant l’opérateur humain et un système interactif d’aide à la décision. Le 
pilotage d’un système de production est un contexte ou la prise de décision se 
révèle nécessaire, les différents niveaux de cette décision sont montrés à la figure 
4.4.   
 
TAB. 4.3— Correspondance entre les fonctions SIAD et les capacités des 
agents. 








4.5  Contextes de prises de décisions en gestion de production 
L’étude menée dans le cadre de la résolution du problème d’ordonnancement d’atelier 
travaillant à la commande par Artigues et Roubellat a permis d’identifier trois contextes 
d’aide à la décision [Artigues et Roubellat, 2001] : 
1. Aide à la décision dans le contexte d’une séquence admissible 
 Si aucune marge affichée n’est négative c'est-à-dire aucun travail n’est perturbé, 
 alors le système suggère la sélection de décisions d’engagement au sein de 
 l’ensemble des solutions planifiées.  
2. Aide à la décision pour le recouvrement de l’admissibilité 
 En présence de perturbations reconnues ‘non’ graves, le système teste un ensemble 
 de décisions possibles dépendant de l’aléa qui a provoqué la dérive. Par exemple si 
 une opération est bloquée en utilisant une ressource en bon état de fonctionnement, 
 le système lance une décision d’engagement sur cette ressource. Si par contre une 
 ressource est en panne, le système teste l’engagement des opérations en attente de 
 cette ressource sur une ressource équivalente si elle existe. Toutefois ce 
 raisonnement n’est plus applicable si les perturbations sont trop importantes. Le 
 système doit générer un ensemble de solutions. 
3. Aide à la décision et à la négociation entre centres de décisions hors  du  
contexte planifié 
 Le système laisse dans ce cas de figure des degrés de liberté au centre décideur. Il 
 lui donne la possibilité de formuler des décisions qui sortent du contexte planifié. 
 Une aide à la décision est alors augmentée d’une aide à la négociation pour 
 augmenter la flexibilité du système. 
FIG. 4.4 — Vision systématique d’un système de production. 







Les entreprises industrielles expriment le besoin de disposer d’une vision agrégée et 
cohérente de la performance de leur système productif, afin de le maîtriser et de le gérer le 
plus efficacement possible. La réflexion se base sur une vision par processus de 
l’entreprise. Celle-ci a pour principal avantage de mettre en évidence les enjeux de 
performance de  chaque processus. Ces enjeux exercent une influence significative sur la 
réalisation des objectifs stratégiques assignés à chaque processus.    
L’atteinte de ces objectifs constitue la clé de la réussite de l’entreprise. Elle est, par 
conséquent, constamment amenée à évaluer le chemin parcouru vers ces objectifs et 
déterminer les leviers d’action sur lesquels agir en cas de dérive.  
Les principales difficultés dans la mise en place de ces démarches d’analyse et 
d’optimisation de la performance réalisée réside dans la sélection d’un nombre restreint 
mais pertinent d’indicateurs de performance et dans l’identification des actions à mener sur 
les enjeux de performance et ce, dans un environnement en perpétuelle évolution. Afin de 
réaliser efficacement ces tâches, un véritable système interactif d’aide à la décision pour le 
pilotage du système de production doit être mis en place. 
Nous avons essayé de donner dans ce chapitre une idée assez générale  de la définition 
des SIAD, de leurs origines et de leur finalité. Nous avons tenté de mettre en relief la 
nature des décisions au niveau de la fonction de pilotage d’un système de production, nous 
avons dégagé par conséquent trois contextes de prises de décision. Nous arrivons par ce 
chapitre à la fin de la première partie consacrée essentiellement à l’état de l’art. 
Nous considérons à ce stade que le problème d’ordonnancement est posé puisque le 
traitement fait apparaître des caractères de répartition et de distribution plus ou moins 
collectives des actions au niveau des machines (ressources). Nous nous proposons de le 
traiter par une modélisation par agents. C’est dans cette optique que l’on introduira les 































La conception, l’implémentation et la validation des systèmes multi-agents soulèvent 
de nombreuses questions de recherche qui leur sont spécifiques. Elles incluent la mise en 
œuvre de stratégies de coordination qui permettent effectivement à des groupes d’agents de 
résoudre des problèmes; de mécanismes de négociation qui permettent d’amener un 
ensemble d’agents dans un état global acceptable ; de techniques pour détecter les conflits 
et les résoudre; de protocoles par l’intermédiaire desquels les agents peuvent communiquer 
et raisonner sur leurs communications ; et enfin de mécanismes par lesquels les agents 
peuvent maintenir leur autonomie tout en contribuant au fonctionnement général du 
système. 
Ce chapitre présente les systèmes multi-agents, les différentes sections proposées 
permettent d’introduire les notions d’agents, d’interactions entre les agents et des 
protocoles de communication entre les agents.  
 
 
5.1 Agents et systèmes multi-agents 
 
Un agent peut être défini comme une entité (physique ou abstraite) capable d’agir sur 
elle-même et sur son environnement, disposant d’une représentation partielle de cet  
environne--ment, pouvant communiquer avec d’autres agents et dont le comportement est 
la conséquence de ses observations, de sa connaissance et des interactions avec les autres 
agents. 
  
Les agents ont deux tendances : 
1. Une tendance sociale tournée vers la collectivité : les mécanismes et connaissances 
associées concernant les activités du groupe et 
2. Une tendance individuelle avec des mécanismes et des connaissances contenant les 
règles de fonctionnement interne de l’agent. 
3. On peut donc caractériser un agent par : son rôle, sa spécificité, ses objectifs et des 
fonctionnalités, ses comportements en général. 
 
5.1.1 Quelques définitions 
5.1.1.1 Agents 
La définition d’un agent varie beaucoup selon le domaine ou le système utilisé. Un 
agent est une notion floue pouvant désigner une entité physique (un ordinateur, un robot, 
un humain) ou une entité formelle (un processeur, un programme) suivant le domaine 
d’application [Ferber, 1995]. 
On utilisera la définition de Ferber [Fer, 1995] pour la suite de notre travail : 






On appelle agent une entité physique ou virtuelle  
a. qui est capable d’agir dans un environnement, qui peut communiquer directement 
avec d’autres agents, 
b. qui est mue par un ensemble de tendances (sous la forme d’objectifs individuels ou 
d’une fonction de satisfaction, voire de survie, qu’elle cherche à optimiser), 
c. qui possède des ressources propres (on entend par ressource la somme des 
connaissances et des moyens qui sont mis à la disposition des agents afin qu’ils 
puissent agir dans son environnement), 
d. qui est capable de percevoir (mais de manière limitée) son environnement, 
e. qui ne dispose que d’une représentation partielle de cet environnement (et 
éventuellement aucune), 
f. qui possède des compétences et offre des services, 
g. qui peut éventuellement se reproduire, 
h. dont le comportement tend à satisfaire ses objectifs, en tenant compte des ressources 
et des compétences dont elle dispose, et en fonction de sa perception, de ses 
représentations et des communications qu’elle perçoit. 
 
 
5.1.1.2 Les  Systèmes Multi-Agents (SMA) 
Selon Ferber [Ferber, 1995] on appelle système multi agent  un système composé des 
éléments suivants:  
1. Un environnement E, c'est à dire un espace disposant généralement d'une métrique. 
2. Un ensemble d'objets O. Ces objets sont situés, c'est à dire que, pour tout objet, il 
est possible à un moment donné d'associer une position dans E. Ces objets sont 
passifs, c'est à dire qu'ils peuvent être perçus, crées, détruits et modifiés par les 
agents.  
3. Un ensemble A d'agents, qui sont des objets particuliers  représentant les entités 
actives du système.  
4. Un ensemble de relations R qui unissent des objets (et donc des agents) entre eux.  
5. Un ensemble d'opérations Op permettant aux agents de A de percevoir, produire, 
consommer, transformer et manipuler des objets de O.  
6. Des opérateurs chargés de représenter l'application de ces opérations et la réaction 
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5.1.1.3 Décomposition d’un SMA 
Nous adopterons la vision du SMA introduite par Yves Demazeau et communément 
admise aujourd’hui [Demazeau, 1995]. Nous pouvons identifier un axe Agent, un axe 
Environnement, des Interactions et une structure Organisationnelle explicite ou non. 
SMA   = Agent + Environnement + Interaction + Organisation 
  
1. Agent : est une sorte d’organisme vivant dont le comportement se résume à 
communiquer, à agir et à éventuellement se reproduire, dans le but de satisfaire des 
besoins et des objectifs. Ces besoins sont déterminés à partir de l’état interne de 
l’agent et de l’environnement 
2.  Environnement : un environnement est un espace représentant le monde dans 
lequel les agents évoluent. On fait généralement une distinction entre les agents qui 
sont les entités actives, et les objets passifs qui se situent dans l’environnement. 
Lorsque ce dernier dispose d’une métrique (cas général), la capacité de perception 
d’un agent est sa capacité à reconnaître les objets situés (position, relations entre 
objets) et la capacité d’action d’un agent est celle de transformer l’état du système 
en modifiant les positions et relations qui existent entre les objets. Par exemple 
dans un univers de robots, l’environnement est l’espace géométrique euclidien dans 
lequel se déplacent les robots (agents) et où sont situés des objets physiques que les 
robots peuvent manipuler ou doivent éviter. 
FIG. 3.1 —Représentation imagée d’un agent en interaction                          
avec son environnement et les autres agents [Ferber, 1995]. 






3. Interaction : Ferber définit une interaction comme étant la mise en relation 
dynamique de deux ou plusieurs agents par le biais d’un ensemble d’actions 
réciproques. Une interaction peut se caractériser par une simple trace qu’un agent 
laisse dans l’environnement (déplacement d’un objet par exemple) et la perception 
de cette trace par un autre agent. Elle peut également se caractériser par un message 
que s’échangent deux agents ou encore par un acte de langage entre ces deux 
derniers. 
4. Organisation : est une structure décrivant comment les membres d’une 
organisation sont en relation et interagissent afin d’atteindre un but commun. Cette 
structure peut être statique, donc conçue a priori par le programmeur du système ou 
dynamique.  
5.1.1.4  L’approche cognitive 
Un Système multi-agents est composé d’un petit nombre d’agents « intelligents ». 
Chaque agent dispose d’une base de connaissances comprenant l’ensemble des 
informations et des savoir-faire nécessaires à la réalisation de sa tâche et à la gestion des 
interactions avec les autres agents et avec son environnement. De par leur capacité à 
raisonner, les agents cognitifs peuvent travailler de manière relativement indépendante. 
5.1.1.5 L’approche réactive 
Les modèles d’agents réactifs sont particulièrement nombreux, et nous n’en retiendrons 
que deux traits distinctifs. Un agent réactif ne possède pas de représentations symboliques 
de son environnement, ni de lui-même. Par conséquent, il n’est pas censé pouvoir contrôler 
son propre comportement. Son contrôle est entièrement pris en charge par un mécanisme 
rigide qui se sert du résultat de la perception pour déclencher une action. 
 
5.2 Interactions entre les agents 
Pour un agent, l’interaction constitue à la fois la source de sa puissance et l’origine  de 
ses problèmes [Ferber, 1995]. Une des principales propriétés de l’agent dans un système 
multi-agents est celle d’interagir avec les autres. Ces interactions sont généralement 
définies comme étant toute forme d’action exécutée  au sein de la société qui a pour effet 
de modifier le comportement d’un autre agent. Elles donnent à l’agent la possibilité de 
participer à la satisfaction d’un but global. Cette  participation  lui permet alors d’évoluer 
vers un des objectifs qui le composent. L’interaction peut être décomposée en trois phases 
non nécessairement séquentielles [Chaib-draa, 1996] : 
1. la réception d’informations ou la perception d’un changement, 
2. le raisonnement sur les autres agents, 






3. une émission de messages(s) ou plusieurs actions (plan d’actions) modifiant 
l’environnement. Cette phase est le résultat d’un raisonnement de l’agent sur son 
propre savoir-faire et celui des autres agents. 
5.2.1  L’interaction par la communication 
La communication, dans les Systèmes multi-agents est souvent l’un des moyens utilisés  
pour échanger des informations entre agents (ex. plans, résultats partiels, buts, etc.). 
L’interaction constitue un niveau supérieur à la notion de communication et d’action. Le 
problème est alors de savoir combiner ces éléments (communications et actions) afin de 
coordonner et de contrôler les échanges entre plusieurs agents pour avoir un comportement 
collectif cohérent du système [Mazouz, 2001]. 
Ainsi, les questions abordées par un modèle de communication peuvent être résumées 
par l’interrogation suivante : qui communique quoi, à qui, quand, pourquoi et comment ? 
5.2.2  L’interaction par la coopération d’agent 
Les agents travaillent à la satisfaction d’un but commun, ou individuel, dont l’objectif 
est d’améliorer le mode de travail des agents en thème de :  
1. validité et rationalité des informations échangées et des comportements, 
2. efficacité des stratégies de résolution employées, 
3. cohérence entre planification locale et globale, et 
4. rééquilibrage dynamique de la charge de travail. 
  Des agents totalement coopératifs peuvent changer leurs buts pour répondre aux 
besoins des autres agents afin d’assurer une meilleure coordination entre eux. Cela peut 
résulter en  coûts de communication élevés. 
    Les agents antagonistes par contre, ne vont pas coopérer et dans ce cas, leurs buts 
respectifs vont se trouver bloqués. Dans de tels systèmes, les coûts de communication sont 
minimaux.  
    Les interactions des agents d’un SMA sont motivées par l’interdépendance des 
agents selon ces trois dimensions :  
1. leurs buts peuvent être compatibles ou non, 
2. les agents peuvent désirer des ressources que les autres possèdent, 
3. un agent X peut disposer d’une capacité nécessaire à un agent Y pour 
l’accomplissement d’un des plans d’action Y. 
 
5.2.3  L’interaction par la négociation entre ressources  
La négociation est avant tout un mécanisme de résolution de conflit. Cette résolution 
peut alors s’effectuer dans un contexte favorable ou défavorable. Dans un contexte 






favorable, toutes les parties sont prêtes à faire les concessions nécessaires pour arriver à un 
accord. Dans un contexte défavorable l’objectif principal pour au moins l’un des 
participants, est d’obtenir un accord qui le favorise même aux dépends des autres. De ce 
fait, la négociation peut être décrite comme une coopération dont l’objectif commun est 
l’obtention d’un accord.  
 
5.3 Protocoles d’interaction 
 
Un système multi-agents est un ensemble organisé d’agents interactifs. L’interaction 
est ainsi un concept clé des systèmes multi-agents. Pour définir les interactions entre 
agents, différents protocoles d’interactions ont été définis (voir par exemple les travaux 
faits par FIPA [FIPA, 2002]. 
Les protocoles d’interaction sont des descriptions de patterns standards d’interactions 
entre deux ou plusieurs agents. La majorité des travaux existants, notamment les travaux 
de FIPA, décrit en effet les séquences de messages échangés et leur contenu (émetteur, 
receveur, performative…). 
Les représentations proposées des protocoles d’interaction fournissent plusieurs 
facilités pour concevoir des systèmes multi-agents [Ocello, 2003]. Cependant, les actions 
locales et les processus de décision d’un agent ne sont pas toujours explicitement 
représentés. 
L’implémentation des protocoles d’interaction a souvent été désignée comme un 
objectif par la FIPA. Cependant, le Contract Net est le seul protocole d’interaction qui est 
implémenté dans la plate-forme JADE [Guessoum, 2003]. Celle-ci ne fournit que des 
méthodes abstraites que l’utilisateur doit implémenter. 
Cette section définit les protocoles d’interaction et les comportements nécessaires à 
leur exécution.  
 
5.3.1 Protocoles de Coordination 
Dans des environnements à ressources limitées, la coordination se traduit par un 
comportement individuel visant à servir ses propres intérêts tout en essayant de satisfaire le 
but global du système. Les actions des agents doivent être coordonnées pour plusieurs 
raisons : 
1. il y a des dépendances entre les actions des agents, 
2. aucun agent n’a suffisamment de compétence, de ressources et d’information pour 
atteindre tout seul le but du système complet ou son propre but, 
3. éviter les redondances dans la résolution de problèmes. 
Dans [Jennings et al., 1998], la coordination est caractérisée par deux aspects 
étroitement  liés qui sont les engagements et les conventions. Les engagements fournissent 
la structure nécessaire pour des interactions prévisibles de sorte que les agents puissent 
prendre en compte les dépendances inter-agents des futures activités, des contraintes 
globales ou des conflits d’utilisation des ressources. Pendant que les situations changent, 
les agents doivent évaluer si les engagements existants sont encore valides. 






Les conventions fournissent des moyens pour contrôler les engagements dans des 
circonstances changeantes, toutes les notions relatives à la coordination seront données en 
détail dans le chapitre suivant. 
 
5.3.2 Protocoles de Coopération 
 
Une stratégie de base partagée par plusieurs protocoles pour la coopération est de 
décomposer un problème en tâches puis les distribuer [Mazouz, 2001]. Le processus de 
décomposition doit prendre en considération les ressources et les capacités de chaque 
agent. La  décomposition peut être spatiale ou fonctionnelle. Un certain nombre de critères 
doit être respecté : 
1. éviter la surcharge des ressources critiques, 
2. assigner les tâches aux agents ayant des capacités correspondantes, 
3. assigner des tâches interdépendantes à des agents proches spatialement ou 
sémantiquement pour limiter les couts de communication, 
4. réassigner des tâches pour accomplir les plus urgentes. 
 
5.3.3 Protocoles de Négociation 
 
Une forme fréquente de l’interaction qui se produit entre des agents avec des buts 
différents est la négociation. La négociation est un processus par lequel une décision 
commune est prise par deux agents ou plus ou chacun d’entre eux essayant d’atteindre 
leurs buts ou objectifs propres.  Les dispositifs principaux de la négociation sont (1) le 
langage utilisé par les agents participants, (2) le protocole suivi par les agents dans le 
processus de négociation et (3) la procédure de décision que chaque agent utilise pour 
déterminer ses positions, concessions, et critères pour l’accord. 
 
 
5.4 Méthodologie de conception des Interactions SMA 
Afin d’appliquer le paradigme agent dans des applications industrielles complexes et à 
travers divers domaines, les outils pour créer de tels systèmes sont nécessaires. Les 
recherches dans le domaine de l’ingénierie des SMA montrent bien qu’une étude des 
techniques d’analyse et de conception et de développement orientées agent, ou les 
interactions ont une grande importance pour les SMA, est nécessaire pour un ensemble de 
raisons, nous citons deux d’entre elles : 
1. De nombreuses études récentes se concentrent sur les méthodologies d’analyse et 
de conception orientées agent. Le domaine de recherche est en plein essor. 
2. Au cours des dernières années, plusieurs techniques et outils pour développer des 
systèmes multi-agents ont été proposés. 




















5.4.1 Méthodologies orientées agent de haut niveau 
5.4.1.1 Méthodologie Gaia 
Les auteurs dans [Wooldridge et al. 2000] présentent la méthodologie Gaia pour 
l’analyse et la conception orientée agent. Gaia inclut tous les aspects, qui sont importants 
pour la description des sociétés  d’agents, mais seulement à un niveau de conception élevé. 
Le but de cette approche est de laisser la conception de base niveau et l’implantation les 
plus ouverts possibles de façon à laisser la possibilité au concepteur d’adopter 
l’architecture et le langage de programmation qu’il désire. 
Gaia impose aux agents (organisation) d’avoir des liens statiques et de ce fait elle ne 
respecte pas la dynamique du système. En utilisant Gaia, il est possible de développer une 
conception qui prend en compte tous les  besoins du système à travers la phase d’analyse. 
Les modèles d’analyse devraient être obtenus d’abord et les modèles de conception 
pourraient être dérivés de ces derniers en procédant à des raffinements successifs.  
Dans le processus de conception de Gaia, la première étape consiste à associer des rôles 
aux différents  types d’agents et ensuite de créer le bon nombre d’instances d’agent de 
chaque type. La deuxième étape consiste à déterminer le modèle des services requis pour 
accomplir un rôle pour un ou plusieurs agents. L’étape finale s’intéresse à créer le modèle 
FIG. 5.2 —Typologie des méthodologies pour l’ingénierie.  






d’accointances pour la représentation des communications entre les agents qui n’est rien 
d’autre qu’un graphe liant les différents types d’agents. 
5.4.1.2 Méthodologie MaSE 
Wood et DeLoach [Wood et DeLoach, 2000]  suggèrent une modélisation 
appelée « Multiagent Systems Engineering » (MaSE). MaSE est semblable à Gaia  dans 
tout ce qui concerne le principe et ses généralités. Elle utilise deux langages, AgML (Agent 
Modelling Language), qui est un langage graphique, et AgDL (Agent Definition language) 
pour décrire le comportement du système et celui de l’agent. La méthodologie de MaSE est 
divisée en sept phases : 
- capture des buts 
- application des cas d’utilisation 
- raffinement des rôles 
- création de classes d’agents 
- construction des conversations 
- paquetage ou assemblage des classes d’agents 
- conception du système 
En étudiant chacune des phases de cette méthodologie on a constaté une ressemblance 
avec le langage UML. En effet, la dynamique du système est spécifiée en utilisant 
différents diagrammes. En ce qui concerne les conversations, l’étape de conception  du 
domaine décrit, en plus des classes d’agent, les protocoles possibles de coordination entre 
les classes à travers des diagrammes qui sont représentés par des automates à états finis. De 
plus, MaSE est très bien structurée comme méthodologie et fournit deux langages, l’un 
graphique et l’autre formel permettant de représenter la communication de l’agent, mais 
elle manque d’outils pour capturer certaines des interactions sociales plus complexes. 
        
      5.4.1.3 Méthodologie AEIO 
La méthodologie d’analyse et de conception Voyelle (AEIO) [Ocello, 2001] consiste à 
décomposer le système multi-agents en quatre entités qui sont les Agents(A), 
l’Environnement (E), l’Interaction (I) et l’Organisation(O). La méthodologie considère les 
quatre phases de construction des SMA que sont l’analyse, la conception, le 
développement et le déploiement. Cette méthodologie est intéressante car elle fédère en 
quelque sorte les différentes méthodologies, conduit le concepteur très tôt dans l’analyse et 
l’oriente à effectuer le choix des modèles et langages pour la réalisation. Son insuffisance 
est liée au fait qu’elle n’aborde pas les phases de vérification et validation du système. 
5.4.1.4 Méthodologie agent-groupe du modèle Aalaadin 
Le modèle Aalaadin [Gutknecht et Ferber, 1999] propose une méthodologie 
conceptuelle permettant de définir l’ensemble des rôles possibles, spécifier les interactions 
et décrire les structures abstraites de groupe et d’organisation. C’est un cadre 
méthodologique volontairement partiel qui est présenté et doit être complété par des 
modèles externes. Le modèle agent-groupe-rôle d’Aalaadin permet uniquement d’exprimer 






et d’analyser les SMA en utilisant des concepts organisationnels. Le modèle proposé 
n’intervient qu’à la phase de conception c'est-à-dire à la construction du modèle 
organisationnel : agent, groupe, rôles, définition des schémas, interaction, protocoles, 
messages. Les étapes du processus méthodologique de conception de la structure 
organisationnelle sont les suivantes : 
- identifier les groupes, 
- choisir ou créer un modèle organisationnel spécifique adapté à chaque structure de 
groupe isolé, 
- spécifier la structure organisationnelle dans le modèle choisi, 
- identifier les entités supplémentaires éventuelles, 
- décrire les schémas d’interactions, 
- définir les architectures individuelles. 
Dans cette méthodologie, les scénarios sont précisés entre les rôles identifiés. Les 
modèles de protocoles ne sont pas explicites et le formalisme à utiliser n’est pas fixé. Il 
peut relever des diagrammes de séquences d’UML, des réseaux de Petri, des scénarios 
FIPA-ACL ou KQML, etc. 
La démarche reste intéressante bien qu’elle donne une liberté au concepteur d’utiliser 
le formalisme qu’il juge utile pour modéliser des protocoles. 
5.4.1.5  Méthodologie ADELFE 
ADELFE est un atelier dont le but est de guider les développeurs au cours de la 
conception de systèmes multi-agents auto-organisateurs, adaptatifs. Actuellement, il 
n'existe pas de méthodologie ni d'aide à la conception pour ces logiciels adaptatifs. Ce 
projet aura pour résultat à moyen terme d'exploiter un savoir-faire novateur pour réaliser 
des systèmes informatiques aujourd'hui inaccessibles par les approches plus classiques. 
L'apport scientifique d'ADELFE [Site3] : 
− une notation (extension d"'Unified Modelling Language") qui supporte la 
méthodologie,  
− une méthodologie qui étend les recommandations pour l'analyse, la conception et le 
développement présentées dans le guide " The Unified Software Development 
Process " et qui permet la conception de systèmes multi-agents adaptatifs pour 
lesquels il n'existe pas encore de méthodologie de conception.  
 
ADELFE est développé en employant le progiciel OpenTool © de la société TNI puis 
intégré dans une version spécifique de celui-ci. Le support technique pour l'aide au 
développement de logiciels adaptatifs contient principalement :  
− une plate-forme comprenant un outil de modélisation graphique,  
− une bibliothèque de composants permettant des simulations et un prototypage 
rapide,  
− une technique d'auto-assemblage des composants logiciels que sont les agents 
adaptatifs. Cette technique amène un éclairage nouveau pour la configuration 
d'applications à base de composants. 






5.4.2 Présentation de l’Approche UML 
UML est une notation du domaine public, issue principalement des travaux de 
BOOCH, Jacobson et Rumbaugh. En peu de temps elle est devenue un standard dans la 
plupart des secteurs de l’informatique. UML n’est pas un langage uniforme, mais un 
lexique et un ensemble de représentations graphiques permettant la capture des besoins et 
la communication entre les spécialistes. La principale particularité de la notation UML 
réside dans sa base semi-formelle appelée méta-modèle : la sémantique des concepts 
manipulés par la notation UML est décrite en utilisant la notation elle-même. Cela a pour 
conséquence l’amélioration de la correction des modèles (suppression des ambigüités et 
des incohérences), et permet de plus en plus d’envisager l’utilisation de techniques 
formelles à des fins de vérification/ validation, les éléments d’un modèle devant respecter 
les propriétés et contraintes définies dans le méta-modèle. 
Le succès de ce formalisme et les nombreux travaux qui concernent son utilisation, 
laissent présager des évolutions rapides pour tenir compte des faiblesses recensés. La force 
d’UML est d’une part d’être le langage de modélisation objet retenu par l’ensemble de la 
communauté, d’autre part d’offrir suffisamment de diagrammes pour permettre de 
modéliser les différents aspects d’un système (aspects fonctionnels, spécification des 
objets, description du comportement, interactions entre les objets, scénarios, description du 
comportement, etc.) (Voir la figure 5.3). De plus, UML est conçu pour évoluer facilement 
et va jusqu’à proposer des mécanismes d’extension et de spécialisation à partir des 












FIG. 5.3 — Diagrammes d’UML. 






5.4.2.1 Description  
Des modèles statiques 
Ces modèles sont essentiellement des diagrammes de classe et les packages décrivant 
la sémantique statique des données et des messages. Dans le développement de systèmes, 
des diagrammes  de classe sont employés dans deux buts différents d’abord, ils offrent  une  
modélisation conceptuelle du problème et sont aisément compréhensibles par les 
utilisateurs. En second lieu, les diagrammes de classe peuvent modéliser l’exécution  des 
classes qui permettent de guider les développeurs. A un niveau général, le terme classe se 
rapporte à une encapsulation d’une unité de travail. Le niveau conceptuel modélise des 
types et leurs associations ; le niveau d’exécution modélise des classes d’exécution. Le 
niveau d’exécution modélise des classes d’exécution. 
Les modèles dynamiques 
Ces modèles comprennent des diagrammes d’interaction (c'est-à-dire les diagrammes 
de séquence et diagrammes de collaboration), des diagrammes d’état, et des diagrammes 
d’activité. UML définit 9 diagrammes pour représenter les différents points de vue de la 
modélisation (quatre structurels et cinq comportementaux). Ils permettent de visualiser et 
de manipuler les éléments de la modélisation. Ils ont chacun un intérêt spécifique en 
apportant des points de vue différents mais complémentaires pour appréhender les 
systèmes modélisés : 
• les diagrammes d’activité : représentation du comportement d’une méthode ou 
opération en termes d’actions, 
• les diagrammes de cas d’utilisation : représentation des fonctions du système du 
point de vue de l’utilisateur, 
• le diagramme de séquence : représentation temporelle des objets et de leurs 
interactions, 
• les diagrammes de collaboration : représentation spatiale des objets, des liens et 
des interactions, 
• les diagrammes d’états-transitions : représentation du comportement d’une 
classe en termes d’états, 
• les diagrammes de classes : représentation de la structure statique en termes de 
classes et de relations, 
• les diagrammes de déploiement : représentation du déploiement des composants 
sur les dispositifs matériel, 
• les diagrammes d’objets : représentation des objets et de leurs relations, 
correspondant à un diagramme de collaboration simplifié, sans représentation 
des envois de message, 
• les diagrammes de composants : Ces diagrammes représentent la vue 
développement du système ou comment la conception de système doit être 
développée en termes de modules logiciels.  






• les diagrammes de collaboration et les diagrammes de séquence sont appelés 
diagrammes d’interaction. Les diagrammes d’états-transitions sont basés sur les 
Statecharts. 
• les diagrammes de séquence permettent la définition de comportements de 
systèmes à partir de spécifications incomplètes. Cette notation s’inscrit bien dans 
une démarche de conception incrémentale. Son style déclaratif la rend attrayante 
auprès des ingénieurs.  
• Les cas d’utilisation sont des spécifications des actions qu’un système ou une 
classe peut effectuer en agissant aux besoins des acteurs extérieurs. Ils sont 
généralement employés pour décrire comment un utilisateur communique avec un 
produit logiciel. 
 
5.4.2.2 Expression de la dynamique des SMA à travers des diagrammes UML 
Bien souvent, la connaissance des SMA n’est pas complète (utilisation de technologies 
pointues, et présence de complexité). De nouveaux besoins apparaissent au cours du 
développement, et nécessitent une modification incrémentale du système. L’utilisation 
d’UML pour les SMA est intéressante pour plusieurs aspects théoriques : 
1. Cette notation est un standard permettant un meilleur dialogue entre les 
différents intervenants de l’atelier du génie logiciel. De plus les diagrammes 
UML sont assez intuitifs et aisés à comprendre car ils sont une reprise des 
formalismes éprouvés et utilisés depuis des années. 
2. UML dispose d’une sémantique suffisamment complète et riche pour la 
représentation de la partie statique du système. 
3. UML peut être enrichie par des formalismes permettant la vérification et la 
validation des modèles conçus, l’objectif étant d’assurer une meilleure 
représentation de la partie dynamique du système. 
 
Une des difficultés posées par les SMA consiste en la représentation de la dynamique 
du système. Sous le terme de la dynamique, nous regroupons l’expression de toutes les 
interactions pouvant avoir lieu entre les agents ainsi que la communication. 
Avec UML, la coopération entre entités du système est modélisée par deux diagrammes : 
1. Le diagramme de séquence représente le séquencement des interactions entre 
plusieurs objets impliqués dans une transaction (but) particulière. 
2. Le diagramme de collaboration fournit une représentation spatiale des 
interactions. 
Tout en facilitant le dialogue et la capture des besoins, ces deux outils sont limités par 
le fait qu’ils décrivent des scénarios particuliers et ne sont en aucun cas représentatifs de 






tous les comportements possibles du système. Une solution est apparue et consiste à 
modéliser le comportement de chaque classe ainsi que les interactions possibles entre les 
objets par des diagrammes d’états/transitions appelés (Statechart). Les Statecharts sont 
bien adaptés à des couches ou la plupart des opérations sont séquentielles. En présence de 
situations présentant une structuration abstraite, un parallélisme ou une distribution de 
tâches ou processus, l’utilisation des Statecharts pose des difficultés pour la représentation 
de la concurrence et l’asynchronisme. 
D’autre part, l’usage des scénarios à travers les diagrammes de séquences pour 
spécifier les comportements est une pratique bien établie dans UML. Un diagramme de 
séquence décrit d’une manière graphique les communications entre les  processus, appelés 
instances. Une instance est représentée par un axe vertical et les événements sont ordonnés 
suivant cet axe. Les messages échangés sont représentés par une flèche allant d’une 
instance émettrice vers une instance réceptrice. Ces diagrammes définissent clairement une 
relation d’ordre entre les événements. Afin de représenter de la manière la plus complète 
possible l’activité d’un système, on est amené à décrire la situation par un nombre 
important de scénarios. 
 
5.5 Quelques Plates-formes de développement des SMA 
 
Des plate-formes génériques sont apparues pour le développement de systèmes 
reposant sur l’utilisation du paradigme agent. Après avoir examiné plusieurs de ces plate-
formes, très peu apparaissent comme pouvant servir réellement à la conception de tout type 
d’application. En effet, la plupart s’adapte souvent à la conception d’un type d’applications 
ou d’une classe d’applications mais rarement plus. Il apparaît, de plus, que la définition 
d’un agent est beaucoup trop vague pour qu’un modèle générique et universel puisse 
exister. 
Parmi les plate-formes les plus connues on peut citer : SWARM [Burkhart, 1994] 
[Daniels, 1999] [Daniels, 2000], Voyager [Site2], DIMA [Guessoum, 1996], MADKIT 
[Madkit, 2001], Zeus [Azvine, 2000], JADE [Bellifemine & al., 1999], [Bellifemine & al., 





SWARM est une plate-forme de développement qui possède une forte orientation vers le 
développement d’applications de simulation à événements discrets de systèmes complexes. 
Elle a été développée en Objective C et un portage vers Java est en cours. De nombreuses 
applications de simulations reposent sur l’utilisation de la plate-forme SWARM, en voici 
quelques exemples : 






1. Heatbugs : un modèle temporel d’agents locaux interagissant au travers d’un 
environnement pour créer un comportement global complexe, 
2. Mousetrap fission : une simulation à événements discrets de fission nucléaire, 
3. Market : un petit modèle de marché pour une matière première. 
De nombreux autres exemples d’applications basées sur SWARM [Booth, 1997] [Kohler 
and Carr, 1996] [Luna and Stefannson, 2000] [Downing and Zvirinsky, 1999] peuvent être 




Voyager est une plate-forme de développement commerciale. Elle fonctionne en 
environnement distribué et repose sur le standard Corba. Son domaine d’application est 





DIMA (Développement et Implémentation de systèmes Multi-Agents) a été 
développée par Zahia Guessoum dans le cadre de ses travaux de thèse [Guessoum, 1996]. 
L’architecture des agents qui a été choisie pour le développement de cette plate-forme est 
une architecture modulaire (module de supervision, module de communication, module de 





MadKit (MultiAgent Development Kit) est une plate-forme générique de conception et 
d’exécution de systèmes multi-agents [Gutknecht et Ferber, 1997]. Elle a été développée 
par Olivier Gutknecht au sein du Laboratoire LIRMN. L’ensemble du développement a été 
fait en java. Cette plate-forme s’appuie pour la réalisation de SMA sur le modèle 
conceptuel Aalaadin [Gutknecht, 1999]. L’originalité de cette plate-forme est quelle est 
basée sur un modèle organisationnel plutôt que sur une architecture d’agents ou un modèle 
d’interaction spécifique. 
Cette plate-forme fournit un ensemble de classes Java permettant la réalisation d’agents 
par héritage de classes. Il est aussi possible d’utiliser une interface graphique, nommée G-
Box, qui permet de visualiser les agents sous forme de composants graphiques sur lesquels 




Zeus est une plate-forme de développement de SMA générique, personnalisable et pourrait 
être augmentée par l’adjonction de nouveaux composants. Elle est présentée sous forme 






d’un ensemble de classes implémentées dans le langage Java. En cela, elle est 
complètement portable et peut être utilisée sur tout système disposant d’une machine 
virtuelle Java. Un agent est composé de plusieurs objets et threads. Ces classes sont 
catégorisées dans trois groupes fonctionnels : une librairie de composants, un outil de 
développement et un outil de visualisation. De par sa généricité, elle peut être utilisée dans 
la conception d’un grand nombre d’applications mais en retour nécessitera des 





JADE (Java Agent DEvelopement framework) est une plate-forme multi-agent créée 
par le laboratoire TILAB décrite par Bellifemine et al. dans [Bellifemine et al., 2005] 
[Bellifemine et al. , 2008]. JADE permet le développement de systèmes multi-agent et 
d'applications conformes aux normes FIPA [FIPA, 2002]. Elle est implémentée en JAVA 
et fournit des classes qui implémentent « JESS » pour la définition du comportement des 
agents. JADE possède trois modules principaux (nécessaire aux normes FIPA). 
1. DF « Director Facilitor » fournit un service de « pages jaunes» à la plate-forme ;  
2. ACC «Agent Communication Channel » gère la communication entre les agents ;  
3. AMS « Agent Management System » supervise l'enregistrement des agents, leur 
authentification, leur accès et l'utilisation du système.  
Ces trois modules sont activés à chaque démarrage de la plate-forme.  
 
Il existe des outils qui ont été développés dans la plate-forme JADE afin de supporter 
la difficulté de la tâche du débogage des applications multi-agents. Chaque outil est 
empaqueté comme un agent, obéissant aux mêmes règles, aux mêmes possibilités de 
communication et aux mêmes cycles de vie d'un agent générique (agentification de 
service). 
• Agent RMA Remote Management Agent 
Le RMA permet de contrôler le cycle de vie de la plate-forme et tous les agents la 
composant. L'architecture répartie de JADE permet le contrôle à distance d'une autre plate-
forme. Plusieurs RMA peuvent être lancés sur la même plate-forme du moment qu'ils ont 
des noms distincts. 
 
• Agent Dammy 
L'outil DummyAgent permet aux utilisateurs d'interagir avec les agents JADE d'une 
façon particulière. L'interface permet la composition et l'envoi de messages ACL et 
maintient une liste de messages ACL envoyés et reçus. Cette liste peut être examinée par 
l'utilisateur et chaque message peut être vu en détail ou même édité. Plus encore, le 
message peut être sauvegardé sur le disque et renvoyé plus tard. 
 
 








• Agent Directory Facilitator 
L'interface du DF peut être lancée à partir du menu du RMA .Cette action est en fait 
implantée par l'envoi d'un message ACL au DF lui demandant de charger son interface 
graphique. L'interface peut être juste vue sur l'hôte où la plate-forme est exécutée. En 
utilisant cette interface, l'utilisateur peut interagir avec le DF. 
 
• Agent Sniffer 
Quand un utilisateur décide d'épier un agent ou un groupe d'agents, il utilise un agent 
sniffer. Chaque message partant ou allant vers ce groupe est capté et affiché sur l'interface 
du sniffer. L'utilisateur peut voir et enregistrer tous les messages, pour éventuellement les 
analyser plus tard. L'agent peut être lancé du menu du RMA ou de la ligne de commande 
suivante : Java jade.Boot sniffer:jade.tools.sniffer.sniffer 
 
• Agent Inspector 
Cet agent permet de gérer et de contrôler le cycle de vie d'un agent s'exécutant et la file 







Aujourd’hui, l’intérêt d’une méthodologie de conception et d’implémentation de 
systèmes multi-agents n’est plus à démontrer. De nombreux travaux de recherche 
continuent à explorer les possibilités que fournirait une méthodologie telle que Aalaadin, 
ADLEFE, ADEPT, et d’autres. Toutefois, la plupart de ces propositions se base sur une 
architecture  d’agent purement conceptuelle, car l’objectif visé n’est pas de déduire une 
solution opérationnelle à partir d’une spécification du problème posé. 
Nous avons souligné dans ce chapitre l’importance croissante apportée aux nouvelles 
approches à base d’agents et de systèmes multi-agents. La conception de tels systèmes 
exploitant ces nouvelles approches doit se baser sur les méthodes de conception et 
d’évaluation adaptées (considérant les notions d’autonomie et d’adaptation).  
Le chapitre suivant sera consacré pour les concepts de base liés à la coordination, la 
négociation et les plus importants protocoles de négociation, Toutefois, il reste primordial 
d’atteindre l’objectif visé par le travail abordé dans cette thèse à savoir  la réalisation d’une 










- structurée (niveau macroscopique permettant de définir un enchaînement de 
tâches impliquant diverses ressources), 






Négociation dans un SMA 
 
 
La coordination est un des modes d’interaction dans les systèmes distribués et 
précisément les SMA. C’est une problématique qui existait déjà dans les systèmes experts 
et a pris une dimension particulière dans les SMA. Elle consiste à organiser la résolution 
d’un problème de telle sorte que les interactions nuisibles soient évitées ou que les 
interactions bénéfiques soient exploitées. Plusieurs applications utilisent les systèmes 
multi-agents vus précédemment dans des domaines d’applications diverses et variés pour 
leur facilité de conception et d'implémentation. 
   Les agents d’un SMA communiquent entre eux, pour échanger des résultats ou 
demander des ressources, ce qui augmente considérablement la complexité du système, 
c’est pour cela que le rôle de l’agent coordinateur est important car il veille au bon 
déroulement des interactions et le maintien du système en état de fonction. La coordination  
peut se faire selon deux formes : la négociation qui est le résultat de la compétition et la 
planification qui provient de la coopération entre agents. 
Dans ce chapitre, nous allons donner une description globale de la coordination en 
parcourant quelques travaux déjà réalisés dans le domaine des SMA ensuite, nous 
parlerons des types de coordination et en particulier de la négociation comme une 
technique de résolution de conflits. 
 
6.1  La coordination dans les systèmes multi-agents 
Lorsque plusieurs agents travaillent ensemble sur un même environnement, il faut gérer 
un certain nombre de tâches supplémentaires qui ne sont pas directement productives mais 
qui servent à améliorer l’accomplissement de leurs activités. Ces tâches supplémentaires 
font partie du système organisationnel, et on les appelle « tâches de coordination ». Celles-
ci sont indispensables dès que l’on se trouve en présence d’un ensemble d’agents 
autonomes qui poursuivent leurs propres buts, la réalisation de tâches productives 
entraînant tout une séquence de tâches de coordination sans lesquelles les premières ne 
peuvent être accomplies. En conséquence, des interactions prennent place afin que ces 
agents déterminent l’organisation la plus appropriée. 
6.1.1 Définitions 
Il existe plusieurs définitions de la coordination, nous avons essayé de rassembler les 
définitions les plus adaptées à notre étude. Dans la littérature, une coordination de groupe 
signifie un rassemblement de personnes ayant des objectifs communs pour réaliser un 
projet commun. Elle constitue donc une mise en commun en vue d'un résultat commun. 




Elle consiste à coordonner un ensemble de personnes afin de produire une action précise et 
efficace. Parmi les définitions les plus rencontrées dans le domaine informatique, on cite : 
Les auteurs dans [Lesser et al. , 1987] ont défini les objectifs de la coordination comme 
suit: 
- les activités des agents permettent de résoudre tous les composants du 
problème global. 
- les interactions entre les agents sont cohérentes et s’intègrent dans la 
solution globale. 
- les groupes définis sont cohérents. 
D’autre part on trouve la définition de Glernter et Garriero qui dit que : 
La coordination est le processus de construction de programmes en assemblant les 
parties actives; un modèle de coordination est la colle qui lie des activités séparées en un 
ensemble [Gelernter et Garriero, 1992]. Ainsi, la coordination détermine en quelque sorte 
quelles sont les règles de bon fonctionnement du système auquel les agents appartiennent. 
Plusieurs formes de coordination sont possibles selon la nature des agents et des 
interactions. Elle peut être imposée à un agent par une sorte de contrat, comme le respect 
d'un protocole d'interaction donné. Elle peut aussi être apprise, lorsque l'agent trouve un 
intérêt à participer à la collectivité. Donc la coordination est fortement liée aux relations 
qui peuvent s'établir entre les agents et plus généralement à la façon dont les agents sont 
organisés. 
Selon Malon et Crowston, la coordination est la gestion des dépendances entre les  
activités [Malone et Crowson, 1994]. A partir de cette définition, la coordination reste un 
concept assez large.  
Selon Ferber [Ferber, 1995] la coordination d’actions est nécessaire pour quatre 
raisons : 
1. les agents ont besoin d’informations et de résultats que seuls d’autres agents 
peuvent fournir. Par exemple : un agent qui surveille l’activité d’un procédé 
industriel en un point donné aura besoin d’informations sur l’état de ce procédé en 
d’autres endroits, 
2. les ressources sont limitées. On ne fait parfois attention aux actions des 
autres que par ce que les ressources dont on dispose sont réduites et qu’on se 
retrouve à plusieurs à les utiliser, la ressource peut être [temps ; espace ; énergie ; 
argent ou outils], les actions pour être accomplies ont besoin de ressources qui 
n’existent pas en quantité infinie, il faut donc partager ces ressources de manière à 
optimiser les actions à effectuer comme éliminer les actions inutiles, améliorer le 




temps de réponse, diminuer le cout etc., et cela tout en essayant d’éviter les conflits 
éventuels comme les conflits d’accès, les collisions, les actions contradictoires etc, 
3. optimiser les coûts. Coordonner des actions permet aussi de diminuer les 
coûts en éliminant les actions inutiles et en évitant les redondances d’actions, 
4. permettre à des agents ayant des objectifs distincts mais dépendants les uns 
des autres de satisfaire ces objectifs et d’accomplir leur travail en tirant 
éventuellement parti de cette dépendance. 
Jennings et al. ont proposé une définition un peu plus restreinte, elle décrit la 
coordination comme : le processus par lequel un agent raisonne sur ses actions locales et 
les actions (anticipées) des autres agents pour assurer que la communauté agit de manière 
cohérente"[Jennings et al. , 1996]. 
Terminons par cette définition qui décrit la coordination comme un processus 
d’agencement et de répartition des actions d’un système distribué en vue d’atteindre un 
objectif déterminé ou d’obtenir une meilleure rentabilité des composants du système 
[Charif, 2007]. 
6.1.2. Mécanismes de coordination 
Ferber [Ferber, 1995] a émis comme postulat qu’une approche de coordination 
s’appuie sur des mécanismes de synchronisation, de planification, de réactions contrôlées ( 
coordination réactive) ou des réglementations (coordination basée sur la réglementation). 
Nous donnons ci-dessous les descriptions de ces composants : 
6.1.2.1 Coordination par synchronisation 
Ce mécanisme est lié à la notion de gestion de ressource (ex. : la coordination des 
mouvements des jambes pour une marche sans chute). Dans le cas de l'accès par deux 
robots à une machine, l'agent responsable de cette dernière doit interdire à tour de rôle 
l'accès de cette machine à l'un ou l'autre de ces robots [Georgeff, 1988]. Ce mécanisme 
relativement simple peut être décrit par un réseau de Petri réduit [Ferber, 1995]. La 
présence d’un coordinateur est recommandée dans ce mécanisme, ce qui peut revenir à 
faire de la supervision. 
6.1.2.2  Coordination par planification  
 
Planifier c’est concevoir une série d’actions liées les unes aux autres en vue de réaliser 
un but [Chaib-draa et Asselin, 2002].  Durfee [Durfee et Lesser, 1991] a développé un 
mécanisme bien connu d'échange du plan global partiel (Partial Global Plan - PGP) ; ce 
type de plan contient les informations générales courantes d'une partie de toutes les 




activités. De telles techniques de planification peuvent offrir des solutions potentielles de 
représentation des conflits et des problèmes de concordance dus aux actions simultanées et 
contradictoires de contrôleurs adjacents. Plusieurs techniques de coordination par 
planification existent: 
• Planification centralisée pour plans distribués : Elle se focalise sur le contrôle et 
la coordination par plusieurs agents dans des environnements partagés. Son 
principe est comme suit : 
- Génération de plans à ordre partiel. 
- Décomposer le plan en sous-plans. 
- Insérer des actions de synchronisation dans les sous-plans. 
- Allouer les sous-plans aux agents. 
- Initier l’exécution du plan. 
Cette technique permet de faciliter la résolution de conflits et la convergence vers une 
solution globale. Néanmoins, elle nécessite la centralisation du contrôle au niveau 
d’un seul agent. 
• Planification distribuée pour plans centralisés : Elle se focalise sur le processus 
de planification. Ce dernier est distribué entre  différents agents spécialistes qui 
coopèrent et communiquent en partageant des objectifs et des  représentations pour 
former un plan cohérent. Cette technique ne tolère aucune centralisation du contrôle. 
Cependant, les coûts de communication sont élevés et sont sans garantie de 
convergence (incompatibilité des buts et des intentions). De plus, les plans partiels 
peuvent donner des représentations différentes et manipuler des incohérentes. 
• Planification distribuée pour plans distribués : plusieurs agents planifient et 
exécutent.  Dans ce cas précis, le processus de synthèse et d’exécution d’un plan  
multi-agent sont distribués. On distingue deux modes de planifications :  
- Planification orientée tâche : qui est caractérisée par les points suivants : 
− Contexte de résolution de problèmes est distribué. 
− Existence d’un but global partagé par un groupe d’agents au sein 
d’une organisation. 
− Décomposition en sous-tâches : Le but global des agents est 
d’accomplir une tâche T, et le but individuel de chaque agent Ai est 
d’accomplir une sous-tâche Tj. 





 FIG. 6.1 – La planification orientée tâche. 




Cette approche a pour objectif d’améliorer  l’efficacité globale du groupe et 
non simplement de manière individuelle. 
- Planification orientée agent : Cette approche a pour principes (voir figure 
6.2) : 
− les agents ne partagent pas un but global sinon la cohérence et la       
− viabilité du système sera remise en question, 
− cherchent à optimiser leurs propres objectifs. 
 
 
Cette approche de coordination est nécessaire pour accomplir des tâches qu’un 
agent ne peut réaliser seul ce qui lui permet d’augmenter ses gains. 
 
6.1.2.3 Coordination réactive 
Au contraire des techniques précédentes, la coordination réactive considère qu’il est 
souvent plus simple d'agir directement sans planification comme préliminaire. Les 
différents agents réagissent ensemble à des incidents, par exemple un risque imminent de 
collision dans un trafic aérien, en considérant l'action des uns et des autres, mais sans 
communication.  
 
6.1.2.4 Coordination par réglementation 
La coordination par réglementation est une solution intermédiaire entre réactivité et 
délibération, au problème de coordination comme gestion de conflit. Il s'agit d'identifier les 
situations nécessitant un recours et de proposer pour chaque situation une règle 
déterminant quel agent est prioritaire pour l'accomplissement de ses actions. Pour que ces 
règles soient efficaces, il convient que chaque agent, la respecte et suppose que les autres 
agents font de même. Du fait de ces conditions, ces règles sont dénommées lois sociales 
[Chaib-draa, 1996]. L'application d'un tel mécanisme de coordination suppose un 
FIG. 6.2 –  Planification orientée agent. 




environnement stable et des agents obéissants. Le code de la route est un exemple concret 
de coordination par réglementation qui illustre sa difficulté d'application. 
6.1.3. Eléments de la coordination 
A partir de la définition de la coordination de Malon et Crowston, un modèle de 
coordination est la colle qui lie entre les activités séparées en un ensemble, c’est un 
ensemble d’éléments qui sert à la composition et l’interaction des entités actives (agents), il 
propose des solutions pour la création des processus dynamiques, la création et la 
destruction des mécanismes de communication de multiple flux et des espaces d’activités. 
Selon [Mahesh et al. , 2006], un modèle de coordination se compose des éléments suivant : 
- les entités coordonnables : ceux sont les entités actives (les agents), elles font 
l’objet direct de la coordination, par conséquent ce sont les blocs de 
construction d’une architecture de coordination 
- l’environnement de coordination : c’est l’espace réel où la coordination a lieu, 
il permet la coordination de toutes les entités participantes et il les rassemble 
dans une configuration. 
- les lois de coordination : elles précisent le cadre sémantique du modèle. 
 
6.1.4 Techniques de coordination 
Dans cette partie, nous allons voir quelques techniques répondant à la question « à 
l’aide de quoi les agents peuvent se coordonner ? », nous distinguons trois techniques, par 
langage, par algorithme, ou par protocole de coordination. Nous donnons dans ce qui suit 
une brève description de ces trois techniques. 
6.1.5 Langages de coordination  
Généralement les langages de coordination sont combinés avec des langages de 
programmation afin d’obtenir un langage de programmation complet. Plusieurs langages 
de coordination ont été proposés durant ces dix dernières années. Nous nous focalisons 
dans cette partie sur les deux langages les plus connus AgentTalk  et COOl.  
6.1.5.1. AgentTalk 
AgentTalk est un langage qui permet de faciliter le développement des protocoles de 
coordination des systèmes multi-Agents, il n’est pas censé être un langage de spécification 
formelle, mais plutôt un langage de programmation capable de mettre en œuvre des 
protocoles et des agents qui se comportent selon ces protocoles [Kazuhiro et al. , 1995]. 
 




• Représentation explicite de l'État d'un protocole 
Une machine d'états finis qui permet d’utiliser les variables, est utilisée comme une 
base pour décrire les protocoles de coordination. Nous appelons la représentation de cette 
machine : « un script ». En utilisant ce modèle, les états d'un protocole sont explicitement 
définis, et les actions d'un agent peuvent facilement être définies pour chaque état. 
• Définition du protocole incrémental 
En introduisant un mécanisme d'héritage dans la définition du script, les protocoles 
peuvent être définis par l'extension progressive des scripts existants. Par exemple, une fois 
un script du protocole Contract-Net est défini, le protocole de négociation en plusieurs 
étapes, peut être considéré comme une généralisation du protocole Contract-Net ( que nous 
allons détailler dans la section 6.3), et peut être défini par héritage du protocole Contract-
Net. 
• Protocole de personnalisation facile 
Une interface de programmation est définie, elle spécifie la partie d'une règle de 
transition d'état qui doit éventuellement être adaptée pour chaque application. En utilisant 
cette interface, seule la partie application spécifique doit être définie. 
• La résolution des conflits entre les processus de coordination 
Un seul agent peut être impliqué simultanément dans plusieurs processus de 
coordination (par exemple, différentes procédures de répartition des tâches), entre lesquels 
existent des interactions (par exemple, les ressources de l'agent sont partagées). En 
permettant à plusieurs scripts d’être exécutés dans un agent, et de supporter la 
communication entre ces scripts, un mécanisme de résolution des conflits peut être décrit 
entre les processus de coordination. 
6.1.5.2 COOL 
COOL (COOrdination Language ) [Barbuceanu et Fox, 1995], [Barbuceanu et Fox, 
1997], est un langage de description des protocoles de coordination en utilisant le langage 
KQML. Il est né de l’idée que les problèmes de coordination peuvent être traités par une 
représentation explicite des connaissances portant sur les processus d’interaction entre les 
agents. Les interactions entre les agents interviennent à différents niveaux.  
• Les niveaux d’interaction des agents 
- 1er niveau : il traite le contenu des messages. 




- 2eme niveau : il aborde l’intention des agents, KQML [Finin et al. ,1994] a été conçu 
pour décrire ces intentions et que tous les agents les interprètent de la même façon.  
- 3eme niveau : il concerne les conventions dont les agents partagent lors de l’échange 
des messages. L’existence des conventions partagées rend la coordination entre ces 
agents complexe et nous ramène à mettre en place des mécanismes de négociation 
[Sycara, 1989], [Zlotkin et Rosenschein, 1989]. 
- 4eme niveau : il vise la modélisation des agents (par exemple, quelles sont leurs 
croyances, leurs objectifs, etc.) 
• Les composants de base 
Nous modélisons une activité de coordination comme une conversation entre deux ou 
plusieurs agents, au moyen d'une machine à états finis (FSM): 
- les états de la FSM : représentent les états d'une conversation. Il y a un état 
initial qui signifie le début d’une conversation, et plusieurs états finis, qui 
signifient la fin de la conversation. 
- les messages échangés : sont représentés comme des performatifs (actes de 
langage) du langage de communication entre agents. Le niveau du contenu des 
performatifs ne fait pas partie du protocole de négociation, mais détermine le 
cours d'une négociation individuelle, car elle est utilisée dans la prise de 
décision des agents. 
- un ensemble de règles de conversation : qui précise comment un agent dans 
un état donné reçoit un message du type spécifié, mène des actions locales 
(par exemple la mise à jour des données locales), envoie des messages, et 
passe à un autre État. 
- un ensemble de règles de reprise d’erreur : qui spécifie comment les 
incompatibilités entre l'état d'une conversation et les messages entrants sont 
traités. 
- un ensemble de règles de continuation : qui précise comment les agents 
acceptent les demandes de nouvelles conversations ou comment ils 
sélectionnent une conversation afin de continuer à partir de ceux qui existent 
déjà.  
- les classes de conversation : elles décrivent les états, les règles de 
conversation et les règles d'erreur spécifiques à un type de conversation. Un 




agent a plusieurs classes de conversation, il peut les utiliser lors de la 
communication avec les autres agents. 
- conversations actuelles : elles instancient les classes de conversation. elles 
sont créées lorsque des agents s'engagent dans une communication. 
6.1.6 Protocoles de coordination 
La troisième technique concerne les protocoles, ces derniers sont des conventions 
partagées portant sur les messages échangés par les agents qui travaillent ensemble de 
manière coordonnée. Dans les SMA, un processus de coordination est une séquence des 
interactions échangées entre agents. Un protocole est une spécification de ces interactions. 
Il précise qui peut dire quoi à qui et les réactions possibles à ce qui est dit par l’autre partie. 
Une spécification syntaxique formelle [Werner, 1989] est donnée en définissant les types 
de messages qu’il est possible d’envoyer.  
La sémantique des messages ainsi que les stratégies des rôles, sont définis 
informellement en décrivant les procédures qui déterminent les réactions d’un agent à un 
message donné. Ces réactions peuvent inclure la génération de nouveaux messages. 
Les protocoles sont conçus pour les agents qui n’incorporent pas explicitement la 
sémantique formelle des actes de langage. La fonction de base d’un protocole d’interaction 
est de fournir aux agents une façon de communiquer utilement sans avoir à planifier 
explicitement chaque acte de langage en se basant sur ses effets attendus. L’utilisation d’un 
protocole d’interaction, nous amène à effectuer une analyse hors-ligne suffisante et garantit 
ainsi que suivre le protocole permettra d’atteindre les buts associés aux états finaux 
identifiés du protocole. Plus un protocole est efficace, moins d’informations ont besoin 
d’être transmises et moins de temps est passé dans la communication.  
 
6.1.7 Etat de l’art sur la coordination 
Francisco et Douglas [Francisco et Douglas, 1996] ont développé une architecture 
multi-agents pour la planification des tâches distribuées et de fabrication qui employait un 
médiateur pour coordonner les activités des agents, alors que chaque agent fonctionne de 
manière autonome comme un processus de calcul indépendant.  
Sikora et Shaw [Sikora et Shaw, 1998] ont présenté un mécanisme de coordination 
pour assurer le fonctionnement ordonné et concerté de prise de décision entre les agents 
dans un système de planification multi-agents.  




Blecker et Graf [Blecker et Graf, 2003] ont examiné une application coordonnée de la 
personnalisation de masse en utilisant un MAS en environnement de production sur 
Internet pour la planification de la production et du contrôle.  
Liu et Young [Liu et Young, 2004] ont présenté une approche qui utilise une 
combinaison d’information et de modèles de connaissance pour appuyer des projets de 
fabrication de coordination de décision prise. 
 [Wang et al. , 2005] ont proposé une architecture où de nombreux agents facilitateurs 
coordonnent les activités de ressources de fabrication de manière parallèle. Même si 
plusieurs sujets sur le MAS ont été largement étudiés, le processus de planification dans le 
MAS est relativement moins pris en compte.  
 [Montreuil et al. , 2008] ont proposé un autre travail concernant la simulation de la 
coordination dans les chaînes logistiques. Il se base sur le principe que les agents identifiés 
dans une chaîne logistique sont classés en deux catégories : des agents réactifs et des 
agents cognitifs afin de simuler respectivement les activités opérationnelles et les activités 
à comportements complexes adoptés dans le cadre de processus de prise de décision. 
[D’Amours et al., 2006] ont établi une synthèse des applications qui ont été 
développées pour la modélisation de la coordination dans les chaînes logistiques, on cite : 
• MASC : étudie les modes de coordination des acteurs de la chaîne logistique. Ces 
modes de coordination sont des appels d'offre à des soumissionnaires qui répondent 
selon leur capacité et leur charge de production respectifs. Les acteurs qui 
remportent ces appels d'offre forment ainsi la chaîne logistique permettant d'amener 
un produit au consommateur. 
• MASCOT : (Multi-Agent Supply Chain cOordination Tool) qui est une 
architecture reconfigurable, à niveaux et basée sur les agents pour la planification et 
la coordination en vue d’améliorer l'agilité d'un réseau logistique. A cet effet, ce 
système coordonne la production à travers les multiples installations (internes ou 
externes) de l'entreprise, et évalue les décisions de conception de nouveaux 
produits/sous-composants et les décisions d'affaires stratégiques. 
• OCEAN : (Organization and Control Emergence with an Agent Network) qui est 
un système de pilotage à architecture ouverte, décentralisée et basée sur des 
contraintes (distribution des ressources de production, distribution des données 
techniques, adaptabilité pour répondre à la dynamique de l'environnement). Le but 
de ce système est de montrer que des coopérations au niveau global peuvent 
apparaître à partir des compétitions au niveau individuel. 




D’autres travaux se sont orientés vers l’étude de la dynamique des chaînes logistiques 
autrement dit la coordination en utilisant des techniques plus spécifiques aux SMA comme 
les langages et les protocoles d’interaction. Parmi ces travaux, [Fox, 1996] définissent un 
système de coordination à travers des conversations structurées tout en introduisant un 
langage de communication (COOL) qui se base sur les principes du langage KQML1 et les 
automates à états finis. Ce travail a été détaillé par les mêmes auteurs qui ont proposé une 
architecture logicielle par le biais d’un outil de construction orientée agent (Agent Building 
Shell « ABS »). 
D’autres outils de modélisation ont été utilisés pour décrire la coordination entre les 
différents agents d’une chaîne logistique comme le langage AUML2 [Huget, 2002], 
[Nfaoui, 2006] afin de représenter les différents protocoles de négociation entre agents.  
D’autres travaux ne modélisent qu’une partie de la chaîne logistique (clients) comme 
ceux réalisés par [Chaib-draa, 2002] qui utilisent les méthodes de formation de coalitions 
pour regrouper plusieurs acheteurs afin de diminuer les coûts ou ceux réalisés par  
[Hahndel et al. , 1994] qui utilisent un protocole de négociation pour coordonner la 
planification des activités de production. A ce jour, peu de travaux existent sur l’utilisation 
de la méthode de formation de coalitions pour modéliser la coordination dans les chaînes 
logistiques. 
6.2  La négociation dans les systèmes multi-agents 
Selon Jennings et al. [Jennings et al., 2000], la recherche sur la négociation 
automatique peut être décomposée en trois larges thèmes : 
1. Les protocoles de négociation : l’ensemble des règles qui gouvernent l’interaction. 
Cela couvre les types de participants autorisés, les états de la négociation, les 
évènements causant le changement d’état de la négociation et les actions valides 
pour un participant selon l’état courant de la négociation. 
2. Les objectifs de la négociation : l’intervalle de critères pour lesquels une solution 
doit être atteinte. À un extrême, l’objectif peut contenir un seul critère (comme un 
prix), mais il peut également contenir des centaines de critères (relatifs au prix, à la 
qualité, au temps, aux pénalités, aux termes et conditions, etc.). Orthogonalement à 
la structure de l’accord et déterminé par le protocole de négociation, se trouve le 
problème des types d’opérations permis sur les accords. Dans le cas le plus simple, 
la structure et le contenu de l’accord sont fixés et les participants peuvent soit 
l’accepter, soit le refuser (ie. “à prendre ou à laisser”). À un niveau supérieur, les 
participants ont la possibilité de changer les valeurs des critères de l’objectif de la 
négociation (ie. ils peuvent formuler des contre-propositions pour s’assurer que 
l’accord satisfasse mieux leur objectif de négociation). Finalement, les participants 




peuvent être autorisés à changer dynamiquement la structure de l’objectif de la 
négociation, ce qui permet d’ajouter ou de retirer un attribut en cas de blocage (par 
exemple, une extension de garantie offerte par le vendeur peut conclure une vente). 
3. Les modèles décisionnels des agents : le moyen par lequel un agent atteint ses 
objectifs de négociation tout en suivant les règles de la négociation. La 
sophistication du modèle tout comme l’intervalle des décisions qui doivent être 
prises, sont influencés par le protocole utilisé, par la nature de l’objectif de la 
négociation et par l’intervalle d’opérations qui peuvent lui être appliquées. 
L’importance relative de ces trois thèmes varie selon le contexte de négociation et le 
contexte environnemental. 
6.2.1  Définitions  
La négociation est abordée par plusieurs disciplines, telles que  les sciences de l’aide à 
la décision et l’intelligence artificielle distribuée (IAD). On peut citer plusieurs définitions 
pour la négociation : 
Définition1 :                                                                                                                                         
« Par négociation, on entend une discussion dans laquelle des individus intéressés 
échangent des informations et arrivent à un accord commun » [Smith, 1980]. 
Définition2 :                                                                                                                                          
« La négociation est le processus par lequel plusieurs individus prennent une décision 
commune. Les participants expriment d'abord des demandes contradictoires, puis ils 
essaient de trouver un accord par concession ou par la recherche de nouvelles alternatives 
» [Pruitt, 1981]. 
Définition3 :                                                                                                                                     
« La négociation s’effectue sur un contrat pour obtenir des ressources à la demande d’un 
initiateur. Elle réunit un ensemble de participants et un initiateur et se déroule jusqu’`a ce 
qu’un accord satisfaisant un pourcentage de participants soit trouvé. Les participants 
cherchent ´également `a obtenir la meilleure solution possible pour eux tout en donnant le 
minimum d’informations aux autres » [Jennings et al., 2000]. Dans cette définition le terme  
contrat désigne l’entité qui sera négociée. Il comprend l’initiateur de la négociation, les 
ressources impliquées, le délai d’attente des réponses et une réponse par défaut pour le cas 
ou un participant ne répondrait pas à temps [Jennings et al. , 2000]. 
Définition 4 
«Negotiation is the communication process of a group of agents in order to reach a 
mutually accepted agreement on some matter » [Bussman ,1992]. 




  Définition 5 
Et une autre définition donnée par Jennings et al. dans [Jennings et al., 2000] : 
“Negotiation is the process by which a group of agents come to a mutually acceptable 
agreement on some matter.(…) to make proposals, trade options, offer concessions 
and(hopefully) come to a mutually acceptable agreement.” 
Tous les chercheurs s’accordent sur la finalité de la négociation, à savoir 
l’aboutissement à un accord commun satisfaisant. Mais la négociation est elle-même 
définie comme un processus. La négociation peut être vue comme une boîte noire ayant en 
entrée un conflit et en sortie un accord, dans le meilleur des cas [Verrons, 2004]. La 
recherche sur la négociation consiste donc à étudier les mécanismes de cette boîte noire, 
pour la rendre transparente. 
Notion de protocole : chaque forme de négociation possède son propre protocole, qui 
définit le déroulement du processus de négociation, c'est-à-dire les actes de langage utilisés 
et leur séquencement [Verrons, 2004]. Les différentes formes de négociation sont étudiées 
par de nombreux chercheurs du monde entier et différentes plates-formes de négociation 
ont vu le jour.  
6.2.2 Les objets de description de la négociation 
Pour modéliser  la négociation  dans  un système  multi-agents il faut alors  prendre en 
compte les aspects suivants:  
• le langage de négociation : est le langage utilisé par les agents pour échanger des 
informations pendant la négociation; il est  composé d'un ensemble de primitives de 
communication, 
• le protocole de négociation : définit  l’ensemble  de règles  qui gouvernent 
l’interaction.  Il  concerne :                                                                                                                        
1-le type de participant possible (les négociateurs et les candidats possibles).                                     
2-les états de négociation (exemple : proposition accepté ou non à la fin de la 
négociation).                                                                                                                          
3-les événements qui entrainent une transition d’état.                                                                           
4- les actions valides que les négociateurs peuvent engager pour chaque état 
particulier. 
• l'objet de négociation : est un objet qui comprend les attributs qu'on veut négocier,     
• le processus de décision : définit le modèle que l'agent utilise pour prendre des 
décisions pendant la négociation. La partie la plus importante de la prise des 
décisions dans ce cas est la stratégie de négociation qui permet de déterminer quelle 
primitive de négociation l'agent doit choisir à un certain moment. Le processus de 
décision revient à répondre à la question: "Que dois-je faire maintenant?".  




Pour prendre une décision adéquate, un agent doit être capable de faire un 
raisonnement stratégique, notamment raisonner en tenant compte de ce que font/décident 
les autres agents et, s'il parvient à le savoir ou à le supposer, quel est le modèle de décision 
des autres agents. D’autres éléments sont à considérer pour une négociation, citons par 
exemple : 
• Les ressources : les ressources sont des objets que chaque agent essaie d’obtenir. 
Les ressources sont abstraites et peuvent aussi bien représenter des articles que des 
tranches horaires. 
• Les contrats : Un contrat est un objet créé à l’initialisation de la négociation. Il 
comporte les ressources à négocier, l’initiateur de la négociation, le délai de 
réponse et la réponse par défaut. De ce fait on peut dire que le contrat est l’entité 
échangée entre l’initiateur et les participants, il est à la base de la négociation.  
• Les propriétés du contrat : les propriétés du contrat sont connues de l’initiateur, 
c’est lui qui les définit à la création du contrat. Elles  sont constituées de la liste des 
participants à  la négociation, du nombre minimal d’accords pour confirmer le 
contrat, du nombre de tours dans la  négociation et du nombre de renégociations 
autorisées. 
6.2.3  Cardinalités  de la négociation  
Les cardinalités de la négociation peuvent être comme suit : 
• Négociation un-à-un: un agent négocie avec un autre, par exemple dans le cas ou 
on essaie de négocier le prix d'achat d'une maison avec le représentant d'une agence 
immobilière. 
• Négociation un-à-plusieurs: un seul agent négocie avec plusieurs autres agents, par 
exemple les enchères où un agent veut vendre un objet.                                                                                                                                                        
• Négociation plusieurs-à-plusieurs: plusieurs agents négocient avec plusieurs 
d'autres agents en même temps. 
 
6.2.4  Les conflits  
Comprendre, détecter et identifier les différents conflits est un point crucial pour 
l’adoption d’une méthode ou d’une autre ce qui nous amène à nous poser la question 
« quels sont les différents types de conflits ? ».  On peut distinguer : 
− le conflit de but entre deux agents tel que la réalisation d’un but par l’un empêche 
l’autre de réaliser le sien, 




− les conflits de résultat qui surviennent quand plusieurs agents donnent des résultats 
différents pour une même information demandée, 
− les conflits de ressources interviennent lorsque les agents utilisent des ressources 
communes dont le nombre n’est pas suffisant pour permettre de réaliser leurs buts.  
6.3 Contract Net Protocol 
Le Contract Net Protocol [Smith, 1980], proposé par Smith en 1980, est un protocole 
de haut niveau pour la communication entre les nœuds d’un résolveur de problèmes 
distribué. Il facilite le contrôle distribué de l’exécution de tâches coopératives avec une 
communication efficace entre les nœuds. Selon Smith, la négociation comporte quatre 
composantes importantes : 
1) c’est un processus local qui n’implique pas un contrôle centralisé, 
2) l’échange d’information a lieu dans les deux sens, 
3) chaque partie dans la négociation évalue les informations de sa propre perspective, 
4) l’accord final est réalisé par une sélection mutuelle. 
L’ensemble des nœuds est dénommé un Contract Net et l’exécution d’une tâche est 
traitée par un  contrat entre deux nœuds. Chaque nœud dans le réseau peut prendre l’un des 
rôles relatifs à l’exécution d’une tâche individuelle : manager ou contractant. Un manager 
est responsable de la surveillance de l’exécution d’une tâche et du traitement des résultats 
de son exécution. Et, un contractant est responsable de l’exécution effective de la tâche. La 
figure 6.3 décrit l’ensemble des états de traitement d’un contrat. 
6.3.1  Description générale 
Le Contract Net est le protocole d’interaction le plus utilisé dans les systèmes multi-
agents. Il repose sur un mécanisme d’allocation de tâches régi par le protocole d’appel 
d’offre qui est utilisé dans les organisations humaines. Le modèle est basé sur une 
communication par envoi de messages. Dans les réseaux contractuels, un agent peut avoir 
deux rôles par rapport à une tâche : initiateur ou participant. Le protocole est composé de 
trois phases (voir figure 6.3) : 
− annonce d’une tâche : l’initiateur fait une annonce de tâches (ou contrat) aux agents 
du système. 
− offre d’un service : les agents évaluent leur intérêt en fonction de leurs ressources. 
− attribution d’une tâche : l’initiateur choisit un ou plusieurs agents candidats pour 
exécuter la tâche et informe les agents de ce choix. 
 






Les contrats sont traités selon le diagramme présenté à la  figure 6.4, qui utilise la 
terminologie des systèmes d’exploitation. Le processeur de contrat d’un nœud est 
responsable de la transition du contrat à travers le diagramme. Donc, la progression 
standard entre les états est décrite par les lignes pleines. Les progressions optionnelles sont 
décrites par les lignes pointillées. 
Lorsqu’un contrat est affecté à un nœud(IN), il est placé dans l’état READY où il 
attend que le processeur de tâches soit libre. Il est placé dans l’état EXECUTING et son 
exécution est entamée. Si des sous-contrats sont générés, ils sont placés dans l’état 
ANNOUNCED. Un sous-contrat peut être soit affecté à un autre nœud(OUT), soit au 
même nœud (READY). 
Dans le cas ou l’exécution d’un contrat ne peut continuer jusqu’à ce qu’un évènement 
se produise, le contrat est alors placé dans l’état SUSPENDED, et un autre contrat dans 
l’état READY est choisi pour être traité. Lorsque le traitement d’un contrat est terminé, il 
est placé dans l’état TERMINATED, et un autre contrat se trouvant dans l’état READY est 





FIG. 6.3 – Description des rôles de manager et de contractant. 






FIG. 6.4 — États de traitement d’un contrat (Figure issue de [Smith, 1980]). 
 








Le contrat Net est  un protocole basé sur l’échange de contrats, qui met en relation un 
agent(le manager) avec plusieurs agents (les contractants). C’est donc une négociation de 1 
vers n agents.  
La figure 6.5 décrit la spécification BNF du protocole du Contract Net. Les symboles 
non terminaux sont entourés par des chevrons, les terminaux sont écrits sans délimiteurs et 
les non  terminaux dont l’expansion n’est pas utile pour la discussion sont entourés par les 
crochets. Les termes devant être remplis par des informations codées dans le langage 
 
FIG .6.5— Spécification BNF du protocole du Contract Net (Figure issue de [Smith, 1980]). 
 




commun entre les nœuds sont entourés d’accolades. Les types de message qui n’ont pas 
besoin d’être inclus dans une implémentation basique sont suivis d’une étoile. 
6.3.2  L'algorithme  du Contract Net 
L'algorithme suivant présente le Contract Net Protocol (CNP). Sa description détaillée 
en sept étapes, regroupe les traitements du gestionnaire et des contractants, ainsi que les 
échanges entre eux. Pour appliquer ce protocole, le concepteur doit détailler le contenu des 
messages échangés, le temps d'expiration ainsi que les fonctions « évalue-annonce » et 
« évalue-soumission ».  
Étant donnés une tâche, un gestionnaire et  un groupe de (n - 1) soumissionnaires : 
1. Le gestionnaire envoie un message de type « annonce-tâche » à un groupe d'agents, 
2. Chaque agent évalue la tâche annoncée à l'aide d'une fonction locale « évalue-
annonce », 
3. L'évaluation précédente permet à certains agents de soumettre une proposition à 
l'aide d'une « soumission-tâche » au gestionnaire, 
4. Si une proposition est jugée satisfaisante (à l'aide de la fonction « évalue-
soumission ») alors le gestionnaire envoie un message de type « acceptation » à 
celui dont la proposition est retenue. Il envoie également un message de type 
« refus » aux autres agents dont les propositions n'ont pas été retenues, 
5. Le gestionnaire peut mettre fin à la période d'acceptation de proposition si le temps 
d'expiration est dépassé. 
6. Si aucune proposition n'a été retenue, alors le gestionnaire fait parvenir à tous les 
agents non retenus un message de type _refus_ pour indiquer le rejet de chacune 
des propositions, 
7. Il peut alors se retirer de la négociation, retenir la proposition la plus acceptable, 
redémarrer un nouvel appel d'offre (nouveau « annonce-tâche ») ou prolonger le 
temps d'expiration de la période d'acceptation de proposition, 
8. L'agent ayant obtenu le contrat, remet un rapport d'exécution lorsque la tâche est 
complétée. 
 
6.3.3 Traconet (TRAnsportation COoperation NET), 
Ce projet de Tuomas Sandholm [Sandholm, 1993] est destiné à résoudre le problème 
de routage de véhicules (VRP). Pour cela, il propose une extension du Contract Net qui 
formalise le processus de décision d’enchérissement et d’attribution de tâches. Cette 
formalisation se base sur le calcul de coûts marginaux relativement aux critères locaux de 
l’agent. De cette façon, les agents ayant des critères locaux très différents (basés sur leur 
propre intérêt), peuvent interagir afin de distribuer les tâches pour que le système global 




fonctionne plus efficacement. Dans ce modèle, des agents compétitifs aussi bien que 
coopératifs peuvent interagir. De plus, le Contract Net Protocol est étendu afin de 
permettre, pour un regroupement de tâches, de traiter un grand nombre possible de 
messages d’annonce et d’enchère et d’effectivement traiter les situations où de nouvelles 
enchères et attributions se déroulent alors que les résultats des enchères précédentes sont 
inconnus. Le protocole est vérifié par le système Traconet (TRAnsportation COoperation 
NET), où les centres de distribution de différentes compagnies coopèrent automatiquement 
pour le routage de véhicules. L’implémentation est asynchrone et distribuée et elle procure 
aux agents une autonomie étendue. Comme le Contract Net, Traconet permet de réaliser 
une négociation de 1 vers m agents. 
 
6.3.4  Fishmarket 
Fishmarket [Noriega, 1998] est une agence d’enchères électroniques pour vendre du 
poisson, où les agents peuvent être soit humains, soit virtuels et qui a été  développée à 
l’Institut de Recherche en Intelligence Artificielle en Espagne par Pablo Noriega. 
Le marché au poisson est une place où se déroulent différentes scènes qui ont lieu en 
même temps mais dans des pièces différentes et qui ont une continuité causale. Chaque 
scène   implique divers agents qui agissent selon des règles bien définies à ce moment 
précis. La scène principale est l’enchère où les acheteurs font des offres pour des caisses de 
poisson présentées par un commissaire-priseur qui annonce les prix dans l’ordre 
décroissant (protocole d’enchères descendantes). Cependant, avant que ces caisses de 
poisson ne soient vendues, les pêcheurs ont dû livrer le poisson au marché (dans la scène 
d’admission des vendeurs) et les acheteurs ont dû s’enregistrer dans le marché (dans la 
scène d’admission des acheteurs). De la même façon, une fois une caisse de poisson 
vendue, l’acheteur doit la retirer en passant par la scène des règlements des acheteurs, 
pendant que les vendeurs doivent retirer leur paiement dans la scène des règlements des 
vendeurs une fois leur lot vendu. 
6.3.5 Zeus 
Zeus [Nwana et al., 1999] est une API Java qui permet de programmer une  application 
multi-agents, développée par British Telecom. Le but de Zeus est de  proposer une boîte à 
outils qui puisse être appliquée. La réalisation de l’application avec Zeus est facilitée par 
support logiciel : le Zeus Agent Generator. Il permet de définir l’ontologie, les agents et les 
tâches. Puis le Code Generator permet de générer le code correspondant aux définitions 
réalisées avec l’Agent Generator. Zeus propose une modélisation de rôles pour 5 
applications dans trois (3) domaines : 
− le domaine de gestion d’informations, 
− le domaine du commerce entre plusieurs agents, 




− le domaine des processus industriels. 
La négociation s’effectue de 1 agent vers 1 autre agent. Il n’est pas possible avec Zeus 
de négocier de 1 vers n agents avec le protocole fourni. Ce protocole réalise des contrats 
entre 2 agents uniquement, il peut exécuter plusieurs négociations de 1 vers 1 
simultanément, mais 1 seule sera confirmée, les autres seront annulées. 
 
6.3.6 Magnet 
Magnet (Multi AGent NEgotiation Testbed) [Collins et al., 1998] est un banc de tests 
pour la négociation multi-agents, implémenté sous la forme d’une architecture généralisée 
de marché et développé à l’université du Minnesota par John Collins et al. Il fournit un 
support pour un large panel de transactions, du simple achat/vente de biens à la négociation 
complexe de contrats entre agents. Le but des auteurs est de concevoir, implémenter et 
analyser une architecture de marché multi-agents généralisée, qui peut fournir un support 
explicite et intégré pour les interactions complexes entre agents, comme dans la prise de 
contrats automatisée, tout comme pour d’autres types de protocoles de négociation, 
incluant les enchères à offres scellées et la vente et l’achat à prix public ou offres 
publiques. Les auteurs introduisent également un protocole de prise de contrats flexible qui 
peut prendre complètement avantage de l’architecture de marché proposée pour faciliter les 
interactions entre agents. Magnet introduit un intermédiaire explicite dans la négociation 
qui aide à contrôler les fraudes, décourage les contre spéculations et est organisé autour de 
trois composants de base : l’échange, le marché et la session. 
L’échange est une collection de marchés spécifiques à un domaine dans lesquels les 
services et les biens sont échangés, agrémentée par des services génériques requis par tous 
les marchés, comme la vérification des identités des participants à une transaction. 
Chaque marché au sein d’un échange est un forum pour le commerce d’une commodité 
particulière ou d’un secteur d’activités. Il y a des marchés voués à la publication, à la 
construction, au transport, etc. Chaque marché inclut un ensemble de services et 
d’aménagements spécifiques à son domaine et chaque marché s’appuie sur les services 
communs de l’échange. 
6.3.7 GenCA (Generic Negotiation of Contracts API) 
Tout en étant un modèle général de négociation, GenCA est une implémentation  sous 
forme d’une API Java.  Conçu à l’origine par Verrons en 2004 pour permettre à un 
utilisateur souhaitant développer une application de négociation de pouvoir utiliser un 
modèle qui lui facilitera le travail. Le modèle a une architecture qui repose sur trois 
niveaux, séparant la partie communication entre agents, la partie stratégie de négociation 
d’une application de la partie négociation. La particularité de ce modèle réside dans la 
façon par laquelle communiquent les agents, celle-ci n’a pas d’influence sur la manière 




adoptée pour négocier, et en plus différents moyens de communication peuvent être utilisés 
pour une même application de négociation qui serait exécutée dans des environnements 
différents. Pour valider le modèle, l’auteur a utilisé une API pour réaliser plusieurs 
applications comme un système de vente aux enchères, un système de prise de rendez-
vous, et un système pour négocier le choix d’un restaurant pour une sortie commune. 
6.3.8 Synthèse 
La plupart des systèmes présentés dans ce chapitre utilisent des protocoles propres à 
leur application. Parmi ces systèmes, certains sont spécialisés dans les enchères comme 
Fishmarket, Kasbah, GNP et AuctionBot, d’autres sur les services comme ADEPT, mais 
peu se présentent comme étant générique. De plus, ils n’offrent pas tous les mêmes 
possibilités de communication, seul GenCA  sépare la communication, pour les autres, elle 
est figée comme par exemple SilkRoad et GNP qui communiquent via une interface web. 
Certains utilisant un modèle bilatéral de négociation, par exemple Kasbahet Zeus, d’autres 
un modèle de 1 vers n agents, par exemple Magnet et Traconet. Enfin, ils utilisent des actes 
de langages spécifiques, ce qui limite leur portabilité. Le tableau 6.2 reprend les différentes 
plateformes présentées et apporte une comparaison sur différents critères qui nous 









Traconet 1m  ? Non Refus 
implicite 
Non 
Fishmarket 1m non Non refus 
implicite 
non 
Zeus 11 non Non refus 
implicite 
non 
Magnet 1m oui Non refus 
implicite 
non 




Tab. 6.2- Tableau comparatif des plates-formes de négociation-spécial extensions du CNP. 





Ce chapitre présente la coordination d’actions et de résolution de conflits dans un 
système multi-agents en introduisant deux méthodes de base qui sont la coordination et la 
négociation. Dans le premier volet, nous avons donné une description générale de la 
coordination, passant par différentes définitions, mécanismes, et techniques pour terminer 
par un état de l’art de tous les travaux sur la coordination notamment dans le domaine 
industriel, et plus précisément la gestion de production. Quant au deuxième volet de ce 
chapitre, il est consacré à la négociation : le Contract Net protocol est présenté, ainsi que 
les différentes extensions du CNP. Plusieurs limites d’utilisation de ce type de protocole  
ont été dégagées, nous pouvons citer par exemple : 
− il n’y a pas de modèle formel pour la prise de décision concernant l’annonce des 
tâches, les offres et les attributions, 
− une seule tâche est annoncée à la fois, 
− le problème portique de la congestion des messages d’annonce. 
Ainsi, notre choix s’est porté sur le CNP car il est très simple à utiliser et la plupart des 
projets en gestion de production à base d’agents, ont recours à des stratégies de négociation 
à base de ce protocole. Les notions les plus importantes pour commencer notre étude ont 













 Partie 3 : Implantation 
& Mise en œuvre de 
l’application 





Le Système Implémenté 
 
Ce chapitre décrit notre approche dont le principe vise à prendre en compte la 
robustesse et la flexibilité d’un ordonnancement temps réel, par la définition et la mise en 
œuvre d’un système interactif d’aide à la décision. Nous proposons une structure de  
pilotage d’atelier distribué supervisé, et intégré qui permet d’ordonnancer des tâches sur 
des ressources et d’adapter les plans générés en fonction des perturbations. 
Comme support à la modélisation et à l’implantation du système décisionnel, nous 
proposons le concept multi-agents. Les actions des agents  d’un même niveau hiérarchique 
se concrétisent à travers les procédures d’analyse et de réaction, et  déclenchent  les 
comportements spécifiques pour compenser une perturbation. Les centres de décision 
(agents) négocient des  compromis pour résoudre des conflits, sous le contrôle de l’entité 
superviseur. 
 
7.1  Le problème d’Allocation Dynamique des Tâches 
Dans l’étude faite par Aknine et al. [Aknine et al.,  2004] sur le problème d’allocation 
des tâches et les différentes approches de  sa résolution, les auteurs proposent une 
classification regroupant les cinq approches de Sandholm. Nous avons résumé ces 
approches dans une table (TAB 7.1).  
Approche 
d’Allocation 





Première Approche Calcul des coûts 
marginaux 
Non autorisé Unique 
Deuxième Approche Réduction des temps 
d’exécution des 
tâches 
Autorisé Diffère selon le type 
d’agent 
(coopératif/individualiste) 
Troisième Approche Exécution de la 
tâche sans 
compensation pour 










Valider par une 








principe de la 
pénalité 
Non autorisé Unique 
  
 TAB. 7.1 — Les différentes Approches de traitement du problème d’allocation 
des tâches dans un système multi-agents [Aknine, et al. ,  2004]. 


































FIG. 7.1 — Fonctionnement du Système Interactif d’Aide à la Décision. 
 
En gestion de production dynamique, le système d’aide à la décision mémorise l’état 
courant de l’atelier. Il connaît à tout moment l’ensemble des décisions et des événements 
possibles. Nous distinguons trois contextes d’aide à la décision: (i) Aide à la décision pour 
la réalisation d’une séquence admissible; (ii) Aide à la décision pour le recouvrement de 
l’admissibilité et (iii) Aide à la décision et à la négociation entre centres de décisions hors  
du  contexte planifié. L'approche décrite dans cette thèse couvre les situations présentées 
aux niveaux 1 et 3. Elle ne considère pas le niveau 2 car le système développé ne permet 
pas de tester un ensemble de décisions possibles dépendant de l’aléa qui a provoqué l’arrêt 
de la production c'est-à-dire que si une ressource tombe en panne, le système ne teste pas 
l’engagement des opérations en attente sur une ressource de substitution. Le système 
adopte le même comportement face à une tâche qui se trouve interrompue pendant son 
exécution. 
 L’utilisation du SIAD est conditionnée par le respect d'un certain nombre de règles ; 
nous définissons quelques hypothèses de travail que nous présentons comme suit: 
Hypothèses :  
- L’état de l’atelier, défini par les états des ressources et des opérations est 
régulièrement mis à jour, 
Système Interactif 




Ensemble d’ordonnancements admissibles 
 
Envoi d’informations et 
des propositions 
Prise en compte des 
évènements et décisions 










- les changements d’état de l’atelier sont dûs à l’occurrence d’évènements ou à des 
prises de décisions, 
- les prises de décisions sont guidées par des informations fournies par le SIAD et se 
basent sur la communication entre l’entité superviseur et les agents décideurs 
comme cela est montré à la figure 7.1, 
- l’aide à la décision proposée consiste à s’appuyer sur des indicateurs pour évaluer 
les choix possibles à l’égard de l’admissibilité c’est à dire le respect des délais. 
 
7.3   Notre modélisation par les agents 
Nous considérons un système de production composé de plusieurs Stations intégrées de 
Production (SIP) appelées agents. 
Chaque station SIP (agent cognitif) est chargé d’exécuter une ou plusieurs opérations 
de production. Il possède un niveau de connaissance suffisant pour permettre une prise de 
décision, son rôle est alors de : 
a. Gérer localement en temps réel les processus d’allocation des tâches, les 
files d’attente, etc. 
b. Gérer la disponibilité des éléments nécessaires à la réalisation des tâches 
opératoires. 
Le système est alors constitué d’un ensemble d’agents coopératifs sous le contrôle d’un 





















FIG.  7.2  — Modélisation du pilotage supervisé distribué par une structure multi-agents. 
 
7.3.1 Structure d’un agent SIP     
Un agent est composé de cinq sous-systèmes: 
• Sous-système d’information : permet d’assurer la communication entre les sous-
systèmes et de gérer les informations locales, 
• Sous-système de communication : assure la liaison entre la SIP et les autres agents 
constituant le système de production, 
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• Sous-système d’interface : permet l’échange d’informations entre l’opérateur 
humain et l’agent, 
• Sous-système de contrôle / commande : assure la commande des ressources de 
production et transmet les informations de suivi au Sous-système d’information, 
• Sous-système de décision : ce sous-système est responsable de l’ensemble des 
décisions prises au cours du processus de réalisation du problème. 
La décomposition en sous-systèmes a été adoptée et utilisée dans les travaux cités dans  
[Taghezout et Zaraté, 2007a], mais pour pouvoir expérimenter plusieurs processus 
décisionnels de nature multicritère, le sous-système décision a subi quelques modifications 
qui consistent à ajouter : 
a) Un module d’analyse et de réaction afin de prendre en compte à tout instant l’état 
de l’atelier [Taghezout et Zaraté, 2008], 
























FIG.  7.3 —Structure d’un Agent SIP (améliorée)(tirée de (Trentesaux, 1996)). 
 
7.3.2 Description de l’état de l’atelier 
L’état d’un atelier est défini comme étant l’ensemble des états associés d’une part aux 
opérations à réaliser et d’autre part aux ressources disponibles pour réaliser ces opérations. 
Cet ensemble doit caractériser complètement le problème de conduite de l’atelier, et par 
conséquent il doit fournir toutes les informations nécessaires à la prise de décision.  
 Etats des ressources  
Une ressource peut se trouver dans l'un des états suivants:  
− Libre (LI) : si elle est utilisable et si aucune opération ne lui est affectée, 
− Active (AC) : lorsqu’elle exécute une opération, 
















































− En Panne (PN) : si elle ne peut pas fonctionner suite à un incident, on distingue 
dans cette situation deux cas : 
− La ressource peut être affectée (PNA) à une certaine opération, c’est à dire réservée 
pour cette opération, 
− La ressource peut être non-affectée (PNNA), n’importe quelle opération peut la 
solliciter pour exécution. 
− Non active (NAC) : L’opération est arrêtée suite à un blocage de l’ordre de 




 Etats des Opérations  
− Lors de son exécution, une opération peut se trouver dans l’un des états suivants : 
− Blanc (BL) : Lorsqu’au moins une opération précédente au sens de la gamme n’est 
pas dans l’état en cours, 
− En approche (AP) : lorsque toutes les opérations au sens de la gamme sont passées 
dans l’état en cours, 
− En transport (TP) : lorsque toutes les opérations précédentes au sens de la gamme 
sont terminées et que l’opération en question est en transport vers son lieu 
d’exécution, 
− Disponible (DI) : Une fois le transport terminé, l’opération est prête à être exécutée, 
− En cours (EC) : l’opération est en cours d’exécution sur une ressource, 
− Arrêtée  (AR) :L’exécution est arrêtée car la ressource qui l’exécutait a subi une 
panne sur une ou plusieurs de ses lignes de charge, 
− Bloquée (BQ) : une opération passe à l’état bloqué suite à l’occurrence d’un 
incident lié à l’ordre de fabrication ou tout autre, 




Les évènements correspondent à des situations constatées dans l’atelier à l’aide de son 
système de suivi de fabrication, provoquant des changements d’états, on peut recenser : 
− Fin d’exécution d’une opération (FE) : 
− Une fois l’opération terminée, la ressource qui l’exécutait devient  libre. 
− L’opération suivante dans la gamme passe dans l’état transport. 
− Fin de transport d’une opération  (FT) : 
− L’opération est prête à être exécutée. 
− Panne (P) d’une ressource : 
− La déclaration de la panne s’accompagne du nom de la ressource et de l’opération 
arrêtée. 
− Fin de Panne (FP) : 
− Après la fin de la panne, la ressource peut exécuter une opération planifiée. 
− Blocage d’une opération  
− Le blocage d’une opération couvre tous les problèmes relatifs à l’opération qui 
empêchent son exécution. 
− Fin de blocage : 
− L’opération sera prête à être exécutée après cet évènement. 




Les événements peuvent être classés en deux catégories selon leur mode 
d’occurrence :  
1. Les évènements attendus, dont l’occurrence est obligatoire dès que 
l’atelier se trouve dans un certain état, 
2. Les évènements inattendus, qui correspondant à des perturbations 




Les décisions ont pour objectif d’organiser l’utilisation des ressources pour 
exécuter les opérations en respectant au mieux les délais définis par le plan de 
production. Chaque décision concerne donc la relation entre une opération et la 
ressource utilisée  pour son exécution, on distingue : 
• Décision de type E : coupler une opération à une ressource pour lancer son 
exécution, 
• Décision de type R : reprendre l’exécution d’une opération sur une ligne de 
charge après sa réparation (panne), 
• Décision de type I : Libérer la ressource suite à l’interruption de l’exécution de 
l’opération, 
• Décision de type C : Changer l’affectation d’une opération. 
 
 
7.3.3  Structure des agents 
 
7.3.3.1  L’agent superviseur  est composé de plusieurs modules tels que (voir figure 7.4): 
 Le module d’analyse et de réaction  
Ce module effectue une analyse continuelle de messages que l’agent superviseur reçoit 
de la part de tous les agents, à travers son interface de communication, et active les 
comportements qui leur correspondent. Il met à jour aussi les états des opérations dans 
l’agenda global suite aux messages envoyés par les agents SIP. 
Les comportements  
L’entité superviseur dispose d’un ensemble de comportements pour accomplir sa 
tâche : 
• Le Comportement SUP-type1 (SUP: superviseur): sert à la recherche 
de la ressource satisfaisante au mieux les objectifs à atteindre pour la 
production, 
• Le Comportement SUP-type2 : a pour objectif de rechercher un 
agent de substitution (le meilleur) pour une opération de réaffectation 
(en cas d’échec d’une réaffectation locale). 
L’agenda global  
Cet agenda permet à l’agent superviseur de représenter et de suivre l’évolution de 
toutes les tâches dans le système. Cet agenda permet aussi de reconstituer les informations 
de n’importe que agenda local propre à une SIP. 
L’interface de communication  
Gère les messages en transit entre l’agent superviseur et tous les autres agents du 
système. 
L’horloge temps réel  












7.3.3.2 L’agent  décideur SIP  
Cet Agent regroupe les éléments suivants ainsi décrits à la figure 7.5: 
  
Le module d’analyse et de réaction  
Effectue une analyse continuelle des messages reçus par l’agent SIP, à travers son 
interface de communication, et active les comportements correspondant aux évènements 
reçus. Ainsi, l’état des opérations est mis à jour. 
 Les comportements sont les suivants : 
• Le Comportement SIP-type1 : a pour but de gérer la file d’attente de l’agent 
SIP et sélectionne la prochaine opération à exécuter. 
• Le comportement SIP-type2 : correspond au processus d’allocation et a pour 
objectif la recherche du prochain SIP (le meilleur) pour traiter l’opération 
suivante de la production en cours. 
• Le comportement SIP-type3: permet de rechercher une machine de 
substitution parmi celles qu’il contrôle (le meilleur) pour une opération de 
réaffectation suite à une panne. 
 
 L’agenda local  
L’agenda étant une forme de représentation des engagements de tout SIP, obéit aux 
règles suivantes : 
FIG.  7.4 — Architecture de l’agent superviseur [Taghezout et Zaraté, 2009]. 
 




• 1ère. A chaque début d’exécution d’une opération, l’agent SIP inscrit dans son 
agenda le début de cette opération qu’il signale au superviseur. 
• 2ème. A chaque fin d’opération, l’agent SIP inscrit dans son agenda la fin de 
cette opération qu’il signale au superviseur. 
 L’interface experte  
Permet à l’opérateur humain de consulter et de modifier la configuration de l’agent 
SIP, de connaître l’état actuel des ressources et de suivre l’évolution de l’activité de 
production. 
L’interface de communication   
Permet la gestion des messages en transit entre l’agent SIP et les autres entités du système. 
L’horloge temps réel  
Génère le facteur temps réel dans l’agent SIP. 
 
Chaque agent est équipé de deux modules supplémentaires  dans le sous-système de 
décision: 
− Le générateur de propositions construit une proposition pour une tâche 
donnée et ceci selon les paramètres initiaux et les préférences de 
l’utilisateur. Une proposition indique une valeur définie pour chaque attribut 
de la négociation, 
− Le module d’aide à la décision est appliqué quand chaque agent  évalue les 
solutions en utilisant une technique d’aide à la décision multicritère. Dans 
notre système, Electre III  (ELimination Et Choix Traduisant la REalité) 
est utilisée pour remplir cette fonction.  
Parmi l’ensemble des méthodes ELECTRE, nous avons retenu ELECTRE III car elle 
permet de : 
− structurer les critères en tenant compte de l’imprécision possible de leur 
évaluation (seuils d’indifférence et de préférence), 
− mettre en évidence les différences inacceptables entre deux ressources sur 
un critère défini (seuil de veto),  
− de proposer un classement des ressources de la meilleure à la moins bonne 
en tenant compte de l’effet de chacun des critères (non-compensation entre 
les différents critères),  
− de mettre en évidence les ressources incomparables. 
De par ses propriétés, elle est donc tout à fait appropriée à résoudre le problème de 
choix d’une ressource dans un contexte de gestion dynamique de production 

















































7.3.3.3  L’Agent Coordinateur (AC) 
 
Selon l’architecture donnée à la figure 7.7, un agent coordinateur de la négociation 
comprend plusieurs types de modules fonctionnels tels que : le module de génération des 
tâches, le module de coordination, une base de données et une interface. Le module  
générateur de tâches est le noyau de cette architecture, il a pour rôle de décomposer un 
problème complexe en sous problèmes, par sa participation il offre une aide précieuse à 
l’agent superviseur, on peut dire qu’il l’allège dans sa fonction de prise en charge d’un 
problème survenu pendant la production (voir figure 7.6). L’agent coordinateur assure le 
bon fonctionnement de la coordination, il exécute le processus de coordination, traite les 
messages reçus et il dispose d’un mécanisme de traitement des contenus de messages 
Le module de configuration permet aussi de gérer les étapes de la négociation et 
synchronise les différents résultats obtenus. Et enfin le module d’interface qui gère les 
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Sous- Système Décision 
FIG.  7.5 — Architecture de l’agent décideur SIP [Taghezout et Zaraté, 2009]. 
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7.4   Niveaux de prise de décision  
 
7.4.1 Description  globale 
 
La prise de décision se déroule en deux étapes [Taghezout et Zaraté, 2008], [Taghezout 
et Zaraté, 2009]: 
1. Dans la première phase, les agents SIP  reconnaissent les problèmes rencontrés, et  
déclenchent les processus décisionnels  locaux. En cas de succès, ils adoptent les 
comportements adéquats.  
2. Dans la deuxième phase, les agents SIP  échouent dans la résolution des problèmes 
complexes causés par un retard dans l’exécution des tâches planifiées ou par  une 
situation  de conflits sur l’utilisation de certaines ressources communes. Les agents 
SIP ouvrent alors la négociation. Le protocole est basé sur l’approche classique du 
Contrat Net, les agents SIP expriment leurs préférences, leurs priorités et leurs 
données initiales dans des matrices d’évaluation. Les processus décisionnels  
utilisent la méthode d’aide multicritère ELETREIII. Les agents SIP se trouvent 
dans plusieurs cas, les plus importants correspondent à : 
•  Un agent SIP qui rencontre le problème pendant l’exécution de ses tâches, 
doit prendre une décision en collaboration avec les autres agents SIP, il est 
appelé agent SIP initiateur et est noté IISP (Initiating Integrated Station 
Production). 
•  Un agent SIP qui subit les conséquences du retard ou perturbation dans 
l’exécution de ses tâches à cause d’un conflit sur la ressource commune ou 
autre événement imprévu, est appelé agent SIP participant et est noté PISP 
(Participating ISP). 
 
7.4.2  Démarche de résolution du problème par un organigramme 
La figure 7.8, décrit les différentes étapes de résolution du problème de panne de 
ressource ou d'allocation de tâches suite à l'arrivée d'un ordre de fabrication (OF). 
L'objectif visé par cette représentation est de préciser la place de l'intégration de la 
méthode d'aide multicritère ELECTRE III  et le lancement de la négociation. 
L'organigramme donné à la figure 7.9 montre les différents états par lesquels passe un 






























































FIG.  7.8 —Organigramme décrivant les points d’intégration de la négociation et 
de la méthode ELECTRE III dans la démarche de résolution du problème posé. 
 














7.4.3  Démarche de résolution du problème par un diagramme UML  
Un diagramme de séquence présente une collaboration avec une interaction 
superposée. En général une séquence porte sur un type spécifique d'action dont la 
description devrait être renforcée. 
La figure 7.10 représente un exemple d'un diagramme de séquence d'UML, où la 
communication est montrée par des flèches. 
A l’arrivée d’un OF le superviseur commence par affecter les tâches aux ressources 
contrôlées par les agents décideurs, en cas de panne, l’agent décideur lance la méthode 
Electre III pour  préparer sa stratégie de résolution. 
FIG.  7.9 —Organigramme décrivant les  états des agents  durant les 
deux phases de prise de décision [Taghezout et Zaraté, 2009], 
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7.5 Le protocole de coordination 
 
L’approche proposée dans cette thèse apporte des solutions à un ensemble de 
problèmes liés à la gestion de production dynamique telles que l’allocation de ressources, 
la gestion de conflits, la recherche d’information et la réaction contre les pannes 
ressources. L’Agent Coordinateur (AC) exécute  l’algorithme de coordination. Les 
algorithmes proposés sont basés sur les hypothèses de production suivantes : 
 
− minimiser le stock intermédiaire 
− gagner du temps, et  
− assurer la continuité de la production afin de respecter les délais de livraison. 
 
7.5.1  Algorithme d’allocation de ressources 
 
Lorsque l’agent AC reçoit les demandes d’allocation, il recherche dans sa base de cas 
s’il a déjà été dans cette situation de choix, si c’est le cas il alloue la ressource à l’agent 
[Si  Ri=libre] 
[Sinon] 
Mettre a jour l’agenda global 
[Sinon] 
Dépiler une tache 
Arriver OF 
: Agent décideur : Agent Superviseur : Ressources : File attente 
Négocier la solution avec 
l’agent concerné 
Lancer Electre III 
(donner la meilleure 
ressource de substitution) 
Ressource en panne  
Exécuter la tache 
Mettre a jour l’agenda local [Si Ti=terminée] 
Envoi Tache (Ri) 
à la file d’attente 
 
Envoi Tache (Ri) 
Envoi Tache (Ri) 
 
FIG 7.10 — Diagramme de Séquence.  




enregistré dans le cas, sinon il ajoute ce cas avec tous ses paramètres et applique 
l’algorithme d’allocation de ressource. Les étapes de l’algorithme d’allocation de 
ressources sont données à la figure 7.11.  
 
7.5.2 Algorithme de réaction aux pannes ressources 
 
Dans la gestion de production, les ressources sont en risque permanent de tomber en 
panne, alors que la continuité de la production est impérative. L’algorithme est décrit à la 
figure 7.12. La continuité de la production est assurée par le biais d’une procédure appelée 
Procédure d’orientation de la production, elle consiste à  orienter la production de la 
ressource en panne vers une ressource similaire qui peut exécuter  une tâche similaire (voir 
algorithme donné à la figure 7.13). 
 
7.5.3  Algorithme de recherche d’information 
La recherche de l’information se fait entre les agents SIP de façon distribuée à l’aide du 
performatif Query If. L’agent SIP envoi les demandes à tous les agents SIP et reçoit des 
réponses positives ou négatives via le performatif inform (positive : veut dire que oui il a 
l’information recherchée; négative : non il n’a pas cette information).  Afin de minimiser le 
transfert d’information et le nombre d’interactions, nous avons ajouté un pseudo-
performatif qui est « Trait » qui traite des requêtes de type SQL, cette action est utilisée 
dans le contenu du performatif Query If, exemple : 
Query If(AR1,AR2,Trait(« Select stock From Table», SQL, ResearchProtocol)): 
Dans les protocoles développés le nombre des messages échangés entre les agents est 
réduit. Cela est dû à l’emploi des pseudo-performatifs qui permettent de préciser plus le 
rôle des performatifs FIPA-ACL  échangés entre les agents. Ces pseudo-performatifs sont 




















FIG 7.11 — Algorithme d’allocation de ressources [Taghezout et Reguig, 2011], 
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FIG 7.12— Algorithme de réaction à une panne. 




1- ARi a besoin d’information 




Traitement de la réponse 
    If (information existe) 
        Enregistrer l’information dans la BD de 
l’agent ressource        




















FIG 7.13—  Procédure d’orientation de la production. 
 
FIG 7.14 —  
Algorithme de recherche 
d’information. 
 





7.6 Primitives  du protocole 
 
Dans notre protocole de coordination, on distingue des classes de comportements 
prêtes à l’emploi  pour chaque type d’agent. Définir un protocole pour un agent revient à 
définir un comportement pour chaque rôle. Les classes contiennent un jeu de méthodes 
destinées à superviser chaque étape du protocole. Elles sont appelées lorsque des messages 
particuliers sont reçus ou sont à envoyer et doivent être traités afin d'adapter le protocole à 
son contexte d'utilisation. Dans ce qui suit, nous donnerons une description générale de 
notre protocole de coordination. 
 
7.6.1 L’envoi de message 
Un agent envoie un message dans deux cas : 
a) Lors de la réception d’un message qui nécessite une réponse, 
b) Lors de l’exécution d’une action.  
 
7.6.2 Structure d’un message envoyé 
Chaque message envoyé de notre protocole est conçu en utilisant le langage de 
communication FIPA-ACL. Le message a ainsi la syntaxe suivante : 
a) performative : l’acte de communication du message. 
b) Sender : le nom de l’agent qui envoie le message. 
c) receiver : le nom de l’agent qui reçoit le message. 
d) content : le contenu du message. 
e) language : le langage dans lequel  le contenu est exprimé. 
f) protocol : le protocole utilisé pour envoyer les messages ACL. 
g) conversation-id : l’identificateur de conversation (expression) qui est utilisé pour 
 la suite d’actes de communication qui constitue la conversation. 
h) reply-with : l’expression qui est utilisée par l’agent répondant pour identifier ce 
 message. 
i) in-reply-to : l’expression qui fait référencer à l’action précédente au quel ce 
 message répond. 
 
 
Contrôle de la conversation : Les échanges de messages entre agents utilisent et 
respectent les informations d’identification de messages spécifiées par les performatifs 
FIPA-ACL de contrôle de la conversation. Lorsqu’un agent A envoie un message M à un 
agent B, ce dernier répond à l’agent A en lui précisant l’identifiant de réponse 
correspondant au message initial M. Afin de contrôler cette conversation entre les deux 
agents, nous posons les  champs conversation-id  des deux agents de la même valeur dans 
les deux messages échangés entre agent A et agent B comme condition pour éviter toute 
confusion dans l’identification des messages. 
 
Traces des conversations : Afin de garder la trace des conversations des agents pour une 
éventuelle utilisation (statistiques, analyses ou autres), nous avons mis en place une table 
d’historique qui contient les messages échangés entre agents. 
 




Dépendances entre les performatifs : A partir de la section précédente, nous avons 
remarqué qu’il existe des performatifs qui nécessitent des réponses et d’autres non, cela 
nous mène à dire que tout relation entre performatifs (performatifs nécessitant des 
performatifs de réponses) est exprimé comme une dépendance entre ces performatifs, donc 
elles sont connues au préalable, ex : « il existe une dépendance entre le performatif  
Request, Agree et Refuse »  
 
Nomenclatures : Nous donnons dans les deux tableaux Table 7.2 et Table 7.3 deux listes 
qui contiennent respectivement les performatifs et les pseudo-performatifs utilisés dans 
notre protocole. Les pseudo-performatifs sont plus des actions qui sont considérées par 
FIPA-ACL comme un langage de contenu de type Speech Acts.  
 
Performatif Signification 
Request Ordre d’exécution d’une action 
Query If Demande d’information 
Inform Informer qu’une information est 
vraie 
Query Ref Demande d’information en 
donnons des références 
Agree Accepter l’exécution d’une action 
Refuse Refuser l’exécution d’une action 
Request 
When 
Exécution d’action dès qu’une 
proposition est vraie 
Confirm Confirmer que l’information est 
vraie 
Disconfirm Confirmer que l’information est 
fausse 





Alloc Demande d’allocation d’une 
ressource 
Perf Demande des performances des 
agents 
Trait Traitement d’une requête 
Maj_BD Demande de mise à jour d’une 
base de données 
File_Concat Demande de concaténation de 
files 
Choix Demande de décision 
Rappel Demande de rappel d’une 
demande 
Alloc-refuse Refuser l’allocation 
 
 
 TAB. 7.2 —  Performatifs FIPA- CL utilisés dans notre protocole.  
 
TAB. 7.3 —  Pseudo-Performatifs utilisés dans notre protocole.  






7.7  Utilisation de la simulation  
 
Nous  envisageons d’utiliser l’expérimentation par la  simulation pour étudier les 
capacités de notre approche de négociation : 
 1. La première expérience serait  d'évaluer la capacité de notre protocole qui  permet la 
négociation parmi des agents. 
 2. La deuxième expérience serait de déterminer l'effet du nombre d'agents de 
négociation et de la taille de l'espace de solution sur la capacité du protocole.  
Quant à l’intérêt de la simulation pour l’ordonnancement temps réel il se manifeste 
par son utilisation  pour optimiser certaines prises de décision particulièrement importantes 
(cas de blocage par exemple). Pour mettre au point de telles politiques de décisions,  il faut 
effectuer, à chaque point de décision, un certain nombre de simulations dites 
d’anticipation, utilisant à priori le même modèle avec des règles simplifiées de pilotage. 
L’approche simulatoire fait partie des méthodes dites à construction progressive d’un 
ordonnancement. Ce type de méthode permet de déterminer rapidement un 
ordonnancement respectant les contraintes techniques. Il se caractérise par une grande 
puissance de modélisation. La qualité de l’ordonnancement dépend des règles de 
construction de celui-ci, exprimées sous la forme de priorités données aux différents 
travaux dans les files d’attente. 
 
7.8 Conclusion 
Nous avons proposé dans ce chapitre un modèle de pilotage qui s’appuie sur une 
structure distribuée supervisée. Le système multi-agent permet, par la définition d’un 
ensemble d’états, d’évènements et de décisions et la mise en place de comportements 
associés aux processus décisionnels de l’ordonnancement temps réel de l’atelier, 
d’apporter une aide à la  décision et une aide à la négociation entre les agents.   
Cette modélisation est centrée autour d’un module d’analyse et de réaction, celui-ci 
assure la fonction d’identification de situations et déclenche les comportements adéquats. 
Les agents ainsi définis sont dotés d’un mécanisme de prise de décision robuste leur 
permettant d’élaborer des décisions efficaces. Les organigrammes présentés dans la fin de 
cette partie résument toutes les étapes de conception de méthodologie de résolution d’une 
classe particulière et importante de problèmes liés à l’utilisation de ressources communes. 
Dans le chapitre suivant, nous présenterons les différents scénarios de la négociation 
ainsi que les stratégies de négociations lancées par les agents. Et pour illustrer cette 















Chaque agent dispose d’un ensemble de règles et de comportements qu’il met en 
œuvre pour accomplir des actions pertinentes afin de se rapprocher d’un objectif global 
correspondant à améliorer une solution existante correspondant à un ordonnancement 
d’atelier de type flow-job. 
Considérant que chaque agent dispose d'une certaine mesure de ses actions, nous nous 
proposons d’établir un ensemble de scénarios décrivant les différentes situations de 
négociation pouvant avoir lieu entre les agents en conflit pour l’utilisation de ressources 
communes. Dans ce chapitre, nous décrivons le modèle de négociation ainsi que les 
propriétés du protocole mis en place et qui est basé sur le Contract Net Protocol. 
L’architecture multi-agent du système présentée en détail au chapitre précédent a fait 
l’objet d’une implémentation complète sous forme d’un prototype. 
 
8.1 Le Contract Net Protocol (CNP) : Extensions 
Le Contract Net Protocol proposé par Smith en 1980, est un protocole de haut niveau 
pour la communication entre les agents d’un résolveur de problèmes distribué. Il facilite le 
contrôle distribué de l’exécution de tâches coopératives avec une communication efficace 
entre les agents, pour Smith, la négociation comporte quatre composantes importantes : 
− c’est un processus local qui n’implique pas un contrôle centralisé, 
− l’échange d’information a lieu dans les deux sens, 
− chaque partie dans la négociation évalue les informations de sa propre 
perspective, 
− l’accord final est réalisé par une sélection mutuelle (le contractant a choisi de 
répondre au manager et le manager a choisi d’affecter la tâche au contractant). 
 
 
8.2 Le  protocole de négociation et ses propriétés  
 
Le protocole de négociation CNP est caractérisé par une suite de messages échangés 
entre un initiateur et des participants. Dans ce protocole, un agent assume le rôle 
d’initiateur (initiator) qui souhaite voir un certain service accompli par un ou plusieurs 
autres agents participants. 








1. l’initiateur publie, à destination des agents participants,  un appel à propositions (call for 
proposal) qui spécifie le service à effectuer ainsi que toutes les conditions que l’initiateur 
souhaite.  
2. Les participants vérifient s’ils peuvent satisfaire aux conditions préalables. Si cela est 
possible, ils répondent à l’initiateur par un acte de proposition. Un participant peut refuser 
de faire une proposition.  
3. Quand un moment-butoir (deadline) défini est dépassé, l’initiateur évalue toutes les 
propositions reçues et choisit l’agent qui accomplira le service ou peut toutes les refuser.               
L’initiateur envoie alors un acte d’acceptation de proposition aux participants dont la 
proposition est choisie, les autres reçoivent un acte de rejet de proposition. 
4. Lorsque l’initiateur accepte la proposition, l'agent participant acquiert un engagement 
pour accomplir le service. Une fois le service accompli, un message de confirmation est 
envoyé à l’initiateur. 
  
 Primitives de l’initiateur 
L’initiateur possède quatre primitives de communication : 
• propose (contrat) : c’est la première primitive que l’initiateur envoie aux participants 
pour leur proposer un contrat. Elle est également utilisée au cours de la négociation 
lorsqu’une nouvelle proposition est formulée. 
• demande modification (contrat) : ce message indique aux participants que le contrat ne 
peut être conclu sous sa forme actuelle et qu’il faut le modifier. L’initiateur demande aux 
participants de lui indiquer une ou plusieurs modifications possibles du contrat afin d’en 
proposer un nouveau convenant au mieux à l’ensemble des participants. Une modification 
du contrat consiste en une nouvelle instanciation des paramètres du contrat, par exemple 
pour la prise de rendez-vous ce serait un autre horaire. La demande de modification peut 
également être un moyen de raffiner le contrat. 
•  confirme (contrat) : ce message indique aux participants que le contrat est confirmé. La  
négociation a été un succès. 
•  annule (contrat) : ce message indique aux participants que le contrat est annulé. La 
négociation a échoué. 
 Primitives du participant 
Le participant possède trois primitives de communication : 
•  accepte (paramètres) : ce message répond à la proposition de contrat faite par 
l’initiateur. Le participant indique par ce message à l’initiateur qu’il accepte le contrat tel 
qu’il est.  
•  refuse : ce message répond  à la proposition de contrat faite par l’initiateur.  
• propose modification (liste modifications) : ce message répond à  une demande de 
modification de la part de l’initiateur. Le participant envoie à l’initiateur une liste de 
modifications possibles du contrat. Cette liste peut être vide s’il n’existe pas de 
modifications possibles. 
Une primitive de communication est commune aux initiateurs et aux participants : 








• rétractation (contrat) : le contrat est  confirmé  mais le participant ou l’initiateur ne 
peuvent (ou ne veulent) plus l’honorer. Il(s) décide (nt) donc de se rétracter. 
 
 
8.3 Les différents scénarios de négociation par les diagrammes UML 
Nous décrivons dans cette section  quelques scénarios de la négociation telle que nous 









Le schéma donné à la figure 8.1 représente un exemple simple de négociation qui  
utilise deux agents: l'initiateur et le participant. L'initiateur crée le contrat et envoie le 
message propose contrat au participant. Ce dernier reçoit le contrat, l'étudie et envoie le 
message accepte à l'initiateur. Ce dernier  prend la décision de confirmation de contrat et 
envoie le message à confirmer au  participant. 
 
La figure  8.2 montre la situation suivante : l’initiateur 1 propose un contrat pour le 
participant qui accepte et donc le contrat est confirmé. L’initiateur 2 propose à son tour un 
contrat de l'adhérent pour les mêmes ressources qui sont en conflit avec la précédente. Le 
participant décide alors d'accepter le contrat, envoie donc un message d’acceptation à 
FIG. 8.1— Diagramme de séquences de la négociation. 








l'initiateur 2 et une rétractation à l'initiateur 1. Ainsi, l’initiateur 1 commence la 
renégociation d'un contrat avec le participant. 
 




Une autre situation est présentée à la figure 8.3, elle consiste à  traiter le conflit  de 
l'utilisation des ressources communes. Initiateur 1 propose un contrat au participant qui 
l'accepte.  L’initiateur 2 propose au participant un contrat qui est en conflit avec le 
précédent. Le participant refuse ce contrat, l’initiateur 2 demande une contre-proposition 
du participant. Alors,  l’initiateur 2 propose un nouveau contrat pour le participant.  
 
L’exemple donné dans la figure 8.4 est étudié pour montrer l'utilité d'un délai de 
réponse.  Ici, l'initiateur propose un contrat à m participants: seuls deux d'entre eux 
répondent par  (accepte le  contrat). Après la période d'expiration de la minuterie (par 
exemple 1 minute), tandis que les autres participants n'ont pas encore répondu. L'initiateur  
considère que la réponse par défaut pour ces m-2 participants est un refus. 
 
 
FIG. 8.2— Diagramme de séquences de négociation et  renégociation. 
 








                                    








FIG. 8.3— Diagramme de séquences de négociation et  
renégociation 2. 
FIG. 8.4— Diagramme de séquences de négociation entre un initiateur et n 
participants         
          








8.4 Le modèle de négociation 
Durant la seconde phase de prise de décision, l’agent SIP initiateur ouvre une 
négociation avec l’agent SIP participant. Le modèle de négociation comporte plusieurs 
modules [Taghezout et Zaraté, 2009]. Le schéma présenté à la figure 8.5 donne une vue 
générale sur les stratégies des agents durant la négociation; les modules sont les suivants: 
 
8.4.1 Alternatives et solutions (Alt)   
Ce composant regroupe l’ensemble des ressources classées de la meilleure à la moins 
bonne selon le classement effectué par la méthode ELECTRE III. Cet ensemble résulte du 
processus décisionnel multicritère appliqué à la résolution du problème d’allocation de la 
meilleure ressource de remplacement en cas de panne. 
 
8.4.2 Mise à jour des critères (MCr) 
Chaque agent  est équipé d’un module lui permettant de calculer à tout moment la 
fonction coût de production. 
8.4.3 Fonction de sélection 
Cette fonction permet d’évaluer la proposition ou contre-proposition élaborée par 
l’agent pour la stratégie de négociation. Il est à remarquer que durant la négociation, 
chaque agent peut consulter l’agenda du superviseur pour connaître l’état d’exécution des 










8.5 Détails de l’implémentation 
8.5.1 La Plate-forme JADE 
  
JADE (Java Agent Development Framework) est une plate-forme multi-agents 
développée en Java par CSELT (Groupe de recherche de Gruppo Telecom, Italie) et qui a 








FIG. 8.5— La stratégie de négociation : une vue générale [Taghezout et 
Zaraté, 2009]. 
 








pour  but la construction des systèmes multi-agents et la réalisation d’applications 
conformes à la norme FIPA [FIPA, 2002]. JADE comprend deux composantes de base : 
une plate-forme agents compatible FIPA et un paquet logiciel pour le développement des 
agents Java. 
La plate-forme d'agent de JADE inclut tous les composants obligatoires qui contrôlent 
un SMA. Ces composants sont l’ACC, l’AMS et le DF. Toute la communication entre 
agents est exécutée par des messages FIPA-ACL. 
La plate-forme d'agent peut être répartie sur plusieurs serveurs. Une seule application 
Java, et donc une seule machine virtuelle de Java (JVM), est exécutée sur chaque serveur. 
Chaque JVM est un conteneur d'agents qui fournit un environnement complet pour 
l'exécution d'agent et permet à plusieurs agents de s'exécuter en parallèle sur le même 
serveur. L'architecture de communication offre la transmission de messages flexibles et 
















 A travers le schéma donné à la figure 8.6, trois rôles principaux sont dégagés : 
Le Système de Gestion d'Agents (Agent Management System - AMS) est l'agent qui 
exerce le contrôle de supervision sur l'accès  et l'usage de la plate-forme;  il est responsable 
de l'authentification des agents résidents et du contrôle d'enregistrements.  
Le Canal de Communication entre Agents (Agent Communication Channel - ACC) 
est l'agent qui fournit la route pour les interactions de base entre les agents à l'intérieur  et 
en dehors de la plate-forme;  c'est la méthode de communication implicite qui offre un 
service fiable et précis pour le routage des messages.  
FIG. 8.6— Architecture logicielle de la plate-forme JADE.  
 




Message Transport System 












Le Facilitateur d'Annuaire (Directory Facilitator - DF) est l'agent qui fournit un 
service de pages jaunes à la plate-forme multi-agents. Il faut remarquer qu'il n y a aucune 
restriction sur la technologie utilisée pour l'implémentation de la plate-forme:   émail, basé 
sur CORBA, applications multi-threads Java, etc.  
Le standard spécifie aussi le Langage de Communication d'Agents (Agent 
Communication Language - ACL).  
La communication des agents est basée sur l'envoi de messages. Le langage FIPA ACL 
est le langage standard des messages et impose le codage, la sémantique et la pragmatique 
des messages. La norme n’impose pas de mécanisme spécifique pour le transport interne 
de messages. Plutôt, puisque les agents différents pourraient s'exécuter sur des plates-
formes différentes et utiliser technologies différentes d'interconnexion, FIPA spécifie que 
les messages transportés entre les plates-formes devraient être codés sous forme textuelle. 
On suppose que l'agent est en mesure de transmettre cette forme textuelle. La norme FIPA 
préconise des formes communes pour les conversations entre agents par la spécification de 
protocoles d'interaction, qui incluent des protocoles simples de type requête-réponse. 
8.5.2 L’interface de la plate forme JADE   
Le RMA (Remote Management Agent) permet de contrôler le cycle de vie de la plate-
forme et tous les agents la composant. L'architecture répartie de JADE permet le contrôle à 
distance d'une autre plate-forme. Plusieurs RMA peuvent être lancés sur la même plate-
forme du moment qu'ils ont des noms distincts (voir figure 8.7). 
                                                                                                                                                                                           
                         
 
8.5.3 Pourquoi JADE ? 
Ces caractéristiques sont naturellement en relation  avec nos attentes d’un système 
multi-agents et des caractéristiques des agents. Ainsi, la plate forme JADE a la propriété 
FIG. 8.7— L’interface de la plate forme JADE. 
 








suivante: les agents peuvent communiquer entre eux.  Cette communication n’est pas un 
simple échange de messages mais un dialogue. Il ne s’agit pas pour un agent de répondre 
mécaniquement à un message mais de pouvoir analyser plusieurs possibilités de réponses 
avant de réagir.   
 
8.6 Scénarios  d’exécution  
8.6.1 Scénario 1 : Cas d’un atelier à 4 SIP(s) 
 
1. la ressource R1 contrôlée par l’agent SIP3 tombe en panne, le module d’analyse et 
de réaction détecte cet évènement et détermine  le comportement  associé. Si le 
processus échoue, l’agent SIP3 redirige la demande de réaffectation vers l’agent 
superviseur, ce qui déclenche le comportement de type1 du superviseur. 
2. l’agent superviseur transmet la requête vers les autres agents SIP, et traite les 
réponses reçues afin d’apporter une solution au problème posé. 
3. le résultat sera communiqué à l’agent SIP choisi ainsi qu’à l’agent SIP demandeur. 
4.  l’agent SIP4 répond favorablement à la requête du superviseur (fin de la première 
phase du processus décisionnel). 
5. la ressource  demandée est aussi programmée pour l’agent SIP1 selon le planning 
initial, les agents SIP3 et SIP1se retrouvent dans une situation de conflit. 
6.  la négociation est alors ouverte : l’agent SIP3 devient initiateur et l’agent SIP4 
devient le participant. 
7.  l’agent  initiateur muni de son module de générateur de propositions, formule une 
proposition qu‘il envoi à l’agent SIP participant.  
8.  l’agent formule son contrat après consultation de sa matrice d’évaluation; les 
préférences ainsi que les priorités sont regroupées au lancement de la production 
dans le composant aide à la décision. L’évaluation de proposition ou contre-
proposition est facilitée par les résultats donnés  par ELECTE III en application de 
l’algorithme de surclassement. 
 
8.6.1.1 Nouvel ordre de fabrication 
L'utilisateur doit entrer le nom du fichier d'exemple à générer, le nombre de machines, 
nombre moyen d'opérations par lot et la durée moyenne d'une opération. Le fichier est 
alors créé automatiquement avec des remarques explicatives permettant de le modifier 

























FIG. 8.8— Création d’un nouveau projet. 
 
FIG. 8.9— Description de l’ordre de fabrication (OF). 








8.6.1.2  Simulation des pannes 





                                          Ressource en panne 
 
                      
8.6.1.3  Interface des agents 
 
                                            Suspendre l’agent3  
                                            Enregister le rapport de négociation  
                                            Afficher l’Agenda  




 Pour décrire un agent, les écrans donnés dans les figures (figure 8.11 et figures 8.12) 
montrent l'aspect de l'interface permettant de le présenter. 
 
FIG. 8.11—  L’interface d’un agent SIP. 
FIG. 8.10—  Une Ressource  est tombée en panne. 














                      
 








FIG. 8.12—  Interface de l’agent3.  
On remarque chez le superviseur  
Que la tache6 peut être exécutée  
par  SIP2, SIP3, SIP4 
 
FIG. 8.13—  Scénario 1 de négociation (1). 
 


























1. SIP3 négocie avec SIP4 (envoi d’un message CFP). 
2. SIP4 répond par un message REFUSE (RESSOURCE est occupée). 
3. SIP3 négocie avec SIP1 (envoi d’un message CFP).  
4. SIP1 répond par un message REFUSE.  
5. SIP3 négocie avec SIP2 (envoi d’un message CFP). 
La ressource N°1 contrôlée par l’agent N°3 est tombée en panne. La tâche6 est arrêtée. 
La module d’analyse et de réaction détecte cet événement et déclenche le comportement 
associé   
  
Deux façons pour résoudre la panne : 
1. La négociation avec les autres agents 
et la réaffectation de la tache.  
2. Réparation de la ressource   
FIG. 8.14—  Scénario 1 de négociation (2). 
 
FIG. 8.15—  Scénario 1de négociation (3). 
 













          
 
 




   
 
 
 6. SIP2 répond par un message REFUSE, la ressource pouvant exécuter  la tache 
demandée est en panne. 
 
 
LA RENEGOCIATION  
 
     7. SIP3 renégocie avec SIP4 (envoi d’un message CFP) 
 SIP4 répond par un message PROPOSE. 
FIG. 8.16—  Scénario 1 de négociation (4). 
 
FIG. 8.17—  Scénario 1 de négociation (5). 
 




















Donc au bout de deux tours la SIP3 réussit à affecter la tâche6.  
 
Les étapes du  scénario sont décrites dans l’outil Sniffer de la plateforme JADE. SIP3 
étant  l’initiateur, les autres agents sont des participants ou Répondeurs. La négociation est 
couronnée par un succès. 
 
FIG. 8.18—  Scénario 1 de négociation (6). 
 
FIG. 8.19—  Scénario 1 de négociation (7). 
 













8.6.2  Scenario 2 : Cas d’un atelier à 9 SIP(s) 
 
1. Une fois détectées, les informations les plus pertinentes concernant la panne sont 
transmises à l’agent SIP3. 
2. La ressource tombée en panne est R9. 
3. Une requête est alors envoyée aux agents SIP 1, SIP 2, et SIP 4, (voir la figure 
8.21) 
4.  SIP 3 traite les réponses reçues et lance la méthode ELETRE III. 
5. Pour utiliser ELECTRE III, il est nécessaire de préparer les matrices pour les 
critères, les poids, les seuils et les actions (voir figure 8. 21, figure 8. 22 et figure 
8.23). 
6. Ainsi SIP 3 devra transmettre ses tâches à SIP4. 
7.  Le processus de négociation est alors démarré. 
8.  La négociation est couronnée par un échec durant l’interaction de SIP3 avec SIP4. 
Dans ce cas précis, SIP3 doit réaffecter ses tâches à SIP1. 
9.  Nous pouvons visualiser les interactions entre l'agent par le biais de l’état du 
Sniffer donné à la figure 8.24; nous mettons en évidence tous les agents de mise en 
œuvre de notre prototype avec les différentes communications et  interactions. 
 
 
FIG. 8.20—  Scénario 1  négociation(8) : résultats sur le Sniffer. 
 























FIG. 8.21—  Ressource R9 tombe en panne.  
 
FIG. 8.22—   Exécution ELECTRE III (1). 
 
FIG. 8.23—   Exécution ELECTRE III (2). 












8.6.3 Scénario  3 : Cas d’un atelier à 4 SIP avec déroulement de toutes les 
formes de négociation 
8.6.3.1 Gestion des priorités        
Ayant déjà créé un nouvel ordre de fabrication, nous allons maintenant présenter les 
scénarios de négociation, et pour cela on décrit les différentes primitives implémentées. 
On affecte les priorités selon l’ordre suivant : SIP2, SIP1, SIP3, SIP4 du plus prioritaire 
au moins prioritaire. L’agent SIP1 exécute la tâche4 sur la ressource2 et l’agent SIP2 
tombe en panne et veut exécuter la tâche3 sur la même ressource, ce scénario est décrit par 
les figures suivantes (figure 8.25, figure 8.26 et figure 8.27). 
 
 
     
 FIG. 8.25— Lancement des tâches T4 et T3,  et affectation des priorités. 
FIG. 8.24—Scénario 2 : résultats sur le Sniffer. 
  
















8.6.3.2 La primitive de contre-proposition   
 Cette primitive permet aux agents participants de formuler des contre-propositions, 
pour comprendre son fonctionnement nous introduisons le scénario suivant :  
FIG. 8.26—a) Exécution de la tâche4 par SIP1 ; b) La tâche3 est interrompue.  
 
FIG. 8.27— Négociation avec priorités entre SIP. 








Le SIP3 exécute la tâche1 sur la ressource8 qui tombe en panne en cours d’exécution, 
le SIP1 exécute la tâche2 sur la ressource1 qui tombe aussi en panne, immédiatement le 
SIP1 négocie avec le SIP3 (qui est le seul à pouvoir satisfaire la tâche2). 
Le SIP3 a deux ressources qui sont la ressource6 (libre) et la ressource8 (en panne avec 
la tâche1), ce dernier formule une contre-proposition au SIP1 en lui proposant d’exécuter 
la tâche2 sur la ressource6, si SIP1 accepte d’exécuter la tâche1 sur la ressource2. Pour 
illustrer ce scénario voici quelques captures d’écran (voir figure 8. 28, figure 8.29 et figure 
8.30):  
                                
 
 
                  
 
FIG. 8.29—Interruption de l’exécution de tâche2. 
FIG. 8.28— Interruption de l’exécution de tâche1. 














Grâce à la plate-forme JADE, l’opérateur peut suivre tous les mouvements de la 
négociation et cela en utilisant l’agent Sniffer qui peu être lancé depuis le menu RMA. 
Chaque message partant ou allant vers un SIP  est capté et affiché sur l’interface du 
Sniffer. Nous allons illustrer par la figure 8.31 le déroulement de la négociation pour la 








FIG. 8.30—Formulation de contre-propositions durant la négociation. 










8.6.3.3 Mise à jour des bases de données  
 Pour suivre de plus prés l’exécution des ordres de fabrications et le déroulement de la 
négociation entre les agents,  nous avons implémenté une base de données qui enregistre 
en temps réel tous les évènements qui se produisent lors du processus de production. De 
cette base de données nous avons crée deux tables qui affichent l’historique de 
l’enchainement des tâches au niveau des ateliers de production voir figure 8.32 a) et figure 
8.32 b). Dans cette table tous les mouvements enregistrés sur les bases de données des 
agents SIP sont connus et mémorisés grâce à l’option mouvement. L’option journal donne 





FIG. 8.32— Historique de la négociation. 
FIG. 8.31— Scénario 3: résultats sur le Sniffer. 
 




















La table présentée à la figure 8.33 donne un aperçu des différentes opérations 
d’allocation supervisées par l’agent coordinateur. Pour chaque demande d’allocation 
enregistrée par l’agent coordinateur, sont enregistrées des informations très importantes 
telles que la date et le motif. Ce dernier peut prendre les valeurs suivantes : allocation 
réussie, en cours de négociation, suggestion d’allocation, ressource encours de traitement, 
etc. Dans le champ réponse sont sauvegardés les valeurs telles que REFUSE ou AGREE. 
8.6.3.4  Quelques Statistiques  
   Afin d’aider l’opérateur humain à améliorer sa prise de décision durant sa gestion du 
système de production, on a traduit les données pertinentes des tables Journal et 
Négociation  sous forme d’histogramme et de secteur. L’accès à ces statistiques s’effectue 
par la figure suivante.  
FIG. 8.33— Historique de l’allocation des ressources. 










        Grâce à la table Journal qui contient l’historique de tout le processus de 
production on a réalisé des statistiques pour savoir quelles sont les ressources qui tombent 
le plus en panne, ces statistiques sont représentées dans un histogramme. L’histogramme 
peut aider l’opérateur humain à identifier les ressources les plus défectueuses pour les 
réparer ou les remplacer et ainsi diminuer le risque de pannes. 
         La table Négociation nous a permis d’évaluer le taux de négociation entre agents. 
Cette mesure des négociations est estimée en fonction du nombre de contrats proposés de 
la part de l’initiateur, du nombre de contrats acceptés et du nombre de rétractations du 
participant pour une ressource donnée.  
 Ces statistiques sont représentées dans un secteur. Le secteur peut aider l’opérateur 
humain à mieux affecter les tâches aux différents SIP, et ainsi diminuer les négociations 




       D’autres données sont sauvegardées telles que les temps improductifs des 
ressources appartenant à l’atelier de production. L’accès à ces statistiques s’effectue via 
FIG. 8.35 —  a) Interface des statistiques de panne (histogramme) 
b) Interface des statistiques de  négociation (secteur). 
 
FIG. 8.34— Panneau des statistiques. 
 








l’interface de l’agent coordinateur. Ces statistiques visent à améliorer la production tout en 
minimisant les temps.  Les figures qui suivent illustrent les statistiques calculées par 










D’autres résultats sont visualisés à la figure 8.38. Les tableaux montrés à la figure 8.38a et b 
regroupent des données sur les temps d’attente et les temps d’exécution des agents SIP. 
Par exemple, à la figure 8.38-d, le taux d’échec d’un agent est exprimé par le rapport du 
nombre de ‘Failure’ sur le nombre de messages envoyés par un agent. 
Nbre_failure étant le nombre de messages d’échec (performatif = FAILURE) envoyés par 
l’agent Ai ; 
FIG. 8.36— Tableau sur les temps improductifs des ressources. 
FIG. 8.37— Statistiques sur les temps improductifs des ressources. 








Nbre_msg étant  le nombre total des messages envoyés par l’agent Ai. Alors que la figure 
8.38-c montre les performances des agents calculés à la base du nombre des messages 
















FIG. 8.38 —  a) Les temps d’attente d’un agent SIP.  b) Les temps d’exécution 
d’un agent SIP.  c) Performance d’un agent. d) Taux d’échec d’un agent. 
 








8.7  Conclusion 
Lors de la résolution de problèmes de type industriel, il est important de déterminer une 
bonne solution en un temps donné et en satisfaisant un certain nombre de contraintes. Nous 
avons vu que l'ordonnancement de la production comporte différents niveaux que l'on peut 
énoncer ci-dessous : 
− la prévision et la réception des commandes, 
− la création d'un plan directeur, 
− la commande en composants de base, et 
− le chargement des machines. 
Les buts à  atteindre sont une utilisation "optimale" et rationnelle des ressources 
respectant les engagements du service commercial ainsi que les différentes contraintes de 
l'atelier. Pour cela, nous avons réalisé un moyen de représenter un ordonnancement par 
l'intermédiaire d'un plan global suivi par les agents décideurs SIP. En pratique, l'impératif 
temps de calcul reste un élément essentiel dans la construction d'un ordonnancement. 
Les problèmes qui ont été traités dans cette thèse relèvent de la gestion optimale des 
ressources par la mise en place de mécanismes pour traiter et corriger les problèmes de 
panne, et  de blocage des ressources. Cette situation peut amener sans difficultés à une 
gestion d’allocation dynamique de taches. 
 L’application développée a l’aide de la plateforme JADE nous a permis  d’exploiter 
toutes les possibilités de gestion de communication entres les agents ainsi que le contrôle 
d’exécution des tâches affectées aux SIP.  











Le travail de recherche que nous avons effectué implique trois domaines : (i) la théorie de 
l’aide à la décision par la proposition d’un SIAD basé sur les connaissances; (ii) l’intelligence 
artificielle distribuée (IAD) au travers des systèmes multi-agents et (iii) les méthodes et outils 
de gestion de production. Nous proposons la coordination et la négociation dans une approche 
SMA pour l’ordonnancement en vue d’une aide à la décision. 
L’apport des systèmes multi-agents, issus des travaux en intelligence artificielle distribuée 
(IAD), ne se limite donc pas à un ensemble de concepts attractifs pour appréhender la nature 
distribuée d’un problème d’ordonnancement. Les SMA mettent également à disposition des 
outils de modélisation et de conception éprouvés, notamment en relation à des problématiques 
industrielles. 
L’outil d’aide à la décision développé à l’issue de ce projet de thèse permet d’une part 
d’apporter une solution efficace au problème d’allocation de ressources et d’autre part 
d’améliorer la qualité de la décision prise par les agents pendant les situations complexes de 
production. 
Nous avons proposé dans cette étude un modèle de pilotage qui s’appuie sur une structure 
distribuée supervisée. Le système multi-agent permet, par la définition d’un ensemble d’états, 
d’évènements et de décisions et la mise en place de comportements associés aux processus 
décisionnels de l’ordonnancement temps réel de l’atelier, d’apporter une aide à la  décision à 
l’opérateur grâce à la négociation entre les agents.   
Nous avons utilisé dans notre approche des agents cognitifs et communicants, ils ont 
besoin d’un langage élaboré pour pouvoir échanger des messages. Toutefois, un modèle 
structurant uniquement le format d'un message ne suffit pas en lui même pour pouvoir 
supporter des conversations entre agents, ce qui est nécessaire pour conserver la cohérence des 
échanges successifs. La notion de protocole a été introduite afin de supporter de telles 
conversations, ce qui permet aux actes de langage de prendre tout leur sens.  
Le protocole définit les types de messages échangés entre les agents à chaque instant. Le 
protocole que nous avons mis en place respecte le principe qui dit « Plus un protocole est 
efficace, moins d’informations ont besoin d’être transmises et moins de temps est passé dans 
la communication» [Koning et Pesty, 2001]. 
La stratégie de négociation proposée est basée sur le protocole Contrat Net implémenté à 
l’aide de la plate forme JADE qui a pour but de simplifier le développement des systèmes 





multi-agents tout en fournissant un ensemble complet de services et d'agents conformes aux 
spécifications FIPA.  
9.1 Bilan des travaux de recherche présentés 
Ce travail nous a permis de constater l’efficacité de l’approche multi-agents comme outil de 
modélisation des structures de pilotage des systèmes de production. Cette puissance de modélisation 
est obtenue grâce à : 
− La correspondance entre la distribution des agents dans un système multi-agents et 
la distribution physique des ressources dans un système de production. 
− Le haut degré de flexibilité qui caractérise l’approche multi-agents facilitant ainsi 
l’adaptation de la structure de pilotage aux changements de configuration des 
systèmes de production (un changement de configuration se traduit par l’ajout et/ou 
la suppression d’un agent SIP). 
Cette section va détailler tous les points figurant dans le bilan de cette thèse : 
9.1.1 Des agents décideurs pour une problématique de pilotage temps réel 
 
La vision distribuée d'un problème d'ordonnancement de type flow Shop permet d'aboutir 
à une vision plus réaliste puisque chaque agent dispose d'une vision de son environnement. 
C'est-à-dire que ceux-ci sont capables de réagir à un problème ponctuel tout comme un 
opérateur  dans son atelier. Celui-ci va réagir immédiatement suite à la panne d'une machine. 
De même, il va prendre des décisions, comme les agents, qui vont avoir une répercussion sur 
l'environnement. 
Par conséquent, la modélisation par un système multi-agent utilisant un contract net est 
une vision proche de la réalité qui peut être facilement transcrite dans une organisation 
industrielle. 
9.1.2 Des  SMA, oui mais… 
 
Nous ne reviendrons pas sur les raisons maintes fois argumentées [Jennings, 2000] qui font 
que les SMA proposent un cadre évolué pour la modélisation de systèmes complexes 
coopérants. Mais il est important de rappeler qu’ils apportent de nombreux avantages par 
rapport aux objets en tant qu’abstraction.  Les sources entre autres sociales du concept de 
SMA se prêtent particulièrement bien à l’expression des besoins par le concepteur, et il est 
assez naturel de faire passer ces concepts auprès des utilisateurs (demandeurs d’applications).  
De même, la notion d’implémentation est un problème crucial. Il suffit de constater   
l’abandon des langages d’agents au profit de plateformes ; la plateforme JADE en est un 
exemple, elle facilite le développement des applications agent conformément à la norme 
FIPA97.  Ceci montre bien combien les SMA ne s’imposent pas comme un outil de 





programmation mais comme un concept d’analyse/conception donnant naissance à des outils 
de génie logiciel ou de “meta-programmation” employant des langages traditionnels pour 
l’implémentation. 
Les SMA sont aussi très utilisés dans une perspective d’intégration de systèmes. Les 
systèmes complexes peuvent être vus comme un assemblage de composants (plus ou moins 
sophistiqués) à différents niveaux d’abstraction. Même s’ils cohabitent souvent, ils doivent le 
plus fréquemment concourir à l’accomplissement de tâches en commun ou sont dépendants 
d’autres sous-systèmes pour effectuer certaines de leurs tâches. La spécification de leurs 
capacités intrinsèques ne suffit donc pas, il faut prendre en compte les capacités d’interaction 
avec les autres éléments du système global dans lequel ils évoluent. 
L'approche multi-agents fait partie des méthodes utilisées pour l'ordonnancement 
dynamique et le pilotage des systèmes de production. L'ordonnancement est la fonction qui 
décide quoi faire, quand et où. Il est dynamique lorsqu'il s'intéresse à un environnement 
changeant, où il peut y avoir des retards, des tâches nouvelles, et/ou des pannes de machines. 
Quant au pilotage, il consiste à commander en temps réel les différentes tâches planifiées dans 
les systèmes de production. 
 
9.1.3 Un protocole de négociation à base du CNP… 
 
Les principales qualités de notre modèle, outre les objectifs que nous avons cités 
précédemment, sont la possibilité de se rétracter et de renégocier un contrat qui avait été 
conclu, la possibilité de négocier simultanément tous les contrats ou seulement ceux qui 
concernent des ressources différentes, et l’élimination des interblocages (deadlocks) pouvant 
survenir lors des négociations, notamment en utilisant un mécanisme de délai d’attente des 
réponses des participants. 
 
9.1.4 Une méthode d’aide multicritère pour modéliser les préférences des agents… 
 
Nous avons proposé dans cette thèse d’améliorer la qualité de la décision apportée au 
processus décisionnel, par l’application de la méthode ELECTRE III. Notre contribution se 
matérialise grâce aux différentes expérimentations pour la résolution d’un problème classique 
d’allocation de ressources dans une production d’atelier de type flow-shop. 
Le module (correspondant à l’implémentation de la méthode ELECTRE III) réalisé et 
développant  un outil d’aide  à la décision axé sur le choix d’une meilleure ressource a été 
conçu pour aider le décideur dans un environnement industriel. 
Il permet, d’une part, de simuler l’état d’évolution des ressources de différents types et, 
d’autre part  de comparer les ressources ainsi générés sur la base des critères représentant 
différents objectifs que le décideur pourrait se fixer ,afin de  substituer la ressource en panne. 





Les ressources sont comparées sur la base des critères par la méthode d’analyse 
multicritère ELECTRE III. Celle-ci classe les ressources de la meilleure à la  moins bonne et 
tient compte du poids attribué à chaque critère. 
L’exploitation des résultats fournis par notre logiciel permet, de déterminer la ressource 
qui répond au mieux aux objectifs préfixés, le logiciel a été conçu pour jouer le rôle d’un 
véritable outil d’aide à la décision. La méthode ELECTRE III met l’accent sur la cohérence 
des choix, l’application de la méthode à la problématique de rangement des ressources apporte 
plus d’informations. 
9.2 Perspectives de recherche 
 
9.2.1 Cadre d’expérimentation directe 
 
Nous pouvons tracer des perspectives à ce travail, selon plusieurs axes, à la fois comme 
expérimentations directes du travail, et comme axes de recherche futures. En premier lieu, 
nous envisageons une expérimentation de notre modèle dans le cas ou le nombre de ressources 
utilisées est important et le nombre des aléas se trouve augmenté par la même configuration de 
l’atelier. Notre contribution serait d’assurer une flexibilité (grâce aux agents SIP) par 
l’instauration d’un mécanisme de choix dans le groupe d’ordonnancements admissibles et 
assurer la faisabilité pour le plus grand nombre de scénarios possibles d’exécution. 
Ensuite, nous proposons d’enrichir notre modèle afin de pouvoir représenter de nouvelles 
formes de négociations et en particulier, les négociations combinées, les négociations multi-
niveaux et la négociation par argumentation. 
Et enfin, il  serait souhaitable de comparer notre système avec les résultats obtenus par un 
système propriétaire d'entreprise et sur les mêmes types de machines. 
 
9.2.2 Travaux de Recherche Futurs 
 
Les algorithmes proposés permettent de résoudre des problématiques connues dans la 
gestion de production dynamique comme l’allocation de ressource en temps réel, la réaction 
aux pannes ressources, et la recherche d’information tout en gérant les conflits survenus entre 
les agents. 
De plus, nous avons doté l’agent coordinateur de capacités d’apprentissage pour lui 
permettre de prendre des décisions efficaces et rapides. Ainsi, le système devient souple, 
rapide, moins surchargé et prend moins de temps de traitement. 
Une première perspective future est de développer l’aspect d’apprentissage en 
approfondissant le raisonnement à base de cas que l’agent coordinateur adopte. 
Une deuxième perspective sera d’intégrer une recherche sur le WEB  dans les processus 
décisionnels déclenchés par les agents. Et, enfin beaucoup d’efforts devront être investis dans 
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Les protocoles de FIPA  
A.1 Les standards agents 
Les technologies agents attirent de plus en plus l’attention des industriels, 
particulièrement pour des applications largement distribuées et ouvertes. Ces applications 
présupposent l’interopérabilité des agents issus de différentes infrastructures, ce qui mène 
naturellement à définir des normes. 
Bien que la plupart des ingénieurs conviennent de l’importance des normes, la nature 
de ces normes et de leur création est souvent débattue au sein d’organisations de 
normalisation. 
FIPA a rendu public tous ses travaux à travers des spécifications et des « open-
sources ». Il a fait un bon accueil à des commentaires extérieurs et permet la participation 
des personnes non membres. FIPA s’inspire des études sur des applications du monde 
industriel (dans la gestion de télécommunication, les multimédias, l’assistance 
personnalisée et les manufactures) pour en dégager leurs fonctionnalités communes et les 
normaliser, étant donné que la normalisation peut prendre des années avant que les 
concepts mènent à des produits mûrs, FIPA s’y prend tôt en espérant  catalyser le 
développement de produits et en réduisant les risques que les compagnies membres 
peuvent encourir. 
A.2 Les protocoles de FIPA 
Les conversations continues entre les agents correspondent souvent à des 
configurations typiques de dialogue. Dans ce cas, certains ordres des enchaînements 
doivent être respectés et à un point quelconque de la conversation, on s’attend à ce que 
d’autres messages suivent. 
Ces configurations multiples s’appellent des protocoles. Etant donnée l’énorme gestion 
de capacité et de complexité pour la mise en œuvre d’agent, il existe une démarche 
alternative qui permet de pré-spécifier les protocoles, de  sorte qu’une mise en place simple 
d’agent puisse s’engager dans des conversations significatives avec d’autres agents, 
simplement pour le suivi de ces protocoles connus. Cette annexe détaille un certain nombre 
de protocoles de FIPA. Cette liste de protocoles est non  exhaustive  et ces derniers 
peuvent être appliqués à n’importe quel domaine d’application. La condition pour adhérer 
aux spécifications FIPA est la suivante : 
Condition : dans la conception d’agents communiquant à base de FIPA-ACL, il n’est 
pas forcément nécessaire de mettre en application les protocoles standardisés de FIPA, et il 
est possible d’utiliser d’autres noms de protocoles. Cependant, si un nom standard de 
protocole est utilisé, l’agent doit se comporter conformément aux spécifications du 
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protocole en question. Il est à noter que, par leur nature, les agents peuvent s’engager dans 
des dialogues multiples, peut être avec différents agents, simultanément. Le terme 
conversation est utilisé pour dénoter n’importe quel exemple particulier (instance) d’un tel 
dialogue. 
Négociation sur l’utilisation d’un protocole 
Pour faciliter l’accès au protocole par deux agents désireux de l’utiliser au même 
temps, il faut fournir un mécanisme qui réaliserait cette mise en œuvre. La convention 
suivante est donc adoptée : Envoi d’un message inform pour désigner le nom du protocole 
via un paramètre protocol signifiant ainsi l’utilisation du protocole par l’agent. Si l’agent 
recevant un message dans le contexte d’un protocole qu’il ne connaît pas, ce dernier 
renvoie un message de refus (refuse) en expliquant la cause. 
Incompréhension d’une réponse pendant l’utilisation d’un protocole 
Par convention un agent qui s’attend à un certain ensemble de réponses dans un 
protocole, et qui reçoit un autre message autre que ceux prédéfinis, devrait répondre avec 
un message not-understood. Pour éviter les boucles infinies de messages, il n’est pas 
permis de répondre à un message not-understood par d’autres messages not-understood.  
A.3 Protocole FIPA-request 
Le protocole FIPA-request permet simplement à un agent d’inviter d’autres agents à 
exécuter une certaine action. L’agent récepteur peut accepter comme refuser l’action. S’il 
accepte, il doit exécuter l’action et répondre par un inform. 
A.4  Protocole FIPA-query 
Dans le protocole de FIPA-query un agent cherche à connaître un objet correspondant à 
une description ou interroger un autre agent sur une proposition ou l’état sur l’exécution 
d’une action. La demande d’être informé est une requête qui se traduit par deux actes 
possibles. Query-if (questionner-si une proposition est vraie) et Query-ref (demander la 
liste d’objets correspondant à une référence ou à une description). L’un ou l’autre acte peut 
être utilisé pour lancer ce protocole. Le récepteur projettera de renvoyer la réponse par 
l’acte inform. 
A.5 Protocole FIPA- request-when 
Le protocole FIPA-request-when est une autre manière d’exprimer une demande 
d’exécution d’une action. L’agent utilise l’acte request-when  d’une action pour demander 
à un autre agent d’exécuter une certaine action à l’avenir une fois que la condition 
préalable donnée devient vraie. 
A.6 Protocole FIPA-contract-net 
FIPA-Contract-Net est une modification mineure du protocole initial car il ajoute des 
actes communicatifs de rejet et de confirmation. Dans le protocole de Contract-Net, un 
agent prend le rôle du manager. Le manager souhaite  faire accomplir une certaine tâche 
par un ou plusieurs autres agents. Le manager sollicite des propositions d’autres agents en 
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émettant un appel d’offre, en décrivant la tâche et les conditions nécessaires à son  
exécution. Des agents recevant l’appel sont des contractants potentiels, et peuvent fournir 
des propositions pour accomplir la tâche à travers l’acte propose. La proposition du 
contractant inclut les conditions préalables pour l’exécution de la tâche, qui peuvent être le 
prix, le moment ou la tâche sera faite, etc. 
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Exemple d’utilisation de la méthode 
Electre III  
 
 
Dans cette partie introduite en annexe nous présentons un exemple d’application  de la 
méthode Electre III pour mieux comprendre le déroulement de son algorithme. 
 
B.1 Présentation de l’exemple   
Les méthodes multicritères sont beaucoup plus proches de la réalité ce qui leur confère 
un atout majeur. Le principal reproche qui leur est fait est leur complexité et leur manque 
de transparence. Il faut toutefois remarquer que rien n’est arbitraire dans ces méthodes 
[Scharlig, 1985], ce que nous montrerons au cours des paragraphes qui suivent. 
Les méthodes de comparaison multicritère sont d’abord présentées d’une manière 
générale.  Nous décrivons ensuite en détails la méthode ELECTRE III qui a été retenue 
pour effectuer les comparaisons. 
B.1.1  Méthodes de comparaison multicritère 
La problématique du choix d’une ressource pourrait être résolue par une méthode de 
comparaison de type alpha (ELECTRE I, ELECTRE IS). Nous avons cependant privilégié 
la méthode gamma (ELECTRE III) car elle permet de classer les ressources. Le décideur 
peut dès lors évaluer la position de la ressource qu’il envisage par rapport à des ressources 
de référence. La méthode gamma offre donc plus de souplesse, en classant les ressources, 
tout en permettant d’identifier les ressources les meilleures 
De nombreuses méthodes d’analyse multicritère ont été développées [Roy, 1968], 
[Roy, 1991]. Parmi celles qui résolvent des problématiques de type gamma et font appel à 
l’agrégation partielle, nous avons choisi ELECTRE III.  
Cette méthode se distingue des autres car elle permet notamment : 
- de travailler à partir des valeurs des critères et non de leur rang, ce qui évite de devoir 
ordonner les actions a priori, 
- de prendre en compte les poids accordés à chacun des critères,  
- d’introduire la notion de flou dans le classement, 
 - un degré de crédibilité est associé à chaque surclassement variant de 0 à 1, il traduit 
l’importance de l’affirmation « la ressource1 est meilleure que la ressource2 ». 
La méthode ELECTRE III trouve une simplification dans la méthode PROMETHEE. 
Celle-ci présente l’avantage de fournir un tableau donnant la sensibilité du résultat vis-à-
vis des poids choisis. Cependant, elle ne permet pas d’isoler les ressources incomparables 






et atténue les nuances du classement. Les simplifications de cette méthode ont légèrement 
perdu de leur intérêt depuis le développement de logiciels permettant d’automatiser le 
classement selon la méthode ELECTRE III que nous avons adoptée. 
B.1.2   ELECTRE III 
La méthode ELECTRE III (ELimination Et Choix Traduisant la REalité) procède par 
comparaison des ressources deux à deux. Le résultat de cette comparaison est formulé en 
terme d’une relation de surclassement qui permet de constater une situation d’indifférence, 
de préférence ou d’incomparabilité pour chaque paire de ressources. La relation de 
surclassement s’obtient par l’application de règles généralement peu ou pas 
compensatoires, qui font penser à un mécanisme de vote avec possibilité de veto. 
L’exploitation de cette relation conduit à un classement des ressources. 
Pratiquement, la méthode se base sur l’analyse d’un tableau des performances  
rassemblant pour chaque ressource les évaluations de chaque critère. A partir de poids que 
l’exploitant accorde à chaque critère et de seuils, traduisant le degré de préférence entre 
deux évaluations, ELECTRE III calcule deux indices : 
L’indice de concordance global et l’indice de discordance. La combinaison de l’indice 
de concordance global et l’indice de discordance permettent d’attribuer un degré de 
crédibilité à chaque surclassement. Il traduit la crédibilité à accorder à l’affirmation « la 
ressource  est meilleure que la ressource  ». Le degré de crédibilité est calculé pour 
chaque paire de ressources. Un algorithme permet alors, sur la base des degrés de 
crédibilité, de classer les ressources de la meilleure à la moins bonne. La description 
détaillée de la méthode d’analyse multicritère ELECTRE III est largement inspirée de 
Maystre et al. (1994). Elle permet d’expliquer le fonctionnement de cette « boite noire » et 
montre que le classement est loin d’être arbitraire. 
 
B.1.2.1  Tableau des performances 
Le tableau des performances donné à la table TAB.B.1constitue le point de départ de la 
méthode ELECTRE III. Il rassemble pour chaque ressource les évaluations de chaque 
critère. Les échelles de préférence des critères doivent être soit croissantes (valeur à 
maximiser) soit décroissantes (valeur à minimiser). Le tableau contient également les poids 
et les seuils. 
Les poids traduisent l’importance accordée à chaque critère. Les seuils permettent de 
nuancer le classement. Le seuil d’indifférence q représente la limite de la différence entre 2 
évaluations en dessous de laquelle les évaluations sont jugées équivalentes. Il peut être 
interprété comme la marge d’incertitude minimale liée aux calculs effectués. Le seuil de 
préférence p est la limite de la différence entre 2 évaluations au-dessus de laquelle 
l’évaluation  est strictement préférée à l’évaluation  . Le seuil de veto v marque la 
limite de la différence entre 2 évaluations au-delà de laquelle la ressource , moins bonne 
pour le critère examiné, ne peut être considéré comme meilleure que la ressource  même 
si toutes les autres évaluations de la ressource  sont meilleures et donc en concordance 
avec le surclassement.  
 
        








B.1.2.1.1  Exemple d’une liste de critère appliquée à un processus de fabrication  
Nous avons décomposé chacun des trois axes en critères qui vérifient au mieux les 
contraintes fixées par Roy sur la qualité de la liste de critères. Nous présentons une liste de 
critères selon les axes coûts, délais et qualité [Taghezout, 2008], [Taghezout, 2009]. 
Critère C1: le coût de production  
Nous découplons les critères qui sont naturellement explicités en termes de coût des 
autres critères. Il est clair que pour un industriel, une perte de temps se décrit en perte 
d'argent. C'est une approche par agrégation transitive (plus une machine est en retard sur 
son programme, plus les coûts sont élevés) qui réduit fortement l'intérêt d'intégrer une 
approche multicritère. C'est pourquoi ce premier critère doit être exempt de toute 
interprétation en terme d'unité de temps ou en terme de qualité.  
Critère C2: temps opératoire d'une ressource pour une opération  
Le temps opératoire représente le temps nécessaire à une ressource pour effectuer une 
tâche particulière. Les temps de préparation, de changement outil, de préchauffage, etc. 
sont exclus.  
Critère C3: temps de préparation d'une ressource pour une opération  
Ce temps représente l'ensemble des opérations de préparation sur une machine pour 
une tâche donnée. Il est possible d'agréger les temps de changement outil, de préchauffage, 
de manutention, etc. En effet, cette agrégation ne nuit en rien à la spécification du critère.  
Critère C4: temps de transfert potentiel  
Ce critère indique les temps de transfert entre ressources lorsqu'il est nécessaire. Ce 
critère mesure le temps écoulé entre le stock de sortie de la ressource émettrice et l'arrivée 
du produit dans le stock d'entrée de la ressource réceptrice.  
Critère C5: prochaine date de disponibilité  
La prochaine date de disponibilité libre correspond à la date à partir de laquelle la 
ressource sera capable de réaliser, en théorie, l'opération donnée. Ce critère ne prend pas en 
compte les éventuelles modifications de cette date liées par exemple aux allocations ou 
réallocations potentielles.  
Critère C6: marge potentielle libre du produit  
Ce critère représente la marge libre pour un produit entre un instant t et la date de 
besoin du produit. Ce critère peut prendre les deux formes suivantes:  
• “Marge minimum” (en fonction de la date au plus tôt) qui décrit le temps libre en 
fonction de la date courante, de la date de besoin au plus tôt et des tâches qui restent à 
réaliser,  
• “Marge potentielle” qui décrit la capacité d'absorption d’un aléa de production sans 
provoquer de retard. Ce critère peut expliciter un phénomène largement usité dans le 






milieu industriel qui est celui de la priorité. Cependant, la notion de règle de priorité a pour 
inconvénient de provoquer la perte de l’information du retard car elle exprime une notion 
ordinale généralement par l’intermédiaire d’un nombre entier. Nous lui préférons ainsi 
celle de marge potentielle.  
Les données utilisées pour les critères D1 à D5 peuvent être quantitatives. Cependant, 
il nous semble plus réaliste de les modéliser sous forme de données incertaines, 
puisqu'elles concernent un temps anticipé probable.  
Critère C7: taux d'usure, ce critère regroupe l'ensemble des taux d'usures dont le décideur 
doit tenir compte lors d'un processus décisionnel. En effet, la qualité de production peut 
dépendre de l'état d'usure d’un outil.  
 
Critère C8: caractéristique outil, ce critère permet de prendre en compte le fait qu'un 
outil soit considéré comme investissement à rentabiliser. 
B.1.2.1.1.1  Liste des critères retenus 
Dans le présent exemple nous allons utiliser les critères suivants (les critères C6, C7 et 
C8 ne sont pas considérés dans cet exemple car nous n’avons pas de valeurs pour ces 
critères): 
Crt1 : performances (temps d’exécution ….) 
Crt2 : le coût de production 
Crt3 : temps opératoire d’une ressource pour une opération 
Crt4 : temps passé en file d’attente 
Crt5 : temps de transfert potentiel 
 
 Crt 1 Crt 2 Crt 3 Crt 4 Crt 5 
Ress 1 103000  171.3  7.65  11.6  88  
Ress 2 267400  230.7  10.5  8.6  64.7  
Ress 3 49900  122.6  8.3  23.7  74.1  
Ress 4 103600  205.1  8.2  8.1  81.7  
Ress 5 103000  178  7.2  11.4  77.6  
Ress 6 279700  233.8  10.9  7.8  75.6  
      
Poids  0.3  0.1  0.3  0.1  0.2  
Seuil_Indif 10000  4  1  2  0  
Seuil_Préf  17000  10  2  4  5  
Seuil_Veto 15000  90  4  8  15  




TAB.B.1 —  Exemple fictif d’un tableau des performances tel qu’il pourrait être 
utilisé par la méthode ELECTRE III. 
 








Avant de commencer les comparaisons, il convient d’étudier le tableau des 
performances afin d’isoler les ressources dominés. Une ressource  est dominée par une 
ressource  si ses performances sont inférieures ou égales aux performances de la 
ressource  pour tous les critères, l’inégalité étant stricte pour au moins un critère. Les 
ressources dominées sont retirées du tableau des performances car elles seront toujours 
classées en dessous des ressources qu’elles dominent. Les avis divergent toutefois à ce 
sujet. Schârling conseille en effet de conserver les ressources dominées dans le cas d’une 
problématique gamma de rangement telle qu’ELECTRE III. Selon lui, une ressource 
dominée par une autre peut toutefois être mieux classée que d’autres ressources auxquelles 
elle est comparée. L’élimination de la ressource dominée fausse alors le classement. Lors 
de la mise en œuvre de la méthode dans le SIAD, la possibilité est laissée à l’exploitant de 
choisir de supprimer ou non les ressources dominées selon qu’il cherche à identifier la 
meilleure ressource ou à étudier les classements des différentes ressources.  
B.1.2.2  Indices de concordance 
Les indices de concordance se calculent d’abord par critère puis sont agrégés en un 
indice de concordance globale calculé pour chaque couple de ressources. 
B.1.2.2.1  Indice de concordance par indicateur 
Noté  ( , ), cet indice spécifie dans quelle mesure la ressource  est au moins aussi 
bonne que la ressource  pour un critère j. Il fait intervenir la différence entre les 
évaluations des ressources (  ( )-  ( )) qui est comparée aux seuils d’indifférence  et 
de préférence   du critère. 
Si la différence des évaluations pour le critère j est inférieure au seuil d’indifférence , 
les évaluations sont jugées équivalentes ; l’indice de concordance  ( , ) vaut donc 1. La 
ressource  est au moins aussi bonne que la ressource  puisqu’il lui est indifférent. 
Si  ( )-  ( ) ≤ qj alors  ( , ) = 1 
Si la différence des évaluations pour un critère j est supérieure au seuil de préférence , 
l’évaluation de la ressource   est strictement préférée de la ressource ; l’indice de 
concordance  ( , ) vaut donc 0. La ressource  n’est pas au moins aussi bonne que la 
ressource  puisqu’il lui est inférieur. Si  ( )-  ( ) ≥  alors  ( , ) = 0 
Si la différence des évaluations pour le critère j est comprise entre le seuil d’indifférence  
et le seuil de préférence , l’évaluation de la ressource  est légèrement préférée ; 
l’indice de concordance  ( , ) est donc compris entre 0 et 1. Plus la ressource  est 
préférée de la ressource  c.-à-d. plus la différence des évaluations est proche de  et plus 
l’indice de concordance tend vers 0. Inversement, moins la ressource  est préférée de la 
ressource   c.-à-d. plus la différence des évaluations est proche de  et plus l’indice de 
concordance tend vers1. 












En utilisant le tableau B.1, il est possible de calculer les indices de concordance par critère 
pour les ressources  et . 
 
 Ress 1       comparé à      Ress 2 Ress 2       comparé à      Ress 1 
Crt 1 203000-264400=-164400<q  donc c1 ( , )=1 267400-203000=164400>p   donc c1 ( , )=0 
Crt 2 230.7 -171.3=59.4>p              donc  c2 ( , )=0 171.3-230.7=-59.4<q            donc  c2( , )=1 
Crt 3 7.65-10.5=-2.85<q                 donc  c3 ( , )=1 10.5-7.65=2.85>p                  donc c3( , )=0 
Crt 4 11.6-8.6=3<p                        donc c4 ( , )=0.5 8.6-11.6=-3<q                        donc c4( , )=1 
Crt 5 88-64.7=23.3>q                      donc c5 ( , )=0 64.7-88=-23.3<q                    donc c5( , )=1 
 
TAB.B.2 —  Calcul des indices de concordance. 
B.1.2.2.2  Indice de concordance globale 
Noté , cet indice indique dans quelle mesure il y a concordance avec l’hypothèse « 
la ressource  surclasse la ressource  ». Il s’agit d’une agrégation des indices de  
concordance par critère qui fait intervenir les poids  accordés aux critères. 
Cet indice varie entre 0 et 1. 
 
 
 En utilisant les indices de concordance par critère pour les ressources  et , il est 
possible de calculer les indices de concordance globale. 
 =(1*0.3+0*0.1+1*0.3+0.5*0.1+0*0.2)/(0.3+0.1+0.3+0.1+0.2)=0.65 
  =(0*0.3+1*0.1+0*0.3+1*0.1+1*0.2)/(0.3+0.1+0.3+0.1+0.2)=0.7  
B.1.2.3  Indice de discordance 
Les indices de discordance se calculent par critère. Ils vont affaiblir la concordance 
définie ci-dessus. Noté  ( , ), cet indice montre dans quelle mesure la ressource  ne 
peut surclasser la ressource  parce que le déficit d’évaluation qu’il présente pour le 
critère j considéré est jugé trop important. Il fait intervenir la différence  ( )-  ( ) 
entre les évaluations des ressources quelle est comparée aux seuils de préférence  et de 
veto . Ces indices permettent de prendre en compte l’incomparabilité entre deux 
ressources. 
Si la différence des évaluations pour le critère j est supérieure au seuil de veto , le 
déficit de la ressource  pour ce critère est trop important que pour accepter le 
surclassement de cette ressource ; l’indice de discordance  ( , ) vaut donc 1. 
Si  ( )-  ( ) ≥  alors  ( , ) = 1 
Si la différence des évaluations pour le critère j est inférieure au seuil de préférence , 
l’évaluation de la ressource  n’est pas jugée strictement moins bonne que celle de la 
ressource  ; l’indice de discordance  ( , ) vaut donc 0. 
Si  ( )-  ( ) ≤  alors  ( , ) = 0                        
Si la différence des évaluations pour le critère j est comprise entre le seuil de préférence  
et le seuil de veto , l’évaluation de la ressource  est strictement moins bonne que celle 
de la ressource  ; l’indice de discordance  ( , ) est donc compris entre 0 et 1. Plus 
grand est le déficit de la ressource  par rapport a la ressource  c.-à-d. plus la différence 
 
(F2) 






des évaluations est  proche de  et plus l’indice de discordance tend vers 1. Inversement, 
moins le déficit de la ressource  par rapport a la ressource  est important c.-à-d. plus la 
différence des évaluations est proche de  et plus l’indice de discordance tend vers 0. La 




En utilisant le tableau B.1, il est possible de calculer les indices de discordance par critère 




TAB.B.3 —  Calcul  des indices de discordance. 
B.1.2.4  Degré de crédibilité 
En combinant l’indice de concordance globale et les indices de discordance, il est 
possible de définir un degré de crédibilité du surclassement. Noté  et variant de 0 à 1, il 
traduit la crédibilité à accorder à l’affirmation «  la ressource  est meilleure que la 
ressource  ». 
 Cet indice n’est autre que l’indice de concordance globale affaibli par les indices de 





Si l’indice de discordance vaut 1 pour au moins un critère, le degré de crédibilité est 
nul et ce, quelle que soit la valeur de la concordance globale et le poids du critère. 
Un indice de concordance globale égal à 1 implique que tous les indices de discordance 
sont nuls et que le degré de crédibilité vaut également 1. 
Une fois calculés, les degrés de crédibilité sont rassemblés dans un tableau appelé « 
matrice des degrés de crédibilité ». 
En combinant l’indice de concordance globale et les indices de discordance, il est possible 
de calculer les degrés de crédibilité des surclassements des  ressources  et . 
 Ress1      comparé à   Ress 2 Ress 2      comparé  à     Ress 1 
Crt 1 203000-267400=-164400<p   donc d1( , )=0 267400-203000=164400>v donc d1( , )=1 
Crt 2 p<230.7 -171.3=59.4<v     donc d2( , )=0.61 171.3-230.7=-59.4<p          donc   d2( , )=0 
Crt 3 7.65-10.5=-2.85<v              donc    d3( , )=0 p<10.5-7.65=2.85<v        donc     d3( , )=0.42 
Crt 4 11.6-8.6=3<p                      donc     d4( , )=0 8.6-11.6=-3<p                 donc         d4( , )=0 













    Ress1      comparé à    Ress2        Ress1    comparé à     Ress2       
Indice de concordance global C12 = 0.65 C21= 0.7 
Crt 1 d1( , )=0< C12 d1( , )=1> C21 
Crt 2 d2( , )=0.61< C12 d2( , )=0< C21 
Crt 3 d3( , )=0< C12 d3( , )=0.42< C21 
Crt 4 d4( , )=0< C12 d4( , )=0< C21 
Crt 5 d5( , )=1> C12 d5( , )=0< C21 
Degré de crédibilité  12 = 0   21  = 0 
 
 
On peut observer que bien que l’indice de concordance globale soit, au départ, plus grand 
pour la ressource 1, sa mauvaise performance par rapport à la ressource 2 pour le deuxième 
critère l’empêche finalement d’être considéré comme étant meilleur que la ressource 2. 
La matrice des degrés de crédibilité pour l’exemple choisi est la suivante : 
 
 Ress 1 Ress 2 Ress 3 Ress 4 Ress 5 Ress 6 
Ress 1 1 0 0.11 0.62 0.75 0.36 
Ress 2 0 1 0 0 0 1 
Ress 3 0 0 1 0 0 0 
Ress 4 1 0 0.5 1 0.84 0.7 
Ress 5 1 0.41 0.56 0.83 1 0.74 
Ress 6 0 0.7 0 0 0 1 
       B.1.2.5  Classement des ressources  
         B.1.2.5.1  Introduction 
Le classement des  ressources s’effectue au départ de la matrice des degrés de crédibilité et 
se base sur la définition d’un seuil de discrimination. Il met en œuvre un algorithme dont 
les résultats peuvent être représentés graphiquement. 
B.1.2.5.2   Seuil de discrimination 
Le seuil de discrimination s (λ) a été introduit car le calcul des degrés de crédibilité, 
servant de base au classement, recèle une part d’arbitraire liée notamment aux 
interpolations linéaires. 
Le seuil de discrimination définit donc la limite de la différence des degrés de 
crédibilité à partir de laquelle un surclassement peut être considéré comme étant 
effectivement plus crédible qu’un autre. L’équation utilisée dans les comparaisons est : s 
(λ) = 0,3 - 0,15 λ 
Une fonction décroissante a été choisie plutôt qu’une constante afin de conserver les 
nuances du classement ; 0,1 et 0,4 peuvent être considérées comme non significativement 
différents alors que 0,7 et 1 peuvent l’être. 
Les degrés de crédibilité sont comparés pour chaque paire de ressource. 
Pour un seuil de discrimination s (λ) = 0,3 - 0,15 λ, comparons les degrés de crédibilité 
pour les ressources  et . 
TAB.B.4 —  Calcul des degrés de crédibilité. 
 
TAB.B.5 —  Matrice des degrés de crédibilité. 






 = 0.11 et δ31 = 0 donc λ = 0,11 et s (λ) = 0,28 
 –  < s (λ) on ne peut donc conclure que  la ressource 1 surclasse la ressource 2 
 –  > s (λ) on peut conclure que la ressource 2 surclasse la ressource 1. 
B.1.2.5.3  Algorithme de classement 
La méthode ELECTRE III a pour but de classer les ressources de la  meilleure 
(numéroté 1) a la moins bonne. Pour ce faire, elle opère deux distillations. La première, 
distillation descendante, consiste à sortir de l’ensemble des ressources celui qui est préféré 
à tous, puis de répéter l’opération avec les ressources restantes et ainsi de suite jusqu'à la 
dernière.  
La seconde, distillation ascendante, effectue une opération semblable mais commence 
par sortir la moins préférée d’entre toutes. 
Pour ce faire, l’algorithme calcule, pour chaque ressource, les éléments suivants en 
utilisant les degrés de crédibilité et le seuil de discrimination : 
- la puissance des ressources qui est le nombre de  ressources auxquelles elles sont 
strictement préférées, 
- la faiblesse des ressources qui est le nombre des ressources qui leur sont strictement 
préférées 
- la qualification des ressources qui est la différence entre leur puissance et leur faiblesse 
Ce sont les qualifications des ressources qui sont utilisées par les distillations. 
Les distillations procèdent de la manière suivante : 
a) recherche de la valeur maximale des degrés de crédibilité des ressources à comparer 
λ  
m = max ( ) 
b) calcul du seuil de discrimination (§4.2.5.2) pour  : s ( ) = 0,3 - 0,15  
c) calcul du niveau de séparation +1. Celui-ci correspond au degré de crédibilité 
maximum qui est toutefois strictement inférieur à  - s ( ). Le niveau de séparation 
permet de ne considérer que les surclassements pour lesquels le degré de crédibilité est 
strictement supérieur à ce niveau. 
d) pour les surclassements sélectionnés à l’étape précédente, recherche des surclassements 
strictement crédibles. A partir de ceux-ci, détermination pour chaque ressource, de sa 
puissance, de sa faiblesse et de sa qualification. 
e) Isolement de la ressource ayant la meilleure qualification (distillation descendante) ou la 
moins bonne (distillation ascendante). 
 Puis retour à l’étape a) en ne considérant plus que les ressources restantes et ce, jusqu’à 
épuisement des ressources. 
Remarque : Si deux ou plusieurs ressources ont la même meilleure (distillation 
descendante) ou moins bonne (distillation ascendante) qualification, on recommence, pour 
ces ressources, le processus à l’étape b) en considérant m = m + 1 jusqu’à ce qu’on puisse 
isoler une seule ressource ou que  = 0. 
Cet algorithme permet de considérer d’abord les surclassements ayant un degré de 
crédibilité élevé puis de moins en moins élevé en procédant par palier. Plus les degrés de 
crédibilité sont faibles et plus leur différence doit être élevée pour accepter le 
surclassement. La méthode de classement accepte l’ex-æquo entre deux ou plusieurs 
ressources. 






Seule la première étape de la distillation est présentée à partir de la matrice des degrés de 
crédibilités. 
Etape m = 1 
a)  = 1 
b) s( ) = 0,3-0,15*1 = 0,15 
c)  
Ne sont donc considérés que les surclassements                                      dont le degré de 







 Ress 1 Ress 2 Ress 3 Ress 4 Ress 5 Ress 6 
Surclassement - Ress 6 - Ress 1 Ress 1 - 
Puissance 0 1 0 1 1 0 
Faiblesse 2 0 0 0 0 1 
Qualification -2 1 0 1 1 -1 
 
 
La ressource 1 peut être isolé pour la distillation ascendante donc le sous ensemble 
d’actions  restants (ressources 2, 3, 4,5et6), et on ne peut pas isoler les ressources 2, 4,5 
pour la distillation descendante après La distillation  reprenne au point b) pour les 
ressources 2, 4,5 jusqu’à ce qu’on puisse isoler une seule action ou que   = 0.  
Les classements des ressources par les deux distillations sont représentés dans le tableau 
suivant : 
 Distillation descendante Distillation ascendante 
Ress 1 3 5 
Ress 2 2 2 
Ress 3 4 3 
Ress 4 2 1 
Ress 5 1 1 





1 et S(1)=0.15 :  
1 et S(1)=0.15 :  





TAB.B.6 —  Matrice de surclassement. 
TAB.B.7 —  Distillation descendante /  ascendante.  






B.1.2.5.4  Représentation des résultats 
Les deux distillations attribuent le numéro 1 à la meilleure ressource et le numéro n a la 
moins bonne (n est inférieur ou égal au nombre total des ressources à comparer suivant que 
certains sont classés ex æquo ou non). 
L’étude des deux distillations permet de déterminer le classement final des ressources. 
La position des ressources dans ce classement final est définie par ordre croissant du 
nombre de ressources par lesquels ils sont surclassés. Ainsi, la ressource le moins de fois 
surclassé se verra attribuer l’ordre 1, le suivant l’ordre 2 et ainsi de suite. Les 
surclassements sont déterminés en adoptant les conventions suivantes : 
- une ressource  surclasse une ressource  si la ressource  surclasse la ressource  
dans les deux distillations ou s’elle la surclasse dans une distillation et est équivalente dans 
l’autre ; 
- une ressource  est incomparable à une ressource  si la ressource  surclasse la 
ressource  dans une distillation et est surclassé par la ressource sk dans l’autre ; 
- une ressource  est équivalente à une ressource  s’il est équivalent dans les deux 
distillations. 
Les relations de surclassement peuvent être représentées sous la forme d’un graphe (figure 
B.1). Chaque ressource y est représentée sur un niveau qui représente la position dans le 
classement final. Si la ressource  surclasse une ressource  , une flèche partant de  et 
aboutissant à    lie les deux ressources. Si aucune relation de surclassement n’existe entre 
les deux ressources (relation d’incomparabilité), aucune flèche ne les relie. Si les deux 
ressources sont équivalentes, elles sont représentées dans un même cadre, soit unis par un 
trait d’union. 
A partir des classements des deux distillations, il est possible de déterminer pour chaque 
ressource, les ressources qu’elle surclasse, les ressources par lesquelles elles sont 
surclassées, les ressources incomparables et les ressources équivalentes. 
 
 surclasse Est surclassé par est incomparable à est équivalent à 
Ress 1 - 2, 4,5 3,6 - 
Ress 2 1, 3,6 4,5 - - 
Ress 3 6 2, 4,5 - - 
Ress 4 1, 2, 3,6 5 - - 
Ress 5 1, 2, 3, 4,6 - - - 
Ress 6 - 2, 3, 4,5 - - 
                                         
 
 
Le classement final d’une ressource est déterminé en considérant le nombre de ressources 
par laquelle elle est surclassée. La ressource 5 n’est surclassée par aucune ressource, elle 
prend donc l’ordre 1. La ressource 6 est surclassée par 4 ressources et se voit attribuer le 
classement suivant, soit l’ordre 5. La représentation des relations sous forme d’un graphe 





TAB.B.8 —  Relation entre ressources. 



























FIG.B.1 —  Représentation des relations de surclassement des ressources selon la méthode 
ELECTRE III. 
 
    
B.1.3  Discussion 
La description détaillée de la méthode de comparaison multicritère ELECTRE III 
permet d’apprécier la finesse de classification des ressources. Les classements dépendent 
évidemment des poids et des valeurs des seuils associés à chaque critère.  
Il est aussi à noter que le classement est relatif. Les ressources sont classées les unes 
par rapport aux autres. Le classement se modifie donc en fonction des ressources 
comparées. Il pourrait aussi exister une ressource, non comparée, qui répond encore mieux 





L’agent coordinateur : code JAVA  
Agent AC : 
Public class AC extends jade.gui.GuiAgent{ 
  transient protected ACGui myguiac; 
  public AID acagent= getAID(); 
  private static final long serialVersionUID = -1254145724896900733L; 
 
  public AC() { 
  } 
  protected void setup() { 
     myguiac = new ACGui(this); 
     myguiac.setBounds(850,10,450,450); 
     myguiac.setTitle(getAID().getName()); 
     myguiac.setVisible(true); 
     System.out.println("Agent Coordinateur "+getAID().getName()+" est près."); 
     ParallelBehaviour controle = new 
ParallelBehaviour(ParallelBehaviour.WHEN_ALL); 
     controle.addSubBehaviour(new ACInterface()); 
     controle.addSubBehaviour(new ACApprentissage()); 
     controle.addSubBehaviour(new ACCoordination(this)); 
     controle.addSubBehaviour(new ACDecision()); 
     addBehaviour(controle); 
 
     //Enregistrement de l'agent au près du DF 
     DFAgentDescription dfd = new DFAgentDescription(); 
     dfd.setName(getAID()); 
     ServiceDescription sd = new ServiceDescription(); 
     sd.setType("Agent Coordinateur"); 
     sd.setName("Allocation - Gestion de conflits - Gestion des pannes"); 
     dfd.addServices(sd); 
     try { 
       DFService.register(this, dfd); 
     } 
     catch (FIPAException ex) { 
     } 
 
   }  
 
Les transition du protocole 
 
registerFirstState(new prepar_init(a), PREPARE_INITIATIONS);// Envoie les accords 
ou les rejects des initiations 
    registerState(new recept_data(), RECEPT_DATA);// Reception des données 
d'allocation en detail et préparation du cas 
    registerState(new ident_cas(Cas_liste,AgentAR_liste), 
IDENT_CAS);//Identification du cas 
    registerState(new trait_cas(CAS_WINNER), TRAIT_CAS);//Identification de l'état 
de la ressource 
    //registerState(new proto_lib(), PROTO_LIB);//Lancement du protocole de 
libération 
    registerState(new prior_taches(AgentAR_liste,Taches_liste), 
PRIOR_TACHES);//Identification des priorités des taches 
    registerState(new proto_perform(Agent_concurent), PROTO_PERFORM);//Lancement du 
protocole de performance 
    registerState(new etat_types(Type_concurent), ETATS_TYPES); 





    //registerState(new emplac_plan(), EMPLAC_PLAN);//Identification de 
l'emplacements des tache dans le planning général 
    //registerState(new stock_enc(), STOCK_ENC);//Identification des stocks encours 
    registerState(new random_fct(Agent_concurent), RANDOM);// fonction random 
 
 
    //registerState(new receive_demande(), RECEIVE_DEMANDE); 
    registerLastState(new fin_proto(), FIN_PROTOCOLE); 
 
    registerDefaultTransition(PREPARE_INITIATIONS,RECEPT_DATA); 
    //registerDefaultTransition(PREPARE_INITIATIONS,FIN_PROTOCOLE); 
    registerTransition(PREPARE_INITIATIONS, FIN_PROTOCOLE, 2); 
 
    registerDefaultTransition(RECEPT_DATA,IDENT_CAS); 
    registerTransition(RECEPT_DATA, PROTO_LIB, 3); 
    registerTransition(RECEPT_DATA, FIN_PROTOCOLE, 2); 
 
    registerDefaultTransition(IDENT_CAS,PRIOR_TACHES); 
    registerTransition(IDENT_CAS,TRAIT_CAS , 3); 
 
    registerDefaultTransition(PRIOR_TACHES,FIN_PROTOCOLE); 
 
    registerDefaultTransition(TRAIT_CAS,FIN_PROTOCOLE); 
 
    registerTransition(PROTO_LIB, FIN_PROTOCOLE, 2); 
 
    registerDefaultTransition(PRIOR_TACHES, PROTO_PERFORM); 
    registerTransition(PRIOR_TACHES, FIN_PROTOCOLE, 2); 
 
 
    registerDefaultTransition(PROTO_PERFORM, ETATS_TYPES); 
    registerTransition(PROTO_PERFORM, FIN_PROTOCOLE,2); 
 
    //registerTransition(EMPLAC_PLAN, STOCK_ENC, 1); 
    //registerTransition(EMPLAC_PLAN, FIN_PROTOCOLE, 2); 
 
    registerDefaultTransition(ETATS_TYPES, RANDOM); 
    registerTransition(ETATS_TYPES, FIN_PROTOCOLE, 2); 
 
    registerDefaultTransition(RANDOM, FIN_PROTOCOLE); 
 
Les etats 
protected static final String PREPARE_INITIATIONS = "Prepare-initiations"; 
  protected static final String RECEPT_DATA = "Recept-data"; 
  protected static final String RECEIVE_DEMANDE = "Receive-demande"; 
  protected static final String IDENT_CAS = "Identification-cas"; 
  protected static final String TRAIT_CAS = "Traitement_cas"; 
  protected static final String PROTO_LIB = "Protocole-libération"; 
  protected static final String PROTO_PERFORM = "Protocole-performance"; 
  protected static final String PRIOR_TACHES = "Priorité-tache"; 
  protected static final String EMPLAC_PLAN = "Emplacement-planing"; 
  protected static final String STOCK_ENC = "Stock-encours"; 
  protected static final String RANDOM = "Random"; 
  protected static final String ETATS_TYPES = "Types_de_taches"; 
  //protected static final String CHECK_IN_SEQ = "Check-in-seq"; 
  //protected static final String HANDLE_NOT_UNDERSTOOD = "Handle-not-understood"; 
  //protected static final String HANDLE_FAILURE = "Handle-failure"; 
  //protected static final String HANDLE_OUT_OF_SEQ = "Handle-out-of-seq"; 
  //protected static final String CHECK_SESSIONS = "Check-sessions"; 












Decision de l’agent AC 
 
public class ACDecision extends CyclicBehaviour{ 
  protected static final String SELECT_QUERY = "Requete de selection"; 
  protected static final String DECISION = "Décision"; 
  protected static final String ALLOCATION = "Allocation de ressource"; 
 
  public ACDecision() { 
    System.out.println("Module Décision lancé avec succès"); 
  } 
 
  public void action() { 
//System.out.println("AC: Module de Décision lancé"); 
    MessageTemplate temp1 = MessageTemplate.and(MessageTemplate. 
    MatchPerformative(ACLMessage.REQUEST), 
    MessageTemplate.MatchProtocol(Proto.ProtoNames.InteractionProtocol. 
        PANNE_PROTO_INIT)); 
    MessageTemplate temp2 = MessageTemplate.MatchConversationId(DECISION); 
    MessageTemplate temp = MessageTemplate.and(temp1, temp2); 
    ACLMessage message = this.myAgent.receive(temp); 
 
    if(message!=null){ 
    //Selection des ressource libre qui peut exécuter cette tache 
    // si ressource existe allocation 
    //sinon envoyé une liste d'agent qui sont entreint d'éxécuter la même tache 
    String idt = message.getContent(); 
    int id_tache = Integer.parseInt(idt); 
    System.out.println("ACDecision: Recherche sur la tache "+id_tache); 
    //Recherche une ressource libre avec cette tache 
    try { 
      Class.forName("com.mysql.jdbc.Driver"); 
      Connection conn = DriverManager.getConnection( 
          "jdbc:mysql://localhost/bdc", "root", ""); 
      System.out.println("ACDecision ---> Connexion réussie"); 
      conn.createStatement(); 
      String st2 = "select * from ressource,genre where ressource.ETAT = 'Libre' 
and genre.ID_GENRE=ressource.ID_GENRE and (genre.TACHE1= '" + 
          id_tache+"' OR genre.TACHE2='" +id_tache +"' OR genre.TACHE3='"+ 
id_tache+"')"; 
      Statement sta2; 
      sta2 = conn.createStatement(); 





      ResultSet résultat=sta2.executeQuery(st2); 
      System.out.println("ACDecision :RECHERCHE DE RESSOURCE LIBRE FINI AVEC 
SUCCES"); 
      if(résultat.next()){ 





Une prise de décision efficace repose souvent sur le contrôle de l’information dans 
le temps, cette action vise à capturer des éléments d’information les plus importants 
qui sont mis à jour de différentes manières. L’intégration des agents aux Systèmes 
Interactifs d’Aide à la Décision (SIAD) fournit un moyen rentable pour la prise de 
décision. Les agents planifient dans le système et poursuivent leurs buts et sous-
objectifs en coopérant, coordonnant leurs tâches et en négociant entre eux afin de 
répondre avec souplesse et intelligence aux situations dynamiques et imprévues. En 
gestion de production temps-réel, le système d’aide à la décision mémorise  l’état 
courant de l’atelier. Il connaît à tout moment l’ensemble des décisions et des 
événements possibles. Nous distinguons trois contextes d’aide à la décision : (i) aide à 
la décision pour une séquence admissible; (ii) aide à la décision pour le recouvrement 
de l’admissibilité et (iii) aide à la décision et à la négociation entre les centres de 
décision hors du contexte planifié. 
La présente thèse propose un SIAD à base d’agents afin de résoudre certains 
problèmes d’incertitude dans le système d’ordonnancement de la production 
dynamique. Le système développé donne aux centres de décision la possibilité pour 
prendre des décisions dans un contexte dynamique. Plus précisément, les  Stations 
Intégrées de Production (SIP) seront équipées d’un comportement suffisant pour 
exécuter des opérations concrètes et réagir simultanément à la complexité des 
problèmes causés par l’ordonnancement dynamique dans des situations réelles. Ces 
agents expriment leurs préférences en utilisant la méthode ELECTRE III, afin de 
résoudre les différences. Le mécanisme de négociation est basé sur le Protocole 
Contract Net (CNP). Le protocole développé sur JADE fournit des échanges de 
messages entre les agents et leur propose des comportements prédéfinis. L’approche 
est testée à travers des scénarii simples. 
 
Mots-clés: Gestion de Production, ELECTRE III, Système Multi-Agent (SMA), 
Négociation, Coordination, Ordonnancement dynamique, Système Interactif d'Aide à 























An effective decision making is often based on control information in time. This 
action aims to capture the current state of the most important information elements 
updated in different ways. For Decision Support Systems (DSS), the software agents’ 
integration provides an automated, cost-effective means for making decisions. The 
agents in the system autonomously plan and pursue their actions and sub-goals to 
cooperate, coordinate, and negotiate with others, and to respond flexibly and 
intelligently to dynamic and unpredictable situations. In real-time production 
management, the DSS memorizes the current state-of the workshop. It knows 
constantly all possible decisions and the possible events involved. We distinguish 3 
contexts for the decision-making aid: (1) Decision-making aid in the context of an 
acceptable sequence; (2) Assistance for the admissibility covering; and (3) negotiation 
support among different decision-making centers in a dynamic context. The present 
thesis proposes an agent architecture-based DSS in order to solve some uncertainty 
problems in dynamic production system scheduling. The proposed DSS gives the 
decision centers the opportunity to make decisions in a dynamical context. 
Specifically, Integrated Station of Production agents (ISP) will be equipped with a 
sufficient behavior to carry out practical operations and simultaneously react to the 
complex problems caused by the dynamic scheduling in real situations. These agents 
express their preferences by using ELECTRE III method in order to solve differences. 
The negotiation mechanism is based on the Contract Net Protocol (CNP). The 
coordination protocol developed on JADE provides message exchanges between 
agents and offers them predefined behaviors. The approach is tested through simple 
scenarios.   
 
Key-words: Production management, ELECTRE III, Multi-Agent Systems 
(MAS), Negotiation, Coordination, Dynamic Scheduling, DSS, Integrated Station of 
Production (ISP), Contract Net Protocol, JADE. 
 
 
 
