Abstract-Departing from Network Information Flow (NIF) that studies network coding in graphs, Space Information Flow (SIF) is a new paradigm that studies network coding in a geometric space. This work focuses on the problem of min-cost multicast network coding in a 2-dimensional Euclidean space. We prove a number of properties of the optimal SIF solutions, and propose a two-phase heuristic algorithm for computing the optimal SIF. The first phase computes the optimal topology through space partitioning that translates the SIF problem into a NIF problem, which is then solved using linear optimization. The second phase computes the min-cost embedding of the SIF topology found in the first phase, by fine tuning the location of each relay node using properties that an optimal SIF must satisfy.
Fig. 1. Network Coding in Space (SIF)
Comparatively, a new paradigm of Space Information Flow (SIF) [4] [5] , which studies network coding in a geometric space, was proposed by Li et al. in 2011 . This paper uses the terms SIF and network coding in space in an interchangeable way (See Fig.1 ). While both SIF and NIF employ network coding as a fundamental technique for information transmission, they also have important difference: SIF allows the introduction of extra nodes (a set of relay nodes) to connect a set of given terminal nodes, while NIF is about information transmission in a fixed network topology, without the freedom of introducing new relay nodes. We use relay nodes for network coding in space to distinguish from Steiner nodes that is adopted by routing in space. There also exists distinct difference between network coding in space and routing in space. The optimal solution to optimal multicast routing in space can be cast into the Euclidean Steiner Minimal Tree (ESMT) problem [6] . An ESMT can connect a set of given terminal nodes in an Euclidean space with free introduction of extra nodes (a set of Steiner nodes). Network coding in space can reduce multicast cost, leading to a > 1 cost advantage. The cost advantage is defined as the ratio of minimum cost necessary for achieving a target throughput by routing over that of network coding [3] . In contrast with the multiple source examples in [4] [7] , we present the first single source example, the Pentagram (Fig.2) to illustrate that the cost advantage can be strictly bigger than 1 in space. The Pentagram example (a) 6 terminal nodes in 2-D Euclidean space (b) using optimal ESMT(cost=4.64/bit) (c) using network coding(cost=4.57/bit) The Pentagram Example. Fig.2(a) shows six terminal nodes in a 2-D Euclidean space, where five nodes (A to E) form a regular pentagon centered at node F. Assume the radius of the circumscribed circle is 1. The communication demand is for the source F to multicast messages to the sinks (A to E). We will compare the cost between network coding and routing. Here we define cost in terms of the total number of bit-meters of information transmission required for achieving a 1 bit endto-end throughput. With routing ( Fig. 2(b) ), the optimal ESMT can be computed [8] and the cost is 4.64/bit. With network coding ( Fig. 2(c) ), we can introduce five relay nodes (nodes 1 to 5) each adjacent to three links that form three 120
• angles. The total distance is 9.14, while every sink receives 2 bits. The normalized cost is 9.14/2=4.57/bit<4.64/bit (optimal ESMT). The cost advantage is 4.64/4.57≈1.015. From the Pentagram example, it can be seen that the performance of network coding in space can be strictly better than optimal routing in space. What is important is not the absolute difference, which is small, but the fact that network coding in space is a fundamentally different problem than routing in space, with a different combinatorial structure and flavor, and perhaps a different computational complexity.
For routing in space, Gilbert et al. [9] studied properties of optimal ESMT. The computational complexity of ESMT is known to be NP-Hard [6] , and three types of algorithms for ESMT exist in the literature: exact algorithms [6] , heuristic algorithms [6] and approximation algorithms (e.g. PTAS [10] ). There exist Polynomial Time Approximation Schemes (PTAS) for ESMT that adopt the geometric partitioning approach, similar to the first phase of our proposed SIF algorithm in this work. For network coding in space (SIF), Li and Wu [5] studied the multiple-unicast case of network coding in space. Yin et al. [7] proved a number of properties of network coding in 2-D Euclidean space. Xiahou et al. [11] proposed a unified geometric framework in space to investigate the Li-Li conjecture on multiple unicast network coding in undirected graphs. The properties and complexity of SIF as well as algorithm design, however, are still open, and appear hardwe need to compute not only the number of relay nodes, the exact geometric location of each relay node, but also the best way of interconnecting them, and then the best multicast flow over such an interconnection topology. For instance, even the number of relay nodes is fixed to be a constant, a natural straightforward formulation of the SIF problem still involves geometric programming that cannot be solved in polynomial time via general optimization techniques.
In this work, we focus on the problem of min-cost multicast network coding in a 2-D Euclidean space. We present and prove important properties of optimal SIF solutions, and design the first heuristic algorithm for the SIF problem. The algorithm contains two phases. In the first phase, we employ geometric partitioning for translating a SIF problem into a NIF problem, which is solved through linear programming (LP). In the second phase, we utilize the properties of optimal SIF solutions for iteratively fine tuning a given optimal multicast network topology towards its optimal embedding in the Euclidean space.
In the rest of this paper, problem formulation and definitions are given in Section II. The properties and the heuristic algorithm are presented in Section III and IV, respectively. Section V provides simulation studies. The final section is conclusions.
II. FORMULATION AND DEFINITIONS
While there exist interest in studying the SIF problem in more general metric spaces [11] , in this work we focus on the problem of min-cost multicast network coding in a 2-D Euclidean space. The formulation of the problem is as follows. Given N terminal nodes in a 2-D Euclidean space and a multicast session from one source to a number of sinks. The communication demand is to find a min-cost transmission scheme using SIF, which permits the introduction of extra nodes (a set of relay nodes). The cost is defined as e w(e)f (e), where f (e) is the information flow rate of a link e in space, and w(e) is the weight of the link e. Here we use the Euclidean distance |e| of e to represent the weight w(e) [4] . When a SIF scheme is computed, a network G can be induced. A SIF solution is an embedding of a multicast network G into a 2-D Euclidean space.
We adopt the discrete model by Yin et al. [7] to explain SIF briefly. Given a source that multicasts h messages to a number of sinks, where h is the minimum among the maximum number of link disjoint paths from the source to each sink. When h = 1, SIF degrades to the ESMT problem [7] . In that case, the cost advantage equals 1, and network coding does not make a difference. The Pentagram example of SIF corresponds to h = 2.
Similar to a solution of routing in space, e.g. ESMT [9] , a solution of network coding in space also considers two factors: topology and positions. The former further includes a flow routing scheme that specifies the flow rate on each link.
A SIF topology specifies which pairs of nodes (including terminal nodes A 1 , A 2 , · · · , A N and relay nodes R 1 , R 2 , · · ·) are directly connected through a link, and further specifies the flow rate along each link. The positions of terminal nodes are fixed and the positions of relay nodes are not.
A rectangle in a 2-D Euclidean space is an axis-aligned rectangle. The size of the rectangle is the length of its longer edge. The bounding box of a set of given terminal nodes is the smallest rectangle enclosing them [10] .
III. PROPERTIES OF SIF
Yin et al. [7] analyzed a number of properties of multicast SIF, including the convex hull property, convexity and wedge property. We further examine the property of SIF solutions from the perspective of embedding optimal topologies for a minimum cost.
Given an undirected network G = (V, E), an embedding of G is balanced, if there exists a force function F : V ×V → R 2 satisfying the following conditions that make each relay node u stable ( v∈V F (u, v) = 0):
where f (uv) is the total flow rate on an undirected link uv
|uv| is the unit vector with the same direction of − → uv. When no two nodes coincide in location, a unique force function can be determined from the equations above.
Theorem 1: Given an optimal SIF topology with the minimum number of nodes, its optimal embedding must be balanced.
Proof: As the topology has the minimum number of nodes, in its optimal embedding, no two nodes share a common position. Otherwise, we can view the two nodes as one to obtain an optimal topology with less nodes.
By way of contradiction, assume that an optimal embedding is not balanced. Then there exists a relay node u such that 
The difference of the cost after moving the relay node u by ∆ → x → 0 is:
That is, the cost becomes asymptotically smaller after moving a relay node, contradicting the assumption that the embedding is of minimum cost.
Theorem 2:
For an optimal topology with the minimum number of nodes, any balanced embedding of SIF achieves min-cost.
Proof: Let → z u = (x u , y u ) denote the location of node u, the cost (denoted as C) is a function of the location of all relay nodes (
, where R is a set of relay nodes. For ∀p, q ≥ 0, p + q = 1, the cost function is convex because
Note that "≤" becomes equality iff → uv has the same direction in the two embeddings ( → z u , u ∈ R) and ( → z u , u ∈ R). Thus, the problem is an unconstrained convex optimization problem, which can be solved using general convex optimization techniques. Furthermore, since the cost function is differentiable, a necessary and sufficient condition for an embedding to be optimal is C = 0 [12] . In our case,
xu−xv |uv| = 0 Combining the equation on y u , we can see that this condition is equivalent to v∈V f (uv)
v∈V f (uv)δ( → uv) = 0, which completes the proof. Theorems 1 and 2 together suggest that the optimal embedding of a SIF topology can be achieved by an equilibrium method (adjusting the positions of the relay nodes to the state of balance), once the optimal topology is known. However, it is of highly non-trivial to determine where to place the relay nodes in a 2-D Euclidean space and to determine how many relay nodes are sufficient. In addition to the equilibrium method, we present a partitioning+LP method: compute a bounding box of given N terminal nodes on a 2-D Euclidean space; use geometric partitioning on the bounding box to generate a q × q grid; take the centers (intersection points of diagonals) of all rectangular cells of the grid as the candidate relay nodes; construct a complete graph based on the N terminal nodes and q × q candidate relay nodes; apply LP on the complete graph to compute the optimal topology. It is proved in the following Theorem 3 that this method can approach the optimal topology of SIF if the partitioning is sufficiently fine-grained.
Theorem 3: Sufficiently fine-grained partitioning in the partitioning+LP method yields the optimal topology of SIF.
Proof: By way of construction, we construct two LP models, named partitioning model (Equation (4)) and OPT model (Equation (5)). The partitioning model can achieve an optimal SIF topology (including the optimal flow rate of each link) that is the same as that of the OPT model if the criteria of sufficiently fine-grained is satisfied. The criteria has a twofold meaning here. First, each cell of the grid contains at most one relay node from some optimal SIF solutions; second, the inequality (6) derived from the 100 percent rule (Section 6.7 in [13] ) of LP sensitivity analysis should be satisfied.
The partitioning model (Equation (4)) is based on an undirected complete graph generated from geometric partitioning. The partitioning may be uniform or non-uniform. We adopt uniform partitioning in Algorithm 1 in Section IV. The graph is denoted as G = (V, E), where V is the set of N terminal nodes and q × q candidate relay nodes, E is the set of undirected links. Due to the undirected property of transmission in space, we make links bi-directed and denote a set of directed links as A = { − → uv, − → vu|uv ∈ E}. In the LP objective function, the decision variable f ( − → uv) represents the combined effective flow rate on a link − → uv. The coefficient (i.e. weight) w( − → uv) represents the Euclidean distance | − → uv|(= | − → vu| = |uv|). In the LP constraints, f i ( − → uv) represents the rate of network information flow S → T i on a link − → uv. This kinds of network information flows are conceptual in that they share instead of compete for available bandwidth of a link [14] . f ( − → uv) equals to the maximum among all f i ( − → uv). V ↑ (u) and V ↓ (u) denote upstream and downstream adjacent set of u in V , respectively. r is a multicast rate from the source S to each sink T i . We assume there is a conceptual link from each sink T i back to the source S with the rate r, for concise representation of flow conservation constraints [14] . c( − → uv) is the capacity of link − → uv.
The OPT model (Equation (5)) is constructed based on the assumption that the number and the positions of the relay nodes are optimal. Hence, it can be used to compute the optimal topology that includes the optimal flow rate on each link. As there are changes of the positions of the relay nodes, the weight is denoted as w * ( − → uv). Constraints are the same as the partitioning model.
Next, we proceed to prove that the two LP models lead to the same optimal solution (the same flow topology with equal flow rates on each link) if the partitioning is sufficiently finegrained (i.e. q is sufficiently large). We make the partitioning in the partitioning model sufficiently fine so that each cell contains at most one optimal relay node in the OPT model. Node perturbation, i.e., moving the candidate relay nodes in the partitioning model to the positions of the optimal relay nodes in the OPT model, will not affect the optimal solution. Since one relay node may connect several adjacent links, it will result in the simultaneous changes of several coefficients (i.e. weights) in the objective function. We apply the 100 percent rule [13] of LP sensitivity analysis. Node perturbation does not affect the optimal solutions of two LP models as long as 100 percent rule is satisfied:
where ∆w( − → uv) is the changes of coefficients in the objective function after node perturbation, i.e. w( − → uv) − w * ( − → uv); ∆w AI/AD ( − → uv) is Allowable Increase or Allowable Decrease [13] that refers to how much an coefficient of the objective function can change without affecting the optimality of the solution. ∆w AI/AD ( − → uv) can be obtained by computation of LP sensitivity analysis. As we adopt uniform partitioning, ∆w( − → uv) is no longer than the length of the diagonal of the smallest cell in the grid, i.e. ∆w( − → uv) ≤ √ 2L/q, where L is the length of the longer edge of the bounding box. Thus,
If the partitioning parameter q is sufficiently large, the inequality (7) can be satisfied, which subsequently ensures that inequality (6) can be satisfied. Thus, node perturbation will not affect the optimal solution and the two LP models achieve the same optimal solution.
We can also adopt the geometric interpretation of sensitivity analysis to show that the two LP models can achieve the same optimal solution as long as the partitioning is sufficiently finegrained. The feasible regions are non-empty since we can find a scheme of ESMT as one of the LP solutions; the LP feasible region is bounded because the flow rate on every link is bounded by link capacity. Given bounded non-empty feasible region, an LP has a single solution or multiple solutions. Moreover, the feasible region is convex. Consequently, the optimal solution can be found among the vertices of the convex feasible region. If the coefficients of the objective function change, the hyperplane of the objective function will change correspondingly. If the partitioning is sufficiently finegrained, the change of coefficients is sufficiently small, the hyperplane of the objective function does not coincide with any hyperplane of the constraints, the optimal solution does not change.
The optimal solution of SIF may be unique or nonunique: (1) If the optimal solution f * ( − → uv) for minimizing Σw( − → uv)f ( − → uv) is unique, then by the geometric interpretation, we can see that a sufficiently small perturbation to vector w( − → uv) into w * ( − → uv) does not affect the optimality of
is not unique, then the following is still true: given the sufficiently small perturbation of w( − → uv) into w * ( − → uv), at least one of the optimal solutions (one of the corner points in the polytope of all feasible solutions) remains optimal. Exactly which one remains optimal will depend on the direction of perturbation of w( − → uv) in the geometric interpretation. Therefore, we can conclude that when the partitioned grids are sufficiently small, the topology and flow rates are the same to at least one of the optimal space information flows.
Property 1 (Source independence):
The optimal topology and positions of a multicast transmission in Euclidean space are independent on the selection of the source from a fixed set of multicast terminal nodes.
Proof: We apply the sibling result on network coding in graphs, namely the property of source independence for multicast network coding in undirected networks [15] . For network coding in space, we transform the geometric space into a graph by the partitioning+LP method and the equilibrium method. The partitioning model is based on the undirected graph. Thus, all the simple cut conditions [15] can still be satisfied when the source is chosen differently among the set of multicast terminals.
IV. A HEURISTIC ALGORITHM FOR SIF
We present an algorithm that adopts the partitioning+LP method and the equilibrium method as its two phases. The first phase is to compute an optimal topology, and the second phase is to find the optimal positions of the relay nodes in the topology (the optimal embedding). while i : 1 → |Relay node| do 8:
Compute resultant force − → F i of relay node R i ; 9: 
B. Phase II: Optimal Embedding of A SIF Topology
Based on the SIF topology from Phase I, the relay nodes are fine-tuned to their corresponding optimal positions by the equilibrium method. (6) If the resultant force − → F i of a relay node R i does not approach zero (i.e. less than a small positive rational number 1 ), the relay node R i will be moved with a stepsize ∆ − → F i . As the algorithm (Phase II) iterates, the stepsize decreases, for the fine-tuning to gradually converge. An example stepsize sequence is is bigger than zero and smaller than 2 (where 2 is a small positive rational number), output MINCOST * and stop; Otherwise, increase q with a stepsize ∆q (e.g. =1) and goto step (2).
V. SIMULATION STUDIES
We implemented the heuristic algorithm for simulation studies that target to answer a sequence of basic questions on the SIF problem, as listed below.
A. Is Pentagram the optimal SIF?
The SIF scheme in Pentagram (Fig.2(c) ) is strictly better than ESMT (Fig.2(b) ) that is optimal routing in space. However, it is unclear whether Pentagram is the optimal SIF with regard to the six terminal nodes (Fig.2(a) ). We apply Algorithm 1 on this input in Euclidean plane (Case 1). Assume the source is the center (Node F in Fig.2 ) of Pentagram. We adopt glpk 4.48 as the LP solver and use MATLAB to simulate the equilibrium method. The optimal topology after Algorithm (Phase I) is shown in Fig.3 , and the optimal embedding after Algorithm (Phase II) is shown in Fig.4 . The relationship between minimum cost of LP and q is shown in Fig.5 , where the optimal cost of SIF can be computed after Algorithm (Phase II) and ESMT can be obtained by GeoSteiner [16] . Figure 5 shows that the minimum cost of the partitioning model approaches the optimal cost of SIF as q increases, suggesting that the scheme of Pentagram is the optimal SIF. In addition, we also verify the property of source independence of SIF. We re-configure a non-center node (e.g. Node A in Fig.2 ) as the source, and obtain the same relationship between minimum cost and q (Fig.5) as well as the equilibrium result (Fig.4) . However, the computation time of the LP solver is different when the source is chosen differently, and is longer with a non-center source.
B. Degree and Angle at Relay Nodes in Optimal SIF
In an optimal ESMT [9] , the degree of Steiner node is always 3; three lines at each Steiner node meet always at 120
• ; the upperbound on the number of necessary Steiner nodes is N −2. It is natural to ask what are the corresponding properties in SIF. We apply Algorithm 1 on five terminal nodes that form a regular pentagon in 2-D Euclidean space (Case 2). The topology after Algorithm (Phase I) is shown in Fig.7 , and the optimal embedding after Algorithm (Phase II) is shown in Fig.8 . The relationship between minimum cost of LP and q is shown in Fig.6 . Figure 8 shows that the optimal SIF is the same as the optimal ESMT in Case 2 -SIF degrades into ESMT in this case. Thus, the relay nodes correspond to Steiner nodes. Cases 1 and 2 suggest that the degree of the relay node is 3 and three lines meets at 120
• at each relay node. However, whether this is true for SIF in general is still an open problem. As for the upperbound on the number of relay nodes, it can be bigger than N −2 in Case 1. The reason is that the SIF scheme is not always a tree, while the optimal ESMT is always a tree. Proving a tight upper-bound on the number of relay nodes in SIF is also an open problem, although loose bounds are recently proven by Yin et al. [7] .
C. Can SIF Have Multiple Solutions?
In the proof of Theorem 3, it is mentioned that multiple optimal solutions may exist for a given SIF problem, corresponding to the possibility of multiple optimal solutions of the min-cost multicast LP in Algorithm (Phase I). We apply Algorithm 1 on four terminal nodes that form a square in Euclidean space (Case 3). The results show that there are two topologies for the optimal SIF. Furthermore, the optimal SIF degrades to an ESMT as well. In fact, the ESMT of Case 3 also has two optimal solutions [9] .
D. SIF with Randomly Distributed Terminals
We further apply Algorithm 1 on randomly distributed terminal nodes in Euclidean space (Case 4). We adopt the Waxman model to generate randomly distributed terminal nodes whose number is Poisson distributed with intensity proportional to the bounding box size. In most such random settings, the observed cost advantage is equal to 1. For example, Figure 9 is one of results after Algorithm (Phase II) with regard to ten randomly distributed terminals. We then examined with Pentagram-like randomly deployed terminal nodes in space. We first place six terminal nodes similar to the Pentagram and then place a few extra terminals randomly. Figure 10 (one of results when N =10) shows that network coding makes a difference when SIF has a Pentagram-like topology. It appears that the Pentagram style of settings of SIF represents the space equivalent of combination networks in graphs, which are classic types of inputs where network coding is likely to make a difference.
VI. CONCLUSIONS
This work focuses on the single multicast setting of a recently proposed problem, space information flow (SIF). We present a single source example that motivates the study of SIF in a geometric space. We prove a few properties regarding the optimal solution to SIF, and present the first heuristic algorithm for solving the SIF problem. Our algorithm has two sequential phases. In phase one, geometric partitioning and min-cost multicast LP for graphs are combined for computing the SIF topology. In phase two, an iterative process that gradually "settles down" the SIF topology into a balanced state is designed for computing the optimal embedding.
