One of the most used statistical methods in economic and business studies involving time series is related to predicted responses ( ỹ values), which can be estimated with two different approaches, namely cubic spline regression method (CSR) and prediction sum of squares statistic (PRESS). This study aims to set and discuss the relation between these two approaches in estimation of predicted responses. In first approach estimated ỹ values are determined from the derived restricted model. According to the second approach, they are estimated with prediction sum of squares statistic (PRESS), and it argues that the use of this technique performs is better for cubic spline regression method (CSR). This study while introducing and discussing the relation between these approaches, also addresses to note the estimation of predicted values theoretically. The study concludes that same predicted responses can be received by employing both methods. For examining and testing this argument empirically real exchange rates data for Turkey in the period of 1987-2008 are used. Additionally another subject searched and discussed in the study was, how economic crises can be defined with spline methods. Because of the advantages provided by them in reaching minimum residual sum of squares, and achieving the result by using real economic data without changing their nature in time series analysis.
Introduction
Economists and econometricians are used to employ various statistical methods in their works related to time series analysis. One of them is estimating predicted responses ( ỹ values), which is a quite known topic in statistics and widely used by economists and especially by econometricians. But these researchers need to transform or smooth the economic time series they use, because of their piece-wise nature. Time series containing structural breaks can be examined with real data (without any transforming or smoothing) by employing cubic spline regression. With spline regression which is a preferred method in interpolation, one can easily reach minimum residual sum of squares and achieve the result by using the real economic data without changing their nature. If an economist or an econometrician cares and takes this advantage into account, he/she will model the breaks in time series with splines and observe them better. Additionally, taking benefit from PRESS statistics for such researchers can also be advised.
Cubic splines are cubic polynomials in a single variable, which are joined together smoothly at known D A NOTE ON THE PREDICTED RESPONSES IN CUBIC SPLINES 32 points, called "knot" points. The smoothness restrictions are such that, at the points where the cubic polynomials meet, their first and second order derivatives are also equal (Nyquist, 1991) . Buse and Lim (1977) followed up Poirier's paper (1973) and defined cubic splines as a special case of (RLS), and they proved the relation between RLS and cubic spline regression (CSR) methods mathematically, and Tarpey (2000a Tarpey ( , 2000b emphasized that using PRESS residuals in cubic spline models will bring better performance, and showed their mathematical proofs under both Rβ =0 and 0 restrictions. Tarpey (2000a) argued that prediction sum of squares statistic (PRESS) shows better performance for restricted least squares method (RLS). Furthermore in another study Tarpey (2000b) In the present study before all else basic properties of the subject are specified, then the theorem which shows the equality of ỹ values derived with two cited approaches and afterwards this theorem is demonstrated on a case related to Turkish economy. The proof in the study is especially under the restriction Rβ = 0. And here, the mathematical proofs of how similar expected values were obtained with two different matrices solution in two separate studies namely Buse and Lim (1977) and Tarpey (2000a Tarpey ( , 2000b ) is also presented. At last in the conclusion, the models defining the structural breaks in economic data with cubic splines was produced by using two different approaches, and the argument that the same predicted responses can be received by employing both is highlighted.
Basic Properties
This study is concerned with the linear model:
(1) which summarizes the dependence of the response y on the carriers X 1 , X 2 , …, X p in terms of the data values y i and . The n × n matrix H is known as the hat matrix simply because it maps y into .
Geometrically, if the data vector y and the columns of X are presented as points in Euclidean n space, then the points Xβ constitute a p dimensional subspace. The fitted vector is the point of that subspace nearest to y, and it is also the perpendicular projection of y into the subspace. Thus H is a projection matrix (Hoaglin & Welsch, 1978 which is known as the hat matrix (Tarpey, 2000a (Tarpey, , 2000b .
For the data analyst, the element h ij of H has a direct interpretation as the amount of leverage or influence exerted on by y j (regardless of the actual value of y j , since H depends only on X). Thus, a look at the hat matrix can reveal sensitive points in the design, points at which the value of y has a large impact on the fit (Huber, 1975; Hoaglin & Welsch, 1978) .
In some applications, β will be restricted by some linear constraint: (4) where R is an r × p matrix (r ≤ p). When rank(X) = p and rank(R) = r, the restricted least squares estimator β R of β is given by:
where ′ ′ is the usual unrestricted least squares estimator of β (Draper & Smith, 1981) . where y denotes the real exchange rate, and x denotes the year, and: , 0 0, 0 After this demonstration the following cubic spline regression model (restricted model) it can be obtained:
Here the continuous spline is: respectively, which indicates that in terms of PRESS, the restricted model performs better than the unrestricted model.
Conclusion
In this work Tarpey's (2000a) findings and arguments on PRESS statistics are supported. In the example used here, the values of PRESS statistics both in restricted and unrestricted models are found. But in Tarpey's (2000a) work, while putting forward some proofs he did not mention the proof of Buse and Lim (1977) on cubic splines. In this work, the relation between the works of Buse and Lim (1977) and Tarpey's (2000a Tarpey's ( , 2000b ) was set and discussed, and it was emerge that similar values can be estimated in both approaches. That means of course, in the estimation of values same results can be obtained both with starting from restricted coefficients and from PRESS statistics. Here the choice will be related to the perspective of the researcher. An economist, a statistician or an econometrician will decide and choose the technique of estimating values under the Rβ =0 constraint according to his/her preference. Buse and Lim (1977) anyway showed the equality of restricted least squares and cubic spline regression before, in this work, the proof that the values which were estimated with PRESS statistics fit values in the case of Rβ = 0, is given. As explained in the appendix, estimating similar values in both approaches may be important for statisticians and econometricians. Additionally, taking benefit from PRESS statistics can also be advised especially to econometricians.
Economic crises even they are global or only in a country size will cause significant breaks in time series. In 1994, the devaluation of TL which is known as 5th April Decisions and the political instability and economic crisis in February 2001 caused significant structural breaks in the real exchange rate values of Turkey. This structural breaks can only be examined with real data (without any transforming or smoothing) with Cubic Spline
Regression. According to spline regression theory, spline regression is a preferred method in interpolation. With this method, one can easily reach minimum residual sum of squares and achieve this result by using the real economic data without changing their nature. If an economist cares and takes this advantage into account, he/she will model the breaks in time series with splines and observe the deep impacts of crises better.
When the real exchange rates of Turkey are examined, it can be seen that the rate was 133.8 in 1993 and declined to 101.3 in 1994. This decline might be accepted as a requested result of devaluation in the same year.
But also in 2001 Crisis which started suddenly in February, although an economic stability program based on exchange rate was implemented in 1999, similar changes occurred and real exchange rate declined to 123.1 in 2001, although it was 152 in 2000. In conclusion it can be said that, the argument of this work on spline regression is supported exactly with the results. 
