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THE YANG-MILLS HEAT EQUATION ON THREE-MANIFOLDS
WITH BOUNDARY
NELIA CHARALAMBOUS*
Dedicated to Professor Leonard Gross on the occasion of his 88th birthday
Abstract. In this short note we provide an expository account of the work of
Leonard Gross and the author on the Yang-Mills heat equation over smooth
three-manifolds with boundary.
1. Introduction
A theory to explain why the nucleus of an atom does not fall apart, in spite
of the powerful repelling electric force between protons, was proposed by C.N.
Yang and R.L. Mills in 1954 [44]. After quantization and systematic elimination
of the divergences in the approximation schemes needed for the computation of
experimental predictions, the theory is now widely regarded as one of the most
successful theories of fundamental physics. But the internal consistency of the
theory remains in question: It is not clear what the approximations are approxi-
mating. After 70 years of intense efforts by many mathematicians and physicists
to find the mathematical structures into which the computations fit, a solution
does not yet seem to be in sight, in spite of the many different approaches that
have been explored.
The aim of our work is to understand the configuration space for a Yang-
Mills field and, by completion, to find an infinite dimensional support space for
the presumed ground state measure, which would help to give meaning to the
approximations. Informally, the configuration space for a Yang-Mills field is a
quotient space A/G where A is some (yet to be determined) space of 1-forms on
R3 with values in the Lie algebra of some compact Lie group K. The Lie group K
is determined experimentally, and for example K = SU(3) is now regarded as the
correct group for strong interactions in the nucleus of a particle. G is some (yet
to be determined) set of functions g : R3 → K, which is a group under pointwise
multiplication and which acts naturally on A. The case K = U(1) has provided
further understanding of what the configuration space should be, and it is now
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clear that the very large completion needed to support the ground state measure
must contain distributions over R3 of large negative Sobolev index.
Various classes of distributions over R3 can be characterized by the behavior
of the solution to the standard heat equation on R3 whose initial value is a dis-
tribution. See for example [22] and [36] for some classical developments of this
identification. For our purposes the classical heat equation must be replaced by
the Yang-Mills heat equation in order for the gauge group to commute with the
flow of the solution. The Yang-Mills heat equation was first used by D. Zwanziger
[45] over R4 as a zeroth order approximation of stochastic quantization. Indepen-
dently, S.K. Donaldson [6] introduced the Yang-Mills heat equation over a complex
surface (4 real dimensions) as a tool to study the existence of irreducible Yang-
Mills connections on the projective plane. He demonstrated that a vector bundle
on a complex surface is stable if and only if it admits a Hermitian Yang-Mills
connection.
In our work we have been considering the Yang-Mills heat equation in a prod-
uct bundle over a compact 3-dimensional Riemannian manifold M with possibly
nonempty smooth boundary. We consider a K-product-bundle over M , where
K is a compact, possibly nonabelian, connected Lie group with Lie algebra k.
A connection over a product bundle allows us to take derivatives of its various
differential structures, and in general there exist multiple options for a connec-
tion depending on the properties of the space that we would like to preserve.
In the case of the tangent bundle for example, the Levi-Civita connection is the
unique metric-preserving connection with zero torsion on tangent vectors. Over
a K-product-bundle, we would also like to differentiate the structures that are
generated by the Lie group and the Lie algebra, and differentiation ‘should’ be
invariant under a change of variables on the manifold, but also under the action
of the Lie group on the bundle fibers. Such derivatives are given by the space of
connections, which is an affine space over Λ1(k), the set of 1-forms with values in
the Lie algebra k. The sections of the Lie group K form the group of symmetries
of the bundle, known as the gauge transformations.
The energy of a connection, also referred to as its magnetic energy in dimension
3, is given by the Yang-Mills functional
YM(A) =
∫
M
|B|2 dx (1.1)
where B := dA + A ∧ A is the curvature of A and dx denotes the Riemannian
volume element of the manifold. The variational equation for extrema of the Yang-
Mills functional is the (degenerate elliptic) Yang-Mills equation d∗AB = 0, where
d∗A is the gauge covariant coderivative. On compact manifolds of dimension up
to 4 existence and regularity of solutions to the Yang-Mills equation has been
extensively studied by C. H. Taubes and K. Uhlenbeck whereas T. Isobe and A.
Marini studied the case of nonempty boundary (see [24, 20, 23, 41, 40, 37, 38]).
Taking the negative gradient flow corresponding to the Yang-Mills functional gives
rise to the (degenerate parabolic) Yang-Mills heat equation.
The Yang-Mills heat equation is given by
∂A(t)/∂t = −d∗A(t)B(t), for t > 0 with A(0) = A0, (1.2)
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for some adequate initial condition A0, and where B(t) denotes the curvature of
A(t). The major difficulty when studying its solutions is the fact that the second
order operator on the right side is not fully elliptic. In fact, its solutions are
invariant under the infinite group of gauge transformations and as a result the
heat operator does not smooth out all initial data. This can be illustrated by
the following simple example. Consider the connection A(t) = g−1dg where g is
a time-independent gauge. A(t) has curvature B(t) = 0, therefore A(t) = g−1dg
is a solution to (1.2) with initial condition A(0) = g−1dg. In other words, A(t)
can be as irregular as A(0), even if the curvature B(t) is smooth. In addition,
(1.2) is nonlinear in the nonabelian case, as a cubic term in A appears in the right
side. The above obstructions have limited results on the regularity and uniqueness
of strong solutions to manifolds of dimension less than or equal to 3, due to the
dimension restrictions of Sobolev embedding theorems.
Over compact manifolds with empty boundary in dimensions 2 and 3, J. Rade
[30] proved existence and uniqueness of strong solutions for initial data inH1. Rade
also demonstrated that the solution converges in H1 to a Yang-Mills connection
as t → ∞, and that a Yang-Mills connection for any energy λ may be realized as
a limit. His method of proof constituted in adding a parabolic equation that the
curvature B(t) satisfies to (1.2) and then solving the system. This technique is
known as DeTurck’s trick who first used it in the context of the parabolic Ricci
flow [5], and the method was also used by J. Ginibre and G. Velo in the context
of the hyperbolic Yang-Mills equation [8, 9].
On the other hand, it is well known that singularities may develop at finite time
for dimensions 4 or higher, unless one assumes some strong symmetric properties
for the solutions [6, 18, 35, 32]. Over Euclidean space Rn for n ≥ 5 J. Grotowski
showed that solutions can blow up at finite time even for smooth initial data
[15]. For the nature of the singularity formation see for example [7, 26, 43]. In
the context of weak solutions M. Struwe, A. Schlatter and A. Tahvildar [34, 32]
prove the existence of weak solutions (with finitely many isolated singularities) in
dimension 4, whereas over compact 4-manifolds A. Waldron recently showed that
smooth solutions can be extended for all time [42].
In the case where the underlying space is a noncompact Riemannian manifold,
and for initial data in H1, L. Sadun [31] proved the existence of solutions in
dimension 3, although he did not provide any uniqueness nor regularity results
(see also [16] for the Yang-Mills Higgs flow). M.-C. Hong and G. Tian proved
the existence of a smooth solution A(t) ∈ C( [τ, T ];H1), but did not study its
uniqueness properties. They then used this solution to find certain symmetric
solutions to the Yang-Mills equation over R4 and then construct non-self-dual
Yang-Mills connections over S4 [17, 19, 18].
We began our study of the Yang-Mills heat equation motivated by its potential
application to the regularization of quantized Yang-Mills fields. It appears that a
gauge invariant regularization method for Wilson loop variables will be necessary
for the construction of quantized Yang-Mills fields, as the standard methods for
regularizing a quantum field are inapplicable to gauge fields, even though they
have been successful in studying scalar field theories. At the same time, lattice
regularization of Wilson loop functions of the gauge fields has been the only useful
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gauge invariant regularization procedure so far, but has not produced a continuum
limit.
In this context, the Yang-Mills heat equation offers a way to regularize a large
class of irregular connection forms A0, by providing a gauge invariant and essen-
tially smooth connection A(t) corresponding to A0, along which the Wilson loop
functions will be well defined. In our work with L. Gross, we were interested in the
existence and uniqueness of strong solutions to (1.2) over manifolds with boundary.
Our focus on manifolds with boundary was due to the local nature of the Wilson
loop variables, and the fact that local quantum field theory requires the use of
locally defined observables such as A0 and functions of A0. The existence problem
requires assuming boundary conditions for the solution and the initial condition.
Our Neumann and Dirichlet boundary conditions were the natural ones from the
analytical point of view, but for the intended applications in quantum field theory
the gauge invariant Marini boundary conditions will most likely prove to be the
important ones.
The presence of boundary did not allow for the use of DeTurck’s trick as in
[30] due to complications in the boundary conditions for the curvature. Instead
our method was to use a symmetry breaking technique on the right side of the
equation, in order to make it parabolic (see (3.4)) and was similar to the technique
employed in [6, 31, 45]. Our long-time existence followed a more classical path,
compared to the semiprobabilistic methods used by A. Pulemotov in [29]. A key
element in our approach was the fact that we avoided the use of negative Sobolev
spaces, which do not behave well under the heat kernel when the manifold has
boundary. At the same time, our strict adherence to gauge invariant estimates
was responsible for much of the novelty in our approach.
The parabolic equation (3.4) used in our approach was also recently used by
S.-J.Oh and S.-J. Oh and D. Tataru on R3 (R4 resp.) together with the hyperbolic
one to give a novel way to study the Cauchy problem for the hyperbolic equation in
3+1 (4+1 resp.) space-time [27, 28]. They considered H1 initial data and showed
that over R4 the solution is either global, or it will blow up to a soliton. Under
an additional L3 assumption for the curvature over time, they proved that the
solution will converge to a zero-curvature connection. They also used solutions to
(1.2) to study the hyperbolic equation in 4+1 space-time.
We studied the Yang-Mills heat equation in two main cases. In Section 3 we will
provide a summary of the existence and uniqueness, as well as regularity results
that the author obtained together with L. Gross for initial data in H1, referred to
as the finite energy case. In dimension 3 however, the critical Sobolev exponent
in the sense of scaling for the Yang-Mills heat equation is one half. This is due to
the fact that the Sobolev Ha(R3) norm of a 1-form is invariant under the scaling
x⃗ → cx⃗ for x⃗ ∈ R3 if and only if a = 1/2. As a result, one anticipates that the
most general case in which the Cauchy problem would be solvable is for initial
data A0 ∈ H1/2(R3). Gross studied this case in the recent article [12]. We will
give an overview of the results of Gross and the author for initial in data in Ha,
with 1/2 ≤ a < 1, under the assumption of finite action, in Section 4. We will
also provide an account of some recent results of L. Gross which are aimed at
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producing a Hilbert space structure to an appropriate configuration space for the
set of solutions to the Yang-Mills heat equation in Section 5.
2. Technical Description
We let M be a smooth Riemannian manifold of dimension 3 with possibly
nonempty smooth boundary ∂M . We study the Yang-Mills heat equation on a
product bundle M ×V → M , where V is a finite dimensional real (resp. complex)
vector space with an inner product. K will denote a compact, possibly nonabelian,
connected and orthogonal (resp. unitary) group of the space End V, of operators
on V to V. We denote the Lie algebra of K by k, which may be identified with a
real subspace of End V. We assume that we have an Ad K invariant inner product
⟨·, ·⟩ on k, with norm denoted by | · |k. We will not distinguish between |ξ|k and
|ξ|EndV , since they are equivalent norms and will usually denote this norm | · |
for simplicity. For k-valued p-forms ω, φ we define (ω, φ) =
∫
M
⟨ω, φ⟩ dx and the
L2 norm of a form by ∥ω∥2 = (ω, ω)1/2. The Lp norm is defined similarly for
1 ≤ p ≤ ∞ and denoted as ∥ω∥p.
Over a product bundle, a connection can be identified with a k-valued 1-form,
and in local coordinates a connection may be written as A =
∑
i Ai dx
i with
Ai ∈ k. The curvature of A is defined as
B := dA+ (1/2)[A ∧A]
where [A ∧ A] =
∑
i,j [Ai, Aj ] dx
i ∧ dxj and [Ai, Aj ] is the commutator in the Lie
algebra. Each connection induces an exterior derivative dA : Λ
p(k) → Λp+1(k),
such that for any p-form ω
dAω = dω + [A ∧ ω],
and its adjoint d∗A : Λ
p+1(k) → Λp(k)
d∗Aω = d
∗ω + [Ayω].
A gauge transformation g acts on a connection A via
Ag = g−1dg + g−1Ag.
A, Ag are distinct matrix connections representing the same connection, and g
corresponds to a change in trivialization. Two connections are called gauge equiv-
alent, if they lie in the same orbit of this action. In this context, both the space of
connections and the group of gauge transformations are infinite dimensional sets.
We denote the gauge-covariant W1 norm by
∥ω∥W1 = ∥∇ω∥2 + ∥ω∥2
which is defined independently of boundary conditions, and where ∇ is the Rie-
mannian covariant derivative on forms. Since our work is carried out over man-
ifolds with boundary, we will distinguish the Sobolev space W1, which does not
assume any boundary conditions on the form ω, from the Sobolev space H1, and
in general Ha, which does include boundary conditions for the form.
In our work we have been primarily interested in the existence and uniqueness
of strong solutions to the Yang-Mills heat equation, which we define below.
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Definition 2.1. Let 0 < T ≤ ∞. A strong solution to the Yang-Mills heat
equation over [0, T ) is a continuous function
A(·) : [0, T ) → W1(M ; Λ1 ⊗ k)
such that
a) B(t) := dA(t) + (1/2)[A(t) ∧A(t)] ∈ W1 for each t ∈ (0, T ),
b) the strong L2(M) derivative A′(t) ≡ dA(t)/dt exists on (0, T ), and
A′(·) : (0, T ) → L2(M) is continuous,
c) A′(t) = −d∗A(t)B(t) for each t ∈ (0, T ).
A solution A(·) that satisfies all of the above conditions except for a) will be called
an almost strong solution. In this case the spatial exterior derivative dA(t), which
appears in the definition of the curvature, must be interpreted in the weak sense.
A strong solution will be called locally bounded if
d) ∥B(t)∥∞ is bounded on each bounded interval [a, b) ⊂ (0, T ) and
e) t3/4∥B(t)∥∞ is bounded on some interval (0, b) with 0 < b < T .
The above definition of a strong solution was the one used for problems where
the initial condition has finite energy, in other words it belongs to W1, with bound-
ary conditions which we will discuss below. As will see in Section 4, Gross was
able to generalize the existence and uniqueness properties for less regular initial
conditions, namely for A0 in a Sobolev space Ha(M) for 1/2 ≤ a < 1. In this
latter case since the initial condition does not belong to W1, the solution itself
cannot be continuous in W1 at t = 0, although the flow regularizes the initial
condition for t > 0. To clarify this distinction we will call these strong solutions
of the second type, even though they are referred to as simply strong solutions in
all of the literature.
Definition 2.2. Let 0 < T ≤ ∞. A strong solution of the second type to the
Yang-Mills heat equation over [0, T ) is a continuous function
A(·) : [0, T ) → L2(M ; Λ1 ⊗ k)
such that
a) A(t) ∈ W1 for all t ∈ (0, T ) and A(·) : (0, T ) → W1 is continuous,
b) B(t) ∈ W1 for each t ∈ (0, T ),
c) the strong L2(M) derivative A′(t) ≡ dA(t)/dt exists on (0, T ), and
A′(·) : (0, T ) → L2(M) is continuous,
d) A′(t) = −d∗A(t)B(t) for each t ∈ (0, T ).
A solution A(·) that satisfies all of the above conditions except for a) will be called
an almost strong solution of the second type. In this case the spatial exterior
derivative dA(t), which appears in the definition of the curvature, must again be
interpreted in the weak sense.
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If the boundary of the manifold is nonempty, then we must impose boundary
conditions on the solutions.
Definition 2.3. For a strong solution to the Yang-Mills heat equation we will
consider three types of boundary conditions:
Neumann boundary conditions:
i) A(t)norm = 0 and (2.1)
ii) B(t)norm = 0 (2.2)
Dirichlet boundary conditions:
i) A(t)tan = 0 and (2.3)
ii) B(t)tan = 0. (2.4)
Marini boundary conditions:
i) B(t)norm = 0. (2.5)
The above Neumann and Dirichlet boundary conditions are related to the re-
spective conditions for the Hodge Laplacian on differential forms but they are
weaker, reflecting the weak parabolicity of the problem. The definition of tangen-
tial and normal components of a form on the boundary is the one generalized from
the classical case of forms on manifolds with smooth boundary. For their precise
definition as well as a further discussion of the Marini condition and our weaker
boundary conditions see Section 2 in [2]. Here we would simply like to remark that
the Marini boundary condition is a nonlinear condition which is gauge invariant.
As we have mentioned, the method of proof of our main results includes a
symmetry breaking technique that replaces the original equation with a parabolic
one where the Hodge Laplacian on 1-forms appears. We recall that
−∆ = d∗d+ dd∗, (2.6)
where d denotes the closed version of the exterior derivative operator, with core
C∞c (R3,Λ1 ⊗ k). When the boundary of the manifold is nonempty there are many
ways to define an adequate Sobolev space for the domain of this operator. The
Sobolev spaces for k valued 1-forms that are associated to the boundary condi-
tions that we considered can be obtained from the corresponding Laplacian. The
classical Neumann and Dirichlet boundary conditions are given by
ωnorm = 0 and (dω)norm = 0, Neumann conditions
ωtan = 0 and (d
∗ω)∂M = 0, Dirichlet conditions.
Alternatively, the Neumann (resp. Dirichlet) Laplacian can be defined by (2.6),
wherein d is taken to be the maximal (resp. minimal) exterior derivative operator
overM . See [2] for further discussion of these domains. In both cases the Laplacian
is a nonnegative, self-adjoint operator on the appropriate domain.
For 0 ≤ a ≤ 1 we define the Sobolev spaces
Ha = Domain of (−∆)a/2 on L2(M ; Λ1 ⊗ k)
with norm
∥ω∥Ha = ∥(1−∆)a/2ω∥L2(M ;Λ1⊗k). (2.7)
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The following embedding property holds
∥ω∥Ha ≤ ca,b∥ω∥Hb whenever 0 ≤ a ≤ b,
for some constant ca,b independent of M .
For solutions corresponding to A0 ∈ Ha(M), one must define an appropriate
group of gauge transformations that would work well when applying the symmetry
breaking method for existence of solutions. For a ∈ (1/2, 1] Gross defines the gauge
group G1+a which is in fact a Hilbert manifold [12]. For the case a = 1/2 however,
the corresponding group does not have a tangent space at the identity. This makes
the analysis of the critical case A0 ∈ H1/2(M) all the more interesting. Below we
give the full definition of G1+a following [12]. In this case the underlying manifold
M is either R3 or the closure of a bounded open set in R3 with smooth boundary.
Definition 2.4 (The gauge group G1+a.). A measurable function g : M → K ⊂
End V is a bounded function into the linear space End V, therefore its weak deriva-
tives are well defined. Following [12] we will write g ∈ W1(M ;K) if ∥g−IV∥2 < ∞
and the derivatives ∂jg ∈ L2(M ;End V). The 1-form g−1dg :=
∑3
j=1 g
−1(∂jg)dx
j
is then an a.e. defined k valued 1-form. The Sobolev norm ∥g−1dg∥Ha is defined as
in (2.7). For an element g ∈ W1(M ;K) the restriction g|∂M is well defined almost
everywhere on ∂M by a Sobolev trace theorem. The three versions of G1+a that
we will need are given in the following definitions.
G1+a(R3) =
{
g ∈ W1(R3;K) : g−1dg ∈ Ha(R3; Λ1 ⊗ k)
}
,
If M ̸= R3 define
GN1+a(M) =
{
g ∈ W1(M ;K) : g−1dg ∈ Ha(M ; Λ1 ⊗ k)
}
,
GD1+a(M) =
{
g ∈ W1(M ;K) : g−1dg ∈ Ha(M ; Λ1 ⊗ k), g = IV on ∂M
}
.
It should be understood that the two spaces denoted Ha(M ; Λ
1 ⊗ k) are those de-
termined by Neumann, respectively Dirichlet, boundary conditions. It was proved
in [12, Theorem 5.3] that all three versions of G1+a are complete topological groups
in the metric ρa(g, h) = ∥g−1dg − h−1dh∥Ha + ∥g − h∥L2(M ;EndV).
The apriori energy estimates needed in our proofs must be in terms of gauge
covariant derivatives, which reflect the many symmetries of solutions to the Yang-
Mills heat equation, because neither the connection form nor its curvature is
smoothed by the flow. As a result, it was necessary to express Sobolev inequalities
in terms of the gauge covariant exterior derivative d and its adjoint d∗. These will
be elaborated on in Subsection 3.2.
3. The Yang-Mills Heat Equation Under Finite Energy
In [2] we considered the Yang-Mills heat equation on 3-manifolds with smooth
boundary when the initial condition A0 is a connection lying in the first order
Sobolev space W1(M), with an appropriate ‘half’ boundary condition. We showed
that there exists a unique solution to (1.2) satisfying Dirichlet or Neumann type
boundary conditions. We also considered Marini boundary conditions where we
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proved existence and uniqueness for the flow whenever the initial data A0 is C
2.
Our main existence and uniqueness results in [2] are summarized below.
Theorem 3.1. Suppose that A0 ∈ W1 and (A0)norm = 0. Then there exists a
locally bounded strong solution A(·) over [0,∞) to (1.2) such that A(0) = A0,
which satisfies the Neumann boundary conditions (2.1), (2.2) as follows
A(t)norm = 0 for all t ≥ 0 and B(t)norm = 0 for all t > 0. (3.1)
Moreover, if A1 and A2 are two locally bounded strong solutions which agree at
t = 0 and satisfy (2.2) for t > 0, then A1 = A2 for all t ∈ [0,∞).
In the Dirichlet case, whenever A0 ∈ W1 and (A0)tan = 0, then there exists
a locally bounded strong solution A(·) over [0,∞) to (1.2), such that A(0) = A0
which satisfies the Dirichlet boundary conditions (2.3), (2.4)
A(t)tan = 0 for all t ≥ 0 and B(t)tan = 0 for all t > 0. (3.2)
If A1 and A2 are two locally bounded strong solutions which agree at t = 0 and
satisfy (2.3) for all t ≥ 0, then A1 = A2 for all t ∈ [0,∞).
For the case of Marini boundary conditions, whenever A0 ∈ C2 then there
exists a unique locally bounded strong solution A(·) over [0,∞) to (1.2), such that
A(0) = A0 which satisfies the Marini boundary condition
B(t)norm = 0 for all t > 0. (3.3)
Observe that the boundary condition for the uniqueness property is not sym-
metric; the Neumann problem only requires the boundary condition for the cur-
vature, whereas the Dirichlet problem requires both, since A(t)tan = 0 implies
B(t)tan = 0 when B(t) ∈ W1. In the case of Marini boundary condition, the
boundary condition itself suffices for the uniqueness result.
As Gross later observed in [12] (Theorem 2.24) the above theorem will also
hold in the case M = R3, as all the steps in our proof will go through without any
significant modifications since we never use that the volume of M is finite.
Many of the apriori energy estimates that we required for the proof of the
above theorems are usually formulated in terms of gauge covariant derivatives. In
our case however, neither the connection form nor its curvature are smoothed by
the flow. It was therefore necessary to express Sobolev inequalities in terms of the
gauge covariant exterior derivative dA and its adjoint. We achieved this by proving
a gauge invariant version of the Gaffney-Friedrichs inequality. The curvature of
the connection form A that appeared in these inequalities contributed to some
of the technical difficulties that needed to be resolved. However, our necessity
to adhere to gauge invariant estimates was one of the innovative elements of our
approach. It is also noteworthy that our method allowed us to obtain estimates
for ∥A(t)∥W1 although it is not a gauge invariant quantity.
3.1. Existence by symmetry breaking. The proof of the existence of solu-
tions to the Yang-Mills heat equation relied on a symmetry breaking technique
which consisted in adding a Zwanziger gauge fixing term −dAd∗A to the right side
of (1.2). To distinguish the solution to (1.2) from the solution to the modified
equation we will denote the latter by C(t). The modified equation then becomes
∂C(t)/∂t = −d∗C(t)BC(t)− dC(t) d
∗C(t) (3.4)
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where BC is the curvature of C. The Zwanziger term turns the second order
operator on the right side into an elliptic one equal to ∆C + V (C) where V is a
nonlinear term of the type V (C) = C3 + C · ∂C. Although the solution to this
modified parabolic equation is no longer gauge invariant, it be transformed to a
solution of the original equation using a time-dependent gauge transformation.
This method was first proposed by D. Zwanziger [45] in the context of stochastic
quantum field theory, and a similar approach was used by S. K. Donaldson and
separately L. Sadun [6, 31] in the context of the classical Yang-Mils heat equation.
We refer to this method as the Zwanziger-Donaldson-Sadun (ZDS) procedure. In
our work we had to be slightly more careful with our gauge fixing term due to the
boundary conditions.
The parabolic equation does have a smooth unique solution for initial conditions
in W1, with boundary conditions given by
(N) C(t)norm = 0 for t ≥ 0, (BC(t))norm = 0 for t > 0 (3.5)
(D) C(t)tan = 0 for t ≥ 0, d∗C(t)tan = d∗C(t)
∣∣
∂M
= 0 for t > 0. (3.6)
These boundary conditions correspond the classical absolute (Neumann) and rela-
tive (Dirichlet) boundary conditions respectively, for real valued forms. We proved
the following existence and uniqueness theorem for the parabolic equation [2].
Theorem 3.2. Let A0 ∈ W1 satisfying either (A0)norm = 0 or respectively
(A0)tan = 0. Then there exists T > 0 and a continuous function C : [0,∞) → W1
such that C(0) = A0 and
1) BC(t) ∈ W1 and d∗C(t) ∈ W1 for each t ∈ (0, T ),
2) the strong L2(M) derivative dC(t)/dt exists on for each t ∈ (0, T ),
3) C(t) satisfies (3.4) together with the boundary conditions (3.5), respectively
(3.6), for each t ∈ (0, T ),
4) t3/4∥BC(t)∥∞ is bounded on ∈ (0, T ).
The solution is unique under the above conditions. Moreover, C(·) belongs to
C∞( (0,∞)×M ; Λ1 ⊗ k).
The proof of the above theorem was based on a classical conversion of the
differential equation into an integral one, together with a contruction mapping
argument into an appropriate Banach space that involved the W1 norm of C and
the L∞ norms of C, dC and d∗C. A regularity argument then allowed us to
prove the higher order estimates. Uniqueness and the full boundary conditions
for C(t) follow in a similar way as in [39], and the specific boundary conditions
for the Yang-Mills problem follow from the symmetry properties of the operators
involved.
For the smooth case, one can obtain the solution to the Yang-Mills heat equa-
tion from the parabolic equation (3.4) using the following gauging procedure.
For a smooth solution C(t) to (3.4) with C(0) = A0 that satisfies the bound-
ary conditions (3.5) (resp. (3.6)), we define the flow of gauge transformations
g(t) : [0,∞) → C∞(M ;K) as the solution to the initial value problem
(∂g(t)/∂t) g(t)−1 = d∗C(t), g(0) = IK
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where IK is the identity element of the gauge group. Then
A(t) = C(t)g(t) = g(t)−1dg(t) + g(t)−1C(t)g(t)
is a solution to (1.2) with A(0) = A0 that satisfies the Neumann boundary condi-
tions (2.1) and (2.2) (resp. (2.3) and (2.4)) as in Theorem 3.1.
However, for initial data in W1 singularity issues arise for d
∗C as t ↓ 0 which
make it difficult to obtain sufficient regularity for g(t) so that A(t) ∈ W1(M) for
t ≥ 0. As we have mentioned, this is due to the fact that ∥A(t)∥W1 is not a
gauge invariant quantity. In [2] we addressed this difficulty by trying to avoid the
singular point at t = 0 for the gauge flow. In particular, we considered a solution
gϵ(t) to the same equation as above, but only for t ≥ ϵ and with initial condition
gϵ(ϵ) = IK . Then for t ≥ ϵ, Aϵ(t) = C(t)gϵ(t) is a sequence of smooth solutions
which strongly converges to a W1 solution to the Yang-Mills heat equation solution
as ϵ ↓ 0. The proof of this convergence was the most novel part of our work,
and it relied on the gauge invariant Gaffney-Friedrichs inequality described in the
following subsection.
3.2. A priori estimates and a new Gaffney-Friedrichs inequality. For
any k valued p-form ω on M the covariant W1 norm with respect to (a sufficiently
smooth) connection A is defined as
∥ω∥2WA1 (M) = ∥∇
Aω∥22 + ∥ω∥22.
where ∇A is the covariant derivative induced by A. This gauge covariant norm
is the one that can be used to control Lp norms via Sobolev inequalities. For
example, using the Sobolev and Kato inequalities one can show that
∥ω∥26 ≤ C(M)∥ω∥2WA1 (M) for any ω and A ∈ W1(M) (3.7)
where C(M) is a constant that depends only on the geometry of M , but not on A.
However, it is the Hodge version of the energy that relates well with the Yang-Mills
equation
∥dAω∥22 + ∥d∗Aω∥22 + λ∥ω∥22
due to the various symmetries that the solution and its curvature exhibit.
The Gaffney-Friedrichs inequality that we proved in [2] is an important tool that
allows us to relate the two and thus prove critical apriori estimates for solutions.
Theorem 3.3 (Gaffney-Friedrichs inequality). Let M be a compact smooth 3-
manifold with smooth boundary. Suppose that A ∈ W1(M) and its curvature B
satisfies ∥B∥2 < ∞. Then for any p-form ω in W1(M) which satisfies either
ωnorm = 0 or ωtan = 0
the following inequality holds
(1/2)∥ω∥2WA1 (M) ≤ ∥dAω∥
2
2 + ∥d∗Aω∥22 + λ(B)∥ω∥22
where
λ(B) := λM + γ2∥B∥42,
and λM , γ2 depend only on the geometry of M and its boundary, but not on the
size of M , neither on A.
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Note that in [2] we also have a version of Theorem 3.3 for B ∈ Lp, for any
p ∈ [2,∞]. Also, the constant λM is zero in case the boundary of M is convex.
Smooth solutions to (1.2) have a lot of symmetries. For example since B satisfies
the Bianchi identity dAB = 0, it follows that B
′ = dAA
′ and as a result the
following differential inequality holds,
d/dt(∥B∥22) = 2(B′, B) = 2(dAA′, B) = −2∥A′∥22 ≤ 0 (3.8)
which in turn implies that the energy of a solution, ∥B(t)∥22, is nonincreasing with
respect to t, and therefore uniformly bounded by ∥B0∥22. At the same time, by
combining equation (3.7) and Theorem 3.3 (and under the appropriate boundary
conditions) we can obtain an upper bound for the L6, as well as the W1 norm of
the gauge invariant quantities B and A′ since
∥B∥26 ≤ c(∥dAB∥22 + ∥d∗AB∥22 + ∥B∥22)
= c(∥A′∥22 + ∥B∥22)
and
∥A′∥26 ≤ c(∥dAA′∥22 + ∥d∗AA′∥22 + ∥A′∥22)
= c(∥B′∥22 + ∥A′∥22)
with respect to the L2 norms A,A′ and B. Moreover we have the differential
inequality
d/dt(∥A′∥22) ≤ −∥B′∥22 + c(∥B0∥2)
[
∥A′∥22 + ∥A′∥26
]
The above pointwise and integral identities can be used in combination with the
Gaffney Friedrichs inequality to obtain L6 and L2 bounds for A′ and B with
respect to the energy of the initial condition, ∥B0∥2. After some careful work and
via interpolation arguments and the use of Hölder’s inequality we can also use such
estimates to prove that a smooth solution with A0 ∈ W1 will remain in W1 for all
t > 0 [2] (Sections 5, 6).
3.3. Existence and Uniqueness. The various apriori estimates obtained in the
process outlined above, can be used to prove integrability estimates for the se-
quence of gauge transformations gϵ. Ultimately they allowed us show that Aϵ
and Bϵ are uniformly Cauchy in the H1 norm as ϵ ↓ 0, and also to prove all the
regularity properties of a strong solution. Uniqueness over [0, T ) is a consequence
of Gronwall’s Lemma, because given our boundary conditions we can prove the
inequality
d/dt∥A1(t)−A2(t)∥22 ≤ c(∥B1(t)∥∞ + ∥B2(t)∥∞) ∥A1(t)−A2(t)∥22
where B1 and B2 are the curvatures of A1 and A2 respectively.
For long time existence, the following regularization result was necessary.
Lemma 3.4. Suppose that A is a locally bounded strong solution over [0, T ) for
some T ≤ ∞. Let 0 < t < T and define β = sup0≤s≤t ∥A(s)∥W1 . Then there exists
τ(β) > 0, such that, for any [a, b] ⊂ (0, t] with b − a < τ , there exists a sequence
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An of smooth solutions over [a, b] such that
sup
a≤s≤b
{
∥An(s)−A(s)∥W1 + ∥A′n(s)−A′(s)∥L2
+ ∥Bn(s)−B(s)∥W1 + ∥Bn(s)−B(s)∥∞
}
→ 0
as n → ∞.
Apart from long-time existence, this Lemma also allowed us to prove further
regularity properties for solutions. For example, given that the norms of B and
A′ are gauge invariant, we can prove the same L∞ bounds for the rough solution
from the nearby smooth solutions, and therefore show that our strong solution to
(1.2) is a locally bounded one.
3.4. Neumann heat kernel domination. In [3] we continued our regulariza-
tion program, started in [2]. First, we improved our previous pointwise estimates
for the gauge invariant quantities |B(t)| and |A′(t)| as t ↓ 0 whenever A(t) is a
strong solution to (1.2). Our method required that the boundary of M be smooth
and convex in the sense that its second fundamental form is non-negative, so that
the heat operator of the Neumann Laplacian on functions is bounded. Our esti-
mates depended on the initial energy of the flow, ∥B0∥L2 .
Theorem 3.5. Let M be a compact 3-manifold with smooth convex boundary.
Suppose that A(t) is a locally bounded strong solution on [0, T ) that satisfies either
the Neumann (3.1), Dirichlet (3.2) or Marini (3.3) boundary conditions. Then
there exists τ > 0, depending only on ∥B0∥2, such that
∥B(t)∥∞ ≤ 2cN∥B0∥2 t−3/4, for 0 < t ≤ 2τ and
∥B(t)∥∞ ≤ 2cN∥B0∥2 τ−3/4, for τ ≤ t < ∞.
Moreover, if ∥A′(0)∥2 < ∞ then there exists γ > 0 such that
∥A′(t)∥∞ ≤ γ∥A′(0)∥2 t−3/4, for 0 < t ≤ 2τ.
For the proof of this theorem we used the fact that whenever A(t) is a smooth
strong solution to the Yang-Mills heat equation (1.2) that satisfies Neumann,
Dirichlet or Marini boundary conditions, as in the Theorem above, then both
its curvature B(t) and A′(t) satisfy a parabolic equation with reasonable potential
terms (and with respective classical boundary conditions). Moreover, whenever
the boundary is convex, both functions |B(t)|2 and |A′(t)|2 satisfy classical sub-
Neumann boundary conditions for any one of the boundary conditions on A(t).
The key element of the proof is the use of a Neumann domination technique.
Namely, over a manifold with convex boundary the heat kernel on forms is dom-
inated by the Neumann heat kernel on functions. For this domination technique,
the boundary conditions for the connection and the convexity of the boundary are
key. Finally, we can use the ultracontractivity property of the Neumann Laplacian
on functions over these manifolds to control ∥B(t)∥∞, ∥A′(t)∥∞ even near t = 0.
Note that the constant cN that appears in the theorem is
cN = sup
0<t≤1
t3/4∥et∆N ∥2→∞
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where ∥et∆N ∥2→∞ is the ultracontractivity norm of the Neumann Laplacian on
functions. The constant γ depends only on cN and ∥B0∥2. After proving that the
estimates of Theorem 3.5 hold for a smooth solution, we then used the regulariza-
tion Lemma 3.4 to prove them for a locally bounded strong solution to (1.2) with
bounded initial energy.
In addition to the small time estimates, we were also interested in the long-time
convergence properties of our solutions. Motivated from the general realization
that a gauge invariant regularization method for Wilson loop variables might be
necessary for the construction of quantized Yang-Mills fields [1, 33], we considered
the Wilson loop functions in our setting. To define the Wilson loop function,
we first recall that each connection has a parallel transport operator along curves,
which in turn determines the connection. Instead of proving the convergence of the
connection itself, we were able to show the convergence of these parallel transport
operators. In particular, in [3] we proved that the Wilson loop functions, gauge
invariantly regularized, will converge as time goes to infinity for any initial gauge
potential A0 ∈ H1.
Definition 3.6. For a smooth End V valued connection form A on the interior of
M and a piecewise C1 path γ : [0, 1] → M , the parallel transport operator along γ
is defined by the solution to the ordinary differential equation
g(t)−1dg(t)/dt = A⟨dγ(t)/dt⟩, g(0) = IV .
We set //Aγ = g(1) and note that this map satisfies the classical properties of a
parallel transport (see Notation 3.4 in [3]).
The Wilson loop function is defined as Wγ(A) ≡ trace //Aγ where the trace is
computed in some finite dimensional unitary representation of K.
We will denote the set of closed loops at a fixed point x0 by
Γ0 = {γ
∣∣ γ is a piecewise C1 functionγ : [0, 1] → M, satisfying γ(0) = γ(1) = x0}
Theorem 3.7. Suppose that M is a compact convex subset of R3 with smooth
boundary, and let A(·) be a locally bounded strong solution of the Yang-Mills heat
equation (1.2) over [0,∞), satisfying Dirichlet or Neumann boundary conditions.
Choose a point xo in the interior of M . Suppose that {ti} is a sequence of times go-
ing to ∞. Then there exists a subsequence tj and gauge functions kj ∈ W1(M ;K)
such that
1) k−1j dkj ∈ W1(M ; k) for all j
2) αj = A(tj)
kj is in C∞(M ; Λ1 ⊗ k), and
3) for each γ ∈ Γ0, the operators //
αj
γ converge, as operators from V to V, to
a map P (γ) as j → ∞. The map P can be extended to a parallel transport
system on the set of loops.
For more detailed properties of P and parallel transport systems we refer the
interested reader to [3] (Section III).
In general Wγ(A) is highly singular as a function of the connection A when A
varies over the very large space of typical gauge fields required in quantized theory.
As we illustrate in [3] the function A 7→ trace //Aγ is fully gauge invariant, in the
sense that trace //A
k
γ = trace//
A
γ whenever γ is a closed curve in M
int, A is a
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smooth connection form and k is a smooth gauge transformation. At the same
time, the Yang-Mills heat equation is itself fully gauge invariant: if we transform
the initial data A0 by a gauge transformation and then propagate, we arrive at the
same gauge field as if we first propagate A0 and then gauge transform. Moreover,
the flow regularizes the initial data well enough so that the Wilson loop function
Wγ(A(t)) is well-defined for any fixed time t > 0, even when Wγ(A0) fails to be
so, since Wγ(A(t)) is gauge invariant. As a result, the Yang-Mills heat equation
offers a gauge invariant regularization procedure for the Wilson loop function for
some class of irregular connection forms.
Theorem 3.7 implies that for any initial gauge potential A0 ∈ H1 there exists a
sequence of times going to infinity for which the functions trace//
A(tj)
γ , in other
words Wγ(A(tj)), converge for all piecewise C
1 loops γ starting at x0. The proof
relies on the fact that the norm of the Wilson loop functions is controlled by the
L∞ norm of the curvature of the connection, which is bounded in this case for
t ≥ 1. The underlying space was a compact convex subset of R3 with smooth
boundary, since the case of interest for quantum field theory is that in which M
is the closure of a bounded open set O in R3 with smooth boundary.
4. The Yang-Mills Heat Equation Under Finite Action
More recently, Gross has considered the existence and uniqueness of solutions
to the Yang-Mills heat equation for less regular initial data A0 ∈ Ha(M) for
1/2 ≤ a < 1 [12]. He considered the case when M is either all of R3 or the closure
of a bounded domain in R3 with smooth convex boundary. As we have already
mentioned, the critical case in dimension 3 is when a = 1/2, which is the most
general case in which one anticipates existence and uniqueness of solutions. In
fact, the techniques used in the proof of the existence and uniqueness theorems
for a > 1/2 break down as a ↓ 1/2 and further illustrate the way in which a = 1/2
is critical.
Recall that as defined in (2.7) the Ha norms are not in themselves gauge in-
variant for 1/2 ≤ a < 1. One of the central ideas of Gross, was that the functional
that does capture in a gauge invariant way the Ha norm of A0 is the following.
Definition 4.1 (Finite a-action). An almost strong solution of the second type
A(·) to the Yang- Mills heat equation has finite a-action if
ρa(t) =
∫ t
0
s−a∥B(s)∥22 ds < ∞ for some t > 0, (4.1)
where B(s) is the curvature of A(s). This definition is of interest for 1/2 ≤ a < 1.
The finite action property for a solution, does control many of the estimates
needed in this more general setting. Gross’ use of this term was motivated by the
observation that when this functional is finite, then the initial condition A0 has an
extension to a time interval in Minkowski space with a finite magnetic contribution
to the Lagrangian. In the setting of the Yang-Mills heat equation, it allowed Gross
to prove the existence and uniqueness of strong solutions of the second type A(t)
which belong to W1(M) for t > 0, and whose curvature also belongs to W1(M)
for t > 0 (see Definition 2.2). The lack of stronger regularity at t = 0 is the main
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difference between strong solutions in the finite action case and strong solutions in
the sense of Definition 2.1. The latter, as anticipated, are no longer possible given
the less regular initial value A0. We state below the two main theorems in [12].
Theorem 4.2 (Gross [12]). Let 1/2 < a < 1 and assume that M is either all
of R3 or is the closure of a bounded domain in R3 with smooth convex boundary.
Suppose that A0 ∈ Ha(M). Then
1) there exists an almost strong solution of the second type A(t) to (1.2) over
[0,∞) with A(0) = A0 which satisfies the following properties.
2) There exists a gauge function g0 ∈ G1+a such that A(t)g0 is a strong solu-
tion of the second type.
3) A(·) and A(·)g0 are continuous functions on [0,∞) into Ha.
4) Both A(·) and A(·)g0 have finite a-action.
5) If M ̸= R3 then the curvature of both A(·) and A(·)g0 satisfies the bound-
ary condition (2.2), or respectively (2.4), for all t > 0, depending on the
boundary condition of A0. Moreover A(·)g0 satisfies the Neumann bound-
ary condition (2.1), or respectively the Dirichlet boundary condition (2.3),
for all t > 0.
6) Strong solutions of the second type are unique among solutions with finite
a-action under the boundary condition (2.2), respectively (2.3), for all t >
0 when M ̸= R3.
In other words, any connection form A0 ∈ Ha is, after gauge transformation,
the initial value of a strong solution of the second type. Uniqueness holds when
properly formulated, and note that since A(t) need not be in W1 in this case, the
boundary conditions (2.1) and (2.3) are only meaningful for the gauge transformed
solution A(t)g0 . A similar result holds true for the case a = 1/2 however, to gain
continuity at t = 0 into H1/2 and to prove that the solution has finite (1/2)-action
one must assume that the H1/2 norm of A0 is sufficiently small.
Theorem 4.3 (Gross [12]). Assume M is either all of R3 or is the closure of a
bounded domain in R3 with smooth convex boundary. Suppose that A0 ∈ H1/2(M).
Then
1) there exists an almost strong solution of the second type A(t) to (1.2) over
[0,∞) with A(0) = A0. The curvature of A(t) satisfies the boundary con-
dition (2.2), or respectively (2.4), for all t > 0 when M ̸= R3, depending
on the boundary condition of A0.
2) There exists a gauge function g0 such that A(t)
g0 is a strong solution of the
second type, and A(t)g0 satisfies the boundary conditions (2.1) and (2.2),
or respectively (2.3) and (2.4), for all t > 0 when M ̸= R3.
3) If ∥A0∥H1/2 is sufficiently small, then A(·) and A(·)g0 have finite (1/2)-
action. In this case one may choose g0 ∈ G3/2.
4) If ∥A0∥H1/2 is sufficiently small, then A(·) is a continuous function from
[0,∞) into H1/2. If in addition g0 is chosen to lie in G3/2 then A(·)g0 :
[0,∞) → H1/2 is also continuous.
5) Strong solutions are unique among solutions with finite (1/2)-action under
the boundary condition (2.2), respectively (2.3), for all t > 0 when M ̸=
R3.
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We note that the gauge transformation g0 in Theorem 4.2 that converts an
almost strong solution A to a strong, Ag0 one is not unique. In particular, if g1 is
an element of G2, then Ag0g1 is also a strong solution. It would be interesting to
know whether this is the full-extent of non-uniqueness.
As Gross illustrates in [12] (Theorem 7.1) the solution A(t)g0 produced by the
two theorems above is actually in C∞
(
(0, T ]×M ; Λ1 ⊗ k
)
for some T < ∞. The
importance of this property will be illustrated in Theorem 4.4 and Corollary 4.5,
where it allowed us to obtain gauge covariant derivatives of all orders and prove
improved Lp and W1 estimates for them for small time [4].
The proofs of Theorems 4.2 and 4.3 use similar techniques to the finite energy
case, with a lot of technical subtlety and an augmented parabolic equation. The
gauge transformation g0 that converts an almost strong solution to a strong one
is unavoidable since, as we have mentioned in the introduction, the solution A(t)
can be as irregular as A(0) even if its curvature is smooth. As a result, we cannot
expect that any A0 ∈ Ha will be the initial value to a strong solution for a < 1.
This is also reflected in the different way that the ZDS procedure is used in the
proof of Theorem 4.3. If the initial data is in H1, then the gauge transformation
flow g(t) produced by the augmented parabolic equation is only used to produce
the strong solution A from C. But for A0 ∈ Ha the ZDS procedure produces a
gauge transformation g0 such that A
g0
0 is the initial value to a strong solution of
the second type.
As in the finite energy case, the difficulty in the ZDS procedure arises from
the singular behavior of d∗C(t) as t ↓ 0, since d∗C(0) need only belong to H−a
in this case. A significant part of [12] was dedicated to proving that t 7→ g(t) is
a continuous function into G1+a for A0 ∈ Ha. Gaffney-Friedrichs inequalities in
combination with Neumann domination results were the ones that enabled the use
of Sobolev inequalities that led to Lp estimates for all p ≤ ∞. The finite a-action
condition was key in obtaining many of the Ha estimates. Uniqueness for a > 1/2
also relied on a Gronwall type argument, but for a = 1/2 it was necessary to follow
a more specialized proof.
Finally, we remark that the notion of solution to the Yang-Mills heat equation in
the finite action case with A0 ∈ H1/2 allowed for the first spatial derivatives of A(t)
to exist in some generalized sense. On the other hand, the weak curvature of A(t)
is actually in H1 for all t > 0, and in consequence certain second order derivatives
of A(t) can be defined in the classical sense. This is unusual for typical weak
solutions in heat equations, but reflects the many symmetries that are satisfied by
higher order derivatives of solutions in the Yang-Mills setting.
In [4] together with Gross we more carefully considered the small-time behav-
ior of solutions to (1.2) for initial data A0 ∈ H1/2. We were interested in the
smoothness properties of the solution for t > 0, and given the fact that in gen-
eral the higher order covariant derivatives of A itself need not belong to W1(M),
we concentrated only on gauge covariant derivatives. Our main result was the
following.
Theorem 4.4. Assume that A0 ∈ H1/2(M ; Λ1 ⊗ k). Suppose that A(·) is a strong
solution of the second type to (1.2) over [0,∞) with initial value A0 and having
finite action. If ∥A0∥H1/2 is sufficiently small then there exists T > 0 and standard
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dominating functions Cnj for j = 1, . . . 4 and n = 1, 2, . . . , such that, for 0 < t <
T , the following estimates hold.
t2n−
1
2 ∥A(n)(t)∥22 +
∫ t
0
s2n−
1
2 ∥B(n)(s)∥22 ds ≤ Cn1(t)
t(2n−
1
2 )∥B(n−1)(t)∥26 +
∫ t
0
s2n−
1
2 ∥A(n)(s)∥26 ds ≤ Cn2(t)
t2n+
1
2 ∥B(n)(t)∥22 +
∫ t
0
s2n+
1
2 ∥A(n+1)(s)∥22 ds ≤ Cn3(t)
t2n+
1
2 ∥A(n)(t)∥26 +
∫ t
0
s2n+
1
2 ∥B(n)(s)∥26 ds ≤ Cn4(t).
Moreover the third estimate also holds for n = 0.
In the above theorem A(n) and B(n) denote the nth order time-derivatives of
A and B respectively. A standard dominating function is a function C : [0,∞) →
[0,∞) of the form C(t) = Ĉ(t, ρ1/2(t)) , where ρ1/2(t) is the finite 1/2-action func-
tional at time t, such that Ĉ : [0,∞)2 → [0,∞) is continuous and non-decreasing
in each variable, Ĉ(0, 0) = 0 and Ĉ is independent of the solution A(·).
The estimates of Theorem 4.4 provided information about the order of the
singularity as time t ↓ 0 which are consistent with what is expected in parabolic
equations for the respective order of the derivative and for initial data in the
Sobolev space H1/2. At the same time, estimates for A
(n) and B(n) are essentially
estimates for higher order covariant exterior derivatives and coderivatives of A
and B. For example, we know that A′(t) = −d∗A(t)B(t) and B
′(t) = dA(t)A
′(t)
therefore our small-time estimates are in fact L2 and L6 estimates for first order
spacial derivatives of A and B. In [4] the identities we proved for A(n) and B(n)
would also imply Lp estimates for higher order spacial derivatives of A and B.
A central idea behind the proof of the theorem was to use Gross’ result in [12]
which states that a strong solution of the second type A to (1.2) with A0 ∈ H1/2
and ∥A0∥H1/2 small enough is gauge equivalent to a smooth solution Â = Ag0 . The
smooth solution Â exists for small time, satisfies the same (respective) boundary
conditions and also has finite (1/2)-action. At the same time, all nth order time
derivatives Â(n)(t) for n ≥ 1, and B̂(n)(t) for n ≥ 0 are well defined for the smooth
solution, and in addition, their norms are gauge invariant quantities. As a result,
all quantities on the left side of the inequalities of Theorem 4.4 are gauge invariant
and since the estimates hold for Â, they will automatically hold for the original
solution A.
The remaining proof consisted in showing that the gauge covariant exterior
derivatives and coderivatives of A(n)(t) and B(n)(t) (for the smooth solution) can
be expressed in terms of lower order time derivatives. These differential identities
then led to integral identities for the Lp norms of these quantities which in turn
were used to establish bounds on the initial behavior by induction on n. This
was similar to the process described in Subsection 3.2, and took advantage of the
many symmetries that characterize higher order derivatives of solutions to (1.2).
The proof made an extensive use of the Gaffney-Friedrichs inequality of Theorem
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3.3 and the Sobolev embedding (3.7). Particular care had to be taken in the case
that the boundary of the manifold was nonempty, so that the correct boundary
conditions would hold for all quantities.
The proof of the theorem also led to short-time estimates for the H1 norm of
the higher order time-derivatives of A and B.
Corollary 4.5. Under the hypotheses of Theorem 4.4 there exists T > 0 and
standard dominating functions Cnj for j = 5, 6 and n = 1, 2, ... such that, for
0 < t < T , the following estimates hold.
t(2n−
1
2 )∥B(n−1)(t)∥2HA1 +
∫ t
0
s2n−
1
2 ∥A(n)(s)∥2HA1 ds ≤ Cn5(t)
t2n+
1
2 ∥A(n)(t)∥2HA1 +
∫ t
0
s2n+
1
2 ∥B(n)(s)∥2HA1 ds ≤ Cn6(t).
In this setting we make the following interesting observation. Let Y denote the
set of almost strong solutions to the Yang-Mills heat equation over M with initial
value A0 ∈ H1/2 and having finite action. Theorem 4.3 tells us that the group
G3/2 acts on Y through its action on A(0) for each A ∈ Y . Since all functionals
that appear on the both sides of the estimates in Theorem 4.4 and Corollary 4.5
are gauge invariant, then they all descend to functions of the initial values on the
quotient space C ≡ Y/G3/2. In other words, our estimates are in fact estimates on
Y/G3/2.
5. The Configuration Space for the Yang-Mills Heat Equation
Relating these results to the main questions from Quantum Field theory, it is
natural to ask what would be a well-defined configuration space for the Yang-Mills
heat equation. A configuration space for classical Yang-Mills fields is generally
defined as a quotient space C = Y/G where Y is an appropriately chosen space of
connections and G is an appropriate group of gauge transformations. The structure
of the configuration space for classical Yang-Mills Fields. remains a central but
still elusive problem in Mathematical Physics. At the same time, in order to carry
out quantization for the classical Yang-Mills field, in other words assign a metric
or measure structure to the configuration space, it is important to choose Y and G
such that the quotient space is a complete metric space in a natural metric and in
particular a Hilbert manifold. For these structures it is appropriate to start this
process over a compact subset of R3 and then extend to the whole space, which
also motivated our study of compact 3-manifolds with boundary.
Gross anticipates that in this setting if Ya is the space of strong solutions
to the Yang-Mills heat equation over R3 with finite a-action and initial value
A0 ∈ Ha(R3), then Ya/G1+a is complete metric space, and in fact it is a Hilbert
manifold for 1/2 < a < 1 [14]. A similar result should also hold for a = 1/2. See
also [11] for a notion of configuration space for Yang-Mills fields in the context of
the Maxwell-Poisson equation.
To this end, he has recently worked on defining an appropriate ‘tangent space’
to each solution to the Yang-Mills heat equation. The notion of a tangent space
to a solution is similar to the one from differential geometry. Here one considers
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paths [r1, r2] ∋ r 7→ Ar(·) where Ar(·) is a solution to (1.2) with Ar(0) ∈ Ha. If
vr(s) = ∂rAr(s) in the L
2 sense for each r, then vr gives the analogue of a tangent
vector to Ar. Moreover, these tangent vectors must be solutions to the variational
equation
−v′(t) = d∗A(t)dA(t)v(t) + [v(t)yB(t)]. (5.1)
In a recent preprint Gross proved the existence of solutions to the variational
equation for initial conditions vo ∈ Ha(M) when A(t) is a strong solution to (1.2)
with finite action [13]. He considered only the case where M is either all of R3 or a
bounded subset of it with smooth convex boundary. In this context, the definition
of strong solution is slightly more general than Definition 2.2.
Definition 5.1. A strong solution of the third type to the Yang-Mills heat equation
over (0,∞) is a continuous function
A(·) : (0,∞) → L2(M ; Λ1 ⊗ k)
which satisfies the conditions a)−d) of Definition 2.2 and in the case the boundary
of the manifold M is nonempty A is assumed to satisfy the boundary conditions
A(t)norm = 0 in the Neumann case and A(t)tan = 0 in the Dirichlet case.
In particular, the strong solutions A(t) for which the variational equation is
defined, need not have initial condition in Ha, nor any type of continuity at t = 0.
Definition 5.2. A strong solution to the variational equation (5.1) over [0,∞) is
a continuous function
v : [0,∞) → L2(M ; Λ1 ⊗ k)
such that
a) v(t) ∈ HA1 for all t ∈ (0,∞), and v : (0,∞) → HA1 is continuous
b) dA(t)v(t) ∈ HA1 for each t ∈ (0,∞),
c) the strong L2(M) derivative v′(t) ≡ dv(t)/dt exists on (0,∞), and
d) the variational equation (5.1) holds on (0,∞).
A solution v(·) that satisfies all of the above conditions except for a) will be called
an almost strong solution. In this case the spatial exterior derivative dv(t) must
be interpreted in the weak sense.
In the above definition, the Sobolev norm HA1 is defined as
∥ω∥2HA1 (M) =
∫
M
|∂Aj ω(x)|2Λ1⊗k + |ω(x)|2Λ1⊗kd x + ∥ω∥22,
since we are over Euclidean space, and A = A(T ) for some 0 < T < ∞. The HAa
norm is defined similarly to (2.7), with ∆ replaced by ∆A.
Theorem 5.3 (Gross [13]). Assume M is either all of R3 or is the closure of a
bounded domain in R3 with smooth convex boundary. Assume that 1/2 ≤ a < 1
and 1/2 ≤ b < 1. Let A(·) be a strong solution to the Yang-Mills heat equation
over (0,∞) with finite a-action and such that for each s ∈ [0,∞) the function
[0,∞) ∋ t 7→ A(t)−A(s) is continuous into L3(M ; Λ1 ⊗ k).
Let v0 ∈ HAb (M ; Λ1 ⊗ k). Then
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1) There exists an almost strong solution v(·) to the variational equation (5.1)
over [0,∞) with initial value v0.
2) For each real number τ > 0 there exists a vertical almost strong solution
dA(t)ατ for some ατ ∈ HA1 (M ; k) such that the function
vτ (t) ≡ v(t)− dA(t)ατ , t ≥ 0
is a strong solution to the variational equation with initial value v0 −
dA(0)ατ . Moreover
sup
0≤t≤1
∥v(t)− vτ (t)∥2 → 0 as τ ↓ 0.
3) If ∥A(t)∥L3(M) < ∞ for some t > 0 then
v : [0,∞) → HAb
is continuous.
4) Strong solutions are unique when they exist.
Theorem 5.3 implies that the solution satisfies dA(t)v(t) ∈ H1, but fails to be in
H1 up to a vertical solution. In other words, as Gross mentions in [13], the above
result is the infinitesimal analogue of the existence theorem for the Yang-Mills
heat equation, where now the infinitesimal analogue of a gauge transformation is
played by the vertical vectors. To achieve v ∈ HAb , one must make the additional
assumption that A is in L3. This is known for initial data A0 ∈ H1/2, but need
not hold in general
Recently, Gross in [14], and in a separate work with the author, have been con-
sidering the topological properties of the natural configuration space that arises in
the context of the Yang-Mills heat equation over compact subsets of 3-dimensional
Euclidean space with smooth boundary and R3 itself. They are interested in pro-
viding a space of solutions Y to (1.2) as well as an appropriate space of gauge
transformations G such that Y/G is an infinite dimensional complete manifold,
with a metric structure. The spaces Y and G should correspond to a general class
of initial conditions, and in particular one that would be relevant for quantum field
theory applications. They anticipate that the space of solutions with initial value
in A0 ∈ H1/2(M), or alternatively A0 ∈ Ha(M), and an appropriate gauge group
will provide such a space. The previous work of Gross regarding the solutions to
the variational equation will be critical, as the metric will correspond to a norm
on the relevant tangent vectors, which will eventually allow us to find a home-
omorphism between small neighborhoods of the space and the relevant tangent
space.
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23. Marini, A.: Dirichlet and Neumann boundary value problems for Yang-Mills connections,
Comm. Pure Appl. Math. 45 (1992), no. 8, 1015–1050.
24. Marini, A.: The generalized Neumann problem for Yang-Mills connections, Comm. Partial
Differential Equations 24 (1999), no. 3-4, 665–681.
25. McKean, H. P.: Stochastic Integrals, Academic Press, New York, 1969.
26. Naito, H.: Finite time blowing-up for the Yang-Mills gradient flow in higher dimensions,
Hokkaido Math. J. 23 (1994), no. 3, 451–464.
27. Oh, S.-J.: Finite energy global well-posedness of the Yang-Mills equations on R1+3: an
approach using the Yang-Mills heat flow, Duke Math. J. 164 (2015), no. 9, 1669–1732.
28. Oh, S.-J., Tataru, D.: The hyperbolic Yang-Mills equation in the caloric gauge: local well-
posedness and control of energy-dispersed solutions, Pure Appl. Anal. 2 (2020), no. 2, 233–
384.
29. Pulemotov, A.: The Li-Yau-Hamilton estimate and the Yang-Mills heat equation on mani-
folds with boundary, J. Funct. Anal. 255 (2008), no. 10, 2933–2965.
30. R̊ade, J.: On the Yang-Mills heat equation in two and three dimensions, J. Reine Angew.
Math. 431 (1992), 123–163.
THE YANG-MILLS HEAT EQUATION 23
31. Sadun, L.: Continuum Regularized Yang-Mills Theory, Ph. D. Thesis, Univ. of California,
Berkeley, 1987.
32. Schlatter, A. E., Struwe, M., Tahvildar-Zadeh, A. S.: Global existence of the equivariant
Yang-Mills heat flow in four space dimensions, Amer. J. Math. 120 (1998), no. 1, 117–128.
33. Seiler, E.: Gauge theories as a problem of constructive quantum field theory and statistical
mechanics, Lecture Notes in Physics, 159, Springer-Verlag, Berlin, 1982.
34. Struwe, M.: The Yang-Mills flow in four dimensions, Calc. Var. Partial Differential Equa-
tions 2 (1994), no. 2, 123–150.
35. Struwe, M.: Geometric evolution problems, in: Nonlinear partial differential equations in
differential geometry, Park City, UT, 1992, IAS/Park City Math. Ser. 2 (1996) 257–339,
Amer. Math. Soc., Providence, RI.
36. Taibleson, M. H.: On the theory of Lipschitz spaces of distributions on Euclidean n-space.
I. Principal properties, J. Math. Mech. 13 (1964), 407–479.
37. Taubes, C. H.: Self-dual Yang-Mills connections on non-self-dual 4-manifolds, J. Differential
Geometry 17 (1982), no. 1, 139–170.
38. Taubes, C. H.: Stability in Yang-Mills theories, Comm. Math. Phys. 91 (1983), no. 2, 235–
263.
39. Taylor, M. E.: Partial differential equations III. Nonlinear equations, Applied Mathematical
Sciences, 117, Ed. 2, Springer, New York, 2011.
40. Uhlenbeck, K.: Removable singularities in Yang-Mills fields, Comm. Math. Phys. 83 (1982),
no. 1, 11–29.
41. Uhlenbeck, K.: Connections with Lp bounds on curvature, Comm. Math. Phys. 83 (1982),
no. 1, 31–42.
42. Waldron, A.: Long-time existence for Yang-Mills flow, Invent. Math. 217 (2019), no. 3,
1069–1147.
43. Weinkove, B.: Singularity formation in the Yang-Mills flow, Calc. Var. Partial Differential
Equations 19 (2004), no. 2, 211–220.
44. Yang, C. N., Mills, R. L.: Conservation of isotopic spin and isotopic gauge invariance, Phys.
Rev. (2) 96 (1954), 191–195.
45. Zwanziger, D.: Covariant quantization of gauge fields without Gribov ambiguity, Nuclear
Phys. B 192 (1981), no. 1, 259–269.
Nelia Charalambous: Department of Mathematics and Statistics, University of
Cyprus, Nicosia, 1678, Cyprus
E-mail address: nelia@ucy.ac.c
URL: http://euclid.mas.ucy.ac.cy/∼nelia/index.html)
