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Abstract
Ferroelectric Materials with Interfaces:
First Principles Calculations
Ferroelectric materials are characterized by a reversible spontaneous electric po-
larization in the absence of an electric field. This polarization arises from a non-
centrosymmetric arrangement of the ions in the unit cell that produces an electric
dipole moment. Ferroelectric materials have been extensively studied in recent years
because of their promising properties for a wide range of applications, ranging from
three-dimensional trenched capacitors for dynamic random access memories and ul-
trafast switching to cheap room-temperature magnetic-field detectors, piezoelectric
nanotubes for microfluidic systems and electrocaloric coolers for computers.
Experimental studies have shown that defects, stacking faults and domain bound-
aries play an important role in ferroelectric materials. In this thesis the polarization
of thin films of the perovskite ATiO3 compounds PbTiO3 and BaTiO3 is investi-
gated. The investigations take advantage of the density functional theory (DFT), a
modern theory which permits the treatment of the many electrons problem in real
solids. The actual calculations are carried out with the full-potential linearized aug-
mented planewave method (FLAPW) method as implemented in the Ju¨lich DFT code
(FLEUR). The applicability of different exchange-correlation potentials is studied.
Both AO-terminated and TiO2-terminated surfaces with the polarization in the film
plane and perpendicular to the surface are considered. The influence of the surface
and stacking faults on the polarization near to the surface have been studied. Without
an electric field that compensates the depolarization field a polarization perpendicu-
lar to the surface is not stable, but I can stabilize an out-of-plane polarization with
different types of defects at the surface.
Two different types of domain walls, transversal and longitudinal, in PbTiO3 are
considered. I simulated [110]-oriented 180◦ transversal domain boundaries and [100]-
oriented 180◦ longitudinal domain walls. The latter type of walls is not stable in a
stoichiometric material. When such domain walls with bulk polarization are formed,
the electric charges accumulated at the interface make the domain walls metallic and
unfavorable due to electrostatic energy. I stabilized the longitudinal domain walls
by creating defects on the interface. The lateral extension of these domain walls is
studied and compared to experimental results.
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1 Introduction
Crystal structures can be divided into 32 classes, or point groups, according to the
number of rotational axes and reflection planes that leave the crystal structure un-
changed. Twenty-one of the 32 crystal classes lack a center of inversion symmetry,
and of 20 these are piezoelectric. Of these 20 piezoelectric crystal classes, 10 are
pyroelectric (polar). Ferroelectrics are pyroelectrics that possess a spontaneous po-
larization, which can be reversed by applying a suitable electric field. The process is
known as switching and is accompanied by a hysteresis in the field versus polariza-
tion curve. The value of the spontaneous polarization is easily determined from the
switching loop. In recent years, ferroelectric materials with the perovskite structure
ABO3 (A, B=cations) have attracted attention owing to their prospective technolog-
ical applications, e.g. non-volatile and high-density memories, thin-film capacitors
and pyroelectric devices. As these applications are realized in complex components
or thin-film geometries, whose size is now reaching extremely small dimensions down
to several nanometers, knowledge of the bulk-properties alone is no longer sufficient.
Structures are studied, where the effect of surface, interfaces, staking faults and do-
main boundaries can be critical.
1.1 History of the ferroelectricity
Pyroelectricity has been know since ancient time because of the ability of these ma-
terials to attract objects when they are heated. During the eighteenth century, many
experiments where carried out in an attempt to characterize the pyroelectric effect in
a quantitative manner for instance by Gaugain [1] in 1856.
As is well known, the word “ferroelectric” (more exactly, “ferroelektrisch”) was
invented by Schro¨dinger in 1912 in a paper, in which he discussed the possibility
for the dielectric instability to occur and found that a phenomenon similar to ferro-
magnetism could occur under some circumstances [2,3]. The ferroelectric effect was
first observed by Valasek [4] in 1920, in the Rochelle salt, with molecular formula
KNaC4H4O6·4H2O, who observed that the polarization of KNaC4H4O6·4H2O can
be reversed by the application of an external field. In 1935, the second ferroelectric
material potassium di-hydrogen phosphate KH2PO4 was discovered [5].
From 1920 until about 1943, ferroelectrics were academic curiosities, of little ap-
plication or theoretical interest, mostly water-soluble and fragile. They were all hy-
drogen bonded and this property was thought to be essential for ferroelectricity. Dur-
ing the war years, this changed upon the discovery of the ferroelectric properties of
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barium titanate (BaTiO3), that were found incidentally, when searching for new di-
electric to replace mica [6, 7]. Rapidly, it became by far the most extensively studied
ferroelectric material. Also an “electronic ceramics” industry was established. Upon
on cooling, BaTiO3 undergoes a sequence of three successive structural transitions
from a paraelectric cubic phase to ferroelectric structures of tetragonal, orthorhombic
and rhombohedral symmetry. It was the first ferroelectric without hydrogen bonds,
the first with a non-polar paraelectric phase, the first with more than one ferroelectric
state. In addition, its prototype crystal structure is a cubic perovskite with only five
atoms per unit cell. It was, therefore, offering physicists an opportunity to study the
onset of ferroelectricity from a very simple structure.
The sudden interest for BaTiO3 broadened gradually to different oxides of the
ABO3 family. A ferroelectric activity was discovered in KNbO3 presenting the same
sequence of phase transitions than BaTiO3 [8], or PbTiO3 that remains stable at low
temperature in tetragonal symmetry. Also simultaneously, antiferroelectricity was
discovered in PbZrO3 [9], which shifted attention to the theoretical description of
ferroelectric and antiferroelectric phenomena in a manner much more amenable to a
microscopic investigation.
Mason and Matthias (1950) proposed a simple microscopic model to describe the
ferroelectricity in BaTiO3, in which the small Ti4+ ion, surrounded by six oxygen
ions, is depicted as being in an off-center sixfold potential-well minimum, giving rise
to a unit dipole. It is capable of undergoing order-disorder transitions under the influ-
ence of both thermal energy and the electrostatic energy of the effective local field in
which the cooperative influence of all other neighboring unit dipoles predominates.
This model was then strongly criticized by Jaynes [10], using arguments apparently
plausible but, not too well founded and it was used latter as starting point for im-
proved statistical models. Independently, in 1950 Slater [11] pointed out that the
ferroelectric behavior of BaTiO3 could be caused by long-range dipolar forces (via
the Lorentz local effective field) competing with local short-range forces. Later, this
provided the basic framework to describe the phase transition in displacive type ferro-
electrics. Mueller(1940) [12–14], and later Ginzburg (1945,1949) [15,16] and Devon-
shire (1949, 1951, 1954) [17–19] were the first to propose macroscopic, thermody-
namical theories of ferroelectricity. Devonshire’s theory [20], which described in de-
tail the successive phase transitions in BaTiO3, (from cubic to tetragonal, from tetrag-
onal to orthorhombic and from orthorhombic to rhombohedral) became the paradigm
of a phenomenological theory for ferroelectricity, and has remained so through sev-
eral decades. In 1960 Anderson and Cochran [21] recasted the microscopic theory in
terms of crystal lattice dynamics, and predicted successfully the existence of “soft-
modes”, later observed by neutron, infrared and Raman scattering.
Before 1970, the most exciting challenge in ferroelectrics was modeling ferroelec-
tric phase transitions and discovering new ones. There are now 700 ferroelectric ma-
terials, many of which are neither hydrogen bonded nor oxides, such as GeTe, SrAlF5,
or SbSi. These are very successful used for actuators and piezoelectric transducers as
well as for pyroelectric detectors. The application for sound navigating sonars was
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particularly well funded. The focus changed after 1984, when thin-film ferroelectrics
were developed and for the first time integrated into semiconductor chips [22]. In
1994, a ferroelectric bypass capacitor for 2.3-GHz operation in mobile digital tele-
phones won the Japan Electronic Industry “Product of the Year” award, with 6 million
chips per month in production. The polarization of a typical ferroelectric is reversed
at a critical “coercive” field E ≈ 50 kV/cm. In a 1-mm bulk device, this is a 5-kV
voltage unsuitable for a mobile telephone; however, for submicrometer films it is less
than 5 V, permitting integration into most silicon chips. It is in the form of “integrated
ferroelectrics” that the renaissance of ferromaterials occurred.
Nowadays, there are several directions for ferroelectrics research: substrate-film
interfaces and high-strain states, finite size effects, nanotubes and nanowires, elec-
trocaloric devices, ferroelectric random access memories (FeRAMs), dynamic ran-
dom access memory (DRAM) capacitors, electron emitters, weak-magnetic field sen-
sors, magnetoelectrics, and self-assembly. Ferroelectric liquid crystals (smectic thin
films) probably have a more mature commercial product line as spatial light modula-
tors and video camera view-finders [23].
1.2 A first-principles approach
The first-principles density-functional-theory (DFT) is a powerful method for ad-
dressing many questions concerning the ferroelectric material e.g. origin of ferro-
electricity in perovskite oxides. Earliest DFT calculations on ABO3 compounds were
reported by Weyrich [24] during the eighties. In 1992, Cohen calculated the ground-
state structures and electronic-structure of BaTiO3 and PbTiO3 [25], and later ex-
tended the investigations to many other ferroelectric perovskites [26].
The modern theory of polarization proposed by Resta [27], King-Smith and Van-
derbilt [28, 29] was an important step in order to obtain a correct definition of the
bulk electric polarization. Without this theory, the macroscopic electronic polariza-
tion was not indeed uniquely determined and not accessible by electronics structure
methods which make use of infinite periodic systems with continuous electronic dis-
tributions. Now, the electronic contribution to the polarization can be conveniently
obtained from a Berry phase of the electronic wavefunctions and is easily computed
in the framework of DFT.
As computational power and algorithmic efficiency have improved, it has become
possible to study increasingly complex systems, such as surfaces [30–35] , inter-
faces [36–38], defects [39,40], domain walls [41,42], superlattices [43,44] and nanos-
tructures [45–48].
1.3 The present work
In this work, we studied the ferroelectric behavior of the prototypical ferroelectric
materials BaTiO3 and PbTiO3. Experimental studies have shown that the performance
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of ferroelectric devices depends strongly on the non-perfect environment encountered
in real device structures. In this thesis I address the question how surfaces, domain
boundaries, defects and stacking faults change the ferroelectric behavior.
Chapter 2 gives a quick overview to the Kohn-Sham ansatz outlining the general
aspects of the density functional theory (DFT) methodology. The full-potential lin-
earized augmented planewave (FLAPW) method is discussed in detail in chapter 3.
The implementation of FLAPW method for a film with and without an external elec-
tric field is considered.
In ferroelectric materials, the ferroelectric behavior strongly depends on the lat-
tice parameters (e.g. volume and tetragonalty, i.e. c/a-ratio). Thereby, the calculated
lattice parameters depend on the choice of the exchange-correlation functional ap-
proximation the unknown energy functional of the DFT. An exchange-correlation
functional should be chosen where the calculated lattice parameters are close to the
experimental results. To this end, the lattice parameters have been calculated with
different types of exchange-correlation functionals, summarized in chapter 4. The
different ferroelectric behaviors of BaTiO3 and PbTiO3 are explained on the basis of
the partial densities of states (PDOS) for BaTiO3 and PbTiO3. The influence of sur-
face and stacking faults on the polarization parallel to the surface plane in the BaTiO3
and PbTiO3 have been studied.
In chapter 5 we considered a polarization perpendicular to the surface plane, the
so-called out-of-plane polarization. Understanding the mechanism of stabilization
of the out-of-plane polarization is very important for ferroelectric thin films. There
are several experimental studies about a stabilized out-of-plane polarization on thin
ferroelectric thin films, e.g. out-of-plane polarization which has been stabilized for
BaTiO3 nanostructures by molecular hydroxyl (OH) and carboxylate (R-COO) ad-
sorbates [45]. We have studied how to stabilize out-of-plane polarization by using an
external electric field or different types of defects at the BaTiO3 and PbTiO3 surfaces.
Electronic structures for an out-of-plane polarization, i.e. outward and inward to the
PbTiO3 surfaces, have been calculated.
In chapter 6 we studied different types of domain walls, i.e. transversal (TDW)
and longitudinal (LDW) in PbTiO3. The longitudinal domain walls are not stable in
a stoichiometric material. When such domain walls are formed, the electric charges
accumulated at the interface make domain walls metallic and unfavorable due to elec-
trostatic energy. The longitudinal domain walls are stabilized by creating defects at
the domain walls in PbTiO3. We compared our TDW and LDW results to the exper-
imental results of C. Jia et al. [49]. Finally, we summarize the main results obtained
with in this work.
4
2 Density functional theory
For calculating physical properties of solids, it is very importance to find a good
quantum-mechanical model to simulating these systems. However, the atom nu-
clei and the electrons constitute a complex manybody problem. A simplification of
this problem can be achieved by employing the Born-Oppenheimer-approximation,
within which the motion of the nuclei is separated from the motion of the electrons.
In any instant, the atomic nuclei can then be considered as point charges at fixed po-
sitions. Thus, all quantum effects of the motion of the nuclei are neglected. This
approximation, which is made in vast majority of first-principle calculation, leads to
the following Schro¨dinger equation.
HΨ =
 −
N∑
i=1
~2
2m
∇2 +
N∑
i,j=1
i 6=j
e2
|ri − rj| −
N∑
i=1
M∑
µ=1
e2Zµ
|ri −Rµ|
Ψ(r1, ..., rN)
= EΨ(r1, ..., rN) ,
(2.1)
where Zµ and Rµ are atomic numbers and positions of atomic nuclei µ, m and ri are
the absolute mass and positions of electrons.
However, due to large dimension of Ψ and the requirement of antisymmetry, which
means that Ψ has to be expanded into sum of Slater determinants rather than simple
product-functions, this equation can be solved only for tiny systems, including few
electrons. In order to deal with realistic materials, relevant in solid state physics,
further approximations have to be made.
A breakthrough in the parameter-free ab-initio description of complex electronic
systems has been achieved with the development of density functional theory by Ho-
henberg and Konh [50] and Kohn and Sham [51]
2.1 The theorem of Hohenberg and Kohn
The all-electron wavefunction contains all information available about an electronic
system. However, not the whole information is needed to determine the ground state
properties of a physical system. The measurable quantities are given by expectation
values of quantum-mechanical operators corresponding to the observable under con-
sideration. The central idea of the density functional theory [52] is to replace the
complex many particle wavefunction by a far simpler quantity, the electron density,
given by
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ρ(r) = 〈Ψ|
N∑
i=1
δ(r− ri)|Ψ〉 . (2.2)
Hohenberg and Kohn were able to show for systems with a non-degenerate ground
state, that:
• For a given external potential Vext, the ground state energy and all other ground
state properties of the system are unique functionals of the electron density
ρ(r).
• The energy functional is variational, i.e. the ground state density ρ0(r) mini-
mizes the energy functional E[ρ], under the subsidiary condition that the num-
ber of electrons is kept constant.
E[ρ] > E[ρ0] = E0 for all ρ(r) 6= ρ0(r). (2.3)
The density functional formalism can be extended to degenerate ground states [53].
The second part of the theorem implies, that the ground state density can obtained
form the minimization of the energy functional:
δE[ρ] = 0. (2.4)
Levy [54] provided a simpler and more general derivation of the above theorems,
defining the energy functional by
E[ρ] = min〈Ψ|H|Ψ〉. (2.5)
However, no explicit representation of E[ρ] has been derived so far.
2.2 The Kohn-Sham equations
An important step on the way to finding an applicable approximation of the energy
functional is the idea of Kohn and Sham [51]. The central concept of their theory is
to split the energy functional into several terms:
E[ρ] = Tkin[ρ] + EH [ρ] + Exc[ρ] + Eext[ρ] , (2.6)
where Tkin is the kinetic energy of non-interacting electrons, EH is Hartree en-
ergy, i.e. the classical Coulomb energy of the electrons, and Exc[ρ] is the exchange-
correlation energy which contains terms coming from the Pauli principle (exchange
hole), from correlations due to the repulsive Coulombic electron-electron interaction
and from the contribution to the kinetic energy of interacting electrons. E.g. In the
local density approximationExc[ρ] is written in the formExc[ρ] =
∫
drn(r)εxc(ρ(r)).
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Then Eext is the interaction energy of the electrons with the ions, e.g. described by
the 1/r potential as in all-electron methods or by pseudo-potentials.
An explicit formula for Tkin[ρ] can be obtained using a special ansatz for electrons
density. The density can written as a sum of single particle wavefunctions, as in the
case of non-interacting electrons
ρ(r) = 2
N∑
i=0
|ψi(r)|2 , (2.7)
where the sum is over the occupied states and the factor of two accounts for the
spin degeneracy. With this ansatz the kinetic energy can be written as:
Tkin[ρ] = −2
N∑
i=1
∫
ψ∗i (r)
~2
2m
∇2ψi(r)d3r . (2.8)
Instead of minimizing the energy functional with respect to the electron density, it
can also be minimized with respect to the wavefunctions ψi (or their complex conju-
gates). In this case the subsidiary condition of particle conservation is replaced by the
requirement of normalized wavefunctions∫
|ψi(r)|2d3r = 1 , (2.9)
this requirement is taken into account by Lagrange parameters εi. Applying the
variational principle yields the Kohn-sham equation
{ ~2
2m
∇2 + Vˆeff (r)
}
ψi(r) = εiψi(r) , (2.10)
with
Vˆeff = Vˆext + VˆH + Vˆxc . (2.11)
In the real space representation the individual terms are the following:
external-potential : Vˆext(R, r) = −
M∑
µ=1
e2Z2
|ri −Rµ| (2.12)
Hartree potential: ∇2VˆH(r) = 4pie2ρ(r) (2.13)
xc-potential(LDA): Vˆxc(r) = δ
δρ(r)
∫
drρ(r)εxc(ρ(r)) (2.14)
The terms VˆH [ρ] and Vˆxc[ρ] are local potentials and explicitly density dependent.
Thus, the Hamiltonian Hˆ[ρ] and wavefunctions ψi([ρ], r) are also dependent on the
electron density ρ(r). Together with the expression .(4.1) a self -consistency problem
to obtain the charge density ρ(r) is established, which is solved iteratively until the
input density (used to define the potential term in the Hamiltonian) is equal to the
output density within the required accuracy. The external potential Vˆext[R] depends
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explicitly on the position R of all atoms, which change at certain steps to optimize
the atomic structure or every time-step of a molecular dynamics algorithm. Thus, the
Hamiltonian Hˆ[ρ] and the wavefunctions ψi([ρ], r) are also dependent on the atomic
positions R . After the self-consistency condition for the electron density has been
fulfilled, the atom positions are moved by a molecular static or molecular dynamics
time-step.
8
3 The FLAPW method
3.1 The FLAPW method
There are many possible ways to solve the Kohn-sham equations. One common
method is to use some kind of basis set to represent the the wavefunctions. A suit-
able choice that is already suggested by Bloch’s theorem are plane waves. They have
a lot of advantages : They are orthogonal, they are diagonal in momentum and any
power of momentum and the implementation of planewave based methods is rather
straightforward because of there simplicity. However, since the electron wavefunc-
tions are varying very quickly near the core, large wavevectors are needed to represent
the wevefunctions accurately . This makes planewaves very inefficient. To overcome
this problem this require to separate valence from core-electrons “freeze” the latter
ones. Then you can use a “pseudo”-potential for the valence e−, that has the cor-
rect scattering properties. one can employ pseudopotential techniques, which allow
an accurate description of the wevefunctions between the atoms, but avoid the fast
oscillations near the core. Another way to solve this problem is to use a basis set,
which contains radial wavefunctions to describe the oscillations near the core. This
has already been suggested by Slater [55]. The corresponding technique is called the
augmented planewave (APW) method .
3.1.1 The APW method
Within the APW approach, space is divided into spheres centered at each atom site,
the so-called muffin-tins, and the remaining interstitial region (cf. Fig. 3.1). In the
region far away from the nuclei ( interstitial region), the electrons are more or less
’free’. Free electrons can be described by plane waves . Close to the nuclei (muffin-
tins region), the electrons behave quite as they were in a free atom, and they can be
described more efficiently by atomic like functions. A single augmented plane wave
(APW) used in the expansion of φν(k, r) is defined as:
ϕG(k, r) =
 e
i(G+k)r interstitial region∑
lm
AµGL (k)ul(r)YL(rˆ) muffin-tin µ (3.1)
where k is the Bloch vector, YL(rˆ) is the spherical harmonics, Ω is the unit-cell vol-
ume, G is a reciprocal lattice vector, L abbreviates the quantum numbers l and m and
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Interstitial
Muffin−Tin
µ
µ
R
µ
R
µ’
’
Figure 3.1: Volume of unit cell partitioned into muffin-tin spheres of two different types of atoms and
the interstitial region.
ul is the regular solution of the radial Schro¨dinger equation{
− ~
2
2m
∂2
∂r2
+
~2
2m
l(l + 1)
r2
V (r)− E
}
rul(r) = 0. (3.2)
HereEl is an energy parameter and V(r) is the spherical component of potential V (r).
The coefficientsAµGL (k) are determined form the requirement, that the wevefunctions
have to be continuous at the boundary of the muffin-tin spheres in order for the kinetic
energy to be well-defined.
If the E were kept fixed, used only as parameter during the construction of the ba-
sis, the Hamiltonian could be set up in terms of basis. This would lead to a standard
secular equation for the band energies. Unfortunately, it turns out, that the APW basis
does not offer enough variational freedom if the E is kept fixed. An accurate descrip-
tion can only be achieved if they are set to the corresponding band energies. However,
requiring the E’s to equal the band energies, the latter can no longer be determined
by simple diagonalization of the Hamiltonian matrix. Since the ul’s depend on the
band energies, the solution of secular equation becomes a nonlinear problem, which
is computationally much more demanding than a secular problem. One way of solv-
ing this problem is to fix the energy E and scan over k to find a solution. i.e. find one
band at the time, instead of diagonalization a matrix to find all the bands at a given
k. Thus, in Slater’s formulation of the method E enters as additional non-linear vari-
ational parameter varying the shape of the functions ul till the optimal shape is found
for the band energies one has looked for. Another disadvantage of APW method is,
that it is difficult to extend beyond the spherically averaged muffin-tin potential ap-
proximation, because in the case of a general potential the optimal choice of E is
no longer the band energy. And finally, but less serious, if, for a given choice of E,
the radial functions ul vanish at the muffin-tin radius, The boundary conditions on the
spheres cannot be satisfied, i.e. the planewaves and the radial function become decou-
pled. This called the asymptote problem. It can already cause numerical difficulties
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if ul becomes very small at the sphere boundary. Further information about the APW
method can be found in the book by Loucks [56].
3.1.2 The concept of LAPW
The basic idea of the linearized augmented planewave method (LAPW) is to add extra
variational freedom to the basis inside the muffin-tins, so that it is not necessary to
set the El equal to the band energy. This is done by using not only the radial solution
of the Schro¨dinger equation, but also its derivative with respect to the energy. This
construction, which was first suggested by O.K. Andersen [57], can be regarded as
a linearization of the APW method. To realize this, recall that in the APW method
the ul’s depend on the energiesi and can thus be understood as functions of r and .
Hence, ul can be expanded into a Taylor-series around a chosen energy El
ul(, r) = ul(El, r) + u˙l(El, r) +O[(− El)2] . (3.3)
Here u˙l denote the energy derivative of ul,∂ul(, r)/∂, andO[( − El)2] denotes er-
rors that are quadratic in the energy difference. Ergo, the LAPW method introduces
an error of order ( − El)2 in the wavefunction. Therefore, according to the vari-
ational principle the error in the calculated band energies is of the order ( − El)4.
Because of this high order, the linearization works very well even over rather broad
energy regions. In most cases a single set of energy parameters is sufficient for the
whole valence band. However, sometimes the energy region has to be split up in two
(very rarely more) windows with separate sets of energy parameters. But let’s turn to
some important properties of the LAPW basis first, before discussing its quality and
accuracy. The LAPW basis functions are of the form
ϕG(k, r) =
 e
i(G+k)r interstitial region∑
L
AµGL (k)ul(r)YL(rˆ) +B
µG
L (k)u˙l(r)YL(rˆ) muffin-tin µ ,
(3.4)
with the extra termBµGL (k)u˙l(r)YL(rˆ) compared to the APW method. The additional
coefficient is determined by requiring that not only the basis functions, but also their
derivatives with respect to r are continuous at the sphere boundaries. This makes the
evolution of Tˆo simpler as compared to the APW method. It is useful to require the
following normalization.
〈u|u〉 =
∫ RMT
0
u2l (r)r
2dr = 1 . (3.5)
Here RMT is the muffin-tin radius. Taking the derivative of (3.5)with respect to the
energy it can easily be shown, that ul and u˙l are orthogonal. u˙l is calculated from a
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Schro¨dinger-like equation, derived by taking the energy derivative of(3.2).{
− ~
2
2m
∂2
∂r2
+
~2
2m
l(l + 1)
r2
V (r)− El
}
ru˙l(r) = rul(r) . (3.6)
Still the solution of this equation has to be made orthogonal to ul, since any linear
combination of ul and u˙l also solves the equation. Once ul and u˙l are made orthogonal
the basis function inside the spheres form a completely orthogonal basis set , since
the angular functions Ylm(rˆ) are also orthogonal. However, the LAPW function are
in general not orthogonal to the core states, which are treated separately in the LAPW
method. This fact can cause problems in the presence of high lying core states . A
detailed discussion of these problems and strategies to circumvent them can be found
in the book by Singh [58], which includes a very comprehensive review of many
aspects of the LAPW method.
With the construction of the LAPW basis the main problems of the APW method
are solved :
• Since it is no longer necessary to set the energy parameters equal the band ener-
gies, the latter can be determined by a single diagonalization of the Hamiltonian
matrix.
• The LAPW method can be extended to nonspherical muffin tin potentials with
little difficulty, because the basis offers enough variational freedom. This leads
then to the full-potential linearized augmented plane wave method (FLAPW).
• If ul is zero at the sphere boundary, its radial derivative u′ and u˙l are in general
nonzero. Hence, the boundary conditions can always be satisfied and there is
no asymptote problem.
As a final remark it is worth mentioning, that the nonlinearity inherent to the APW
method can only be circumvented at the expense of a larger eigenvalue problem.
To see this recall that within LAPW (and also within APW) the basis functions are
represented by planewaves. The function inside the muffin-tin are coupled to the
planewaves via the boundary conditions, and can only be varied indirectly by vari-
ation of the planewave coefficients. Clearly, with a finite number of planewaves,
at maximum the same number of functions inside the spheres can be varied indepen-
dently. Hence, to make use of the of the extra variation freedom, that the LAPW basis
set allows as compered to the APW basis, i.e. to vary ul’s and the u˙l’s independently,
more planewaves have to be used.
3.1.3 The concept of FLAPW
The majority of applications of APW and LAPW method employed shape-approximations
on the potential used in the Hamiltonian. Typically, the potential in the unit cell, V (r),
is approximated by V0(r)
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V0(r) =
{
V I0 = const. interstitial region
V MT0 (r) muffin-tin µ ,
(3.7)
using a constant potential in the interstitial region and a spherically symmetric
potential inside each sphere.
While the LAPW method yields accurate results for close-packed metal systems,
the shape-approximation becomes difficult to justify for crystals with open structures
such as silicides, perovskites, surfaces or clusters.
In the full-potential LAPW method (FLAPW) [59,60] any shape-approximation in
the interstitial region and the muffin-tin are dropped. This generalization is achieved
by relaxing the constant interstitial potential V I0 and the spherical muffin-tin approx-
imation V MT( r) due to the inclusion of a “warped” interstitial
∑
V GI e
iGr and the
non-spherical terms inside the muffin-tin spheres:
V (r) =

∑
G
V IGe
iGr interstitial region∑
L
V MTL (r)YL(rˆ) muffin-tin µ .
(3.8)
This method became possible with the development of a technique for obtaining the
Coulomb potential for a general periodic charge density without shape-approximation
and with the inclusion of the Hamiltonian matrix elements due to the warped intersti-
tial and non-spherical terms of the potential. The charge density is represented in the
same way as the potential:
ρ(r) =

∑
G
ρIGe
iGr interstitial region∑
L
ρMTL (r)YL(rˆ) muffin-tin µ .
(3.9)
Detail of the solution of the Poisson equation for an arbitrarily shaped periodic
potential are described in section 3.4.
3.1.4 The generalized eigenvalue problem
After discussing the FLAPW basis it is necessary to say a few words about the eigen-
value problem. The solution of eigenvalue problem has to be carried out separately
for every Bloch vector. And, of course, the basis set and the Hamiltonian matrix have
to be set up for each Bloch vector k. However, I will not add the index k to the basis
function and the Hamiltonian matrix.
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There is one important fact that I have not mentioned so far. Even though planewaves
form an orthogonal basis set, the FLAPW functions do not. The planewaves in the
interstitial-region are non-orthogonal, because the muffin-tin are cut out, i.e. the in-
tegration, in term of which orthogonality is defined, dose not stretch over the whole
unit cell, but only over interstitial region. An additional contribution comes from the
muffin-tin. Even though the ul(r)YL and u˙l(r)YL are mutually orthogonal, in general
each planewave couples to all functions in the spheres.
Due to the non-orthogonality of the basis functions the overlap Matrix S defined
by (3.10), is not a diagonal, but a symmetric, real matrix.
SG
′G =
∫
ϕ∗G′(r)ϕG(r)d
3r . (3.10)
In (the more convenient) Dirac notation the eigenvalue problem has the following
form:
H|φi〉 = i|φi〉 (3.11)
where |φi〉 denotes the eigenfunction corresponding to the ith eigenvalue i. Sub-
stituting the expansion of the eigenfunctions
|φi〉 =
∑
G
ciG|ϕG〉 (3.12)
we obtain ∑
G
ciGH|ϕG〉 = i
∑
G
ciG|ϕG〉 . (3.13)
Multiplying this form the left with〈ϕG′| we find∑
G
ciG〈ϕG′ |H|ϕG〉 = i
∑
G
ciG〈ϕG′ |ϕG〉 (3.14)
which can be written in matrix form
{H− iS}ci = 0 (3.15)
where the eigenvector ci is the coefficient vector corresponding to the ith eigenvalue
(3.15) is called a generalized eigenvalue problem.
However, this problem can be reduced to a standard eigenvalue problem using the
Cholesky decomposition. It can be shown (e.g. Stoer [61]), that any hermitian and
positive definite matrix can be decomposed into a matrix product of a lower triangular
matrix with only positive diagonal elements matrix and its transposed. Clearly, the
overlap matrix satisfies these conditions and can be written
S = LLtr, (3.16)
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therefore, (3.15) becomes
Hci = iLL
trci . (3.17)
Multiplying form the left with L−1 and introducing a unit matrix we get
L−1H(L−1)trLtrci = iLtrci . (3.18)
Defining
P = L−1H(L−1)trLtr, xi = Ltrci , (3.19)
we finally have
Pxi = ixi . (3.20)
Thus the generalized eigenvalue problem has been reduced to a simple eigenvalue
problem. The eigenvectors ci can be obtained by back-transformation
ci = (L
tr)−1xi. (3.21)
3.1.5 Film calculations within FLAPW
Nowadays the physics of surfaces is an field of major interest and investigation. How-
ever, surfaces are difficult to treat, because they break the translational symmetry, i.e.
there is only the 2-dimensional symmetry parallel to the surface left to be used to
reduce the problem, and a semi-infinite problem is left perpendicular to the surface.
In our approach surfaces are approximated by thin films, typically 7-12 atomic layers
thick. Obviously, this approximation, which is called the thin-film approximation,
can only yield good results if the interaction between the two surfaces of the film is
weak enough, so that each of them shows the properties of the surfaces of an ideal
semi-infinite crystal.
In the case of film calculations space is divided into three distinct regions, the
muffin-tins, the interstitial and the vacuum region (cf. Fig. 3.2). The interstitial
region now stretches from −D/2 to D/2 in z-direction, which is defined to be the
direction perpendicular to the film. The representation of the wavefunction inside the
muffin-tin spheres remains exactly the same as in the bulk case. Since the periodicity
along the z-direction is lost, the unit cell extends principally from −∞ to ∞ in z-
direction. Still the wavefunction can be expanded in term of planewaves. However,
the wavevectors perpendicular to the film are not defined in terms of D, but in terms
of D˜, which is chosen larger than D to gain greater variational freedom. If D = D˜
there would be a node at the vacuum boundary. Therefore, the planewaves have the
form
ϕG||G⊥(k||, r) = e
i(G||+k||)r||eiG⊥z (3.22)
with
G⊥ =
2pin
D˜
(3.23)
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z
x
vacuum
vacuum
muffin tin
interstitial
unit cell
Figure 3.2: The unit cell in film calculations contain two semi-infinite vacuum regions.
where G|| and k|| are the 2-dimensional wave- and Bloch vectors, r|| is the parallel
component of r and G⊥ is the wavevector perpendicular to the film. The basis func-
tion in the vacuum region are constructed in same spirit as the function in the muffin-
tins. They consist of planewaves parallel to the film, and a z-dependent function
uG||(k||, z), which solves the corresponding one-dimensional Schro¨dinger equation
(3.24), plus its energy derivative u˙G||(k||, z):{
− ~
2
2m
∂2
∂z2
+ V0(z)− Evac + ~
2
2m
(G|| + k||)2
}
uG||(k||, z) = 0 . (3.24)
Evac is the vacuum energy parameter and V0(z) is the planar averaged part of the
vacuum potential. As in the case of u˙l in the muffin-tin, the function u˙G||(k||, z) is
calculated from a Schro¨dinger-like equation, which can be obtained by taking the
derivative of (3.24) with respect to the energy:
{
− ~
2
2m
∂2
∂z2
+ V0(z)− Evac + ~
2
2m
(G|| + k||)2
}
u˙G||(k||, z) = uG||(k||, z).
(3.25)
The resulting basis functions have the form
ϕG||G⊥(k||, r) =
{
AG||G⊥(k||)uG||(k||, z) +BG||G⊥(k||)u˙G||(k||, z)
}
ei(G||+k||)r||
(3.26)
The coefficients AG||G⊥(k||) andBG||G⊥(k||) are determined in exactly the same way
as it done for the muffin-tin by requiring that the functions are continuous and dif-
ferentiable at the vacuum boundary. It should be mentioned, that the vacuum basis
functions offer less variational freedom than the basis set in the interstitial region
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does. This can be seen by noting that there are only two functions, uG|| and u˙G||
times the corresponding planar planewave, to be matched to all planewaves of the in-
terstitial region with the same G||. But there are generally far more than two different
G⊥’s, i.e. the number of basis functions in the vacuum region is significantly smaller
than in the interstitial region.However, this can be improved rather easily. In equation
(3.24) only one energy parameter Evac is used. Instead one can used a whole series
of parameters Eivac to cover an energy region. A possible choice of the energy param-
eters could be Eivac = E
G⊥
vac = Evac − ~
2
2m
G2⊥, which leads correspondingly to G⊥
dependent basis functions uG||G⊥(k||, z). For more details see Ref. [62]. In general,
however, the present approximations is accurate, the energy spectrum of the electrons
in the vacuum region is small due to the work-function.
Finally we would like to summarize the basis set used for thin film calculation with
the FLAPW method.
ϕG||G⊥(k||, r) =

ei(G||+k||)r||eiG⊥z Int.{
AG||G⊥(k||)uG||(k||, z) +BG||G⊥(k||)u˙G||(k||, z)
}
ei(G||+k||)r|| Vac.∑
L
AµGL (k)ul(r)YL(rˆ) +B
µG
L (k)u˙l(r)YL(rˆ) MTµ
(3.27)
This expansion has been suggested by H.Krakauer, M.Posternak and A.J. Freeman
[63].
3.2 Construction of the Hamiltonian matrix
The FLAPW Hamiltonian and overlap matrices consist of three contributions from
the three regions into which the space is divided.
H = HI + HMT + HV (3.28)
S = SI + SMT + SV (3.29)
All three contributions have to be computed separately. Let’s begin with the muffin-
tin spheres.
3.2.1 Contribution of the muffin-tins
The contribution of the muffin-tin to the Hamiltonian matrix and the overlap matrix
is given by:
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HG
′G
MT (k) =
∑
µ
∫
MTµ
(∑
L′
AµG
′
L′ (k)ϕ
α
L′(r) +B
µG′
L′ (k)ϕ˙
α
L′(r)
)∗
HMTα(∑
L
AµGL (k)ϕ
α
L(r) +B
µG
L (k)ϕ˙
α
L(r)
)
d3r
(3.30)
SG
′G
MT (k) =
∑
µ
∫
MTµ
(∑
L′
AµG
′
L′ (k)ϕ
α
L′(r) +B
µG′
L′ (k)ϕ˙
α
L′(r)
)∗
(∑
L
AµGL (k)ϕ
α
L(r) +B
µG
L (k)ϕ˙
α
L(r)
)
d3r
(3.31)
with
ϕαL(r) = ul(r)YL(rˆ), ϕ˙
α
L(r) = u˙l(r)YL(rˆ) . (3.32)
Where we distinguish between the atom index µ and the atom type index α(µ). In
most applications the are symmetry equivalent atom in the unit cell, i.e. some atoms
can be mapped into each other by space group operations. Clearly, these atom must
possess the same physical properties, e.g. the potential has to be equal. As a conse-
quence, the Hamiltonian and the basis functions ϕαL(r) do not differ among the atoms
of the same type. This fact is exploited in that the muffin-tin potential of an atom
type is only stored once for the representative atom, and the matrices eq(3.34)-(3.37)
is also calculated for representative only. HMTµ is scalar relativistic Hamiltonian
operator. It can be split up into two parts, the spherical Hamiltonian Hsp and the
nonspherical contributions to the potential Vns:
HMTα = Hsp + V αns . (3.33)
The above integrations contain the following matrix elements:
tαϕϕL′L =
∫
MTα
ϕαL′(r)HMTαϕαL(r)d3r (3.34)
tαϕϕ˙L′L =
∫
MTα
ϕαL′(r)HMTαϕ˙αL(r)d3r (3.35)
tαϕ˙ϕL′L =
∫
MTα
ϕ˙αL′(r)HMTαϕαL(r)d3r (3.36)
tαϕ˙ϕ˙L′L =
∫
MTα
ϕ˙αL′(r)HMTαϕ˙αL(r)d3r (3.37)
These matrix elements do not depend on the AµGL (k) and B
µG
L (k) coefficients. Thus,
they are independent of Bloch vector and need to be calculated only once per iteration.
18
3.2 Construction of the Hamiltonian matrix
The functions ϕαL andϕ˙
α
L have been constructed to diagonalize the spherical part Hαsp
of the muffin-tin HamiltonianHMTα:
HαspϕαL = ElϕαL , (3.38)
Hαspϕ˙αL = Elϕ˙αL + ϕαL . (3.39)
Multiplying these equations with ϕαL′(r) and ϕ˙
α
L(r) respectively and integrating over
the muffin-tins gives
〈ϕαL′|Hαsp|ϕαL〉MTα = δll′δmm′El (3.40)
〈ϕαL′|Hαsp|ϕ˙αL〉MTα = δll′δmm′ (3.41)
〈ϕ˙αL′|Hαsp|ϕαL〉MTα = 0 (3.42)
〈ϕ˙αL′|Hαsp|ϕ˙αL〉MTα = δll′δmm′El〈ϕ˙αL′ |ϕ˙αL〉MTα (3.43)
where the normalization condition for ϕαL has been used. So, only the expectation
values of the nonspherical part of the potential are left to be determined. The potential
is also expanded into a product of radial functions and spherical harmonics (3.44), the
corresponding integrals consist of product of a radial integrals and an angular integrals
over three spherical harmonics, the so-called gaunt coefficients.
V α(r) =
∑
L′′
V αL′′(r)YL′′(rˆ) (3.44)
tαϕϕL′L =
∑
l′′
Iαϕϕl′ll′′ G
m′mm′′
l′ll′′ + δll′δmm′El (3.45)
tαϕϕ˙L′L =
∑
l′′
Iαϕϕ˙l′ll′′ G
m′mm′′
l′ll′′ + δll′δmm′ (3.46)
tαϕ˙ϕL′L =
∑
l′′
Iαϕ˙ϕl′ll′′ G
m′mm′′
l′ll′′ (3.47)
tαϕ˙ϕ˙L′L =
∑
l′′
Iαϕ˙ϕ˙l′ll′′ G
m′mm′′
l′ll′′ + δll′δmm′El〈ϕ˙αlm|ϕ˙αlm〉MTα (3.48)
with
Iαϕϕl′ll′′ =
∫
(gαl′ (r)g
α
l (r) + φ
α
l′(r)φ
α
l (r))V
α
l′′ (r)r
2dr (3.49)
Iαϕϕ˙l′ll′′ =
∫
(gαl′ (r)g˙
α
l (r) + φ
α
l′(r)φ˙
α
l (r))V
α
l′′ (r)r
2dr (3.50)
Iαϕ˙ϕl′ll′′ =
∫
(g˙αl′ (r)g
α
l (r) + φ˙
α
l′(r)φ
α
l (r))V
α
l′′ (r)r
2dr (3.51)
Iαϕ˙ϕ˙l′ll′′ =
∫
(g˙αl′ (r)g˙
α
l (r) + φ˙
α
l′(r)φ˙
α
l (r))V
α
l′′ (r)r
2dr (3.52)
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and
Gmm
′m′′
ll′l′′ =
∫
Y ∗lmY
∗
l′m′Y
∗
l′′m′′dΩ . (3.53)
The I matrices contain the radial integrals. Finally, the Hamiltonian and overlap
matrix elements become
HG
′G
MT (k) =
∑
µ
∑
L′L
(AµG
′
L′ (k))
∗tαϕϕL′L A
µG
L (k) + (B
µG′
L′ (k))
∗tαϕ˙ϕ˙L′L B
µG
L (k)
+(AµG
′
L′ (k))
∗tαϕϕ˙L′L B
µG
L (k) + (B
µG′
L′ (k))
∗tαϕ˙ϕL′L A
µG
L (k)
(3.54)
SG
′G
MT (k) =
∑
µ
∑
L
(AµG
′
L′ (k))
∗AµGL (k) + (B
µG′
L′ (k))
∗BµGL (k)〈ϕ˙αL|ϕ˙αL〉MTµ . (3.55)
3.2.2 The vacuum contribution
The vacuum contribution to the Hamiltonian and overlap matrix are given by:
HG
′G
V (k||) =
∫
V
({
AG′||G′⊥(k||)uG′||(k||, z) +BG′||G′⊥(k||)u˙G′||(k||, z)
}
ei(G
′||+k||)r||
)∗
HV
({AG||G⊥(k||)uG||(k||, z) +BG||G⊥(k||)u˙G||(k||, z)}ei(G||+k||)r||)d3r
SG
′G
V (k||) =
∫
V
({AG′||G′⊥(k||)uG′||(k||, z) +BG′||G′⊥(k||)u˙G′||(k||, z)}ei(G′||+k||)r||)∗({AG||G⊥(k||)uG||(k||, z) +BG||G⊥(k||)u˙G||(k||, z)}ei(G||+k||)r||)d3r.
(3.56)
The treatment of the vacuum region in FLAPW is in many ways similar to the
treatment of the muffin-tins. As in the muffin-tin the basis functions are constructed to
diagonalize only a certain part of the Hamiltonian. Here this part of the Hamiltonian
includes only the non-corrugated planar averaged part of the potential (Vnc(z)), that
depends only on z.
HV = Hnc + Vco(r) (3.57)
The t-matrices can be defined in the same way as inside the muffin-tin spheres(3.34)(3.34)
tuuG′||G||(k||) = 〈ϕG′||(k||)|HV |ϕG||(k||)〉V (3.58)
tuu˙G′||G||(k||) = 〈ϕG′||(k||)|HV |ϕ˙G||(k||)〉V (3.59)
tu˙uG′||G||(k||) = 〈ϕ˙G′||(k||)|HV |ϕG||(k||)〉V (3.60)
tu˙u˙G′||G||(k||) = 〈ϕ˙G′||(k||)|HV |ϕ˙G||(k||)〉V . (3.61)
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The contribution to these matrices from Hnc, are given by the analog of equations
(3.41)-(3.44). The corrugated potential is expanded into z-dependent functions and
planewaves in the x− y plane
Vco(r) =
∑
G′′||
VG′′||(z)e
iG′′||r, (3.62)
The contribution due to the expectation values of Vco(r) consists of a z-dependent
integral and an integral in the x-y-plane of the following form∫
e−iG
′||reiG
′′||reiG||rdxdy = δG′||(G|| + G
′′||). (3.63)
Thus, the t-matrices are finally given by
tuuG′||G||(k||) = I
uu
G′||G||(G′||−G||)(k||) + δG′||G||Evac (3.64)
tuu˙G′||G||(k||) = I
uu˙
G′||G||(G′||−G||)(k||) + δG′||G|| (3.65)
tu˙uG′||G||(k||) = I
u˙u
G′||G||(G′||−G||)(k||) (3.66)
tu˙u˙G′||G||(k||) = I
u˙u˙
G′||G||(G′||−G||)(k||) + δG||G||Evac〈u˙G′||(k||)|u˙G||(k||)〉V (3.67)
Where the I matrices abbreviate the z-dependent integrals including V(G′||−G||)(z)
IuuG′||G||G′′||(k||) =
∫
uG′||(k||)uG||(k||)VG′′||(z)dz (3.68)
Iuu˙G′||G||G′′||(k||) =
∫
uG′||(k||)u˙G||(k||)VG′′||(z)dz (3.69)
I u˙uG′||G||G′′||(k||) =
∫
u˙G′||(k||)uG||(k||)VG′′||(z)dz (3.70)
I u˙u˙G′||G||G′′||(k||) =
∫
u˙G′||(k||)u˙G||(k||)VG′′||(z)dz (3.71)
The Hamiltonian and overlap matrix elements are calculated according to
HG
′G
V (k||) = A
∗
G′(k||))t
uu
G′||G||(k||)AG(k||)
+A∗G′(k||))t
uu˙
G′||G||(k||)BG(k||)
+B∗G′(k||))t
u˙u
G′||G||(k||)AG(k||)
+B∗G′(k||))t
u˙u˙
G′||G||(k||)BG(k||)
(3.72)
SG
′G
V (k||) = A
∗
G′(k||)AG(k||)δG′||G||
+B∗G′(k||)BG(k||)〈u˙G′||(k||)|u˙G||(k||)〉V δG′||G||
(3.73)
21
3 The FLAPW method
3.2.3 The interstitial contribution
The interstitial contribution to Hamiltonian and overlap matrix have the following
form
HGG
′
I =
1
Ω
∫
I
e−i(G+k)r
(
− ~
2
2m
∆ + V (r)
)
ei(G
′+k)rd3r (3.74)
SGG
′
I =
1
Ω
∫
I
e−i(G+k)rei(G+k)rd3r (3.75)
The potential is also expanded into planewaves in the interstitial region.
V (r) =
∑
G
VGe
iGr (3.76)
Without the existence of the muffin-tin spheres the integration would stretch over
the entire unit cell and the integration becomes rather simple. The kinetic energy is
diagonal in momentum space and the potential is local, diagonal is real space and of
convolution form in momentum space.
HGG
′
I (r) =
~2
2m
|G + k|2δGG′ + V(G−G′) (3.77)
SGG
′
I = δGG′ (3.78)
However, these matrix elements are not as straightforward to calculate as they appear
at first glance, because of the complicated structure of the interstitial region. The
integration has to be performed only in between the muffin-tins. Therefore, a step
function Θ(r) has to be introduced, that cuts out the muffin-tins.
Θ(r) =
{
1 in the interstitial region
0 muffin-tins (3.79)
In film calculation the region between D/2 and D˜/2 has to be cut out too, but to keep
it simple we will discuss the only bulk case in this section. Using the step function
the matrix elements can be written:
HGG
′
I =
1
Ω
∫
cell
e−i(G−G
′)rV (r)Θ(r)d3r
+1
2
(G′ + k)2
1
Ω
∫
cell
e−i(G−G
′)rΘ(r)d3r
(3.80)
SGG
′
I =
1
Ω
∫
cell
e−i(G−G
′)rΘ(r)d3r. (3.81)
In momentum space (3.80) becomes:
HGG
′
I = (VΘ)(G−G′) +
~
2m
(G′ + k)2Θ(G−G′) (3.82)
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SGG
′
I = Θ(G−G′) (3.83)
Where ΘG and (VΘ)G are Fourier coefficients of Θ(r) and V (r)Θ(r) respectively.
Apparently these coefficients are needed up to a cut-off of 2Gmax. The step function
can be Fourier transformed analytically.
ΘG = δG,0 −
∑
µ
eiGp
µ 4pi(RαMT )
3
Ω
j1(GR
α
MT )
GRαMT
The Fourier transform of the product of V (r) and Θ(r) is given by a convolution in
momentum space.
(VΘ)G =
∑
G′
VG′Θ(G−G′) (3.84)
This convolution depends on both, G and G′, therefore the numerical effort in-
creases like(Gmax)6. However,(VΘ)G can be determined more efficiently, using Fast-
Fourier-transformation (FFT) . In fig 3.3 it is shown schematically how (VΘ)G can be
obtained using FFT. Using this scheme the numerical effort increases like(Gmax)3ln((Gmax)3)
analytic F.T.
cut−off 2G
r Θ(  )
V(G)
Θ( )rFFT
FFT V(r)
VΘ
FFT
VΘ
Θ( ) G~
)(( )~
~
max
(r) (G)
Figure 3.3: Schematic representation of the calculation of (VΘ)G First Θ(r) is Fourier transformed
analytically with a cut-off 2Gmax yielding Θ˜G. Then Θ˜G andVG are fast Fourier trans-
formed and multiplied on real space mesh. Finally, the result(V Θ˜)(r) is back-transformed
to momentum space.
3.2.4 The muffin-tin A- and B-coefficients
Within the FLAPW method the electron wavefunction are expanded differently in the
interstitial region and the muffin-tins. Each basis function consists of a planewave
in the interstitial, which is matched to the radial functions and spherical harmonics
in the muffin-tins. The coefficient of the function inside the spheres are determined
from the requirement, that the basis functions and their derivatives are continuous at
the sphere boundaries. These coefficients play an important role. In this section we
will, therefore, discuss how matching conditions can be solved and what properties
they induce.
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In many systems, that the FLAPW method can be applied to, some atoms are sym-
metry equivalent, i.e. these atoms can be mapped onto each other by a space group
operation {R|τ}. Such a group of atoms is called an atom type, represented by one
of the atoms. Let {Rµ|τµ} the operation that maps the atom µ onto its representa-
tive. This atom can now be assigned a local coordinate frame Sµ (cf. Fig. 3.4), where
the origin of Sµ is at the atoms position pµ. The local frame is chosen such that the
unit vectors of the local frame Sµ are mapped onto those of the global frame by Rg
(RµSµ = Sg). The local frame of the representative atom Sα is only translated with
respect to the global frame, i.e. the same rotation Rµ maps Sµ onto Sα. The poten-
tial (and other quantities) inside the muffin-tins can now be written in terms of the
local coordinate system. Due to symmetry we find VMTα(rα) = VMTµ(rµ), where
rα and rµ are expanded in terms of the local frames Sα and Sµ respectively. As a
consequence the radial functions ul(r) and the t-matrices are the same for all atoms
of the same type. This way symmetry is exploited to save memory and computer time
(during the calculation of the t-matrices).
Any planewave can be expanded into spherical harmonics via the Rayleigh expan-
sion
p
µs
µpα
gαs s
Figure 3.4: Local coordinate frames inside each muffin-tin
eiKr = 4pi
∑
L
iljl(rK)Y
∗
L (Kˆ)YL(rˆ) (3.85)
where r = |r|, K = |K| and K abbreviates (G + k). Looked at from the the
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local frame K and pµ appear rotated, besides the origin of the local frame is shifted.
Therefore, the planwave has the following form in the local frame:
ei(R
µK)(r+Rµpµ) . (3.86)
Thus, the Rayleigh expansion of the planewave in the local frame is given by:
eiKp
µ
4pi
∑
L
iljl(rK)Y
∗
L (R
µKˆ)YL(rˆ) . (3.87)
The requirement of continuity of the wavefunctions at the sphere boundary leads
to the equation:∑
L
AµGL (k)ul(RMTα)YL(rˆ) +B
µG
L (k)u˙l(RMTα)YL(rˆ)
= eiKp
µ
4pi
∑
L
iljl(rK)Y
∗
L (R
µKˆ)YL(rˆ)
(3.88)
where RMTα is the muffin-tin radius of the atom type α. The second requirement
is, that the derivative with respect to r, denoted by ∂/∂r =′ , is also continuous.∑
L
AµGL (k)u
′
l(RMTα)YL(rˆ) +B
µG
L (k)u˙
′
l(RMTα)YL(rˆ)
= eiKp
µ
4pi
∑
L
ilj′l(rK)Y
∗
L (R
µKˆ)YL(rˆ)
(3.89)
These conditions can only be satisfied, if the coefficients of each spherical harmonic
YL(rˆ) are equal. Solving the resulting equations for A
µG
L (k) and B
µG
L (k) yields:
AµGL (K) = e
iKpµ4pi 1
W
ilY ∗L (R
µKˆ)
[u˙l(RMTα)Kj
′
l(RMTαK)− u˙′l(RMTα)jl(RMTαK)]
BµGL (K) = e
iKpµ4pi 1
W
ilY ∗L (R
µKˆ)
[u′l(RMTα)jl(RMTαK)− ul(RMTα)Kj′l(RMTαK)] .
(3.90)
The Wronskian W is given by:
W = [u˙l(RMTα)u
′
l(RMTα)− ul(RMTα)u˙′l(RMTα)] (3.91)
Transformation of the FLAPW basis functions in systems that possess inversion
symmetry
Planewaves transform in very simple way under the operation r → −r. Let I be
the inversion operator:
IeiKr = e−iKr = (eiKr)∗ (3.92)
The FLAPW basis functions still have this property, i.e. ϕG(k,−r) = ϕ∗G(k, r).
Clearly, the system must possess inversion symmetry, because only if there is an
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equivalent atom at the position−pµ to each atom µ at position pµ, the basis functions
inside the corresponding spheres can be complex conjugates. The function ϕG(k, r)
inside the muffin-tin µ is give by:
ϕG(k, r) =
∑
L
AµGL (k)ul(r)YL(rˆ) +B
µG
L (k)u˙l(r)YL(rˆ) (3.93)
The vector −r lies in the opposite muffin-tin at the position −pµ. Let’s denote this
atom by −µ Thus, we find:
ϕG(k, r) =
∑
L
A−µGL (k)ul(r)YL(rˆ) +B
−µG
L (k)u˙l(r)YL(rˆ) (3.94)
The argument of the spherical harmonic is rˆ rather than −rˆ, because the vector is ex-
panded in the local frame of the atom −µ. Substituting the explicit form of A−µGL (k)
and B−µGL (k) from(3.90), yields:
ϕG(k,−r) =
∑
L
eiK(−p
µ)ilY ∗L (−RµKˆ)YL(rˆ){Aul(r) +Bu˙l(r)} (3.95)
Where it has been used, that p−µ = −pµ and R−µ = −Rµ, A and B abbreviates
all terms in (3.90) that are real and do not depend on r or rˆ. Using that YL(rˆ) =
(−1)lYL(−rˆ) (3.95)becomes:
ϕG(k,−r) =
∑
L
e−iK(p
µ)(−i)lY ∗L (RµKˆ)YL(rˆ){Aul(r) +Bu˙l(r)} (3.96)
In the last step it can be exploited that Yl−m(rˆ) = (−1)mY ∗lm(rˆ).Substituting m′ =
−m (3.96) becomes:
ϕG(k,−r) =
∑
lm′
e−iK(p
µ)(−i)lY ∗lm′(RµKˆ)Y ∗lm′(rˆ){Aul(r) +Bu˙l(r)} (3.97)
Hence, we have shown, that the FLAPW basis functions transform according to
ϕG(k,−r) = ϕ∗G(k, r) (3.98)
in the interstitial region and muffin-tins, if the system possesses inversion symmetry.
The Hamiltonian Matrix of Systems with Inversion Symmetry
The properties of the FLAPW basis function derived in the previous section leads
to property of the Hamiltonian and overlap matrix. In systems that possess inversion
symmetry these two matrices are real symmetric rather than complex hermitian. The
Hamiltonian depends explicitly on r via the potential. The matrix elements are given
by:
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HG
′G(k) =
∫
ϕ∗G′(k, r)H(r)ϕG(k, r)d3r (3.99)
Substituting r′ = −r yield:
HG
′G(k) =
∫
ϕG′(k, r
′)H(r′)ϕ∗G(k, r′)d3r. (3.100)
Where (3.98) and H(r) = H(−r) have been used. In addition the Hamiltonian
operator is real, i.e. H(r) = H∗(r). Thus, we finally obtain:
HG
′G(k) =
∫
ϕG′(k, r
′)H∗(r′)ϕ∗G(k, r′)d3r
=
(
HG
′G(k)
)∗
.
(3.101)
Apparently, the same relation holds for the overlap matrix. The fact, that the two
matrices are real means a great simplification in actual calculation. In principle, the
diagonalization of a hermitian matrix is no more difficult than in the real case. How-
ever, one complex multiplication contains four real multiplication, and therefore the
complex problem is far more “expensive” than the real one since the diagonalization
needs the biggest part of the computer-time in each iteration.
3.2.5 Brillouin zone integration and Fermi energy
If density functional theory is applied to infinite periodic solids, quantities that are
given by integrals of functions that depend on band and Bloch vector over the Bril-
louin zone have to determined. These integrations stretch only over the occupied part
of the band, i.e over the region of the Brillouin zone where the band energy ν(k) (ν
is the band index) is smaller than the Fermi energy. Hence, the integrals are of the
form
1
VBZ
∫
BZ
∑
ν,ν(k)<EF
fν(k)d
3k, (3.102)
where f is the function to be integrated. Example of such quantities are the number
of electrons per unit cell
N =
1
VBZ
∫
BZ
∑
ν,ν(k)<EF
1d3k, (3.103)
the electron (charge) density and the eigenvalue sum
1
VBZ
∫
BZ
∑
ν,ν(k)<EF
ν(k)d
3k. (3.104)
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Numerically, these integrations are performed on discrete mesh in the Brillouin
zone. In fact, only the irreducible part can be used to save computer time. There are
different methods, that can be used to perform the integration, e.g. the special point
method[ref] and tetrahedron method[ref]. The special points method is a method to
integrate smoothly varying periodic functions of k. The function to be integrated has
to be calculated a set of special points in the (irreducible) Brillouin zone, each of
which is assigned a weight. Thus, the Brillouin zone integration is transformed into
a sum over a set of k-points. However, these weights do not take into account, that
the integration stretches only over the occupied part of the bands. This problem is
solved by including only those bands into the summation that have an energy below
the Fermi energy at the k-point under consideration. Thus, the integrals become:
1
VBZ
∫
BZ
∑
ν,ν(k)<EF
fν(k)d
3k −→
∑
k
∑
ν,ν(k)<EF
fν(k)ω(k) (3.105)
Alternatively, this integration can be viewed as an integration over the whole Bril-
louin zone, where the function to be integrated is given by product of the function
f with a step function that cuts out the region of Brillouin zone, where the band en-
ergy is above the Fermi energy. Clearly, the resulting function dose not satisfy the
condition of being smoothly varying. Therefore, the special k-points methods dose
not converge very quickly, and rather many k-points are needed to obtain accurate
results. On the other hand this method is simple to implement, because the weights
depend only on k and the band energy (via the step function) at each k-point. Another
problem arises from this “sharp” differentiation between occupied and empty bands
(parts of bands). Let’s consider a band that very close to Fermi energy at a certain
k-point. During the iterations the energy of this band might rise above or drop below
the Fermi energy. This leads to sudden changes in the charge density, which can slow
down or even prevent the convergence of density. These sudden changes are clearly
a result of discretization in momentum space. To avoid this problem, the sharp edges
of the step function have to removed. This can be done, e.g. by using the Fermi
function (e(−EF )/kBT + 1)−1 rather than the step function. In other words, the func-
tion to be integrated is artificially made smoothly varying. The temperature T can
then be adjusted to obtain the best convergence. This method is called temperature
broadening.
In the current implementation of the FLAPW method the Fermi energy is deter-
mined in two steps. First the bands are occupied (at all k-point simultaneously),
starting from the lowest energy, until the sum of their weights equals the total num-
ber of electrons per unit cell, i.e. the discretized equivalent of (3.103) is solved at
T = 0. Then the step function is replaced by the Fermi energy is determined from
the requirement that:
N =
∑
k
∑
ν
ω(k, ν(k)− EF ) (3.106)
Where the weights are given by:
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ω(k, ν(k)− EF ) = ω(k) 1
(e(ν(k)−EF )/kBT + 1)
(3.107)
The weights ω(k, ν(k) − EF ) are stored to be used later for Brillouin zone integra-
tions.
3.2.6 Representation of the density and the potential
The expansion of the charge density ρ and potential is very similar to expansion of
the wavefunction. In the interstitial-region the two quantities are expanded into three-
dimensional planewave, inside the muffin-tins they are represented by spherical har-
monics and radial functions, which are store on an exponential mesh and in the vac-
uum they are expanded into two-dimensional planewave and z-depended functions,
which are also given on an exponential mesh. The charge density is given by
ρ(r) =
∑
i
|ψi(r)|2 (3.108)
which contains terms of the form ei(G−G′)r. Consequently, for a consistent represen-
tation the charge density planewave cut-off has to be twice the wavefunction cut-off
Gmax. In section (3.2.3) we explained, that the potential is also needed up to cut-off
2Gmax. This leads to large number of coefficients that need to be stored. Fortunately,
this number can be reduced, if the symmetry of the system is exploited. Of course,
the charge density and the potential posses the lattice symmetry. Therefore, the ex-
pansion into planewave is often more general than necessary. The planewave can be
replaced by symmetrized planewaves, the so called star function. They are defined by
:
Φ3DG (r) =
1
Nop
∑
op
eiRG(r−τ) (3.109)
where {R|τ} are the symmetry operation of the lattice space group; if all the trans-
lation vectors τ are zero, the space group is cell symmorphic. By this construction
all planewaves, that are symmetry equivalent, are combined to form one star. The
two-dimensional stars Φ2Ds (r) are defined in the same way, applying the operations
of the two-dimensional space group only.
The same arguments can be applied to the expansion of the ρ(V ) inside the muffin-
tin. In this case the relevant symmetry group is point group of the atom under con-
sideration. Thus, different expansions are used at different atoms types, α, in the
unit-cell. The symmetrized functions are called lattice harmonics and they are linear
combinations of spherical harmonics
Kν(rˆ) =
∑
m
cαν,mYL(rˆ) . (3.110)
The lattice harmonics are real, orthonormal and invariant under the point group oper-
ations. Finally, the expansion of the charge density has the form
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ρ(r) =

∑
G
ρGΦ
3D
G (r) r ∈ I∑
G||
ρG||(z)Φ
2D
G||(r) r ∈ Vacuum∑
G
ραG(r)Kν(rˆ) r ∈MTα
(3.111)
The potential is expanded in exactly the same way.
3.3 Construction of the electron density
In this section we will discuss the determination of the charge density from the eigen-
functions. In density functional calculations of an infinite periodic solid the electron
density is given by an integral over the Brillouin zone
ρ(r) =
1
VBZ
∫
BZ
∑
ν,ν(k)<EF
|ψν(k, r)|2d3k (3.112)
where VBZ is volume of the Brillouin zone, ν is the band index and EF is the Fermi
energy. In spin-polarized calculations the summation includes also the spin-index σ
while in a non-magnetic calculation a factor of two has to be added to account for the
spin-degeneracy. In the case of film calculations the three dimensional Brillouin zone
is replaced by two-dimensional Brillouin zone. In both cases integration methods
that sample eigenfunctions and eigenvalues on discrete k-points are used to compute
the integrals. These methods transform the integration into a weighted sum over the
k-points, where the choice of k-points and their weights depend on the integration
method used. These weights depend not only on the k-point, but also on the energy of
band, i.e. on the band (index), because each band contributes to the electron density
only if its energy is below the Fermi energy.
ρ(r) =
∑
k
∑
ν
|ψν(k, r)|2ω(ν,k) . (3.113)
Within the FLAPW method the eigenfunctions are represented in terms of the coeffi-
cients of the augmented planewaves
ψν(k, r) =
∑
G
cGν (k)ϕG(k, r) . (3.114)
Inside the muffin-tin spheres each planewave is coupled to sum of spherical har-
monics and radial functions. Hence, in a sphere µ an eigenfunction is given by:
ψµν (k, r) =
∑
G
cGν (k)
∑
L
(
AµGL (k)u
α
l (r) +B
µG
L (k)u˙
α
l (r)
)
YL(rˆ). (3.115)
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The AµGL (k) and B
µG
L (k) coefficients can be replaced by band dependent A- and
B-coefficients, obtained by performing the contraction over the planewaves:
ψµν (k, r) =
∑
L
(
AµL,ν(k)u
α
l (r) +B
µ
L,ν(k)u˙
α
l (r)
)
YL(rˆ) (3.116)
where
AµL,ν(k) =
∑
G
cGν (k)A
µ
L(k), B
µG
L,ν (k) =
∑
G
cGν (k)B
µG
L (k). (3.117)
3.3.1 “l-like” charge
Since the wavefunctions are expanded into spherical harmonics,Ylm inside the muffin-
tin spheres, they can be split up into contributions with a certain-l-character,
ψµν (k, r) =
∑
l
ψµν,l(k, r) (3.118)
The particle density of certain state depends on the square of wavefunction. There-
fore, it contains cross-terms with a mixture of different l’s:
ρµν (r) =
1
VBZ
∫
BZ
{∑
l
|ψµν,l(k, r)|2 +
∑
l′l
2
(
ψµν,l′(k, r)
)∗
ψµν,l(k, r)
}
d3k (3.119)
If, however, the density is integrated over the muffin-tin, the cross-terms vanish be-
cause of orthogonality of the spherical harmonics. Thus, the total electron density
inside a sphere can be written as a sum over contributions with definite l-character:
nµν =
∑
l
nµν,l, n
µ
ν,l =
1
VBZ
∫
BZ
∫
MTµ
|ψµν,l(k, r)|2d3rd3k. (3.120)
where nµν,l is called l-like charge. We can also define a k-dependent l-like charge by:
nµν,l(k) =
∫
MTµ
|ψµν,l(k, r)|2d3r (3.121)
Substituting (3.116)yields:
nµν,l(k) =
l∑
m=−l
|AµL,ν(k)|2 + |BµL,ν(k)|2N˙αl (3.122)
where
N˙αl =
∫ RMTα
0
(u˙αl (r))
2r2dr (3.123)
and the orthogonality of the spherical harmonics, the normalization of uαl and the
orthogonality of uαl and u˙
α
l have been used.
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3.3.2 Determination of the optimal energy parameter
In order to minimize the linearization error, the energy parameters should be chosen
as close to the band energies as possible. However, the band energies ν(k) depend on
k whereas the energy parameters Eαl are constants. In addition, the radial functions
contribute to the eigenfunctions of different band with different energies. Therefore,
deviations between ν(k) and Eαl have to be minimized. An optimal choice can be
obtained from the requirement, that the energy parameters minimize∫
BZ
∑
ν,ν(k)<EF
(
ν(k)− Eαl
)2
ρµν,l(k)d
3k (3.124)
which is the quadratic error weighted with the amount of charge that each band con-
tributes to the l-like charge with the l-character of the energy parameter. Setting the
derivative (∂/∂Eαl ) equal to zero yields the optimal energy parameter:
Eαl =
(∫
BZ
∑
ν,ν(k)<EF
ν(k)ρ
µ
ν,l(k)d
3k
)/(∫
BZ
∑
ν,ν(k)<EF
ρµν,l(k)d
3k
)
. (3.125)
The Brillouin zone integration methods transform this into sum over a discrete k-point
set
Eαl =
(∑
k
∑
ν
ν(k)ρ
µ
ν,lω(ν,k)
)/(∑
k
∑
ν
ρµν,l(k)ω(ν,k)
)
. (3.126)
Of course, the band energies, are not known in advance, therefore values last iteration
have to be used.
3.3.3 Construction of the electron density in the muffin-tins
Substituting (3.116) into (3.112) yields the electron density in the muffin-tin spheres:
ρµ(r) =
1
VBZ
∫
BZ
∑
ν,ν(k)<EF
∑
L′
(
AµL′,ν(k)u
α
l′(r) +B
µ
L′,ν(k)u˙
α
l′(r)
)∗
Y ∗L′(rˆ)∑
L
(
AµL,ν(k)u
α
l (r) +B
µ
L,ν(k)u˙
α
l (r)
)
YL(rˆ)d
3k.
(3.127)
The particle density inside the muffin-tins is also expanded into spherical harmonics.
ρµ(r) =
∑
L
CµL(r)YL(rˆ) (3.128)
The coefficients CµL′′(r) can be determined by multiplying (??) with
∫
YL′′(rˆ) and
integration over the sphere
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CµL′′(r) =
1
VBZ
∫
BZ
∑
ν,ν(k)<EF
∑
L′
(
AµL′,ν(k)u
α
l′(r) +B
µ
L′,ν(k)u˙
α
l′(r)
)∗
∑
L
(
AµL,ν(k)u
α
l (r) +B
µ
L,ν(k)u˙
α
l (r)
)
Gmm
′m′′
ll′l′′ d
3k
(3.129)
with Gaunt coefficients
Gmm
′m′′
ll′l′′ =
∫
Y ∗l,mYl′,m′Yl′′,m′′dΩ (3.130)
where it has been used, that the Gaunt coefficients are real, i.e.∫
Yl,mY
∗
l′,m′Y
∗
l′′,m′′dΩ =
∫
Y ∗l,mYl′,m′Yl′′,m′′dΩ . (3.131)
Finally, applying a Brillouin zone integration method yields:
CµL′′(r) =
∑
ll′
(∑
k
∑
ν
∑
mm′
(
AµL′,ν(k)
)∗
AµL,ν(k)G
mm′m′′
ll′l′′ ω(ν,k)
)
uαl′(r)u
α
l (r)
+
∑
ll′
(∑
k
∑
ν
∑
mm′
(
AµL′,ν(k)
)∗
BµL,ν(k)G
mm′m′′
ll′l′′ ω(ν,k)
)
uαl′(r)u˙
α
l (r)
+
∑
ll′
(∑
k
∑
ν
∑
mm′
(
BµL′,ν(k)
)∗
AµL,ν(k)G
mm′m′′
ll′l′′ ω(ν,k)
)
u˙αl′(r)u
α
l (r)
+
∑
ll′
(∑
k
∑
ν
∑
mm′
(
BµL′,ν(k)
)∗
BµL,ν(k)G
mm′m′′
ll′l′′ ω(ν,k)
)
u˙αl′(r)u˙
α
l (r) .
(3.132)
3.3.4 Construction of the electron density in the interstitial
region
In the interstitial region the wavefunctions are represented in the following form.
ψν(k, r) =
∑
G
cGν (k)e
i(G+k)r. (3.133)
Starting form (4.1) the electron density is given by:
ρ(r) =
1
VBZ
∫
BZ
∑
ν,ν(k)<EF
∑
G′G′′
(
cG
′
ν (k)
)∗
cG
′′
ν (k)d
3kei(G
′′−G′)r . (3.134)
The electron density in the interstitial region is also expanded into planewaves
ρ(r) =
∑
G
nGeiGr , (3.135)
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hence, the planewave coefficients of the electron density are:
ρG =
1
VBZ
∫
BZ
∑
ν,ν(k)<EF
∑
G′G′′
G′′−G′=G
(
cGν (k)
)∗
cG
′′
ν (k)d
3k . (3.136)
Apparently, the planewave cut-off of the particle density has to be twice the cut-off of
the wavefunction expansion (Gmax) to allow an accurate description. The k and state
dependent density
ρGν (k) =
∑
G′G′′
G′′−G′=G
(
cG
′
ν (k)
)∗
cG
′′
ν (k) =
∑
G′
(
cG
′
ν (k)
)∗
c(G+G
′)
ν (k) (3.137)
is given by a convolution in momentum space. For each coefficient a sum over G
has to be performed. Consequently, the numerical effort put into the determination
of nGν (k) scales proportional to the number of G-vectors squared, i.e. proportional to
(Gmax)
6. However, nGν (k) can be calculated more efficiently using the fast Fourier
transform (FFT). First, cGν (k) is Fourier transformed to real space, where it is squared
on a real space mesh yielding nν(k, r), then all states are summed up and finally the
resulting particle density is back-transformed to momentum space.
cGν (k)
FFT−−→ ψν(k, r) square−−−→ nν(k, r)
∑
ν−−→ ρ(k, r) FFT−1−−−−→ ρG(k)
With this scheme the numerical effort increases proportional to (Gmax)3ln((Gmax)3),
which is a major improvement for large systems. In a last step the planewaves have
to be combined to form the three-dimensional stars.
3.3.5 Construction of the electron density in the vacuum
region
In the vacuum region the wavefunctions are expanded into two-dimensional planewaves
parallel to the surface and z-dependent functions perpendicular to the surface
ψν(k||, r) =
∑
G||G⊥
c
G||G⊥
ν (k||)
(
AG||G⊥(k||)uG||(k||, z)+BG||G⊥(k||)u˙G||(k||, z)
)
ei(G||+k||)r|| ,
(3.138)
Hence, the electron density is given by
ρ(r) =
1
VBZ
∫
BZ
∑
ν,ν(k)<EF
∑
G′||G′⊥
∑
G′′||G′′⊥
ei(G
′′
||−G′||)r||
(
c
G′||G′⊥
ν (k||)
(
AG′||G′⊥(k||)uG′||(k||, z) +BG′||G′⊥(k||)u˙G′||(k||, z)
))∗
(
c
G′′||G′′⊥
ν (k||)
(
AG′′||G′′⊥(k||)uG′′||(k||, z) +BG′′||G′′⊥(k||)u˙G′′||(k||, z)
))
d3k .
(3.139)
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The particle density in the vacuum is represented in the following form.
ρ(r) =
∑
G||
nG||(z)eiG||r|| , (3.140)
Performing the Brillouin zone integration on a discrete k||-mesh and carrying out the
summation over G′⊥ and G′′⊥ we find that the coefficients nG||(z) are :
ρG||(z) =
∑
k||
∑
ν
∑
G′||
(
AG′||,ν(k||)
)∗
A(G||+G′||),ν(k||)ω(ν,k||)uG′||(k||, z)u(G||+G′||)(k||, z)
+
∑
k||
∑
ν
∑
G′||
(
AG′||,ν(k||)
)∗
B(G||+G′||),ν(k||)ω(ν,k||)uG′||(k||, z)u˙(G||+G′||)(k||, z)
+
∑
k||
∑
ν
∑
G′||
(
BG′||,ν(k||)
)∗
A(G||+G′||),ν(k||)ω(ν,k||)u˙G′||(k||, z)u(G||+G′||)(k||, z)
+
∑
k||
∑
ν
∑
G′||
(
BG′||,ν(k||)
)∗
B(G||+G′||),ν(k||)ω(ν,k||)u˙G′||(k||, z)u˙(G||+G′||)(k||, z)
(3.141)
with
AG||,ν(k||) =
∑
G⊥
c
G||G⊥
ν (k||)AG||G⊥(k||), BG||,ν(k||) =
∑
G⊥
c
G||G⊥
ν (k||)BG||G⊥(k||) .
(3.142)
Here, the terms of the form∑
G′||
(
AG′||,ν(k||)
)∗
A(G||+G′||),ν(k||)uG′||(k||, z)u(G||+G′||)(k||, z)
represent convolutions in momentum space. Similar to the interstitial region these
terms could be calculated more efficiently, using two-dimensional fast Fourier trans-
form. However, there are far less two-dimensional planewaves than three-dimensional
planewaves. Therefore, the possible saving of computer time is much smaller.
3.4 Construction of the Coulomb potential
The Coulomb potential consists of two parts, the Hartree term VH(r) and the external
potential of the nuclei Vi(r)
Vc(r) = VH(r) + Vi(r) . (3.143)
The Hartree potential has to be determined from the charge density via the Poisson
equation
∆VH(r) = 4piρ(r) . (3.144)
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In real space the solution of (3.169) is given by
VH(r) =
∫
4piρ(r′)
|r− r′| d
3r . (3.145)
In reciprocal space, however, the Poisson equation is diagonal, as a result the solution
is very simple
VH(G) =
4piρ(G)
G2
. (3.146)
Therefore, and because of the representation of the charge density and the potential
in the interstitial- and vacuum-region, the solution of the Poisson equation in recip-
rocal space appears to the convenient. However, due to rather localized core and
valence states the charge density changes on a very small length scale near the nuclei.
Therefore, the planewave expansion of ρ convergences slowly, and a direct use of
(3.146) is impractical, if not impossible. This difficulty can be circumvented via the
pseudocharge method.
3.5 The pseudocharge method
The pseudocharge method, developed by Weinert [64], is a very elegant technique
to calculate the interstitial and vacuum Hartree potential. The underlying idea is to
divide the solution of the Poisson equation into two steps. In the fist step the true
muffin-tin charge is replaced by a convergent (in terms of planewaves) pseudocharge
density ρ˜, that leads to the same potential outside the muffin-tins(i.e. it has the same
multipole moments). Then the interstitial (and vacuum) potential is calculated in
reciprocal space. In the second step the muffin-tin potential is determined from the
Dirichlet boundary value problem, defined by the exact muffin-tin charge and the
interstitial potential on the muffin-tin spheres due to a charge distribution inside the
sphere is determined completely by its multipole moments qL:
V (r) =
∞∑
l=0
l∑
m=−l
4pi
2l + 1
qL
rl+1
YL(rˆ). (3.147)
However, the multipole moments do not define the charge density uniquely. The
charge density is given by:
ρ(r) = ρI(r)Θ(r ∈ I) +
∑
α
ρα(r)Θ(r ∈ MTα) (3.148)
Of course, in film calculation there is also a vacuum charge, and we will come back
to this later. (3.147) can be re written
ρ(r) = ρI(r) +
∑
α
[ρα(r)− ρI(r)]Θ(r ∈ MTα) (3.149)
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Thus, the interstitial charge has been extended into the muffin-tin and subtracted there
again. The second term in (3.149) can now be replaced by a pseudocharge ρ˜α, that
has the same multipole moments(s. [64] for detail). The resultant pseudocharge ρ˜ is
given by:
ρ˜(r) = ρI(r) +
∑
α
q˜α(r) (3.150)
ρ˜(r) is constructed to have a more rapidly converging Fourier expansion than the
original charge density ρ(r). Therefore, the Poisson equation can now be solved
using (3.146).
Still, the muffin-tin potential V αMT remains to be determined. For this step the exact
muffin-tin charge ρα has to be used. Since, the interstitial potential is already known
at this point, the calculation of V αMT constitutes a classical spherically symmetric
Diriclet boundary value problem, which can be solved by the Green’s function method
[65].
V αMT (r) =
∫
MTα
ρ(r′)G(r, r′)d3r′ − R
2
α
4pi
∮
Sα
VI(r
′)
∂G
∂n′
dΩ′ (3.151)
The second integral is over the muffin-tin sphere boundary Sα, and it is necessary to
satisfy the boundary conditions. The Green’s function is given by:
Gα(r, r′) = 4pi
∑
l,m
YL(rˆ′)YL(rˆ)
2l + 1
rl<
rl+1>
(
1− ( r>
RMTα
)2l+1)
= (3.152)
where r> = max{|r′|, |r|}, r <= min{|r′|, |r|}. Finally, the muffin-tin potential has
to be expanded into lattice harmonics Kν(rˆ).
V αMT (r) =
∑
ν
V αMT,ν(r)Kν(rˆ) . (3.153)
The potential of the nuclei V αi (r) =
ezα
|r| is added to the spherical (l = 0) component
of the potential V αMT,0(r).
The muffin-tin potential is commuted in the same way for both, bulk and film cal-
culations. Apparently, the interstitial and the vacuum have to be treated differently
is the two cases, due to the different boundary conditions and the different represen-
tation of the vacuum potential. Therefore, the next two sections the solution of the
Poisson equation will be outlined separately for these cases.
3.5.1 Determination of the interstitial Coulomb potential in
bulk calculation
In the case of the bulk calculation we have periodic boundary conditions in three
dimensions. Therefore, the solution of the Poisson equation,
G2V (G) = 4piρ˜(G) (3.154)
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is very simple. Obviously this equation can only be solved, if ρ˜(0) = 0. Since ρ˜(0) is
the average charge density, this means, that charge neutrality is essential. Still, V (0)
remains undetermined by (3.149), i.e. one has the freedom to shift the potential by
a constant. This is a consequence of the periodic boundary conditions, because they
do not fix the reference of the potential. Usually V (0) is chosen to be zero, hence the
Coulomb potential in the interstitial-region is given by:
VI(r) =
∑
G 6=0
4piρ˜(G)
G2
eiGr =
∑
s 6=0
4piρ˜s
G2s
Φ3Ds (r) (3.155)
where the first summation is expressed in terms of G-vectors and the second in terms
of stars.
3.5.2 Determination of the interstitial and vacuum Coulomb
potential in film calculations
In a film the translational symmetry in z-direction is lost. Accordingly, the boundary
conditions are periodic in two dimensions only. In z-direction the periodic boundary
conditions are replaced by the requirement, that the potential on one side of the film
(at least) approaches zero at infinity (and also derivative=0, on both side). The latter
condition defines the absolute reference of the potential. As a consequence of the
symmetry breaking, the following expansion of V and ρ is most suitable to solve the
Poisson equation:
V (r) = V0(z) +
∑
G‖ 6=0
VG‖(z)e
iG‖r (3.156)
ρ(r) = ρ0(z) +
∑
G‖ 6=0
ρG‖(z)e
iG‖r . (3.157)
Substituting this into the Poisson equations yields:(
d2
dz2
−G2‖
)
VG‖(z) = −4piρG‖(z) (3.158)
This equation is treated differently for G‖ = 0 and G‖ 6= 0.
The G‖ = 0 component of the potential
For the G‖ = 0 component of the potential the Poisson equation has the form
d2
dz2
V0(z) = −4piρ0(z) (3.159)
The G‖ = 0 component of the pseudocharge density is given by:
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ρ0(z) =
{
ρ0,0I +
∑
G⊥ ρ
0,G⊥
I e
iG⊥z |z| ≤ D
2
ρ0V (z) |z| > D2 .
(3.160)
The Poisson equation for the G‖ = 0 can be integrated directly. The result in the
vacuum region is given by:
V 0V (z) = −4pi
∫ ∞
z
σV (z
′)dz′ +
(
∂
∂z
V 0V (z)
∣∣∣∣
z=∞
)
z, (3.161)
( ∂
∂z
)V 0V (z)|z=∞ = −Eext which is assumed to be zero for the moment then,
σV (z) =
∫ z
D
2
ρ0V (z
′)dz′ + ρ¯I
D
2
,
(
∂
∂z
V 0V (z)
∣∣∣∣
z=∞
)
= 0 , (3.162)
where the average interstitial charge density ρ¯I is given by:
ρ¯I =
∑
G⊥
ρ0,G⊥I j0(G
n
⊥D). (3.163)
Here ρ¯I does not equal ρ
0,0
I , because the G⊥ are defined in terms of D˜ rather than D,
i.e. the period of the z-dependent planewaves does not equal the integration interval.
In the interstitial region the solution to is (3.154) is
V 0I (z) = −2piρ0,0I
(
z2 − D
2
4
)− 4pi∑
G⊥
ρ0,G⊥I
G2⊥
(
eiG⊥z − eiG⊥D2 )− 4pi ∫ ∞
D
2
σV (z
′)dz′ .
(3.164)
The G‖ 6= 0 component of the potential
In the case G‖ 6= 0 the Poisson equation is solved via the Green’s function method.
VG‖(z) =
∫ ∞
−∞
ρG‖GG‖(z − z′)dz′ (3.165)
where the Green’s function is given by:
GG‖(z − z′) =
2pi
G‖
e|G‖||z−z
′| . (3.166)
This leads to the following solution in the vacuum-region
V
G‖
V (z) =
2pi
G‖
eG‖z
∫ z
−∞
ρ
G‖
V (z
′)e−G‖z
′
dz′ (3.167)
+
2pi
G‖
e−G‖z
∫ −D
2
z
ρ
G‖
V (z
′)e−G‖z
′
dz′
+
2pi
G‖
eG‖z
∑
G⊥
ρ
G‖,G⊥
I
G‖ + iG⊥
(
e(G‖+iG⊥)z − e−(G‖+iG⊥)z)
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and in the interstitial-region
V
G‖
I (z) = 4pi
∑
n
ρ
G‖,G⊥
I
G2
eiG⊥z (3.168)
+
2pi
G‖
∑
G⊥
ρ
G‖,G⊥
I
G2
[
eG‖z(G‖ + iG⊥)e−(G‖−iG⊥)
D
2
+e−G‖z(G‖ − iG⊥)e−(G‖+iG⊥)D2
]
+
2pi
G‖
[
eG‖z
∫ ∞
−D
2
ρ
G‖
V (z
′)e−G‖z
′
dz′ + e−G‖z
∫ D
2
−∞
ρ
G‖
V (z
′)e−G‖z
′
dz′
]
.
3.5.3 External electric field
Including external electric fields in a standard electronic structure calculation is prob-
lematic since the resulting potential is not periodic. Within the film geometry of the
FLAPW method, however, the external electric fields can be included straightfor-
wardly [66–68].
In the last section, Poisson’s equation have been solved for determining the Coulomb
potential of the film. Because of the linearity of Poisson’s equation, we are free to
pick these boundary conditions in any convenient manner. One choice to include the
electric field is to set ( ∂
∂z
)V 0V (z)|z=∞ = −E in Eq. (3.161); in this case, no ρext is re-
quired to describe the field. Likewise, one can apply two-point boundary conditions,
giving the potential at opposite sides of a film. These choices are useful when, for
instance, specifying the potential drop across a film.
Another choice, with a different physical interpretation, is to require
V (∞) = 0 , (3.169)
∂
∂z
V (∞) = 0 , (3.170)
consistent with the boundary conditions for the zero-field case, and requires an ex-
ternal charge distribution ρext to describe the field. To represent the uniform electric
field, elementary electrostatics gives that a planar sheet of charge with surface density
σ = q/A (q is the total charge and A is the area of the surface unit-cell) will generate
a normal field E = 4piσnˆ. Finally this external charge distribution ρext can be added
to Eq (3.162):
σV (z) =
∫ z
D
2
ρ0V (z
′)dz′ + ρ¯I
D
2
+
∫ z
D
2
ρext(z
′)dz′ (3.171)
Thus, to include the external field, we can place a sheet of charge ’far enough’
outside the surface so that the electrons have negligible overlap with the sheet; this
distance is typically 2-10 a.u from the last row of atoms for metals.
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3.5.4 Computation of the exchange correlation potential
The problem of the determination of the exchange correlation potential is handled
differently from the Coulomb potential. On one hand, V σxc is a local quantity, i.e.
V σxc(r) depends only n↑(r) and n↓(r) at the same position r. Thus, the muffin-tins,
the interstitial-and vacuum-region can be treated independently. On the other hand,
V σxc and 
σ
xc are non-linearfunctions of n↑ and n↓. Therefore, V
σ
xc and 
σ
xc have to be
calculated in real space. V σxc and 
σ
xc are determined in the same way. First, n↑ and
n↓ are transformed to real space, where V σxc and 
σ
xc are calculated. Then V
σ
xc and
σxc are back-transformed. Then, V
σ
xc is added to the Coulomb potential, yielding the
spin-dependent potential V↑ and V↓. σxc is needed for the determination of the total
energy.
3.5.5 Calculation of σxc and V σxc in the interstitial-region
In the interstitial-region the charge density is expanded into three-dimensional stars
with coefficient nσs . Multiplying these by e
iRGτ yields the planewave coefficients
nσG. If the space group is symmorphic, the star and planewave coefficients are iden-
tical. However, due to numerical inaccuracy, the calculated coefficients of symmetry
equivalent planewaves are not exactly equal, and the corresponding star coefficient
is obtained from the average of the planewave coefficients. In the nest step a three
dimensional fast-Fourier transform is carried out. Then the exchange correlation po-
tential is calculated on a real space mesh ri. Finally, V σxc is back-transformed, and the
star coefficients are computed.
ρσs −→ ρσG FFT−−→ ρσ(r) −→ V σxc(r) FFT
−1−−−−→ V σ,Gxc −→ V σ,sxc
3.5.6 Calculation of σxc and V σxc in the vacuum-region
The vacuum charge density is stored in terms of two-dimensional stars and a z-
dependent exponential mesh zi. The G‖ component reaches further into the vacuum
than G‖ 6= 0 component. In the so called warping region the planewave coefficient
on each mesh point are determined by a multiplication with the phase factor eiRG‖τ .
Then, for each grid point, zi along the z-axis, the two-dimensional charge density is
Fourier transformed to a real space grid (r‖, zi), where V σxc is calculated. Afterwards,
V σxc is back-transformed and the star coefficients are computed.
ρσ(Φ2Ds , zi) −→ ρσ(G||, zi) 2DFFT−−−−→ ρσ(r||, zi) −→ V σxc(r||, zi)
2DFFT−1−−−−−→ V σxc(r||, zi) −→ V σxc(Φ2Ds , zi)
Beyond the warping (i.e. where ρ(r) is no longer expanded in 2D planewaves ) region
the exchange correlation potential is calculated directly on the z-dependent mesh.
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3.5.7 Calculation of σxc and V σxc in the muffin-tin spheres
The muffin-tin charge is expanded into lattice harmonics and radial functions. The
radial functions are stored on a discrete real-space mesh. Thus, the transforms to real
space affects only the angular part. The charge density is calculated on a set of special
angular points rˆi = (θi, φi). Again, the exchange correlation potential is calculated
in real space. Thereafter, the result V σxc(r) is expanded into spherical harmonics YL.
The YL are orthonormal, therefore the coefficients can be obtained from
vσxc,L(r) =
∫
YL(rˆ)V
σ
xc(r, rˆ)dΩ. (3.172)
The choice of the points rˆi = (θi, φi), on which nσ(r) and V σxc(r) are calculated,
depends on the integration method, that is used to perform the angular integration. In
the current implementation (3.172) is computed via a Gauß-Legendre integration and
the angular points are chosen such, that the orthonormality condition of the YL holds
also for the angular mesh rˆi.
3.6 The local orbital extension
In certain materials high-lying core states, the so-called semicore states, pose a prob-
lem to FLAPW calculations: they are too delocalized to be described as core electrons
(contained entirely in the muffin-tin), but the energy parameter El, which would be
needed for their description, is already used to describe higher lying valence states.
E.g. the 5p levels of La are too high in energy to be neglected in total energy calcula-
tions [69]. Several possible strategies have been proposed to overcome this problem:
The above mentioned reduction of the size of the muffin-tin radius [70], so-called
two-window calculations [71] , and the use of local orbitals [69].
The local orbitals are an extension to the FLAPW basis, that can be used to improve
the variational freedom for a specific purpose, e.g. to improve the representation of
the semicore states. The extra basis functions are completely localized inside the
muffin-tin spheres, i.e. their value and derivative falls to zero at the muffin-tin radius.
Thus, no additional boundary conditions have to be satisfied. This can be achieved via
a linear combination including three radial functions, the standard FLAPW functions
uµl and u˙
µ
l plus a further radial function u
µ
lo. This new radial function is constructed
in the same way as uµl , but with a different energy parameter E
µ
lo. If the local orbitals
are used to treat semicore states, this energy parameter is set to the energy of these
states.
The combination of the three radial functions and a spherical harmonic,
(
aαlou
α
l (r)+
bαlou˙
α
l (r) + c
α
lou
α
lo(r)
)
YL, will be called local orbital. l is the angular momentum quan-
tum number of the local orbital, l = llo. The index lo counts the different local orbital
radial functions. Let’s consider as an example the treatment of the 2p, 3s and 3p semi-
core states of Ti. three additional radial functions are needed, e.g. 2p: lo = 1, 3s:
lo = 2, and 3p: lo = 3, thus llo=1 = 1, llo=2 = 0 and llo=3 = 1. The local orbitals with
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lo = 1 and lo = 3 have the same angular momentum quantum number, they differ
only by their energy parameters, Elo=1 6= Elo=3 and, as a consequence, by their radial
functions, ulo=1(r) 6= ulo=3(r). Later in this section linear combinations of the local
orbitals will be constructed, by formally coupling the local orbitals to planewaves,
as if boundary conditions had to be satisfied. These linear combinations will also be
called local orbitals.
The three functions uµl , u˙
µ
l and u
µ
lo have to be combined, so that the value and the
derivative of the local orbital go to zero at the muffin-tin radius. Additionally, the
resulting radial functions can be required to be normalized. Hence, to determine the
coefficients of the radial functions aαlo, b
α
lo and c
α
lo we make use of the following three
conditions:
aαlou
α
l (RMTα) + b
α
lou˙
α
l (RMTα) + c
α
lou
α
lo (RMTα) = 0(3.173)
aαlo
∂uαl
∂r
(RMTα) + b
α
lo
∂u˙αl
∂r
(RMTα) + c
α
lo
∂uαlo
∂r
(RMTα) = 0(3.174)∫ RMTα
0
(aαlou
α
l (RMTα) + b
α
lou˙
α
l (RMTα) + c
α
lou
α
lo (RMTα))
2 r2dr = 1(3.175)
where lo is the index of the local orbital, which is necessary because more than one
local orbital can be added for each atom. In actual calculations linear combinations of
local orbitals that satisfy Bloch’s theorem have to be constructed. Therefore A−, B−
and C-coefficients are employed, which are constructed in the same way as FLAPW
A- and B-coefficients (3.90) Hence the additional basis functions are given by:
ϕµ,loGlo(k, r) =
∑
m
(
AµGloLo (k)u
α
l +B
µGlo
Lo (k)u˙
α
l + C
µGlo
Lo (k)u
α
lo
)
YL(rˆ) (3.176)
with
AµGloLo (k) = e
iKloτ
µ
aαlo4pi
1
W
ilY ∗L (R
µKˆlo) (3.177)
BµGloLo (k) = e
iKloτ
µ
bαlo4pi
1
W
ilY ∗L (R
µKˆlo) (3.178)
CµGloLo (k) = e
iKloτ
µ
cαlo4pi
1
W
ilY ∗L (R
µKˆlo) (3.179)
Where Klo abbreviates Glo + k and Lo abbreviates (lo,m). The local orbitals are
coupled to “fictitious” planewaves, even though no boundary conditions have to be
satisfied. TheGlo can be chosen arbitrarily, subject to the constraint that they yield lin-
early independent functions ϕµ,loGlo(k, r). Finding such vectors is straightforward, e.g.
by selecting planewave one at time and testing whether the corresponding ϕµ,loGlo(k, r)
is linearly independent of the previous local orbitals. If this is the case, the planewave
is accepted, otherwise it is rejected. This procedure is carried out separately for each
atom, i.e. the radial functions and spherical harmonics at a single atom form a local
orbital, which is added to the FLAPW basis set.
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3.7 Minimization of the energy functional
The aim of electronic structure calculation is to minimize the energy functional with
respect to the electron density. Within density functional theory this minimization
is performed implicitly, by the determination of a selfconsistent density ρ(r). In the
previous sections we described, how an effective potential can be calculated form a
charge density, how the Kohn-Sham equations including this potential can be solved
and how a new electron density can be calculated from the resulting single particle
wavefunctions. Combining these steps define a map:
ρ′(r) = F{ρ(r)} (3.180)
The electron density that minimizes the energy functional ρ0(r). is a fix-point of
F{ρ(r)} , i.e. it solves
F{ρ0(r)} = 0, with F{ρ(r)} = F{ρ(r)} − ρ(r) (3.181)
The density is expanded into a large set of basis functions. Therefore, in actual calcu-
lations, the charge density is a coefficient vector of dimension n, where n is typically
of the order of 104. Thus, (3.181) constitutes a system of n nonlinear equations, which
can be solved by iteration:
ρm+1(r) = F{ρm(r)} (3.182)
A starting density can be constructed by a superposition of atomic densities. However,
this scheme is in general divergent. To achieve convergence the output density has
to be mixed with the input density. Different mixing schemes are discussed in the
following.
3.7.1 Simple mixing
The slowest method is the “simple mixing”, which converges only linearly.
|δρ(m+1)|
|δρ(m)| ≤ const. (3.183)
where δρ(m) is the difference of the density of the mth iteration and the unknown fix-
point, δρ(m) = ρ(m) − ρ0. The density for the next iteration is constructed as a linear
combination of ρ(m) and F{ρm} according to :
ρ(m+1) = (1− α)ρ(m) + αF{ρm}
= ρ(m) + αF{ρ(m)} (3.184)
α is the so-called mixing parameter. If it is chosen small enough the iteration con-
verges and is very stable. In spin-polarized calculations different mixing parameters
can be used for the charge and the magnetization density. Usually, the spin mixing pa-
rameter can be chosen far larger than the parameter for the charge density. However,
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for the type of systems we are interested in α is very small, requiring many hundreds
of iterations.
3.7.2 The Newton-Raphson method
In the Newton-Raphson method the functional F{ρ} is linearized around the approx-
imate solution ρ(m)
F{ρ} ≈ F{ρ(m)}+ J {ρ(m)}(ρ− ρ(m)) (3.185)
where the Jacobian is defined by :
J {ρ(m)(r)} = ∂F{ρ(r)}
∂ρ(r′)
∣∣∣∣∣
ρ(m)(r)
(3.186)
In actual calculations the Jacobian is a n × n matrix. Similar to the well known
Newton method for one dimensional functions, the next approximation to ρ0, ρ(m+1),
is determined from the requirement, that the linearized functional in (3.185) vanishes
at ρ(m+1). Thus, ρ(m+1) is given by :
ρ(m+1) = ρ(m) −
[
J {ρ(m)}
]−1
F{ρ(m)} . (3.187)
The Newton-Rapson method converges quadratically:
|δρ(m+1)|
|δρ(m)|2 ≤ const. (3.188)
The major drawback of this method is the difficulty to evaluate the Jacobian. Even
if the functional F{ρ} was know, the evaluation would be cumbersome due to the
enormous size of J {ρ}. In addition, the Jacobian has to inverted where the amount
of calculation scales with cube of the dimension. A further problem is that the con-
vergence radius is rather small so that the method can only be used if ρ(m) is already
very close to ρ0.
3.7.3 Quasi-Newton methods
With the development of the Quasi-Newton methods it became possible to exploit the
advantages of the Newton-Raphson method, i.e. to make use of the information that
is contained in the Jacobian, for problems where the Jacobian can not be calculated
or its determination is too demanding. Rather than computing the Jacobian each
iteration, an approximate Jacobian is set up and improved iteration by iteration. Form
the linearization of F{ρ} (3.185) we find the following condition for the Jacobian,
which is usually called quasi-Newton condition:
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∆ρ(m) =
[J (m)]−1∆F (m)
∆ρ(m) = ρ(m) − ρ(m−1),∆F (m) = F{ρ(m)} − F{ρ(m−1)} . (3.189)
Quasi-Newton methods converge super-linearly
|δρ(m+1)|
|δρ(m)| → 0,
and have a larger convergence radius than the Newton-Raphson method. Since the
Jacobian is build up iteration, the “history” of the previous iterations is memorized
in J , whereas the Jacobian of the Newton-Raphson method depends only on the
previous iteration. In this sense the Newton-Raphson method is self corrective [72],
it “forgets” inadequately chosen correction. The quasi-Newton method sometimes
need to be restarted, if the iteration converges only slowly. This can happen if the
starting density is very far from n0 or when physical or numerical parameters that
affect the calculations are changed during the iteration. Equation (3.189) does not de-
termine the Jacobian uniquely, instead(3.189) constitutes a system of n equations for
n2 unknowns. The various quasi-Newton schemes differ by the ansatz how the new
information is used to build the inverse Jacobian . The methods that are implemented
in the FLAPW code are discussed in [73]
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and PbTiO3 thin films
Perovskites are an extremely important class of ferroelectric materials. Generically
these compounds have the chemical formula ABO3 where A is a monovalent or diva-
lent cation and B is often penta- or tetravalent metal. The perfect perovskite structure
is very simple and has full cubic symmetry Fig. 4.1 (left). It can be thought of as
a lattice of corner sharing oxygen octahedra with interpenetrating simple cubic lat-
tices of A and B cations. The B cations sit at the center of each oxygen octahedron
while the A metal ions lie in 12-fold coordinated sites between the octahedral. The
perovskites exhibit a diverse range of phases including transitions to both ferroelec-
tric and antiferroelectric states as well as structural transitions to states involving the
tilting of oxygen octahedra.
In spite of the fact that the perovskites have been the subject of intense investiga-
tion since the discovery of ferroelectricity in BaTiO3 in the 1940s, there is still no
complete understanding of nature of the transitions in these materials.
Cubic
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II
δ I
z
z
δz
c
Tetragonal
a
O
O
(O )
(O )
(Ti)
Figure 4.1: Structure of the cubic and tetragonal perovskite compounds ATiO3. Cubic Structure left,
tetragonal Structure right.
4.1 Crystal structure
PbTiO3 undergoes a single transition cubic into a tetragonal ferroelectric (FE) phase
at 763 K and then remains in this structure down to zero temperature. BaTiO3 displays
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a series of three transitions from cubic to tetragonal, orthorhombic, and rhombohedral
FE phases at 403 K, 278 K, and 183 K, respectively [74]. Because we are primarily
interested in the room-temperature structures of these materials, we have focused on
the cubic and tetragonal phases structures Fig.4.1.
The structural optimization is performed with the density function of theory (DFT)
formalism. It basically consist in determining the lattice parameters and atomic po-
sitions which minimize the total energy of system and the forces on each atoms.
The Calculations have been performed in the general framework of DFT using the
full-potential linearized augmented planewave (FLAPW) method as implemented in
FLEUR code. Exchange and correlation were treated using the GGA (PBE [75] and
WC [76]) and LDA [77] for the potential. The wave functions within the muffin-tin
spheres were expanded in spherical harmonics with an angular momentum of up to l
= 14. In the interstitial region, plane waves with reciprocal lattice vectors up to Gmax
= 11(a.u.)−1 were included and the plane-wave cutoff (RMTKmax) was set to 6.3. For
each compound, the muffin-tin radii (RMT ) were chosen as 2.5, 2.1, 1.71, and 1.30
a.u. for Ba, Pb, Ti, and O, respectively. Ba 5s and 5p states, Pb 5d states, Ti 3s and 3p
states were treated as local orbitals. Selfconsistency was considered to be achieved
when the total energy variation from iteration to iteration did not exceed 10−6 Htr. A
mesh containing 40 k [8× 8× 8] points in the irreducible Brillouin zone for the cubic
(tetragonal) phases was used.
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Figure 4.2: Energy as a function of volume for the cubic and tetragonal phases of BaTiO3 (left),
PbTiO3 (right) from DFT calculations.
The optimization procedure is as the following. For cubic structures, we minimized
the total energy respect to lattice constant a. The tetragonal structures were optimized
by letting the internal coordinates of the ions change in the way symmetry allows
(distortion in z direction) at fixed c/a ratio and volume. The forces on each ion
were minimized to less than 10−3 Htr/a.u. Then, by using the optimized internal
coordinates of the ions, c/a ratio was optimized at constant volume. Afterwards
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by using the optimized fractional coordinates of the ions and c/a, volume has been
optimized. This process was repeated until consistency.
Table 4.1 and 4.2 show the structural parameters for BaTiO3 and PbTiO3. We
compared different structures which are calculated with different exchange and cor-
relation potential. We find that gives best agreement to experimental data LDA for
BaTiO3 and GGA(WC) for PbTiO3. This is not surprising, since a WC was designed
for PbTiO3. But for BaTiO3 the old HL-LDA performs better. Energy-volume behav-
ior of the different crystalline phases of BaTiO3 and PbTiO3 are shown Fig.4.2. The
volumes of cubic and tetragonal phases for BaTiO3 are the same and the difference
between the energy of the two phases is 18eV. For the PbTiO3 the difference of vol-
umes for cubic and tetragonal phases is about 3% of cubic volume and the differnce
for enegy is 60 meV.
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Figure 4.3: Energy(per 5 atom unit cell) versus displacement of Ti along the [001] direction in BaTiO3
and PbTiO3. Optimized volumes and c/a with DFT calculations have been used for
BaTiO3 and PbTiO3 in tetragonal phases.
The potential energy surface for tetragonal displacements in BaTiO3 and PbTiO3
have been considered. All atoms have been frozen at the paraelectric perovskite struc-
tural(A(0.0,0.0,0.0), Ti(0.5,0.5,0.5), O(0.5,0.5,0.0), O(0.5,0.0,0.5), O(0.0,0.5,0.5)).
Afterwards energies are calculated in terms of distortion the Ti along [001] direc-
tion. Figure 4.3 shows energy surfaces versus the displacement of Ti for BaTiO3 and
PbTiO3. The most challenging feature is the large deference in well depth for BaTiO3
and PbTiO3. The differences are consistent with different ferroelectric behavior of
two material.
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Table 4.1: BaTiO3 bulk properties:volume(V ), c/a ratio and internal coordinates δz for the cubic and
tetragonal phases using different xc-potentials. experimental data was taken from Ref. [78]
Phase Parameter Expt. LDA WC PBE
cubic V (a.u.3) 430.59 411.70 423.74 439.82
tetragonal V (a.u.3) 434.47 412.49 426.95 449.45
c/a 1.011 1.010 1.024 1.048
δz(Ti) 0.0135 0.0075 0.0142 0.0110
δz(OI) -0.0240 -0.0220 -0.0320 -0.0550
δz(OII) -0.0150 -0.0165 -0.0200 -0.0350
Table 4.2: PbTiO3 bulk properties:volume(V ), c/a ratio and internal coordinates δz for the cubic and
tetragonal phases using different xc-potentials. experimental data was taken from Ref. [79]
Phase Parameter Expt. LDA WC PBE
cubic V (a.u.3) 391.13 395.36 408.04 421.61
tetragonal V (a.u.3) 426.18 402.43 421.36 475.80
c/a 1.071 1.033 1.068 1.234
δz(Ti) 0.0380 0.0284 0.0347 0.0521
δz(OI) 0.1120 0.0779 0.1040 0.1622
δz(OII) 0.1120 0.0916 0.1120 0.1774
4.1.1 Electronic structure
PbTiO3 and BaTiO3 have different ferroelectric behavior. For example PbTiO3 has
bigger c/a ratio as compered to BaTiO3. That is important to understand the origin
of the differences in their behavior. To this end partial densities of states for BaTiO3
and PbTiO3 are calculated using the structural parameters as given in the previous
section. Figure 4.4 show the electronic partial densities of states for PbTiO3 cubic
and tetragonal. The left set of panels show the partial densities of states for cubic
PbTiO3. In the cubic case OI and OII have same electronic structures and Ti 3d orbitals
show cubic (On) symmetry: all t2g(dxy, dyz, dzx) and eg( dx2−y2 , dz2) orbitals are
energetically equivalent. The right set of panels show the partial densities of states for
tetragonal PbTiO3. In the tetragonal case the Ti dx2−y2 states move down in energy,
Ti 3dz2 are split of. There is a strong hybridization between OII 2py and Ti 3dx2−y2
but also between OI 2p and Pb 6s.
Figure 4.5 shows the electronic densities of states for tetragonal PbTiO3 and BaTiO3.
The big difference between PbTiO3 and BaTiO3 electronic structures is the large hy-
bridization between the Pb 6s and O 2p states, whereas there is little hybridization
between the Ba 5p and the O 2p states; the Ba ion is close to be totally ionized and
thus a spherical, Ba2+ ion. Furthermore, the interaction between the Pb 6s and O 2p
leads indirectly to increased hybridization between the Ti 3d and O 2p states, which
further stabilizes the ferroelectric state in PbTiO3 relative to BaTiO3. It is the large
covalency between Pb and O and the stronger interactions between Ti and O that lead
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Figure 4.4: Partial densities of states (PDOS) of PbTiO3 cubic and tetragonal. The left set of panels
show the partial densities of states for cubic PbTiO3, OI and OII have same electronic
structures and Ti 3d has symmetric structure. The right set of panels show the partial
densities of states for tetragonal PbTiO3, dx2−y2 states move down in energy and Ti 3dz2
and 3dx2−y2 are split.
to the greater well depths in PbTiO3 and larger ferroelectric distortion in PbTiO3.
Also, the favorable interactions between Pb and O cause the energy to be lowered
when the Pb-O distance is reduced. However, in the perovskite structure, the Ti-O
repulsion dominates in the equation of state, so that the cell volume can only shrink
slightly in PbTiO3 relative to BaTiO3. By straining, however, four oxygens (in the
a − b plane, assuming c is elongated) move closer to the Pb, linear in the strain,
whereas the other eight Pb-O distances are increased [25]. An indirect effect of the
Pb-O bonding on the Ti-O hybridization is that the Ti 3d states in PbTiO3 are lower
than in BaTiO3. It should be noted that in many IV-VI semiconductors a structural
distortion can actually be driven solely by the ns2(n is Quantum number) valent elec-
trons of the cation [80–82]. The ns2, usually referred to as the lone pair, can lose
inversion symmetry due to mixing of the ns2 ground state with the low-lying excited
ns1np1 state. this mixing can only occur if the ionic site does not have inversion sym-
metry [83] and so when the energy gain due the mixing is larger than the interionic
repulsion which oppose the ionic shift, the crystal distorts [84].
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Figure 4.5: Partial densities of states (PDOS) of PbTiO3 and BaTiO3 in tetragonal structure. The left
set of panels show the partial densities of states for PbTiO3. The right set of panels show
the partial densities of states for BaTiO3. The most important difference between PbTiO3
BaTiO3 densities of states is in the large hybridization of the Pb 6s states with the O 2p
states in PbTiO3.
4.2 Surface effects on in plane polarization
In recent years, a large amount of research worldwide was focused on the growth
and characterization of ferroelectric thin films. On one hand, their ferroelectric, di-
electric, and piezoelectric properties were found to be promising for microelectronic
and micromechanical applications [85]. On the other hand, the physical properties
of ferroelectric thin films were found to be substantially different from those of bulk
materials. The ferroelectric properties are known to degrade in thin films [86], and it
is very important to understand the origin of this effect.
First-principles studies on ABO3 perovskite oxides thin films considered isolated
slabs in vacuum with free surfaces. These calculations were a perfect scenario to as-
certain whether the mere presence of a surface is enough to suppress the spontaneous
polarization or, in other words, to assign a completely intrinsic origin to the degrada-
tion of the ferroelectric properties observed experimentally in small particles and thin
films [87–91].
At any surface the translational symmetry is broken, i.e. the surface can remain
periodic in the plane, but the crystal is no more periodic in the direction perpendic-
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ular to the surface. The atoms in the outermost layers (those which are closer to the
surface) will feel the absence of neighboring atoms to interact with. These missing
bonds affect the structural and electronic properties of the materials. In the particular
case of ABO3 perovskite oxides, the hybridization between Ti 3d and O 2p orbitals,
responsible for the giant effective charges and, ultimately, for the ferroelectric insta-
bility, is modified(see Sec. 4.2.3) The absence of some of the atoms leaves highly
energetic and electronically active dangling bonds at the surface. In most cases this
leads to structural relaxations, and in case of covalent bonding e.g. in semiconductors
even reconstructions of the surface geometry to produce a more satisfactory bond-
ing configuration, that might affect significantly the physical properties surface. The
energy scale of the surface relaxations and reconstructions is orders of magnitude
higher than the depth of the bulk ferroelectric double well, so it is expected to affect
the ferroelectric ground state of the system.
The determination of electronic and structural properties is a delicate problem, that
turns out to be strongly dependent on the nature of the material. Only changing one
of the cations in a ABO3 perovskite surface can lead to very different qualitative and
quantitative behavior. Even more, for a given material the results change also with
the particular orientation and atomic termination i.e. AO or BO2 of the surface.
For studying of thin films or heterostructures, the first step is to choose an ini-
tial symmetry for the simulations and to define a reference ionic configuration that
is obtained by cutting the bulk material along a particular direction. The reference
configuration to which we will refer when discussing surface atomic relaxation is
therefore the atomic arrangement of an unrelaxed truncated bulk structure. Usually,
the bulk structure that is truncated is the theoretically relaxed bulk structure. In some
cases, however, in order to include the effect of the epitaxial strain induced by a sub-
strate, the reference configuration is defined by cutting a strained bulk phase, with the
same strain constraints than those expected in the thin film. The three most impor-
tant orientations for ABO3 surfaces (and also those which have been most investigated
theoretically) are (001), (110) [91–93], and (111) [94–96]. In the (001) cut, the ABO3
perovskite structure can be considered as an alternating stack of AO and BO2 layers.
For II-IV perovskites, where atoms A and B are divalent and tetravalent respectively,
in the ionic limit, the structure is a sequence of neutral sheets ( A2+O2−)0 and [B4+
(O2−)2]0. The surface might have two possible different terminations, with the out-
ermost layer being a AO layer or a BO2 layer. By contrast, both the (110) and the
(111) orientations are polar irrespectively of the cation valence states. In the (110)
cut, the perovskite structure is composed of (ABO)4+ and (O2)4− stacks, whereas the
atomic planes in the (111) cut are AO3 and B, and they are both charged. The highly
polar nature of the (110) and (111) surfaces makes them unstable and highly reactive
in comparison to the (001) surface [97]. We will focus on the (001) orientation of the
BaTiO3 and PbTiO3 structures.
In these system, bulk properties are recovered a few atomic layers away from the
outermost surface layers. This allows the use of thin slabs of the order of ten lay-
ers thick. Typically (1 × 1) surface geometries are simulated. This constraint al-
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lows atomic relaxations but prevents the study of more complicated reconstructions
involving for instance the rotation of oxygen octahedra, essential to describe the anti-
ferrodistortive instability that is observed on PbTiO3 surfaces [31, 98].
If the original bulk, from which the reference structure is cleaved had a perfect cu-
bic symmetry, then the resulting cubic surface would display mirror symmetry planes
Mx , My and, if the slab is symmetrically terminated, Mz (this last one relative to the
central layer of the slab). A tetragonal reference structure can also be constructed for
BaTiO3 and PbTiO3 by cleaving the bulk tetragonal material. The cases with a polar-
ization normal to the surface will be discussed in chapter 5. There, we will assume
that the ferroelectric axis lies parallel to the surface along the x-axis(Fig 4.6), then the
Mx symmetry is broken in the tetragonal reference configuration, whereas the system
preserves the My symmetry and, additionally for symmetric slabs, the Mz symmetry
with respect to the center of the slab.
4.2.1 Structural relaxations
As it has been already mentioned before, the existence of highly energetic dangling
bonds at the surface yields non-vanishing forces on the atoms in the layers close to the
surface. Therefore atomic rearrangements (including relaxations and reconstructions)
occur at the surface in order to strengthen the remaining bonds, and to minimize
the effects of the lack of hybridization with the missing atoms. Starting from the
truncated bulk reference ionic configuration previously defined, a relaxation of the
atomic coordinates, while preserving the full set of symmetries, is carried out until
the maximum component of the force on any atom is smaller than a given threshold,
of the order of 10−3Htr/a.u. In order to characterize the atomic relaxation, we define
δz (Ki ) [respectively δz(Oi)] as the displacement of the cation (respectively oxygen)
along z in layer i, with respect to the initial reference configuration. We introduce the
displacement of the mean position of each atomic plane as (4.1)
βi = [δz(Ki) + δz(Oi)]/2 (4.1)
and the change in the interplanar distance between consecutive planes i and j as
∆dij = βi − βj. (4.2)
The rumpling parameter of layer i describes the movement of the ions with respect to
the mean position of each atomic plane and corresponds to
ηi = [δz(Ki)− δz(Oi)]/2. (4.3)
It is positive when the cation Ki is above the oxygen, and negative otherwise. Table
4.3 and 4.4 show the atomic relaxations for the cubic and tetragonal, symmetric, (1×
1) TiO2-terminated and AO-terminated free-standing slabs of BaTiO3, and PbTiO3,
all of them obtained within the LDA and GGA(WC) approximation to DFT (respec-
tively for BaTiO3 PbTiO3). In each case, the in-plane lattice constant was constrained
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BaTiO3 PbTiO3
cubic tetragonal cubic tetragonal
∆d12 -0.1110 -0.1040 -0.179 -0.1511
∆d23 0.0675 0.0640 0.1361 0.1830
∆d34 -0.0080 -0.0160 -0.0276 -0.0295
∆d45 0.0100 0.0120 0.007 0.0086
η1 -0.0460 -0.0490 -0.0700 -0.0679
η2 0.0437 0.0400 0.0862 0.0787
η3 -0.0062 -0.0080 -0.0152 -0.0960
η4 0.0055 0.0065 0.0120 0.0137
Table 4.3: Change of the interlayer distance ∆dij and layer rumpling ηi (units of lattice constant)
for the relaxed TiO2-terminated (001) surfaces of BaTiO3 and PbTiO3 in the cubic and
tetragonal phases.
to the one which is given in Sec(4.2) for each material. This choice ensures that the
relaxations are intrinsic to the surface and not induced by mechanical strains.
Some common important features for all the surfaces are as follows: (i) As ex-
pected, the largest relaxations are found for the surface atoms. (ii) The surface layer
contracts substantially inwards (i.e. toward the bulk) with both metal and oxygen
atoms displacing in the same direction with respect to reference positions. (iii) The
relaxations of the metal atoms are much larger, leading to a rumpling of the layers,
and to the appearance of an ionic surface dipole. (iv) All the surfaces display a sim-
ilar oscillating relaxation pattern with a reduction of the interlayer distance ∆d12, an
expansion of ∆d23 , and a reduction again of ∆d34. Compared to BaTiO3, the am-
plitudes of the relaxation of PbTiO3 are significantly larger; (v) A similar oscillating
behavior is observed for ηi (successive + and − signs). The amplitude of η rapidly
decreases showing that the major relaxations are localized at the surface. (vi) The out-
ward relaxation of the A-cation of the second layer of the TiO2-terminated surface is
noteworthy, at odds with an usual experimental approximation, made to simplify the
refinement procedure of the data, that assumes the absence of buckling in the second
and third layers.
Starting from the tetragonal phase with the polarization lying in a plane parallel
to the surface, the most important change is the lack of symmetry of the O atoms of
the TiO2 layer with respect to their position perpendicular to the surface. Almost no
change in the relaxations along z for BaTiO3 is observed with respect to those of the
cubic phase. The same is true for the TiO2-terminated surface of PbTiO3. For the
PbO-terminated surface, in contrast, the changes in the interlayer distances and the
layer rumplings are reduced in the tetragonal phase.
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BaTiO3 PbTiO3
cubic tetragonal cubic tetragonal
∆d12 -0.1000 -0.1080 -0.1863 -0.1110
∆d23 0.0550 0.0516 0.1147 0.0670
∆d34 -0.0110 -0.0185 -0.0368 -0.0220
∆d45 0.0010 0.0021 0.0024 0.0027
η1 -0.0301 -0.0315 -0.0775 -0.0238
η2 0.0082 0.0071 0.0253 0.0154
η3 -0.0084 -0.0101 -0.0240 -0.0166
η4 0.0312 0.0021 0.0032 0.0037
Table 4.4: Change of the interlayer distance ∆dij and layer rumpling ηi (units of lattice constant)for
the relaxed AO-terminated (001) surface of BaTiO3 and PbTiO3 in the cubic and tetragonal
phases.
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III
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Figure 4.6: Structure of the tetragonal perovskite compounds ATiO3. OI ,OII and OIII are the oxygen
atoms lying along the x, y and z direction from the Ti atom, respectively. Arrows indi-
cate the displacements of the Ti and O atoms relative to the A atoms in the case of the
tetragonal phase.
4.2.2 Influence of the surface upon ferroelectricity
We turn now to the question of whether the presence of the surface has a strong
effect upon the near surface ferroelectricity. To analyze whether the ferroelectric
order is enhanced or suppressed near the surface, we introduce average ferroelectric
distortions δFE for each layer of the surface slabs cf.Fig 4.7:
δFE = |δx(A)− δx(OIII)|
δFE = |δx(Ti)− [δx(OI) + δx(OII)]/2| (4.4)
The calculated values of δFE for BaTiO3 and PbTiO3 are shown in fig 4.7. For
the PbO-terminated surface of PbTiO3, one can see a clear increase in the average
ferroelectric distortions δFE when going from the bulk values to the surface layer. On
the other hand, for the TiO2-terminated surface, the average distortions are slightly
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decreased at the surface. Surprisingly, this is just the opposite of what one observes
for BaTiO3, where a reduction of the ferroelectric distortions for the BaO-terminated
surface and a moderate enhancement for the TiO2-terminated surface can be observed.
(Of course, the distortions are also much smaller for BaTiO3 surfaces, as they are in
the bulk, compared to PbTiO3.) These results tend to confirm that Pb is a much more
active constituent in PbTiO3 than is Ba in BaTiO3.
BaO(S) TiO2 BaO TiO2 BaO(C)
0
0.01
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δ F
E
BaO-terminated Bulk
TiO2(C) BaO TiO2 BaO TiO2(S)
TiO2-terminated
PbO(S) TiO2 PbO TiO2 PbO(C)
0.08
0.12
0.16
δ F
E
PbO-teminated Bulk
TiO2 (C) PbO TiO2 PbO TiO2(S)
TiO2-terminated
BaTiO3
PbTiO3
Figure 4.7: Calculated FE distortion δFE for 9 layer PbTiO3 and BaTiO3 thin film with mirror sym-
metry (left and right) film and bulk(in middle)
4.2.3 Electronic structure
To analyze the electronic origin of the enhancement/reduction of the polarization at
the surface in this section the influence of surface on partial densities of states has
been investigated. Figures 4.8 to 4.11 depict the partial densities of states (PDOS)
of BaTiO3 and PbTiO3 thin films, where both TiO2 and AO terminated surfaces are
considered. The PDOS at the central layers is similar to the bulk but at the surfaces
it has a different behavior: All states of O at the BaO-terminated surface are shifted
to high energy (Fig. 4.8) which indicates a decrease in hybridization. Therefore FE
distortion δFE at the BaO-terminated surface layer has been reduced. In contrast to
BaTiO3, there is a strong hybridization between O 2p and Pb s at the PbO terminated
surface (Fig. 4.9). Thus FE distortion δFE at the PbO-terminated surface layer has
been enhanced. Figure 4.10 show O py at the TiO2 terminated surface of BaTiO3 is
shifted toward the Fermi level.
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Figure 4.8: Partial densities of states (PDOS) for a BaO terminated symmetric 9 layer film of BaTiO3
with in plane polarization. States of O at the surface move up in energy indicating decrease
hybridization.
4.3 Stacking faults effects on in plane
polarization
Oxide thin films at the film/substrate interface have complex structures that is depend
on the growth conditions. Stress relaxation in mismatched epitaxial films leads to
the formation of misfit dislocations at the interfaces, which are commonly accom-
panied by threading dislocations that extend across the film. Several results have
been reported on misfit dislocation in epitaxial pervskite oxide thin films. Structure
of misfit dislocation have been analyzed in PbTiO3 films grown on MgO(100)and
SrTiO3 substrates [99, 100]. Other reports have indicated that misfit dislocation in
BaTiO3/SrTiO3 and BaTiO3/LaAlO3 are edge dislocation and the existence of stack-
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Figure 4.9: Partial densities of states (PDOS) of PbO terminated 9 layers thin film of PbTiO3 with in
plane polarization.Opy at the surface of is shifted toward to Fermi level.
ing faults [101–103]. Structural defects such as misfit dislocation and stacking faults
are well known to significantly influence the physical properties of oxide thin films
and heterostructures [104].
In this section we have studied influences of stacking faults on the polarization.
Two models of stacking faults for BaTiO3 and PbTiO3 thin films are considered. In
the first model putting double layers of TiO2 (Ti2O4) on one side of the films are
formed while in the second one we study double layers of AO (A2O2) on one side of
the films. For the Ti2O4 model, the positions of atoms at the layer are in inner TiO2
the same as in the unfaulted structure. In the surface layer the positions of O are (00z)
and (1
2
1
2
z) which leave two possibilities for the position of Ti: The first possibility is
(1
2
0z) (i.e. it lies on the axis of polarization(x)) and the second is (01
2
z)(i.e. it lies on
the y axis). The former possibility will be denoted as Tix, the latter one as Tiy. For
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Figure 4.10: Partial densities of states (PDOS) of a TiO2 terminated symmetric 9 layer film of BaTiO3
with in plane polarization.
the A2O2 model, positions of atoms at the inner layer are the same as the perovskite
positions. In the surface layer the O position is (00z) and the A position is (1
2
1
2
z).
Tix stacking faults have a big influence on the BaTiO3 polarization, which can
bee seen to increase at stacking the fault region. Unlike the BaTiO3, Tix stacking
faults enhanced the polarization at stacking the fault region of PbTiO3. Tiy stacking
faults suppress the polarization for both BaTiO3 and PbTiO3 , where the decrease
in polarization for PbTiO3 is stronger than in BaTiO3. AO stacking faults enhance
the polarization for BaTiO3 and PbTiO3,where the enhancement of polarization for
PbTiO3 is stronger than in BaTiO3.
.
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Figure 4.11: Partial densities of states (PDOS) of TiO2 terminated 9 layers thin film of PbTiO3 with
in plane polarization.
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Figure 4.12: Calculated FE distortions, δFE , for a 9 layer thin films of PbTiO3 (left) and BaTiO3
(right) with (blue) and without (red) stacking faults on the TiO2-terminated side of the
film. In the last layer, Ti was put in x direction.
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Figure 4.13: Calculated FE distortions, δFE , for a 9 layer thin films of PbTiO3 (left) and BaTiO3
(right) with (blue) and without (red) stacking faults on the TiO2-terminated side of the
film. In the last layer, Ti was put in y direction.
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Figure 4.14: Calculated FE distortions, δFE , for a 9 layer thin films of PbTiO3 (left) and BaTiO3
(right) with (blue) and without(red) stacking faults in the AO-terminated side of the
film.
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5 Out-of-plane polarization of
BaTiO3 and PbTiO3 thin films
One of the important fundamental questions for ferroelectric thin films is understand-
ing the stability of a polarization perpendicular to the surface plane, the so-called out-
of-plane polarization. An important factor determining the stability of this type of
polarization is the compensation of polarization-induced charges on the boundary of
sample. Incomplete screening of surface charges results in a depolarization field that
opposes the bulk polarization, thereby suppressing ferroelectricity. There have been
proposed some methods to screen surface charges: Surface charges can be screened
by two metallic electrodes that sandwich the ferroelectric material [105–107] or the
formation of equilibrium stripe domains with oppositely oriented polarization [108].
Recently a new mechanism for screening of surface charges by atomic and molecu-
lar adsorbates has been proposed [45, 109, 110]. Out-of-plane polarization has been
stabilized for BaTiO3 nanostructures by molecular hydroxyl(OH) and carboxylate
(R-COO) adsorbates [45].
5.1 Basic electrostatics
Determining whether a thin film with an out-of-plane polarization is stable or not is a
subtle problem, much more delicate than the situation of a polarization parallel to the
surface described in Section 4.2.2. The first step to gain some insight into this problem
was taken by simulating free-standing slabs with a polarization perpendicular to the
surfaces. We choose the surface normal nˆ to be parallel to the z axis, and we assume
the charge density ρ(r) of the slab to be periodic in the x and y directions.
m =
∫ ∞
−∞
ρ¯(z)zdz (5.1)
The polarized slab exhibits an electric dipole moment parallel to the surface normal
nˆ, where ρ¯(z) is the planar averaged charge density
ρ¯(z) =
1
A
∫∫
A
ρ¯(r)dxdy (5.2)
and A is the area of the surface unit cell. The electrostatic potential υ(r) experienced
by the electrons can be calculated by solving the Poisson equation
∇2υ(r) = −4piρ(r) (5.3)
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In addition to the microscopic quantities ρ(r) and υ(r), we assume the slabs to
be thick enough that macroscopic quantities like the macroscopic electric field E, the
dielectric displacement fieldD, and the polarization P are also well defined inside the
slab. In practice, these fields may be calculated, for example, from unit cell averages
of the electrostatic potential and the charge density.
In the case of an applied external electric field Eext perpendicular to the surfaces,
the dielectric displacement field D inside the slab is oriented parallel to the z axis
and is equal to Eext. The boundary condition of a vanishing external electric field
is therefore equivalent to a vanishing dielectric displacement field D inside the slab.
fig. 5.1(a) shows a schematic picture of the planar-averaged potential υ¯(r) for this
situation. The potential is constant outside the slab, but due to the slab dipole moment
m the potential drops by 4piem when going from one side of the slab to the other.
At the same time, the polarization P leads to surface charges σ = P · nˆ, which
give rise to a huge depolarization field E = D − 4piP = −4piP inside the slab.
(Notice, that E does not depend on the thickness of the slab). The contribution of the
depolarization field to the total energy is large enough to completely destabilize the
bulk FE state. Therefore, relaxing a polarized slab under the boundary condition of a
vanishing external electric field will inevitably result in a paraelectric cubic structure
[111].
Figure 5.1: Schematic illustration of the planar-averaged potential v¯(z) for an isolated slab with a
dipole momentm perpendicular to the surface. (a) Vanishing external electric field (equiv-
alent to D = 0). (b) Vanishing internal electric field (E = 0). Taken from Ref [111].
A comparison with the situation in an infinitely extended crystal shows which
boundary conditions have to be used instead. In DFT calculations for bulk systems,
periodic boundary conditions for the electrostatic potential are usually applied. In
this case, the internal electric field E vanishes, even in the presence of a spontaneous
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polarization P bulks , whereas the dielectric displacement field D will be nonzero. In
analogy, a slab is in a FE state with spontaneous polarization Ps if a situation exists
where the internal electric field E is zero, but the dielectric displacement field D is
nonzero. However, an external electric field Eext = D = 4piPs will then appear out-
side the slab, as shown in fig. 5.1 (b). In our calculations we are able to control only
the external electric field Eext but not the internal field E. So to study whether a slab
shows a FE instability we have to apply external electric fields of different strength
and search for the situation where E = Eext − 4piP is zero. A rough estimate of how
large Eext will be in this situation can be made if we assume that the polarization of
the slabs is equal to the bulk spontaneous polarization P bulks [111]. By using the Berry
phase approach, we have calculated the bulk spontaneous polarization of BaTiO3 and
PbTiO3 to be 4.64 × 10−3 e/bohr2 and 15.35 × 10−3 e/bohr2 , respectively [112].
This translates to external electric fields of 0.0585 a.u. and 0.1949 a.u. (An electric
field of 1 a.u. corresponds to 5.14 × 109 V/cm and a polarization of 10−3 e/bohr2
equals 5.72µC/cm2.)
5.2 BaTiO3 surfaces in external electric fields
In order to find polarization of slabs, an external field (Eext) should be found for
which the internal field (Eint) in the is zero. For calculating Eint, a natural way to
compute E would be to determine the gradient of the macroscopically averaged elec-
trostatic potential v(r). Unfortunately, it turned out that 7-9 layers are not enough to
give accurate macroscopic averages (the uncertainties in the gradients were much
too large). Instead, we calculated the internal electric field by using the relation
Eint = Eext − 4piP . The polarization P can be deduced either from the surface
charge σ or from the dipole moment m and the thickness d of the slabs:
P = σ, P = m/d. (5.4)
The dipole moment m is directly given by the charge distribution of the slabs via
Eq.5.1. For the thickness d we took the distance between the centers of gravity z0 of
the screening charge distribution of the top and bottom surfaces of our slabs. (For a
metal, z0 is the position of the surface image plane from which the classical image
potential is measured.) The screening charge distribution is given by the difference
of the charge densities calculated with and without an external electric field, for the
ρ¯scr(z) we used the pseudo-charge explained in the section 3.5. A typical planar-
averaged screening charge distribution ρ¯scr(z) is shown in fig.5.2 a,b. As expected, a
positively oriented electric field pushes the electrons into the slab at the top surface
and pulls them out at the bottom (where it can be interpreted as a negatively oriented
field). From fig.5.2 a, b, we see that the screening charge piles up directly at the
surface and is mainly confined above the surface atoms. These surface charges are
responsible for the screening of the external electric field. Inside the slab, fairly large
oscillations are found that are associated with the remaining internal electric field or
67
5 Out-of-plane polarization of BaTiO3 and PbTiO3 thin films
0 0.02 0.04 0.06 0.08
E
ext [a.u.]
-6
-4
-2
0
2
E i
nt
 
[1
0-3
 
a.
u
.]
d=28.8 a.u.
d=28.4 a.u.
d=28 a.u.
d=26.6 a.u.
-10 0 10 20
a.u.
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
ρs
cr
. (z
)[1
0-3
 
e/
bo
hr
3 ]
0 0.02 0.04 0.06 0.08
E
ext [a.u.]
-6
-4
-2
0
2
E i
nt
 
[1
0-3
 
a.
u
.]
d=26.8 a.u.
d=26.4 a.u.
d=26 a.u.
d=25.6 a.u.
-10 0 10 20
a.u.
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
ρs
cr
. (z
)[1
0-3
 
e/
bo
hr
3 ]
d
d
z
cut
z
cut
z
cut
z
cut
a
b
c
d
z0z0
z0z0
Figure 5.2: (a) and (b) show planar-averaged screening charge distribution of a BaO and TiO2 ter-
minated of BaTiO3 films respectively, calculated from a seven-layer slab for an electric
field of Eext = +0.018 a.u. The arrows indicate the positions of the atomic planes. The
zcut is the position where the extrapolation of the first charge peak goes to zero. (c) and
(d) present internal electric field Eint in the fully relaxed seven-layer slab as a function
of the applied external electric field Eext for a BaO and TiO2 terminated film of BaTiO3,
respectively. The turquoise blue lines indicate the bulk polarization of the BaTiO3.
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come from the non-uniqueness of the pseudo-charge inside the muffin-tin region. The
surface charge σ and the center of gravity of the screening charge distribution z0 for
the top surface of the slab are given by
σ =
∫ c0
zcut
ρ¯scr(z)dz, z0 =
1
σ
∫ c0
zcut
ρ¯scr(z)dz. (5.5)
For zcut we have taken the position where the extrapolation of the first charge peak
goes to zero (cf. fig.5.2 a,b) but the results are very sensitive to the choice of zcut.
The use of relation Eint = Eext − 4piP involves the difference of two relatively large
numbers, so that the result for internal electric field very sensitively on details of the
calculation. In particular, the determination of thickness d of slab is very critical. Eint
as a function of Eext for BaTiO3 (BaO and TiO2 terminated) with different d has been
calculated (cf. fig.5.2 c,d). The spontaneous polarization of the slab is corresponds to
aEext, so thatEint(Eext) = 0. But the (nontrivial) zero point ofEint strongly depends
on d. Since the calculation of the d values is not possible exactly, the polarization of
the slab can not be estimated accurately with this method.
5.3 Out-of-plane polarization stabilized by
external electric fields
In this section, the behavior of the ferroelectric distortion (δFE) at the different layers
of thin films has been investigated. BaTiO3 and PbTiO3 (AO and TiO2 terminated
films) are considered. We construct a p(1 × 1) thin film with 9 layers thickness.
For BaTiO3 thin films, an external field of 0.055 a.u. has been applied. This field
translates to spontaneous polarization of the slab of Ps = 4.0× 10−3e/bohr2, which
corresponds roughly to the bulk spontaneous P bulks of BaTiO3. With this external
field, δFE in the central layers is the same as the bulk. The calculated values of
ferroelectric distortion (δFE) for BaTiO3 (BaO and TiO2 terminated film) with and
without applying the external field are shown in fig. 5.3. In the case of no external
field, the depolarization field has destroyed the polarization and the ferroelectric dis-
tortion represents the relaxation effect. The relaxation for TiO2-terminated is bigger
than BaO2-terminated. When the external field (0.055 a.u.) is applied the ferroelectric
distortions at the central layers are as same as ferroelectric distortion in the bulk. The
ferroelectric distortion of the surfaces layers depend on the direction of relaxation ef-
fect. According to the polarization and relaxation effect to be in the same or opposite
directions, the ferroelectric distortions at the TiO2-terminated surfaces are enhanced
or suppressed respectively. For the BaO-terminated thin film, the relaxation has no
influence on the ferroelectric distortions, when it has opposite direction to the polar-
ization. This is not surprising because we have seen that there is no strong bonding
between Ba and O (cf. section 1.1.1).
The case of PbTiO3 is different to BaTiO3. The bulk spontaneous polarization for
PbTiO3 is Ps = 15.35 × 10−3e/bohr2 . In order to reach this polarization at the
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Figure 5.3: (a) Calculated ferroelectric distortion (δFE) for BaO terminated BaTiO3 in an external
electric field. Blue and red corresponded to zero and 0.055 a.u. external field, respec-
tively.(b) Calculated ferroelectric distortion (δFE) for TiO2 terminated BaTiO in 0.055
a.u. external field. The black line indicates the bulk ferroelectric distortions for BaO and
TiO2 layers respectively.
central layers of the PbTiO3 thin films, an external electric field of 0.1949 a.u. is
required. We have a limitation of 0.094 a.u. for applied external fields. If the ex-
ternal field would be bigger than this limitation, the charges in the slab penetrate to
the vacuum region. The PbTiO3 slabs with 0.065 a.u. external field are considered,
which corresponds roughly to 1/3 of the bulk spontaneous polarization of PbTiO3.
The calculated values of ferroelectric distortion (δFE) for PbTiO3 (PbO and TiO2 ter-
minated film) with and without applying the external field are shown in fig. 5.4. The
behavior of the ferroelectric distortion for the TiO2-terminated of PbTiO3 is similar
to the TiO2-terminated of BaTiO3. For the PbO-terminated thin film the relaxation
has more influence on the ferroelectric distortions than for the BaO-terminated one,
in case it has opposite direction to the polarization. The bonding between Pb and O
is stronger than bonding between than Ba and O.
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Figure 5.4: (a) Calculated ferroelectric distortion (δFE) for PbO terminated PbTiO3 in an external
electric field. Blue and red corresponded to zero and 0.065 a.u. external field, respec-
tively.(b) Calculated ferroelectric distortion (δFE) for TiO2 terminated BaTiO in 0.065
a.u. external field. The black line indicates the 1/3 bulk ferroelectric distortions for BaO
and TiO2 layers left and right.
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5.3.1 Electronic structure
In this section the influence of different directions of out-of-plane polarizations, i.e.
outward and inward (P+ and P−), at the surface on the partial densities of states is
investigated. Figures 5.5 to 5.8 depict the partial densities of states (PDOS) of PbTiO3
thin films, where both PbO and TiO2 termination for both directions of out-of-plane
polarizations (outward and inward) at the surfaces are considered. The PDOS for
both valence and conduction band at the central layers are similar to the bulk, but at
the surfaces we see a different behavior in the valence band region. All states of the O
and Pb at the PbO-terminated surface with inward polarization are slightly shifted to
higher energy. All states of the O and Pb at the PbO-terminated surface with outward
polarizations are slightly shifted to lower energy. The densities of state in the inner
layers of the PbO-terminated films for both polarizations are the same (cf. fig. 5.5 and
fig. 5.6 ). The py state of O at the TiO2-terminated surface with inward polarization
is shifted toward the Fermi level(fig. 5.7). The pz state of O at the TiO2-terminated
inner layer of outward polarizations is shifted to lower energy(cf. fig. 5.8).
71
5 Out-of-plane polarization of BaTiO3 and PbTiO3 thin films
0
1
2 total
sp
x
, pyp
z
                                     PbTiO3 out-of-plane polarization  P
 -                       
                                          PbO-term.
total
sp
x
, pyp
z
0
1
2 totalsp
xpyp
z
total
d
xy
dyz, dzx
d
x
2
-y2
d
z
2
0
1
2
PD
O
S(
sta
tes
/eV
)
total
sp
x
, pyp
z
total
sp
x
, pyp
z
0
1
2 totalsp
xpyp
z
total
d
xy
dyz, dzx
d
x
2
-y2
d
z
2
-5 0 5
                                       E-EF(ev)
0
1
2 total
sp
x
, pyp
z
-5 0 5
total
sp
x
, pyp
z
Pb OI
TiOII
Pb
Pb
OII Ti
OI
OI
surface
center
Figure 5.5: Partial densities of states (PDOS) of PbTiO3 (PbO-termination) with out-of-plane polar-
ization P−. P− means that in each surface layer anions are on top (larger z) of cations.
The top set to the bottom set of panels show the partial densities from states of surface
atoms to middle layer atoms.
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Figure 5.6: Partial densities of states (PDOS) of PbTiO3 (PbO-termination) with out-of-plane polar-
ization P+. P+ means that in each surface layer cations are on top (larger z) of anions.
The top set to the bottom set of panels show the partial densities from states of surface
atoms to middle layer atoms.
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Figure 5.7: Partial densities of states (PDOS) of PbTiO3 (TiO2-termination) with out-of-plane polar-
ization P+. P+ means that in each surface layer anions are on top (larger z) of cations.
The top set to the bottom set of panels show the partial densities of states from surface
atoms to middle layer atoms. py at the surface is shifted to higher energy.
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Figure 5.8: Partial densities of states (PDOS) of PbTiO3 (TiO2-terminated) with out-of-plane polar-
ization P+. P+ means that in each surface layer cations are on top (larger z) of anions.
The top set to the bottom set of panels show the partial densities of states from surface
atoms to middle layer atoms.
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5.4 Out-of-plane polarization stabilized by
defects
Stabilization out-of-plane polarization is technologically very important for nanostructured
perovskite-based oxides. One experimental study has shown that out-of-plane polar-
ization can be stabilized for a BaTiO3 nanostructure by molecular hydroxyl (OH)
and carboxylate (R-COO) adsorbates [105]. Another one has shown that high or low
oxygen partial pressure induces outward or inward polarization, respectively, in an
ultrathin PbTiO3 film [109].
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Figure 5.9: Schematic illustration of different types of defect on a p(2×2) surface of BaO terminated
BaTiO3. Different ferroelectric distortion can occur in the 4 unit-cells of the p(2 × 2)
structure (δFE1 − δFE4 ). Ba can be replaced by Cs or La, O by N or F.
We have done DFT calculations to investigate the how an out-of-plane polarization
for BaTiO3 and PbTiO3 can be stabilized. A significant surface charges density of
about 0.25 electronic charges per unit cell area is required to stabilized the bulk like
out-of-plane polarization for BaTiO3. The stabilization is simulated in a p(2 × 2)
surface geometries. To compensate 0.25 electronic charges per unit cell area, for a
p(2× 2) surface 1e− is needed. If each oxygen ion accept -2e and each barium cation
donor +2e, in one side 1/2 oxygen and other side 1/2 barium vacancy are needed. To
this end ’ 1/2 oxygen vacancy’ (O is replaced by F or Ba by Cs) and ’1/2 Ba vacancy’
(O is replaced by N or Ba by La ) are created. An average ferroelectric distortion,
δFE(Defect) =
1
4
4∑
i=1
δFEi , (5.6)
withδFE from each part of the layers was calculated. We have shown the average of
δFE from each layer in fig. 5.9. We have figured out that with this type of defects
stabilization of out-of-plane polarization is possible. Different types of defects have
very similar influence on the polarization of the central layers (cf. fig. 5.10).
A significant surface charge density of about 0.81 electronic charges per unit cell
area is required to stabilized the bulk like out-of-plane polarization for PbTiO3. In
this work out-of-plane polarizations for PbTiO3 slabs are stabilized by 0.5 or 0.25
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Figure 5.10: Calculated ferroelectric distortion (δFE) for a BaO terminated BaTiO3 film with out-
of-plane polarization and different types of defects on the surface and external electric
fields (Eext=0.0585 a.u.) . The black line indicates the bulk ferroelectric distortion for
the TiO2 layer.
electronic charges per unit cell area. The stabilized ferroelectric distortions in the
central layers of the thin films, are nearly equal to 1/2 and 1/3 bulk ferroelectric
distortions for 0.5 and 0.25 electronic charges per unit cell area respectively(cf. fig.
5.11). To compensate 0.50 electronic charges per unit cell area, 2e per p(2 × 2)
surface or 1e per c(2 × 2) surface are needed. To this end an oxygen vacancy on one
side and a Pb vacancy (or substitute O with C) on other side of a thin film with p(2
× 2) surface have to be put. Alternatively 1/2 oxygen vacancy (substitute O with F
) on one side and 1/2 Pb vacancy (substitute O with N ) on other side of a thin film
with c(2 × 2) surface can be used. To compensate 0.25 electronic charges per unit
cell area, for a p(2×2) surface 1e is needed. To this end 1/2 oxygen vacancy (O is
replaced by F ) and 1/2 Pb vacancy (O is replaced by N) are created.
We conclude that with different types of defects the out-of-plane polarization for
ferroelectric material, can been stabilized. The manipulating and switching of the po-
larization of ferroelectric thin films is possible by controlling the defect concentration
on the surfaces.
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Figure 5.11: Calculated ferroelectric distortion (δFE) for PbTiO3 PbO terminated with different type
of defects on different surface and external electric fields.*Eext=0.0583 a.u. corre-
sponded to 1/3 bulk polarization. **Eext=0.0934 a.u. corresponded to 1/3 bulk polar-
ization. The black and brown line indicate the 1/3 and 1/2 bulk ferroelectric distortions
of the TiO2 layer respectively.
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The performance of ferroelectric thin films devices depends strongly on the magni-
tude and stability of the switchable ferroelectric polarization of the ferroelectric layer.
The polarization switching is realized by nucleation and growth of polarization do-
mains under an external electrical field [113, 114]. To this end, the properties of the
domain walls, in particular their structure, width and mobility, are important param-
eters. In the bulk ferroelectrics, the paraelectric to ferroelectric phase transition is
accompanied by the formation of polarization domains to minimize the system en-
ergy with respect to the depolarization field and mechanical strain. If e.g. a domain
wall forms in a (100) plane six equivalent cubic (100) directions that can be chosen
as directions. For the polarization dipoles in the PbTiO3, both 90◦ and 180◦ domain
walls occur, where, on passing the wall from one domain to the other, the polarization
vector changes direction by about 90◦ and 180◦, respectively.
For ferroelectric domain walls in BaTiO3, PbTiO3 there are several experimen-
tal [108, 115, 116] and theoretical studies [41, 117–120]. Recently, it has been shown
[121, 122] that using high-resolution transmission electron microscopy (HRTEM)
atomic resolution even of oxygen atoms can be achieved by a novel technique called
negative spherical-aberration (Cs) imaging in a Cs-corrected transmission electron
microscope. This technique have been used to investigate the atomic details and
dipole distortions on an atomic scale near 180◦ domain walls in thin epitactic films of
PbZr0.2Ti0.8O3 sandwiched between two SrTiO3 layers and prepared by pulsed laser
deposition [49]. These images showed two possible 180◦ domain walls (transversal
and longitudinal) and enabled to investigate the atomic positions.
6.1 Transversal domain walls
Previous DFT studies on 180◦ traversal domain wall of PbTiO3 considered mainly
[100]-oriented 180◦ domain walls [41, 123]. Po¨ykko¨ and Chadi have shown that
the [110]-oriented 180◦ domain wall of PbTiO3 is slightly higher in energy than the
[100]-oriented one [123]. But the [110]-oriented 180◦ domain is more favorable to
observation HRTEM measurements [49].
We studied [110]-oriented 180◦ domain walls of PbTiO3 by DFT calculations. For
the simulation of this type of domain wall, we have used supercells consisting of
N × 1× 1 perovskite unit cells stacked in the [1-10] direction and containing one up
and one down domain, each N/2 lattice constants wide, as shown in fig. 6.1(b). We
take the domain wall to lie in the [110] plane and the polarization to point in the [001]
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Figure 6.1: (a) Schematic perspective view of the unit cell of ferroelectric PbTiO3 and (b) its projec-
tion along the [1¯10] direction; Arrows indicate atomic displacements, supercell geometries
containing six unit cells 180◦ domain walls;In (b) atoms are omitted and only solid lines
connecting the Pb atoms are drawn. Supercell boundaries are indicated by dotted lines.
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domain wall as a function of the distance to the wall, calculated using different supercell
sizes.
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(z) direction. Supercells with N , 4 and 6 were employed (cf. fig. 6.1 ), containing 50
and 70 atoms, respectively. The dimensions of the supercells were kept fixed at the
theoretical equilibrium lattice constants computed for the bulk tetragonal phase (cf.
4.2).
Fig.6.2 shows the atomic displacements in z-direction relative to the Pb ion in the
domain wall.
The results do not depend sensitively on the size of the suppercell (N). It can be
seen that the domain wall is extremely narrow. The with of domain wall for Pb and
Ti is a
√
2/2 and for O is a
√
2 (just one projected unit cell). The difference of the
position of two Pb atoms in both sides of the domain walls is around 0.62A˚ this jump
can also clearly be seen on the HRTEM image (cf. fig. 6.3) There is no qualitative
difference between the our calculation and experimental results [49].
PPs s
Figure 6.3: Images of [1¯10] domain-wall. A narrow domain wall seen edge-on. The arrow Ps indicate
the opposite polarization directions across the domain wall. The parallelograms denote the
segments of TDW. The yellow dotted line marks the central plane of the domain wall.The
white dotted lines trace projected unit cells on either side of the domain wall. Taken from
Ref. [49]
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6.2 Longitudinal domain walls
We simulated longitudinal domain walls (LDW) normal to the [001] direction of
PbTiO3 by DFT calculations. For simulation of these types of domain walls, we con-
struct a 60-atom supercell by arranging six c(2 × 2) unit cells of the bulk tetragonal
PbTiO3 in an
√
2a×√2a× 6a supercell.
Pb vacancy
Acceptor Donor
O vacancyc 
Donor
PbOTT PbO HH PbO PbO TT
[001]
a
PP2
O vacancy
Figure 6.4: Schematic view of a PbTiO3 ferroelectric supercell in which head-to-head (HH) and tail-
to-tail (TT) 180◦ domain walls coincide with acceptor (Pb vacancy) and donor (O va-
cancy) defects layers, respectively.
The initial atomic coordinates are chosen to be those of the relaxed bulk ferroelec-
tric structure with polarization in the [001] direction throughout the supercell(3 unit
cells upward and 3 unit cells downward). The bulk polarization of the PbTiO3 is
15.35 × 10−3e/bohr2. The polarization induces +1.65 e and −1.65e bound charges
per unit-cell on the head-to-head(HH) and tail-to-tail(TT) domain walls, when we
form a longitudinal domain wall with bulk polarization. The bound charges make
domain walls metallic (cf. fig. 6.5) and also a unfavorable due to electrostatic energy.
In this cases the domain wall is not stable and after relaxation the polarization of the
domains is destroyed. To stabilize longitudinal domain walls, donor and acceptor
charges on the HH and TT are required. For a c(2 × 2) longitudinal domain wall to
stabilize bulk polarization −3.3e and +3.3e on the HH and TT are needed. We stud-
ied longitudinal domain walls with 3 and 2 electrons acceptor/donor charges at the
HH/TT domain wall. The 3e and 2e correspond to the charges inducted by 91% and
60% of the bulk polarization in the c(2× 2) unit cells at the HH/TT domain wall.
Each oxygen ion accepts −2e and each lead cation donates +2e. To create a 3e
acceptor/donor, we have to create 3/2Pb and 3/2O vacancy on the HH and TT domain
walls. A 3/2Pb vacancy can be created by one Pb vacancy and substituting O with N.
In a similar way one O vacancy and substituting O with F creates a 3/2O vacancy. The
supercell has been relaxed along the [001] direction, i.e. , we optimized the internal
coordinates the c-axis lattice parameter keeping fixed. Fig. 6.6-a indicates the calcu-
lated c-axis lattice parameter for each unit cell, which corresponds to the distances
between two PbO layers. Fig. 6.6-b shows the displacement from the center of unit
cell (c/2) for the O(δO) and Ti(δTi) along the [001] direction for each unit cell. The
displacement of the O and Ti, that have a 1.5 unit cell distance to the domain wall
(i.e. , they are in the middle of the domain) have maximum value (corresponding to
91% of bulk displacements).
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83
6 Domain walls
0.38
0.4
0.42
0.44
c(n
m)
PbTiO3 2e acceptor/donor
0.38
0.4
0.42
0.44
c(n
m)
PbTiO3 3e acceptor/donor
-3 -2 -1 0 1 2 3
Distance (in unit of c)
-0.04
-0.02
0
0.02
0.04
δ
-3 -2 -1 0 1 2 3
Distance (in unit of c)
-0.04
-0.02
0
0.02
0.04
δ
(a)
(b)
(c)
(d)
(nm
)
(nm
)
bulk
δ
δ
δ
δ
O
O
Ti Ti
Figure 6.6: (a), (c): Calculated c-axis lattice parameter for each unite cell of PbTiO3 longitudinal
domain walls with 3e, 2e acceptor/donor in the domain walls, respectively. (a), (c): Cal-
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the bulk displacements of O and Ti, respectively.
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To analyze the electronic properties of the relaxed structure, we computed the elec-
tronic density of states (DOS). The results, shown in fig. 6.7, indicate that the com-
pensation is successful and the entire supercell is insulating. The bandgap is 1.35
eV(calculated bandgap for the bulk is 1.6 eV). It is typical for DFT calculations to
underestimate band gaps by factor of 2 with respect to experiment [124]. The total
density of states in the valence band for the titaniums, that are located next to the
acceptor and donor layer, move toward and outward to the Fermi level. The density
of states for the titanium in the midway between two acceptor/donor layers is same
as total density of states of titanium in the bulk (cf. fig. 6.7).
To create a 2e acceptor/donor, we have to create one Pb and one O vacancy in the
HH and TT domain walls. The supercell has again been relaxed along the [001] direc-
tion, i.e. , we optimized the internal coordinates the c-axis lattice parameter keeping
fixed. Fig. 6.6-c indicates the calculated c-axis lattice parameter for each unit cell,
which corresponds to the distances between two PbO layers. Fig. 6.6-d shows dis-
placement to the center of unit cell (c/2) for the O(δO) and Ti(δTi) along the [001]
direction for each unit cell. The displacement of the O and Ti, that have a 1.5 unit cell
distance to the domain wall, have maximum value that correspond to the 60% of the
bulk displacements.
The experimental investigation on longitudinal domain walls in Pb(Zr, Ti)O3 (PZT)
is shown, the transition of polarization is smooth (6 unit-cell)(cf. fig. 6.8). But our
calculations indicate the longitudinal domain walls are narrow (2 unit-cell). This can
be interpreted as indication that the defects are not all assembled in a single atomic
layer, but rather spread over several layers. Electrostatic interactions might be the
driving force for this delocalization.
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Figure 6.7: Densities of states (DOS) of PbTiO3 longitudinal domain walls with 3e acceptor/donor
in the domain walls. The magenta and cyan colour region indicate domain boundary for
head-to-head and tail-to-tail domain walls, respectively. The black curve in the middle
panel is the Ti DOS as found in the polarized bulk structure of PbTiO3 (fig. 4.4).
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Figure 6.8: top: c-axis lattice parameter in a LDW in PZT. Blue and red squares show the values
measured from Pb to Pb atom positions and from Zr/Ti to Zr/Ti, respectively. Bottom:
displacements of the Zr/Ti atoms (δZr/Ti) and the O atoms (δO) across the LDW. Positive
values denote upward shifts and negative values downward shifts. Figure taken from
Ref. [49]
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7 Summary and conclusion
In this thesis, we used density-functional-theory (DFT) to simulate defective struc-
tures of the prototypical ferroelectric materials BaTiO3 and PbTiO3. The influence of
surfaces, domain boundaries, defects and stacking faults on the ferroelectric behav-
ior were investigated. The stabilization of a polarization perpendicular to the surface
plane of BaTiO3 and PbTiO3, and longitudinal domain walls in PbTiO3 have been
studied.
As first step, we searched for find reliable exchange-correlation functionals, that
can predict the experimental crystal structures and provid understanding of the origin
of the difference of the ferroelectric behavior of BaTiO3 and PbTiO3. We calculated
crystal structures with different exchange-correlation functionals for those ferroelec-
tric materials. We found that for BaTiO3 the Hedin-Lundqvist parametrization of
LDA and, for PbTiO3 the Wu-Cohen form of GGA give best agreement to experi-
mental data.
The electronic structure of BaTiO3 and PbTiO3 were considered: We calculated
the partial densities of states (PDOS) for those materials in their cubic and tetragonal
geometry. For both materials, all valence states in the ferroelectric tetragonal struc-
ture shifted to lower energy in comparison to the paraelectric cubic one, due to the
hybridization between OII 2p and Ti 3d. In tetragonal PbTiO3 there is additionally a
hybridization between the OI 2p and Pb 6s states. This interaction leads indirectly to
an increased hybridization between the Ti 3d and O 2p states, that further stabilizes
the ferroelectric state in PbTiO3 as compared to BaTiO3.
As second step, we considered the influence of surface formation and stacking
faults on the polarization parallel to the surface plane in BaTiO3 and PbTiO3. We
calculated the values of the ferroelectric displacement, δFE , for both materials and
surface terminations. For the PbO-terminated surface of PbTiO3, one can see a clear
increase in the average ferroelectric displacements, δFE , when going from the bulk-
like regions to the surface layer. On the other hand, for the TiO2-terminated surface,
the average ferroelectric displacements are slightly decreased at the surface. Surpris-
ingly, this is just the opposite of what is observed for BaTiO3, where a reduction of
the ferroelectric displacements for the BaO-terminated surface and a moderate en-
hancement for the TiO2-terminated surface can be observed. (Of course, compared to
PbTiO3, the ferroelectric displacements are also much smaller for BaTiO3 surfaces,
as they are in the bulk.) These results tend to confirm that Pb is a much more active
constituent in PbTiO3 than is Ba in BaTiO3.
To analyze the electronic origin of the enhancement/reduction of the polarization
at the surface, the partial densities of states have been investigated for BaTiO3 and
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PbTiO3 thin films, where both TiO2 and AO terminated surfaces are considered. In the
film geometry the PDOS at the central layers are similar to the bulk, but at the surfaces
a different behavior can be seen: All states of O at the BaO-terminated surface are
shifted to high energy which indicates a decrease in hybridization. Therefore, the
ferroelectric (FE) displacement, δFE , at the BaO-terminated surface layer has been
reduced. In contrast to BaTiO3, there is a strong hybridization between O 2p and
Pb s states at the PbO terminated surface. Thus, the FE displacement at the PbO-
terminated surface layer is enhanced. The O py state at the TiO2 terminated surface
of BaTiO3 is shifted towards the Fermi level. The PDOS at the TiO2 terminated
surface are not so different to the one of the central layers in the PbTiO3.
Two models of stacking faults for BaTiO3 and PbTiO3 thin films are considered.
In the first model, double layers of TiO2 on one side of the films are formed, while
in the second one, we study double layers of AO on one side of the films. For the
(TiO2)-double layers model, the positions of atoms at the inner TiO2 layer are the
same as in the unfaulted structure. In the surface layer the positions of O are (00z)
and (1
2
1
2
z) which leave two possibilities for the position of Ti: The first possibility is
(1
2
0z) (i.e. it lies on the axis of polarization (x)) and the second is (01
2
z) (i.e. it lies
on the y axis). The former possibility will be denoted as Tix, the latter one as Tiy. For
the (AO)-double layers model, positions of atoms at the inner layer are the same as
the perovskite positions. In the surface layer the AO plane is shifted by (1
2
1
2
0).
Tix stacking faults have a big influence on the BaTiO3 polarization, which can
be seen to increase at the stacking fault region. Unlike the BaTiO3, Tix stacking
faults suppressed the polarization at stacking fault region of PbTiO3. Tiy stacking
faults suppress the polarization for both BaTiO3 and PbTiO3, where the decrease
in polarization for PbTiO3 is stronger than in BaTiO3. AO stacking faults enhance
the polarization for BaTiO3 and PbTiO3, where the enhancement of polarization for
PbTiO3 is stronger than in BaTiO3.
As third step, we studied the polarization perpendicular to the surface plane, the
so-called out-of-plane polarization in BaTiO3 and PbTiO3. An important factor deter-
mining the stability of this type of polarization is the compensation of polarization-
induced charges on the boundary of the sample. Incomplete screening of surface
charges results in a depolarization field that opposes the bulk polarization, thereby
suppressing ferroelectricity. When the slabs have bulk-like polarizations the polariza-
tion induces 0.25 and 0.81 electron per unit-cell on the BaTiO3 and PbTiO3 surfaces,
respectively. The electric charges accumulated at the interface 0.25e and 0.81e per
unit-cell correspond to the calculated bulk spontaneous polarization by using a Berry
phase approach, 4.64 × 10−3 e/bohr2 and 15.35 × 10−3 e/bohr2 for BaTiO3 and
PbTiO3, respectively. We used an external electric field or defects on the surfaces for
screening the polarization-induced charges in BaTiO3 and PbTiO3.
We stabilized out-of-plane polarization in BaTiO3 by applying an external field of
0.055 atomic units. For the stabilization with defects, we used a p(2×2) supercell on
the surface. To compensate 0.25 electronic charges per unit-cell area in a p(2× 2)
cell, 1e− is needed. If each oxygen ion accepts two electrons and each barium cation
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donates two electrons, on one side half an oxygen and on other the side half a barium
vacancy are needed. To this end O, is replaced by F or Ba by Cs while for the half Ba
vacancy, O is replaced by N or Ba by La. The polarization in the central layers for
both scenarios of stabilization (external electric field or defects) is the same as for the
bulk, but on the surfaces it depends on the types of defects and external electric field.
For the stabilization of a bulk-like out-of-plane polarization in PbTiO3 thin films an
external electric field of 1.00 × 109 V/cm is required. Since this tremendous electric
field would lead to field-emission, slabs with an external field of 0.33× 109 V/cm are
considered, which corresponds roughly to 1/3 of the bulk spontaneous polarization
of PbTiO3. A significant surface-charge density of about 0.81 electronic charges per
unit cell area is required to stabilize the bulk like out-of-plane polarization for PbTiO3.
This corresponds to an unfavorably high defect concentration in the surface layers, so
out-of-plane polarizations for PbTiO3 slabs are stabilized by 0.5 or 0.25 electronic
charges per unit cell area. The stabilized ferroelectric displacements in the central
layers of the thin films are nearly equal to 1/2 and 1/3 bulk ferroelectric displacements
for 0.5 and 0.25 electronic charges per unit cell area, respectively. To compensate 0.50
electronic charges per unit cell area, two electrons per p(2×2) surface corresponding
to one O or to one Pb vacancy are needed.
As fourth step, we studied different types of domain walls, i.e. transversal (TDW)
and longitudinal (LDW) in PbTiO3. We simulated [110]-oriented 180◦ transversal
domain walls of PbTiO3 by using a supercells consisting of N ×1×1 perovskite unit
cells stacked in the [1-10] direction and containing one up and one down domain, in a
region with a width ofN/2 lattice spacing wide region. We take the domain wall to lie
in the [110] plane and the polarization to point in the [001] (z) direction. Supercells
with N=4 and 6 were employed. We found that the results are insensitive to the size
of the supercells. The width of the domain wall is narrow, extending over an area of
just one unit cell, which is in good agreement to the experiment.
We also simulated longitudinal domain walls normal to the [001] direction of
PbTiO3. We constructed a 60-atom supercell arranged of six c(2×2) unit cells of the
bulk tetragonal PbTiO3 stacked in the direction of polarization. The longitudinal do-
main walls are not stable in a stoichiometric material. When such domain walls with
bulk polarization are formed, the electric charges accumulated at the interface (+1.65
e per unit-cell) make the domain walls metallic and unfavorable due to electrostatic
energy. For a c(2×2) longitudinal domain wall, to stabilize the bulk polarization,
charges of −3.3e and +3.3e on the head-to-head (HH) and tail-to-tail (TT) domain
wall are needed. We stabilized a longitudinal domain wall with 3 and 2 electrons as
acceptor or donor charge at the HH or TT domain wall. Our calculations indicate
the longitudinal domain walls are narrow in size extending area 2 unit-cells. This
result is different from the experimental observation of longitudinal domain walls,
which show that the transition of polarization in longitudinal domain walls is smooth
(6 unit-cells). This can be interpreted as indication that the defects are not all as-
sembled in a single atomic layer, but rather spread over several layers. Electrostatic
interactions might be the driving force for this delocalization.
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7 Summary and conclusion
In the films and supercells, we considered only the ionic part of the polarization.
The electronic part of polarization can be expected to follow the ionic part and can be
calculated by using a Berry phase approach, for each layer.
In summary, our calculations show a strong, but local influence of the structural
imperfection on the polarization of prototypical ferroelectric materials as long as the
polarization is parallel to the (extended) defect. In contrast to these transversal po-
larizations, in the longitudinal case (i.e. when the polarization is perpendicular to
the surface or domain wall) defects are actually needed for the stabilization of the
polarization and have a long-ranged influence on the structure. Conversely, strong
polarization fields accompany defect structures even in non-ferroelectric materials, as
found experimentally in some interface structures [125].
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