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WEAK EXPONENTIAL ATTRACTORS FOR COLEMAN–GURTIN EQUATIONS
WITH DYNAMIC BOUNDARY CONDITIONS POSSESSING DIFFERENT
MEMORY KERNELS
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Abstract. The well-posedness of a generalized Coleman–Gurtin equation equipped with dynamic
boundary conditions with memory was recently established by C.G. Gal and the author. Addition-
ally, it was established by the author that the problem admits a finite dimensional global attractor
and a robust family of exponential attractors in the case where singularly perturbed memory kernels
defined on the interior of the domain and on the boundary of the domain coincide. In the present article
we report advances concerning the asymptotic behavior of this heat transfer model when the memory
kernels do not coincide. In this setting we obtain a weak exponential attractor whose basin of attraction
is the entire phase space, that is, a finite dimensional exponentially attracting compact set in the weak
topology of the phase space. This result completes an analysis of the finite dimensional attractors for
the generalized Coleman–Gurtin equation equipped with dynamic boundary conditions with memory.
Contents
1. Introduction to the model problem 1
2. Review of well-posedness 9
3. Dissipation of weak solutions 10
4. Weak exponential attractors 15
Appendix A. 22
Acknowledgments 23
References 23
1. Introduction to the model problem
This article presents the asymptotic behavior of a heat transfer model with memory effects. Following
in the spirit of Gurtin and Mizel’s seminal contribution [5] is the article [16] where the author provides
a derivation of a thermodynamic process taking place in a bounded container/domain Ω ⊂ Rd under the
five basic constitutive functions: specific internal energy, specific entropy, heat flux, absolute temperature
and heat supply. Novel to this derivation however is the assumption that heat may be supplied from the
exterior of the domain; namely, from the boundary of the container. This type of contribution is not
present in [5], nor the more recent [3]. We also consider the departure from Fourier’s heat law where
the heat fluxes involve memory to account for inertial effects. This, importantly, prevent instantaneous
signal propagation that is associated with the standard heat equation.
The principle equations under consideration in this article are from [16] and are the following:
∂tu− ω∆u− (1− ω)
∫ ∞
0
kΩ(s)∆u(x, t− s)ds+ f(u) + α(1 − ω)
∫ ∞
0
kΩ(s)u(x, t− s)ds = 0 (1.1)
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in Ω× (0,∞) subject to the boundary condition
∂tu− ω∆Γu+ ω∂nu+ (1− ω)
∫ ∞
0
kΓ(s)∂nu(x, t− s)ds
+ (1− ω)
∫ ∞
0
kΓ(s)(−∆Γ + β)u(x, t− s)ds+ g(u) = 0 (1.2)
on Γ × (0,∞) for every α, β ≥ 0, ω ∈ [0, 1), and where k : [0,∞) → R is a continuous nonnegative
function, smooth on (0,∞), vanishing at infinity and satisfying the relation∫ ∞
0
kS(s)ds = 1, S ∈ {Ω,Γ},
∂n represents the normal derivative and −∆Γ is the Laplace–Beltrami operator. The cases ω = 0 and
ω > 0 in (1.1) are usually referred as the Gurtin–Pipkin and the Coleman–Gurtin models, respectively.
Let ω ∈ [0, 1) be fixed. Notice that if we (formally) choose kS = δ0 (the Dirac mass at zero), equations
(1.1)-(1.2) turn into the following system,
∂tu−∆u+ f(u) + α(1 − ω)u = 0, in Ω× (0,∞), (1.3)
∂tu−∆Γu+ ∂nu+ g(u) + β(1− ω)u = 0, on Γ× (0,∞). (1.4)
Memory used as a “hyperbolic-like relaxation” term appears in [1] where the authors consider a viscous
Cahn–Hilliard equation with dynamic dynamic boundary conditions. Dynamic boundary conditions can
be used to account for frictional damping or involve sources/sinks on the boundary. In addition, the
Cahn–Hilliard equation serves as a motivating example for using dynamic boundary conditions. The
typical static Neumann (standard conserving) boundary condition invokes the unnatural property that
the interface separating two phases be orthogonal to the boundary. This quality does not necessarily
appear with dynamic boundary conditions. Several other phase-field type equations with memory and
dynamic boundary conditions appear in [6] and [14].
A tremendous amount of recent activity in dissipative dynamical systems comes from applications
that admit attractors. By definition, dissipative dynamical systems possess a bounded absorbing set to
which any nonempty bounded subset is attracted and absorbed in some finite time. Absorbing sets lack
further important descriptions such as compactness and finite dimensionality. Exponential attractors
(also called inertial sets) are formalized in [10]. Although not unique, exponential attractors are finite
dimensional compact subsets that exponentially attract nonempty bounded subsets of the phase space.
In several applications (cf. e.g. [9]) the basin of attraction of the exponential attractor can be tied
to the existence of a unique global attractor (also called universal attractors); namely, the asymptotic
compactness property of the solution operators. Contrary to exponential attractors, global attractors
do not enjoy the finite dimensionality description. Concerning problems involving memory, some recent
applications include [20, 21, 28, 29, 35].
It is the article [32] where we first see the construction of the so-called weak exponential attractor. The
compactness enjoyed by the attractor is inherited from a more regular absorbing set which itself is compact
in the weak phase space. The “higher-order” estimates required to obtain the compact absorbing set are
not available for the type of wave equation examined in [32]. Complicating matters in our presentation is
the functional formulation of the memory terms. Indeed, compact embeddings between memory spaces
is a delicate issue that is discussed below. So in some contexts it is better to build off the absorbing set
that it obtained in the standard (weak energy) phase space. Hence, a weak exponential attractor inherits
its compactness by the compact injection into the weak topology of the standard phase space.
The article [3] presents the Coleman–Gurtin equation with Dirichlet boundary conditions and non-
linear terms allowing critical growth. The authors show the existence of global attractors, as well as
exponential attractors, with optimal regularity. Some improvements to these results, though for non-
linearities under the critical limit, appear in [16] and [38]. Indeed, [16] contains a treatment on global
weak solutions. Strong solutions are developed under the assumption that the memory kernel on the
interior matches the memory kernel on the boundary. Additionally, in the more general setting when the
two kernels do not coincide, we develop quasi-strong solutions. These quasi-strong solutions have just
enough regularity to allow a compact embedding of the memory space into a lower-ordered space whereby
allowing the construction of a weak exponential attractor. To clarify our motivation, consider Banach
spaces X,Y,W,Z,M , such that W ⊂ X , Z ⊂ Y and M ⊂ Z continuously, and M ⊂ Y compactly, and
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where X ′ and Y ′ denote the dual spaces of, respectively, X and Y . In this generic setting, our story
unfolds as follows: for appropriate spaces, the global weak solutions found in [16] may be set in X × Y
and the global quasi-strong solutions in W × Z. Moreover, one component of the quasi-strong solution
is uniformly bounded in W , and we are able to further show that the global quasi-strong solutions also
belong toW ×M ; i.e., to a more regular space in the second component. Since M is compactly contained
in Y , we deduce, using the adjoint of the standard embeddings W ⊂ X and Z ⊂ Y , that W ×M is
compact in X ′ × Y ′. Finally, it is for these global quasi-strong solutions that we obtain an exponential
attractor in the topology of X ′ × Y ′.
With respect to the above development, we carefully treat the following issues:
1: Well-posedness of the system comprising of equations (1.1)-(1.2) and (1.3)-(1.4). We include
results to the global existence of weak solutions and so-called quasi-strong solutions. There is
no restriction to the size of the initial datum and the global weak solutions generate a Lipschitz
continuous semigroup of solution operators that is uniformly continuous in time on compact
intervals.
2: Dissipation exhibited by the model problem in the sense that the solution operators admit a
bounded absorbing set in the weak energy phase space. We do not assume that memory kernels
coincide. Since kΩ 6= kΓ, we do eventually need to implement an assumption on the size of kΓ(0)
in order to perform standard analysis arguments. At this point it is crucial to obtain an absorbing
set in a phase space that includes a memory component that can be compactly imbedded into a
lower-order memory component. This step is where we require the use of quasi-strong solutions.
Precisely, we are showing the existence of an absorbing set admitted by the quasi-strong solutions
that embeds compactly in the weak topology of the phase space for the weak solutions.
3: The existence of a weak exponential attractor (a finite dimensional compact attractor in the
weak topology of the phase space) for the model problems. Due to a transitivity of exponential
attraction result, we know the basin of attraction of the exponential attractor is the entire weak
energy phase space equipped with the weak topology. For PDEs with memory in dynamic bound-
ary conditions, it seems that this is the first general result where a problem exhibits a (weak)
exponential attractor.
Following recent convention (cf. e.g. [3, 8, 9, 27]) we introduce the so-called integrated past history of
u, i.e., the auxiliary variable
ηt(x, s) =
∫ s
0
u(x, t− σ)dσ,
for s, t > 0. Next, by setting
µS(s) = −(1− ω)k
′
S(s), S ∈ {Ω,Γ},
formal integration by parts into (1.1) and (1.2) yields
(1 − ω)
∫ ∞
0
kS(s)u(x, t− s)ds =
∫ ∞
0
µS(s)η
t(x, s)ds, S ∈ {Ω,Γ},
(1− ω)
∫ ∞
0
kΩ(s)∆u(x, t− s)ds =
∫ ∞
0
µΩ(s)∆η
t(x, s)ds,
(1 − ω)
∫ ∞
0
kΓ(s)∂nu(x, t− s)ds =
∫ ∞
0
µΓ(s)∂nη
t(x, s)ds,
and
(1− ω)
∫ ∞
0
kΓ(s)(−∆Γ + β)u(x, t− s)ds =
∫ ∞
0
µΓ(s)(−∆Γ + β)η
t(x, s)ds.
We now state
Problem P: Let α, β ≥ 0, and ω ∈ (0, 1). Find real-valued functions (u, η) = (u(x, t), ηt(x, s)) defined
in Ω× (0,∞) such that
∂tu− ω∆u−
∫ ∞
0
µΩ(s)∆η
t(x, s)ds+ α
∫ ∞
0
µΩ(s)η
t(x, s)ds + f(u) = 0 (1.5)
in Ω× (0,∞), subject to the boundary conditions
∂tu− ω∆Γu+ ω∂nu+
∫ ∞
0
µΓ(s)∂nη
t(x, s)ds +
∫ ∞
0
µΓ(s)(−∆Γ + β)η
t(x, s)ds + g(u) = 0 (1.6)
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on Γ× (0,∞), and
∂tη
t(x, s) + ∂sη
t(x, s) = u(x, t) in Ω× (0,∞), (1.7)
with
ηt(x, 0) = 0 in Ω× (0,∞), (1.8)
and the initial conditions
u(x, 0) = u0(x) in Ω, u(x, 0) = v0(x) on Γ, (1.9)
η0(x, s) = η0(x, s) :=
∫ s
0
u0(x,−y)dy in Ω, for s > 0, (1.10)
and
η0(x, s) = ξ0(x, s) :=
∫ s
0
v0(x,−y)dy on Γ, for s > 0. (1.11)
Remark 1.1. It need not be the case that the boundary traces of u0 and η0 be equal to v0 and ξ0,
respectively. Thus, we are solving a much more general problem in which equation (1.5) is interpreted
as an evolution equation in the interior Ω properly coupled with the equation (1.6) on the boundary Γ.
Finally, according to Definition 2.1, we regard both η0 and ξ0 as being independent of the initial data u0
and v0. Indeed, below we will consider a more general problem with respect to the original one.
We now give the framework used to prove Hadamard well-posedness for Problem P. Consider the space
X
2 := L2(Ω, dµ), where
dµ = dx|Ω ⊕ dσ,
where dx denotes the Lebesgue measure on Ω and dσ denotes the natural surface measure on Γ. It is
easy to see that X2 = L2(Ω, dx)⊕ L2(Γ, dσ) may be identified under the natural norm
‖u‖2
X2
=
∫
Ω
|u|2dx+
∫
Γ
|u|2dσ.
Moreover, if we identify every u ∈ C(Ω) with U = (u|Ω, u|Γ) ∈ C(Ω) × C(Γ), we may also define X
2
to be the completion of C(Ω) in the norm ‖ · ‖X2 . In general, any function u ∈ X
2 will be of the form
u =
(
u1
u2
)
with u1 ∈ L
2(Ω, dx) and u2 ∈ L
2(Γ, dσ), and there need not be any connection between u1 and
u2. From now on, the inner product in the Hilbert space X
2 will be denoted by 〈·, ·〉X2 . Hereafter, the
spaces L2(Ω, dx) and L2(Γ, dσ) will simply be denoted by L2(Ω) and L2(Γ).
Recall that the Dirichlet trace map trD : C
∞(Ω)→ C∞(Γ), defined by trD(u) = u|Γ extends to a linear
continuous operator trD : H
r(Ω) → Hr−1/2(Γ), for all r > 1/2, which is onto for 1/2 < r < 3/2. This
map also possesses a bounded right inverse trD
−1 : Hr−1/2(Γ)→ Hr(Ω) such that trD(trD
−1ψ) = ψ, for
any ψ ∈ Hr−1/2(Γ). We can thus introduce the subspaces of Hr(Ω) ×Hr−1/2(Γ) and Hr(Ω) ×Hr(Γ),
respectively, by
V
r
0 := {U = (u, ψ) ∈ H
r(Ω)×Hr−1/2(Γ) : trD(u) = ψ},
V
r := {U = (u, ψ) ∈ Vr0 : trD(u) = ψ ∈ H
r(Γ)},
for every r > 1/2, and note that we have the following dense and compact embeddings Vr10 ⊂ V
r2
0 , for
any r1 > r2 > 1/2 (by definition, this also true for the sequence of spaces V
r1 ⊂ Vr2). Naturally, the
norm on the spaces Vr0, V
r are defined by
‖U‖2
Vr0
:= ‖u‖2Hr(Ω) + ‖ψ‖
2
Hr−1/2(Γ), ‖U‖
2
Vr
:= ‖u‖2Hr(Ω) + ‖ψ‖
2
Hr(Γ).
In the sequel we are interested in the following equivalent norm in V1
‖u‖2
V1
:=
∫
Ω
(
|∇u|2 + α|u|2
)
dx+
∫
Γ
(
|∇Γu|
2 + β|u|2
)
dσ.
Naturally, the norm on the space Vr is defined as
‖u‖2
Vr
:= ‖u‖2Hr(Ω) + ‖u‖
2
Hr(Γ).
For U = (u, u|Γ)
tr ∈ V1, let CΩ > 0 denote the best constant in which the Sobolev–Poincare´ inequality
holds
‖u− 〈u〉Γ‖Ls(Ω) ≤ CΩ‖∇u‖Ls(Ω),
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for s ≥ 1 (see [36, Lemma 3.1]). Here
〈u〉Γ :=
1
|Γ|
∫
Γ
u|Γdσ.
Let us now introduce the spaces for the memory variable η. For a nonnegative, not identically equal
to zero and measurable function θS , S ∈ {Ω,Γ}, defined on R+, and a real Hilbert space W (with inner
product denoted by 〈·, ·〉W ), let L
2
θS
(R+;W ) be the Hilbert space of W -valued functions on R+, endowed
with the following inner product
〈φ1, φ2〉L2θS (R+;W )
:=
∫ ∞
0
θS(s)〈φ1(s), φ2(s)〉Wds.
Moreover, for each r > 1/2 we define
L2θΩ⊕θΓ(R+;V
r
0) ≃ L
2
θΩ(R+;V
r)⊕ L2θΓ(R+;H
r(Γ))
as the Hilbert space of Vr-valued functions (η, ξ)tr on R+ endowed with the inner product〈(
η1
ξ1
)
,
(
η2
ξ2
)〉
L2θΩ⊕θΓ
(R+;Vr)
=
∫ ∞
0
(θΩ(s)〈η1(s), η2(s)〉Hr(Ω) + θΓ(s)〈ξ1(s), ξ2(s)〉Hr(Γ))ds.
Consequently, for r > 1/2 we set
M0Ω := L
2
µΩ(R+;L
2(Ω)), MrΩ := L
2
µΩ(R+;V
r
0), M
r
Γ := L
2
µΓ(R+;H
r(Γ))
and
M0Ω,Γ := L
2
µΩ⊕µΓ(R+;X
2), MrΩ,Γ := L
2
µΩ⊕µΓ(R+;V
r).
Clearly, because of the topological identification Hr(Ω) ≃ Vr0, one has the inclusion M
r
Ω,Γ ⊂ M
r
Ω for
each r > 1/2. We will also consider Hilbert spaces of the form W k,2µΩ (R+;V
r
0) for k ∈ N. We also set for
a matter of convenience, the inner product in M1Ω,Γ, as follows〈(
η1
ξ1
)
,
(
η2
ξ2
)〉
M1
Ω,Γ
= ω
∫ ∞
0
µΩ(s)
(
〈∇η1(s),∇η2(s)〉L2(Ω) + α〈η1(s), η2(s)〉L2(Ω)
)
ds
+ ν
∫ ∞
0
µΓ(s)
(
〈∇Γξ1(s),∇Γξ2(s)〉L2(Γ) + β〈ξ1(s), ξ2(s)〉L2(Γ)
)
ds.
When it is convenient, we also use the notation
H0,1Ω,Γ := X
2 ×M1Ω,Γ, H
s,r
Ω,Γ := V
s ×MrΩ,Γ for s, r ≥ 1.
Each space is equipped with the corresponding “graph norm,” whose square is defined by, for all (U,Φ) ∈
Hi,i+1Ω,Γ , i = 0, 1,
‖(U,Φ)‖
2
H0,1
Ω,Γ
:= ‖U‖
2
X2
+ ‖Φ‖
2
M1
Ω,Γ
and ‖(U,Φ)‖
2
H1,2
Ω,Γ
:= ‖U‖
2
V1
+ ‖Φ‖
2
M2
Ω,Γ
.
For the kernels µS , S ∈ {Ω,Γ}, we take the following assumptions (cf. e.g. [9, 22, 23]). Assume
µS ∈ C
1(R+) ∩ L
1(R+), (1.12)
µS(s) ≥ 0 ∀s ≥ 0, (1.13)
µ′S(s) ≤ 0 ∀s ≥ 0, (1.14)
µ′S(s) + δµS(s) ≤ 0 ∀s ≥ 0 and some δ > 0. (1.15)
The assumptions (1.12)-(1.14) are equivalent to assuming kS(s) be bounded, positive, nonincreasing,
convex functions of class C2. Moreover, assumption (1.15) guarantees exponential decay of the functions
µS(s) while allowing a singularity at s = 0. Assumptions (1.12)-(1.14) are used in the literature (see for
example [3, 9, 22, 27]) to establish the existence and uniqueness of continuous global weak solutions to a
system of equations similar to (1.5), (1.7), but with Dirichlet boundary conditions. In the literature (as
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well as here), assumption (1.15) is used to obtain a bounded absorbing set for the associated semigroup
of solution operators.
Moving on, define
D(Tr) =
{
Φ ∈M1Ω,Γ : ∂sΦ ∈M
1
Ω,Γ,Φ(0) = 0
}
where (with an abuse of notation) ∂sΦ is the distributional derivative of Φ and the equality Φ(0) = 0 is
meant in the following sense
lim
s→0
‖Φ(s)‖X2 = 0.
Then define the linear (unbounded) operator Tr : D(Tr)→M
1
Ω,Γ by, for all Φ ∈ D(Tr),
TrΦ = −
d
ds
Φ.
For each t ∈ [0, T ], the equation
∂tΦ
t = TrΦ
t + U(t) (1.16)
holds as an ODE in M1Ω,Γ subject to the initial condition
Φ0 = Φ0 ∈ M
1
Ω,Γ. (1.17)
The following proposition is a well-known concerning the solution to the IVP (1.16)-(1.17) (this is a
generalization of [27, Theorem 3.1]).
Proposition 1.2. The operator Tr with domain D(Tr) is an infinitesimal generator of a strongly con-
tinuous semigroup of contractions on M1Ω,Γ, denoted e
Trt.
We now have (cf. e.g. [34, Corollary IV.2.2]).
Corollary 1.3. When U ∈ L1([0, T ];V1) for each T > 0, then, for every Φ0 ∈M
1
Ω,Γ, the Cauchy problem{
∂tΦ
t = TrΦ
t + U(t), for t > 0,
Φ0 = Φ0,
has a unique solution Φ ∈ C([0, T ];M1Ω,Γ) which can be explicitly given as (cf. [9, Section 3.2] and [27,
Section 3])
Φt(s) =


∫ s
0
U(t− y)dy, for 0 < s ≤ t,
Φ0(s− t) +
∫ t
0
U(t− y)dy, when s > t.
The interested reader can also see [9, Section 3], [22, pp. 346–347] and [27, Section 3] for more details
concerning the above corollary in the case of static boundary conditions. Furthermore, we also know that
Tr is the infinitesimal generator of a strongly continuous (the right-translation) semigroup of contractions
on M1Ω,Γ satisfying (1.18) below; in particular, Range(I − Tr) = M
1
Ω,Γ. Following (1.14), there is the
useful inequality. (Also see [9, see equation (3.4)] and [27, Section 3, proof of Theorem].)
Corollary 1.4. There holds, for all Φ ∈ D(Tr),
〈TrΦ,Φ〉M1
Ω,Γ
≤ −
δ
2
‖Φ‖2M1
Ω,Γ
. (1.18)
A word of caution: even though the embedding V1 →֒ X2 is compact, it does not follow that the
embeddingM1Ω,Γ →֒ M
0
Ω,Γ is also compact. Indeed, see [33] for a counterexample. Moreover, this means
the embedding H1,1Ω,Γ →֒ H
0,0
Ω,Γ is not compact. Such compactness between the “natural phase spaces” is
essential to the construction of finite dimensional exponential attractors. However, we treat this lack of
compactness issue by following [9, 21] and define the so-called “tail spaces,”
KrΩ,Γ :=
{
Φ ∈ MrΩ,Γ : ∂sΦ ∈ M
0
Ω,Γ, Φ(0) = 0, sup
τ≥1
τT(τ ; Φ) <∞
}
for r ≥ 1,
where T(τ ; Φ) is the tail function of Φ = (η, ξ)tr given by, for all τ ≥ 0,
T(τ ; Φ) :=
∫
(0,1/τ)∪(τ,∞)
(
µΩ(s)‖η(s)‖
2
L2(Ω) + µΓ‖ξ(s)‖
2
L2(Γ)
)
ds,
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The space KrΩ,Γ is Banach with the norm whose square is defined by
‖Φ‖2Kr
Ω,Γ
:= ‖Φ‖2Mr
Ω,Γ
+ ‖∂sΦ‖
2
M1
Ω,Γ
+ sup
τ≥1
τT(τ ; Φ).
Importantly, the embedding KrΩ,Γ →֒ M
r−1
Ω,Γ is compact for any r ≥ 1 (cf. [21, Proposition 5.4]). Hence,
let us now also define the spaces
Ĥ0,1Ω,Γ := X
2 ×K1Ω,Γ, Ĥ
s,r
Ω,Γ := V
s ×KrΩ,Γ for s, r ≥ 1.
With these spaces the desired compact embedding Ĥ1,1Ω,Γ →֒ Ĥ
0,0
Ω,Γ holds. Again, each space is equipped
with the corresponding graph norm whose square is defined by, for all ε ∈ [0, 1] and (U,Φ) ∈ Ĥ0,1Ω,Γ,
‖(U,Φ)‖
2
Ĥ0,1
Ω,Γ
:= ‖U‖
2
X2
+ ‖Φ‖
2
K1
Ω,Γ
.
Concerning the framework for Problem P, an important target space that we use to apply these desired
compactness properties in is the weak topology of the weak energy phase space H0,1Ω,Γ which is given by
H−1,0Ω,Γ := V
−1 ×M0Ω,Γ, (1.19)
endowed with the canonical norm. There holds
Ĥ0,1Ω,Γ =
(
X
2 ×K1Ω,Γ
)
→֒ H−1,0Ω,Γ ,
with continuous and compact injection (indeed, the embedding V1 →֒ X2 is compact, and recall from
above the embedding K1Ω,Γ →֒ M
0
Ω,Γ is compact). The space H
−1,0
Ω,Γ is the space the compact exponential
attractors reside in.
The following results are [9, Lemmas 3.3, 3.4, and 3.6]. Each presented here is an adaption to suit the
framework in this article.
Lemma 1.5. Let Φ0 ∈ D(Tr). Assume there is K > 0 such that, for all t ≥ 0, ‖U(t)‖V1 ≤ K. Then for
all t ≥ 0,
‖TrΦ
t‖2M1
Ω,Γ
≤ e−min{δΩ,δΓ}t‖TrΦ0‖
2
M1
Ω,Γ
+K2
(
‖µΩ‖L1(R+) + ‖µΓ‖L1(R+)
)
.
Lemma 1.6. Let Φ0 ∈ D(Tr). Assume there is K > 0 such that, for all t ≥ 0, ‖U(t)‖V1 ≤ K. Then
there is a constant C > 0 such that, for all t ≥ 0,
sup
τ≥1
τT(τ ; Φt) ≤ 2 (t+ 2) e−min{δΩ,δΓ}t sup
τ≥1
τT(τ ; Φ0) + CK
2.
Next, we consider the linear (self-adjoint, positive) operator Bψ := Bβψ = −∆Γψ + βψ acting on
D(B) = H2(Γ). The basic (linear) operator associated with problem (1.1)-(1.2) is the so-called “Wentzell”
Laplace operator. Recall that ω ∈ (0, 1). We let
Aα,β,ν,ωW
(
u1
u2
)
:=
(
−ω∆+ αωI 0
ω∂n(·) νB
)(
u1
u2
)
= Aα,0,0,ωW
(
u1
u2
)
+
(
0
νBu2
)
,
with
D(Aα,β,ν,ωW ) :=
{
U =
(
u1
u2
)
∈ Y : −∆u1 ∈ L
2(Ω), ω∂nu1 − νBu2 ∈ L
2(Γ)
}
,
where Y := V10 if ν = 0, and Y := V
1 if ν > 0. It is well-known that (Aα,β,ν,ωW ,D(A
α,β,ν,ω
W )) is self-adjoint
and nonnegative operator on X2 whenever α, β, ν ≥ 0, and Aα,β,ν,ωW > 0 if either α > 0 or β > 0.
Moreover, the resolvent operator (I + Aα,β,ν,ωW )
−1 ∈ L(X2) is compact. Moreover, since Γ is of class C2,
then D(Aα,β,ν,ωW ) = V
2 if ν > 0. Indeed, for any α, β ≥ 0 with (α, β) 6= (0, 0), the map Ψ : U 7→ Aα,β,ν,ωW U,
when viewed as a map from V2 into X2 = L2(Ω)× L2(Γ), is an isomorphism, and there exists a positive
constant C∗, independent of U = (u, ψ)
tr, such that
C−1∗ ‖U‖V2 ≤ ‖Ψ(U)‖X2 ≤ C∗‖U‖V2,
for all U ∈ V2 (cf. Lemma A.1). Whenever ν = 0, by elliptic regularity theory and U ∈ D(Aα,β,0,ωW ) one
has u ∈ H3/2(Ω) and ψ = trD(u) ∈ H
1(Γ), since the Dirichlet-to-Neumann map is bounded from H1(Γ)
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to L2(Γ); hence D(Aα,β,0,ωW ) = W, where W is the Hilbert space equipped with the following (equivalent)
norm
‖U‖2W := ‖U‖
2
V
3/2
0
+ ‖∆u‖2L2(Ω) + ‖∂nu‖
2
L2(Γ).
Concerning the “Wentzell” Laplacian we refer the reader to more details to e.g., [2, 4, 18], and the
references therein. We now have all the necessary ingredients to introduce a rigorous formulation of
Problem P in the next section.
For the nonlinear terms, first we assume f, g ∈ C0(R) satisfy the growth assumptions for some positive
constants ℓ1 and ℓ2, and d ≥ 2 such that for all r, s ∈ R,
|f(r)− f(s)| ≤ ℓ1(1 + |r − s|
2), (1.20)
|g(r)− g(s)| ≤ ℓ2(1 + |r − s|
d−1). (1.21)
Below we will set F : R2 → R2,
F (U) :=
(
f(u)
g˜(u)
)
, (1.22)
where g˜(s) := g(s) − ωβs, for s ∈ R. (To offset g˜, the term ωβu will be incorporated in the operator
A0,0,ν,0W as A
0,β,ν,ω
W .) The next assumptions are that there are positive constants, κi, i = 1, 2, 3, 4, so that,
for all s ∈ R,
f(s)s ≥ κ1|s|
4 − κ2, (1.23)
g˜(s)s ≥ κ3|s|
r − κ4. (1.24)
The above conditions (1.20)-(1.24) are suitable to prove the existence of an absorbing set for the family
of solution operators generated by the weak solutions of Problem P. When we consider the quasi-strong
solutions we will employ the following conditions. For some positive constants ℓ1 and ℓ2, and d ≥ 2 such
that for all r, s ∈ R,
|f ′(s)| ≤ ℓ1(1 + |s|
2), (1.25)
|g′(s)| ≤ ℓ2(1 + |s|
d). (1.26)
In addition, in this case we will assume there are Mf ,Mg > 0 such that, for all s ∈ R,
f ′(s) ≥ −Mf , (1.27)
g′(s) ≥ −Mg. (1.28)
Let
hf (s) =
∫ s
0
f ′(τ)τdτ and hg(s) =
∫ s
0
g˜′(τ)τdτ.
Finally, in this case we will assume there exist Ci > 0, i = 1, . . . , 8, such that, for all s ∈ R,
f(s)s ≥ −C1|s|
2 − C2, (1.29)
g(s)s ≥ −C3|s|
2 − C4, (1.30)
hf (s) ≥ −C5|s|
2 − C6, (1.31)
hg(s) ≥ −C7|s|
2 − C8. (1.32)
Remark 1.7. Observe that here we do not allow for the critical polynomial growth exponent (of power 5
in (1.20)) which appears in several works with static boundary conditions (cf. e.g. [3, 9]).
Constants appearing below may depend on various structural parameters such as α, β, δ, ν, ω, |Ω|,
|Γ|, ℓf , ℓg and d, as well as those constants appearing in (1.23)-(1.32), and the constants may even
change from line to line. We denote by Q(·) a generic monotonically increasing function. We will use
‖B‖W := supΥ∈B ‖Υ‖W to denote the “size” of the subset B in the Banach space W .
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2. Review of well-posedness
Here we provide some definitions and cite the relevant global well-posedness results concerning Problem
P. For the remainder of this article we choose to set n = 3, which is of course the most relevant physical
dimension.
Definition 2.1. Let α, β > 0, ν, ω ∈ (0, 1) and T > 0. Given U0 = (u0, v0)
tr ∈ X2 and Φ0 = (η0, ξ0)
tr ∈
M1Ω,Γ, the pair U(t) = (u(t), v(t))
tr and Φt = (ηt, ξt)tr satisfying
U ∈ L∞(0, T ;X2) ∩ L2(0, T ;V1),
u ∈ L4(Ω× (0, T )),
v ∈ Lr(Γ× (0, T )),
Φ ∈ L∞
(
0, T ;M1Ω,Γ
)
,
∂tU ∈ L
2
(
0, T ; (V1)∗
)
⊕
(
L4/3(Ω× (0, T ))× Lr
′
(Γ× (0, T ))
)
,
∂tΦ ∈ L
2
(
0, T ;W−1,2µΩ⊕µΓ(R+;V
1)
)
,
is said to be a weak solution to Problem P if, v(t) = u|Γ(t) and ξ
t = ηt|Γ for almost all t ∈ (0, T ], and
for all Ξ = (ς, ς|Γ)
tr ∈ V1 ∩
(
L2(Ω)× Lr(Γ)
)
, Π = (ρ, ρ|Γ)
tr ∈ M1Ω,Γ, and for almost all t ∈ (0, T ], there
holds,
〈∂tU(t),Ξ〉X2 +
〈
A0,β,ν,ωW U(t),Ξ
〉
X2
+
∫ ∞
0
µΩ(s)
〈
Aα,0,0,ωW Φ
t(s),Ξ
〉
X2
ds
+ ν
∫ ∞
0
µΓ(s)
〈
Bξt(s), ς|Γ
〉
L2(Γ)
ds+ 〈F (U(t)),Ξ〉
X2
= 0, (2.1)〈
∂tη
t, ρ
〉
M1
Ω
=
〈
Trη
t, ρ
〉
M1
Ω
+ 〈u(t), ρ〉M1
Ω
, (2.2)〈
∂tξ
t, ρ|Γ
〉
M1
Γ
=
〈
Trξ
t, ρ|Γ
〉
M1
Γ
+
〈
v(t), ρ|Γ
〉
M1
Γ
, (2.3)
in addition,
U(0) = U0 and Φ
0 = Φ0. (2.4)
The function [0, T ] ∋ t 7→ (U(t),Φt) is called a global weak solution if it is a weak solution for every
T > 0.
Remark 2.2. When we have a weak solution to Problem P, the above restrictions u|Γ(t) and η
t
|Γ are well-
defined by virtue of the Dirichlet trace map, trD : H
1(Ω) → H1/2(Γ). However, this is not necessarily
the case for ∂tU .
Definition 2.3. The pair U(t) = (u(t), v(t))tr and Φt = (ηt, ξt)tr is called a quasi-strong solution of
Problem P on [0, T ) if (U(t),Φt) satisfies the equations (2.1)-(2.4) for all Ξ ∈ V1, Π ∈ M1Ω,Γ, almost
everywhere on (0, T ) and if it has the regularity properties:
U ∈ L∞
(
0, T ;V1
)
∩W 1,2
(
0, T ;V1
)
,
Φ ∈ L∞ (0, T ; D(Tr)) ,
∂tU ∈ L
∞
(
0, T ;X2
)
,
∂tΦ ∈ L
∞
(
0, T ;M1Ω,Γ
)
.
As before, the function [0, T ] ∋ t 7→ (U(t),Φt) is called a global quasi-strong solution if it is a quasi-strong
solution for every T > 0.
The following is [16, Theorem 3.9].
Theorem 2.4. Assume µS, S ∈ {Ω,Γ}, satisfy (1.12)-(1.14) and f, g ∈ C
0(R) satisfy (1.20)-(1.21)
and (1.23)-(1.24). For each α, β > 0, ω, ν ∈ (0, 1) and T > 0, and for any U0 = (u0, v0)
tr ∈ X2,
Φ0 = (η0, ξ0)
tr ∈M1Ω,Γ, there exists at least one global weak solution (U,Φ) to Problem P in the sense of
Definition 2.1.
Now we have [16, Proposition 3.10].
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Proposition 2.5. Suppose the assumptions of Theorem 2.4 hold. The global weak solution to Problem
P is unique and depends continuously on the initial datum in the following way; there exists a constant
C > 0, independent of Ui, Φi, i = 1, 2, and T > 0 in which, for all t ∈ [0, T ], there holds
‖U1(t)− U2(t)‖X2 +
∥∥Φt1 − Φt2∥∥M1
Ω,Γ
≤
(
‖U1(0)− U2(0)‖X2 +
∥∥Φ01 − Φ02∥∥M1
Ω,Γ
)
eCt. (2.5)
Theorem 2.6. Assume µS, S ∈ {Ω,Γ}, satisfy (1.12)-(1.15) and f, g ∈ C
1(R) satisfy (1.25)-(1.32). For
each α, β > 0, ω, ν ∈ (0, 1), T > 0 and for any U0 = (u0, v0)
tr ∈ V2,Φ0 = (η0, ξ0)
tr ∈ (M2Ω,Γ ∩ D(Tr)),
there exists a unique global quasi-strong solution (U,Φ) to Problem P in the sense of Definition 2.3.
We conclude the preliminary results for Problem P with the following.
Corollary 2.7. Problem P defines a (nonlinear) strongly continuous semigroup S(t) on the phase space
H0,1Ω,Γ = X
2 ×M1Ω,Γ by
S(t)Υ0 :=
(
U(t),Φt
)
,
where Υ0 = (U0,Φ0) ∈ H
0,1
Ω,Γ and (U(t),Φ
t) is the unique solution to Problem P. The semigroup is
Lipschitz continuous on H0,1Ω,Γ via the continuous dependence estimate (2.5).
3. Dissipation of weak solutions
This section is dedicated to three results for the weak solutions to Problem P. We will show the
existence of a bounded absorbing set in the phase space H0,1Ω,Γ = X
2 ×M1Ω,Γ. Hence, we establish that
the semigroup of solution operators, S(t) : H0,1Ω,Γ → H
0,1
Ω,Γ, defined above in Corollary 2.7, is dissipative.
It was already established in [38, Lemma 3.2] that when µΩ = µΓ, the semigroup of solution operators
admits a bounded absorbing set B0 in the weak energy phase space H0,1Ω,Γ. We now show the existence of
a bounded absorbing set for the general case where µΩ 6= µΓ, however, our argument requires a smallness
condition on kΓ(0) (see the proof of Lemma 4.5). Precisely, the following dissipation result assumes
kΓ(0) ≤
4
1− ω
. (3.1)
The final result in this section concerns a local Lipschitz continuity result for the weak solutions in the
weak space called H−1,0Ω,Γ defined below in (1.19). It is important to recall that, because of the (rather
strict) assumption to Lemma 1.5, that ‖U(t)‖V1 ≤ K for some constant K > 0 for all t ≥ 0, we are not
able to establish that the weak solutions admit a compact absorbing set in the weak topology of H0,1Ω,Γ. In
order to apply Lemma 1.5, and, in turn, provide the existence of finite dimensional exponential attractors
in the weak topology of H0,1Ω,Γ, we will need to employ the fairly smoother quasi-strong solutions defined
above (see Definition 2.3). Thus, the bounded absorbing set for the weak solutions in H0,1Ω,Γ can be used
to construct a compact absorbing set for the quasi-strong solutions in H−1,0Ω,Γ .
Our first result concerning the weak solutions of Problem P now follows.
Lemma 3.1. In addition to the assumptions of Theorem 2.4, assume (1.15) and (3.1) hold. For all
R > 0 and Υ0 = (U0,Φ0) ∈ H
0,1
Ω,Γ = X
2 ×M1Ω,Γ with ‖Υ0‖H0,1
Ω,Γ
≤ R, there exist positive constants
c0 = c0(β, δ, ν, ω, kΓ(0)) and P0 = P0(κ2, κ4, c0), and there is a positive monotonically increasing function
Q(·) in which, for all t ≥ 0, ∥∥(U(t),Φt)∥∥2
H0,1
Ω,Γ
≤ Q(R)e−c0t + P0. (3.2)
Also, ∫ t
0
‖U(τ)‖2
V1
dτ ≤ Q(R). (3.3)
Proof. Let R > 0 and Υ0 = (U0,Φ0) ∈ H
0,1
Ω,Γ = X
2 ×M1Ω,Γ be such that ‖Υ0‖H0,1
Ω,Γ
≤ R. From the
equations (2.1)-(2.3), we take the corresponding weak solution Ξ = U(t) = (u(t), u|Γ(t))
tr and Π(s) =
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Φt(s) = (ηt(s), ξt(s))tr and we obtain the identities
〈∂tU,U〉X2 +
〈
A0,β,ν,ωW U,U
〉
X2
+
∫ ∞
0
µΩ(s)
〈
Aα,0,0,ωW Φ
t(s), U
〉
X2
ds
+ ν
∫ ∞
0
µΓ(s)
〈
Bξt(s), ξt(s)
〉
L2(Γ)
ds+ 〈F (U), U〉
X2
= 0, (3.4)
〈
∂tη
t, ηt
〉
M1
Ω
=
〈
Trη
t, ηt
〉
M1
Ω
+
〈
u(t), ηt
〉
M1
Ω
, (3.5)
and 〈
∂tξ
t, ξt
〉
M1
Γ
=
〈
Trξ
t, ξt
〉
M1
Γ
+
〈
u(t), ξt
〉
M1
Γ
. (3.6)
Observe,
〈∂tU,U〉X2 =
1
2
d
dt
‖U‖
2
X2
, (3.7)〈
A0,β,ν,ωW U,U
〉
X2
= ω‖∇u‖2L2(Ω) + ν‖∇Γu‖
2
L2(Γ) + βν‖u‖
2
L2(Γ), (3.8)
and 〈
∂tη
t, ηt
〉
M1
Ω
+
〈
∂tξ
t, ξt
〉
M1
Γ
=
〈
∂tΦ
t,Φt
〉
M1
Ω,Γ
=
1
2
d
dt
∥∥Φt∥∥2
M1
Ω,Γ
. (3.9)
Combining (3.4)-(3.9) produces the differential identity, which holds for almost all t ≥ 0,
1
2
d
dt
{
‖U‖
2
X2
+
∥∥Φt∥∥2
M1
Ω,Γ
}
+ ω‖∇u‖2L2(Ω) + ν‖∇Γu‖
2
L2(Γ) + βν‖u‖
2
L2(Γ)
+
∫ ∞
0
µΩ(s)
〈
Aα,0,0,ωW Φ
t(s), U
〉
X2
ds+ ν
∫ ∞
0
µΓ(s)
〈
Bξt(s), ξt(s)
〉
L2(Γ)
ds
+ 〈F (U), U〉
X2
−
〈
TrΦ
t,Φt
〉
M1
Ω,Γ
−
〈
U(t),Φt
〉
M1
Ω,Γ
= 0. (3.10)
Because of assumption (1.15), we may directly apply (1.18) from Corollary 1.4; i.e.,
−
〈
TrΦ
t,Φt
〉
M1
Ω,Γ
≥
δ
2
∥∥Φt∥∥2
M1
Ω,Γ
. (3.11)
With (1.23) and (1.24), we know
〈F (U), U〉
X2
= 〈f(u), u〉L2(Ω) + 〈g˜(u), u〉L2(Γ)
≥ κ1‖u‖
4
L4(Ω) + κ3‖u‖
r
Lr(Γ) − (κ2 + κ4). (3.12)
Hence, (3.10)-(3.12) yields the differential inequality,
d
dt
{
‖U‖
2
X2
+
∥∥Φt∥∥2
M1
Ω,Γ
}
+ 2ω‖∇u‖2L2(Ω) + 2ν‖∇Γu‖
2
L2(Γ) + 2βν‖u‖
2
L2(Γ)
+ 2
∫ ∞
0
µΩ(s)
〈
Aα,0,0,ωW Φ
t(s), U
〉
X2
ds+ 2ν
∫ ∞
0
µΓ(s)
〈
Bξt(s), ξt(s)
〉
L2(Γ)
ds
− 2
〈
U(t),Φt
〉
M1
Ω,Γ
+ δ
∥∥Φt∥∥2
M1
Ω,Γ
+ 2κ1‖u‖
4
L4(Ω) + 2κ3‖u‖
r
Lr(Γ) ≤ 2 (κ2 + κ4) . (3.13)
Recall
2
∫ ∞
0
µΩ(s)
〈
Aα,0,0,ωW Φ
t(s), U
〉
X2
ds
= 2ω
∫ ∞
0
µΩ(s)
〈
−∆ηt(s) + αηt(s), u
〉
L2(Ω)
ds+ 2ω
∫ ∞
0
µΩ(s)
〈
∂nη
t(s), u
〉
L2(Γ)
ds
= 2ω
∫ ∞
0
µΩ(s)
〈
∇ηt(s),∇u
〉
L2(Ω)
ds+ 2αω
∫ ∞
0
µΩ(s)
〈
ηt(s), u
〉
L2(Ω)
ds,
2ν
∫ ∞
0
µΓ(s)
〈
Bξt(s), ξt(s)
〉
L2(Γ)
ds = 2ν
∫ ∞
0
µΓ(s)
〈
−∆Γξ
t(s) + βξt(s), ξt(s)
〉
L2(Γ)
ds
= 2ν
∫ ∞
0
µΓ(s)
∥∥∇Γξt(s)∥∥2L2(Γ) ds+ 2βν
∫ ∞
0
µΓ(s)
∥∥ξt(s)∥∥2
L2(Γ)
ds,
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and
−2
〈
U(t),Φt
〉
M1
Ω,Γ
= −2ω
∫ ∞
0
µΩ(s)〈∇u,∇η
t(s)〉L2(Ω)ds− 2αω
∫ ∞
0
µΩ(s)〈u, η
t(s)〉L2(Ω)ds
− 2ν
∫ ∞
0
µΓ(s)〈∇Γu,∇Γξ
t(s)〉L2(Γ)ds− 2βν
∫ ∞
0
µΓ(s)〈u, ξ
t(s)〉L2(Γ)ds.
Thus,
2
∫ ∞
0
µΩ(s)
〈
Aα,0,0,ωW Φ
t(s), U
〉
X2
ds+ 2ν
∫ ∞
0
µΓ(s)
〈
Bξt(s), ξt(s)
〉
L2(Γ)
ds− 2
〈
U(t),Φt
〉
M1
Ω,Γ
= 2ν
∫ ∞
0
µΓ(s)
∥∥∇Γξt(s)∥∥2L2(Γ) ds+ 2βν
∫ ∞
0
µΓ(s)
∥∥ξt(s)∥∥2
L2(Γ)
ds
− 2ν
∫ ∞
0
µΓ(s)〈∇Γu,∇Γξ
t(s)〉L2(Γ)ds− 2βν
∫ ∞
0
µΓ(s)〈u, ξ
t(s)〉L2(Γ)ds
≥ −
ν
2
∫ ∞
0
µΓ(s) ‖∇Γu‖
2
L2(Γ) ds−
βν
2
∫ ∞
0
µΓ(s) ‖u‖
2
L2(Γ) ds
= −mΓ
ν
2
‖∇Γu‖
2
L2(Γ) −mΓ
βν
2
‖u‖
2
L2(Γ) , (3.14)
where we defined
mΓ =
∫ ∞
0
µΓ(s)ds
= −(1− ω)
∫ ∞
0
k′Γ(s)ds
= −(1− ω)
(
lim
σ→+∞
kΓ(σ) − kΓ(0)
)
= (1− ω)kΓ(0).
Together (3.13) and (3.14) yield
d
dt
{
‖U‖
2
X2
+
∥∥Φt∥∥2
M1
Ω,Γ
}
+ 2ω‖∇u‖2L2(Ω) + ν
(
2−
mΓ
2
)
‖∇Γu‖
2
L2(Γ)
+ βν
(
2−
mΓ
2
)
‖u‖2L2(Γ) + δ
∥∥Φt∥∥2
M1
Ω,Γ
+ 2κ1‖u‖
4
L4(Ω) + 2κ3‖u‖
r
Lr(Γ)
≤ 2 (κ2 + κ4) . (3.15)
Thanks to assumption (3.1), we set
c0 := min
{
2ω, βν
(
2−
mΓ
2
)
, δ
}
> 0,
so that we can write (3.15) as the differential inequality, which holds for almost all t ≥ 0,
d
dt
{
‖U‖
2
X2
+
∥∥Φt∥∥2
M1
Ω,Γ
}
+ c0
(
‖U‖
2
V1
+
∥∥Φt∥∥2
M1
Ω,Γ
)
+ 2κ1‖u‖
4
L4(Ω) + 2κ3‖u‖
r
Lr(Γ) ≤ C, (3.16)
where C > 0 depends only on the constants κ2 and κ4. Here we can apply the embedding V
1 →֒ X2 and
proceed to further apply a suitable Gro¨nwall inequality to (3.16) so that the estimate (3.2) follows with
ν0 = c0 and P0 =
C
c0
; indeed, after updating c0 to include the embedding constant ‖U‖
2
X2
≤ CΩ‖U‖
2
V1
,
(3.16) yields, for all t ≥ 0,
‖U(t)‖
2
X2
+
∥∥Φt∥∥2
M1
Ω,Γ
≤ e−c0t
(
‖U0‖
2
X2
+ ‖Φ0‖
2
M1
Ω,Γ
)
+ P0
≤ R2e−c0t + P0, (3.17)
where the last inequality follows from the fact that ‖Υ0‖H0,1
Ω,Γ
≤ R. (Also, the absolute continuity of
the mapping t 7→ ‖U(t)‖
2
X2
+ ‖Φt‖
2
M1
Ω,Γ
can be established as in [39, Lemma III.1.1], for example.) The
desired estimate (3.2) follows from (3.17). By integrating (3.16) over (0, t) while keeping in mind the
bound (3.17), we also find (3.3).
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The existence of the bounded set B0 in H0,1Ω,Γ that is absorbing and positively invariant for S(t) follows
from (3.2). Indeed, define
B0 :=
{
(U,Φ) ∈ H0,1Ω,Γ : ‖(U,Φ)‖H0,1
Ω,Γ
≤
√
P0 + 1
}
.
Given any nonempty bounded subset B in H0,1Ω,Γ \ B
0, then we have that S(t)B ⊆ B0, in H0,1Ω,Γ, for all
t ≥ t0, where
t0 = t0(R) := max{ln(Q(R))/c0, 0}. (3.18)
This finishes the proof. 
Corollary 3.2. From (3.2) it follows that any weak solution (U(t),Φt) to Problem P according to Def-
inition 2.1 is bounded uniformly in t. Indeed, for all Υ0 ∈ H
0,1
Ω,Γ in which ‖Υ0‖H0,1
Ω,Γ
≤ R for some
R > 0,
lim sup
t→+∞
‖S(t)Υ0‖H0,1
Ω,Γ
≤ Q(R). (3.19)
We conclude this section with a local Lipschitz continuity result for the semiflow generated by the
weak solutions of Problem P, here defined on compact time intervals and in the weaker energy space
H−1,0Ω,Γ = V
−1 ×M0Ω,Γ. (Recall this space was defined in (1.19).)
The following result is based on [32, Proposition 2.2].
Theorem 3.3. Let T > 0 and Υ01 = (U01,Φ01),Υ02 = (U02,Φ02) ∈ B
0 (the bounded absorbing set in
H0,1Ω,Γ). Any two global weak solutions, Υ
1(t) and Υ2(t), to Problem P corresponding to the initial datum
Υ01 and Υ02, respectively, satisfy, for all t ∈ [0, T ],
‖Υ1(t)− Υ2(t)‖H−1,0
Ω,Γ
≤ e(CT )t‖Υ01 −Υ02‖H−1,0
Ω,Γ
(3.20)
for some constant C > 0.
Proof. Let T > 0. Let Υ01,Υ02 ∈ B
0 ⊂ H0,1Ω,Γ and let Υ
1(t) = (U1(t),Φ
t
1) and Υ
2(t) = (U2(t),Φ
t
2),
respectively, be the corresponding weak solutions. Set U˜(t) = U1(t) − U2(t) and Φ˜
t = Φt1 − Φ
t
2. The
function Υ˜(t) = (U˜(t), Φ˜t) satisfies the equations〈
∂tU˜(t), V
〉
X2
+
〈
A0,β,ν,ωW U˜(t), V
〉
X2
+ 〈F (U1(t))− F (U2(t)), V 〉X2
+
∫ ∞
0
µΩ(s)
〈
Aα,0,0,ωW Φ˜
t(s), V
〉
X2
ds+ ν
∫ ∞
0
µΓ(s)
〈
Cξ˜t(s), v|Γ
〉
L2(Γ)
ds = 0 (3.21)
and 〈
∂tΦ˜
t(s)− TrΦ˜
t(s)− U˜(t),Π
〉
M1
Ω,Γ
= 0, (3.22)
for all (V,Π) ∈ (V1 ⊕ (L3(Ω)× Lr(Γ)))×M1Ω,Γ, subject to the associated initial conditions
U˜(0) = U1(0)− U2(0) and Φ˜
0 = Φ01 − Φ
0
2.
Let
χ˜(t) :=
∫ t
0
U˜(τ)dτ and Ψ˜t(s) :=
∫ t
0
Φ˜τ (s)dτ with ψ˜t(s) :=
∫ t
0
ξ˜τ (s)dτ.
Integrating equations (3.21) and (3.22) over (0, t), we find the transformed equations
〈∂tχ˜(t), V 〉X2 +
〈
A0,β,ν,ωW χ˜(t), V
〉
X2
+
∫ t
0
〈F (U1(τ)) − F (U2(τ)), V 〉X2 dτ
+
∫ ∞
0
µΩ(s)
〈
Aα,0,0,ωW Ψ˜
t(s), V
〉
X2
ds+ ν
∫ ∞
0
µΓ(s)
〈
Bψ˜t(s), v|Γ
〉
L2(Γ)
ds = 0 (3.23)
and 〈
∂tΨ˜
t(s)− TrΨ˜
t(s)− χ˜(t),Π
〉
M1
Ω,Γ
= 0. (3.24)
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Now we choose in (3.23) and (3.24) V = χ˜(t) and, respectively, Π = Ψ˜t to obtain the identities
1
2
d
dt
‖χ˜(t)‖2
X2
+ ‖χ˜(t)‖2
V1
+
∫ t
0
〈F (U1(τ)) − F (U2(τ)), χ˜(t)〉X2dτ
+
∫ ∞
0
µΩ(s)〈A
α,0,0,ω
W Ψ˜
t(s), χ˜(t)〉X2ds+ ν
∫ ∞
0
µΓ(s)
〈
Bψ˜t(s), χ˜t|Γ(s)
〉
L2(Γ)
ds = 0 (3.25)
and
1
2
d
dt
‖Ψ˜t‖2M1
Ω,Γ
−
〈
TrΨ˜
t(s), Ψ˜t
〉
M1
Ω,Γ
=
〈
χ˜(t), Ψ˜t
〉
M1
Ω,Γ
. (3.26)
Together, (3.25) and (3.26) readily become the differential inequality, which holds for almost all t ≥ 0,
d
dt
{
‖χ˜(t)‖2
X2
+ ‖Ψ˜t‖2M1
Ω,Γ
}
+ 2‖χ˜(t)‖2
V1
+ 2
〈∫ t
0
F (U1(τ)) − F (U2(τ))dτ, χ˜(t)
〉
X2
≤ 0. (3.27)
Since the nonlinear terms f and g satisfying (1.20) and (1.21) are Lipschitz on the absorbing set B0 (cf.
e.g., [24, Lemma 2.6]), we have the following estimate
2
∣∣∣∣
〈∫ t
0
F (U1(τ)) − F (U2(τ))dτ, χ˜(t)
〉
X2
∣∣∣∣
≤ 2
∣∣∣∣∣
〈∫ t
0
f(u1(τ)) − f(u2(τ))dτ, χ˜(t)
〉
L2(Ω)
∣∣∣∣∣ dσ + 2
∣∣∣∣∣
〈∫ t
0
g(u1(τ)) − g(u2(τ))dτ, χ˜(t)
〉
L2(Γ)
∣∣∣∣∣
≤ C
(∫ t
0
‖u˜(τ)‖L2(Ω)dτ
)
‖χ˜(t)‖L2(Ω) + C
(∫ t
0
‖u˜(τ)‖L2(Γ)dτ
)
‖χ˜(t)‖L2(Γ)
≤ Cι
(∫ t
0
‖u˜(τ)‖L2(Ω)dτ
)2
+ ι‖χ˜(t)‖2L2(Ω) + Cι
(∫ t
0
‖u˜(τ)‖L2(Γ)dτ
)2
+ ι‖χ˜(t)‖2L2(Γ) (∀ι > 0)
≤ Cι
(∫ t
0
‖∂tχ˜(τ)‖X2dτ
)2
+ ι‖χ˜(t)‖2
X2
≤ Cι
∫ t
0
‖Υ˜(τ)‖2
H0,1
Ω,Γ
dτ + ιC‖χ˜(t)‖2
V1
.
≤ CιT ‖Υ˜(t)‖
2
H0,1
Ω,Γ
+ ιC‖χ˜(t)‖2
V1
. (3.28)
The constant Cι > 0 satisfies Cι ∼ ι
−1. With (3.28), the inequality (3.27) becomes, for a suitably small
ι > 0,
d
dt
‖Υ˜(t)‖2
H0,1
Ω,Γ
+ ‖χ˜(t)‖2
V1
≤ CT ‖Υ˜(t)‖2
H0,1
Ω,Γ
. (3.29)
Now integrating (3.29) over (0, t) yields, for all t ∈ (0, T ),
‖Υ˜(t)‖2
H0,1
Ω,Γ
+
∫ t
0
‖χ˜(τ)‖2
V1
dτ ≤ ‖Υ˜(0)‖2
H0,1
Ω,Γ
+ CT
∫ t
0
‖Υ˜(τ)‖2
H0,1
Ω,Γ
dτ. (3.30)
Observe,
‖Υ˜(0)‖2
H0,1
Ω,Γ
= ‖(U˜(0), Ψ˜0)‖2
H0,1
Ω,Γ
= ‖U˜0‖
2
X2
+ ‖Ψ˜0‖
2
M1
Ω,Γ
≤ ‖Υ˜0‖
2
H−1,0
Ω,Γ
. (3.31)
Thus, (3.30)–(3.31) become
‖Υ˜(t)‖2
H0,1
Ω,Γ
+
∫ t
0
‖χ˜(τ)‖2
V1
dτ ≤ ‖Υ˜0‖
2
H−1,0
Ω,Γ
+ CT
∫ t
0
‖Υ˜(τ)‖2
H0,1
Ω,Γ
dτ. (3.32)
Finally, omitting the positive integral on the left-hand side of (3.32) and applying the integral form of
Gro¨nwall’s lemma to the result produces the claim (3.20). 
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4. Weak exponential attractors
This section is motivated by [32, §4]. In this section we show the existence of a so-called weak expo-
nential attractor. We seek a weak exponential attractor in place of the standard one because of the issue
raised by Remark 2.2. In order to obtain the desired compactness from the attractor, we need to rely on
the compactness of the embedding K1Ω,Γ →֒ M
0
Ω,Γ. Hence, we rely on the phase space Ĥ
0,1
Ω,Γ = X
2 ×K1Ω,Γ
and its compact injection into the weak topology of H0,1Ω,Γ, that is the space H
−1,0
Ω,Γ = V
2× (M2Ω,Γ∩D(Tr))
described above in (1.19). In order to provide such precompact trajectories, we need to bound the memory
terms in the more regular space K1Ω,Γ, and this requires us to satisfy the shared hypothesis of Lemmata
1.5 and 1.6 above; that is, ‖U(t)‖V1 ≤ K, for some constant K > 0 for all t ≥ 0. This in turn requires
the use of the so-called quasi-strong solutions (see Definition 2.3). Hence, trajectories with data in
H
2 := V2 ×
(
M2Ω,Γ ∩D(Tr)
)
are sufficiently smooth quasi-strong solutions which are bounded in the norm of Ĥ0,1Ω,Γ and precompact in
H−1,0Ω,Γ (recall (1.19)). Recently, works such as [2, 13, 15, 17, 25, 31, 37] are able to establish the existence
of an exponential attractor for wave equations with dynamic boundary conditions with the use of suitable
H2-elliptic regularity estimates. Without bona-fide strong solutions to Problem P, similar estimates are
not available here.
Theorem 4.1. The semigroup of solution operators S = (S(t))t≥0 generated by the quasi-strong solutions
of Problem P admits a weak exponential attractor E−1 that satisfies:
(1) E−1 is bounded in Ĥ0,1Ω,Γ and compact in H
−1,0
Ω,Γ ,
(2) E−1 is positively invariant; i.e., for all t ≥ 0, S(t)E−1 ⊆ E−1,
(3) E−1 attracts bounded subsets of Ĥ0,1Ω,Γ exponentially with the metric of H
−1,0
Ω,Γ ; i.e., there exists
ρ > 0 and Q such that, for every bounded subset B ⊂ Ĥ0,1Ω,Γ and for all t ≥ 0,
distH−1,0
Ω,Γ
(S(t)B, E−1) ≤ Q(‖B‖Ĥ0,1
Ω,Γ
)e−ρt.
(4) E−1 possesses finite fractal dimension in H−1,0Ω,Γ ; i.e.,
dimF(E
−1,H−1,0Ω,Γ ) := lim sup
r→0
lnµH−1,0
Ω,Γ
(E−1, r)
− ln r
<∞,
where µH−1,0
Ω,Γ
(E−1, r) denotes the minimum number of balls of radius r from H−1,0Ω,Γ required to
cover E−1.
The proof of Theorem 4.1 follows from the application of an abstract result modified only to suit our
needs here (for further reference, see for example, [10, 11, 19]).
Proposition 4.2. Let H0 and H−1 be Hilbert spaces such that the embedding H0 →֒ H−1 is compact.
Let S = (S(t))t≥0 be a semigroup of operators on H0. Assume the following hypotheses hold:
(H1) There exists a bounded absorbing set B0 ⊂ H0 which is positively invariant for S(t). More pre-
cisely, there exists a time t0 > 0 (possibly depending on the radius of B0) such that, for all
t ≥ t0,
S(t)B0 ⊂ B0.
(H2) There is t∗ ≥ t0 such that the map S(t
∗) admits the decomposition, for all ζ01, ζ02 ∈ B0,
S(t∗)ζ01 − S(t
∗)ζ02 = L(ζ01, ζ02) +K(ζ01, ζ02),
where, for some constants κ = κ(t∗) ∈ (0, 12 ) and Λ = Λ(t
∗) ≥ 0, the following hold:
‖L(ζ01, ζ02)‖H−1 ≤ κ‖ζ01 − ζ02‖H−1 (4.1)
and
‖K(ζ01, ζ02)‖H0 ≤ Λ‖ζ01 − ζ02‖H−1 . (4.2)
(H3) The map
(t, ζ0) 7→ S(t)ζ : [t
∗, 2t∗]×B0 → B0
is Lipschitz continuous on B0 in the topology of H−1.
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Then the semigroup S admits an exponential attractor E−1 in B0.
To begin, note that the embedding Ĥ0,1Ω,Γ →֒ H
−1,0
Ω,Γ is compact (see (1.19) above) due to the fact that
the embedding Vs →֒ X2 is compact, for any s > 0, and by the introduction of the “tail spaces” above,
KiΩ,Γ, i ∈ {0, 1}, where the embedding K
1
Ω,Γ →֒ M
0
Ω,Γ is compact. As already mentioned above, we will
require Lemmata 1.5 and 1.6 in order to provide the precompactness of the trajectories of Problem P.
This in turn means we need to satisfy the hypothesis that ‖U(t)‖V1 ≤ K, for some constant K > 0 for
all t ≥ 0. Hence, the exponential attractors we seek are for the quasi-strong solutions.
Next we show (H1) of Proposition 4.2 holds.
Remark 4.3. We claim the space V2 × (M2Ω,Γ ∩ D(Tr)) is dense in the space H
0,1
Ω,Γ = X
2 ×M1Ω,Γ; i.e.,
where the bounded absorbing set B0 resides. This is evident from the fact that V2 is the domain of
the (densely defined) operator Aα,β,ν,ωW and also from the fact that the space also contains the domain
of a densely defined operator, Tr. This means every element in B
0 ⊂ H0,1Ω,Γ is the limit a sequence
{Υ
(n)
0 }
∞
n=1 ⊂ V
2 × (M2Ω,Γ ∩ D(Tr)). So in the sequel, when we establish conditions (H1) and (H2) in
Lemma 4.4 and Lemma 4.5 below, it suffices to take initial data from V2 × (M2Ω,Γ ∩ D(Tr)) and work
with the corresponding quasi-strong solutions.
Lemma 4.4. Suppose the assumptions of Theorem 2.6 and Lemma 3.1 hold. For all R > 0 and
Υ0 = (U0,Φ0) ∈ H
2 = V2 × (M2Ω,Γ ∩ D(Tr)) with ‖Υ0‖Ĥ0,1
Ω,Γ
≤ R, there exist positive constants
cˆ0 = min{c0, δΩ, δΓ} and P0, and a positive monotonically increasing function Q(·), such that, for all
t ≥ 0, ∥∥(U(t),Φt)∥∥2
Ĥ0,1
Ω,Γ
≤ Q(R)e−cˆ0t(t+ 1) + P0 (4.3)
(where c0 and P0 are due to Lemma 3.1). In addition, the bounded absorbing set B
0 in H0,1Ω,Γ (given in
Theorem 3.1) is bounded and absorbing in Ĥ0,1Ω,Γ = X
2 ×K1Ω,Γ. Moreover, (H1) holds.
Proof. Let R > 0 and Υ0 = (U0,Φ0) ∈ H
2 = V2 × (M2Ω,Γ ∩ D(Tr)) be such that ‖Υ0‖Ĥ0,1
Ω,Γ
≤ R. Recall
the definition of the norm
‖Φ‖2K1
Ω,Γ
= ‖Φ‖2M1
Ω,Γ
+ ‖∂sΦ‖
2
M1
Ω,Γ
+ sup
τ≥1
τT(τ ; Φ). (4.4)
Hence, in light of Lemmata 1.5 and 1.6, it suffices to show there exists a constant K > 0 such that, for
all t ≥ 0,
‖U(t)‖V1 ≤ K. (4.5)
To do this we will report from the proof of [16, Theorem 3.13].
We consider the time-differentiated Problem P where we now seek a function (U,Φ) satisfying
〈∂ttU,Ξ〉X2 +
〈
A0,β,ν,ωW ∂tU,Ξ
〉
X2
+
〈
∂tΦ
t,Ξ
〉
M1
Ω,Γ
(4.6)
= −〈f ′(u)∂tu, ς〉L2(Ω) −
〈
g˜′(u)∂tu, ς|Γ
〉
L2(Γ)
and 〈
∂ttΦ
t,Π
〉
M1
Ω,Γ
=
〈
Tr∂tΦ
t,Π
〉
M1
Ω,Γ
+ 〈∂tU,Π〉M1
Ω,Γ
(4.7)
hold for almost all t ∈ (0, T ), for any T > 0, and for all Ξ = (ς, ς|Γ)
tr ∈ V1 ∩
(
L2(Ω)× Lr(Γ)
)
and
Π = (ρ, ρ|Γ)
tr ∈ M1Ω,Γ. Moreover, the function (U,Φ) fulfills the conditions U(0) = U0, Φ
0 = Φ0 and
∂tU(0) = Û0, ∂tΦ
0 = Φ̂0, (4.8)
where we have set
Û0 := −A
0,β,ν,ω
W U0 −
∫ ∞
0
µΩ(s)A
α,0,0,ω
W Φ0(s)ds− ν
∫ ∞
0
µΓ(s)
(
0
Bξ0(s)
)
ds− F (U0),
Φ̂0 := TrΦ0(s) + U0.
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Note that since U0 ∈ V
2 and Φ0 ∈ M2Ω,Γ ∩ D(Tr), then (Û0, Φ̂
0) ∈ X2 ×M1Ω,Γ = H
0,1
Ω,Γ, owing to the
continuous embeddings H2(Ω) →֒ L∞(Ω) and H2(Γ) →֒ L∞(Γ). According to assumptions (1.12)-(1.14),
we can infer that
0 ≤
∫ ∞
0
µS(s)ds =: mS <∞, for each S ∈ {Ω,Γ} ,
such that repeated application of Jensen’s inequality yields∥∥∥∥
∫ ∞
0
µΩ(s)A
α,0,0,ω
W Φ0(s)ds
∥∥∥∥
2
X2
≤ mΩ
∫ ∞
0
µΩ(s)
∥∥∥Aα,0,0,ωW Φ0(s)∥∥∥2
X2
ds
≤ CmΩ
∫ ∞
0
µΩ(s)‖Φ0(s)‖
2
H2(Ω)ds
and ∥∥∥∥
∫ ∞
0
µΓ(s)Bξ0(s)ds
∥∥∥∥
2
L2(Γ)
≤ mΓ
∫ ∞
0
µΓ(s) ‖Bξ0(s)‖
2
L2(Γ) ds
≤ CmΓ
∫ ∞
0
µΓ(s) ‖Φ0(s)‖
2
H2(Γ) ds.
We proceed to take Ξ = ∂tU(t) in (4.6) and Π = ∂tΦ
t(s) in (4.7). By the definition of quasi-strong
solution, such a choice of test function is admissible. Summing the resulting identities and using (1.27)-
(1.28), we obtain
1
2
d
dt
{
‖∂tU‖
2
X2
+ ‖∂tΦ
t‖2M1
Ω,Γ
}
−
〈
Tr∂tΦ
t, ∂tΦ
t
〉
M1
Ω,Γ
+ ω‖∇∂tu‖
2
L2(Ω) + ν‖∇Γ∂tu‖
2
L2(Γ) + β‖∂tu‖
2
L2(Γ)
= −〈f ′(u)∂tu, ∂tu〉L2(Ω) − 〈g˜
′(u)∂tu, ∂tu〉L2(Γ)
≤ max{Mf ,Mg}‖∂tU‖
2
X2
. (4.9)
Thus, integrating (4.9) over (0, t), then by application of Gro¨wall’s inequality we arrive at the estimate
‖∂tU‖
2
X2
+ ‖∂tΦ
t‖2M1
Ω,Γ
+
∫ t
0
(
2‖∂tU(τ)‖
2
V1
+ ‖∂tΦ
τ‖2LkΩ⊕kΓ (R+;V1)
)
dτ ≤ Q(R), (4.10)
for all t ≥ 0 and all R > 0 such that ‖(U0,Φ0)‖H2,2
Ω,Γ
≤ R.
We now establish a bound for U in L∞(0,∞;V1); that is, (4.5). To this end, we proceed to take
Ξ = U(t) in (4.6) in order to derive
d
dt
{
‖U‖2
V1
+ 〈∂tU,U〉X2 + 2
∫
Ω
hf (u)dx+ 2
∫
Γ
hg(u)dσ
}
= 2‖∂tU‖
2
X2
− 2
〈
∂tΦ
t, U
〉
M1
Ω,Γ
. (4.11)
Moreover, using the Cauchy-Schwarz and Young inequalities, and (1.31)-(1.32), the following basic in-
equality holds:
C∗‖U‖
2
V1
−Q(R)
≤ ‖U‖2
V1
+ 〈∂tU,U〉X2 + 2
∫
Ω
hf(u)dx + 2
∫
Γ
hg(u)dσ
≤ C‖U‖2
V1
+Q(R), (4.12)
for some constants C∗, C > 0 and some function Q(·) > 0, all independent of t. Finally, for any ι > 0 we
estimate
−
〈
∂tΦ
t, U
〉
M1
Ω,Γ
≤ ι‖U‖2
V1
+ Cι
∫ ∞
0
µΩ(s)‖∂tη(s)‖
2
H1(Ω)ds+ Cι
∫ ∞
0
µΓ(s)‖∂tξ(s)‖
2
H1(Γ)ds
≤ ι‖U‖2
V1
− Cιδ
−1
Ω
∫ ∞
0
µ′Ω(s)‖∂tη(s)‖
2
H1(Ω)ds− Cιδ
−1
Γ
∫ ∞
0
µ′Γ(s)‖∂tξ(s)‖
2
H1(Γ)ds, (4.13)
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where in the last line we have employed assumption (1.15). Thus, from (4.11) we obtain the inequality,
for almost all t ≥ 0,
d
dt
{
‖U‖2
V1
+ 〈∂tU,U〉X2 + 2
∫
Ω
hf (u)dx+ 2
∫
Γ
hg(u)dσ
}
≤ Cι‖U(t)‖
2
V1
+ 2‖∂tU‖
2
X2
− 2
〈
∂tΦ
t, U
〉
M1
Ω,Γ
. (4.14)
We now observe that 2‖∂tU‖
2
X2
− 2〈∂tΦ
t, U〉M1
Ω,Γ
∈ L1(0,∞) on account of (4.10) and (4.12)-(4.13),
because ∂tU(0) ∈ X
2 by (4.8). Thus, observing (4.12), the application of Gronwall’s inequality to (4.14)
yields the desired uniform bound (4.5).
To finish the estimate (3.2) in the space Ĥ0,1Ω,Γ, we need to treat the norm (4.4). Thanks to the bound
(4.5) we now combine the results of Lemmata 1.5 and 1.6 to which yields, for the remaining two terms
of (4.4), for all t ≥ 0,
‖TrΦ
t‖2M1
Ω,Γ
+ sup
τ≥1
τT(τ ; Φt)
≤ e−min{δΩ,δΓ}t‖TrΦ0‖
2
M1
Ω,Γ
+Q(R)
(
‖µΩ‖L1(R+) + ‖µΓ‖L1(R+)
)
+ 2 (t+ 2) e−min{δΩ,δΓ}t sup
τ≥1
τT(τ ; Φ0) +Q(R)
≤ e−δt
(
‖TrΦ0‖
2
M1
Ω,Γ
+ 2(t+ 2) sup
τ≥1
τT(τ ; Φ0)
)
+Q(R)
(
‖µΩ‖L1(R+) + ‖µΓ‖L1(R+) + 1
)
≤ Q(R)
(
e−min{δΩ,δΓ}t(t+ 1) + 1
)
. (4.15)
Adding (4.15) into (3.17) produces, for all t ≥ 0,
‖U(t)‖
2
X2
+
∥∥Φt∥∥2
K1
Ω,Γ
≤ R2e−c0t + P0 +Q(R)
(
e−min{δΩ,δΓ}t(t+ 1) + 1
)
≤ Q(R)e−min{c0,δΩ,δΓ}t(t+ 1) + P0, (4.16)
that is, (4.3) holds. 
Throughout the remainder of the article, we denote by B̂0 the bounded absorbing set in Ĥ0,1Ω,Γ.
We now show that the hypotheses (H2) and (H3) hold for the semiflow S generated by the quasi-
strong solutions of Problem P for the space Ĥ0,1Ω,Γ. Moving forward, we now show (H2) by making the
appropriate “lower-order” estimates in the norm of H−1,0Ω,Γ .
Lemma 4.5. Suppose the assumptions of Theorem 2.6 and Lemma 3.1 hold. In addition, assume there
holds
kΓ(0) <
2
1− ν
. (4.17)
Then condition (H2) holds.
Proof. Let Υ01 = (U01,Φ01),Υ02 = (U02,Φ02) ∈ V
2 × (M2Ω,Γ ∩ D(Tr)) be such that Υ01,Υ02 ∈ B̂
0.
For t > 0, let Υ1(t) = (U1(t),Φ
t
1) and Υ
2(t) = (U2(t),Φ
t
2) denote the corresponding global solutions of
Problem P with the initial datum Υ01 and Υ02, respectively. For all t > 0, set
Υ¯(t) := Υ1(t)−Υ2(t)
=
(
U1(t),Φ
t
1
)
−
(
U2(t),Φ
t
2
)
=:
(
U¯(t), Φ¯t
)
,
and
Υ¯0 := Υ01 −Υ02
= (U01,Φ01)− (U02,Φ02)
= (U01 − U02,Φ01 − Φ02)
=:
(
U¯0, Φ¯0
)
.
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For each t ≥ 0, decompose the difference Υ¯(t) := Υ1(t)−Υ2(t) with Υ¯0 := Υ01 −Υ02 as follows,
Υ¯(t) =
(
U¯(t), Φ¯t
)
=
(
V¯ (t), Ψ¯t
)
+
(
W¯ (t), Θ¯t
)
,
=: Λ¯(t) + Ξ¯(t),
where Λ¯(t) and Ξ¯(t) are solutions of the following problems in V¯ (t) = (v¯Ω(t), v¯Γ(t)), Ψ¯
t = (ψ¯tΩ, ψ¯
t
Γ),
W¯ (t) = (w¯Ω(t), w¯Γ(t)) and Θ¯
t = (ϑ¯tΩ, ϑ¯
t
Γ):
∂tV¯ (t) + A
0,β,ν,ω
W V¯ (t) +
∫ ∞
0
µΩ(s)A
α,0,0,ω
W Ψ¯
t(s)ds+ ν
∫ ∞
0
µΓ(s)Bψ
t
Γ(s)ds = 0, (4.18)
∂tΨ¯
t = TrΨ¯
t + V¯ (t), (4.19)
Λ¯(0) = Υ¯0,
and
∂tW¯ (t) + A
0,β,ν,ω
W W¯ (t) +
∫ ∞
0
µΩ(s)A
α,0,0,ω
W Θ¯
t(s)ds+ ν
∫ ∞
0
µΓ(s)Bθ
t
Γ(s)ds
+ F (U1(t))− F (U2(t)) = 0, (4.20)
∂tΘ¯
t = TrΘ¯
t + W¯ (t), (4.21)
Ξ¯(0) = 0.
Step 1. Proof of (4.1). Let ε ∈ (0, 1) to be chosen later and define
V¯ ∗(t) :=
∫ t
0
e−ε(t−τ)V¯ (τ)dτ and Ψ¯∗t(s) :=
∫ t
0
e−ε(t−τ)Ψ¯τ (s)dτ. (4.22)
Observe, ∂tV¯
∗+ εV¯ ∗ = V¯ ∗ with V¯ ∗(0) = 0, and ∂tΨ¯
∗t+ εΨ¯∗t = Ψ¯∗t with Ψ¯∗t(0) = 0. Multiply equations
(4.18)-(4.19) by e−ε(t−τ) and integrate with respect to τ over (0, t) to find,
∂tV¯
∗(t) + A0,β,ν,ωW V¯
∗(t) +
∫ ∞
0
µΩ(s)A
α,0,0,ω
W Ψ¯
∗t(s)ds+ ν
∫ ∞
0
µΓ(s)Bψ¯
∗t
Γ (s)ds = 0, (4.23)
∂tΨ¯
∗t = TrΨ¯
∗t + V¯ ∗(t), (4.24)
Multiplying (4.23) by V¯ ∗ in X2 and (4.24) by A0,β,ν,ωW Ψ¯
∗t in M0Ω,Γ = L
2
µΩ⊕µΓ(R+;X
2), we easily obtain
the differential identities,
d
dt
‖V¯ ∗‖2
X2
+ 2‖V¯ ∗‖2
V1
+ 2
∫ ∞
0
µΩ(s)〈A
α,0,0,ω
W Ψ¯
∗t(s), V¯ ∗(t)〉X2ds
+ 2ν
∫ ∞
0
µΓ(s)〈Bψ¯
∗t
Γ (s), v¯
∗
Γ(t)〉L2(Γ)ds = 0 (4.25)
and
d
dt
‖Ψ¯∗t‖2M1
Ω,Γ
= 2〈TrΨ¯
∗t, Ψ¯∗t〉M1
Ω,Γ
+ 2〈V¯ ∗(t), Ψ¯∗t〉M1
Ω,Γ
. (4.26)
Of course we employ the basic estimate from (1.18)
− 〈TrΨ¯
∗t, Ψ¯∗t〉M1
Ω,Γ
≥
δ
2
‖Ψ¯∗t‖2M1
Ω,Γ
. (4.27)
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Next, by virtue of the above estimate (3.14), we also have
2
∫ ∞
0
µΩ(s)
〈
Aα,0,0,ωW Ψ¯
∗t(s), V¯ ∗(t)
〉
X2
ds+ 2ν
∫ ∞
0
µΓ(s)
〈
Bψ¯∗tΓ (s), ξ
t(s)
〉
L2(Γ)
ds− 2
〈
V¯ ∗(t), Ψ¯∗t
〉
M1
Ω,Γ
= 2ν
∫ ∞
0
µΓ(s)
∥∥∇Γψ¯∗tΓ (s)∥∥2L2(Γ) ds+ 2βν
∫ ∞
0
µΓ(s)
∥∥ψ¯∗tΓ (s)∥∥2L2(Γ) ds
− 2ν
∫ ∞
0
µΓ(s)〈∇Γv¯
∗
Γ(t),∇Γψ¯
∗t
Γ (s)〉L2(Γ)ds− 2βν
∫ ∞
0
µΓ(s)〈v¯
∗
Γ(t), ψ¯
∗t
Γ (s)〉L2(Γ)ds
≥ −
ν
2
∫ ∞
0
µΓ(s) ‖∇Γv¯
∗
Γ‖
2
L2(Γ) ds−
βν
2
∫ ∞
0
µΓ(s)‖v¯
∗
Γ‖
2
L2(Γ)ds
≥ −mΓ
ν
2
‖∇Γv¯
∗
Γ‖
2
L2(Γ) −mΓ
βν
2
‖v¯∗Γ‖
2
L2(Γ)
≥ −mΓ
ν
2
‖V¯ ∗‖2
V1
. (4.28)
Combining (4.25)-(4.28) produces
d
dt
{
‖V¯ ∗‖2
X2
+ ‖Ψ¯∗t‖2M1
Ω,Γ
}
+
(
2−mΓ
ν
2
)
‖V¯ ∗‖2
V1
≤ 0. (4.29)
Recall, mΓ :=
∫∞
0 µΓ(s)ds. Applying the embedding V
1 →֒ X2; i.e.,
‖V¯ ∗‖2
X2
≤ CΩ‖V¯
∗‖2
V1
, (4.30)
and according to assumption (4.17), we find there is a constant m0 > 0, suitably small, so that (4.29)-
(4.30) become, for almost all t ≥ 0,
d
dt
{
‖V¯ ∗‖2
X2
+ ‖Ψ¯∗t‖2M1
Ω,Γ
}
+m0
(
‖V¯ ∗‖2
X2
+ ‖Ψ¯∗t‖2M1
Ω,Γ
)
≤ 0.
After applying a Gro¨nwall inequality, we have that for all t ≥ 0,∥∥(V¯ ∗(t), Ψ¯∗t)∥∥
H0,1
Ω,Γ
≤
∥∥Υ¯0∥∥H0,1
Ω,Γ
e−m0t/2.
Set t∗ := max{t0,
2
m0
ln 4} (recall t0 was defined in (3.18) in the proof of Lemma 3.1). Then, for all t ≥ t
∗,
(4.1) holds with L = Λ¯(t∗) = (V¯ ∗(t∗), Ψ¯∗t
∗
), and
ℓ∗ = e−m0t
∗/2 <
1
2
.
This completes Step 1 of the proof.
Step 2. Proof of (4.2). We begin by multiplying equation (4.20) by W¯ in X2, then, we multiply the
equation (4.21), by Aα,0,0,ωW Θ¯
t in M0Ω,Γ = L
2
µΩ⊕µΓ(R+;X
2). This leaves us with the two identities,
〈
∂tW¯ , W¯
〉
X2
+
〈
A0,β,ν,ωW W¯ , W¯
〉
X2
+
∫ ∞
0
µΩ(s)
〈
Aα,0,0,ωW Θ¯
t(s), W¯ (t)
〉
X2
ds
+ ν
∫ ∞
0
µΓ(s)
〈
BθtΓ(s), W¯ (t)
〉
X2
ds+
〈
F (U1)− F (U2), W¯
〉
X2
= 0. (4.31)
and 〈
∂tΘ¯
t,Aα,0,0ωW Θ¯
t
〉
M0
Ω,Γ
=
〈
TrΘ¯
t,Aα,0,0ωW Θ¯
t
〉
M0
Ω,Γ
+
〈
W¯ (t),Aα,0,0ωW Θ¯
t
〉
M0
Ω,Γ
. (4.32)
By estimating along the lines described in various arguments already made above, we can find the
following, 〈
∂tW¯ , W¯
〉
X2
+
〈
∂tΘ¯
t,Aα,0,0ωW Θ¯
t
〉
M0
Ω,Γ
=
1
2
d
dt
{∥∥W¯∥∥2
X2
+
∥∥Θ¯t∥∥2
M0
Ω,Γ
}
, (4.33)
〈
A0,β,ν,ωW W¯ , W¯
〉
X2
=
∥∥W¯∥∥2
V1
, (4.34)
−
〈
TrΘ¯
t,Aα,0,0ωW Θ¯
t
〉
M0
Ω,Γ
≥
δ
2
∥∥Θ¯t∥∥2
M0
Ω,Γ
, (4.35)
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and∫ ∞
0
µΩ(s)
〈
Aα,0,0,ωW Θ¯
t(s), W¯ (t)
〉
X2
ds+ ν
∫ ∞
0
µΓ(s)
〈
BθtΓ(s), w¯Γ(t)
〉
L2(Γ)
ds−
〈
W¯ (t),Aα,0,0,ωW Θ¯
t
〉
M0
Ω,Γ
≥ −mΓ
ν
2
‖W¯‖2
V1
. (4.36)
Using assumptions (1.20) and (1.21) with initial datum taken in the bounded set B0 and the uniform
bound (3.19), we now estimate the nonlinear terms using the estimates
〈f(u1)− f(u2), w¯〉L2(Ω) ≤ ‖(f(u1)− f(u2))w¯‖L1(Ω)
≤ ‖f(u1)− f(u2)‖L6/5(Ω)‖w¯‖L6(Ω)
≤ ℓ1‖(u1 − u2)(1 + |u1 − u2|
2)‖L6/5(Ω)‖w¯‖L6(Ω)
≤ ℓ1‖u1 − u2‖L6(Ω)
(
1 + ‖u1 − u2‖
2
L3(Ω)
)
‖w¯‖L6(Ω)
≤ C‖w¯‖H1(Ω), (4.37)
where C = C(ℓ1,Ω, P˜0) > 0 and the last inequality follows from the fact that H
1(Ω) →֒ L6(Ω) and
H1(Ω) →֒ L3(Ω). Similarly for g˜ (here the estimate is easier because H1(Γ) →֒ Lp(Γ) for any 1 ≤ p <∞
as Γ is two dimensional),
〈g˜(u)− g˜(v), w¯〉L2(Γ) ≤ C‖w¯‖H1(Γ). (4.38)
Hence, (4.37) and (4.38) show that, for any ι > 0,∣∣〈F (U1)− F (U2), W¯〉
X2
∣∣ ≤ Cι ∥∥Υ¯0∥∥2H0,1
Ω,Γ
+ ι
∥∥W¯∥∥2
V1
. (4.39)
Now combining (4.31)-(4.39) and once more the embedding V1 →֒ X2, we arrive at the inequality
1
2
d
dt
{∥∥W¯∥∥2
X2
+
∥∥Θ¯t∥∥2
M0
Ω,Γ
}
+ C−1
Ω
(
1−mΓ
ν
2
− ι
)∥∥W¯∥∥2
X2
+
δ
2
∥∥Θ¯t∥∥2
M0
Ω,Γ
≤ Cι
∥∥Υ¯0∥∥2H0,1
Ω,Γ
. (4.40)
By assumption (4.17) there is ι > 0, sufficiently small, such that we may set
m1 = min
{
2C−1
Ω
(
1−mΓ
ν
2
− ι
)
, δ
}
> 0
and in which (4.40) becomes
d
dt
{∥∥W¯∥∥2
X2
+
∥∥Θ¯t∥∥2
M0
Ω,Γ
}
+m1
(∥∥W¯∥∥2
X2
+
∥∥Θ¯t∥∥2
M0
Ω,Γ
)
≤ C
∥∥Υ¯0∥∥2H0,1
Ω,Γ
. (4.41)
Integrating (4.41) with respect to t in [0, T ], for some fixed 0 < T <∞, we obtain∥∥(W¯ (t), Θ¯t)∥∥
H0,1
Ω,Γ
≤ C(T )
∥∥Υ¯0∥∥H0,1
Ω,Γ
.
By following the proof of Lemma 4.4, it also follows that ‖W¯ (t∗)‖V1 ≤ K for some constant K > 0,
independent of t. Hence, the following bound further follows from Lemmata 1.5 and 1.6 (cf. (4.15)),∥∥TrΘ¯t∥∥2M1
Ω,Γ
+ sup
τ≥1
τT(τ ; Θ¯t) ≤ C(T )
∥∥Υ¯0∥∥2H0,1
Ω,Γ
(
e−min{δΩ,δΓ}t(t+ 1) + 1
)
≤ C(T )
∥∥Υ¯0∥∥2H0,1
Ω,Γ
.
Thus, letting T = t∗ (from Step 1), we obtain,∥∥∥(W¯ (t∗), Θ¯t∗)∥∥∥
H0,1
Ω,Γ
≤ C
∥∥Υ¯0∥∥H0,1
Ω,Γ
.
Inequality (4.2) now follows with K = Ξ¯(t∗) = (W¯ (t∗), Θ¯t
∗
). This finishes the proof of (H2). 
Lemma 4.6. Suppose the assumptions of Theorem 2.6 and Lemma 3.1 hold. Then condition (H3) holds.
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Proof. Let R > 0 and Υ01 = (U01,Φ01),Υ02 = (U02,Φ02) ∈ V
2 × (M2Ω,Γ ∩ D(Tr)) be such that
‖Υ01‖Ĥ0,1
Ω,Γ
≤ R and ‖Υ02‖Ĥ0,1
Ω,Γ
≤ R. Let t1, t2 ∈ [t
∗, 2t∗]. In the norm of H−1,0Ω,Γ , we calculate
‖S(t1)Υ01 − S(t2)Υ02‖H−1,0
Ω,Γ
≤ ‖S(t1)Υ01 − S(t1)Υ02‖H−1,0
Ω,Γ
+ ‖S(t1)Υ02 − S(t2)Υ02‖H−1,0
Ω,Γ
. (4.42)
The first term on the right-hand side of (4.42) is bounded uniformly in t on compact intervals by (3.20).
Also, directly from (3.19) there holds,
‖S(t)Υ0‖H−1,0
Ω,Γ
≤ P0,
but where now the size of the initial datum, R, depends on the size of B̂0. Hence, on the compact interval
[t∗, 2t∗], the map t 7→ S(t)Υ0 is Lipschitz continuous for each fixed Υ0 ∈ B̂
0. This means there is a
constant L = L(t∗) > 0 such that
‖S(t1)Υ0 − S(t2)Υ0‖H−1,0
Ω,Γ
≤ L|t1 − t2|.
Therefore, (C3) follows. This concludes the proof. 
Remark 4.7. According to Proposition 4.2 the semigroup of solution operators S(t) : Ĥ0,1Ω,Γ → Ĥ
0,1
Ω,Γ
possesses a finite dimensional exponential attractor E−1 that is bounded in Ĥ0,1Ω,Γ, E
−1 ⊂ B̂0, compact in
H−1,0Ω,Γ , and which attracts bounded subsets of B̂
0 exponentially fast (in the topology of Ĥ0,1Ω,Γ). In order
to show that the attraction property (3) in Theorem 4.1 also holds—that is, in order to show that the
basin of attraction of E−1 is all of Ĥ0,1Ω,Γ—we appeal to the transitivity of the exponential attraction in
Proposition A.2. We already know that the exponential attractor E−1 attracts the bounded absorbing
set B̂0 exponentially. So it suffices to show that the absorbing set B̂0 also attracts all bounded subsets
of Ĥ0,1Ω,Γ exponentially. We only need to recall Lemma 4.4 where the rate of attraction is given in (4.3).
Hence, we can find Q(·) > 0 and ν0 > 0 so that, for all t ≥ 0, there holds
distĤ0,1
Ω,Γ
(S(t)B, B̂0) ≤ Q(‖B‖Ĥ0,1
Ω,Γ
)e−ν0t.
The desired attraction property follows from the embedding Ĥ0,1Ω,Γ →֒ H
−1,0
Ω,Γ .
Appendix A.
For the reader’s convenience we report some important results that are needed in the article.
The following lemma is from [15, Lemma 2.2]. It is in the spirit of the Hs-elliptic regularity estimate
that can be found in [30, Theorem II.5.1].
Lemma A.1. Consider the linear boundary value problem,{
−∆u+ αu = ψ1 in Ω,
−∆Γu+ ∂nu+ βu = ψ2 on Γ.
If (ψ1, ψ2)
tr ∈ Hs(Ω) × Hs(Γ), for s ≥ 0 and s + 12 6∈ N, then the following estimate holds for some
constant C > 0,
‖u‖Hs+2(Ω) + ‖u‖Hs+2(Γ) ≤ C
(
‖ψ1‖Hs(Ω) + ‖ψ2‖Hs(Γ)
)
.
The following result is the so-called transitivity property of exponential attraction from [12, Theorem
5.1].
Proposition A.2. Let (X , d) be a metric space and let St be a semigroup acting on this space such that
d(Stx1, Stx2) ≤ Ce
Ktd(x1, x2),
for appropriate constants C and K. Assume that there exists three subsets U1,U2,U3 ⊂ X such that
distX (StU1, U2) ≤ C1e
−α1t, distX (StU2, U3) ≤ C2e
−α2t.
Then
distX (StU1, U3) ≤ C
′e−α
′t,
where C′ = CC1 + C2 and α
′ = α1α1K+α1+α2 .
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The following statement refers to a frequently used Gro¨nwall-type inequality that is useful when
working with dissipation arguments. We also refer the reader to [7, Lemma 2.1], [26, Lemma 2.2], [32,
Lemma 5].
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