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In this paper we present several acceleration schemes for solving
the multiple-sets split feasibility problem (MSFP), which is to find a
point which belongs to the intersection of a family of closed convex
sets in one space, such that its image under a linear transformation
belongs to the intersection of another family of closed convex sets
in the image space. We first modify the existing method and give a
self-adaptive algorithm to solve the MSFP,which computes the step-
size by Armijo-like searches and performs an additional projection
step onto some simple closed convex set X ⊆ RN at each iteration;
then we present a special case of this algorithm. Convergence re-
sults are analyzed, and further discussions on accelerating relaxed
algorithms are lead. Preliminary numerical experiments shows that
these accelerating schemes are practical and promising for solving
the MSFPs.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
The multiple-sets split feasibility problem (the MSFP), which is to find a vector x∗ satisfying
x∗ ∈ C :=
t⋂
i=1
Ci such that Ax
∗ ∈ Q :=
r⋂
j=1
Qj, (1.1)
where A is an M × N real matrix, Ci ⊆ RN, i = 1, · · · , t and Qj ⊆ RM, j = 1, . . . , r are nonempty
closed convex sets. This problem was first proposed by Censor et al in [1]. It can be a unified model
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for many practical problems, such as image reconstruction, signal processing, and an inverse problem
of intensity-modulated radiation therapy (IMRT). If t = r = 1, then this problem collapses to the
feasible case of the split feasibility problem (the SFP, [2–4]), which is to find x ∈ C with Ax ∈ Q , if such
points exist, where A is a givenM ×N real matrix, C and Q are nonempty closed convex sets in RN and
RM , respectively.
For convenience, we consider the following constrained MSFP just as Censor et al in [1]:
find x∗ ∈  such that x∗ solves the MSFP, (1.2)
where  ⊆ RN is an auxiliary simple nonempty closed convex set containing at least one solution of
the MSFP.
Many iterative algorithms have been established for solving the SFP (see e.g. [2–4]). In [2], Censor
and Elfving gave an algorithm based on multi-distance, but their algorithm involves computing the
inverse of matrix in each iteration. Later, Byrne proposed the well-known CQ algorithm in [3],
xk+1 = PC(xk + γ AT (PQ − I)Axk),
where γ ∈ (0, 2/ρ(ATA)), and ρ(ATA) denotes the largest eigenvalue of thematrix ATA. However, the
CQ algorithm uses a fixed step-size restricted by ρ(ATA), while computing ρ(ATA) may be hard, and
conservative estimate of the stepsize usually results in slow convergence. Considering this, Qu and Xiu
[5] modified the CQ algorithm by adopting the Armijo-like searches to get the step-size. Noting that
sometimes it may take too much time to calculate the orthogonal projections onto the convex sets C
and Q , Yang [6] established a relaxed CQ algorithm for a special form of SFP, where he replaced them
by projections onto two halfspaces Ck and Qk . Qu and Xiu [7] also proposed a halfspace relaxation
projection method for the SFP, based on a reformulation of the SFP.
For solving the MSFP, Censor et. al. defined a function p(x) to measure the distance of a point to all
sets
p(x) := 1
2
t∑
i=1
αi‖x − PCi(x)‖2 +
1
2
r∑
j=1
λj‖Ax − PQj(Ax)‖2, (1.3)
where αi > 0, λj > 0 for all i and j, respectively, and
∑t
i=1 αi +
∑r
j=1 λj = 1. Then they proposed a
projection algorithm as follows
xk+1 = P(xk − s∇p(xk)),
where s is a positive scalar satisfying 0 < sL  s  sU < 2/L, and L is the Lipschitz constant of ∇p.
Noting that this algorithm also used a fixed step-size, Zhang et. al. [8] proposed a self-adaptive
method for solving the MSFP. We also gave a self-adaptive projection method for the MSFP [9], moti-
vated by Qu and Xiu’s idea in [5].
The following well-known definitions and the lemma which states properties of orthogonal pro-
jections are required to establish convergence results.
Definition 1.1. Let F be a mapping from  ⊆ Rn into Rn. Then
(a) F is said to be monotone on , if
〈F(x) − F(y), x − y〉 ≥ 0, ∀x, y ∈ .
(b) F is said to be co-coercive on  with modulus α > 0, if
〈F(x) − F(y), x − y〉 ≥ α‖F(x) − F(y)‖2, ∀x, y ∈ .
(c) F is said to be Lipschitz continuous on  with constant λ > 0, if
‖F(x) − F(y)‖ ≤ λ‖x − y‖, ∀x, y ∈ .
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Lemma 1.1 [10]. Let  be a nonempty closed convex set in Rn, then for any x, y ∈ Rn and z ∈ 
(a) 〈P(x) − x, z − P(x)〉 ≥ 0;
(b) ‖P(x) − P(y)‖2 ≤ 〈P(x) − P(y), x − y〉;
(c) ‖P(x) − z‖2 ≤ ‖x − z‖2 − ‖P(x) − x‖2.
We can see from this lemma that orthogonal projection mappings are monotone, co-coercive with
modulus 1, and non-expansive. Moreover, it is not hard to show that I − P is also co-coercive with
modulus 1.
In this paper, we first modify Censor et al.’s method and get a self-adaptive algorithm to solve the
MSFP, which computes the step-size by Armijo-like searches, and performs an additional projection
step onto some simple closed convex set X ⊆ RN at each iteration; then we present a special case of
this algorithm. Convergence results in theory for these algorithms are analyzed, and further discus-
sions on accelerating relaxed algorithms are aroused. Preliminary numerical results shows that these
accelerating schemes are practical and promising for solving the MSFPs, especially when PCi and PQj
are not easily calculated.
The rest of this paper is organized as follows. In Section 2,we propose amodified self-adaptive algo-
rithm for theMSFP, thenwe give a special case of thismodified algorithm; in Section 3, we lead further
discussions on accelerating the relaxed algorithm; finally, in Section 4, we perform some preliminary
numerical experiments to test these modified algorithms, and present the numerical results.
2. A self-adaptive algorithm for the MSFP
In this section, we propose a self-adaptive algorithm to solve the multiple-sets split feasibility
problem (1.1). The main idea is inspired by Tseng’s modified forward-backward splitting method to
find a zero of the sum of two maximal monotone mappings ([11]). To make the algorithm more easy
to implement and more efficient, we use projections onto halfspaces Cki and Q
k
j instead of onto Ci and
Qj , just as the relaxed or inexact methods in [5,6,12–14].
We assume that the convex sets Ci and Qj in this part satisfy the following assumptions:
(A1) The set Ci, i = 1, 2, . . . , t is given by
Ci = {x ∈ RN | ci(x) ≤ 0},
where ci : RN → R, i = 1, 2, . . . , t are convex functions.
The set Qj, j = 1, 2, . . . , r are given by
Qj = {y ∈ RM| qj(y) ≤ 0},
where qj : RM → R, j = 1, 2, . . . , r are convex functions.
(A2) For any x ∈ RN , at least one subgradient ξi ∈ ∂ci(x) can be calculated, where ∂ci(x) is the
subdifferential of ci(x) at the point x,
∂ci(x) = {ξi ∈ RN | ci(z) ≥ ci(x) + 〈ξi, z − x〉 for all z ∈ RN}.
For any y ∈ RM , at least one subgradient ηj ∈ ∂qj(y) can be calculated, where ∂qj(y) is the
subdifferential of qj(y) at the point y,
∂qj(y) = {ηj ∈ RM| qj(u) ≥ qj(y) + 〈ηj, u − y〉 for all u ∈ RM}.
Let Cki and Q
k
j denote the following halfspaces:
Cki = {x ∈ RN | ci(xk) + 〈ξ ki , x − xk〉 ≤ 0},
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where ξ ki ∈ ∂ci(xk) for i = 1, 2, . . . , t, and
Qkj = {y ∈ RM| qj(Axk) + 〈ηkj , y − Axk〉 ≤ 0},
where ηkj ∈ ∂qj(Axk) for j = 1, 2, . . . , r.
Define
pk(x) := 1
2
t∑
i=1
αi‖x − PCki (x)‖
2 + 1
2
r∑
j=1
λj‖Ax − PQkj (Ax)‖
2, (2.1)
where αi > 0, λj > 0, and
∑t
i=1 αi +
∑r
j=1 λj = 1.
Denote the gradient of pk by ∇pk . We have
∇pk(x) =
t∑
i=1
αi(x − PCki (x)) +
r∑
j=1
λjA
T (I − PQkj )Ax (2.2)
Then, our modified algorithm is as follows:
Algorithm 2.1. Let x0 be arbitrary, σ0 > 0, β ∈ (0, 1), θ ∈ (0, 1), ρ ∈ (0, 1).
For k = 0, 1, 2, · · · , compute
x¯k = P(xk − γk∇pk(xk)), (2.3)
where γk is chosen to be the largest γ ∈ {σk, σkβ, σkβ2, · · · } satisfying
γ ‖∇pk(x¯k) − ∇pk(xk)‖ ≤ θ‖x¯k − xk‖ (2.4)
Let
xk+1 = PX(x¯k − γk(∇pk(x¯k) − ∇pk(xk))) (2.5)
If
γk‖∇p(xk+1) − ∇p(xk)‖ ≤ ρ‖xk+1 − xk‖ (2.6)
then set σk = σ0; otherwise, set σk = γk .
Algorithm 2.1 is a self-adaptive algorithm since it uses Armijo-like searches to compute the step-
size γk , but not a fixed step-size. Different from the algorithms in [9], this algorithm performs an
additional projection step onto some simple closed convex set X ⊆ RN , moreover, the iteration (2.5)
is also different. Since the set  is usually conservatively chosen so that it must contains at least one
solution, so we can try to project onto some other closed convex set X at each iteration, and a proper
choice of X may accelerate the convergence.
The following lemmas are essential in establishing the convergence.
Lemma 2.1 [1,8]. Let C = ⋂ti=1 Ci and Q = ⋂rj=1 Qi be intersections of nonempty closed convex sets, A
be a real matrix of M × N, αi > 0, λj > 0, then
(i) ∇p(x) is Lipschitz continuouswith L := ∑ti=1 αi+ρ(ATA)∑rj=1 λj as the Lipschitz constant, where
ρ(ATA) is the spectral radius of the matrix ATA;
(ii) ∇p(x) is co-coercive with modulus 1/L > 0.
Following almost the same proof as that of Lemma 2.1 in [1,8], we can show that the next Lemma
2.2 holds.
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Lemma 2.2. For all k = 0, 1, 2, · · · , ∇pk is Lipschitz continuous on RN with constant L = ∑ti=1 αi +
ρ(ATA)
∑r
j=1 λj , where ρ(ATA) is the spectral radius of the matrix ATA; moreover,∇pk is co-coercive with
modulus 1/L > 0.
Lemma 2.3 [5,15]. Suppose h : Rn → R is a convex function, then it is subdifferentiable everywhere and
its subdifferentials are uniformly bounded subsets of Rn.
The above Lemma 2.2 states the Lipschitz continuity and co-coercivity of ∇pk . And Lemma 2.3
shows that the subdifferentials are bounded on bounded sets.
Now we establish the convergence theorem of Algorithm 2.1.
Theorem2.1. Let {xk}be a sequence generated byAlgorithm2.1. If AssumptionsA1–A2hold, andX contains
at least one solution of the constrained MSFP (1.2), then {xk} converges to a solution of it.
Proof. First, we show that γk is well-defined. By Lemma 2.2, ∇pk is Lipschitz continuous with the
same constant L for all k. Then (2.4) holds for all γ ≤ θ
L
, hence γk is well-defined. Moreover, by similar
analysis as in [9], we get γk/β > θ/L, which implies
σ0 ≥ γk ≥ γ := min{σ0, θβ/L} > 0. (2.7)
Let x∗ be a solution of the constrainedMSFP. Since Ci ⊆ Cki , Qj ⊆ Qkj , then we have x∗ = PCi(x∗) =
PCki
(x∗) and Ax∗ = PQj(Ax∗) = PQkj (Ax∗) for all i and j, and thereby ∇pk(x∗) = 0 for all k. Define
zk = x¯k − γk(∇pk(x¯k) − ∇pk(xk)), then we obtain
‖xk+1 − x∗‖2 ≤ ‖zk − x∗‖2
= ‖zk − x¯k + x¯k − xk + xk − x∗‖2
= ‖xk − x∗‖2 + ‖zk − x¯k‖2 − ‖x¯k − xk‖2 + 2〈zk − xk, x¯k − x∗〉
= ‖xk − x∗‖2 + γ 2k ‖∇pk(x¯k) − ∇pk(xk)‖2 − ‖x¯k − xk‖2 + 2〈zk − xk, x¯k − x∗〉
≤ ‖xk − x∗‖2 − (1 − θ2)‖x¯k − xk‖2 + 2〈zk − xk, x¯k − x∗〉
= ‖xk − x∗‖2 − (1 − θ2)‖x¯k − xk‖2
+ 2〈x¯k − γk∇pk(x¯k) + γk∇pk(xk) − xk, x¯k − x∗〉
≤ ‖xk − x∗‖2 − (1 − θ2)‖x¯k − xk‖2 − 2γk〈∇pk(x¯k), x¯k − x∗〉
= ‖xk − x∗‖2 − (1 − θ2)‖x¯k − xk‖2 − 2γk
t∑
i=1
αi〈(I − PCki )x¯
k, x¯k − x∗〉
− 2γk
r∑
j=1
λj〈(I − PQkj )Ax¯
k, Ax¯k − Ax∗〉
≤ ‖xk − x∗‖2 − (1 − θ2)‖x¯k − xk‖2 − 2γ
t∑
i=1
αi‖(I − PCki )x¯
k‖2
− 2γ
r∑
j=1
λj‖(I − PQkj )Ax¯
k‖2, (2.8)
where the first inequality follows from the non-expansiveness of PX and from the fact that x
∗ ∈ X , the
second inequality follows from(2.4), the third follows from(2.3) and 〈x¯k−xk+γk∇pk(xk), x¯k−x∗〉 ≤ 0
by Lemma 1.1 (a) and x∗ ∈ , and the last inequality is obtained by (2.7) and the 1-cocoercivity of the
mappings I − PCki and I − PQkj .
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So {‖xk−x∗‖} ismonotone nonincreasing and convergent, and {xk} is bounded,moreover, we have
lim
k→∞ ‖x¯
k − xk‖ = 0 (2.9)
and
lim
k→∞ ‖(I − PCki )x¯
k‖ = 0, i = 1, . . . , t, (2.10)
lim
k→∞ ‖(I − PQkj )Ax¯
k‖ = 0, j = 1, . . . , r (2.11)
for that θ ∈ (0, 1), γ > 0, and αi > 0, λj > 0 for all i and j.
Let xˆ be any accumulation point of {xk} and there is a subsequence xkl → xˆ as kl → ∞. We are to
show that xˆ is a solution of the constrained MSFP.
First, we get from (2.10) that
lim
kl→∞
(I − P
C
kl
i
)x¯kl = 0. (2.12)
Since P
C
kl
i
(x¯kl) ∈ Ckli , we get from the definition of Ckli that
0 ≥ ci(xkl) + 〈ξ kli , PCkli (x¯
kl) − xkl〉
= ci(xkl) + 〈ξ kli , PCkli (x¯
kl) − x¯kl + x¯kl − xkl〉.
Since {xk} is bounded, we know from Lemma 2.3 that the subgradient sequences {ξ ki } and {ηkj } are
also bounded. Thus let kl → ∞ and we get from (2.9) and (2.12) that ci(xˆ) ≤ 0, i.e., xˆ ∈ C = ⋂ti=1 Ci.
On the other hand, we get from (2.11) that
lim
kl→∞
(I − P
Q
kl
j
)Ax¯kl = 0. (2.13)
Since P
Q
kl
j
(Ax¯kl) ∈ Qklj , we get from the definition of Qklj that
0 ≥ qj(Axkl) + 〈ηklj , PQklj (Ax¯
kl) − Axkl〉
= qj(Axkl) + 〈ηkli , PQklj (Ax¯
kl) − Ax¯kl + Ax¯kl − Axkl〉.
Combining (2.9), (2.13) and the boundedness of {ηki }, we obtain by taking the limit that qj(Axˆ) ≤ 0,
i.e., Axˆ ∈ Q = ⋂rj=1 Qj . So, xˆ is a solution to the constrained MSFP.
Therefore,we canuse xˆ insteadof x∗ in the above arguments. For that thewhole sequence {‖xk−xˆ‖}
converges and a subsequence of it converges to zero, we conclude that {xk} converges to xˆ. This proof
is completed. 
Remark 1. In Algorithm 2.1, (2.5) involves a projection onto the set X , and the set X can be chosen
variously. It can be chosen to be a simple bounded subset of RN that contains at least one solution of
the MSFP, it can also be directly chosen as X = RN or X =  if the set  has a simple structure. In
fact, it can be more generally chosen to be a dynamically changing set Xk , provided
⋂∞
k=0 Xk contains
a solution of the MSFP. This does not affect the convergence result.
Remark 2. In the last step of Algorithm 2.1, choosing σk alternatively is just a little trick to reduce the
total inner iterations.
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At last, we should point out that, in this section, if ci(x) = d(x, Ci), i = 1, 2, ..., t and qj(x) =
d(x,Qj), j = 1, 2, ..., r, then it follows from the definition of a sub-gradient projection that, the
projections of xk and Axk onto the sets Ci andQj are equal to the projections of x
k and Axk onto the half-
spaces Cki and Q
k
j (or separating hyperplanes), respectively. Here, d(x, ) denotes the distance from a
point x to a closed convex set. In this case, the following algorithm is a special case of Algorithm 2.1.
Algorithm 2.2. Let x0 be arbitrary, σ0 > 0, β ∈ (0, 1), θ ∈ (0, 1), ρ ∈ (0, 1).
For k = 0, 1, 2, · · · , compute
x¯k = P(xk − γk∇p(xk)), (2.14)
where γk is chosen to be the largest γ ∈ {σk, σkβ, σkβ2, · · · } satisfying
γ ‖∇p(x¯k) − ∇p(xk)‖ ≤ θ‖x¯k − xk‖. (2.15)
Let
xk+1 = PX(x¯k − γk(∇p(x¯k) − ∇p(xk))). (2.16)
If
γk‖∇p(xk+1) − ∇p(xk)‖ ≤ ρ‖xk+1 − xk‖ (2.17)
then set σk = σ0; otherwise, set σk = γk .
Here, the function p(x) is defined as in (1.3) to measure the distance of a point x to all sets. It is
known that [1]
∇p(x) =
t∑
i=1
αi(x − PCi(x)) +
r∑
j=1
λjA
T (I − PQj)Ax. (2.18)
For this algorithm, we state the following convergence result.
Theorem 2.2. Let {xk} be a sequence generated by Algorithm 2.2. If the set X contains at least one solution
of the constrained MSFP (1.2), then {xk} converges to a solution of it.
3. Further discussions on accelerating relaxed algorithms
While implementing Algorithm 2.1 or Algorithm 2.2, it usually costs us too much time to compute
the stepsizes (inner iterations). In this part, we aim at finding a way to get a ’good’ stepsize, which
may lead to fast convergence. In [16], Echebest et al. gave an acceleration scheme for solving systems
of linear inequalities. This encourages us to achieve our goal. By extending their idea, we obtain an
accelerated relaxed algorithm as follows, which computes a stepsize directly at each iteration, not by
adopting Armijo-like searches. Here, we assume that Assumptions (A1) and (A2) in Section 2 hold.
Algorithm 3.1. Let x0 be arbitrary, ρ ∈ (0, 1).
For k = 0, 1, 2, · · · , compute
dki = PCki (x
k) − xk
and
gkj = AT (PQkj (Ax
k) − Axk),
for i = 1, . . . , t and j = 1, . . . , r.
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Let
γk =
∑t
i=1 αi‖dki ‖2 +
∑r
j=1 λj‖gkj ‖2
‖∇pk(xk)‖2
Compute
xk+1 = P(xk − ργk∇pk(xk))
This algorithm extends Echebest et al.’s acceleration scheme, thus, to establish the convergence,
one should combine the analysis for relaxed algorithms and the related part in [16], and it still needs
further study. However, preliminary numerical experiments shew advantages of this algorithm for
most choices of initial points, but it did not so well for some other initial points. Please see the next
section for the numerical results.
4. Preliminary numerical results
In this section, we present some preliminary numerical results. For convenience, in what follows
we denote e1 = (1, 1, . . . , 1)T . All codeswerewritten inMatlab 7.0 and run on Pentium (R) Dual-Core
CPU E5200 (CPU 2.50GHz) personal computer.
First, since the parameter θ ∈ (0, 1) in Algorithms 2.1 and 2.2 plays an important role in finding
a suitable stepsize γk , we apply Algorithm 2.2 to solve the following Example 1, and choose different
values for θ to find out how it affects the convergence.
Example 1. The SFP to find x ∈ C = {x ∈ RN | ‖x‖ ≤ 0.25}, such that Ax ∈ Q = {y ∈ RM| 0.5 ≤ yj ≤
1, j = 1, 2, . . . ,M}, where the matrix
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 −4 5 2 3 3
2 2 3 2 1 4
5 0 6 1 −2 −1
3 −1 0 −3 7 2
8 3 4 −6 2 5
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
In this part, we took the parameters σ0 = 10, β = 0.7,  = RN+, the additional set X = RN+, and
p(x) = 1
2
α‖x − PC(x)‖2 + 12λ‖(Ax − PQ (Ax)‖2 < ε = 10−9 as the stopping criterion, where we set
α = 0.9, λ = 0.1. The numerical results are reported in Table 1, where we denote by k the number of
outer iterations, InIt the total inner iterations for finding the stepsize γk , and T the CPU time in seconds,
respectively.
Table 1 shows that Algorithm 2.2 is stable for different initial points, the total inner iterations
decreases distinctly as θ increases, and θ ≥ 0.5 seems better than the other choices of it.
Then, we compared Algorithm 2.1 with the relaxed Algorithm 3.2 of [9]. We applied them to solve
Example 2, for which projections onto Ci andQj were not so easy to calculate. Preliminary experiments
have shown that θ ≥ 0.5 was usually better than the other choices of θ , so in what follows, we set
the parameters θ = 0.8, σ0 = 1, β = 0.7, ρ = 0.2, the additional sets  = [−100e1, 100e1],
X = {x ∈ RN | x ≥ −1e1}, and p(x) < ε = 10−4 as the stopping criterion. The numerical results were
reported in Table 2.
Example 2. The MSFP with A = (aij)M×N and aij ∈ (0, 1) generated randomly,
Ci =
⎧⎨
⎩x ∈ RN |
N−1∑
l=1
(x(l) − di(l))2 + 0.01(x(N) − di(N))2 − wi ≤ 0
⎫⎬
⎭ , i = 1, 2, . . . , t,
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Table 1
Numerical results of Algorithm 2.2 solving Example 1 with different θ .
Initial point θ 0.2 0.4 0.5 0.6 0.7 0.8 0.9
k 125 119 114 103 101 95 69
(0,0,· · · ,0,0)T InIt 660 322 247 146 96 80 29
T 0.047 0.031 0.031 0.016 0.016 0.016 0.015
k 70 42 38 38 77 79 79
(−1,0,−1,0,−1,0)T InIt 1236 666 66 48 62 47 47
T 0.047 0.031 0.016 0.015 0.016 0.016 0.016
k 225 218 221 218 204 194 180
100*rand(N,1) InIt 484 254 164 94 63 29 28
T 0.047 0.032 0.031 0.031 0.031 0.015 0.015
k 203 201 187 232 108 187 187
−100*rand(N,1) InIt 565 168 172 208 93 45 45
T 0.047 0.031 0.031 0.031 0.016 0.031 0.031
Table 2
Comparing Algorithm 2.1 with Algorithm 3.2 in [9] for solving Example 2.
initial point rand(20,1) 10e1 −10e1 [10,−10, 10,−10, · · · ]T
k 27 74 76 650
r=10 Alg. in [9] InIt 196 648 711 4271
t=10 T 0.109 0.329 0.359 2.312
M=15 k 24 77 48 126
N=20 Alg. 2.1 InIt 16 34 22 98
T 0.031 0.078 0.047 0.141
Table 3
Numerical results of Algorithm 3.1 solving Example 2.
Initial point rand(20,1) 10e1 −10e1 1000e1 −1000e1 [10,−10, 10,−10, · · · ]T
k 2 3 4 5 6 10000
p 0 0 0 0 0 10.5240
T 0.015 0.016 0.016 0.016 0.016 5.719
Qj =
{
y ∈ RM| 1
2
yTBjy + bTj y + cj ≤ 0
}
, j = 1, 2, . . . , r.
For example, if M = 15, N = 20, then di ∈ (6e1, 16e1), wi ∈ (5000, 5100), bj ∈ (−30e1,−20e1),
cj ∈ (−50,−60)aregenerated randomly.All off-diagonal elementsofBj aregenerated randomly in the
interval (0, 0.6), and the diagonal elements are generated in the interval (8, 10) such that thematrix Bj
is diagonally dominant (positive semi-definite). Hence, thisMSFP has at least one solution (0, . . . , 0)T .
The data in Table 2 are the average results.We can see from this table that Algorithm2.1 approaches
to an approximate solution faster than the algorithm in [9], which indicates that a proper choice of the
closed convex set X may accelerate the convergence. Some additional numerical experiments showed
that the CPU time increased approximately linearly as t, r increased, but the number of iterations did
not change a lot; while asM, N increased, the number of iterations and the CPU time all increased.
Table 3 states the numerical results of Algorithm 3.1 for solving Example 2. Here, we choose the
auxiliary set  = [−100e1, 100e1] and the parameter ρ = 0.6.
Elementary experiments shew that the accelerated relaxed Algorithm 3.1 approached to an ap-
proximate solution of Example 2 very fast for initial points x0 = rand(20, 1), 10e1, −10e1, −1000e1
and −1000e1, but failed to obtain any approximate solution within 10000 iterations for initial points
with elements of different signs, such as x0 = [10,−10, 10,−10, · · · ]T . Why this happens still needs
further study.
Finally, it should be pointed out that, in practice it is often the case that no exact solution of the
MSFP exists and one must be content with an approximation solution. Whether the algorithms in this
paper can apply to the infeasible case or not deserves further research.
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