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Our task here is an exposition of the result-that if ZF 
/ 
(Zerme_lo-Fraenkel set theory) is _consistent, ~he!}, so is ·· Z.F plus 
. the axiom of choice and the generalized contiuum- hypothesis .. The 
traditional method for proving that an-~surnption is consistent_ 
with .a theory is to produce a model for the theory.in which the 
.... 
assumption ho.lds:.. Thi_s is the method in set theory. too, but 
because. we are delairig··~wfth the foundation of mathematics, the 
. 
model must be produced in a special way in order to make the proof 
convincingo Godel's idea.was to use an inner model and was the --
only kind used for consistency prooftn set ~heory until Pa~_l __ Cohen's 
generic mope ls arrived on the scene in 1963 o Godel' s inner model 
yields only a relative consistency proof. 
Godel' s model· is an example of a. simifle type of inner model 
I 
that might be called a.cte·finable transitive inner model; it is a 
" 
model in whic·h t4e uni.verse is replaced. by a transitive sub-
" . . 
universe defined within ZF 
' 
where in t~e"'model the membership 
relation is just th·e original one restricted to the subuni ve:r;se, 
" 
and where the axioms ·of ZF relativized to the subuniverse .b~come 
_ provable formulas within ZF El 
The calculus of IiF - formulas are first introduced in section 
3, and will be used throughout the proof. The fundamental properties 
of liF - formulas are , due to A. I,evy and . rntlCh . of this material can · 
·be found. in his memoir [3]. Levy used this t~chnique.for proving 
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the generalized .. cont·inuum hypothesis from ·the ass.umption that eve:ry 
set i:s constructible. - The proof given here is close to Gode·I 's 
origin~! proof of 1939., rat·h~r than that of. 1940, _but placing it 
'• ",~ ... , . 
tZlF in the-setting of L - formulas clarifies it considerably. The 
.. present proof."'~hat the constructible s~t.s f_grm-.a model of · ZF uses 
--------
....... ,,, 
., . . -· _ ..-/' 
a technique borrowed from Paul Cohen:s-worl< from proving the replace-
ment".axi.om ·"sche.ma .... -~ . 
We shall also present a proof that it is impossible to use the 
- method of inner models as descri~ed in section 2 to prove.the inde-. 
pendence of the- axiom of choi·ce or of the generalized continuum 
hypothesis or even of the axiom of-constructibility. The gen~ric 
models introduced by Paul Cohen to give these independence proofs 
• 
are not inner models. 
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INTROI)UCTION 
The. main purpose of this exp,Q_~c"i-~ion· of the proof is to make -
available to those ~athematicians· with iimited background in loiic·' ~ 
. . 
' . 
and set theory, a comprehensibl·e proof of ·Godel' s famous theorem 
on the consist"ency of the c_ontinuum -hypothesis. The theorem says 
; 
:: 
that~ .If set theory without the axiom of choice and the generalized 
3 
•· 
. 
.. 
. :.· ;' 
continuum Jlyp~othesis is .. co_nsistent, then --i-t 'Temains consistent· ·when··-··-----"·-~------·~-~-------
these principles are added as axioms. The set theory used here is 
• 
Zermelo-Fraenkel-Skolem set theory, and.it will be·denoted by (ZF}. 
One can observe, the proof.adapts without _any dif\iculty to.the set 
~heory with classes. The materials for this proof is ordin~rly 
found in introductory courses in mathematical logic and axiomatic 
set theoryo -/~, -
I most p,oint out that the construction of --this proof. is Godel' s 
~ _ _. 
original one as found in ["Consistency-pro·of for the generalized 
./1 
continuum-hypothesis"], which is known as the "model of constructible 
I 
sets" or the "inner model". But the-proof that the constructible 
sets do indeed form a model of ZF for which one can prove the axiom 
of choice and the generalized continuum hypothesis within ZF, • lS 
... --··---.simplified by the use of a .. calculus of set - theoretical formulas of 
- · 1 f th· ,ZIF - formulas. a spec1a orm, e l Indee~, I have ·foutid that the 
only tedious part of the-proof is to show that the-mod~l can be defined-~ 
. \_ZF 1n ZF by a L -
. 1 
... .,..: ... 
.. ~< 
" ~ 
formula. 
. _ _.,,&;,,..., .' 
.· .. 
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Throughou.t t.his ·p~oof, I ·.hope the -reader will notice that the.re 
. . . - . \ 
1s a clear distinction between set-tll,eoretical arguments and arguments 
that· can be formalized within .. :'zp O This is done in orde.r to make the 
.. 
consistency proof more accessible to _an 6rdinary mathemati~ian~ For 
instance, it permits an in~9rmal proof 9f-some of_- the b~si,c properties 
of the constructible sets with the details involved in carrying this 
· out in ZF within (A ·calculus. of. I1 - defina~le functions). This is. 
:.,.··----·-· darfger-oiis·=:-o~f··course·- anct~"'in··-tlie .. ~c1·assr-oonr···-r-····wou1tr·_stt·c-1< more clos e1y 
with ZF. Notice that th8 satisfaction si~n ·1== will be omitted from 
.th~ proof to stay more · closely with ordinary mathematical usage .. Thus 
if: A(v0 ,v1) is. a ZF - formula and x,y are s~ts, then ·" A (x,y)" 
will be written for "F A (x,y)". · Logical symbols · ,,i.- +, V, and sq 
. on, are used both formally and informally, but which is intended is 
always clear from context because variables V ,,.,,v , ... 
o n 
are always 
ZF - variables, 
I 
x,y,z.,11 .• 
0 • • 
are only used informally, . e: is the ·primi-
,. 
tive predicate ·symbol, of. ZF, · e: i~ only used· informally, and so on. 
. . . 
Finally, a note on the -background of· the proof. . The calculus of 
,Z
1
F , 
l - formulas and their fµndarnental properties are ·due tQ Azriel Levy · 
and much of· this material can be. found in his memoir .. -[3].. . Levy has .. been 
using this. technique fot proving the gen·eralized'. continuum hypothe~is . · 
., ' 
from the· assumption that every set· is·. constructible for a n':IJilber of 
years. The proof is close to Godel's original proof, but.placing it in 
I 
the setting of IfF - formulas clarifies it cpnsiderably. The presen,t 
, P)' ·,'·' '<-~ 
! 
·~ 
; } 
f 
t 
; 
·~l 
,; 
;' 
, . 
. 
:j' 
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~ 
1 
I 
I 
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"I 
. pro.o.f that th.e __ cons_tru_ct ib 1 e. s_ets ___ f_o.rID_a_mo~d_e_l __ of ____ ZE_ ,, use~- ~----t e~hniq~e_· --~----t 
borrowed from P. ~ohen,. s work for proving the replacement scJ:ieme. 
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I .e - PR!ELIMINARIES 
0 
' • 
.. 
,' 
::.· 
.. 
. The axiomatic set theory used in this proof is ·.zF set theory. 
. 
. •. ' 
. 
. . 
·5 . 
· The COJ?.Struction can however be modified to app_ly to ··a Von Neumann-Godel-
.Bernays set- theory with classes C The theory ZF .·is "regarded as a 
· formal first-order axiomatic set theory with identity or equality, th.e 
variables v , . o Q v , o ·o o, anq. prime formulas ( or atomic for~ula) · jus~ o n 
those of the form ' -(v. = .v .. ) 
1 J 
• or ( v. e: v.) . 
' 1' J 
The. formulas are built 
•.· 
' I 
.. 
___ ""_:.:-~.- .... --- --~- - -------·----..-· 
..... , 
8:nd '\I, and. the quantifi-er V .,~-·······Al 1 other logical I symbols . such. as 
I\·• V ,<· ·7 , 3 , ;J, are regarded as abbreviations. All individual 
constants, all function symbols, and. all predicate symbols other than 
• • 
=, E that appear in the formulas, are defined symbols and must be 
formally introduced into-the-theory in accordance with the .. rules. · 
Whenever a ·set constant, operation, or relation, is -informally denoted 
I, 
~-'I":" 
by a special symbol, then the syi:nbol with a dot over it is the corre-
-
!; 
sponding· formally defined symbo.l in ZF o It is assumed that set~ 
functions ·are always defined as total funct-ions. · Thus an n-place 
. 
function symbol F must be-introduced into ZF by a formula 
such that . , . ZF( \I v1 '." ~. v n)C j ! v0 ) D F. In cases . 
- - .. -. . 
where the usual notation for ·a set 
. -
function is unsuitable, the dot 
·is omittede For_ exampl_e, t·he notation {,} for.pair appears in ZF 
just as it appears. informally. 
. 
The· axioms of. ZF · are the universal closure.- of the formulas in 
;,.;....: .. , 
fhe fol lowing list .. · · In order ~o simplify the formulas, new symbols 
~-------
---- ---, 
' 
It 
·1 ·--.,---·----· ·- --·- . - ---~-- - --------- ------ ~--
are in~roduc~d by definition: 
• I 'I ' • ~ "" • • 
' -·- -·;-. 
.• .,,_ 
-~-- ~ '.( :.t -... . 
l ' .... . 
,• 
.-,. 
..:,.--------.:> 
-. 
. 
.. 
• 
:•. "t,' ·7. 
- -f····---- ,---- ____________ , 
- ... ·-·-·- ~- .~. 
. ·- ' . 
' . 
•, 
'•v..,·1 
·•.· 
.,r 
1 a.1 . ·A~iom rl·f ·extensio~ali ty: . 
-~ . 
. , (J/V3)Cv3 E vl' • v3 t v2) -+ vl ~ "2·1 
:Ct ~· :i~ the p.ri:mi ti ve predicate symb'o.l .of ZF j 
use,d. i.nfor1nally) 0 
lo2 Axiom of regularity: 
' 
.. •,. 
~. .i. 
a 
;.--.:.-: .i 
. . 
.e: · i·s only 
Zerrnelo introduced. his axiom of regularity, which ass·erts that· every 
, ... 
•. ~·.·· 
. . . 
""·4"-'""". 
non-empty·set v0 cqntains an elemen,t. v1 with the property that no \;:; 
element v2 of v1 is also an element of v o . . 0 It excludes the· 
.,T 
possibilit.Y th·at · .a set can be an element of ·itself and also exclude 
. . ' 
the possihi 1i ty of having "e:-loops", t. e. ~ vi s v2 e:. . . . e: v n e: v 1 . 
lo3 Pairing axiom: 
{ .: 
.-
. ~-~- . 
• • EV 4 ._V = 
o . 3 
, .. 
$ay for any set v1 ) v 2 there is a. :s¢t. v: .. s .... u.c.·h t.h·a·t.. v 
·o. o has 
'...... ~ 
-~· . 
1.4 Union axiom: 
' ' 
,,, 
( 3 v0 ) ( "rfv2) (v2 E v0 4 ,. (~v2) (v3 E v1 /\ v2 E - - -- ----------:--------- . ' ---· -
This axiom asserts that the sum class · U (v 1) . is atso a _set, which 
- ... . - . , .. 
' . 
we call the. sum set· of · v1 (or union set o,f .all 0 V lil 2, 
LS Defillition:. v0 ;,·{~1 ,v2) E =-C'v'v3) (v3"e:v0• ) (v3 ;,, v1 Vv3 ;, v1)), 
L 6 Definition: : {v 1} ,;, · {vi}) 
\, 
·:. ... 
. ... ,_ ..... ___ .:_:_ .... •.•·••_ .. -· 
·.~':'·-c,"··•.-· 
~ : ... ., ... - -~ -:· - ~· 
. -.- - . -·--· . . . -,'.- ·---
-- "~--·-- ·,......,=..- -.·-- •• -, ·• -~-
'---· - _ _:_-___ 
:, _.;.; . 
. . . . ·. ._. . . •· . ' - . · ..... 
. . 
. ---,·- - - ··- .. ·-·· ·- --- -- - --- - -- . 
r:. '·. 
. 
. ', •" ~ 
, . -. . 
- --«•-- ·-- _, ....... ,. ____ · .. 1 •••• _,___ -
,,,,, 
·it: .... 
.. , ... 
-:',-........ , 
-
' . ·-- ·-. 
-~a• ,f • •• 
. - - _ ... ___ ,,_ .. ·-,-··-----·---- --------
.. - - .. ·-.-.-_· ·,--~··-····-···-···~-~- -·----,-',-;.. __ -- ·--.. ······-·--~.:...-~ ..... ___ ·····-·-, .. , .......... ....,,...., ..... -·---:..--~·-·,:- .. :---~-·-·.,...·.-··~·~·::--:·-·.--:_-.··-:---··· ... --!-:- --:: - ; -- ---~ 
"I. j 
-
-
';...:_;_.. '.• 
~-" 
. }·. >· .. 
·-. ~ .. - ,, . . 
·'/ 
_____ .......... · 
' .. -····-' 
. . • . I • 
. .• _ u.• 
·, 
Q 
I· -
------·-··· --· - - '- ' .. 
··' ;.;..... 
. 
- - -. -- - . - . ----- ' - . --
-·- -· ··-·· .. - --, -- - . -- ' .-. __ ,:_, ___ . - -- -• - -
:J. .. 
r···-, ..... 
1.7 Defintion: 
108 Definition~ 
. (.,•-·-
, 
1. 9 Definition:': 
. 
, ...... 
. p 
·1',, 
-
---- -··- - -.·· -
·-
'.: '• 
' - ·-------- ...Li." • . ··-·- - -'"-· --
v1 £ v 2~ ; ( 'i/ v3) (v3 ~ v 1 + v3 .~ v 2).11. 
· l. 10 Power set axiom: 
··· , This axiom asserts that there. is a power se1: .P(v2) : :.o:f a .set 
Examples: (1) I. ZF -P(o) =· {oJ· = 1~·· 
.,. 
.(2) ZF P( {o}) =· {o~ {o}} = 2 • 
.1.·11 Definition 
• I 
. ..-:·- . 
.. "1 . 
. . 
... ·,. 
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1.12 Axiom schema"of replacement:.· 
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,The hypothesis of the axiom simply requires that A be functional 
I 
lf this requirement were dropped we would j.mmediate}y be 
• in trouble. For example, if we let ·A. b:e v2S v3 , and let 
v 1 = {o}, then because the empty set is a subset· of every set, 
v would be· the paradoxical set of all sets Q One can show th.at 0 
the axibm sch~ma 61 sepiration follows· from the:axiorn.schema of 
-
- - .. -
- . . . 
- - ·---- -· --·- ·-FT- - - -- ·;· -- ., " -
replacement, also that the pairing axiom follows from t~e power 
set axiom and the axiom schema of replacemento 
lol3. Definitiori: 
., 
1:15 Axiom of- infinity: 
" 
(it :assures us that ··tJ\11re-. is a ·.successor set to ·each set) o . 
This axiom asserts that ther··e is a set . v O which is a member of v 1 
• 
an4· such that; whenever V e V -2 ·o' then v 2 U {v2} also belongs to V. • 0 
., 
., 
'4' . . ' 
. • . . Clearly, for such a set _v0 , {v1 __ } ~ 1V0 , __ {v1,. ~v-1~_} e __ v0 , __ Jy1,. ~J".'1}~_. -~· ...... . -. . ~ ... " .. ---~ 
• ;.a.. · {v1 , {b}}} ~ Y()r etc . 
• • \. 1·a_ l6 .· Definition: v l = 0 ~ > N-(V l J . 
' .~ i. 
l " ---
· (The formula E(v1) defining zero is logically equivalent:to the 
fC:)rmula cV V2) (v2 f: VI+ v2. 'f v2) (LC:). - formula will be defined in 
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• /·;·formula using only the axioms of -extens·iona~ity, _.pairing and union) . 
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Intuitively, if.we let 1 stands for· {o}, 2for· {O.l}, 3 for 
{O, 1, 2}, n for· {O, 1, 2., . -0 ., , n-1}, .• II , then· for a11 ·::inte-rgers n > O, , 
--
n e: Vo, and · 0 ~- 1, 0 # 2, 0 F 3, 1 f ·3; 2 # 3.,. -0 ~· II c 
. . Remark: The paring axiom is provable from the·others, but it is more 
• 
convenien.t to take it as an. aSciom tha:n to prove it e We are assuming 
· - - background in· set theory roughly equi valertt to Suppes [Axiomatic Set 
theory]o This formulation of ZF is equivalent to his, provided 
that ~ardinals are identified with Alephs. Since we will always 
have the axiom of choice.,-,w-hen de.aling with cardinals, this identifi-
• 
catio~ presents no problemso Notations used here is not always the 
-
' 
same as. Suppes'. Bracke-ts < , > are reserved for functions. Thus 
if T(x). is a ·set -theoretical term, then '< T(x} l_x e: y> · · is that 
·,1 
·~) 
function on y whose value at • X lS T (x) o · ·A sequence is a . 
,· .i .. .. ,,,._ 
function whose domain is an ordinal. 
.. Thus · < a· I~<-- o > 
' 
is the, seque:nce of domain cS (or length 
of o) where ~th term is ac, and < a , o " • , a 1 > ~ o n-
0 1s ~ sequence 
l -
, , 
of iength n· whose i-th term. is . a. C) • Lower.'.""case Greek letters · . . - . . . 1 
us.ed informally stand for ord~nals; used in · ZF then are variables 
restricted to the formula ''v is an ordinal". 
- 0 
Unless 
indicated otherwise,' exponential notation'refers to cordina:1·expo-
nentiation/on sets~ Thus· 
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and if. n is a natural number, n X is the set of all sequences 
,, 
of length n with terms in x. If K is an infinite cardinal, 
that is, if K = N 
a 
for some ordinal 
.first cardinal · larger _than . K. 
. ~ '. ,,. 
K~ = N 
· ex+ 1' the a ,, ... h.t.h en 
Notation: The relation of cardinal equivalence between sets is 
. wl'i tt~. 11%". Other notation and terminology. wi 11 be introduced . 
. 
in the next appendices. 
· · It is convenient to prove· the axiom of. choice for the model 
10 
·of constructible sets in th~ form 1 "eyery set can be well-ordered". 
Thus th.e formulas expressing the axiom of choice and the genera.lized 
······"-
0 
continuum hYPothesis. are: 
AO: cVvo)(3vl)(seqcvl).f\Rg(vl) :: vo) 
GCH: ( VK) (C~d(K) + p (K) ~ K+). 
I 
... 
.--~· 
In ·fact, the powerful class form of the well-ordering principle· is 
proved for th.e model; the form that says that there is a function on 
ordinals defined in ZF whose range is the-entire universe. 
-There is an important induction and recursion principle fo'r sets 
··-th~i~is not alw~ys·discussed· in.t~xtbooks bn set theory, though 
Mendelson [Introduction to Mathematical Logic] has a discussion of 
it in his chapter 4 o With the -aid of the axiom of regula-ri ty, it .. 
can be shown wi t.hi-n" ZF that every set is in- some V (a) where V 
. • 1'1 
is the .function on ordinals. defined, by transfinite induction thus: · 
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Y(O) = 0 
V(a+l) = P(V(a)) 
' 
When we say·that V can be defined within ZF, we mean that there 
" 
is a ZF - for~uia DV (v O , v 1) (having only predicates ~ and ;. ) 
such that I ZF cVvl)(Ol'd(vl) + c3lvo) Dv(vo,vl))' 
I ZF Dv cO, 0) /\ ( V ('j. • V 2) (D V ( V 2 ,. (J.) + D V (P ( V 2) ' ; (a}) ) /\ ( V \ V 3) 
(Lim (A)/\ s;q (v 3) /\ ( 'r;/ r, < A) (DV (v 3, r,, 0 -+ DV cU (Rgv 3L A})) • 
• # • , 
The condition Lim (A) may be defined by O e: A /\ U A = A. One of 
. 
the basic theorems about ZF. is that--a function defined by ordinal· 
recursion from ZF - definable functions is itself ZF - definable. 
,, r1-Remark: The axiom of regularity is often called the axiom of. 
restriction because it has the effect of-restricting the universe 
to the union of the V(a) 's. This assµmption is not really necessary 
. 
-
to the development of axiomatic set_theory. Mendel~on discusses 
this point in his chaptef 4. However, many authors, the present one 
included, prefer to work with the axiom of.regularity because it.is 
convenient to be. able to think of se,t~ as being built up from the 
empty set by ~ success_i,on of set-formations e · 
Io 17 Definition: The rank _ p (x) of· a se·t . x on the least ordinal 
. 
. 
• c-
a .such that· x S V(a). Then the induction ancl .. recursion principles./ 
. . •.. '. .. ·-. . ..,.. 
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.  
11118 · Indunction principle f·or sets: Let A(V ) · .be any ZF - formula .. 0 " . 
l 
Then in ZF, ( Vv 0) ( ( cV V l ~ V 0) A (v 1)} + A ('v 0)) + cVv 0) A (v 0) , 
· 1.19 Principle of definition -by recurs~on: Suppose that · -G . is a 
I. 
ZF defi,nable set function on the universeo Then: the~e is a unique 
ZF - definable set function F such ··that if. n+l is the numb~r of 
places of. G, then for all xl,ooo,X ·, F(xl· ,•oo,X) = n . n 
...... 
Remark 1: The recursion principle can be proved by using the.principle 
~ t.' ' 
of definition by ordinal recursion-to define H(a;x2,o oo,Xn) = 
I ' 
. 
. 
. 
< G ( < H ( p ( y) + 1 , x 2 , " o • , xn) t · y J y- E x 1 > ., x 1 . ., D o o , x n) J x 1 e: V( a) > o Th en 
l F(xl,00(\,xn) ·= H(p(xl) + 1,x2.,()0(),xn)' Xo 
We are assurning·background in mathematical logic equivalent to 
the first two chapters on Mendelson~ The version of the Lowenheim-
Shol~rn Theorem that we need is., however~-a little different than the 
one found hereo 
1.-1. Th.eorern (Yare>k1-Vought)~. Suppose.that· A is a model of a,first-: 
...... ' t) 
···order theory T having N symbols and that the uni verse of A can 
. Ct 
be well-ordereda Then A has a subsystem of-cordin~~ity at most 
· -N which ·is also a model .of T. ex . 
Proof~ (Assuming no primitive functional symbol~) : Proceed at first · 
. · .. ,\. 
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·of Mendelsonc Adj::-oin .N r:i · new individual constants ' b '. A < .W ...• A , . •(X 
. 1 . ~ . . 
· Call the resulting ·t,heory. T*. · 'Let A1 (v.f ·), a o o ,A, (vQ. ) , 0.1111 ,1t <,oo ., 11 /\. 1. ' ' ·Cl 
. . . .A 
be a··sequen!e consisting of all.formul~s of T* in one free variable, 
Make a corresponding sequence b .,·.ca,b JOO. (the witnessing 
. al, a2 . 
-~-
constants) from the new individual constants--ch-oosi11g. b. --_ to oe·. · -----~--
. . . - . - -J A . 
. the new constant of ·least index different from ·bo ,S < A, and not 
. . . J B . 
appearing· in. A O (vi ) , B < A a . For A < ~--Ct-·· let BX col}sist_ of bJ. 
"" µ 8 · A 
1· . 
together with the. b' s which appear in A . (v. ) .,, ·'and are not in X. 1 X -
" 
Then the BX.' s are p~airwise disjoint and 
. . . 
B 8 < A f3 
consists of just those b's which either appear in .some 
A8, _8 ~ ~, or are witnesses. for some. A8 , .B ~ A. 
' We ·now define a .mapping a on the new constants into A, 
universe of the given model Ao Suppose_ R- well-orders A· and 
that a0 .is.the R-least element of A. For b~ EBA, let 
the 
-
a (~ } = a , if ~ _ = j , ~ ~ . 0 I\ Interpret ( . VO ) A ' (VO ) in A us tng 111.· /\ 1A 
the part ~f- a already.~efined to ·interpret any b's that.may 
appear. · If it is .true,. let cr(b. ) = a ., and if false,'· let 
. JA o 
0" (b j ) .. be. the R-: teast eleinen:t: 9f . A !ll~ld,.11g A A(v i ) false. 
A . · · · ~A 
~No~ we are ready to define the submode!. Let A* be the 
expansion of A obtained by assigning a(~~) to the ijew individ-
, . 
. . - . ,· 
ual constants. Then A* · is a model of T*. · Let A0 = fo(1? 1) I A <wa} C, 
where C is ·the. set of de~otations in A of the original ··individ- · --
,.,. _....._ 
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to A. An easy induction·on the number df occurrences o{.logical 0 . 
. . 
connectives shows that for sentences 
\ 
A . of T* J A is t·rue in 
· A* iff -A is true in A* a 
0 
The only non-trivial case is quanti-
fication and by· the definition of a 
-- J it is clear tha,t 
is true in A.* - i ff A,. ( b o ) 
·A J)~ 
• • 1s true 1n A·*··. 
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I I O. rnE METHO.D OF O INNER MOD Eis 
, ...... 
·, ' 
.is: 
-we turn now to the very interesting subject of mQdels of set· 
• 
. theory o Intuitively by a model ;of set theory we mean aJsystem in 
which the · axioms and theorems of ZF · are true. · -Such a sys-tern · 
must.consist of a domain of objects that we interpret as the 
• 
universe and a lunary rel-at,ion that we in~.erpret as the e:-relati~rt· · 
Tµe main purpose here·is ·an exposition of the _result that if 
q 
-
-=- ZF s~t theory is c<;>nsistent, then so is·: ZF set theory plus tl)e 
. axioni of choice and the generalize~. continuum hypothesis .. The 
traditional .method f9r proving that ap assump·tion is consistent 
with a the(?ry is t~ produc_e a model for the theory in which the 
assumption holdso This is the method in set theory too, but 
. ' 
I because we are dealing with the foundation of mathematics, the 
model must be. produced in a special·way in.order to make the proof 
. 
· convincing o . Godel used an inner model, the only--~ind used for 
" 
consistency proofs in set .theory until Paul Cohen's generic. models 
arrived on the scene· . in 196:; o 
fo.rm1,1la o·. The . relativization 
(M) A of a ZF - formula A is ·the result of replacing a:11 qµanti-
' ,,. -
- fications 
2 •. 2 Definition: A · ZF, ~ formula M(v 0 ) (provably) transittve 
ZF- formula M(v· } defines 
. oe .. 
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• 
a transitive inner -model of.· ZF -iff. M. if a transitive formula 
and I . A (M) 
. ZF . for all-axioms· A 
Godel's .model is an example of a simple.type of inner model 
that might be called a definable transitive inner·model (This 
terminology though similar, is not the . same as -Shep-herds on' s 
notion of complete inner model in [Jo C. ~hepherdson, Inner 
~-· 
·" 
1.6. 
Models for Set Theory]. Shepherdson works in.Von Neumann-Bernayo-
OodeL set theory (NBG) wit~ classes .so that his models interpret 
not only the notion of set but also notion of clas~. What is.· more· . 
·· .. ,-.. . 
' import0ant, is that the notion of complet~ inner model is, · "X :is· 
a transitive~ class and the axioms of· NBG are satisfied when th·e: 
universe is restricted to X'' , is a condition expressi~le in 
NBG because the theory,. is unlike ZF, has only finitely many 
axioms a. ·our·rtotion is "M is provably transitive and the axioms 
of· zp· are provably transitive and the axioms of ZF are provable 
when the uni verse is restricted to· {x !M(x)} ") . Where the uni verse · 
/• is replaced by a transitive subuniverse defined with ZF, .the 
membership relation is just-the original one·re~tricted to the 
. . . 
-·· - -- -- subuni verse; ·and where the·· axioms . of·_ . -ZF 
universe, are provable in ZF. · · 
re.lativized to the sub-
. ~-
' Remark: Since C'S v.) ( .. 0) --is regarded as an abbreviation for . 1 
. ' 
' 
'v Ct/ vi) .~ ( ... ) , the relativiZation of (3 vi) ( ... ) to · M. is 
. -:.·· 
__ ( 3vi) (M(v1) {\ •. • }. Thus A (M) J;ays iha~~~.4. holds in th_e ______ ~-~~-
. " .. 
-~'-''.'""~''!~,.r·;. 
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:;,., 
., 
.,. . 
-·-·-··--
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' 
subtini verse defined by M(v0) ,. . Th·erefore if M_(v 0)· defines a 
" .. 
transitive,inner.model of ZF., then given any model of, ZF., the 
submodel obtained ~y restricting the uni verse. ·to · {x../.M(x)} .is: 
again a model of ZFa 
2.1 Theorem: If ZF is consistent and B is a formula such that 
I ZF B(M) where M defines a transitive inner model of ZF, then 
ZF together with B is consistento 
•' 
Proof: Suppose that B. is a z:p - statemen·t for which we are able ,, . 
. , 
to describe a formula M(v0 ) defining a transitive inner model such 
that ZF B(M). Then we have a convincing consistency proof for 
B. relative to ZF. For suppose I ZF ~ Bo Since the logical 
axioms and rules are still good relative to M and sine~ the· 
relativized axioms of ZF are provable irr ZF. I ZF "' B(M). 
But then ·B(M) /\ . B(M) 
-z-F. . "" and ZF is incionsistent. 
Godel·' s model is called the -mode-1· of constructible sets.. We 
shall describe a ZF - formula L(v ) , read "v is contructible''., 0 . , ' Q 
such that 
. \ 
"' ,. ~· 
... 
. ~· 
ti 
'o• • 
o, 
· I. L (v ) 
0 
defines a ~ransitive inner ~ode! -of -~F: ,._ ,-. .:. .. . :'·, . ··. - .. -.; ·- ~.: ,, .. , -,.-.. · ·:•· .---·· -~ ,...,.,._,,·--- ~· '" .. , .... · . .,. .. ·••·· ... 
• "I' 11 I • \~ ' ' r 
II.· ZF AC(L) . -(means that AC(L) . is· deducible using 
only the axioms of ZF). 
III. I . (L) ZF (G.C.H. • 
it turned out.to. be conveient'.to replace II.and III by: 
.. 
-- -·-- ----- -
----- ----~- -.. 
--- ·----------- --
- -- - ---- ---- ------~ ---- - --1 - - -- - -------------------------· -------~- --
-'"" .. --~··---
·~.--c-.. ,, .-0-::-,-0-.--:--, -
1,.. . .. 
·, ·,,: .. _ ..... · 
. ·~· ·. 
·- ...... 
, ... _.,\ 
, . 
. ,t .. , 
./--..,' 
' f 
I 
I 
! 
I 
I 
I 
l 
I 
I 
! 
i 
., 
i 
! 
. ' 
_:;,: "t . ++'· ! 
._ ....... 
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.-;-_. 
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. -~; 
- ,.; 
-- .. , .,.,., :• 
./ 
II'. I ZF c'vvo) L(vo) + Ac.· . 
·:·:· 
II I 1 , · ZF ( (·r/v o) L (v 0) /\AC) + f}(JH, ·, 
,. 
IV. I' ZF L(v0 ) + L(va')(L). 
• : •-. - • ,,1 
/ 
.. -. . 
---
---- --cond~ tions II and III follow from~, II', III', IV, for relativizing 
proofs.of II' and III' to L, _we obtain proofs of c"r/v )(L(v)-+ 0 0 
L(v 
0
) (L)) + AC(L) and ( ( Vv ;) (L(v 
0
) + L(v
0
) (L) )A(;(L)) + G"Cll(L) :· · 
l • 
Thu-s II and"- III follow from IVo The above are showed in section 6. · 
,.... 
;- • l>' 
. ' ( 
.. I. 
'( 
,: 
.. J: ". -,. ·• ,, 
•. 
:. __ .,_, - -.;., .. 
.,,· ,, ...... 
-~·-
~~.-.. .. ;~--.. ,, . '\~ .,,\ ·: 
. .- - ·-
·.r- .. 
• 
-
. 
-------· ---------- --~~~ ·- .. ··- .. . . -:· .- . ---- . - -~ - --- -· ---~-- ... ~ ·-·-------·-·~ --.--:.· -- . --'---··. -_
 - - • 4'--,---
-·-- - •-;·-~ 
l ·:·. 
' . : . '·i . , .. '· ;I 
- l l l 
. ":,; 
. I 
. ' 
\ 
.. 
. ·.'' 
'.: ' -· , 
:~·- . 
. V 
' 
o. 
. I 
../-:,.";;..,..,...[, •. . . 
..I 
,:.., . 
f'"·"''.' 
# . 
--· ----~·----,-
,, 
., 
11 
1 \···.• 
• 
. ,. 
~~ -- - . ·--,.:... - ••. 
.. --· 
.. <e>.: 
. ' 
),<_ 
IIIo THE MODEL OF CONSTRUCTIBLE SETS 
The hierarchy (means organization of formulas by quantifier 
structure) of formulas of the Zerrnelo~,Fraerikel set theory., which 
. 
. 0 ' 
. is introduced and discussed in A:zrie1 Levy' ~/paper. [A hierarchy . 
,,./ ----- .. :.. _ __.. . -~---~ -·· . ' . 
_/ 
-· 
of formulas in set theo·ry·] , is li~e: the ordinary alternation-of-
19.~ 
quantifiers hierarchy of.the first order predica~e calculus, cix¢ept 
" that now we shall disre·gard quant.1fiers of. variables restricted tq 
set, that is, quantifiers of the form ( 3 x) (x ; y /\ ~ (x)) and 
c'r/x)(x: y ~ $(x)), where 
n > 1 we shall denote.with; 
cp (x) is a formula of ~ · . 
. 0 For 
·le ln - the. set of formulas of. set .theory which start 
with an existential quant1fier and in which there · 
are n-1 alternations o·f unrestricted quantifiers II 
· 2. . IT 
n 
the set of formulas of se~ theory which start 
with the universal quantifier and in w:hich there 
are n-1 alternations of u~estricted quantifiers. 
' 
3. l Definition·: lo ~ _II
0 is; the set of -all formulas i.n· which all 
·. i 
.. :th~ .qu,antifiers are .. restricted {means has· no quantifier~.)." In sec~tion 
~-0: of· Azriel .Levy's .. paper [ 3] it is· shown. that · in the ZF - set 
. theory with the axiqm of dependent choices· (which is a· weaker form· · 
of :-tlie axiom· _of choice) one. can prove, for every formula <P (x) -.of -
· · '· · with no. free va.ri ables excep· t x, lo-' that.if there is an x 
• ·1 
·. • 
. .: ·. :• 
~- ,,,_ .... :.;~r: 
.'ii.~· 
--- -------·---·- - ~-- ____ y __________________ ----- -- - - ____ · ---------------· . 
- ----- such-.-tliat- ~ (x) · then there is s~clt. ~n x whi-ch is con~tru-ctible 
•'• ... _' . ' .. 
... , . . ,- ' .......... ~...-··~~· 
-....... ,;.:' 
!n•~.,.::-~-:~· • ' 
., 
' I. 
,. ....... ~ .. ' 
._.,.. 
!.:~. 
I • 
• 
.' ... _.., 
•: 
... .-·· :: .... ·•. 
., 
/. 
·.·11-. 
... 
• 
. I 
.0. 
, (in th.e sense of Godel) and hereditarily finite or countab.le .(i.e., 
x is finite or count~ble, the members of x are finite or countable,. 
. 1 the members of the members of x .·; are finite or countable, etc.) . 
. This theorem is.applied to s.how that sentences in L1. al}d rr 1 
.: .. (as well as some other sentences) which can be prove~ in set theory 
I 
with the aid of Godel's axiom.of constructibility (or, in 
particular, with the:~aid of the generalized continuum hYPothesis) 
can also be proved with no assumption additional to the axiom of 
dependent choices. In the same sectioij we· quote without proof a. 
~ 
t~eorem which is proved along the lines of Cohen [7] and which 
asserts that the axiom of choice does not follow in set theory 
from any sentence of }:2 • This enables us to determine the exact 
place.in the hierarchy of the axiom of choice, the.generalized 
continuum hypothes~s, the axiom of constructib.ility, etc. 
3.2 Definition: (a) Any quanitifer of.the trpe cVvi}(vi ~ vj + cf>) 
or of the type 
fier, where 
( 3 v .. ) (v. ~ v. /\ cp) is cal 1ed a restricted quani.:. 
1 1 J 
is a restricted formula. 
· (b) A formula bf the basic language- which· ·contains no 
.~: 
unrestricted quantifiers is called a restric~ed formul·a. 
(c) ln = · {( 3 v1) ( Vv2) (3 v3) ... ( ... Vn) lj, I 1/1 is a restricted 
formula}. nn = HVv1) (3 v21 ) cVv3) .•• ( ... Vn) 1Pl1P. is a restricted 
formula}. .' 
__ ; _____ _ 
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u ' 
·3 (I 3 ·nefini tion: A restricted formula is a ZF - formula al 1 of ·· 
I I 
whose quantifie~s are re·strictedo 
3.o 4 ' ~ Definition: . A restricted formula is a. f. :Z·JI: ~ formula with all 
. 
of its quantifiers restrictedD 
3. 5 Definition: A I~F - formula is one that is equivalent in · ZF 
to a I - formu1ao 
0 
Recall that ZF - formula pas .. _only predicates 
., . 
-
and =, -~o to determine whether or not· a formula with- defined 
IZF - formula, it is necessary. firSt to eliminate a:11 0 f1 . 
function symbols and all predicate SY1flbols other than e: and = •. 
· the z.'0 - formulas are important for models of set theory because, 
:as· ind_icated in the next Lemma, such formulas have fo:r. given 
arguments the same, meaning in any. trans_itive class 
containing ;a1 ~- o co, an as in the whole uni verse 0 
Lemma~ Suppose Q 0 • 1S·· a \ - formula in free variables Lo . 
v·~- ,ooo,Vo 
11 1 
. n 
and that M(v) is a transitive formulae 0 Then 
I zF ( A 1 a M(v O ) <J <n 1 0 
- - . J. 
-+ (Q. ~ :Q{M) 0 
f.>roof: The proof is by. inductic;>n· on the number of connectives. 
~ 
""' , -+, , 'rf· in_ Q • ',I -, .. ~ .., --, •. _., ·_) .. '<' e . and depends on the.fact that under the-assumptions, 
. ' M(vi) + (v.e:v.4 •(M(v.-) (v.e:-.v.))). Therefore relativization of 
'· J 1 J . J 1_·' 
quantifiers to M is actually more than what we needo Here we 
-
need only transitivity. 
3.6 free .variable·s. · 
-~~--··----- -
Definition_: __ g - a .. l0 ___:_~formula in n+ 1 
,' 
3o7 Defi.nition: L-- function which·generates the constructible sets. -
"'~- . 
.. ~ .. ~" -
. , 
' , 
-
~ . 
,. ' 
. J: 
~-
:·-~·-:---· -:-..... -::,"·· -... , ...... -. - -· -- ··:-··-.-·. --- - .- ·-
···:.:,.; 
"· 
,:a.,,. . 
··~-. ·--~. JI\, . 
) 
~-· 
22 
. 
Cora.I Karp gave the fol lowing informal definition of ~l)e censtruc- · 
I 
tible sets CJ It will be us,ed to prove. lemma 30 4o 
3-o~ Definition: The· function· L is defined on the ordinals by the 
recursion: 
L(O) = fO 
-~· 
L(>.) = Ue <A L(~) if ' Lim(A) • 
t(a+l) = the set of-all subsets of L(a) 
.J 
. 
·~ ..... is a 2 - formula in , n+l free variables n £ wo 
0 
x is constnictible iff x e: L (a) for some ordinal ex O We must not·e 
the similarity that exists between L and the. g-enerating function V 
' ' 
for the partial universe in the p~eliminarieso The only difference. 
' is~that the subsets of L(a) introduced into L(~+l) have to.be 
defined in terms of set.s in. L(cx) o ,, 
"' The-computational part of the consistency proof shows that L 
. .;. 
c~n be forni.,ally defined within ZF by a formula of .a special form. 
' ' 
When his-is done, it will be clear.that the next lemma can.be proved 
within ZF II - It is,_ how~ver, , a . u_sefuJ exercise to :prove . it in~ 
j ~ •• A ... 
formal ~-Y now., 
J 
3.2 Lemma: (1) Every set L'(a) is transitive and whenever .. 
•' ,,_,.,. 
-x e: L (a) - ~nd .. y e: x, there is ~ < a .such that · y e; L(~) It Hence 
L i~ in.creasing with r~spect to ·so 
. ,· 
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. ' 
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" 
Proof: Show that every L(a1 is transitive may be proved by trans-
finite inductimt -on ao The case where a is a limit number 
follows from the fact that the union of a set of transitive sets 
is transitiveD · Furthermsre, if L(a) is transitive y. e: x E ·L(a+lJ 
. I 
-- then since x c. L (a) ~ > ( V ) [ a e: x -+ · a e: L ( o.) ] , y -;;. {z e: L ( ~) I z E y} 
-- -· - a 
is ao set in L(a+l) D' Then L is increa~ing ·with r·espect to 
r. 
C 
-
. • • • -~' ·=-•" ~~----· -~~ .·o:.• 
-- _ ----------~ •• --... ,.-~-~
0
---·-· ---~-~~~~-.£9-1-1-GW-S ... -fr,em---the-dettnit-ion--;·-----~-~ -----~- ----- ---;~-·------ --- --~-= -- - - --·-------- ---- ---- . : --- . - -- - - -- -- ---=.-,- -
f 
.. 
;.,..,,,~·-
·- -~,, ·. 
(2) If x is a set of contructible sets, there is an a 
... 
such ~hat x·'SL(a) Cl 
.. 
Proof~ If x is a set·of·constructiblti sets, For ye x_ let 
, d 'I l, .,. . .... 1: 
g < y (means ·the value of g at y) be the least ordinal such 
that y E LC,) Q Then x£L(U g'y). 
.:'· 
- ye:x. . .. 
(3) If X and y are constructible sets, then {x;y} . and 
Ux are constructible sets. Indeed, if x, y E L(a), then 
{v ;y} and ux 
q 
ar8' 1n L(a+l). 
Proof: . If • L(a) , then {x,y} =· {z L(a) fz=xVz=y} x,y are, 1n · e: 
E L(Cl+l) and U = · {z e: L (a) J ( 3 y c:. x) ( z e: y) } e: L (a+ 1) • X 
. (4) lf:·. x ,is constructible;· then the set of ·constructible· · 
subsets of x is constructibleo 
--
Proof: If x. E L(a) and y is the set of constructible subsets 
of x, then· y ~L(S) '( > ( \ta) ~a E y -+ a e: L(S)] . for sc;,me. a 
~. 
I ' .. , _:·.: -
.. 
_.,_;. 
is· t~ue by part (c}. aboveo . Then y = -. {z e: L (8) f z ~x} e:. L(S+~ .. ) .... ·.. -.. 
- ------ ~-- -- ----- - - -·-e--;-~-:-:-·---·-·--.·-··- ----~·--'-~ .. ;------'··--···- - .. -·, 
. 
~ 
· since zCx 
·-
is a. lo - c;ondition which is.equivalent to a 
.. ~-· 
..... ' .. ·-
-· .. , 
( 
-. 
.. 
. . 
•. 
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t• .... -
. ·' 
.j . I 
., .. 
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. :z:p· 10, -.- forrnu 1 a. • <:>,. -~-
(5) For any ord'inal .a., if· x, y, .· o. ,-. yn are constructi-b1e 
and·- Q is a I - formula in n+2 · variables such that 0 
' 
. ( 1{U e: xH3/v e: L(a)) Q(u,v,y1 ,: .. ,yn), _and if we let t'•'u be 
-- ----- ·=·--
~·,;,.,, .. 
the unique v for u £ x, 
contrustible. 
' then the 
Proof: Using the· hypothesis .of ·part, (5), 
.. 
f"X: = {v t L (a.) I C3 u e: x) Q (u, v ,y1 , .. • ,ynJ} 
0 1S 
i= {v s L (13) Iv e: L (a.) A (3 u e: x) Q{u,V,.Y}, ... ,Y n) }e: L (S+ 1) 
where S . is the least ordinal ~ > ct st;ich t·hat x,y 1,. o ~ ,Y n £ L (~). 
We should not,e that· L(a) = · {x E .. L(a) l X' ,:;: x} £ L(a.+1) C::L(f3) is 
. . 
-
true bypart.(1) above, so that the form of £ 1'x adrnits·,,ttoL(S+l):,··i 
Remark: We shbuld note that since each L (a) is transitive, it 
follows from lemma 3.1 that the decision whether or not~ given-
,\-
,x £ L(a) is in the set of L(ct+l) determined by 
can be made relative to L(a.). 
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IVo THE CONSTRUCTIBLE SETS FORM A MODEL QF ZF , 
2.5: 
.. 
' At this pqint we need to assume the computation in the appendix 
I'< 
showing that ·L is formally definable within · zp- ·and that· lemma 
3o2 is provable within ZFo Let L(v) be the formula g 
, ' 
so that L(vd) formally expresses 
the constructibility of v0 a We ·have to show that the axioms of 
,, . 
ZF rel~tivized to L are theorems of' ZFo 
4 o 1 Definition: A formula A in free variables 
is M(v 0 ) - . absolute· if J ZF ( A S 1 5 n M,v i.)) 
J 
Vo .,: o· •. ·o .,·y __ o' 
l. . . . ... 1 . . .. 1. . .. n 
. (M) 
+ (A. -+ A· . ; } ·o 
Remark~ An M - absolute formula has for argument.s satisfying 
M, the same meaning relative to · {x jM(x]J: .as: it: has absolutely o 
· ~ Lemma. 3 o 1· says that a lo - formula is M - absolute for all 
.... :- '.•• 
transitive ·M, in particular, for L. But suppose.that A 
is not itself a Io - ;formula, but can be reduced to~ I
0 
-
formula with the a~d of some axioms of ZFo Then lemma. 4ol 
s~ys that A will be M - absolute for .those transitive M 
for which the relativization of the relevant axioms can be. 
provedo 
4 o 1 Lemma: Suppose that A is· a. ·formula -such that 
., 
.. 
-is a where·. Q 
• 
l 0 - formulaand A< > Q, r is aset of 
axioms of. ZF o Then if , M is· a· trans.itive· formula and 
.... 
:f ... : .. 
. , 
.':-, 
. 
•·· . 
. I 
•------ ~'. -, 
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Proof:· Suppose· :~t'hat· .. A has free . vari'abl.es Y.. J00°0,Vo 0 ·The-n 
11 ·. 1. 
n .' 
relativizing the proof of A,< >Q to Mj Cl\ l<j <n M(vi.)) 
- - ,J 
I ZF A (M)< ~ Q (M) ·• By lemma 3. 1, Q (.M) can be replaced by Q, 
and by the hypothesis, Q can be replaced by Ao Hence 
. . 00 . .. 
(A( .. )A ) . c·an be deduced a;nd A_ is M, -. absolute"., 
4. 2 Theorem~ ··-.. ,L . (v 0 ) d,efines a· transi ti v.e inner model 'of :zp. 
Proof:. It is required to prove I · A (L) · for axioms. A of 
~-zp . 
ZF o Though the proofs ar.e given .. informally., it is clear from the 
, 
work in the appendix that they can be c~rried out in ZFo 
The transi ti vi ty of L above guarantees A (L) in· case A 
is the axiom of extensionaiity or of regularityo The relativized 
form of-the pairing axiom is, after simpl,ification, 
(L(v1)/\L(v2)) + (3vo)(L(vo)/\ cVv3)Cv3 ~ vo<. )(v3; vlv·v3,;V2)). 
This i.s precisely lemma. 3 o 2 (3) stated in zP o The proof of the 
.:relativized union axiom goes the same way. The·relativized power 
set axiom reduced to 
.. . 
L(v1) + (jv0 ) ~L(v0 ) A ( Vv2) (v2 ~ v0 , >V2 S. v1 /\ L(v2))) 
µsing the L - absoluteness of the l 0 - condition v2Cf: v1 . 
This is lemma 3.2(4) stated within ZF. 
. . ' ( 
In order to establish the relat.i vi zed axiom sche.ma of replace-
·:ment, we first show by,induction ·on the number.of occ.urrence·s····of 
. " 
. ' . 
.. __ - --~--- connectives · ~J +; V, . that ~If" -A- -1s-- ai:iy -for~ul_a_ in'. free variaore~ -
. . ' 
v. , .. , : ;v. • having K occurrences of 'r/ ~ 
11 . in'"' •. 
:•·· 
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" 
> 
• • •• • 
,4 ( L ( e,l) .. • L ( ek) \ . \</'here A ( L ( el) , ... , L ( ek) ) 
arises from A by 
replacing the j -th quantification ( 'r/ v. ). (. D • ) 
. 1 . by c \Iv i) c vi ; i. c e j ) ... J , 
.. 
j=l,o!l·.,ko Thus (l)A says th~t for a-rguments in a given L(a.),· A 
is equivalent to a formula with all of its quantifiers restricted 
to segments of the constructible hierarchyo ·To prove· (l)A'~one 
• must.note that it is trivial-for A of form (V. E v. ·J or 
1 12 
., l 
• (V. = V. ) o 
11 12 
If A= ('v B) and (l)B 1 then (1) B and (1) 
. C and 
A= (B ~.c), then a list of bounds for quantifiers in A • lS 
obtained by placing side by side the lists for B and Co Finally . 
suppose· A= EVvl~)B and (l)B. 'For any a andv. ,.o.,V. :tea), 
. 11· in 
• be the least· {.> a suth tftat 
-
let G(v. 1 00•·,v.) 11 1 
,. n 
· (L) • • · (L) c 3 v. J (L c v. ) A 'v B ~ ) < > c :iv. ) ·( v. e: L c ~) A 'u B J . 1 l 1 1 - . Let 
' . . . . 
o = 0{G(v. , • o o ,v· .. ) Jv. , . o. ,v. E L(a) }. Then· since L is 
11 in 11 in 
V . . • -. , , : (L) . increasing J we can ded~ce. ( V • ) O o OJ V • EL (a,})"(·c-=i V •) (L (v •) A'\iJ B ) 
1 1 1n 1 1 , 
· • • · . (L) · 11 • (L) H ( 3 V. ) (VO EL ( 0) /\ 'v h ) ) 0 Thus ( 'rt V • , • e I JV. e:L (a) ) (A ( . ) 
1 1. , . _ 1 1 . 1n -
. •. ' 
· V • . · (L) . . . . 
C vvi) (yie:L(o) + !3 )) , · Us~ng (l)B to obtain bounds e2 , ··~. ,f3k 
. V . . \_J . • • . ' (L) 
for o and B, we can deduce ( v.EL(o))(vv. , •• cr,V. EL(a))(B ~ 
. ' 1 11 1. ~ n- , 
• • 
c L c e 2_) ,, • 0 0 , L c ek) . 
. . B .· . · } . ,Thus a and 
A. This completes -~~.e proof of (l~JA ~()~- formula A. · __ 
~ 
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Remark: · ;After obvious· simplificatl.ons, the relativized replacement 
. ' 
·-' 1;1.xio~ for a formula A __ ~n va.riahles v 2 • v 3 , vi , •. •· , vi • is 
·. ·-- l n 
L(vl) A ( A ~ j .:f n L(yi .')) + [ ( Vv2) (L(v2)A v2 ~: v1 ~ 
. J . . . . 
. ' 
(3Jv3)(L(v3 )AA(L))) + c3v0 )(L(v0 )f,.C)] where C(v0 ) reduces 
to cVv3)Cv3 E Vo< ~L(v3) /\(3vz)CV2 ~ vlAA(L}n. Take the 
first two c1auses of the relativized axiom as assumptions on 
v1 ,vi.>'''•Vi , .T-he axiom of replacement yields (:lv
0
) C(v
0
), 
,. 1 n . 
~ •: . 
Proof: Since v is a set of constructl:bl.e sets, Lemma 3 o 2 (2) 0 
implies 
( 3 a.) (v 1'/1 (a.) /\ ( A ~J::fl vi. ~L (a)) /\ v O £L(CX)}, 
J 
Use (1) A fo-r a and let 
' 
~. ~; 
Q ( v 2 , v 3 , vi ., e .o -o.. , vm , -~ . o . .- ) 
. 1·. ·-
where the v 
I rn o 
. J 
are new variableso 
• 
Th en ( 3 al .. , ak) ( \,' v 2 E:v l) ( v' v 3 ~ i (a) ) (A ( L ~ > Q ( v 2 , v 3 •Vi l • , . , , i. (al) , 
. . . 
• o o , L ( Bk) .) ) o-- · · 
I 
Since Q is l0 formula and L(L(y)) for all ordinal .y, 
lernma,3o2(5) appliesc " Hence we conclude 
.. 
show the relativized axiom of infinity. 
.. 
L(v )o 
0 
f' 
Finally we must 
Proof: The formula E(v ) 1 defining zero is logica~ly equivalent 
• ,,,.,.,., I 
to the. 20 .: ·,formula CVv2) (v2 ,E v1 +. v2 'f v2 ·· · :) and the .-
,... I 
/. . 
----·- - --·· - ···- --,--. . ---· 
----~-:--~-=---~---,---~-----__ ,...,.,,,_,.:-:--.. =-----=-- -. -forrntira-· -Cv,2-0Tv-2-1)-r V -"'-~ rec(uce·s toi=i--. ---furinu-ia··us.ing on-1y· -.- ·· 
· . 0 •" 0 .... .• - ---·---------·------ -
i,,,-,,. ;,·;, 
~-
-~~- "'. ; . 
.. 
. -· 
.. f• .J, - .. . 
.J' .. 
-.. 
'-
i ·i-· 
\\·· . 
.,. ..... 
. { 
'•. 
,. 
. i' 
! ., .. - .t: .• - - -
..:. - . .. 
2·9 
.. :.: ' 
the axioms of extensionality, pairing, and unio~. Since the re-
""·-
' 
lativizations. of these axioms to L. have alr·eady. been proved, the 
. . -
formulas E(v 1) and (v 2 U {v 2}) E v O are L - absolute by 
\ 
lemma. 4.10· Thus the relativized axiom of infinity reduces to 
(3 V ) (L(v )/\ 0 ~ V /\ cv·v2) (V2"· e;· V . 'i (v2lJ {v2}) E V ) ) • But 0 0 0 · · 0 _· 0 
. ,. 
this condition can be-,prov-ed for v = L(w) u~ing lemrna,3o2(3)·". 
0 
This technique for proving the relativized replacement 
.s.ch_enta is due to Paul Cohen 0 
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v. ABSOLUTENESS AND RELATED PROPERTIES OF l 1 AND II l - DEFINABLE 
RE·LATIONS . 
We have ·already. seen L -· formulas are - M - absolute for al 1 0 
transitive M. Following Ao Levy [3], we call a ZF - formula a 
li - formula if it has the form C 3v. )Q, and IT -- formula if it 1 1 
has the form ( 't/vi)Q, where in each case Q ts a lo - formula. 
It is an obvious consequence of the theorem ·on l - formulas that 
0 
I' 
the I1 - formulas are M - stable for all transitive fornftilas M, 
' 
that is, if such a formula holds relative to M fox. arguments in 
. {x jM(x)}, then it holds for those arguments absolutely·. 
' 
I 5.1 Lemma: Suppose that A is a I1 - formula in free variables 
v. , . o o ,v. , and that M is a transitive formulao Then 11 1 
n . (M) 
· · f. ( A · . M ( v . ) + (A . + A) • 
ZF / '1~J2.11 . 1j .. 
~: 
Proof: Immediate from lemma 3.1. 
5.2 Lemma: Suppose that A ·, . 1s a n1 - formula in free variables 
v. , . o D , v2 , 1 1 n 
and that M is a transitive formulae Then 
ZF·cA1·. · M(v.}) '+(A'+ A(M)). 
. <J <n 1.. . . . 
- - J . ~ . . 
Lemrna.5.2 is the dual of lemma 5,1. Putting the two together, 
we obtain for I1n rr 1 formulas, a very useful absoluteness theorem 
For a discussion of dual, see H.· L. Royden [Real.Analysis] page {190). 
• 
• I 
• , 
.. 
S. 3 ·The0rem ; 
is a I1 formula B and a rr1 formula C such·that 
. ' 
r ~ ·-
:.~ 
... 
--·· ' 
>:'"""' ,. 
. .\ 
'}: 
.:, :',·· 
j,. 
' , 
--'-- --.---···--·-· 
f. 
:.;: 
::·-. 
· .. ~ .. 
•··-,./! 
-..:~:, .. _: __ _ . ' ··-  \ 
. . .-, 
-- :::'>'"" 
J·· 
fir!·,•' ' ··.· 
3.1 
,., 
·. ./.. 
.. ~ .. 
·' p (A< ~B)I\ (A<·,. C) where r is a set of axioms of ZF. Then 
"' . 
. if. M ·is · a transi ti-ve formula. and · 
A is· M - absolute. 
- D (M) for D E r, then ZF · 
Proof: . Relativizing the· proof of . {A·,<: )B)/\ (A<. '1C) to Mi we 
obtain a proof of :cA1 $j $1 M(v i/) -:r ((A (M~ ( )B(Y) j ;\ (A(li) ( > 
ccCMJ)) where V. ' ••• 'V. is a list of the variables free in 1 · 1 
1 n / -
.A ; B and C. Then from the assumption ( I\ l <. <n. M(_\fi __)
0
] there _ __:_~ 
., ------ ~~ -- . -- -···-· __ J _, ----- : J 
follows a string of implications (A + C) , (C + cCM)) by 5. 2, 
(C(M) + A (M), (A (M) +B(M)), (B(M) + B) by 5~.l~ (B -+A),. 
Putting them together irnpty A<. )A (M). 
,_ z
1
F _ ,. 
Call a formula a l formula if it is equivalent to a 
};1 - formula in ZF, and a nip .:· ·to:fiil:U:ia if it is _eqlli valent to 
a rr 1 - formula in ZFo 
5. 4 Corollary: A IiF {) J1iF - formula is M - absolute in any 
transitive inner model M h£ ZFo 
Remark 1: It is this simple fact that allows us to bypass the 
absoluteness ca-lculations. for the model of constructible sets . 
. ,) 
.. 
' If the defining formula for a set-theoretical relation can be cast 
into both I1 and n1 - forms within ZF,. then that relation is 
automatically L - absolute. . If the. defining ;formula for ·a. set-
theoretiCal function can be: caSt in I1 - · fol'lll within ZF, · theri 
- - -- - ----~···----- --~---------~---
} 
··-
~ne·-·moael-- or·-·const-~1tctj]:,i·e··se1:s~- :i--s~ aitomatic~lly closed ~nder 
.that. f1,mction an-~~e function is L - absol~te. FOr the defining 
- ··-:--.-........· 
j . 
.._ ... 
' ' 
................... 
. , .. .,. 
L, . 
- ~ __,: -_·_·_ - - '"•-•·•·r --·-· --- -• 
, . 
l 
:1'· 
,_32 
formula DF of a function F defines the relation -- x . = F{j(1- , _o ._, .. 0 0,x .. ) o. - n · 
and is.functional, that is, , .. ZF c'vv1 ,:.·.,v )(3!v )DF(v·,v1 , ... ,v ). · n o o __ n 
·, ZF · . · '· -- ····-- ... Then by the lemma in Appendix I DF is also a rr1 ~ ~ormula since 
· I z F '\, DF ( v , v 1 , . . . , vn) ~ > ( 3 v 1) ( 'v v . 1 = v A DF ( v · 1 , v 1· , . G o , v I J • o n+ . n+ o n+ n 
Hence DF is L - absolute and the relativization to L of the 
proof that DF is functional shows that the model is closed under 
__ F_.Q __ - -- . ---- ___ ,_---- --·--- ----------- -· .. -- -·- ---- - ... ---------- --~---------- ---- --- ------ --·· ---- --- ·-·---------·----------- ----- --- ---·· -~ ·-. ~~----- -- ----. ·------------- -
Remark 2: The I 1 - _. formulas have another· important property . that 
is used in this consistency proof: that property is their cardinal 
boundedness .. A set x is hereditarily of power at most K if 
- - = x < K, y < K whenever y e: x, z < K whenever z is an element 
~ 
- -
--
of an· element of y, and so one The-theorem says.that whenever 
a relation R is definable in ZF by a yZF - formula, I.JI K ·is 
an infinite cardinal, xl,eo Q,x are hereditarily of power at .most. 
- n 
K, and (3 y) R (x1, ... ,xn,y), then there is Z hereditariJ.y 
of power at most K such that ~ R ( x l , e • a , x ·, z) . " n . 
;·--,.. . .. 
The axiom of choice is required for the proof a It follows 
that a fu:nction F. defined by a riF- fC>rmuia cannot raise the 
.l--•. 
'\ hereditary cardinality of its arguments o · The power-set operation 
"'' 
.. is therefore not .. lf F definable, nor is the operation aleph on the_ 
.. . ·t 
. ;,, 
ordinals. It is this t,heorem plus the :- l · - definabi li ty. of 1 I L 
thft yields the generalized continuum hypothesis for the ~odel 
--- - -- - . ------
- - --- ... --- --
of constructible sets. ·Thts theorem-- in its. p·!eseht form is. due t~ 
Azriel Levy. and the proof, . base~ on Godel' s original pro_Q_f of the 
? .. 
\ ·, -. 
,, ,,,,;·i... 
I. -
. - -
,,, . 
-C---,--.. ' .... , ... 
------- ---- - ---- ·-... -·- --;;------:--.J.C....__.-
\ 
.. :..·· 
.......... 
,-. : 
,· 
r ., 33 
·- generalized continuum hypothesis for constructible-sets· is :found 
in Azri-el Levy [A hierarchy, of f9rmulas· in set theory]. · 
· 5.1 Definition:· TC(x} = U F(n,x), 
n< w where F(o,x) .= x, 
F ( n + 1 , x) = LJ 'F ( n, x) ' HC ( x) = TC ( c) , -the 
· · Remark 3: The function TC (x) , read, the transitive cios:ure of 
x, gives the-smallest transitive set containing x ·as.a subseto 
·········-····~ 
The form of the definitiori shows it to be formally definable in 
' -~- ... ·--·-·- -- . - -·-· . - - ---- . -
ZFj in fact, the Api,~DdiX ShOws~rr·Fo he ·11·- aefiifa.Dre;--~ ·.· ~~-- -------
.. 
function HC(x) is definable in ZF plus ACo 
5. 5 Lemma: Let Q be a I0 - formula in ·n free variables, J.et (vk) 
vk be a variable not in Q and let Q be the result.of 
restricting all q~ti~ers to membership in vk. Then the 
• following can be proved in ZF: If a 1s a set, 
isomorphism f~om' a onto a transitive set b, 
(a) Q (x1 ,ooo,Xn) Q(~(x1),c, o,~(Xn)) for all 
. ' 
thetl 
((D,,.) (v
0
)) 
(Q .(v1. JO.•o,Vl. )< >Q(vo 'v. ,·•oo;v 'v10 ))e] 
1. n 1 1- 0 n 
0 1s an e: -
Proof: The proof ·is by induction· ori the. number of .occu.rrences 
of '\., -+ _u 
. , , V • . . . ' It is obvious for formulas (v. ev .. ) , (v. = v. ) , 
·. 11 12 . 11 . 12 
" 
,r. 
. 'lb,. . 
~Jld the passage_ from Q1 and Q2 . to. ("' Q1) and (Q1 .-+ -Q'2_)_· .. _is_ ____ .~.-. "· ~-_-~~-·~···------
immediate. Suppose Q is ('v'v)(v~vi. -+Q1 (v,vi , ... ,vi)) and 
. . J · 1 n 
> ,. 
. _(,' _,.,. 
s ' 
~-----------------------------· ..._.... ________ _ 
., ........ ~-............... ··-·· 
•/ 
. I 
-.. 
and - (a) . xl' e O O ,xn g ao Then if "' Q (xl JOO O ,xn)' there is 
U E a 
- . (a) . 
xj such that ~ Q1 (u~x1, ... ,xn)o By the induction 
. . 
hYPothesis, 'v Q1 ($(u)cj>(x1), ... ,cj>(xn)), Thus 'v Q(cj>(x1). .... ,cj>(xn)). 
Conver~ely, _If_ "' Q ( ct, (x1), o •• , <P (xn)) , then since b is transitive, 
· .. 
---~ -· -
--------
. ·- ____ ..,. _______ -----------
5.6 Theorem_ (Levy): On the cardinal botindednesso Let A be a 
' . -· 
lZF - formula in n+l 
---~,-,-.,,;·-,:.,,.· -:.~. -..,..,,... ___ .......,...:-~~ ~L------~---- --------· -- ---~---~-- ~~-------"--" ~- free variables. Then the-following can be 
proved in ZF plus AC: If k is an infinite cardinal and 
.. 
mccxj) .:: k for 1 .:: j .:: n, then c3 Y)A (y ,xl •. " 'xn~ < '> ( 3 y)l 
(H1C ( y) _: < k /\ A (y , XI ' 0 • . • ' X ) ) • 
- - n 
[Formally, for ZF - formulas in v. ,••o,Vo ' 
11 in-
AC I ZF (Ca~d(k) /\ k > WAC A1 . HC(v. ) < k)) + 
- I \ <J <n 1 .. , -
. . -- J· 
- -* ( ( 3 v·. _ • 
1 ) A + >- ( 3 v . - ) (HC ( v . ) < k._ -I\ A) ) • ] 
, o 1 0 . - 1 0 - - · · 
Proof: It suffices to establish the theorem from . l
0 
- formulas 
Q. For s~ppose (A~ ) (:/v)Q') 
( 3 V') Q) 
in ZF. · Then ( ( "3 Vi ) A ( ~ 
0-( 3 V . ~ ~ V 1 ) { _ 3 V e: V ! ) Q '- . 
1 
' in .ZF, where Q is 
0 
Take v' =·{V. ,v} to establish the equivalenceo 
1 0 . i'. 
. . . . .. 
assumption AC, Card(k) ~ k ):_ w, it fallows .. that 
-' . 
. . . . ' 
Then-under 
- ..... ·:.· -·- f 
· (3Vi )(UC(vi ) ~ kt\A) ~ >~(:lv') illfli~'L_: k A Q) in, z __ F_. _ 
--- -- -~-~-------:· -~----------- --Q---------- --o-- --------~----- --- . 
• 
·1 
'• .:._·,,: . 
-~-.. ,, 
•• ,:, ..... J .. )_; 
/ 
·,: 
., 
.... 
.. ,: 
'''''"'"\: •· 
~ .. 
:,.._,.._ .. ,., .. 
--- - -- -
--- - . ~----
__ ;__,',_;,, ·--- ;...~ ·- -.:--· - -
. ·,, 
\ . 
---
., --· 
;:.. 
I-Jen~e t}le theorem for . Q . yi,elds- th·e· theorem for· A • 
~ 
• l ,. 
. 
TQ continue with the proof, · suj;>po~e. , Q • 1S a l ~ for~ula 
0 
in n+l variables, k is an infinite cardinal_, HC(xo) <k, l<j <n, 
' J - - -
Let w = TC({y,x1 ,eoc,xn}). Extend the 
.;3_5: 
... 
._,, .. . ·--~---- ·····--···- -· ·---· ·--·------· . ······-- -- --,.----· -~ --------------·--·· .·. ·. . . ; 
---- · - ---------- - -·-~--'-~--- "lan~uage·--crr---· ZF·_ , qy --aaJoining individual constants u for 
-•·••~•• . •••• w-•··•'~·,_.,g._. •· · · ·-•·.s-·---, --' -- ·--.- •·-·.11-·- ,,',. _;_ 
u E TC( {x 1 , .- o o ,xri}) ~, Let . r consist of the two statements 
--~~ _v i_ __ ! __ ,_g ___ (y i--" x 1 ,. __ ._ o ,xn) and the axiom of ext_ensional i ty~~ Then o· o - · 
the- language has as most k symbols and by lemma.3.1, M=< w,Ew,I > 
is a model of r, where e: ·i.-s. the members-hip relation restricted w 
to w and • I(u) = u for u E TC({x1, ... ,xn}). The Lowenheim-
Skolem theorem in the form discussed in section 1 says that there 
is a substructure M' = < w' ,E , ,I > 
w 
which is also a model of r. 
of M having power _:: k, 
Let C = TC({xl.,,e,,X }). Since each u E c· is the·denota-
. n 
tion in M of the constant. u, and since M' is a substructur.e 
of M, e S: w' o According to t·he principle of definition by re-
cursion discussed in section 1., the relation ~(x)~{$(z) lze: n w1 } 
defines a total set~ functioho Moreover; ~"w' 0 ,., • • 1s a trans1 t1ve 
set and it can be shown using the induction principle for sets 
that- is an E - isomorphism on W' which is the identity on 
c .. F-or let , the property C,(x) be defined by 
\... 
-- ----------- . ---·-----·-d-·- ----
-~ -Suppose· C(z) for all z Ex. Th~n if x E,C, it.foll()ws that· 
·,, .... '-"· 
./··-----·~. 
, .. 
~-
.. I 
•• -··/::.,,.; !• 
·"----~ 
....... ~ 
,: 
-·-· ·-
·• 
... -;.-
------- -----~ ..... 
,.,,,., .. n 
• J' 
~-
.{ .• 
~· 3.6 
. . 
· . .. ::-,,. .. .. 
~--
·.,· . 
. 
'·cp.(x) =· {<f>(z} I ZEX n w'} = x~ If x E w' and y ;. x, y c: w' ; then 
since the axiom of extensionality holds in M', either there is 
... 
. zt e w', z 1 E y-x or there is a z2 E w', z2 E x-y. In the first. 
case,. cp(z1Jc: ,~(y) but cp(z 1) ¢ '~{x) · since the induction 
hypothesis implies cf>(z 1) # cf>(z) ·~or all. Z E· X n ~' a In the 
second case, cf>(z2)c: cf>(x) but ~(z2)¢ cp(y) for the induction 
" hypothesis applied t.o z2 .~·ays that cf> (z2) F <t> (z) for all z .e: y .• 
Hence <t> (y) .=. cp(x). This completes the inductive proof of 
( r:f x) C (x} m .. 
According to the lemma, Q(w')(z-,xp···,xn)( ~(cp(z),x1 , ... ,xn) 
where z E w' satisfies Q (v O ,xl·' I I I ,x ) 1 . n .. 
is chosen so that z 
0 
:, 
in M' o we·have Q(cp(z),x1, ... ,xn). 
But cf> (z) . . . l'h"w', .1s 1n 'f' a transitive set of power 
J-~C(~ (z)) ·< k o 
-~." ; 
•.:.. 
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.HYPOTHESIS FOR THE MODEL OF CONSTRUCTIBLE SETS 
. 
.... -
At this point we need the s.trpng form of the result in Appendix 
II: The li ~ definability of-the function L generating the 
-- -------------- ---eenstructible sets,-regarded1 as a tot~l set functiono So the 
formula Vo ~ Lcvl) is a lip - formula and ,. ZF cVvl) (3\vo) (vo;,tcvl). 
Therefore the formulas v ~ Lev 1) and _v o~i.,cv 1) are IiF n nf~ _- --··-C·-··· "·~-----------. . . - 0 
. - - ---- ---·. - ----'---- - --
formulas a 
6 .1 Lemma: It can be proved. in ZF that· every. ord:rnl is 
constructibleo (Formally, ,. ZF ord(vi)-+ L(v1}e) Moreover, 
.,, 
' {~ I ~ e: L ( a) } = Ct e 
-· Proof: The pr.oaf is by transfinite induction on ordinals carried, 
out.within ZF" It goes by formalizing the following informal 
" proof" Let C(a) be the property· {~I~ e: L(a)} ~ a. Obviously 
C (O) o · Assume C ( y) for ~11 y < a" . '.i, ~~; ... , . . . If Lim_a: _(a) -; then 
· . ft_ I ~ . e: L (Ct) } = · U - {~ I E;. E L (w) } = U y = Cl • 
-· ·- · y < a - · ·, y < a If a= y + 1, 
~- ·e L(a)· implies ~SL(y), hence ~ <Yo_ But .. YSL(a) and 
., y =· · {x :e: L (a.) I ord(x)} e: L(a) o Therefore in this case as we11, 
_, {~ r, e: L (a) = y .{ y } = et " Hence C (a) o Q o E " D " 
_) 
6. 2 Theorem: . I ZF 4v ) -+ L (v _) (L) " -Hence tv'- of section 2 •. 0 . 0 , -
. ' ' . . Proof: The formula L(v0 ) is ~v1) (ordfv1) /\v0 e:, L(v1)). 
. . . .. 
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........ -:-------- ···-.·-··cc---::,-·--·•-C::·,·::---·-··--··· Since o"i~d(v"l") . '·is a -~----I-- ... __ . ·~:forJ11~i-~- ~nd ·v--·;··~--L(vl) is a . 
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corollary S .4 and lemma 3.1. · ·The relativization of L reduces to 
. '' (3v1) (o:i-d(v1) /\ v0 e'. L(v1) /\ L(v1)) under the assumption L(v ) . . 0 
This-in turn reduces to. L(v) using the lemma above.· 
. 0 
Rema~k: The assumption that every set.is constructible is called 
the axiom of.constructibility: 
V = L. 
.;ti. •• 
1_ . 
--·--- -------------- . ----
·- --- -~ --~------~--~~--·---·-·---- ---- ..... - --- .. . - -
• • ··-·------·····--~-. - -·--·-------- .-~---------··-------· ·-·- -- - 1 __ --------. ··-· -·----<--~,.... "":· .. 
.I.' 
. ~ 
_j,;--
,: 
Godel' s program for proving the · consistency~ of GCH and AC consists 
' ! 
. ..... ·i 
of proving the axiom~constructibility implies the GCH and AC. It 
· is then sufficient to establish the consistency of the axiom of 
constructibility with ZF. 
It now remains only to show I I ' and I I I' of sec-ti on 2 .-
. ' 
axiom of choi-ce _follows from ·the assumption that says that the 
.. 
constructible, is an exercise in ordinal arithmetic . 
done by defining within ZF a function W ·such that 
it is provable within ZF that every a~ W(a) is a sequence, not 
set • every lS 
This will be 
-
necessarily one-one, whose, range is L(a) .1 This imp.~ies that a 
·strong axiom of choice holds for the constructible sets since 
. -
the.linking together of all sequences. W(a) gives a ZF -
definable well-ordering of the ent"ire constructible u~iverse. -~ 
... ; :" j . 
6. 3 Theorem: _ There is a ZF definable function W such that 
. I Zif ( V ) (S~q cWca) ")lg cW(a)) ,; t(~)l ._ · __ ------------ .. 
a ----------------~- --- --~---- -- ---~~ 
--·---~~---~---;---·~----------- - --
,. - I 
.'J>· 
• 
,,. .. ,. 
,. 
~ . 
(. 
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,, 
\· 
_.,.;: __ ,,. 
.. , .. ~ .. : .. 
.,.... •: -~ 
. ' 
,' ·~·. . . ' .. ~-~--- -,----·-
' 
. 
. 
' 
•t::,;.•.,c. 
n.·· 
-.-... ! 
•. ~ 
.,;.. : '; 
.. ~ :, • ,• .,. ;•' . ·. ' 
--·-·-··•._., __ __,,,,., .,;_ .-- ... ·.--.•--r-~-"··•-.,~•~ ..... ,u.,,-,.,·•--••··' 
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Proo£: Using the. defini·tton o:f L~ taken from Ap:pet1tli1::, Il .... ':is:-: 
L (0) = 0 
L(Cl+ 1) = {s (L(a) r w, z} lw 6 L{a))lt w, z $ £~ -
-L{ti.) = LJ L(~) if Llm(A) 
~ < ti. 
~· 
Frnla} 
39 
The meaning of s · is irrelevant to this proof, The set X-- Frnla 0 
of Godel · - sets of I·0 - formulas is obviously denumerable because -
·.·. . . : . ' . ·-· -.- . . -~-... ~.. -- -·~-~-- ~- -----~----------· -·--····-·-~·--- ~·..!.··---·--·~--.·-~ .. --·--· -·~ 
.. , ·- _\_., -~ ·-· --------
---·--·-.. ------·"-' .. ' .. -- ___ ,. ____________ , .... - ---· -··~·--'--~ .:··· 
.. 
.• -"-o'" .. 
. -~. :-:. 
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every element- arises from natural numbers. by formation of finite 
sequencese Let's enumberate Lo·- Frnla in a sequence of length c.µ. 
Then L ( a+ l) may be rewritten as · {s (L(a) , w, s 'k) I (w, k) e: (Un <w L (a) n) xw}. 
If -~'b are sequences of length. a,S respectiyely, let 
ib be their ordinal sum (t·o Join .. d-t l_ink together) and 
a © b their ordinal product. 'Then Dm (( '~J: = a+S, 
Rg (a"'t'b) = Rg (a)URg (b), Dm(a®b) = a•f3, Rg(a® b)=Rg(a)x\(bJ. 
If < aE; I E; < s > is a· sequence of sequences aE; of 1 ength a E;, 
,--....... 
let E;. < o . aE; be ·their ordinal sum (to join or lin~ · to~ether). 
Then·· Dm(E;~ aE;) = LE;< 0 aE; and Rg(~ a,) = UE; <O Rg(a1). 
<',,') 
Firially if a is a sequence of length a let E(a,n) be a 
sequence of type- a exp_n (ordinal exponentiatton) e11umerating 
. n 
Rg(a) . Then each set L(a) has a natural well ordering· W(a) 
of length P(a) where: 
ii p ( 0) . = :' 0 J 4 ' .~ .... . . .., 
.:·· •. 
,l-·' _ _,__- -··----..,---;-
\ . . '> 
._.... -~ ~ ·. -... ,.. . 
P(~+J.) = l P(a) exp n). • w, ··-.. ~·· .... .:.. .. ·. __ ·'-----~ 
- ------.~ .. --n < w · ---- ------ · · 
.,, \ 
. '"" 
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..... .., 
' I 
•... -----_'.") 
'Y: J: 
-.,__ 
-:,. 
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i· ' 
-~ 
-·-·· --- ----------------~ :: 
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. , 
~ 
.. 
• . .J ·~ 
{ 
,'r 
., . 
!• ' 
. I 
z 
" 
.... -.... _ 
''· 
:P.(A} =· l PC,) if Lim(A), 
; < "-
W:'(b.J:··· 7. ·.o, . 
. -----
., . 
W(o:+1) = < S(L(o:). [d'µJi, s'[dµJ 2 !µ < P(o:+1) > 
.. 
/ 
" L 
i',. _,.':···· 
•· 
where d .=: ,. ' E (W(a) , n) ® 1 , 1 being the identity - .. 
_n<w w w 
sequence of length 'W, 
-
) 
. ~ 
.. wcA) = "' - we,). 
-: . . ' < > . ·. -·· - • .. _ --- -·· · ....... __ ._ .: ..... _ ... -1;:; ·.-··. ·-· .. -.-·. ----· ,_ ... . ·· .. -=-·· -------------------- - ... -- - -- --~-- --- -- - -----.-.. _~--- ... ------------·----~--=. 
(The notation is taken from Appendix I.) The functions 
•· .-.. •· •. . ' 
appearing in the definition of W are al 1 ZF - definable and ·the· 
• • • • theorems needed to prove ZF Rg(W(a)) = L(a) are part of the. 
basic development of set theorye 
6, 4 Corollary: j ZF c\/ v 0) L(v 0) + AO. CH I of' sec:tJon 2,) 
Proof: Let x be any constructible seto By lemilta. 3:o2 there is 
an ordinal ex ·s:u··ch that x<;;L (a) and by the theorem W(a) well-
orders L(a) ~ that is, W(a) is a sequence of length P(a) who$e 
range is L(a). If we fix an element y E x., . -then the following 
sequence has range x : For y < P (a.), 
· F(y) = W(a.)' [(min ' < P(a))('(W(a.) ~~) · E x ~ F''y)J _i_f·ix:·' - F"y '/, o·., y 
otherwise. Hence x can be well.ordered. ·Q. Q.E· D ·DO 
Remark: It now remains only to prove III' of section 2, 
I .• - ~ 
. . 
. .·,·, 
. ' 
!, ' • ,., ''.'"'" ~-
. .., 
. III• .1 z~ cc\(v i) L(\) A AC) .i. GCH, . , . . ----", . ~\ ••. .. r; -~--'11 ~ ">· .I ••• _____ _,, ·-· • • . --~~ ::-· r-3·. ·- . 
says that .t.he -generalized continuum hypothesis follows from the 
assUJI1ption that every set is -con.structible o Since the axiom of 
" . 
.-r. 
. ., 
; 
'· 
... 
I) . 
··-· :-
'Ii)'• 
"i; 
~ . ..---~~· ··~---··-- ------ .· ... ·'' -._,-_: ·-· ·-~····-····_. _-__._;.........,_· .. :.··-c>-··-·-· ... ·~-----·---·--.~- .. _:_ .... __ «-~--- .. --;.·-~-. -.,--· ...... --~---. ,;-=: .... · ........ __ .. ,. -~~:·-- ----
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... 
' 
· choice is now available to us. Let 'v 'v be the relation of cardinal 
equivalence. Using the -axiom of ·choice we can show that for 
infinite ordinals 'v ~ 'v f' 11 a , a 'v a + a ""• a • a 'v a exp n or a · n < I,\. . w, 
. and a ~ t a exp n. Therefore trans:fini te induction on a . ln< w . 
l'\J 
shows that a·~ P(a) for infinite a, P being the ordinal 
·! 
. -....R function just defined in the proof of theorem 6m3o But since 
~ 
_____,.....;__..:...c.· . ..c-· • '-'------·-----
- - · ·--- ----- --t-ca·1-· -11as. an enlirne-rat1~on· .. -o_f 1-engt1y---p1ar--·-a.na-sinc-e ---a ~i 1aToY - _- _- -- ·· -· 
lemma 6 e 1, it fol lows that L (a) R1 a. 
. . •· . 
ZF AC /\a~ w-+ 'L(a) -~ a. 6.5 Lemma: ..... 
6,6 Theorem: I ZF {('r/v0 ) L(v0 )/\AC+GCH. (III of section 2.) 
·Y Proof: The following informal proof.can be carried out in ZF 
set-theory Cl L,et P (k) + be the power~set,of k, k. be the next 0 
cardinal after k, assuming k is an infinite cardinalo It is 
required to show P(k) ~ k+, but in view,of lemma 6.5, it suffices 
~ 
'to show P (k) SL(k +). This follows by Levy'' s Theorem 5.6 and the 
.. ,/ 
l1 -- defi.nabi f i ty of L, Appendix I I. if x~k, then : < k For· X 
-
.; -, ~ · -an-d elements of x are ordinals less than k, so HC(x) <·k. · ., -
..... 
According to the theorem, ( 3 a) (xe:L (a)) t > ( 3 ~) ·(HC (~) ~k·A xe:1L (¢t)) , , -
using the fact that the condition Ord(y) is L
0 
_ and x ~ L(y) 
. · tZF 
- 1S l 1- ' 
. -~· - - ... .. . ' •• J -0 IIO"" ··,.' ·.- ,_. ,- .: •• , • -·' ........ --~ -··· 
But as.surning _ the axiom of constructibility, (3a) (xe:L(a)) . 
1~· •• ,-- • •. . -7~··-·· ... ~- .. -- . 
· .. • ··:····: ;; .. - ·-· ... 'f"''" • ...,., • ' r oi, 
~/ 
- •• l. 
' . 
holds for . . + x, .. and for all ordinals . a, HC(a) < k• )'a, < k o 
-
Q.E.D. 
,· 
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Remarks: The proof that L defines a transitive inner model of 
. ZF was g"i. ven so that the same proof works for T, a formula 
OS 
defining the minimal model of Cohen [7]. 
. .. 
6. 7 Definition: -· Let: :T, l>e-d-efined info·rmally oy ·oraina:l 
recursion as T(O) =. ,cµ: ·U: {v.}}, 
T(a) is the set Of all su~se~~_,,,~~--ECcxL_=-ld_~ 40 T_{$) __ h3:yin-g_ 
,., ... , 
.• 
·• 
~-
·---'-----------·--· 
-- -- ...... w. --~-·----------.-:----=- -- .,-.. --------·--f"""'T"---------.---~ .. -~--
"'· 
one of the forms 
. . 
( i) {x , y} for x ., y E C (a.), 
(' :.;, .~- ,·) 
."11- U x for · x E C(a), 
f:iii) .· {y: E .C (a) I y ~ x} for x: E C c· a·).· •.. 
. . . , 
.. ~ ... 
,· . 
(iv) .. {y E C(a) I ( 3z E x) Q (Z,Y 'TC!\)' ... ' reek) .a.1,,; ,'!,an)} 
-Whe.r.e Q . is a . Io - formula, x, al •... ,an E C(a). B:p·. ,,ek < a, . 
. and ( V z E x) cJJy E C(cx)) (Q(z,y 'T(Si)," .• TCf\),al' ... ,an)). 
This definition can be fotmalized in ZF only through the 
use of coding in order to bring in the infinitely many_:sets of' 
,, ·' 
~tep (iv) o The fourth set of: subsets can be defined as 
· {s ' ( < T ( !;) j 1; < a > , x , w 1 , w 2 , q) I x E C (ex) , w 1 E: {T ( !;) I < a. } )I w ~ · · w 
_, :, ' Wit C (a);, ' q £ I~ - Fmla} where s I is defined by -cases as . ... •. ....__ -, . . ~,; 
.. ·.-, .... ' .• ' .... 
J . 
s
1 (f,x,w1,w2,q) = {yjy EURg(f) /\ (1ze:x)(< z,y r~w2 Sat ci)} 
if Var(q) S; 2 + Dm(w1) + -Dm(w2) an~ ('tjze:x}(3!y EU Rg(f)) 
-- ~ . . , .... 
r "'~-"'- ...... (< z;y > · w1 . w2 Sat-· q)., and is O otherwise. Since the ~ . ~;... . ~ . . 
A . : . 
satisfaction relation for I -. formulas is L n IT - definable, . 
••• -···•-• ...... -. •••·•••••--------- • •·• ·-'---- ·-·-••••••-•••••- ••••-·--·-••--~-·-·--•---·------·-• •·•·•-•• ··-·•• ---•-•- • -·~ .... --··•••~--- ... 1 .. ·•••~••· ._ •--•- • -•••••-• •••--· C ·--
the definition of ·,T(a) can be put in the form G(<T(~)I~.< a. >,ex), 
,· 
.. 
. ... /." 
'\ 
d 
I . ~c 
'• ·-·~· 
' ' 
ii( 
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·where G is !1 - definableo Therefore the following thebrem. 
6.8 Theorem: The function A is a l1 ~ definable total function. 
,The analogue of lemma 3.2 for· T is proved in much the same 
way. as it -was for L. For example, t'o show that the T ((),) ar.e. · 
C. 
' 
. 
transitive, one can _proceed by transfinite induction within z;F ~ 
. ' . . ·:· '•' 
·"--~ ---------·-· lrs·sum·ing-·--·--t~\l-e---~ aj-···Trans .. -cr-(m--;---·n-·-fo 11 ow·s-ura~-rrans·----cc-ca1) ._ .. ---------c-..,,-~.-,,.,. . ...,..-,-..,--.-_ . ·--·--- .. -.-
- ~-- .. ,-:..-: ..... ·~- ·-.: 
. ;J 
.. 
since unions of transitive sets are transitiveo Every el_ement 
of T (a) is a subset of C (ct) , so to show Trans {.T (a}J it 
suffices to show C(a)~T(ci). But x e: C(a) impli:es 
, 
x = {y E C (ct) J ( 3 z e: x) (y=z)}. ·This set has form (iv) wit:h·'"' ·. 
• • Q. = Cv O = V 1). 0 ·Thus X e: Tc~) . With the proof of the lemmas 
:in Appendix II, this argurnertt can be carr-ied out in ZF. The 
.proof that th_e formula T(v0) d~f.;Ln.es a transitive inner model 
for ZF is so· similar to the corre·sponding proof for L that 
we omit it hereo 
6.9 Theorem: L.et T(v ) 
0 
be the formula c 3 ct) cv ; r.c~_J) ~ 
0 
Then T(v ) 
' . o- defines a transitive inner model. - "' . 
Remark: The minimal property of T · is that · · {x IT(~}} ··is the 
smallest transitive collection X· of sets such that the axioms ~ 
. . 
ared satisfied in 
"r-\; .. ~- - .. . . -~ . . . . • .J, 
- •. 
,< X, e: >. · This is a semantic condition 
, X . . . ··-
{ 
.... 
not expressible in ZF~.- Thus theorem 6 .• 11 and its corollaries 
.... . .... !'. 
-- --
- ~-
.which will follow 1·ater are theorems about models of ZF and 
req\lire a s_tronger ·metatheory than ·has been used up to this point .. 
-~:-. 
1 
,, 
,._~-:i,-
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The main consequence is that· if B 0 •. 1S a ZF formula such that · 
' 
. I. B (T) . I B{L) h h . f ( ) ZF ; or · ZF , t en t ere 1s no ormula M v 0 
defining a transitive inner ·model such that · I · "' B(M) o Thus 
. ZF 
the method of transitive inner models will not give a proof of 
the ·independence of the axiom of choice or of the continuum 
hypothesis qr of the axiom of construct~bi_!i_tYo 
---------- -~ --- - ___ . ___________ _..._,, .. _____ .,,.... ......... ---------~----
-- ------~----- ---· ---------..-- ~--
. --'- - ' ' ·:··.- ,·- .... --~ ...... _. ,.·. 
Proof of Theorem 6.9 is given.her~~ It is taken from tohen [7], 
uses semantic methods, but· such methods.are not necessary& It· 
is just that a proof in a weaker rnetatheory requires more 
formalization than c·an b.e given here o The· corresponding result 
for Von Neumann-Godel-Bernays set theory was given by 
Shepherdson [6], but this theory has finitely many.axioms as 
the predicate "the axioms are sattsfied~· in < X, e:X >" can ·be 
( 
rendered without coding. Thus·the notion of.complete inner model 
used there is not equivalent to our notion of definable transitive 
inner model of ZF and the argument given there does not carry 
over without the use of semantic methods. 
The formal analogue of the minimal property of L ,., tlie ·fact 
that L is the smallest transitive inner model containing the 
' ,,,,.. 
ordinal~_, is easily seen to be provable_ in ZF. For sl.!ppose, M(v-0) 
defines a transitive inner model .. · 'then r~lativizing a proof in 
. 
- ,.. ~ .. ... - . ·. ' . 
. 'r/ ~,, . . . .. . . ' . 
_Z~ ____ 9f ____ { ... ~) (_j ,.v1) .(v 1 = . L (a.)_))_ .. and us ing-.. -th.e---fact--that ...... 0-r.d---and-- --------· 
·, i. are M - absolute, we have I ZF ('r/-a.) cMca.) + M(i(a.))). Hence 
('r/ a) (M(a) -+ ( 'r/ V ) (L (v ) -+ M(v ) ) . 0 0 0 
1 
J ~· • 
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._r .. 
.• :"· ' 
',,/ 
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·) - .. . ... 
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The satisfaction sign is needed at this point O If A 1.s a-.· 
ZF: · - formula in variables 
then ~ A (x , o o o , x ) o n satisfies :1t, (X ,ooo 1 X) o n means 
J:: X A (x0 ,. ~ , , xn.) -means {x0 , ••• , Xn) satisfies: -A - in .,::· X, EX >. 
The latter notation will only be used when x,r' o ·o. o ,-x··n e: Xo If 
F X A for all axioms A of ZF. then. o_f course r ZF B I= X B. 
rf X .. .. . d B o . \ZF n ZF f · l , moreover-, 1s trans1t1v,e an . ·· 1s a Li 1 , rr 1 · - ormu a 
and x1,ooo,Xn e: X, then arguments like those of section 5 shows 
that/:= B(x1,.,.,xn) iff 1=B(x1 , ... ,xn), If F is a I1 l . 
definable total function then X. i:s c1:osed: und·e·r· F o 
6010 Lemma: . ·. 1S ,a if· .X For formulas 
collection of sets, Y =: {x e: xJ F X M(x)}, and x1 , .. , ,xn e: Y, 
then }:= X A (M) (x1,.,. ,xn) iff \:= y A(x1,,,, •-\t). Therefore if 
M(v) defines a transitive inner model of ZF., and 0 
Y = · {x IF M(x)} then j= y A for all axioms of ZF. 
Proof: This is proved by a trivial induction on Ao 
6.11 Theorem: Let X be any tran~itive collection of sets·· suc·h 
that ~ X A for all axioms A of . ZP, Then LJ a T(a) C X. · 
. . --
P.roof: Since T is a I1 - definable total function, . X 0 lS ,a 
' 
. - ... • • .. .• . .. - •· ~ .o:I. . .. ,,,. . ' - . 
c'iosed under~;, To .. __ If'. a'i 1 ordinals are in ... :"\ - .. :-.-.... .. ,,.:..,_.~·,-- . X then clearly 
~-JJ a Tea)~ X. -· ~uppo~~-··-~h_en __ ~_hat. Il(?~ -~-~! ____ ~!d_i!l~!~- a!_e ~in ___ x and 
e = u ae:X a. . Then Cun C: X . and . {x e: XI F X T (x) } = ' . 
· · {x. e: XI (.3 a e: X) ,{x e: T{a))} = C(S), Since .J ZF A (T) for all 
·• I ., •.~ -··,-:~· 
..I 
'· 
....... 
• I 
._,. 
·;. 
..:.;·, 
.... . . :...: .· ·,. 
. ..... . 
,. 
•. , 
; 'I 
~·~.- .. ·.-_··---.:.:·.·,· ... ·. 
·,. 
axioms A of ZF, f=. X A (T) .· 8.nd by the lemma 
~. . 
(*) . 1-- -A for al 1 axioms A of :z·F" .•. t- C(S) 
Now, we go on to show. C(P) = LJ a. T(a.}. 
c·onsider u e: T(S). ~ :l,:f u arises from ·(:(S) by 6 •. 7: {i) ,: (i:i)-, 
(iii), then U E c:(S) . because (*) can ·b.e u:s~q for th·e :pairing ax.iQill_~: 
·:Union axiom, and power-set axiom. respe'Ct::i·veJy.9 I.·f· :u :ari•se:s ·by· 
(iv) of definition 6~7 we may assume ·-u. = s;-:':(<T(~).J:~< :s ·>_,x,w,q.). 
42 W· 
Where x E C(S), w e: C(13)/' , q l0 - Fmla, Var {q) _:: 2 + Dm(wJ, 
( ~ z e: x) ( j y e: C (13}) ( < z, y ,r w Sat q). The parameters t(~J, 
, < S, are· missi_ng because C(S) is closed under the 
£11nction T by .{ ~) ... Th~n there i:s n .. < · -w , a 1 , . o .G .• , ·a-... · :•s c ( $) , · strc·h . . n .. . 
.. 
that w = < a 1 , .0 c ff , an >·: and the re is: a l · - forII1u1a- Q. ·s:uch: 0 
that q = rq,, the free variables of Q are v0 ,v1 ,v2 ,,,,;v1+n; 
and Ct/ z e: x) C 3/y e:. C{l3)) , ( ~ Q (z ,Y ,al' . , , ,a.OJ). But I= may be 
, replaced by F C(l3) and by (*) F C(l3) ( \/.v2).Cv2e: v1 + C3}v3)A) + 
(3v0 ){\lv3)(v3 ~ v0 ( ~(~v2)(v2 ~ v1 A A}) Where A is 
The antecedent. ·is t.r·ue.- in. ··C-($) fo.r 
' ,. 
·•"' c' I 
(;x_·, a-i , . D o , an) 
_:.f • " - - • 
and u is the corresp:onding- v. :• 
- ..;. ., . - ·,. - > . 0 ; 
Hence u E·-·c cs.J. 
We now have T(S} = C(S+l) = .C·(S"). Ct>.nsider u E T(S+l). 
If u arises by definition 6 ~ 7 (.i) ,. {i~)., (iii)', then u · is 
""'.,. 
. ' 
.\." 
. already in C(f3) n: .If u · arises by definition· 6.:..7 (iv)., w:e may 
... .. 
. 
. 
X 
·. . .. 
. 
' . 
. _. ·. - C---------ASSUm-e-· --U--=---S--~-c~----''t{~~-J-~--~--~-a-->., x, ~-T{S) >.,. w;- :-q}- ---whe-re----x~---e:-·-e-c-a;--,-- -- -- -------------·-.. ·-··-·---··-
. 
,ff ' 
• . 
• '• 
. 
-
·w 
w e: C (13)..;, , c( e: ,%0 - :Flllla, Val" (q). ~ 3 + Dm{W), ' 
'l,• 
'1 •. 
- : ·:··.,·°':, ' ;u 
' '···-· 
. ' 
-~· 
,o . 
... :'" 
... :· .,. . 
:· ,.,; 
~. 
,.. 
tVu:x)caJye:C(f3)}(<z,y,T(13rw Sat q). Again th~re is n < w, 
a1,•eoa· EC(B). such that n- w = < a1 , ·D o o , an >, and there is l -0 
formula Q such lhat q = rq-, , the free variables of Q are 
v O , v 1 , v 2 , v 3 , . . • , v 2 + n and ( r/ z e: x) (3 ! ye: C ( 13) ( F Q ( z , y , T ( 13) , a 1 , . . . , an}) . 
_Let A(v0 ,v1,v3 , ... ,v2+n) arise from q by treating v2 as the 
""' 
universe,~ th•t is, by replacirig vi E v2 ., i ~ 2,. by 
• 
• 
v. =-v., 1 ·1 
• • repla~ing v2 E v. or v2 = v. , i f:. 2., 1 · 1 • by 'v (V. = V.) 
. , 1 1 and· $0 
~ ............... 
on. Then for z ,Y ,a1 , ... , an e: T(l3), ~ Q (z ,Y, T (13),a1 , ... , an) iff 
I 
Fees) A(z,y,al''"•an). The proceeding as· in the previous case, 
u E C(S)e Therefore T(S+l) = T(S) = C(S). An induction on a 
now shows T(a) ~C(B) for all a> So Hence U T(a) = C(S) = X .. a . 
6.12 Corollary. · Suppose M(v0 ) defihes a transitive inner model 
L- (T) · (M) .. 
of ZF. · Then if ,--B · then not I ZF ."' B • 
Proof: If ZF "' B (M) then by theorem 6. 9, and lemma 6 .10, 
~ T.., "' B(M) where T = LJ T(a). co .. (l L,et Y = {xe:T 00 IF T M(x)}. 
00 
Then by lemma 6.10, p y "' B and F y A. for all axioms .A of ZF. 
Sin.t:e ,Y is transitive, T = Y by theorem 6. 11. Hence f= "'B (T) . 
00 
......... , ....... ~. 
Note that if I Tf ( ( 't/ v 0 ) L (v0 ) ), '.+ B then \:= B (T) • For 
we have seen that · (L) . (L) . · ZF B an~ · ~F A .. 
1 
••• all axioms A of ZF •. 
and )= T A (L) • Using the lemma again~ if ·. · · 
co 
Whel}ce F T B (L) 
00 
z = {x~T..,I FT L(x)} -··-· then z. -is .. transiti~e,·, all axioms of -_ZF. 
00 ·' . 
. .. ..:.~J·' 
·>11v: 
... -. 
, ....... 
·~· .. h .. 
,,..,.·J.t""'l. . , 
I 
.,., ... -~·, 
·-
. . 
~ 
:"'· 
. ,d 
. I .-
·< 
.;_ .. 
l 
' 
' pr' ~ ---, .. ~ 
.. ·: 
. ~.;.,.,-"' '"· . 
.. 
··-··-~· .. - ---,--~-·.-· ---~·-· 
·48 
Thus F= B(T). Therefore it is impossible,to· use the method of inner 
models as .described in section 2 to prove.· the" indep·endence of the 
axiom of choice or of the generalized contir.uum· hypothesis or even·. 
of the axiom of constructibility a· The generic mod,e.ls- introduced · 
·--- ---···-··-· --·--··-·---.. -----·_. ______ . .:.._ ... ~~- .. ·-· ----·----·---·--- -------·-- --------···· ... -- .... ~:_,.;o· - ... . . .. . .... 
by Po Cohen to give these .. ind·ependence prq.ofs . are, not inner models. 
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APPENDIX 1· 
" 
A CALCULUS OF· }:1 .:.. DEFINABLE· FUNCTIONS 
Definition: A set-theo.ret.:it:·al relation R., formally 'introduced 
into ZF. by its. defining formula DR, is called J0 - definable 
Cl1 - definable, 31 - definable) if VR is a J!F - formula 
rZF ZF Cl 1 - formula, n1 - formula). ·c-c· 
"'\..· 
,, - './\· ' 
Definition: . An n-place set-theoretical function :F., formally 
introduced into ZF by its clefining formula DF·'· i·s: 
finable cI1 - definable, nl - definable) if DF is a 
·• 
tZF ZF formula (l1 . -· :formula, II1 - . formula). Since it was chosen always }.- ., 
by._ Carol Karp to ass.ume th~t. -~·ei-functions are introduced into ZF 
as a total functions, the !ormula ( V V 1' .•• 'V n) c3l V o)DF (v O 'V 1' .... >V'n) 
is assumed to be prov·ab,le. i.n 
Y . = F (x1 , o o o , X ) • ) . n 
ZF 
. ' 0 (DF defines the relation 
-~ 
The aim of this section is to build.up a useful supply of-
I1 - defin~ble functions and the fastest way to do this seems to 
be first .to make a list of l -0 
I? 
definable relations and functions, 
and then to make.a list of closure conditions that lead from I1 
definable functions to 2i - definable functionso We must make 
L 
a note here, all of the functions-listed here are primitive 
·~ ', · ···~,, ···'·~··-·:·-·"··~· ·:·-,,-~_ !ecursive-set funetio·ns., .. meaning. that th-ey.\~arise from the .proJection.·. · 
,· .... 
\ 
The constant functions· 0 and w, and the pairing and u.nion and · · 
•. 
difference, by cornpositi,on, ·the bounded .comprehension schema appearing_ 
• 
··'! 
' . " ' 
-- :~.t ... ;_· .... -··· 
'\;. . 
j . 
,-
'" 
.0 .~ . 
,. . 
I. 
·· .5· o· ·. ,. 
. . . . ~-
below, and the recursion schema found in section la - . The primitive· 
rec~rsive set functions can be shown to--be.a proper subclass of 
the li - definable functions.(! 
The procedure in this sectiqn is first to give an informal 
definitibn, if necessary, of the relation or function, then to 
write a ZF - formula. in lo - form which the re·ader is expec~ed 
to see is equivalent in ZF to the-definition normally giveno 
Thus the starting relations .and functions 1 - 24 are I1 - definable. 
1. x5y.v1 9,v2~ >(\/v3 Ev11Cv3 Ev2). 
2. u X ·vo.: lJvl ~cVv2 ~ vo)(3v3 £ v1)CV2 .~ v3) /\ 
cv'v3 ; vl) ( Vv2 E v3) (v2 E Vo). 
, 
(x), 0 • . 3. Trans meaning X lS transitiveo 
~ 
;;., ( ~v 2 .. .. Trans (vl) < E.v1) (v2<:-..v1) -· 
• 4. Ord (x), Q 0 an ordinal. ·meaning X 1S 
o;d (v 1) ~Tians (v 1) /\ ( \t'v 2 , v 3~v 1) (v 2~v 3v v 2 ; v 3v v 3Ev2). 
s·., o, the empty set. v0 ~ 0,< )(\/v1~v0)('v v1 ~ v1). 
:6 .• The natural number n, n > Oo 
v. ;,n~ ,CAi <n i~v.) A (\JVlEV )(V.,. vl ~ i)'e o · o /\ V o 1~n 
Replace (i ·~ V ) by the I· - formula c; vl~v ) (v O ; i) 0 ~ 
0 0 0 1 · 
7. x - y. v0 ~ v1 : v2 , >("t/v3~v0)(v3~v1 /\ 'v. v3~v2) I\ 
. .. -. . 
C'i/v3~vl) ( 'v.V.3~Yo"+ V3EV0) i. _. , 
~. . . . 
.. 
' 
8. 
•n 
. \. " 
~;., 
x U y. v0 .; v1\Jv2 ( !>(\lv3~v0}(v3Ev1 V v3E:v2 ) /\ , ' 
' . -----~ ····--·---------------- -·----~-~~-----·-----------·-·---- .- '_, . . -· . · __ . . .·. -
cVv3~V1)<Vi:.vo) /, cV'v3Ev2) (v3Evo). - . c, .. 
:. ······.··,. 
··,. 
···:,,•·1=,.,-. ... ;_,-. 
--·· 
.-··----::. 
·o 
r 
'~j 
·r. ·i-~ ....... 
. ·.: 
.51 
9, xny. Vo~ vl (\vl'· »(Vv·3~vo) (v3~v~(\v3tv2) l\ 
(\/v3~Y1)(v3~v2 +v3~vo). 
:10. 
11. 
.12. 
13. 
'·-, .. , . ' ··._ - ' 
SCx) = xlJ{x} •v0 :;, s(v1)•:i>(Vv2Ev0 )(v.2E:v1 Vv2 ~ v 1) A 
• • 
Vl C::. V A_ v 1- EV • -- 0 f \ 0 
w, the set of all natural numbers., the-first transfinite 
ordinal. v9 '"~,,~~ :,(O~v 0 ) A c\J v 1 Ev 0 ) (5 Cv{) Cv 0 ) A ( ~· v 1 ~v 0 ) 
• • • • • (vl = 0 V c·-3v.2EV1) (vl = s(v2))). . .. 
{x,y}. Vo~· {v1,v2}<.;.vl~Vo/\v2~Vo/\ cVv3~vo) 
. . 1. I 
(v 3 ~ v 1 V v 3 ~ v 2) • 
(x,y), the ordered pair. Vo~ (v1,v2)L ,cVv3~vo)(v3;{vl} 
V v3 :,,· {v1 ,v2}) /\{v1 } ~ v0 !\.{v1,v2} ~ v0 • 
. . " . 
Replace {vl} E Vo by cav3e:vo) (v3 = {vl} and so on~-
• 14. Ord Pr (x), meaning x is an ordered pair. 
15. 
Replace (.3v2.,v3E\)v2) by 
Rel (x)., x is a relation. 
( 3 v·4 EV 1) ( -3 v 2., v 3 EV 4) o 
R~l (v1)~( Vv2~v1) (O;d Pr(v2)}, 
• 16. Fan (x), x is a function. Fen (v1)"'7Rel (v1) 
17. 
cY v2,v3,V4~ IJ \j vl) ((v2,v3)~v1A (v2,v4)~vl + v3 ;, v4). 
Replace ('v v2,v3,V4~l) lJ vl) by c'v' vS,v6,v7~ij vl) cVv2;v$) 
(\:/v/:.v6)('r/v4Ev7) and so on. - · 
[x]:, the i-th coordinate of x if Ord-pr· (x),. 
1 
. 0 if not, . :i. ·= 1., 2 e -
• • - • •_! ,v, .. 
vo = [vl]i<E: ~(O~d pr(V }A (:iv ~ Uv ) (v ; (v ;V--)}J 
----- ---- -···-···-- --------·----.-r,--··-c·-----,,.--.... ----------------~~-:"---~--- --------·--···-··-· -·-······-·--····-···· --··-···-····---·-·· - . ...... ...... . ........... --···········--····------1----- ··---··- ... ···-·---···· --2- -------- 1-------1--------0. 2. 
"' . , . 
( rv Or.cl,.pr(v1)Av0 = O) for i = lo 
0 
--,---- ~------~--·---- - -"- --- -
.. _ ... _' 
-~-
·-:, 
., 
.. . . . . ~ - . 
------------------ ---··-·------·------
- .. , .......... ..._ 
~ '· 
.... _____ .::.at-.. - ... -· ····---·- :..:.:.: ____ . _______ ,..;.._ - ......... ,...._.,.. ____ , __ ,_:.:...__ ---·. - .. --- -.-··-.- ~~ :,;;-- ··~ ... -.• - --· -· 
-~ 
···•:,,,.,. 
~·-
:is'•: .·Dm (xJ. ,_ the domain :o.f . x -
' . . . . . •. ..· , the set of first :coodina-te o.f 
.. 
. . ordered pairs in . Xo 
. Vo ~ rim(vl) ( - cV vzEvo) ca V3~ ·DUvl) ((v2,v3) ~vl) f\ 
( 'vv 4£v1) (O!'d pr(v4) -+ [v 4] 1 E: v0 ). . .. -- ________ _ 
19. Rg (x) , the rang-e. o·f -x, t.:he set 0£ s:eco.nd co.ordinates of· 
ordered pairs in Xa 
. 
. 
v
0 :, Rg(v1)c.. .,(\/v2E:v0 )(:3v3~ (;0v1){(vi,,,v3)h1) A cVv4"e:v1) 
A • (Ord pr(v4).+ [v4l1 E vo)o 
2·0. x'y, the value of x at y if . Fc-n (x) , O otherwise" 
v
0 ~ v1 !. v 2~ :;j1,(F~n(v1) /\ (v2 ,v0 )Ev1) Y ( 'I, F~n(v1) /\v0 ~ 0). 
:· .· 
.
··2:·.1 
. . , i x"y, the x - image of y, the-set of second coordinates of 
·otdered pairs in x havirig~£irst coodinates in Yo 
. 
Vo~ v1"v2<. 7(Vv3~vo)(3v4Ev2)CCv4,v3)Evl) A c'V'vs~vl) 
(O;d pr(v5) I\ [v5] 1 ~ v2 -+ [v5 ] 2 ~ v0 ), 
,. :_22i Seq(x); x · is a sequence, Fcn(x) I\ Ord (Dm(:~J) o 
S~q(v1)~,>Fcn(v1)/\CVv2~v1)CVv3~lJv2}(v3 :: Iv2] 1 -+ 
( 0~1;1 ( V 3) /\ ( 'r/ V 4 ;V 3) ( V 4 ~ 
c3v5 Ev1) Cv4 ~ [v5J1), 
• D~(v1)))o 
.. . 
Replact v4 s Dm~v1) by 
- , 
~ 
23. x,y, the restriction of x · to· y, t·be: set -of ordered pairs 
in x with first coordinates in Yo 
'• 
:~. 
. . " ' 
-·-··------------- ---- -------·-------···------- ·---.·--·-----------· ----- - ---- ---· --------------~---------- '--<- -- -· ·----- ·····-···· -· .------· - --- . ·- -.·-- - ;'., -- -·-·--· ~ .... - .. ~·· ,;_-_ -----------------~----------------- --
.. 
' ··--;_ : 
. l 
}' 
·.,..., ... __ .. :.: 
..... , .. 
..... 
.·;. 
·" 
·-...:·. •. ,:..·· ,.'':"' .. ) 
,~·· 
.,;.. ·'··· . 
.. 
.. 
24, xx y, the cartesian product. v
0 
~ v1 x "'i'' a,('t:/v3Ev0 ), 
, (O;d Pr(v3) A [v3]~v1/\[v3 ] 2~v2) /\ (\J'v4~v1)CVv5e:v2) 
• ((v4,v5) e: vo). 
Lemma: {l} :lf .•. ;,1 is a · xfF - formula, then so is c 3 v l)A. 
Proof: If j,k ~ i and A <! ~( 3v.) Q • · ZF, · then 1n 
J ( 3 v1)AE >(3 vk)Q' • ZF, where Q' • (3 Vi e:vk) (3 V j e:vk)Q • 1n 1S 
z'.1F (2) If A, B are - formu1as, then so are (a) (A AB) O 
Proof: ( .::1 ) ,ZF . A= ._ v. A, A e: l - Formula 
1 0 
B = (gvj)B, B e: l~F .: Formula 
Al\ B = C3vi)A I\ (3vj)B 
= 3 v.. ( 3 v o ) (A I\B) , where 
1 J 
' \ZF · - tZF 
.AI\B e: lo - formula. c;vj)(AAB)e: L.1 - formula', 
. ,ZF ~ ,ZF Since A AB e: l - formula, ':;r v. (At\ B) e: ll ,.. formula 
- - 0 J 
by definition. By. (1) 3 vJ':J.vj (A /\B)e: lfF - formula 
, /\ \ZF f . .i... 
• , A B e: . l l - ormu _la . / 
{b) A,B ZF · - · ZF · are I1 - formula then (A VB is l - forwu.l:a..o 1 . 
Proof: 
r' 
.3 A e:- \ZF Let A. = ( v. )A, L formula 
1 - 0 
B = (3v.)B, Be: I21F - formula J . 
(AV B) = (.3v.)A V Gv.)·B· 
1 J 
. . 
• "J, 
., ...;_ 
_; 
~.. = J.3 vj (.3vj (AV 1n., . . 
Since · A V B e: l2F - formula, · :Iv. (A V B) e: IZF - · formula 
. . 0 - ......... J _ -· 0 
··-··-···--- ....... --- .. --- .. - --·--· .. . -- . . --- -- -------- ____ : _____ ----------- -- -- -. - --- . . z·p --~--
· ···~···- ··· · ······ ·· ········· ··-·· by ~efinition. BY (1) 3 v. 3v. (AV B}e: l
1
_ ·_ formula 
. J J . 
• V ,_zlF. -
. ~I A BE l forrnulao .... 
... -..· ~ . 
' 
/ 
.· :,,_ 
.· 
', 
....... J 
1· { 
,, 
' ''~ 'I 
....... :..:.l 
. 5·4 I • • • ' ,. ) 
I :• •, .-, • ', 
·i. .. ,·, 
(3) lf .A .is a tZF · li - formtJla, then ZF= ·· ·1·· ·s·  a··  ·rr·· · .. ·. · f:o· ·rmu· 1 a· :.· .... :. "···:1: -, ... :·-: .... ··.·····.:·· 
't . : 
... ·, , .... ' ·~ .. 
,, ' 
,ZF · Proof: . Let. A . b·e a l.l ....... fo.rmulao 
.<1 • 
-- -~ -· - -- --:- j •• • ; •• ' -_ ~ • • .. --- --·- -
.. Let · Q be I0 - formJila. 
~> A = ( :± v. j (Q) . Th.en: 
.. - -.· · .. 
1 
"''A =·"' {3vi) Q = \,('"vi("' q) is rr!F . , formula· · 
·and. 'v Q is a t. = IT - formula. 
· lo o 
; (4) ', ZF C A t II formula es > A 1. = V v. 1 A 
B ~.· If F formula ;;;; B = 3 v. 
J 
B 
Show· (A+ B) is a ItF formula 
Proof: ( \/v. A) -+ (.3 v Q B) £ ;). 'v ( 't/ v. A.) V ( :Jv. B) 
,, 1 J . 1 J . 
By logic (truth table} o • · 
,(; ::> [ ( vi "' A ( v j·B)J where 
A • .. rZF f 1 'B'' 0 ··fz.F f,' 1· 15 lo. - ormu a, .: 1s a lo .. ·iP:r,rnµ'.'.ti ,: · 
('3V.'v A] 
1 
.ZF ... is a ,li · ~. formula, 
rZF i .. $ a .ll. -- formula 
· ZF 
'·. A. -+ B is a I 1 · - f ormu 1 a Cl 
' {S) If A is a LiF - formula, then so is cv' Vi e: vjJ A. 
ProcYf: The proof for the statement requires the axiom of regularity . 
... 
Suppose k ~ i, j and A .:E ~ ( ~vk) q· · in ZF where Q 
assumed to be a l - forrnulao 
0 Then ( \Iv iEv j) A < . > 
• • 1s again 
. .., 
.-.... 
cv' vi Ev j l c 3 vi<) Q - in . ZF. ... . . ' 'i! • In order. to show th,ati thj:s .. fo~mula ·-· - ...... -"""··-·--'·'" .,.:· . 
J may ·be cast in I1 _ - form, it suffices to show that there is a 
- V(S) that bounds·the vk for v. 
.. 1 
. --·-- . - . - - .. ·-- --,)·· . -- -
• lil V., 
J 
where. V ·. is the 
- - - - - - -- - - - -- :-, - --· -- . - - - -
• I 
.. 
: - I. 
.. , 
, 
,;·- - : .. '~:;· 
' ' 
.;.. . ··s·s 
..... 
g~nerattng functi·ort for partial· uni verses discussed in s~ction 2" 
We have to recall that V ts provably transitive and in.creasing 
with respect to S , and , I ZF (\/ v) ( 3 a.) (v E V (a.)) . Th,us in ZF .: 
( 'v' vi) ( 3/a.) [ ("' ( 3 vk) 
cq A ct/ c, e: a.J"' cavk 
• .. V • .. Q I\ a = OJ (~vk E V{aJ 
• • 
e: V(~)) Q)]a 
By replacement, . I ZF c 3 v •) c 'Va.) (a.~_v • <. > c av i Ev J) B) where 
• 
B. is the formula in brackets. But tiien, taking f3 as U v' , 
I ZF (3S)(~viEvj) [(3vk) Q~ >(3vk~ Vcs)) Q]. But then 
c\lvi~vj) C.3vk) Q has the equivalent form (3v) cY vi ivj) (3vke:°v)Q 
in ZF a 
Corollary: (1) If :p- is :_a Lt -·· de:rin-~b.l-~ ·:s~-t-fµnc-tlo.n.,: then .. 
•11 of the relations 
x = F {x1 , " .. 0 , x ): :, o · n -
XO e:: :F" Cxl' ~- .o· .o ,:xn)· .,. 
E X , 
0 
are l1 n rrl defin.able_a 
. I.. . 
(2) If R is a I1 n rr 1 - definable relation, then the 
· ·characterist·ic functions. of R, 
if R(x1, ... ,Xn). 
if .f\J R (xl' I a ~ :'.xn} 1 !. I -. . .. definable functiono 1 -
. ~ ·- ;' ·· .. , .. - . -- -- -· ~ ...... . 
• "~-- '-·:~· ••--,,,,t,,--u, -•·•--·- .... J91 -
· · . _ -ZF 
Proof: If DF 1s the. I1 · - defining formula of F, the,~ 
. · ... " .. ·, -
,,'• 
!'; 
.. ~ • . -: . ., .• ·• • '.I"' • • .o_•· .. - ·•• 
_. • ••.-••~-·~-• •••- .•R - • (,il v)(DF (~,Yi,.';' "n) A (. .. ) } defines XO ;' F(~l'' ",x~f -if-We ····~ .-· .. 
. ... .. 
. ,. 
'r..•. 
··--~----
.; ;.,· 
.--
• 
.• 
\ 
. - - • °'-)- • ·." • ~·· - • . ·: .. :··:·-._I);:.·.~·." :,~1-::,_ 'I . 
l .. 
.. 
- ~ ----,--j:i,_, . ...:._...., __ •.• ::... .. _ ·'-·· · .... 
: •.. ; .... 1: 
..~ . 
..... _ 
~. 
substitute v ~ v - f6r the dots, defines 
0 
.. 
.. ~. 
• • V 
....... 
.,.·· -
. · .... 
. ' 
x · E·. F· {x.1 __ .. o o o • x ) o · :.' · , n 
we substitute· v £ v for the dots, and so on o: The·se are 
0 
all IiF ·- formulas. The function . CR is defined by t4e 
·~-
5'6 . .. > . 
.. '· .. 
if 
Z:iF - formula (v O :, 0 I\ DR (vl' ...• v n)) V (v O ;; i /\ '\, DR (v 1' . ., • '\/)· 
Corollary.: If R1 , R2 are I1 r, n1 - definable relatio"ns, .so· _a.:re 
Rl A Rz, Rl V Rz, ~ RI' Rl + R2• cV xl e:xj)Rl' c-3 xie:xj)R1' ' 
Corollary . (Definition by cases): If G. .. I.1 definable 1S a -1 
function, 0 1, . if R . 0 l1 definable relation, 1 - n, 1S a - -0 0 D ' 1 
i = 1 , 0 e O ' m, and both ( V 1 ..: 1 ~ rn DR. ( V 1 ' 0 Q O 'V n) ) ' and 
1 
c/\ ~ i ~ j ~ m 'v (DR Cv1,••o,V )/\DR Cv1,•08,v )J) are _prova~le 
. , n . o . n 
1. .. J . 
in ZF, then F is a . Li - definable function, wherEJ 
i 
Corollary (Composition): If H is an m-place I1 - definable 
function and G" an n-place ··I1 - definable function, i=l, o o· o ,m!J .l 
then F defined by composition as F(x1 ,a,o,Xn) = 
H(G1(xl'"',xn), .•• ,Gm(xl' ...• xn)) is }: 1 - definable. 
Proof:. If DH, !?re; .. 
1 
H,~1 ,ooo,G f then a - m 
. ' 
are I~F - definable formulas for 
\'z
1
F l - d'ef ining forJllula for F is 
-cA 
. 4.- oe .. - . . .1 .-:-~ .. a .. -. :-"'° :t,...,. . 
. <11< m 
~pi -( v h + i • ~ 1 , ' ' '.' v n) f \ D~ ( v o • v Il + 1 , _· ' ·: ' v n t m) )_ ' .. 
·~.--
.,, .. 
. . 
I 
• - •' -•~ ----- ,_ •••• •- ',. M--• • :·.- •, • • - • .- • 
.--·".-.: 
L . .. 
.. _., .... 
·'._·1· . .. ,·~-~···.:: ~ ),.t",t.f 
. ~ 
·---· 
.... 
."•·••.-.:-· 
,,..: 
·\: 
.. ·- ~· . ..., ..... 
r-~-, 
.. . ' . ,) 
. 
·' 
. ·."'-
,,. .. ., .... - - - -· ~ ,...., . 
·; - '· 
' . \ . 
}_'i, .. 
.. · 
: .--. 5--.. ···7 
r -, ~-' ._I 
Corollary (Comprehe.nsion): If' G is an n+l-place I-1 . - d~fi:nable 
function, H . is an n-place- I1 - definable function and R · is an 
n+l-place 21 n rrl - definabl_e relation, then F is an ,-place 
}:1 "" definable function, where F(x1 , ... ,xn) = 
, .. "" 
. {G(z,xl; ... ,x~) r ZE:H(xl J ••• ,xn) "R(z,xl •... ,xn)}. 
.. 
Proof: Since we have already- shown that. the I1 - . d_efi·nabl.e 
functions are closed under composition, it :suffice~ 't.o -.show th.at 
F is ·I1 - definable where 
F(x1 " ... , xn+ 1) = {G (z ,xp •.. ,xn) I ZE:Xn+ 1 
If DG is a IiF - defining formuia for 
A R ( z • xl' . • . ,in) } . 
.• 
. ·,zlFn II·ZlF d . l · ef1ning formula for R, a 
G and_ DR is a 
· ZF l i - defining formula fo:r· 
F if 
DF{vo,vi·· ..• Vn+l)( ~cv vn+2 ~vo) (.3vn+3E:vn+l) (DR(Vn+J•v1,· .. ,vn) A 
-DG ( V 2 'V 3 , V 1 , e i O 'V ) ) J.. ( V V 3 ~ V 1) ( DR ( V 3 'V 1 J (I O ~-- ' vn· ...) + n+ n+ n 1 \ n+ n+ n+ · · , 
+ CB V 2 E V ) DG ( V 2 'V . 3 'V l' 0 0 0 , V ) ) 0 ,>)/' n+ o n+· n+ n 
The required condition cVv1 .. ' vn+l) C3!v 0) DF follows PY the. 
Replacement schemeo 
. Coro.llary (Ordinal Recursion): If G is an n+l-place I1 - definable 
function and F is defined by ordinal recursion on x1 as 
.. 
pcxl'; oo,Xn) = 0 if ~ Ord(~l}' F(xl,;oo,Xn): ~ · - .. ...... 
G c < F Ct. x2 ~-.. :.x~) r~E~~ >. ~l:. · .. ,xn)' if ~-rd_(~lr. th~n F. is ,+ .... 
. ·· .·~ · -.. 2 - de_finableo (Bracke_~_s_ <, > ________ ~;r_~_J.Ise~-.--t-.Q wri~e_ fµ_nc'f:i_o:ns,_ s_o __ .. ____ .... ....... .. .. . - -· ----- · .... ----. . . . .- . -" · .... -· . ·- .. -~ .,l~------·- _____ .. __________ .. ____________ -- ---
' . 
l •, 
. l ) • ;···., 
..:.,.;.,, ....... 
·.• ,, 
,. 
.. I: 
; ' 
. ,,~ .. 
.... 
;. 
'•, ... , 
. 
' 
.., 
.... 
.. .. _ ··" , ,. ~-·· 
., 
/ 
-~. 
... ~·-": 
. ,; .. , . 
< Fft;,,x2 , •. , ,xn} I Sex1 > is that function on x1 Whose value at 
'" 
·'~ -is F ( ~, x,2, . D II , xn) . ) 
j" 
I 
. I 
- Proof: If. D 
G 
• 1s a IZf - defining formula for 1. 
,ZlF by formula for G, l the Lemma, Js 
• • • • 
G, 
DF (v , v1 , . o. , v )< ~ ( 'v Ord (v1) Av = 0) v o n o .. . 
:then a defining 
- . 
{O~d(vl) A (3 V 1) (Seq (v 1)/\ D~M(v 1) : V 1/\.DG (v 'V l 'vl,.. De ,·v ) A. I\ n+ n+ - n+ o n+ ·· · n 
V - ~ . c v 2 e: v 1 ) c DG c v 1 v 2 , v 1 r v 2 , v 2 , v 2 , D D D ; v ) ) ) ~ · n+ n+ n+ n+ n+ n+ n 
An ordinal recursion may appear in the form 
F(a.,x2, ... ,xn) = G(~ ·F(E;,f2, .•• ,xn) li=;e:cx >, a., x2, ... ,xn). 
In t·h:i.s c.ase ~ is as usual assumed. to be an ordinal, and the value 
... 
·of: .:F ;_at < .. X X > 
.···1JDDDJ n where is not an ordinal, is assumed 
·t(>' b·e: o: .. o. An ordinal recursion may also appear in the: :form 
F(o,x2, •• , ,xn) = GI (x2, ••• 1 xn), 
F(a.+l,x2····,xn) = G2(F(cx,x2····;X])}• a.,xz,>•HtXn; 
F(A, Xz~ ... ,xn) :::! G3 (< F(E; 'x2 ••••• xn_JI E; <). >' X, x2 v· •• ,xn) 
. , 
·,. 
if·. Lim (A). ,. 
This form reduced to the one above·with. G(y,a.,x2 , ... ,xn) defined by 
cases as GI (x2 , ••• ,xn) if a. = O, G i Cr'U~, U ~ ,x2 , ••• ,xn) if 
U a. < (l , G3 (y , a. , x2 :, ; • • , x n) if U a = a. , a. > O . 
:;;. 
r •·· .. 
·- ... 
··~~-.· 
J ; • 
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. .... ,...,. 
APPENDIX II 
. _ .... :.,.· .. ,.; ~:.: 
' _, DE-FINABILITY OF l1 
: ~ ... 
L 
The funct.ion L generating the constructibl·e sets was intro-
duced informally in section 3_1-_is defined .by ordinal re.cursion in 
. 
- -- ·- - -
. 
terms of the relation: The· n+l-.tuple. < x., a1 , a2 , o o o ,an > satisfies 
Q) whe.r.e ·Q is informally written as Q (x., a 1 , a2, ~ ·o~ o , an), and 
Q is a l0 - formula, Now, we must go through a coding o~ lo -
formulas in order to express this relation formally in ZFo It 
definable relation; this fact is needed in 
order to establish the I1 - defin~ility of L, The fol lowing 
. 
computation can be found in somewhat different form in."A Hierarchy 
of Formulas in Set Theory'.' by Azriel Levy, where· it is extended t·~ 
to show that {he satisfaction relation for \ U II - formulas · is ln n 
l (\ II l - definable o An appreciation of the classical un-n+l n+ . 
definability - of - truth argument of Traski shows.that the satis-
faction relation for arbitrary ZF - formulas is not definable 
in ZF. 
Notation: The brackets~ <· ·> ar:e :res:erved for functions. . , , 
stands. for 
- -~-
I . 
Definition: The positional~notation < xo,o oo,Xn-1 > 
s.equence whose.domainis· n and whose-value at i is x.o·. 
1 / ' .-
.,:.. ..... , .. 
,, 
· .. ,, ,• · · Exponential· Ilotatioll i~ Used . h8'r~·· i~0 th~ ~~~di~al sense, -· xY ... is . . .. .. . ,,-,:. 
the set of £.unctions on y intp x. The Godel-set rq1 of, a. 
·------------------------- .·· ----
.. -
-------~---~-------------·----·--. -~------------~---- --------- ------------·-- -·--·--·--·-~---- ---------· 
~~ 
.\" 
•.,( 
;,, 
.. ·--. ·.·-7.' 
. . .. "). ~ 
. . . 
'.' 
'.t.0 formula 'Q is defined recursively as fol.low~__:: 
Formula Q 
• (v. = v.} 
1 J 
- .. 
Cv1 e VJ) 
Godel~set r Q 1 
< O,i,j > 
< I,i,j > 
• 
·. 
".- . - - -·- - ---· --~ ~- .,-. "'---.. -~- ,-- ~-- - - -- --:- . . 
( 'v_Q) < \2, rQ'> 
(Ql -+ Q2) 
. u i • (vv.)(v'. E vJQ + Q} 1 1 
< 3 rQ' rQ, > 
' 1 ' 2 
. < 4,i,j, tQt> 
. . ..., .. ,.•.:•-··:······ 
There now follows a lis·t -o_f: relations and functions involving the 
coding.and ending with t.i tach is first described informally, 
then is cast in terms of ·the, starting -functions and relations 
1 - 24 by rn~ans of the closure conditions in the previous section 
( A calculus of ll - definable functions)o Therefore- e-ch of 
~·, 
the functions is a I1 -.definable total function and each of the 
' 
relations· is I 1 (t rr 1 - definable. Since complete instructions 
f~r writing defining formulas in the proper form have been given 
it is not necessary to do that here. 
. ... 1 . 
w· 11 . 
X ' the set of finite sequen·ce.s of,. elements of x ~ 
Note that where F is defined by 
ordinal recursion as F(o,x) = {o}, 
-~, 
,.,:~ ..... , ... , 
I 
.. ,.·, .. ' ... c:c.--·~:::f}·~-c:·_:· .• F(a+1";1a) =-.... {y U· {'(ct, v} j·y e: F(a,x}' A--~- .·E:·xi·. ·. ~- .. . -·· • ;_ ,'. ••' • •, ,-·--.: • ;. " ··-• -.•= ••~:•.- :~ •'•Tl -., • -- • - • ..:-."·" '~ !":"c';-•: •,'-<"•--::•• -••- ']••••• • >• •··.: ·,, • - -••• •,. ••-- •• • • 
. -· .-. ··-· ... 
::. . 
·,;. 
. -! . 
An inductive argume.nt shows that F(k,x) = xk -fo; ,.l~ e w., .-
--------------~--------------------~ 
;,',(~ 
l ". ',. 
' ., ~. 
·,. 
, .. 
.• •••• "J ' 
,• 
----------~-----. ____ __..: ____ .·· ._ ·-. --- -~ ........ ·. . ·. .-... - .. -... -·-. ~~~-.:-:-:-... -cc .. ~ .. ,:-:--:-... ~-,. --
,1. 
··. 
.. . 
I I" 
-...... __ 
' , ., 
/ 
• -· ·-'"·! 
... 
,•, .. 
' .. 
"tr ·· 
I .• 
--
"\..-\ 
61.' 
Theorem 5. 7 on the ordinal boundedness of · L1 -~ definable funt:td.C>nS 
shows that the f1lhction xw is n()t -.L1 - definable. 
2. At Fmla.,· the set of all Godel-sets_ of atomic formulas. 
At Fmla = {xJx e; w,;,WA,Dm(x)· = 3 /\x 1o e:aL Note that this is, 
}:1 definable regarded as a 0-place function. Thereforethe 
relations x e; At Fmla, x = AJFmla, are "l1 {) l\ - clefiha.bT~. . .. 
3. lo - _Fmla, the-set of all Godel-sets of lo - F~rmulas . 
l 0 - Fmla = U {Fmla(k) Jk e; w} where Fmla is defined by ordinal 
recursion as Fmla(O) = At Fmla, Fmla (6.+l) = Fmlal.: (a.) U 
{ < i . ., X . > } X e: Fml a - (a) }U e 3 ., X t y > ·1 X , y e: Fm 1 a ( a. } } u 
{ < 4 ., x , y., z. > I x ., y .E w /\ z e: Fm 1 a - (a.) } . . 
. 4. · Rk (x) = . (Min k < w) (~0 - Fmla (x) + (x} + ·J!: e; Fmla (k}) ; 
Let G(x) =· {kjk e: w /\ (x e: l0 - Fmla + x e: Fmla(k))}. 
.. Then Rk(x) = (l G(x). The function Rk operat~s on Godel-sets 
of formulas as a rank function J where atomic formulas have 
rank O, rank ( ~ Q) = ·rank(Q) + 1, rank (Q1 + Q2) = 
max frank (~ , rank (Q2)} + 1, rank ((vi) (vi Ev j + Q)) = rank (Q) +1. 
Lemma: Let Q be a I ~ formula with Godel-set q, rank r.-o 
Then the following are.theorems of ZF: " .. - . (q £ Fmla (x,)), 
cV V e: ; ) CC{ t Flnla (v)), Rk cq). ;, .;,, 
. . ' ' . . ~ . - . . 
···Proof: . This ,reduces 1:·0- a.-·ii~t -~f--,--f;rin~i-,-:thebrems th~t. are properly 
-- .,. 
part of t·he basic development of . ZF. For nat~!~J __ n~bers_, ________________________ ...7 
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\ 
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.. -~,, .. ~.-
. . . ' ~ - ,.:.J. ' 
-----·----- .. -··t -_...c.c. 
' . 
"'· 
f 
. ---,--
-, 
I .. 
~- ·~, ...... . 
~ ~ ' 
: ....... ~_,-.. ·: ; t. 
'-. 
I 
: ~ =-=-· 
.. 
• • • • 
i, j, I ZF < 0. Q > e: Frnla (O) follows from I· lJ. 
• # • • • ·• " . 
-,.-6,2 
- ~ . u) 
' . -~ 
ZE < 0 ... > e: w ~ lJ 
. ' 
.. Q is (v. = Vo), 
" 1 J 
Dm ( < 0 .. Q >) ; 3 A < 0 ... j > ' O · e: 2 0 , - Thus if 
.1J '. 1 · 
' 
. ., . . . . . ~ . 
then since q = < Oij > and r = O, J ZF q E • Fmla (r) follows 
. . . . ' . 
from the statement q = < Oij >. Consider the case Q = eQ1 -+ Q2) 
with q, q2 
1being the Godel-sets, r 1,r2 the ranks_of Q1 and Q2" 
Then q· = ~ 3q1q2 > and r = r 2 +1, assuming r 1 . ,:: r 2 o The 
induction hyPothesis gives CJ. l E FJilla er 1), (l2 €: F~la er 2 ) and 
.. . . .. 
the ~efinition of Fmla gives (r1):Fmla (r2)o Then 
. . . .. 
< 3 ql q2 > € Fmla er). The result J ZF Filla er) follows 
' . . /• . , 
from q =- < 3 _q1 q2 >. The other cases are similar 
r 
· 5. ;;i Sat x; meaning w . satisfies Q if x =~Q~. Q an 
0 
atomic formula, Fen (w), and Om (w) = w_o 
w Sat x 
0 
(x '0 = 0 /\w'(x'l) = w'(x'a)) V 
(x' 0 = 1 I\ w' (x' 1} e: w' (x' 2)) 0 Note that the assignment corres-
.. 
ponding to w is w'l for vi, but that the unintended meaning 
of' according to ~O in the previous section, gives value O to 
v. in case i ¢.Dm (w). 
1 
;:, w 
Sa(o,y) = · {< w ,x,k > lw e: y /\ x e: At Fmla /\ k e: -2-, -/\ -
( ( w Sat x /\ k = o) v ( "-' w_ Sat x A k = 1) ) } . 
0 0 w ·--... 
Sa ea+l ,y) = saea ,y) U · { < w ,x,k > J cS e: y;, A x E Io - Fmlal\k e: 2 A 
I , 
. • . -.7- .· .. , '!. -· ..• _.. .. 
c_l ·· :i.s 
., 
a-~ ,r,r ,r .. r ... , 
x = _ < 2 ,· x ' 1 > /\ ( ( < w, Jt ' l , 0 > . e: Sa (a, y) I\ k = 1 )V 
·, 
_, 
.. , ~· 
~ . '·-· ·~·~•;,: .. _,,. ... 
I.._.,, 
·.·~---
·-- .-
--- - -
" 
,, .. : 
. j 
- .-·- _. ---·-~---. . '7, ·-----····. 
i• 
J 
', 
{( 
' 
t ..,..~ 
c:i. 
h, 
·:r; 
,., 
I ' 
! 
,,'·,, 
'· 
.. 
,,.,, ...... · ...... ~- . 
-
·~·-···' -~= 
·" 
) 
6·3 .. , 
·~ - . 
.... . .. 
-
C ··- · .. _·· 2: 1S x: = ·< 3 "'·· .x t 1 , x l 2 > A [ ( < w , x ' 1 , 0 > t Sa ( a , y) · , 
I\ < w, x:' 2:;o >. · e· Sa(a ,y) I\ k = o) V ( < w ,x' 1,0 > e (tt.,-y}, 
A < w, X' 2, 1 _ .. > E Sa(a,·y) 
" 
k = 1) .VC< w,x' 1,1 > E: Sa(a,y) 
. 
A < w,~x'2,0 > e: Sa(o.,y) 
" 
k - o) V (<-w x'l 1 > Sa(et,y) ;; - e: J J 
. 
A < w; x' 2 0 > e: Sa (a, y) I\ k - o) V (:< w,x'l:,l > E Sa(a,y) -
' 
A < w, x'2 1 > e: Sa(o.,y) A k - o) 1 o - ,, , .·. 
c3 is x = < 4, x' l ,x' 2 ,x' 3 > A [ ( V z ew' Ex' 2)) ( <(w': {x.' 1, w' (s 11) }J 
LJ {x'J.).z)}, x 1 3,f) > s Sa(a.,y) /\ k = o) \/' (3 z s ~ 1{x'2)) 
(<(w -· {x'l,w' (x'l)}) U{(x'l,z)},x'3,l > e: Sa(a.,y)A k = l)J_ .. 
Sa(~,y) =:o if. Lim(~). 
The meaning of the function -- Sa", defined by induction on a, wi 11 
be clear from the following Lemmao 
Lemma: Let Q bea Io - formula with Godel-s~t q, rank r, Then 
if every variable ·Wo appearing in Q has index 
1, 
f e: wn+l, the following are formal theorems of 
• 
• 1 < n and 
ZF: 
(TC({vf(o)''"'vf(n)}) G v ASFf(Q)) + << vf(o)''"'vf(n) >, 
. ' ' . . . . . 
· ·· q,O > t Sa(r,v) and (TC({vf(o)'"''vf(nl}) -s;v (\SF:f(Q)) .7 
. . . .. . 
+ << vf(o)'o oo,Vf(~) >, q, ~ > e: Sa(r,v)~ where TC, the 
transitive closure, is the function defined in definition SoS, 
and SFf(Q) is the result of substituting free occurrences of. 
,, . 
. . 
. . .. --
..... . . 
'II:, 
' 
l\l,/lf.11•.,,. ",/ 
. - --·+ ,- ·-.',,- -··---·- -~------- ---------,-·~ -· ··-· -· .... _ . . - - ... -, ·-·----- .. -···-: . •.·--· .... :···.-· ....... · .. ---.- ... --- ...... , .. _·- .. - .. - : .... ··-;.-·-_-. - ·. :·- .. -._-.-.- ~- .. - ,:_- .. ---
: r: 
_I, ... 
\~ . 
. I . 
.• I 
··--· ·.• 
'!· . . 
" -~-
• I 
·• 
Proof: This may be proved by induction on the rank of Qo Let 
tf~-be the tei.-m < v£(o), .• ~·vf(n). >, A(tf,v) · be the formula 
.. ' . 
. ' 
TC({Vf(o), ... ,vf(n) }) ~ v, . If· r = O and Q = (vi e: vj), i,j _: n, 
. . then q = < 1,i,j >, and from the assumpttons SFfQ ancl .. Aftf,v) 
" .. 
can be deduced q'O ' i ... • ... • . • ' = 1 , t f ' ( q ' 1) E t f ( q ' 2) , whence t f Sat 1. :q O · 
w 
Since t f · E v;,, ' /\ q 
. . . -
e: ·i:t Fmla A 9 E 2 is also deductible,. :~t 
follows 't • r,# • I < tf,q,o. > E Sa(O,v). 
• is similar as are the cases with Q = (Vo ·=.Vo). Passes over ~ 
1 J 
and ~ is imrnediateo The provability of the inclusion 
• • • • 
Sa (r1 ,v}S Sa(r2 ,v) for is needed for the case 
Q: (Ql-+ Q2)o 
Suppose Q = c''f/vi) (vi ~ v5 -+ Q1), i, j_: n. Then r = r 1+1, 
q = <·4,i,j,q1 >, and SFf q·: ('r;/vi)(vi~vf(j)-+ SFi11), where 
g is the same as. f expected that g(i) = ie The·induction 
hYPothesis oni Q says that 
-1 (SF Q1 A A (t ·, v)) -+ g - g 
" - ~ ... . . 
-+ < t ;q1 ,0 > e: Sa(r1, v) is prov.ab.leo Hence .g 
I ZF (SFf Q /\ CY.vi) (vj_· ~ vf(j) -+ A(tg,v))) -+ 
" 
-+ CV vi· e: vf(j) -+ (tg,q,O > £ Sa(i-1 ,v)). The proVability of. 
e "' C I (SFf.Q A A(tf,·v)) ~ < tf,q,p > e: Sa(r,v) foll~ws, making use 
of this list of theorems of ZF: 
. . 
. w 
A ~~f;v} -+ ( 1/V i) (vi i:v f(j) -+ A(tg' v)}~ 'tf ; /' A q e: l 0 
•. 1.. '~ 
·>. • .. ' \ 
~nila.~ 0., e: 2, tf '-(q' 2) = vf_(2) and, < tg' q, 0 > = -
' .. .. . '\ ... ' ' ... ' . 
__ .. _______ ._ ... _____ -----·"·---·-- .. ·-··· ---·-.·----=- --- .. --- --< ..... ( .. t-f·---- .. -_ ..... {(Et-'·-l·,-t-f----'·-{q'-1)) }) U··-{q' 1, v. }} , ·· q '.3 .. ,--o- >. --rhe other- -case· -is~ 
. 1 . ' . 
,. 
similar. 
.. 
i .... 
- .. ' .. ~ ~ 
__,--~·-'-
··.,.,.,, •....... -,..,; 
~.. : 
~ ..... ;.. 
- . -- ------ ~-- ----- - ·----- --~·---- ~----
-~------- --
·"":·. 65 
-. 7 o Var (x) .,- the· set ·of· indi_:c;.e·:i ·.of fr.e:e: 'iir:ari.·abl.e·s .appearing in:··-
'· 
Cl 
Var(x) = vbl(Rk(x)}' x. where vbl- is defined by ordinal 
recursion. as vbl (o) = {x 1, x 2)) Ix e: Frnla (o)}, · 
vbl (a+l) = vbl{a) U {( < 2 ,x >, vbl (a,)~ x) Ix e: Fmla(a)} U ~ 
. {(< 3,x,y >, vbl(a)'.xUvb:l(a)'y) jx-,y e: Frilla(a}} U 
·- { ( < 4 , x , y ·, z _ > , ( (vb 1 (a) ' z - · {x}) U {y}) I x , y e: w , 
~ £ Fmla(a)}, vbl(~) = o if Lim(~)o 
A comparison with the definition of Frnla(a) in 3 above 1 shows 
that vbl(r) is the set of all ordered pairs (x,Var(x)) where 
' ,. 
x is the Godel-~et of a ' - -formula of rank <_r. lo - -
Lemma: If Q 0 1s a l - formula, rq1 = q., 
.o and the variables 
• • 
appearing ·free in Q are then I ZF vir(q);{i0 , ••• ,in}. 
Proof: This reduces to the lemma on 3 above plus·a list of formal 
... 
theorems that are properly part of the basic development.of ZF. 
First show by ordinary mathematical induction on a carried out 
in ZF, aEw I ZF Feti(vbl(.a))o Then show by induction on the rank-
r of Q that statements· ((q, {i0 , ••• ,in}be: vbl(r)) are provable 
in ZF. 
• • • 
Lemma: J ZF (v3 ~ Fnlla(a.J/\Vb1(a.) t v3 <;; D~(v1} (\ ~m(v2) (\ 
' ' ' 
vl ,,- cvb1 (a.) ~ V3) = v2 r cvhl(a.}'V~j) ~ "' ( < VP V3,b >_ e:, S'~(a., v) A 
\. 
'··:-·· ... ~ .. :·· , ·,i ··:._ . __ ,.,.__ ........ ·. ,. •.,, .... 
------'-,.~--_ .-. _,_ - --- _ ~- ----,---- -------~---v2-,-v3-,1 - > --e-·--Sa( a.;v}~) ~------:---_------ -~--...,--------'------'->--~--'---------------------_:-------·_ ------·----------~----------~----------~'---: ~------~--· ··_- _,__ __ - --------------
.. !;-
'"'l 
··''-. :, 
---o-··· ··-- ···-- . ---·-.,_·-~- ... _,..,....._ 
-- ···---· -----, 
__ ,_ 
, ...... .. 
_______ , _________ ,__I __ 
'- \ 
\ 
:· 't • 
.. "':'-~--~ ... 
.. --
6-6- ---... •
-· .. 
. · ., 
Proof: - This is the formal version of the .usual proof th,at the 
r - ~. , 
truth value of a formula depends only .on. the. values assigned to its 
. -' 
free variables··o ·1t i-s proved -by .induction on a car.·ried out_ in ZF. 
., 
8. w Sat x., meaning _the as-s:ignment w' i - to v. satisfies 
1. 
Q, 
i_f X = \Q., ., 
Var(q) ': Dm-Cw) o 
Q a lb - formula; Fe·n(w), C3 n < w)(Dm(w) ~ ) , 
~w 
w Sat x~ > (3w'ETC(Rg(w)) ) (w' j Dm(W) = 
w /\ < w' .,x., 0 ·> E Sa (Rk (x) ., TC (Rg (w)) )) o 
I 
Theorem: If Q is a !0 _: formula, q = ~Q-, , every free variable 
of Q has index < n., and f e: wn+l., then 
I • . ZF SFf Q-e >< vf(o) • •. vf(n) > Sat q. 
Proof: Suppose t·hat r· -is. ·the rank of· ·:Q, that every variable of 
Q- has index ·<. m·._. ",where 
- _., . 
--
rn > no Let 1"+1 g e: w be f on n+l., 
0 elsewherec - Then. :by the preceding lemmas the following are 
provable in ZF where as before, tf is < vf(o), ,., , ,vf(n) > 
and t is < v ( ) ., o o o ., v ( ) > : g g o g rn 
la • .. • • •. 
r = Rk(q), Rg(tf) = {vf(o), ... ,vf(nJ}, tg 
. . - . . . 
Dm(tf) = n+l, tg r11+l = . . ' tf., SFf Q< >< t ,q,o > E 
,J g 
Sacr,iccRgctf))). Thus • • j~ZF- SFf Q ~ tf Sat q. Also we can 
. . ' . . . . . . . prove, "'SFf Q + < tg,q,l > Sa(r,TC(Rg(tf))), q E Fmla(r) 'q n+L 
·.,.;~-.-, 
,_ . ' . 
Therefore -the assumption (v-ETC(Rg(tf)) {\v\n+l = - , 
! ' ... • 
- .•• ,-. 
- - - ... , --- ··- - , ---,_. ---- -- _.. -.. - ... ' -- : --- -- •. . -- . . . - -- -- -- -- ~ -- - . _: -- --- ·-. -- - .. . ... ~ ~ - . . - ,- . - - - . - . .. . . . -
tf <·v,q,O > E Sa(f,TC(Rg(tf))) yields 'v (tg,q,l > ESa(r,TC(Rg(tf))) 
--~:~-c---bY-_the"'"preceding_l_emm~o--- I-t--ther.efore---Y-i el-ds -a-lso-----SF fQ o- · --He-n~-e-------~-,---~ 
· I ZF tf-Sat q + SF f Q • ,; J < 
.· 'I 
....... l 
I 
- ,/' 
- . - • =t 
. ,1 
' 'q 
.. . 
... 
·, . 
. ... '.'. 
. ..:.. ~ . . . 
" ·go. L, ·the generating function for ~onstructible sets o L · :-isl 
defined by the ordinal recursion as:. 
L (x) = 0 if "" Ord (x)., ,. 
L{)~), .~ 'tf~)-· i·f Lim(l}~ 
\ -.-1 ' 
' 
. w 
L{llfl} =. {s(L (a) , w, Z) jw ·e L (a( , z e: \ :Fm.la} · lo - .. - . -- ; 
. ..... ·where s{y ,"w, z) ·= ; {x J .x· e: 
( w U { (Drn ( w) , x) } ) Sat z } 
YA 
if 
Var(z) ~ Dm(w). + 1., 0 otherwiseo 
The precise form of the definition~of L(a+l.) is used only in 
the -proofs of Lemma 3 •• 3 . and 6 o 1., and in these proofs is used 
only to show that for sorne·given l
0 
- formula Q, 
··where X ., '1 0 0 'X· 1 e: L (ct) • o n-
Such statements can be proved in ZF u.~ing the formal defini-
tion of L., for suppose· Q has free variables 
and .. q = rqi(I Using the string of lemmas in this sect.ion, 
the-following- can be deduced- in ZF from the assumption 
• ;,,W • • ( q e: l - Fm 1 a) -, <>v_· ., o • • , v 1 > e: L (ct) , s ( L (a) , • o · o n-
' . ' . . . 
< V , e I) m J V ' 1 >,:, _q) E L (a+ 1 ) ., Dm ( < V ., 0 0 0 ., V 1 > ) . = n , o n- o n-
... ' \ . , . 
' .. Var ( q) = , n + 1 ., v E s ( L· (a) ~ _., < v O ., C) o-_ • ., vn-1 > ~ -q) " 
.... : ..... ·.· .:• "" .. •• ..... • . .. .. • .• - . . . 4 
.·. 'v e L(a) /\ (< v0 , ... ,vn-l >U{(n,v)°}) S~t q,. and finally· 
! . 
~ . \ " . . 
using 7~_ v e: s(L(a)., < vo,· •o,Vn-1 >, q)_ "'~~)/);. 
- -~- . -·-·------- '---c-~_-. ·_ - -:-----.::. ~------- -- -- . - ... --
~. , • L" ( ') /\ Q ( ) v E a . v0 ,.;~,vn_ 1,v. 
L . 
: . 
- -·,·. ·-- -·· _ .. '- '.-.. ---- -- .. - . 
··-· ·'f . ;: -· ·::: ·-- •• -~ .-••. :. - ' . • • .. 
,'. --
' - ··1 . ' 
.L. 
fl·, 
.. 
. -·· ~ . ·: ...... , ' . 
/. \ 
J .. ' 
- ~;,.--~-·-·-
·-----·-' -·------
-. --------- --·-·--·--..-~- . - . . .---. - . 
This is precisely w·hat is needed to be proved. to complete this 
paper (the proof of the Relative consistency of the Continuum 
. H)'pothesis). · 
;::" -. , ........ --!. :· - . 
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