Abstract. We define two Markov processes. The finite dimensional distributions of the first one (say X = (Xt) t≥0 ) depend on one parameter q ∈ (−1, 1 > and of the second one (say Y = (Yt) t∈R ) on two parameters (q, α) ∈ (−1, 1 > ×(0, ∞). The first one resembles Wiener process in the sense that for q = 1 it is Wiener process but also that for q < 1 and ∀n ≥ 1 t n/2 Hn Xt/ √ t|q , where (Hn) n≥0 are so called q−Hermite polynomials, are martingales. It does not have however independent increments. The second one resemble OrsteinUlehnbeck processes. For q = 1 it is a classical OU process. For q < 1 it is stationary with correlation function equal to exp(−α|t − s|). On the way we deny Wesolowski's martingale characterization of Wiener process
Introduction
As announced in abstract, we are going to define two continuous time families of Markov processes. One of them will resemble Wiener process and the other Orstein-Uhlenbeck (OU) process. They will be indexed (apart from time parameter) by additional parameter q ∈ (−1, 1 > and in case q = 1 those processes will be classical Wiener and OU process. Of course for OU process there will additional parameter α > 0 responsible for covariance function of the process. For q ∈ (−1, 1) both processes will assume values in a compact space : (q, α) −OU process on < −2/ √ 1 − q, 2/ √ 1 − q > , while for q−Wiener process (X t ) t≥0 we will have: X t ∈< −2 √ t/ √ 1 − q, 2 √ t/ √ 1 − q >. One dimesional probabilities and transitional probabilities of these processes will be given explicitly. Moreover two families of polynomials orthogonal with respect to these measures will also be presented. Some properties of conditional expectations given the past of these processes including martingale properties will also be exposed. Thus quite detailed knowledge concerning these processes will be presented.
The problem is that these processes will be introduced via discrete time one dimensional random fields (Bryc processes) that have been studied in detail recently see e.g. [1] , [2] , [4] , [5] , [3] . That is why the first section will be dedicated to definition of Bryc processes and recollection of their basic properties.
The interesting thing about Bryc and related processes is that their one dimensional densities belong to so called family of q−Gaussian distributions introduced Bożejko et. al. in [10] using purely non-commutative probability arguments (including special interpretation of parameter q). Hence these distributions and consequently Bryc processes can be viewed as the mysterious connection between commutative and non-commutative probability theories. Since 1997 there appeared couple of papers (mostly in journals dedicated to Physics) on the properties of q−Gaussian distributions. See e.g. [7] , [14] , [12] .
There is also a different path of research followed by W lodek Bryc and Jacek Weso lowski see e.g. [6] , [13] . Their starting point is process with continuous time that satisfies several (exactly 5) conditions on covariance function and on first and second conditional moments. Under these assumptions they prove that these processes are Markov and several properties of families of polynomials that orthogonalize transitional and one dimensional probabilities. They give several examples illustrating developed theory. One of the processes considered by them is so called q−Brownian process. As far as one dimensional probabilities and transitional probabilities are concerned this process is identical with introduced in this paper q−Wiener process. The point is that we derive this process under less assumptions on the first and second conditional moments (we need only 2). The construction is also different. Our starting point is discrete time Bryc process. q−Wiener process is obtained as continuous time transformation of continuous time generalization of the discrete time process. Besides we list many properties of q−Wiener process that justify its name (are sort of q− analogies of well known martingale properties of Wiener process). Some of these properties can be derived from the definition of q−Brownian process presented in [6] . They are not however stated explicitly.
Recently W lodek Bryc and Jacek Weso lowski together with Wojtek Matysiak in [8] follow another more general path and considered so called continuous time quadratic harnesses. Vaguely speaking quadratic harnesses Z = (Z t ) t>0 are such L 2 processes with zero mean and covariance function EZ s Z t = min (s, t) that have respectively linear and quadratic first and second conditional moments of Z t with respect to σ−field σ (Z τ : τ ∈ (−∞, s > ∪ < u, ∞)) for s < t < u. In their paper they show that each quadratic harness is characterized by 5 parameters (apart from time parameter). They show also that under mild technical assumptions for each harness one can define a system of orthogonal polynomials {P n (x, t)} n≥1 such that ∀n : (P n (Z t , t) , σ (Z τ : τ ≤ t)) t>0 is a martingale.
One of the processes that are defined in this paper, namely q−Wiener process, although emerging from different context, turns out to be quadratic harnesses with 4 out of 5 parameters assuming value equal to 0, the family of orthogonal polynomials of its one dimensional distribution satisfies 3 term recursive fomulae given in paper of Bryc Matysiak and Weso lowski. They provide also an example of quadratic harness that is not an independent increment process. So far all the concrete examples given by these there authors concerned independent increment processes.
Our approach is totally commutative, classical as the one presented in recent papers of Bryc and Weso lowski. q− by no means is an operator. It is number parameter. Yet we are touching q− series and special functions.
The paper is organized as follows. As we mentioned in the first section we recall definition and summarize basic properties of Bryc processes. The next section is still dedicated mainly to certain properties of discrete time Bryc processes. In the third section first introduce continuous version of Bryc processes then we prove their existence, later parts of this section are devoted to presentation of the two processes that were mentioned earlier. We show their connection with emerging quadratic harness theory. We show here that Weso lowski's martingale characterization contained in [9] of Wiener process is not true. The last section contains proofs of the results from previous sections.
Although it is still not known if the Bryc process exist with parameter q > 1, we show in this paper that q−Wiener and q−Ortein-Uhlenbeck processes do not exist for q > 1.
Bryc processes
By Bryc processes we mean square integrable random field X = {X n } n∈Z indexed by the integers, with non-degenerate covariance matrices and constant first two moments, that satisfy the following two sets of conditions :
where
Non-singularity of covariance matrices implies that all random variables X n are non-degenerate and there is no loss of generality in assuming that EX k = 0 and EX 2 k = 1 for all k ∈ Z, which implies b = 0. It has been shown in [4] that (2.1) implies L 2 -stationarity of X. Since the case ρ := corr (X 0 , X 1 ) = 0 contains sequences of independent random variables (which satisfy (2.1) and (2.2) but can have arbitrary distributions), we shall exclude it from the considerations. Observe that non-singularity of the covariance matrices implies |ρ| < 1. By Theorem 3.1 from [1] (see also Theorems 1 and 2 in [4] ), corr (X 0 , X k ) = ρ |k| and one-sided regressions are linear
Let us define σ−algebras
It turns out that parameters a, ρ, A, B, C are related to one another in the following way:
and
In [5] it was shown that Theorem 1. There do not exist standardized random fields X = (X k ) k∈Z with nonsingular covariance matrices, satisfying (2.1) and (2.2) and ρ = 0, unless D = 0 and either B = 0 or (2.6) holds with B ∈ B 1 ∪ B 2 ∪ B 3 , where 2 / 1 + ρ 2 2 all one-dimensional distributions of X are equal to the uniquely determined symmetric and absolutely continuous distribution (depending on B) supported on a finite interval; (4) If (2.6) holds and B = 2ρ There also (i.e. in [5] ) the following problem has been put up. Theorem 3 below, strengthens Theorem 2.3 from [2] by stating that X is always a Markov chain and relaxing assumptions for the uniquely determined case.
Theorem 3. If X is a standardized random field with non-singular covariance matrices, satisfying (2.1) and (2.1-2.2), ρ = 0, and such that D = B = 0 or D = 0 and (2.6) holds with B ∈ B 2 , then X is a stationary Markov chain. X has uniquely determined distributions unless B = D = 0 and A = 1/2.
In [1] it has been shown regular B-processes are stationary random chains and that one can redefine parameters by introducing new parameter q ∈< −1, 1 > and define parameters A and B as functions of q and ρ. It turns out that q = −1 is equivalent to the B = 0, case q ∈ (−1, 1 > is equivalent to B ∈ B 2 , the case B ∈ B 1 leads to undefined q and finally case B ∈ B 3 leads to q ∈ 1/ρ 2n : n ∈ N . It is known that the case q < −1 implies to nonprobabilistic solutions (see e.g. [1] ). Following [1] we can express parameters A, B, C using parameters ρ and q :
Since we have (2.5) we can also express C as a function of q and ρ :
Conversely parameter q can be expressed by parameter B by the relationship:
We can rephrase and summarize the results of [1] and [4] in the following way. Each Bryc process is characterized by two parameters ρ and q. For q outside the set < −1, 1 > ∪ 1/ρ 2/n : n ∈ N Bryc processes do not exist. For 0 < |ρ| < 1 and q ∈< −1, 1 > Bryc processes exist and all their finite dimensional distribution are uniquely determined and known. For 0 < |ρ| < 1 and q ∈ 1/ρ 2/n : n ∈ N it is not known if Bryc processes exist.
Bryc sequences with 0 < |ρ| < 1 and q ∈ (−1, 1 > we will denote regular Bprocesses.
To complete recollection of basic properties of regular B-processes let us introduce so called q−Hermite polynomials {H n (x|q)} n≥−1 defined by the following recurrence:
and also that {H n (x|q)} n≥−1 are orthogonal polynomials of distribution of X n . The case q = −1 is equivalent to B = 0 and leads to distribution described above. We will concentrate thus on the case q ∈ (−1, 1 > . It turns out then that this distribution has density for q ∈ (−1, 1) and
and (2.10)
W. Bryc in [1] also found density of the conditional distribution X n |X n−1 = y and later W. Bryc, W. Matysiak and P. J. Szab lowski in [3] found orthogonal polynomials of this conditional distribution. Namely it turns out that for q ∈ (−1, 1) and
and that polynomials {p n (x|y, q, ρ)} n≥−1 defined by
are orthogonal with respect to measure defined by the density (2.11) For q = 1 we have
In this paper we are going to consider continuous time generalization of X. Namely, more precisely, we are going to study the existence and basic properties of process Y = {Y t } t∈R , such that for every positive δ, random sequences
are regular B-processes.
Auxiliary properties of Bryc processes
The following two properties follow assumptions (2.1) and (2.2) and assumptions concerning parameters ρ and A, B, and C. Lemma 1. If X is a Bryc process then:
If X is a Bryc process then E (X n |F n−k≤,≥n+j ) is a linear function of X n−k and X n+j . More precisely we have
jk X 2 n+j + B jk X n−j X n+j + C jk where:
As a simple corollary of Proposition 2 and its proof we have the following Lemma Lemma 2. Let {X i } i∈Z Bryc process with parameters ρ and q. Let us define Z k = X kj+m for fixed j ∈ N , m = 0, . . . , j − 1 and k ∈ N. {Z k } k∈Z is also Bryc process with parameters ρ j and q.
Continuous time generalizations of regular B processes
4.1. Existence. From consideration of the previous section it follows that for each δ > 0 regular B-process X
is L 2 stationary with covariance func-
|n−m| . But we have also for any integer k:
From this identity by standard methods we deduce that
for certain positive parameter ρ < 1. Another words we deduce that if Y exists, then it is L 2 stationary with covariance function
for some ρ ∈ (0, 1). Let us introduce new parameter
We have then
Existence of Y will be shown for two cases separately.
Since for q = 1 we have normality of one dimensional and conditional distributions. Thus we deduce that process Y for q = 1 exists. It is in fact well known Orstein-Uhlenbeck process. Now consider fixed q ∈ (−1, 1).
First we will deduce the existence of the processỸ = (Y t ) t∈Q . This follows from Kolmogorov's extension theorem. Since having natural ordering of Q we need only consistency of the family of finite dimensional distributions ofỸ. This can be however easily shown by the following argument. Let us take finite set of numbers r 1 < r 2 < · · · < r n from Q. Let M denote the smallest common denominator of these numbers. Let us consider regular B− process
Rn where numbers R 1 , . . . , R n are defined by the relationships r i = R i /M. Since process X M exists we have consistency since if {τ 1 , . . . , τ k } ⊂ {r 1 , . . . , r n } then distribution of (Y τ1 , . . . , Y τ k ) being equal to the distribution of X M T1 , . . . , X M T k with T j defined by τ j = T j /M for j = 1, . . . , k is a projection of the distribution of (Y r1 , . . . , Y rn ) .
Hence we deduce that processỸ with values in compact space S, exist. Now we use separation theorem and viewỸ as separable modification of process Y itself. Hence Y exists.
In the sequel, when considering continuous time generalizations of B-processes we will need the following generalization of 'nonsingularity of covariance matrix' assumption considered in the case of B-process: Let X = (X t ) t∈R be L 2 stochastic process and (4.1) ∀n ∈ N; 0 ≤ t 1 < t 2 < . . . < t n random variables X t1 , . . . , X tn are linearly independent which we will also refer to as linear independence assumption be satisfied by X . [1] , [2] , [4] , [5] and [3] .
q−OU
Theorem 4. Let Y be a continuous time (q, α) − OU-process. Then: 
1 − e −2α(δ+γ) Y s+γ , and for s ∈ R and δ, γ > 0 :
, where:
1 − qe
1 − e −2αγ
1 − qe −2α(δ+γ) .
(4) the following families of polynomials respectively given by (2.9) and (2.12) {H n (x|q)} n≥0 and p x|y, q, e −α|s−t| n≥0
, are orthogonal polynomials of (4.2) and (4.3). That is in particular 
(1)
That is we need only symmetric (and discrete for all increments d > 0) versions of condition defining E Y 2 s |F ≤s−δ,≥s+γ . Remark 3. Note that continuous time q−OU process does not exist for q > 1. It is so because for discrete time Bryc process with parameters (q, ρ) (presuming such process existed -compare Theorem 1 and Problem 1) the following relationship between parameters q and ρ must be satisfied for some integer n : ρ 2 q n = 1 or equivalently ratio log q log ρ 2 must be equal to some integer. However if q−OU process existed parameter ρ would depend on time parameter t in the following way ρ 2 = exp (−2αt) for some fixed positive α and consequently log q αt would have to be integer for all real t which is impossible.
4.3. q−Wiener process. Let Y be given (q, α)−OU process. Let us define:
Process X = (X τ ) τ ≥0 will be called q−Wiener process. Let us also introduce the following filtration:
Following this definition and Theorem 4 of the previous section we have:
Theorem 5. Let X be a q−Wiener process, then it has the following properties:
(1) ∀τ, σ ≥ 0 : cov (X τ , X σ ) = min (τ, σ) ,
For all n ≥ 1 and 0 < σ ≤ τ we have
τ ≥ 0 is a martingale and the pair U
, where U
|q is the reverse martingale. In particular X is a martingale
is a reversed martingale. (5) We have also:
Corollary 1. Let X be a q−Wiener process and Y related to it (q, α) −OU process. We have i ) For q ∈ (−1, 1) both X and Y processes do not allow continuous path modifications.
ii)
Hence X does not have independent increments. Following (4.11) we have however
iii) Almost every path of processes X and Y have at any point left and right hand side limits iv)
Thus following [8] we deduce from iii) that X is a quadratic harness with parameters (introduced in [8] ) θ = η = τ = sigma = 0 thus q−commutation equation is very simple in this case, namely [x.y] = I.
Remark 4. From assertion 4. of the Theorem 5 it follows that
are martingales and X τ /τ, F
are reversed martingales. Thus if main result of Weso lowski's paper [9] was true we would deduce that X is the Wiener process. We will show that Weso lowski made a mistake in his calculations. Following these martingale properties we have:For all 0 < σ < τ :
In order to simplify calculations we will assume that the following equalities are satisfied with probability
Further from reversed martingale property we have :
τ . Now mimicking way of reasoning of Weso lowski we have:
. Thus:
Dividing both sides by σ 2 we get:
Thus we see that EX 
So far the Weso lowskis and our calculations yield the same partial results. Now:
In Weso lowski's paper it is wrongly written that
Following Theorem 5 we get:
Corollary 2. Let X = (X τ ) τ ≥0 be a q−Wiener process. For s ∈ R and 0 < σ < τ, the following pairs:
(4.13)
are respectively martingale and reverse martingale.
In particular we have
0−Wiener process satisfies:
Remark 5. Following Remark 3 we deduce that q−Wiener processes do not exist for q > 1.
Relation to quadratic harnesses
Bryc and Weso lowski in [6] also introduced q−Wiener processes. However the process introduced by them was a particular element of general class of q− Meixner processes or (as it turned out later) of much larger class of quadratic harnesses. To define quadratic harness they needed 5 assumptions to be satisfied. Hence according to Bryc and Weso lowski q−Wiener process is a L 2 −process that satisfies 5 the following conditions. Namely: Let X = (X t ) t≥0 be L 2 -process with zero expectation and for all 0 ≤ s < t < u
If conditions 1. -5. are satisfied with for some q ∈< −1, 1 >
then X is a q−Wiener process. We will show that following procedure presented in this paper and in particular remark 2 only 2 conditions are needed to define q−Wiener process in the class of L 2 −processes. Namely, conditions 2. and 3. for special s = t − δ, u = t + γ and assuming D 1 = D 2 = 0 and also some general condition concerning coefficients A 1 and A 2 .
To see this let us first play around a bit with a change of time scale defined by (4.7) that relates L 2 −processes defined on all real line with those defined on only nonnegative half line. We have the following elementary proposition: Proposition 3. Let X = (X t ) t≥0 be a zero mean, L 2 process satisfying the following two conditions for all 0 ≤ s < t < u :
for some nonrandom functions a 1 , a 2 , A 1 , A 2 , B, C, C, D 1 , D 2 of s, t, u. Now let us consider new process Y = (Y τ ) τ ∈R related to the process X by the relationship: Y τ = exp (−ατ ) X exp(2ατ ) for some positive α. Then Y satisfies following conditions for all σ < τ < υ:
Proof. Is elementary and will not be presented.
Due to this proposition we have 1 − 1 relationship between certain L 2 processes on R and some processes on R + . Moreover subclasses of these processes defined by imposing certain condition on say 'stared' coefficients have their couterparts defined by conditions imposed on 'not stared ' coefficients. It will turn out that some conditions imposed on 'stared' coefficients that is defining certain subclasses of L 2 processes on R will have nice and clear interpretation in terms of certain symmetries with respect to time scale of the process.
As the results of this paper in particular Remark 2 and also of [4] and [5] show it is enough to assume that for all τ ∈ R and δ ≥ 0 the following functions do not depend on τ and
to be sure that zero mean L 2 process (Y τ ) τ ∈R having linear independence property and satisfying conditions a*) and b*) is a (q, α) −OU process and consequently process obtained from it by transformation X t = Y log t/2α ; t ≥ 0 is a q−Wiener process.
By the way note that conditions 5.1 are equivalent (for transformed processes defined on < 0, ∞)) to the following for all t ≥ 0, s ≥ 1 a 1 (t/s, t, ts) = sa 2 (t/s, t, ts) , (5.2a)
Note that conditions (5.1) impose in fact stationarity (independence of τ ) and time symmetry (i.e. independence of direction of time). We are going to show that of the two properties stationarity and time symmetry (at least as the properties of the second conditional moment are concerned) the more important is the first one. More precisely we have the following lemma that will be formulated in terms of B−processes, but can be easily be rephrased in terms of (q, α) −OU processes and further in terms of q−Wiener processes. Namely we have Lemma 3. Let X = (X n ) n∈Z be sequence of L 2 , normalized random variables satisfying the following two sets of conditions for all k ∈ Z
where as usually F =k = σ (X j : j = k) and 0 < |ρ| < 1, and A i , D i ; i = 1, 2, B, C are some real, fixed constants.
Then provided that A i = 1 ρ 2 +1 and that support of each X k has at least 3 points, parameters ρ, A i , C i ; i = 1, 2, B, C must satisfy the following system of equations:
From this lemma (more precisely from the system of equations (5.5)) it follows that if only C = 0 and |ρ| ∈ (0, 1), then A 1 = A 2 and D 1 = D 2 = 0.
Translating this fact in terms of process Y considered in proposition 3 if α * 1 (τ − δ, τ, τ + δ) = α * 2 (τ − δ, τ, τ + δ) and do not depend on τ and cov (Y τ , Y σ ) = exp (−2α |τ − σ|) < 1, then it is enough that A * 1 (τ − δ, τ, τ + δ) and A * 2 (τ − δ, τ, τ + δ) do not depend on τ to deduce that they are equal and together with coefficient B * (τ − δ, τ, τ + δ) satisfy condition (2.6). Similarly we can deduce that D *
Bryc, Matysiak and Weso lowski in [8] have found coefficients A 1 , A 2 , B, C, D 1 , D 2 as functions of s, t, u. These functions turned out to be rational functions of these variables depending on 5 parameters (see formulae (3.25)-(3.29) of [8] ). It is elementary to note that conditions (5.1) or conditions(5.5) lead, after proper modification (they are defined for processes defined on R + 4 out of 5 parameters assume value 0.
All other properties mentioned in theorem 5 and assumed in the paper [6] (that is conditions 1., 4., 5. ) follow these two plus linear independence .
Proofs of the results
Proof of Lemma 1. 1. Remembering that H 4 (x|q) = x 4 −(3+2q+q 2 )x 2 +(1+q+q 2 ) thus consequently
and we see that EX 4 n = 2 + q since EH 4 (X m ) = EH 2 (X m ) = 0. Now using the fact that E (H 2 (X n ) |F ≤m ) = ρ 2 H 2 (X m ) for m < n we get:
To get (3.1c). we have:
Proof of Proposition 1. For fixed natural numbers k, j let us denote
. Now notice that for each coordinate of vector Z we have:
Hence we have a vector linear equation
Now notice that matrix I − A where I denotes unity matrix is nonsingular. This is so because sum of the absolute values of elements in each row of the matrix is less than 1 which means that eigenvalues of the matrix I − A are inside circle at center in 1 and radius less than 1, thus nonzero. Consequently each component of the vector Z is a linear function of X n−k and X n+j . Having linearity of E (X i |F n−k≤,≥n+j ) with respect to X n−k and X n+j we get (3.2).
Proof of Proposition 2. Let us denote m i,j = E (X n+i X n+j |F n−l≤,≥n+k ) , for i, j = −l, −l + 1, . . . , k − 1, k. Notice that using (3.2) we get m i,j = m j,i and that m −l,j
X n−l X n+k and
n+k . Besides we have for i, j = −j + 1, . . . , k − 1 and
Notice also that we have in fact (l + k − 2) 2 unknowns and (l + k − 2) 2 linear equations. Moreover random variables m ij are well defined since conditional expectation is uniquely defined (up to set of probability 1). Thus we get the main assertion of the proposition. Now we know that for some A j , B j , C j we have
jk X 2 n+k + B jk X n−j X n+k + C jk . First thing to notice is that
Secondly let us multiply (6.1) by X 2 n−j , X 2 n+k and X n−j X n+k and let us take expectation of both sides of obtained in that way equalities. In doing so we apply assertions of Lemma 1. In this way we will get three equations:
jk (2 + q)
jk ρ j+k (2 + q) + A
jk ρ j+k (2 + q) + B jk 1 + ρ 2(j+k) (1 + q)
jk − ρ j+k B jk .
Solution of this system of equations is, as it can be easily, checked (3.4) . Secondly consider discrete time random field Z = {Z k } k∈Z such that Z k = X kj . Obviously we have jj , B j = B jj . Thus Z is a Bryc random field with different parameters. Notice that one dimensional distributions of processes X and Z are the same. Hence parameters q for both processes Z and X are the same. On the other hand parameter ρ Z of the process Z is related to parameter ρ of the process X by the following relationship ρ Z = EZ 0 Z 1 = EX 0 X j = ρ j .
Thus applying formulae (2.7) we get (3.4).
Proof of Theorem 4. The proof of this theorem is in fact contained in above mentioned papers. For the proof of 5. notice that from 4. it follows that ∀n, m ≥ 1, s, t ∈ R : EH m (Y t |q) H n (Y s |q) = δ |n−m| e −nα|s−t| EH 2 n (Y t |q) . Further we use spectral decomposition theorem.
Proof of Theorem 5. 1. Suppose τ < σ, cov (X τ , X σ ) = √ τ σEY log τ /2α Y log σ/2α = √ τ σe −α|log τ /2α−log σ/2α| = √ τ σe − log(σ/τ )/2 = √ τ σ σ τ = σ. 2. & 3. We have P (X t ≤ x) = P √ τ Y log τ /2α ≤ x = P Y log τ /2α ≤ x/ √ τ . Knowing that f H is a density of Y t we get immediately assertion 1. To get assertion 3 we have P (X τ − X σ ≤ x|X σ = y) = P (X τ ≤ x + y|X σ = y) = P √ τ Y log τ /2α ≤ x + y| √ σY log σ/2α = y = P Y log τ /2α ≤ x+y √ τ |Y log σ/2α = y √ σ
. Now we recall that f x|y, q, e −α|s−t| is the density of Y t given Y s = s. by theorem 4. 4. Notice that X τ / √ τ = Y log τ /2α .We have using assertion 5 of Theorem 4: E τ n/2 H n (X τ / √ τ ) |F X ≤σ = τ n/2 E H n Y log τ /2α |F log σ/2α = τ n/2 e −αn(log τ /2α−log σ/2α) H n Y log σ/2α = σ n/2 H n (X σ / √ σ) . a.s.
Similarly E σ −n/2 H n Xσ √ σ |q |F X ≥τ = σ −n/2 E H n Y log σ/2α |q |F ≥log τ /2α = σ −n/2 e −α(log τ /2α−log σ/2α) H n Y log τ /2α |q = σ 
