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Abstract
We establish the existence of smooth invariant center manifolds for the nonuniformly partially
hyperbolic trajectories of a diffeomorphism in a Banach space. This means that the differentials of the
diffeomorphism along the trajectory admit a nonuniform exponential trichotomy. We also consider
the more general case of sequences of diffeomorphisms, which corresponds to a nonautonomous
dynamics with discrete time. In addition, we obtain an optimal regularity for the center manifolds: if
the diffeomorphisms are of class Ck then the manifolds are also of class Ck . As a byproduct of our
approach we obtain an exponential control not only for the trajectories on the center manifolds, but
also for their derivatives up to order k.
 2005 Elsevier SAS. All rights reserved.
Résumé
Nous établissons l’existence de variétés centrales invariantes lisses pour les trajectoires non-
uniformément partiellement hyperboliques d’un difféomorphisme dans un espace de Banach. Ceci
signifie que les différentielles du difféomorphisme, le long de la trajectoire, admettent une tricho-
tomie exponentielle non-uniforme. Nous considérons également le cas plus général des suites de
difféomorphismes, correspondant à une dynamique non-autonome à temps discret. En outre, nous ob-
tenons une régularité optimale pour les variétés centrales : si les difféomorphismes sont de classe Ck
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1694 L. Barreira, C. Valls / J. Math. Pures Appl. 84 (2005) 1693–1715alors les variétés sont également de classe Ck . Comme sous-produit de notre approche nous obtenons
un contrôle exponentiel, non seulement pour les trajectoires sur les variétés centrales, mais également
pour leurs dérivées jusqu’à l’ordre k.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction
Center manifold theorems are powerful tools in the analysis of the behavior of a dy-
namical system. Consider for example a fixed point x of a diffeomorphism F . One can
ask whether the behavior of the trajectories of F in a neighborhood of x imitates the be-
havior of the linear map dxF in a neighborhood of zero. This is certainly the case when
x is hyperbolic: by the Grobman–Hartman theorem, locally the two dynamics are topo-
logically conjugate. When x is not hyperbolic one can still establish the existence of an
invariant center manifold which is tangent to the vector space generated by the elliptic
directions. However, the behavior on the center manifold substantially depends on the
nonlinear map F , and in general need not imitate the behavior on the associated vector
space.
Nevertheless, the understanding of the behavior of the trajectories in a neighborhood of
a given one plays a crucial role in dynamics, for example in the study of stability. Namely,
when there exist unstable directions, all trajectories approach exponentially the center man-
ifold. Therefore, the stability of the system is completely determined by the behavior on
the center manifold. Accordingly, we often consider a reduction of the dynamics to the
center manifold, and we then study the quantitative behavior on the reduced system. Since
we need to be able to approximate the center manifolds to sufficiently high order, it is also
important to discuss their regularity. We refer the reader to the book [2] for details and
references. The study of center manifolds can be traced back to the works of Pliss [12] and
Kelley [9]. A very detailed exposition in the case of autonomous differential equations is
given in [13], adapting results in [15]. See also [11,14] for the case of differential equations
in infinite-dimensional spaces. We refer the reader to [3–5,13] for more details and further
references.
Our main goal is to weaken the condition concerning the uniform partial hyperbolicity
of the trajectories, and find the weakest possible hypotheses under which one can construct
invariant center manifolds. We naturally put ourselves in the context of nonuniform hyper-
bolicity theory (see [1] for a detailed exposition of several parts of the theory and further
references). Namely, we still require some amount of partial hyperbolicity to establish the
existence of the center manifolds, but this hyperbolicity can be spoiled exponentially along
each trajectory as the initial time changes. To the best of our knowledge, there are no for-
mer results in the literature on the existence of invariant center manifolds in the context
of nonuniform hyperbolicity theory. Furthermore, we also want to consider sequences of
diffeomorphisms and not only a single diffeomorphism. This situation has a simple natural
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such that at each time a different map is used to describe the dynamics.
Consider a trajectory vm = Fm(v) of a diffeomorphism F :X → X in a Banach
space X. We will say that the trajectory is nonuniformly partially hyperbolic if the opera-
tors dvmF , m ∈ Z have a block form with respect to a fixed decomposition X = E×F1 ×F2
independent of m, such that for some constants
0 a < b, 0 c < d, ε  0, D  1, (1)
given n ∈ Z and m 0 we have:∥∥dvnFm|E∥∥Deam+ε|n|, ∥∥dvnF−m|F2∥∥De−bm+ε|n|,∥∥dvnF−m|E∥∥Decm+ε|n|, ∥∥dvnFm|F1∥∥De−dm+ε|n|.
The spaces E, F1, and F2 contain respectively the center, stable, and unstable directions.
We can now formulate a prototype of our center manifold theorem.
Theorem 1 (Center manifold theorem). Let F :X → X be a Ck diffeomorphism for some
k ∈ N, and let vm = Fm(v) be a nonuniformly partially hyperbolic trajectory such that for
each m ∈ Z the functions,
u → F(vm + u)− (dvmF )u and u → djvm+uF for j = 1, . . . , k,
are Lipschitz with Lipschitz constant δe−β|m|. If
(k + 1)(a + ε) < b and (k + 1)(c + ε) < d,
then for every δ sufficiently small there exist Ck manifolds Vm such that
vm ∈ Vm, TvmVm = E, and F(Vm) = Vm+1 for every m ∈ Z. (2)
We note that as a byproduct of our approach we obtain an exponential control not only
for the trajectories on the center manifolds Vm, but also for their derivatives up to order k.
Theorem 1 is a particular case of Theorem 3 below.
Our approach to the proof of Theorem 1 is a priori the usual one: namely, we use the
required invariance F(Vm) = Vm+1 in (2) to conclude that each manifold Vm must be the
graph of a function satisfying a certain fixed point problem. However, the extra small expo-
nentials due to the nonuniform partial hyperbolicity substantially complicate this approach.
In particular, we need to consider two fixed-point problems: one to obtain an a priori es-
timate for the speed of decay of the central component of the trajectories along a given
graph, and the other to obtain the graph which is the center manifold. To establish the
necessary estimates in the fixed point problems, we use a multivariate version of the Faà
di Bruno formula in [6] for the derivatives of a composition. We also use a result in [7]
that goes back to a lemma of Henry in [8] (see Proposition 2). This result allows one to
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single fixed point problem, instead of a fixed point problem for each of the successive
higher-order derivatives. Essentially, it says that the unit ball of the space of functions of
class Ck between two Banach spaces with Lipschitz kth derivative is closed with respect to
the C0-topology. This allows one to consider contraction maps solely using the supremum
norm instead of any norm involving also the derivatives.
The structure of the paper is as follows. In Section 2 we describe our setup and the
nonuniform hyperbolicity assumptions. Our results concerning the existence of center
manifolds are formulated in Section 3. The proofs are given in Section 4 (with some tech-
nical estimates deferred to Appendix A).
2. Setup
Consider invertible operators Am ∈ B(X) for each m ∈ Z, where B(X) is the set of
bounded linear operators on the Banach space X, such that with respect to some decompo-
sition X = E × F1 × F2 (independent of m),
Am =
(
Bm 0 0
0 C1m 0
0 0 C2m
)
. (3)
The blocks will correspond respectively to the center, stable, and unstable components
of Am. Due to the block form in (3), each sequence vm ∈ X satisfying vm+1 = Amvm for
every m ∈ Z can be written in the form
vm =
(
B(m,n)xn,C1(m,n)y1n,C2(m,n)y2n
)
for every m,n ∈ Z,
where vn = (xn, y1n, y2n) ∈ E × F1 × F2, and
B(m,n) =

Bm−1 · · ·Bn if m> n,
Id if m = n,
B−1m · · ·B−1n−1 if m< n
with similar definitions for C1(m,n) and C2(m,n). We say that (Am)m∈Z admits a nonuni-
form exponential trichotomy if there exist constants as in (1) such that for every m,n ∈ Z
with m n we have,∥∥B(m,n)∥∥Dea(m−n)+ε|n|, ∥∥C2(m,n)−1∥∥De−b(m−n)+ε|m|, (4)
and for every m,n ∈ Z with m n we have,∥∥B(m,n)∥∥Dec(n−m)+ε|n|, ∥∥C1(m,n)−1∥∥De−d(n−m)+ε|m|. (5)
The constants a, b, c, d correspond to Lyapunov exponents, while ε represents the nonuni-
formity of the exponential behavior. If follows from Oseledets’ multiplicative ergodic
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a measure-preserving diffeomorphism F :X → X, the sequence Am = dFm(v)F admits a
nonuniform exponential trichotomy with arbitrarily small ε, possibly depending on v.
Consider also Ck maps fm :X → X for each m ∈ Z and some k ∈ N. We want to find
invariant center manifolds for the dynamics defined by
vm+1 = Fm(vm), where Fm(v) = Amv + fm(v), (6)
with vm ∈ X for each m ∈ Z. We also write fm = (gm,h1m,h2m) ∈ E × F1 × F2, and
vm = (xm, y1m,y2m) ∈ E ×F1 ×F2. Given n ∈ Z and vn = (ξ, η1, η2) ∈ E ×F1 ×F2, the
unique solution of (6) satisfies for each m n,
xm = B(m,n)ξ +
m−1∑
l=n
B(m, l + 1)gl(xl, y1l , y2l ),
yim = Ci (m,n)ηi +
m−1∑
l=n
Ci (m, l + 1)hil(xl, y1l , y2l ), i = 1,2,
(7)
and for each m n
xm = B(m,n)ξ −
n−1∑
l=m
B(m, l + 1)gl(xl, y1l , y2l ),
yim = Ci (m,n)ηi −
n−1∑
l=m
Ci (m, l + 1)hil(xl, y1l , y2l ), i = 1,2.
(8)
3. Existence of center manifolds
Set β = (k + 2)ε, with the same constant ε as in (1). We assume that there exist k ∈ N
and δ > 0 such that for every m ∈ Z:
(H1) Am ∈ B(X) is invertible and satisfies (3);
(H2) fm :X → X is a Ck map with Fm = Am + fm invertible, and such that fm(0) = 0,
d0fm = 0, and for every u,v ∈ X,∥∥djufm∥∥ δe−β|m| for j = 1, . . . , k, (9)∥∥dkufm − dkvfm∥∥ δe−β|m|‖u− v‖. (10)
We also consider the “spectral gap” conditions
T1 := (k + 1)(c + ε)− d < 0, T2 := (k + 1)(a + ε)− b < 0. (11)
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of sequences of functions ϕm = (ϕ1m,ϕ2m) :E → F1 × F2 of class Ck such that for every
m ∈ Z and x, y ∈ E we have:
(1) ϕm(0) = 0 and d0ϕm = 0;
(2) ‖djx ϕm‖ 1 for j = 1, . . . , k, and ‖dkxϕm − dkyϕm‖ ‖x − y‖.
Given ϕ = (ϕm)m ∈ X we consider for each m ∈ Z the graph,
Vm =
{(
ξ,ϕm(ξ)
)
: ξ ∈ E}, (12)
and given ξ ∈ E, and m,n ∈ Z, we set vmn(ξ) = F(m,n)(ξ,ϕn(ξ)), where
F(m,n) =

Fm−1 ◦ · · · ◦ Fn if m> n,
Id if m = n,
F−1m ◦ · · · ◦ F−1n−1 if m< n.
(13)
We now present our center manifold theorem:
Theorem 2. Assume that (H1)–(H2) hold. If the sequence (Am)m∈Z admits a nonuniform
exponential trichotomy and (11) holds, then provided that δ in (9)–(10) is sufficiently small
there exists a unique ϕ ∈ X such that
(1) Vm is a Ck manifold, 0 ∈ Vm, and T0Vm = E for every m ∈ Z;
(2) F(n,m)(Vm) = Vn for every m,n ∈ Z;
(3) for every m ∈ Z and ξ ∈ E we have:
ϕ1m(ξ) =
m−1∑
l=−∞
C1(l + 1, n)−1h1l
(
F(l,m)
(
ξ,ϕm(ξ)
))
,
ϕ2m(ξ) = −
+∞∑
l=m
C2(l + 1, n)−1h2l
(
F(l,m)
(
ξ,ϕm(ξ)
));
(4) there exists K > 0 such that setting α = 4Dδeε−min{a,c} and given j ∈ {0, . . . , k},
m,n ∈ Z, and ξ , ξ¯ ∈ E we have:
∥∥djξ vmn − djξ¯ vmn∥∥
{
Ke(j+1)[(a+α)(m−n)+ε|n|]‖ξ − ξ¯‖ if m n,
Ke(j+1)[(c+α)(n−m)+ε|n|]‖ξ − ξ¯‖ if m n.
The proof of Theorem 2 is given in Section 4. We call each manifold Vm in Theorem 2 a
center manifold. We observe that each Vm is unique. Note that the constant α can be made
arbitrarily small by taking δ sufficiently small.
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trajectories. Consider Ck diffeomorphisms Fm :X → X for each m ∈ Z and some k ∈ N,
and a trajectory (wm)m∈Z satisfying
wm+1 = Fm(wm), m ∈ Z. (14)
We assume that the operators Am = dwmFm have the block form in (3) with respect to a
decomposition X = E × F1 × F2 independent of m. We say that the trajectory (wm)m∈Z
is nonuniformly partially hyperbolic if the sequence (Am)m∈Z admits a nonuniform expo-
nential trichotomy.
Theorem 3. Assume that Fm :X → X is a sequence of Ck diffeomorphisms for some k ∈ N,
and let (wm)m∈Z be a nonuniformly partially hyperbolic trajectory of (14) such that for
every m ∈ Z and u, v ∈ X we have:∥∥Fm(wm + u)− Fm(wm + v)−Am(u− v)∥∥ δe−β|m|‖u− v‖, (15)∥∥djwm+uFm − djwm+vFm∥∥ δe−β|m|‖u− v‖ for j = 1, . . . , k. (16)
If the conditions in (11) hold and δ is sufficiently small, then there exists a unique function
ϕ ∈ X such that for each m ∈ Z the set,
Wm =
{(
ξ,ϕm(ξ)
)+wm: ξ ∈ E},
is a smooth manifold of class Ck with the following properties:
(1) wm ∈ Wm and TwmWm = E for every m ∈ Z;
(2) Fm(Wm) = Wm+1 for every m ∈ Z;
(3) given η > 0, provided that δ is sufficiently small there exists K > 0 such that for every
m,n ∈ Z and v, v¯ ∈ Wm we have:∥∥F(m,n)v − F(m,n)v¯∥∥ {Ke(a+η)(m−n)+ε|n|‖v − v¯‖ if m n,
Ke(c+η)(n−m)+ε|n|‖v − v¯‖ if m n.
Proof. We will reduce the study of the system in (14) to that of (6). Setting ym = vm−wm,
where (vm)m∈Z is another trajectory of (14), we obtain:
ym+1 = Amym +Gm(ym),
where
Gm(y) = Fm(y +wm)− Fm(wm)−Amy. (17)
By hypothesis Am satisfies the assumption (H1). Furthermore, it follows easily from (15),
(16), and (17) that G satisfies the assumption (H2). We can now apply Theorem 2 to obtain
the desired statement. 
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4.1. Function spaces
We consider the norm ‖(x, y, z)‖ = ‖x‖+ ‖y‖ + ‖z‖ for each (x, y, z) ∈ E ×F1 ×F2,
and given ϕ ∈ X we set:
‖ϕ‖ := sup{∥∥ϕm(x)∥∥/‖x‖: m ∈ Z and x ∈ E \ {0}} 1. (18)
Proposition 1. With the norm in (18), X is a complete metric space.
For the proof of the proposition, let X, Y be Banach spaces and let U ⊂ X be an open
subset. Given k ∈ N and b > 0, we define the set
C
k,1
b (U,Y ) =
{
u ∈ Ck,1(U,Y ): ‖u‖k,1  b
}
,
where Ck,1(U,Y ) is the space of Ck functions u :U → Y having Lipschitz kth derivative,
with the norm,
‖u‖k,1 = max
{‖u‖∞,‖Du‖∞, . . . ,∥∥Dku∥∥∞,L(Dku)},
where ‖ · ‖∞ denotes the supremum norm and
L(u) = sup
{‖u(x)− u(y)‖
‖x − y‖ : x, y ∈ U with x 	= y
}
.
Proposition 2 (Henry’s lemma [7, Lemma 2.2]). Let X, Y be Banach spaces and let U ⊂ X
be an open subset. If uj ∈ Ck,1b (U,Y ) for each j ∈ N and the function u :U → Y satisfies
‖uj −u‖∞ → 0 as j → ∞, then u ∈ Ck,1b (U,Y ) and for each x ∈ U we have Dkuj (x) →
Dku(x) as j → ∞.
This implies that Ck,1b (U,Y ) is closed in the space of continuous functions from U to Y
with the supremum norm. When k = 1 the statement in Proposition 2 was established by
Henry in [8, Lemma 6.1.6]. A similar result to that in Proposition 2 was proven by Lanford
in [10, Lemma 2.5].
Given ϕ ∈ X, m ∈ Z, and x ∈ BR ⊂ E, where BR is the ball of radius R centered at 0,
we have ‖ϕm(x)‖  ‖ϕ‖ · ‖x‖  R. Therefore, if (ψj )j = ((ψjm)m)j ⊂ X is a Cauchy
sequence with respect to the norm in (18), then (ψjm)j ⊂ Ck,1R (BR,F1 × F2) is a Cauchy
sequence in the supremum norm. Hence, a simple application of Proposition 2 yields
Proposition 1.
For a fixed n ∈ Z, set now:
Z+n =
{
m ∈ Z: m n}, Z−n = {m ∈ Z: m n},
ρ(m) =
{
(a + α)(m− n)+ ε|n| if m ∈ Z+n ,
(c + α)(n−m)+ ε|n| if m ∈ Z− (19)n
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functions x :Z±n × E → E of class Ck in ξ such that x(n, ξ) = ξ for every ξ ∈ E, and
denoting by ∂ the derivative with respect to ξ ,
‖x‖′ := sup
{‖x(m, ξ)‖
‖ξ‖ e
−ρ(m): m ∈ Z±n , ξ ∈ E \ {0}
}
 C, (20)
‖x‖j := sup
{∥∥∂j x(m, ξ)∥∥e−jρ(m): m ∈ Z±n , ξ ∈ E}C, j = 1, . . . , k, (21)
Lk(x) := sup
{‖∂kx(m, ξ)− ∂kx(m, ξ¯ )‖
‖ξ − ξ¯‖ e
−(k+1)ρ(m)
}
 C, (22)
with the last supremum taken over all m ∈ Z±n and ξ, ξ¯ ∈ E with ξ 	= ξ¯ . A similar applica-
tion of Proposition 2 yields the following.
Proposition 3. With the norm in (20), the spaces B+ and B− are complete.
4.2. Preliminary bounds
We now present several auxiliary bounds that are needed in the proof of Theorem 2.
For clarity of the presentation, we defer the proofs to Appendix A. Given ϕ ∈ X and
x ∈ B+ ∪B− we write:
xm(ξ) := x(m, ξ), ϕ∗m(ξ) := ϕm
(
xm(ξ)
)
, g∗m(ξ) := gm
(
xm(ξ),ϕ
∗
m(ξ)
)
. (23)
Lemma 1. There exists A > 0 such that for each j = 1, . . . , k, ϕ ∈ X, (n, ξ) ∈ Z × E,
m ∈ Z±n , and x ∈ B± we have:∥∥djξ ϕ∗m∥∥Aejρ(m) and ∥∥djξ g∗m∥∥Aδe−β|m|ejρ(m).
Lemma 2. There exists C′ > 0 such that for each j = 0, . . . , k, ϕ ∈ X, (n, ξ), (n, ξ¯ ) ∈
Z ×E, m ∈ Z±n , and x ∈ B± we have:
∥∥djξ xm − djξ¯ xm∥∥ C∥∥ξ − ξ¯∥∥e(j+1)ρ(m),∥∥djξ ϕ∗m − djξ¯ ϕ∗m∥∥ C′∥∥ξ − ξ¯∥∥e(j+1)ρ(m).
Lemma 3. There exists C′′ > 0 such that for each ϕ ∈ X, (n, ξ), (n, ξ¯ ) ∈ Z × E, m ∈ Z±n ,
and x ∈ B± we have:∥∥dkξ g∗m − dkξ¯ g∗m∥∥C′′δe−β|m|∥∥ξ − ξ¯∥∥e(k+1)ρ(m).
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In view of the required invariance F(m,n)(Vm) = Vn (see (12) and (13)), any trajectory
starting in a set Vn must be in Vm for every m ∈ Z, and thus, for these trajectories, the
equations in (7)–(8) can be written in the form:
xm = B(m,n)ξ +
m−1∑
l=n
B(m, l + 1)gl
(
xl, ϕl(xl)
)
,
ϕim(xm) = Ci (m,n)ϕin(ξ)+
m−1∑
l=n
Ci (m, l + 1)hil
(
xl, ϕl(xl)
)
, i = 1,2,
(24)
for each m n, and
xm = B(m,n)ξ −
n−1∑
l=m
B(m, l + 1)gl
(
xl, ϕl(xl)
)
,
ϕim(xm) = Ci (m,n)ϕin(ξ)−
n−1∑
l=m
Ci (m, l + 1)hil
(
xl, ϕl(xl)
)
, i = 1,2,
(25)
for each m n. The proof of Theorem 2 will be obtained in several steps. We first establish
the existence of a unique sequence (xm)m∈Z satisfying the first equations in (24)–(25) for
each given ϕ ∈ X.
Lemma 4. Given δ sufficiently small, for each ϕ ∈ X the following holds:
(1) given (n, ξ) ∈ Z × E there exists a unique function x = xϕ :Z × E → E with
xϕ(n, ξ) = ξ satisfying the first equations in (24)–(25) for every m ∈ Z;
(2) the function xϕ satisfies xϕ |(Z±n ×E) ∈ B± and∥∥xϕ(m, ξ)− xϕ(m, ξ¯)∥∥C∥∥ξ − ξ¯∥∥eρ(m), m ∈ Z±n . (26)
Proof. We consider only the case when m ∈ Z+n . The other case is similar. Given ϕ ∈ X
and (n, ξ) ∈ Z ×E we define the operator (see (23)):
(Jx)(m, ξ) = B(m,n)ξ +
m−1∑
l=n
B(m, l + 1)g∗l (ξ ),
for each x ∈ B+ and m  n. Clearly Jx is of class Ck in ξ , and (Jx)(n, ξ) = ξ (since
B(n,n) = Id). By (9), for every j = 0, . . . , k − 1, m ∈ Z, and u,v ∈ X,∥∥djufm − djv fm∥∥ δe−β|m|‖u− v‖, (27)
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By the first inequality in (4), and the definitions of β and ρ(m) we have:
∥∥(Jx)(m, ξ)−B(m,n)ξ∥∥ m−1∑
l=n
∥∥B(m, l + 1)∥∥ · ∥∥g∗l (ξ )∥∥
 2CδD‖ξ‖eε−aeρ(m)
m−1∑
l=n
e(ε−β)|l|e−α(m−l)  θ‖ξ‖eρ(m),
where θ = 2CδDeε−a−α/(eα − 1). Furthermore, by (4) and (19), we have the estimate
‖B(m,n)ξ‖Deρ(m)‖ξ‖. Thus, choosing C > D and taking δ sufficiently small we ob-
tain ‖Jx‖′ D + θ < C.
We now consider the derivatives ∂j (Jx). By Lemma 1, for j = 1, . . . , k we have
‖djξ g∗l ‖Aδe−β|l|ejρ(l). By the first inequality in (4), for j = 2, . . . , k,
∥∥∂j (Jx)(m, ξ)∥∥ m−1∑
l=n
∥∥B(m, l + 1)∥∥ · ∥∥djξ g∗l ∥∥
AδDejρ(m)eε−a
m−1∑
l=n
e−(jα+(j−1)a)(m−l)e(ε−β)|l|
 ADδe
ε−j (α+a)
ejα+(j−1)a − 1e
jρ(m) =: θj ejρ(m). (28)
Taking δ sufficiently small, we obtain ‖∂j (Jx)‖j  θj  C for j = 2, . . . , k. When j = 1
the term B(m,n) is also present in the derivative ∂j (Jx). Since ‖B(m,n)‖  Deρ(m),
choosing C >D and taking δ sufficiently small we obtain ‖∂(Jx)‖1  (D + θ1) < C.
Proceeding now in a similar manner to that in the proof of (28), using Lemma 3 and the
first inequality in (4), for each m n and ξ, ξ¯ ∈ E with ξ 	= ξ¯ we obtain:
∥∥∂k(Jx)(m, ξ)− ∂k(Jx)(m, ξ¯)∥∥ m−1∑
l=n
∥∥B(m, l + 1)∥∥ · ∥∥dkξ g∗l − dkξ¯ g∗l ∥∥
 C
′′θk+1
A
∥∥ξ − ξ¯∥∥e(k+1)ρ(m).
Taking δ sufficiently small, we obtain Lk(Jx)  C′′θk+1/A  C. Hence, Jx ∈ B+ and
J :B+ → B+ is a well-defined operator.
We now show that J is a contraction with respect to the norm ‖ · ‖′ in (20). Given x,
y ∈ B+ and l  n, it follows from (27) and the definition of α that
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 2δe−β|l|
∥∥xl(ξ)− yl(ξ)∥∥ αe−β|l|2Deε−a eρ(l)‖ξ‖ · ‖x − y‖′. (29)
By the first inequality in (4), using the definition of β we obtain
∥∥(Jx)(m, ξ)− (Jy)(m, ξ)∥∥

m−1∑
l=n
∥∥B(m, l + 1)∥∥ · ∥∥gl(xl(ξ), ϕl(xl(ξ)))− gl(yl(ξ), ϕl(yl(ξ)))∥∥
 α
2
eρ(m)‖ξ‖ · ‖x − y‖′e−αm
m−1∑
l=n
eαl  ‖ξ‖
2
· ‖x − y‖′eρ(m),
since α/(eα−1) 1 for α > 0. Therefore ‖Jx−Jy‖′  ‖x−y‖′/2, and J is a contraction.
Thus, by Proposition 3, there exists a unique function x = xϕ ∈ B+ satisfying Jx = x. The
inequality in (26) is an immediate consequence of Lemma 2. 
We also need to have some information on how the function xϕ varies with ϕ. Given
ϕ,ψ ∈ X and (n, ξ) ∈ Z × E, we denote by xϕ and xψ the functions given by Lemma 4
such that xϕ(n, ξ) = xψ(n, ξ) = ξ .
Lemma 5. Provided that δ is sufficiently small, for every ϕ, ψ ∈ X and (n, ξ) ∈ Z ×E we
have:
∥∥xϕ(m, ξ)− xψ(m, ξ)∥∥ 12C‖ξ‖ · ‖ϕ −ψ‖eρ(m), m ∈ Z±n .
Proof. Again we consider only the case when m ∈ Z+n . The other case can be treated in an
analogous manner. Take l  n. Proceeding in a similar manner to that in (29), we obtain:
∥∥gl(xϕ(l, ξ), ϕl(xϕ(l, ξ)))− gl(xψ(l, ξ),ψl(xψ(l, ξ)))∥∥
 δe−β|l|
∥∥(xϕ(l, ξ)− xψ(l, ξ), ϕl(xϕ(l, ξ))−ψl(xψ(l, ξ)))∥∥
 δe−β|l|
(∥∥xϕ(l, ξ)∥∥ · ‖ϕ −ψ‖ + 2∥∥xϕ(l, ξ)− xψ(l, ξ)∥∥). (30)
Set now
ρ¯(m) = ∥∥xϕ(m, ξ)− xψ(m, ξ)∥∥ and T (m) = e−ρ(m)ρ¯(m).
Using the first inequality in (4), (26) in Lemma 4, and (30), it follows from the first equation
in (24) and the definition of α that
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m−1∑
l=n
ea(m−l−1)+ε|l+1|−β|l|
[∥∥xϕ(l, ξ)∥∥ · ‖ϕ −ψ‖ + 2ρ¯(l)]
 αC‖ξ‖
4
‖ϕ −ψ‖
m−1∑
l=n
e−α(m−l) + α
2
m−1∑
l=n
e−α(m−l)T (l).
Set T = supm∈Z T (m). Since α/(eα − 1) < 1 for α > 0, we obtain:
T 
(
C‖ξ‖
4
‖ϕ −ψ‖ + T
2
)
α
eα − 1 
C‖ξ‖
4
‖ϕ −ψ‖ + T
2
.
This establishes the desired result. 
4.4. Transformed problem
To establish the existence of a function ϕ ∈ X satisfying the second identities in
(24)–(25) when x = xϕ , where xϕ is the function given by Lemma 4, we first reduce the
problem to another one.
Lemma 6. Provided that δ is sufficiently small, given ϕ ∈ X satisfying,
ϕ1n(ξ) =
n−1∑
l=−∞
C1(l + 1, n)−1h1l
(
xϕ(l, ξ), ϕl
(
xϕ(l, ξ)
))
,
ϕ2n(ξ) = −
+∞∑
l=n
C2(l + 1, n)−1h2l
(
xϕ(l, ξ), ϕl
(
xϕ(l, ξ)
))
,
(31)
for every (n, ξ) ∈ Z×E (including the requirement that the series converge), then it satis-
fies (24)–(25) with x = xϕ .
Proof. Since Ci (m,n)Ci (l + 1, n)−1 = Ci (m, l + 1) for i = 1,2, we obtain:
Ci (m,n)ϕin(ξ)+
m−1∑
l=n
Ci (m, l + 1)hil
(
xϕ(l, ξ), ϕl
(
xϕ(l, ξ)
))
=
{∑m−1
l=−∞ C1(l + 1,m)−1h1l (xϕ(l, ξ), ϕl(xϕ(l, ξ))) if i = 1,
−∑+∞l=m C2(l + 1,m)−1h2l (xϕ(l, ξ), ϕl(xϕ(l, ξ))) if i = 2, (32)
for each m n, and
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n−1∑
l=m
Ci (m, l + 1)hil
(
xϕ(l, ξ), ϕl
(
xϕ(l, ξ)
))
=
{∑m−1
l=−∞ C1(l + 1,m)−1h1l (xϕ(l, ξ), ϕl(xϕ(l, ξ))) if i = 1,
−∑+∞l=m C2(l + 1,m)−1h2l (xϕ(l, ξ), ϕl(xϕ(l, ξ))) if i = 2, (33)
for each m n. Given m, n ∈ Z we now set
G(m,n) =

Gm−1 ◦ · · · ◦Gn if m> n,
Id if m = n,
G−1m ◦ · · · ◦G−1n−1 if m< n,
where for each n ∈ Z,
Gn(ξ) = Bnξ + gn
(
ξ,ϕn(ξ)
)
.
Notice that each map Gn is indeed invertible with inverse given by
G−1n (ξ) = B−1n ξ −B−1n gn
(
ξ,ϕn(ξ)
)
.
In view of Lemma 4, the right-hand sides of the first equations in (24)–(25) coincide both
with G(m,n)ξ , i.e., xϕ(m, ξ) = G(m,n)ξ . Therefore
xϕ(l, ξ) = G(l,m)xϕ(m, ξ) for every l,m ∈ Z.
It follows from (31) that each series in the right-hand sides of (32) and (33) is
ϕim(xϕ(m, ξ)). This completes the proof. 
4.5. Final step
We now use the former lemmas to establish the existence of a function ϕ ∈ X satisfying
the second equations in (24)–(25) when x = xϕ .
Lemma 7. Provided that δ is sufficiently small, there exists a unique function ϕ ∈ X such
that (31) holds for every (n, ξ) ∈ Z ×E.
Proof. Set:
h∗il(ξ ) = hil
(
xϕ(l, ξ), ϕl
(
xϕ(l, ξ)
))
, i = 1,2,
where xϕ :Z → E is the unique function given by Lemma 4 such that xϕ(n, ξ) = ξ . Set
also A1 = Z−n−1 and A2 = Z+n . We look for a fixed point of the operator Φ defined for
each ϕ ∈ X by
(Φϕ)(n, ξ) =
(∑
C1(l + 1, n)−1h∗1l (ξ ),−
∑
C2(l + 1, n)−1h∗2l (ξ )
)
, (34)l∈A1 l∈A2
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with the norm in (18).
We start by showing that for each fixed n ∈ Z the series in (34) converge uniformly on
bounded subsets of E. By (26) in Lemma 4, and (27) we have∥∥h∗il(ξ )∥∥ 2Cδe−β|l|‖ξ‖eρ(l). (35)
Using |l| |l − n| + |n| and β  ε, it follows from the second inequalities in (4)–(5), and
(35) that for each m ∈ N, setting Ami = Ai \ [−m,m],∑
l∈Ami
∥∥Ci (l + 1, n)−1∥∥ · ∥∥h∗il(ξ )∥∥ 2δCD‖ξ‖eε(1+|n|)eb+d ∑
l∈Ami
e(Ti+α)|n−l|,
with T1, T2 < 0 as in (11), since T1  c + ε − d and T2  a + ε − b. Taking δ sufficiently
small we can make α sufficiently small so that Ti + α < 0 for i = 1,2. This shows that the
two series converge uniformly on bounded sets.
We now show that Φϕ is of class Ck in ξ . By an analogous statement to that in Lemma 1
with g replaced by hi , for j = 1, . . . , k we have:∥∥djξ h∗il∥∥Aδe−β|l|ejρ(l), l ∈ Z±n .
Together with an analogous statement to that in Lemma 3 with g replaced by hi we con-
clude that for i = 1,2 and j = 1, . . . , k,
b
j
i (l) :=
∥∥djξ h∗il − djξ¯ h∗il∥∥Eδe−β|l|∥∥ξ − ξ¯∥∥e(j+1)ρ(l), l ∈ Z±n ,
for some universinal constant E > 0. Using the second inequalities in (5) and (4), and since
|n| |n− l| + |l|, β  2ε, and a, c 0, we obtain:
∑
l∈Am1
∥∥C1(l + 1, n)−1∥∥bj1(l)+ ∑
l∈Am2
∥∥C2(l + 1, n)−1∥∥bj2(l)
EDδeεed
∑
l∈Am1
e[T1+(j+1)α](n−l)
∥∥ξ − ξ¯∥∥
+EDδeεe−b
∑
l∈Am2
e[T2+(j+1)α](l−n)
∥∥ξ − ξ¯∥∥. (36)
Provided that the constant δ is sufficiently small we can make α sufficiently small so that
Ti + (k + 1)α < 0 for i = 1,2, and for each j = 1, . . . , k and i = 1,2 the series∑
Ci (l + 1, n)−1
(
d
j
ξ h
∗
il − djξ¯ h∗il
)
l∈Ai
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and a bounded set K ⊂ E there exists m ∈ N such that∥∥∥∥1η ∑
l∈Ami
Ci (l + 1, n)−1
(
d
j
ξ+ηvh
∗
il − djξ h∗il
)∥∥∥∥ ‖v‖,
and ∥∥∥∥∑
l∈Ai
Ci (l + 1, n)−1djξ h∗il −
∑
l∈Ai∩[−m,m]
Ci (l + 1, n)−1djξ h∗il
∥∥∥∥< 
for every ξ, v ∈ E and |η| < 1 with ξ, ξ + ηv ∈ K . For this m, provided that |η| is suffi-
ciently small we also have:∥∥∥∥ ∑
l∈Ai∩[−m,m]
Ci (l + 1, n)−1
[
1
η
(
d
j−1
ξ+ηvh
∗
il − dj−1ξ h∗il
)− (djξ h∗il)v]∥∥∥∥ ‖v‖.
Hence ∥∥∥∥∑
l∈Ai
Ci (l + 1, n)−1
[
1
η
(
d
j−1
ξ+ηvh
∗
il − dj−1ξ h∗il
)− (djξ h∗il)v]∥∥∥∥ 3‖v‖.
Since  is arbitrary we conclude that there exists the limit:
lim
η→0
1
η
∑
l∈Ai
Ci (l + 1, n)−1
(
d
j−1
ξ+ηvh
∗
il − dj−1ξ h∗il
)= ∑
l∈Ai
Ci (l + 1, n)−1djξ h∗il .
In particular, Φϕ is of class Ck in ξ for each ϕ ∈ X, and for j = 1, . . . , k,
∂j (Φϕ)(n, ξ) =
(∑
l∈A1
C1(l + 1, n)−1djξ h∗1l −
∑
l∈A2
C2(l + 1, n)−1djξ h∗2l
)
.
Since xϕ(n,0) = 0 for every ϕ ∈ X and n ∈ Z, it follows from (34) that (Φϕ)(n,0) = 0
for every n ∈ Z. Furthermore, since d0h1l = d0h2l = 0 it also follows from (34) that
∂(Φϕ)(n,0) = 0 for every n ∈ Z.
We now show that Φ(X) ⊂ X. Eventually taking again δ sufficiently small, it fol-
lows from (36) (setting ξ¯ = 0 when j 	= k) that for every n ∈ Z and ξ ∈ E, we have
‖∂j (Φϕ)(n, ξ)‖ 1 for j = 1, . . . , k, and∥∥∂k(Φϕ)(n, ξ)− ∂k(Φϕ)(n, ξ¯)∥∥ ∥∥ξ − ξ¯∥∥.
This shows that Φ(X) ⊂ X, and hence, Φ :X → X is well-defined.
We now show that Φ :X → X is a contraction with the norm in (18). Given ϕ, ψ ∈ X
and (n, ξ) ∈ Z × E, let xϕ and xψ be the unique functions given by Lemma 4 such that
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each j = 1,2 and l ∈ Z±n we obtain:
cj (l) :=
∥∥hjl(xϕ(l, ξ), ϕl(xϕ(l, ξ)))− hjl(xψ(l, ξ),ψl(xψ(l, ξ)))∥∥
 2δCe−β|l|‖ξ‖ · ‖ϕ −ψ‖eρ(l).
Proceeding in a similar manner to that in (36) we conclude that
∥∥(Φϕ)(n, ξ)− (Φψ)(n, ξ)∥∥

∑
l∈A1
∥∥C1(l + 1, n)−1∥∥c1(l)+ ∑
l∈A2
∥∥C2(l + 1, n)−1∥∥c2(l)
 2δC
(
1
1 − eT1+α +
1
1 − eT2+α
)
‖ξ‖ · ‖ϕ −ψ‖ =: θ˜‖ξ‖ · ‖ϕ −ψ‖.
Eventually taking again δ > 0 sufficiently small we have θ˜ < 1 with
‖Φϕ1 −Φϕ2‖ θ˜‖ϕ1 − ϕ2‖,
and Φ :X → X is a contraction in the complete metric space X (see Proposition 1). Hence,
there exists a unique function ϕ ∈ X satisfying Φϕ = ϕ. This completes the proof of the
lemma. 
We can now establish Theorem 2.
Proof of Theorem 2. As explained in Section 4.1, in view of the required invariance
property of the sets Vm, it is sufficient to find a function ϕ ∈ X satisfying (24)–(25). By
Lemma 4, for each fixed ϕ ∈ X there exists a unique function x = xϕ satisfying the first
equations in (24)–(25). Furthermore, this function is of class Ck in ξ . Thus, it is suffi-
cient to solve the second equations in (24)–(25) setting x = xϕ . Lemma 6 indicates that to
solve this problem is sufficient to find ϕ ∈ X such that the equations in (31) hold for every
(n, ξ) ∈ Z ×E. Finally, Lemma 7 shows that there exists a unique such function ϕ.
It remains to establish the additional properties in the theorem. The first three properties
are immediate consequences of the above discussion and of Lemma 7. To prove the last
property, note that with the notation in (23) we have:
∥∥djξ (xm,ϕ∗m)− djξ¯ (xm,ϕ∗m)∥∥= ∥∥djξ xm − djξ¯ xm∥∥+ ∥∥djξ ϕ∗m − djξ¯ ϕ∗m∥∥,
for every m ∈ Z and ξ, ξ¯ ∈ E. The desired estimates follow now immediately from
Lemma 2. This completes the proof of the theorem. 
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We first recall the Faà di Bruno formula for the nth derivative of a composition. Consider
open sets Y , Z, and W of Banach spaces. Let g :Y → Z be defined in an open neighbor-
hood of x ∈ Y with derivatives up to order k at x. Let also f :Z → W be defined in an
open neighborhood of y = g(x) ∈ Z also with derivatives up to order k at y. Then it can be
shown that for each j ∈ N, there exists c = c(k) > 0 such that (see [6]), the j th derivative
of the composition h = f ◦ g at the point x satisfies,
∥∥djx h∥∥ c j∑
l=1
∥∥dlyf ∥∥ ∑
p(j,l)
j∏
i=1
∥∥dixg∥∥ki , (37)
where
p(j, l) =
{
(k1, . . . , kj ) ∈ Nj0:
j∑
i=1
ki = l and
j∑
i=1
iki = j
}
(38)
and N0 = N ∪ {0}. Furthermore, for every y = g(x) and y¯ = g(x¯) we have:
∥∥djx h− djx¯ h∥∥ c j∑
i=1
∥∥diyf − diy¯f ∥∥ ∑
p(k,i)
j∏
l=1
∥∥dlxg∥∥kl + c′ j∑
i=1
∥∥diy¯f ∥∥Si, (39)
for some constant c′ = c′(k) > 0, where
Si :=
∑
p(j,i)
j∑
l=1
Tl
l−1∏
r=1
∥∥drx¯g∥∥kr j∏
r=l+1
∥∥drxg∥∥kr ,
and
Tl :=
∥∥dlxg − dlx¯g∥∥ kl−1∑
s=0
∥∥dlxg∥∥kl−1−s∥∥dlx¯g∥∥s .
A multivariate extension of the Faà di Bruno formula was established in [6]. It can be
readily generalized to transformations in Banach spaces. Let g = (g1, g2) be defined in
a neighborhood of x with derivatives up to order k at x. Let also f (y) be defined in a
neighborhood of (y1, y2) = (g1(x), g2(x)) also with derivatives up to order k at (y1, y2).
Then the j th derivative of the composition h = f ◦(g1, g2) at the point x satisfies (compare
with [6]):
∥∥djx h∥∥ c∑∥∥∂λ1,λ2y1,y2 f ∥∥ j∑ ∑ s∏∥∥dlix g1∥∥ki1∥∥dlix g2∥∥ki2 , (40)
q(j) s=1 ps(j,λ) i=1
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∂λ1,λ2y1,y2 f =
∂λ1+λ2f (y1, y2)
∂y
λ1
1 ∂y
λ2
2
, q(j) = {(λ1, λ2): λ1 + λ2 ∈ {1, . . . , j}},
and, setting λ = (λ1, λ2),
ps(j, λ) =
{
(k11, k12, . . . , ks1, ks2, l1, . . . , ls) ∈ N2s0 × Ns :
(ki1, ki2) 	= (0,0) for 1 i  s, l1 < · · · < ls,
s∑
i=1
kil = λl for l = 1,2, and
s∑
i=1
li (ki1 + ki2) = j
}
. (41)
Furthermore, for every (y1, y2) = (g1(x), g2(x)) and (y¯1, y¯2) = (g1(x¯), g2(x¯)),
∥∥djx h− djx¯ h∥∥ c∑
q(j)
∥∥∂λ1,λ2y1,y2 f − ∂λ1,λ2y¯1,y¯2 f ∥∥ j∑
s=1
∑
ps(j,λ)
s∏
i=1
∥∥dlix g1∥∥ki1∥∥dlix g2∥∥ki2
+ c′
∑
q(j)
∥∥∂λ1,λ2y¯1,y¯2 f ∥∥ j∑
s=1
S˜s , (42)
for some constant c′ = c′(k) > 0, where
S˜s :=
∑
ps(j,λ)
s∑
i=1
T˜ki1,ki2,li
i−1∏
r=1
∥∥dlrx¯ g1∥∥kr1∥∥dlrx¯ g2∥∥kr2 s∏
r=i+1
∥∥dlrx g1∥∥kr1∥∥dlrx g2∥∥kr2,
and
T˜ki1,ki2,li :=
∥∥dlix¯ g1∥∥ki1∥∥dlix g2 − dlix¯ g2∥∥ ki2−1∑
t=0
∥∥dlix g2∥∥ki2−1−t∥∥dlix¯ g2∥∥t
+ ∥∥dlix g2∥∥ki2∥∥dlix g1 − dlix¯ g1∥∥ ki1−1∑
t=0
∥∥dlix g1∥∥ki1−1−t∥∥dlix¯ g1∥∥t .
We now use these inequalities to establish the lemmas in Section 4.2.
Proof of Lemma 1. We only consider the case when m ∈ Z+n n and x ∈ B+. The other
case is analogous. Using (37) for djϕ∗ we obtain:
∥∥djξ ϕ∗m∥∥ c j∑∥∥dlxm(ξ)ϕm∥∥ ∑ j∏∥∥diξ xm∥∥ki ,
l=1 p(j,l) i=1
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∥∥djξ ϕ∗m∥∥ c j∑
l=1
∑
p(j,l)
j∏
i=1
(
Ceiρ(m)
)ki  c1ejρ(m), (43)
for some constant c1 > 0. We now introduce the notation:
am(ξ) =
(
xm(ξ),ϕm
(
xm(ξ)
))= (xm(ξ),ϕ∗m(ξ)). (44)
Using (40) for the derivative djg∗ we obtain:
∥∥djξ g∗m∥∥ c∑
q(j)
∥∥∂λ1,λ2am(ξ)gm∥∥ j∑
s=1
∑
ps(j,λ)
s∏
i=1
∥∥dliξ xm∥∥ki1∥∥dliξ ϕ∗m∥∥ki2 ,
with ps(j, λ) given by (41). Using the identity
∑s
i=1 li (ki1 + ki2) = j in (41), together
with (9) and (21), it follows from (43) that
∥∥djξ g∗m∥∥ c2δe−β|m|∑
q(j)
j∑
s=1
∑
ps(j,λ)
eρ(m)
∑s
i=1 li (ki1+ki2) Aδe−β|m|ejρ(m),
for some constant c2 > 0. This completes the proof. 
Proof of Lemma 2. By the definition of the spaces B+ and B−, the first statement is
automatically true for j = k (see (22)). For j < k, it is a straightforward application of the
mean value theorem together with (21).
For j < k the second result follows immediately from Lemma 1. We now consider the
case j = k. By (39), ‖dkξ ϕ∗m − dkξ¯ ϕ∗m‖ is bounded by:
c
k∑
i=1
Gi
∑
p(k,i)
k∏
l=1
∥∥dlξ xm∥∥kl + c′ k∑
i=1
∥∥di
xm(ξ¯ )
ϕm
∥∥Si, (45)
with Gi = ‖dixm(ξ)ϕm − dixm(ξ¯ )ϕm‖, p(k, i) as in (38), and
Si :=
∑
p(k,i)
k∑
l=1
Tl
l−1∏
r=1
∥∥dr
ξ¯
xm
∥∥kr k∏
r=l+1
∥∥drξ xm∥∥kr , (46)
where
Tl :=
∥∥dlξ xm − dlξ¯ xm∥∥ kl−1∑∥∥dlξ xm∥∥kl−1−s∥∥dlξ¯ xm∥∥s .s=0
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for every m ∈ Z and x, y ∈ E, and hence
Gi 
∥∥xm(ξ)− xm(ξ¯)∥∥ Ceρ(m)∥∥ξ − ξ¯∥∥. (47)
Furthermore, by (21),
Tl  Ce(l+1)ρ(m)
∥∥ξ − ξ¯∥∥ kl−1∑
s=0
(
Celρ(m)
)kl−1  Ckl kle(lkl+1)ρ(m)∥∥ξ − ξ¯∥∥. (48)
By (48), (22) and using the identity ∑kr=1 rkr = k (see (38)) it follows from (46) that there
exist constants c1, c2 > 0 such that
Si  c1
∑
p(k,i)
k∑
l=1
eρ(m)
∥∥ξ − ξ¯∥∥eρ(m)∑kr=1 rkr  c2e(k+1)ρ(m)∥∥ξ − ξ¯∥∥. (49)
The lemma follows from (45), (47), (49), and (21), together with the fact that ϕ ∈ X and
again the identity
∑k
r=1 rkr = k. 
Proof of Lemma 3. By (42), ‖dkξ g∗m − dkξ¯ g∗m‖ is bounded by
c
∑
q(k)
Gλ1,λ2
k∑
s=1
∑
ps(k,λ)
s∏
i=1
b
li
ξ (ki1, ki2)+ c
∑
q(k)
∥∥∂λ1,λ2
am(ξ¯ )
gm
∥∥ k∑
s=1
S˜s , (50)
where (see (44))
b
li
ξ (ki1, ki2) =
∥∥dliξ xm∥∥ki1∥∥dliξ ϕ∗m∥∥ki2 , Gλ1,λ2 = ∥∥∂λ1,λ2am(ξ)gm − ∂λ1,λ2am(ξ¯ )gm∥∥,
and where S˜s and T˜ki1,ki2,li are respectively equal to
∑
ps(k,λ)
s∑
i=1
T˜ki1,ki2,li
i−1∏
r=1
b
lr
ξ¯
(kr1, kr2)
s∏
r=i+1
b
lr
ξ (kr1, kr2), (51)
and to
∥∥dli
ξ¯
xm
∥∥ki1∥∥dliξ ϕ∗m − dliξ¯ ϕ∗m∥∥ ki2−1∑
t=0
∥∥dliξ ϕ∗m∥∥ki2−1−t∥∥dliξ¯ ϕ∗m∥∥t
+ ∥∥dliξ ϕ∗m∥∥ki2∥∥dliξ xm − dliξ¯ xm∥∥ ki1−1∑∥∥dliξ xm∥∥ki1−1−t∥∥dliξ¯ xm∥∥t .t=0
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Gλ1,λ2  δe−β|m|eρ(m)
∥∥ξ − ξ¯∥∥(C +B); (52)
for λ1 + λ2 ∈ {1, . . . , k − 1}, (52) follows from the mean value theorem, (9), and Lemma 2
with j = 0, while for λ1 + λ2 = k, (52) follows from (10), and again Lemma 2. By (52),
(21), Lemma 1, and since ∑si=1 li (ki1 + ki2) = k (see (41)), up to a multiplicative constant
the first summand in (50) is bounded by:
δe−β|m|e(k+1)ρ(m)
∥∥ξ − ξ¯∥∥. (53)
On the other hand, it follows from Lemmas 1 and 2 that
T˜ki1,ki2,li  c1e(1+li (ki1+ki2))ρ(m)
∥∥ξ − ξ¯∥∥,
for some constant c1 > 0. By (51), (21), and Lemma 1, it follows from the identity∑s
i=1 li (ki1 + ki2) = k that
S˜s  c2
∑
ps(k,λ)
s∑
i=1
eρ(m)
∥∥ξ − ξ¯∥∥e∑si=1 li (ki1+ki2)ρ(m)  c3e(k+1)ρ(m)∥∥ξ − ξ¯∥∥
for some constants c2, c3 > 0. Therefore, up to a multiplicative constant the second sum-
mand in (50) is also bounded by (53). 
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