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Over the past decade, significant improvements have been made in hydraulic fracturing 
design and strategy to incorporate the unique characteristics and complexities in naturally fractured 
shale reservoirs. Several hydraulic fracturing techniques including zipper fracturing and 
alternating fracturing have been developed to mitigate the impacts of in situ stress alteration 
compromising the desired fracture network due to the propagation of fractures in unfavorable 
orientations. The traditional approaches used to evaluate the fracturing techniques were typically 
based on flow simulation using a synthetic fracture network with a geometry pre-determined at a 
fixed location. Considering fracture propagation parameters such as the interactions between pre-
existing fracture and the approaching hydraulic fracture, the impacts of rock properties on 
fracture growth, the stress shadow due to in situ stress alteration, and the fluid and proppant 
transport can enhance accurate and realistic representation of the simulations for production 
forecasting in high formation complexity shale reservoirs. 
In this research study, a new approach using an integrated complex discrete fracture 
network (DFN) and fluid flow model has been proposed to accurately evaluate hydraulic fracturing 
techniques using multiple-horizontal-well layout in naturally fractured reservoir by including the 
four aforementioned significant factors. A 3D DFN model has been developed for a particular 
reservoir using the properties and natural fracture characterization specific to the reservoir. 
Production forecast as a result of the fluid flow simulation has been handled utilizing unstructured 
grid blocks exclusively created for the specific DFN. A case study elaborating these processes has 
been conducted based on the data from the Eagle Ford shale. The complex DFN model, the 
integrated DFN and fluid flow model, and the input dataset have been successfully validated 
against microseismic fracture mapping and commingled production data obtained from a well pad 
located in the Eagle Ford oil window. By utilizing this integrated model, the proposed approach 
has been used to evaluate the hydraulic fracturing patterns in various aspects in this research study. 
According to the production results simulated based on the approach and strategy described 
in the research study, the well pad with an alternating fracturing technique produces 5.7% more 
oil than a pad with zipper fracturing during a 20-year production period. Both pads experience a 
significant drop in production rate within the first year. The initial oil rate in the alternating 
iv 
fracturing case is greater than the zipper fracturing for about 40 months after which zipper 
fracturing stays higher. Under the constant FBHP condition, the production rate of each well in 
the same pad is not equal to the others at any given time and zipper fracturing case presents 
larger difference over the entire production period. The ratio of the production contributed by 
each well to the commingled production changes with time in an unpredictable pattern during the 
initial production. However, the trend becomes predictable after the initial production period and 
it is significantly influenced by the well placement, the formation heterogeneity, and the complex 
fracture network geometry and properties, considered for a well in comparative relation to the 
others. Impacts of these factors are evidenced by the variation in reservoir pressure, distributing 
over the reservoir area at a time. 
As a result of the time-variant “ratio of the production contribution” introduced in this 
study, production optimization in hydraulic fracturing techniques using multiple-horizontal-well 
system has become challenging. Assuming the constant “ratio of production contribution” over the 
entire production period or determining the production of each well at a time based on normalized 
rate from the commingled production could lead to the errors in production forecasting. While the 
comparative relation of well spacing and the formation characteristics to the other wells can be 
properly addressed in traditional model with synthetic (pre-defined) fracture geometry, the 
regional fracture network geometry and its behavior handled by the realistic representation 
capability developed with the proposed approach introduced in this study help to provide a more 
accurate solution. 
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This modeling-based research study is conducted to propose a new approach for evaluating 
the hydraulic fracturing patterns to identify the optimum techniques for production optimization 
in naturally fractured reservoir in shale formations. In essence, the proposed approach is processed 
by utilizing the developed integrated-model – the integrated complex DFN and fluid flow model 
– instead of a fluid flow model with synthetic fracture network which is commonly used in the
traditional approach. 
This research has been conducted using the data, facilities, and the licenses to the 
computational applications provided by Unconventional Natural Gas and Oil Institute (UNGI) 
under the supervision of Dr. Azra N. Tutuncu, author’s academic advisor and consortium director. 
The procedures, concepts, and the contents of the thesis have been advised and examined by Dr. 
Azra N. Tutuncu, Dr. Hossein Kazemi, and Dr. Erdal Ozkan.  
In this chapter, after the motivation, objectives and expectations have been introduced, the 
modeling process is summarized in five steps before moving on. Following this, the background 
of the Eagle Ford formation used for model validation, and the existing geomechanics coupled 
model developed by Curnow (2015) used as a based case are summarized. Further in this thesis, 
the content structure is organized as follows. Following the introduction in Chapter 1, a review of 
natural and applied sciences in various aspects related to the basis of this research is provided in 
Chapter 2. The research methodologies and their fundamental concepts are discussed in Chapter 3 
prior to the development processes of the integrated model including the validation workflow, both 
of which are elaborated in Chapter 4. The comparison between the base model (created using 
CMG) and the developed model, which is explained in Chapter 4, is summarized in Chapter 5. 
Case development strategies and the examples using the developed approach to evaluate hydraulic 
fracturing techniques are addressed in Chapter 6 before the findings obtained with this new 
approach are discussed in Chapter 7. Lastly, the conclusions based on the research are identified 
before the recommended applications based on the research study including ongoing and/or future 
works which are not covered in this thesis scope are presented in the last two chapters. 
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1.1 Motivation and Objectives 
Over the past decade, a number of significant improvements have been made in hydraulic 
fracturing in terms of the design and strategy to deal with the unique characteristics and 
complexities in shale reservoirs with the presence of natural fractures. To promote an efficient 
complex fracture network in multistage hydraulic fracturing operations, several hydraulic 
fracturing patterns including Zipper frac (zipper fracturing) and Texas Two-Step (alternating 
fracturing) were developed to mitigate the impacts of in situ stress alteration in prevention of 
unfavorable hydraulic fracture orientation which could compromise the desired fracture network. 
Historically, in determination of the optimum hydraulic fracturing pattern, the evaluations were 
conducted based on the flow simulation using the fracture network model which was 
pre-established in a conventional-structured grid system under a certain set of assumptions in 
accordance with a specific hydraulic fracturing pattern. Lack of proper model accounting for the 
hydraulic fracture propagation (which could be substantially impacted by the rock properties, 
interactions with natural or existing fractures, and stress shadowing) limits the validity of the 
simplified fracturing models. As a result, the production analysis might significantly deviate from 
the real case, especially in the highly complex formations. This led to the motivation to obtain 
accurate evaluation in determining the optimum hydraulic fracturing pattern.  
 The development of the approach and its applications to accurately evaluate various 
hydraulic fracturing techniques as well as the evaluation results acquired by using the new 
approach are the two ultimate objectives of this research study to be accomplished. By considering 
the coupling geomechanics CMG models developed by Curnow (2015) detailed in Section 1.3 as 
a base model, a new approach is proposed and a model is developed by focusing on the following 
strategies in relative comparison to the base model. 
 Magnify realistically representing capability of the model.
 Improve the accuracy and enhance the consistency of the input, output, workflow, and
case development strategy with minimization of the associated uncertainty.
Those ultimate goals and focusing strategies are translated into the following outputs 
expected to be achieved in due course. 
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(1) Create a complex fracture (Complex DFN) model representing the realistic behaviors 
of the fracture network specific to a reservoir by incorporating the impacts of reservoir 
properties, mechanical earth model, natural fracture characteristics, stimulation design, 
and well configuration and placement strategies, 
(2) Develop an integrated fracture (Complex DFN) and fluid flow model using the created 
complex fracture network to be used for further production simulation purposes, 
(3) Conduct a comprehensive comparison to identify the major differences between the 
approach and model developed in this study and the base model, 
(4) Develop a case study to evaluate different hydraulic fracturing techniques for 
production optimization and provide a comprehensive analysis based on the case study. 
1.2 Modeling Process Summary 
The modeling process used to develop the integrated DFN and fluid flow model is 
summarized here. 
(1) Individual DFN entities are created as vertical planes, closed fractures representing 
natural or pre-existing fracture network 
(2) Based on the in situ stress states and the stipulated criteria considered at the 
interceptions, the approaching hydraulically induced fractures may open up DFN 
planes partially or fully, forming a unified complex DFN. 
(3) After the creation of the complex DFN consisting of hydraulically induced and 
open natural fractures by hydraulic fracturing operation, fluid flow simulation grid 
is introduced to the model. 
(4) Numerous experiments are conducted to match the production history and the 
microseismic events. 
(5) After successfully validated, the developed model is used to evaluate different 
hydraulic fracturing strategies. 
The workflow and descriptions addressing all steps concerning model development and validation 
elaborated in detail have been provided in Chapter 4.  
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1.3 Overview of the Eagle Ford Formation 
Long recognized as a shale source rock for shallower formations in the petroleum system, 
the Eagle Ford shale, located in the state of Texas (Fig. 1-1), has also been described as a shale 
play formation, a self-source hydrocarbon reservoir. Formed within the Upper-Cretaceous series, 
shown in the cross-sectional stratigraphic column in Fig. 1-2, the Eagle Ford lies above Buda 
limestone and is unconformably overlain by Austin Chalk across the part of South Texas. Three 
hydrocarbon windows including gas, condensate, and oil, have been discovered and recognized 
as the Eagle Ford fluid fairways (Fig. 1-3), over its region of 400-mile long and 50-mile wide. 
Through this region, where it exhibits hydrocarbon potential, variations of its elevations, 
between 1,500 ft and 14,000 ft TVD, and its thickness, between 50 ft on the N-E and 330 ft on 
the S-W are depicted in Fig. 1-4.  
Figure 1-1. Eagle Ford shale location and overview shale plays in the lower 48 states across the 
United States (U.S. Energy Information Administration 2015). 
Widely known as a shale, the Eagle Ford formation is, however, actually composed of 
organic-rich calcareous mudstones and chalks deposited during two transgressive sequences, the 
upper and lower Eagle Ford (Martin et al. 2011). The upper section tends to have less organic 
richness due to higher oxygenated environment while oxygen-deficient condition is necessary for 
the preservation of organic matter (Bazan et al. 2010), subsequently forming the hydrocarbon. 
Bazan et al. (2010) specified that the environment in association with the formation of the Eagle 
Ford shale was not the same as those of some well-known shale plays such as Barnett, Haynesville, 
and Marcellus shales, which are all found in primarily siliceous environments. 
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Figure 1-2. The stratigraphic column showing the units of the Eagle Ford and relevant 
formations across the Southern and Eastern Texas areas (Condon and Dyman 2006). 
Figure 1-3. The Eagle Ford fluid fairways. Data used in this research study has been acquired 
from one of the well pads located in the black circle (modified from U.S. Energy Information 
Administration 2015). 
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Figure 1-4. Top elevation (left) and thickness (right) mapping of the Eagle Ford (Modified from 
Martin et al. 2011). 
This very tight reservoir has ultralow permeability in nano-range scale. Abnormaly high 
pressure can be expected in the lower section due to the mechanisms of hydrocarbon generation, 
which generally involves volumetric expansion. Fine laminations (Fig. 1-5a) and pre-existing 
fractures have commonly existed in the Eagle Ford. Those common existences have been claimed 
to cause mechanical anisotropy, inducing the directional-dependent behaviors of the formation’s 
elastic properties such as different tensile failure behaviors based on the study by Mokhtari (2015), 
which further suggested that the tensile strength of rock in the Eagle Ford is relatively lower than 
those of its overlaying and underlying formations. Padin et al. (2014) proposed that horizontal 
microfractures (Fig. 1-5b) had initiated in the abnormal stress regime of the lower Eagle Ford, 
where the vertical stress is not the maximum stress among those in three principle directions, and 
propagated as a result of hydrocarbon migration parallel to the interfaces of the bedding planes, 
where the tensile strength is relatively low. 
Mineral composition of the Eagle Ford (Fig. 1-6) is mostly calcite (roughly 50% or more), 
followed by clay and quartz. Illite is suggested to be a major portion of the clay among other 
minerals, including feldspar, pyrite, kaolinite, dolomite and smectile.  This information is in 
accordance with the experiments using X-ray diffraction technique (XRD) performed by Mokhtari 
(2015) with eight core samples, and performed by Mullen (2010) with three samples collected 
from the Eagle Ford. Total organic carbon (TOC) of the formation is approximately between 1 
and 7 %.
Elevation Map Formation Thickness Map 
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Figure 1-5. (a) Thin section of the Eagle Ford shale with the presence of laminated structure, and 
(b) Micro-fractures in Eagle Ford shale characterized by SEM imaging (Mokhtari 2015) 
Figure 1-6. Ternary diagram from XRD using core samples from the Eagle Ford (Mullen 2010). 
In regard to the bounding formations, Austin Chalk (Fig. 1-7) is a low-permeability 
fractured reservoir targeted for horizontal drilling over a couple of decades. The chalk layers within 
marls and volcanic ash deposits have a matrix permeability that varies between 0.03 and 1.27 mD 
(Martin et al. 2011). The marls, which are about one-tenth the thickness of the chalk (Haymond 
1991), and are layered throughout the Austin Chalk, terminate or impede growth of natural 
fractures from one chalk layer to the next (Stowell 2001). The overall thickness of the formation 
varies between 150 ft and 800 ft Austin Chalk contains mostly Type II kerogen and is thermally 
mature across the area (Pearson 2010). Underlying most parts of the Eagle Ford, the Buda 
Limestone has recently been targeted for exploration activities. Based on its relatively lower 
(a) (b) 
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anisotropy in the horizontal stress plane and more brittle than zones in the lower Eagle Ford, Padin 
et al. (2014) suggested downward migration tendency of the fractures initiated in the Eagle Ford 
to the Buda formation. However, based on the information in his study, Mullen (2010) claimed 
that the existence of clay-rich facies at the base of the Eagle Ford might act as a barrier, keeping 
the fractures from migrating downward to the Buda group due to the relatively low Young’s 
Modulus of the facies than that of the Eagle Ford rocks above it.  
Figure 1-7. Alternating layers of chalks and marls along the Austin Chalk formation [modified 
from Pearson (2010)].
Due to its widespread regional scale, it may not be straightforward for a researcher to obtain 
the precisely valid number or information which are applicable for the entire formation.  This has 
been evidenced by the differences seen from several petrophysical characterization studies 
performed in different locations. Therefore, the data used in a study should be obtained locally. 
In this study, the input data are mainly based on the information directly from measurement at the 
wells, or those acquired locally to the areas close to them. 
1.4 The Overview of Coupled GEM Model 
The construction and implantation of the integrated complex fracture network and fluid 
flow model and the coupled GEM model by Curnow (2015) have been initially based on the same 
reservoir; however, the focused perspectives, the adopted approaches, and the associated 
assumptions in relation to each model were not the same, and even significantly different in some 
cases. Those of coupled GEM models are introduced in this section. Those being honored by the 
integrated complex fracture network and fluid flow model are explained in Chapter 3 and Chapter 
4, while the comparison between both models have been summarized in their respective aspects in 
Chapter 5. 
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1.4.1  Coupled GEM Model Construction 
The grid system construction of the Coupled CMG model was conducted with GEM 
module based on two main regions, inside and outside of the assumed Stimulated Reservoir 
Volume (SRV). Outside the SRV, where it was assumed that natural fractures were cemented and 
unpropped, unrefined grid blocks were used. On the other hand, logarithmically spaced and locally 
refined grid blocks were applied within SRV, where the fracture network was created from the 
combination of hydraulic fractures and re-activated natural fractures. A “Tartan grid” developed 
using CMG is illustrated in Fig. 1-8 to represent the reservoir. The reservoir model grid in 3D 
sized at 40 x 50 x 3 grid blocks in the I, J, and K directions where K represents the “Z” direction 
of depth as shown in Fig. 1-9 was used for all simulation case studies in the Coupled GEM model 
used by Curnow (2015), and Curnow and Tutuncu (2015, 2016). 
 
Figure 1-8. "Tartan" grid within CMG developed model representing the hydraulic fractures in 
Coupled GEM model (Curnow 2015). 
 
 
Figure 1-9. 3D view of reservoir model grid definition in Coupled GEM model (Curnow 2015). 
10 
A dual permeability model was chosen to incorporate the naturally fractured characteristics 
of shales and the logarithmic refinement was used to capture the transient effects around the 
hydraulic fractures. Fracture networks were created by the orthogonal natural fracture orientations. 
It was assumed that the hydraulic fractures and the natural fractures interact and intersect in a 
complex manner where the hydraulic fractures are not arrested by the natural fractures. Sharing 
the same approach, the Coupled CMG models were built for three hydraulic fracture patterns: 
Zipper frac, Texas Two-Step (alternating fracturing), and Modified Zipper frac techniques as 
illustrated in Fig. 1-10, Fig. 1-11, and Fig. 1-12, respectively.  
 
 
Figure 1-10. 2D aerial view of reservoir sector in the coupled GEM model showing two horizontal 
wells in the Zipper pattern with three fractures per well. Pink highlighted grid blocks represent 
SRV of top horizontal well (Curnow 2015). 
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Figure 1-12. Modified Zipper two-well case in the coupled GEM model, where laterals were 





1.4.2 Assumptions in Coupled GEM Model  
It is evident from the prior modeling studies that a number of assumptions were made to 
the construction of the coupled GEM model in the CMG commercial software applications. 
Although the exact value of the possible uncertainties in association with some of those assumed 
characteristics or behaviors, listed below, could not be determined, significant deviation from the 
following assumptions can be anticipated in the reality. 
 Lateral section of each horizontal well is exactly perpendicular to the maximum horizontal 
stress. 
 All natural fractures are in orthogonal direction to the induced fractures. 
 Natural fracture distribution is equal along the lateral section of the well. 
 All natural fractures within SRV contribute to the production. 
 All natural fractures outside the SRV are cemented and unpropped with no production 
contribution. 
 All hydraulic fractures exist at the pre-determined locations without addressing the 
behaviors related to fracture propagation. 
 Hydraulic fractures have no deviation from the direction of maximum horizontal stress.  
 No impact of proppant types and distribution along the fractures is considered. The impacts 
in conjunction with fracturing fluid and treatment design are excluded either.  
 Hydraulic fracture and natural fracture intersections are all at the right angle. 
 There is no interaction between hydraulic fracture and natural fracture other than crossing.  
 A single reservoir block consisting of 3 hydraulic fracture stages (out of 14 stages) are 
identical to the others in terms of the geometry and production capability divided into them.  
 Hydraulic fracture height, length, and width are symmetrical across each axis on its plane. 
 
1.5 Research Framework 
According to the ultimate objectives and expected outputs previously identified in Section 
1.1, this research study consists of three main scopes of work, defined as frameworks, listed below 
and illustrated in Fig. 1-13 to provide the overview of research contents. 
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(1)  Model development and validation,   
(2)  Comparison between the developed model and the base model, 
(3)  Utilizing the developed model to evaluate different hydraulic fracturing techniques. 
 
 
Figure 1-13. Main scope of work conducted in this research study. 
 
Each framework consists of an approach used to address the main idea such as the master 
diagram presented at the beginning of Chapter 4 and Chapter 6, illustrating the flow of actions in 
detail within the scope of work.  Based on the Fig. 1-13, the first framework is addressed in chapter 
4 and the flow chart elaborating the workflow of the model development and validation is 
illustrated in Fig. 4-1. Similarly, the criteria used in developing the structure for the comparison 
of different hydraulic fracturing patterns is illustrated in Fig. 6-1, for example.  
The next chapter will provide a review of relevant fundamental theories and applications 





















LITERATURE REVIEW  
 
Chapter 2 consists of a review of relevant fundamental theories and applications used in 
preparation of this Master of Science thesis. The review includes the study from the literature 
related to the research interest in the area of well stimulation in shale reservoirs with incorporation 
of geomechanics perspectives. Based on our research interest, literature study has been grouped 
into two parts. In this chapter, the first part is related to the fluid flow concepts, the flow models, 
the modeling methodologies, and the impacts of geomechanics on flow model in unconventional 
shale reservoirs while the focus has been on the fracture mechanics, the geometry models, the 
stress shadow, and the fracture networks in the second part. These topics, including their relevant 
subtopics are summarized and analyzed in this research.  It should be noted that a consistent unit 
system is applied to all equations unless otherwise stated. 
2.1 Fundamentals of Fluid Flow 
Since the fluid flow is the basis of flow simulation in the reservoir, the fundamental 
background, the upscaling, the flow regimes, and the flow in hydraulic fractures are discussed in 
this section. 
2.1.1 Background 
 In single-phase flow in porous media, the flow can be described using the following 
continuity equation when mass is conserved. 
 −∇ ∙ �  = � �∅�  
 
(2-1) 
Empirically, equation of motion is used to determine Darcy’s velocity in the single phase flow. 
 ̅= �̿� ∇� (2-2) 
Navier-Stokes equation is derived under the conservation of momentum given in Eq. 2-3. 
 � �  � = −∇ ∙ �   − ∇� − ∇� +   (2-3) 
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Under the gravitational force, Eq. 2-3 can be written in full form. 
 � �  � = −∇ ∙ �   − ∇� − �∇2  + ��  (2-4) 
 
However, when the fluid flow is in steady-state condition, without gravity effect, with constant 
density and constant viscosity, Eq. 2-4 can be reduced to the simplified Stoke’s law (Eq. 2-5). 
 �∇2  = ∇�   (2-5) 
 
Based on Navier-Stokes equation with flowing under steady-state and incompressible flow, 
Forchheimer (1901) proposed the generalized equation which can be written in vector form as 
given in Eq. 2-6. 
 − �̿� ∇� − ∇ =  + � �̿� |  |   (2-6) 
 
Forchheimer’s equation (Eq. 2-6) was derived to the following form (Eq. 2-7) that can be used to 
solve for non-Darcy velocity for one-dimensional flow.    
 � = 11+∝ [�� ( � − �� )]  (2-7) 
 
where ∝ = � � | �|, and the term [� − ��� ] represents Darcy-velocity. 
 
2.1.2 Upscaling 
The fluid flow is described using different mechanisms based on the scale it takes place. 
An overview of upscaling from statistical mechanics to porous media continuum mechanics is 
illustrated in Fig. 2-1.  
In stochastic model, a mathematical model based on random data or forcing is used. On 
the other hand, deterministic model is a mathematical model which contains no random 
components; consequently, each component and input is determined exactly. 
Stochastic models, in general, are used to simulate deterministic systems that include 
smaller-scale phenomena and cannot be accurately observed or modeled. As a result, good 
stochastic model promotes the reliable representation of the average effect of unresolved 
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phenomena on larger-scale phenomena in terms of a random forcing. In modeling of 
unconventional reservoirs, upscaling is one of the powerful tools to use in modeling approaches in 
discrete fracture network to model non-homogeneous reservoirs.   
 
 
Figure 2-1. Various mechanisms applied to flow at different scales necessary for upscaling the 
fluid flow. 
 
2.1.3  Flow Regimes 
A widely recognized dimensionless parameter that determines the degree of 
appropriateness of the continuum model is Knudsen number, Kn, defined as the ratio of the fluid 
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mean-free-path, λ, and the macroscopic length scale of the physical system, Λ. Flow conditions 
and regimes can be determined using Knudsen number as presented in Fig. 2-2 (Roy et al. 2003). 
 
Figure 2-2. Knudsen number representing flow regimes (Roy et al. 2003). 
 
In viscous flow, diffusion is mainly caused by molecule-to-molecule collisions. This 
usually occurs when the mean-free-path of the molecules are small compared to the pore diameter. 
For continuum hypothesis, it is assumed that fluid properties and velocity can be defined at every 
point in any infinitesimally small control volume. In such case, molar flux can be described by 
Darcy’s law if the viscous fluid at a solid boundary is not moving relative to the solid boundary. 
Darcy flow in micro-pores usually deals with these conditions specified above. On the other hand, 
when the mean-free-path of the molecules is much larger than the characteristic length of the 
system, no-slip condition and continuum hypothesis are no longer applicable. In this case, gas will 
flow in the slip flow regime as the molecules collide with the boundary more frequently than those 
colliding with each other. One such example is the slip flow in nano-pores.  
According to Ertekin et al. (1986), slip flow diffusion in shale nano-pores can be 
investigated using the Fick’s law (Fick 1855) where the mass flux is directly proportional to the 
applied concentration gradient. The proportionality coefficient, D, is the diffusivity coefficient and 
is a property of the substance being transported, as well as the medium through which it is being 
transported. 
 �� = − � (2-8) 
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In shale with a mixed porosity system, gas velocity in radial flow components, ,  (in Eq. 2-9) is 
composed of dual-mechanism flow which is a combination of Darcy-flow velocity, , in micro-
pores and slip-flow velocity, , in nano-pores. 
� = + = (�� + � ) (����) = �� (����) (2-9) 
Based on Eq. 2-9, apparent matrix permeability, �, can be determined. 
 � = � (1 + � ) (2-10) 
where  is defined as apparent gas slippage term. 
 = � ���  (2-11) 
 
Ozkan et al. (2010) presented the contribution of slip flow to apparent shale permeability at 
different pressures (Fig. 2-3). Neglecting diffusive flow in matrix can cause significant 
underestimation of well productivities and the error increases as the permeability decreases. 
Darcy equation is found to be inadequate to describe the flow behavior when the fluid flows 
with high velocity. This leads to non-Darcy flow behavior which can occur when gas flows in high 
permeability media such as in macro-pores and fractures. In this case, Forchheimer’s generalized 
equation (Eq. 2-6), which already includes the additional pressure drop caused by high-velocity 
flow, is preferred. 
 
Figure 2-3. Contribution of diffusive flow to the apparent matrix permeability for 0.8 SG gas 
(Ozkan et al. 2010). 
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2.1.4 Fluid Flow in A Hydraulically Fractured Well (Vertical Well) 
According to Cinco-Ley and Samaniego (1981), there are four potential different patterns 
of fluid flow in the fracture and formation around a hydraulically-fractured vertical well               
(Fig. 2-4).  These include fracture-linear, bilinear, formation-linear, and pseudo-radial flow. These 
patterns occur successively at different time periods.  
 
Figure 2-4. Finite-conductivity vertical fracture in an infinite-slab reservoir (Cinco-Ley and 
Samaniego 1981). 
 
 Fracture linear flow (Fig. 2-5a) occurs at the initial stage when the fluid inside the fracture 
starts to expand and enter the wellbore. Following this, for a finite-conductivity fracture, fluid from 
the formation that flows linearly into the fracture will create bilinear flow (Fig. 2-5b). However, 
if fracture conductivity is very high or infinite, formation-linear flow (Fig. 2-5c) will occur instead 
of bilinear flow. After the flow behavior has been impacted by the influence from fracture-tip 
effects, it begins to develop to the late-time pseudo-radial flow (Fig. 2-5d). Elliptical flow           
(Fig. 2-5e) may occur during the transitional period from early-time to late-time patterns. After 
sufficiently long flowing time, pseudo-radial flow occurs since the fracture appears to the 
formation as an expanded wellbore based on the effective wellbore radius concept proposed by 
Prats et al. (1962).  
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Figure 2-5. Flow periods in a vertically fractured well (Cinco-Ley and Samaniego 1981). 
 
2.1.5 Fluid Flow in A Hydraulically Fractured Well (Horizontal Well) 
  In a horizontal well with vertically transverse fractures, the flow must converge radially to 
the wellbore due to limited communication between the vertical fracture and horizontal well.            
Fig. 2-6a illustrates communication between vertical fracture and horizontal well compared to that 
between vertical fracture and vertical well shown in Fig. 2-6b. 
Consequently, the first flow period observed in a multiple-fractured horizontal well is 
linear-radial flow (Fig. 2-7a) as defined by Schulte (1986). It can be noted that this linear-radial 
flow corresponds to bi-linear flow observed when fracturing a vertical well. Subsequently, 
formation-linear flow will develop (Fig. 2-7b). According to Roberts et al. (1991), after 
interference due to multiple fractures has occurred, the flow develops to compound-formation-
linear (Fig. 2-7c), where the flow is characterized by linear flow from the formation to the 
collection of fractures, prior to the beginning of pseudo-radial flow pattern (Fig. 2-7d). During the 
21 
last flow regime, the fracture system can be considered as a single effective fracture with the half-






Figure 2-6. (a) Limited communication between wellbore and fracture; (b) Fracture in full 
communication with well bore (modified from Roberts et al. 1991). 
 
The hydraulic fracture geometry and definition of conductivity as a background of fluid 
flow in hydraulic fracture are given in Fig. 2-8. An effective fracture is expected to produce from 
the region beyond the tip of the fracture and the length of horizontal well. Therefore, pseudo-radial 
flow geometry along with the concept of single effective fracture explained in Ozkan et al. (2009) 
(Fig. 2-9a) is usually preferable when evaluating the long-term performance of fracturing a 
horizontal well.  
 
 





Figure 2-8. Single hydraulic fracture and the definition of conductivity (Ozkan et al. 2009). 
 
 
Figure 2-9a. Multiple-fractured horizontal well in a conventional-tight formation and the effective 
(total) fracture concept (Ozkan et al. 2009). 
 
According to Gringarten et al. (1974), time to the development of pseudo-radial flow can 
be estimated with the following equation (Eq. 2-12). 
 ≥ 1.1 1 4∅ � �2�  (2-12) 
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For the system of fractures in a horizontal well in shale reservoirs, where the value of 
fracture half-length is normally high but matrix permeability is significantly low, it can be seen 
that time to develop pseudo-radial flow regime may be very long. As a result, most of the 
productive life of a fractured horizontal well is dominated by transient production from the 
stimulated volume between the hydraulic fractures (Raghavan et al. 1997). In fact, pseudo-radial 
flow, which is applicable when flow converges beyond the tips of the fractures, may not be 
applicable in unconventional tight reservoirs with micro-Darcy to nano-Darcy permeability range 
(as in organic-rich shales) in which the contribution of the reservoir beyond the stimulated volume 
is usually negligible (Fisher et al. 2004; Mayerhofer et al. 2005; Maxwell et al. 2009; Medeiros et 
al. 2008). Under such conditions, the sketch of the effective fracture concept in Fig. 2-9a is no 
longer valid. In such case, Ozkan et al. (2009) suggested that the length of the equivalent hydraulic 
fracture is equal to the aggregate length of the hydraulic fractures, and the conductivity of the 
equivalent fracture is equal to the average of the conductivities of the individual fractures             
(Fig. 2-9b). Based on Fig. 2-9b, the drainage volume around the equivalent fracture is a 
parallelepiped with the length of the equivalent fracture (2xF,eff = 2nxF) and the width equal to the 




Figure 2-9b. Effective-fracture concept for a multiple-fractured horizontal well in an 
unconventional tight (shale) reservoir (Ozkan et al. 2009). 
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2.2 Shale Reservoir Models 
 
Over the past decades, dual-continuum concepts such as double-porosity and dual-
permeability models are the most common-used representations among the conceptual models. 
While in dual-porosity model, gas can only flow from matrix to fracture and between fractures, 
gas flow between each matrix is allowed in dual-permeability model. Fig. 2-10 illustrates the flow 
connections for both of these models.   
Regarding the mathematical modeling approaches, Wu et al. (2011) indicated that they 
generally rely on continuum approaches and involve developing conceptual models, incorporating 
the geometrical information of a given fracture–matrix system, setting up mass and energy 
conservation equations for fracture–matrix domains, and finally solving discrete nonlinear 
algebraic equations. For modeling the fluid flow through the fractured rocks, these mathematical 
approaches can be as follows. Firstly, an explicit discrete–fracture model (Snow 1965); secondly, 
the dual-continuum method or Multiple Interacting Continua (MINC) as its general terms (Warren 
and Root 1963; Kazemi 1969; Pruess and Narasimhan 1985; Pruess et al. 1999); thirdly, the 
Effective-Continuum Method (ECM) (Wu 2000). According to Wu et al. (2011), the dual-
continuum method has been perhaps the most used in application because of its less demanding 
computation than the discrete-fracture approach, and its capacity of handling fracture–matrix 
interactions under multiphase flow, heat transfer, and chemical transport conditions in fractured 
reservoirs. 
 
2.2.1  Dual-Porosity and Dual-Permeability Models 
Based on the discussions noted in the prior sections, dual-continuum models have been 
subdivided into dual-porosity and dual-permeability. Dual-porosity models have been generally 
used to represent naturally fractured reservoir. It comes with the assumption that matrix properties 
are homogeneous for the entire system. Permeability of fractures, kf, is relatively high compared 
to that of the matrix systems. As a result, fractures are the main conduit of fluid flow into wellbore. 
Shale matrix, generally considered having relatively high storage capacity, acts as a source feeding 





Figure 2-10. Flow connection diagrams showing the difference between (left) double-porosity 
model and (right) dual-permeability model with matrix-to-matrix flow paths (Pruess 1992). 
 
 
Two parameters have been commonly used to describe the properties of the matrix and the 
interconnecting fracture network. First, the interporosity flow parameter (transmissibility or 
transfer coefficient), λ, indicates the degree of interporosity flow between the matrix blocks and 
fracture system. Second, the fluid capacitance coefficient (storativity ratio), ω, is defined as the 
ratio of fracture storage capacity to the total storage capacity. In dual-porosity concept, two 
uniformly reservoir models that have been generally used are blocks and slab models. 
 
 
Figure 2-11. Idealization of the heterogeneous porous medium as a blocks model (Warren and 




2.2.1.1 Blocks Model 
 
Blocks model (Fig. 2-11) applies pseudo-steady fluid transfer (Barenblatt et al. 1960; 
Warren and Root 1963) to model fluid transfer from matrix to fracture. Fluid expansion in matrix 
occurs due to the instantaneous change in the matrix pressure. The matrix pressure of a particular 
block is represented by a single average pressure and pressure point location is assumed to be at 
some certain distance from the matrix surface depending upon the blocks shape (or shape factors). 
Then, the expanded fluid will be instantaneous transferred into fracture under the pressure 
difference. This transfer is controlled by Darcy’s law. Warren and Root (1963) defined the 
interporosity flow coefficient, λ, as 
 = �� ��  (2-13) 
Parameter �, the parameter characteristic of the system geometry, is defined by  
 = +�2  (2-14) 
 
Where: 
j  = number of normal sets of planes limiting the less-permeable medium (i.e., j = 3 for an 
idealized reservoir cube model)  
 
The storativity ratio which is the ratio of most permeable medium to those of reservoir, �, is 
expressed in the following equation (Gringarten. 1984) where V is the ratio of total volume of one 
medium to bulk volume. 
 = ���� + ��  (2-15) 
 
2.2.1.2 Slab Model 
 
In the slab model with transient fluid transfer (Kazemi 1969; de Swaan-O 1976), the fluid 
transfer in the matrix system is considered transient flow. In this case, fluid expansion relies on 
pressure distribution in the matrix, meaning the fluid inside the matrix will flow toward the matrix 
surface under pressure gradient before transferring to the fracture. The slab and blocks models are 
illustrated in Fig. 2-12. 
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Figure 2-13. Schematic of a reservoir with rectangular matrix (Serra et al. 1983). 
 
For this slab model, set of plane, j, is equal to 1. Let L = matrix thickness; hf  and hm are based on 
Fig. 2-13, parameter � will become: 
 = 1ℎ2  (2-16) 
Therefore, interporosity flow coefficient, λ, will become: 
 = 1 ��2 �� ℎ2  (2-17) 
Serra et al. (1983) defined storativity ratio of slab model,  �′, as 
 ′ = � ℎ� ℎ   (2-18) 
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Due to the different between the definition of �′ of slab model and the definition of � of Warren 
and Root’s block model, relationship between these two is expressed as Eq. 2-19. 
 ′ = 1 −  (2-19) 
 
Regarding the fluid flow in the reservoir, the effect of transient flow generally decreases 
as time increases and then the system will eventually reach pseudo-steady state indicating that the 
results from both models could become the same at late times, depending on the flowing capability 
of the reservoir. Typically, the small matrix block with relatively high permeability will reach 
pseudo-steady state earlier than the system consisting of low-permeability and large matrix blocks. 
Accordingly, Brown et al. (2011) suggested that the transient dual-porosity model is more accurate 
when dealing with unconventional shale reservoir because it could take very long time to flow in 
pseudo-steady state. 
When choosing either dual-porosity or dual-permeability model to use in simulation of 
shale gas, Azom and Javadpour (2012) suggested that it might seem reasonable to use the dual-
porosity model for shale and tight gas reservoirs because of their very low matrix permeabilities, 
but the effect of slip-flow and Knudsen diffusion can produce apparent matrix permeabilities that 
are three orders of magnitude greater than the Darcy matrix permeability (Javadpour et al. 2007; 
Javadpour 2009; Ozkan et al. 2010) and since gas mobilities are generally high, it is evident why 
the dual-porosity model might be inadequate. 
2.2.2  Multi-Porosity Models 
In order to better account for the system with more structural complexity, additional matrix 
or fracture medium may be added to the conventional dual-porosity model. This refers to the 
development of triple-porosity or quadruple-porosity models. An example of quadruple-porosity 
idealization from a study conducted by Dreier et al. (2004), where the system is composed of single 
matrix property and three sets of fractures with different properties, is illustrated in Fig. 2-14. Fluid 
feeding of these multi-porosity systems can be obtained from sequential or simultaneous 
approaches, depending upon the condition of the system being studied. 
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Figure 2-14. Quadruple-porosity idealization of (left) sequential-feed; (right) simultaneous-feed 
models (Dreier et al. 2004). 
 
 
2.2.3  Discrete Fracture Network (DFN) Model 
It should be noted that dual-porosity models discussed previously is idealized. In fact, 
naturally fractured reservoirs are generally highly heterogeneous with complex fracture fabric 
consisting of several fracture families with different spatial distribution and conductivity. In such 
case, conventional dual-porosity continuum might not be the best solution, because it does not 
accurately reflect the geometry of fluid flow pathway. In addition, it does not explicitly model the 
geometry of discrete fractures, solution features, and bedding that control flow pathway geometry. 
This inaccurate model of discrete feature connectivity results in inaccurate flow predictions.  
In order to overcome those limitations, discrete fracture network (DFN) model concept is 
possibly one of the suitable alternative approaches because of its ability to deal with network 
complexity by providing a detailed accounting of the fracture network. DFN can be a combination 
of deterministic, directly imaged through seismic, and stochastic discrete fractures. For the 
stochastic fractures, properties are sampled from probability distribution functions (PDFs) 
specified for each fracture set. The properties may be sampled independently or correlated. 
Regarding the model concepts in general, fluid is assumed to flow predominantly through 
an inter-connected network of fractures with fluid moving from one fracture to another at the 
intersections between them. According to Dreier et al. (2004), the detailed characterization studies 
are performed at geo-cellular or sub-geo-cellular grid level, which is not practical for flow 
simulation. To assess the implications of the DFN model on flow and transport in regional-scale, 
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it is often necessary for practical reasons to convert the DFN model to an Equivalent Porous 
Medium (EPM) model with appropriate properties. Upscaling from sub-geo-cellular to flow grid 
involves grouping the fracture and matrix systems represented in terms of average properties. An 
example of idealization from DFN model is shown in Fig. 2-15. 
 
 




Based on Horne and Raghavan (2004), it is important that the scale up algorithm can 
preserve internal connectivity that exists at the fine scale and yet adjust or predict performance in 
realistic time frames. Scale-up can be done with local or global techniques. Local techniques 
presume that we may impose pressure gradients across a small group of cells that are to be scaled. 
Global techniques, which have found limited application, make no a priori judgments on flow 
paths by honoring internal connectivity and permit significantly longer flow paths (locally, fluid 
may flow countercurrent to the main flow).  
Since this discrete fracture network method physically represents fractures, extensive time 
and effort to acquire detailed and accurate fracture characterization data can be one of the 
disadvantages in addition to hardware limitations. 
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2.2.4  Multi-Interacting Continua (MINC) 
It is important to note that the dual-continuum concept is a subset of the more general 
Multiple-Interacting-Continua (MINC) formulation. MINC model, developed by Pruess and 
Narasimhan (1982, 1985) is applicable for the matrix-fracture system when the exchange of fluid, 
heat, or chemical species are important aspects. Relevant operations include waterflood, 
steamflood, and other EOR techniques in fractured reservoirs as well as the processes in the area 
of geothermal system. To use this method, the fractures should be sufficiently well connected in 
order to implement a continuum treatment of flow in the fracture network. 
According to Pruess (1992), the major difference between MINC method and classical 
dual-porosity model is related to the interporosity flow. The double-porosity method assumes that 
interporosity flow is quasi-steady which is acceptable for single-phase isothermal flow of fluids 
with small compressibility. In this case, the transient response of matrix blocks will be rapid. 
However, for non-isothermal and multi-phase flows, effective diffusivities are small and transient 
periods of interporosity flow may be very long (decades). The MINC method overcomes this 
limitation by treating interporosity flow in a fully transient way. This is accomplished by 
computing a numerical approximation to the gradients (of pressure, temperature, etc.) which drive 
interporosity flow at the matrix-fracture contact. The concept involves partitioning the rock matrix 
into sub-continua based on the distance from the fractures. This can be applied to not only the 
regularly-shaped matrix blocks but also irregular fracture distributions (Fig. 2-16). 
 
Figure 2-16. MINC concept for an arbitrary irregular fracture distribution (Pruess 1992). 
Since MINC is a computationally expensive formulation, some authors use a reduced form 
of it, which is assumed to be equivalent to the dual-continuum formulation (Moridis et al. 2010) 
when only two continua are defined. 
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2.3  Modeling Approached and Examples 
Reservoir simulation can be accomplished by several modeling approaches. Ozkan and 
Tutuncu (2015) suggested three modeling options: numerical, semi-analytical, and analytical 
simulation. In order to choose the right one, major consideration aspects include the factors such 
as type of reservoir, reservoir condition, available data, and degree of accuracy. Ozkan and 
Tutuncu (2015) and Ozkan (2009) provided a brief comparison of these approaches. Examples of 
applications and the results of simulation are also worth discussing so they are included here in 
this section as well. 
2.3.1  Numerical Simulation  
Numerical simulation can be a good option to model fractures. It is probably not the best 
option for single-phase flow in a homogeneous reservoir since this numerical option usually 
requires extensive data and time.  
2.3.2  Semi Analytical Simulation 
With this approach, we are still able to handle local heterogeneities and fractures, but might 
not be as good as in the numerical approach.  For this method, reservoir is divided into grid blocks 
which are internally homogeneous (Fig. 2-17). It can be noticed that the blocks near the well will 
be refined to smaller space in order to capture more information near the wellbore. Analytical 
solution for each block is then coupled to the solution for its neighboring blocks based on the 
continuity of flux and pressure on the interface. One example using semi-analytical method       
(Fig. 2-18) is a study on comparison of well drainage area. 
By applying the semi-analytical approach, the results of the study imply that hydraulic fractures 
themselves help improving the production rate, but they cannot expand the drainage area. 
However, the presence of natural fracture is the factor that is able to increase the drainage volume.  
 
Figure 2-17. Example of grid blocks for block discretization used in semi analytical approach 
(taken from Ozkan and Tutuncu 2015). 
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Figure 2-18. A sensitivity study on reservoir drainage area using semi-analytical simulation (taken 
from Ozkan and Tutuncu 2015). 
 
2.3.3  Analytical Simulation and Tri-Linear Flow Models 
Analytical simulation is a method that normally provides the fast result for iterative 
procedures and data analysis compared to numerical simulation and semi-analytical simulation. 
Reasonable assumptions can be made in order to simplify the model construction. A popular 
example of analytical method is tri-linear flow model introduced by Ozkan et al. (2009). Major 
assumptions made to this model are as follows. First, all hydraulic fractures are assumed to be 
identical and they distribute uniformly along the horizontal well. The top view geometry of 
horizontal well with identical transverse fractures is shown in Fig. 2-19. Secondly, the no-flow 
lines are assumed to exist between two adjacent fractures. These lines will separate the reservoir 
into several regions with the same properties and volume. Each region consists of one hydraulic 
fracture. With this model construction and its assumptions, calculated results for the reservoir of 
this well can be obtained by multiplying the result of one region by quantity of the regions in the 
system. 
Based on the schematic presented in Fig. 2-20, Ozkan et al. (2009) explained that the tri-
linear flow model couples linear flows in three contiguous flow regions: the outer reservoir 
(denoted by the subscript O), the inner reservoir between fractures (denoted by the subscript I), 
and the hydraulic fracture (denoted by the subscript F).  
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Figure 2-19. Top view of tri-linear flow reservoir model (taken from Ozkan and Tutuncu 2015). 
Figure 2-20. Schematic of the trilinear-flow model used for the analytical solution of multiple-
fractured-horizontal-well performance (Ozkan et al. 2009). 
At the intersection between fracture and horizontal well, additional pressure drop also 
occurs due to the convergence of flow (Fig. 2-6a) similar to what discussed in previous section 
about flow patterns in a horizontal well with vertically transverse fractures. This additional 
pressure drop can be considered as choking skin. In their study, Ozkan et al. (2009) also used this 
tri-linear flow model in an attempt to determine the impacts on productivity index by varying each 
parameter while keeping others constant at a time. The results from this study can be beneficial to 
the hydraulic fracturing design in terms of optimization and production enhancement. These results 
are summarized as follows.  
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 Productivity can be significantly increased by increasing matrix permeability until 
the flow capacity of the reservoir fracture is reached. At this point, any further 
increase in matrix permeability will no longer help productivity (Fig. 2-21). 
 It can be seen that fracture density has significant effect on matrix flow capacity 
because greater surface area allows increasing volume of fluid flow (Fig. 2-22). 
 Increasing permeability of natural fractures does not give any significant rise in 
productivity (Fig. 2-23). This is because the actual limiting factor is the flow 
capacity of the matrix which is proportional to the surface area that is not changed 
during this scenario. 
 Decreasing fracture spacing increases the productivity of the well, but the 
incremental gain for each additional fracture decreases.  
 
Figure 2-21. Effect of matrix permeability on the productivity of multiple-fractured horizontal well 
- naturally fractured inner reservoir (Ozkan et al. 2009). 
 
It is important to note that the types of the reservoirs (i.e., conventional tight reservoir or 
unconventional shale reservoir) will react differently to the same sensitivity test case. This 
indicates that different types of reservoirs need different hydraulic fracturing designs to optimize 
the well production. For example, while higher reservoir permeability and high hydraulic fracture 
conductivity can enhance productivity in most conventional reservoirs, they are not sufficient to 
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accomplish favorable productivities in unconventional reservoirs. Instead, increasing natural 




Figure 2-22. Effect of natural fracture density on the productivity of multiple-fractured-horizontal 
wells. (Ozkan et al. 2009). 
 
 
Figure 2-23. Effect of natural fracture permeability on the productivity of multiple-fractured-
horizontal wells. (Ozkan et al. 2009). 
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2.4  Coupled Geomechanics in Flow Modeling 
Historically, rock properties used to account for geomechanical effects in reservoir 
simulation were considered not to explicitly depend on time (time-invariance). In the real field 
cases, the geomechanics is, however, coupled with fluid flow and concerns two important aspects: 
volumetric coupling and flow property coupling. These couplings are essential for accurate 
representation of the reservoir conditions especially if the simulation is conducted for a stress-
sensitive reservoir because of the significant changes in porosity and permeability taking place.  
2.4.1  Stress-Dependent Permeability  
Raghavan and Chin (2004) proposed the following relationships between effective mean 
stress, ��′ , in psi and permeability, k, for three rock types. These three types of rocks were 
distinguished based on geomechanical information and they were assumed to be isotropic in terms 
of permeability. According to their study, ko in the equations for type-I and type-II rock refers to 
the permeability that is measured at no effective mean stress (�′ =0) while ko in rock type-III 
equation is the permeability at corresponding reference porosity, ∅ . 
The first rock type exhibits an exponential relationship (Eq. 2-20). A characteristic variable 
of the rock, b, was obtained experimentally for the specific reservoir rocks and it is between      
1x10-4 psi-1 and 1x10-3 psi-1 based on the data in their study. Effective mean stress value in               
Eq. 2-20 is positive when the rock is under compaction and it becomes negative under extension. 
 � = �� − ��′  (2-20) 
The linear stress-dependent relationship is obtained for the second type of rock (Eq. 2-21). The m 
value indicating the reduction of permeability could be determined from the experiments which 
they ranged from 6.2053×10–5 psi-1 to 1.7375×10–4 psi-1 based on their study. 
 � = �� 1 − �′  (2-21) 
For the third rock type, power law relationship in Eq. 2-22 is used where the n variable was 
determined from the experimental data.  Values of n in their study were between 3 and 10. 
 � = �� ( ∅∅�)  (2-22) 
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For convenient uses, Eq. 2-23 through Eq. 2-25 were developed from Eq. 2-20 through Eq. 2-22 
for rock type I, II, and III, respectively to determine the permeability change with respect to the 
initial condition. Denotation i indicates the value at initial condition. 
 � = �� − (��′ −��′ ,�) (2-23) 
 
 � = �� 1 − �′(1 − � ,�′ ) (2-24) 
 
 � = �� (∅∅�)  (2-25) 
 
With the definition of effective mean stress (σm′ = �ob,v −  ), Eq. 2-23 can also be expressed in 
terms of pressure changes, �,� − �.  
 � = �� − ( f,i− f) (2-26) 
 
Figure 2-24. Stress-dependent fracture permeability and the error for neglecting the stress 
dependency as a function of pressure (Ozkan et al. 2010). 
 
Using the stress-dependent permeability in Eq. 2-26, Ozkan et al. (2010) investigated the 
effects of the pressure drop on permeability (Fig. 2-24) with a moderate value of b, which is 
suitable for a reservoir rock. Based on their data, without taking stress-dependent behavior into 
consideration, more than 5% error in permeability can be observed for the first pressure drop of 
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1,000 psi. The error could be more significant for the unpropped natural fracture permeability due 
to its greater b value. This indicates that the reduction in natural fracture permeability due to the 
stress dependency should be considered in modeling flow in fractured shale-gas reservoirs.  
Among those three relationships, Ozkan and Tutuncu (2015) claimed that rock type-I and type-III 
correlations display good history match with field data from several shale reservoirs.  
2.4.2  Porosity and Reservoir Compaction 
Porosity, defined as the ratio of pore volume to bulk volume, can change as a result of rock 
deformation, which is known to be a function of effective stress state and depends on in-situ 
pressure and stress. In reservoir modeling, bulk pore volume is not a constant value. It depends on 
volumetric strain at that particular condition (Eq. 2-27). Pore volume is a function of stress, 
temperature, and pressure. Therefore, true porosity is the coupling between flow and geomechanics 
and will impact the calculation of mass accumulation in flow modeling as a result. 
 � = �0 1 − �  (2-27) 
 
2.4.3  Level of Coupling 
Fluid flow and geomechanics can be coupled in different levels, listed as the examples 
below. Each of them has its own advantages and disadvantages. 
2.4.3.1 Decoupled Method 
The effect of stress changes can be introduced to the flow model via parameters such as 
compressibility and permeability. After flow simulation, deformation is calculated in a 
Geomechanical model in which pressure history is applied as an external load. The process is 
repeated until achieving an appropriate estimation for pressure and temperature.  
2.4.3.2 Pseudo Coupling 
This type of coupling is based on an empirical model of absolute permeability and porosity 
as functions of pressure. During this process, a conventional reservoir simulator calculates 
geomechanical parameters using the empirical data previously introduced to the system. The 
permeability may then be simulation. This technique seems not to be very realistic and might be 
used in case of limited computational costs. 
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2.4.3.3 Explicit Coupling (One-way) 
Information from a reservoir simulator is sent to a geomechanics model, yet the results 
from the geomechanics calculations are not fed back to the reservoir simulator (Jalali and 
Dusseaults 2008). As a result, reservoir fluid flow is not affected by geomechanical responses 
calculated by the geomechanics module. The change in reservoir flow variables, however, will 
affect the geomechanics variables. This method is a flexible and straightforward technique for 
coupling that can use an existing flow simulator and an existing geomechanics simulator 
simultaneously (Minkoff et al. 2003). 
2.4.3.4 Alterative Coupling (Two-way) 
Information computed in reservoir simulator and geomechanics model is exchanged back-
and-forth through nonlinear iterations for each time step. As a result, reservoir flow is affected by 
geomechanical responses which calculated by the geomechanics model (Tran and Nghiem 2005) 
The main advantage of this coupling is its flexibility, i.e., the two systems can be solved by 
different numerical methods. In addition, a conventional reservoir simulator can be coupled with 
a suitable geomechanics module with modest modifications in both codes (Dean et al. 2006). An 
iteratively coupled approach will produce the same results as a fully coupled approach if both 
techniques use sufficiently tight convergence tolerances for iterations (Settari and Walters 1999). 
2.4.3.5 Full Coupling 
Fluid-flow and displacement calculations are performed together using one discretization 
system, which is usually the finite element method, and the program’s linear solver must handle 
fluid-flow variables and displacement variables simultaneously (Dean et al., 2006). This method 
is one of the most stable approaches among all the techniques and it preserves second-order 
convergence of nonlinear iterations. Dusseault (2008) indicated that this approach is the “gold 






2.5  Mechanics of Hydraulic Fracture 
Explanations of hydraulic fracture behavior and characteristics are usually based on 
geomechanics, especially the concepts of stress which is one of the most important factors 
influencing almost all the fracture characteristics. 
2.5.1  Principal Stress 
Absolute stress in subsurface, created by externally applied load, is the stress that is 
carried by grain and the fluid in pore space while the effective stress, expressed in Eq. 2-28 
(Terzaghi 1943), is the stress acting on the grains only. In Eq. 2-28, � , �� is effective stress in 
vertical direction and �  is absolute stress in vertical direction. 
 � , = � − �  (2-28) 
 
There are two mechanisms playing the important part in interaction between the interstitial 
fluid and the porous rock. Firstly, pore pressure increase induces a dilation of the rock; secondly, 
compression of the rock causes a rise of pore pressure, if the fluid is prevented from escaping the 
pore network. In Eq. 2-28, it should be noted that assuming  to be 1 is incorrect (Tutuncu 2014; 
Mese and Tutuncu 2000).  
Absolute vertical stress calculated at particular depth is usually referred to absolute 
overburden stress or pressure. Provided that the horizontal plane (plane in x and y axis) is isotropic 
(� = � ) and the lateral movement is constrained, relationship between minimum horizontal and 
vertical effective stress may be obtained from Eq. 2-29. Maximum horizontal stress, ��,�  , can 
be determined by adding net tectonic stress, ��, � , to the minimum stress (Eq. 2-30). 
 �ℎ, = 1 − � ,  (2-29) 
 ��, = �ℎ, � + � �  (2-30) 
All three principal stresses can be determined from these relationships (Eq. 2-28 through 2-30) 
2.5.2  Rock Failure 
One of the convenient ways to describe rock deformation under the stress is to use the 
concept of Mohr’s circle and failure envelope. To elaborate this concept, Meissner (1991) shown 
a graphical representation (Fig. 2-25) along with a comprehensive description. A failure envelop 
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is superimposed on a coordinate system which may represent any possible stress field 
characterized by principal and normal stresses (plotted along or parallel to the horizontal abscissa) 
and shear stresses (plotted along or parallel to the vertical abscissa). Any particular stress field 
within the coordinate system is represented by a Mohr’s circle which intersects the abscissa at 
value of maximum (normally vertical with reference to the earth’s surface) and minimum 
(normally horizontal) principal stresses (e.g. S1 and S2 respectively). 
Figure 2-25. Graphical representation of a stress field (Meissner 1991). 
A number of rock failure criteria have been used to develop the failure envelop. These 
include Mohr-Coulomb (Jaeger and Cook 1979), Drucker-Prager (Drucker and Prager 1952), 
Inscribed Drucker-Prager (Veeken et al. 1989), Tresca (Jaeger and Cook 1979), Hoek- Brown 
(Hoek and Brown. 1980), Modified Wiebols-Cook (Zhou 1994), Lade (Lade 1977), and Modified 
Lade (Ewy 1999) failure criteria. Several aspects should be taken into consideration when 
choosing the appropriate criteria. Some examples include materials, types of loads, and treatment 
of intermediate principal stress. Colmenares and Zoback (2002) provided a descriptive comparison 
and recommended uses for some of these failure criteria in more details.  
The concept of failure envelope and Mohr’s circle constructed with principal effective 
stresses can be a useful tool to describe the rock behavior under the changes in subsurface stress 
condition. For example, increasing pore pressure, which can be caused by injection of fluid and 
hydrocarbon generation within source rock, shifts the circle to the left while decreasing pore 
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pressure during the production phase shifts the circle to the right. Mode of failure (e.g., tensile or 
shear) can also be determined from the graphical representation as exemplified in Fig. 2-26. 
Figure 2-26. Graphical representation of fracture failure produced by increasing pore pressure 
(Meissner 1991). 
2.5.3  Mode of Crack Deformation 
In Linear Elastic Fracture Mechanics (LEFM), Rice (1968) described crack deformation in 
three different modes. These include mode-I (opening mode), mode-II (sliding or in-plane shear 
mode), and mode-III (tearing or out-of-plane shear mode). These modes can be illustrated as shown 
in Fig. 2-27. Mode-I crack is caused by normal tensile stress that exerts on the plane of the crack. 
Fracture propagation, typically in the direction that perpendicular to in-situ minimum stress, is 
analyzed based on this mode. Both mode-II and mode-III are generated as a result of shear stress 
applied to the plane of crack; crack tip displacement is parallel to the plane.  While the direction 
of shear stress perpendicular to the leading edge will create mode-II while those with parallel to 
the crack front will result in mode-III. 
Figure 2-27. Crack modes used in modeling rock fractures (modified from Hudson and Harrison 
1997). 
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2.5.4  Fracture Initiation and Extension 
Geometry and direction of hydraulic fractures are directly impacted by the in-situ stress 
field as illustrated in Fig 2-28. In most case, fracture is vertical and normal to the least horizontal 
stress. It should be noted that horizontally hydraulic fracture could also be created in some certain 
conditions such as in the formation that is shallow enough.  
  
Figure 2-28. Fracture geometries generated as a function of wellbore orientation relative to the in 
situ stress field (Abass et al. 2009) 
 
To initiate a hydraulic fracture, the pressure necessary to breakdown the formation is the 
pressure to overcome the stress concentration around the wellbore plus the tensile strength, To, of 
the formation. The stress concentration around the wellbore is composed of the induced stresses 
influenced by the drilling of the well. In case of a well perpendicular to one of the principal stresses, 
solutions for the radial stress, r, tangential stress, θ, and shear stress, rθ, can be obtained as a 
function of distance, a, from a well of radius r. Considering the directions parallel and 
perpendicular to the minimum horizontal stress, σx, tangential stress can be expressed in Eq. 2-31 
and Eq. 2-32, respectively. The variation in radial and tangential stress is shown in Fig. 2-29.  
 �� �=0 = � − � =    �ℎ, � − ��,  (2-31) 
 �� �=� 2⁄ = � − � =    ��, − �ℎ, �  (2-32) 
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Figure 2-29. Stress concentrations around a circular hole (Economides and Nolte 1989). 
 
From the formation of stress concentration around the wellbore above, the breakdown pressure, 
Pbd, for an uncased and smooth borehore is given as: 
 � = �ℎ, � − ��, −   � + 0 (2-33) 
 
which could also be written in terms of effective stress: 
 � = �ℎ, � , − ��, , +  � + 0 (2-34) 
It should be noted that Eq. 2-34 represents the upper bound of the breakdown pressure. It is valid 
in case of no fluid penetration including an assumption that the direction of fracture initiation and 
propagation are identical. However, if the leakage occurs prior to breakdown, it will become more 
complex and it is necessary to define a lower bound for the breakdown pressure (Valk and 
Economides 1995). 
Since the stresses as a result of drilling induced stress concentration can be neglected after 
a distance of three times the well radius, this stress alteration impacts only the initiation of the 
fracture, but will not affect the fracture extension (Valk and Economides 1995). For fracture 
extension, there have been many theories explaining the propagation criteria. The classical 
criterion, based on the original idea of Griffith (1921), determines the ability to propagate a fracture 
based on the comparison of stress intensity factor, Klc, between the fracture and the rock containing 
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the fracture. The subscript I refers to the mode of crack deformation (Fig. 2-27), which is the 
opening mode in this case. Stress intensity factor can be written in all three modes as given in Eq. 
2-35 which has been discussed in detail in Rooke and Cartwright (1976).  
                                        (2-35) 
Typically, a hydraulic fracture propagates perpendicular to the least principal stress and in low 
pressure zone. With this concept, Miskimins (2015) highlighted the fact that a fracture tends to 
grow upward in uniform formation and the asymmetric fracture growth could be found in the area 
with horizontal pressure gradient. 
To keep fracture opening during the treatment operation, the fluid pressure inside the 
fracture, �� , must not less than the fracture closure pressure, ��, given in Eq. 2-36.  The difference 
between these two pressures is defined as the net pressure, Δpnet. 
 �� = 1 − (�� − � ) + ℎ� + � + �  (2-36) 
The last two terms, �� and � , account for the impacts of regional tectonic strain and regional 
tectonic stress, respectively. Biot coefficient, �, is a dimensionless value that represents the 
fraction of the reservoir fluid pressure that affects the rock stress and it is a function of grain 
compressibility and bulk compressibility (Bailin 2001). For an anisotropic formation, v is vertical 
Biot coefficient, h is the Biot coefficient in minimum horizontal direction. Based on Morrill and 
Miskimin (2012), Biot coefficient has been known to be non-homogeneous (Vincké et al. 1998) 
and based additionally upon permeability, grain sorting, and confining pressure (Laruent et al. 
1993; Klimentos et al. 1998). 
To keep the fracture opening after the completion of treatment, the proppant is placed 
inside the fracture to support the stress. Selection of the right proppant is very important. 
Otherwise, it may be crushed under the stress, resulting in closure of the fracture. 
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In a cased hole, the fracture initiation point is influenced by the orientation of perforation. 
However, the crack will turn around to the direction perpendicular to the least principal stress as 
illustrated in Fig. 2-30. This indicates that the further propagation of fracture could not be precisely 
directed by perforation angles.    
Figure 2-30. Fracture initiation in cased hole (modified from Daneshy 2014). 
2.6 Fracture Geometry Models 
There has been significant modeling research resulting a number of hydraulic fracturing 
models made available. These models include 2D, Pseudo-3D, Lumped parameters, and 3D 
models. Each of them is utilized under different assumptions and limitations that should be aware 
of. They often require different input data, and provide us with different results. Understanding 
those concepts promotes the selection of the right models that fit for particular condition and 
purposes. While fracture models usually assumed mode-I crack, Tutuncu (2014) and Miskimins 
(2015) suggested that hydraulic fracture can also be created under shear failure particularly in 
naturally fractured formations, evidenced by microseismic monitoring in several regions.  
2.6.1  2D Models 
Two fracture geometry models dominating the hydraulic fracture predictions are based on 
PK (Perkins and Kern 1961) and KZ (Khristianovic and Zheltov 1955) models.  While the plane 
strain assumption applied to each one is different, both of them share the same assumptions of 2D 
propagation and constant fracture height, hf.  
2.6.1.1 PKN (Perkins-Kern-Nordgren) Model 
PK model with the assumption of vertical plain strain was further developed by Nordgren 
(1972) and it is made widely used as PKN (Perkins-Kern-Nordgren) model. Based on the 
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illustration of PKN (Fig. 2-31), the geometry in both X and Y directions is an approximately 
elliptical. Fracture height, hf, is constant and it is much smaller than the fracture length, xf.  
  
Figure 2-31. The PKN geometry (Valk and Economides 1995). 
 
At the crack tips, the model assumes infinite stress and zero displacement. Maximum fracture 
width (e.g., at mid-point, or at x=0 and y=0) derived based on Sneddon’s displacement, , solution 
(Eq. 2-37) traditionally used for an infinite length (plane‐strain) crack with crack tips at +c and      
–c is expressed in Eq. 2-38. The fracture height, �f, is 2c and the maximum fracture width, �, is 
equal to 2u. 
 = 1 − 2 �√ 2 − 2 (2-37) 
 0 = � 1 − 2 ∆�  (2-38) 
2.6.1.2 KGD (Khristianovic-Geertsma-de Klerk) Model 
KGD (Khristianovic-Geertsma-de Klerk) model was developed from the Khristianovic and 
Zheltov (1955) model by Geertsma and de Klerk (1969) based on the horizontal plain strain. The 
profile at the well is rectangle and it is decreasing when moving away from the well until reaching 
zero at the fracture length, xf.  Unlike the PKN model, KGD fracture width, �, of fracture shown 
in (Eq. 2-39) has been derived by substituting c in Sneddon’s displacement (Eq. 2-37) with the 
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fracture half-length, ��. It is evident that fracture width in KGD model is independent of the
fracture height. 
0 = � 1 − �2 ∆� (2-39) 
By comparing the approximate solution to the exact solution, Valk and Economides (1995) 
indicated that both PKN and KGN are likely to overestimate the width when the plane-strain 
approximation is compared to the exact solution. To reduce such errors, Barree (1983) suggested 
that the KGD geometry is a good approximation for a short fracture with large height while the 
PKN geometry is a good approximation for an elongated fracture with height that significantly less 
than its length. This is because the error generally becomes less if the characteristic dimension 
normal to the plane in which the plane-strain assumption is applied exceeds considerably the 
characteristic dimension (Valk and Economides 1995). 
It is important to note that the two models cannot be used interchangeably. Valk and 
Economides (1995) further suggested that the fracture that are clearly bounded at the top and 
bottom by lithologies likely to contain the fracture height could be approximated with the PKN 
model. Relatively uncontrolled fracture height or small fracture treatments could be approximated 
with the KGD model. In general, KGD-type fractures are not interesting from a production point 
of view. 
Figure 2-32. The KGD geometry (Valk and Economides 1995). 
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2.6.2  3D Model 
In addition to both 2D models, a number of 3D models have been developed and improved 
over the past decades. While striving to achieve the most accurate predictions, optimization in 
terms of time and cost are still highly regarded. Some examples of 3D models, summarized from 
Weng et al. (2015) and Adachi (2007), are as follows. 
2.6.2.1 Planar 3D Model 
A moving boundary element mesh (Fig. 2-33) was used by Clifton and Abou-Sayed (1981) 
in their planar 3D model. The fracture plane is discretized into triangular elements using an 
automated grid generation scheme. At each time step, the mesh is regenerated as the fracture shape 
evolves.  
A fixed grid used in the planar 3D model (Fig. 2-34) was used by Siebrits and Peirce 
(2002). At each time step, the fracture front is interpolated from the width solution obtained at the 
interior nodes of the grid based on the use of the asymptotic solution at the fracture front and mass 
balance.  
 
Figure 2-33. Planar 3D with moving grid (Adachi et al. 2007). 
 
 
Figure 2-34. Planar 3D with fixed grid (Adachi et al. 2007). 
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2.6.2.2 Pseudo-3D Models 
In a cell-based P3D model (Fig. 2-35), based on the concept originated by Settari and 
Cleary (1982), the fracture is divided into several elements. They can have different heights. Plane-
strain assumption is made for each vertical cross section to simplify the elastic equation. The 
fracture opening width is directly related to the local fluid pressure, and decoupled from the 




Figure 2-35. Cell-based Pseudo-3D model (Adachi et al. 2007) 
 
 
Figure 2-36. Lumped Pseudo-3D model (Adachi et al. 2007) 
 
According to Weng et.al. (2015), it can be shown that a majority of planar hydraulic 
fracture models are based on the boundary element approach by reducing the elasticity equation 
to an integral equation and discretizing only the fracture surface, hence achieving computational 
efficiency. On the other hand, the conventional finite element based approach has not been much 
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prevalent in simulation of hydraulic fracturing problems. This is mainly due to the complexity of 
grid or mesh requirements, which may impact operational time and costs. However, the boundary 
element approach could become much more complex when the fracture becomes non-planar. 
Intersections of many fracture planes might be very challenging as well.  
2.7  Hydraulic Fracture and Stress Interference 
It should be noted that subsurface stress field does not always remain unchanged over a 
period of time. It can be changed and influenced by mechanical effects such as perturbation due to 
external mechanical stress, which could affect the total stress, and poroelastic effects, which could 
impact the effective stress. 
2.7.1 Stress Field Alteration 
While the orientation of a hydraulic fracture is controlled in situ stress field in terms of 
maximum and minimum horizontal stress, the opening of hydraulic fracture also perturbs the stress 
field by generation of additional stresses, resulting in deviation of the principal stress directions. 
This phenomenon can be referred to as the stress shadowing. 
Difference between additional stress that is perpendicular to and parallel to the fracture 
created as a result of fracture initiation can be called as generated stress contrast (GSC), as 
expressed in Eq. 2-40 where ∆�⊥ is the additional stress that is perpendicular to fracture face, 
while ∆�∥ is the additional stress that is parallel to the fracture face (Roussel and Sharma 2011). 
GSC could change the principal stress direction for a certain distance from the fracture face. 
Reoriented angle will be high near the fracture face and it can be deviated up to 90o from the 
original direction as shown in Fig 2-47. 
 
 � = ∆�⊥ − ∆�∥ (2-40) 
 
As a results, this phenomenon can affect the direction of subsequent fracture placed within 
this region. Its adverse impacts include unfavorable circumstances such as longitudinal fracture 
propagation and screen-out, potentially causing the problems in production in the future. 
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Figure 2-37. Stress reorientation due to initiation of a hydraulic fracture (Roussel and Sharma 
2011). 
 
2.7.2  Minimum Hydraulic Fracture Spacing 
In order to avoid the circumstances described above, subsequent fracture should be placed 
outside the reversal and reoriented regions of stress field. According to Roussel and Sharma 
(2011), the recommended space is determined based on distance S5, defined as the distance from 
the previous fracture to where the deviation of stress direction is less than 5 degrees. The minimum 
space between to fracture is also limited to S90, defined as the distance of stress reversal region. 
To optimize the space in multi-stage fracturing design, several multi-stage patterns or 
techniques such as alternating fracturing and zipper fracturing techniques have been developed. 
Implementation of these techniques reduced distance S5 and S90, resulting in decreasing space 
required. More information of these fracturing patterns has been addressed in the methodologies 
section. 
2.7.3  Parameters Influencing Reorientation of the Stresses 
Once causes and effects of stress reorientation have been realized, it is important to know 
the parameters that can affect the size of deviation region. Morrill and Miskimins (2012) conducted 
a sensitivity analysis on various properties and parameters, summarized as follows. In addition to 
these five parameters discussed below, there are other parameters which also impact the stress 
reorientation such as properties of bounding layers or fracture dimension.   
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Poisson’s Ratio 
Based on the definition of Poisson’s ratio (Eq. 2-41), low Poisson’s ratio implies large 
deformation along the fracture face. This indicates large reoriented zone along the wellbore, 
resulting in larger space required between 2 adjacent fractures when comparing with the formation 
with higher Poisson’s ratio. 
 = ∆�� �∆� �   (2-41) 
Net Pressure 
Net pressure is defined as the difference between actual pressure in fracture and minimum 
horizontal stress. With the presence of high net pressure, there is more additional stress 
perpendicular to face. In other words, there is high GSC value. 
Minimum to Maximum Horizontal Stress Ratio 
When the fracture is created, the fracture initiation pressure is given as in the relationship 
in Eq. 2-33. The higher ratio of minimum to maximum horizontal stress, the greater initiation 
pressure is required. In addition, high stress ratio also means small difference between both 
horizontal stresses prior to fracturing. Therefore, the principal stress directions tend to change 
easily.  
Biot Coefficient 
According to the relationship between effective stresses in horizontal and vertical 
directions (Eq. 2-29), low Biot coefficient will require less net pressure due to the small value of 
original minimum horizontal stress. Formations with low Biot coefficient will have less stress 
reoriented region size than those with high Biot coefficient.  
 �ℎ − = 1 − � −  (2-42) 
Young’s Modulus 
Deformation along the well is inversely proportional to the Young’s Modulus (Eq. 2-43).  
As a result, fracture spacing required for pay zones with high Young modulus should be less than 
the formation with low Young’s Modulus. 
 = /�∆�/� (2-43) 
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2.8  Fracture Complexity 
In some modeling approaches, hydraulic fracture is assumed to propagate as a simple 
planar fracture; however, real fractures, based on information obtained from core samples, imaging 
logs and/or microseismic technology, usually indicates more complex behavior. Warpinski et al. 
(2008) categorized the fracture complexity into four types (Fig. 2-38). These include simple 
fracture, complex fracture, complex fracture with fissure opening, and complex fracture network. 
In practice, the latest type is usually preferred for increasing production efficiency of the 
unconventional reservoirs. It should be noted that fracture network consisting of only existing 
natural fractures might not be enough to achieve desirable production as they are mostly filled and 
unable to contribute to production as a result. 
 
Figure 2-38. Level of fracture complexity (Warpinski et al. 2008). 
 
2.9  Interactions of the Hydraulic Fracture and Natural Fracture 
After the initiation of hydraulic fracture, its propagation into the formation may result in 
interaction with the pre-existing fractures. According to Blanton (1982), three types of interactions 
between hydraulic fractures and pre-existing fractures were referred to as opening, arrest, and 
crossing. Two situations in which opening of the pre-existing fracture occur, allowing fluid flow 
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along the fracture are shown in Fig. 2-39. Two cases in which fracture arrest occur and fluid 
penetration across and along the pre-existing fracture is restricted are illustrated in Fig. 2-40.         
An example of the third type of interaction concerning the crossing of a pre-existing fracture is 
shown in Fig. 2-41. Based on his experiment, it is implied that the latest type of interaction could 
be seen when hydraulic fracture approaches pre-existing fracture with high-degree angle. It is also 
possible that length of both wings of a hydraulic fracture are equal. However, with the smaller 
approaching angle, hydraulic fracture has more tendency to be arrested by pre-existing fracture. 
No fluid can flow along this pre-existing fracture as a result. 
 








Figure 2-41. Hydraulic fracture crosses pre-existing fracture in left-to-right direction at 
approaching angle of 60 degrees (Blanton 1982). 
 
In an attempt to determine the contribution of natural fractures in hydraulic fracturing 
treatment, Gale et al. (2007) proposed a diagram (Fig. 2-42) representing hydraulic fracture growth 
behavior and its interaction with natural fracture in Barnett shale. This includes reactivation of 
closed or mineral-filled natural fractures. Induced fracture parallel to maximum horizontal stress 
was also evident. 
More recently, Mokhtari and Tutuncu (2013 a, b, c; 2014 a, b; 2015) have conducted 
experiments on sealed core samples from several naturally fractured shale reservoirs showing the 
effect of natural fractures on the orientation of the existing natural fracture with respect to the 
generation of new fracture or growth of the natural fractures based on the minimum principal stress 
utilizing Brazilian core measurements. They discussed results of several core samples with sealed 
natural fractures at different orientation with respect to loading direction reporting that natural 
sealed fractures have half the tensile strength of the intact core samples. Fracture mechanics 
models using elastic aproaches predict fractures along loading direction since the highest tensile 
strength is in this plane. Yet, fractures were obtained away from central plane due to the existance 
of natural fracture in their experiments. In one core sample, a mixture of tensile and shear fractures 
were observed and the generated fracture based on maximum tensile stress re-orientated when it 
reached a natural fracture. In another sample with a natural fracture of a 45-degree dip, no effect 
of natural fracture on the fracturing was observed in their study. The experimental studies provided 
results to conclude that while natural fracture orientation is critial for the interaction of the 
hydraulic and natural fractures, the natural fracture size appeared to have a negligible effect when 
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compared to fracture orientation. An example of such tests conducted on vertical and horizontal 
preserved core samples from oil-bearing window of Eagle Ford shale is shown in Fig. 2-43. When 
lamination is vertical, the failure occurred along the lamination (Fig. 2-43a) and the tensile strength 
was low and inconsistent for various samples due to the different failure patterns. Their analysis 




Figure 2-42. Diagrammatic representation of hydraulic fracture growth showing why natural 
fracture systems are important for optimal stimulation (Gale et al. 2007). (a) Hydraulic fracture 
growth proceeds northeast-southwest and reactivates natural fractures (dashed lines) trending 
west-northwest–east-southeast and north-south. Arrows indicate the propagation direction of 
hydraulic fractures. (b) Map of microseismic data from Warpinski et al. (2005, reprinted with 
permission from the Society of Petroleum Engineers). (c) A sealed west-northwest–trending 





Figure 2-43. Tensile failure of an Eagle Ford shale sample with horizontal (a) and vertical (b) 
laminations (Mokhtari and Tutuncu 2014). 
 
 
Figure 2-44. The Niobrara shale samples with sealed natural fractures at various orientations used 
for the Brazilian tests (Mokhtari and Tutuncu 2014). 
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Figure 2-45. Tensile failure of Niobrara shale samples with (a) 15°, (b) 45°, and (c) 65° sealed 
fractures (Mokhtari and Tutuncu 2014). 
 
Mokhtari and Tutuncu (2014) have also conducted a second set of experiments using core 
samples containing sealed fractures to study the effect of natural fractures on tensile failure of 
Niobrara shale testing the samples at several orientations of lamination with respect to the applied 
axial load with respect to the sealed fracture (Fig. 2-44). Based on the linear elastic theory with 
isotropic rock assumption, the tensile fracture is anticipated to take place along the vertical axis. 
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However, the samples failed along the small vertical natural fracture due to the impact of the 
natural fracture.  Failure pattern for the core sample with 15° deviated natural fracture from the 
applied load is shown in Fig. 2-45a. When the natural fracture is 45° from the horizontal axis    
(Fig. 2-45b), the sample failed centrally, crossing the calcite-filled natural fracture. Similar 
behavior occurred when the angle was greater than 45° (Fig 2-45c).  At this angle, induced fracture 
changes its orientation, failing both in the matrix and along the calcite-filled natural fracture.           
At 65°, a complex fracture behavior occurred. The major large fracture occurred at high angle with 
respect to the applied load. As a result, the induced fracture ignoring the sealed fracture; however,          
re-orienting toward a tiny sealed fracture at low angle as shown in Figure 2.49c. 
In the following chapter, we will introduce the approaches used for carrying out the 
research to reach our objectives. The theoretical and experimental learnings from these published 
results are utilized to have a coupled hydraulic fracturing model used in this thesis with 
geomechanics and flow behavior reflected accurately in the model for more realistic representation 





TECHNICAL CONCEPTS AND RESEARCH METHODOLOGIES  
 
Based on the primary research objectives, two important features for the hydraulic 
fracturing design utilizing a commercial software package have been employed in this research 
study.  They are: 
(1) realistically represented complex fracture network and, 
(2) the special grid size and shape used in the numerical model. 
Hydraulic fracture to be introduced for stimulating fluid flow in the shale reservoir and production 
analysis must be induced in such a way that the fracture network can adequately represent the 
actual system. The grid system in the production numerical model should be exclusively 
constructed to facilitate the fluid flow simulation specifically for a particular reservoir and natural 
fracture network presenting in the reservoir. Simulation package used for the hydraulic fracture 
network modeling and the production modeling is required to satisfy the requirements in this study 
and effectively enable the two features listed above. 
We should emphasize that most existing commercial fluid flow simulators have not been 
built using the same physical mechanisms and processing methodologies. While each simulator 
may be applicable a specific scenario, none of them are appropriate for all reservoir scenarios and 
flawless. The most important point to consider selecting a commercial software package to use in 
predictive analysis is to firstly understand the limitations and benefits of each software and then 
determine their suitability for the specific purpose, satisfying the objectives of the problem.  
The concepts, relevant theories, and formulation used for the research study are identified 
and discussed in detail in this chapter. It is important that they are always based on relevant laws 
of physics with reasonable consideration on computational efficiency for engineering purposes, 
objectives of the research study, and justifiability of assumptions. In this chapter, a consistent unit 





3.1  Underlying Concepts 
The construction of the hydraulic fracture network will account for the effects of treatment 
design and formation characteristics. Major considerations include transport in hydraulic fractures 
(fracturing fluids, proppant, and fluid leak-off) which can impact fracture conductivity, fracture 
geometry, fracture dimension, and propagation direction. All of which could affect the stimulated 
reservoir volume and the subsequent contribution of the fractures to the production. 
3.1.1  Governing Equations 
 The set of the governing equations used for numerical simulation are usually developed 
based on the fundamental laws of physics including conservation of mass, conservation of 
momentum, and volume balance. It is important to assure these fundamental concepts are not 
violated during the modeling study. These concepts are originally elaborated in more details in 
Weng et al. (2011) and Weng (2015). 
3.1.1.1 Conservation of Mass 
Conservation of mass (Eq. 3-1) is applied when considering the fluid flow in the fracture.  
 �� + �� + �� + =  (3-1) 
 
The Leak-off rate, , in Eq. 3-1 can be expressed using Carter leak-off model (Carter et al. 2000)  
 = √ − � ,  (3-2) 
 
Where � is the time at fluid start to leak out at the location s = s(x,y). 
Given the one-dimensional fluid flow along the branch of the fractures, Eq. 3-1 can be 
reduced to Eq. 3-3 where � is the fluid leak-off rate per unit length (Eq. 3-4), ̅  or ̅(s) is the 
average width at location of s(x,y), and �  is the local height of the fracture. 




 � = ℎ� � (3-4) 
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3.1.1.2 Conservation of Momentum 
Flow rate and pressure gradient relationship is based on the conservation of momentum. 
The components in 2D flow of power-law fluid without the inertia effects are given in Eq. 3-5 
which is obtained from Weng (2015).  
 = − + 1�− 2 ++ [(��� )2 + (��� + ��)2]− −2 ���
= − + 1�− 2 ++ [(��� )2 + (��� + ��)2]− −2 ���
 (3-5) 
 
For the 1D fluid flow in laminar regime along the branch of the fractures, Eq. 3-5 is reduced to 
Eq. 3-6 where s is local position at (x,y) and w(z) is the width at the position of s and depth z.  
 ��� = − 0 1̅2 + � |� | −  (3-6) 
 
 0 = �′∅ ′ ′ ′ +′ ′ ;    ∅ ′ = 1� ∫( ̅ )2 ′+′��   (3-7) 
 
3.1.1.3 Global Volumetric Balance 
To satisfy the volumetric balance, the fluid volume being pumped must be equal to the 
fluid volume within the system (fracture network including the wellbore) and those leaked out 
from the element. Volume balance equation written in the integration form is given in Eq. 3-8, 
where H is h(s,t) or fracture height as a function of distance s(x,y) and time, t; and ̅  is w(s,t) or 
average fracture width at distance s(x,y) and time, t. 
 ∫�0 = ∫ �̅
�
0 + ∫ ∫ ∫ �0
�
0� ℎ  (3-8) 
Boundary condition at the fracture tip in Eq. 3-8 requires that the net pressure, fracture width, and 
fracture height are all set equally to zero. 
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In addition to volumetric balance considering the full system in Eq. 3-8, if the node 
considered is the fracture junction, summation of the flow at the specific node must be zero. 
Likewise, if the node considered is the wellbore, Weng et al. (2011) indicated that the prescribed 
injection flow rate, Q(t), is the sum of the flow rate into all open perforations, � . 
 ∑ �� = � , � =  1, , , … . , � �  (3-9) 
 
3.1.2  Fracture Width 
Pressure and flow distribution in the network for a given width distribution can be solved 
by using Eq. 3-1 through 3-9. In a layered medium, fracture width can be related to the injection 
pressure by the elasticity equation (Mack and Warpinski 2000) as shown in Eq. 3-10. To have a 
computationally efficient model for general engineering design, Weng et al. (2011) suggested that 
the same assumption of 2D plane-strain solution for fracture width as in conventional pseudo-3D 
models could be adopted. It should be noted that Eq. 3-10 is valid for a layered medium without 
the variation of Young’s modulus. For this specific equation, hk is the distance from top of the kth 
layer to the fracture bottom tip; �  is the pressure at the reference depth (or entry depth); �� is 
the distance from the reference depth (or entry depth) to the bottom tip; and σk is the in-situ stress 
at the kth layer.  
 
   =  ′ [�� − � � + � � (ℎ� − ℎ − )]√ ℎ −
+ ′ ∑ � + −�−= [  
  ℎ − c�sh− ℎ − ℎℎ + ℎ| − ℎ�|+√ ℎ − arcc�s (ℎ − ℎℎ ) ]  
   (3-10) 
 
In the limiting case of a fracture in a zone of uniform in situ stress and constant height, the 
width/pressure relation reduces to that of a 2D PKN model (Eq. 3-11). 





3.1.3  Fracture Height  
In a multilayered formation, the fracture height and width profile of the cross section of a 
fracture depends on the fluid pressure, the in situ stress, fracture toughness (at tip), formation layer 
thickness, and the elastic moduli on each layer covering the fracture height (Mack and Warpinski 
2000). Each element, which is equivalent to a cell in the cell-based pseudo-3D models, has its own 
height. The height and width profile of the fracture cross section is determined only on the basis 
of local pressure and vertical stress profile. Interaction between adjacent cells is typically neglected 
(Weng et al. 2011).  
Similar to a pseudo-3D model, the fluid flow and the associated pressure gradient in the 
vertical direction are negligible except near the upper-fracture-tip and lower-fracture-tip regions 
as indicated by Eq. 3-12. The stress-intensity factors at the fracture top and bottom tips are 
calculated from the pressure inside the fracture, the fracture geometry (height, in this case), and 
the layer stresses. Weng (2015) suggested that the fracture height can be determined at each 
position of the fracture by matching KIu and KIl, given by Eq. 3-13a and Eq. 3-13b, to the fracture 
toughness, KIc, of the corresponding layers containing the tips. Specific to Eq. 3-12 and Eq. 3-13, �  is the pressure at the reference depth (or entry depth); and �� is the distance from the reference 
depth (or entry depth) to the bottom tip. 
 � = �� + � �(ℎ� − ) (3-12) 
 
  �  =  √ ℎ [�� − � + � � (ℎ� − ℎ)]





  �  =  √ ℎ [�� − � + � � (ℎ� − ℎ)]





The relations for the stress-intensity factors as functions of pressure and fracture tip 
positions (fracture height) shown in Eq. 3-13 (Mack and Warpinski 2000) are referred to as the 
equilibrium height model. This equilibrium model can be further extended to non-equilibrium 
height model, in which the pressure gradient due to the fluid flow in the fracture tip regions in the 
vertical direction is taken into account. This adds an apparent fracture toughness proportional to 
the fracture's top and bottom velocities in the equations above (Weng et al. 2011). In this case, 
Weng (2015) indicated that the fracture height would be less than the equilibrium height at a given 
reference pressure. The fluid flow effect can be computed numerically (Settari and Cleary 1982; 
Weng 1992) to determine the velocities at the fracture tip. 
 
3.1.4 Interactions of Induced and Natural Fractures 
 
Figure 3-1a. Schematic of induced fracture approaching to a natural fracture interface (Gu and 
Weng 2010). 
 
Gu and Weng (2010) proposed an analytical method to determine whether the hydraulic 
fracture will cross over or be arrested by an existing natural fracture at their intersection. This 
method considers the impacts of principal stress ratio, approaching angle, coefficient of friction, 
and cohesion. The concepts for this methods can be summarized as follows. 
When a hydraulic fracture is approaching to an existing natural fracture (Fig. 3-1a), the 
hydraulic fracture will propagate across the existing fracture (i.e., a new fracture is created on the 
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opposite side of the interface), provided that the maximum principal stress, σ1, is not less than the 
rock tensile strength, T0. In other words, the stress acting on the surface is able to transmit its tip 
stress across the interface to create the fracture on the other side of the natural fracture, described 
in Eq. 3-14. To satisfy this condition, the stress acting on the interface must not cause slip at the
interface. This no-slip condition at the interface for a frictional rock can be represented using the 
following relationship of stresses acting on the interface. |��| < �0 − ��� (3-14) 
The total stress acting on the interface is the combination of the remote stress, expressed 
using a set of equations with subscript r (Eq. 3-15), and the fracture tip stress, expressed using a 
set of equations presented with the subscript tip (Eq. 3-16). Three components of the principal 




The projection of the combination of above stress components to the fracture interface can be 
written in the following equations.  �� = � � ,� + ��,� (3-17) 
�� = � � ,� + ��,� (3-18) 
These equations are used to determine whether the no-slip condition is satisfied using the 
relationship presented in Eq. 3-14. 
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In this research study, the total of 6 modes of interactions can be occurred, determined 
based on the criteria satisfied. These scenarios were graphically illustrated in Fig. 3-1b by Weng 
(2015). The approaching hydraulically induced fracture can be: 
(1) arrested at NF, resulting in either termination or opening the NF in tension,  
(2) crossing NF without offset 
(3) crossing NF with offset due to localized interface separation and shear slip, 
If the natural fracture has been opened by the approaching hydraulic fracture, it then becomes part 
of the fracture network. The propagating front in that natural fracture can be: 
(4) brunching when intersecting another NF, 
(5) brunching in T-shape at the end of NF to follow its preferred direction, 




Figure 3-1b. Map of induced hydraulic fracture network depicting various scenarios of interaction 




Based on the parametric study by Gu et al. (2011), illustrated in Fig. 3-2, where the left 
side of the curves indicates no-slip condition, it was claimed that simulation results is in line with 
the laboratory experimental results. Regarding the numerical method, originally developed by 
Renshaw and Pollard (2005), the major drawback might be the fact that it is limited to be valid 
with orthogonal intersection only. However, the natural fracture orientations could be varied.  
 
Figure 3-2. Plot of the crossing criterion with various stress ratio, coefficient of friction, and 
approaching angle (Gu et al. 2011). 
 
3.1.5    Stress Shadow 
To account for the stress shadow effects on the fracture propagation, the impacts of induced 
stresses from the adjacent fractures will be incorporated into the fracture network model. Based 
on Crouch and Starfield (1983) the induced normal stress, σn, and the induced shear stress, σs, of 
element i influenced by opening and shearing displacement discontinuity of other elements j in a 
2D plane-strain could be described with the following relationships (Eq. 3-19a and Eq. 3-19b) 
where ��  is a 2D plain-strain elastic influence coefficient. Displacement discontinuity method 
(DDM) approach is illustrated in Fig. 3-3. 
 �� = ∑���= � + ∑���= �  (3-19a) 
 




Figure 3-3. DDM approach: influence of displacement discontinuities from jth element on stress 
of ith element (Weng et al. 2011) 
 
Weng et al. (2011) suggested that 3D correction factor, � , (Olson 2004) could be applied 
to the influence coefficient in Eq. 3-19a and Eq. 3-19b to account for the vertical effects caused 
by fracture height that could results in diminishing of the interactions between two elements, 
especially when they are far from each other (Eq. 3-20a and Eq. 3-20b).  
 �� = ∑�� ���= � + ∑�� ���= �  (3-20a) 
 �� = ∑�� ���= � + ∑�� ���= �  (3-20b) 
With coupled stress shadow effects, fracture propagation direction may deviate from the 
orthogonal direction, depending upon the spacing between the fractures. An example for the 
anticipated output using the concepts described above to account for stress shadow is illustrated 
Fig. 3-4. 
 
Figure 3-4. Parametric study shows propagation path impacted by variation of fracture spacing 
(Kresse et al. 2012). 
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3.1.6    Proppant Transport 
It is important to consider the proppant transport when modeling the hydraulic fractures, 
because it impacts the conductivity of the fracture network. Flow could be considered in two 
separated planes, horizontal and vertical directions, as discussed in the following sections. 
3.1.6.1 Proppant Transport Model in Horizontal Direction 
Volumetric concentration calculation of the proppant and of the fluid species k expressed 
in Eq. 3-21 (Weng et al. 2011) is based on the average values over the volume from top fracture 
to bottom inside the fracture element. 
 = 1∆ ′̅ � − � ∫ ∫ ∫ � ,, ,, d
′+∆ ′2
′−∆ ′2
d ,2̅− 2̅ d
H
H k  (3-21) 
where: ∆ ′ = length of the element, x′  = center of the element, �  = volume fraction of species k  
H = fracture height, �  = proppant bank height. 
 
The variations of fluid concentration specie k, written as �� ,  , governed by fluid flow 
inside the fracture and the leak-off into matrix is described as in Eq. 3-22, where the � � ��� is the 
flux of fluid through the fracture wall. More details about proppant transportation, considering 
only advective transport in horizontal direction, can be found in Adachi et al. (2007) under 
proppant transport section.  
 � � − � ̅ ,� + �( , )� = − � ,  (3-22) 
 
This can be applied to the case of proppant species, but no proppant leakoff term is 
included. Similar equation is also used for slurry height calculation (Weng et al. 2011).                    
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The numerical implementation of these equations uses an explicit scheme in time and a total 
variation diminishing method for the advection term (LeVeque 1992). 
3.1.6.2 Proppant Transport Model in Vertical Direction 
Considerations in vertical direction consist of two major mechanisms: settling of proppant 
onto the bank and erosion of the existing bank. For proppant settling, the extension of Stoke’s law 
in Eq. 3-23, is used to compute proppant settling velocity for proppant type k. The basis of this 
equation is to combine the Stoke’s law drag coefficient for a spherical particle, and its relationship 
to Reynolds number. The settling velocity can be calculated on the basis of the correlation 
introduced by Shiller and Nauman (1933) to determine the drag-force coefficient on a spherical 
particle. 
 , = [ 1̅′− 18� �� , − �̅�̅′ � ̅′+ ] ̅′ (3-23) 
 
where: 
,  = proppant settling velocity for proppant type k, � �� ,  = proppant density, �̅  = average fluid density, 
Dk = proppant diameter, �̅′ = average flow consistency index, ̅′ = average flow behavior index. 
 
To consider the erosion, Weng et al. (2011) suggested an erosion model discussing the 
minimal height of clean fluid and slurry at given conditions, under which the proppant does not 
settle and the bank is eroded. 
3.1.7    Numerical Simulation 
To numerically simulate hydraulic fracture propagation, the governing calculations for the 
problem will be solved at each time step to determine fracture opening, fluid pressure, and flow 
rate within the entire fracture network. The processes, originally detailed in Weng et al. (2011), 
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have been performed in this research study using the Mangrove software (version 2014.02) on the 
Petrel platform (version 2014.5). The overall process can be summarized as follows. 
At any given timestep, the created hydraulic-fracture network is represented by connected 
fracture elements. New elements are added as fracture tips advance. Many new elements can be 
added at all propagating fracture tips in a single time step, and new element numbers are assigned 
to these new elements. As a result, the element numbers are not continuous from one element to 
the next. Therefore, a special code structure is established to track the neighbors, and special 
junction elements at intersection of multi-branches are also introduced. 
 d� � �, = d� � � �, + d� � �,  (3-24) 
 
Eq. 3-3 and Eq. 3-5 are combined and discretized into small elements in terms of fluid pressure. 
The resulting mass-balance equation is written in the form of Eq. 3-24, or in the form of pressure, 
width, and flow rate at each element (Eq. 3-25).  
 − ∑ � d  =  (ℎ ,� ̅� � ) − (ℎ ,�− ̅� − �− )+ ∑ { � �, � ℎ� �, �ℎ �, � [ℎ��� �, � �√ − �0 �, �−ℎ���− �, � �− √ � − �0 �, � ]
Nz es
=+� �, � ℎ� �, �ℎ �, � ℎ �, � � − ℎ �, � � }
 (3-25) 
where: 
� �, �  = leakoff coefficient for zone k covered by fracture element i, ℎ� �, �  = leakoff height for zone k covered by fracture element i, ℎ��� = height of occupied part for zone k covered by fracture element iℎ �, �  = height of 
zone k covered by fracture element i, 
�  = flow rate, � �, �  = spurt leakoff from zone k covered by fracture element i. 
 
Fluid flow rate between adjacent elements is calculated by integrating Eq. 3-3 and elasticity 
equation (Eq. 3-10). Different forms of flow rate equations are implemented to cover laminar, 
turbulent, and Darcy flow behaviors. A non-linear system of equations caused by those different 
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behaviors, simplified as f(p) = 0, is solved in terms of pressure using a damped Newton-Raphson 
method, which is based on the first-order Taylor series expansion. The Newton-Raphson method 
replaces a system of non-linear equations with a system of linear equations, which are solved 
repeatedly to converge onto an adequate solution. During the iteration, solution is updated as 
shown in Eq. 3-26.  
 � + = � + �� +  (3-26) 
 
Once convergence has been achieved, a new time step is started. Explicit method is used to extend 
the fracture tip. These fracture tips are then examined whether they satisfy the propagation criterion 
by comparing stress intensity factor with the rock toughness. For each propagating tip element, the 
flow rate into the tip is calculated on the basis of Eq. 3-3 to find the corresponding tip velocity 
(equal to fluid velocity near the tip) with Eq. 3-27.   
 � = �̅ℎ  (3-27) 
 
The tip with the highest velocity is extended in the direction of maximum horizontal stress by a 
prescribed maximum length, � . The other tips are extended proportionally to their velocities as 
described by Eq. 3-28. 
 � = � ���������  (3-28) 
 
A special tip element is implemented, and the pressure at the propagating tip element is prescribed 
by using asymptotic PKN tip solution as a function of the element's length and velocity. 
During the fracture tip extension, stress shadow effect is taken into account. Interaction with 
natural fractures is considered using crossing model.  
The numerical simulation scheme at each time step is illustrated in Fig 3-5.  Original description 
of the model has been described in detail in Weng et al. (2011). Unconventional Fracture Model 
(UFM) created using this approach has been applied to a number of studies over the past few years 




Figure 3-5. Structure of propagation-solution loop (Weng et al. 2011). 
 
3.2       Hydraulic Fracturing Techniques (or Patterns) 
The hydraulic fracturing techniques to be compared using the developed approached in this 
research are zipper fracturing and Texas-Two Step (alternating fracturing) patterns. One of the 
main purposes for which these patterns have been designed is to deal with the issues concerning 
the in situ stress field alterations caused by other fractures. These techniques could help to decrease 




3.2.1  Zipper Fracturing Pattern (Zipper Frac Technique) 
Zipper frac is a fracturing pattern for two parallel horizontal wells stimulated 
simultaneously (Waters et al. 2009) from toe to heel of the lateral. In this technique, created 
fractures in each cluster propagate toward each other to induce stresses near the tips force fracture 
propagation to a direction perpendicular to the main fracture (Rafiee et al. 2012) 
 
Figure 3-6. Fracture placement in zipper frac design (Rafiee et al. 2012). 
 
3.2.2  Texas Two-Step Pattern (Alternating Fracturing Technique) 
Alternate fracturing sequence consists of spacing fractures far enough apart where they are 
outside the stress shadow region, and then propagating a middle fracture. For example, as indicated 
in Fig. 3-7, fracture #3 is created outside the stress reorientation region which have been influenced 
by fracture #1. Fracture #2 will be placed around the middle of previous fractures. It should be 
noted that this alternate sequence has not been prevalent due to the limitation of the downhole 
tools. 
 
Figure 3-7. Fracture placement and sequence in Texas Two Step design (modified from Russel 
and Sharma 2011). 
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3.2.3  Modified Zipper Frac Pattern (MZF) 
Similar to the zipper fracturing technique, two horizontal wells are simultaneously 
hydraulically fractured in this fracturing pattern. However, fractures are placed in a staggered 
pattern (Fig. 3-8) to take advantage of the presence of a middle fracture for each two consecutive 
fractures (Rafiee et al. 2012). With this technique, it was claimed that stress reorientation area 
outside the stress reversal region is significantly reduced.  
Figure 3-8. Fracture placement in MZF design (Rafiee et al. 2012). 
Roussel and Sharma (2011) suggested that MZF can consist of multiple-lateral horizontal 
wells (Fig. 3-9). From Fig. 3-9, HW1 and HW3 are hydraulically fractured simultaneously followed 
by a hydraulic fracturing of HW2 which is placed in between two fractures which have just been 
created. Fig. 3-10 illustrates the corresponding in situ stress.  
It is evident that MZF provides advantage for both concepts developed in alternating fracturing 
and zipper frac to create more complexity in the reservoir. However, unlike the alternating 









Figure 3-10. (left) Direction of maximum horizontal stress and (right) angle of stress reorientation 




3.3 Grid Characteristics and the Algorithm Used in Generation 
With regards to the characteristics of the grid used in this thesis, Cipola et al. (2011) 
explained that the grid system has very fine grid next to the fractures and a logarithmically 
increasing grid size away from the fracture to efficiently simulate the fluid flow. According to 
Cipola et al. (2011), the approach adopted in the automated grid system consists of the following 
basic algorithm. 
- Intersect the mid-planes of a Discrete Fracture Network (DFN) to produce a 2D network, 
- Replace the actual fracture thickness with a nominal value (usually 1 ft.), 
- Replace narrow angle (< 5 degree) intersections of fractures with a “dogleg” kink. This 
avoids tiny cells at the intersection of the fractures that can lead to slower simulation times, 
- Create a Voronoi tessellation of this modified network, 
- Create the corresponding dual grid; called Perpendicular Bisector or PEBI cells, 
- Extrude this grid through Z and honor any layering schemes on the parent grid, 
- Create pore volume and transmissibility multipliers to compensate for the increase in fracture 
cell thickness during the discretization, 
- Sample the conductivity and fracture aperture on the Discrete fracture patches onto the 
simulation grid. 
Figure 3-11. An example from literature showing pressure distribution after 30-year gas production 
represented in unstructured grid (Cipola et al. 2011).  
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CHAPTER 4 
MODEL DEVELOPMENT AND VALIDATION 
An integrated complex fracture network and fluid flow model has been developed to 
simulate fluid flow and deliver the reliable production forecasting in naturally fractured shale 
reservoirs that are hydraulically fractured. The model is composed of two following key modules: 
(1)  Complex fracture network (DFN) model that realistically represents the fracture geometry 
and associated fracture and reservoir characteristics. 
 (2)  Fluid flow model with the production grid system allowing the user to efficiently perform 
the fluid flow simulation in shale formations and complex fracture network created through 
the hydraulic fracturing in a naturally fractured formation. 
In this study, the model development has been proceeded as stipulated in the workflow 
illustrated in Fig 4-1. Essentially, three groups of input data have been used to create a complex 
fracture network model, which was subsequently validated against the microseismic fracture 
mapping. The fit-for-purpose unstructured production grid blocks generated based on the 
successfully-validated complex fracture network geometry have been used to perform the 
production forecast. The model has been finalized and confirmed upon achieving the matched 
production forecasting results with the field production data through the history-matching process. 
Based on this workflow, the validation of both the complex fracture and the fluid flow 
simulation model have been conducted through the repeated processes of fine-tuning or adjusting 
the reservoir parameters to satisfy the specific criterion applied in both modules, and then obtain 
the final version which best represents the field characteristics. As a result, upon the acquisition of 
the integrated model, input parameters have also been verified after being repeatedly fine-tuned 
for a number of times. For the accuracy and consistency across the later cases developed in the 
research study, this field-case integrated fracture and fluid flow model had been created, calibrated, 
and validated through the complete workflow cycle before the complex fracture model for the new 
hydraulic fracture pattern has been developed. 
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Figure 4-1. Workflow summarizing the processes in relation to the acquisition of the “Integrated 
Fracture (DFN) and Reservoir Simulation (Fluid Flow) Model”. 
4.1 Data Availability and Applications Based on the Research Approaches 
The critical information and parameters considered have significant influence on the 
resulting discrete fracture network model in this research study by one or more possible ways 
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under the specified categories in the workflow including reservoir properties and Mechanical Earth 
Model (MEM), natural fracture characterization, or well completion and stimulation strategy. The 
key input parameters used in the model development have been discussed through the following 
subsections and summarized at the end of this section in the table 4-7. 
4.1.1 Well Location and Placement 
A model has been created to represent three producing wells drilled horizontally from a 
well pad in McMullen County (Fig 4-2a). Lateral sections of well F-1, F-3, and F-5 wells, of which 
the real names are substituted, lie within the lower Eagle Ford formation at a TVD of 
approximately 10,800 ft and completed using a plug-and-perf strategy. The wells were 
stimulated for production using the zipper fracturing pattern in three-parallel layout utilizing a 
total of 41 hydraulic fracture treatment stages: 14 stages in Well # F-1, 13 stages in Well # F-3, 
and 14 stages in Well # F-5. It should be noted that the additional well appears in Fig. 4-2a was a 
monitoring well which has not been considered in this study. Well and perforation stage spacing 
are illustrated in Fig. 4-2b. 
Figure 4-2a. (left) Well location on the Map, (middle) the top view of the well pad layout, and 
(right) the vertical cross-section looking West (modified from UNGI CIMMM Consortium) 
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Figure 4-2b. Well spacing measured at 3 positions and perforation stage spacing (between mid-
point) of 3 wells used in this study. 
4.1.2 Model Structure and Associated properties 
A geological model illustrated in Fig. 4-3 has been constructed as a polygon consisting of 
a stack of various layers dipping by 2 degrees to the horizon to represent the subsurface geology 
of the field from 6,975 ft TVDSS to 10,719 ft TVDSS, covering 4 formations from the Anacacho 
to the Buda according to the geological stratigraphy and the well locations in Fig. 4-2a. The 
entire lateral section of all three wells are placed within the lower section of the Eagle Ford 
which is the primary target, bounded by the Austin (Chalk) and the Buda (Limestone) at the top 
and the bottom of it, respectively.  
Input properties along the vertical extent and the characteristics specific to each formation 
include the log suites data, derived measurement variables, or those from qualitative interpretation. 
The log suite generated using the properties from the neighboring county with similar stratigraphy 














Figure 4-3a. Wells and formation structure model in 2D (looking West) 
 
 
Figure 4-3b. Wells and formation structure model in 3D: (left) looking East; and (right) looking 
North-East (with an intersection plane for illustrative purpose). 
 
 
4.1.3 Subsurface Principal Stress 
Since the propagation of a hydraulic fracture depends significantly on subsurface stress 
state in the interest field, the orientation of the principal stresses must be properly identified. In 
this study, the maximum stress direction of N75ºE has been assigned to the model. The first 
implication is based on the primary fracture azimuth (Fig. 4-4), determined from the post-job 
microseismic fracture mapping data.   
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Figure 4-4. Hydraulically induced fracture azimuth plotted from microseismic events measured 
in the field after the completion of well stimulation job in the multiple-horizontal-well pad. 
Figure 4-5. Fracture strike data from Borehole Image interpretation of a well in La Salle county 
(UNGI CIMMM Consortium). 
The information of the induced fracture orientation (Fig. 4-5) from a nearby county located 
on the west side of the studied well pad also presents a similar observation, implying maximum 
stress in N-E; however, lower azimuth angles were recorded. By considering the stress field 
documented in the world stress map (Fig. 4-6), the N-E direction of the maximum horizontal stress 
is confirmed; and the global trend indicated on the map also matches the relative trend of the 
azimuth angle values observed from both wells (in Fig. 4-4 and 4.5) based on their locations. 
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Figure 4-6. World stress map showing the maximum stress direction across the South Texas area 
(adapted from University of Karlsruhe 2008). The azimuth angle values observed from both wells 
are in alignment with the global trends indicated on the world stress map (shown in red arrow) 
based on their locations. 
 
 
4.1.4 Natural and Pre-Existing Fracture Characterizations 
For the hydraulic fracturing stimulation treatment, the existing natural fractures within the 
formation are important to consider since they play a critical role influencing the geometry of 
complex fracture network, subsequently affecting Stimulated Reservoir Volume (SRV) and the 
production efficiency. Additionally, the existing fractures can contribute to the pressure-dependent 
fluid leadoff (PDL) during the operation. A reliable identification of Discrete Fracture Network 
(DFN) covering the zones of interest is needed as a result. However, the methods to create the 
exact 3D geometry for the DFN usually requires highly specialized approaches for processing and 
interpretation, concerning a massive amount of data requirement including 3D seismic attributes. 
Though the 3D model representing the exact DFN in the formation is not available as a result of 
limited information, a number of studies previously investigating the oil window of the Eagle Ford 
shale in South Texas area with similar stratigraphy and subsurface conditions to this study using 
the borehole image logs have shown the correlative information concerning the DFN modeling, 
which have been determined to be useful to apply in this research study.  
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Based on the study conducted by Ejofodomi et al. (2015), the distribution of natural 
fracture orientation showing the average fracture orientation about N75ºE as illustrated in Fig. 4-
7 was mapped from the interpreted image log. The fracture length was estimated by using the 
fracture-intensity distribution shown in Fig. 4-8 with the “fracture ratio” method, considering that 
the longer the natural fracture is, the less possibility that it will terminate at the wellbore. The 
natural fracture length is implied to be inversely proportional to the fracture ratio number, which 
is defined as the ratio of the numbers of pre-existing fractures terminating at the borehole (partial 
sinusoid) to those crosscutting the borehole (full sinusoid). 
Figure 4-7. Orientation of the DFN from interpreted image log (Ejofodomi et al. 2015) considered 
as a correlative information added to the research study. 
Figure 4-8. Natural fracture distribution based on the interpreted borehole image log and fracture 
ratio profiles from the calibration process (Ejofodomi et al. 2015), considered as a correlative 
information added to the research study. 
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A similar identification of primary fracture set in NE direction illustrated in Fig. 4-9 was 
proposed by Offenberger et al. (2013) with the presence of secondary fracture set in North-West 
direction (N60ºW orientation) in approximately one-fourth the quantity of the primary fractures.  
Figure 4-9. Primary and secondary fracture sets from a borehole image study (Offenberger et al. 
2013), considered as a correlative information added to the research study. 
Considering the well pad used in this study, the secondary fracture striking in N-W 
direction was documented in the post-job microseismic fracture mapping and it can be plotted as 
shown in Fig. 4-10. It could be considered as a good implication indicating the existence of some 
of the pre-existing natural fractures in N-W orientation. The assumption that natural fractures in 
the formation might consist of more than one major direction is also in accordance with Mullen 
(2010) who conducted a study on petrophysical characterization, and suggested based on his 
interpretation of the borehole image logs from the Eagle Ford oil window in South Texas that 
orientation of fracture appears to be random rather than a solely single direction.   
Figure 4-10. Secondary fracture sets plotted using the information from microseismic fracture 
mapping report after well stimulation. 
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In this research study, the combination of all the aforementioned information presented has 
been considered to initially assign a consistent set of DFN to the processing zones, representing 
the existing natural fractures within the formation of interest. It has subsequently undergone 
several modifications as a result of model validations before being concluded as specified in Table 
4-1. The data was statistically distributed over the entire area using standard deviation of 5º in 
orientation while the SD of 10 ft and 5 ft have been applied to the fracture length and spacing, 
respectively. Natural fracture distribution obtained is illustrated in Fig. 4-11.  Regarding the 
contribution despite the presence of these pre-existing fractures, Landry et al. (2014) pointed out 
that there is the evidence indicating that the parallel-to-bedding natural fractures in the Eagle Ford 
are calcite-filled and as such are impermeable to flow until they are reactivated during the 
hydraulic fracturing operations. 
Table 4-1. Natural or pre-existence fracture dataset used to qualitatively represent the natural 
fracture behaviors in the formation. 
Set Average Length (ft.) Orientation Average Spacing (ft.) 
Primary 125 N70ºE 50 
Secondary 125 N20ºW 200 
Figure 4-11. Natural fracture distribution over the region to qualitatively represent the natural 
fracture behaviors in the formation. Primary set is in green color. 
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It must be made clear before proceeding further that the natural fracture network in the    
Fig. 4-11 and the dimensions listed in Table 4-1 are not the illustration or the parameters of the 
actual natural fracture network. The exact DFN identification is out of the scope and is not required 
to achieve the objectives of this research study. Due to the lack of needed datasets provided by the 
UNGI CIMMM sponsors, there had been no other research project within consortium concentrated 
on building a DFN in the area of the wells from which the result can be directly utilized in this 
modeling study. The natural fracture information specified and illustrated above has been 
characterized in an attempt to represent the characteristics of the natural fractures in the formation 
that can significantly impact the propagation of hydraulically induced fractures and the complex 
fracture network geometry, that was subsequently validated against the field data. 
4.1.5 Fracturing Fluid and Proppant  
The Delay Borate-Crosslink fluid system, using hydroxypropyl guar (HPG) gelling agent, 
was used as a fracturing fluid in the treatment job. This high-viscosity fluid can be applied to the 
well with bottom hole temperature up to 300 ºF. The cross-linked fluid is re-healed after shearing 
and the crosslinked-gel filter cake is cleaned up with the water production. These two features aid 
in providing better fracture conductivity comparing to non-borate-crosslinked fluids.  
Premium white sand was used as the proppant in three different sizes: 40/70, 30/50, and 
20/40. After pumping the pad, slurry was pumped into the well in multiple pumping stages with 
gradually increasing proppant concentration by 0.5 lb/gal increment to the maximum of 3.5 lb/gal.  
A typical pumping schedule specifying the steps from the preloading stage until the end of flushing 
is shown as an example in Table 4-2. The actual volume of treated water used varies with the 
perforation depths.  
4.1.6 Fracturing Sequence 
According to the operation records obtained (UNGI CIMMM Consortium sponsors 2014), 
fracturing operation in this multiple-stage fracturing treatment job was performed in a specific 
order as illustrated in Fig. 4-12. In brief, the treatment at each particular stage number, nf, was to 
be performed upon the completion of its previous stage, nf -1, in all three wells studied in this 
research. For those in the same stage number, the well in the middle (well F-3) was the last one to 
be hydraulically fractured after well # F-1 and well # F-5.  
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Table 4-2. Pumping schedule used during the treatment operation 
 
4.1.7 Stress Shadow Consideration 
Subsurface in situ stress field can be altered up to a specific distance from the well with 
initiation and propagation of a hydraulic fracture due to the generated stress contrast (GSC) 
associated with the fracturing. Propagation of the subsequent fractures are impacted by such stress 
field alteration as a result. 
Stage 













1 Load Well Treated Water 10,000 10,000 10 23.81











































HYBOR G (25) 13,000 15,064 60 3.50 455 5.98
15 Flush Treated Water xxx xxx 10 37.86
16 xxx




8 18,000 19,228 60 1.50 270 7.63
50 4.87
5 HYBOR G (25) 15,000 15,684 50 1.00 150
4.76
4 HYBOR G (25) 10,000 10,228 50 0.50
2 Acid 2,000 2,000 1015% HCL
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Stress shadow is the mechanical interaction introduced based on the distance between the 
adjacent fractures during fracture propagation in association with the stress alteration resulted in 
the prior stage. For a particular “fracturing sequence”, �, in this modeling study, all the neighboring 
stages prior to the stage in consideration (listed in Table 4-3) which have been taken into account 
when considering the stress shadowing effects are summarized in the last column in the table. The 
difference in time between two consecutive fracturing sequences is 240 minutes.   
 
Figure 4-12. Sequence of hydraulic fracturing operation performed on the 3 studied wells in 
diagram on the left and illustrated in the first and the last two stages on the right as an example. 
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Table 4-3. The previous neighboring stages accounted for the stress shadowing effects when 










3 L3H 2 1
4 L1H 3 2 1
5 L5H 4 3 2 1
6 L3H 5 4 3 2 1
7 L1H 6 5 4
8 L5H 7 6 5 4
9 L3H 8 7 6 5 4
10 L1H 9 8 7
11 L5H 10 9 8 7
12 L3H 11 10 9 8 7
13 L1H 12 11 10
14 L5H 13 12 11 10
15 L3H 14 13 12 11 10
16 L1H 15 14 13
17 L5H 16 15 14 13
18 L3H 17 16 15 14 13
19 L1H 18 17 16
20 L5H 19 18 17 16
21 L3H 20 19 18 17 16
22 L1H 21 20 19
23 L5H 22 21 20 19
24 L3H 23 22 21 20 19
25 L1H 24 23 22
26 L5H 25 24 23 22
27 L3H 26 25 24 23 22
28 L1H 27 26 25
29 L5H 28 27 26 25
30 L3H 29 28 27 26 25
31 L1H 30 29 28
32 L5H 31 30 29 28
33 L3H 32 31 30 29 28
34 L1H 33 32 31
35 L5H 34 33 32 31
36 L3H 35 34 33 32 31
37 L1H 36 35 34
38 L5H 37 36 35 34
39 L3H 38 37 36 35 34
40 L1H 39 38 37
















4.1.8 Reservoir Fluid Model 
The concepts of black oil fluid model have been applied and used in the study. Two pseudo-
components defined at the surface condition are referred as the oil and gas at stock-tank conditions. 
In reservoir, volume of the oil phase consists of oil component and soluble gas component. The 
gas phase, however, contains only gas component, referred as dry gas, which exists when the in 
situ pressure is lower than the bubble point pressure, Pb. The amount of dissolved gas in oil phase 
is determined from the solution gas-oil ratio, Rs, which decreases with decreasing pressure below 
the Pb. At pressures greater than Pb, where the oil is undersaturated, solution gas-oil ratio remains 
constant. The volume of oil and gas at these two different conditions are related by formation 
volume factor, Bo, and, Bg respectively.
In this study, the properties of fluids, specified in Table 4-7, are based on the production 
logs. However, several properties including formation volume factor, compressibility, and 
viscosity of each phase have been determined from the correlations at a particular condition during 
the production simulation. 
4.1.9 Relative Permeability and Rock Wettability 
Relative permeability is known to be influenced by various factors among which the most 
significant one is wettability. Wettability is defined as the preference of formation to be in contact 
with one rather than another fluid. Shale reservoirs are presumed to have originated as organic rich 
mudrocks deposited in marine environments. As a result, they can be expected to be initially water-
wet; and the water-wet characteristics has been applied in this study. However, it should be noted 
that shale wettability could technically be both oil or water wet and it can be influenced by fluid 
composition and salinity level. Mokhtari et al. (2013) identified that the total organic compound 
(TOC) and maturity of shale are also the critical parameters of its wettability based on his 
investigation on several core samples. 
By considering the water as the wetting phase of rock matrix, the relative permeability 
functions used for three-phase fluid flow calculations in the scope of this study have been derived 
based on Corey’s correlations, graphically shown in Fig. 4-13 and Fig. 4-14. By employing these 
2 sets of correlations, each system has been assumed to consist of only 2 mobile fluids, that is, 
either oil-water system (Eq. 4-1a and 4-1b) tabulated as in Table 4-4a, or gas-oil system with 
irreducible water (Eq. 4-2a and 4-2b) listed in Table 4-4b while the end-point saturations and the 
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correlation exponent numbers of this particular system are summarized in Table 4-5. Based on the 
assumptions applied, krw depends only on Sw while Krog depends only on Sg. With these saturation 
functions, relative permeability for three-phase fluid flow can be estimated based on the saturation-
weighted interpolation, which can be calculated using the Baker’s correlation (Baker 1988), 
described in Eq. 4-3.  
Table 4-4. Relative permeability as a function of fluid saturation for (a: on the left) Oil-Water 
system, and (b: on the right) Gas-Oil system. 
Sw krw krow   Sg krg krog 
0.300 0 0.35   0.000 0 0.35 
0.325 3.75E-06 3.00E-01   0.020 0 3.00E-01 
0.350 6.00E-05 2.55E-01   0.040 0 2.55E-01 
0.375 3.04E-04 2.15E-01   0.060 1.90E-10 2.15E-01 
0.400 9.60E-04 1.79E-01   0.080 1.39E-07 1.79E-01 
0.425 2.34E-03 1.48E-01   0.100 2.97E-06 1.48E-01 
0.450 4.86E-03 1.20E-01   0.120 2.24E-05 1.20E-01 
0.475 9.00E-03 9.61E-02   0.140 1.01E-04 9.61E-02 
0.500 1.54E-02 7.56E-02   0.160 3.37E-04 7.56E-02 
0.525 2.46E-02 5.82E-02   0.180 9.19E-04 5.82E-02 
0.550 3.75E-02 4.38E-02   0.200 2.17E-03 4.38E-02 
0.575 5.49E-02 3.19E-02   0.220 4.60E-03 3.19E-02 
0.600 7.78E-02 2.24E-02   0.240 8.96E-03 2.24E-02 
0.625 1.07E-01 1.50E-02   0.260 1.63E-02 1.50E-02 
0.650 1.44E-01 9.45E-03   0.280 2.82E-02 9.45E-03 
0.675 1.90E-01 5.47E-03   0.300 4.65E-02 5.47E-03 
0.700 2.46E-01 2.80E-03   0.320 7.38E-02 2.80E-03 
0.725 3.13E-01 1.18E-03   0.340 1.13E-01 1.18E-03 
0.750 3.94E-01 3.50E-04   0.360 1.69E-01 3.50E-04 
0.800 0.60 0   0.380 2.46E-01 4.38E-05 
    0.400 0.35 0 
 
 ���� = ���@�� �� − ����1 − ��,�� − ���� ��� (4-1a) 
 
 ���� = ���@�� �� − ��,��1 − ��� − ��,�� − ���� ��  (4-1b) 
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���� = ���@�� 1 − �� − ����1 − ��,�� − ���� ��� (4-2a) 
��� = ���@�� �� − ��,��1 − ��,�� − ���� �� (4-2b) 
��� = ���� �� − ���� + ����(�� − ����)�� − ���� + (�� − ����) (4-3) 
Table 4-5. Summary of End Point Saturation and the correlation exponent numbers 
Sw,ir 0.30 Sg,cr 0.05 krw@ro 0.60 Nw 4 
Sorw 0.20 Sgco 0.00 krow@wc 0.35 Now 3 
Sorg 0.30 Sw,max 0.80 krg@ro 0.35 Ng 6 
Swco 0.30 So,max 0.70 krog@gc 0.35 Nog 3 
Sw,cr 0.30 
Figure 4-13. Oil-Water relative permeability in matrix as a function of water saturation. 
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Likewise, another set of relative permeability model (Table 4-6) has been developed for 
fluid flow in the propped fractures due to the different flow characteristics between the fluid flow 
in matrix and those flowing in fracture regions, where the particular types of grids cell in 
accordance with the regions are created. The same methodology applied to the relationship 
derivation. Both oil-water and gas-oil systems have been, however, modified to reflect the flow 
characteristics in propped area better than the one developed for the matrix regions using smaller 
Corey’s exponents and the altered end-point values within fractures, yielding higher relative 
permeability in the fracture than in the matrix in most circumstances.  
 
 
Figure 4-14. Gas-Oil relative permeability in the matrix as a function of gas saturation. 
 
All the input datasets which have been validated for the assurance of realistically 
representing behaviors of those expressed in the formation are summarized in the Table 4-7. The 
complex fracture network model, of which the validation has been discussed in the next section 
(section 4.2), was created from fracture growth simulation by applying the input dataset from the 
Table 4-7. 
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Table 4-6. Relative permeability as a function of fluid saturation in the fracture grid regions for  
(a: on the left) Gas-Oil system, and (b: on the right) Oil-Water system. 
Sg krg krog  Sw krw kro 
0.0 0.0 1.0  0.000 0.000 1.000 
0.1 0.1 0.9  0.300 0.000 1.000 
0.2 0.2 0.8  0.350 0.000 1.000 
0.3 0.3 0.7  0.400 0.003 1.000 
0.4 0.4 0.6  0.450 0.010 0.950 
0.5 0.5 0.5  0.500 0.023 0.850 
0.6 0.6 0.4  0.550 0.046 0.600 
0.7 0.7 0.3  0.600 0.079 0.400 
0.8 0.8 0.2  0.650 0.125 0.250 
0.9 0.9 0.1  0.700 0.187 0.184 
1.0 1.0 0.0  0.750 0.266 0.128 
    0.800 0.364 0.082 
    0.850 0.485 0.046 
    0.900 0.630 0.020 
    0.950 0.801 0.005 
    1.000 1.000 0.000 
 
 
4.2 Complex Fracture Network Model and Validation 
The development of the fracture network geometry is among the most critical step since it 
is the first step in developing the integrated fracture and fluid flow model (flowchart in Fig. 4-1) 
that will be used in the simulations, controlling the level of accuracy and uncertainty of all 
subsequent analyses and highly impacting the reliability of the entire research study. The complex 
fracture network model consisting of hydraulically induced and natural fractures that accurately 
reflects all characteristics is required as a results. The limitations of the data availability, especially 
those related to natural fracture locally existing at the study region along the well path, has 
intensified our challenge. Acquisition of a reliable fracture network model from the available input 
might not be possible. Therefore, model validation against the field data have been emphasized in 
this research study. The final complex fracture network after several calibrations has exhibited a 
good match with the field data, especially the fracture orientation that has been proved to match 
the microseismic measurements on the well pad scale. 
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Table 4-7. Summary of the input dataset applied in the model. 
Production Grid Type Unstructured 
Reservoir Targeted Depth 10,801 - 10,990  ft.TVD 
Formation Dip Angle 2.0  deg. 
Initial Reservoir Temperature 252  deg.F 
Initial Reservoir Pressure 8,640.8 - 8,792.0  psi 
Poisson's Ratio 0.25 - 0.26 
Porosity 6.31  % 
Overburden Stress 11,501 - 11,705  psi 
Young's Modulus 26,416 - 26,793  MPa 
Maximum Stress Orientation N75ºE 
Rock Compressibility 2 x 10-6  psi-1 
Biot Coefficient 0.95 
Natural Fracture Average Length 125  ft. 
Primary Natural Fracture: Average Spacing 50  ft. 
Primary Natural Fracture: Average Orientation N70ºE 
Secondary Natural Fracture: Average Spacing 200  ft. 
Secondary Natural Fracture: Average Orientation N20ºW 
Production Grids (ij x k), (total) 221,966 x 20 (4,439,320 cells) 
Min. Induced Fracture Permeability 0.0015  mD 
Max. Induced Fracture Permeability 27,392  Darcy 
Average Induced Fracture Permeability 12.03 Darcy 
Unpropped Fracture Conductivity 0.001  mD-ft 
Matrix Permeability 0.0003  mD 
Max. Fracture Conductivity 2,998.83 mD-ft 
Average Fracture Conductivity 31.41  mD-ft 
Tensile Strength 390 - 890  psi 
Friction Coefficient 0.4 - 0.6
Gas Gravity 0.78 
Oil API Gravity 41 
Solution Gas-Oil Ratio (undersaturated oil) 1,500  SCF/STB 
Bubble Point Pressure 4,428.18  psi 
Water Salinity 15,000  ppm 
Water Viscosity 0.376  cp 
Water Formation Volume Factor 1.025  RB/STB 
Water Compressibility 3 x 10-6  psi-1 
Initial Oil Saturation 0.70 
Elevation to Reference 356  ft. 
Wells’ KOP 10,300 – 10,400 ft. TVD 
Lateral Section (Total Perforation Interval) 5,000 - 6,000  ft. 
Lateral Section: Inclination 92 - 93  deg. 
Lateral Section: Orientation North-South 
Number of Stages (well name) 13 (F-3), 14 (F-1 and F-5) 
Perforation per Stages 5 
Distance between the Adjacent Stages 80  ft. 
Perforation Spacing 64 - 66  ft. 
Collapse // Burst Resistance (operational limit) 17,550  psi // 16,080  psi 
Perforation Interval (single) 2 ft @ 4  SPF 
Perforation Diameter 0.4  in 
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4.2.1 Validation of the Fracture Network Geometry, Dimensions, and the Containment 
Fracture mapping based on the field’s microseismic activity measurements illustrated in 
Fig. 4-15 indicates that the vertical extent of the hydraulically induced fractures has mostly been 
contained within the Eagle Ford and Austin Chalk with the average height of 275 ft. Downward 
fracture height growth into the Buda Lime (in blue oval) was limited. Instead, they followed 
localized dip, suggesting that this formation is an effective barrier preventing the downward 
growth. According to the well reports, the lack of microseismic activities near the first few stages 
(in green circle) was due to the distance-related signal attenuation and was not an evidence for the 
lack of fracture complexity. 
Figure 4-15. Microseismic events recorded after the completion of stimulation (UNGI CIMMM 
sponsors 2014) 
According to the field reports, fracture half-lengths range from 450 ft to 1,110 ft with the 
typical length of approximately 700 ft. Half-lengths of the fractures initiated from the well F-1 
and well F-5, which are about 750 ft, appeared to be longer than those of well F-3, where most 
fractures have half-length of 550 ft on the average. Propagation of fractures were symmetric 
about their respective treatment lateral on most stages, fracture asymmetry was, however, visible 
in some stages.  
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Figure 4-16. Final complex fracture network (DFN) after calibration: (a, b) the combined network 
of all natural and hydraulically induced fractures where the dark blue part has remained unopen, 
and (c, d) the unified fracture network created from the hydraulically induced fractures propagating 
through the rock matrix and the pre-existing or natural fractures which have become part of the 
unified fracture network after having been opened or reactivated by the influences of hydraulic 
fractures, contributing to fluid flow. 
The complex fracture network (or 3D DFN) acquired after hydraulic fracturing treatment 
as a combined network of all natural and hydraulically induced fractures is shown in Fig. 4-16a in 
which the blue part is referred to the natural fractures which have remained closed or calcite-filled 
like its initial state, discussed in section 4.1.3, because it has not been opened or re-activated by 
the influences of propagating fractures during the well stimulation. These non-contributing 
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fractures have made transparent for illustrative purpose in Fig. 4-16b, and are removed from Fig. 
4-16c, where the only contribute-to-production part of the network is shown. In other words, the 
complex fracture network or 3D DFN illustrated in Fig. 4-16c and 4-16d consists of the 
hydraulically induced fractures propagating through the rock matrix and the pre-existing or natural 
fractures which have become part of the unified fracture network after having been opened or 
reactivated by the influences of hydraulic fractures as discussed in section 3.1.4 and previously 
illustrated in Fig. 3-1b. In this study, all inactivated (unopen) natural fractures after this point will 
not be included in fluid flow simulation and production forecasting in the future. However, it is 
important to note that although those natural fractures have remained closed, they can be opened 
and subsequently contribute to fluid flow during the production phase. This is because they are 
still among the weakest planes which can be failed much easier than the rock matrix.  
Various interaction scenarios between natural and hydraulic fractures including the stress 
shadow effect, contributing to the formation of the complex DFN, are visible in the top view of 
entire DFN (Fig. 4-16e).   
Fracture geometry of a specific well, where their combinations formed the network 
complexity, are separately displayed for illustrative purposes in Fig. 4-17. These images have also 
been used to quantify the stimulated reservoir area (SRA) for each well as specified in the figure. 
The SRA of an individual well both from the simulation study and the field report are summarized 
in Table 4-8. The SRA had been calculated by utilizing binning, where a hydraulic connection 
perpendicular to the well trajectory and the outermost microseismic event epicenter is assumed. 
Similarity of the average half-lengths of hydraulically induced fractures created from well F-1 and 
well F-5 could be inferred from Fig. 4-17 as well as the relatively-shorter fracture half-lengths of 
those created from well F-3. The total SRA of the complex fracture network is depicted in              
Fig. 4-18. 
 
Table 4-8. Stimulated reservoir area (SRA) from simulation and field’s report. 
Well Name Field As-Mapped SRA  (Million ft2) 
Estimated SRA of Simulated Fracture Network 
(Million ft2) 
F-1 8.2 7.9 
F-3 8.3 6.3 
F-5 9.0 8.0 
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Figure 4-17. Part of complex fracture network contributed by each well (for illustrative purpose). 
 
 
Figure 4-18. Stimulated Reservoir Area (SRA) of the complex fracture network from simulation. 
 
It is critical to note that the complex fracture network geometry as presented in Fig. 4-16 
has been acquired by employing zipper fracturing process where the operation must follow the 
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specific sequence of the patterns illustrated in Fig. 4-12 under subsection 4.1.6 for the case used 
in this study.  As a consequence of the selected fracturing pattern, a separate stimulation treatment 
on each well will neither provide the complex network presented in Fig. 4-16 nor the individual 
geometry in Fig. 4-17. This is because the fracture propagation in every stage, except the first stage 
of well F-1, is influenced by the previous stages (up to 5 preceding stages in this study). It is also 
important to note that even in the simulation, if wells created separately, fractures created from 
multiple individual wells cannot be integrated to form a single complex fracture network since the 
communication between fracture sets as well as the properties are assigned to a specific location 
as a results of stimulation job performed on that particular stage.   
 
 
Figure 4-19. Fracture orientations of the complex fracture network from simulation (right) 
exhibiting a good match with the microseismic fracture mapping data from the field (left). 
 
 
4.2.2 Validation of the Fracture Network Orientation 
Both primary and secondary orientations dominating the simulated complex fracture 
network match with the information determined from microseismic fracture mapping as illustrated 
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in Fig. 4-19. The primary orientation striking in the N-E direction (around N75E) is heavily 
influenced by the maximum horizontal stress (N75E) and the primary set of natural fractures 
(N70E). The secondary set of natural fractures (orientation of N20W) and the impacts of stress 
shadowing effects are among the major reasons causing the network’s secondary orientation of 
approximately N20W which can be visible over the area especially in the middle regions between 
wells or the location close to the laterals, where the effects of stress shadow were intense at the 
time the fracture was propagating.  
In addition to the agreement of the overall complex fracture network, the model calibration 
has been repeatedly processed in an attempt to match the fracture orientation in smaller regions, 
fractured by a few local stages in the area. Two examples are illustrated in Fig. 4-20. Firstly, the 
presence of primary and secondary fractures around the stage #9 to #11 of well F-1; and secondly, 
the domination of the fractures in primary orientation at the stage #12 and #13 of well F-5. 
 
 
Figure 4-20. Two examples: well F-1 at stage #9 - #11 (in the orange square), and well F-5 at stage 
#12 and #13 (in the red rectangle), showing good agreement between local fracture orientations of 
the complex fracture network created from simulation and the field’s microseismic fracture 
mapping data at the corresponding regions. 
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4.3 Integrated Fracture (DFN) and Fluid Flow Model 
 In this section, the integrated fracure and fluid fow model development and validation are 
discussed. In essence, once the grid cells for fluid flow simulation had been constructed and the 
normalization of the production has been properly specified, production forecast was numerically 
simulated by the model. The forecasting results were validated against the field data through 
history matching processes for further calibration and improvement. Once history match 
production had been satisfied, the model has then been finalized.   
4.3.1 Unstructured Grid   
Following the validation of the complex fracture network model, the unstructured grid for 
production simulation illustrated in Fig. 4-21 has been created for this particular reservoir, 
incorporated 3D DFN model which had been previously created with respect to the reservoir 
properties, earth model parameters, and characterization of the pre-existing fractures to represent 
the characteristics of the reservoir. The important features of this grid type include not only the 
grid  sizing and refinement that enhance the model capability to capture fluid flow behavior, but 
also the property allocation to 4,439,320 grid cells. In matrix regions, smaller grid blocks with 
different shapes and sizes have been located in the areas around the perforations or open fractures, 
from which larger cells have been placed at longer distance away. Inside the fractures, geometry 
and property of the fracture grid cells are defined by considering regional treatment results, 
including the variation in fracture dimensions, length of propped areas, and the types of proppant 
packed inside fractures, all of which can significantly impact the fracture conductivity. The vertical 
layering refinement is also based on the property variation. 
4.3.2 Model Size Optimization and Production Normalization 
Due to the size of the reservoir area, numbers of grid cells the substantial amount of 
requirement in resouces and time are inevitable. While this could be justifiable in a certain project 
where the meticulus details of the specific type of output must be acquired. This might not be the 
case for this engineering study where the focus has been placed on the combination of legitimate 
approaches and reliable results with reasonable computational requirement. Instead of using the 
4,439,320 grid cells to simulate the total production, the reservoir has been divided into smaller 
regions in rhombic shape of 1,250 x 3,500 ft2 expected to be mainly produced by the fracturing 
stage #9, #10, and #11 of all three wells in the pad. 
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Figure 4-21. Unstructured grid which has been created based on complex 3D DFN and reservoir 
characteristics after the hydraulic fracturing operation with the represented formation behavior. 
 
 
This smaller model have reduced the numbers of required grid cells by 91.62%, that was, 
from 4,439,320  cells down to 371,742 cells (Fig. 4-22). Since this new grid had only about one-
twelveth of the original grid cell quantity, resources and time requirement can be optimized. On 
each layer, the unstructured grid used to simulate fluid flow within this selected reservoir block is 
composed of 26,553 cells with the total of 14 layers through the entire thickness of the Eagle Ford 
shale formation.  
As a result of the reduction of the model size, normalization concerning the production 
from 3 stages from each of three wells specified above must be considered when utilizing the 
model for production forecast. The percentage amount of production contribution of each 
fracturing stage in a well to total production of that particular well, calculated based on the flow 
test conducted in the field, summarized in Table 4-9, have been used for production normalization. 
According to the table, this means the production of well # F-1, F-3, and F-5 are 4.9044, 6.6043, 
and 4.9456 times the simulated values respectively. 
109 
 
Figure 4-22. Production grid for fluid flow simulation and production forecasting (normalized to 
stage #9 to #11, all 3 wells included). 
 
Table 4-9. Contribution by each stage of the total production of the well to which it belongs. 
 
  
% Contribution by Each Stage  
to the Individual Well 
Stage # Well F-1 Well F-3 Well F-5 
1 4.18% 19.79% 4.19% 
2 3.37% 18.10% 5.11% 
3 3.31% 7.49% 10.86% 
4 2.26% 4.41% 6.14% 
5 10.43% 10.29% 7.49% 
6 4.56% 5.14% 5.48% 
7 7.64% 5.01% 6.17% 
8 9.05% 4.27% 7.88% 
9 6.37% 11.06% 4.83% 
10 6.71% 2.62% 5.81% 
11 7.31% 2.81% 9.58% 
12 9.55% 3.44% 6.79% 
13 7.69% 5.58% 14.41% 
14 17.55% - 5.25% 
Total 100% 100% 100% 
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To properly calculate the normalized production amount to these three stages, it is also 
important to consider the relative contribution from the three wells, which have been reported to 
unequally contribute to the commingled amount of the production at the pad at a given time. 
Therefore, proportion of the volume produced by each well to the commingled oil production data 
used in history macthing process must be determined properly. In this study, the production ratio 
contributing by each well have been calculated based on the data reported at every single timestep. 
Total production of all three wells (all stages) has been determined for that particular timestep 
based on such ratio number. This concept has been implemented in the study as explained below. 
Once production forecast has been acquired from the simulation using the load-reduced 
model introduced here, the total production at a given time has been determined following the 
described steps. 
(1) Calculate the amount produced by each well using the ratio in Table 4-9, 
(2) Using the production from the simulation at a given time, determine the 
contribution from each well,  
(3) Calculate the multiplier by coupling both “the each stage percentage of total 
produced by a well (Table 4-9)”  and “the percentage of total commingled 
production of all 3 wells”, and 
(4) Determine the total production at any time step using its specific multiplier. 
The individual-contributed production percentage of the total commingled production by 
all 3 wells has changed over time as evidenced in this simulation case (Fig. 4-29). While the ratio 
numbers from the simulation might not be identical to those actually occurred in the field, using 
constant proportion for the entire period is not correct. As a result, the procedure above is another 
component added to the study for accuracy enhancement, reflecting the same trend experienced in 
the field. 
4.3.3 Production Forecast and History-Matching Model Validation 
 The 2-year production results have been obtained from the flow simulation performed 
using the production grid in Fig. 4-22. Changes in reservoir pressures, reflecting the oil recovery 
during the 2-year production, are illustrated in 3D blocks in Fig 4-23a through 4-23c and at the 
perforation depths in Fig. 4-24a through 4-24f. Overall, the pressure drop had first occurred in the 
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regions with fracture complexity before slowly distributing into the less-complex fracture region 
and matrix region, which has still been limited to small regions nearby. Similar to those 
experienced in the field, hydrocarbon recovery might not be solely inferred from the fracture 
density in the area. One of the reasons is the  substantial variation of fracture permeability, ranging 
from 0.0015 mD to 27,391,704.30 mD in this simulated case based on field characteristics, and it 
was potentially influenced by proppant distribution and embedment, further linked to the design 
and operation parameters.  
 
Figure 4-23. Pressure distribution of “field case” at (a) 0 day, (b) 360 days, and (c) 720 days after 
the wells have been under the production phase. 
  
Figure 4-24. Pressure distribution of “field case” in 2D at different times after the wells have 
been under the production phase. 
(a) (b) (c) 
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As introduced in Fig. 4-1 earlier in this chapter, the intergrated complex fracture and fluid 
flow model including all input information has been finalized based on the successful validation, 
which had been determined by history match verification using the recorded monthly average 
production data, covering 15-month production period as shown in Fig. 4-25 and Fig. 4-26 for oil 
and gas resepectively. In this study, water production has been excluded from history match 
process as the consideration was potentially misled by a significant amount of water previously 
injected during the hydraulic fracturing operation. The simulated oil and gas production results 
and available field production data have exhibited a good match over the specified data-available 
period. The cumulative production for both oil and gas recovery are shown in Fig. 4-27 and Fig. 
4-28, respectively. 
 
Figure 4-25. History matching oil production rate validated against field data. 
 
 
Figure 4-26. History matching gas production rate validated against field data. 
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Figure 4-28. History matching gas cumulative production validated against field data. 
 
 
According to the well contribution to the commingled production illustrated in Fig. 4-29 
plotted using the simulated production forecast, at a given time within the 2-year period, majority 
of the oil production has come from well F-1, following by well F-5 and well F-3. With increasing 
time, rate of oil produced by well F-3 and its proportion of the commingled production at the pad 
has experienced a consistent drop while the proportion of well F-1 has continued to increase. Well 
placement strategy is among several factors influencing this behavior. Not only the shortest 
average fracture half-length and smallest SRA it has compared to the others (Fig. 4-17 and 4-18) 
but also almost the entire SRA of well F-3 is overlapped by those of well F-1 and F-5, sharing the 
production from this reservoir area, where the hydrocarbon recovery has also been accelerated by 
fracture complexity in this region.  
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Figure 4-29. Production from each well specified as a percentage of the total commingled 
production at different times over a 2-year period based on the simulated production results. 
 
 
Upon the successful validation, we have obtained the integrated DFN and fluid flow model 
for the exclusive use of this reservoir. It can be used to generate production forecast under different 
scenarios aid in reservoir management aspects with greater accuracy and reliability compared to 
which generated from a traditional model with planer fractures and symmetrically pre-defined 
fracture network.  
In addition, the input dataset (Table 4-7) which have been repeatedly fine-tuned and 
verified through the model validation processes can be used to create a case study to examine 
various parameters or techniques used in hydraulic fracturing operation for further improvement. 
An example of the case study, using the approach explained in this chapter in examining the 
differences in the DFN and production obtained when different hydraulic fracturing techniques are 
used, is provided in Chapter 6. 
In the next chapter, the model developed in this study and the base model (traditional model 
with synthetic fractures network and pre-defined fracture geometry) are compared side-by-side in 




COMPARATIVE ANALYSIS OF THE MODEL DEVELOPED IN THIS STUDY 
AND THE CMG GENERIC COUPLED MODEL  
 
The intergrated fracture and fluid flow model constructed by introducing the special 
unstructured grid to the DFN. The development of DFN has taken into account the following 4 
significant aspects related to the fracture propagation behaviour. These include: 
(1) the hydraulic fracture propagation mechanics,  
(2) interactions of approaching hydraulically induced fractures and natural fracture,  
(3) stress shadow effect created by previous fractures, and  
(4) fluid and proppant transport 
All of which have been considered based on the reservoir properties, earth model parameters, and 
characterization of the pre-existing fractures. On the contrary, the existing coupled GEM model 
(CMG generic model) introducted in the section 1.4, proposed by Curnow (2015), had been 
constructed using traditional tartan grid built into the formation where the reservoir geometry 
including the fracture network geometry were assumed to be symmetric and pre-defined without 
considering the fracture propagation behavior and the parameters in relation to the fracture 
propagation behavior (as discussed in the section 1.4.2) including fracturing fluid, types of 
proppant and their distributions, and operational design.  Accuracy and reliability of the results 
acquired from this generic coupled GEM model could be affected by the exclusion of these 
significant concepts in addition to several other assumptions made to the model concerning the 
wellpaths, principle stresses, formation geometry, fracture properties and their designation, and 
perforation strategy when developing the numerical model.  
Although the creation of the two models shared a similar purpose, the processes, input 
dataset, assumptions applied, and many other concepts used in association with each model based 
on the information above are considerably different from one another. As a result, the ability to 
realistically represent the reservoir and fracture network behavior and the accuracy of the outcomes 
based on such capability are also inevitably different too. 
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While the information specified in Table 5-1 can be a useful set of references identifying 
most of the major differences between the two models compared here, it does not imply if any of 
these two models is always better than the other. It is recommended that the model be selected 
based on the type, objectives, and availability of the input of a particular task. By considering the 
model as a tool, as the different outcomes could be influenced by the way that the same tool is 
used, different approach applied in utilizing the model could impact the result and its validity. 
Therefore, the benefits of the the outputs can also be enhanced when an approach is effectively 
designed to fit the objectives of the task. More details of the considerations on the approach and 
strategy used to develop a case study including the the results of the case study are included in the 
next chapter.  
 
Table 5-1. Comparison betweenthe coupled GEM generic model [developed by Curnow (2015)] 
using CMG commercial software] and the integrated DFN and fluid flow model proposed and 






Coupled GEM Generic 
Model (Curnow 2015) 
 
Description(s) of a 
Particular Aspect 
Integrated Fracture and Fluid Flow Model 




 the Index Section(s) 
Production Grid 
Description Tartan LS-LR grid Unstructured 
 (Section 3.3 and Section 
4.3.1) 
Stages Used for 
Production 
Simulation 
#9, #10 and # 11 Same as the other (Section 4.3.2) 
Numbers of Grid 
Blocks Used in 
Simulation of the 
Selected Stages 
"[i x j] x [k]" 
[40 x 50] x [3] 
= 6,000 cells 
[26,553] x [14] = 
371,742 cells 
Grid shapes and grid 
refinements are based on 











Coupled GEM Generic 
Model (Curnow 2015) 
Description(s) of a 
Particular Aspect 
Integrated Fracture and Fluid Flow Model 








stress at N90ºE 
orientation 
Maximum horizontal 
stress at N75ºE 
orientation 
Stress field map, borehole 
image log in neighboring 
areas, drilling induced 
fractures, existing 
literature and researches in 
oil window formations of 
the Eagle Ford where the 
characteristics are similar 
to the area of well pad in 




In horizontal plane 
(No dip angle) 
2-degree 
structural dip 
Structural dip angle of 2-3 





Not considered in this model 
Vertical growth control 
of the hydraulically 
induced fractures, 
and 
The identification of the 
fracture containment. 
Post-job microseismic 
fracture mapping well pad 




In 0 deg. perfect straight to 
the North 
Average of 0 deg. with  
± 10 deg. toward North 




(Form F-1 to F-3 
and 
from F-3 to F-5) 
Between F-1 and F-5: 
 1,200 ft. apart 
(Used only wells in this 
simulation case) 
Between F-1 and F-3: 
714 ft. on the average, 
Between F-3 and F-5: 
328 ft. on the average) 
(Fig. 4-2b) 
Varied spacing based on 
actual well paths 
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Coupled GEM Generic 
Model (Curnow 2015) 
Description(s) of a 
Particular Aspect 
Integrated Fracture and Fluid Flow Model 




 the Index Section(s) 
Perforation 
strategy (center to 
center) 
1 perforation per stage, at 
350 ft. apart 
5 clusters per stages, 
Cluster spacing = 65 ft. 
Stage spacing = 320 ft. 
Based on the actual well 
completions 
Perforation Depths All laterals are at the same constant TVD. 
Vary up to 20.7 ft. over 
the lateral length. 
Perforation depths reflect 







All hydraulically induced 
fractures propagated across 
the natural fractures, causing 
no impact on each other. 
Possible impacts include 
crossing, terminating, or 
being arrested (dilation) 
when propagating 
fracture intersecting the 
natural fracture. 
Consideration based on 
the impacts of principle 
stress ratio, approaching 
angle, coefficient of 














2 sets with equivalent 
distribution density: 
1st: 90 degrees to the 
hydraulic fractures  
(parallel to the laterals) 
2nd: 0 degree to the 
hydraulic fractures 
(perpendicular to laterals) 
2 sets with inequivalent 
density approximately  
4 to 1 ratio 
Primary: N70E, and 
Secondary: N20W 
Validated against the post-
job microseismic fracture 




Literature and research in 
oil window formation of 
the Eagle Ford and where 
the characteristics are 
similar to the area of the 





(1st set // 2nd set) 
50 ft. // 50 ft. 50 ft. with SD = 5 ft. // 200 ft. with SD = 5 ft. 
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Coupled GEM Generic 
Model (Curnow 2015) 
Description(s) of a 
Particular Aspect 
Integrated Fracture and Fluid Flow Model 




 the Index Section(s) 
Natural Fracture 
Average Length 
Not terminated within the 
considered formation region 
125 ft. with the standard 
deviation of 10 ft. Validated against the post-
job microseismic fracture 




Literature and research in 
oil window formation of 
the Eagle Ford and where 
the characteristics are 
similar to the area of the 






with constant spacing 
applied to the entire 
reservoir. 
Statistically distributed 
with appropriate standard 
deviation numbers 
determined after 




All fractures inside the pre-
selected SRV contribute to 
flow, and vice versa. 
No special contribution 
unless they are activated 




Proportion        
(F-1//F-3//F-5) 
Constant ratio 
(40% // 30% // 30%) 
Varied based on 
Production data at the 
particular timestep    
(Fig. 4-29) 
Determine at each 
timestep using the 
multiplier specific to that 










Conductivity Constant Value 
Varied based on 
hydraulic fracturing 
treatment. 
Determined for each 
specific part in the 
complex fracture network 
and validated against 





Varied with the input 
parameters. 
The average values of 
750 ft. for those of F-1 
and F-5; and 550 ft. for 
those of F-3. 
Verified by post-job 
microseismic fracture 
mapping well pad report 
match. 
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Coupled GEM Generic 
Model (Curnow 2015) 
Description(s) of a 
Particular Aspect 
Integrated Fracture and Fluid Flow Model 








150 ft. (constant) 
Varied with the input 
parameters with the 
average height of 275 ft., 
Mostly well contained 
within Austin and the 
Eagle Ford. 
Verified by post-job 
microseismic fracture 







Varied across the regions 
ranging from 0.0015 mD 
to 27,391,704.30 MD, 
based on the factors 
concerning the hydraulic 
fracturing strategies such 
as proppant types, 
proppant distribution and 
fracturing fluid. 
Verified by post-job 
microseismic fracture 
mapping well pad report 
match., 
Validated against 





In this study, one of the 
factors controlling the 
ability of fluid to flow 
through a particular 
fracture is based on the 
condition of such 
fracture if it is closed or 
open. 
The factors which can 
determine if the fracture is 
closed or open such as 
proppant types used, 




Constant value of 
0.0001 mD 
Constant value of 
0.0003 mD 
















A CASE STUDY FOR APPLICATION OF THE DEVELOPED MODEL 
  
This chapter will provide the further application approaches applied to the oil and gas 
industry using the model developed and validated in this research study which presented in the 
Chapter 4. An example is the evaluation of two hydraulic fracturing patterns commonly used by 
the oil industry. They are: alternating fracturing (Texas Two-step) and the zipper fracturing (zipper 
frac) techniques. Different hydraulic fracturing techniques typically involve different fracturing 
sequences or numbers of wells, further affecting the complex fracture network geometry. To avoid 
unfair conditions, potentially diminishing the validity of subsequent analyses, this research study 
has focused on two important aspects when developing the case study. They are 
(1) criteria for the development of the case study, and 
(2) the design of the case study. 
The results concerning the evaluation of the two aforementioned hydraulic fracturing 
patterns by employing the strategy described in this chapter and utilize the approach and model 
discussed in Chapter 4 have been provided here. 
6.1  Case Establishment Criteria 
Since the alternating fracturing and zipper fracturing patterns are based on different 
operational sequences and numbers of wells, it must be ensured that the strategy used to develop 
the case study to compare and evaluate these two techniques is not in favor of either of them. To 
minimize the potential of biased evaluation, the cases have been established based on the 
fundamental structure for scientific experiment as specified in Table 6-1. Based on this structure, 
the following five criteria listed below and illustrated as in the diagram in Fig. 6-1, have been 
applied to for the development of the case study. To define the variables accurately, especially the 
dependent variable, the definition of the evaluation should be clearly stated. For instance, based 
on the example provided in this chapter, comparison is made based on the different production 
capability between the multiple-horizontal-well pad stimulated with (I) alternating fracturing 
technique and (II) zipper fracturing technique by using the production results from stages #9, #10, 
#11 of well pad, consisting of 3 horizontal wells placed based on the layout in Fig 4-2b.  
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Figure 6-1. Flow diagram indicating the relationship of variables in association with the case study. 
 
(1) Same condition and quantity of the resources to be utilized in both cases 
(2) Both cases perform the same task under the same environment. Reservoir characteristics, 
initial conditions, and the reservoir geometry are among the factors to be controlled. 
(3) The fracture network formed with hydraulically induced and natural fractures of each case 
should be developed strictly according to its specific sequences. Any factors potentially 
affect its geometry should be taken into account. This includes the anticipated impacts of 
the stress shadow effect caused by other adjacent stages implemented. 
(4) All resources are actually considered in the simulations. In other words, the model should 
contain all three wells and the production forecasting results is simulated from all 3 wells. 
This must be emphasized, because production normalization potentially results in 
additional uncertainty as evident in the previous chapter. 
(5) If the time for both cases are set to be equal, which is applied to the case in this research 
study, the evaluation is based on the amount or the quality of the output delivered by each 
pattern. 
 
An example of another aspect to address this type of problem is shown in Table 6-2 where 
the time is considered as a dependent variable while setting the outputs as a controlled variable 
instead. In other words, the evaluation is based on the time required by each technique to deliver 
the same amount of outputs.  
123 
Table 6-1. Identification of variables in case development criteria used to establish a case study to 
evaluate different hydraulic fracturing techniques. The example provided in this chapter has been 
processed based on this table. 
 
 
Table 6-2. Example of the identification of case development criteria to establish a case study to 
evaluate different hydraulic fracturing techniques in another possible aspect. 
 
 
6.2 Fracturing Sequences and the Consideration on the Stress Shadow Effects 
In the alternate fracturing technique (section 3.2.2), operational design is normally based 
on a single well. Therefore, the well stimulation in this case study has been considered to be 
performed and completed on each well separately.  To realistically represent the features and 
characteristics of the alternating technique applied on stages #9 - #11, the operation has been 
considered to be carried out based on the sequence as specified in Table 6-3. Stress shadow effects 
from the neighboring stages are also considered using the criteria specified in Table 6-3. This 
consideration has accounted for the time spent on stage #8 even it has been subsequently excluded 
from the simulation. 
 
 
I.D. Variable 1 Variable 2 Variable 3 Variable 4 Variable 5
Types of 
Variable Controlled Independent Controlled Controlled Dependent




The time spent Outputs/Results
I.D. Variable 1 Variable 2 Variable 3 Variable 4 Variable 5
Types of 





assigned The time spent Outputs/Results
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Table 6-3. Fracturing sequence and the consideration on stress shadow effect from the neighboring 
stages designed for case study in the alternating fracturing technique. 
Well 
Fracturing 
sequence �  Stage Number  (nf) Stress Shadow Impacted by?  [stage number (time in between)] 
F-1 
1 9     
2 8* 9 (240 min.)   
3 11 11 (480 min.)   
4 10 11 (240 min.) 9 (720 min.) 
          
F-3 
1 9     
2 8* 9 (240 min.)   
3 11 11 (480 min.)   
4 10 11 (240 min.) 9 (720 min.) 
          
F-5 
1 9     
2 8* 9 (240 min.)   
3 11 11 (480 min.)   
4 10 11 (240 min.) 9 (720 min.) 
*Remark: Hydraulically induced fractures created from stage #8 of any well have not 
been included in the production simulation 
 
 In the zipper fracturing technique, operational design (section 3.2.1 or 3.2.3) is based on 
two or more wells. To enhance the accuracy of the propagation behavior of all the fractures which 
are part of the complex network used in the simulation, the stress shadow effects of the stage #8 
on the fractures propagating from stage #9 have been taken into consideration by also 
implementing the hydraulic fracturing operation on stage #8. Like the case developed for 
alternating pattern, the stage #8 has not been included in production simulation. Although the well 
stimulation in this case study can be considered to be performed and completed with the same 
pattern as the field-case modeling discussed in Chapter 4, re-using the fracture network model and 
grid blocks of that case, which is illustrated in Fig. 4-22 and described in section 4.3.2, possibly 
causing the inconsistency over this two cases. This is because the differences in stress shadow 
effect, which has accumulated from stage #1 in the field-case model and is not applicable to the 
case study developed for the evaluation in this chapter. In this case, the consideration on stress 
shadow effect from the neighboring stages are based on the specifications described in Table 6-4. 
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Table 6-4. Fracturing sequence and the consideration on stress shadow effect from the neighboring 
stages designed for case study of zipper fracturing technique. 
 
6.3 The Comparison between Alternating and Zipper Fracturing Techniques 
Using the cases developed with the approach previously discussed in this Chapter for two 
hydraulic fracturing patterns, alternating and zipper techniques, the simulated complex fracture 
networks and production results created from these patterns are presented in this section. 
6.3.1 Fracture Network Geometry and Analyses 
By applying the same pumping schedule at each stage to fracture the well with the 
alternating fracturing technique and the zipper fracturing technique according to the sequences 
specified in the previous section, the complex fracture network as a result of hydraulically induced 
and natural fractures acquired from each pattern is illustrated in Fig. 6-2. The graphic on the left 
hand side presents the alternating patterns, and vice versa. The relative comparison of the fracture 
complexity and fracture permeability can be seen in Fig. 6-3. The estimated SRA of each case is 
depicted in Fig. 6-4.  
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Figure 6-2. Fracture network as a result of hydraulically induced and natural fractures from the 
well stimulation job performed with the alternating fracturing technique (Left) and the zipper 
fracturing technique (Right). Different colors indicate different fracture conductivity values. 
 
 
Figure 6-3. Fracture complexity as a result of hydraulically induced and natural fractures from the 
well stimulation job performed with the alternating fracturing technique (Left) and the zipper 
fracturing technique (Right). Different colors indicate different fracture permeability values. 
 
Based on Fig. 6-3 and Fig. 6.4, fracture half-length and complexity are among the 
differences implied by the graphical illustrations. Overall, based on the simulation using the cases 
developed in this chapter, the alternate technique tends to provide more complexity in the SRV 
regions, including the areas along the lateral section of well F-3.  More fractures with relatively 
long half-length have been visible in alternating fracturing techniques when compared to those of 
zipper fracturing pattern, especially those propagating from stage #10 in well F-1 and well F-5, 
and all stages in well F-3. While alternating technique tended to aid in longer propagation distance 
in orthogonal direction to the wellbore, the simulation report indicated higher numbers of 
hydraulically induced fractures in secondary orientation in zipper fracturing technique than in the 
alternating fracturing pattern. 
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Figure 6-4. Estimated SRA (for illustration purpose) as a result of hydraulically induced and 
natural fractures from the well stimulation job performed with the alternating fracturing technique 
(Left) and the zipper fracturing technique (Right).  
 
 
Figure 6-5. The portion of the fractures created from the hydraulically induced fractures 
propagating from well F-3 (differentiated in red color inside the fracture network) in the complex 
fracture network generated from the well stimulation job performed with the alternating fracturing 
technique (Left) and the zipper fracturing technique (Right).   
 
The difference in half-length of the fractures propagating from well F-3 between the two 
fracturing techniques is probably one of the most outstanding one among the differences in the 
fracture geometry. This is evident when disassembling the fracture network into the separate part 
created by each well.  The portion of the fractures created from the hydraulically induced fractures 
propagating from well F-3 in the entire part of the complex fracture network are shown in red color 
inside the fracture network in Fig. 6-5. In the zipper-fracturing technique, the fractures propagating 
from well F-3 occupies only small percentages in the overall structure of the network. Based on 
the information obtained from the results of this case study, significant variation of the production 
amount contributed by each well could be anticipated in the zipper fracturing case and not in the 
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alternating fracturing case as a result. On the other hand, production amount contributed by well 
F-3 is possibly in the comparable level with those of other two wells based on its aerial coverage 
(Fig. 6-6) in the total SRA.  
 
 
Figure 6-6. The coverage of the hydraulically induced fractures propagating from well F-3 in the 
estimated SRA of the complex fracture network generated from the well stimulation job performed 
with the alternating fracturing technique. 
 
6.3.2 Production Results and Analyses 
An integrated fracture and fluid flow models consisting of 424,151 unstructured grid cells 
has been specifically created for the fracture network in the alternating pattern case. Another 
integrated model has been created using 368,914 cells exclusively for the fracture network in the 
zipper frac case, as illustrated in Fig. 6-7. Fracture permeability and conductivity information for 
both models have been reported in Table 6-5 with a slight difference in the fracture permeability. 
Other input dataset including the reservoir properties is based on the field-case data previously 
validated in Chapter 4 and specified in Table 4-7.  Under the constant flowing bottomhole pressure 
condition, BHP of 2,000 psia was applied to all 3 wells in both pads as a constraint. Production 
rate and cumulative volume of oil and gas, and the average reservoir pressure of both models over 
20 years of continuous production are presented in Fig. 6-8, Fig. 6-9 and Fig. 6-10, respectively.  
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Overall, oil and gas production rates of both models rapidly dropped during the first few 
years of the production. Both oil and gas rates have plummeted to below 20% and 10% of the first 
month average production rate in less than 1 years and 3 years, respectively. 
Figure 6-7. Integrated fracture and fluid flow models featuring unstructured simulation grid based 
on the complex fracture network model from the well stimulation job performed with the 
alternating fracturing technique (Left) and the zipper fracturing technique (Right). Different colors 
indicate the cell sizes. 
Table 6-5. Grid blocks and permeability information of the fracture network created with 
alternating fracturing and zipper fracturing patterns. 
Description Alternating Fracturing Zipper Fracturing 
Estimated Reservoir Area 3,750 ft. × 2,000 ft. 3,750 ft. × 2,000 ft. 
Production Grids [ij x k] and 
Total Number of Cells 32,627 x 13 (424,151 cells) 26,351 x 14 (368,914 cells) 
Min. Induced Fracture Permeability 0.0026  mD 0.0019  mD 
Max. Induced Fracture Permeability 18,4743,09.17 mD 4,897,646.83 mD 
Average Induced Fracture Permeability 16,489.79  mD 16,365.22  mD 
Unpropped Fracture Conductivity 0.001  mD-ft 0.001  mD-ft 
Matrix Permeability 0.0003  mD 0.0003  mD 
Max. Fracture Conductivity 1,868.99 mD-ft 947.06 mD-ft 
Average Fracture Conductivity 33.99  mD-ft, SD=67.40 36.28  mD-ft, SD=78.70 
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Figure 6-8. Oil production rate and 20-year cumulative volume in alternating and zipper frac cases. 
 
 
Figure 6-9. Gas production rate and 20-year cumulative volume in alternating and zipper fracturing 
cases. 
 
Based on the simulated production, when both pads started producing, the first month 
witnessed the average oil rate of 940.40 STB/d in alternating case which is 30.45% greater than 
the other case. This gap has decreased with time before the higher oil rate has been evident in 
zipper pattern after 1,200 days, the time at which both models produced at 61.18 STB/d, until the 
end of the 20-year period. This characteristic is depicted in Fig. 6-11 in which the ratio of oil rate 
in zipper pattern to the rate in alternating pattern is greater than the unity. After 20 years, 
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350,607.20 STB produced from the zipper pattern. The cumulative gas for alternate fracturing and 
zipper pattern are 628,052.40 MSCF and 558,812.90 MSCF, respectively. To this cumulative 
volume, well F-3 has contributed the least proportion among 3 wells within the same pad in most 
circumstances as illustrated in Fig 6-12. Similar to the field-case simulation, the changes in the 
contribution amount by each well as percentage of the total commingled production at the pad at 
a given time have been evident over the 20-year period as shown in Fig. 6-13 and Fig. 6-14. 
 
 
Figure 6-10. Average reservoir pressure over 20-year period in alternating and zipper frac cases. 
 
 
Figure 6-11. The relationship of oil production from each case over 20 years in the specified ratios 
at a given time during the production. The production ratio more than the unity indicating greater 
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132 
 
Figure 6-12. Propotions of each well contributing to the 20 year of the total accumulative volume 
of (a) oil in the alternating case, (b) oil in the zipper frac case, (c) gas in the alternating case, and 




Figure 6-13. Changes in the contribution of each well to the total production from their 
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Figure 6-14. Changes in the contribution of each well to the total production from their 
combination over 20-year period based on the simulated production results obtained from zipper 
pattern. Oil and gas produced by Well F-3 is noticeably less than the other 2 wells in the same pad 
in this case. 
 
 
The graphic in Fig. 6-15 illustrates the pressure distribution over the area within the 
reservoir at the perforation depth after the multiple-horizon wells stimulated with zipper fracturing 
technique have been on the production phase for 20 years.  Although the pressure drop in the 
regions of highly complex fracture network might be clearly visible, the distribution of pressure 
has taken place within the limited region.  This is evident by marginal drop in pressure in various 
areas in the reservoir located just a few hundred feet from the fracture network. Based on the 
pressure distribution histogram volumetrically weighted over the reservoir volume in Fig. 6-16, 
while different locations have been affected by the oil recovery in various degrees, many of them 
have been minimally impacted. Additionally, even though the production has been carried out for 
2 decades, some regions appear to be intact and the initial reservoir pressure has remained 
unchanged. This represents one of the typical behavior based on the characteristics of the shale 
reservoir. Over 20 years, about 6.5 % and 5.6% of OIP have been produced from the reservoir 




























Figure 6-15. Pressure distribution over the area within the reservoir at the depth of perforations 
after the multiple-horizon wells stimulated with zipper fracturing technique have been on the 
production phase for 20 years based on the simulation results.   
 
 
Figure 6-16. Pressure distribution histogram volumetrically weighted over the reservoir volume to 
be used in conjunction with grid cell pressure distribution shown in Fig. 6-15. Some areas have 
been intact over the 20 years of production in the reservoir. 
 
In addition to the comparison between different techniques, parametric study can also be 
effectively conducted by applying the same concepts as described in this chapter to design the 
efficient case study to be used in conjunction with the integrated DFN and fluid flow model, 






 According to the production results simulated using the approach and setup strategy 
described in the research study, a noticeable characteristic of the production is further discussed.  
Under the constant flowing bottom-hole pressure condition, it is evident that three wells in 
the same multiple-horizontal-well system pads in Chapter 6 are producing at different rates from 
the other two wells at a given time and the difference between highest and lowest numbers is larger 
in zipper fracturing case than in the alternating case (See Fig. 6.13 and 6-14) over the entire period. 
The proportion of the production contributed by a well in the commingled production changes 
with time in unpredictable patterns during the initial production; however, the trend becomes more 
predictable after a certain period of production time. The variation of the production rate among 
all wells in the same pad at a given time and the change in such variation with time are significantly 
influenced by the three following factors, considered for a well in comparative relation to the other 
wells: 
(1) well spacing (well placement layout in multiple-horizontal-well system), 
(2) formation characteristics at the location of a well in the multiple-horizontal-well, and  
(3) complex fracture network geometry including the fracture properties within the region 
around a well in the pad.  
Based on the above parameters considered relatively to the others, well spacing indicates to what 
extent of the reservoir a well is exposed and at what proportion its SRA is overlapped by the others, 
meaning that the hydrocarbon in the area is shared by two or more wells. Formation characteristics 
can affect the oil rate produced from a particular region in various aspects, defined by different 
variables such as the higher rate of oil removed from the region with greater matrix permeability. 
Hydrocarbon is also removed from the area faster at the area with the presence of high fracture 
complexity as evident in the area around well F-3 in the research study. The distribution of 
reservoir pressure over the region can be used to verify the impacts of these factors.                     
Higher variation in reservoir pressure indicates greater variation among the numbers in the ratio 
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of contribution. When coupling the effects of these factors, the trend of the change in “ratio of 
production contribution” can be predictable. The study for optimization can be more effective, 
























THESIS SUMMARY AND CONCLUSIONS 
 
Considering the main features of the developed integrated DFN and fluid flow model and 
the base model (traditional model), the interactions of hydraulically induced and natural fractures, 
hydraulic fracture propagation mechanics, proppant transport, stress shadowing effects are among 
the critical considerations in addition to the different fracture geometry model that cause 
significant differences in characteristics and features between these two types of models. 
The approach developed in this research adopts the following modeling process. To begin 
with, individual DFN entities are created as vertical planes, closed fractures representing natural 
or pre-existing fracture network. Based on the in situ stress states and the consideration criteria at 
the intersection (stipulated in Section 3.1.4), the propagating hydraulically induced fractures may 
open up DFN planes partially or fully and form a unified complex DFN. After the creation of a 
complex DFN consisting of hydraulically induced and open natural fractures by hydraulic 
fracturing operation, fluid flow simulation grid is introduced to the model. Following this, 
numerous experiments are conducted to match the production history and the microseismic events 
recorded in the field. After successfully validated, the developed model is used to evaluate different 
hydraulic fracturing strategies. 
According to the production results simulated based on the approach and strategy adopted 
in the research study, the pad with alternating fracturing technique produces 5.7% more oil than 
the pad with zipper fracturing in a 20-year production period. Both pads experience a significant 
drop in production rate within the first year. The initial oil rate in the alternating fracturing case is 
greater than the zipper fracturing for about 40 months after that zipper fracturing, which has lower 
decline rate, stays higher.  
Zipper fracturing technique might be among the most preferable techniques according to 
several researches utilizing traditional model; however, it should not be considered as one-size-
fits-all system. This is because the complex fracture geometry is impacted by several critical 
considerations specified above. In the investigation using the field-case dataset, it is evident that 
the DFN geometry is substantially sensitive to the parameters concerning the natural fracture 
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network which include orientation, density, and properties (e.g., cohesion, toughness) and the 
combination of them considered relatively to the matrix rock mechanical properties. When
planning the hydraulic fracturing strategies and operational plans for a particular reservoir, 
especially in a newly developed field in shale formation, well stimulation strategy should be 
carefully designed based on the analysis acquired using the model which can incorporate the 
unique characteristics of the reservoir as much as possible. 
When utilizing the fluid flow model to perform production forecasting for a multiple-
horizontal-well pad, it must be emphasized that assuming the constant ratio of production 
contribution over the entire production period or determining the production of each well at a time 
based on the normalized rate from the commingled production in simulation could lead to the 
errors in production forecasting. 
The ratio of the production contributed by each well to the commingled production changes 
with time in an unpredictable pattern during the initial production. However, the trend become 
predictable after initial production period and it is significantly influenced by the well spacing, the 
formation heterogeneity, and the complex fracture network geometry and properties. All of which 
are considered for a well in comparative relation to the other wells. Impacts of these factors are 
evidenced by the variation in reservoir pressure, distributing over the reservoir at a time. 
As a result of time-variant “ratio of the production contribution” found in this study, 
production optimization based on the evaluation of hydraulic fracturing stimulation in multi-well 
system has become more challenging. Although the first two factors (the well spacing and the 
formation characteristics at the location) can be properly addressed when using traditional model 
with synthetic (pre-defined) fracture network, the model with the ability to realistically represent 
the behaviors of complex fracture network of the formation appears to be an arguably the only 
solution to the last factor. Realistic representation capability introduced in the proposed approach 




RECOMMENDED AREAS OF UTILIZATION AND IMPROVEMENT 
 
 Based on the approach and model proposed and discussed in this study, the areas of 
utilization and the areas of improvement are recommended in this section. 
9.1 Ongoing and Recommended Utilization of the Model 
The model developed using the proposed approach is exclusively created using information 
from a reservoir and to be used for that reservoir, delivering a unique solution to the operation, 
benefiting the oil and gas operators with various ways of applications. For example, it can be used 
to effectively aid in reservoir management of an existing well pad by providing production 
forecasts in different scenarios at an enhanced level of accuracy. Therefore, operators can make a 
decision based on more accurate prediction.  The approach itself has no limitation to the reservoir 
type or the location of the field; therefore, it can be applied to any formation.   
The approach and model described in this thesis can be a powerful tool for studying the 
impacts of either reservoir or hydraulic fracturing operation parameters on the geometry and 
characteristic of the fracture network as well as the production forecast simulated based on such 
fracture network. Examples include the well placement and perforation strategy and selection of 
the hydraulic fracturing techniques for a particular reservoir. At the moment, a study to determine 
a fracture stage spacing and the proper offset to be applied for the middle well in fix-oriented tri-
lateral pad to acquire an optimum alignment of hydraulically induced fracture as a function of the 
coupled impacts of maximum stress angle and natural fracture orientation has been being 
conducted using the proposed approach and model. 
9.2 Recommended Improved Areas 
More accurate analysis that fits the objectives of a task and reduction of associated 
limitations along the processes of model development through the utilization could be 
accomplished by improving the three important areas: DFN module, production forecasting 
module, and workflow customization.  
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9.2.1 Complex Fracture Network (DFN) Module 
Accuracy and realistic representation can be improved by addressing the following aspects: 
- Increasing information availability, detail, and accuracy, 
- Employing 3D geomechanical model and fully 3D reservoir model with accurate 
anisotropy and heterogeneity, and 
- Full-detailed identification of natural and pre-existing fractures DFN in 3D. 
 
9.2.2 Production Forecasting Module 
More accurate production forecasting information can be achieved by:  
- incorporating the whole part of DFN (both opened and closed natural fracture) 
into the development of integrated DFN and fluid flow model, and 
- fully coupling the geomechanics impacts during the production, which can 
result in subsurface stress change and further affecting permeability including 
fracture open/closure.  
 
9.2.3 Workflow Customization 
Unlike those of developed using computer codes, the abilities of commercial applications 
are usually limited in some areas. Therefore, it is suggested that computational codes be developed 
to handle a specific requirement in a particular area of interest. This practice also provides more 





LIST OF SYMBOLS 
 A cross-sectional area 
Bg gas formation volume factor 
Bo oil formation volume factor 
Bw water formation volume factor b  apparent gas slippage term c  total compressibility 
D diffusivity coefficient 
dF average hydraulic-fracture spacing 
E Young’s Modulus E′ plain-strain Young’s modulus F⃑  external force Hf fracture height Hf  local height of the fracture under consideration hL leak-off height, 
KIc fracture toughness in opening mode K  stress intensity-factors at the upper tip, considering tensile failure (mode I) K  stress intensity-factors at the lower tip, considering tensile failure (mode I) k̿ permeability tensor 
k0 permeability that is measured at no effective mean stress k  apparent matrix permeability km matrix permeability kf natural fracture permeability 
krgo relative permeability to gas in gas/oil system 
krg@ro relative permeability to gas in gas/oil system when so = sorg 
kro relative permeability to oil in three phase system 
krog relative permeability to oil in gas/oil system 
krog@cg relative permeability to oil in gas/oil system when Sg = Sgco and Sw = Swco  
krog@cw relative permeability to oil in gas/oil system when Sw = Swco 
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krow relative permeability to oil in oil/water system while gas phase, if presents, is 
connate gas 
krwo relative permeability to water in oil/water system 
krw@ro relative permeability to water in oil/water system when So = Sorw 
L characteristic dimension of a matrix block 
L(t) fracture length as a function of time N  Corey’s exponent used in correlation to determine krgo for gas/oil system No  Corey’s exponent used in correlation to determine krog for gas/oil system No  Corey’s exponent used in correlation to determine krow for gas/oil system N  Corey’s exponent used in correlation to determine krwo for gas/oil system 
n power-law fluid index 
nf fracturing stage number pb bubble point pressure pb  breakdown pressure in hydraulic fracturing operation p  fracture closure pressure pob overburden pressure p  pore pressure ∆p  different between closure pressure and the pressure in fracture ∇p driving gradient, potential 
Q(t) pump rate or injection rate as a function of time, qL leak-off rate per unit length q  fluid leak-off rate 
Rs solution gas-oil ratio S0 cohesion of the fracture interface 
Sg gas saturation 
Sgco connate gas saturation in gas/oil system at Sw = Sw,ir 
Sg,cr critical gas saturation in gas/oil system 
So oil saturation 
Sorg residual oil saturation in gas/oil system at Sw = Swco 
Sorw residual oil saturation in oil/water system 
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Sw water saturation in oil/water system 
Swco connate water saturation 
Sw,ir irreducible water saturation 
T0 tensile strength u Sneddon’s displacement uL leak-off velocity Vb bulk volume Vb0 bulk volume at reference conditions at which the volumetric strain is 0 v D non-Darcy velocity, v  Darcy-flow velocity in micro-pores v  velocity in radial flow components v , slip-flow velocity in nano-pores w0 maximum fracture width w̅ average fracture width xF fracture half length, �  correction factor for 3D effects applied displacement discontinuity method �  2D plain-strain elastic influence coefficient �  opening displacement discontinuity �  shearing displacement discontinuity 
 Biot coefficient in an isotropic formation 
 Biot coefficient in minimum horizontal direction v vertical Biot coefficient 
 inertia factor εv volumetric strain � fracturing sequence ρf fluid density σ∥ stress that is parallel to the fracture face σ⊥ stress that is perpendicular to fracture face σH,m  maximum horizontal stress σ ,m  minimum horizontal stress 
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σm′  effective mean stress σn normal stress σob overburden stress σr radial stress σs shear stress σ  tectonic induced stress σtip in-situ stress at the top tip σv vertical stress σβ  the normal stress acting on the fracture interface σθ tangential stress  ⃑ shear tensor β the shear stress acting on the fracture interface 
 time at fluid start to leak out of the fracture at the particular location 
 fluid viscosity γ gravity term 
 Poisson’s ratio ω storativity ratio of dual porosity model ω′ storativity ratio of slab model ϰ consistency index in 2D flow of power-law fluid 







LIST OF ABBREVIATIONS 
 
CMG  : Computer Modelling Group 
DFN : Discrete Fracture Network 
ECM : Effective Continuum Method 
EPM : Equivalent Porous Medium 
FBHP : Flowing Bottomhole Pressure 
GSC : Generated Stress Contrast 
HPG : Hydroxypropyl Guar 
KGD : Khristianovic-Geertsma-de Klerk (fracture model) 
KOP : Kick-Off Point 
KZ : Khristianovic and Zheltov (fracture model) 
LEFM : Linear Elastic Fracture Mechanics 
MEM  : Mechanical Earth Model 
MINC : Multiple-Interacting-Continua 
OIP : Oil-In-Place 
PDFs : Probability Distribution Functions 
PDL : Pressure-Dependent Fluid Leakoff 
PKN : Perkins-Kern-Nordgren (fracture model) 
SD : Standard Deviation 
SRA  : Stimulated Reservoir Area 
SRV : Stimulated Reservoir Volume 
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