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Abstract-   This paper presents a comparison between model order reduction techniques. This comparison provides us a 
measure of the accuracy of the reduced system. By this comparison we come to know about the best method which can be 
used for model order reduction. In this paper we are also providing a comparison for stability of reduced system. 
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I. INTRODUCTION 
Model order reduction (MOR) has been used extensively in the circuit analysis community over the past several 
years. The need for MOR techniques was fed by the desire to decrease the simulation time required for using 
computer-generated  models  in  analysis  and/or  design.  Of  course,  these  techniques  had  to  not  only  decrease 
simulation time, but also retain accuracy [1]. 
MOR is a well known technique to reduce the complexity of linear and non linear, time invariant and time variant 
systems. It can be distinguished between methods that are based on the gain margin, pole approximation and the 
moment matching [2]. 
It becomes apparent that the location of the pole of a transfer function in the S-plane affects greatly the transient 
response of the system. For analysis and design purposes it is important to short out the poles that have a dominant 
effect on transient response and call these the dominant pole. So in approximation method the poles near to s-plane 
are retained and the poles which are fare from s-plane are discarded. This method is very simple to implement and 
offers less complexity [3]. 
The approximation method is less accurate, and response of reduced system is different from original system for 
higher order system, for high accuracy we move towards Gain margin technique .In gain margin method for linear 
time invariant SISO, the square deviation (error) of reduced model from original system is minimized. The function 
to be minimized is the square of error between corresponding real and imaginary parts of the original system and 
reduced model transfer function. The minimization is an accomplished to the constraint of critical frequency points 
such as gain cross over or phase cross over frequency [3]. 
The gain margin method is accurate as compare to approximation method but for higher order system response of 
reduced order system deviate from original system, in order to achieve high accuracy for higher order system we 
move towards pade-routh technique. The pade approximation give high accuracy for reduced model but this method 
has the disadvantage that the reduced model may be unstable although the original system is stable. Toovercome the 
issue of stability routh technique is used with pade approximation. Combined technique is known as pade-routh 
approximation and give more accurate and stable result (response of reduced system) as compare to gain margin and 
approximation technique [4]. 
 
II. APPROXIMATION METHOD 
For analysis and design purposes it is important to short out the poles that have a dominant effect on transient 
response and call these the dominant pole. Since most control system found in practice are orders of higher than two. 
It would be useful to establish guidelines on the approximation of the higher order system by lower order system in 
so far as the transient response is concerned [3]. 907 
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The poles that are close to imaginary axis in the left half S-plane give rise to transient response that will decay 
relatively slow, whereas the poles that are far away from axis correspond to fast decaying time response. The higher 
order control system often contains less important poles that have little effect on the system response. Thus, given a 
higher order system, it is desirable to find a lower order approximating system, if possible, so that the analysis and 
design effort is reduced. This means that given a higher order system MH(s) should convert in a lower order system 
transfer function ML(s) that gives similar response as that of higher order system. In the dominant poles of transfer 
function section we set up practical but non-rigorous guideline for neglecting the poles that are far to left in the s-
plane relative to dominant poles. However in general the transfer function may not have the so-called dominant 
poles, latter may not be obviously defined, so more scientific may be necessary to arrive at a low order equivalent 
[3]. 
2.1 Reduced order model  
Let the high order system transfer function be represented by 
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When n>=m   
Let the system transfer function of approximating low order system be represented by
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Where n>=p>=q. Notice that zero frequency (s=0) gain k of   two transfer functions is the same. This will ensure 
that the steady state behavior of the high order system is preserved in the lower order system. Furthermore we 
assume that the poles of MH(s) and ML(s) are all in left half s-plane, since we are not interested in unstable system. 
The transfer function MH(s) and ML(s) generally refer to the closed loop transfer function, but if necessary they can 
be treated as loop transfer function. The criterion of finding the low-order ML(s), given MH(s), is that the following 
relation should be satisfied as closely as possible:
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The approximation procedure involves the following two steps: 
 
1. Choose the appropriate order of numerator polynomial, q, and denominator polynomial, p, of ML(s).  
2. Determine the coefficients ci, i=1, 2,....,q, j=1, 2…., p.  
By using the equation (1) and equation (2) the ratio of MH(s) and ML(s) is   
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Where u=m + p and v=n + q. 
Equation (3) can be written as  IJECSE,Volume1,Number 3  
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Where ML(s) ML(-s) and MH(s) MH(-s) are even polynomial of s. Thus equation (5) can be written as
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Dividing the numerator by the denominator once on right hand side we have 
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If u=v, the last term in numerator of equation (1) will be (e2u-f2u) s
2u. However, if u<v as in the most practical 
cases, then beyond  
the term (e2u-f2u) s
2u. In addition there will be 
         
2( 1) 2
2( 1) 2 ....
u v
u v f s f s
+
+ - - -         (6) 
we see that to satisfy the condition of equation (3) one possible set of approximating solution is obtained 
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The condition in equation (7) is used to solve for unknown coefficients in ML(s) once MH(s) is given. 
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Equating both sides of equation (8) we can express e2, e4,…, e2u in term of m1, m2,..., mu Similar relationship can be 
obtained for f2, f4 ,…,f2v in term of l1 , l2 …, lv .   
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for x = 1, 2, …., u, and m0 = 1.Similarl 
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for y = 1, 2, ….., v, and l0 = 1. 
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III.  GAIN MARGIN METHOD  
Most of these methods consider the problem of model reduction from an open loop point of view; these methods 
make the time domain or frequency domain response of the reduced model approximate to that of the original system. 
The close-loop structure is not considered by most of model reduction investigators. 
The relative stability of linear time invariant system is measured in term of gain and phase margin. The gain margin 
is the additional gain in disable by which open loop of a system must be changes so that the system becomes 
marginally stable. The frequency at which the phase angle of the system is 180
0 is called phase cross over frequency. 
The phase cross over frequency (Wcp) is obtained from Routh array.from the s1 row test function of Routh table; the 
marginal gain km may be obtained. The roots of the auxiliary equation from, s2 row element with s = jw and k = km 
corresponds to phase cross over frequency (Wcp). This is exact value of Wep[3]. 
Let the transfer function of the system be 
0 0
( ) ( ) / ,
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= -
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Characteristics equation 
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From equation (19) formulate the Routh array and complete the Routh table . From s1 row test function of array, 
determine the marginal gain km from auxiliary equation from s2 row element with s = jw and k = km and obtain its 
roots. 
Phase angle of f(s) G(s) H(s) is computed with w = Wcg, the margin  
  PM = 180
0 + f 
Equation (11) can be expressed as given  
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Writing the Routh table from characteristics equation 
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3.1 Reduced order model 
Assuming the original high order plant model is given by 
2
1 2
2
1 2
1 ...
( )
1 ...
m
m
n
n
bs b s b s
F s
a s a s a s
  + + + +
=  + + + +  
      (13) 
Where a0 a1 …….. an, b0, b1 …….. bm are constants. 
 
Let the reduced order model transfer function be 
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p < q < n 
The unknown coefficients c1, c2,…,cq,   d1, d2,…,  dp of  reduced model G(s) represents original transfer function 
F(s) as closely as possible at gain cross over frequency Wep 
Equation (13) can be arranged by putting s=jw in complex form as  
      ) ( ) ( ) ( w jb w a jw F + =         (15) 
Where w is the gain cross over frequency (Weg) or phase cross over frequency (Wep). Where a(w) and b(w) are real 
numbers, dependent on w, gain cross over frequency(Weg)or phase cross over frequency (Wep). 
Similarly equation (11) yields 
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Where c(w) and d(w) are real numbers, dependent on w. 
The square of reduced order model G(jw) from original system F(jw) may then be represented as 
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The problem arises for reduced order to select the best values of coefficients c1, c2,…,cq, d1, d2,…, dp such that the 
square or the deviation given by equation (5) is minimized. 911 
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 IV. PADE-ROUTH APPROXIMATION TECHNIQUE 
A mixed method is proposed for determine the stable reduced order models using the pade approximation technique 
and the Routh-Hurwitz array. If the original system is stable then this method guarantees the stability of reduced 
model. 
Reduced-order  models  are  required  in  the  analysis  and  synthesis  of  high-order  complex  systems.  The  Pade 
approximation technique has been successfully used to find reduced-order approximants of high-order systems. This 
method has the disadvantage that the reduced model may be unstable although the original system is stable. Several 
methods  are  available  for  arriving  at  stable  reduced-order  Pade  approximants.  The  method  suffers  from  the 
drawback that once the resultant model is found to be unstable, a successively higher, number-of original system 
poles are retained-and the reduced-order model is checked for stability each time. This requires determination of the 
poles of the system, which may lead to computational problems for very high-order systems or when the system has 
closely  spaced  repeated  poles.  The  new  mixed  method  for  deriving  stable low-order equivalents of  high-order 
systems, is computationally easy to program and simple. It combines the Pade technique and the Routh-Hurwitz 
array method[4]. 
4.1 Reduced order model 
 Let the high-order transfer function G(s) be given by     
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Where n m £    and equation (19) is the power series expansion of equation (18) about s=0. 
From the Routh-Hurwitz stability array for the denominator polynomial in equation (18) 
The well-known algorithm forms the above array 
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 Thus a transfer function of reduced order k may be written as    
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Where the  coefficients  of the  kth  order denominator polynomial  are  found from    equation  (22)  Rk(s) may  be 
rewritten as: 
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Where the b coefficients are now known. 
For Rk(s) of equation (23) to be the Pade approximant of G(s),we have 
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The aj (j = 0, 1, 2, …… k — 1) can be found by solving the above k equations. 
 V. EXAMPLE 
Let us consider higher order system whose transfer function as given below has to be reduced to lower-order system 
by approximation method gain margin method and pade-routh approximation method[3]. 
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5.1. Approximation method 
Let the reduced second order model is 
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Divide equation (24) by equation (25) 
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Compare the coefficient of equation (26) and equation (27). 913 
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Hence the reduced order model is 
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5.2. Gain Margin Method  
Putting s=jw in equation (24) and can be arranged in complex number 
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Now consider the second order-reduced model   
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Putting s=jw (where w is the gain cross over frequency). The equation (30) can be arranged in complex form as 
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and the ratio  a0/b0=1/6 
The square of deviation of equation (30) from equation (28) is given by 
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and w = 3.3 rad/sec. 
The equation (32) is minimized to constraint b1>0. The value of coefficients a1 and b1 of reduced model are computed 
as 
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5.3. Pade-Routh Approximation Method 
The Routh-Hurwitz array of denominator is 
The array is given by 
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in the given transfer function  n=3,k=2 
The reduced order will be 
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Hence the reduced model of the given system is given by         
 






+ +
=
6 10 6
1
) (
2 2 s s
s R         (35) 
5.4. Result 
 
                  Fig1.1 Comparison of Impulse response of Approximation Gain Margin and Pade-Routh techniques 
VI. CONCLUSION 
In this paper we have compared three basic methods of model order reduction on the basis of accuracy and stability. 
Approximation method is less accurate, but provides good stability. Gain margin method is more accurate than 
approximation method, whereas when compared to padeapproximation, it provides less accuracy. Although, the 
pade approximation technique is the most accurate one, but have stability issue. So, we go for the combination of 
Routh  array  method  with  pade  approximationin  order  to  overcome  the  stabilityissue.    Hence,  finally  we  can 
conclude that this combination which is known as Pade-Routh approximation is the most accurate method for model 
order reduction and ensures highest stability. 
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