Abstract
Introduction

21
"Linnaeus would have been a 'techie'" - (Godfray, 2007) 22 23 The recent announcement that the Global Biodiversity Information Facility (GBIF) has 24 reached the milestone of one billion occurrence records reflects the considerable success the 25 biodiversity community has had in mobilising data. Much of this success comes from stan-26 dardising on a simple column-based data format (Darwin Core) (Wieczorek et al., 2012) and 27 indexing that data using three fields: taxonomic name, geographic location, and date (i.e., 28 "what", "where", and "when"). By flattening the data into a single table, Darwin Core makes 29 data easy to enter and view, but at the cost of potentially obscuring relationships between enti-30 ties, relationships that may be better represented using a network. In this paper I explore the 31 representation of biodiversity data using a network or "knowledge graph". 32 33
A knowledge graph is a network or graph where nodes represent entities or concepts 34 ("things") and the links or edges of the graph represent relationships between those things 35 (Bollacker et al., 2008) . Each node is labelled by a unique identifier, and may have one or 36 more attributes or properties. Each edge of the graph is labelled by the name of the relation-37 ship it represents. A common representation of a knowledge graph is the linked data triple of 38 subject, predicate, and object, where the subject (e.g., a publication) is connected to an object 39 (e.g., a person) by a predicate (e.g., "author"). Triples are not the only way knowledge graphs 40 can be modelled, but adopting triples means we can use existing technologies such as triple 41 stores and the SPARQL query language (W3C SPARQL Working Group, 2013). 42 43
Knowledge graphs are potentially global in scope, hence rely on global identifiers. Most 44 datasets will have their own local identifiers for the entities they contain, such as species, pub-45 lications, specimens, or collectors. These identifiers are adequate for local use, but local iden-46 tifiers also serve to keep data isolated in distinct silos. Hence we need to map identifiers for 47 the same thing between the different silos. This can be done by establishing a "broker" service 48 that asserts identify between a set of identifiers, or by mapping local identifiers to a single 49 global identifier. The case for mapping to a single global identifier ("strings to things") is at-50 tractive in terms of scalability (mapping each local identifier to a single global identifier is 51 easier than managing cross mappings between multiple identifiers), and is even more attrac-52 tive if there are useful services built around that global identifier. For example, Digital Object 53
Identifiers (DOIs) are becoming the standard for identifying academic publications. Given a 54 DOI we can retrieve metadata about the work from CrossRef ("CrossRef"), we can get meas-55 ures of attention from services such as Altmetric ("Altmetric"), and we can discover the iden-56 tities of the work's authors from ORCID ("ORCID"). Furthermore, by agreeing on a central-57 ised identifier we effectively decentralise the building of the knowledge graph: given a DOI, 58
anybody that links local information to that DOI is potentially contributing to the construction 59 of the global knowledge graph. 60 61
Mapping strings to things give us a way to refer to the nodes in the knowledge graph, but 62 we also need a consistent way to label the edges of the graph. There has been an explosion in 63 vocabularies and ontologies for describing both attributes of entities and their interrelation-64 ships. While arguments can be made that domain-specific ontologies enable us to represent 65 knowledge with greater fidelity, the existence of multiple vocabularies comes with the cogni-66 tive overhead of having to decide which term from what vocabulary to use. In contrast to, say, 67 (Senderov et al., 2018) who use several ontologies to model taxonomic publications, the ap-68 proach I have adopted here is to try and minimise the number of vocabularies employed, and 69 to avoid domain-specific vocabularies where ever possible. For this reason the default vo-70 cabulary used is schema.org ("Schema.org"), being developed by a consortium of search en-71 gine vendors including Google, Microsoft, and Yahoo. In addition to simplifying develop-72 ment, adopting a widely used vocabulary increases the potential utility of the knowledge 73 graph. One motivation for the development of schema.org is to encourage the inclusion of 74 structured data in web pages, helping search engines interpret the contents of those pages. By 75 adopting schema.org in knowledge graphs we can make it easier for developers of biodiver-76 sity web sites to incorporate structured data from those knowledge graphs directly into their 77 web pages. 78 79
80
There are several different categories of applications that can be built on top of a knowledge 81 graph, for example data reconciliation, data augmentation, and meta-analyses. Reconciliation 82 involves either matching strings to things, or matching entities from different data sources. An 83 example of reconciliation is matching author names to identifiers. Augmentation involves 84 combining data for the same entities from different sources that individually may be incom-85 plete, but together yield more extensive coverage of those entities. An example is supplement-86 ing existing imagery of species with figures published in the taxonomic literature. Meta 87 analyses make use of the data aggregated in the knowledge graph to explore larger patterns. 88
There have been numerous studies of patterns of taxonomic activity (Joppa, Roberts & Pimm, 89 2011; Costello, Wilson & Houlding, 2013; Bebber et al., 2013; Grieneisen et al., 2014; 90 Sangster & Luksenburg, 2014; Tancoigne & Ollivier, 2017) , typically these studies assembled 91 a custom database, and often this data is not made more widely available, or the data is not 92 actively updated. Having a biodiversity knowledge graph would enable users to ask similar 93 questions but for different taxonomic groups, or different time periods. 94 95
In response to the GBIF 2018 Ebbe Nielsen Challenge I constructed a knowledge graph for 96 the Australian fauna, based on data in the Atlas of Living Australia (ALA) ("Atlas of Living 97
Australia") and the Australian Faunal Directory (AFD) ("Australian Faunal Directory"). This 98 regional-scale dataset was chosen to be sufficiently large to be interesting, but without being 99 too distracted by issues of scalability. The knowledge graph combines information on taxa 100
and their names, taxonomic publications, the authors of those publications together with their 101 interrelationships, such as publication, citation, and authorship. Constructing the knowledge 102 graph required extensive data cleaning and cross linking. These steps are described below, 103 and examples of the application of the knowledge graph are discussed. 104
Materials and Methods
105
Knowledge graph 106
The general structure of the knowledge graph is based on (Page, 2013 (Page, , 2016a . The core enti-107 ties are taxa, taxonomic names, publications, journals, and people. Figure 1 summarises the 108 relationships between those entities. 109 Figure 1 . The knowledge graph model used in Ozymandias. Nodes in the graph are repre-111 sented by circles and are labelled with the rdf:type of that node. Nodes are connected by 112 edges in the graph which are labelled by a term from a vocabulary, typically schema.org. 113 114
Taxa and taxonomic names were modelled using the TDWG LSID vocabulary based on 115 (Kennedy et al., 2006) . Taxa are nodes in a tree representing the taxonomic classification and 116 are instances of the type tc:TaxonConcept. The taxonomic classification is represented by 117 rdfs:subClassOf relationship between parent and child taxa (a child is a rdfs:subClassOf its 118 parent). 119
Taxonomic names (type tn:TaxonName) are connected to the corresponding taxa using 120 relations from the TAXREF vocabulary (Michel et al., 2017) nect a publication to an author using, say, the schema:creator property, instead the creator of 137 a work is a Role, which in turn has the author as a creator property. The position of author in 138 the list of authors is stored using the schema:roleName property (e.g., "1", "2", etc.) ( Figure  139 2 
Reconciling works 203
For the works in AFD I searched for DOIs using the API provided by CrossRef. If a reference 204 was found the associated DOI was assigned to that reference. CrossRef is not the only regis-205 tration agency for DOIs, there are several others that are used by digital libraries and publish-206 ers, such as DataCite, the multilingual European Registration Agency (mEDRA), and Airiti 207 (華藝數位). Most of these agencies lack the discovery services provided by CrossRef, so for 208 these DOIs I harvested the article metadata using a combination of web services and screen 209 scraping, created a local MySQL database to store the metadata, and used that database to 210 match references to DOIs. This database was also used to match articles to other classes of 211 identifiers, such as Handles and URLs. 212 213
Australian natural history institutions are significant publishers of biodiversity literature, 214 and much of this has been scanned by the Biodiversity Heritage Library in Australia. As a 215 consequence many of the articles in the knowledge graph were available in my BioStor pro-216 ject (Page, 2011) . Identifiers for these articles were found by matching using the BioStor 217
OpenURL service. 218 219
Reconciling authors 220
Multiple approaches were used to match author names to external identifiers. Metadata for 221
DOIs from CrossRef would sometimes include ORCID ids for authors. The ORCID record 222 for each ORCID id was retrieved using the ORCID API and converted to a set of RDF triples 223 linking the identifiers for a work (e.g., DOI) to a person's ORCID. These triples modelled the 224 order of authorship using schema:Role as described above. Similarly, I parsed Wikispecies 225 pages and extracted bibliographic records for works identified by a DOI, and constructed tri-226 ples linking the work to its authors where those authors had their own Wikispecies page. 227
Hence to match authors in the knowledge graph to authors in ORCID or Wikispecies, we can 228 ask whether the same pairing of work and author name appears in both databases. For exam-229 ple, we can retrieve the second author of a work in the knowledge graph and in ORCID by 230 querying by DOI for the work and restricting the value of schema:roleName to "2" (Figure 4 ). 231
As a final check we can compare the author names and accept only those names whose simi-232 larity exceeds a threshold. string to DOI mapping process described above. These DOIs were also submitted to a custom 255 script that queried the ORCID database to discover whether any authors had works with those 256 DOIs in their ORCID profile. If this was the case, the corresponding ORCID profile was 257 downloaded. Each DOI was also used as a query term for searching Wikispecies using its API 258
with the "list" parameter set to "exturlusage" to find wiki pages that mentioned that DOI. 259
Pages found were retrieved in XML format using the API, any references on that page parsed 260 and converted into JSON. hosted by Zenodo (https://zenodo.org) and each publication and figure has a unique identifier 272 (typically a DOI), and metadata for each publication and figure is available as JSON-LD. This 273 means data from the BLR can be directly incorporated into a triple store. However for this 274 project I wanted just a subset relevant to publications on the Australian fauna, and so I created 275 a CouchDB version of the BLR and write scripts to match publications from the AFD to the 276 corresponding record in the BLR. Metadata for each matching publication and its associated 277 figures were then retrieved directly from Zenodo. 278 279
Knowledge graph 280
The knowledge graph was implemented as a triple store using Blazegraph 2.1.4 running on a 281
Windows 10 server, with a nginx web server acting as a reverse proxy. N-triples for different 282 categories of data (e.g., taxa, publications, etc.) were partitioned using named graphs and up-283 loaded to the triple store. This made it easier to manage sets of data, for example the biblio-284 graphic data could be deleted and reloaded by simply deleting all triples in the corresponding 285 named graph, rather than having to delete the entire knowledge graph. It also facilitated some 286 queries, such as author matching across multiple data sources where distinguishing between 287 data source was an essential part of the query. 288 289
Search
290
Being able to simply search for relevant documents by typing in one or more terms is a fea-291 ture users expect from almost any web site. To implement search, basic information on taxa 292
and publications was encoded into a simple JSON document (one per entity) and these JSON 293 documents were indexed using an instance of Elasticsearch 6.3.1 hosted on Google's Com-294 pute Engine. 295 296
Web interface 297
Designing a semantic web browser to display a richly interconnected data set is a challenging 298 task (Quan & Karger, 2004) . For Ozymandias the goal was to have a simple interface which 299 encouraged the user to explore connections between taxa, publications, and people. Apart 300 from the home page, there are two main page types in the web interface for Ozymandias. The 301 first is the search interface which is a simple list of the entities that best match the search 302 terms. Clicking on any member of that list leads to the second page type, which is a display of 303 the entity itself. This display comprises three columns. The left column displays core facts 304 about the entity. These are typically triples that have the entity as their subject, or are one 305 edge away in the knowledge graph (such as thumbnail images), and so can be retrieved from 306 the knowledge graph using either SPARQL DESCRIBE or CONSTRUCT queries. The mid-307 dle column displays connections between the main entity on the page and related entities in 308 the knowledge graph (such as authors of a paper, taxonomic names mentioned in a work, 309 etc.), and is populated by SPARQL queries. The rightmost column is used to display the re-310 sult of searching external sources for information relevant to the entity displayed on the page. 311
Hence, unlike columns one and two, these queries are not SPARQL queries to the local 312 knowledge graph. 313
Results
315
Ozymandias can be viewed at https://ozymandias-demo.herokuapp.com. Source code is avail-316 able on GitHub https://github.com/rdmpage/ozymandias-demo. Below I describe the web in-317 terface to Ozymandias, and outline some of the exploratory analyses that can be undertaken 318 using the underlying knowledge graph. Where the results are based on SPARQL queries, 319 those queries are listed in the Supplementary material. 320 321
Web interface 322
A screenshot of the web interface is shown in Figure 5 . This shows the three-column layout 323 used to display an entity, its relationships within the knowledge graph, and any known exter-324 nal relationships. 325 326 327 Figure 5 . Web interface to Ozymandias knowledge graph displaying information for an arti-328
cle. The left column displays a summary of the article, and a PDF viewer (only available if 329 content is freely accessible). The middle column displays related content from the knowledge 330 graph, such as taxa mentioned in the article. The right column shows the result of searches in 331 external web sites for related information, in this case is displays the identifier for Wikidata 332 item that corresponds to this article. To view this page live go to https://ozymandias-333 demo.herokuapp.com/?uri=https://biodiversity.org.au/afd/publication/3e0c1402-de05-4227-334 9df3-803e68300623. 335 336
The first example is a publication, in this case (Nakabo, 1982) . The first column summa-337 rises basic data about the publication, and if the full text is available it is displayed using ei-338 ther a PDF viewer, or a simple image viewer in the case of scanned images. Figure 7 shows the view of a taxon, in this case genus Acupalpa Kröber, 1912. We see 367 the member species of the genus, the taxonomic hierarchy of the genus (generated using a 368 SPARQL property path query) and, where available, a thumbnail image from the ALA. The 369 second column lists the taxonomic names associated with the genus, together with the publi-370 cations that made those names available. The third column shows the results of mapping the 371 taxon to one or more external taxonomic databases, in this case GBIF. 372 373
Wherever possible, Ozymandias uses thumbnail images from ALA to illustrate taxa. 374
However, many taxa lack images. Figure 8 shows an example where the ALA has no image 375 for a taxon (Trigonopterus cooktownensis). Because the taxon, its name, the publication, and 376 the figures in that publication extracted by the Biodiversity Literature Repository are all part 377 of the knowledge graph, we can traverse the graph and discover that an image for that species 378 was published in (Riedel & Tänzler, 2016 Figure 9 shows the distribution of publications over time, together with the numbers that 397 have been matched to digital identifiers. The pattern of publication shows three prominent 398 dips. The first two correspond to the two world wars in the twentieth century, the third dip 399 occurs from the mid-1990's to the present day. Citations and taxonomy as long data 447
Taxonomy is a "long data" discipline (Page, 2016b) . In some scientific fields published pa-448 pers have a short citation half-life and hence are relatively ephemeral, quickly losing their 449 relevance as the "research front" moves on (de Solla Price, 1965) . The rise of academic 450 search engines such as Google Scholar may increase the discoverability of the older literature 451 (and hence increasing its likelihood of being cited, (Verstak et al., 2014) ), but for many fields 452 the older literature fades from importance. In contrast, the taxonomic literature is essentially 453 ageless -any published work is potentially relevant. Part of this relevance reflects the impor-454 tance of priority in biological nomenclature, given competing names for the same taxon in 455 general the oldest name wins. Another factor is the sheer number of species and the relative 456 paucity of published knowledge on many of those species. May (1988) estimated that for pub-457 lications in the period 1978 to 1987 for insects there were on average 0.02 papers per species 458 per year, for beetles it was 0.01 papers. Hence a researcher may have to search back through a 459 hundred years of literature in order to find mention of a specific beetle species. 460 461 Figure 11 . Dates of publication of works cited against the date of publication of the cited 462 work. Each point represents the (x, y) pair (publication date, cited publication date). All cited 463 works must, by definition, be published in the same year or earlier, and hence the points fall 464 on or below the diagonal. The few points that are above the diagonal represent errors in 465
CrossRef's metadata. 466 467
To explore the citation graph for publications on the Australian fauna I queried each cita-468 tion relationship for the dates of publication of the citing and the cited works. The relationship 469 between these two dates (Figure 11 ) highlights the enduring value of the older taxonomic lit-470 erature. If taxonomic work cited only recent publications then the points in Figure 11would  471 fall on or close to the diagonal. However, even papers published recently (top right of the 472 chart) cite older literature (represented by the vertical columns of dots below each year), and 473 hence much of the area below the diagonal is occupied. 474 475
History of species discovery in different taxonomic groups 476
The knowledge graph enables exploration of the taxonomic history of any taxon of interest. 477 (Pullen, Jennings & Oberprieler, 2014) recently reviewed the history of weevil taxonomy in 478
Australia. Ozymandias has some 3958 accepted weevil species. For each accepted taxon in 479 the ALA classification I used a SPARQL query to retrieve the date the species was originally 480 described, and the dates where then grouped by year. The plot of cumulative numbers of ac-481 cepted species over time ( Figure 12 ) closely matches that reported by Pullen et al. 482 The same chart also shows the number of weevil species names published each year, in-489
cluding synonyms. This chart shows that the bulk of weevil discovery took place in the mid-490 19th to mid-20th centuries. The sharp drop in species discovery since the 1930's may indicate 491 that the bulk of the Australian weevil fauna has been described, but this seems unlikely given 492 that weevils are typically small and cryptic, and many species leaf-litter and other habitats 493 may remain undiscovered (Stork et al., 2008; Riedel & Tänzler, 2016 ) 494 495 Figure 13 . Plot of the history of species discovery for Australian snails in the family Camae-496 nidae. The solid line is the cumulative number of camaenid species that are currently ac-497 cepted. The vertical bars record the number of new camaenid species names published each 498 year. In contrast to the weevils (Fig. weevils) new Camaenidae species are continuing to be 499 discovered. 500 501
502
These same queries can be used on other taxonomic groups, enabling us to compare the 503 state of knowledge for different taxa. For example, the land snail family Camaenidae ( Figure  504 13) shows a similar pattern of discovery in the mid-19th to mid-20th centuries to that seen in 505 weevils. However, in contrast to weevils these snails have been the subject of ongoing study 506 with over 200 new species being described in the last decade (Köhler, 2010 (Köhler, , 2011 a rate of 507 discovery that shows no sign of declining. 508
Discussion
509
Building a knowledge graph requires mapping textual representations of entities to identifiers 510 that are shared across data sources ("strings to things"). Creating this mapping is tedious and 511 time consuming to construct, and in a time limited project such as a challenge entry like 512
Ozymandias the mapping is likely to be incomplete before the deadline for the project. De-513 spite its necessarily incomplete state I think the project illustrates some of the ways a network 514 approach can enrich our knowledge of a topic. The web interface exposes many more connec-515 tions between taxa, publications and people than are evident in the Atlas of Living Australia 516
and Australian Faunal Directory that were used as source databases. 517 518
The underlying knowledge graph can be used to support queries exploring the history of 519 taxonomic publishing and discovery. Some of these queries could be used to help prioritise 520 future work. For example, the pattern of citations (Figure 11 ) confirms that the older taxo-521 nomic literature is still relevant today, reinforcing the case for digitising the legacy taxonomic 522 literature. We could further explore the citation data to prioritise which journals should be 523 scanned first: for example, by focusing on those journals that have been cited the most. Given 524 that the bulk of taxonomic publications in the 20th century appeared in Australian journals, 525 initiatives such as the Biodiversity Heritage Library in Australia would seem well placed to 526 make the case that this work should be scanned and made openly available. Citation counts 527 can also be used more directly. For example, the International Institute for Species Explora-528 tion annually issues a manually curated list of the "top 10" species discovered the previous 529 year. Such a list could be automatically generated from a knowledge graph using, for exam-530 ple, the number of citations (or other measures of attention) that each work publishing a new 531 species has received. 532 533
Some analyses of the knowledge graph are more focussed on the state of the knowledge 534 graph itself. For example, querying for author identifiers such as ORCIDs reveals a limited 535 uptake of that identifier. This has implications for proposals to use ORCID as the basis for 536 tracking the broader activities of taxonomists, such as specimen collection and identification 537 (Shorthouse) . Perhaps the development of such tools may help raise awareness of the possible 538 benefits of authors registering with ORCID. 539
Expanding the knowledge graph 540
The knowledge graph in Ozymandias features only a subset of the entities depicted in earlier 541 work sketching the "biodiversity knowledge graph" (Page, 2013 (Page, , 2016a Struppa, 2015) , and tools such 555 as Hypotheses.is ("Hypothes.is") now make this possible. We could view the "micro cita-556 tions" used by taxonomists to specify the page location of a taxonomic name as a form of an-557 notation, hence a logical next step is to map these micro citations onto publications in the 558 knowledge graph so that we can locate these micro citations in the context of the taxonomic 559 literature that they refer to. 560
The future of knowledge graphs 561
To the extent that Ozymandias is judged to be a success it suggests that knowledge graphs 562 have potential to improve the way we aggregate and interface with biodiversity data. How-563 ever, it is worth noting that the biodiversity informatics community has been aware of knowl-564 edge graphs and semantic web technologies for a decade or more, and several taxonomic da-565 tabases have been serving data in RDF since the mid-2000's. Yet it is hard to point to suc-566 cessful applications of these approaches to the study of biodiversity, and there has been lim-567 ited uptake of linked data beyond a few databases. 568 569
There is a considerable cost involved in cross linking datasets, and to date the rewards for 570 this effort are, perhaps, unclear. At the same time, there is growing concern within biology in 571 general (McDade et al., 2011) and in taxonomy in particular, that existing measures of the 572 output of researchers, such as citations, are poor metrics of activity (cite citation papers). 573
There are also concerns that existing data aggregators do not pay enough attention to tracking 574 the provenance and authorship of information (Franz & Sterner, 2018) . Researchers may do 575 much more than write papers, they may clean, prepare, and publish datasets, collect speci-576 mens, curate collections, identify specimens, etc. Keeping track of these activities is greatly 577 facilitated by the use of stable identifiers for people and the objects they work with (e.g., 578
specimens, collections, datasets), and a knowledge graph would be an ideal data structure to 579 quantify the work done, and trace the provenance of data and associated annotations. Projects 580 such as Scholia (Nielsen, Mietchen & Willighagen, 2017) already demonstrate the potential of 581
Wikidata to explore the output of scholars. Hence, it may be that the best way to bootstrap the 582 adoption of biodiversity knowledge graphs is to focus on the implications for being able to 583
give appropriate credit to researchers for all the activities that they undertake. 584 585
There is considerable enthusiasm for the potential of identifiers to help evaluate research 586 (Haak, Meadows & Brown, 2018) and yield insights into the behaviour of researchers 587 (Bohannon, 2017) . However, the ease with which measures of research activity (such as cita-588 tion-based measures) switch from being tools for insight into targets to be met suggests we 589 should consider the possibility that metrics developed to create incentives to build knowledge 590 graphs may ultimately harm the researchers being measured. 591 592
Beyond internal drivers, such as documenting the provenance of taxonomic information, 593
and quantifying the contributions of researchers, there are also external drivers for consider-594 ing knowledge graphs. Wikidata (Vrandečić & Krötzsch, 2014 ) is an open, global knowledge 595 graph with an enthusiastic community of editors, and many of the entities taxonomists care 596 about are already included in the graph, such as taxa, people, and publications. This means 597 that we can use Wikidata to help define the scope of a knowledge graph. Anyone constructing 598 a knowledge graph rapidly runs into the problem of scope, in other words, when do you stop 599 adding entities? Once we move beyond specialist knowledge in a given field (such as speci-600 mens, rules of nomenclature, sequences and phylogenies) and include more generic entities 601 that other communities may also be interested in (such as publications, natural history collec-602 tions, people) we reach the point at which we can stop constructing our graph and defer to 603
Wikidata. Hence a key part of the future development of biodiversity knowledge graphs will 604 be to determine the extent to which Wikidata and its community can be responsible for man-605 aging biodiversity-related data. 606
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