The light exposed external surfaces of hearth ferricrete stones were removed using a chisel. A small portion of the remaining light-shielded material was homogenised using a Retsch Mixer Mill MM400. Fine grained (4-11µm) quartz extracted from the resulting powder via Stokes settling, a one week H2SiF6 etch followed by a 10M HCl rinse, and a second cycle of Stokes settling. Four of the seven samples analysed yielded sufficient quartz for dating.
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(470±30nm, ~85mW) and the signal was measured using an Electron Tubes Ltd 9235QB photomultiplier shielded with 7.5mm of Hoya U-340 filter. Irradiation was carried out using a 40 mCi 90Sr/90Y beta source calibrated relative to the National Physical Laboratory, Teddington 60Co source (Armitage and Bailey 2005) , yielding a dose rate of ~ 0.1Gy/s to 4-11µm quartz deposited on an aluminium disc. Dose recovery experiments (Roberts et al. 1999 ) performed on two samples, and yielded dose recovery ratios (recovered dose/known dose) consistent with unity when using PH1 (the preheat prior to measurement of the natural/regenerated dose OSL) temperatures ranging from 200-260°C, held for 10s, and a PH2 (the preheat prior to measurement of the test dose OSL) temperature of 160°C, held for 5s. A PH1 temperature of 240°C was adopted for equivalent dose measurements. Aliquots which yielded recycling ratios (Murray and Wintle, 2000) or OSL IR-depletion ratios (Duller 2003) differing from unity by more than two standard errors, or where recuperation is high (i.e. Lx/Tx for the 0 Gy regeneration point is greater than 5% of Ln/Tn) were rejected. Curve fitting and equivalent dose determination were performed using version 4.31.9 of the Luminescence Analyst software (Duller 2007) . The Central Age Model (Roberts et al. 1999) was used to calculate the sample equivalent dose.
Environmental dose rates were calculated using the method of Armitage and King (2013) .
Alpha and beta dose rates were Daybreak Model 583 intelligent alpha counters and a Risø GM-25-5A beta counter respectively. Sediment gamma dose rates were measured using an EG&G Ortec digiDART-LF field gamma spectrometer with a 2" NaI crystal, and dose rates were calculated using the threshold method (Mercier & Falguères 2007) . After removal of the sample rock, the gamma spectrometer crystal was placed as close as practicable to the sample's original location, providing an estimate of the present-day gamma dose rate. The hearth rock gamma dose rate was calculated by multiplying the beta dose rate by 0.4959±0.0013 (Ankjaergaard & Murray 2007) . The contribution of rock and sediment to the gamma dose rate experienced by the sample was calculated following Aitken (1985, his Appendix H) and Armitage and King (2013) . Cosmic dose rates were calculated using the site location and mean depth of grains within a hearth rock of density 2.55g/cm3 (Prescott & Hutton 1994) . The cosmic dose rate prior to deflation at 5ka (i.e. the end of the Holocene humid phase [e.g. Preston & Parker 2013] ) was calculated assuming burial to 10cm depth in sediment of density 1.85g/cm3. Calculated ages change by <2% when varying burial depth from 0-50cm and varying the date of deflation between 3 and 7ka. Dose rates were corrected for water content (Aitken 1985 ) using values of 5±2% and 1±0.5% for sediment and rock respectively, following the calculations of Armitage and King (2013, their Supplementary 3 Material Section D).
B. Radiocarbon dating
Charcoal samples from Hearth 101 were extracted and sent to the Waikato Radiocarbon Dating Laboratory. Carbon-13 stable isotope values (δ13C) were measured on prepared graphite using an AMS spectrometer. The radiocarbon date has therefore been corrected for isotopic fractionation. Results of these dates are shown in Table 2 and Figure S4 . Bone fragments recovered eroding from the surface near Hearth 101 were collected and submitted for dating at the Australian National University (lab code S-ANU-), with dates generated using an ultrafiltration protocol as described in Wood et al. (2014) and Fallon et al. (2010) .
Radiocarbon ages are presented in Table B1 , and were calibrated using OxCal 4.3 (Bronk Ramsey (2009) and the IntCal13 calibration curve (Reimer et al. 2013 ). <FIGURE S4, 13.5cm colour> 
