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This  thesis  focuses  on  the  characterization  and  evaluation  of  interactions  that  play 







As  outlined  by  Legon  and Millen,1  in  their work  using microwave  spectroscopy  to  study 
hydrogen bonded clusters of donors of the form HX (X = F, Cl, CN, Br) with acceptors, B, there are 
only a few simple rules relating the structure, energy, and bond  lengths of hydrogen bonds  in the 
gas  phase.    The  structure  of  the  hydrogen  bond  can  be  explained  based  on  electrostatics,  and 
generalized  for a  large number of hydrogen bonded  clusters.   The  first  rule  is  that  the hydrogen 
bond donor  is always oriented along the axis of the  lone pair of electrons on the acceptor.   This  is 
consistent with valence bond theory and the valence shell electron repulsion theory.  This is equally 
true when the acceptor has one, two or three lone pairs of electrons, provided those lone pairs are 
equivalent,  or  in  other  words,  in  the  same  environment  with  respect  to  the  symmetry  of  the 
acceptor molecule.   The second rule regarding structure concerns acceptors which do not possess 
typical  moieties  that  would  accept  a  hydrogen  bond,  but  instead,  have  a  π‐overlap,  such  as 





aligns  itself with the oppositely charged pole of the quadrupole of the acceptor.   An  illustration of 
the difference  in structure between the H‐F  interactions with water, and ethylene  is shown  in Fig. 






for  the donor HF,  the hydrogen bond  formed with water  is  roughly  five  times  stronger  than  the 
hydrogen bond with carbon monoxide.2,3  When the donor is changed to HCl,4,5 both hydrogen bond 
strengths are roughly halved, simply because the H‐F bond is much more strongly polarized than the 
H‐Cl bond due  to  the electronegativity of  the  fluorine atom.   Hydrogen bond strengths  in  the gas 
2 
 
phase  can  range  from  very weak  to  near  ionic  bond  strengths,  depending  on  the  origin  of  the 
interaction. 
  More  specifically, every  reaction  that has been  studied  for  this  thesis  can be  classified as 
being an ion‐molecule reaction that produces an ionic cluster.  The strongest interaction within such 
a cluster is an ionic hydrogen bond.  This presents an interesting interaction, since there must be an 





  The  attractive  force  between  two  approaching  oppositely  charged  ions  separated  by 
internuclear distance r, is described by a Coulombic force, F(r), given by Eq. 1.1 
 
                  (1.1) 




                  (1.2) 
Two neutral particles approaching one another interact either via electrostatic or induction 
forces.   The possible  combinations of polarization  interactions are dispersion  forces, governed by 
3 
 
induced dipole‐induced dipole attraction, as well as van der Waals  interactions  including  induced 
dipole‐permanent  dipole  and  permanent  dipole‐dipole  interactions.    All  three  of  these  weak 
interactions can be modelled by a Lennard‐Jones potential, u(r), which is expressed as Eq. 1.3, 
            (1.3) 
and hence  the  ion‐molecule  interaction  is dominated by  the electrostatic  contribution, which will 
still  be  large  even  at  long  internuclear  distances.    The  radial  dependence  of  the  ion‐molecule 
interaction can be estimated by taking the average of the exponent orders on the radius  for both 
classes of  interaction, which are  ‐1 and  ‐6,  to give  the average of  ‐3.5.   Although  this  is simply an 
estimate with  no  substantial  empirical  data  to  back  it  up,  it  is  interesting  to  note  the  similarity 
between this estimate, and the radial dependence of a charge‐induced dipole  interaction of  ‐4.   A 
common interaction in clusters of the type of interest here are ionic hydrogen bonds, whereby from 
the  radial analysis above, are significantly stronger  than  typical hydrogen bonds, where  the  radial 
dependence  is  closer  to  that  of  van  der  Waals  interactions.    Some  charge‐dipole  interactions 





chains  of  these  residues  are  protonated,  becoming  ammonium  groups which  then  act  as  strong 
hydrogen bond donors to the nearby residues of aspartic acid (Asp) and glutamic acid (Glu), which 
contain carboxylic acid groups, thought to be deprotonated  in aqueous solution, having  isoelectric 
points of 2.8 and 3.2  respectively.   Proteins also bind group 1  and group 2  cations  that  serve as 






  This  introduces the next category of  ion‐molecule  interactions of  interest here, called salt‐
bridge  interactions.    In solution and  in the solid state, the zwitterionic amino acid  is the dominant 
form.    This  is  because  charge‐dipole  and  charge‐charge  interactions  stabilize  the  zwitterion  in 
solution and in the solid state respectively.  In the gas phase, high‐order clusters, in which an amino 
acid is stabilized by a number of solvent molecules, should be necessary to stabilize the zwitterion. 
  Since  the  zwitterion  is  the  dominant  form  of most  amino  acids  while  in  solution,  it  is 




FELs  use  a  high  energy  electron  beam  to  amplify  an  optical wave.    The  electrons  oscillate  in  a 
direction perpendicular to the propagation of the electron beam while passing through a tuneable 
magnetic field called an undulator.  The oscillating electron beam is coupled with the optical wave to 
increase  its amplification.   The undulator provides a much higher degree of spectral  intensity than 








to  the magnetic  field of  the undulator.   Therefore, by  tuning  the undulator or  the electron beam 
energy, the wavelength of the FEL can be varied continuously.   The frequency range of the  laser  is 
limited by the energies that can be reached by the electron accelerator, and short wavelengths give 
very weak optical gain.   Although the UV range  is generally obtainable, the  IR frequencies provide 
reliable gain over their complete range, and FELs often operate in this region. 
  The  FEL used here  is  the CLIO  facility  in Orsay  France,6 operating  at  the mid‐infrared,  an 
important region of the spectrum, since it provides wavelengths in the fingerprint range.  Its current 
spectral range is between 3 and 100 μm, operating with two identical yet independently adjustable 
undulators  at  accelerator  energies  between  10  to  50 MeV.    Among  the  spectra  that  have  been 
recorded  at  this  facility  by  our  group  are  those  providing  evidence  of  the  proline  zwitterion 
stabilized by methylammonium ion in the gas phase.8 





itself  along  the  oppositely  charged  pole  of  the  quadrupole moment.    For  example,  benzene  is  a 
cyclic aromatic molecule with a negative quadrupole moment aligned perpendicular to the plane of 
the ring.  It would be expected, and has been confirmed, that a cation such as Na+ should coordinate 
perpendicular  to  the  benzene  ring  in  order  to  create  an  attractive  interaction with  the  benzene 
quadrupole moment.10   This  is specifically referred to as a cation‐π  interaction.   If this  is true, then 





this  thesis,  it  is appropriate  to  investigate previous work which  characterized  this  interaction and 
unveiled it as an important interaction in biomolecular structure. 
  The cation‐π  interaction between  small molecules has been  the  focus of biochemistry  for 
many  years.    To  get  a  full  picture  of  the  nature  of  the  interaction,  other  interactions  involving 
quadrupole moments  will  now  be  briefly  discussed.    The  weakest  in  this  category  is  the  CH/π 
interaction, which has been observed between hydrocarbon C‐H bonds and aromatic rings,11‐18 and 
has  been  thought  to  play  a  role  in  crystal  structure  and  molecular  assemblies  of  biological 
molecules.        The CH/π  interaction  is only  a weak  attraction  in  saturated hydrocarbons,  typically 
being only 1.0‐1.1 kcal mol‐1.   Under  these conditions,  the origin of  the  interaction  is a dispersion 
force, or induced polarization of the C‐H bond by the quadrupole moment of the aromatic molecule.  
Since  the  interaction  is  so weak,  the directionality  is  also weak.   Methane will point  a C‐H bond 
directly towards the plane of a benzene molecule, but a slight offset  in the binding angle does not 
increase  the  energy  of  the  cluster  significantly.    To  further  stabilize  the  interaction  in  polycyclic 
aromatics, the cluster will adopt a polydentate structure.   Methane  is bidentate with naphthalene, 
and  tridentate with  pyrene.19    The  CH/π  interaction  is  enhanced,  or  “activated”  in  alkynes  and 
halogen‐substituted hydrocarbons,  increasing to 2‐3 kcal mol‐1 and 5‐6 kcal mol‐1 respectively.      In 
these cases, the C‐H hydrogen atom becomes more acidic.   Ab  initio calculations19‐21 show a small 
increase  in  the  electrostatic  component,  but  more  importantly,  the  dispersion  force  increases 
substantially.   A highly polarized bond  terminated by a  labile proton  (N‐H and O‐H) can  form a π‐
hydrogen  bond  with  an  aromatic  ring.    The  magnitude  of  this  interaction  according  to  recent 




therefore more  directionality  than  any  CH/π  interaction.22    Experiments measuring  the  potential 
well‐depth of the benzene‐water and benzene‐ammonia clusters produced values of 2.44 ±0.09 and 
1.84 ±0.12 kcal/mol respectively.23,24 
  Although they were not of specific  interest  in any work to be presented here, arene‐arene 
interactions serve a useful role in a greater qualitative and quantitative understanding of the effect 
of  aromatic  substitution  on  the  magnitude  of  quadrupole  moments.    Benzene  has  a  negative 
quadrupole moment perpendicular  to  the  ring because  the C‐H bonds on  the outside of  the  ring 
push  negative  charge  towards  the  centre.    A  previous  report  on  the magnitude  of  the  benzene 
quadrupole moment  lists  a  value  of  ‐2.83  x  10‐39  Cm‐2.9    Hexafluorobenzene,  using  an  opposite 
reasoning, has a positive quadrupole moment, +3.17 x 10‐39 Cm‐2 perpendicular to the ring plane.9  
These two molecules would therefore have an attractive interaction if placed together face‐to‐face.  







Dougherty  has  been  an  important  contributor  in  our  current  understanding  of  cation‐π 
interactions taking place within proteins.  To aid in tracking cation‐π pairings in proteins, he and his 
research  group  have  developed  a  computer  program  called  CAPTURE26  (Cation‐π  Trends  Using 
Realistic Electrostatics) to calculate the distance between cationic side chains of arginine and lysine 
with aromatic  rings.    Implemented  into CAPTURE  is a subset of an OPLS  (Optimized Potentials  for 
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Liquid Simulations)  force  field  to calculate  the electrostatic and van der Waals components of  the 
OPLS energy.  Simultaneously, the Hartree‐Fock binding energies of model systems of each cation‐π 
pair  (the Lys‐Phe pair can be  represented by  the ammonium  ion and benzene  for example) were 
calculated.   The ab  initio binding energies gave good correlation with the electrostatic component, 
but  not  the  total  energy  of  the  OPLS  calculation,  emphasizing  the  importance  of  electrostatic 
treatment of the  interaction.   As a consequence, Dougherty has also traced electrostatic potential 
surfaces of benzene, phenol and indole to explain why tryptophan (which possesses an indole ring) 
so prominently  forms  cation‐π  interactions despite being an  infrequent  residue  in proteins.27   He 
explained  it based on  the  larger  and more  intense  area of negative electrostatic potential  in  the 
indole  rings  relative  to benzene and phenol, which  from an electrostatic view, are similar  to each 
other.28 
1.2 HPMS and its Caveats   
High  Pressure  Mass  Spectrometry  (HPMS)  is  an  outstanding  method  for  measuring 
enthalpies, entropies and free energies of  ionic cluster formation exactly, for a number of reasons.  
First, the gas phase  introduces a nearly  ideal environment  for obtaining  intrinsic binding energies, 
because  unwanted  third  party  interactions  are  not  present.    Secondly,  the  high  pressure 
environment  generates  on  the  order  of  100  collisions  every microsecond,  ensuring  the  ions  are 
thermalized and come to chemical equilibrium on a very short timescale. 
The  requirements  of  obtaining  reliable  thermochemical  data  using  HPMS  are  that  the 
reactant  and product  ions  are both observable  in  significantly high  abundance  that  their  relative 










  Biological molecules of  the  type used  in  this  thesis  introduce a  limited  temperature  range 
within which equilibrium constants can be measured.   The maximum  temperature  is defined by a 
threshold temperature at which the  ionic or neutral species dissociate by breaking covalent bonds 
due  to  thermal  excitation.    The  lower  temperature  limit depends on  the  vapour pressure of  the 
molecule.    Most  often,  these  molecules  have  very  low  vapour  pressures,  and  the  ion  source 
temperature must exceed 100oC to ensure sufficient concentrations in the gas phase. 
  To  avoid  these  temperature  limitations,  a  relatively  new  ionization  technique,  called 
electrospray  ionization has been developed that does not require  large molecules to  initially be  in 
the gas phase.  Electrospray ionization (ESI) is a popular tool for producing hydrated gaseous amino 
acids and peptides30‐35 and solvated metal ion‐amino acid clusters.36,37  The main advantage of ESI is 
that  instead of producing  ions  through medium  to high energy  collisions with electrons or heavy 
atoms,  they  are  produced  in  solution,  therefore  even  high  order  clusters  can  be  studied.    The 
successful  mating  of  an  ESI  source  to  a  high  pressure  source  has  been  described  in  detail 
previously.30    Typically,  a  solution  containing  the  analyte  and  a  polar  solvent  such  as  water  or 
methanol  is pumped at constant flow rate  into an electrospray capillary fitted with a needle set to 
an appropriate potential.   The  solution  is  sprayed  towards a  curtain plate, which  itself  is  set at a 
different potential than the ESI capillary, and allows sample inlet through a curtain gas to a pressure 
reducing  capillary  set at  the  same potential as  the high pressure  reaction  chamber.   A deflection 
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electrode at  the base of  the pressure  reducing capillary  is  supplied with  short electrical pulses  to 
push the emerging charged sample  into the reaction chamber, where  it reacts with a reagent gas, 
supplied by a reactant gas  inlet.   This setup  is not without potential problems.   One problem that 
could arise is that the injection potential supplied to the deflection electrode may penetrate into the 
reaction  chamber,  and  perturb  the  measured  equilibrium  constant  by  supplying  excess  kinetic 
energy to the  ions.   However, tests conducted by Wincel showed that between voltages of 25 and 
50 V,  the  equilibrium  constant was  in  fact unperturbed.   When  a  similar  test was  conducted  by 
modifying the reaction chamber  field strength,  it was discovered that  ion  intensities peaked at 33 
V/cm, rationalized as a time discrimination at high potentials of larger ions having longer residence 
times  during  transport  into  the  reaction  chamber.    However,  by  successfully  combining  ESI  and 
HPMS, the temperature range can be allowed to extend as low as near room temperature. 
Non‐Equilibria Steady States 
  The presence of a steady state when chemical equilibrium  is not present  is a phenomenon 
that can be observed for a number of reasons.  For example, consider the proton transfer reaction 
from AH+ to B, where A and B represent two arbitrary bases, represented by Eq. 1.5 
  AH+ + B   BH+ + A              (1.5) 
If  B  is  unstable,  protonation may  induce  a  change  in  structure,  giving  an  unreactive  protonated 
isomer, B’H+ in a steady state represented by Eqs. (1.6a) and (1.6b), 
  AH+ + B   B’H+ + A              (1.6a) 
  B’H+ + A   B’ + AH+              (1.6b) 




                  (1.7) 
with ka and kb being the rate constants for the reactions in Eqs. 1.6a and 1.6b respectively.   K’ is not 
typically  equal  to  the  actual  equilibrium  constant  from  Eq.  1.5.    This  is  an  important  artifact, 
especially for example  if one  is  interested  in measuring the free energy or enthalpy change for the 
stepwise addition of  solvent molecules  to a base, because  if  the  first  solvent molecule  induces a 
change  in the structure of the base, yielding an unreactive species and resulting  in a steady state, 
then the overall equilibrium constant will not be equal to the product of the equilibrium constant for 




microscopically  irreversible.    For  example,  protonation  of  ethylene  oxide  in  the  gas  phase  will 
promote ring opening, and a polyethylene oxide oligomer can actually be formed.  The ring opening 




resulted  in  the  production  of  an  unreactive  C4H4O





  The  third  of  these  pitfalls  is mass  coincidence,  a  problem  that  affects  all  areas  of mass 
spectrometry.  The magnetic sector of a mass spectrometer does not discriminate between two ions 










does  not  change  the  signal  of  the mass  it  coincides with  initially  to  a  significant  degree  so  that 
equilibrium can still be measured accurately at low reaction times.  Near the end of the ion lifetime, 
the  impurity  signal  grows  so  that  the  overall  signal  trails  off,  and  the  reaction  state  appears  to 











The  instrument used  to produce  ions  and  record  relative  abundances of  those  ions over 
their  lifespan  is  a pulsed  electron beam high pressure mass  spectrometer  (HPMS), mated with  a 
home‐built  high  pressure  ion  source,  the  general  design  of which  is  consistent with  other  High 
Pressure Mass  Spectrometers  used  at Waterloo,  and which  has  been  described  elsewhere.1‐4    A 
schematic of the instrument is shown in Fig. 2.1.  The instrument was built from a commercial model 





regions  in which  ions may  travel  and  react  according  to Boltzmann  statistics.    These  regions  are 
present  in between the  ion focusing optics and the magnetic sector, between the magnetic sector 
and  the electrostatic  sector  (see  Fig. 2.1),  and between  the electrostatic  sector  and  the  electron 
multiplier detector.  All three field‐free regions are maintained at high vacuum pressure by diffusion 
pumps supported by roughing pumps.   The  low pressure chamber which houses the high pressure 















ideal  gas  assumption  based  on  the  volume  and  density  of  liquid  introduced.    The  relative 
composition of the mixtures are typically 0.1% to 5% solvent, with the rest being a chemical ionizing 
(CI)  agent.    Most  often  methane  is  used  as  the  CI  agent  in  the  experiments  detailed  here 
throughout.  In addition to these two components, a small amount of carbon tetrachloride (CCl4) is 
often used, as it is a good electron scavenger, and can thus lengthen the residence times of ions in 
the  source,  facilitating  experimental  measurements  and  making  them  more  reliable.    The  gas 
mixture is bled into the ion source under constant flow rate by a solenoid flow control valve, to any 






The  ion  source  is designed  to allow high pressure  relative  to more  conventional  forms of 
mass  spectrometry.    It  is a cylindrical  tube,  roughly 1 mL  in volume,  insulated by a copper block, 
consisting  of  two  heaters,  each  insulating  one  half  the  circumference  of  the  ion  source  and 
maintaining  the  temperature of  the source  in  the  range of  room  temperature safely up  to 350oC.  









of +4 kV, and penetrate  into  the  ion  source  through  the electron aperture,  to  initiate a  chemical 
ionization sequence with methane.  To initiate a time dependence of the ion abundances, a pulsed 
electron  beam  is  used  as  opposed  to  a  continuous  beam.    The  pulse  length  in  the  experiments 
described here was approximately 50 μs, at a repetition rate of 20 Hz.  The collision of a high energy 

































+ + H2                (2.4) 
  Like  all  other  components,  the  base  that we wish  to  ionize must  also  be  put  in  the  gas 
phase.  Since the biomolecular samples studied in these experiments are all in the solid state under 
standard  conditions,  the  solid  samples were placed directly  inside  the  ion  source, held  in a glass 
tube  cut  from a disposable pipette  covered at  the bottom by Teflon.   The glass  tube was placed 
directly underneath the electron entrance aperture, and the solid sample allowed to sublimate by 
heating  the  ion source  to  temperatures between 80oC and 200oC, at which  the experiments were 
performed.   This method was believed  to be a good  strategy  for obtaining  suffiently high vapour 
pressure of the analytes, which were normally involatile.  The ionized products from Eqs. 2.3 and 2.4 
are very strongly acidic, and protonate  the gaseous base.   The number of collisions  inside  the  ion 
source  is on the order of 1x108 per second, ensuring all  ions are thermalized, and the  ion energies 
follow a Boltzmann distribution. 
  The  resulting  ions  leave  the  source  through  a  200  μm  exit  aperture,  proceeding  to  be 
focused by the ion optics.  The first stage in the ion optics is a pair of skimmer cones.  The ions which 
pass  through  the  cones  enter  a  region  supported  by  a  300  Ls‐1  diffusion  pump.    These  ions  are 




optics  then enter  the  first  field  free  region of  the  instrument, and continue  to move  towards  the 










                  (2.5) 
 
                  (2.6) 




                  (2.7) 
 







                  (2.9) 
  Thus the resolution is partially controlled by the curvature of the magnetic sector.  For larger 
curvature  angles,  the  radius  will  be  lower,  and  large  changes  in  the  magnetic  field  would  be 
necessary to increase the m/z ratio.  This is helpful since the magnetic field strength is controlled by 
hand via an analog dial. 
ssures as  low as 1x10‐8 mbar.   As previously mentioned,  the ZAB‐2F mass 
spectrometer  also  possesses  a  second  analyzer,  which  separates  ion  fragments  based  on  their 
kinetic energies by means of an electric field.  This portion of the instrument could be used to run a 
Collision  Induced Dissociation  (CID) experiment, which would  yield general  structural  information 
about the ions.  Simply put, this is accomplished by introducing an inert collision gas, such as helium, 
and  allowing  it  to  collide with  the mass  selected  precursor  ions,  breaking  the  collision‐sensitive 
bonds and giving fragment ions, whose abundance will be inversely proportional to the strength of 
the bond  that was broken to result  in  that  fragment.   These  fragments are separated by scanning 
the electrostatic field.  The electrostatic analyser was rarely used for structure identification during 
the course of these experiments.   
The  time‐dependent  ion  abundances  generated  by  the  pulsed 




  The  second  field  free  region  of  the  instrument  is  differentially  pumped  by  two  diffusion 
pumps, maintaining pre
The  ions  are  detected  by means  of  a  channeltron  current multiplier, which  is  connected 







mean‐square  speed of  the  ion, urms, given by Eq. 2.10.    In  the high pressure  source,  the  ions are 










This means that  if the  lifetime of an  ion was only dependent on  its rate of diffusion, the two  ions 
with different masses must have different residence times.  The fact that protonated glycine and its 
  collisionally 
                  (2.11) 
methanol  cluster  have  the  same  residence  times  indicates  that  the  cluster  becomes
destabilized in the source, and dissociates into protonated glycine and neutral methanol.  Fig. 2.3 is 













  AH+ + B   (AB)H+              (2.12) 












    PAH+ = c[IAH+]              (2.14) 
P(AB)H+ = k[I(AB)H+]             (2.15) 
where  the  proportionality  factors,  c  and  k,  are  assumed  to  be  equal  since  the  major  process 
occurring  in the gas phase  is the simultaneous association of  ion and molecule, and dissociation of 
the cluster.  Substituting the definitions for activities and the relationship between ion pressure and 
signal intensity into the expression for the equilibrium constant yields Eq. 2.16, 







calculated.    The  gas phase  association equilibrium  constant  is  related  to  the  standard Gibbs  free 
energy of association at equilibrium through the Eq. 2.17 
       
∆
          (2.17)   
           
and the standard free energy of association at equilibrium is related to the enthalpy and entropy of 
association by Eq. 2.18 
        ΔGo = ΔHo ‐ TΔSo        (2.18)     
When Eqn. 2.17 is substituted into Eq. 2.18, the van’t Hoff equation, Eq. 2.19 is formed, 
  ∆ ∆        ∆         (2.19)   








                    (2.20) 
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The normalized  intensity  for  the  (AB)H+  cluster  follows an analogous expression  to Eq. 2.20, with 
I(AB)H+  replaced  in  the  numerator.    Therefore,  summing  up  both  normalized  intensities must  give 
unity.   Also note that as the result of a common denominator  in both expressions, the ratio of the 




What this means  is that the chemical equilibrium between the two  ions  is the only major reaction 








To  elucidate  the most  probable  geometries  of  the  various  conformers  in  the  system  of 
clusters  investigated,  computation  in  the  form  of  ab  initio  calculations  are  performed  using  the 
Gaussian 03 suite of programs.5  The SHARCNET computing facility at the University of Waterloo was 
utilized for the bulk of the calculations in this thesis.  Before calculating the energy, a structure goes 
through a geometry optimization,  to determine  the minimum energy  conformation.   A geometry 





molecular orbitals, ψi, which are  in turn customarily  in the form of a  linear combination of atomic 








calculation, Gaussian  determines  the  symmetry  point  group  of  the wavefunction  from  the  initial 
geometry  input,  and  uses  that  symmetry  to  simplify  the  calculation  of  the  electronic  integrals.  
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point groups, and geometry optimization  can be quite  time  consuming and  resource demanding.  
The next step  in the optimization  is to analyze the basis set, and assign Gaussian functions to each 









orbital  exponents,  ζi.    For  example,  the  6‐311+g(d,p)  basis  set  often  used  here  for  geometry 
optimization of amino acids and peptide clusters is called a triple‐zeta split valence basis set.  In this 
case  the  inner‐shell  orbitals would  each  be  represented  as  a  linear  combination  of  six Gaussian 
functions, while  the valence  shell orbitals would be  represented as a  linear combination of  three 







were  used,  but  this  second  diffuse  function  only  tends  to  significantly  affect  the  results  of  the 














hence  semi‐empirical.      Vibrational  frequencies  were  also  calculated  in  order  to  yield 
thermochemical  data.    The  frequencies  are  calculated  based  on  a  harmonic  oscillator 
approximation,  and  are  not  scaled.    This  harmonic  approximation  is  one  source  of  error  in  the 
calculated  entropies  of  various  species,  especially  with  the  degree  of  asymmetry  within  the 
molecules  and  ionic  clusters being optimized.   After  the  frequency  calculation,  a  thermal  energy 
correction  and  a  zero‐point  vibrational  correction  is  made  to  298  K,  to  take  into  account  the 
translational and internal energy of the structure at room temperature. 
can be extracted from the optimization output, to more accurately calculate the energy of a 
molecular  structure,  the  optimized  geometries  are  put  through  a  single‐point  energy  calculation 
using  a Moeller‐Plesset  perturbation model,  abbreviated  as MP2.     An MP2  calculation  is  purely 
theoretical and allows  for a higher degree of electron  correlation, giving more  reliable values  for 
energy, especially when weak electrostatic  interactions play a  role.    For each  single‐point energy 






  The  twenty  naturally  occurring  amino  acids, with  the  exception  of  glycine,  all  contain  a 
unique side chain on the α‐carbon which contributes largely to both the solvation of the individual 
molecule, as well as the secondary structure of a protein, through electrostatic interactions such as 
cation‐π  interactions,1‐4  as well  as  hydrogen  bonding5,  salt‐bridge  interactions,  and  hydrophobic 
interactions.  Since proteins play important biochemical roles in living organisms, it is of interest to 
understand  the  solvation behavior of  amino  acids  in  various  solvents.    In  general,  there  are  two 
forms that an amino acid may adopt.  The first, and most dominant, form in aqueous solution is the 
zwitterion form, where the basic site is protonated, while the acidic site is deprotonated, forming a 
charge‐separated species.   The second  is the canonical form,  in which the acidic and basic sites of 
the molecule are charge neutral.  In the gas phase, the isolated amino acid has only been found to 
exist  in  its canonical  form.6‐10   However, by binding  the amino acid  to one or several prototypical 
solvent  molecules  or  ions  of  sufficiently  high  gas‐phase  basicity,  it  is  possible  to  stabilize  the 
zwitterionic  form  through various  charge‐transfer or proton‐transfer mechanisms.7,8,11‐25   Much of 
the experimental work that revolves around amino acid zwitterion stability involves the solvation of 
the neutral amino acid by one or more group 113,16,20 or group 2 15 cations, to form salt‐bridges.  For 











produced  and  studied  experimentally  using  multiple  techniques,  such  as  Collision  Induced 
Dissociation  (CID),6,29‐31 Fast Atom Bombardment,6 Electrospray  Ionization,22,27,31 Fourier Transform 




found  that  proton  transfer  from  the  glycine  carboxyl  group  to  ammonia  is  not  energetically 
demanding,  and  the  zwitterion  is  practically  energy  degenerate with  the  lowest  energy  charge‐
solvated form.   This can be rationalized based on the proton affinity difference between ammonia 
and glycine, as  it  is relatively small, which accounts for a  low potential energy barrier between the 
canonical form, and the zwitterion form.  Based on these considerations, in the 1:1 cluster of a less 
basic  solvent  such  as methanol  with  protonated  glycine,  it might  be  expected  that  the  glycine 
zwitterion would not be so readily accessible.   
  This  chapter  explores  the  use  of  pulsed  High  Pressure  Mass  Spectrometry  (HPMS)  to 
perform equilibrium measurements and obtain  the net binding energies and  relative entropies of 
the clusters of one methanol molecule bound to the protonated amino acids glycine, alanine, valine, 
leucine,  isoleucine, and proline.   The  intention here revolves around the effectiveness of HPMS to 





Even  the  1:1  glycine‐water  proton‐bound  adduct will  not  be  bound  strongly  enough  to  observe 
appreciable amounts  in  the gas phase.   This prediction  is  supported experimentally,  in which  the 
binding energy of protonated diglycine with water was measured as being only 17 kcal mol‐1, and 
various  other  complexes  of  protonated  peptides  with  water  have  shown  even  lower  binding 
energies.35   The goal here  is to model the complexation of one water molecule by the protonated 
adduct of various aliphatic amino acids (Gly, Ala, Val, Leu,  Ile, Pro), with methanol.   Of course, the 
main  concern  in  attempting  to make  conclusions  based on  such  an  approximation  is  that of  the 












O‐H moiety donates an  intramolecular hydrogen bond  to  the  lone pair of electrons on  the amino 
nitrogen atom.14     Based on  this,  it was assumed  that  in  the protonation of glycine and  the other 







the  preferred  site  for  the  first  proton,  confirmation  of  the  lowest  energy  tautomer  for  the  first 
protonation  of  each  amino  acid  must  be  established  quantitatively  and  qualitatively  through 















were  obtained  for  the  conformers  of  alanine  and  valine.   When  the  carbonyl  oxygen  atom  is 
protonated  as opposed  to  the  amino  group  (GH03,  through VH03),  the  energy of  the  conformer 
increases  dramatically.    This  is  likely  because  no  intramolecular  hydrogen  bond  exists  in  the 






of  the  carboxyl  group  by  180o  is  subject  to  an  energy  barrier  of  7.3  kcal mol‐1,  since  the  strong 
intramolecular  N‐H—O  hydrogen  bond  (between  ammonium  and  carbonyl  moieties)  must  be 
broken.   Note  that  in addition  to  the carboxyl  rotation,  the ammonium group adopts a staggered 
conformation with the hydrogen atoms on the a‐carbon, as the loss of the intramolecular hydrogen 
bond allows steric hindrance to control the conformation along the N‐H covalent bond.  Therefore, 




















VH03 32.8 0.7  
 








The  six  independent  cluster  reactions  of  six  protonated  amino  acids with methanol  are 
shown in Eqs. 3.1 through 3.6 
GlyH+ + MeOH   Gly‐H+‐‐MeOH             (3.1) 
AlaH+ + MeOH   Ala‐H+‐‐MeOH             (3.2) 
ValH+ + MeOH   Val‐H+‐‐MeOH             (3.3) 
LeuH+ + MeOH   Leu‐H+‐‐MeOH            (3.4) 
IleH+ + MeOH   Ile‐H+‐‐MeOH              (3.5) 
ProH+ + MeOH   Pro‐H+‐‐MeOH            (3.6) 
where Gly  is glycine, Ala, alanine, Val, valine, Leu,  leucine,  Ile,  isoleucine, and Pro  is proline, which 
falls  in a different class of amino acid  than  the  first  five due  to  its pyrrolidine  ring,  rendering  it a 






of  the  enthalpy  change.    The  experimental  enthalpy  is  1.4  kcal mol‐1  higher  than  the  calculated 
enthalpy  for  the  most  stable  conformer  of  Gly‐H+‐‐MeOH  at  MP2(Full)/6‐311++g(2d,2p),  GM01 




The  second  most  strongly  bound  cluster  ion  is  Ala‐H+‐‐MeOH,  having  an  experimental 
enthalpy and entropy of binding of ‐19.9 kcal mol‐1 and ‐31.0 cal mol‐1 K‐1.  The enthalpy falls only 0.2 
kcal mol‐1 lower than the computed enthalpy of the most stable conformer of Ala‐H+‐‐MeOH, AM01, 
and  the entropy  is only 1.2  cal mol‐1 K‐1  lower  than  the  computed entropy.   Both values are well 
within experimental error.  The van’t Hoff plot for the Ala‐H+‐‐MeOH cluster was also measured over 




has  an  enthalpy  and  entropy  of  ‐19.3  kcal mol‐1  and  ‐33.0  cal mol‐1K‐1  respectively.    Again,  the 
measured values fall very well within the experimental error. 
The experimental enthalpy and entropy for the association of the Leu‐H+‐‐MeOH cluster are 
‐19.0  kcal mol‐1  and  ‐29.0  cal mol‐1  K‐1  respectively.   When  these  values  are  compared  to  their 
respective values for LM01, experiment agrees to within 0.2 kcal mol‐1 and 0.6 cal mol‐1 K‐1 with the 
calculated values, giving excellent  agreement. 
Finally,  for  the  cluster  Ile‐H+‐MeOH,  the experimental enthalpy and entropy are‐18.8  kcal 
mol‐1 and ‐29.8 cal mol‐1 K‐1 respectively.  The experimental enthalpy and entropy of association fall 
well within experimenal error when compared to the respective values for IM01, being only 0.2 kcal 
mol‐1  lower and 0.7 cal mol‐1 K‐1 higher than the calculated values respectively.   It  is apparent from 
both the experimental results and the computed values that in the series of proton‐bound clusters 






























Since  the  clusters  studied  here  are  proton‐bound  clusters,  the  binding  energies  must 












dissociation before proton  transfer  could  take place.   One would  therefore  expect  that with  less 
competition  for  the proton,  that  is,  the smaller  the proton affinity difference between  two bases, 
the  higher  the  binding  energy  in  the  proton‐bound  cluster  should  be.    Since  all  clusters  include 
methanol, only the proton affinities of the amino acids should affect the relative binding energies of 














































of separated protonated amino acid and methanol  is always negative, primarily because  the  total 
degrees of  translational  freedom  are  reduced by half.    There  is however  a  slight  increase  in  the 
internal degrees of freedom, namely rotational and vibrational.  If a cluster is tightly bound, then it 




isomerization  may  ensue  to  minimize  the  free  energy  of  complexation.    Therefore,  it  is  now 
convenient to define another property of gaseous atoms or molecules, referred to as the gas phase 
basicity.  Gas phase basicity is simply the free energy change of the process described by Eq. 3.7, and 











































a  reasonable  isomerization pathway between  kinetically accessible  conformers,  the  calculation of 
transition  states between various  local minimum  structures was necessary.   The one dimensional 
conformational  isomerization  potential  energy  surface  for  the  complexation  of  methanol  to 
protonated  glycine was  calculated  after  several  attempts  to  determinine  a  reasonable  pathway.  
Coordination of methanol onto protonated glycine  is  initiated at the ammonium group, where the 
positive  charge  is mainly  localized.    Therefore, methanol  acts  as  the  hydrogen  bond  acceptor, 
donating electron density from the hydroxyl oxygen to the glycine ammonium group.    Note that in 
GM02  (see  Fig.  3.9),  the  intramolecular  hydrogen  bond  between  the  ammonium  group  and  the 
carbonyl  oxygen  atom  is  weakened  in  glycine  from  its  non‐solvated  form,  indicating  that  the 
formation of the new hydrogen bond has a polarization effect on the N‐H bonds.  This is important 





case  going  from  GM03  to  GM01.    Upon  calculation  of  various minima  in  which methanol  was 
coordinated  to  the  hydroxyl  group  of  glycine,  it  was  found  that  the  energy  at  the  B3LYP/6‐
311+g(d,p)  and MP2(Full)/6‐311++g(2d,2p)  levels of  theory  for  these  conformers was only  2  kcal 







carbonyl  oxygen.    For  example,  from  Fig.  3.6,  GM02  and  GM04  are  examples  of  similar  GlyH+ 
conformations.  The only difference is the position of the methanol molecule.  The intramolecular N‐
H‐O hydrogen bond  in GM02, where methanol  is coordinated  to  the ammonium group  is 2.02 Å, 












15‐16  kcal  mol‐1  above  the  energy  of  GM04,  increasing  the  energy  of  the  cluster  above  its 
dissociation energy.   This step  is followed by rotation of protonated methanol about the hydrogen 
bond formed with the carboxyl group.  Protonated methanol acts as a hydrogen bond donor to both 
the carbonyl oxygen atom, and hydroxyl oxygen atom  in GM05.   A  low energy transition state that 
suggests there is a relatively fast tautomerization within the cluster as a proton is transferred from 
protonated methanol  to  the  carbonyl  group  of  glycine  in  GM06,  followed  by  a  shift  in  positive 
charge  towards  the  amino  group,  as  the  proton  on  the  glycine  hydroxyl  group  is  itself  easily 






broken, and no other attractive  interaction compensates for  it.   The cluster gains so much  internal 
energy that it dissociates. 
Seeing that the rotational isomers are each separated by low energy barriers, a mechanism 
based on  rotation  about  the  intermolecular hydrogen bonds was  attempted.    The  1‐dimensional 
potential energy  surface  for  this mechanism  is plotted  in Fig. 3.7, and  the  structure of each  local 




there  is hydrogen bond  formation between  the hydroxyl group proton and  the methanol oxygen.  
The  formation  of  this  hydrogen  bond  stabilizes  the  cluster  sufficiently  to  allow  for  the  strong 
hydrogen bond at the ammonium group to weaken, as the bond length increases by approximately 
0.2 Å with the secondary hydrogen bond  in turn shortening by 0.2 Å as the cluster passes through 
the  transition  state  TS04,  in  which  hydrogen  bond  formation  of  the  former  compliments  the 
hydrogen bond breaking of the latter.  Although TS04 is 15.5 kcal mol‐1 higher in energy than GM06, 
its energy  is below  the cluster dissociation  threshold, meaning, given enough  internal energy,  the 
cluster  can  isomerize  from  GM06  to  GM07  without  dissociating.    Once  this  major  barrier  is 




























































































B3LYP (kcalmol-1) MP2 (kcalmol-1) ΔS (calmol-1K-1)
GM02 -21.1 -21.5 -26.1
TS01 -20.4 -20.7 -33.7
GM03 -21.1 -21.3 -28.6
TS02 -20.9 -21.7 -35.7
GM01 -21.0 -22.0 -30.8
TS03 -15.6 -16.7 -35.7
GM06 -17.0 -17.3 -27.2
TS04 -1.5 -3.0 -35.1
GM07 -4.8 -6.6 -30.7
TS05 -4.7 -7.5 -33.9
GM08 -12.4 -13.7 -31.5
TS06 -6.8 -6.5 -35.3
GM05 -19.4 -19.2 -29.0
TS07 -18.7 -18.6 -35.2







the  Gly‐H+‐‐MeOH  cluster  are  kinetically  accessible.    The  structures  and  energies  of  the  lowest 
energy conformers will now be summarized.  Various conformers and several transition states of the 










hydrogen bond donor as  it  forms a weaker hydrogen bond with  the oxygen atom on  the glycine 
carboxyl group.  Although this has an enthalpically stabilizing effect, it hinders the internal rotation 
of the cluster, and results in a relatively large decrease in entropy upon association, ‐30.8 cal mol‐1 K‐




lower  in both cases, but the decrease  in entropy  is also  lower, both of which are attributed to the 
gain in rotational freedom in the cluster. 
When methanol  is  coordinated  to  the  carboxyl  group,  the  binding  energy  of  the  cluster 
decreases by 2.2‐2.3 kcal mol‐1 as  illustrated by GM04 and GM05.   Although  the glycine carboxyl 
group is the most acidic site in its neutral form, here it is less acidic than the ammonium group, and 




and 3.8  respectively with no  thermal energy or vibrational  corrections.    It becomes evident  from 
these  diagrams  that  isomerization  from  the  methanol  molecule  being  coordinated  to  the 











were  calculated  using  the MP2(Full) method.   Values  include  a  vibrational  correction,  and  thermal  energy 
correction. 
B3LYP (kcalmol-1) MP2 (kcalmol-1) ΔS (calmol-1K-1) % abundance
GM01 -19.6 -20.6 -30.8 18.3
GM02 -19.8 -20.1 -26.1 27.5
GM03 -19.7 -19.9 -28.6 27.2
GM04 -18.3 -18.4 -29.7 11.8
GM05 -18.4 -18.3 -29.0 13.7







carbon)  atom,  and  thus  loses  the  level  of  symmetry  that  glycine  possesses.    The  low‐lying 
conformers  of  the  Ala(MeOH)H+  clusters  in  Fig.  3.10  are  somewhat  analogous  to  those  of  the 
Gly(MeOH)H+ clusters, but the asymmetry  in alanine due to  its side chain methyl group seemingly 
doubles  the number of possible conformers.   The ΔHo and ΔSo  for  the  formation  reactions of  the 
eight most  stable conformers of Ala‐H+‐‐MeOH are displayed  in Table 3.6.   The  side chain methyl 
group  increases  the  pKa  of  alanine with  respect  to  glycine,  and  therefore  its  conjugate  acid  is  a 
weaker acid than GlyH+.  The conformers of AlaH+ bound to methanol have relatively weaker binding 
energies than their Gly‐H+‐‐MeOH analogues.  Following the previous discussion, the clusters of Ala‐ 
H+‐‐MeOH  need  no  detailed  discussion.    Again  however,  it  is  apparent  that  there  are  some 
discrepencies between the binding energies calculated at the B3LYP level and those at the MP2 level 
of theory which yield some surprising results.   The most stable structure at the MP2  level  (AM01) 
involves  the  formation  of  two  hydrogen  bonds  between  methanol  and  protonated  alanine, 
analogous  to  GM01.    This  structure  has  an  enthalpy  of  association  of  ‐20.1  kcal mol‐1.    Here, 
51 
 
methanol binds  to  the  same  side of  the ammonium group as  the methyl group on alanine.   The 
structure AM03 is similar, but has methanol binding on the opposite side of the ammonium group, 
and  has  a  net  binding  energy  of  19.9  kcal mol‐1.    The methyl  group  does  not  appear  to  play  a 
hindering role towards methanol coordination on its side of the molecule.  This could be the result 
of a weak polarization  in  the methanol methyl group, which  leads  to a  favourable van der Waals 
interaction with  the side chain methyl group of AlaH+.   However, Table 3.6 shows  that  the  loss of 






include  only  one  intermolecular  hydrogen  bond  between  the  AlaH+  ammonium  group  and  the 
methanol  methyl  group,  while  the  methanol  hydroxyl  group  is  oriented  away  from  the  GlyH+ 
carboxyl group.  The preference here is for the methanol molecule to bind on the same side of AlaH+ 
as  the methyl group, since AM02 has a binding energy which  is 0.4 kcal mol‐1 higher  than  that of 
AM04 at the MP2/6‐311++g(2d,2p) level of theory.   This selectivity may be explained based on the 
same  arguments  used  above.    However,  a  somewhat  contradictory  trend  seen  here  is  in  the 
computed entropy change at the B3LYP/6‐311+g(d,p)  level of theory.   AM04  loses 2.8 cal mol‐1 K‐1 
more entropy  than AM02 upon association.   This  is difficult  to explain, but may be attributed  to 







of  formation.    This  is  because AM05  and AM06  have  slightly  looser  geometries  than AM04  and 
AM02, and hence have greater internal rotational and vibrational freedom, while at the same time 









Table  3.6: A  comparison  of  the ΔHo  for  reaction  3.2  between B3LYP  and MP2(Full) methods  for  the  eight 
lowest energy conformers.   % abundance  is calculated assuming a Boltzmann distribution of energies, all of 
which were calculated using the MP2(Full) method. 
B3LYP (kcalmol-1) MP2 (kcalmol-1) ΔS (calmol-1K-1) %abundance
AM01 -18.4 -20.1 -32.2 10.5
AM02 -18.2 -20.0 -31.8 11.1
AM03 -18.6 -19.9 -29.4 32.7
AM04 -19.1 -19.6 -34.6 1.8
AM05 -18.4 -18.9 -29.2 11.4
AM06 -17.8 -18.9 -27.7 23.7
AM07 -17.7 -17.9 -30.3 2.0





The  most  strongly  bound  computed  adducts  of  protonated  valine  with  methanol  are 
illustrated in Fig. 3.11 and their enthalpies and entropies of association are listed in Table 3.7 at the 
B3LYP/6‐311+g(d,p) and MP2/6‐311++g(2d,2p)  levels of  theory.   Due  to  the bulky valine  isopropyl 
side  chain,  the  free energies and  thus  the  relative abundance of  the various  conformers become 
more dependant on  the  entropy of  association.    The most  abundant  conformers,   VM05  (33.3% 
abundance), and VM04 (24.9% abundance) are not the most enthalpically stable conformers, but do 
respectively  have  the  smallest  ΔSo  of  formation,  being  ‐27.4  cal mol‐1  K‐1  and  ‐28.2  cal mol‐1  K‐1 
respectively.  The structures of these conformers show that the methanol forms a single strong ionic 
hydrogen bond with  the ValH+ ammonium group and consequently, the entire molecule  is able to 
rotate  and  vibrate  freely  about  this  hydrogen  bond, with minimal  hindrance  from  the  isopropyl 
valine side chain. 
VM01 and VM02 are structurally very similar to VM04 and VM05, differing by slight dihedral 





K.   VM01 and VM02 bind methanol  slightly more  strongly  than VM04 and VM05.   The hydrogen 
bond lengths are roughly 1.62 Å versus 1.65 Å.  Therefore, methanol stabilizes the ammonium group 




The decrease  in ΔGo  for  formation of  clusters  such  as VM03  and VM06  results  from  the 
position of methanol relative to the valine side chain.      In both conformations, methanol  is doubly 
coordinated  to ValH+, which minimizes  the allowed  internal energy of  the cluster, and results  in a 
relatively large entropy change upon cluster formation.  Consequently, despite being strongly bound 
clusters, their free energy changes are limited by an unfavourable loss of entropy. 
VM07 and VM08 are  two  rotamers which have  the methanol oxygen bound  to  the ValH+ 
hydroxyl  hydrogen  atom.    The  carboxyl  group  acts  as  a weak  hydrogen  bond  donor,  yielding  a 







Table  3.7: A  comparison  of  the ΔHo  for  reaction  3.3  between B3LYP  and MP2(Full) methods  for  the  eight 
lowest energy conformers.   % abundance  is calculated assuming a Boltzmann distribution of energies, all of 
which were calculated using the MP2(Full) method. 
B3LYP (kcalmol-1) MP2 (kcalmol-1) ΔS (calmol-1K-1) %abundance
VM01 -17.7 -19.3 -30.2 18.7
VM02 -17.7 -19.3 -31.1 11.2
VM03 -16.4 -19.1 -32.3 5.1
VM04 -17.6 -18.7 -28.2 24.9
VM05 -17.6 -18.6 -27.4 33.3
VM06 -16.6 -18.5 -31.9 3.2
VM07 -17.1 -17.4 -30.5 1.8






The  structures of  the  Leu(MeOH)H+  and  Ile(MeOH)H+  conformers  are  shown  in  Figs. 3.12 
and  3.13  respectively.    Their  energies  are  reported  in  Tables  3.8  and  3.9  respectively.   Both  the 
Leu(MeOH)H+  and  Ile‐H+‐‐MeOH  series  of  conformers  have  markedly  similar  structures,  while 
calculations of their enthalpy and entropy of association again show that the most preferable free 
energy conformers at 420 K are the entropically favourable structures, LM01 and IM02 respectively.  
Their  structures  are  similar  in  that  they  include  only  one  intermolecular  ionic  hydrogen  bond 
between the methanol oxygen and the ammonium group.   We observe a  looser structure  in these 
cases, as methanol binds on  the opposite  side of  the molecule  from  the bulky  tert‐ and  iso‐butyl 
groups of  side  chains of  the amino acids  in order  to maintain a high degree of  internal  rotation.  
Although LM01 and  IM01 are the most strongly bound clusters  in each series, and are structurally 
the  same,  IM01  is entropically  less  favourable  than  LM01,  suggesting  that  the  side  chain plays  a 
more rotationally hindering role with respect to the ammonium group in IleH+ than in LeuH+. 
When  compared  to  the  lowest  energy  conformers  in  the  previously  discussed  clusters 
(GM01, AM01, VM01 and VM02), LM01 and IM01 have methanol binding in a looser geometry.  At 
this point, side chain size begins to play an  important factor  in binding energy, as both side chains 








Table  3.8: A  comparison  of  the ΔHo  for  reaction  3.4  between B3LYP  and MP2(Full) methods  for  the  eight 
lowest energy conformers.   % abundance  is calculated assuming a Boltzmann distribution of energies, all of 
which were calculated using the MP2(Full) method. 
B3LYP (kcalmol-1) MP2 (kcalmol-1) ΔS (calmol-1K-1) % abundance
LM01 -17.8 -19.2 -27.5 49.7
LM02 -17.6 -19.2 -29.6 17.5
LM03 -17.2 -19.1 -32.9 3.0
LM04 -17.0 -19.1 -31.4 6.5
LM05 -17.2 -19.0 -33.0 2.7
LM06 -17.7 -18.7 -28.6 16.9
LM07 -16.9 -17.1 -30.3 1.0







Table 3.9: A  comparison of  the ΔHo  for  reaction 3.5 between B3LYP  and MP2(Full) methods  for  the  seven 
lowest energy conformers.   % abundance  is calculated assuming a Boltzmann distribution of energies, all of 
which were calculated using the MP2(Full) method. 
B3LYP (kcalmol-1) MP2 (kcalmol-1) ΔS (calmol-1K-1) % abundance
IM01 -17.8 -19.0 -29.1 26.1
IM02 -17.7 -18.7 -27.9 33.2
IM03 -16.6 -18.4 -32.5 2.4
IM04 -17.0 -18.0 -27.4 19.1
IM05 -16.5 -18.0 -29.4 6.8
IM06 -16.9 -17.3 -30.4 1.8









authors.37,38    Lee  et  al.  calculated  four  low  energy  conformers  at  the B3LYP/6‐311++G**  level of 
theory,  and  each  conformer  can  be  distinguished  from  the  others  based  on  two  criteria:  ring 
conformation, and  carboxyl group orientation.   These  conformers are presented  in Fig. 3.14, and 
their relative energies calculated at the MP2/6‐311++g(2d,2p)//B3LYP/6‐311+g(d,p)  level of theory 
are  listed  in  Table  3.10.    The  structural  optimization  yielded  virtually  the  same  geometries  and 
hydrogen bond lengths for each conformer, but the relative enthalpies differ in the third and fourth 
lowest  lying conformers.   The diffuse functions employed by Lee et al. on their hydrogen atoms  in 
their geometry optimization appear  to  treat  interactions greater  than 2.25 Å more appropriately.  
This  is a  surprising  result,  since  the  second diffuse  function  traditionally has only an  influence  for 
anions and hydrides.39 
  The protonated version of proline is predicted to follow a slightly different structural trend.  
The extra proton binds directly  to  the amine nitrogen atom of  the pyrrolidine  ring, occupying  the 
lone pair of electrons which were previously donated  in  the  formation of an  intramolecular  ionic 
hydrogen bond with the hydroxyl group (P01).  This forces a conformation change, as the secondary 
ammonium  group must  stabilize  itself  through  the  donation  of  an  ionic  hydrogen  bond  to  the 
carbonyl group  (PH01).    It  can be predicted  that  this added  internal  stability will  translate  into a 









the  analogous  conformer  to  GM01,  suffers  a  great  loss  in  entropy,  leading  to  an  insignificant 
abundance at 420 K of 0.2% of the eight most strongly bound conformers.   Out of these, the most 
enthalpically  favourable  conformer,  PM01,  involves  methanol  coordinated  at  the  secondary 
ammonium group, and is further stabilized by an additional intramolecular hydrogen bond between 
the  second  ammonium  hydrogen  atom  and  the  carbonyl  oxygen.    Rotation  of  the  methanol 
molecule to produce PM02 costs 0.2 kcal mol‐1.   Rotation of the proline carboxyl group by 180o to 
allow the ammonium group to bind to the hydroxyl oxygen is less favourable than PM01 by 3.2 kcal 
mol‐1, and  is not  shown  in Fig. 3.15.   When methanol  is bound  to  the carboxyl group  (PM06 and 
PM07) the binding energy of the complex drops by 1.2 kcal mol‐1, a  loss which  is comparable with 
the analogous configurations of the previous amino acid adducts. 
  Comparison of PM01  and PM04  indicates  that methanol  coordination  to  the  ammonium 
group  appears to neither stabilize nor destabilize the S‐conformation of the pyrrolidine ring relative 
to the U‐conformation.  The energy difference between the two ring conformations before and after 
complexation with methanol  remains  as  0.4  kcal mol‐1  as  shown  in  Tables  3.11  and  3.12.    This 
indicates  that at  this binding  site, methanol does not  interfere with  the  stabilizing  intramolecular 
hydrogen bond between the carbonyl group and the secondary ammonium group.  Conversely, the 







































B3LYP (kcalmol-1) MP2 (kcalmol-1) ΔSo (calmol-1K-1) % abundance (400K)
PM01 -16.3 -17.5 -26.1 45.4
PM02 -16.2 -17.3 -28.4 11.7
PM03 -16.7 -17.2 -30.6 3.3
PM04 -16.2 -17.1 -27.6 13.0
PM05 -16.7 -17.0 -28.8 6.6
PM06 -16.0 -17.0 -27.0 15.5
PM07 -14.6 -16.4 -34.6 0.2
PM08 -16.3 -16.3 -29.4 2.0









is  introduced  to  the  cluster,  then  it  should  perturb  the  interaction  between  the  first methanol 
molecule and protonated glycine as described statistically by Zernike and Ornstein.  This means that 
the second methanol molecule should weaken the bond between glycine and the proton bound to 
it,  facilitating proton  transfer  to  the  first methanol molecule.   Gas phase  studies on  the  structure 
and energies of neutral and protonated glycine and alanine with multiple water molecules has also 
been  undertaken.11,12,14,16,18,19    An  early  Monte  Carlo  simulation  of  large  hydrated  clusters, 
Gly(H2O)18,  revealed  that  the  glycine  zwitterion  is  trapped  in  the  central  cavity  of  the  clathrate 




With  knowledge  regarding  the  structure  and  energetics  of  the  complexation  of  the  first 
methanol molecule to protonated glycine, the reaction of interest at this junction is depicted in Eq. 
3.8 below, 
Gly‐H+‐‐MeOH + MeOH   Gly‐H+‐‐(MeOH)2          (3.8) 
Studying  this  reaction  in  the  gas  phase  poses  several  problems.   HPMS  can  be  a  useful  tool  for 
studying  the stepwise addition of  relatively small solvent molecules such as ammonia or water  to 
small  ions  such  as  Na+  or Mg2+.    These  cluster  ions  are  often  very  stable, with minimal  loss  in 
entropy.  However, if the ion of interest is a molecular ion such as GlyH+, the initial entropy loss for 
the addition of a small number of solvent molecules  is normally  large because the  ion and solvent 
molecules  lose  several  additional  degrees  of  freedom.    In  an  experiment,  this  results  in  a  low 
abundance of higher order clusters, where even an order of two or three may be too high to give an 
appreciable abundance.   To minimize  the entropic  contribution  to  the  free energy of  the  second 
order cluster,  the  temperature range  for  the experiments should be and was maintained at  lower 
temperatures,  while  simultaneously  balancing  a  sufficient  glycine  vapour  pressure.      Another 
limitation arises because the partial pressure of glycine is controlled only by the temperature of the 




  GlyH+ + Gly   Gly‐H+‐Gly              (3.9) 
  The other parameter besides temperature that can be controlled  in such an experiment to 
affect  the  cluster  ion  abundance  is  the  quantity  or  partial  pressure  of  the  neutral  (methanol) 
introduced  into  the  ion  source.    This  can  be  controlled  by  increasing  the  gas mixture  flow  rate, 
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however at  the same  time an  increase  in  total pressure  inside  the source could  tend  to  lead  to a 
greater  amount of  collisional dissociation of  the desired  cluster  ions  just outside  the  ion  source.  
Alternatively,  the  fraction  of methanol  in  the  reactant  gas  can  be  increased,  so  that  the  partial 
pressure of methanol  in the  ion source for a particular experiment would be  in the range of 0.5 to 
1.5  Torr.    This would  be  an  acceptable  compromise  because  the methane  bath  gas  still  remains 
largely  in  excess.    For  pressures  of methanol  in  this  range,  a  relatively  substantial  number  of 
methanol molecules will be protonated, even in the presence of glycine, even though it has a higher 
proton affinity.  It is known that the dominant speciation of methanol in the gas phase in a chemical 
ionization process will be dependent upon the pressure and temperature  in the  ion source.41   Past 
work which focused on the gas phase reactions of protonated methanol with neutral methanol in a 
CI  experiment has  confirmed  the  existence of  two major products, C2H7O
+  and C2H9O2
+.42‐45    The 
former  has  been  confirmed  through  18O  labelling  of  protonated  methanol  as  the  product  of 
nucleophilic  backside  attack of neutral methanol on protonated methanol.44,45    The  electron  rich 
oxygen atom on a neutral methanol molecule  is  free  to attack  the  carbon atom of a protonated 





























is  collisionally  stabilized,  and  highly  exothermic,  releasing  over  35  kcal  mol‐1  of  energy.  
Measurements of  rate constants  for both processes also support  that  the proton‐bound cluster  is 
almost exclusively produced  if methanol  is  in  its ground  internal state,47‐51 although  there are still 
conflicting  results.52    The  conditions  at which  the  experiment  is  performed  therefore  favour  the 

















mol‐1  K‐1.    The  second methanol  therefore  is  bound  approximately  7  kcal mol‐1  less  strongly  to 
protonated  glycine  than  the  first.    To  produce  thermochemical  data  describing  the  sequential 
addition of two methanol molecules to protonated glycine the results obtained here can be added 
























Table  3.13:  Summary  of  enthalpies  and  entropies  of  association  of  all  stationary  points  fitting  in  Fig.  3.19 
calculated  at  the MP2(Full)/6‐311++g(2d,2p)//B3LYP/6‐311+g(d,p)    level  including  zero‐point  and  thermal 
energy corrections. 
ΔH (kcalmol‐1) ΔS (calmol‐1K‐1) ΔH (kcalmol‐1) ΔS (calmol‐1K‐1)
GMM01 ‐36.5 ‐58.3 GMM10 ‐25.8 ‐59.7
TS01 ‐36.0 ‐59.8 TS10 ‐14.6 ‐61.4
GMM02 ‐36.3 ‐57.9 GMM11 ‐21.3 ‐57.8
TS02 ‐36.4 ‐62.6 TS11 ‐20.6 ‐62.1
GMM03 ‐36.2 ‐57.3 GMM12 ‐31.7 ‐62.2
TS03 ‐30.9 ‐67.2 TS12 ‐31.6 ‐67.8
GMM04 ‐32.9 ‐57.9 GMM13 ‐31.7 ‐66.4
TS04 ‐32.3 ‐63.7 TS13 ‐31.6 ‐71.8
GMM05 ‐32.8 ‐58.8 GMM14 ‐32.8 ‐70.6
TS05 ‐22.1 ‐66.2 TS14 ‐26.8 ‐64.8
GMM06 ‐25.9 ‐65.8 GMM15 ‐28.7 ‐63.6
TS06 ‐25.8 ‐62.1 TS15 ‐27.2 ‐65.9
GMM07 ‐38.0 ‐61.3 GMM16 ‐26.5 ‐58.9
TS07 ‐37.5 ‐63.3 TS16 ‐17.0 ‐63.8






  The  results  here  confirm  that  one  or  two  methanol  molecules  can  not  stabilize  the 
zwitterion of  the 5 protonated aliphatic amino acids.   ab  initio calculations  illustrate  that  the  first 
methanol molecule prefers binding to the ammonium group over the carboxyl group by roughly 2 
kcal  mol‐1,  and  hence  will  not  remove  a  proton  from  the  amino  acid  carboxyl  group.    HPMS 
experiments confirmed these calculations, showing that the first methanol molecule is either singly 
coordinated  to  the  ammonium  group, or doubly  coordinated,  acting  as  an electron donor  to  the 
ammonium  group,  and  as  a  proton  donor  to  the  amino  acid  carbonyl  group.    The  agreement 
between the experimental results and the calculated results suggest that the internal energy of the 







the  lowest‐lying conformer changes structure between Val and Leu,  likely due  to steric hindrance 
which  forces  the  cluster  to  adopt  a  loser  structure, which maximizes  the ΔGo  of  the  association 
reaction.   This change  in structure becomes especially evident  in the case of proline, where due to 
its strained pyrrolidine ring, only single coordination between the ammonium group proton and the 


























of  cytosine.1,3,8    Cytosine  is  interesting  because  it  is  identical  to  uracil, with  one  of  the  carbonyl 
groups  replaced by an amino group,  forcing  the  ring nitrogen beside  the amino group  to  lose  its 
proton  to  the  amino  group,  becoming  a weak  hydrogen  bond  acceptor.    Calculation  shows  that 
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protonation  most  favourably  takes  place  at  the  carbonyl  oxygen,  resulting  in  the  enol‐amino 
tautomer  of  cytosine.    However,  the  keto‐amino  form,  in  which  the  N3  site  (see  Fig.  4.1  for 




is the enol‐amino  form,  in which protonation takes place on O4, trans to N3.   The other  low‐lying 
tautomer  is the di‐enol form, where N3  is  left without a proton, but experimentally, only the enol‐




There  has  also  been  previous work  done  in  our  group  towards  an  understanding  of  the 
solvation  of  nucleic  acids  by  Lewis  bases,  as  well  as  proton  transport  mechanisms  within  the 
nucleosides.   Wu and McMahon have  recently studied  the dissociation energies and structures of 
clusters of the strong Lewis base ammonia with the protonated adducts of uracil, thymine, cytosine 
and adenine using HPMS.7  They noted that the magnitude of the bond between ammonia and the 







well,  for  thymine.   There exists an ambiguity  for  thymine because  the di‐keto amino  form of  the 
neutral  species  is by  far  the  lowest energy  tautomer, but  for  the protonated adducts,  the di‐enol 
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form  is  slightly  lower  in  energy  than  the  enol‐keto  amino  form.    The  possibility  that  direct 
protonation of  the neutral enol‐keto  form of  thymine was eliminated, based on  the  idea  that  the 
natural abundance of this tautomer would be so  low with respect to the abundance of the neutral 
di‐keto amino form.  However, for the pyrimidine nucleic acids, partial to complete proton transfer 
from  the most acidic moiety  to ammonia was shown  to be a  favourable process, and  therefore a 
unimolecular  proton  transfer  mechanism  with  an  ammonia  catalyst  was  proposed,  having  two 
sequential proton transfer steps, with transition state energies no more than 10 kcal mol‐1 higher in 





Like  the  amino  acids, nucleic  acid bases possess  a number of  functional  groups  that  can 
serve as both hydrogen bond donors and acceptors.   They are, as previously mentioned, cyclic and 
aromatic,  so  instead  of  envisioning  permutations  of  various  conformations,  one  must  consider 
various  tautomerism  and  proton  migration  processes  that  could  potentially  occur  within  the 
molecules.  In the absence of a “solvent” molecule, an isolated gas phase nucleic acid is not likely to 
tautomerize,  however,  our  own  preliminary  investigation  using  the  B3LYP  functional  and  the  6‐
31+g(d,p) basis set reveals that each nucleic acid does possess a number of  low energy tautomers, 
the most stable of which are shown  in Fig. 4.1, and  their enthalpies and entropies  relative  to  the 




  From  literature,  the  neutral  form  of  uracil  and  thymine  are  similar,  both  adopting  their 
canonical  forms  in solution and  in  the gas phase, which  is  the di‐keto  form, with N1 and N3 each 
bonded to a hydrogen atom.4,9‐11  The lowest energy tautomer of protonated uracil, UH01, maintains 
the same  tautomerism as  its neutral counterpart, but O4  is protonated, with  the proton oriented 
trans from N3 to minimize charge repulsion from the O4 and N3 protons.  UH02 is the di‐enol form 




UH02  is  only  0.7  kcal mol‐1  higher  in  energy  than UH01,  but  the  relative  energies  for  these  two 
tautomers  calculated  at  B3LYP/6‐11+g(d,p)  are  reversed, with  UH02  just  0.2  kcal mol‐1  lower  in 
energy  than UH01.    Likewise,  they  are  reversed when  the  size of  the basis  set  is  increased.12   A 
transition  state  calculation  at  this  level  for  the  transfer of  the  proton  from N3  to O2  reveals  an 
energy barrier of over 40 kcal mol‐1.   This high energy barrier suggests  that once protonated,  the 
configuration  is  locked  into  place  possibly  until  solvent  is  introduced.   UH03  is  a  slightly  higher 
energy configuration of the di‐enol tautomer.  It should be noted that protonation of N3, giving it a 




difference between  the  two molecules  is  the methyl  substituent  located on C5.    It  is a  source of 




3.9 kcal mol‐1 higher  in energy  than TH01, an analogous structure  to UH01.   Again,  the O‐H bond 
lengths are 0.97 Å, and this bond length is independent of which tautomer is being considered. 
  Only  two  low  energy  tautomers  of  protonated  cytosine  (CH+) were  optimized.    Previous 
work has revealed  that the most stable neutral  form of cytosine  in the gas phase  is the keto‐enol 
form,  where  a  hydrogen  atom  is  located  at  the  N1  position,  resulting  in  a  secondary  amine 
moiety.4,7,13‐17  It should be noted at this time that this configuration appears to be the most stable 
for all pyrimidine bases.  Removal of the proton from N1 to another site in the molecule resulted in 
a  large  increase  in energy, and was eliminated.   As well, protonation at  the amine site at C4 was 
roughly 30 kcal mol‐1 higher in energy than CH01.  This could be because the addition of the proton 
at this site restricts the N‐C4 bond to σ‐type, and the positive charge is localized at the ammonium 
moiety.    CH01  is  the  enol‐amino  tautomer  of  CH+.    Therefore,  the  N1,  O2  and  N4  sites  are  all 
hydrogen bond donors, with N3 to be expected as being weakly hydrogen bond accepting.    It was 
found  to be  the most stable CH+  tautomer here by 1.5 kcal mol‐1, but previous experiments using 
diffraction data18 and calculations using the HF/STO‐3G level of theory19 reveal that CH02, the keto‐





the N3, N6, or N8 sites.   The most  favourable of  these  is  the N6 site, which agrees with previous 
literature.2,6,7   This generates AH01,  in which  the  localized positive charge  is the  furthest removed 






It  is  likely  that  at  any  temperature  in  the  limit  of  thermal  dissociation  of  the  purine  base,  both 
tautomers should exist.   AH03,  in which the N3 site  is protonated  is 8.8 kcal mol‐1 higher  in energy 





























the  temperatures  of  393  K  and  443  K,  and  are  presented  in  Figs.  4.2  through  4.5.    The 
thermochemical results are listed in Table 4.2. 
 
UracilH+ + MeOH   Uracil‐H+‐‐MeOH            (4.1) 
ThymineH+ + MeOH   Thymine‐H+‐‐MeOH          (4.2) 
AdenineH+ + MeOH   Adenine‐H+‐‐MeOH          (4.3) 
















1, and  its entropy was ‐29.5 kcal mol‐1.   The measured enthalpy falls 2‐3 kcal mol‐1  lower  in energy 







change measured experimentally  is  just over 1 kcal mol‐1  lower  than  that calculated  for  the most 
stable conformer of T(MeOH)H+ calculated at MP2(Full)/6‐311++g(2d,2p)//B3LYP/6‐31+g(d,p)  from 
Fig. 4.5.  It matches closely with the enthalpy calculated for various conformers in which methanol is 
directly proton‐bound  to  TH01, which  is  the  lowest  energy  conformer of protonated  thymine,  in 
which thymine adopts its di‐enol form. 
The experimentally determined enthalpy  for  the  formation of C‐H+‐‐MeOH was  ‐19.5 kcal 





The measured enthalpy and entropy of A‐H+‐‐MeOH are  lower  still, being  ‐14.5 kcal mol‐1 
and  ‐21.4 cal mol‐1 K‐1 respectively.   The enthalpy change of the most stable calculated conformer, 
AM01‐01 from Fig. 4.7 is 4.4 kcal mol‐1 higher than that measured experimentally, falling outside of 
experimental error.   There  is  likely extensive tautomerism taking place within the timescale of  ion 
formation and detection which lead to the formation of a higher energy AH+ tautomer.  
4.2.4 Computed Energies and Structures of the U‐H+‐‐MeOH Cluster 
The  geometries  of  all  tautomers  and  methanol  stabilized  tautomers  of  the  protonated 
nucleic  acids were optimized using  the B3LYP DFT  functional  and  the 6‐31+g(d,p) basis  set.    The 
B3LYP  functional  has  produced  precise  energies  in  the  past,  however,  single‐point  energy 
calculations  were  still  performed  using  the  MP2(Full)  electron‐correlation  theory  with  the  6‐
311++g(2d,2p) basis set.20‐26  The proton‐bound clusters of uracil and methanol have been calculated 
by considering the addition of a methanol molecule to the two low‐lying conformers of protonated 
uracil  seen  in  Fig.  4.1, UH01  and UH02.   All  enthalpy  and  entropy  changes of  the  association of 
protonated uracil with methanol are with reference to UH01, and are summarized in Table 4.3. 
  The  lowest energy conformer  for  the cluster of U‐H+‐‐MeOH was UM01‐01, derived  from 
UH01,  having  an  enthalpy  and  entropy  of  ‐23.7  kcal mol‐1  and  ‐31.5  cal mol‐1  K‐1  respectively.  










for  UM01‐01  by  3.6  kcal mol‐1.    This  phenomenon  cannot  be  explained  from  a  thermodynamic 
standpoint,  because  the  free  energy  change  using  the  experimentally  obtained  values,  at  the 
average experimental temperature of 400 K  is  ‐8.3 kcal mol‐1 whereas under the same conditions, 
the  free  energy  change  of  formation  of  UM01‐01  is  ‐11.1  kcal  mol‐1,  i.e.  significantly  more 
favourable.       Since experiment matches closely with the calculated values obtained  for UM01‐02, 
the  kinetics of  the  transfer of a methanol molecule  from  the N3 hydrogen  atom  to  the  adjacent 
hydrogen on O4 were  investigated computationally.   The transition between UM01‐01 and UM02‐
02 would  likely  involve  180o  rotation  of  the  C4  hydroxyl  group,  followed  by  the  formation  of  a 










03, and the cluster  is 1.6 kcal mol‐1 more stable  in this configuration.   Methanol binding at the N1 
hydrogen site  is also favourable for this tautomer, giving UM02‐01.   This conformer  is more stable 










UM01‐01 ‐23.0 ‐32.2 ‐10.1
UM01‐02 ‐18.6 ‐29.9 ‐6.6
UM01‐03 ‐18.4 ‐27.9 ‐7.2
UM02‐01 ‐22.0 ‐31.1 ‐9.6
UM02‐02 ‐21.1 ‐30.0 ‐9.1
UM02‐03 ‐20.4 ‐30.6 ‐8.2
 
Due to the stability of the UM02 conformers, an  investigation  into how methanol aids the 










state  upon methanol  catalysis  for  the  proton  transfer  from  N3  to  O2  within  UH+  involves  the 
formation of the methoxyl anion bound by two protons to an enol tautomer of neutral uracil.  This 
transition is shown in Fig. 4.4, and is only 6.0 kcal mol‐1 higher in energy than the UM01‐03 methanol 
stabilized  tautomer  calculated  at  the  B3LYP/6‐31+g(d,p)  level  of  theory  with  no  thermal  or 
vibrational correction.   When  the single‐point energy using  the MP2(full) method  is used, and  the 



















conformers  of  the  T(MeOH)H+  cluster  are  analogous with  those  of  U(MeOH)H+.    The  difference 
between the two nucleic acids is the presence of a methyl group located on C5.  The methyl group 
hinders protonation on O4 cis  to  the N3 atom, as well as methanol coordination  to  this  location.  
TM02‐01  is  the  thymine  analog  to  UM01‐01,  but  is  6.4  kcal  mol‐1  higher  in  energy  than  that 
conformer. 
  The  lowest energy  conformer of  the T‐H+‐‐MeOH  cluster  is TM01‐01, derived  from TH01, 
with  an  enthalpy  and  entropy  of  formation  of  ‐18.6  kcal mol‐1  and  ‐29.9  cal mol‐1  K‐1.    In  this 












Conformers  derived  from  TH02  are  generally  2‐4  kcal mol‐1  higher  in  energy  than  those 
derived  from  TH01.    This  is  a  comparable  energy  difference  to  that  of  the  isolated  protonated 
nucleic acids, TH01 and TH02.   This  suggests  that methanol does not  stabilize one  tautomer with 
respect  to  the other.   This  is not  too surprising considering  the effect of  the methyl group on  the 
conformation  of  TH+.    It  is  neither  a  hydrogen  bond  donor  or  an  acceptor  and may  introduce  a 
source of  steric hindrance  to  the  resulting  complex with methanol.   The weak electron donating 
characteristics of the methyl group can be neglected since  it  likely has roughly the same effect on 
both tautomers.   The conformer TM02‐01  is enthalpically  less stable than any conformer from the 
TM01 series of  tautomers.   Although  the hydrogen bond  formed  in  this complex  is comparable  in 
strength to that formed in TM01‐01, the proton on methanol is repelled by the methyl group, likely 
forcing the cluster to adopt a more entropically favourable geometry.   In addition, the entropy loss 
of 30.3 cal mol‐1 K‐1  is  the  largest of all conformers because  rotation about  the hydrogen bond  is 
hindered by the presence of the methyl substituent.  Since the O4 proton is the most acidic proton 
within  the TH02  tautomer, all other conformers  in which methanol  is not positioned near  the C5 
methyl group are less stable than TM02‐01.  TM02‐02 and TM02‐03 are analogous to UM01‐02 and 
UM01‐03 respectively, and again, the N3‐H covalent bonds are shortened by only 0.01 Å less than in 
the uracil counterparts, while  the primary hydrogen bond with methanol  is 0.01 Å  longer  than  in 










TM01‐01 ‐18.6 ‐29.9 ‐6.7
TM01‐02 ‐17.9 ‐29.2 ‐6.2
TM01‐03 ‐17.2 ‐29.2 ‐5.5
TM02‐01 ‐16.6 ‐30.3 ‐4.4
TM02‐02 ‐14.2 ‐29.0 ‐2.6
TM02‐03 ‐14.0 ‐25.2 ‐3.9
TM02‐04 ‐13.1 ‐28.2 ‐1.9
 
4.2.6 Computed Energies and Structures of the C‐H+‐‐MeOH Cluster 
  Methanol  stabilizes  the  various  tautomers  of  CH+  differently  than  for  uracil  and  thymine 
because the carbonyl group in the four position is replaced by an amino group, so that the pattern 





most  stable  conformer,  CM02‐01  is  derived  from  CH02.    The  energies  of  the  CH01  and  CH02 
tautomers are therefore reversed by  introduction of the methanol molecule, and hence methanol 
plays  a  significant  stabilizing  role  for  the  protonated  cytosine  keto‐amino  tautomer.   Methanol 
stabilizes the localized positive charge on N3 by accepting a hydrogen bond from the proton on N3.  
In addition,  it forms a hydrogen bond with the amino group hydrogen atom on N4.   It  is therefore 
tightly  bound  upon  the  formation  of  two  hydrogen  bonds,  but  loses more  rotational  degrees  of 




for  this  conformer  at  400oC  is  comparable  to  those  of  CM01‐01  and  CM01‐02,  two  conformers 
derived  from  CH01,  in  which  only  a  single  hydrogen  bond  is  formed  between  methanol  and 
protonated  cytosine.    For  this  tautomer, methanol  is  bound  only  0.3  kcal mol‐1  stronger  to  the 
proton on O2 than the hydrogen atom bound to N1 because the proton affinity of nitrogen is higher 
than that of oxygen.  In the case of CM01‐03 and CM01‐04, methanol is singly bound to the amino 
group on both  sides  respectively.   Both of  these  conformers are between 5 and 7 kcal mol‐1  less 






may destabilize the cluster significantly when  ionic hydrogen bonds are  involved.     Likewise,  in the 
cases of CM02‐03 and CM02‐04, when methanol  is only  loosely bound to the CH02 tautomer,  it  is 
not significantly stabilized, and the free energy changes are only ‐3.8 and ‐2.9 kcal mol‐1 respectively.  
Therefore the enthalpically favourable conformer should be the dominant species in the case of the 





would be CM02‐02.   The energy of  this  conformer  is 2.4  kcal mol‐1 higher  than  that of  the most 




















CM01‐01 ‐17.2 ‐29.4 ‐5.4
CM01‐02 ‐16.9 ‐28.8 ‐5.4
CM01‐03 ‐14.3 ‐29.2 ‐2.6
CM01‐04 ‐12.3 ‐26.8 ‐1.6
CM02‐01 ‐18.3 ‐31.9 ‐5.5
CM02‐02 ‐15.9 ‐25.3 ‐5.7
CM02‐03 ‐14.7 ‐27.4 ‐3.8
CM02‐04 ‐14.6 ‐29.2 ‐2.9
 
4.2.7 Computed Energies and Structures of the A‐H+‐‐MeOH Cluster 





AM01‐01,  is  observed when  both  the  protons  on N6  and  the N5  amino  group  donate  hydrogen 
bonds to the methanol oxygen atom.  The same conformer has been calculated as the lowest energy 
cluster of water attached  to protonated adenine.6    In  fact,  the energy orderings  for all clusters of 
methanol with the AH01 tautomer are analogous to the clusters with water.   This configuration  is 
over 4 kcal mol‐1 more stable than when methanol  is coordinated to the proton  localized on N1  in 



















The most  stable  conformer  derived  from AH03  is  AM03‐01.   Again,  it  is  a  tightly  bound 
conformer  accompanied  by  a  large  decrease  in  entropy  due  to  the  loss  of  rotational  degrees  of 
freedom.   When  the overall  free  energies of  the  conformers  are  considered,  then AM03‐01  and 
























AM01‐01 ‐18.9 ‐32.3 ‐6.0
AM01‐02 ‐15.4 ‐32.5 ‐2.4
AM01‐03 ‐14.8 ‐27.3 ‐3.9
AM02‐01 ‐16.2 ‐30.4 ‐4.0
AM02‐02 ‐15.9 ‐29.2 ‐4.3
AM02‐03 ‐11.6 ‐30.6 0.6
AM02‐04 ‐9.8 ‐24.8 0.1
AM03‐01 ‐18.3 ‐33.1 ‐5.0
AM03‐02 ‐15.7 ‐27.1 ‐4.9
AM03‐03 ‐15.5 ‐28.0 ‐4.3
 
4.3 Discussion and Conclusions 










than  UH02,  a  low  energy  pathway  involving  proton  transfer  from  N3  to  O2  must  exist  when 
protonated  uracil  forms  a  gas  phase  complex  with methanol.    As  has  been mentioned,  in  the 
100 
 
absence of a  solvent molecule,  the conversion between UH01 and UH02  is hindered by a 40 kcal 






To  generalize  the  effect of  the methyl  substituent  in protonated  cytosine on  the binding 
energy and entropy of the T‐H+‐‐MeOH cluster, the structure and energies of this cluster and the U‐
H+‐‐MeOH  cluster  can  be  compared.    The  experimental  enthalpy  and  entropy  changes  for  the 
formation of the T‐H+‐‐MeOH cluster from Table 4.2 match most closely with TM01‐03.  Again, from 
this data, we would expect that the di‐enol tautomer, TH01, would be mostly stabilized by complex 
formation with methanol.   Methanol will bind  to  the most acidic proton  in  the  tautomer, on  the 
opposite side of the methyl group to minimize steric repulsion between the proton on methanol and 
the methyl  group.    However,  this  conformation  is  analoguous  to  UM02‐03,  in  which methanol 
accepts a hydrogen bond  from  the O4 hydrogen atom.   Since experiment matches  the calculation 
for  these  analogous  conformers,  it  is  likely  that  the  methyl  group  plays  no  role  in  methanol 














weakest.   According  to experiment,  this  is not  the  case, as  illustrated graphically  in Fig. 4.8.   The 






experimental data  is considered are AM01‐03 and CM02‐01.   AM01‐03 is a  loose structure relative 
to the other conformers in Fig. 4.6, and its formation is less enthalpically because only one hydrogen 
bond  is  formed  in  the  cluster.    However,  the  ability  for  methanol  to  rotate  freely  about  this 
hydrogen  bond  allows  for  full  rotational  and  vibrational  freedom,  making  it  an  entropically 
favourable configuration, and therefore more favourable at high temperature.  The less favourable 
calculated  free  energy  change  of  AM01‐03  relative  to  AM01‐01  could  be  caused  by  errors  in 
calculating  the entropies of  the clusters,  since  these values are based on  frequencies determined 
using  a  harmonic  oscillator  approximation.    CM02‐01  on  the  other  hand  exemplifies  how  the 
absence of the O4 binding site forces methanol to bind tightly and form two hydrogen bonds with 
CH+.  The structure of adenine permits the formation of two hydrogen bonds with methanol, but the 





Since many of  the  amine  sites of  adenine have  similar basicities,  it  is  also  likely  that  this  system 






















an upper boundary may be  those  in which  the  interaction  is not  thermodynamically  restricted by 
large  losses  in entropy.   An example of this type  is the binding of group 1  ions Li+, Na+ and K+ with 
the aromatic amino acids mentioned above.1‐4  A comparison of binding energies of Na+ and K+ to 6 
aromatic molecules measured  by  Rodgers  et  al.  by  threshold  collision‐induced  dissociation with 
guided  ion  beam  tandem  mass  spectrometry,  as  well  as  Dunbar  et  al.  using  ligand‐exchange 
equilibrium measurements in a Fourier transform ion cyclotron mass spectrometer, is listed in Table 
5.1.    The  theoretical  results  calculated  by  Rodgers  used  the  B3LYP/6‐311++g(3df,3pd)//B3LYP/6‐
31+g(d) level of theory, while those of Dunbar were the energies obtained from the optimization at 
the B3LYP/6‐31+g(d) level of theory.  Both used vibrational and thermal energy corrections, as well 












Phe 49.1 41.5 46.8 48.0
Tyr 50.0 41.8 47.4 48.3





Phe 36.0 24.9 33.7 34.7
Tyr 37.1 24.7 34.1 34.7


























as  acetylcholine,  by  a  stabilizing  cation‐π  interaction.    This was  to  confirm  their  previous  similar 
observations.8‐10    The stabilization and structure of proteins by cation‐π interactions have also been 
studied.11‐14    Computational  simulation  using  the  CAPTURE  algorithm15  on DNA  and  RNA  binding 
proteins reveals the presence of one cation‐π interaction for every 70 to 80 residues.15,16  Estimates 
of the magnitude of the cation‐π interaction ranged from 6 to 15 kcal mol‐1 depending on the cation‐
π  pair, with  the  Arg‐Trp  pair  being  the most  strongly  bound.11    The magnitude  of  the  cation‐π 




lysine  (Lys) will exist as a protonated species,  thus having a substantial positive charge on  its side 
chain.    If  the  positive  charge  on  the  side  chain  of Arg  or  Lys  comes  in  close  proximity with  the 
negative quadrupole moment of an aromatic substituent of Phe, Tyr or Trp, a cation‐π  interaction 
between  the  two  may  occur.    Since  these  interactions  are  generally  much  weaker  than  ionic 







the  cation‐π  interactions  occurring  within  proteins  containing  aromatic  residues  using  small 
molecules  is a rather  impossible task on a thermodynamic basis.   The difference between the two 
scales  lies  in where the entropy  loss upon formation of the cation‐π  interaction originates.   Within 
proteins,  the  cation‐π interaction  may  be  formed  between  two  residues  located  on  the  same 
protein, or two residues present on two closely positioned proteins.   Although there may be some 
loss in entropy associated with the loss of translational degrees of freedom, most of the entropy loss 
is due  to  the  formation of a  tightly packed and  folded protein  structure, which hinders both  the 
vibrational  and  rotational  degrees  of  freedom  of  the  cluster,  and  potentially  introduces  steric 
hindrance between bulky side groups.     Between two smaller molecules that form a cation‐π pair, 
such as protonated diglycine (GlyGlyH+) and benzene, there is a significant loss of entropy associated 










of  another  cluster, where  one  of  the  oligomers  has  an  aryl  end  group  replaced  by  a  bulky  alkyl 
group.    The  authors  believed  that  this  mutation  would  also  eliminate  a  secondary  interaction 




mutation  to  estimate  that  secondary  interaction, by  removing  any  terminal π‐π  interaction.   The 





is  most  likely  protonated)  to  the  phenol  hydroxyl  group  oxygen  atom.    In  the  most  desirable 
configuration  for  the purpose of  this project, phenol may also bind  to  the  carboxyl moiety  in an 
alternative  configuration, but  this would be  considered  less  likely  since  the  interaction would be 
void of ionic character, and the ammonium group is more acidic than the carboxyl group.  However, 
this configuration could be stabilized by the formation of a secondary cation‐π interaction between 
the negative quadrupole moment of  the phenol phenyl  ring,  and  the  cationic  ammonium  group.  
This configuration meets the criteria of a rotationally and vibrationally hindered cation‐π interaction.  




likely  the only conformer present  in  significant abundance, and  the measured binding energy will 
reflect the binding energy of that conformer.   
A  peptide  is  an  oligomer  built  out  of  amino  acid  units  joined  together  through  amide 
linkages.    Diglycine  is  the  simplest  peptide,  being  the  condensation  product  of  two  glycine 








oxygen  in  the  plane  of  the  peptide  backbone.    The  second  has  a  rotated  backbone,  or  an  L‐








as  a  donor  to  the  carboxyl  moiety.20    Hydrogen/Deuterium  exchange  experiments  between 
deuterated methanol and protonated peptides have also demonstrated that the principle exchange 
site  is the terminal carboxyl group, even though the amine site  is the most favourable protonated 
site.18    This  can  be  rationalized  by  the  similar  gas  phase  basicities  of  the  acid moiety  and  the 
methanol hydroxyl group.    It  is however an  interesting result because  the same  functional groups 
undergo no hydrogen/deuterium exchange  if they are  isolated (the only functional group present).  
This has been demonstrated in the case of 4‐aminobenzoic acid and its dimethyl derivative by Gard 








Fig. 5.1  summarizes  the eight geometries of  the GlyGly‐H+‐‐Phenol  cluster  calculated as a 
preliminary  exercise  for  this  work.    This  system  incorporates  small  molecules  that  would  be 
representative  of  the  pairing  of  Lys with  Phe  or  Tyr.   DP01‐DP04  are  conformers  that  possess  a 
cation‐π  interaction  at  the  ammonium  group.    DP05‐DP08  are missing  the  cation‐π  interaction, 









10% abundance.   The complete analysis for the remaining conformers  is shown  in the curve  in Fig. 











shortcoming  is  offset  by  the  gain  in  intramolecular  stability  of  GlyGlyH+  when  only  one 
intermolecular ionic hydrogen bond is formed, as demonstrated in the clusters of Gly‐H+‐‐MeOH.   
 







ΔHo (kcal/mol) ΔSo (cal/molK) ΔHo (kcal/mol) ΔSo (cal/molK)
DP01 -23.7 -38.0 DP05 -20.9 -36.9
DP02 -21.2 -36.8 DP06 -16.3 -32.7
DP03 -15.3 -36.8 DP07 -15.4 -29.6
DP04 -16.6 -29.8 DP08 -15.4 -29.6  
 





This  would  destabilize  the  cluster,  increasing  the  energy  of  GlyGlyH+  relative  to  its  extended 
conformation.    This  loss  of  enthalpy must  be  accounted  for  to  properly  estimate  the  cation‐π 
binding energy.   Overall,  the cation‐π  interaction can be determined by  subtracting  the energetic 



































            already measured














Eq.  5.1  is  represented  graphically  in  Fig.  5.3, with  the  five  alcohols  to  be  used  to  produce  the 
calibration curve present on a  line.   Note  that Fig. 5.3 serves only as an  illustration, and does not 
represent  actual  experimental  results.    These  will  be  given  and  discussed  below.  To  account 
experimentally  for  the mentioned peptide conformation change, a reference species may be used 
experimentally  to  “provoke”  it.    With  the  assumption  that  any  conformation  change  is  to 















acetone  as  a  reference  compound.    Although  this  value  could  be  calculated  directly  using  the 
reaction depicted in Eq. 5.2, 
CH + H+   (CH)H+    (ΔH = ‐PACH)          (5.2) 
it could not be measured directly because the binding energy of H+ to cyclohexanol is very high, and 
the  isolated proton can not be observed, due to  its high reactivity, and tendency to speciate with 




  AcH+ + CH   (CH)H+ + Ac  (ΔHPE = PAAC – PACH)        (5.3) 
and therefore, 
  PACH = PAAc ‐ ΔHPE                (5.4)   
Optimization  and  energy  calculations were  performed  for  both  the  protonated  and  non‐
protonated  boat  and  chair  conformations  of  cyclohexanol,  and  the  enthalpies  of  the  proton‐
exchange  reaction with  three  compounds  of well  known  proton  affinity  (methanol,  ethanol,  and 
acetone) were calculated.  The computational results suggest that the cyclohexanol proton affinity is 









PA of Cyclohexanol 
(Chair) (kcal/mol) 
Methanol 180.3 - 15.290 195.59 
Ethanol 185.6 - 9.280 194.88 












kcal/mol.   Using  the  relationship  in Eq. 5.4,  this means  that  the proton affinity of cyclohexanol  is 
experimentally measured  to  be  approximately  193.7  kcal/mol, which  is  very  similar  to  the  value 
obtained theoretically in Table 5.3, when acetone was used as a reference. 
5.2.2 The Cation‐π Interaction in the Cluster of GlyGly‐H+‐‐Bz 
As a preliminary estimate of  the magnitude of  the  cation‐π  interaction between GlyGlyH+ 
and  a  phenyl  ring,  the  enthalpy  and  entropy  of  the  formation  of  a  GlyGly‐‐H+‐‐Bz  cluster  was 
measured.    Benzene was  chosen  because  it  is  a  liquid  at  room  temperature,  thermodynamically 
stable  and  the  dominant  interaction  with  GlyGlyH+  should  be  the  cation‐π  interaction  formed 
between  the  benzene  negative  quadrupole  moment  and  the  cationic  ammonium  moiety  of 
GlyGlyH+.  Experiments were performed using a partial pressure of benzene roughly ten‐fold higher 
than  the methanol pressure  in a  typical experiment  that would  form  the proton‐bound cluster of 
methanol with an amino acid  to  increase  the  intensity of  the GlyGly‐‐H+‐‐Bz cluster relative  to  the 
diglycine proton‐bound dimer.  The relative abundances of the GlyGlyH+ species and its cluster with 








to  an  alcohol moiety.    This  value  forms  the  upper  limit  of  the  cation‐π  interaction  strength  for 
biological systems because neither component of the complex must change conformation, and thus 
the  interaction  is unhindered.   Surprisingly, the entropy change  is higher than expected.   Since the 






  Two  possible  conformers  of  the  GlyGly‐‐H+‐‐Bz  cluster  were  optimized  using  the  B3LYP 
functional with the 6‐311+g(d,p) basis set, and a single‐point energy calculation for each optimized 









The  ammonium‐coordinated  conformer  (left)  is  evidently  the  most  strongly  bound 
configuration of  the  cluster, having a  cation‐π  interaction  length  just over 0.1 Å  shorter  than  the 
carboxyl‐coordinated  form,  in  which  a  π‐hydrogen  bond  is  the  only  intermolecular  interaction.  
There are three likely reasons why this  is the case.  First, the protons on the ammonium group are 
generally more acidic  than  the proton on  the carboxyl end.   This  results  in  the ammonium group 
being a better hydrogen bond donor than the carboxyl group.  Secondly, going in hand with the first 
idea,  is  that  the ammonium group  is charged, and hence  the cation‐π  interaction occurring  in  the 
stronger  is  indeed  truly a cation‐π  interaction, dominated by electrostatic attraction, whereas  the 
interaction in the carboxyl‐centred conformer could be classified as a π‐hydrogen bond, because the 
ionic character  is  lacking.   The third difference between the two groups  is that the carboxyl group 
has an excess of electron density  centred around  the  carbonyl oxygen atom.   This  introduces an 




the  direction  of  the  bond,  but  distorted,  leaving  only  a  small  amount  of  overlap  between  the 
benzene  quadrupole moment  and  the  proton.    The  repulsive  effect  is  likely minimized  by  the 
intramolecular hydrogen bond  formed between  the  carbonyl oxygen and amide hydrogen atoms, 
which draws some electron density away from the carbonyl group.  In contrast, the interaction seen 
in the ammonium‐coordinated conformer occurs  in a very electropositive region of GlyGlyH+.   The 




aliphatic  alcohols  of  varying  proton  affinities  were  recorded  as  a  function  of  temperature.  
Specifically, the reactions conducted are shown in Eqs. 5.5 to 5.9 
GlyGlyH+ + MeOH   GlyGly‐H+‐‐MeOH              (5.5) 
GlyGlyH+ + EtOH   GlyGly‐H+‐‐EtOH              (5.6) 
GlyGlyH+ + n‐PrOH   GlyGly‐H+‐‐(n‐PrOH)            (5.7) 
GlyGlyH+ + i‐PrOH   GlyGly‐H+‐‐(i‐PrOH)            (5.8) 



































To  be  sure  the  results  were  reproducible,  all  systems  were  investigated  again,  yielding 
similar results. Taking the opposite sign of the enthalpy change gives the total binding energy of the 
clusters.   To establish whether a direct  relationship exists between  the proton affinity difference 









































the experimental results stem  from  indeterminate errors  in the  temperature of the reaction.   The 
energies  of  the most  stable  conformers  in  the  case  of  the  association  of methanol,  ethanol  and 
butanol with GlyGlyH+ falls within this experimental error, and show a  linear correlation with their 
respective alcohol proton affinities.   There  is however a slight positive curvature  in the correlation 
for  their experimentally measured binding energies, going  from methanol  to butanol, but  it  is not 
exceeding the experimental error.   No calculation was performed with i‐propanol and experiments 
with  it proved to be difficult, as only four equilibrium constants were measured for  its cluster with 
GlyGlyH+.    However,  the  calculated  value  for  the  GlyGly‐H+‐‐n‐PrOH  cluster  is  several  kcal mol‐1 
higher in energy than the upper limit achieved experimentally.  The discrepancy is likely not caused 
















  Several  low‐lying  conformations  of  protonated  diglycine  that  have  been  reported  in  the 








point  calculation  at  MP2(Full)/6‐311++g(2d,2p)  based  on  the  geometries  obtained  from  the 
optimization.  Only clusters in which GlyGlyH+ is in its extended or U conformation will be discussed 










onto GlyGlyH+  compared  to  the  computed values  for  stabilization of  the extended and U  conformations of 
GlyGly+. 
ΔHo (kcalmol-1) ΔSo (calmol-1K-1) ΔGo(400)
GlyGly-H+--MeOH ±1 kcalmol-1 ±3 calmol-1K-1
Experimental -21.6 -34.6 -7.8
Extended -17.8 -27.6 -6.8
U Conformation -22.3 -36.9 -7.6
GlyGly-H+--EtOH
Experimental -22.2 -33.8 -8.7
Extended -18.8 -28.7 -7.3
U Conformation -23.2 -35.8 -8.8
GlyGly-H+--n-PrOH
Experimental -19.9 -27.7 -8.8
Extended -19.2 -29.1 -7.6
U Conformation -23.8 -36.9 -9.0
GlyGly-H+--n-BuOH
Experimental -23.1 -33.5 -9.7
Extended -19.9 -30.2 -7.8
U Conformation -23.5 -37.5 -8.5
GlyGly-H+--i-PrOH






energy,  prefers  to  adopt  an  extended  conformation  even  upon  the  first methanol  attachment.  
However, the free energy change at 400 K based on the computed energies and enthalpies of the U 
conformation match closest with experiment for every cluster except in the case of the cluster with 
ethanol.    The  calculated  entropy  change  for  the  formation  of  this  cluster  is  noticeably  more 









methanol  to  that with  butanol,  for  both  the  extended  and  the  U  conformation.    The  extended 
conformation is internally stabilized by two intramolecular hydrogen bonds between the ammonium 
group  and  the  amide  oxygen,  and  the  amide  nitrogen  and  the  terminal  carbonyl  group.    The 
magnitude  of  the  former  is  predicted  to  be  equal  to  the magnitude  of  the  intermolecular  ionic 
hydrogen bond with methanol, since the N‐H donating bonds are lengthened by the same amount. 
For example, in the extended geometry of GlyGly‐H+‐‐MeOH, both N‐H donating bonds are extended 






electrons  on  the  methanol  oxygen  atom  accepting  the  hydrogen  bond.    The  rotation  of  the 
ammonium  group  is  simply  a  direct  consequence  of  that  directionality.    Likewise,  the  terminal 
carboxyl  group  is  generally  rotated  at  a  dihedral  angle  of  87‐88o  out  of  plane  from  the  amide 
hydrogen  atom.    This  angle  decreases  only  slightly  in  going  from methanol  through  to  butanol.  
Interestingly, the ionic hydrogen bond formed between the methanol oxygen atom and the cationic 
ammonium moiety  decreases  in  length  by  0.01  A  in  each  case,  from methanol,  to  ethanol,  to 
propanol  and  finally  butanol.    This  is  counterintuitive  to what would  be  predicted  based  on  the 
increasing order of proton affinity along this series of alcohols.  As the proton affinity of the alcohol 










In  its  standard  state, phenol  is  a  solid.    In order  to be  certain of  the pressure of neutral 
phenol  in  the  ion source,  it was necessary  to  introduce  it along with  the bath gas  through a  flow 




  Although  several  reasons may  be  advanced,  the  proton‐bound  cluster  of  diglycine  with 
phenol was not observable in the experiment.  One reason could be due to the abundance of water 













gas phase  relies on  inductive  stabilization.   The proton  affinity of hexanol was not obtained, but 
based on the previous idea, is likely within ±1 kcal mol‐1 from either that of phenol or cyclohexanol. 
The  binding  of  GlyGlyH+  to  benzene  is  simply  an  extension  of  a  simpler  model,  that  with  the 




interaction  in the GlyGly‐H+‐‐Bz, the structure of which  is shown  in Fig. 5.6, along with an enthalpy 
change of  ‐15.6 kcal mol‐1.   Our calculated value  for  the binding energy of  the NH4
+‐‐Bz  cluster  is 






to  the C6 axis, and approaches a bidentate  coordination.   The ammonium  ion has a Td  symmetry 
point group, and  is considered an  ion of high symmetry.   Several arguments can be made  for  the 
skewed  interaction angle between NH4
+ and benzene.   Firstly,  the electrostatic component of  the 
cation‐π  interaction will give directionality to the  interaction along the sp3 hybridized orbitals that 
bond each hydrogen atom to the nitrogen atom.  This means that near the outer region of the ion, 
there  is  significant  s‐character which was  allowed  to  penetrate  upon  hybridization.    Since  an  s 












make sense for the ammonium  ion.   The only  likely reasoning behind the skewed angle  is that the 
electronic structure of one of  the  two, or possibly both contributors  is changing upon  interaction.  
As  stated previously,  the origin of  the  interaction  is a dispersion  force.   The N‐H bond  is  strongly 
polarized, as evidenced by the  large measured binding energy between GlyGlyH+ and benzene.   At 
the same time, benzene can freely rotate about its C6 axis, and therefore a relatively small entropy 
change  is  observed  upon  association.    As  the  cation‐π  interaction  forms,  reaching  a minimum 
potential energy, a repulsion between the nitrogen atom and the negative quadrupole moment of 
benzene approaches a maximum, until an alternate  configuration  is established.   As a  result,  the 












solvated U conformation of GlyGlyH+  relative  to  the extended geometry.    It was  shown  that with 
increasing chain length and proton affinity of the alcohol, the binding energy increases linearly with 
increasing  proton  affinity.    However,  the  optimized  geometries  of  the  alcohol  stabilized  U 
conformation do not show significant differences in bond length and dihedral angles in proximity to 
the  interaction, nor  the hydrogen bond  lengths  themselves.   Although we were not  able  to  find 
peptide  data  specifically  for  the  GlyGlyH+  conformer,  one  paper20  reported  that  a  single  water 
molecule  could  stabilize  the  U  conformation  of  AlaGlyH+  by  2.7  kcal mol‐1  with  respect  to  the 






than the amino acid or peptide,  in stabilizing the cluster.   This particular structure  is not reliant on 
highly  protic  solvents.    This  idea  remains  consistent  in  solution  as  well,  where  solvent‐assisted 
proton  transport becomes  a dominant process.    Transition  state  calculations have demonstrated 
that methanol  is a better proton transport catalyst  than water,28 as  it  facilitates a 3,4 proton shift 
from the amide oxygen atom to the amide nitrogen atom in peptides, moreso relative to water. 
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