This paper considers general (single facility) queueing systems with exponential service times, dealing with a finite number J of distinct customer classes. Performance of the system, as measured by the vector of steady state expected sojourn times of the customer classes (the performance vector) may be controlled by adopting an appropriate preemptive priority discipline. We show that the performance space, the set of performance vectors which are achievable under some preemptive work conserving rule, is a polyhedron described by 2J -1 (in)equalities. The special structure of this polyhedron nevertheless allows for efficient procedures to minimize any separable convex function of the performance vector. Linear objectives are shown to be minimized by absolute priority rules, thus generalizing a well known result for M/M/ 1 systems. We also show that each point in the performance space may be achieved by a specific randomization of at most J + 1 absolute priority rules.
Queueing models are increasingly used for the analysis and design of complex production and service systems in which different classes of users (or "customers") compete for a limited number of shared resources (or "servers"). It is often possible to classify the customers in a finite number of distinct classes and to apply a specific type of preferential treatment to one class at the expense of others. Such schemes are referred to as priority queueing systems.
Examples include production facilities which manufacture batch orders for a number of distinct products with the same equipment and/or operators. Often, different service level requirements and/or holding cost rates apply to different items, so that significantly different economic consequences result from the delays or sojourn times experienced by the various items. In modern telecommunication systems, heterogeneous data types (e.g., interactive messages, computer outputs, file transfers, facsimile, etc.) compete with voice for the limited availability of shared transmission equipment, e.g., buses in a local area network or frequency bands in a satellite channel. Appropriate priority systems need to be designed to achieve an optimal tradeoff between (the economic consequences of) the delays encountered by the different traffic types. In other systems, the objective is to achieve an equitable scheduling procedure of the different customer types for access to the shared resource(s).
When designing such priority systems, it is natural to think in terms of minimizing some cost function with respect to the vector of (average) delays experienced by the different customer classes. Most of the literature on priority queueing systems is concerned with the performance analysis of a specific priority rule in a given queueing model. Surprisingly, little attention has been given to the design of queueing disciplines which minimize well stated and realistic cost functions.
Performance of the system, as measured by the vector of steady state expected waiting times of the customer classes (the performance vector), may be controlled by adopting an appropriate priority discipline.
(Since in systems with service preemptions a customer may experience several waiting periods, we define this waiting time as the cumulative amount of time spent in the system while not being served.) We consider the class of all preemptive and strongly work conserving rules; see Section 1 for a precise definition.
Our main results are the following: we first characterize the performance space, the set of achievable performance vectors. The latter is shown to be 734 / FEDERGRUEN AND GROENEVELT described by a simple polyhedron provided the following two conditions are satisfied: (a) a work conservation law applies; (b) let A*(S) denote the long-run expected amount of work in the system when only the collection S C E is served; A *( ) viewed as a set of functions in S, is supermodular, i.e., the marginal increase resulting from the addition of a new class of customers to an existing system is at least as large as when the same class is added to a system dealing with only a subset of its current customer base.
We show that the first condition holds in systems with general arrival processes and exponential service times; supermodularity of A*( * ) holds in very general single server systems as well as in many important multiserver models.
Under the above conditions, the performance space is, in fact, a polyhedron. We show that even though this polyhedron needs to be described by 2J -1 constraints, its very special structure allows for efficient algorithms to minimize system wide performance measures expressed as separable convex functions of the performance vector over the performance space. We also show that each vector in the performance space may be achieved by an appropriately constructed randomization of absolute priority rules. In addition, the special structure explains the optimality of absolute priority rules for linear objectives, a result well known for a number of simple queueing models (see A
set function h: 2E __ ? is called nondecreasing if h(T) S h(S) whenever T C S, and supermodular (submodular) if h(S U {Ij }) -h(S) > (<) h(T u { j }) -h(T) for all T C S and j $ S. (In other words, a set function is supermodular if the marginal increase resulting from the addition of a new class of customers
to an existing system is at least as large as when the same class is added to a system dealing with only a subset of its current customer base.) For a given set function h: 2E __ J , a polyhedron X = {x E R J EjEs xj -h(S), S C E} is called (the independence polytope of) a polymatroid provided h(0) = 0 and h(.) is nondecreasing and submodular, and X* x n {x I E J>=I xj = h(E)} is called the base of X. 
Let X C I +J be the polyhedron described by the inequalities ,Xxj A b*(S), S C E,

Proof. (a) Clearly, b*(/) = A*(E) -A*(E) = 0. Monotonicity of b*(.) is straightforward from its definition. Since A*(.) is supermodular, we have for i 4 S and T c S, b*(S U { j -) b*(S) = A*(E\S) -A*(E\S\{jl) -A*(E\T) -A*(E\ T\{j }) = b*(T U {j ) -b*(T). This verifies the submodularity of b*(.).
Thus, the polyhedron X* is the base of a polymatroid and the vector x = (P1 WI, . . ., pi WJ) corresponding to any achievable performance vector is contained in this base.
(b) It remains to be shown that for all x E X*, the vector (xi /Pi, X2/P2, .. , XJ/Pi) represents an achievable performance vector. It follows from Corollary 1 that the performance vector W of each of the J! absolute priority rules is an extreme point of 2*, and hence, (p1 W1, . . ., pi WJ) is an extreme point of X*.
Conversely, let x* be an extreme point of X*. There exists a linear objective ,f=1 cjXj which attains its maximum over X* in x*. Moreover, since X* is the base of a polymatroid it follows from Edmonds that x* may be constructed with the following greedy procedure: assume (without loss of generality, after possible renumbering) that c, , c2 , . .. . CJ;
Step 0. Set xi to its maximum feasible value, i.e., Step 2. If 1 = J, terminate, otherwise, 1: = 1+ 1 and return to Step 1.
The resulting vector W= (x*l/pi,.. , X*/pI) clearly satisfies (6). Since the solution of (6) is unique, it follows that W is the performance vector of an absolute priority rule. Thus, all extreme points of 2* are performance vectors of absolute priority rules. Since each point in 7f* may be written as a convex combination of extreme points, it is the performance vector of an appropriate randomization of absolute priority rules.
We conclude that under the conditions of Theorem 2 the performance space is a polyhedron described by 2' -1 constraints. It would appear that this large number of constraints precludes the existence of efficient algorithms to optimize linear-let alone nonlinear-system wide performance measures of ( W1, . .... WJ). However, since X* is the base of a polymatroid, efficient algorithms exist, nevertheless, to minimize any separable convex system-performance measure. (Some nonseparable cases can be handled as well, see Federgruen and Groenevelt 1986a.) Section 4 describes two general algorithms as well as efficient implementations for M/M/c systems.
As pointed out in the previous proof, each achievable performance vector in 7" corresponds to an appropriate randomization of absolute priority rules. In view of Caratheodory's theorem (see e.g., Theorem 2.1.6 in Bazaraa and Shetty 1979), at most J + 1 distinct absolute priority rules need to be involved in the randomization; these absolute priority rules and the required randomization probabilities are obtained by solving a linear program; see Bazaraa and Shetty.
Section 3 describes general classes of queueing systems in which the crucial supermodularity condition for A * is satisfied. 
