Several recent papers suggest that the negative association between natural resource intensity and economic growth can be reversed if institutional quality is high enough. We try to understand this result in more detail by decomposing the resource measure, using alternative measures of both resources and institutions, and by studying different time periods. While an institutional reversal is present in many specifications, only ores and metals interacted with the ICRG measure of institutional quality consistently have a negative growth effect but a positive interaction that turns the curse around when institutions are good enough.
exports in GDP) with a composite measure of a particular dimension of institutional quality,
we study to what extent we can add precision to their argument by decomposing the result with respect to (i) the types of resources, (ii) the measure of institutional quality used, and (iii) different time periods. We also discuss problems with the various econometric specifications that one could use to test the idea of an institutional reversal of the curse. In particular, it seems natural to consider using the panel structure of the data, especially to include country fixed effects. This, however, turns out to be problematic as there is not enough variation in the institutional measures over time and also because important level effects in institutional quality would be captured by the country fixed effect. The alternative that we instead explore is to use pooled OLS (and IV) regressions with time effects, including lagged values of both dependent and explanatory variables. This at least partly addresses some important concerns:
First, time effects account for what previously was an omitted variable; second, including lagged values (of the variables of interest) reduces the endogeneity problems in the original specification; and, third, including the lagged value of growth itself accounts for the autoregressive properties of the growth process. 4 We use both 5-year averages and a yearly panel with different lag structures and discuss the relative merits of each.
The reasons for attempting to "unbundle" the resource curse, and in particular its reversal, can be found in previous research. With respect to types of resources it has been argued that the severity of the resource curse depends on the kinds of resources that are important in a country.
In particular, what has been labeled "point-source" resources, such as plantation crops and minerals and fuels, have been suggested to be more problematic than "diffused"
ones. The basic argument is that point-source resources, characterized by being more "centrally controlled", generate rents that are more easily appropriable. 5 An alternative argument is that they cause more societal division and weaker institutions, which in turn lead to lower growth. 6 Yet another related argument is that labor-intensive resources should be 4 IV regressions turn out to be problematic in our setting. We try using a multiple instrumental variables (IV) strategy, similar to the one in Acemoglu and Johnson (2005) , with two sets of (different) instruments for the contracting and property-rights measures of institutional quality, respectively. However, in our data instruments turn out to be weak and consequently results are insignificant (but in line with our other results in terms of point estimates). We also study the development of institutional measures since 1945 for countries that have high and low resource dependence, respectively, two-three decades later (i.e. at the beginning of the periods we analyze) to see if there are any signs of institutional development being historically different across these groups of countries. 5 E.g. Sala-i-Martin and Subramanian (2003) and Boschini et al. (2007) . 6 E.g. Auty (1997); Woolcook et al. (2001) ; Isham et al. (2005) . Related arguments stressing differences in resource types are made in Sokoloff and Engerman (1997) , Leite and Weidmann (1999) and Ross (1999) .. Sachs and Warner (2001) , on the other hand, argue that the distinction is not very important.
expected to have different effects compared to capital-intensive resources through their differences in the likelihood of causing conflict. 7 If it is the case that different types of resources contribute differently to the resource curse itself, it certainly seems interesting to see if this is also the case for its reversal. Throughout our analysis we are concerned with "extracted resource wealth" (rather than reserves) in the form of resource rents or, alternatively, resource exports. We discuss this in more detail in Section 2.1 below.
With respect to the composite measure of institutional quality (used in Mehlum et al., 2006 and in Boschini et al., 2007) there are several reasons for trying to understand which parts of this are driving the result, as well as to what extent the interaction effect varies across types of institutional measures. It is important to note that our primary concern is not to compare "different measures of the same thing" but rather to see if different aspects of institutional quality play different roles in the potential reversal of the resource curse. We make use of two dimensions according to which the literature has discussed measures of institutional quality.
One is the division between "rules" and "institutional outcomes". Many have pointed out that some often used measures of institutions, for example the ICRG measures of institutional quality, actually reflect actions (or restraint) by governments rather than actual rules constraining their behavior. 8 This distinction between rules and outcomes is the basic motivation in Andersen and Aslaksen (2008) who carefully study the resource curse under different constitutional arrangements, finding that the standard resource curse result is indeed different for presidential and parliamentary as well as for autocratic and democratic systems.
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It is also a key distinction made by Brunnschweiler and Bulte (2008) who differentiate between institutions as "durable constraints" and "changeable policy outcomes". Both of these studies find that the resource curse result is sensitive to this dimension of institutional quality, which of course also suggest that this dimension is interesting to include in 7 Dal Bó and Dal Bó (2008) develop a model showing how positive shocks to labor-intensive industries diminish conflict, while positive shocks to capital-intensive industries increase it. Their theory receives empirical support from Dube and Vargas (2009) who contrast conflict propensities in coffee and oil intensive regions respectively in Colombia when income from the respective commodities fluctuate. 8 E.g. Glaeser et al., (2004) . To capture a similar point Acemoglu and Johnson (2005) distinguish between economic and political institutions separating rules and regulations decided upon by politicians (economic institutions) from the rules that restrict the options available to politicians (political institutions). They also emphasize the durability of institutions compared with policy decisions (p. 174). Persson (2005) uses the term "structural policies" to separate regulations from more fundamental political arrangements such as constitutions (extensively studied in Persson and Tabellini, 2003) . 9 More precisely, they find that the resource curse is present in democratic presidential countries but not in democratic parliamentary countries. They also find that being parliamentary or presidential matters more for the growth effects of natural resources than being democratic or autocratic. This underlines the results in Persson (2005) which suggest precisely that the form of democracy (rather than democracy vs. non-democracy) is important for the adoption of the structural policies that promote long-run economic performance.
decomposition of the curse and its reversal. 10 The other institutional dimension we explore is that between "property-rights institutions", which protect citizens (and firms) against expropriation by the government, and "contracting institutions", which enable private contracts between citizens, studied in Acemoglu and Johnson (2005) . 11 They find that when it comes to explaining long-run growth, only property-rights institutions seem to have a firstorder effect, while contracting institutions matter only for the form of financial intermediation in the economy. With respect to the reversal of the resource curse this distinction may also be of interest especially when decomposing the resource side. For example, government involvement is typically more important for fuels and minerals than for agricultural products and food, suggesting that constraints on government are more important in these cases.
Finally, the literature on the resource curse varies slightly in the periods of study. Depending on the exact question at hand, data availability places starting dates between the mid-1960s
and the mid-1970s. 12 Looking at changes in the importance of certain resources (in particular fuels and minerals) as well as commodity prices over time this does not seem innocuous.
Individual countries differ significantly in their resource intensity over precisely this time period (see Appendix tables A1 and A2). Consequently, the choice of starting year (the point around which the importance of the resource is measured so as to minimize reverse causality) may have an effect on the results. Therefore, we systematically run our regressions over different time spans using a homogeneous country sample (as well as for unrestricted samples). All time periods end in 2005 and the start years vary from 1965 to 1984. As previously mentioned we also run regressions with pooled data (using five year averages, as well as yearly data) with time effects and lagged dependent and independent variables as regressors.
Our results show a number of interesting patterns. First, with respect to the differences across types of resources it seems that the resource curse, as well as its reversal, is mainly driven by 10 As with distinguishing between "resource abundance" and "resource dependence", it is not our aim to argue for one over the other but rather to point out that the interpretation of the results depends on whether the institutional measure captures "rules" or "outcomes". For example, Egorov et al. (2008), and Guriev et al. (2008) gain important insights to the mechanisms through which the resource curse may operate by focusing on media freedom and government expropriation, respectively. Both of these measures are clearly government decisions rather than political institutions, but still they capture how natural resources can have different effects depending on the "institutional environment". 11 As noted in the opening paragraph of their paper this conceptual distinction is due to North (1981) . 12 1970 is the starting date in the seminal study by Sachs and Warner (1995) . The main results in Mehlum et al (2006) are for the period , while the main period of study in Boschini et al. (2007 Boschini et al. ( ) is 1975 Boschini et al. ( -1998 the ores and metals component of primary exports. In the OLS specifications using the outcome based ICRG measure of institutional quality, ores and metals are negative for growth but for good enough institutions the curse is reversed by the positive interaction effect. The same is true when using resource rents data. Only the minerals component is consistently negative with a positive interaction effect reversing the curse in most specifications. The same is true for the panel regressions, across samples, and when excluding outliers. 13 The result is also present in the IV regressions but the results are less statistically significant due to weak instruments. The other components do exhibit some patterns and some results point to potentially interesting regularities, but in general they display much more variation in terms of robustness across specifications and time. Also changing institutional measure makes a significant difference and it is hard to find results that are robust across time and samples.
Again interesting patterns are there in the data, but no results that survive across different specifications.
The rest of the paper is organized as follows. Section 2 presents the data in some more detail and also relates our approach to a number of frequently discussed issues regarding measurement and endogeneity and the interrelations between variables used. In Section 3 we present the basic empirical model and the results for aggregated as well as disaggregated resource data (exports as well as rents) when comparing outcome based to rules based measures of institutions (including robustness and IV results) and in Section 4 we do the same for contracting and property-rights institutions. In Section 5 we summarize our main results and discuss implications for further research.
13 Clearly the size of the positive interaction coefficient cannot be immediately be given this interpretation but, as shown in Section 3 calculating the marginal effects bears out this point.
2 Issues of measurement, multicollinearity and endogeneity
In this section we describe the data we use and also discuss a number of issues relating to the measurement of natural resources, the choices of starting dates, as well as the concerns related to natural resources affecting institutional quality. Appendix tables A3 and A4 contains descriptive statistics and cross correlation tables.
Resource data
Our first main broad resource measure is the share of primary exports in GDP, PrimExp, taken from the World Bank's World Development Indicators (WDI). This is the measure used by Sachs and Warner (1995) and also a measure that has subsequently been used by many others studying the resource curse. To examine whether different types of resources have different effects we decompose PrimExp into its four main components: agricultural raw materials (agri), food exports (food), fuels (fuel), and ores and metals (oresmet). Our second main resource variable is the World Bank measure of "natural resource rents". By calculating the "unit rent" as the difference between the unit price of a good/commodity and the unit cost of extraction/production and then multiplying this by total production the measure tries to capture the potential value of resource production to the country. Total natural resources rents of a country are the sum of oil rents, natural gas rents, coal rents (hard and soft), mineral rents, and forest rents. These are also available separately allowing us to group them so as to roughly match ores and metals and fuels in our export data.
We agree with those who emphasize the importance of distinguishing between resource "endowments" (e.g. measured by proven reserves) and resource "dependency" (e.g. measured as production or exports). 14 We also agree that the latter is an endogenous outcome (e.g. Wright and Czelusta, 2004 ) but on the other hand there are arguments for this being the case for the former as well. Torvik (2009) and van der Ploeg and Poelhekke (2010) point out that measures of reserves are not necessarily exogenous either. 15 Countries with longer periods of being industrialized and better institutions are likely to have explored more and hence having found more of their actual reserves.
Regardless of these important aspects we think there are reasons for focusing on the share of primary exports in GDP and resource rents. First, we believe that these are appropriate measures for a number of theoretical settings. In models where a politician faces some tradeoff between grabbing resources today or developing other parts of the economy in expectation of future gains, or where individuals, for example, choose to work in the (existing and dominant) resource sector rather than educating themselves, or where individuals can become "producers" or "grabbers" (as in Mehlum et al. 2006) , it is the share that resources make up of the economy at the point of deciding that matters. 16 Measures of reserves (which are arguably more exogenous) or measures of geography or geology would not be appropriate from this perspective. Second, our focus is on decomposing different dimensions of the interaction between resources and institutions. To do this we want to have a homogenous measure over time for as many countries as possible, and for this purpose, export shares in GDP and resource rents are the best available measures. 
Data on institutional quality
Our data on institutional quality aims at capturing two dimensions of institutions; first to distinguish between rules and outcomes, second to distinguish between property-rights institutions and contracting institutions. Figure 1 illustrates how the measures we use roughly can be classified according to the two dimensions of "institutional quality".
The source for our main outcome measure is the International Country Risk Guide (ICRG) data base, which in total contains a total of 22 variables in three subcategories: political, economic, and financial risk, starting in 1984. 18 This data has been extensively used in the literature on the effects of institutions and, in particular it is the data underlying the composite 16 As pointed out in Boschini et al. (2007) measures of production to GDP may be even more appropriate since this comes closer to measuring what is "there to grab" at any given point in time. In this sense, the argument made in Alexeev and Conrad (2009) regarding the problem of magnifying the resource curse effect when measuring resources as share of GDP is not an issue in this paper. Unfortunately, this is difficult to test since production data is not available for all types of resources. However, as is shown in Boschini et al. (2007) results are relatively similar when using production and export measures for minerals. Related to the distinction between production and export measures is the point that for some resources, notably oil, production costs vary a lot across countries, see Tsui (2005) , and also that taxation varies across countries (being important when, for example, measuring how big government incomes from resources are), see Haber and Menaldo (2010) and references therein for more on this point. We are not able to take these things into account and again such data is not available for different types of resources. 17 A third reason for using the exports data is that we want to relate our results to the previous literature. As we believe that there are important insights to be found from the decomposition of the interaction effect we want to show this based on similar data as used in the previous studies, rather than changing both data and method of analysis at once. 18 The data is based on surveys and on perceptions of the situation in the country, which, apart from making it an outcome measure rather than a measure of the rules, makes it potentially vulnerable to biased assessments. There have been some changes in categories and in how data is presented but essentially this data is the same as used in Knack and Keefer (1995) , Hall and Jones (1999) , Acemoglu, Johnson, and Robinson (2001) and many others. We also use the previous version of the ICRG data set, which goes back to 1982 and has some differences in components, to confirm that there are no significant differences across these versions.
measure of "institutional quality" used in Mehlum et al (2006) and Boschini et al. (2007) .
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Figure 1: Dimensions of "institutional quality". Our main rule-based measures of institutional quality come from the Polity IV data set (Marshall and Jaggers, 2002) . The Polity IV measure of democracy reflects the extent to which the three essential, interdependent elements are adhered to: 1) the presence of institutions and procedures through which citizens can express effective preference about alternative policies and leaders; 2) the presence of institutional constraints of the exercise of power of the executive; and 3) the guarantee of civil liberties. As pointed out by Glaeser et al. (2004) the fact that parts of the measure are concerned with how various rules are "adhered to" moves it closer to an outcome based measure, but nonetheless they agree that "Polity IV makes the greatest attempt at measuring the political environment rather than [.] choices" (Glaeser et al., 2004, p 276) . This is in particular true for the measure of "constraints on the executive" (exconst), which is also the preferred measure for this dimension of institutions in 19 The institutional quality measure is an average of five variables: 1) The risk of expropriation (exprop) which evaluates the risk "outright confiscation and forced nationalization" of property; 2) The risk of repudiation of contracts by government (repud) which addresses the "possibility that foreign businesses or contractors face the risk of a modification in a contract taking the form of a repudiation, postponement, or scaling down"; 3) Rule of law (rule) which "reflects the degree to which the citizens of a country are willing to accept the established institutions to make and implement laws and adjudicate disputes."; 4) corruption (corrupt) for which lower scores indicate that "high government officials are likely to demand special payments" and that "illegal payments are generally expected throughout lower levels of government"; and 5) Quality of bureaucracy (burqual) where high scores indicate "an established mechanism for recruitment and training", "autonomy from political pressure", and "strength and expertise to govern without drastic changes in policy or interruptions in government services" when governments change. In the analysis below we focus on the standard average measure of institutional quality used in many previous studies.We have also analyzed the components the "institutional quality" measure individually, to see if there are any interesting differences to be found from different aspects of institutional outcomes. The basic result is that this does not seem to be the case. The results from are available from the authors upon request. Acemoglu and Johnson (2005) .
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Finally we also try contrasting contracting institutions (CI) and property-rights institutions (PI) as in Acemoglu and Johnson (2005) . They define contracting institutions as the rules and regulations governing contracting between ordinary citizens, for example, between a creditor and a debtor or a supplier and its customers, while property-rights institutions regulate the relationship between ordinary private citizens and the politicians or elites with access to political power. There are econometric problems (mainly due to weak instruments) in our context that make it difficult to follow the approach in Acemoglu and Johnson (2005) so we adapt their approach slightly. The data is, however, the same, i.e. the index of formality in legal procedures for collecting on a bounced check from Djankov et al. (2003) 
Why examine different starting dates?
As mentioned in the introduction previous studies of the resource curse, and in particular the ones concerned with the interaction between natural resources and institutional quality, have used a variety of starting dates for their analysis, ranging from the mid 1960s to the late 1970s. This has been driven by different reasons, mainly to do with data availability for whatever particular focus the respective study has had. 21 Here we explicitly address the possibility that results could be sensitive to the starting date of the analysis while keeping the sample of countries constant. The reason for this potential concern is easy to illustrate. Over the 1960s and 1970s especially the world oil and ores and metals sectors experienced both price shocks as well as major changes in terms of many countries rapidly becoming large exporters. This means that some countries that appear as resource dependent in 1980
(measured as resource exports in GDP) had very low, or in some cases no, resource exports in
1965. This in turn (as we will further discuss in the next section) means both that the importance of these resources as well as the countries rich in them vary considerably depending on starting date. 20 Clearly the direct measures of constitutions (being presidential or parliamentary, or elections being proportional or majoritarian) are the clearest measures of "rules" available, and, as Andersen and Aslaksen (2008) they also have important implications for understanding the resource curse result across countries. In this paper we limit ourselves to measuring versions of "institutional quality". The measure of "constraints on the executive" is in this respect the most "rule based" measure available. 21 Usually this implies that it is difficult to analyze differences across papers since not only the time but also the sample varies.
Figure 2: Average export share in our sample of 75 countries of agricultural goods, food, ores and metals, and fuels in 1965, 1970, 1975, 1980 and 1985. after which it declined somewhat. The share for agricultural good and food shrunk over this period.
On the issues of endogenous institutions and natural resources affecting institutions
Apart from measurement problems there are two key concerns when attempting to study the effects of natural resources, institutions and their interaction, on economic growth. First there is the relationship between these two variables. It could be the case that extraction of resources, or the knowledge of the existence of extractable resources, affects the quality of institutions. Alternatively, institutional quality may determine the extent to which resources are searched for and extracted. In either case an econometric specification where these variables enter separately (and interacted) would be mis-specified and our institutions measure would capture part of the resource effect, or vice versa. Second there is the wellknown problem of institutions being endogenously determined in the development process. There are many studies that, in different ways, have addressed the question of resources affecting institutions. Over the very long run, Sokoloff (1997, 2002) suggest that differences in natural endowments, in particular in the optimal scale of agriculture which in South America created landed elites, had a decisive impact on the development of institutions. However, Dell (2010) finds that within Peru, land concentration does not seem to be associated with worse economic performance over the long run (but rather the opposite).
Over more recent periods Ross (2001) focusing on oil and Wantchekon (2002) focusing on primary exports find cross-country evidence of resource dependence being correlated with lower levels of democracy, Tsui (2005) finds evidence that discoveries of oil have negative effects on democracy over the long run. 22 However, in a comprehensive study Haber and Menaldo (2010) find that these results are, at least for oil, mainly driven by outliers and unobserved heterogeneity. There are also a number of papers that have used two-stage procedures to first estimate the effect of resources on institutions and find this to be the channel; resource dependence have negative effects on institutions which in turn have a negative effect on growth (e.g. Isham et al., 2003, and Subramanian 2003) .
In the context of our study we do not expect to solve these problems but, in light of the above evidence, we have to deal with these concerns and we do this in a number of ways. First -as is rather standard in this literature -we measure resource dependence and institutional quality in the beginning of the period (or as early as possible) mainly so as to minimize the reverse causality, but also to avoid having developments in resources and institutions affecting each other in the period of study. The basic idea is to identify the importance of resources in the economy and the institutional quality at some starting point, and then to study the subsequent economic development (of course controlling for a number of things including initial level of development). It is also worth emphasizing that even if one believes (as we do) that resources can affect many aspects of institutional development, this does not preclude the possibility that institutional quality can be exogenous with respect to resources. Arguably many countries have made discoveries of resources, which have then become important in the economy, and claiming that the institutional quality at the point of discovery is independent of the resource is not the same as claiming that institutions are not affected by resources. In Appendix Table   A1 and A2 we provide listings of discoveries and production take-offs for some of the most 22 There are similar studies focusing on the effects on corruption. In cross-country settings Ades and Di Tella (1999) and Leite and Weidmann (1999) find that natural resources cause corruption, and in a recent paper Vicente (2010) finds evidence that oil discoveries in Sao Tomé and Principe lead to increases in the future value of office and therefore to an increase in corruption.
resource rich countries in our data set. This listing shows that, while some countries have "always been resource rich" (and hence these resources may indeed have contributed to the institutions in the beginning of the period) there are also quite a few countries for which the resource dependence is a relatively recent phenomenon.
Second, we also run pooled OLS regressions with time effects and lagged values of both dependent and independent variables. This takes care of some of the endogeneity problems that remain in the cross sectional OLS regressions with different starting dates.
Third, we note that looking at the development of the institutional measures for which we have historical data (i.e. for the Polity measure) for a long period prior to the starting date of our analysis we see that resource rich ( These figures are not proof of anything except the fact that there is no evidence of systematic differences in institutional development prior to the starting period for countries with above and below average levels of resources in this starting period, which is of some interest for some of the concerns in the OLS framework.
Finally, we recognize that even if the above concerns would not be present, the problem of institutions being endogenous would still remain (see also Arezki and van der Ploeg, 2008) .
We therefore also use a multiple instrumental variables (IV) strategy, similar to the one in Acemoglu and Robinson (2005) , with two sets of (different) instruments for the contracting and property-rights measures of institutional quality. We will discuss these in more detail in the separate sections where we introduce this below. 23 We do note, however, that, for example, in the period 1970-2005 there seems to be an effect of oil rich countries having less movement towards democracy (reflecting the results found in e.g. Ross, 2001, and Tsui, 2005) . There are also some interesting developments across the food rich countries in the post 1970 period but these are not the focus of this paper. We have done this using 1965, 1975 and 1980 In this section we first report our main results contrasting rules and outcome based institutional measures, for aggregate resources as well as for all resource components individually, using export as well as resource rents data, for different time periods and also for pooled OLS with lags and time effects. We then present the results from our IV-regressions.
In section 4 we present the same set of estimation output for a number of variations to the original specification, including influential observations and contrasting property-rights institutions and contracting institutions and also contrasting democratic and autocratic countries.
Basic econometric specification and sample
The basic econometric specification is the same as in Mehlum et al (2006) and in Boschini et al (2007) The pooled OLS has the same basic structure but now growth in a period t is a function of the same variables as above in t-1 and now also including lagged growth and time effects in X, that is
We run this regression both for a panel of 5-year averages (where if t =1970-74, then t-1=1965-69 etc.) and also for a yearly panel with no averaging.
The basic result found in Mehlum et al (2006) and in Boschini et al (2007) is that β 1 is positive (good institutions are in themselves good for growth), β 2 is negative (the standard resource curse result), and that β 3 is positive, and, crucially, sufficiently positive so as to turn the negative effect from resources into a positive one given that institutions are good 24 All controls are from the World Development Indicators (WDI). In difference to Boschini et al (2007) we added a dummy for the Middle East and North Africa and also population growth. Results are in general not very sensitive to these additions. For more details on the choice of controls see Boschini et al. (2007 
OLS results
In Table 1 we first present the basic results when contrasting the more outcome based composite measure of institutional quality, constructed from ICRG, to a more rule based democracy measure, Polity2 score, using primary export data as the resource measure. In columns 1-3, and 6-8 we vary the starting year from 1965-1985. 27 Columns 4 and 9 show results from the pooled regression using 5 year averages of the variables, including time effects and also using (one period) lags of the variables including lagged growth. Columns 5 and 10 show the results from the same regression but now using the yearly data and one year lags.
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The upper panel shows results when using the aggregate measure of primary exports to GDP. 29 Focusing first on ICRG (Inst, primexpgdp and primXInst in columns 1-5), the signs are as expected in every regression but only (weakly) significant in the yearly panel regression. In columns 6-10 the reversal looks somewhat more promising but the size of the coefficients indicate that to the extent that there is a reversal it is quite weak. 25 The fact that the measures of institutional quality have been rescaled to a 0-1 measure allows for a direct comparison of the coefficients but the evaluation of the marginal effects requires calculation. We return to this when discussing the results. 26 Results using the unrestricted sample are reported in Section 4. 27 Note that doing so for ICRG means using 1984 data (the starting year for ICRG data) as starting values in 1965 and 1975 respectively. We do this for to be able to compare our results with previous work where this assumption has been made but would like to stress that the proper starting date using ICRG data cannot really be earlier than 1984. 28 The appropriate lag structure varies slightly between regressions but using the Akaike Information Criterion, AIC suggests that one year and sometimes 4 th , 5 th or 6 th year lags is preferred. As we do not want to change lag structure across the regressions we use one year lags only but the results are very similar when adding more lags. 29 The tables present only the variables of main interest. An appendix, available on request, includes all point estimates. Overall, the results so far indicate that much of the resource curse is, in fact, driven by ores and metals, while the other resources seem to behave quite differently depending on specification and period. This suggests two things with respect to previous findings: 1) The resource curse may be present to different degrees for all types of resources across specifications but the main driver of it, and in particular of the reversal, comes from the interaction between ores and metals and institutional quality; 2) This result is clearer when using the outcomes based ICRG measure for institutions instead of the rules based Polity2 measure. 30 We have tried multiple versions of these basic regressions with different starting dates, different panels and lag structures. The displayed regressions show what we think is a fair representation of the various possibilities. 31 Note that the country coverage is different and somewhat larger for rents than exports. The results are, however very similar when using the 73 countries that make up the intersection between exports and rents data. See appendix table A5 for details. There are several ways of displaying the result and also many different questions that could be answered using the regression results above, but one obvious key question is: "What is the average growth effect across different levels of institutional quality for a country rich in ores and metals?" To answer this we have used the relevant coefficients and their variance and covariance to generate the marginal growth effects across different levels of institutional quality including confidence bands.
The two upper diagrams in figure 4 contrast the close-to-zero effect from aggregate resource exports with that of ores and metal exports. The two lower diagrams show similar corresponding effects for resource rents and mineral rents, respectively. The slope of the ores and metals exports and mineral rents effects are much steeper suggesting that for these resources the impact on growth varies much more across institutional quality.
IV results
A key theme in much of the work on the relationship between institutions and economic development has been the problem of disentangling the causal effect from the former on the latter. 32 There are a number of reasons (omitted variables, errors-in-variables, and, in particular, a potential simultaneous causality between institutional quality and economic growth) to believe that our institutional measures are correlated with the error term. One possible way of finding the causal effect from institutions on growth may in this case be to use instrumental variable techniques. This possibility depends crucially on the validity of the instrument(s). In order for an instrument to be valid, it needs to fulfill both the criteria of instrument relevance (in our case that it is sufficiently correlated with institutions) and of exogeneity (that the instrument is uncorrelated with the error term, i.e. the instrument has no partial effect on growth once institutions are controlled for). In our context, it is important to note two things. First, even if an instrument has been considered "good" in general it is not certain that this is the case in a particular sample (that is, possible violations of instrument validity always need to be considered). Second, the validity of an instrument is likely to change depending on specification chosen. While some Z may be a valid instrument for X (say, institutions) when analyzing its effect on Y1 (say, log GDP per capita), the validity 32 For example, Glaeser et al. (2004) shows that the potential reverse causality (i.e. growth influencing institutions) is something that needs to be addressed. Likewise, Chong and Calderón (2000) performing Granger causality tests, find evidence for two-way causality between economic growth and institutions (using BERI and ICRG data for institutions), and in particular that "economic growth causes institutional quality in a much higher percentage than the opposite" (p. 78). Using measures of democracy as well as corruption Paldam and Gundlach (2008) find support for the 'Grand Transition'-view (income positively effecting institutions) over the 'Primacy of institutions'-view (institutions positively affecting growth in income).
considering the effect from X on Y2 (say, economic growth) may be quite different. The exogeneity of the instrument may change depending on whether the different omitted variables (i.e. the error term) are related to the instrument or not. Hence, we would not be surprised if our results varied between specifications also when instrumenting for institutions. 33 The reason for pointing these things out is that there are a number of wellknown studies, such as La Porta et al. (1997) , Hall and Jones (1999) and Acemoglu et al. (2001) that have found good instruments for institutions and successfully used these to disentangle the causal effect of institutions on long-run development. These instruments are clearly obvious candidates in our setting too but, for the above mentioned reasons, we cannot assume that they will work equally well.
Having tried multiple available instruments, we in the end use latitude and the share of the population speaking a European language at home (eurfrac). We also add to the instrument set British legal origin and the interaction of latitude and resources. 34 For varying start years as well as for the pooled samples, we run regressions both on our first specification, using exports as well as rents as the resource measure, and also a specification where we include all four sectors of natural resources and but only the interaction of ores and metals and rents, respectively with institutions. 35 In the interest of saving space we limit the tables to only including the IV regressions for the broad measure of resource rents and using the mineral rents interaction. The results for primary exports and ores and metals are similar.
The results are presented in Tables 3 (for resource rents 34 Results using the well-known instruments population density in 1500 (82 countries in our sample) and settler mortality (56 countries in our sample) are available from the authors. Results are in line with the OLS but these instruments turn out to be very weak in our setting. 35 The specification with only one interaction is, when using for example ores and metal exports, of the form; growth i = X i ′α + β 1 Inst i + β 2 agrigdp i + β 3 foodgdp i + β 4 fuelgdp i + β 5 ores_metgdp i + β 6 (ores_metgdp i × Inst i ) + ε i The reason for running this is that the other interactions are rarely significant and in the absence of more instruments we are limited to including one interaction only. 36 Notice that the natural resource measure(s) enters both the first and second stage, as suggested by the results in Sala-i-Martin and Subramanian (2003) . Natural resources are significant only in a few first stage estimations indicating that the indirect effect of natural resources via institutions on economic development is rather weak. However, when instrumenting ICRG, ores and metals are negatively correlated with institutions, suggesting a potential negative effect from those resources on institutions. Full results are available from the authors.
restrictions (using five percent, Ovid in Tables 3a and 4a ) and the instrument set is jointly significant in the first stage regressions (IVpval in Tables 3b and 4b ), the F-value as well as the Shea partial R-squared for the institutions regression (ShInst) and for the interaction first stage regression (ShResInst) are low in almost all specifications, indicating that our instruments are weak. When looking at the interaction result for the broad resource measure (rentsXinst) in Table 3a this is only significant in one of the eight (second stage) regressions run. The model sum of squares is even negative in one case (column 8) evidencing the bad model prediction under instrumentation in this particular sample. The results are again somewhat clearer in the preferred specification when interacting institutions and mineral rents -shown in Table 4a -but the results lose precision (and the model yields a negative r-squared for two of the samples when using polity as the measure for institutions). 37 This seems to be the case in the pooled specifications with lags as well.
It is not obvious what conclusions to draw from these results. Results become less precise and
are not significant at conventional levels in many of the specifications and in this sense the hypothesis that the interaction effect may reverse the negative impact from resource dependence should be rejected. But this result is found in a setting where the instruments are weak, which makes the interpretation less clear than if the same was found with good instruments, and also the point estimates (to the extent we allow ourselves to interpret these) remain in favor of the hypothesis of a possible reversal. Arezki and van der Ploeg (2008) draw the conclusion that the finding of a reversal of the curse, using primary exports, no longer holds when instrumenting for institutions. The first stage results reported in their Table   4b are very similar to ours and when it comes to the interpretation we would agree. We do not, however, think that the same applies to the results for mineral rents (or ores and metals exports) which again illustrate the importance of decomposing the effects. Our overall conclusion is that instrumenting for institutions in the type of setting we examine is problematic but that the results are still weakly supportive of the interpretation of an institutionally driven reversal of the curse for mineral rents extraction (and ores and metals exports). 37 However, institutions and the interaction of institutions and resources (primary exports and ores and metals, respectively) are in general jointly significant, in particular in Table 4 , as evidenced by Jpval (p-value for joint significance) in the tables. is growth. Robust standard errors in parentheses. * significant at 10%; ** significant at 5%; and *** significant at 1%. All regressions include the controls listed in the text (not shown). See text for details.
A robust reversal? Further alterations

Heterogeneous sample sizes
As mentioned, differences in research findings could be driven by variations in sample or time periods studied. In the previous section we let the starting period vary from 1965 to 1985 in our cross-section estimations. In this subsection we allow the sample to vary over time periods so that it is as large as possible given a certain starting date. Tables 5a and 5b report our basic and preferred specifications with a sample varying from 92 to 116 countries.
Comparing the results for the respective time periods we find them to be quite similar. Some new results appear, some of the previous ones disappear, but the main result, i.e. that the ores and metals (mineral rents) component of resources is mostly significantly negative with a positive interaction effect, remains intact.
Influential observations
Some countries are well known for being extremely dominated by natural resources. Since our resource measures are related to the overall size of the economy (as export shares of GDP) some countries may have disproportionately large effects on our results. Using a formalized procedure, we identify influential observations using the DFITS index when estimating the equation in Section 3.2. Observations with a DFITS index larger than the absolute value of (where k is the number of independent variables, including the constant, and n the number of observations) are excluded from the sample. Table 6 reports the results and the countries excluded from the sample for each time period.
The most interesting result is that when excluding influential observations the results for mineral rents actually become stronger. As shown in Table 6b the negative effect for mineral rents is significant in all specifications (and at the one percent level for all ICRG specifications) and the interaction when using ICRG is positively significant everywhere (and at the one percent level for the three most important specifications). 
4.3
The panel dimension
Apart from using the pooled panel data as in section 3 we also tried exploiting the panel dimension more fully by including country fixed effects. As expected this washes out all results involving institutions in this setting as there is simply not enough (within country)
variation, and in particular we do not have enough countries with good institutions turning bad. What is likely to be an important institutional level effect between, say Norway and Nigeria, is not captured using country fixed effects and institutions separately because all of Norway's positive institutional quality is captured by the country fixed effect. For completeness, we also estimated the effects in both a "difference GMM" and "system GMM" linear dynamic growth model without obtaining any results of interest. 
Contracting v. Property-rights institutions
As suggested by Acemoglu and Johnson (2005) there are reasons to distinguish between "property-rights institutions", which protect citizens (and firms) against expropriation by the government, and "contracting institutions", which enable private contracts between citizens.
The institutional measures in the previous section (and in most of the previous studies of the role of institutions in the resource curse) are measures of property rights institutions.
To look at the potential contrasting effect from contracting institutions we have run the same specifications as in section 3, first using broad composite measures and then decomposing these into their main components, but now including both property rights institutions (as above) contracting institutions and their respective interactions. As our measure of contracting institutions we have used the index of formality in legal procedures for collecting on a bounced check from Djankov et al. (2003) and the index of procedural complexity (as well as the number of procedures) originally from The World Bank (2004). 40 As mentioned in the introduction, we do not expect these two measures simply to be different proxies of the same thing. This is evidenced by a fairly low correlation of the measures (varying from 0,26 to 0,47 39 Results are available from the authors upon request. 40 Acemoglu and Johnson (2005, p. 957) argues that the advantage of the procedure measures is that they are explicitly about commercial transactions and may be more informative regarding the contracting institutions affecting firms while a potential advantage of the original legal formalism measure is that, because the amount involved is smaller, it may better approximate contracting institutions that are relevant for ordinary citizens.
Since the resource curse is not primarily about the behavior of ordinary citizens, it thus makes sense to use the procedural measures and not the index of formalism. The procedural complexity index, 'proc index', measures substantive and procedural statutory intervention in civil cases in the courts. The original measure varies from 0 to 100 with higher values indicating more procedural complexity in enforcing a contract. To conform with our other institutional quality measures we have rescaled the variable into the [0,1]-range and reordered it so that a higher measure means less complexity.
depending on sample).
The overall results indicate that contracting institutions have no impact on the reversal of the resource curse. There are occasional significant interaction effects but nothing consistent. The inclusion of contracting institutions sometimes changes the size and significance of coefficient estimates for property rights but in general, the estimates relating to the property rights are similar to the previous results. Standard errors are however typically increased. The results are perhaps not very surprising, in particular when considering ores and metal exports.
These are typically industries where state involvement is high and the actions of governments have a more direct impact on the performance of these sectors than through its function as ensuring the contracting opportunities between citizens.
Finally, even though our measure of contracting institutions comes from the very end of the sample period (2004), we do not attempt to instrument for the endogenous variables in this setting. As we saw in section 3, the instruments we use are found to be weak. Using the same set of (four) instruments for our (four) endogenous regressors would yield an underidentified equation with no reliability in terms of regression output.
Splitting the sample into democracies and autocracies
The fact that some interaction effects become negative for certain resources in some specifications may at first seem strange. This, however, happens for polity only and when thinking about what "worse institutions" (lower polity score) for this measure implies it is going not only from consolidated to partial democracy, but also moving further down the score to "stable autocracies". In terms of attracting investments in certain resource industries, it is not at all impossible to imagine that "full autocracy" is better than partial democracy. To study this possibility we split the sample into democratic countries (Polity score above 0) and autocratic countries (Polity score below 0) and re-run the regressions above.
The results are interesting and in line with the hypothesis that more autocratic states may be better at turning some resources into growth than are less autocratic (but still autocratic)
states. When looking at the sample of democratic countries the interaction effect is always positive (but not always significant) for ICRG as well as Polity. For autocratic countries, however, the interaction effect is sometimes negative. When disaggregating with respect to the resources it turns out that this effect is due to forest rents and mineral rents contributing more to growth the more autocratic the country is in some specifications. Results are similar when instead using the resource measures primary exports and its disaggregation. The result is not robust but still gives an indication of the possibly different results across different institutional measures.
Concluding discussion
Recent research, both theoretical and empirical, has found that having large shares of natural resource exports in the economy is problematic only if institutional quality is too poor. In countries with sufficiently good institutions resource dependency instead contributes positively to economic growth (Mehlum et al., 2006, and Boschini et al., 2007) . and also contrasting democracies and autocracies. Finally we have looked at the effect of studying different time periods and also explored the time dimension of data using pooled versions with time effects and lags.
In some respects our study can be viewed as an ambitious robustness check of the previous result, but we would like to emphasize that there are also more conceptual reasons for studying differences across types of resources and institutions. As has been stressed in previous work, resources are, for example, not homogenous in terms of capital (or labor) intensity, they are not comparable in terms of technological requirements for their extraction or production, nor are they equally "suitable" for rent-seekers and corrupt politicians, etc.
Furthermore, institutional measures are in some cases to be seen as proxies for the same thing but in other cases they capture different aspects of the "rules of game". Finding systematic differences across these dimensions can help inform or distinguish between competing hypotheses about why "good enough institutions" can make a difference for the effect that resource intensity has on economic growth.
Focusing first on specifications where we use alternative measures of property rights institutions (ICRG and Polity), our findings suggest that the basic result that good institutions can reverse the negative effect of resources is not very robust when resources are measured as primary exports in GDP. Regardless of using institutional measures from ICRG or Polity we find that in most specifications the coefficients have the expected signs (i.e. negative effect from resources, positive for institutions and positive for the interaction) but these effects, and in particular the interaction effect, are in many cases only weakly significant. This finding remains when using an IV approach, and hence, confirms the result in Arezki and van der Ploeg (2008) that the institutional reversal of the resource curse is not very robust when using the broad measure of primary exports.
However, we do find that there remains one, relatively strong empirical regularity with respect to the institutional reversal. This is that good institutions measured using "institutional quality" from ICRG turn the resource curse around in countries rich in ores and metals, as measured by both mineral rents as well as ores and metals exports. The result is not universally true across all specifications but it is largely robust across different time periods, for pooled regressions including time effects and lagged variables, and when controlling for outliers. In fact, in the specification using mineral rents and excluding outliers, the negative coefficient for mineral rents and the positive coefficient for interaction effect are statistically significant at least at the five percent level in all of our specifications (and at the one percent level in our most preferred panel specification). It also remains when instrumenting for institutions (though as we have pointed out there are problems with finding good instruments in this context). This is interesting in relation to many studies of the "original resource curse" that emphasize the difference between various types of resources, and in particular, stress problems in countries rich in minerals, or in some cases countries rich in the broader category of "point source" resources (rather than resources in general). 41 Our results suggest that countries rich in ores and metals are indeed the ones with the largest negative effects from the resource, but also that they are the ones where institutional quality really makes a difference for the outcome.
Looking at the other resource components of primary exports the results are more sensitive across specifications. In most instances the signs of the effects are the expected ones but the significance is often quite low and no coherent pattern emerges across specifications. For example, forestry rents appear to have effects similar to those found in minerals but only for some specifications.
Finally, our examination of differences when using measures of "contracting institutions"
instead of "property rights institutions" give a clear message; the former seems to play no role in changing the effect of natural resources on growth. The interaction effect between contracting institutions and resources is basically never significant. This suggests that it is the direct involvement of governments in the resource sectors that determines the potential reversal of the resource curse, rather than the government in its role as enabling contracting between private parties in society.
Returning to the quote from Frederick van der Ploeg's (2011) recent overview on the interesting question being "why some resource rich economies [.] are successful while others [.] perform badly despite their immense natural wealth" we do not answer it but our results suggest that institutional quality does indeed seem to have an important role to play and especially in countries rich in minerals.
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