The relationship between the seismic data and the reservoir properties can be modeled by using statistical approaches, such as regression and artificial neural networks (ANN); however, another nonlinear regression method, known as the group method of data handling (GMDH), has been proven to perform better than regular statistical methods. GMDH is a supervised machine learning tool that automatically self-organizes (synthesizes) the models. Although it is self-organized, like unsupervised ANN, it learns from the examples introduced similar to the supervised ANN. We apply the GMDH algorithm to seismic attributes to predict reservoir porosity. GMDH can automatically determine the best network structure, as well as the number of nodes, thus gauging sensitivity of the input without overtraining the data. Moreover, GMDH predicted porosity has better resolution than that predicted using ANN.
INTRODUCTION
In oil exploration, porosity is one of the most important inversion targets. This paper attempts to use the group method of data handling (GMDH) to predict porosity based on multiple seismic attributes. GMDH is a nonlinear regression method (Ivakhnenko, 1971) but also shares the characteristics of both unsupervised and supervised artificial neural networks (ANN).
Regression is simply the statistical fitting of multidimensional trend surfaces to data sets, which are often seismic attributes that can be extracted from the pre-or poststack seismic data. Linear regression models the relationship between one or more independent variables and a dependent variable. Hampson et al. (2001) used linear regression and multilinear stepwise regression for optimal attribute selection. Saggaf et al. (2003 ), de Groot (1999 ), Oldenziel et al. (2000 , and Aminzadeh et al. (2000) used nonlinear regression techniques such as multilayer ANN to predict reservoir properties.
Some of the difficulties of using the ANN algorithms reside in choosing the correct parameters for the right input. There are very sensitive parameters, such as the learning rate, the radius of the neighborhood (unsupervised ANN), number of iterations, random weights initialization, and momentum term (supervised ANN). Finding a good value of some of these parameters depends on the problem, and this can be adjusted after some trial and error.
GMDH was first described by Ivakhnenko (1971) and can be classified as a special class of biologically inspired ANN (Barron et al., 1984) . Artificial intelligence, or machine intelligence, provides a framework that enables computers to duplicate human actions based on experiences. GMDH deals with a limited number of inputs at a time, summarizes the input information, and passes the summarized information to a higher level (Lee et al., 1999) .
During training, the GMDH network uses a genetic component to decide how many layers are used in the final network structure (Farlow, 1984b) . The predicted output layer of the GMDH network can be represented as a polynomial function of some or all of the inputs. Campbell and Johnson (1993) , Montgomery and Drake (1990) , and Shastri et al. (1998) find GMDH prediction to be significantly more robust and accurate than those of the ANN. GMDH has been used in the classification, in determining which inputs are more important to the modeled system, and in predicting the outputs of complex systems (Barron et al., 1984) . Some other usages of GMDH are in predicting tool life in drilling (Lee et al., 1999) , predicting temperature distributions (Fulcher and Brown, 1994) , predicting an acceptable product in a T-shape tube hydroforming process (Lin and Kwan, 2004) , estimation of noisy sinusoids (Abdel-Aal, 2003) , radar applications, missile guidance, multisensory signal processing, biomedical modeling, econometric forecasting, environmental systems, and many other uses (Farlow, 1984b) .
One important characteristic of GMDH is its ability to synthesize automatically the network from a database of inputs and outputs representing a training set of solved examples. This automation can be called the self-organization of input models (Ivakhnenko, 1971) . Thus, the user is not required to specify the network Manuscript received by the Editor 1 April 2010; revised manuscript received 10 February 2011; published online 28 October 2011. 1 architecture in advance, which protects the final generated model from bias and misjudgments. Also, the automation reduces the need for lengthy analysis in the model synthesizing process and reduces the computing time.
In this paper, we apply GMDH to the prediction of reservoir porosity from seismic attributes. We start with an introduction on the GMDH theory and equations. Then, we discuss the learning and training of the GMDH algorithm. We then apply both GMDH and supervised ANN to a data set from onshore UK and compare the results. We conclude with a discussion of the advantages and limitations of the method.
THEORY
GMDH is a supervised feed-forward networking model in which the original input vectors are used to generate the initial layer of the network, with each subsequent layer feeding its outputs to the next layer. Just like supervised ANN, the set of input data is mapped onto a set of appropriate output data (Haykin, 1999) . The topology of the GMDH network (Figure 1 ) is determined using a layer-by-layer pruning process based on a predefined criterion of what are the best nodes at each layer. Ivakhnenko (1971) recognized that many types of mathematical models require the modeler to know system variables that may generally be very difficult to find. The modeler will be forced to guess these variables; this guess is not only timeconsuming but can also produce unreliable prediction models. GMDH was developed to produce a model by looking only at the input data and the desired output (Farlow, 1984a) .
GMDH uses an iterative polynomial regression procedure to synthesize any model. The polynomial regression equations are able to produce a high-order polynomial model using the effective predictors. Ivakhnenko (1971) started by computing the quadratic polynomial regression equation:
where y is the output sample, ðx i ; x j Þ is a pair of input samples; and a, b, c, d, e, and f are the polynomial coefficients to be determined by the training data set. During the training, GMDH will use an input matrix of n observations (rows or samples) and m þ 1 inputs (columns or attributes). These columns are the independent variables (x 1n ; x 2n ; x 3n ; : : : ;
x mn ) and one dependent variable y n . The training iterations will start by taking all the independent variables (two columns at a time) and then constructing the quadratic regression polynomial (equation 1) that best fits the dependent variables. Each pair of input vectors (attributes) will form a final quadratic regression polynomial equation. The first layer is now constructed using the input variables together with the dependent variables to obtain l ðl ¼ mðm − 1Þ∕2Þ regression polynomials. For example, if the independent input variables (attributes) were m ¼ 4 in each observation row, then l ¼ 6 regression polynomial equations will be generated. New input variables (z 1n ; z 2n ; z 3n ; : : : ; z l n ) are now constructed in Layer 1 using the resulting mðm − 1Þ∕2 polynomial equations and data from the pair of x variables (attributes) used to generate it. By construction, the newly generated variables should describe the dependent variables better than the original input variables. Since the number of variables increases each time we do the iterations using mðm − 1Þ∕2, one keeps the variables that best describe the dependent variables and discards all others. GMDH does this job by screening all the values of (z 1n ; z 2n ; z 3n ; : : : ; z l n ) and eliminating the least effective ones. This is accomplished by using either a regularity criterion or the root mean squared error over the training data set. Training and iterations will continue to produce new z mi values and corresponding error values until the minimum error value in the current layer is greater than the previous minimum error value from the previous layer. An increase in the minimum error indicates that the data model has become overly complex and overtraining has occurred (Barron et al., 1984) .
Note that the coefficients of equation 3 are shared by all of the n observations that comprise the quadratic polynomial equations resulting in a data fitting problem with the objective function
where yðkÞ is the kth sample of the predicted output data vector, and zðkÞ is the kth sample of the desired output. The six polynomial coefficients (a, b, c, d, e, and f ) are solved by setting the partial derivative of the objective function equal to zero leading to the following matrix-vector system: 
where n is the total number of observations or samples and k goes from 1 to n, and i and j are two different independent input variables or attributes. Equation 3 is used during training to find the polynomial coefficients (a-f ) that best fit the relationship between two input data vectors or two attribute traces. For validation purposes, the polynomial coefficients will be used with equation 3 and observations ðx i ; x j Þ that were never used during training, giving rise to the "hold one case out" technique. The prediction error is estimated from this for holdout case. At the end of this fitting and holding out procedure, the sum of the squared errors across all holdout cases will be calculated and used as the final prediction error for the relationship ðx i ; x j Þ data vectors. The stopping criterion is the predicted squared error (P se ), which is the sum of two terms: the fitting squared error (F se ) and the overtraining or complex penalty (C p )
where
and yðkÞ is the real output, zðkÞ is the predicted output, n is the number of observations, K c is the number of polynomial coefficients which increases in each layer, σ 2 p is an estimate of the error variance calculated over the real output data, and C pm is a complex penalty multiplier.
The F se term usually performs well in the initial stages of the prediction but will give poor estimation for future observations. The C p term comes here to correct for a decrease in the F se term when more coefficients are added to the model (Barron et al., 1984) . The network training will stop when P se reaches the optimum stopping point. For the C p calculation, different C pm values are tested. Large C pm values multiplying C p will produce simple but less accurate models, while small C pm values will produce more accurate models but might overfit the data.
POROSITY PREDICTION
We use a supervised ANN and GMDH algorithms to predict porosity from a seismic data volume based on sparse well-log control. The 3D seismic data were acquired from the Dutch sector of the North Sea to explore for oil and gas in Upper-Jurassic LowerCretaceous strata. The upper part of the data (1200 ms) belongs to the Miocene. A large deposit of a deltaic package occurred in the area with an overall porosity of 20%-30%. The deltaic package consists of sand and shale with some carbonate-cemented streaks. An interesting large-scale feature in this data are sigmoidal bedding with bright spots and down-lap and truncation structures (Aminzadeh and de Groot, 2006) . Data were inverted to acoustic impedance by using commercial software.
We have porosity logs available from four wells, which penetrate the target reservoir covering about 290 ms of seismic data. The original porosity logs were averaged for the purpose of using similar number of samples to the seismic data. Three wells will be used during training, and the fourth well will be used as a blind test (testing). There are 74 samples of porosity from each of the three wells. Porosity prediction using the group method of data handling O17
These three porosity well-logging values are used as the dependent variables or a desired output that has 222 data samples (n ¼ 74 × 3 ¼ 222 observations). For each seismic attribute, we extract a sample corresponding to each porosity measurement. We use nine seismic attributes to train the system: The training began with normalizing the input and output values by adjusting the input seismic attributes to have a mean of zero and a variance of one. These scaling parameters will be used to transfer the predicted output back to the real output data range. The prior estimate of the error variance σ 2 p is set to be 0.025, a standard deviation calculated from the real output data. Figure 2a displays the average of the predicted squared errors P se , the average of the fitting squared errors F se , and the average complex penalties C pm , versus the layers (with C pm ¼ 0.1). Figure 2a indicates the tradeoff in equation 4: C p is increasing whereas F se decreases. Figure 2b shows the effect of C pm values on the values of P se . It is found that if setting C pm equal to 0.1-0.3 with an increment of 0.05, all cases will let Layer 2 give the minimum P se .
For this example, GMDH training converges after two layers. The square of the multiple correlation coefficients (summed over all the training observations) was found to be equal to 0.72. GMDH a) The complete structure of the GMDH network for predicting porosity. Input data are seismic attributes. Gray boxes are the ones selected by GMDH to be used during the application stage. (b) The final structure of the GMDH network for predicting porosity. The normalization equation used for this specific node is indicated by N i , F i is the quadratic polynomial functions, and U is the unitizer or denormalization equation. Explanations of N, F, and U are in Table 1 . Figure 6 . General topology of the multilayer perceptron. The input data are normalized for better data handling and then sent to the input layer. The weights between the input and hidden layers and between hidden and output layers are trained by using a back-propagation method. Each perceptron is composed of two operations: summation and activation. predicts 72% of the variation in the real porosity logging data. GMDH selected the most interesting seismic attributes among all the input nine attributes. Figure 3a shows the relationship between the predictions in the first layer and the original input vectors: each pixel with index i in the vertical axis and j in the horizontal axis means this prediction originated from a pair ðx i ; x j Þ. We have nine attributes and thus have 36 different combinations (36 ¼ 9 × 8∕2). The color represents the predicted squared error for each prediction. Figure 3b shows the nine predictions with the lowest predicted squared errors. We use these nine predictions as the input to the next layer. Figure 4a depicts the relationship between the predictions in the second layer and the input vectors from Layer 1. Figure 4b portrays the remaining nine relations that have the lowest predicted errors.
Among the nine input seismic attributes used, GMDH selects four attributes to represent the prediction of porosity: seismic impedance, instantaneous amplitude, instantaneous bandwidth, and first envelope trace derivative. Figure 5a shows the entire GMDH structure. The final layer in Layer 2 is linked to two independent variables in Layer 1 and four seismic attributes from the very beginning. Figure 5b shows the final structure of the GMDH networking.
We also use the multilayer perceptron (MLP) algorithm, a supervised ANN, to predict porosity for the comparison with the result from GMDH. Three layers are used: an input layer, a hidden layer, and an output layer. The input data are normalized for better data handling and then sent to the input layer. The weights between the input and the hidden layers and between the hidden and the output layers are trained using a backpropagation method. Each node or perceptron is composed of two operations: summation and activation. The activation function that we used is called the sigmoid function. The sigmoid activation function is a unipolar operator which compresses the infinite range of input into the range 0 to þ1. The sigmoid function has the convenient property in which its derivative is simple to compute, facilitating the correction of the weights of the links in the backward propagation. The MLP was trained with porosity logs from the same three wells that were used with the GMDH method. A total of 222 samples were extracted from each seismic attribute for training. Six nodes, or neurons, were used for the hidden layer. The other parameters, such as the learning parameter, were adjusted after trying many different values to produce the measured values. Figure 6 shows an example of topology of the multilayer perceptron with three layers and the summation and activation operators.
Comparing the results of GMDH and MLP, we first extract traces corresponding to the well logs. Figure 7 shows a map view of the data. The top of the Cretaceous horizon is posted in Figure 7 . A seismic amplitude inline, three training wells (A, B, and C) and one testing well are also shown Figure 8. Cross section of three training wells. Solid black curves are the original porosity logs. Dotted black curves are extracted from the porosity volume that was predicted by using supervised ANN or MLP. Red curves are the predicted porosity extracted from the GMDH porosity volume, R N is the correlation coefficient of the supervised ANN prediction, and R G is the correlation coefficient of the GMDH porosity prediction.
in Figure 7 . Figure 8 shows the well-log porosity and those predicted by the GMDH and the MLP, at the three well locations (A, B, and C). This figure shows that the GMDH predicted porosity (red curves) is very reasonable when compared to the original porosity logs (black curves) and to the MLP predicted porosity (dotted black curves). Although the overall prediction is quite good, the predicted curves (dotted black and solid red) follow the trend of the original porosity logs (black curves). The MLP method shows better correlation coefficients for two of the training wells. The MLP correlation coefficients between the measured and predicted porosity values for the wells A, B, and C are 37%, 91%, and 88%, respectively. On the other hand, the GMDH was showing 43%, 69%, and 84% on Wells A, B, and C, respectively. To verify our prediction, a blind test was done on a fourth well that was not used during training. Figure 9 shows the measured and predicted porosity using MLP and GMDH with the testing well. As shown in Figure 7 , the testing well is far away (10 km) from the three training wells. Figure 9 shows a 67% correlation coefficient for the GMDH prediction and 45% for the MLP prediction. Figure 10a is a 2D line extracted from the input seismic amplitude volume. One of the training wells (Well B) is posted in Figure 10a . The sigmoidal bedding feature, top of Cretaceous Figure 9 . Cross section of the testing well. Solid black curve is the original porosity log. Dotted black curve is extracted from the porosity volume that was predicted by using supervised ANN or MLP. Red curve is the predicted porosity extracted from the GMDH porosity volume, R N is the correlation coefficient of the supervised ANN prediction, and R G is the correlation coefficient of the GMDH porosity prediction. horizon (Top C) and top of Jurassic horizon (Top J) are also posted in Figure 10 . Figure 10b is the MLP algorithm porosity prediction on the formation of interest which is shallow on the right side of the line (0.4-1.0 s and deep on the left side of the line (0.6-1.2 s). Figure 10c is the same 2D line extracted from the porosity volume predicted using the GMDH method. Figure 10d shows a zoomed area of the supervised ANN and the GMDH porosity predictions around Well B. The overall prediction looks geologically reasonable. It shows a high porosity formation in the upper part of the section (0.6 s). It also shows a gradual decrease in porosity from the shallower to the deeper part. The original porosity log from Well B was also having higher porosity values on the shallower areas and lower values on the deeper areas. A comparison between the supervised ANN and the GMDH shows consistent and congruent results on porosity prediction, but the GMDH result has a higher frequency than that from the ANN.
CONCLUSIONS
The GMDH algorithm is a regression method with quadratic polynomial functions. We use this method to find the nonlinear relationship between multiple seismic attributes and the porosity, and then extrapolate porosity values throughout the entire 3D seismic cube. We have some observations from this work, as follows.
GMDH has the advantage of automatically determining the best network structure and number of nodes without overtraining the data. It measures the sensitivity of the input data and selects the best input attributes that best describe our target porosity prediction. Thus, the final prediction uses fewer attributes to feed into the network. In our porosity example, four seismic attributes are selected among the nine input attributes. GMDH singles out "relative acoustic impedance" from the random mix of attributes that ultimately ends up correlating best with porosity, as the prediction from seismic impedance (with each of the other input attributes) has the lowest predicted square errors. The supervised ANN shows a higher correlation coefficient than the GMDH for the wells that are used during training. However, the GMDH correlation coefficient is higher than for the supervised ANN for the porosity prediction of the blind well that has never been used during training. Although the supervised ANN requires the user to select the topography prior to training, the GMDH is, however, not much better in that regard because it is sensitive to the complex parameter C pm , which must be selected with care by using statistics of blind testing. Also, GMDH gave some very high or very low porosity predictions on some areas, but the ANN method was stable and gave reasonable results.
