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SETS OF ABSOLUTE CONTINUITY FOR HARMONIC
MEASURE IN NTA DOMAINS
JONAS AZZAM
ABSTRACT. We show that if Ω is an NTA domain with harmonic mea-
sure ω and E ⊆ ∂Ω is contained in an Ahlfors regular set, then ω|E 
H d|E . Moreover, this holds quantitatively in the sense that for all τ > 0
ω obeys an A∞-type condition with respect to H d|E′ , where E′ ⊆ E
is so that ω(E\E′) < τω(E), even though ∂Ω may not even be locally
H d-finite. We also show that, for uniform domains with uniform com-
plements, if E ⊆ ∂Ω is the Lipschitz image of a subset of Rd, then there
isE′ ⊆ E withH d(E\E′) < τH d(E) upon which a similarA∞-type
condition holds.
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2 JONAS AZZAM
1. INTRODUCTION
1.1. Background. Given a domain Ω ⊆ Rd+1 and E ⊆ ∂Ω, when do we
have ω  H d on E? In [27], Øksendal showed that harmonic measure
on a simply connected planar domain Ω is absolutely continuous with re-
spect to to H 1 on E if it is contained in a line L. In [22], Kaufmann and
Wu generalized this by showing L could replaced with a bi-Lipschitz curve,
and Bishop and Jones in [9] showed absolute continuity occurred inside any
Lipschitz curve. In dimensions larger than two, however, the obvious gen-
eralizations of these results are false: In [30], Wu gives an example of a
domain in R3 that gives positive harmonic measure to a set of Hausdorff di-
mension 1 inR2. In spite of this, she proves an analogue of [22] under some
mild geometric assumptions. The first involves the notion of uniformity.
Definition 1.1. We say that Ω is a C-uniform domain if, for every x, y ∈ Ω
there is a path γ ⊆ Ω connecting x and y such that
(1) the length of γ is at most C|x− y| and
(2) for t ∈ γ, dist(t, ∂Ω) ≥ dist(t, {x, y})/C.
Roughly speaking, this says that the domain Ω has no bottlenecks. The
second condition is the following.
Definition 1.2. We say that Ω satisfies the C-interior corkscrew condition
if for all ξ ∈ ∂Ω and r ∈ (0, diam ∂Ω) there is a ball B(x, r/C) ⊆ Ω ∩
B(ξ, r). We say Ω satisfies the C-exterior corkscrew condition if there is a
ball B(y, r/C) ⊆ B(ξ, r)\Ω for all ξ ∈ ∂Ω and r ∈ (0, diam ∂Ω).
It is not hard to show that a C-uniform domain satisfies the interior
corkscrew condition with constant depending on C.
We can now state the result from [30]. For a domain Ω, we will let ωzΩ
denote harmonic measure evaluated at a point z ∈ Ω.
Theorem 1.3. [30] Let Ω ⊆ Rd+1 be any domain satisfying the exterior
corkscrew condition, and let Γ be a topological sphere such that Γc = Ω1 ∪
Ω2 where Ω1 and Ω2 are disjoint uniform domains for which ωziΩi  H d|Γ
for i = 1, 2 and zi ∈ Ωi. Then ωzΩ|Γ∩∂Ω H d|Γ∩∂Ω for z ∈ Ω.
Admissible surfaces Γ include, for example, bi-Lipschitz images of Sd
(see [21, Theorem 10.1].
Under more stringent conditions on the geometry of Ω, one can glean
more quantitative information about absolute continuity. The first condition
is just the combination of the previous two conditions we’ve seen so far.
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Definition 1.4. A C-nontangentially accessible (or C-NTA) domain1 Ω is a
C-uniform domain satisfying the C-exterior corkscrew condition.
These domains were introduced in [21] by Jerison and Kenig, and they
have just enough geometry to guarantee harmonic measure enjoys some
useful properties (see Theorem 2.5 below).
The next assumption is that ∂Ω is Ahlfors regular.
Definition 1.5. A metric space Z is A-Ahlfors d-regular if there is A ≥ 1
so that
rd/A ≤H dZ (BZ(x, r)) ≤ Ard for all x ∈ Z, 0 < r < diamZ (1.1)
where BZ(x, r) andH dZ denote the open ball in Z of radius r centered at x
and the Hausdorff measure on Z respectively.
In [13], David and Jerison showed that, under these assumptions, not only
are ω andH d mutually absolutely continuous, but quantitatively so, which
we make precise in the next theorem.
Theorem 1.6. For all A,C > 1, integers d ≥ 2, and ε > 0, there are
constantsCDJ = CDJ(A,C, d) > 0 and δ = δ(ε, A,C, d) > 0 such that the
following holds. Let Ω ⊆ Rd+1 be a C-NTA domain with an A-Ahlfors d-
regular boundary. Let ξ0 ∈ ∂Ω, r0 ∈ (0, diam ∂Ω), z0 ∈ Ω\B(ξ0, CDJr0),
and set ω = ωz0Ω . Then ω is A∞-equivalent to H
d on B0 ∩ ∂Ω, meaning
whenever F ⊆ B(ξ, r)∩E with ξ ∈ ∂Ω and B(ξ, r) ⊆ B(ξ0, r0), we have2
(a) ω(F )/ω(B(ξ, r)) < δ impliesH d|∂Ω(F )/H d|∂Ω(B(ξ, r)) < ε and
(b) H d|∂Ω(F )/H d|∂Ω(B(ξ, r)) < δ implies ω(F )/ω(B(ξ, r)) < ε.
In particular, ω H d  ω on ∂Ω.
This is an improvement over a result of Dahlberg who originally proved
this for domains whose boundaries were locally Lipschitz graphs [11]. In
[7], Badger showed one still has H d  ω if instead of (1.1) one only as-
sumes H d|∂Ω is locally finite. He also conjectured that one should still
have ω  H d in this scenario, but this is false by an example of the
author, Mourgoglou, and Tolsa [4] (which is a refinement of an exam-
ple of Wolff [29] that we will discuss below). In fact, locally, the do-
main Ω ⊆ Rd+1 constructed in [4] satisfies, for some A > 1 > ε > 0,
A−1rd <H d(B(ξ, r) ∩ ∂Ω) < Ard−ε for ξ ∈ ∂Ω and r > 0 small; that is,
(1.1) just barely fails for ∂Ω.
1This is not the usual definition of NTA domains, but it is quantitatively equivalent. For
example, see [2].
2In [13], they show that there exists a certain pair ε, δ > 0 so that these conditions hold,
but since ∂Ω is Ahlfors regular, this stronger statement can be shown to hold by repeating
the arguments in Chapter 5 of [28].
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Finally, we mention some very recent results in the opposite direction,
that is, results describing necessary conditions for absolute continuity. The
domains considered by Dahlberg, David and Jerison, and Badger mentioned
above all have boundaries that are d-rectifiable, meaning they may be ex-
hausted up to a set of d-measure zero by d-dimensional Lipschitz graphs,
and this is crucial in establishing absolute continuity. The first author, Hof-
mann, Martell, Mayboroda, Mourgoglou, Tolsa, and Volberg have shown
that ω|E  H d|E in fact implies E is a d-rectifiable set plus a set of ω-
measure zero, and this holds for any domain Ω ⊆ Rd+1 for any d ≥ 1 [5]
(see also [26] for a quantitative version of this result). In particular, the
result of Bishop and Jones in the plane can be improved: for Ω ⊆ C sim-
ply connected, ω|E  H 1|E for some E ⊆ ∂Ω if and only if E may be
covered up to ω-measure zero by Lipschitz curves.
Hofmann, Le, Martell, and Nystro¨m have shown that if the Poisson kernel
for harmonic measure of a uniform domain with d-regular boundary satis-
fies a type of weak-reverse-Ho¨lder inequality, then this implies the boundary
is uniformly rectifiable, and they even prove versions of this for p-harmonic
measures (see [19]). See also [1] and [25].
1.2. Main results. Our results will require the notion of A∞-equivalence
on arbitrary sets that may not be Ahlfors regular.
Definition 1.7. For a Borel measure µ in Rd+1 and E ⊆ Rd+1, we will say
that µ is A∞-equivalent toH d on E if, for all ε > 0, there is δ > 0 so that,
whenever F ⊆ B(ξ, r) ∩ E is a Borel set with ξ ∈ E and r > 0,
(a) µ(F )/µ(B(ξ, r)) < δ impliesH d(F )/rd < ε and
(b) H d(F )/rd < δ implies µ(F )/µ(B(ξ, r)) < ε.
We’ll say that µ is A∞-equivalent to H d with data depending on t1, ..., tn
if δ depends on these as well as ε.
Observe that ifE = Rd, this gives the usual definition ofA∞-equivalence.
Our first main result generalizes the works of David, Jerison, and Wu
mentioned above for the case of NTA domains. Firstly, we remove the
requirement that the portion of the boundary in question need be contained
in a topological surface as in Wu’s theorem. Secondly, we prove an A∞
condition similar to David and Jerison’s theorem but on a subset of the
boundary contained in a locally d-regular set, rather than assuming that the
whole boundary is d-regular.
Theorem 1.8. Let Ω ⊆ Rd+1 be a C-NTA domain. Let r0 ∈ (0, diam ∂Ω),
ξ0 ∈ ∂Ω, and E ⊆ ∂Ω ∩ B(ξ0, r0) be Borel with ω(E)/ω(B(ξ0, r0)) ≥
ρ > 0, where ω = ωz0Ω and B(z0, r0/C) ⊆ Ω. Also suppose there is an
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L-bi-Lipschitz injection g : E → Z where Z is a metric space such that
rd/A ≤H d(BZ(x, r)) ≤ Ard for all x ∈ g(E), r ∈ (0, r0). (1.2)
Here, BZ is the metric ball in Z. Then for all τ > 0 there is E ′ ⊆ E
compact and C±-NTA domains Ω±E′ with C
± = C±(C, d) > 0, such that
(1) ω(E\E ′) ≤ τω(E),
(2) Ω−E′ ⊆ Ω ⊆ Ω+E′ ,
(3) Ω−E′ ⊆ B(ξ0, C−r0) and diam ∂Ω±E′ ≥ r0/C−,
(4) ∂Ω±E′ ∩ ∂Ω = E ′,
(5) ∂Ω±E′ are A
±-Ahlfors regular with A± depending on A,C, d, L, ρ
and τ ,
(6) ω isA∞-equivalent toH d onE ′ with data depending onA,C, d, L, ρ
and τ ; in particular, ω|E′ H d|E′  ω|E′ and ω|E H d|E ,
(7) there is δ0 > 0 depending on A,C, d, L, ρ and τ so thatH d(E) ≥
H d(E ′) ≥ δ0rd0 > 0.
Ω
E
Ω−E′ Ω
+
E′
FIGURE 1. The shaded regions represent Ω, Ω−E′ ⊆ Ω and
Ω+E′ ⊇ Ω. Note that each Ω±E′ traces out a portion of the set
E ⊆ ∂Ω.
See Figure 1. The condition about bi-Lipschitz embedability may seem
odd, but one can think instead of Z as being an Ahlfors regular subset of
Rd+1 (in which case g is the identity and L = 1), or of E as a bi-Lipschitz
image of a subset of Z = Rd. Observe that we don’t assume ∂Ω is Ahlfors
regular or even locally d-finite as in Theorem 1.6. Moreover, we have no a
priori assumptions on the set Z other than (1.2); in Theorem 1.3, for exam-
ple, E is assumed to be in a topological surface Γ with various conditions,
whereas our Z could be totally disconnected. The weak Ahlfors regularity
assumption on Z should seem natural in light of the example in [4] men-
tioned earlier.
Recall that David and Jerison showed NTA domains with Ahlfors regular
boundaries have (uniformly) rectifiable boundaries. Hence, the set E ′ in
the lemma is also rectifiable. Moreover, the existence of the NTA domains
Ω±E′ gives us some quantitative information about the degree of rectifiability
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of E: by specifying ε > 0, we can contain all but ε-percent of E inside a
uniformly rectifiable set whose parameters are controlled by ε and the NTA
constants of Ω. By an exhaustion argument, we have the following (more
digestible) corollary.
Corollary 1.9. Let Ω ⊆ Rd+1 and E ⊆ ∂Ω ∩ Z where Z ⊆ Rd+1 is a
set of finite d-measure for which 0 < lim infr→0H d(B(ξ, r) ∩ Z)/rd ≤
lim supr→0H
d(B(ξ, r) ∩ Z)/rd < ∞ for every ξ ∈ E (for example, if Z
is d-regular) and ω(E) > 0. Then E contains a rectifiable subset E ′ of
positive d-measure such that ω(E\E ′) = 0 and ω|E′ H d|E′  ω|E′ , so
in particular, ω|E H d|E .
The proof of Theorem 1.8 relies crucially on a simple lemma about the
porosity of sets that have positive doubling measure, which may be of inde-
pendent interest (for example, see [3] for a recent application). The state-
ment requires the definition of dyadic cubes on metric spaces and some ex-
tra notation, so rather than stating it here, we strongly encourage the reader
to glance at the statement below in Corollary 3.4 and the results in Section
3 in general.
Is there a scenario, or a theorem like Theorem 1.8, where the same results
hold instead with the roles ofH d and ω reversed? That is, ifH d(E) > 0,
is there a subset of large H d-measure upon which ω and H d are A∞-
equivalent? Without some further restrictions the answer is a definitive no.
If we set
Ω = R3+\
∞⋃
n=0
⋃
i,j∈Z
B(i2−ne1 + j2−ne2 + 2−ne3, 2−n−10) (1.3)
then Ω is NTA but ω(R2) = 0. This is why we can’t get H d|E  ω|E in
Theorem 1.8: we know that we can exhaust almost all of E with respect
to harmonic measure, but a large d-measure portion of E could be hiding
somewhere. If we assume Ω has uniform complement as well as uniform
interior (or doubly uniform), this in some sense gives E less places to hide
and rules out that example. Unfortunately, this is still not enough: In [23],
building off of Wolff’s original work in [29], Lewis, Verchota, and Vogel
construct examples of NTA domains Ω ⊆ Rd+1, d ≥ 2, for which there
is F ⊆ ∂Ω with ω(F c) = 0 and dimF < d. Since dim ∂Ω ≥ d, by
Frostmann’s lemma, we can find a set G ⊆ ∂Ω of finite and positive d-
measure, and E := G\F is also a set of finite and positive d-measure for
which ω(E) = 0. If we assume E is rectifiable, it turns out this is enough
to get an analogue of Theorem 1.8.
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Theorem 1.10. Let Ω ⊆ Rd+1 be a C-uniform domain so that (Ωc)◦ is also
C-uniform. Let E ⊆ ∂Ω ∩ B(ξ0, r0) where E is the L-Lipschitz image of a
Borel subset of [0, r0]d such that H d∞(E)/r
d
0 ≥ ρ > 0. Then for all η > 0
there is E ′ ⊆ E such that, for B(z0, r0/C) ⊆ Ω,
(1) H d∞(E\E ′) < ηH d∞(E),
(2) ωz0Ω is A∞-equivalent to H
d on E ′, with constants depending on
C, d, η, L and ρ,
(3) ωz0Ω (E) ≥ δ > 0 for some δ depending on C, d, η, L and ρ.
(See the next section for the definition ofH d∞.) This theorem will follow
from the more general Theorem 6.4 below whose statement requires the
definition of uniform rectifiability; we will review this in Section 6. As a
corollary, we get a qualitative version of Theorem 1.10.
Theorem 1.11. Let Ω ⊆ Rd+1 be a uniform domain with uniform comple-
ment and ω = ωz0Ω be harmonic measure on Ω for some z0 ∈ Ω. If E ⊆ ∂Ω
is a d-rectifiable set with 0 < H d(E) < ∞, then ω  H d  ω on E\S
whereH d(S) = 0; in particular, ω(E) > 0.
The example in [4] also happens to be doubly uniform, and thus the set
S could very well have positive harmonic measure.
1.3. Outline. In Section 2, we go over some notation and some basic pre-
liminary tools. In Section 3 we introduce some results about porosity and
doubling measures that we will need later on for the special case of har-
monic measures. In Section 4, we review and prove some general methods
for constructing NTA domains containing a given NTA domain Ω whose
boundaries have prescribed intersections with ∂Ω, and under what condi-
tions do they have Ahlfors regular boundaries.
In Section 5 we prove Theorem 1.8, which follows a similar scheme as
the proof of Theorem 1.6 by David and Jerison. They first showed that, in
each ball centered on the boundary of Ω, one can trace out a large portion of
∂Ω by the boundary of a Lipschitz domain (that is, domains whose bound-
aries are locally L-Lipschitz graphs and Alhfors regular boundary), see [13,
Theorem 1]). This is so that they can use Dahlberg’s theorem [11], which
says that L-Lipschitz domains have harmonic measure A∞-equivalent to
Hausdorff measure. Knowing this allows them to prove the same property
for harmonic measure on Ω via the maximum principle. In our setting,
the domains Ω±E′ will play the role of their Lipschitz domains, and we use
Theorem 1.6 instead of Dahlberg’s theorem to say harmonic measure isA∞-
equivalent toH d on these subdomains, after which we repeat the maximum
principle argument in [13] (see Lemma 2.6 below). Hence, the bulk of this
section is dedicated to showing how to use the results of Sections 3 and 4 to
build the necessary domains ∂Ω±E .
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We don’t know whether one can just assume that Ω satisfies the interior
corkscrew condition (recall that some extra topological condition on Ω is
necessary by Wu’s example). The NTA assumption is mostly to guarantee
that the harmonic measure has some doubling properties (which is used in
a critical way) and it helps us construct the Ahlfors regular NTA domains
Ω±E′ so we can apply Theorem 1.6 to them. For further discussion on this,
see Remark 3.6.
In Section 6, we use the lemmas from Section 4 and some results from
the theory of uniform rectifiability to prove Theorem 1.10.
1.4. Acknowledgements. The author would like to thank John Garnett,
Mihalis Mourgoglou, Raanan Schul, and Xavier Tolsa for their very helpful
discussions and comments on an early draft, Albert Clop for identifying a
mistake, Matthew Badger for pointing out some useful references, and the
anonymous referee for his/her critique of the paper.
2. NOTATION, PRELIMINARIES, AND HARMONIC MEASURE
We will write a . b if there is C > 0 so that a ≤ Cb and a .t b if the
constant C depends on the parameter t. We write a ∼ b to mean a . b . a
and define a ∼t b similarly.
In a metric space Z, we will denote the distance between points x, y ∈ Z
as |x− y|. For sets A,B ⊆ Z, we let
dist(A,B) = inf{|x− y| : x ∈ A, y ∈ B}, dist(x,A) = dist({x}, A),
and
diamA = sup{|x− y| : x, y ∈ A}.
Set for a set A ⊆ Z, let wd be the volume of the unit ball in Rd and define
H dδ (A) = wd inf
{∑
rdi : A ⊆
⋃
B(xi, ri), xi ∈ Rd
}
.
where ωd is the volume of the unit ball in Rd. We define the d-dimensional
Hausdorff measure as
H d(A) = lim
δ↓0
H dδ (A)
and the d-dimensional Hausdorff content as H d∞(A). See [24, Chapter 4]
for more details.
We will let B(x, r)will not denote the open ball of radius r centered at
x. In this paper, we will be working in either Rd, Rd+1, or a metric space
Z, and we won’t distinguish our notation for |x − y| or B(x, r) in these
cases when it is clear from the context what we mean; otherwise, we will
let BZ(x, r) denote the ball in Z and H dZ Hausdorff measure on Z. Also
define λB(x, r) = B(x, λr) and 1A to be the function identically one on A
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and zero elsewhere.
For n ∈ Z, a d-dimensional dyadic cube Q of side length 2n in Rd is a d-
fold Cartesian product of closed intervals of the form [i2n, (i+1)2n], where
i ∈ Z, and we will denote the side length by `(Q) = 2n. We will write λQ
for the cube of the same center as Q and edges parallel to the coordinate
axes but side length λ`(Q).
Definition 2.1 (Whitney Cubes). For an open set Ω ⊆ Rd+1 and K > 1, we
will denote by WK(Ω) the set of maximal dyadic cubes Q ⊆ Ω such that
KQ ∩ Ωc = ∅. These cubes have disjoint interiors and can be easily shown
to satisfy the following properties:
(1) K−1
2
`(Q) ≤ dist(x,Ωc) ≤ (1 +K) diamQ for all x ∈ Q,
(2) (K−1
2
−√d+ 1λ−1
2
)`(Q) ≤ dist(x,Ωc) ≤ (1+K+(λ−1)/2) diamQ
for all x ∈ λQ if λ ∈ [1, K) is close enough to 1 (depending on d
and K)
(3) If Q,R ∈ WK(Ω) intersect, then `(Q) ∼K,d `(R).
(4)
∑
Q∈Wk(Ω 1λQ .K,d 1Ω for λ ∈ (1, K)
We will just write W3(Ω) as W (Ω).
We will say Q,R ∈ W (Ω) are adjacent if Q ∩ R 6= ∅ and write Q ∼ R.
Also, let PQ,R denote the shortest path Q = Q0, ..., Qn = R of Whitney
cubes such thatQj ∼ Qj+1 for j = 0, ..., n−1 and define dΩ(Q,R) = n+1.
With the definition of Whitney cubes and this notation, we can now state an
equivalent characterization of C-uniformity that we will need later.
Theorem 2.2 (Alternate characterization of uniform domains). A domain
Ω is uniform if and only if it satisfies the interior corkscrew condition and
there is NΩ : [0,∞)ý increasing such that,
dΩ(Q,R) ≤ NΩ(dist(Q,R)/min{`(Q), `(R)}) for all Q,R ∈ W (Ω).
(2.1)
Remark 2.3. There are a few papers all giving different yet equivalent def-
initions of uniform domains. A proof of Theorem 2.2 is given in [2]; there
they instead work with the so-called Harnack chain condition, which is
quantitatively equivalent to the characterization in the above theorem.
Remark 2.4. As mentioned in the introduction, a C-uniform domain Ω
automatically satisfies the interior corkscrew condition, with constant de-
pending on C. For the sake of cleanliness, we will assume that all C-NTA
domains also satisfy the exterior and interior corkscrew conditions with the
same constant C (which can be arranged by increasing the value C depend-
ing only on some universal constant).
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Bounded NTA domains Ω are regular in the sense of Wiener, so given
a continuous f on ∂Ω, one can use the Perron method to find uf har-
monic, continuous up to the boundary, and equal to f on the boundary
as in [16, Section 2.8]. Then, given z ∈ Ω, one defines harmonic mea-
sure via the Riesz representation theorem as the Radon measure wzΩ so that∫
Ω
fdwz = uf (z). For unbounded NTA domains, the situation is more
complicated, but given a bounded continuous f on ∂Ω we can still find a
bounded harmonic uf continuous up to ∂Ω and equal to f there, and thus
we can define harmonic measure the same way; we refer the reader to [17,
Chapter 5], particularly pages 206-7, Theorem 5.4.2, and page 217.
We recall a few basic results from [21]3:
Theorem 2.5 (Local properties of harmonic heasure). Let Ω be a C-NTA
domain, ωz0Ω be harmonic measure evaluated at z0 ∈ Ω, ξ ∈ ∂Ω, r ∈
(0, diam ∂Ω), and let E ⊆ B(ξ, r) ∩ ∂Ω be Borel.
(1) [21, Lemma 4.11] IfB(z, r/C) ⊆ Ω∩B(ξ, r) and z0 ∈ Ω\B(ξ, 2r),
then
wz0Ω (E)/w
z0
Ω (B(ξ, r)) ∼C,d wzΩ(E). (2.2)
(2) [21, Lemma 4.2] If B(z, r/C) ⊆ Ω ∩B(ξ, r), then
wzΩ(B(ξ, r)) &C,d 1. (2.3)
(3) (Harnack’s inequality) If x ∈ Q ∈ W (Ω) and y ∈ R ∈ W (Ω) and
dist(Q,R)/min{`(Q), `(R)} ≤ Λ, then for any Borel set A ⊆ ∂Ω,
wxΩ(A) .C,d,Λ wyΩ(A). (2.4)
(4) (Local doubling property, [21, Lemma 4.9]) If z0 ∈ Ω\B(ξ0, 2r0)
for some ξ0 ∈ ∂Ω or B(z0, r0/C) ⊆ Ω, then for all ξ ∈ ∂Ω and
r > 0 with B(ξ, 2r) ⊆ B(ξ0, r0), we have
ωz0Ω (B(ξ, 2r)) .C,d,M0 ωz0Ω (B(ξ, r)). (2.5)
As originally stated in [21], the constant in (2.5) is also allowed to de-
pend on z0, but an inspection of the proof shows that, so long as z0 ∈
Ω\B(ξ0, 2r0), this inequality holds independent of z0, and this implies the
case of B(z0, r0/C) ⊆ Ω by Harnack’s inequality.
We now have enough tools to demonstrate the role the approach regions
Ω±E . Again, this type of argument appears in many sources and is rooted in
complex analysis and the study of nontangential limits of harmonic func-
tions, as well as the study of harmonic measure in NTA domains, so the
3Note that in [21], they assume their NTA domains are bounded domains, but this is
only so that they can guarantee the existence of harmonic measure. Now that we know
existence also holds for unbounded domains, the results carry over to this setting with
identical proofs.
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lemma below should be considered review. For a survey of this history, see
the introduction to [21].
Lemma 2.6. Let Ω be a C-NTA domain and ω = ωz0Ω where B(z0, r0/C) ⊆
Ω for some r0 ∈ (0, diam ∂Ω). Suppose E ⊆ ∂Ω ∩ B(ξ0, r0) for some
ξ0 ∈ ∂Ω and there are domains Ω±E so that
(1) Ω−E ⊆ Ω ⊆ Ω+E ,
(2) ∂Ω±E ∩ ∂Ω ⊇ E,
(3) diam ∂Ω±E ≥ r0/C−,
(4) ∂Ω±E is A
±-Ahlfors regular.
Then ω is A∞-equvalent toH d on E.
Proof. Let E, Ω±E , ξ ∈ E and r > 0, and set B = B(ξ, r). By a covering
argument, since E ⊆ B(ξ0, r0), we can assume without loss of generality
that r < qr0 where q > 0 will be determined later. Let B(z, r0/(C−)2) ⊆
B(ξ, r0/C
−) ∩ Ω−E , which exists by the corkscrew condition for Ω−E . Then
dist(z, ∂Ω−E) ≥ r0/(C−)2, so if q−1 > 2CDJ(C−)2, then r < qr0 implies
z 6∈ B(ξ, CDJr). By Theorem 1.6, we know that ωzΩ−E is A∞-equivalent to
H d on B ∩ ∂Ω−E , meaning for every ε > 0, there is δ− = δ−(ε, C−, d, A−)
so that if F ⊆ B ∩ E, then
(a) ωz
Ω−E
(F ) < δ−ωzΩ−E
(B) impliesH d(F ) < εH d(B ∩ ∂Ω−E) and
(b) H d(F ) < δH d(B ∩ ∂Ω−E) implies ωzΩ−E (F ) < εω
z
Ω−E
(B).
Let ε, ε′, δ > 0, and F ⊆ E∩B whereB = B(ξ, r) with ξ ∈ E and r < qr0
(where ε′, δ and q will be determined later), and assume ω(F ) < δω(B).
Set δ′ = δ−(ε′, C−, d, A−). Pick B(z′, r/C−) ⊆ B ∩ Ω−E . For q−1 < 2C,
since B(z0, r0/C) ⊆ Ω,
|z0 − ξ| ≥ r0/C > 2r
and we have |z − ξ| ≥ CDJr > 2r as well, so that we can apply Theorem
2.5 twice along with the maximum principle to obtain
ωz
Ω−E
(F )
ωz
Ω−E
(B)
∼C− ωz′Ω−E (F ) ≤ ω
z′
Ω (F ) ∼C
ω(F )
ω(B)
< δ.
Thus, for δ small enough, we have ωz
Ω−E
(F ) < δ′ωz
Ω−E
(B), which implies
H d(F ) < ε′H d(B∩∂Ω−E) ≤ A−ε′rd, and for ε′ small enough, this implies
H d(F ) < εrd.
Conversely, let ε, ε′, δ > 0 (the latter two will be decided soon) and
F ⊆ E ∩ B with H d(F ) < δrd, were we will decide δ in a moment. Let
B(z, r/(C+)2) ⊆ B(ξ, r/C+) ∩ Ω+E . Again, q−1 > 2CDJ(C+)−2 implies
z 6∈ B(ξ, CDJr). Let ε′ > 0 and pick δ′ so that our A∞ condition on ωzΩ+
holds for ε′ and δ′ onB∩∂Ω+E . ThenH d(F ) < δrd ≤ A+δH d(B∩∂Ω+E),
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and so for δ small enough,H d(F ) < δ′H d(B ∩ ∂Ω+E). Again by the max-
imum principle, the A∞ condition, and Theorem 2.5,
ω(F )
ω(B)
∼C ωzΩ(F ) ≤ ωzΩ+E(F ) < ε
′ωz
Ω+E
(B) < ε′
Picking ε′ small enough guarantees ω(F )/ω(B) < ε.

3. “CUBES” AND CARLESON PACKING CONDITIONS ON POROSITY
In this section, we will review and develop some tools that will help us
find the desired set E ′ in Theorem 1.8. The material for this section holds
in more generality than just harmonic measure on NTA domains, but for
doubling measures on metric measure spaces (if it bugs the reader, s/he
can imagine all the measures below are just harmonic measure). We start
by introducing the notion of “dyadic cubes” for a metric space. We’ll use
the construction of Hyto¨nen and Martikainen from [20], which refines the
originals of Christ [10] and David [12]. We will abuse notation by letting
|x−y| denote the metric distance between points x and y and B(x, r) again
denote the ball centered at x of radius r in the given space.
Theorem 3.1. For c0 < 1/1000, the following holds. Let c1 = 1/500 and
Σ be a metric space. For each n ∈ Z there is a collection Dn of “cubes,”
which are Borel subsets of Σ such that
(1) Σ =
⋃
∆∈Dn ∆ for every n,
(2) if ∆,∆′ ∈ D = ⋃Dn and ∆ ∩∆′ 6= ∅, then ∆ ⊆ ∆′ or ∆′ ⊆ ∆,
(3) for ∆ ∈ Dn, there is ζ∆ ∈ Xn so that if B∆ = B(ζ∆, 5cn0 ), then
c1B∆ ⊆ ∆ ⊆ B∆.
For ∆ ∈ Dn, define `(∆) = 5cn0 , so that B∆ = B(ζ∆, `(∆)). Note that
for ∆ ∈ Dn and ∆′ ∈ Dm, we have `(∆)/`(∆′) = cn−m0 .
For λ ≤ 1, define
λ∆ = {ξ ∈ ∆ : dist(ξ,Σ\∆) > (1− λ)`(∆)}.
Let µ be a doubling measure on a metric space Σ, meaning µ(B(ξ, 2r)) ≤
Cµµ(B(ξ, r)) for all ξ ∈ Σ and r > 0. If E ⊆ Σ is a δ-porous set (meaning
for every ξ ∈ E and r > 0 there is B(ξ′, δr) ⊆ (Σ\E) ∩ B(ξ, r)), then
µ(E) = 0. This follows from the fact that the Lebesgue differentiation
theorem still holds for doubling measures, and δ-porosity implies µ(E ∩
B(ξ, r))/µ(B(ξ, r)) ≤ 1 − Cδ,µ < 1 for all ξ ∈ E and r > 0. Thus, a set
of positive measure can’t be porous inside every ball centered on E. In this
section, we will quantify how many cubes ∆ there are inside a given cube
∆0 for which a set E is too porous near ∆, and we will give this control
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in terms of a so-called Carleson packing condition. We will then use this
condition to trim down the set E to a slightly smaller set E ′ such that every
point in E ′ is contained in at most a bounded number of cubes that are
porous for E.
However, we need to be even more careful for our applications later: ωz0Ω
is globally doubling with doubling constant depending on z0, and we’d like
the constants in our results not to have this dependence. By (2.5), however,
we can guarantee that ωz0Ω is doubling locally with constant independent of
z0 so long as z0 avoids that portion of the boundary. Our next lemma, for
example, is well known for the case of doubling measures, but we need to
alter it a bit to account for the local doubling case.
Lemma 3.2. Let Σ be a metric space and Dn the “cubes” constructed in
Theorem 3.1. Let c0 < c1/4 and µ be measure on Σ such that, for some
∆0 ∈ D , µ(B(ξ, 2r)) ≤ Cµµ(B(ξ, r)) for ξ ∈ 4B∆0 and 0 < r ≤ `(∆0).
There are t0, α > 0 (depending on Cµ) such that for t ∈ (0, 1) and ∆ ⊆ ∆0,
µ(∆\(1− t)∆) ≤ t0tαµ(∆) for some α > 0.
Note that Cµ is not necessarily the doubling constant of µ, only for those
particular values of ξ and r in the lemma. This lemma can be obtained
by carefully reading the proof in [10], but we will provide a proof for the
reader’s convenience in the appendix.
We now give our first lemma that helps quantify how porous a set can be.
Lemma 3.3. Let µ be a Borel measure, D the cubes for Σ = suppµ with
constant c0 and c1, and E ⊆ ∆0 ∈ D be Borel. Let M0 > 1 and sup-
pose µ has the property that, for all ξ ∈ 4M0B∆0 and r ∈ (0, 4M0`(∆0)),
µ(B(ξ, 2r)) ≤ Cµµ(B(ξ, r)) for some Cµ > 1. Let M < M0 and W (Ec)
denote the maximal cubes ∆ ∈ D such that MB∆ ∩ E = ∅. For β > 0, set
λM,β(∆) =
∑
∆′∈W (Ec)
∆′⊆MB∆
(
`(∆′)
`(∆)
)β
. (3.1)
We set λM,β(∆) = 0 if it is an empty sum. If β > β0 := log2Cµ, then for
all ∆1 ⊆ ∆0, ∑
∆⊆∆1
∆∩E 6=∅
λM,β(∆)µ(∆) .µ,M,c0,c1,β µ(∆1). (3.2)
To avoid some double subscripts, we write .µ to mean that the implied
constant depends on the doubling constant Cµ.
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Proof. Claim: When ∆′ ⊆MB∆ and ∆ ⊆ ∆0,
(`(∆′)/`(∆))β0 .M,Cµ µ(∆′)/µ(∆). (3.3)
Let ∆′ ⊆MB∆ and let N be such that
2Nc1`(∆
′) > 2M`(∆) ≥ 2N−1c1`(∆′). (3.4)
Then 2Nc1B∆′ ⊇MB∆, and 2N < 4M`(∆)c1`(∆′) , so that
N < log2
(
4M`(∆)
c1`(∆′)
)
.
Thus
µ(∆′) ≥ µ(c1B∆′) ≥ C−Nµ µ(2Nc1B∆′) ≥ C−Nµ µ(MB∆)
≥ C log2
c1
4M
µ
(
`(∆′)
`(∆)
)log2 Cµ
µ(∆).
This proves the claim. From now on, we write λ = λM,β with β > β0.
For fixed ∆1 ⊆ ∆0, ∆′ ⊆MB∆1 and ∆′ ∈ W (Ec), set
Mn(∆
′) = {∆ ∈ Dn : ∆ ⊆ ∆1,∆ ∩ E 6= ∅,∆′ ⊆MB∆}.
We prove here a few properties of this set:
(†) If ∆ ∈Mn(∆′), then `(∆′) ≤ `(∆), and in particular,Mn(∆′) 6= ∅
only when 5cn0 ≥ `(∆′).
To see this, note that since ∆′ ∈ W (Ec), ∆ ∩ E 6= ∅, and ∆′ ⊆
MB∆, if ξ ∈ ∆ ∩ E, we have
M`(∆′)− `(∆) ≤ dist(ζ∆′ , E)− `(∆) ≤ |ζ∆′ − ξ| − `(∆)|
≤ |ζ∆′ − ξ| − |ξ − ζ∆| ≤ |ζ∆′ − ζ∆| ≤M`(∆)
so `(∆′) ≤ M+1
M
`(∆) < 2`(∆), and since `(∆′)/`(∆) is a power of
c0 < 1/1000, we must have `(∆′) ≤ `(∆).
(‡) The above estimate also implies ζ∆ ∈ B(ζ∆′ ,M`(∆)) = B(ζ∆′ , 5Mcn0 ),
and so the collection {c1B∆ : ∆ ∈Mn(∆′)} form a disjoint family
of balls of radii 5cn0 contained in B(ζ∆′ , 5(M + 1)c
n
0 ). Moreover,
using the doubling property of µ, and since `(∆) = 5cn0 ,
µ(c1B∆) &µ,M,c1,c0 µ(4MB∆) ≥ µ(B(ζ∆′ , 5(M + 1)cn0 )),
and thus we know that
#Mn(∆
′)µ(B(ζ∆′ , 5(M + 1)cn0 ))
.M,c1,c0,µ
∑
∆∈Mn(∆′)
µ(c1B∆) ≤ µ(B(ζ∆′ , 5(M + 1)cn0 ))
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which implies
#Mn(∆
′) .µ,M,c1,c0 1. (3.5)
Hence, for ∆1 ⊆ ∆0, and β > β0∑
∆⊆∆1
∆∩E 6=∅
λ(∆)µ(∆)
(3.3)
. µ,M,β
∑
∆⊆∆1
∆∩E 6=∅
∑
∆′⊆MB∆
∆′∈W (Ec)
µ(∆′)
µ(∆)
(
`(∆′)
`(∆)
)β−β0
µ(∆)
=
∑
∆′∈W (Ec)
∆′⊆MB∆1
µ(∆′)
∑
∆′⊆MB∆,∆∩E 6=∅
∆⊆∆1
(
`(∆′)
`(∆)
)β−β0
(†)
=
∑
∆′∈W (Ec)
∆′⊆MB∆1
µ(∆′)
∑
cn0≥`(∆′)
∑
∆∈Mn(∆′)
(
`(∆′)
`(∆)
)β−β0
(3.5)
. µ,M,c1,c0
∑
∆′∈W (Ec)
∆′⊆MB∆1
µ(∆′)
∑
n≥0
c
n(β−β0)
0
.µ,β
∑
∆′∈W (Ec)
∆′⊆MB∆1
µ(∆′) ≤ µ(MB∆1) .µ,M,c1,c0 µ(∆1).

As a corollary, we have the following:
Corollary 3.4. With the assumptions of Lemma 3.3, let 0 < δ < 1 < M <
M0/2 and set
PM,δ = {∆ : ∆ ∩ E 6= ∅,∃ ξ ∈MB∆ such that dist(ξ, E) ≥ δ`(∆)}.
Then there is C1 = C1(M, δ, Cµ) > 0 so that, for all ∆′ ⊆ ∆0,∑
∆⊆∆′
∆∈PM,δ
µ(∆) ≤ C1µ(∆′). (3.6)
Proof. If ∆ ∈ PM,δ, then there is ξ ∈ MB∆ so that dist(ξ, E) ≥ δ`(∆),
and so B(ξ, δ) ⊆ (M + δ)B∆\E ⊆ 2MB∆\E. Let ∆′ be the maximal
cube containing ξ so that 2MB∆′ ∩ E = ∅. Then `(∆′) ≤ `(∆) since, if
ζ ∈ ∆ ∩ E,
2M`(∆′)− `(∆) ≤ dist(ζ∆′ , E)− `(∆) ≤ |ζ∆′ − ζ| − |ζ − ζ∆|
≤ |ζ∆′ − ζ∆| ≤ |ζ∆′ − ξ|+ |ξ − ζ∆| < `(∆′) +M`(∆).
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This and the fact that ξ ∈ ∆′ ∩ MB∆ imply ∆′ ⊆ 2MB∆, and thus
λ2M,β(∆) ≥ (`(∆′)/`(∆))β where we set β = 2 log2Cµ. Note that `(∆′) ≥
δc0
2M
`(∆), since otherwise if ∆′′ is the parent of ∆′, then ξ ∈ ∆′′ and so
MB∆′′ ⊆ B(ξ, 2M`(∆′′)) = B(ξ, 2Mc0`(∆′)) ⊆ B(ξ, δ`(∆)) ⊆ Ec,
but we know that, since ∆′ is maximal, MB∆′′ ∩ E 6= ∅, and we get a
contradiction. Thus, we have shown λ2M,β(∆)(∆) ≥
(
δc0
2M
)β whenever ∆ ∈
PM,δ, and the previous lemma implies (3.6). 
Lemma 3.5. With the assumptions of Lemma 3.3, and supposing E ⊆
c0B∆0 ⊆ ∆0 ∈ D is a Borel set satisfying µ(E)/µ(∆0) ≥ ρ > 0, we
have that for all δ, τ > 0, there are t0, N > 0 (depending on δ, Cµ,M , and
ρ) such that for t ∈ (0, t0), we can find a collection T of cubes in ∆0, and a
compact set E ′ ⊆ E so that the following are true.
(1) µ(E ′) ≥ (1− τ)µ(E).
(2) If ξ ∈ ∆ ∩ E ′ for some ∆ ∈ T , then ξ ∈ (1− t)∆.
(3) If ∆ ⊆ ∆0 and ∆ ∩ E ′ 6= ∅, then either ∆ ∈ T or, for every
ξ ∈MB∆, dist(ξ, E) < δ`(∆).
(4) For all ∆′ ∈ D , ∑
∆⊆∆′
∆∈T
µ(∆) .µ,τ,δ,M µ(∆′). (3.7)
(5) Finally, we also have that, for every ξ ∈ E ′, ξ is contained in at
most N cubes from T .
Proof. Let P = PM,δ be from Corollary 3.4. For ∆ ⊆ ∆0, let k(∆)
denote the number of cubes in P properly containing ∆ (so k(∆0) = 0).
For N > 0, by Chebyshev’s inequality,
µ
 ⋃
∆⊆∆0
k(∆)≥N
∆
 ≤ 1
N
∑
∆∈P
µ(∆)
(3.6)≤ C1
N
µ(∆0).
Thus, if τ ∈ (0, 1), N > 2C1
τρ
, and
EN := E\
⋃
∆⊆∆0
k(∆)≥N
∆
then
µ(EN) ≥ (1− τ/2)µ(E).
Set
T = {∆ ⊆ ∆0 : ∆ ∩ EN 6= ∅} ∩P.
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By Lemma 3.2 and (3.6), if t < t0 :=
(
τρ
2C1t0
)1/α
, then∑
∆∈P
µ(∆\(1− t)∆) ≤ t0tα
∑
∆∈T
µ(∆) ≤ C1t0tαµ(∆0) < τ
2
µ(E). (3.8)
Thus, if
E ′ = EN ∩
(⋃
∆∈T
∆\(1− t)∆
)c
(3.9)
then
µ(E ′) > (1− τ)µ(E).
Note that E ′ ⊆ EN guarantees ξ is in at most N many cubes from T .
Finally, by replacing E ′ with a compact subset if necessary so that it still
satisfies the previous inequality, we may assume E ′ is compact. 
Remark 3.6. It is this set of lemmas concerning porosity where the dou-
bling property for harmonic measure (and hence the NTA assumption) plays
the most critical role in our work. By work in [8], for example, one can
generalize the results of [13] and Theorem 1.6 to domains satisfying only
an interior corkscrew condition, but whose boundary is Ahlfors regular and
has “uniform interior pieces of Lipschitz graphs,” a priori. In this setting,
harmonic measure isn’t necessarily doubling, and so one only obtains a
“weak” A∞-condition or “weak” reverse Ho¨lder inequality (which implies
the stronger A∞-condition if ω happens to be doubling). Thus, one could
perhaps generalize our results in this way via constructing Ω±E′ satisfying
interior corkscrew conditions and using the comparison principle; however,
we also use the doubling property to construct these ideal subsets E ′ that
guarantee that our domains Ω±E′ have Ahlfors regular boundaries. It’s be-
cause of this that a generalization is even less immediate.
4. THE SETS Ω±E
We will use a pretty general method for constructing sub and super NTA
domains that intersect a prescribed portion of the boundary, and later prove
that, given a clever choice of subset E ′ ⊆ E (where E is as in Theorem
1.8), the sub and super NTA domains containing E ′ in their boundaries
have the desired properties. The constructions of the subdomains are com-
mon knowledge (see [18] or [21], for example), but the existence of super-
domains is not, to the author’s knowledge, and so we include a construction
in the appendix.
Lemma 4.1. Let Ω ⊆ Rd+1 be a C-NTA (or C-uniform) domain and let
E ⊆ B(ξ0, r0)∩∂Ω be compact where ξ0 ∈ ∂Ω and r0 ∈ (0, diam ∂Ω). Set
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C0 > 0 and
C −E = {Q ∈ W (Ω) : C0Q ∩ E 6= ∅, `(Q) ≤ r0}.
For Q1, Q2 ∈ W (Ω), let PQ1,Q2 be a shortest path of adjacent dyadic Whit-
ney cubes connecting Q1 to Q2 (which also includes Q1 and Q2). For some
constant C˜ > 0, set
C˜E
−
= {Q : Q ∈ PQ1,Q2 for some Q1, Q2 ∈ C −E with dΩ(Q1, Q2) ≤ C˜}.
For λ > 1, set
Ω−E =
 ⋃
Q∈C˜E
−
λQ
◦ .
Then for C0 and C˜ large enough and λ > 1 close enough to 1(each depend-
ing only on C and d), Ω−E is a C
−-NTA (or C−-uniform) domain contained
in B(ξ0, C−r0) for some C− = C−(d, C0, λ, C) and diam ∂Ω−E ≥ r0/C− .
Moreover, ∂Ω−E ∩ ∂Ω = E.
As mentioned earlier, we will omit the proof of Lemma 4.1, but for an
idea of the construction, see [21, Lemma 6.3] or [18, Lemma 3.61] for
example.
Lemma 4.2. Let Ω be a C-NTA (or C-uniform) domain, and E ⊆ ∂Ω ∩
B(ξ0, r0) be compact where ξ0 ∈ ∂Ω and r0 ∈ (0, diam ∂Ω). Let K ≥
3, λ > 1 and set
C +E = {Q ∈ WK(Rd+1\E) : Q ∩ ∂Ω 6= ∅}.
Define
Ω+E = Ω ∪
⋃
Q∈C+E
(λQ)◦.
Then, for λ > 1 close enough to 1 (depending on C and d) and K large
enough (depending on d, λ and C), there is C+ = C+(d, C,K) so that Ω+E
is a C+-NTA (or C+-uniform) domain. Moreover, ∂Ω+E ∩ ∂Ω = E. If Ω is
C-NTA, then diam ∂Ω+E ∼C+ diam ∂Ω.
For a proof, see the appendix.
Lemma 4.3. Let C ′ > 0, Ω, E, and Ω±E be as in Lemma 4.1 or Lemma 4.2.
Suppose also that there is an L-bi-Lipschitz injection g : E → Z where Z
is a metric space satisfying (1.2) and that for all ξ ∈ E and r > 0, we have∑
Q∈∂C±E (ξ,r)
`(Q)d ≤ C ′rd (4.1)
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where
∂C −E (ξ, r) = {Q ∈ C −E : Q ∩B(ξ, r) 6= ∅, Q ∼ Q′ for some
Q′ ∈ W (Ω)\C −E } (4.2)
and
∂C +E (ξ, r) = {Q ∈ CE+ : Q ∩B(ξ, r) 6= ∅, Q ∼ Q′ for some
Q′ ∈ WK(Rd+1\E)\C +E }. (4.3)
Then ∂Ω±E is upper A
±-Ahlfors regular (with A± = A±(C,C ′, A, L, d)),
meaning
H d(B(ξ, r) ∩ ∂Ω±E) ≤ A±rd for all ξ ∈ ∂Ω±E and r > 0. (4.4)
If Ω is also C-NTA, then ∂Ω±E is A
±-Ahlfors regular.
Proof. Claim: : For all r > 0, if
∂Ĉ −E (ξ, r) = {Q ∈ C˜E
−
: λQ ∩B(ξ, r) 6= ∅, Q ∼ Q′ for some
Q′ ∈ W (Ω)\C˜E
−} (4.5)
and
∂Ĉ +E (ξ, r) = {Q ∈ ∂CE+ : λQ ∩B(ξ, r) 6= ∅, Q ∼ Q′ for some
Q′ ∈ WK(Rd+1\E)\∂C +E } (4.6)
then ∑
Q∈∂C˜±E (ξ,r)
`(Q)d .C′,d,K,C˜,C rd. (4.7)
We first focus on ∂C +E (ξ, r). If Q ∈ ∂Ĉ +E (ξ, r), then λQ ∩ B(ξ, r) 6= ∅,
and by Definition 2.1,
`(Q) ≤ r/
(
K − 1
2
−√d+ 1λ− 1
2
)
< 4r/(K − 1) (4.8)
for λ > 1 close enough to 1, and so diamλQ ≤ 4λ√d+ 1r/(K − 1).
Hence Q ⊆ B(ξ, (4λ√d+ 1/(K − 1) + 1)r), and so∑
Q∈∂Ĉ+E (ξ,r)
`(Q)d ≤
∑
Q∈∂C+E (ξ,(4λ
√
d+1/(K−1)+1)r)
`(Q)d
(4.1)
. K,d rd
which proves the claim in this case.
In the case of ∂C −E (ξ, r), if Q ∈ ∂Ĉ −E (ξ, r), (4.8) still holds with K =
3. Moreover, there is a chain of Whitney cubes of length C˜ of Whitney
cubes from Q to a cube Q′ ∈ ∂C −E , each cube in the chain having diameter
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comparable to `(Q) (with constants depending on d and C˜), so in particular,
dist(Q,Q′) .C˜,d `(Q) ≤ 2r and `(Q′) ∼C˜,d `(Q), and so
dist(ξ,Q′) ≤ dist(ξ,Q) + diamQ+ dist(Q,Q′) .C˜,d r.
Thus, there is C ′′ depending on d and C˜ so that Q′ ⊆ B(ξ, C ′′r). Also,
to each R ∈ ∂C −E , there are at most N = N(C˜, d) cubes Q ∈ ∂Ĉ −E with
Q′ = R. Thus,∑
Q∈∂Ĉ−E (ξ,r)
`(Q)d ∼C˜,d
∑
Q∈∂Ĉ−E (ξ,r)
`(Q′)d .C˜,d
∑
R∈∂C−E (ξ,C′′r)
`(R)d
(4.1)
. C˜,d rd.
Thus we’ve finished the claim.
Now we will prove (4.4).
(1) Suppose dist(ξ, E) ≥ 2r. Let Q ∈ ∂Ĉ ±E (ξ, r) and yQ ∈ B(ξ, r) ∩
∂λQ. Then Q ∈ W (Ω) or Q ∈ C +E ⊆ WK(Rd+1\E) (depending on
whether we’re considering Ω−E or Ω
+
E; if the former, we set K = 3),
so by Definition 2.1, for λ > 1 small enough (recall K ≥ 3)
`(Q) ≤ dist(Q,E)
K−1
2
−√d+ 1λ−1
2
≤ 2 dist(Q,E) ≤ 2r.
Thus, since λQ ∩B(ξ, r) 6= ∅,
λQ ⊆ B(ξ, r + diamλQ) ⊆ B(ξ, (1 + 2λ√d+ 1)r).
Moreover,
`(Q) ≥ dist(yQ, E)
(1 +K + (λ− 1)/2) &K dist(ξ, E)− |yQ − ξ| > r.
Thus, B(ξ, r) ∩ ∂Ω±E is in the union of the boundaries of finitely
many cubes of the form λQwhere theQ have diameters comparable
to r and is contained in a ball of radius comparable to r; this implies
H d(B(ξ, r) ∩ ∂Ω±E) .d,λ rd (where the implied constant depends
on K in the case of Ω+E).
(2) If dist(ξ, E) < 2r, let ξ′ ∈ E be such that |ξ′ − ξ| < 2r. Then
H d(∂Ω±E ∩B(ξ, r)) ≤H d(∂Ω±E ∩B(ξ′, 2r))
≤
∑
Q∈∂Ĉ±E (ξ′,2r)
H d(∂λQ) +H d(E ∩B(ξ′, 3r))
.λ,d
∑
Q∈∂Ĉ±E (ξ′,2r)
H d(∂λQ) + LdH dZ (g(E ∩B(ξ′, 2r)))
(4.7)
. λ,d rd + LdH dZ (BZ(ξ′, 2Lr))
(1.2)
. A,L,d rd
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and this proves (4.4). Note that (1.2) is given only for radii at most
r0, but since E ⊆ B(ξ0, r0), it also holds for all r > 0 with perhaps
a slightly larger constant.
This proves the lemma for the case of C-uniform Ω. If Ω is C-NTA, so
are Ω±E and it is well known that C-NTA domains are lower regular (that is,
the lower bound in (1.1)) with constant depending on C and d. To see this,
let B(x, r/C) ⊆ B(ξ, r) ∩ Ω±E and B(y, r/C) ⊆ B(ξ, r)\Ω±E , let Px and
Py be two parallel d-planes passing through x and y respectively, and let
Dx = B(x, r/C) ∩ Px and Dy ∩ Py ∩ B(y, r/C). Note that each segment
perpendicular to Px and passing from Dx to Dy must intersect ∂Ω±E , and
thus if pi is the orthogonal projection onto Px,
H d(∂Ω±E ∩B(ξ, r)) ≥H d(pi(∂Ω±E ∩B(ξ, r))) ≥H d(Dx) &C,d rd.

Thus, the main challenge in proving Theorem 1.10 is to show how our
assumptions imply (4.1) holds for E, or in the case of Theorem 1.8, to show
(4.1) holds for some special subset E ′.
5. THE PROOF OF THEOREM 1.8
We now apply the results of the previous sections to prove Theorem 1.8.
We state here our standing assumptions that will hold throughout this sec-
tion:
Standing assumptions for this section: We will assume Ω is a C-NTA
domain, E ⊆ ∂Ω ∩ B(ξ0, r0), g : E → Z is a L-bi-Lipschitz injec-
tion into a metric space Z satisfying (1.2), r0 ∈ (0, diam ∂Ω), ξ0 ∈ ∂Ω,
B(z0, r0/C) ⊆ Ω, ω = ωz0Ω , and ω(E)/ω(B(ξ0, r0)) ≥ ρ > 0. We will
also assume that D are the “cubes” for Σ = ∂Ω with c0 < c1/4 fixed,
and without loss of generality, that B(ξ0, r0) = B(ζ∆0 , c1`(∆0)) (we can
do this by rescaling Ω and by choosing the maximal nets in Theorem 3.1
to include ξ0). We will also let B∆ = B(ζ∆, `(∆)) denote a Euclidean
ball, not a ball with respect to the relative topology of ∂Ω, though we
still have ∂Ω ∩ c1B∆ ⊆ ∆ ⊆ B∆ ∩ ∂Ω for ∆ ∈ D , so in particular,
E ⊆ c0B∆0 ∩ Σ ⊆ ∆0. Let M > 0 be large and δ > 0 to be determined
later.
Note that by (2.5), we can apply Lemma 3.3 and Lemma 3.5 with µ = ω,
τ > 0, some numbers δ,M > 0 to be chosen later, and ρω(B(ξ0,r0))
ω(∆0)
in place
of ρ. From this lemma, we obtain the quantities t0 andN , and for t ∈ (0, t0),
we get a compact set E ′ and a collection of cubes T , where for now we pick
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t ∈ (0, t0) small enough (depending on c1) so that
(c1/2)B∆ ∩ ∂Ω ⊆ ∆\(1− t)∆ for ∆ ∈ D (5.1)
In Theorem 1.8, the last conclusion follows from the penultimate one,
and that one follows from the first five conclusions and Lemma 2.6, so we
need only prove those. Let Ω±E′ be the NTA domains from Lemmas 4.1
and 4.2, where we will pick C0 in the course of the proof sufficiently large.
These and the set E ′ already satisfy conclusions (1) through (4), so we only
have to demonstrate that they are Ahlfors regular. By Lemma 4.3, it suffices
to show (4.1).
With all these reductions and assumptions in place, Theorem 1.8 will now
follow from the following lemma
Lemma 5.1. Fix τ ∈ (0, 1), let E ′ ⊆ E be the set from Lemma 3.5 for our
choice of τ , ρω(B(ξ0,r0))
ω(∆0)
in place of ρ, and some M and δ and µ = ω, and
Ω±E′ be as in Lemma 4.1 or Lemma 4.2 applied to the set E
′. Then∑
Q∈∂C±
E′ (ξ,r)
`(Q)d . rd for all ξ ∈ E ′ and r > 0. (5.2)
Proof of Lemma 5.1. The sum in (5.2) will be controlled using two different
bookkeeping lemmas.
Lemma 5.2. Let E ′ ⊆ E ⊆ B(ξ0, r0) ⊆ Rd+1, and r ∈ (0, 3r0), and C be
any collection of disjoint cubes Q ⊆ Rd+1. Suppose yQ ∈ E\E ′ are points
in E such that
(1) dist(yQ, Q) . dist(yQ, E ′) ∼ dist(Q,E ′) ∼ `(Q),
(2) for all Q ∈ C , dist(Q,E ′) < r,
(3) there is an L-bi-Lipschitz injection g : E → Z into a metric space
Z satisfying (1.2).
Then
∑
Q∈C `(Q)
d . rd (with constant depending on d, L, the constants in
(1.2), and all implied constants).
Proof. Let DZ denote the “cubes” for Z and F = g(E ′). Let W (Z\F ) ⊆
DZ denote the collection of maximal cubes ∆ for which 3B∆ ∩ F = ∅.
One can show `(∆) ∼ dist(ξ, F ) for all ξ ∈ ∆ ∈ W (Z\F ). Let ∆Q ∈
W (Z\F ) contain g(yQ); we know such a cube exists since
dist(g(yQ), F ) ≥ L−1 dist(yQ, E ′) > 0.
Note that
`(Q) ∼ dist(yQ, E ′) ∼ dist(g(yQ), F ) ∼ `(∆Q).
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Claim: There isN0 = N0(d, L) so that at mostN0 manyQ ∈ C can satisfy
∆Q = ∆ for some given ∆ ∈ W (Z\F ). To see this, note
dist(yQ, Q) . dist(yQ, E ′) ∼ `(∆Q) = `(∆),
and if ∆Q = ∆Q′ = ∆, then |yQ − y′Q| ≤ L|g(yQ)− g(yQ′)| ≤ diam ∆ ∼
`(∆). Thus, all cubes Q for which ∆Q = ∆ are contained in a ball of radius
comparable to `(∆) and have side lengths comparable to `(∆). This proves
the claim.
Since each Q ∈ C intersects B(ξ, r),
`(∆Q) ∼ dist(yQ, E ′) ∼ `(Q) ∼ dist(Q,E ′) ≤ r
and if we fix a Q0 ∈ C ,
dist(g(yQ0),∆Q) ≤ |g(yQ0)− g(yQ)| .L |yQ0 − yQ|
≤ dist(yQ0 , Q0) + diamQ0 + dist(Q0, Q) + diamQ+ dist(yQ, Q)
. `(Q0) + `(Q0) + 2r + `(Q) + `(Q) . r
thus, all the ∆Q are contained in a ball B = BZ(g(ξ), C ′r) for some C ′
depending on L, d and the implied constants. Moreover, since `(∆Q) ∼
`(Q) ≤ r < 3r0, there is θ < c1 so that θ`(∆Q) < r0, (θ < c1 guarantees
θB∆ ⊆ ∆). Thus, if C ′r < r0, we can apply part (3) to get∑
Q∈C
`(Q)d .N0
∑
∆∈W (Z\F )
∆⊆B
`(∆)d .A
∑
∆∈W (Z\F )
∆⊆B
H dZ (θB∆)
≤
∑
∆∈W (Z\F )
∆⊆B
H dZ (∆) ≤H dZ (B) .A rd.
If C ′r ≥ r0, we can cover E with a bounded number (depending on d and
L) of balls Bi centered on E with radii less than r02L , and thus we can cover
g(E) with a finite number of balls B′i centered on it of radii less than r0/2.
For θ small enough, θB∆Q ⊆
⋃
2B′i, and thus∑
Q∈C
`(Q)d .N0
∑
∆∈W (Z\F )
θB∆⊆
⋃
B′
i
`(∆)d .A
∑
∆∈W (Z\F )
θB∆⊆
⋃
B′
i
H dZ (θB∆)
≤H dZ
(⋃
B′i
)
. rd0 .A rd.

Lemma 5.3. Let T be the collection of cubes from Lemma 3.5 and T∆′ be
those cubes in T contained in ∆′ that intersect E ′. Then for all ∆′ ⊆ ∆0,∑
∆∈T∆′
`(∆)d .L,d,C,τ `(∆′)d. (5.3)
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Proof. First note that, if ∆ ⊆ ∆0 and ∆ ∩ E ′ 6= ∅, then there is ξ∆ ∈
(1 − t)∆ ∩ E ′ by Lemma 3.5. Hence, the collection {B(ξ∆, t`(∆)) : ∆ ⊆
∆0,∆ ∈ Dn,∆ ∩ E ′ 6= ∅} is a disjoint family of balls with centers in
E ′ ⊆ Z.
Let B∆ := BZ(g(ξ∆), t2L`(∆)) ⊆ Z. If y ∈ B∆ ∩B∆
′ for some ∆,∆′ ∈
Dn ∩ T , then |ξ∆ − ξ∆′| < tcn0 , so that B(ξ∆, t`(∆)) and B(ξ∆′ , t`(∆′))
intersect, giving a contradiction. Thus, for any y ∈ Z, there is at most one
∆ ∈ Dn ∩ T containing y, and thus there are at most N cubes ∆ from T so
that y ∈ B∆. Also, note that ∆, ∆˜ ∈ T∆′ implies
|g(ξ∆)− g(ξ∆˜)| ≤ L|ξ∆ − ξ∆˜| < 2L`(∆′)
and so all theB∆ lie inBZ(g(ξ∆˜), (2L+
t
2L
)`(∆′)) ⊆ B˜ := BZ(g(ξ∆˜), (2L+
1)`(∆)) for some fixed ∆˜ ∈ T∆′ .
Recalling that r0 = c1`(∆0), pick θ = c1/2 so that for all ∆ ⊆ ∆0,
θ`(∆) ≤ θ`(∆0) < r0. Then by (1.2), if ζ ∈ ∆′ ∩ E ′ and (2L+ 1)`(∆′) <
r0, ∑
∆∈T∆′
`(∆)d .A,d,t,c1,L
∑
∆∈T∆′
H dZ (θB
∆) ≤
∫
Z
∑
∆∈T∆′
1B∆(x)dH
d
Z (x)
≤ NH dZ
 ⋃
∆∈T∆′
B∆
 ≤ NH dZ (B˜) .A,d,N `(∆′)d.
Otherwise, if (2L+1)`(∆) ≥ r0 = c0`(∆0), cover ∆0 withN1 = N1(d, L, c1)
many cubes ∆j with (2L+ 1)`(∆j) < r0. Then∑
∆∈T∆′
`(∆)d ≤
N1∑
j=1
∑
∆∈T∆j
`(∆)d .
N1∑
j=1
`(∆j)
d .L,d,c1 `(∆0)d .L `(∆′).

Lemma 5.4. The inequality (5.2) holds for ∂C −E′(ξ, r).
Proof. Claim: It suffices to show (5.2) in the case when r ≤ 3r0. To
see this, observe that, if r > 3r0, then since E ′ ⊆ E ⊆ B(ξ0, r0) any
cube Q ∈ C −E′\∂C −E′(ξ, 3r0) is at least r0 away from E ′. By construction,
however, the Q ∈ C −E′ are chosen so that `(Q) ≤ r0. Since C0Q ∩ E ′ 6= ∅,
we have that
r0 ≤ dist(Q,E ′) ≤ dist(ξ,Q) ≤ diamC0Q = C0
√
d+ 1`(Q) ≤ C0
√
d+ 1r0.
Thus all suchQ have sizes comparable to r0. Moreover, all cubes inC −E′\C −E′(ξ, r)
lie in B(ξ0, C−r0) (since Ω−E′ ⊆ B(ξ0, C−r0)) and thus there are boundedly
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many of them (depending only on C0 and d). Hence,∑
Q∈∂C−
E′ (ξ,r)
`(Q)d ≤
∑
Q∈C−
E′\∂C
−
E (ξ,3r0)
`(Q)d+
∑
Q∈∂C−
E′ (ξ,3r0)
`(Q)d .C0,d rd0 .d rd
which proves (5.2) if we assume (5.2) holds for r ≤ 3r0, and this proves the
claim.
Now assume r ≤ 3r0. Set
D(ξ, r) = {∆ ∈ D(∆0) : `(∆) > r ≥ c0`(∆),∆ ∩B(ξ, r) ∩ E ′ 6= ∅}.
Since r ≤ 3r0 = 3c1`(∆0) < `(∆0) and E ⊆ ∆0, this set is nonempty and
covers B(ξ, r) ∩ E ′. Note that for Q ∈ ∂C −E (ξ, r),
`(Q) ≤ dist(Q, ∂Ω) ≤ dist(ξ,Q) < r ≤ 3r0 < `(∆0);
this and the fact that C0Q ∩ E ′ 6= ∅ imply there is a maximal ∆(Q) ⊆ ∆0
that intersects C0Q∩E ′ and is such that `(Q) ≥ c0`(∆(Q)), so necessarily,
∆(Q) is contained in some cube in D(ξ, r) (observe also that `(∆(Q)) ∼c0
`(Q)). With this in mind, and the fact that #D(ξ, r) .C 1, it will now
suffice to show instead that∑
Q∈CE′ (∆˜)
`(Q)d . rd for ∆˜ ∈ D(ξ, r) (5.4)
where
CE′(∆˜) = {Q ∈ ∂C −E′(ξ, r) : ∆(Q) ⊆ ∆˜}.
Split CE′(∆˜) into sets
T1 = {Q ∈ CE′(∆˜) : ∆Q ∈ T}, T2 = CE′(∆˜)\T1.
We first handle T1. Observe that at most a bounded number of cubes Q
can have ∆(Q) = ∆ for a given ∆ since dist(Q,∆(Q)) ≤ C0 diamQ and
`(∆(Q)) ∼ `(Q). Also, since ∆(Q)∩E ′ 6= ∅ for allQ ∈ CE′(∆˜), we know
T1 ⊆ T∆˜, (recall Lemma 5.3 for this notation). Thus, we have∑
Q∈T1
`(Q)d .
∑
∆∈T∆˜
`(∆)d
(5.3)
. `(∆˜)d . rd. (5.5)
Next, assume Q ∈ T2. Since Q ∈ ∂C −E′ , there is Q′ adjacent to Q so that
C0Q
′ ∩ E ′ = ∅. We now pick C0 > 0 large enough (depending on c0) so
that there is ∆′ ⊆ C0Q′ with c0`(∆′) ≤ `(Q′) ≤ `(∆′) (see Figure 2). Then
`(∆′) ∼c0 `(Q′) ∼d `(Q) ∼c0 `(∆(Q))
and so for M > 0 large enough, ∆′ ⊆ MB∆(Q). Since ∆(Q) 6∈ T , if δ is
small enough, then by (5.1) and Lemma 3.5, there is yQ ∈ (1− t)∆′ ∩ E.
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MB∆(Q)
∂Ω
∆′
Q
Q'
E'
C Q
C Q'
0
0
FIGURE 2. The cubes Q,Q′ and ∆′ in the case that Q ∈ T2.
Our goal now is to verify that yQ, Q,E,E ′, g, andZ satisfy the conditions
of Lemma 5.2. Since yQ ∈ ∆′ ⊆ C0Q′ and Q′ is adjacent to Q
`(Q) ≤ dist(Q, ∂Ω) ≤ dist(yQ, Q) ≤ diamC0Q′ + diamQ′ . `(Q),
dist(yQ, E
′) < 2`(MB∆(Q)) .c0,M `(Q)
and since ∆′ ∩ E ′ = ∅ and yQ ∈ (1− t)∆′,
dist(yQ, E
′) ≥ t`(∆′) &c0 `(Q′) ∼d `(Q). (5.6)
Moreover, Q ∩ B(ξ, r) 6= ∅ for all Q ∈ CE(∆˜) ⊆ ∂C −E′(ξ, r), and so by
Lemma 5.2, ∑
Q∈T2
`(Q)d . rd.

Lemma 5.5. The inequality (5.2) holds for ∂C +E′ .
Proof. The proof is basically the same as in the previous lemma, but with
some minor adjustments. Let ξ ∈ E ′ and r > 0. Again, without loss
of generality, it suffices to prove (5.2) for r ≤ 3r0. To see this, assume
it’s true and let r > 3r0, pick n ≥ 0 so that 3n+1r0 ≥ r > 3nr0. If
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Q ∈ Cj := ∂C +E′(ξ, 3j+1r0)\∂C +E′(ξ, 3jr0), then
`(Q) ≤ dist(Q,E ′) ≤ dist(ξ,Q) ≤ 3n+1r0,
yet since E ′ ⊆ B(ξ0, r0),
`(Q) ∼d,K dist(Q,E ′) ≥ (3n − 2)r0 ∼ 3nr0.
Thus, all cubes in Cj are contained in a ball centered about ξ0 of radius
comparable to 3nr0 and have sidelengths comparable to 3nr0. Hence,∑
Q∈∂C+
E′ (ξ,r)
`(Q)d ≤
∑
Q∈∂C+
E′ (ξ,3
n+1r0)
`(Q)d
≤
∑
Q∈∂C+
E′ (ξ,3r0)
`(Q)d+
n∑
j=1
∑
Q∈Cj
`(Q)d .d,K rd0+
n∑
j=0
(3nr0)
d . 3ndrd0 .d rd.
Thus, we can assume r ≤ 3r0.
Define D(ξ, r) just as in Lemma 5.4. Note that if Q ∈ C +E (ξ, r), then
since Q ∈ C +E ⊆ WK(Rd+1\E),
`(Q) ≤ dist(Q,E ′) ≤ dist(ξ,Q) < r ≤ 3r0 < `(∆0).
Moreover, we know that the parent of Q, Q1, satisfies KQ1 ∩E 6= ∅. Thus,
there is a maximal cube ∆(Q) ⊆ ∆0 such that ∆(Q) ∩KQ1 ∩ E ′ 6= ∅ and
c0`(∆(Q)) ≤ `(Q), so again ∆(Q) ∈ D(ξ, r). Again, #D(ξ, r) .C 1, and
so it suffices to show (5.4), where now
CE′(∆˜) = {Q ∈ ∂C +E′(ξ, r) : ∆(Q) ⊆ ∆˜}.
Split CE′(∆˜) into sets T1 and T2 as before. Again, (5.5) holds for the
same reasons, so we’re just left with estimating the sum over T2.
For each Q ∈ CE′(∆˜) ⊆ C +E′ , we have Q ∩ ∂Ω 6= ∅ by definition, so we
can pick xQ ∈ Q ∩ ∂Ω so that B(xQ, `(Q)) ∩ ∂Ω ⊆ 3Q. Since `(Q) ∼
`(∆(Q)), we can pick M large enough (depending on d, K, and c0) so that
MB∆(Q) ⊇ 3Q ⊇ B(xQ, `(Q)). If δ is chosen small enough (depending on
M and c0), we can guarantee that there is yQ ∈ E∩B(xQ, `(Q)). Moreover,
since MB∆(Q) ⊇ 3Q 3 yQ, and Q ∈ WK(Rd+1\E ′),
dist(yQ, E
′) ∼d,K `(Q) ≤ dist(Q,E ′) ≤ diamMB∆(Q) . `(Q),
and dist(yQ, Q) ≤ diamQ since yQ ∈ 3Q. Thus, we can apply Lemma 5.2
again with respect to the set E ′. 
This ends the proof of Lemma 5.1.

As another corollary, we get the following well known fact.
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Lemma 5.6. Let Ω ⊆ Rd+1 be a C-NTA domain with A-Ahlfors regular
boundary. Let E ⊆ ∂Ω ∩ B(ξ0, r0) be a compact set with ξ0 ∈ ∂Ω and
r0 < diam ∂Ω. Then there is a C ′′-NTA domain ΩE ⊆ Ω with A′′-Ahlfors
regular boundary so that ∂ΩE ∩ ∂Ω = E and diam ∂ΩE ≥ r0/C ′′, where
A′′, C ′′ > 0 depend only on A,C, and d.
Proof. We’ll just sketch some of the details. Let D be the cubes for ∂Ω
and ΩE = Ω−E from Lemma 4.1, but pick C large enough in that lemma
so that, for all Q ∈ W (Ω), C0Q contains a cube ∆ ∈ D with c0`(∆) ≤
`(Q) < `(∆) and let yQ be the center of this cube. Following a similar
procedure in the proof of Lemma 5.1, we can show that yQ, E, Z = ∂Ω,
and ∂C = C˜E
−
(ξ, r) satisfy the conditions of Lemma 5.2, and so now the
result follows from Lemma 4.3. 
6. PROOF OF THEOREM 1.10
We begin by recalling some theory from [14] and [15].
Definition 6.1. An A-Ahlfors regular set Z ⊆ Rd+1 is uniformly rectifiable
if there are constants L, c > 0 such that, for all ξ ∈ Z and r ∈ (0, diamZ),
there is E ⊆ B(ξ, r) ∩ Z with H d(E) ≥ crd and an L-bi-Lipschitz em-
bedding g : E → Rd.
For example, if Z is a bi-Lipschitz image of Rd, then it is trivially uni-
formly rectifiable. There are several different equivalent definitions of this
term; for example, [14] presents seven characterisations, and in [15] several
more. The characterisation that will be most convenient for us, though, is
one given in terms of bilateral β-numbers: for a set Z ⊆ Rd+1, ξ ∈ Z,
r > 0, and a hyperplane P passing through ξ, set
bβZ(ξ, r, P ) = sup
ζ∈B(ξ,r)∩Z
dist(ζ, P )/r + sup
ζ∈B(ξ,r)∩P
dist(ζ, Z)/r.
Note that by the local compactness of the Grassmanian and the continuity of
bβ(ξ, r, P ) in P , there exists Pξ,r that infimizes bβ(ξ, r, P ), and we define
bβZ(ξ, r) = bβZ(ξ, r, Pξ,r).
Theorem 6.2. [15, Theorem 2.4] If Z is an A-Ahlfors regular set in Rd+1,
then Z is uniformly rectifiable if and only if, for all ε > 0, the set
Bε = {(ξ, r) ∈ Z × (0,∞) : bβZ(ξ, r) > ε}
is a Carleson set, meaning that, for all ξ0 ∈ Z and r0 > 0, if we define
dσ = dH d|Z × drr , then
σ(Bε ∩ (B(ξ0, r0)× (0, r0))) ≤ CURrd0 (6.1)
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where CUR depends on L, d, and c in the definition of uniform rectifiability
and vice versa.
We will say that Z is CUR-uniformly rectifiable if it satisfies (6.1).
The original definition of bβZ infimizes over all hyperplanes P , not just
the ones passing through ξ, but it’s easy to see that this quantity is com-
parable to our current definition by a factor of two. Using these centered
bilateral β-numbers will make things a bit more convenient below.
Lemma 6.3. Let Z be a set in Rd+1, Σ a closed set whose complement is
the disjoint union of two C-uniform domains Ω±. Let E = Z ∩ Σ, ξ ∈ E,
and r > 0. If bβZ(ξ, r) < ε < 18C2 and ζ ∈ B(ξ, r2C ) ∩ Σ is such that
dist(ζ, E) > (2C+1)εr, then there is z ∈ Z∩B(ξ, r) with dist(z, E) ≥ εr.
Proof. Let P = Pξ,r and ν a unit normal vector to P . Set
H± = {ξ + x : ±x · ν > 0}
so P c = H+ ∪H−. Set ξ± = ξ ± r4C ν ∈ H±.
Let ζ ′ ∈ P be closest to ζ and let ζ ′′ ∈ E be closest to ζ ′. Since
bβZ(ξ, r) < ε and ζ ′ ∈ B(ξ, r2C ) ∩ P
dist(ζ, P ) = |ζ − ζ ′| ≥ |ζ − ζ ′′| − |ζ ′′ − ζ ′| ≥ (2C + 1)εr − εr = 2Cεr.
In particular, ζ 6∈ P , so without loss of generality, we can suppose ζ ∈
H+. By Definition 1.1, we can find a curve γ (contained in either Ω+ or
Ω−) containing ζ and ξ− such that
H 1(γ) ≤ C|ζ − ξ−| ≤ C(|ζ − ξ|+ |ξ − ξ−|) ≤ C
( r
2C
+
r
4C
)
=
3r
4
and for all t ∈ γ, dist(t,Σ) ≥ dist(t, {ζ, ξ−})/C (see Figure 3).
Note that diam γ ≤H 1(γ) ≤ 3r/4, and since |ξ − ξ−| = r4C ≤ r/4, we
have
γ ⊆ B(ξ−, 3r/4) ⊆ B(ξ, r).
Since ζ ∈ H+ and ξ− ∈ H−, there is t ∈ γ ∩ P ∩B(ξ, r) such that
dist(t, E) ≥ dist(t,Σ) ≥ dist(t, {ζ, ξ−})/C ≥ min{2Cεr, r
4C
}/C = 2εr
since ε < 1
8C2
. Since bβZ(ξ, r) < ε, there is z ∈ Z such that |t − z| < εr,
and so
dist(z, E) ≥ dist(t, E)− |t− z| ≥ 2εr − εr = εr.

Theorem 6.4. Let Ω ⊆ Rd+1 be a C-uniform domain so that (Ωc)◦ is also
C-uniform. Let E ⊆ ∂Ω ∩ B(ξ0, r0) ∩ Z where Z is an A-Ahlfors reg-
ular CUR-uniformly rectifiable set. Then there are C±-NTA domains Ω±E
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ξ
ξ−
γ
t
ζ
P
Σ
B(ξ, r
2C
)
B(ξ, r)
FIGURE 3. Since ζ is far from P , we can find a point t ∈ P
far from Σ. Since bβZ(ξ, r) is small, we can find a point in
Z near t that will be far from Σ as well.
with A±-Ahlfors regular boundaries so that Ω−E ⊆ Ω ⊆ Ω+E , diam ∂Ω±E ≥
diam ∂Ω/C±, andE ⊆ ∂Ω±E∩∂Ω. Moreover, if ω = ωz0Ω whereB(z0, r0/C) ⊆
B(ξ0, r0) ∩ Ω, then ω is A∞-equivalent to H d on E, so in particular,
ω|E H d|E  ω|E .
Proof. By Lemma 4.3, it suffices to show for ξ ∈ E and r > 0,∑
Q∈∂C±E (ξ,r)
`(Q)d . rd (6.2)
where ∂C ±E are defined in (4.5) and (4.6).
We begin with ∂C −E (ξ, r). For Q ∈ C −E , since C0Q ∩ E 6= ∅, we can
select xQ ∈ E ∩ C0Q. Let M > 1, ε ∈ (0,min{ 1(2C+1)M , 18C2}), and set
T1 = {Q ∈ ∂C −E (ξ, r) : bβ(xQ,M`(Q)) ≥ ε}, T2 = ∂CE(ξ, r)\T1.
Let Q ∈ T1. Note that
ε ≤ bβ(xQ,M`(Q)) ≤ 3bβ(y, s)
for (y, s) ∈ TQ := (B(xQ,M`(Q)) ∩ Z)× (2M`(Q), 3M`(Q)).
This implies TQ ⊆ Bε/3. Since `(Q) ≤ dist(Q,E) ≤ r and xQ ∈ Q, we
also have
TQ ⊆ B(ξ, diamC0Q+M`(Q) + r)× (0, 3M`(Q))
⊆ B(ξ,M ′r)× (0, 3Mr)
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where M ′ = M + C0
√
d+ 1 + 1. Moreover,∑
Q∈T1
1TQ(x, t) .d,M 1. (6.3)
To see this, observe that if (x, t) ∈ TQj for some distinct cubes Q1, ..., QN ,
then t ∼ M`(Qj) for all j, and dist(x,Qj) ≤ M`(Qj) ∼ t for all j, so all
Qj are disjoint cubes of sidelights comparable to t/M contained in a ball of
radius comparable to t/M , which implies N .d,M 1. Thus,∑
Q∈T1
`(Q)d .d,M
∑
Q∈T1
σ(TQ)
(6.3)
. d,M σ(Bε/3 ∩ (B(ξ,M ′r)× (0, 3Mr)))
(6.1)
. M,d,CUR r
d.
For Q ∈ T2, note that since Q ∈ ∂C −E , there is Q′ ∈ W (Ω) such
that Q ∼ Q′ and C0Q′ ∩ E = ∅. Again, for C0 large enough, and since
`(Q) ∼d `(Q′), we can guarantee that there is always zQ ∈ ∂Ω such that
B(zQ, `(Q)) ⊆ C0Q′. For M large enough, B(zQ, `(Q)) ⊆ B(xQ, M`(Q)2C )
(recall xQ ∈ C0Q ∩ E), and dist(zQ, E) ≥ `(Q) ≥ ε(2C + 1)M`(Q)
(since B(zQ, `(Q)) ⊆ C0Q′ and C0Q′ does not intersect E). Since we also
have ε < 1
8C2
, we can use Lemma 6.3 with Σ = ∂Ω to show that there is
yQ ∈ Z ∩ B(xQ,M`(Q)) with dist(yQ, E) ≥ εM`(Q). Since xQ ∈ E, we
have dist(yQ, E) ≤M`(Q). Finally, since Q ∈ W (Ω),
`(Q) ≤ dist(Q, ∂Ω) ≤ dist(Q,E) ≤ r,
and so we can apply Lemma 5.2 with C = T2 to show that∑
Q∈T2
`(Q)d . rd.
For ∂C +E (ξ, r), again, the proof is the same as above except for our choice
of xQ: For Q ∈ C +E (ξ, r), Q ∈ WK(Rd+1\E), and so the parent Q1 of Q
satisfies KQ1 ∩ E 6= ∅, so we can pick xQ ∈ KQ1. Thus, dist(xQ, Q) ≤
2K diamQ. We define T1 as above, but with M > (2K + 3)
√
d+ 1 so
that B(xQ,M`(Q)) ⊇ 3Q. Since Q ∩ ∂Ω 6= ∅ when Q ∈ C +E , there is
zQ ∈ Q ∩ ∂Ω, and B(zQ, `(Q)) ⊆ 3Q. The remainder of the proof is now
just like the proof we had in the case of ∂C −E (ξ, r), and so (6.2) is proven
for both cases.
The last part of the theorem now follows from Lemma 2.6. 
Proof of Theorem 1.10. We will need the following theorem.
Theorem 6.5. [6, Theorem II]. Let D ≥ d ≥ 1 and 0 < κ < 1 be given.
There are constants C ′ = C ′(d) > 0 and M = M(κ, d) such that if f :
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Rd → RD is a 1-Lipschitz function, then there are sets E1, ..., EM such that
H d∞
(
f
(
[0, 1]d\
M⋃
i=1
Ei
))
≤ C ′κ (6.4)
and such that if Ei 6= ∅, there is Fi : Rd → RD which is L0-bi-Lipschitz,
L0 ∼D κ−1, so that
Fi|Ei = f |Ei . (6.5)
Now, let E ⊆ ∂Ω be as in the statement of Theorem 1.10. Let A ⊆
[0, r0]
d and f : A→ E be L-Lipschitz. By replacing Ω with (Lr0)−1Ω and
f(x) with f(Lr0x)
Lr0
, we may assume without loss of generality that r0 = L−1
(note that this scaling does not affect the Lipschitz constant of f nor the
ratio ρ = H d∞(E)/r
d
0). By Kirszbraun’s theorem, we may extend f so it is
defined on all of Rd and is still L-Lipschitz. Let F (x) = f(x/L) so that F
is a 1-Lipschitz map and F ([0, 1]d) ⊇ E. Let κ = ηH d∞(E)/C ′ = ηρLdC′ and
apply Theorem 6.5 to F to obtain sets E1, ..., EM with M = M(κ, d) and
L0-bi-Lipschitz functions Fi : Rd → Rd+1 satisfying (6.4) and (6.5), where
L0 ∼d κ−1. The sets Zi = Fi(Rd) are CUR-uniformly rectifiable sets with
CUR depending on d and L0 (or rather, d, η, L, and ρ). Let Fi = Zi ∩E. By
Theorem 6.4, ω isA∞-equivalent toH d on Fi, thus ω is alsoA∞-equivalent
toH d on the finite union E ′ =
⋃M
i=1 Fi. Finally
H d∞(E\E ′) ≤H d∞
(
F
(
[0, 1]d\
M⋃
i=1
Ei
))
≤ C ′κ = ηH d∞(E).

Proof of Theorem 1.11. We simply iterate using Theorem 1.10 on the set E
to exhaustH d-almost all of E with rectifiable sets upon each of whichH d
and ω are mutually absolutely continuous. 
7. APPENDIX
7.1. The proof of Lemma 4.2. Lemma 4.2 will follow from the following
lemmas. Again, we assume that E ⊆ ∂Ω∩B(ξ0, r0) where Ω is C-uniform
(unless specified otherwise), ξ0 ∈ ∂Ω, and r0 ∈ (0, diam ∂Ω).
Lemma 7.1. If ∂Ω is bounded, then diam Ω+E .d diam Ω.
Proof. If r ≥ diam ∂Ω, then ∂Ω is a bounded set, thus if Q ∈ C +E ⊆
WK(Rd+1\E), `(Q) ≤ dist(Q,E) ≤ diam Ω, and since each such Q inter-
sects ∂Ω, the lemma follows. 
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Lemma 7.2. If Ω is C-NTA, then for K large enough (depending on λ,C,
and d), Ω+E satisfies the exterior corkscrew condition. In particular, (Ω
+
E)
c
contains a ball of radius r0
4C
.
Proof. Let ξ ∈ ∂Ω+E and r ∈ (0, diam ∂Ω).
(1) Suppose dist(ξ, E) < r/2. Pick ξ′ ∈ E with |ξ − ξ′| < r/2. Let
B = B(z, r
2C
) ⊆ Ω\B(ξ′, r/2). If λQ ∩B(ξ′, r) ∩ Σ 6= ∅, then
K − 1
2
`(Q) ≤ dist(Q,E) ≤ diamQ+ dist(λQ,E)
≤ √d+ 1`(Q) + dist(ξ′, Q) ≤ √d+ 1`(Q) + r
and so `(Q) ≤ r/K ′ where K ′ = K−1
2
−√d+ 1. Thus
diamλQ = λ
√
d+ 1`(Q) ≤ λ
√
d+ 1
K ′
r <
r
4C
for K ′ > 4λC, and thus each such λQ is contained in a ball of
radius r
4C
centered upon Σ, and since dist(1
2
B,Σ) ≥ r
4C
, we have
λQ ∩ 1
2
B = ∅. Since 1
2
B ⊆ Ωc as well,
1
2
B ⊆ (Ω+E)c ∩B(ξ′, r/2) ⊆ B(ξ, r)\Ω+E.
Clearly, diam(1
2
B) ∼ r, and so we’ve proven the lemma in this
case. Observe that, since r0 < diam Ω, the second part of the lemma
is now proven.
(2) Suppose dist(ξ, E ′) ≥ r/2 > 0. Then ξ ∈ ∂λQ for some Q ∈ ∂C +E
that intersects Σ. Again, all cubes adjacent to Q have comparable
diameters, so for λ close enough to one, if R ∈ ∂C +E is the dyadic
cube containing ξ, thenR 6∈ ∂C +E , `(R) ∼ `(Q), andR′ = R\Ω+E is
a rectangular prism with edges all of length comparable to `(Q) &
dist(ξ, E ′) ≥ r/2. It is not hard to see then thatB(ξ, r)∩R′ contains
a ball of size comparable to r.
If r ∈ [diam ∂Ω, diam ∂Ω+E), then the previous lemma implies
r < diam ∂Ω+E .K,d diam ∂Ω.
By the previous two cases, we know that B(ξ, diam ∂Ω/2) contains a ball
of radius comparable to diam ∂Ω/2 ∼K,d r, and thus we’ve proven the
lemma. 
Lemma 7.3. Ω+E is uniform.
Proof. We will establish the lemma using Definition 1.1. Let x, y ∈ Ω+E .
(1) First suppose y ∈ Ω.
(a) If x ∈ Ω, then this case follows since Ω is uniform.
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(b) If x 6∈ Ω, then x ∈ λQ for some Q ∈ C +E . If Qˆ is the union of
λS over all S ∈ C +E that intersect Q and y ∈ Qˆ, then this case
follows since λQ is uniform.
(c) Suppose y 6∈ Qˆ but |x−y| < ε`(Q) for some ε > 0 to be chosen
shortly. For ε > 0 small enough, this must mean that y ∈ Ω, for
otherwise y ∈ λS for some S ∈ C +E and ε small enough implies
S ∩ Q 6= ∅, meaning that y ∈ Qˆ. Let z ∈ ∂Ω+E be closest to y,
so |y − z| ≤ |x − y| < ε`(Q). Then z ∈ S for some S ∈ C +E ,
since dist(z, E) ≥ dist(x,E)− |x− z| ≥ K−1
2
`(Q)− ε`(Q) >
K−1
4
> 0 for ε small enough depending on K. In particular, this
means `(S) & `(Q), and so for ε small enough, depending on
λ, y ∈ λS, a contradiction.
(d) Now suppose y 6∈ Qˆ, |x − y| ≥ ε`(Q), but assume y ∈ Ω. Let
ξ ∈ ∂Ω ∩Q, and let
B(x′,
λ− 2
4C
`(Q)) ⊆ B(ξ, λ− 2
4
`(Q)) ∩ Ω ⊆ λ
2
Q ∩ Ω
be a corkscrew ball. Since λQ is uniform, there is a good curve
γ1 between x and x′ in λQ and is also a good curve in Ω+E .
Furthermore, since x′ ∈ Ω, there is a good curve γ2 connecting
x′ and y. Let γ = γ1 ∪ γ2. Then
H 1(γ) ≤H 1(γ1)+H 1(γ2) . |x−x′|+|x′−y| . `(Q)+|x−y| . |x−y|.
Let z ∈ γ. If z ∈ B(x′, λ−2
4C
`(Q)) ∩ γ ⊆ λ
2
Q, then
dist(z, ∂Ω+E) ≥
λ− 2
4
`(Q) & |z − x|.
If z 6∈ B(x′, λ−2
4C
`(Q)), then either z ∈ γ1, in which case
dist(z, ∂Ω+E) & min{|z − x|, |z − x′|} & min{|z − x|, `(Q)} & |z − x|
or z ∈ γ2, in which case
dist(z, ∂Ω+E) & min{|z − y|, |z − x′|} & min{|z − y|, `(Q)}
& min{|z − y|, |z − x|}.
(2) If y 6∈ Ω, then y ∈ λR for some R ∈ CE|+. By the previous
cases we may assume |x− y| ≥ ε`(R), and the proof of this case is
similar to the previous one, but now we also find a corkscrew ball
near y centered at a point y′ and connect paths from x to x′, x′ to y′,
and y′ to y. We omit the details.

Lemma 7.4. If Ω is C-NTA, then diam ∂Ω+E ∼C,K,λ diam ∂Ω.
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Proof. By Lemma 7.1, Ω+E has exterior corkscrews, and by Theorem 2.2
and Lemma 7.3, Ω+E has interior corkscrews. If diam ∂Ω < ∞, we may
find B ⊆ Ω so that diamB ∼C diam Ω. Then B ⊆ Ω+E as well. Let
B′ ⊇ B be such that B′ ⊆ Ω+E and there is ξ ∈ ∂B′ ∩ ∂Ω+E . Since Ω+E has
the exterior corkscrew condition, we may find B′′ ⊆ B(ξ, diamB′)\Ω+E
with diamB′′ ∼C+ diamB′ ≥ diamB ∼ diam ∂Ω. By looking where
the convex hull of B′′ and B′ intersects ∂Ω+E , this implies diam dΩ
+
E &
diamB′ & diam dΩ. This and Lemma 7.1 finish the proof. 
7.2. Proof of Lemma 3.2.
Proof. Without loss of generality, we assume ∆0 ∈ D0. We follow the
proof in [10]. Let t ∈ (0, 1) and
E = {ξ ∈ ∆0 : dist(ξ,Σ\∆0) < t`(∆0)}.
We can assume E 6= ∅. Let N be the largest integer for which 5cN+10 >
2t`(∆0). For ξ ∈ E, there is ξ′ ∈ Σ\∆0 such that |ξ − ξ′| < 2t`(∆0). For
every n ≥ 0 there is ∆n ∈ Dn such that ξ′ ∈ ∆n.
Claim: The cubes ∆n+1 and ∆n always have distinct centers for n =
0, ..., N . Since ξ′ 6∈ ∆0, ∆n 6⊆ ∆0, then ∆n ⊆ ∆c0 and since c1B∆n+1 ⊆
∆n+1 and ξ ∈ ∆0,
|ζ∆n − ζ∆n+1 | ≥ |ζ∆n − ξ| − |ξ − ξ′| − |ξ′ − ζ∆n+1 |
≥ c1`(∆n)− 2t`(∆0)− `(∆n+1)
> c1`(∆n)− 5cN+10 − c0`(∆n)
≥ c1`(∆n)− 2`(∆n+1) = (c1 − 2c0)`(∆n) > 0.
This proves the claim.
For n ≤ N , the center of ∆n is also the center of a cube ∆′n+1 ∈ Dn+1,
and that cube thus must be disjoint from ∆n+1. Moreover, it contains
c1B∆′n+1 = c0c1B∆n , and so we have
∆n+1 ∩ c0c1B∆n = ∅. (7.1)
Let
D˜n = {∆ ∈ Dn : ξ′ ∈ ∆ for some ξ ∈ E}.
If ∆ ∈ D˜n and n ≤ N , then
|ζ∆ − ξ| ≤ |ζ∆ − ξ′|+ |ξ′ − ξ| < `(∆) + 2τ`(∆0) < 2`(∆)
so that
E ⊆
⋃
∆∈D˜n
2B∆ for all n < N.
Moreover, by (7.1), the family D˜ =
⋃N−1
n=0 {c0c1B∆ : ∆ ∈ D˜n} form a
disjoint family of balls. Finally, all cubes in D˜ are of diameters no more
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than 2`(∆0) and are distance at most 2t`(∆0) from `(∆0), so in particular
they are all contained in 4B∆0 since t < 1. All these facts imply
µ(E) ≤ 1
N
N−1∑
n=0
∑
∆∈D˜n
µ(2B∆) .µ,c0,c1
1
N
N−1∑
n=0
∑
∆∈D˜n
µ(c0c1B∆)
=
1
N
µ
⋃
∆∈D˜
c0c1B∆
 ≤ µ(4B∆0)
N
.µ,c1
µ(∆0)
N
.
By our definition of N , this implies that µ(E) .µ,c0,c1 (log 1t )−1. In partic-
ular, this also holds if we replace ∆0 with any cube ∆ ⊆ ∆0. Thus, there is
t1 > 0 so that for any ∆ ⊆ ∆0,
µ({ξ ∈ ∆ : dist(ξ,Σ\∆) < t1`(∆)}) < µ(∆)/2. (7.2)
If n ∈ N is so that 5cn0 < t1/4 ≤ 5cn−10 and ∆j ∈ Dn are such that
∆j ∩ {ξ ∈ ∆0 : dist(ξ,Σ\∆0) < t1/2} 6= ∅
then for each such j, since diam ∆j ≤ diamB∆j = 10cn0 < t1/2,
∆j ⊆ {ξ ∈ ∆0 : dist(ξ,Σ\∆0) < t1}. (7.3)
Suppose we have shown for some m ≥ 1 that for any ∆ ⊆ ∆0
µ({ξ ∈ ∆ : dist(ξ,Σ\∆) < cn(m−1)0 t1`(∆)/2}) < 2−m. (7.4)
(Note that the m = 1 case follows from (7.2).) Then, recalling that ∆0 ∈
D0,
µ({ξ ∈∆0 : dist(ξ,Σ\∆0) < cmn0 t1`(∆0)/2})
≤
∑
j
µ({ξ ∈ ∆j : dist(ξ,Σ\∆j) < cn(m−1)0 t1`(∆j)/2})
(7.4)
< 2−m
∑
j
µ(∆j)
(7.3)≤ 2−mµ({ξ ∈ ∆0 : dist(ξ,Σ\∆0) < t1`(∆0)}
(7.2)
< 2−m−1µ(∆0).
By induction, (7.4) holds for all m ≥ 1, which finishes the proof.

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