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NOTATION 
Lower case 
a  wave amplitude [m] 
b  local dispersion coefficient [m2/s] 
c  concentration of diffusant [ml/l] 
d  total water depth [m] 
dtr  depth to wave trough level [m] 
em  molecular diffusion coefficient [m2/s] 
e  diffusion coefficient [m2/s] 
ewf  turbulent diffusion generated by oscillatory wave motion [m2/s] 
g  gravitational constant = 9.81m/s2 [m/s2] 
g Group velocity [m/s] 
k  wave number 2π/L [m-1] 
kx longitudinal dispersion coefficients [m2/s] 
ky transverse dispersion coefficients [m2/s] 
l  length [m] 
m  beach slope 
n dimensionless ratio of wave group velocity to wave phase velocity  
q  fractional thickness 
qw maximum orbital velocity [m/s] 
R2  least-squared linear regression coefficient 
so  bed slope 
t  duration or time [s] 
u  velocity in x-direction (varying with time) [m/s] 
us  surface velocity in x-direction [m/s] 
u*  local bed shear velocity in x-direction [m/s] 
v  velocity in y-direction (varying with time) [m/s] 
v*  local bed shear velocity in y-direction [m/s] 
v+ temporally averaged velocity in crest-trough level [m/s] 
v- temporally averaged undertow velocity[m/s] 
va  mean amplitude velocity [m/s] 
w  velocity in z-direction (varying with time) [m/s] 
x  horizontal distance, in direction of wave propagation [m] 
y  horizontal distance, perpendicular to x, lateral direction [m] 
xxiii 
 
z  vertical distance, origin at water surface [m] 
zo  bottom roughness parameter [m] 
zδ displacement parameter [m] 
Upper case 
A  total cross-sectional area [m2] 
B  diffusion velocity [m/s] 
Bb  breaker coefficient 
C  velocity of wave propagation (celerity) [m/s] 
C  Chezy bed frictional coefficient [m1/2/ s] 
D shear dispersion coefficient [m2/s] 
Db wave energy dissipation per unit area 
E overall mixing coefficient [m2/s] 
E total wave energy [J] 
F  fluorescent intensity 
H  wave height – distance from crest to trough [m] 
Hs  significant wave height [m] 
J  diffusive flux [m/s] 
I  temporal wave-averaged momentum [kg/m s] 
K reflection coefficient 
Ke turbulent kinetic energy [m2/s] 
L  wave length [m] 
Lm  length scale [m] 
N  arbitrary constant 
P  non-dimensional parameter 
P wave power per unit crest length [kW/m] 
Q  mass of tracer [kg] 
Qb fraction of the breaking waves 
Rw  dimensionless wave parameter 
Re  Reynolds number 
S  radiation stress [N/m2] 
T  wave period [s] 
Ts  significant wave period [s] 
V  temporally averaged (over wave cycle) drift velocity [m/s] 
Yb  surfzone width [m] 
W  local wind speed [m/s] 
xxiv 
 
Greek Letters 
γ  breaker depth index 
δ wave steepness = H /L 
η vertical displacement of water surface from mean surface elevation at z 
= 0 [m] 
κ von Karman universal constant 
λa relative acceleration threshold 
μ dynamic viscosity [kg/m s] 
μ position of centroid [m] 
ν kinematic viscosity [m2/s] 
νt  eddy viscosity [m2/s] 
ߴ coefficient of proportionality 
θ angle [degree] 
ϕ Vertical distribution function 
π 3.1416 
ρ fluid density [kg/m3] 
σ standard deviation 
σ2 spatial variance [m2] 
τ viscous shear stress [N/m2] 
τo bed shear stress [N/m2] 
ω  wave angular frequency =2π/T [s-1] 
Subscripts 
+ onshore direction 
- offshore direction 
b  breaking conditions 
c  current 
d  spatially depth averaged 
i oscillatory flow 
o  deep water conditions 
os oscillatory flow 
t  turbulent property 
tc tidal current 
T total 
w  wave 
x  longitudinal direction 
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y  transverse direction 
z  vertical direction 
Other notation 
u´ e.g. u prime, denotes turbulent fluctuation of velocity 
͞u  e.g. u bar, local time average of velocity 
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ADV  Acoustic Doppler Velocimetry  
BC  Boundary Condition  
CFD  Computational Fluid Dynamics  
EFG  Element Free Galerkin   
FD  Finite Difference   
DEM  Discrete Element Method  
FEM  Finite Element Method  
FLIC  FLuid-In-Cell   
FOV  Field Of View   
FPS  Frame Per Second   
FVM  Finite Volume Method  
LBE  Lattice Boltzmann Equation  
LDA  Laser Doppler Anemometry  
LDV   Laser Doppler Velocimetry  
MAC  Marker-And-Cell  
MLPG  Meshless Local Petrov-Galerkin   
MLS  Moving Least Square  
MPM  Meshfree Particle Methods  
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PDE  Partial Differential Equation  
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PIC  Particle-In-Cell  
PIM  Point Interpolation Method  
PIV  Particle Image Velocimetry  
PPM  Part Per Million  
PPB  Part Per Billion  
RMS  Root Mean Square  
SF  Scale Factor   
SPH  Smoothed Particle Hydrodynamics   
SWL  Still Water Line  
TKE  Turbulent Kinetic Energy  
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ABSTRACT  
Analytical, experimental and computational studies were carried out to investigate 
the mixing and dispersion of neutrally buoyant tracer in the nearshore region due to 
the effects of waves and currents. The main objective of this study was to quantify 
the mixing processes in the nearshore region.  
Theoretical approaches were developed to quantify the contribution of diffusive and 
dispersive mixing in the nearshore due to wave activity. An analytical model was 
developed to quantify the diffusive and dispersive mixing mechanisms based on 
mathematical solutions for the advection-diffusion equation.  
Mixing under the combined effects of waves and currents were studied through 
measurement of hydrodynamic and fluorometric tracing experiments from a large-
scale facility at the Danish Hydraulic Institute, Denmark. The experiments were 
conducted in a shallow water basin for a range of hydrodynamic conditions covering 
wave steepness between 2 – 5%. Data from detailed measurements were used to 
examine the spreading of a solute inside the surf zone and seawards of the breaker 
region. The overall depth-averaged on-offshore mixing coefficient obtained from the 
hydrodynamic experimental studies were compared to the mixing coefficients 
determined from the tracer measurements. It was shown that inside the surfzone, the 
shear dispersion is the dominant mixing factor, which is almost an order of 
magnitude greater than the diffusive mixing. The location of the breaker point and 
the wave height across the nearshore is shown to be important for determining the 
mixing coefficient.  
Further detailed spatial and temporal variations of flow hydrodynamics across the 
nearshore were investigated through a series of laboratory experiments with the use 
of Particle Image Velocimetry. The experiments were undertaken in a dedicate wave 
flume at the University of Warwick. Through analysis of the PIV data, new 
information on the spatial variation of diffusion and dispersion in the shallow water 
column of the nearshore region was obtained. Flow visualisation of the PIV results 
identified three distinct hydrodynamic processes during the bore, undertow and the 
bore/undertow interaction, which were the primary mixing mechanisms in the 
nearshore region. The temporal variation of dispersion coefficient shows that intense 
shearing mechanisms exist during wave bore/undertow interactions.  
The numerical capabilities of Smoothed Particle Hydrodynamics, a Lagrangian, 
meshless, particle-based method in modelling the nearshore hydrodynamics were 
explored in this study. The numerical data was used to quantify the mixing 
processes. 
By using suitable estimates of turbulent diffusion and cross-shore wave-induced 
velocity, a theoretical approximation of the overall mixing within the surfzone and 
seaward of the breaker region can be obtained. A comparison between the theoretical 
model and previous laboratory and field studies on the nearshore mixing suggests 
that the mixing is proportional to wave height ( 5.1H ). It is demonstrated that inside 
the surfzone, the mixing is dominated by the vertical structure of the cross-shore 
velocity.  
xxix 
 
The pioneering Royal society works of Svendsen & Putrevu (1994) identified the 
temporally-averaged dispersion, as a function of distance from the shore. Using a 
combination of experimental, mathematical and numerical formulations, this study 
has identified and quantified for the first time, the temporal and spatial dispersive 
mixing processes in the nearshore (over the full wave cycle), within the challenging 
and complex environment of the surf zone. It has been shown that the cross-shore 
circulation provides lateral mixing that exceeds that of the turbulence by an order of 
magnitude inside the surfzone. The turbulence still remains an essential part of the 
flow since it is the primary driver which through the vertical mixing is responsible 
for defining the vertical velocity profiles, which then determine strength of the 
dispersion. 
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"When I meet God, I am going to ask him two questions: Why relativity? and why 
turbulence? I really believe he will have an answer for the first." 
 
          Werner Heisenberg 
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CHAPTER 1  
INTRODUCTION  
 
 
1.1 Synopsis 
 
The nearshore zone experiences pollutant loading through both the shoreline and 
seaward boundaries.  From the seaward boundary, pollutant loading is transported 
landward towards the surfzone by the so-called Stokes drift effect (Stokes, 1847). 
From the shoreline boundary, runoff pollution, which can contain faecal indicator 
bacteria and human viruses (Schiff et al., 2003) can drain into the surfzone. 
Consequently, pollution can congregate in the nearshore region, and as such, the 
water quality can affect the health of the general public who frequent beaches and 
thus is seen as a global problem (e.g. over a million beachgoers visit Santa Monica 
Bay beaches on a typical summer weekend – Schiff et al., 2003). However, the key 
mass exchange processes related to the pollutant transport and dilution within the 
nearshore water body are still not fully understood.  
Coastal recreational waters should comply with the appropriate water quality 
standards. In Europe, these standards are defined by the updated EU Bathing Waters 
Directive (2006/7/EC). The updated directive includes a tightening of water quality 
standards and the requirement to provide information about bathing waters to the 
public. This necessitates those responsible for coastal recreational areas to 
implement pollution management plans. The World Health Authority (1998) reports 
on 22 worldwide studies that confirm a link between faecal indicator bacteria in 
recreational water and ‘adverse health outcomes’. The nearshore zone is an area of 
high amenity value and therefore, there is a strong need to manage the conflicting 
demands of waste management, recreation and fisheries (Dixon, 2012; Rippy et al., 
2013).  
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The nearshore zone is subject to a combination of both wave and longshore currents. 
This results in a complex three-dimensional flow field which is affected by the 
surface and bed generated turbulence, orbital motions of the wave, spatial variation 
of flow depth and vertical and transverse shear effects caused by longshore currents 
activities.  
Although several field and laboratory studies have been undertaken to understand the 
mixing processes within the nearshore zone, quantifying all associated parameters 
are challenging due to the measurement limitations in this region. This project is 
specifically focussed to improve understanding and technical descriptions of the 
dispersal of neutrally buoyant pollutants.  Through a range of theoretical, 
experimental and numerical investigations, the mixing processes under a range of 
wave-only and wave-current conditions are quantified. 
 
1.2 Aims and Objectives 
 
There have been comparatively few studies [Pearson et al., 2002 and 2009; 
Feddersen, 2006; Clark et al., 2010] to investigate aspects of mixing under waves 
and currents in the nearshore zone. Few field studies have been undertaken using 
tracers. However, the lack of detailed hydrodynamic data has made it difficult to 
interpret the mixing processes. Bowen and Inman (1974) suggested that seaward of 
the breaker region, the turbulence generated by waves is small compared to the 
current-generated turbulence. Svendsen and Putrevu (1994) performed a numerical 
study and proved that the cross-shore current generated by wave activities dominated 
the transverse mixing. They suggested that cross-shore currents could exceed the 
contribution of the mixing caused by turbulent activity by an order of magnitude. 
However, there was only little data available to fully validate their findings. This 
brief review suggests that although advances have been made in understanding the 
mixing processes, still little hydrodynamic and fluorometric data is available. 
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 The objectives of this study are to elucidate the underlying mechanisms that leads to 
the mixing of neutrally buoyant pollutants in the coastal waters under different 
hydrodynamic conditions and to quantify those mixing mechanisms inside the 
surfzone as well as seaward of the breaker region, by use of experimental and 
numerical studies. In addition, this project aims to identify the current lack of 
knowledge in the theoretical modelling of wave mixing in the coastal region by 
identifying and studying those effective mechanisms in the nearshore, in order to 
provide a better understanding of the underlying physics of solute mixing and 
transport in coastal waters. The specific objectives of this research work are as 
follows:  
 
1. To develop a theoretical approach for quantifying wave mixing 
parameters in the nearshore region. 
2. To study mixing of buoyant pollutant under wave-current conditions for 
the first time, by critically analysing hydrodynamic and fluorometric data 
from large scale laboratory measurements, undertaken in shallow water 
basin of Danish Hydraulics Institute, Denmark in 2005 (Pearson et al., 
2006). The data collection study measured a range of wave steepness and 
the dataset was used to examine the associations between the proposed 
theoretical mixing mechanisms with measured hydrodynamics and 
fluorometric data, identified in this study. Specifically to determine: 
a. The overall mixing coefficient from analysis of the fluorometric data. 
b. The Turbulent Kinetic Energy (TKE) and turbulent diffusion 
coefficient (ey) for the hydrodynamic data.  
c. The overall shear dispersion coefficients (Dy) for the hydrodynamic 
data.  
3. To measure detailed spatial and temporal variation of flow 
hydrodynamics across the nearshore region under a range of wave 
conditions, using Particle Image Velocimetry (PIV). Specifically to 
determine: 
4 
 
a. The temporal and spatial variation of diffusion coefficients  across the 
nearshore 
b. The temporal and spatial variation of dispersion coefficient across the 
nearshore  
4. To validate the proposed theoretical model and mixing parameters with 
the state-of-the-art Lagrangian meshless particle-based numerical 
approach, developed within this study.  
 
1.3 Overview of the Thesis Structure  
 
This thesis comprises seven chapters: 
  
 In Chapter 2 (Background theory and previous work), an overview of 
nearshore hydrodynamics and mixing under the effects of waves and currents 
is presented. A detailed review of the published literature on the fundamental 
theories and the previous work on different aspects of mixing in the 
nearshore is presented. 
 
 In Chapter 3 (Theoretical approach), a theoretical approach is developed to 
quantify the nearshore mixing under different hydrodynamic conditions.   
 
 In Chapter 4 (Mixing under combined effects of waves and currents – 
laboratory measurements and analysis), the large-scale laboratory study of 
mixing due to the combined effects of waves and currents is presented. This 
chapter analyses the data collected at Danish Hydraulic Institute (DHI) in 
2005. The mixing due to the effects of waves and currents is quantified on 
the basis of the methodology postulated in Chapter 3. 
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 Chapter 5 (Hydrodynamic measurements) presents the results of the 
laboratory measurements performed in the Warwick University wave flume. 
The experiments were carried out to measure the hydrodynamic field in the 
nearshore region using Particle Image Velocimetry. The experiments 
presented in this chapter cover hydrodynamic conditions similar to the DHI 
experiment (Chapter 4). The hydrodynamic flow field obtained from the PIV 
measurements is utilized to demonstrate a revised mixing mechanisms which 
are present within a wave cycle. This provides an improved understanding of 
mixing processes in the nearshore due to the turbulence and shear dispersion.  
 
 In Chapter 6 (Numerical approach), Lagrangian particle-based, Smoothed 
Particle Hydrodynamics (SPH) capabilities are employed to model the 
hydrodynamic behaviour of the flow in the nearshore region. This section 
covers the methodology of SPH numerical methods, the modelling 
procedures and application of SPH in quantifying the mixing mechanisms.  
 
 Chapter 7 (Conclusions) of this thesis is devoted to the overall discussions 
and conclusions. In this chapter, the main findings and outcome of the work 
are discussed and the conclusions are explained. 
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CHAPTER 2  
BACKGROUND THEORY AND PREVIOUS WORK 
 
2.1 Synopsis  
This chapter discusses nearshore hydrodynamics and its influence on the mixing in 
the nearshore due to the effects of waves and currents. The governing equations and 
underlying concepts are reviewed and discussed to understand the mixing and 
dispersion mechanisms in the nearshore environment. A detailed review of the 
previous theoretical, experimental and numerical studies conducted on mixing, 
dispersion and diffusion is discussed. 
2.2 Nearshore Hydrodynamics 
Nearshore hydrodynamics is a highly intricate topic in the field of coastal 
engineering that addresses waves and wave generated phenomena within the 
nearshore region. Waves breaking on a sloping beach near to the shoreline can 
release large amounts of energy which is predominantly expressed as turbulence in 
the water column (Svendsen & Putrevu, 1994). As waves approach the shore, the 
wave height and the wave momentum will reduce, while the wave interactions with 
the bottom topography significantly increase due to frictional effects.  This transfer 
of momentum instigates the formation of longer period waves and currents 
(Svendsen & Putrev, 1996) that ultimately drive processes such as mixing and 
dispersion within the surf zone. 
Detailed analysis of surf zone hydrodynamics requires a comprehensive 
understanding of the wave driving and breaking mechanisms. Understanding the 
hydrodynamic processes which lead into generation and dissipation of turbulence in 
the nearshore are key to solving complicated coastal and ocean problems. §2.2.1 - 
§2.2.4 will describe the key concepts of the nearshore hydrodynamics and 
wave/current systems. 
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2.2.1 Wave Energy 
Coastal processes are mainly influenced and derived by the energy of the incident 
waves in the surfzone. Airy theory (1845) describes the energy of a wave, based on 
the displacement of water particles due to the wave motion. Airy (1845) theory states 
that as a wave passes through a point the particles in that location will be displaced, 
moving through an orbit that is dependent on water depth, before returning to their 
original position and hence not resulting in a net displacement of mass. The shape of 
the orbital path traversed by a particle varies with water depth, it has circular path 
offshore, while elliptical in shallow water. The wave energy could be defined as the 
sum of its potential and kinetic energies. The potential energy of a wave is a function 
of the variation in the free surface elevation of the water body due to the motion of 
the wave whilst the kinetic energy is derived from the orbital motion of the particles 
under the wave (Komar, 1998). In order to derive total energy density of waves, 
these factors should integrate over the wave length (Eq. 2.1). 
    
L hL
dzdxwu
L
dzdxgz
L
E
0 0
22
0 0
)(
2
11)(1   (2.1) 
where L is wave length, η is water surface elevation. Wave energy density E, will not 
remain constant while it travels towards the shallow water region and consequently 
breaks. Equation 2.1 indicates that energy density is very dependent on the wave 
height, which varies significantly during transition from offshore region towards the 
surfzone. The energy flux P, is the total energy of the wave which follows the laws 
of conservation of energy and opposed to the energy density E within the wave (Eq. 
2.2).  
gECECnP   (2.2) 
where C represent the celerity, Cg is the group velocity and n is a dimensionless ratio 
of wave group velocity to wave phase velocity. The value of n varies between ½ in 
deep water and one in shallow water. P indicates the wave power per unit crest 
length and is useful as it is not susceptible to variation in the manner that E is, as the 
wave front approaches towards the beach (Komar, 1998). 
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2.2.2 Mass Transport and Momentum 
One of the key flaws in the linear Airy theory is the assumption of particle motion in 
a closed circular or elliptical orbit. This assumption does not take into account the 
mean motion of the water in the surfzone towards the shoreline (Dean & Dalrymple, 
2002). The elliptical particle orbits, actually involve a net shoreward progression in 
the nearshore region and therefore the particle motion path is not a closed loop. Mass 
transport towards the shoreline can be estimated according to equation 2.3. 
 
2
1
12
),(1
t
t h
dzdtzxu
tt
M
   (2.3) 
Dean & Dalrymple (2002) pointed out that evaluation of M for the mean water 
surface level will be zero. Equation 2.3 clearly shows that the mass transport in the 
direction of wave propagation is non-linear. Also, it shows that the mass transport of 
the waves with a higher energy content will be higher. Mass transport always has 
momentum associated with it, which could be defined according to equation 2.4. 
 
2
1
12
))((1
t
t h
dzdtuu
tt
M
   (2.4) 
The transfer of momentum through the wave breaking process results in a force 
known as radiation stress (§2.2.3). 
2.2.3 Radiation Stress  
Longuet-Higgins and Stewart (1964) demonstrated radiation stress and defined it as 
the ‘excess flow of momentum due to the presence of waves’. The occurrence is due 
to a large forward flux of momentum under the wave crest that is not balanced by the 
backward transport of momentum under the trough (Svendsen & Putrevu, 1994). 
Longuet- Higgins and Stewart (1964) designated the radiation stress as the sum of 
the momentum flux and the dynamic pressure. The dynamic pressure is calculated as 
the difference between the hydrostatic pressure and the absolute pressure and is used 
to ensure that the momentum being assessed is due solely to the presence of waves 
(Komar, 1998).   
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(2.5) 
The radiation stress is denoted by Sxx, the x axis is placed in the direction of wave 
advance whilst the y axis is parallel to the breaker line,   is the mean water level set-
down in the trough offshore from the breaker line.  
2.2.4. Currents 
Nearshore currents are primarily driven by waves that are incident on the coastal 
region; however, tidal fluctuations and winds blowing in the longshore direction can 
also influence current magnitudes (Komar, 1998). The study of currents in the 
coastal region is a key concept in the determination of transport, mixing and 
dispersion of pollutants in the nearshore, as they could have direct impact on these 
processes. The total current in the nearshore zone can be represented as the sum of a 
number of forcing mechanisms, each acting on different scales, as shown in equation 
2.6. 
iosbtcw uuuuuu   (2.6) 
The above equation represents the steady current u as the sum of the breaking waves 
action ub, currents driven by strong local winds uw, tidal current utc, infra-gravity 
waves ui and oscillatory flows due to wind driven waves uos (US Army Corps, 2002). 
Nearshore currents are separated conceptually into two key classifications based on 
temporal and spatial variability. Quasi-steady currents are relatively stable in a 
temporal and spatial sense. They exist for extended periods of time and display nett 
long-term average velocities (Johnson, 2004). In contrast, a large number of variable 
nearshore currents also exist. These are characterised by shorter periods and a high 
degree of spatial and temporal variability, and thus they are associated with zero long 
term mean flows (Johnson, 2004). 
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There are two primary quasi-steady current systems, the first of which is the 
longshore currents and the second one is the rip currents. Longshore currents 
propagate parallel to the shore in the nearshore zone and are driven by waves 
approaching the shoreline at an oblique angle. The nearshore current system 
developed by obliquely incident waves is shown in Figure 2.1. 
 
 
Figure 2.1 – Schematic of current pattern observed in the nearshore region under 
obliquely incident wave conditions 
   
The longshore current (Fig. 2.1) is generated by changes in the momentum flux of 
the wave field in the alongshore direction, resulting in a transfer of momentum from 
the wave field to the mean longshore current (Johnson, 2004).  
Rip currents are also classed as quasi-steady currents. Rip currents are strong, narrow 
offshore directed flows that pass through the surf zone often carrying sediment and 
debris that discolours the water compared to adjacent areas (Komar, 1998; Brander 
1998, Short 1985). Rip currents are formed primarily due to longshore variations in 
radiation stress, the resulting imbalance of which between the free surface set-up and 
the radiation stress induces a region of narrow offshore directed flow. Figure 2.2 
shows schematic of features driving rip current flow in the nearshore region, 
resulting in a nearshore circulation cell. Nearshore circulation cells are constrained 
within the surf zone, however their lengths are variable, with the spacing between rip 
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features ranging from one to eight times the width of the surf zone (Inman et al., 
1971). Nearshore circulation cells are responsible for a continuous flow of water 
between the surf zone and the offshore zone and act as distributing mechanisms for 
contaminants present within the surf zone (Inman et al., 1971). 
 
Figure 2.2 – Schematic sketch of a nearshore circulation cell 
 
Variable currents are one of the nearshore circulation mechanisms which display 
flow with frequencies lower than the incident wave climate, but with a higher level 
of variability than the quasi-steady currents active in areas which are restricted by 
the incident wave climate and or topography (Svendsen, 2005). There are two classes 
of variable nearshore waves; infragravity waves and shear waves. 
Infragravity waves are oscillations in the water level within the surf and swash zones 
that occur due to long period variations in the wave set-up caused by the passage of 
wave groups. A variety of energetic infragravity waves exist within the nearshore 
zone with periods of between 20 and 200 seconds including edge waves and surf 
beat (Johnson, 2004; Olsson, 2004; Svendsen & Putrev, 1996). Long period 
infragravity waves generally form standing waves on sloped beaches due to their low 
wave steepness (Horikawa, 1988).  
Shear waves are another infragravity effect that can influence the magnitude of 
longshore currents. Shear waves are low frequency, wave like oscillations of 
longshore currents with periods and wavelengths of 100 seconds and 100 metres 
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respectively (Svendsen & Putrev, 1996). They are driven by the incidence of large 
waves upon the shoreline causing an oscillation in the velocity of flow within the 
longshore at a low frequency (Dean & Dalrymple, 2002). Shear wave motion relies 
on the action of cross-shore shear as a restoring force rather than gravity (Bowen & 
Holman, 1989; Dean & Dalrymple, 2002). This motion occurs in the horizontal 
plane and causes the longshore current to move back and forth across the surf zone. 
The total velocity variance in the longshore current due to the action of the shear 
waves can exceed that due to other infragravity effects such as edge waves or surf 
beat (Howd et al., 1991; cited in Johnson, 2002). It has also been suggested by Kirby 
et al. (1998) that resonant interactions may exist between shear waves and the other 
infragravity effects. 
 
2.3 Mixing and Dispersion Transport Processes in the 
Nearshore  
 
Mixing and dispersion are key transport processes within coastal waters and the surf 
zone. They are critical parameters to consider when investigating the ability of 
coastal waters to receive and dilute discharged material (List et al., 1990).  
The energy required for driving mixing and dispersive processes in the nearshore 
region is derived primarily from wave action incident on the shore as well as wind 
and coastal currents (Inman et al., 1971). Within the surf-zone, waves interact with 
currents and other waves, which results in two well-defined mechanisms that drive 
mixing. The first of these is the turbulence generated from the breaking wave which 
drives rapid mixing along the path of the wave bore in an onshore direction. 
Secondly, wave-current interactions drive advective transport in both the alongshore 
and cross-shore directions forming circulative cells, these interactions are complex 
and are known to involve low frequency fluctuations (Oltman-Shay et al., 1989) of 
the current field and circulation through the vertical plane driving horizontal 
momentum mixing (Svendsen & Putrev, 1994; Takewaka et al., 2003). Circulative 
cells (see Fig. 2.2) consisting of longshore currents and seaward flowing rips are 
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responsible for a continuous interchange of water between the nearshore and 
offshore regions. As such they are key dispersal mechanisms for material injected 
into the surf zone. The intensity, frequency and direction of the incident wave 
climate, as well as the dimensions of the nearshore circulatory cells, have been found 
to be key variables impacting on the nearshore mixing processes (Inman et al., 
1971). 
The terminology used to describe mixing and dispersion in this research are defined 
according to Fischer et al. (1979). Some of the key mechanisms and their definitions 
are listed below: 
●  Mixing: Any process that leads to one parcel of water becoming intermingled 
with, or diluted by another, referring specifically to the action of dispersion and 
diffusion. 
● Dispersion: The process of scattering particles or a cloud of contaminants through 
the combined effects of shear and transverse diffusion. 
● Diffusion (Turbulent): The random spreading of particles through turbulent 
motion. Turbulent diffusion is considered to be somewhat analogous to molecular 
diffusion; however the scales of motion, described by ‘eddy’ diffusion 
coefficients, are significantly larger. 
● Diffusion (Molecular): Refers to the scattering of particles through random 
molecular motion. This is described by Fick’s Law of diffusion (Eq. 2.7), where q 
represents the solute mass flux, c is the mass concentration of a diffusing solute 
and    is the co-efficient of proportionality also known as the molecular 
diffusivity. 
x
cq 
  (2.7) 
●  Advection: transport due to an imposed current system, including quasi-steady 
and variable currents in the nearshore region. 
● Shear: The advection of fluid at varying velocities at different positions. Shear 
occurs in changes in current velocity and direction with depth in complex 
estuarine and coastal flow regimes. 
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2.4 Theory of Mixing  
In this section, the role of molecular diffusion within aqueous related studies is 
considered, initially in a stationary fluid, and then examined whilst moving. The 
diffusion is modelled using a concentration gradient process based on an analogy to 
Fick’s (1855) first Law. As pointed out by Fischer et al. (1979), molecular diffusion 
when considered by itself in hydraulic related studies is insignificant, and in many 
laboratory and field studies is assumed to be negligible. However, the mixing 
enhanced by other additional processes is considered to strongly resemble molecular 
diffusion albeit on a larger scale.  
2.4.1 Molecular (Fickian) Diffusion 
Consider a small parcel of neutrally buoyant tracer placed in still water, a large 
distance from any boundaries. With time the tracer spreads slowly and equally in all 
directions. The spreading of the tracer is known as molecular diffusion and results 
from the random molecular motion occurring within the fluid, the so-called 
Brownian motion effect, first observed by the botanist Robert Brown and developed 
statistically by Einstein (1905). 
In 1855, Fick reported an analogy which related the molecular diffusion of salt in 
water to the diffusion of heat along a metal rod, described by Fourier’s law of heat 
flow. Fick’s law states: 
 The rate of mass transfer of a diffusion substance through a 
unit area of an isotropic media is proportional to the 
concentration gradient measured normal to the section. 
 
When considered in one dimension, Fick’s Law can be described mathematically by 
x
ceJ mx 
  (2.8) 
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where xJ  denotes the rate of molecular transport across the unit area (molecular 
diffusive flux); c the concentration of the diffusion substance; x the distance normal 
to the area across which the material is transported; and me  the molecular diffusion 
coefficient. The minus sign indicates that diffusion occurs from a region of higher 
concentration to lower concentration.  
Rutherford (1994) pointed out that although Fick’s law is based on a hypothesis 
rather than an actual physical description, empirical studies show that the 
relationship between the molecular diffusive flux, xJ  and the concentration 
gradient, xc  , defined in equation 2.8 are remarkably linear. The molecular 
diffusion within a fluid is dependent on density and temperature. Typical values of 
molecular diffusion, determined empirically in water, lie in the range 
129 sm100.25.0   (Rutherford, 1994).   
Consider a very small parcel of tracer within a fluid, as illustrated in figure 2.3. The 
control volume has the dimensions zyx  &, ; the passage of molecules, or 
diffusive fluxes, entering the control volume through the boundaries located at x, y, z 
is given by zyx JJJ &, ; and the diffusive fluxes leaving the parcel of fluid located at 
zzyyxx  &,  are given by zzyyxx JJJ  &, . By definition, the mass of 
tracer, Q within the control volume at time t, may be given by 
zyxcQ tt   (2.9) 
where tc  = the average concentration within the parcel of fluid at time t. 
 
 
Figure 2.3 – Diffusive fluxes within small control volume of tracer, adapted from 
Rutherford (1994) 
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After a small time interval, t  at time, tt  , let the mass be denoted by ttQ  . By 
the application of the law of conservation of mass, during the time interval, t  the 
rate of change of mass in the control volume may be given by (Rutherford, 1994): 
t
QQ
t
Q ttt


   (2.10) 
By recalling the law of conservation of mass, the passage of molecules into and out 
of the control volume during the time interval, t  must equal tQ  , thus 
(Rutherford, 1994): 
yxJJzxJJzyJJ
t
Q
zzzyyyxxx 

 )()()(  (2.11) 
For simplicity, consider the passage of molecules into the control volume in the x-
direction only. From equation 2.8, the diffusive flux into the control volume, through 
the surface A, yields  xceJ mx  . Now consider the diffusive flux leaving the 
control volume through surface B. The diffusive flux, xxJ   can be evaluated by 
adopting a Taylor’s series expansion. By assuming that the time interval, t  is small, 
the second and higher order terms can be neglected. This leads to the result 
(Rutherford, 1994): 
x
x
JJJ xxxx 



  (2.12) 
Thus, the diffusive fluxes, or the passage of molecules moving into and out of the 
parcel of tracer can be evaluated (again for simplicity, evaluated in the x direction 
only), by recalling equation 2.8, rearranging equation 2.12 and multiplying each side 
of the equation by zy , to yield 
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



  )(  (2.13) 
Equation 2.9 defines the mass of the tracer within the control volume, it is noted that 
the volume is constant, thus by adopting equation 2.9 and recalling the law of 
conservation of mass, leads to the result  
zyx
t
c
t
Q 

  (2.14) 
So far, consideration of the passage of molecules entering and leaving the control 
volume has been restricted to the x direction only, however the same analytical 
procedure can be applied to the other two orthogonal directions. Combining 
equations 2.12, 2.13 and 2.14, and by recalling that in homogenous, isotropic 
conditions, the tracer spreads equally in all directions, enables the ‘classical diffusion 
equation’ to be derived (Rutherford, 1994): 









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2
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c
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x
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t
c
m  (2.15) 
2.4.2 Advective Diffusion 
So far, it has been assumed that the parcel of fluid has been stationary and spreading 
of the tracer is generated by molecular diffusion alone. In an extension to the 
previous result (Eq. 2.15), now consider the movement of the control volume in 
laminar flow, moving at a constant velocity, with velocity components of u, v and w 
in the x, y and z directions.  
In laminar flow it is assumed that the fluid flows in discrete layers, and thus it is 
assumed that the diffusion occurs as if the fluid were stationary, and that the 
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diffusion is constant in all directions. The movement or transport of a tracer cloud by 
an imposed current system is termed advection.  
Again for simplicity, consider the passage of the molecules into the moving control 
volume in the x direction (Fig. 2.3). As the control volume is now moving, the rate 
of mass transport through the control volume is simply the diffusive flux as defined 
by equation 2.8 plus the advective flux (Fischer et al., 1979). The advective flux is 
the rate at which the imposed current transports the control volume. This rate is 
defined as the mean concentration within the control volume multiplied by the 
velocity in the x- direction, u. Thus, the total rate of mass transport through the 
control volume in the x-direction can be described mathematically by: 
uc
x
ceJ mx 



  (2.16) 
Thus by utilising equation 2.16 and adopting the same analytical procedure to 
describe the mass transport in the other two orthogonal directions, and combining the 
result derived for stationary conditions (Eq. 2.15), leads to: 
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(2.17) 
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Equation 2.17 is more commonly known as the advection-diffusion equation. In a 
similar method adopted when the parcel of fluid was assumed to be stationary, 
equation 2.17 can be solved with suitable initial and boundary conditions together 
with known instantaneous velocities. In steady laminar flow this can be achieved 
relatively simply as the instantaneous velocity is constant. However, the advection-
diffusion equation is of little direct use in aqueous related studies, as hydraulic flows 
are rarely laminar. Hence, to solve equation 2.17, requires an estimate of the 
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molecular diffusion coefficient together with knowledge of the instantaneous 
velocity vector, which is almost impossible to determine experimentally with 
sufficient accuracy in both time and space (Holly, 1985).  
Thus, the determination of the fundamental advection-diffusion equation (Eq. 2.17) 
is of little practical use in aqueous related studies, in its present form. However, the 
mixing enhanced by other processes discussed in §2.4.4, is considered when both 
averaged spatially and temporally, to strongly resemble the random molecular 
diffusion albeit on a larger scale.  
2.4.3 Turbulence 
So far, a parcel of tracer has been considered, initially stationary and then examined 
whilst moving in laminar flow. The nearshore zone is subject to a combination of 
wave and longshore current effects. The flows within these areas are turbulent. Thus 
in this section some features of turbulent flow will be reviewed.  
In open channel or pipe flows, in the vicinity of boundaries, as flow velocities 
increase, the velocity fluctuations change from a relatively simple form of regular 
sinusoidal movements to highly irregular movements which lead to the formation of 
large scale flow structures within the flow, or eddies. The eddies are formed in the 
regions of high velocity gradients, notably in the vicinity of boundaries. This leads to 
a diverse range of size and frequency of eddy motions throughout the flow.  
The exact formation of how a small velocity fluctuation can produce such highly 
irregular turbulent flow structure of many times the magnitude of the original 
movement is unclear and is still the subject of current research. Csanady (1973) 
noted that certain larger eddies increased in magnitude with time and concluded that 
these larger eddies combined their energy with smaller eddies, which increased the 
resultant eddy. These large parcels of fluid movement then in-turn displace other 
fluid which inevitably has to fill the space vacated by the moving eddy. The 
movement of fluid into the space vacated by the moving eddy then generates 
additional smaller eddies which increase by combining together and the process 
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continues until the size of the smallest eddy does not possess enough energy to 
combine with another eddy, therefore ensuring stability of the velocity movement. 
Rutherford (1994) referred to previous studies of Fischer et al. (1979) and Chatwin 
& Allen (1985) who in turbulent river flows, suggested the smallest size of eddy to 
be the order of 410 to 310 m. Thus, so far it has been deduced that turbulence in 
pipe flow or open channel flow, is generated in the vicinity of boundaries. Thus it is 
expected that, for example in the vertical direction, the eddies cannot grow 
indefinitely, but are restricted in size to the depth of flow. Without going into further 
detail within this section, it is noted that turbulent flows are characterised by a 
diverse and complex number of eddies, of varying size and shape, and moving with 
differing velocities and direction.  
Due to the complexities of turbulent flows, Reynolds defined the turbulent properties 
of the flow by adopting a statistical approach based on the small scale random 
particle fluctuations caused by the large scale eddy motion within the flow. Reynolds 
sought to isolate the velocity fluctuations from advection and derived the Reynolds 
equations of motion, more commonly known as the Reynolds’ Rules of Averaging, 
given by Holly (1985): 
uuu   (2.18) 
where the u  is an average of the longitudinal velocity over a representative period of 
time and u   is the instantaneous local deviation from the mean value. The turbulent 
intensity, or degree of turbulence within a flow at particular elevation, is given by: 
)( 2uum   (2.19) 
um is sometimes referred to as a ‘characteristic turbulent velocity’, which indicates 
the behaviour of the eddy movements (Csanady, 1973). Reynolds’ deduced that the 
turbulent velocity fluctuations generated forces or stresses within the flow, and 
proposed that the stresses could be described mathematically. The basic principle 
governing Reynolds’ theoretical treatment was that momentum is conserved during 
the movement of fluid. For simplicity, consider the case of two-dimensional flow 
where it is assumed that only movements in the x and z direction occur. Figure 2.4 
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shows the movement of a small element of fluid passing through a small horizontal 
surface of area A  , whose dimensions are yx  .   
Figure 2.4 – Reynolds’ stress eddy model, adapted from Chadwick & Morfet (1986)
 
During a small time interval, t  it is assumed that the mass of fluid flowing through 
the surface in the z-direction is given by: 
tAw   (2.20) 
By adopting the Rules of Averaging, in the x-direction, the mass of fluid has the 
instantaneous horizontal velocity component of uu  . By definition the momentum 
)( M  of the mass of fluid is therefore given by: 
))(( uutAwM    (2.21) 
The rate of change of momentum of the fluid over the small time interval, t  is 
therefore given by: 
)()( AuwuAw
t
M 
   (2.22) 
Over the small time interval, the average rate of transport of momentum is related to 
the time averaged velocities of the turbulent fluid motion. Thus, by definition, 
although the mean of the velocity fluctuation in the z direction (w  ) is zero, the mean 
of the product ( uw  ) generally yields non-zero results. From Newton’s second law, 
the rate of change of momentum equals a force, and stress is the ratio of force over 
area, hence, the average stress over the small time interval is given by; 
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uwt    (2.23) 
where t  is denoted by turbulent shear stress and is more commonly known as a 
Reynolds’ stress.  
2.4.4 Turbulent Diffusion 
A full understanding of turbulent motion is still unavailable and has proved to be one 
of the most challenging and intractable problems of the physical sciences. 
Nevertheless, in this section, by applying suitable averaging techniques, such as 
assuming that the small-scale random turbulent particle fluctuations within flows 
resemble random molecular movements, an analogy between molecular diffusion 
and turbulent diffusion can be derived.  
The advection-diffusion equation (Eq. 2.17) in § 2.4.2, mathematically describes 
homogenous molecular diffusion in laminar flow. Now consider the spreading of a 
tracer cloud in stationary homogenous turbulent flow. In stationary homogenous 
turbulent conditions it is assumed that the properties of flow, when averaged over 
sufficient time are identical along the three orthogonal directions of zyx &, .   
Now consider a small control volume within a tracer cloud of sufficient size which 
encounters both turbulent velocity and concentration fluctuations within its volume 
as time elapses. To simplify turbulent mixing problems in practical studies, it is 
usual to simplify the problem by averaging with respect to time (Holly, 1985). The 
Reynolds’ Rules of Averaging states that within the control volume, the following 
quantities may be expressed as;  
 uuu   (2.24a) 
 vvv   (2.24b) 
 www   (2.24c) 
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 ccc   (2.24d) 
By combining equation 2.17 and equation 2.24, yields (Rutherford, 1994): 
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 (2.25) 
The fluctuating components about the mean values, denoted by primes in equation 
2.24 are by definition, equal to zero, when averaged. Thus equation 2.25 may be 
simplified, to give (Rutherford, 1994): 
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 (2.26) 
Rutherford (1994) pointed out that although the mean of the velocity and 
concentration fluctuations are zero, the mean of their products generally yield non-
zero results. It is noted that equation 2.26 is essentially the same as that derived for 
laminar flow conditions, the major difference is the last term of the right-hand side 
of the equation, which provides an additional transport mechanism, more commonly 
known as turbulent diffusion.  
Taylor (1921) showed that turbulent diffusion could also be modelled based on a 
gradient-diffusion process. It was assumed that the small-scale random turbulent 
particle fluctuations within the flow resemble random molecular movements, and 
therefore an analogy between molecular diffusion and turbulent diffusion could be 
derived given that sufficient time had elapsed since the injection of the tracer and 
that the turbulence was statistically independent of time. In an analogy with 
molecular diffusion, the turbulent diffusion coefficients zyx eee &,  in each of the 
three axial directions are introduced, and are defined by; 
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z
cecw z 
  (2.27c) 
Rutherford (1994) pointed out that although an analogy of molecular and turbulent 
diffusion can be adopted in aqueous related studies, molecular diffusion is a property 
of the fluid whereas turbulent diffusion is a property of the flow and thus varies with 
velocity, turbulence and the geometry of the flow. He suggested that a typical value 
of turbulent diffusion, determined empirically in water, is of the order of 123 sm10 
(c.f. molecular diffusion, 129 sm10 me ). Thus by combining Equation 2.26 and 
2.27 and assuming that molecular diffusion is negligible, leads to the result:   
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Equation 2.28 provides a basis of mixing processes within aqueous related studies. 
Despite its apparent simplicity, solving equation 2.28 requires estimation of the 
turbulent diffusion coefficients in the three axial directions, together with knowledge 
of the spatial velocity flow field.  
2.5 Transverse Mixing due to Wave Activity in the 
Nearshore Zone 
In this section, attention will focus on the transverse mixing processes (on-off shore) 
in the nearshore coastal zone. The coastal zone, whether along an open coastline or 
within the confines of an estuary is subject to both wave and current effects. This 
results in a complex three-dimensional flow field affected by the periodic orbital 
motions of the waves, together with vertical and transverse shear effects generated 
by long-shore currents and the spatially variable flow depth.  
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As a wave approaches the shoreline, it is modified in height and length. When the 
water depth and the wave height are of similar magnitude, the wave breaks. The 
region between the breaker point and the shoreline is known as the surfzone. Visual 
observations made by Bowen & Inman (1974) of solute tracers released into the 
nearshore region suggest that in the surfzone, the spreading of a tracer across this 
region was much larger than in the along-shore direction. Observations were also 
made that most of the dye stayed within the confines of the surfzone, only returning 
through intermittent rip currents. Outside the surfzone, seawards of the breaker point, 
they reported that the mixing was much lower when compared to surfzone mixing, 
and suggested that the contribution of additional turbulence generated by wave 
activity may be smaller than the turbulence generated by current effects. There have 
been relatively few mixing studies, yet alone transverse solute mixing within the 
nearshore zone. This, despite being the interface of the ocean where many man-made 
aqueous discharges are released from outfalls.   
Although site specific field studies have been undertaken to elucidate the mixing 
processes within the nearshore zone, analysis is difficult because of the problems of 
measuring all the associated parameters. Additionally, due to the nature of the 
coastal environment, field studies carried out under the combined effects of waves 
and currents, have resulted in a lack of resolution of the individual contribution of 
wave activity and current action on the mixing processes. The purpose of this section 
is to introduce some of the governing equations under idealised wave motion, prior 
to reviewing detailed theoretical and experimental mixing studies in the nearshore 
region. 
2.5.1 Wave Theory 
Wind generated waves 
 
The primary driving force which causes the formation and generation of waves in 
natural environments is the wind. The pressure within an air stream above the water 
surface fluctuates about a mean value causing small ripples and waves to form figure 
2.5a.  
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Figure 2.5 – Definition sketch of the generation of wind waves 
 
If the air stream is of sufficient magnitude, the small waves may disturb the air 
stream patterns over the surface waters (Fig. 2.5b). This can result in the generation 
of air vortices which can lead to a greater transfer of energy due to the increased 
force on the water surface. This can cause the wave height to increase further. 
Empirical studies suggest that the approximate wave condition at a given location 
can be estimated for a given wind speed, direction, duration and fetch length.  
Clearly, due to the variability of atmospheric conditions, it is only possible to 
determine an estimate of the wave conditions. Thus although wind is the primary 
force in generating waves, it is customary to consider the overall effects of wave 
activity on solute mixing processes by considering the wave motion generated by the 
wind rather than the wind itself. Therefore, the underlying concepts of wave motion 
within the context of this present study are discussed from the point of view of the 
hydrodynamic wave conditions rather than the atmospheric conditions generating the 
waves.  
Waves within natural environments consist of complex varying motions. To 
determine a mathematical description of the motion, it is customary to assume that 
the complex motion consists of a number of simple wave forms of different periods, 
lengths and heights moving in different directions superimposed on each other. 
These simple wave forms are assumed to obey some form of wave equation, which 
allows a mathematical description of the both the surface elevation and the orbital 
motions beneath the surface to be determined. Several theories exist to describe 
wave motion. Within this section, two theories of linear wave theory of Airy (1845) 
vortices
Water surface Tangential stresses
Wind velocity 
profile
(a) (b)
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and the more sophisticated wave theory of Stokes (1847) will be discussed from the 
point of view of understanding the underlying concepts rather than a complete 
mathematical derivation. 
Small amplitude wave theory (Airy wave theory) 
 
A wave is defined as a disturbance travelling from a point in a medium to another 
point at a later time. The mathematical description of wave motion formulated by 
Airy (1845) gives considerable information for little mathematical endeavour. Thus 
for the purposes of introducing the governing terminology with respect to wave 
motion, the use of small amplitude or linear wave theory will be considered. 
Consider a small amplitude progressive wave moving towards the shoreline in the y -
direction (Fig. 2.6). The velocity at which the wave crest travels towards the 
shoreline is given by the wave celerity, C. It is assumed that the water surface moves 
in a simple harmonic sinusoidal motion and the wave is defined by the following 
parameters: 
 
Figure 2.6 – Definition sketch for a small amplitude sinusoidal wave 
 
d  = Distance from bed to mean water level  
)( ty,  = Instantaneous vertical displacement of water surface above mean 
water level 
a  = Wave amplitude 
H  = Wave height a2  for small amplitude waves  
L  = Wavelength, distance between any two corresponding positions on 
successive waves 
T  = Wave period, the time interval for motion to reoccur at a fixed point 
C  = Velocity of wave propagation (phase velocity) TL   
k  = Wave number L2   
  = Wave angular frequency T2   
 
28 
 
In order to determine a description of motion within small amplitude waves, Airy 
adopted the following assumptions; (i) the amplitude is small compared with the 
wavelength [which results in the wave celerity being large when compared to the 
particle velocity], (ii) the water is homogenous, incompressible and the surface 
tension forces are negligible, (iii) the flow is irrotational (i.e. no shear stress), (iv) the 
bed [ dy  ] is stationary, impermeable and horizontal, (v) the pressure along the 
air/sea interface is constant. Thus, the water surface profile, given as a function of 
position and time can be denoted as (Ippen, 1966): 
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The relationship between the wavelength and the period can be derived by adopting 
the basic principles of continuity of mass and energy, and adopting the Laplace 
equation for two-dimensional flow, leading to the result;  
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2
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  (2.30) 
As the wave travels along the surface, the water particles beneath the surface also 
move. Airy’s wave theory predicts such movements, and thus at a given location, 
)(y,z  and periodic time interval, t within the wave cycle, the horizontal and vertical 
displacements at a mean depth, –z beneath a finite amplitude wave can be described 
by 
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(2.31) 
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(2.32) 
These two equations describe an elliptical motion in which the particles rotate about 
a closed orbit and as such there is no net forward displacement of the water.  
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To simplify the hyperbolic functions in equation 2.31 and 2.32, it is customary to 
classify the waves according to the ratio of the water depth d, to the wave length, L. 
This ratio Ld  is known as the relative depth. A common procedure adopted for 
small amplitude wave theory classifies the waves into three categories, namely; 
shallow, intermediate and deep water. If the relative depth exceeds 21 , deep water 
conditions are assumed to occur. When the relative depth is below 021 , the depth is 
small compared to the wavelength and it is assumed that shallow water conditions 
occur. In the range 21021  Ld , it is assumed that intermediate conditions 
occur, although the wave equations do not easily simplify. Table 2.1 presents the 
asymptotic values for shallow and deep water. 
Table 2.1:  Asymptotes of wave functions 
Function 
Asymptotes 
Shallow water 
( 201Ld ) 
Deep water 
( 21Ld ) 
Sinh (kd) kd 
2
kde
  
cosh (kd) 1 
2
kde
 
tanh (kd) kd 1 
 
By recalling the relationship between wavelength and period (Eq. 2.31) and noting 
that TLC  , Lk 2  & T 2 , the celerity can be written as: 
 )(kd
k
gC tanh2   (2.33) 
Using this result and the appropriate value in Table 2.1, the wave celerity, C can be 
reduced to; 
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TgC 2  (deep water) 
(2.34) 
 gdC   (shallow water) (2.35) 
In addition, by recalling equations 2.32 and 2.33 and utilising the appropriate value 
in Table 2.1, the maximum orbital displacements under deep water conditions can be 
approximated to  
 kdeHy
2
(max)   (2.36) 
 kdeHz
2
(max)   (2.37) 
Thus, equations 2.36 and 2.37 describe a circular path in which the horizontal and 
vertical displacements decrease exponentially with depth (see Fig. 2.7). Similarly in 
shallow water conditions, the maximum orbital displacements can be approximated 
to 
 
kd
Hy
2
(max)   (2.38) 
 
kd
zdkHz
)( 
2(max)
 (2.39) 
Thus, the maximum horizontal orbital displacement is constant from the surface to 
the bottom of the water column. However, the maximum vertical orbital 
displacement, varies from zero at the bed to 2H  at the surface (see Fig. 2.7c).  
Figure 2.7 illustrates the orbital motions predicted by Airy’s wave theory. In deep 
water (Fig. 2.7a), the turbulence generated by bed friction due to wave motion may 
be assumed to be negligible. Hence mixing due to turbulent diffusion may be small 
compared to other mixing processes which may be present.  
31 
 
 
Figure 2.7 – Sketch depicting depth effects on particle orbits, (a) Deep water, (b) 
Water of intermediate depth, & (c) Shallow water, from Sorensen (1993) 
 
As a wave approaches the shore line, the wavelength reduces, the period remains 
constant, and thus the wave celerity reduces. Due to the reduction in depth, the 
circular particle orbits in deep water become elliptical trajectories as the wave moves 
inshore. In shallow water the horizontal trajectories of the particles are constant with 
depth, and towards the bed, the elliptical trajectories become flattened. In the vicinity 
of the bed there is no vertical motion, and thus the particles follow a horizontal path 
(Eq. 2.39). The increase in velocity at the bed as the depth reduces, causes turbulence 
to be generated due to the alternating flow movements over the bed (Fig. 2.7c). This 
could increase turbulent diffusion, however, the extent of this increase is unknown, 
due to the limited theoretical and experimental knowledge currently available, and 
also due to other additional mixing processes which are present, which result in the 
difficulty of isolating the effect of any one influence. The role of the additional 
mixing mechanisms due to wave activity will be discussed in §2.5.3.   
The wave breaker point 
 
In the previous section, the basic equations to describe wave motion in shallow water 
were introduced. It was noted that as a wave travels from deep to shallow water, the 
wavelength decreases. Eventually, at a critical value, the wave becomes unstable and 
breaks. The expression which relates the ratio of wave height to wavelength is 
known as the wave steepness ( ) and is given by the simple relationship; 
L/2
H/2
SWL
C
(a) (b) (c)
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L
H  (2.40) 
As a wave approaches the shoreline, due to the reduction in depth, the orbital particle 
velocities increase over the wave cycle (Eq. 2.38), whereas the velocity of 
propagation, or wave celerity reduces (Eq. 2.35). Galvin (1972) referred to the 
studies of McCowan (1894) who reported that for theoretical predictions, breaking 
occurs when the maximum particle velocity in the wave exceeds the wave celerity. 
According to Michell (1893), it can be shown that by the application of Stokes’ wave 
theory (Stokes, 1847), the wave becomes unstable and breaks, when the angle of the 
wave crest reaches 120 , or written in terms of wave steepness, when 142.0 . In 
shallow water conditions, by recalling equation 2.35 and TLC  , and noting that 
the wave period remains constant irrespective of offshore location, gives  
 gdTL   (2.41) 
Thus, in shallow water, the wavelength is determined by the water depth. Ippen 
(1966) referred to the studies of McCowan (1894), who adopted Stokes’ theoretical 
breaking criteria, and applied the assumption to the theoretical wave motion 
described by Solitary wave theory. Thus, it was shown that the theoretical limiting 
breaking criterion in shallow water can be given by: 
 78.0
d
H  (2.42) 
This value is still commonly adopted in engineering applications, however in 
practical related studies it is found that the mean beach slope (m ) influences both the 
breaker depth index (  ) and the type of breaking wave (Galvin, 1972). Thus, as 
pointed out by Goda (1970), who undertook an extensive experimental study in both 
the field and laboratory, the breaker index increases ( ) on steep beaches, while on 
flatter beaches the breaker index reduces. Fig. 2.8 illustrates the results compiled 
from the study, which indicates that the breaker depth can be parameterised by the 
deep water wave steepness and the beach slope (m).  
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Figure 2.8 – Classification of wave breaking depth, adapted from Horikawa 
(1978) 
 
The surfzone 
 
The region between the breaker point and the shoreline is known as the surfzone. 
The motion of water particles within this region are complex, and although this 
region has been studied extensively, a full quantitative description of the 
hydrodynamics is still currently unavailable.  
In the previous section it was noted that the wave breaker point was dependent upon 
the ratio of wave height to the water depth. However, the main controlling factor was 
the beach slope. The slope of beach influences the type of wave motion and hence 
the hydrodynamics within the surfzone. An early study to investigate surfzone 
hydrodynamics was undertaken by Wiegel (1963). Visual observations were made 
which classified breaking waves into three types, ranging from surging through 
plunging to spilling breakers. These conditions are illustrated in figure 2.9.   
 
 
 Figure
 
Patrick an
height and
coefficien
 
where the 
(1972) un
with varyi
The result
 
Figure 2.9
within the
regardless
due to the
expected. 
 2.9 – Clas
d Wiegel 
 period to 
t ( bB ) was 
subscript, b
dertook an 
ng slopes 
s are given 
Table 2.2: 
Breake
P
 illustrates
 surfzone r
 of beach s
 breaking w
sification o
(1954) for
the beach s
given by (P
 denotes b
experiment
of 0.05, 0.1
in Table 2.2
 Classificat
r classificat
Surging 
lunging 
Spilling 
 that the b
egion. Base
lope condi
ave activi
 
f breaker ty
mulated a 
lope. Thus
atrick & W
g
Bb 
reaking con
al study on
0 and 0.20
.  
ion of brea
ion 
each slop
d on these 
tion, increa
ty, and the
pes adopted
relationship
, in shallow
iegel, 1954
2mT
Hb  
ditions, an
 three plan
 to parame
ker types [f
Break
0
e greatly i
observation
sed turbul
refore incre
 from Hori
, which c
 water con
); 
d m is the b
e laboratory
terise the b
rom Galvin
er coefficie
<0.003 
.003 – 0.06
>0.068 
nfluences t
s, it is ther
ence occure
ased mixin
kawa (197
lassified th
ditions the 
each slope
 concrete b
reaker coe
 (1972)] 
nt, Bb 
8 
he hydrody
efore assum
d in the s
g in this r
34 
8)
e wave 
breaker 
(2.43) 
. Galvin 
eaches, 
fficient. 
namics 
ed that 
urfzone, 
egion is 
35 
 
2.5.2 Wave-induced Currents 
In the previous section, the use of Airy wave theory was adopted to introduce the 
fundamental concepts of wave theory. Airy’s theory is of sufficient accuracy in deep 
water conditions. In practice, as the wave approaches the shore, the orbital 
trajectories are no longer closed orbits as predicted by Airy wave theory, but each 
water particle moves a short distance in the direction of the wave propagation by the 
end of each wave cycle. Thus, due to the wave motion, a wave induced current is 
generated. In this section, the higher order wave theory of Stokes (1847) will be 
presented to describe wave induced current in the nearshore zone, in the region 
seawards of the break point.  
Finite amplitude wave theory (Stokes wave theory), seaward of the break point 
A Eulerian co-ordinate system with respect to velocity or concentration 
measurements is one which is fixed in spatial location. In contrast, a Lagrangian co-
ordinate system is one which moves along with an imposed current. In oscillatory 
flows, such as wave motion, there is a difference between the mean velocity 
recorded by Eulerian techniques and the mean velocity measured by a freely moving 
particle (Lagrangian). As pointed out by Longuet-Higgins (1970), the difference 
between the Eulerian and Lagrangian mean velocity is known as Stokes velocity or 
Drift (Stokes, 1847). 
Thus, by adopting Stokes’s higher order wave theory, the water surface profile ( ), 
correct to a second order approximation, can be given by equation 2.44.    
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(2.44) 
 
The equations which describe the particle orbital motion beneath a finite amplitude 
wave, are denoted by: 
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where the velocity of propagation, C is the same as the value denoted for linear wave 
theory. The final term of equation 2.45 features an additional net particle 
displacement term. Thus the net displacement ( Ty ) at the completion of each wave 
cycle is given by  
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Thus, when averaged over the wave cycle the mean drift velocity (V ) or mass 
transport velocity of translation in the y-direction can therefore be given by 
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The Eulerian description of the predicted wave-averaged induced current assumed 
that the wave-averaged momentum, I , was concentrated in the crest to trough region 
of the wave (Longuet-Higgins & Stewart, 1960, 1964). Using linear wave theory, it 
can be approximated by: 
 
khH
C
EI coth
8
2
  (2.49) 
 
where E is denoted by the total wave energy per unit surface area, given by 
 281 gHE   (2.50) 
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To balance the momentum the wave possesses, an equal and opposite force exists. 
Thus in wave conditions of finite depth, such as the coastal zone, the return flow or 
undertow can be approximated by, 
 
d
Iv   (2.51) 
Assuming that the Eulerian mean return flow is distributed evenly throughout the 
entire depth, allows a Lagrangian description of the wave induced current at a 
particular elevation to be obtained. Combining equations 2.48, 2.49 and 2.51, yields 
in:  
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Equation 2.52 is seen as a shoreward flow of water in the upper water column with a 
return seaward flow near the bed. Figure 2.10 illustrates a typical wave induced 
current profile over the water column as predicted by equation 2.52. 
 
Figure 2.10 – Sketch depicting a typical Lagrangian velocity profile of the mass-
transport in a progressive wave 
 
The limitation of Stokes’s wave theory is that it is assumed that the fluid is 
irrotational. Longuet-Higgins (1953) extended the analysis of Stokes to include the 
effects of the boundary layers at the free surface and the bed. After considerable 
mathematical derivation and treatment, it was shown that the mass transport at 
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particular elevation within the water column for a progressive wave can be given by 
the expression (Longuet-Higgins, 1953): 
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where; 
 







)(
)(
)(
)()(
3)()((p)
1/
2
3
2
2sinh3
2sinh1/4/3
2cosh2
sinh4
1/       
2
2
2
dz
kd
kd
kdkddzdz
zdk
kd
dzF
 
 
(2.54) 
Figure 2.11 shows the non-dimensionalised vertical distribution of the mass transport 
velocity, predicted for three progressive waves. As the depth to wavelength ratio kd , 
reduces, the velocity in the lower part of the water column increases towards the 
shore.  
 
Figure 2.11 – Vertical distribution of the non-dimensionalised Lagrangian velocity 
in a progressive wave (kd = 0.5, 1.0, 1.5), adopted from Longuet-Higgins (1953) 
 
Longuet-Higgins (1953) attempted to verify his solution with existing experimental 
measurements which were performed in 2D laboratory wave flumes and most of the 
measurements were made by photographing visible tracers. When compared to 
experiments (Bagnold, 1947) where the wave conditions were controllable and 
steady state conditions were assumed to occur, the theoretical predictions of the 
velocities near to the bed were within 15% of observed values.  
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Wave induced current in the surfzone 
On a plane two-dimensional beach with the wave crests approaching parallel to the 
shore line, the water is carried shore-wards by the wave crest and is returned 
seawards by a shore normal return current, which is particularly strong towards the 
bed. 
 
Figure 2.12 – Definition sketch of wave motion within the surfzone 
Figure 2.12 illustrates the cross-shore mean wave induced secondary current (shore-
normal) in the surfzone. Near to the surface in the crest-trough layer the mean 
velocity has a shoreward component, however as pointed out by Svendsen & Lorenz 
(1989), the Eulerian description of the mean velocity cannot easily be defined in the 
crest-trough layer as water is only present for part of the wave cycle. In the lower 
part of the water column, to satisfy continuity principle, the mean flow moves in an 
offshore direction.  
In recent years several attempt has been made to quantify the magnitude of the wave 
induced currents in the surfzone. Longuet-Higgins & Stewart (1960, 1964) extended 
the earlier analysis of Longuet-Higgins (1953) who formulated mass transport for 
non-breaking conditions. To balance the momentum flux the wave possesses, an 
equal and opposite force must be present to satisfy equilibrium. In the surfzone, this 
is seen visually as rise in water level. This phenomenon can be described by equation 
2.55 which is proposed by Longuet-Higgins (1972). 
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where   is the difference between the still water level and the mean water level and 
S is the radiation stress in the direction of the wave motion given by (Longuet-
Higgins, 1972): 
 

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2
1
2sinh
2
kd
kdES  (2.56) 
By integrating equation 2.56, it can be shown that the mean sea level decreases as 
the wave approaches the breaker point. This mechanism is referred to as wave set-
down and is given by (Horikawa, 1978); 
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In the surfzone, the mean sea level increases and is referred to as wave set-up, given 
by (Horikawa, 1978); 
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where b  is the wave set-down at breaking (Eq. 2.57). Figures. 2.13a and 2.13b 
illustrate a typical result from an experimental study undertaken by Bowen et al. 
(1968) to investigate the wave set-up and set-down as the wave approaches the 
shore. The results indicate that for the conditions tested, the theoretical curve (Eqs. 
2.57 and 2.58) expressed the experimental results reasonably well. Chadwick & 
Morfet (1986) pointed out that, as a general rule, the maximum wave set-down is 
approximately 5% of the breaker depth and the maximum wave set-up is 
approximately 20% of the breaker depth. Fig 2.13c displays the theoretical mean 
return current across the nearshore zone as predicted by equation 2.51, it is clear that 
the transverse solute spreading of a depth averaged concentration field is influenced 
by secondary flows. Fig. 2.13c shows that the wave induced current is particularly 
strong inside the surfzone region which could be an important variable in the 
nearshore mixing processes. The role of wave induced current on the nearshore 
mixing will be discussed at the end of this chapter.  
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Figure 2.13 – Example of (a) experimental results on wave set-up and set-down, (b) 
wave height envelope, and (c) Theoretical mean undertow velocity {(a) & (b) from 
Bowen, Inman and Simmons, 1968} 
 
Figure 2.14 summaries the results from the Hansen & Svendsen (1984) laboratory 
experimental study. The resultant Eulerian mean cross-shore velocity profiles 
illustrate that outside the breaker point, the horizontal velocity varies almost linearly 
between the bed and the wave trough layer. In the surfzone, due to the decreasing 
water depth, the cross-shore velocities are of a larger magnitude. It is also noted that 
the structure of the undertow changes, where can be seen that mean horizontal 
velocity is particularly strong towards the bed.  
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Figure 2.14 – Measured cross-shore mean Eulerian velocities in nearshore region, 
adapted from Hansen & Svendsen (1984) 
2.5.3 Turbulence in the Nearshore Region 
the previous section (§ 2.5.2) discussed wave motion and the resultant wave induced 
current. This section will consider the turbulence generated by wave activity, 
initially in the surfzone and then turbulence will be considered seawards of the 
breaker point. Finally, the section will conclude with a comparison and discussion of 
the various suggested forms of eddy viscosity. 
Estimates of eddy viscosity in the surfzone 
In § 2.4.4 it was noted that by adopting Reynolds analogy, the turbulent diffusion 
coefficient in the transverse direction ( ye ) was of similar magnitude to the eddy 
viscosity ( t ). Thus for the purposes of this present study it is assumed that the two 
variables are of the same magnitude. Hence, estimates of eddy viscosity values are 
usually derived from velocity measurement, while estimates of turbulent diffusion 
coefficients are usually obtained from direct measurement of a suitable tracer 
released into the flow. This section will therefore focus on the use of velocity 
measurements to determine eddy viscosity values in the surfzone.  
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The nature of breaking waves as they approach the shore generates turbulence and 
aeration. However, the difficulty in obtaining reliable estimates of eddy viscosity 
values within this region is that many velocity measurement devices are sensitive to 
air entrainment which leads in to spurious measurements. Thus, there have been 
comparatively few experimental studies to investigate the flow characteristics within 
the surfzone. 
To date, attention has focused on waves which approach the shore with their crests 
parallel to the shore. In some coastal situations, waves are diffracted and refracted 
and may approach the shore line at an oblique angle. This results in two velocity 
components being generated, one perpendicular to the shore and one parallel to the 
shore. The velocity component perpendicular to the shore, results in the wave 
induced cross-shore circulation mechanism as discussed in the previous section. The 
velocity component parallel to the beach produces a current, known as the longshore 
current.  
Galvin & Eagleson (1965) performed detailed experimental measurements of the 
longshore currents on a plane beach. The studies of Bowen (1969), Thornton (1970) 
and Longuet-Higgins (1970) utilised this data to suggest various forms of transverse 
eddy viscosity values. The observed current distribution of Galvin & Eagleson 
(1965), for one test series, is shown in figure 2.15, together with theoretical velocity 
profiles derived by Longuet-Higgins (1970) from his radiation stress theory 
(Longuet-Higgins & Stewart, 1960 & 1964). The non-dimensional parameter, P 
represents the inclusion of the horizontal mixing in the on-off shore direction, which 
will be discussed in detail later. 
Figure 2.15 shows that although the generation of longshore currents from waves 
approaching the shore at an oblique angle is mainly confined to the surfzone, some 
residual current extends beyond the breaker line. Thus as pointed out by Longuet-
Higgins (1970) an additional mechanism must be present to drive the longshore 
current beyond the breaker line. 
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Figure 2.15 – Comparison of longshore velocities measured by Galvin & 
Eagleson (1965) with theoretical profiles derived by Longuet-Higgins (1970) , 
adapted from Longuet-Higgins (1970) 
 
To balance the driving force of the waves within the surfzone, frictional forces are 
present in the form of bed friction. If only bed friction was considered in the 
formulation of theoretical longshore current predictions, a large discontinuity of the 
velocity prediction would be present at the breaker line, as shown in figure 2.15 by 
the non-dimensionalised parameter, 0P . Bowen (1969), Longuet-Higgins (1970) 
and Thornton (1970) suggested that it was necessary to include an estimate of the 
lateral mixing in the on-offshore direction to describe the longshore current 
observations in theoretical predictions.  
Bowen (1969) suggested that the eddy viscosity was assumed to be constant across 
the surfzone and beyond the breaker line. The justification was not reported, which 
suggested that by using an appropriate value of bed friction, an estimate of the eddy 
viscosity to best describe the observed data was used. 
Thornton (1970) based analysis for the estimation of the lateral mixing coefficient on 
Prandtl’s mixing length (Prandtl, 1952). It was proposed that the eddy viscosity 
could be evaluated based on the product of the water particle velocity and its orbital 
displacement. By adopting linear wave theory and assuming that the water particle 
motion retained its character as described by linear wave theory in the surfzone, 
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Thornton (1970) suggested that the eddy viscosity in the on-off shore direction, 
could be given by: 
  2
2
2
cos
)(sinh8 kd
H
ty   (2.59) 
where   is the approach angle to the shore. On a plane beach with a constant slope, 
equation 2.59 can be simplified to: 
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8
2gd
ty   (2.60) 
Longuet-Higgins (1970) proposed that the size of the horizontal eddies in the 
surfzone could be related to the distance from the shore line and to the shallow water 
wave celerity. He proposed that the eddy viscosity could be given by:  
 
m
gdNd
gdNyty   (2.61) 
where N is a dimensionless constant. Figure 2.15 shows comparisons of longshore 
velocity measurements (Galvin & Eagleson, 1965) with theoretical predictions 
derived from Longuet-Higgins (1970). Although the exact formulation of the 
theoretical predictions are not discussed, within this present study, Longuet-Higgins 
(1970) demonstrated that the profile was dependent upon the non-dimensional 
parameter P, given by:  
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where m is the bed slope and C is the Chezy bed frictional coefficient. In the 
analysis, it was assumed that the Chezy bed frictional coefficient was 0.01, the 
breaker index,  was 0.82 and the slope of the beach (m) was 0.11. Longuet-Higgins 
(1970) showed that the observed velocity measurements were within the range 
relating to the curves of 0.1 < P < 0.4. It was noted that the curves 1.0P  and 
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4.0P  corresponded to 0024.0N  and 0096.0N  respectively. Although these 
values were within the expected range, it was clear that the selection of eddy 
viscosity ( ty ) was insensitive to the prediction of theoretical longshore velocity 
profiles. Also, the selection of eddy viscosity was based on dimensional analysis 
rather than sound theoretical knowledge or measurement.  
Battjes (1975) assumed that the length scale of eddies were more closely related to 
the depth than the horizontal distance offshore which was suggested by Longuet-
Higgins (1970). Battjes (1975, 1983) reported that the lateral mixing within the 
surfzone was closely related to the turbulent energy dissipation of the breaking wave. 
For a gently sloping beach of constant slope, m, it was shown that the theoretical 
eddy viscosity, across the surfzone could be given by:  
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where M is a empirical constant ( 0.1M ). The eddy viscosity predicted by equation 
2.63 gives a result of similar magnitude to that theoretically predicted by Longuet-
Higgins (1970) [Eq. 2.61]. 
To date, few experimental studies have been performed to determine the vertical 
eddy viscosity ( tz ) in the surfzone. Svendsen (1987) summarised the measurements 
undertaken by Stive & Wind (1982), Hattori & Aono (1985), and Nadaoka & 
Kondoh (1982) who investigated the turbulent intensities, mv  and mw  of velocity 
under breaking waves, in the on-offshore and vertical directions respectively. 
Svendsen (1987) adopted the analysis of Prandtl (1952) to suggest that the 
turbulence generated mixing in the surfzone was dominated by the breaking wave. 
Thus, in an analogy with Prandtl’s mixing hypothesis, the eddy viscosity ( t ) could 
be estimated by a characteristic turbulent kinetic energy ( k ) and length scale ( ml ), 
given by (Svendsen, 1987): 
47 
 
 klmt   (2.64) 
where k  is defined by,  
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2
1 wvuk   (2.65) 
and 222   & ,, wvu   are denoted by the turbulent velocity fluctuations. Svendsen (1987) 
noted that the relative strengths of the turbulent velocity fluctuations in each 
orthogonal direction varied, and adopted evidence provided by Battjes & Sakai 
(1981), which was also used by Stive & Wind (1982), to suggest that the relative 
strengths of the turbulent velocity fluctuation in each of the orthogonal directions (x, 
y & z) could be given by the ratio’s (Svendsen, 1987). 
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In all the experiments summarised, two velocity components were measured. Thus 
from equation 2.66, the turbulent kinetic energy ( k ) could be estimated from the two 
velocity fluctuations measured, and defined by  
 

  )( 22
2
133.1 wvk  (2.67) 
Svendsen (1987) suggested that breaking waves in the surfzone cause a rapid 
transformation of kinetic energy into turbulent energy, which then dissipates into 
heat as the wave crest moves up the beach slope. It was suggested that the turbulence 
generated by the breaking wave was initiated at the toe of the breaking wave front. 
Svendsen (1987) therefore proposed that the turbulent kinetic energy (k) was 
proportional to the celerity (c) of the wave crest in the surfzone. Hence, the results of 
the experimental studies cited by Svendsen (1987) depict the vertical spatial 
variation of 21)( gdk across the surfzone.  
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Figures 2.16a & 2.16b show the results obtained by Stive & Wind (1982) who 
performed measurements on a beach slope (m) of 1:40 under regular waves. A Laser 
Doppler anemometer was used for velocity measurements. The initial wave height 
was recorded with a value of 145.0H m in both tests. The wave periods were 
measured with values of sT 79.1 in test 1 and sT 0.3  in test 2. Fig. 2.16c shows 
results reported by Hattori & Aono (1985), who measured velocities with a hot film 
anemometer. Unlike all the other results illustrated in Figure 2.16, the measurements 
undertaken by Hattori & Aono (1985) were performed on a horizontal shelf. The 
breaking wave was generated at the edge of the shelf using a beach with a slope (m) 
of 1:20, by placing it in front of the shelf. Figures 2.16d and 2.16e illustrate the 
results obtained by Nadaoko & Kondoh (1982). The measurements were performed 
on a beach with slope (m) of 1:20, and a Laser Doppler anemometer was used to 
measure the velocities. Two experiments were performed such that the conditions in 
the surfzone could be classified as plunging and spilling.  
Svendsen (1987) demonstrated [by adopting Stive & Wind’s (1982) measurements] 
that the temporal variation of the kinetic energy ( k ) over the wave cycle was almost 
constant, and thus it was assumed that for the majority of practical related studies a 
time-independent value of k  would be of sufficient accuracy to describe the 
turbulent kinetic energy. It was also noted that in addition to the turbulence 
generated from the breaking wave, turbulence was also generated from the bottom 
boundary layer. However, by referring to the studies of Hansen & Svendsen (1984), 
the bed frictionl generated turbulence was an order of magnitude smaller that the 
breaker generated turbulence.  
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Figure 2.16 – Measurement of turbulent kinetic energies under breaking waves in 
surfzone, adapted from Svendsen (1987) 
 
The experiments were performed under various test conditions such as spilling or 
plunging wave breaker types, and on two different beach slopes, which result in 
distinctly different hydrodynamic conditions. However, it is noticeable that there is 
little variation between tests in the recorded value of TKE. It is also evident from 
figure 2.16, that the vertical variation of k  is small despite the turbulence being 
generated in the upper part of the water column. Based on these findings, Svendsen 
(1987) proposed that the length scale ( ml ) of the eddies was closely related to the 
water depth (d ) and suggested that 
 dld m 35.025.0   (2.68) 
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Thus, by application of equation 2.64 it was concluded by Svendsen (1987) that 
under laboratory conditions, the variation of eddy viscosity ( t ) across the surfzone 
generated by the breaking wave, could be characterised by the empirical relationship: 
 gdMdt   (2.69) 
where M is a constant which lies in the range 03.001.0  M .  
The difficulty in accepting the findings reported by Svendsen (1987), is that when 
compared to the theoretical predictions of eddy viscosity derived by Bowen (1969), 
Thornton (1970) and Longuet-Higgins (1970) to explain longshore current 
distributions, a difference of at least an order of magnitude exists between the 
measured eddy viscosity values (Svendsen, 1987) and the eddy viscosity required to 
describe the observed longshore current data in mathematical predictions. Although 
the experimental studies cited by Svendsen (1987) could contain spurious results, it 
is unlikely any irregularities could explain an order of magnitude difference. 
Additionally, the results have been confirmed by three independent experimental 
studies. In § 2.5.2 it was noted that the surfzone is characterised by a cross-shore 
circulation mechanism. It would therefore appear that the unrealistically high values 
of eddy viscosity required to predict observed longshore current data in 
mathematical predictions, also incorporate the effects of the wave-induced cross-
shore velocity, whereas the measured values of eddy viscosity incorporates only the 
effects of turbulent fluctuations.  
Estimate of eddy viscosity seawards of the breaker point (d>db) 
In the previous section it was noted that the turbulence was dominated by breaking 
wave effects in the surfzone. Seaward of the breaker point turbulence can be 
generated from two sources; the first is from the residual turbulence generated from 
the breaking, where the turbulence generated in the surfzone, is transported seawards 
by the undertow. A second source of turbulence is caused by the oscillatory wave 
motion flowing over the bed.  
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This section focuses on the determination of the eddy viscosity in the nearshore 
zone, seaward of the breaker line. Many of the analysis is derived from surfzone 
theoretical approximations of the eddy viscosity. It was shown in the previous 
section that, by adopting an appropriate value of the eddy viscosity within the 
surfzone, the longshore current could be modelled reasonably well to observed data. 
However, as suggested by Longuet-Higgins (1970) the selection of the eddy 
viscosity value was insensitive to the prediction of theoretical longshore currents.  
Longuet-Higgins (1970) suggested that the eddy viscosity was related to the distance 
from shore, and assumed the same relationship beyond the breaker line, where the 
waves were not breaking. Much of the studies described in this section acknowledge 
that the wave induced turbulence is much less, seaward of the breaker line, and 
therefore propose that the eddy viscosity values reduces, when moving seaward.  
Thornton (1970) assumed that the eddy viscosity decayed exponentially with 
distance from the shore. By adopting deep water wave conditions, it was suggested 
that the eddy viscosity seawards of the breaker point could be approximated by: 
 232
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dgd bb
t 
  (2.70) 
James (1974) proposed that the eddy viscosity, beyond the breaker point was 
proportional to 1d . The theoretical treatment of the eddy viscosity within the 
surfzone by Longuet-Higgins (1970) was adopted by James (1974), which led to the 
result that the eddy viscosity, beyond the breaker line could be given by:  
 
b
b
t gd
md
Nd2  (2.71) 
For non-breaking wave conditions, De Vriend & Stive (1987) proposed that the 
turbulence within the flow was generated by the oscillatory wave motion over the 
bed, and suggested that the eddy viscosity, in its simplified form, could be given by:  
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 *208.0 dvt    (2.72) 
where *v  was the bed friction velocity in the on-off shore direction. Equation 2.72 
has a similar form to the estimate for vertical turbulent diffusion, ze  given by Elder 
(1959) for open channel flows. 
In the previous section, the theoretical variation of eddy viscosity across the surfzone 
derived by Svendsen (1987), was given by, gdMdt  . Hence the mixing at the 
breaker point is given by, bbtb gdMd . To examine the decay of eddy viscosity with 
distance from the shore, Svendsen & Putrevu (1994) adopted the turbulent velocity 
measurements of Nadaoka & Kondoh (1982) to determine the cross-shore variation 
in eddy viscosity. The measurements showed that the turbulent intensity increased 
from the shoreline to a peak value at the breaker point, then decaying with distance 
beyond the breaker line. 
 
Figure 2.17 – Measurement made by Nadaoka & Kondoh (1982) of turbulent 
intensities in the nearshore region [adapted from Svendsen & Putrevu (1994)] 
 
Figure 2.17 illustrates the results for Nadaoka & Kondoh (1982) measurements. It is 
clear that the surfzone contains high levels of turbulence, which is generated from 
the breaking wave. Seawards of the breaker point the turbulence decays, although 
considerable levels of turbulence are still present. This is probably the result of 
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turbulence generated in the surfzone which is transported seaward by the undertow. 
By continuing to move seaward, the magnitude of the undertow reduces. Thus, bed 
generated turbulence due to the oscillatory wave motion moving over the bed 
becomes the dominant process.  
Svendsen & Putrevu (1994) therefore proposed that the variation of eddy viscosity 
with distance, seaward of the breaker line, could be given by:  
 tbbt dd  )2.0)/(8.0( 4    (2.73) 
where bbtb gdMd  denotes the eddy viscosity at the breaker point. In a deep water 
region where the horizontal orbital velocities are negligible at the bed, it would be 
expected that the eddy viscosity generated by wave activity, reduces to zero. 
Equation 2.73 does not produce this effect at it has been derived from measurements 
in the nearshore region. 
Figure 2.18 elucidates the proposed sources of turbulence within the nearshore 
region by adopting the suggested variation of eddy viscosity given by Svendsen & 
Putrevu (1994). As an example, the experimental conditions illustrated in figure 2.13 
have been adopted [ m085.0 s,14.1 ,12/1  bHTm ]. Figure 2.18a illustrates the 
assumed wave conditions. The surface elevation and associated orbital displacements 
outside the breaker point, have been predicted using Stokes’ second order wave 
theory (Eq. 2.44 & 2.45). The breaker point and reduction in wave height due to 
energy losses in the surfzone have been predicted using the assumed theoretical 
breaking criteria, or breaker index, described by equation 2.42.  
To predict the turbulence generated by the oscillatory wave motion over the bed, the 
theoretical analysis by De Vriend & Stive (1987) has been adopted (Eq. 2.72). In 
open channel flows, Kironoto & Graf (1994) reported that the bed shear velocity ( *v ) 
was approximately 10% of the depth mean flow. Thus, it is assumed that the shear 
velocity ( *v ) required in equation 2.72, is 10% of the average theoretical orbital 
velocity at the bed and that the orbital motion retains its character in the surfzone. 
The results obtained by adopting this simplified analysis are illustrated in figure 
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2.18b. Although not shown in figure 2.18b, the orbital motion at the bed reduces 
with increasing distance from the shore and hence, the eddy viscosity tended towards 
zero (1% of peak value) at approximately 17m from the shore line.  
 
Figure 2.18 – Suggested sources of wave induced turbulence in the nearshore zone
 
Figure 2.18c illustrates the turbulence generated from the combined effects of 
breaker generated turbulence and bed generated turbulence. The analysis is based on 
the findings of the empirical studies adopted by Svendsen & Putrevu (1994) [Eq. 
2.73]. Zone (1) illustrates the likely variation of eddy viscosity across the nearshore 
region, by adopting a value of 015.0M .  
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In recognition that the suggested distribution of eddy viscosity was derived from 
measurements which include the effects of both wave breaker generated turbulence 
and bed generated turbulence, the theoretical description of bed generated turbulence 
utilised in figure 2.18b has also been plotted in figure 2.18c, denoted by zone (2). 
Calculation shows that at a distance of 3m from the shoreline, a value of 015.0M  
used in equation 2.73, gives a similar magnitude to that predicted by equation 2.72 
for bed generated turbulence. Zone (3) illustrates the likely contribution to the 
combined wave generated turbulence, by the breaking wave. It is noted that within 
the surfzone, the breaking wave generated turbulence is approximately one order of 
magnitude higher than the bed generated turbulence, and is thus the dominant 
process. However, as one moves seawards to an approximate distance twice the 
surfzone width, and beyond, the predicted breaker generated turbulence is negligible, 
and thus the bed generated turbulence becomes the dominant process.  
2.5.4 Experimental Study of Transverse Mixing 
So far, it has been noted that the surface generated turbulence due to wave breaking 
processes and the bed generated turbulence due to bed frictions are the main sources 
of turbulence in the nearshore region. This section investigates experimental studies 
performed in the nearshore region to determine mixing estimates using solute tracers. 
A few solute tracer studies have also been included in deeper waters, where the 
breaking wave effects are negligible, in an attempt to determine the important 
parameters which influence the overall mixing processes.  
The surfzone 
 
Due to the highly non-linear nature of the surfzone, the variability and difficulties 
associated with measurement techniques, there are few experimental studies which 
undertake solute tracer measurements in the surfzone. This section investigates some 
important published studies which elucidate the transverse mixing processes.  
Harris et al. (1963) undertook a series of experiments under field and laboratory 
conditions to investigate the mixing of a solute when released into the surfzone. 
Investigations concentrated on two sets of conditions whereby the waves either 
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approached the shore-normal or obliquely to the shoreline. For the purposes of this 
present study, discussion will concentrate on the shore-normal approach. Field study 
experiments were undertaken on a relatively straight, sandy coastline with a uniform 
underwater topography. In addition, a three-dimensional physical model was utilised 
to undertake further experimentation. Both the field and laboratory experiments 
produced similar observations. When waves approached normal to the coast, Harris 
et al. (1963) reported that long-shore currents were generated which moved in 
opposing directions along the beach, leading to the generation of intermittent rip 
currents.  
Harris et al. (1963) noted that when the waves approached the shoreline normally to 
the beach, there were relatively long periods when long-shore and rip currents were 
not operating. During these periods, the measurements were undertaken. A 
radioactive tracer from a continuous point source was introduced into the surfzone. 
The subsequent spreading of the plume was detected by taking a number of discrete 
samples at a number of locations throughout the surfzone, these samples were later 
analysed. Visual observations showed that a slug of dye released into the surfzone, 
when compared to the along-shore direction, spread rapidly in the transverse (on-
offshore) y-direction which was presumably as a result of the cross-shore wave-
induced velocity transporting the tracer. 
Harris et al. (1963) adopted the classical diffusion theory first developed by Taylor 
(1921) to analyse the results. By using an appropriate value of the diffusion 
coefficient ( ye ), they attempted to visually fit the limited measured concentration 
values to the theoretical concentration profile. The results showed considerable 
scatter. However, as noted previously, a large cross shore circulation mechanism 
exists in the on-off shore direction. Thus, the reference to eddy diffusivity when 
related to concentration measurements, should perhaps be more correctly termed 
dispersion ( yD ), as the effects of both diffusion and advection are clearly present.  
To interpret the results, Harris et al. (1963) referred to the work of Harleman & 
Ippen (1960) who suggested that the eddy viscosity was proportional to the mean 
eddy size and to the rate of energy dissipation. The rate of energy dissipation, as 
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suggested by Harris et al. (1963) was proportional to the mean eddy size divided by 
the wave period. Based on the assumption that the eddy size was a function of the 
wave height, led to the result that the on-off shore mixing was proportional to the 
square of wave height divided by the wave period.  
For the field studies, five tests were undertaken to determine the on-off shore 
mixing. The results in figure 2.19a, show the dispersion coefficient as a function of 
TH 2 . The results show considerable scatter, providing inconclusive evidence that 
dispersion was proportional to TH 2 . Harris et al. (1963) undertook further tests 
and analysis in a laboratory based experimental programme to determine and clarify 
the important variables in near-shore mixing processes. Similar test procedures to the 
field tests were adopted. The results for the laboratory based study are shown in 
figure 2.19b. 
In the controlled laboratory conditions, and not withstanding some scatter, although 
showing some scatter, Harris et al. (1963) suggested that the dispersion was 
proportional to H2/T.  
 
Figure 2.19 - On-off shore mixing characteristics for solute tracer studies in the 
surfzone (from Harris et al., 1963) 
Field test studies within the surfzone of direct solute tracer experiments were 
reported by Inman, Tait & Nordstrom (1971). Solute tracer experiments were 
 
 H2/T (m2.s-1)
Tr
an
sv
er
se
 d
is
pe
rs
io
n 
co
ef
fic
ie
nt
, D
y (
m
2 .s
-1
)
58 
 
conducted on two natural beaches; El Moreno Beach, Mexico and Scripps Beach, 
California. The beach at El Moreno had a relatively steep slope, 04.0m  (1:25) 
and at Scripps Beach the slope was approximately 0083.0m  (1:120) which 
resulted in significantly different mixing coefficients.   
The measurement of the direction and magnitude of the waves entering the surfzone 
together with discrete concentration measurements were performed simultaneously. 
A slug of Rhodamine dye was released into the surfzone near to the breaker line and 
discrete samples of water were collected at various locations within the surfzone.  
Preliminary investigations were made in which the mixing across the surfzone was 
much larger than in the longshore direction, again presumably as a result of the 
cross-shore circulation mechanism. They made observations in which a slug of dye 
released into the surfzone quickly dispersed across the zone, and only returned 
seawards through rip currents.  
Inman et al. (1971) pointed out that it was difficult to isolate individual mixing 
mechanisms which contribute to the overall mixing processes. They suggested from 
observations that the mixing characteristics did not vary notably with time. In 
recognition of the complexity and the poorly understood mechanisms of breaking 
wave activity, they adopted an analogy to Fickian diffusion for the analysis 
technique. This simplified the analytical procedure in which they suggested that the 
results provided a reasonable fit to the observed measurements.  
The diffusion coefficient, ye  (on-off shore direction) could be given by tey 22  
for a Gaussian concentration distribution (Fischer et al., 1979). In the absence of 
boundaries, it was also shown that the width of the concentration plume was 
equivalent to 4 , where   is the standard deviation of the tracer distribution. In the 
surfzone, Inman et al. (1971) treated both the shore line and the breaker line as 
boundaries, as observations showed that dye released into the surfzone stayed within 
the confines of the surfzone. To account for the boundaries, Inman et al. (1971) 
suggested the measured width of tracer distribution could be approximated to 2 . 
Consequently, the surfzone width-averaged diffusivity, ye  was given by: 
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where bY  denotes the width of the surfzone, and t is the time when the measured 
concentration at the boundaries of the surfzone equals one standard deviation of a 
theoretical unbounded Gaussian distribution. In Inman et al. (1971) analysis, they 
refer to the term diffusivity, ye  as the mixing parameter. Again, the term diffusion 
usually relates to the mixing generated by the turbulent fluctuations in the flow. In 
the surfzone, advection of the tracer due to wave-induced current is present, thus as 
with the Harris et al. (1963) study, the term diffusivity should perhaps be more 
correctly termed a dispersion coefficient. The exact location of the concentration 
sampling points were not reported in their analysis and only the final results were 
presented. The results of the study are shown in figure 2.20.  
Figure 2.20 shows the comparison of the measured on-off shore dispersion, Dy, 
plotted against HbYb/T, where Yb is the surfzone width. The results indicate that, as 
suggested by Inman et al. (1971), the width averaged dispersion coefficient is 
approximately equal to HbYb/T.  
 
Figure 2.20 - On-off shore mixing characteristics for solute tracer studies in the 
surfzone (from Inman et al., 1971) 
Tanaka et al. (1980) constructed a physical model to calibrate the dispersion of 
cooling water from a power station and compared results to field tests. A series of 
field studies under different wave conditions were performed, whereby small floats 
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were released into the surfzone, and subsequent the positions determined at certain 
time intervals.  
Bowen & Inman (1974) summarised the studies of Harris et al. (1963) and Inman et 
al. (1971) and suggested that the width averaged transverse mixing coefficient, Dy 
was approximately equal to HbYb/T. The observed values of the previous studies of 
Harris et al. (1963) and Inman et al. (1971) together with the results of Tanaka et al. 
(1980) are shown in figure 2.21.  
Figure 2.21 demonstrates that, as suggested by Bowen & Inman (1974), the 
transverse dispersion coefficient ( yD ) follows the general trend of TYHD bby  . 
However, further study of the results presented by Tanaka et al. (1980), show that 
the observed values were one order of magnitude lower than those of Inman et al. 
(1971). This difference may be due to the site specific nature of their study, or their 
adopted experimental procedure (such as the use of floats rather than a solute tracer) 
and analysis, which was not reported.  
Figure 2.21 – Transverse (on-off shore) mixing characteristics for tracer studies in 
the surfzone 
In recent years, Pearson et al. (2002) carried out a series of hydrodynamic and tracer 
measurements in the UK Coastal Research Facility (CRF) to investigated on-
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offshore mixing. For locations inside the surfzone, Pearson et al. (2009) have shown 
that the transverse mixing is dominated by the effects of the cross-shore velocity and 
by adopting a theoretical approach, suggested that transverse mixing is proportional 
to H3/2.   
Spydell et al. (2009) undertook five days field study with use of GPS tracked drifters 
at Huntington Beach, California, to measure drifter’s dispersion in the surfzone. 
They estimate diffusivities and dispersions, the results show that cross-shore 
diffusivity remains similar on all days. The longshore diffusivity was reported to 
increase monotonically for all time t. Spydell et al. (2009 and 2007) observations 
showed that alongshore diffusivity is higher than cross-shore diffusivity.  
Clark et al. (2010) performed six days of field study with use of continuous dye 
releases to investigate cross-shore surfzone tracer dispersion in a wave driven 
alongshore current. Their observations show that tracer is advected with the mean 
alongshore current forming plumes that become wider and more diluted with the 
distance downstream. The concentration maxima for mean cross-shore profiles is 
often close to the shoreline with decreasing concentration towards offshore region. 
Clark et al. (2010) examined three potential mechanisms for cross-shore tracer 
dispersion in the surfzone. They concluded that, a breaking wave diffusivity show 
low correlation with the observations. The undertow driven shear dispersion 
estimates have high correlation with observations, but, under-predict the observed 
diffusivities and therefore, it cannot be the dominant term in cross-shore surfzone 
tracer dispersion. Clark et al. (2010) concluded that mixing-length parametrization 
based on 2D horizontal rotational velocities with use of surfzone width a length-scale 
has good correlation with observations. This suggest that mixing and dispersion in 
the surfzone is mainly due to eddies generated by shear instabilities or wave 
breaking. 
Seawards of the breaker point (d>db) 
So far, experimental solute transport studies in the transverse direction of the 
surfzone have been discussed. This section will review a number of experimental 
studies undertaken mainly in the field and in locations seawards of the breaker point. 
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Investigations will consider the mixing generated by waves in deep water where it is 
assumed that no upper bound limit of eddy size exists before examining the only 
known qualitative study of transverse mixing processes in the nearshore region.   
A study to investigate the effect of wave activity in deep water conditions on the 
mixing processes was undertaken by Masch (1963). A laboratory based study was 
performed to investigate the surface mixing along the wave crest. The experiments 
were undertaken in a 30m long and 1m wide, closed wind-wave channel.  
In order to determine the mixing processes along the waves crest, Masch (1963) 
utilised small polythene spheres released from a point source. The spheres floated on 
the water surface and were measured at given distances downstream from the 
injection point using a collection device, divided into a number of individual 
compartments, which spanned across the width of the channel. The resultant 
statistical distribution of the large number of particles released enabled the 
estimation of the lateral mixing along the wave crest under combined wind waves 
and currents.  
Masch (1963) investigated the relationship of both water depth and wind speed on 
the diffusion processes. Over the range of depths (0.14 – 0.30 m) tested, it was found 
that the diffusion remained constant. Masch (1963) concluded that the turbulence 
generating the mixing, was mainly occurring at the surface and that the bed 
generated turbulence was of secondary importance. Since the measurements were 
taken at the surface where the primary driving force in the wave generation and 
resultant wave-induced currents were occurring, Masch’s (1963) conclusion was not 
surprising. Masch (1963) demonstrated that the wind speed, W was closely related to 
the generated water surface current, us. It was shown that:  
 
 Wus 027.0  (2.75) 
 
Masch’s (1963) experiments were performed in an enclosed wind wave system 
which resulted in a return flow in the lower water column (undertow). It was noted 
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that changing the wind speed produced a corresponding change not only in the 
surface current us, but also the wave height ( H ) and wave period (T ). Over the test 
section, it was reported that the waves were still developing, and thus, the significant 
wave height, Hs and Ts were calculated, defined as the average of the highest 1/3rd of 
wave heights.  
Analysis showed that the dispersion (Dy) along the wave crest could be categorised 
by the simple relationship, guD sx /
3 . However, Masch (1963) noted that at any 
given surface velocity (us), the diffusion also increased with increasing wave 
activity. Although the simple relationship held for the conditions tested, he attempted 
to theoretically relate the dispersion to the physical properties of the waves 
generated. By assuming that the horizontal surface mixing could be characterised by 
the surface current and maximum horizontal orbital velocity of the wave, Masch 
(1963) showed that; 
  322 wwsx qqu
g
D  

 (2.76) 
where wq  denotes by the maximum orbital velocity of the wave and the wave 
steepness is given by TL / . In deep water conditions ( gk2 ), the maximum 
orbital velocity can be simplified, to give; THqw  . 
Bowden et al. (1974) undertook a field based study to investigate the diffusive 
properties in deep water. They summarised the results from twenty-two tracer 
releases taken in several areas of the Irish Sea. A constant injection of Rhodamine 
dye was released from an injection point, near to the water surface, and moored to a 
buoy. The resultant concentration distribution was determined by traversing a sample 
vessel through the plume and continuously pumping a sample through a fluorometer, 
which was later analysed to determine the mixing characteristics.  
Bowden et al. (1974) attempted to describe the data by assuming the dispersion was 
constant (i.e. )( dtdD yy /5.0 2 ), however the results showed considerable scatter, 
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and they found that the data could be better described by a power law function which 
better accounted for the large-scale eddy motion associated with unbounded 
domains, such as oceanic conditions. By measuring the velocity (u ) in the direction 
of the plume, they converted the downstream distance from the source, x to a 
diffusion time and suggested that the dispersion coefficient could be given by; 
 )1(
2
1  my matD  (2.77) 
where a and m are constants to best describe the data. A value of 1m , corresponds 
to a constant diffusivity, or Fickian diffusion. 
 
Figure 2.22 – Mixing characteristics for solute transport studies (from Bowden et 
al., 1974) 
Observations from the experiments showed that the dispersivity increased with time. 
The results showed that the data could be best described by a power law function 
with 2m . This allowed the dispersion to be expressed in the form tBDy 2  , 
where B is a constant labelled as diffusion velocity in their study. Figure 2.22a 
illustrates the relationship of the transverse dispersion with the mean current 
velocity. Although the data show considerable scatter, there is a general trend which 
suggests that the dispersivity is related to the mean velocity, which one would expect 
as Fickian diffusion is dependent on the turbulent velocity fluctuations.  
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Bowden et al. (1974) also investigated the effect of local wind conditions to the 
transverse solute mixing processes. The location and direction of the local wind 
conditions were not reported, but the results as shown in Figure 2.22b, show that the 
mixing processes are influenced by increasing wind conditions. Zeidler (1976) 
undertook a laboratory based experimental study to investigate the mixing 
characteristics of wave activity in the nearshore zone. The primary goal of the study 
was to investigate both the far field diffusive and advective behaviour of pollutants 
discharged to the sea. The experimental procedure and the location of the 
measurements with respect to the shore were not reported, but the results determined 
by Zeidler (1976) showed that diffusion generated by waves in the absence of 
currents was constant. Figure 2.23 shows the results of both the transverse dispersion 
(in the direction of wave propagation), Dy and the longitudinal dispersion (in the 
direction of the wave crest), Dx reported by Zeidler (1976). They demonstrated that 
the mixing in both orthogonal directions could be characterised by a dimensionless 
wave parameter, Rw,, given by; 
 412 )(sinh
4
 h
T
HRw   (2.78) 
The results as derived by Zeidler (1976), show that the dispersivity increased with Rw 
after reaching a critical value. It was also apparent that the mixing in the along the 
wave radius, Dy was approximately 4 times the mixing along the wave crest, Dx.  
Elliott et al. (1997) summarised the results from twenty-three field studies, mostly of 
discrete tracer slug injections, performed at nearshore locations (water depth 15 m) 
around the coast of Ireland. The aim of the study was to determine the effects of 
water depth, tidal current and wind speed on the mixing processes.   
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Figure 2.23 – Mixing characteristics for solute tracer studies adopted from 
Zeidler (1976) 
 
A discrete slug of dye was released at the surface of the near shore location. The 
subsequent dye plume was monitored for a period of 2 – 5 hrs, by continually 
traversing both longitudinally and transversally through the plume with a small 
sampling vessel. The dye was monitored by continually pumping a water surface 
sample through a fluorometer, and the output recorded onto a chart recorder. The 
location of the sample craft was monitored continuously by using a shore-based 
tracking system. The longshore current was determined by using a velocity meter 
located on a moored vessel and an estimate of the wind was measured using a hand-
held anemometer. Observations showed that the dye became vertically well mixed 
soon after the dye release.  
Elliott et al. (1997) assumed that the width of the dye plume was defined at the 
location where the concentration reached 1% of the peak value. To simplify the 
analytical procedure, they used a method similar to Inman et al. (1971) in which it 
was assumed that the width of the concentration plume was equivalent to 4 , where 
  was the standard deviation of the tracer distribution. By assuming that the 
diffusive spreading was constant with time, they assumed that the diffusion could be 
given by )( dxduD yy /5.0 2 , where u was the representative tidal current. The 
results for the transverse mixing coefficient under varying environmental conditions 
are shown in figure 2.24.  
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Figure 2.24 - On-off shore mixing characteristics for solute tracer studies in the 
nearshore zone adopted from Elliott et al. (1997) 
 
The experiments had a bias towards low wind speeds (due to the size of sampling 
vessel), nevertheless the results as shown in figure 2.24b demonstrate that the mixing 
increases with wind speed. Figure 2.24c shows the relationship of transverse mixing 
with mean tidal current, and results show a general trend in that the mixing increases 
with current.   
Elliott et al. (1997) determined the along-plume dispersion coefficient, xD , and 
found that yx DD 12 . By incorporating the along and across-plume mixing effects, 
and accounting for the expected scatter of field results, they showed that a one-
dimensional dispersivity, HD  could be described by, WuDH 04.015.0  , where W 
is the mean wind speed [m/s]. Thus, they concluded that the mixing was dominated 
by the tidal current and that the wind-induced mixing was of secondary importance, 
but suggested that this may have been a result of the measurements having a bias 
towards relativity low wind speeds.   
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Pearson et al. (2002) preformed a series of hydrodynamic and fluorometric 
measurements for locations seaward of the breaker region. They suggested that in the 
region seawards of the breaker point, the mixing increased with the square of the 
wave height (H). Pearson et al. (2002) results show that for longitudinal currents 
with no wave activity, the cross-shore diffusivity is approximately constant with an 
average value of *22.0 du , which is in line with the higher end of the Rutherford 
(1994) laboratory studies and also in good agreement with the diffusivity values of 
straight natural channels.  
2.6 Summary  
In this chapter, a review on mixing and dispersion in the nearshore was presented. 
The key nearshore parameters and mixing mechanisms were discussed. The review 
highlighted the existing knowledge on mixing and dispersion mechanisms in the 
nearshore and the gap in analytical model and experimental data for quantifying 
mixing mechanisms. In the next chapter, the theoretical approach for quantifying 
mixing due to the effects of waves and currents is presented.    
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CHAPTER 3  
THEORETICAL APPROACH 
 
 
3.1 Synopsis  
In this chapter, the mechanisms which influence the mixing and dispersion in the 
nearshore region are discussed in detail mathematically and theoretically. The 
underlying concepts of mixing in the nearshore are discussed from the viewpoint of 
understanding the mixing mechanisms. A theoretical model based on hydrodynamics 
of the nearshore is postulated to quantify the mixing and dispersion due to the 
combined effects of waves and currents.  
3.2 Mixing in the Nearshore 
Nearshore regions have been subjected to pollution loading for decades. These 
contaminations are entering the coastal region from two sources of shoreline and 
offshore boundaries. Currently, only 27% of water bodies in England are classified 
as having ‘good status’, according to new standards set down by the EU Water 
Framework Derivative (Water Framework Directive, 2015). An understanding of the 
complex nearshore processes that effect the physical dispersion of the wastes in 
coastal waters can result in improving the water quality in the nearshore zone and 
advance water quality modelling (Abolfathi & Pearson, 2014).  
The nearshore zone is the most dynamic part of a coastal region in which the wave 
breaking phenomena occurs. In this region, the hydrodynamic behaviour is 
influenced by a complex three dimensional flow field and a spatially variable flow 
depth. The combination of periodic orbital motions of the waves and the vertical and 
transverse shear effects are the primary reasons for the complex flow field. Figure 
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These processes are generated through complex feedback between wind, waves, 
currents and morphology.  
Predicting the mixing coefficient in the nearshore region is challenging due to 
quantifying the bed and surface generated sources of turbulence, the effects of 
Stoke’s drift, the interaction of the periodic orbital motions of the waves and the 
shearing effect resulted from longshore currents (Svendsen & Putrevu, 1994; 
Pearson et al., 2009; Abolfathi & Pearson, 2014). As discussed earlier in chapter 2, 
there are good fundamental theories for mean velocity determination in the nearshore 
region (Stokes, 1847; Longuet-Higgins & Stewart, 1960, 1964). However, limited 
data are available from measurements. Mixing processes have been theoretically 
described in recent years, but there are relatively few experiments to validate (details 
in §2.5.4) those findings. Furthermore, due to the lack of data, the coastal water 
quality models are limited in their predictive capability.  
A wide range of mixing processes happen within coastal waters. The mean water 
depth, the bed roughness length zo, the tidal frequency, the horizontal buoyancy 
gradient, surface buoyancy flux and the surface wind friction velocity, are the main 
parameters which contribute to the mixing phenomena (Spydell et al., 2007; 
Burchard, 2009; Souza et al., 2014). The surface wave parameters, surface elevation 
amplitude, horizontal buoyancy direction, phase difference between surface 
elevation and current velocity, also affect the mixing and dispersion in the nearshore 
region.  
The nearshore is a region of high energy where the incident surface gravity waves 
break and dissipate their energy. In the nearshore zone, currents are primarily driven 
by wave actions near the breaker zone and include both cross-shore and long-shore 
currents. The key variables influencing the nearshore mixing processes are the 
intensity, frequency and direction of the incident wave climate, and most 
importantly, the dimensions of nearshore circulatory cells (Inman et al., 1971). 
Hydrodynamic processes within the nearshore have various time and space scales. 
The time scale of these processes can range between a few seconds (e.g., turbulence, 
wind generated waves) to 24hrs (e.g., tides and longshore currents), and the length 
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scale can vary from a few centimetres (e.g., turbulence) to hundreds of kilometres 
(e.g., tides, longshore currents). Figure 3.2 shows the time and length scales for some 
important hydrodynamic processes in the nearshore region.  
 
 
Figure 3.2 – The Temporal and spatial scales of hydrodynamic processes in the 
nearshore, adopted from Souza et al., (2014) 
 
Longshore and cross-shore currents are the two main flow mechanisms that 
contribute to various transport exchanges within the coastal waters. Cross-shore 
currents include the undertow, mean current systems, which is derived from 
radiation stress (Longuet-Higgins & Stewart, 1960), and the setup gradients caused 
by the wave breaking and the associated onshore mass transport of water (Messelink 
& Black, 1995). The undertow may be considered as vertically segregated flows 
which consist of the wave-induced onshore mass transport in the upper layers of the 
water column and the offshore undertow close to the bed (Svendsen, 1984; Longuet-
Higgins, 1970). 
Obliquely incident waves near the beach generate the longshore currents. As 
discussed in chapter 2, Longshore currents are normally analysed based on a depth-
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averaged approach proposed by Longuet-Higgins (1970). The deriving mechanism 
for the longshore currents is the alongshore momentum (radiation stress gradients,
xxS ) transfer from the incident wave field to the mean long-shore current. Thornton 
& Guza (1986) proved that the Longuet-Higgins (1970) solution is very accurate in 
predicting longshore currents on monotonic beach profiles.  
The surface and bed generated turbulences resulting from wave activity in the 
nearshore are an important mixing process within the shallow coastal water column. 
In addition to the wave activities, coastal currents and wind are other major 
contributors to the mixing (Souza et al., 2014). Surface generated turbulence is 
produced by wave breaking in the surfzone, whereas the bed generated turbulence is 
mainly derived by mean currents at the bottom boundary layer (Inman et al., 1971). 
Turbulence generated in the nearshore leads to two main mixing mechanisms. The 
first suggested mechanism is proposed by Inman et al. (1971). They investigated the 
mixing in the surfzone and reported that the turbulence due to the wave breaking 
phenomena causes rapid mixing along the path of the wave bore in the cross-shore 
direction. They furthermore proposed cross-shore eddy diffusivity coefficient (Eq. 
3.1) by normalizing and averaging the mixing value over the surfzone width Yb: 
  
T
YHe bby   (3.1)
 
where Hb represents the wave height at breaker point and T is the incident wave 
period. The second suggested mixing mechanism is caused by the wave-current 
interaction which induces transport in both the longshore and cross-shore directions. 
Wave-current interactions create circulation cells of longshore and rip currents (Fig. 
3.3) in the seaward direction. Therefore, they are responsible for a continuous 
interchange of water between the nearshore and offshore region (Souza et al., 2014).  
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where mv  is the maximum alongshore current, bY  the surfzone width and   is a 
dimensionless parameter which is estimated to be 08.052.0  , from Feddersen (2007) 
field data. De Vriend and Stive (1987) studied turbulent diffusion by adopting the 
methodology developed by Fischer (1979) and Battjes (1983). They predicted the 
eddy viscosity by considering the effects of breaking waves and oscillatory bottom 
boundary layer. 
Inman et al. (1971) stated that despite the highly energetic nature of the nearshore 
region with constant turbulence generation and dissipations, the scales of mixing are 
limited. Specifically in the nearshore region, the mixing happens in the surfzone 
where it is confined between the breaker region and the shoreline. Consequently, the 
mixing is limited to the width of the surfzone (Bowen & Inman, 1974).  
Spatially variable currents in the nearshore region have been studied in a few studies 
by using a fixed frame of reference Eularian measurement technique. These 
measurements rely on deployment of an array of stationary sensors that measure the 
current properties from a fixed reference point. George et al. (1994) investigated 
turbulence in the surfzone by both laboratory and field studies as well as using a 
fixed frame of reference at a specific location. Trowbridge & Elgar (2001) utilised 
dual-sensor techniques that remove the contamination by surface waves to study 
near-bottom surfzone hydrodynamics. They examined an approximate alongshore 
momentum balance between wind stress and near-bottom turbulent Reynolds stress. 
Trowbridge & Elgar (2001) used an array of five upward-looking Sontek Acoustic 
Doppler Velocimeters (ADVs) that was mounted on a low-profile frame, and 
measured three-dimensional velocity vectors in a sample volume with a spatial scale 
of ~ 0.01m (Elgar et al., 2005). Feddersen et al. (2007) studied cross-shore tracer’s 
dispersion in the surfzone with a Eularian approach over a range of time and space-
scales. Generally, Eularian techniques are sensitive to the number of sensors utilized 
to record the spatial scales of motion. This imposes a restriction on the mixing and 
dispersion coefficients obtained from analysing the Eulerian measurements. 
However, Lagrangian approaches such as dye tracers and drifter measurements have 
also been employed in the study of mixing and dispersion in the nearshore.  
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Harris et al. (1963) was one of the first studies that investigate dispersion of dye by 
tracking fluorescent dye. Inman et al. (1971) and Bowen & Inman (1974) 
investigated different aspects of the mixing due to waves and currents in the 
nearshore area by using dye tracers in the field experiments. They defined three 
different mixing mechanisms due to the surface waves including the processes 
associated with the wave motion seaward of the breaking point, the mixing due to 
the breaking wave and the large scale mixing due to the movement of water in 
longshore and rip currents.  
Rodriguez et al. (1995) employed Lagrangian tracers to study pollution dispersion in 
Spanish coasts. Takewaka et al. (2003) studied longshore currents in Japan by 
investigating dye diffusion in the longshore current field.  Grant et al. (2005) studied 
alongshore transport of pollution at Huntington Beach by dye experiments and faecal 
indicator bacteria monitoring. Grant et al. (2005) showed that alongshore flux of 
surfzone water is at least 50 to 300 times larger than the cross-shore flux of surfzone 
water. Clark et al. (2014) used fluorescent dye and aerial imaging technique to study 
nearshore mixing. 
Feddersen (2007) studied breaking wave induced cross-shore tracer dispersion in the 
surfzone. Spydell et al. (2007) carried out field experiments and utilized drifters to 
study about 200 m of the shoreline within the surfzone (at depths of less than 5m) 
and with the alongshore uniform bathymetry and waves. There is a large variation in 
the value of eddy diffusivity coefficient reported by the studies mentioned above 
(from 0.025 m2s-1 [Takewaka et al., 2003] to 8 m2s-1 [Inman et al., 1974]). Feddersen 
(2007) concluded that this large variation is due to the differences in the 
experimental methods and the difficulties of the dye tracing method.  
Applications of Lagrangian drifters in studying the mixing and dispersion have been 
mainly limited to large-scale offshore and oceanic filed studies (Souza et al., 2014). 
Drifter technology has been adopted to measure diffusivity in estuaries and coastal 
waters (List et al., 1990; Tseng, 2001).  
77 
 
This section briefly presented the mixing processes and the background on mixing 
and dispersion studies in the nearshore region. In the following sections of this 
chapter, the theoretical approach adopted in this study for quantifying mixing 
mechanisms in the nearshore will be described.  
3.3 Theoretical Approach 
In this section, the mixing and dispersion is investigated from a theoretical point of 
view. The mixing mechanisms in the nearshore are studied with a special attention 
toward the mixing in the on-offshore direction. The existing theories and literature, 
which were discussed in chapter 2 are used to develop a theoretical approach for 
quantifying mixing mechanisms in the nearshore.  
The advection-diffusion equation is the governing equation for contaminant transport 
in environmental fluid mechanics. For shallow waters in the coastal area, considering 
a wide beach with the homogeneous velocity vector and )(zu  and )(zv  varying with 
depth but not in the spatial directions x and y , we can write the equation for the 
advection and diffusion of a dilute solution of a non-reacting tracer. Equation 3.4 
presents the two-dimensional horizontal Fickian advection-diffusion equation 
(Falconer et al., 1992; Rodriguez et al., 1995):  
di
ji
ii
i
T
c
x
cdE
xhx
cU
t
c 




 )(1  (3.4)
 
where i represents x in the on-offshore direction and j represents y, which is the 
longshore axis, d is the total depth of water, iU is the depth averaged velocity, c
represents the depth averaged mean concentration, dT  is the characteristic timescale 
and jiE  is the depth averaged diffusion-dispersion coefficient. As discussed earlier in 
chapter 2, the wave breaking phenomena is the dominant cause of mixing in the 
surfzone. It generates two strong mixing and dispersion mechanisms due to the 
surface generated turbulence of the breaking wave, and the shear dispersion induced 
by the vertically non-uniform structure of the period averaged flow (Karambas, 
1999; Pearson et al., 2002 & 2009; Abolfathi & Pearson, 2014).  
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As pointed out in chapter 2 (§2.5.4), in the pioneering work of Harris et al. (1964), 
Inman et al. (1971) and Tanaka et al. (1980) on the nearshore mixing, there is no 
distinction between the turbulent diffusion and shear dispersion. Also, there is no 
complete theoretical approach to consider all the above mentioned mixing 
mechanisms. In this study, the turbulent diffusion (§3.4.1) and the shear dispersion 
coefficients (§3.4.2) are derived theoretically and the formulae are compared and 
validated with the existing data and the laboratory measurements.  
 
3.4 Nearshore Mixing Processes  
In equation 3.4, the mixing coefficient ( jiE ) consists of turbulent diffusion and 
advective shear dispersion. Therefore, the combined mixing coefficient in the on-
offshore and longshore directions can be given by equation 3.5: 
xtx DvE   
yty DvE   
(3.5)
 
where tv  represents the depth-averaged horizontal eddy viscosity which represents 
the turbulent diffusion coefficient, xD  is the advective shear dispersion in the on-
offshore direction and yD is the advective shear dispersion coefficient in the 
longshore direction. 
Fischer et al. (1979) postulated equation 3.6 for the dispersion coefficient, which is 
derived from the three dimensional advection-diffusion equation (Taylor, 1954). 
This solution is just valid for large times when the deviation of the concentration 
)(' zc from its depth averaged value is small and therefore c  varies very slowly and 
xc  /  is almost constant over a long period of time (Fischer et al., 1979).  
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In equation 3.6, zv is the vertical eddy viscosity coefficient and 'u  represents the 
deviation of velocity from the depth averaged velocity. For the steady turbulent flow 
without any waves, the longitudinal shear dispersion and the turbulent diffusion 
coefficients have been studied by Elder (1959), Holly et al. (1984), Chikwendu 
(1986) and Pearson et al. (2002). The proposed formulae for this case are derived 
based on the assumption of a logarithmic velocity profile. All these relations are 
based on von Karman’s constant, depth of water and the shear velocity. By adding 
the wave to this system, the turbulence generation due to the orbital motion of the 
waves and wave breaking will increase, which in turn affects the turbulent diffusion 
coefficient (Karambas, 1992). On the other hand, the presence of the waves and 
oscillatory flow will cause a non-uniform over the depth wave-induced current 
which will increase the advective shear dispersion (Chikwendu, 1986). As a result, in 
the nearshore area, existence of waves and currents increase the contribution of the 
turbulent diffusion and the shear dispersion in the overall mixing coefficient.  § 3.4.1 
and § 3.4.2 will investigate the effects of nearshore waves on quantifying the 
turbulent diffusion and shear dispersion coefficient. 
3.4.1 Turbulent Diffusion  
The turbulent diffusion coefficient is generally equal to the eddy viscosity coefficient 
[Svendsen and Putrevu, 1994; Karambas, 1999]. De Vriend & Stive (1987) derived 
equations for quasi three-dimensional modelling of nearshore currents and defined 
the turbulence viscosity as: 
)(),,(
h
zztyxvv btt
   (3.7)
 
where, tv  is the depth averaged eddy viscosity and  is the vertical distribution 
function. De Vriend & Stive (1987) combined the Boussinesq hypothesis with an 
algebraic relationship between the turbulence viscosity and the flow velocity 
considering an increase of the turbulence production and the eddy viscosity, due to 
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the wave orbital motion. Coeffey and Nielsen (1984) proposed a constant value of 
tv  for a part of a wave boundary layer (Eq. 3.8).  
)1(
d
Mv ht
  ,     bzz  (3.8)
 
where, d is the water depth,  bz  denotes the bottom level and hM  is a constant to be 
estimated from field data. Breaking waves results in additional turbulence 
production. Stive and Wind (1986) estimate the eddy viscosity of breaking wave 
below the trough level as a function of wave celerity and the water depth (
Cdvt 01.0 ). However, they could not specify the vertical distribution of tv . Battjes 
(1983) proposed that the horizontal diffusion coefficient in wave driven currents, 
which relate the turbulent diffusion to the mean rate of wave energy dissipation per 
unit area ( bD ). 
3/1)/( bhh DdMv   (3.9)
 
In above equation, hM  is a constant to be estimated from experimental and field data 
and is of the order O(1). For the breaking waves which are in combination with 
currents, the vertical diffusion coefficient is suggested by De Vried and Stive (1987): 
3.1
* )/.(...208.0  bht DdMwdv   (3.10)
 
Where   is von Karmen constant, *w  is the current friction velocity. In equation 
3.10, the first term of RHS is similar to the equations which are derived for turbulent 
diffusion coefficient of the open channel flow (Fischer et al., 1979). However, the 
additional mixing due to the orbital motion of the waves is incorporated through the 
wave and current friction velocity, *w . The second term in RHS considers the effect 
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of the surface generated turbulence caused by the wave breaking. The rate of the 
wave energy dissipation studied by Battjes and Janssen (1987) is: 
h
Hg
T
QD bb
3
4
1  (3.11)
 
where   denotes the density of water, H is the wave height and bQ  represents the 
fraction of the breaking waves. Svendsen (1987) related the eddy viscosity to the 
turbulent kinetic energy (TKE) and the turbulent length scale (Eq. 2.64). Hence, the 
turbulent diffusion can be related to wave energy dissipation as:  
2/1klv mz   (2.64)
 
where ml  is the turbulent length scale (Svendsen, 1987) usually taken as a function 
of water depth (Putrevu & Svendsen, 1994) and k is the turbulent kinetic energy that 
shows the deviation of turbulent fluctuation velocity component from the mean 
velocity component. Equation 2.64 can be rewritten in terms of wave energy 
dissipation ( bD ): 
33.033.033.0 ).(.)()( 
 bbm
d
mz
DdMD
d
l
C
lv   (3.12)
&  33.0)(
dC
aaM  , adlm    (3.13)
 
In which the turbulent length scale ( ml ) is proportional to the local water depth. 
Pedersen et al. (1998) examined the turbulence under broken waves and determined 
the turbulent length scale to be between d3.025.0  . Putrevu and Svendsen (1994) 
investigated length scale of the turbulence inside the surfzone and used similar 
length scale. In equation 3.12 and 3.13, M is turbulent constant equal to 0.025 in the 
region below the trough level (De Vried, 1987). dC  is a constant which is 
considered approximately 0.09 (Svendsen, 1987; Karambas, 1999). Svendsen (1987) 
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estimated the turbulent dissipation below the trough level by multiplying   
(fraction) by the mean rate of wave energy dissipation per unit area ( bD). 
Measurements of TKE in the nearshore region for breaking and non-breaking 
conditions show that the vertical variation of TKE over the depth is not substantial 
(Svendsen, 1987; Ting & Kirby, 1994; Karambas, 1999; Hattori & Aono, 1985; 
Nadaoka & Kondoh, 1982; Stive & Wind, 1982; Battjes & Sakai, 1981; Abolfathi & 
Pearson, 2014) and hence, it is a valid assumption to consider uniform distribution of 
the eddy viscosity over the depth. Svendsen and Hansen (1988) proposed the same 
assumption for the parabolic distribution of the undertow velocity. Using the above 
assumptions and based on equation 3.10, the eddy diffusivity coefficient below the 
trough level can be determined as: 
3.1
* )/(025.0..208.0  btrought Ddwdv   (3.14)
 
Only 2 – 5 % of the total wave energy dissipates below the trough level (Svendsen, 
1987). In other word the fraction (  ) under the trough level is 2 – 5% and therefore, 
equation 3.14 can be written for the wave crest by substituting 98.095.0   (total 
fraction is 1) and 3.0 . Equation 3.15 is the eddy viscosity coefficient above the 
trough level (Karambas, 1999).  
3.1
* )/(44.0..208.0  bcrestt Ddwdv   (3.15)
 
Svendsen (1994) proposed that it is a valid assumption to consider the characteristic 
length scale ( ml ) to be equal in both vertical and horizontal directions. Therefore, 
the eddy viscosity coefficients in both vertical and horizontal directions are the same            
( zx vv  ). Subsequently, the mean over the depth horizontal turbulent diffusion 
coefficient can be expressed as:  
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where rd  represents the thickness of the water column below the trough level and ed  
is the thickness of the water column above the trough level. In this study, it is 
assumed that the characteristic length scale of turbulence is similar in x and z 
directions.  Svendsen and Putrevu (1994) concluded that turbulent diffusion is not 
the dominant mixing mechanism in the surfzone and they suggested that dispersive 
mixing mechanism is the main contributor to the mixing in the surfzone.  
So far, the diffusive mixing mechanisms were discussed (§3.4.1). In §3.4.2, the 
theoretical and experimental data will be investigated to quantify the contribution of 
shear dispersion mechanism in the nearshore mixing. The performance of the 
theoretical approach developed is evaluated against existing laboratory and filed data 
at the end of §3.4.2.  
3.4.2 Advective Shear Dispersion  
The shearing effect in mean current can greatly enhance the dispersion of a passive 
tracer in the perpendicular direction to the shear (Spydell & Feddersen, 2012). This 
phenomena is called shear dispersion. Shear dispersion was first investigated by 
Taylor (1953) for laminar poiseuille flow in pipes. Most of the studies conducted on 
quantifying the shear dispersion coefficient have utilized the Fickian diffusion 
equation and are based on Eulerian approaches (Taylor, 1953; Aris, 1956; etc.). In 
recent years shear dispersion has been investigated from a Lagrangian point of view, 
mainly by employing the probability distribution function of particle displacements 
in bounded domains (Dewey and Sullivan, 1982; Feddersen, 2012; Camassa et al., 
2010). All of these Lagrangian methods have confirmed and reproduced the Eulerian 
shear dispersion results.  
Shear in the coastal ocean water is typically generated by bottom friction on the tidal 
currents, wave orbital motions and wind driven current. The dispersive shear 
mechanism is reported to be more significant than the turbulent diffusion mechanism 
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in terms of  contributing to the mixing processes (Svendsen & Putrevu, 1994; 
Karambas, 1999; Pearson et al., 2009; Abolfathi & Pearson, 2014). The shear 
dispersion mechanism is mainly derived based on the non-uniform vertical structure 
of the time-averaged horizontal velocity over a wave period and the wave oscillatory 
motion. It is very strong in the nearshore region and especially in the surfzone. 
Figure 3.4 is the definition sketch of the vertical structure of mean horizontal 
velocity in the surfzone.  
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Figure 3.4 – Definition sketch of mean horizontal velocity inside the surfzone 
 
In figure 3.4, ue and ur represent the velocity above and below the trough level, h is 
the mean water depth, dr is the depth of undertow and de represents the thickness of 
the wave bore.  
For the case of a fully mixed pollutant in the nearshore region, the total advective 
shear dispersion coefficient (Dx) in the on-offshore direction can be written as the 
sum of the dispersion coefficient due to the non-uniform over depth, on-offshore 
period mean secondary velocity profile (Ds) and due to oscillatory wave motion (Do): 
osx DDD   (3.17)
 
Following the assumptions made in § 3.4 for the logarithmic velocity profile of 
longshore current, the longshore dispersion coefficient can be estimated using an 
open channel flow expression for the turbulent flow (Karambas, 1999): 
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*
3/4041.0 dukDD yyc   (3.18)
Pearson et al. (2009) adopted the Fischer (1978) methodology and employed the 
Longuet – Higgins and Stewart (1964) theoretical velocity to predict the on-offshore 
dispersion coefficient in the nearshore region (Eq. 3.19).  
z
y de
gHD
768
4
  (3.19)
 
Pearson et al. (2009) formula incorporates the effects of dispersive and diffusive 
mechanisms. The diffusion in equation 3.19 is estimated from Svendsen and Putrevu 
(1994) methodology and considering gdMdee tyz   . The constant M varies 
between 0.01 and 0.03 according to Svendsen and Putrevu (1994). 
The interaction between the oscillatory flow and the vertical diffusion results in 
shear dispersion. Based on the two dimensional advection diffusion equation for the 
unsteady sinusoidal shear flow and with the assumption of linear velocity profile, 
Fischer (1979) proposed the following shear dispersion coefficient: 
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where T represents the wave period, ud is the difference between surface wave 
velocity and the bottom wave velocity and Tc dT /2 . Fischer et al. (1979) concluded 
that for the oscillatory flow after each reversal in a time interval of  T/2 , the 
concentration profile will change. However, Tc or mixing time is required before the 
concentration profile is completely adapted to changes in velocity profile. Therefore, 
if the wave period is very short compared to mixing time Tc, the concentration 
profile does not have the time to respond to the changes in the velocity profile and 
thus the shear dispersion is negligible (karambas, 1999; Fischer et al., 1979). Based 
on this theory, the lack of breaking wave theory does not permit an accurate 
estimation of velocity field. Nevertheless, based on existing wave modelling in the 
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breaker region as well as the laboratory and field research, the order of magnitude of 
Do can be estimated. Considering a breaking wave, the horizontal velocity changes 
from the surface to the bottom. The velocity is equal to wave celerity C at the surface 
of the wave and reduces to much smaller value at the bottom which is of order of 
C3.02.0  . The crest phase is usually T3.0 (Karambas, 1999), whereas the horizontal 
velocity is uniform for the rest of the cycle, and therefore the resulting dispersivity is 
zero. Karambas (1999) estimated the order of magnitude of Do from equation 3.20 
and by applying the typical breaking wave parameters and linear wave theory to 
estimate the bottom velocity (Stive, 1980). He proposed that the shear dispersion 
coefficient due to the oscillatory wave motion is a function of turbulent diffusion 
(Eq. 3.21). 
ToD 6.01.0    (3.21)
 
As discussed earlier, the contribution of turbulent diffusion to the total mixing 
coefficient is small and consequently the advective shear dispersion mechanisms due 
to Do cannot play any major role in the mixing phenomena in the nearshore region.  
There are number of fundamental analytical methods for deriving longitudinal 
dispersivity of contaminants in shear flows. The first method was proposed by 
Taylor (1953) in his pioneering work on dispersion in laminar and turbulent flows. 
Elder (1959) employed the same methodology and extended it for three dimensional 
turbulent flow in open channels (Fischer et al., 1979). Aris (1956) developed a new 
technique to investigate shear dispersion based on concentration moment method. 
Chikwendu (1986) suggested a mathematical solution to calculate the shear 
dispersion for the flow in open channels and pipes.  
The dispersion coefficient due to Ds can be quantified as the sum of two dispersive 
mechanisms due to mean opposite velocities (Ds1) and non-uniform distribution of 
undertow ( 2sD ) ( )( zu u , see Fig. 3.4). 
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21 sss DDD   (3.22)
 
In this study, the solution for the dispersion coefficient as the result of the mean 
opposite velocities (Ds1) is developed, based on the methodology described by 
Chikwendu (1986). Karambas (1999) and Pearson et al. (2002 and 2009) adopted 
theoretical velocities and Chikwendu’s (1986) methodology to investigate shear 
dispersion coefficient.  
An N-zones dispersion model is developed in this section based on Chikwendu 
(1986) methodology to determine the advective shear dispersion coefficient. The N-
zone model will be used in chapters 4, 5 and 6 to quantify the contribution of 
dispersion mechanisms to the overall mixing for a range of experimental and 
numerical data.  
Chikwendu (1986) method divides the flow into slow and fast zones and derives the 
shear dispersion coefficient for each of the zones. Each of these zones is moving 
with a depth-averaged velocities. Chikwendu (1986) employed two dimensional 
advection-diffusion equation for contaminant dispersion in open channel flow:  
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where )(yu  is cross-sectional velocity distribution, c is the contaminant 
concentration and xD  and  yD  are diffusivities in x and y directions, respectively. 
Each zone is assumed to be well-mixed with a specific velocity and concentration 
(Fig. 3.5). The coupled dispersion equations can be written as equation 3.24a and 
3.24b: 
)( 121111
2
11 ccbcucDc xxxt     (3.24.a)
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)( 212222
2
22 ccbcucDc xxxt    (3.24.b)
 
where 1xD  and 2xD  is the diffusivitiy in the fast and slow zones respectively, b is the 
mixing coefficient between the zones and 1111 /  qhh  and 1222 /  qhh .  
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(b) 
Figure 3.5 – Definition sketch of dispersion model (a) two zone model, (b) N zone 
model 
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Chikwendu (1986) found the exact mathematical solution for the system of equations 
above and concluded that at large times the contaminant concentrations approach a 
Gaussian distribution with a peak moving at the mean velocity u.  
2211
2
21
2
21 )()()2( xx DqDqb
uuqqD   (3.25)
 
where q represents the fractional thickness of each zone. If the two dimensional flow 
is divided into N zones of well mixed parallel flow with the thickness of 
jh , average 
velocities uj, concentration of cj and average longitudinal diffusivities Dxj, and 
N  equation 3.25 results in N coupled dispersion equations as follow: 
)( 12112111
2
11 ccbcucDc xxxt    (3.26.a)
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for 1,...,3,2  Nj   (3.26.b)
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)1( jyjD  is the average vertical diffusivity between two consequent zones ( j and 
j+1). This system of ODEs can be solved by use of Fourier transformation and large 
time exponent )( . As a result, the shear dispersion coefficient for N zones can be 
written as: 






 
N
j
xjj
jj
N
j
Njjjj
Dq
buuqqqqqqND
1
)1(
1
1
2
)...1(...12
2
21
2
21 /][)]...(1[)...()(
 
(3.27)
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where u12…j is the mean velocity in the first j zones  
j
k
k
j
k
kk quq
11
)]/()([  and u(j+1)…N 
is the mean velocity in the last N-j zones   
N
jk
k
N
jk
kk quq
11
)]/()([ . If the number of 
these zones tends to infinity, the thickness of each zone becomes infinitesimal and 
therefore the summations turn into the integral function. When N tends to infinity, 
the approximation of N zones model becomes an exact mathematical solution. 
Equations 3.28 to 3.32 present the mathematical procedure to get the exact solution 
(Eq. 3.32). 
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Equation 3.30 represents the average velocity in the faster layer of a two-layer model 
in which the fractional thicknesses are q and (1-q). Equation 3.31 is the average 
velocity in the slower layer of a two layer model, where the fractional thickness are q 
and (1-q). In this study, by use of equation 3.27 for N layer of parallel flow (which 
results in exact mathematical solution described in equation 3.32), the shear 
dispersion due to (Ds1) is quantified.  
The shear dispersion mechanism due to non-uniform distribution of undertow (Ds2) 
can be quantified by adopting the solution for undertow proposed by Steetzel (1993). 
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Karambas (1999) adopted Steetzel (1993) solutions and defined undertow uu(z) as a 
function of bottom current velocity uo, shear stress at the trough level τs and the 
bottom shear stress τb as:  
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   (3.33)
 
where 
r
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d
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 1  and 
 b . 
Shear stress at trough level can be estimated according to equation 3.34: 
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In order to determine Ds2, the undertow velocity given by equation 3.33 needs to be 
substituted into equation 3.6: 
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The overall mixing in the on-offshore directions can be written as the sum of the 
individual mechanisms that are discussed throughout this chapter:  
21 ssoTxx DDDvE   (3.36)
 
The theoretical mixing coefficient described in this chapter is compared to the 
experimental data of Tanaka et al. (1980) inside the surfzone (Fig. 3.6). The results 
indicate that the mixing is dominated by the shear dispersion, and also the non-
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uniform distribution of undertow plays a significant role in the mixing of pollutants 
in the surfzone, confirming the existing knowledge [Svendsen & Putrevu, 1994; 
Karambas, 1999; Pearson et al., 2002 and 2009; Abolfathi & Pearson, 2014].  
3.5 Summary  
In this chapter, mixing mechanisms in the nearshore were discussed from a 
theoretical point of view by adopting the existing theories and experimental studies 
on mixing and dispersion in the nearshore. A theoretical approach for quantifying 
mixing mechanisms in the nearshore region is developed using the methodology 
described by Chikwendu (1986), Svendsen (1987), Svendsen & Putrevu (1994), 
Karambas (1999) and Pearson et al. (2002 and 2009). The theoretical approach 
derived and discussed in this chapter was evaluated and tested against the 
experimental data of Tanaka et al. (1980) and also against the existing empirical 
formulae of Battjes (1987) and Harris et al. (1964). In the next chapter (chapter 4), 
the experimental data obtained from hydrodynamic and fluorometric measurements 
from a large-scale wave-current facility at DHI, Denmark will be presented. The 
dispersive and diffusive mixing mechanisms will be quantified for the data using the 
methodology described in this chapter.  
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CHAPTER 4  
MIXING UNDER COMBINED EFFECTS OF WAVES 
AND CURRENTS – LABORATORY MEASUREMENTS 
AND ANALYSIS 
 
 
4.1 Synopsis  
In this chapter, a laboratory-based investigation of mixing due to the combined 
effects of waves and currents is presented. The laboratory experimental procedures 
and the instrumentation are discussed in detail. The mixing coefficients are 
quantified for the hydrodynamic and fluorometric data. The dispersive and diffusive 
mechanisms in the nearshore are quantified through the hydrodynamic data analysis. 
4.2 Laboratory Investigations   
In this study, mixing of buoyant pollutants in the nearshore region has been 
investigated by means of both Eulerian and Lagrangian approaches in the shallow 
water basin at the Danish Hydraulic Institute (DHI). The data collection study was 
performed between February and April 2005 (Pearson et al., 2006). Detailed 
hydrodynamic measurements in the nearshore region were performed by using Laser 
Doppler Anemometry (LDA). Fluorometric dye tracing is carried out using 
Rhodamine water tracer dye to quantify the mixing coefficient under combined 
effects of waves and currents. The measurement section was mm 1818   and all the 
tests were performed on a 1:20 plain beach slope with an offshore water depth of 
m7.0 . The bed of the facility consists of concrete screed with an assumed roughness 
element mm1  high. The facility was equipped with an absorbing piston-type wave-
maker. The waves generated on the facility were long crested waves and produced 
by 36 computer controlled paddles (Fig. 4.1).  
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4.2.1 Experimental Facility and Setup 
In the configuration selected for the experimental investigations, the wave-current 
facility was designed to represent 0.7km of coastline at a 1:20 scale. The basin 
consisted of a plane concrete beach sloping at 1:20 and had a normal operating depth 
of z = 0.6m, although the depth could be altered from 0.3m to 0.8m. The facility had 
a static instrument carriage from which instruments were hung (see Fig. 4.2). 
 
 
Figure 4.2 – Layout of the Wave Current Basin at DHI, Denmark 
 
The shore-parallel current was generated by a single pump in a recirculating flow 
system. Water from the pump was stilled in a 10m wide sump. The flow from the 
pump was further controlled by use of flow straighteners. At the downstream end of 
the facility, wave adsorption/flow guides were used [see Fig. 4.3]. The waves were 
generated by 36 individual computer controlled wave paddles, each 0.5m wide. The 
electrically driven paddle elements were installed along one side of the facility. The 
paddle system was capable of generating monochromatic and random long crested 
waves with an angle of approach ranging from 0 up to 20 c.   
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the y axis is determined by the right hand rule with y=0 at the lateral midpoint of the 
basin. Figure 4.4 is the schematic sketch of experimental coordinate system in x-z 
plane.  
 
Figure 4.4 – Experimental coordinate system 
In the DHI study, a Dantec Laser-Doppler Anemometry system was utilized to 
record the nearshore hydrodynamics. LDA is a device which is capable of capturing 
small scale turbulent velocity fluctuations (Fig. 4.5). For hydrodynamic 
measurements, a 5W Argon-Ion laser was used to generate a light beam of discrete 
wavelengths, and a series of optics converted the beam into a suitable configuration 
for velocity measurements. The optics split the laser beam into a series of parallel 
pairs of beams of single wavelength (green [514.5nm] and blue [488nm]) and were 
passed down a fibre optic to the head positioned in the facility. Each wavelength 
corresponds to a different orthogonal plane (x and z). The LDA system logs a 
velocity record when a particle comes in the measurement volume and reflects the 
laser light. For each data log, the reflected light returns through the fibre optic to the 
LDA system and the signal converts and validates to a velocity record. The data rate 
is dependent on the number of particles in the flow. In the DHI experiment for the 
purpose of hydrodynamic measurements, the flow was seeded with Timiron which is 
a neutrally buoyant product. The data set shows that in some test cases the data 
recording rate exceeded 200Hz. However, inside the surfzone, the data recording rate 
was reduced due to wave breaking, bubble generation and air entrainment into the 
LDA probe.  
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4.2.4 Fluorometric Measurements 
In this chapter, the data obtained from dye tracer measurements in the DHI study 
was used to quantify the mixing and dispersion at various locations across the 
nearshore and for a range of wave steepnesses which were investigated throughout 
the study. Tracer concentration measurements were undertaken with a fluorometer 
(Turner Design Series 10) [see Fig. 4.7], which is a device to measure dye 
concentration.  
The dye emits light with a wavelength different from the one which is striking it, and 
the fluorometer utilizes these fluorescent properties of the tracer to measure tracer 
concentration. For different types of benzo-organic dyes, the intensity of emitted 
lights can be detected by using proper filters and the output is measured as a voltage. 
All recorded voltages are converted to concentration values by calibrating the 
fluorometer with a known concentration of dye.  
 
Figure 4.7 – 10 AU Turner Design Fluorometer utilized in DHI experiment 
 
During the data collection study (Pearson et al., 2006), a constant head injection of 
Rhodamine Water Tracing dye was introduced to the basin from a small brass tube 
(3mm) at approximately mid depth, and at various distances from the shoreline (Fig. 
4.8). The subsequent spreading of the tracer was then recorded by pumping one litre 
samples into sterilised containers for later analysis. The facility had a re-circulating 
flow system which caused the continual build-up of background dye concentrations. 
Hence, to minimise the temporal build-up during the test, ten discrete samples were 
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Figure 4.9 – (a) Sample extraction tubes in facility, (b) pumping system for 
extraction 
 
Smart and Laidlaw (1977) studied water tracing dyes and suggested that the 
fluorescent intensity of water tracing dyes varies inversely with temperature. 
Experimental studies showed that for Rhodamine WT dye, the fluorescent intensity, 
F, is given by: 
t
oFF
027.0exp   (4.1)
 
where F is the fluorescence reading at temperature t, and Fo is the fluorescence at 
.0 C  Thus, a C1  change in temperature can result in a 3% change in fluorescent 
intensity. Hence, careful monitoring of the water temperature throughout the 
calibration procedure and testing at DHI was reported to ensure temperature 
variation remained negligable between calibration and testing. 
To calibrate the Turner Design fluorometer instrument, a 5 litre sample of fresh basin 
water was taken and allowed to reach the ambient temperature of the facility water. 
Known volumes of Rhodamine WT dye were added to the sample and mixed 
thoroughly and the sample was passed through the fluorometer (Pearson et al., 
2006). Figure 4.10 shows a typical calibration plot for the 10AU fluorometer.  
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2- Current + Regular waves 
Hnominal = 0.12m, T=1.2s & Sop = 5% 
Vertical LDA profiles (y-z direction) {y} 1.08,2.08,3,4,5 & 6 m 
Vertical LDA profiles (x-z direction)  {y} 3 & 5 m 
Transverse dye profiles  {y} 2, 3, 5 & 5bed m 
Vertical dye profiles  {y} 5 m 
 
3- Current + Regular waves 
Hnominal = 0.12m, T=1.85s & Sop = 3.5% 
Vertical LDA profiles (y-z direction) {y} 1.08,2.08,3,4,5 & 6 m 
Vertical LDA profiles (x-z direction)  {y} 3 & 5 m 
Transverse dye profiles  {y} 2, 3 & 5 m 
Vertical dye profiles  {y} 5 m 
 
4- Current + Regular waves 
Hnominal = 0.12m, T=2.9s & Sop = 2% 
Vertical LDA profiles (y-z direction) {y} 1.08,2.08,3,4,5 & 6 m 
Vertical LDA profiles (x-z direction)  {y} 3 & 5 m 
Transverse dye profiles  {y} 2, 3 & 5 m 
Vertical dye profiles  {y} 5 m 
 
5- Current + Random waves 
Hnominal = 0.12m, T=1.85s & Sop = 3.5% 
Vertical LDA profiles (y-z direction) {y} 1.08,2.08,3,4,5 & 6 m 
Vertical LDA profiles (x-z direction)  {y} 3 & 5 m 
Transverse dye profiles  {y} 2, 3 & 5 m 
Vertical dye profiles  {y} 5 m 
 
4.3 Experimental Data Analysis  
The experimental setup and measurement procedures for DHI fluorometric and 
hydrodynamic measurements have been discussed extensively in §4.2.2 - §4.2.5. In 
this section, all the hydrodynamic and fluorometric data collected in the DHI study is 
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presented and analysed. The overall mixing coefficients are quantified from dye 
tracer data. The diffusive and dispersive mixing mechanisms in the nearshore are 
quantified from hydrodynamic data by developing analysis algorithms based on the 
methodology described in chapter 3. The overall mixing obtained from 
hydrodynamic measurements is compared to the fluorometric data for all test 
conditions (Table 4.1). 
4.3.1 Hydrodynamic Data  
4.3.1.1 Primary Flow under Current Only Condition 
For the current only condition, the measurements were performed at z = -80 mm 
relative to the still water line. The similarity in general trend and the shape of the 
measurements for different longitudinal locations confirms that almost a steady 
uniform flow is present. The wave-current facility had a horizontal bed in 
longitudinal direction and therefore, it was not possible to generate truly uniform 
flow (Pearson et al., 2006).  The analysis of the collected data shows that the flow 
velocity appears to increase by approximately 5% over the 10m control section of 
the facility. The analysis of the flow shows that the three cross-shore profiles located 
in the centre are very similar and hence there is no acceleration in the central region 
of the basin. However, the flow may be drawn at the downstream end of the facility 
and forced in the upper region. The variation of longitudinal velocity with cross-
shore distance is presented in figure 4.11. 
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Figure 4.11 – Longshore velocity profiles for current only condition at x = 
{3,6,9,15}m from flow inlet 
4.3.1.2. Longitudinal Flow Velocity under Current Only Condition 
As discussed in §4.2.2, the flow velocities were measured by using a 2D Dantec 
LDA system. Detailed velocity measurements were undertaken at 1m intervals to 
describe the longshore current. Additional velocity profiles were measured at six 
locations away from the shoreline y{1,2,3,4,5,6}m, at the centreline of the basin for 
each wave condition. No attempt was made to record both velocity and concentration 
measurements simultaneously. However, for some tests, a wave probe and LDA 
were deployed as concentration data were collected to confirm repeatability in the 
hydrodynamic conditions (Pearson et al., 2006).  
Figure 4.12 represents the profiles of the longitudinal flow velocity at three locations 
from the shore under the current only condition. It is evident that the velocity profile 
increases with the distance from the bed and therefore they are following the general 
trend of two dimensional flows. 
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4.3.1.4 Cross-Shore Velocity Profiles under Wave-Current 
Conditions 
The temporal mean cross-shore velocity profiles for y{1,2,3,4,5,6}m in on-offshore 
direction are shown in figures 4.14 to 4.17 for all 4 wave conditions tested in DHI 
study. The measurements inside the surfzone and seaward of the breaker point are 
shown in separate plots. In the cross-shore direction, y, the velocity increases as the 
wave height increases. The measurements show that the mean Eulerian flow is in the 
off-shore direction, indicating the presence of a cross-shore circulation mechanism. 
The theoretical Eulerian cross-shore flow in the off-shore direction can be given by 
trhQv / , where Q is wave mass-flux [ cgHQ 8/2 ] , C is the wave celerity and 
htr is the depth below trough level. The comparison between measured and 
theoretical results shows that the Eulerian measurements are within the expected 
range. 
 
 
 
 
 
 
 
 
109 
 
 
(a) 
 
(b) 
Figure 4.14 – Temporal averaged Cross-shore velocity in on-offshore direction for 
Sop = 2% (a) inside the surfzone y={1,2,3}m (b) seaward of the breaker region 
y={4,5,6}m  
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(a) 
 
(b) 
Figure 4.15 – Temporal averaged Cross-shore velocity in on-offshore direction for 
Sop = 3½ % (a) inside the surfzone y={1,2,3}m (b) seaward of the breaker region 
y={4,5,6}m  
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  (a) 
 
(b) 
Figure 4.16 – Temporal averaged Cross-shore velocity in on-offshore direction for 
Sop = 5% (a) inside the surfzone y={1,2,3}m (b) seaward of the breaker region 
y={4,5,6}m 
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(a) 
 
(b) 
Figure 4.17 – Temporal averaged Cross-shore velocity in on-offshore direction for 
Sop = 3½ random% (a) inside the surfzone y={1,2,3}m (b) seaward of the breaker 
region y={4,5,6}m 
 
As discussed in §4.2.2, two components of the velocity in the on-offshore and 
vertical directions across the nearshore were recorded using LDA system. Figures 
4.18 to 4.21 show the temporal averaged values for the vertical component of the 
cross-shore velocity, for all measured wave conditions inside the surfzone and 
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seaward of the breaker region. The recorded measurements for the upper part of the 
water column, in the region of the wave crest, showed some unrealistic spikes which 
were due to bubble generation and air entrainments to LDA probe. These unrealistic 
velocity records in the data for the crest part were removed from the dataset for later 
analysis.  
 
(a) 
 
(b) 
Figure 4.18 – Temporal averaged vertical velocity in on-offshore direction for Sop = 
2% (a) inside the surfzone y={1,2,3}m (b) seaward of the breaker region y={4,5,6}m 
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(a) 
 
(b) 
Figure 4.19 – Temporal averaged vertical velocity in on-offshore direction for Sop = 
3½ % (a) inside the surfzone y={1,2,3}m (b) seaward of the breaker region 
y={4,5,6}m  
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(a) 
 
(b) 
Figure 4.20 – Temporal averaged vertical velocity in on-offshore direction for Sop = 
5% (a) inside the surfzone y={1,2,3}m (b) seaward of the breaker region y={4,5,6}m  
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(a) 
 
(b) 
Figure 4.21 – Temporal averaged vertical velocity in on-offshore direction for Sop = 
3½ Random% (a) inside the surfzone y={1,2,3}m (b) seaward of the breaker region 
y={4,5,6}m 
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4.3.2 Solute Concentration Data 
The behaviour of solute contaminant in the nearshore region has been invesitgated 
during the DHI experiments with the tracer measurement at various locations inside 
the surfzone and seaward of the breaker region. Dye tracer measurement were 
carried out with a constant head injection of Rhodamine Water Tracer dye to the 
basin from a small tapping point at approximately mid-depth (§ 4.2.4).  
For each wave condition, the transverse mixing characteristics have been determined 
at three distinct locations including the surf-zone, breaker-point, and offshore, which 
correspond to distances of y={2, 3, 5}m from the shore line, respectively. Figures 
4.23 to 4.27 present the results of tracer studies for all wave conditions tested during 
DHI study. 
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Figure 4.23 – Concentration measurements for Current only condition at y = {2, 3, 4, 5, 
6}m from shore line 
 
Figure 4.23 shows the concentration measurements for the current only condition at 
y = {2, 3, 4, 5, 6}m from shore line. For each location, the variation of tracer 
concentration is plotted with regards to the distance inshore and offshore from the 
study. 
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Figure 4.24 – Concentration for 3 injection points; surfzone, breaker point and 
offshore Wave condition – monochromatic waves with H = 0.12m and T=1.2sec 
 
Figure 4.24 illustrates the results of tracer study for the monochromatic waves with 
the offshore wave height of 0.12m and wave period of 1.2sec. The tracer 
concentrations have been measured for three different injection points, inside the 
surfzone, breaker point and a location seaward of the breaker region for y = {2, 3, 
5}m. The approximate location of the breaker point is shown for each study location. 
The injection point is at the origin of each graph. 
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Figure 4.25 – Concentration for 3 injection points; surfzone, breaker point and 
offshore Wave condition – monochromatic waves with H = 0.12m & T = 1.85sec 
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Figure 4.25 shows the tracer measurements for monochromatic waves with an 
offshore wave height of 0.12m and the wave period of 1.85sec. The analysis of 
fluorometric data for three locations from the shoreline is presented to understand the 
tracer behaviour in the surfzone, breaker point and offshore region. For this 
condition, the dye was injected at 2, 3 and 5m from the still water line. The 
approximiate breaking point is shown in the graph for each location.  
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Figure 4.26 – Concentration for 3 injection points; surfzone, breaker point and 
offshore Wave condition – monochromatic waves with H = 0.12m & T = 2.9sec 
 
Figure 4.26 shows the concentration measurements for regular waves with offshore 
height of 0.12m and period of 2.9sec. For a comprehensive overview of tracer 
behaviour across the nearshore, three points including the surfzone, at the breaker 
point and in the offshore region have been investigated.  
Figure 2.27 represents the tracer studies for irregular waves with the wave steepness 
of 3½%. Three locations at y = {2, 3, & 5}m have been investigated for the tracer 
measurements. The tracer concentrations shows that inside the surfzone, the tracer 
concentration stays higher shoreward of the injection point. However, the results 
show that the concentration drops rapidly for the offshore locations.  
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Fig: 4.27 – Concentration for 3 injection points; surfzone, breaker point and offshore 
Wave condition – monochromatic waves with Sop = 3½%Random 
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The variance of transverse concentrations against the distance from the injection 
points were determined for all tested conditions. Figure 4.28 presents the transverse 
concentration variance for all tested conditions and injection points. The value of R2 
for all tested conditions and injection points are plotted in figure 4.28. 
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(e) 
 
Figure 4.28 – Relationship between the variance of the transverse concentration 
profiles and longitudinal distance for (a) current only condition, (b) monochromatic 
waves, Sop = 2%, (c) monochromatic waves, Sop = 3½ %, (d) monochromatic waves, 
Sop = 5% and (e) Random waves, Sop = 3½ Random% 
 
 
 
4.3.3 Mixing Coefficient of Fluorometric Study  
In coastal waters and nearshore region where the depth of water is relatively small 
compared to the flow width, the solute becomes vertically well mixed within a short 
distance from the source (point source discharge). Many researchers have adopted 
the analogy of turbulent mixing processes to Fickian diffusion in the coastal region 
(Fischer et al., 1979; Rutherford, 1994; Pearson et al,. 2002 and 2009). In order to 
reduce the complexity of considering and measuring all the associate parameters in 
spreading of dye, the depth variation in the solute concentrations can be ignored. 
Therefore, considering the variations of solute concentrations in the transverse and 
longitudinal directions, the depth averaged advective-dispersion equation can be 
written as:    
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where, c is the concentration of diffusant, d is the total depth, e represents the 
diffusion coefficient, u and v are time-varying velocity in x and y direction 
respectively, kx and ky are longitudinal and transverse dispersion coefficients and D 
is the overall mixing coefficient. Equation 4.2 considers the molecular diffusion to 
be negligible and it takes into account the effect of spatial averaging of velocities on 
the spreading of a tracer. Taylor (1954) proposed an analysis method of solute tracer 
which combined the effects of both turbulent diffusion and shear dispersion. Fischer 
et al. (1979) studied a continuous vertical line source of solute injection and 
proposed the theoretical solution for the transverse spreading (Eq. 4.3) 
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where x and y denote longitudinal and vertical directions respectively, cd represents 
the depth averaged solute concentration, Dy is dispersion coefficient in the y 
direction, ud is longitudinal depth averaged velocity and Q is the mass inflow rate of 
solute per unit width. Equation 4.3 results in a Gaussian distribution shape for 
concentration, and therefore the measure of spread about the bed can be quantified 
by calculating the spatial variance ( 2 ) of the distribution: 
 








dyyc
dyycy
d
d
y
)(
)()( 2
2

                                                     (4.4) 
 
The position of the centroid ( ) of the distribution can be determined from: 
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As the mathematical feature of a Gaussian distribution, the spatial variance ( 2 ) 
increases linearly with the distance from the source (Abolfathi and Pearson, 2014). 
Therefore, the transverse mixing coefficient can be defined as the rate of change of 
variance (Eq. 4.6). 
dx
duD ydy
2
2
                                                  (4.6) 
Dy in equation 4.6 incorporates the combined effects of turbulent diffusion and shear 
dispersion. This equation has been used extensively in open channel flow (Fischer, 
1967) and nearshore coastal region (Pearson et al., 2002, Pearson et al., 2009; 
Abolfathi and Pearson, 2014). 
Figures 4.23 to 4.27 demonstrate the resultant above background concentration 
profiles for the four tested wave-current conditions as well as the current only 
condition. The spatial variance of each concentration profile has been determined 
based on equation 4.4 and the results for all tested conditions and locations are 
presented in figure 4.28. The results show that the increase in the transverse variance 
with regards to distance is approximately linear, although, some scattering exist. The 
transverse mixing coefficient has been determined by using ud as depth-averaged 
velocity at the dye injection point. Tables 4.3 to 4.5 show the resulting mixing 
coefficients for all tested conditions. 
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Table 4.3 –Transverse mixing results for a continuous injection of tracer inside the 
surfzone, 2m from the shoreline under waves of varying T, with an Ho =0.12m 
Nominal 
Wave 
Steepness 
Sop 
 
Offshore 
wave 
height 
Ho [m] 
 
Offshore 
wave 
Period 
Tp [sec] 
 
Long. 
velocity 
(ud)  
[m/s] 
Bed 
shear 
velocity 
(u*) 
[m/s] 
 
dx
d y2
 
 
[m] 
Transverse 
dispersion 
coefficient 
D y 
[m2/s] 
 
du*
D y  
0 - - 0.09 0.0045 0.0036 1.620E-04 0.36 
5.0% 0.122 1.20 0.09 0.0045 0.279 1.195E-02 27.9 
3.5% 0.121 1.85 0.09 0.0045 0.200 8.566E-03 20.0 
2.0% 0.112 2.90 0.09 0.0045 0.290 1.44E-02 29.0 
3.5%Random 0.090 1.85 0.09 0.0045 0.177 7.961E-03 17.7 
 
 
Table 4.4 –Transverse mixing results for a continuous injection of tracer at breaker 
region, 3m from the shoreline from the shoreline under waves of varying T, with an 
Ho =0.12m 
Nominal 
Wave 
Steepness 
Sop 
Offshore 
wave 
height 
Ho [m] 
Offshore 
wave 
Period 
Tp [sec] 
Long. 
velocity 
(ud) 
[m/s] 
Bed 
shear 
velocity 
(u*) 
[m/s] 
dx
d y2
 
[m] 
Transverse 
dispersion 
coefficient
D y 
[m2/s] 
 
du*
D y  
0 - - 0.15 0.0075 0.0042 3.150E-04 0.28 
5.0% 0.122 1.20 0.15 0.0075 0.239 1.261E-02 15.9 
3.5% 0.121 1.85 0.15 0.0075 0.163 8.609E-03 10.9 
2.0% 0.112 2.90 0.15 0.0075 0.205 1.079E-02 13.6 
3.5%Random 0.090 1.85 0.15 0.0075 0.0432 3.240E-03 2.88 
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Table 4.5 –Transverse mixing results for a continuous injection of tracer, 5m from 
the shoreline from the shoreline under waves of varying T, with an Ho =0.12m 
Nominal 
Wave 
Steepness 
Sop 
Offshore 
wave 
height 
Ho [m] 
Offshore
wave 
Period 
Tp [sec] 
Long. 
velocity 
(ud) 
[m/s] 
Bed 
shear 
velocity 
(u*) 
[m/s] 
 
dx
d y2
 
[m] 
Transverse 
dispersion 
coefficient
D y 
[m2/s] 
 
du*
D y  
0 - - 0.165 0.00825 0.0045 3.710E-04 0.18 
5.0% 0.122 1.20 0.165 0.00825 0.0084 6.930E-04 0.36 
3.5% 0.121 1.85 0.165 0.00825 0.0128 1.056E-03 0.51 
2.0% 0.112 2.90 0.165 0.00825 0.0191 1.576E-03 0.76 
3.5%Random 0.090 1.85 0.165 0.00825 0.0068 5.610E-04 0.27 
 
It is evident from the dye analysis results (Tables 4.3 to 4.5) that the mixing 
coefficient is significantly higher inside the surfzone than seaward of the breaker 
region. The results demonstrate that there is a 25-fold increase in the mixing over the 
offshore region at the breaker, whereas in the centre of the surfzone a 50-fold 
increase is observed. 
 
4.4 Theoretical Model for Nearshore Mixing  
This section focuses on quantifying the diffusive and dispersive mixing mechanisms 
from the hydrodynamic data collected in the DHI experiments. The turbulent 
diffusion and shear dispersion are quantified for all hydrodynamic conditions tested 
in DHI experiment based on the methodology derived in chapter three (§3.4).  
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4.4.1 Turbulent Kinetic Energy  
The diffusion processes in the nearshore region are important factors which 
contribute towards the overall dispersion coefficient. As discussed earlier in chapter 
2 and 3, the turbulent diffusion coefficient is generally equal to the eddy diffusivity 
coefficient for the case of nearshore flow. Svendsen (1987) pointed out that eddy 
viscosity could be estimated as a function of turbulent kinetic energy (Eq. 2.64). In 
this section, turbulent kinetic energy is determined for all tested wave conditions to 
quantify the contribution of diffusive mixing processes on the overall mixing 
coefficient. 
The turbulence structure is studied in this section using the two-dimensional velocity 
records from LDA measurements. The LDA system was set to achieve a 200Hz data 
recording rate. However, the sampling rate for LDA is highly dependent on the 
seeding and the presence of bubbles in the flow. Despite careful consideration for the 
seeding, in some conditions and locations, especially inside the surfzone and in the 
upper part of the water column, the existence of bubbles and air entrainments to the 
LDA probe resulted in a poorer data acquisition rate. Figure 4.29 shows an example 
of a 2D velocity record inside the surfzone and seaward of the breaker region near 
the free surface of water.  
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Figure 4.29 – An example of 2D velocity (u, w) records from LDA experiments – H 
= 0.12m & T = 1.2sec. (Top) measurements at 6m from SWL (Bottom) 
measurements inside the surfzone at 2m from SWL – red line is w and blue line 
represents u 
 
For each on-offshore location, the LDA data is recorded at several points (up to 25 
points) over the vertical from the bed to the wave crest elevation. For those 
measurement points close to the water surface, the LDA probe was outside the water 
during the undertow phase, and therefore the data acquisition rates were poor. For 
each measurement point, the data were recorded for over 180 consecutive waves. 
Figure 4.30 is an example of a velocity time-series which shows the on-offshore 
velocity component (u) measured inside (right) and outside (left) the surfzone. Only 
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10 consecutive waves are presented in the figure in order to show details of time 
series shape. 
 
Figure 4.30 – An example of on-offshore velocity (u) records for H = 0.12m & T = 
1.2sec (Left) outside the surfzone, at 5m from SWL, (Right) inside the surfzoe, at 2m 
from SWL 
 
Turbulent Kinetic Energy (TKE) is essentially the deviation of the instantaneous 
velocity records from the mean velocity. Due to the nature of the complex three 
dimensional velocity fields in the nearshore region, determining the turbulence 
structure is a challenging task to achieve accurately. The turbulence field in the 
nearshore region is complex due to the interaction of waves and longshore currents 
and the periodic orbital motions of waves.  
The raw hydrodynamic data obtained from measurements with the LDA technique, 
especially inside the surfzone, often contains some spikes which are recorded due to 
Doppler noise floor, aliasing of Doppler signal together with the presence of bubbles 
and air entrainment to the LDA probe. The presence of spikes in the data set can 
result in over estimation of turbulence and TKE. Therefore, it is important to detect 
and remove the spikes. § 4.4.1.1 present the method adopted in this study to deal 
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with spurious velocity records. Following the development and implementation of 
the despiking algorithm, the TKE estimation technique will be described in § 4.4.1.2.  
 
4.4.1.1 Despiking Algorithm for LDA Data  
Existence of spikes in the hydrodynamic data is a common problem that has been 
reported in several studies. In this section, a number of different methods for 
detecting and tackling the spike problem are considered and discussed. For a case 
with a single point spike, simple despiking algorithms can be utilized. However, in 
this work, LDA data has multi-point spikes and therefore, careful consideration was 
needed to detect and deal with these spikes. Figure 4.31 shows an example of 
unprocessed LDA data including multipoint spikes. 
 
Figure 4.31 – An example of multipoint spikes in LDA data - on-offshore velocity 
(u) records for H = 0.12m & T = 1.2sec outside the surfzone, at 4m from SWL 
 
Several studies have been conducted to develop an efficient method for dealing with 
the spikes of ADV data [McKinney, 1993; Donoho & Johnstone, 1994; Abarbanel, 
1995; Addison, 1997; Roy et al., 1999; Nikora and Goring, 2000; Goring and 
Nikora, 2002]. The electrical engineers were the first to develop despiking methods, 
wild point editing method (Otnes & Enochson, 1978), RC Filter and Tukey 53H 
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method are the most practised methods by electrical engineers. Nikora and Goring 
(2000) proposed an algorithm for despiking Acoustic Doppler Velocimetry data 
based on an Acceleration Thresholding Method. The method is derived on the basis 
that under normal flow conditions the instantaneous acceleration in a stream must be 
of the same (or less) than the acceleration of gravity (g). If the instantaneous 
acceleration for any particle is higher than gravity, the sediment grains should be 
thrown about violently, which is not the case in nature. The Nikora and Goring 
(2000) method determines the accelerations using a backward differencing technique 
in which the spikes are those points with the accelerations higher than g or 2g. 
However, the method has limitations (Goring and Nikora, 2002). The method was 
improved by adding an extra condition so that a point could be considered as a spike 
if the acceleration exceeded a threshold ga  and the absolute deviation from the 
mean velocity of the point exceed k . a  is a relative acceleration threshold,   is 
the standard deviation and k  is a constant (Goring and Nikora, 2002). This modified 
approach is successful for records where the spikes are very different from 
fluctuations in the data. However, the choice of thresholds is quite complicated and 
subjective. 
For this study, a phase-space thresholding method was employed to remove spikes 
from data. Before applying the despiking algorithm, the mean and long-period 
fluctuations of the data were removed. On the completion of the spike removal 
processes, the mean and long-period fluctuations were returned to the data. The 
phase-space thresholding method (Goring and Nikora, 2002) employs a three-
dimensional Pioncare map where the variable and its derivatives are plotted against 
each other. In this method, a universal criterion is defined to enclose the plotted data 
in an ellipsoid. The points outside the ellipsoid are labelled as spikes. In the phase-
space thresholding method, the number of iterations goes down until the number of 
points, which are identified as spikes, falls to zero. Figure 4.32 shows an example of 
a Pioncare map plotted for LDA data obtained from DHI experiment. The red points 
in figure 4.32 represent the spikes and the blue points are good data. Once the spikes 
are detected, the algorithm will replace the spike in the data using a polynomial of 
best fit through the data on both sides of the spike, followed by interpolation across 
the spike with this polynomial.  
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Figure 4.32 – Pioncare map for the data with H = 0.12m & T = 1.2sec inside the 
surfzone, at 3m from SWL  
 
 
4.4.1.2 TKE Algorithm  
Turbulent Kinetic Energy (TKE) is defined as the kinetic energy per unit mass of the 
turbulent fluctuations (u ) in the flow: 
)(
2
1 222
zyx uuukTKE                                         (4.7) 
 
General information about TKE in the nearshore due to the wave activities and 
previous studies on TKE measurements were presented in chapter 2 (§2.4.3 - §2.4.4). 
In this section, the turbulent kinetic energy is determined from velocity time-series 
of LDA data and the results are compared to the existing data.  
TKE is basically characterized by the root-mean-square of velocity fluctuations. 
Hence, TKE could be estimated by measuring the deviation of instantaneous velocity 
fluctuations from the mean velocity of a data record. There are several methods for 
determining the TKE from velocity records which are all based on separating the 
mean signal from the turbulent fluctuation signal. Amongst these methods, ensemble 
averaging and spectral analysis are the most practised techniques for estimating 
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TKE. Ensemble averaging techniques can define the mean time-varying wave 
components of the flow and has been utilised widely in coastal engineering problems 
[Stive, 1980; Stive & Wind, 1982; Svendsen, 1987]. For periodic waves, ensemble 
averaging can be executed by sampling at the same phase value from many 
successive waves. This method allows low-frequency vortices with a length scale 
comparable to the water depth to be recorded as a turbulent fluctuation signal 
(Svendsen, 1987). However, ensemble averaging techniques may result in 
overestimation of turbulence due to the fact that wave period in the surfzone, even 
for monochromatic waves, is not constant. One of the well-established methods in 
evaluating turbulent intensity and TKE is spectral analysis [Battjes & Sakai, 1981; 
Nadaokah & Kondoh, 1982; Sou et al., 2010] by use of Fourier Transforms and 
signal processing techniques. However, due to the Nyquist theorem (Meade et al., 
2000) and the choice of cut-off frequency in the signal processing, it is very likely to 
neglect some of the high frequency fluctuations and therefore an unrealistic 
estimation of turbulence typically results. Hence, there is a possibility of under-
estimating or over-estimating the turbulence that exists in this method. Also, in this 
study, due to the existence of non-uniform distributed data points and missing 
velocity records inside the surfzone, determining the turbulence structure with use of 
Fourier transforms and spectral analysis was limited.  
In this section, algorithms were developed for determining the turbulent kinetic 
energy from LDA data. The TKE was evaluated for each wavelet individually and 
averaged over 180 – 200 consecutive recorded waves. Each individual wavelet was 
recognized by using a zero-crossing algorithm. The TKE was calculated from 
deviations of the instantaneous velocity records from the mean velocity signal. For 
locations inside the surfzone (y={1, 2, 3}m), specifically those measurement points 
close to the free water surface, the existence of bubbles and air entrainments to the 
LDA probe reduced the data record and non-uniformity in time. A resampling 
technique with use of interpolation between each pair of recorded data at a constant 
time-step was adopted to retrieve the mean signal. Figure 4.33 shows an example of 
an LDA unprocessed signal against the resampled data for the monochromatic waves 
of 5% steepness inside the surfzone and close to the free water surface. 
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Figure 4.33 – An example of data resampling for LDA data inside the surfzone at 2m 
from SWL, Sop = 5% 
 
The mean value of the LDA signal was determined by Fourier series (Eq. 4.8). The 
system of equations used to define the mean velocity (Eq. 4.8) is closely described 
by Fourier series without the constant (intercept) term.  
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where n varies from 1 to 8, and thus the number of fit parameters can change from 3 
to 24. The number of fit parameters was chosen according to the number of data 
points for each location and wave condition. TKE was then estimated using a 
windowing technique which splits the time series into a number of discrete wavelets 
with a limited number of data points. The variations of turbulent kinetic energy over 
the depth of water column for the DHI study is presented in figure 4.34.  
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Turbulent Kinetic Energy (m2.s-2) 
(c) 
 
Turbulent Kinetic Energy (m2.s-2) 
(d) 
Figure 4.34 – Variation of TKE over depth of water column across the nearshore for 
the case of: (a) Sop=2%, (b) Sop=3½ %, (c) Sop=5% and (d) Pseudo random waves 
 
Figure 4.34 represents the TKE variations across the nearshore for the 
monochromatic waves of 2, 3½, 5% and the random waves of 3½ % steepness, 
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respectively. The TKE variations across the nearshore demonstrate that the 
magnitude of turbulence outside the surfzone were decreased by an average of ~80% 
in comparison to the turbulence generated shoreward of the breaker.  
As noted previously, for those locations inside the surfzone, especially towards the 
free surface, it is possible that hydrodynamic measurements are not representing the 
actual turbulence level. This was due to air entrainment and existence of bubbles. 
Hence, turbulence measurements are biased towards those phases of the wave cycle 
with lower turbulence levels. Figure 4.35 shows an example of the LDA recorded for 
on-offshore velocity during a wave cycle for the monochromatic waves of 3½% 
steepness at 2m from the shore and 5mm below the still water line. It is evident, that 
there are missing velocity records between 0.2 – 0.4sec and 0.6 – 1sec which might 
be associated to high turbulence phases of the cycle. Hence, it could be interpreted 
that there is an uncertainty in the accuracy of turbulence measurement inside the 
surfzone. 
 
Figure 4.35 – Scarce on-offshore velocity records at 2m from shore and 5mm below 
the SWL for the case of H0= 0.12m and T = 1.85sec 
 
The results for the turbulent kinetic energy estimated from DHI hydrodynamic data 
are compared to the TKE measurements reported by Nadaokah & Kondoh (1982). 
Nadaokah & kondoh (1982) undertook a series of hydrodynamic measurements in a 
laboratory flume with a plane 1:20 beach slope using the LDA technique. They 
investigated plunging and spilling breaker waves and estimated TKE variations over 
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the depth of water column across the nearshore. Nadaokah & Kondoh (1982) 
employed a spectral analysis method and extracted the turbulent motion of the signal 
by filtering out frequencies below 10Hz. Hence, it is very likely that turbulent kinetic 
energies were underestimated in the Nadaokah & Kondoh (1982) results. Figure 4.36 
compares the TKE reported by Nadaokah & Kondoh (1982) with the TKE 
determined in this study from LDA data. This figure focuses on the turbulence 
structure inside the surfzone up to the wave breaker region. 
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(c) 
 
  (d) 
Figure 4.36 – Comparison of TKE reported by Nadaokah & Kondoh (1982) with the 
DHI measurements for the case of a) Sop = 2%, b) Sop = 3½ %, c) Sop = 5% & d) Sop = 
3½ Random% 
 
The position of each set of measurements in figure 4.36 is indicated by the ratio of 
undisturbed local water depth (do) and undisturbed water depth at the breaker point 
(db). Figure 4.36(a) indicates that for the monochromatic waves of 2% steepness,  
gdk /  is higher in the inner surfzone compared to the breaker region ( 75.0/ bo dd ). 
Figure 4.36(b) shows that the magnitude of gdk /  has small variations inside the 
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surfzone (13%) for the monochromatic waves of 3½% steepness. Figure 4.36(c) 
demonstrates that for regular waves of 5% steepness, the value of gdk /  drops by 
64% from the breaker point to the inner surfzone. The results indicate that for waves 
with higher steepness (Sop=5%) most of the turbulent energy is being dissipated at 
the breaker region (Fig. 4.36c), while for the waves of lower steepness (Sop=2%), the 
kinetic energy is being transported to the inner surfzone (Fig. 4.36a).  
The comparison between Nadaokah and Kondoh (1982) measurements and DHI data 
(Fig. 4.36) shows that for the conditions tested at DHI study, TKE values are higher 
than those values reported by Nadaokah and Kondoh (1982). It is evident from figure 
4.36 that the TKE values reported in this study are in good agreement with the trend 
of data reported by Nadaokah and Kondoh (1982). The difference between TKE 
reported by Nadaokah and Kondoh (1982) and the current study is potentially due to 
the fact that the frequency signals below 10Hz are ignored, leading to neglecting 
some smaller scale turbulence, in Nadaokah and Kondoh (1982) estimation of TKE. 
The results depicted in figure 4.36 indicate that the variation of gdk /  with vertical 
distance in the water column is very small, which confirms the existing data 
[Nadaokah and Kondoh, 1982; Stive and Wind, 1982; Svendsen, 1987].  
The TKE measurements also show that inside the surfzone (y=1, 2, 3m), high 
turbulence intensity are observed for all tested conditions. This shows that there is a 
diffusive mixing mechanism due to the wave activities and turbulence generation. 
For those locations seaward of the breaker region, the results from DHI data 
confirms significant drops in the TKE (Fig. 4.34). TKE results confirm the existing 
knowledge and well-established measurements of surfzone turbulence [Battjes, 
1975; Battjes 1983; Svendsen et al., 1978; Svendsen, 1987; Nadaokah & Kondoh, 
1982; Hattori & Aono, 1985]. 
The analysis of temporal variation of TKE shows that when the wave front reaches 
the measurement location, TKE will increase. Once the wave front pass the 
measurement point, the TKE will gradually decay until the next wave reaches the 
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observation point. When the next breaker passes, the new turbulence is then added to 
the remaining TKE from the previous wave. 
4.4.2 Turbulent Diffusion  
Determining the turbulent diffusion coefficient will elucidate the contribution of the 
turbulence structure in the total mixing coefficient. In this section the turbulent 
diffusion coefficient is determined for all wave conditions which were studied during 
the DHI experiments. The turbulent diffusion obtained from hydrodynamic data is 
compared to the theoretical approach proposed by Svendsen and Putrevu (1994).  
4.4.2.1 Eddy Viscosity  
The turbulent diffusion coefficient is generally considered to be equal to the eddy 
viscosity coefficient (§3.4.1). Battjes (1983), Svendesen (1987) and Svendsen & 
Putrevu (1994) quantified the vertical diffusion coefficient as a function of turbulent 
kinetic energy (k) and the turbulent length scale (lm) [see §2.5.3 for more details]. In 
this study, the diffusivity is determined based on the Svendsen (1987) methodology 
(Eq. 2.64). 
klv mt   (2.64)
 
The length scale is considered based on the methodology of Svendsen (1987) which 
proposed that the length scale of eddies is closely related to the water depth (d). The 
range of length-scale inside the surfzone proposed by Svendsen (1987) is described 
in §2.5.3 (Eq. 2.68). 
dld m 35.025.0   (2.68)
The length-scale of turbulence varies across the nearshore zone. Inside the surfzone, 
the turbulence propagates into the deeper layer of the water column. However, 
outside the surfzone, the turbulence dissipates at the free surface and does not 
propagate into deeper layers of water. Hence, the characteristic length-scale could 
reduce for those locations seaward of the breaker point. In this study, the lower range 
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(=0.25d) of lm proposed by Svendsen (1987) was adopted for determining the eddy 
viscosity seaward of the breaker region, and the higher end (=0.35d) of lm in equation 
2.68 was considered for those locations inside the surfzone.  
The eddy viscosity for this study was calculated by adopting the depth-averaged 
TKE from the LDA data and the characteristic length-scale based on methodology 
described in previous paragraphs. The results were compared with the theoretical 
formulae suggested by Svendsen & Putrevu (1994) [Eqs. 2.69 and 2.73].  
gddt 01.0 ; inside the surfzone  
tb
b
t d
d  ]02)(8.0[ 4   ; outside the surfzone 
(2.69)
(2.73)
 
where bbtb gdd01.0  is the eddy viscosity at breaking point, d  is depth of SWL 
and bd  is depth of water at breaker point. The outputs of the Svendsen & Putrevu 
(1994) formulae for eddy viscosity are significantly dependent on the choice of 
breaker point. In this study, the breaker point was taken from laboratory data. Figure 
(4.37) presents the eddy viscosity values computed from DHI data and compares 
them with the diffusivity values obtained from Svendsen & Putrevu (1994) 
theoretical approach.  
 
 
149 
 
 
Figure 4.37 – Comparison of measured eddy viscosity from DHI data with Svednsen 
& Putrevu (1994) theoretical formulae 
 
Figure 4.37 indicates that maximum eddy viscosity is occurring at the breaker region 
and the diffusivity significantly drops seaward of the breaker region. The results 
show that good agreement exists between the diffusivity measured from DHI data 
and the theoretical eddy viscosity proposed by Svendsen and Putrevu (1994). It is 
observed from figure 4.37 that for the random waves, the eddy viscosity values 
inside the surfezone are lower than those from the Svendsen & Putrevu (1994) 
formula. This is because under random waves, each wave breaks at a different 
location, hence rather than getting a focused breaker point, an averaged breaker zone 
is forming. It is also evident from figure 4.37 that close to the shoreline (y =1m), 
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diffusivity measured in this study is higher than those values proposed by Svendsen 
and Putrevu (1994).  
In this section, the diffusive mixing mechanism has been quantified for DHI data. 
The TKE and eddy viscosity obtained from LDA data was compared to well-
established theoretical and experimental data. The comparison of the results show 
that TKE values determined for DHI data were in line with the existing data and 
knowledge of the nearshore turbulence. Also, the diffusivity values obtained for DHI 
data are in good agreement with the theoretical formulae of Svendsen and Putrevu 
(1994). The next section will focus on quantifying dispersive mixing mechanisms for 
DHI data.  
4.4.3 Shear Dispersion 
In the nearshore region, wave processes are dominating the mixing of solute 
pollutants due to the finite depth of water. As described in §3.4, the mixing under 
wave-current condition is caused due to wave induced surface and bed generated 
turbulence and also due to the shearing effects from the vertical variation of velocity 
in the water column. As a result, the total mixing coefficient was defined as the sum 
of turbulent diffusion and shear dispersion (Eq. 3.5). This section focuses on 
quantifying the contribution of shear dispersion in the overall on-offshore mixing 
coefficient.  
In this study, the shear dispersion coefficient was quantified for DHI data, using the 
mathematical solution proposed by Chikwendu (1986). An N-zone dispersion model 
was developed and adopted for quantifying the shear dispersion coefficient. The 
development of the N-zone model was described in detail in chapter 3 (§3.4.2). The 
dispersion model utilized the vertical variation of the flow hydrodynamics from 
LDA measurements. The flow depth is divided into N zones of parallel, well-mixed 
flow with constant velocity. A temporal averaging technique was employed to 
calculate the mean velocity value for LDA measurement points over the water 
column. Therefore each zone of depth hj has a constant velocity of uj. Figure 4.38 
shows the schematic of the N-zone model developed in this study.   
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Figure 4.38 – schematic of N-zone model for calculation of dispersive mixing 
  
The vertical variation of undertow was utilized to investigate the contribution of 
dispersive mechanisms in the overall mixing coefficient. The wave bore velocity 
measurements were not considered due to poor data resolutions in the upper part of 
the water column. Figure 4.39 shows the undertow velocity inputs which were 
obtained from temporal averaging of LDA data for all wave conditions tested in the 
DHI experiments.  
 
(a) 
Surface generated 
turbulence Breaker region 
SWL
SurfzoneNon-breaking 
Bed generated 
turbulence 
MWL
Zone 1
Zone 2
t1
t2
Zone 3 t3
.
.
.
.
.
.
tN
tN-1 Zone N-1
Zone N
Temporal mean wave 
induced velocity 
u1
u3
u2
uN-1
uN
z = 0 
z = h 
Location from shore (m)
-0.2 0.2 -0.2 0.2 -0.2 0.2 -0.2 0.2 -0.2 0.2 -0.2 0.2
D
ep
th
 (m
)
0.3
0.2
0.1
0
5m 4m 3m 2m 1m
(m.s-1)
6m
152 
 
 
(b) 
 
 
 
(c) 
 
 
Location from shore (m)
-0.2 0.2 -0.2 0.2 -0.2 0.2 -0.2 0.2 -0.2 0.2 -0.2 0.2
0.3
0.2
0.1
0
6m 5m 4m 3m 1m2m
(m.s-1)
Location from shore (m)
-0.2 0.2 -0.2 0.2 -0.2 0.2 -0.2 0.2 -0.2 0.2 -0.2 0.2
0.3
0.2
0.1
0
1m2m3m4m5m6m
(m.s-1)
153 
 
 
(d) 
Figure 4.39 – Temporal Averaged undertow velocities for LDA measurements 
across the nearshore, a) Sop = 2%, b) Sop = 3½ %, c) Sop = 5%, d) Sop = 3½ Random% 
 
Figure 4.39 depicts the undertow velocities which were obtained from LDA 
measurements. These recorded velocities were adopted to quantify the shear 
dispersion by use of the N-zone model (Eqs. 3.28 to 3.32). The shear dispersion 
model requires diffusivity values for each layer of the flow as an input. Here, two 
approaches were considered for diffusivity. The first dispersion model was 
developed by using a depth-averaged eddy viscosity. Table 4.6 presents the 
dispersion coefficient predicted by use of hydrodynamic data and a constant depth-
averaged eddy viscosity for all layers of the water column. The N-zone model results 
were also compared to the dispersion coefficient obtained from tracer measurements 
(§4.3.3).  
The second model is derived by incorporating a depth-varying diffusivity into the N-
zone model. Table 4.7 presents the shear dispersion coefficient determined for DHI 
data using undertow velocities and depth-varying eddy viscosity. The results of 
dispersion coefficients calculated from hydrodynamic data were compared to the 
fluorometric study.  
 
154 
 
Table 4.6 – Comparison of the shear dispersion coefficients determined with N-zone 
model (undertow values and depth-averaged t ) with the dye measurements 
Condition 
Shear Dispersion (m2.s-1) 
Location from SWL (m)  
H 
(m) 
T 
(sec) 1 2 3 4 5 6 
 
0.
12
 
1.2 
8.51E-3 9.68E-3 9.47E-3 5.23E-2 2.13E-3 1.85E-3 Model 
N.A 1.19E-2 1.26E-2 N.A 6.93E-4 N.A Dye  
1.85 
3.19E-3 6.78E-3 8.00E-3 4.45E-3 1.71E-3 1.21E-3 Model 
N.A 8.56E-3 8.60E-3 N.A 1.05E-3 N.A Dye  
2.9 
6.27E-3 9.19E-3 8.49E-3 1.20E-2 6.54E-3 1.68E-3 Model 
N.A 1.24E-2 1.07E-2 N.A 1.57E-3 N.A Dye  
R
an
do
m
 
2.89E-3 6.05E-3 2.64E-3 1.48E-3 1.17E-3 1.34E-4 Model 
N.A 7.96E-3 2.40E-3 N.A 5.61E-4 N.A Dye  
  
 
Table 4.7 – Comparison of the shear dispersion coefficient determined with N-zone 
model (undertow values and depth-varying t ) with the dye measurements 
Condition 
Shear Dispersion (m2.s-1) 
Location from SWL (m)  
H 
(m) 
T 
(sec) 1 2 3 4 5 6 
 
0.
12
 
1.2 
8.94E-3 1.03E-2 1.02E-2 5.64E-3 2.20E-3 1.93E-3 Model 
N.A 1.19E-2 1.26E-2 N.A 6.93E-4 N.A Dye  
1.85 
3.40E-3 7.13E-3 8.32E-3 4.67E-3 1.76E-3 1.00E-3 Model 
N.A 8.56E-3 8.60E-3 N.A 1.05E-3 N.A Dye  
2.9 
6.31E-3 9.27E-3 8.67E-3 1.27E-2 7.42E-3 1.92E-3 Model 
N.A 1.24E-2 1.07E-2 N.A 1.57E-3 N.A Dye  
R
an
do
m
 
3.18E-3 6.58E-3 2.69E-3 1.52E-3 1.17E-3 1.58E-4 Model 
N.A 7.96E-3 2.40E-3 N.A 5.61E-4 N.A Dye  
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The comparison between the mixing coefficients obtained from tracer studies and the 
results of N-zone dispersion model with constant and depth-varying eddy viscosity 
show that in the case of monochromatic waves with 2% steepness, the shear 
dispersion model underestimated the mixing coefficients obtained from the tracer 
study inside the surfzone (y=2m) and at breaker region (y=3m) by smE /161.3 23  
smE /119.2 23 , respectively. The dispersion model overestimated the dispersion 
coefficient in the offshore region (y=5m) by smE /849.5 23 . For the monochromatic 
waves of 2% steepness, employing depth-averaged and depth-varying eddy viscosity 
did not improve the prediction of the model in comparison to dye work. 
In the case of regular waves with 3½% steepness, the comparison of results between 
the dispersion model with depth varying diffusivity and fluorometric measurements 
shows that for the breaker region (y=3m) and inner surfzone (y=2m) the dispersion 
model underestimated the dispersion by smE /820.2 24  and smE /436.1 23 , 
respectively. The results show that for the monochromatic waves with Sop =2%, there 
is no significant difference between the model with depth-averaged and depth-
varying eddy viscosity. Seaward of the breaker region at 5m from the SWL, the 
dispersion model overestimated the tracer data by smE /06.7 24 . 
For monochromatic waves of 5% steepness, the dispersion model underestimated the 
dispersion at the breaker region and in the inner surfzone. The results of the N-zone 
model show that the dispersive mechanism only varies by smE /079.1 23  across the 
surfzone (y=1, 2, 3m) in the case of monochromatic waves with Sop=5%.  
The comparison between fluorometric data and N-zone model results for random 
waves show that seawards of the breaker region, the model overestimated the 
dispersion coefficient by smE /14.6 24 . Inside the surfzone at 3m from SWL, the 
dispersion model overestimated dispersion by smE /90.2 24 . At 2m from the 
shoreline, the difference between the model prediction and tracer measurements 
increases by smE /38.1 23 . 
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The results obtained from shear dispersion model (Tables 4.6 and 4.7) show that the 
model is in good agreement with the dye tracer measurements. Using depth-averaged 
eddy viscosity or depth-varying eddy viscosity did not improve the predictions of the 
shear dispersion model significantly. For all wave conditions, the model with depth 
varying diffusivity predicted slightly higher dispersion coefficients inside the 
surfzone.  
Figure 4.40 illustrates the variation of dispersion coefficient across the nearshore for 
all wave conditions tested in the DHI study. Here, the spatial and temporal variation 
of velocity in the wave crest part could not be included in the dispersion model due 
to the limitations of LDA technique. It is evident from figure 4.40 that the N-zone 
model applied in this work is capable of predicting the dispersion coefficient and is 
in good agreement with the dye measurements. The predicted dispersion coefficients 
are following the general trend of the tracer data. 
 
Figure 4.40 – Comparison between shear dispersion coefficients obtained from 
undertow measurements and the dye measurements 
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4.4.4 Comparison of Mixing with Existing Data 
In this section, the shear dispersion coefficient obtained from DHI data are compared 
with the theoretical dispersion model proposed by Pearson et al. (2009) and the 
existing laboratory and field data described in the literature review (chapter two).  
The theoretical model adopted here is derived based on the methodology derived by 
Pearson et al. (2009), where the flow over the water column is considered to be in 
two layers, consisting of an onshore velocity ( v ) and offshore velocity ( v ) and by 
using Fischer’s (1978) dispersion model (Eq. 4.9) for an idealized flow in the 
nearshore.  
y
z
yyy ee
dvvekD  
48
)( 22  (4.9)
Pearson et al. (2009) adopted Longuet – Higgins and Stewart’s (1964) theoretical 
velocity and the Svendsen and Putrevu (1994) theoretical predictions of diffusivities 
and proposed the overall on-offshore mixing coefficient: 
y
z
y ede
gHD 
768
4
 (4.10)
 The overall mixing coefficient in Pearson et al. (2009) model considers both 
dispersive and diffusive mixing mechanisms. The effects of both horizontal and 
vertical diffusion (ey and ez) are considered to be equal.  
The mixing coefficients obtained from DHI data analysis inside the surfzone are 
compared with the theoretical approach described above [Eq. 4.10] and existing 
experimental data. Figure 4.41 shows the relationship between the measured on-off 
shore dispersion and the wave height at breaking.  
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Figure 4.41 – Comparison of on-off shore mixing in the surfzone  
 
Figure 4.41 shows that the overall dispersion coefficient obtained from DHI data are 
in good agreement with the theoretical formula proposed by Pearson et al. (2009). 
Also, despite the various surfzone hydrodynamic conditions presented in figure 4.41, 
it is evident that the dispersion coefficient obtained from DHI data follows the 
general trends of data. 
 
4.5 Summary  
In this chapter, mixing under combined effects of waves and currents were 
investigated with the use of experimental data collected at DHI, Denmark. The 
experimental study, which was performed in 2005 in the shallow water basin of the 
large-scale facility at the Danish Hydraulic Institute was described in details. The 
experimental setup, instrumentation and data logging procedures were described. 
The results of hydrodynamic measurements and tracer studies from the DHI 
experiments were presented and discussed.  
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The mixing under current only condition and combined effects of waves and currents 
were determined from dye tracer measurements at locations inside the surfzone, 
breaker point and in the offshore region.  
According to the nearshore processes and the methodology developed and described 
in chapter 3, the diffusive and dispersive mixing mechanisms were quantified for the 
hydrodynamic data obtained from DHI study. The overall on-offshore mixing 
coefficients were determined from hydrodynamic data and then compared to the 
mixing coefficients obtained from analysis of dye work.  
In §4.4.1, the turbulence structures in the nearshore were investigated for the 
hydrodynamic data. Several algorithms were developed to determine turbulent 
kinetic energy across the nearshore for the hydrodynamic conditions tested. The 
results of TKE were compared to Nadaokah & Kondoh (1982) data. Good agreement 
were found between the TKE determined for DHI data and the existing data.  
The turbulent diffusion coefficients (§4.4.2) were investigated across the nearshore 
with use of TKE results. The turbulent diffusion coefficients obtained from the DHI 
data were compared to those determined from the Svendsen & Putrevu (1994) 
theoretical formulae. The comparison showed that turbulent diffusion obtained in 
this study were in line with the theoretical values.  
The shear dispersion coefficients (§4.4.3) were determined for all wave conditions 
studied in DHI experiment. The mathematical solutions proposed by Chikwendu 
(1986) were adopted for determining shear dispersion coefficients. The undertow 
velocity profiles and eddy viscosity from LDA measurements were utilized for 
determining the shear dispersion coefficient. Comparison between the dispersion 
model and dye work show that, despite dispersion model predictions following the 
general trend of tracer measurements, some scattering exist in the model predictions. 
Due to limitations of the LDA measurement technique, it was not possible to 
consider the bore hydrodynamics and the results of the dispersion model are limited 
only to the undertow.  
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From the evidence presented in this chapter for the mixing in the nearshore due to 
the combined effects of waves and currents, it can be concluded that the measured 
results from this study follow the general trends of previous experimental and 
theoretical studies. Comparison between the dispersive and diffusive mixing 
mechanisms show that the dispersive mechanisms are the dominant contributor of 
nearshore mixing. The overall on-offshore mixing obtained from hydrodynamic data 
are qualitatively in good agreement with solute tracer studies performed in the DHI 
facility.  
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CHAPTER 5  
HYDRODYNAMICS MEASUREMENTS  
 
 
5.1 Synopsis  
This chapter presents the application of Particle Image Velocimetry (PIV) in 
obtaining flow hydrodynamics in the nearshore region. The hydrodynamic 
measurements were employed to determine the velocity and turbulence structure 
across the nearshore and understand the behaviour of diffusive and dispersive mixing 
mechanisms. The hydrodynamics in the nearshore were investigated in a 1:20 
experimental wave flume. Two-dimensional velocity fields in the water column from 
20 consecutive monochromatic waves were measured at three cross-shore locations 
shoreward of the breaker region, and at two locations seawards of the breaker zone. 
Similar wave conditions to the DHI experimental study were investigated in the PIV 
experiments.  
A short background on the PIV measurements in the nearshore region, the 
experimental setup, data acquisition and analysis procedures are presented in this 
chapter. The turbulent diffusion and shear dispersion mechanisms postulated in this 
study, were quantified for the data obtained from the PIV measurements.    
5.2 Background  
The nearshore region is a very dynamic region influenced by both breaking waves 
and currents, and thus the hydrodynamics of this region are complex. Detailed 
knowledge of nearshore hydrodynamics can help to have a better understanding of 
mixing and dispersion processes in the nearshore. Despite the importance of 
nearshore hydrodynamics at the coast, the velocity fields and turbulence in this 
region are still not fully understood.  
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Relatively few laboratory studies have been conducted to investigate the nearshore 
hydrodynamics using Laser Doppler Velocimetry (LDV) measurements. The 
Nadaoka & Kondoh (1982) laboratory investigations were one of the first 
hydrodynamic studies using LDV in the surfzone. Their studies confirmed the 
existence of large-scale turbulence generated from surface sources and small-scale 
turbulence generated from bottom boundaries. Ting & Kirby (1994, 1995 and 1996) 
performed a series of laboratory measurements to investigate the turbulence 
characteristics of spilling and plunging breaker waves. Their studies demonstrated 
that the turbulent kinetic energy (TKE) is transported landward under a plunging 
breakers. Their measurements showed a seaward transport of TKE for spilling 
breaker. Stive & Wind (1986) studied cross-shore mean flow velocities in the 
surfzone using LDV measurements. They concluded that shear stress at the trough 
level dominates the flow such that a mean seaward flow also arises near the bottom.  
Particle Image Velocimetry (PIV) is one of the hydrodynamic measurement 
techniques which developed significantly during the past decade. PIV has the ability 
to provide hydrodynamic information over a flow field at many points and determine 
the vorticity field and spatial correlations (Nezu & Onitsuka, 2001). The historical 
development of PIV can be found in a series of papers written by Willert and Gharib 
(1991), Adrian (1991), Lourenco (1988) and Westerweel (1993). Adrian (1996) 
published a bibliography of the historical development of PIV and Raffel et al. 
(1998) reviewed different PIV techniques. Despite all significant hardware and 
software improvements in the PIV during the last few years, the method is limited to 
the size of seeding particles, speed of the flow, image quality, camera frame rate, 
image format and robustness of image possessing algorithms.  
Although there are numbers of studies in the field of coastal engineering which used 
LDV or PIV, there is no known study which employed both techniques 
simultaneously. Nezu and Onitsuka (2001) carried out LDV and PIV measurements 
for an open channel flow and found very good agreement between both techniques. 
Nakagawa and Hanratty (2001) found poor agreement between PIV and LDV 
methods near the wall boundaries and generally in the region of sudden changes in 
geometry. Hyun et al. (2003) compared the PIV and LDV measurements for mean 
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velocity and turbulence in a complex open channel and concluded that PIV could 
provide quantitative information about the flow structure which was not easily 
measured by the LDV techniques. The following sections will describe a series of 
PIV measurements in the wave flume, in order to study the flow fields across the 
nearshore. Similar hydrodynamic conditions to those of the DHI study (Chapter 4) 
were investigated in this work. The hydrodynamics obtained from the PIV 
measurements were used to quantify the mixing mechanisms in the nearshore.  
5.3 Experimental Setup  
The waves were generated in a flume with a rectangular cross-section and a beach 
slope of 1:20 in the Warwick University Water Laboratory. The flume is 25m long, 
0.5m wide and the offshore water depth was set to 0.7m (Fig. 5.1). For this study, the 
region near to the paddles was termed ‘offshore’. The offshore wave steepness, Sop, 
has been determined using the inshore wave celerity, gd . The coordinate system 
has been defined such that x is positive onshore along the beach line. The z direction 
is defined normal to the beach line and positive is upwards. The y axis is set by the 
right-hand rule with y = 0 at the lateral mid-point of the tank, as shown in figure 5.3.  
Figure 5.1 – Wave flume at Warwick Water Laboratory 
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The wave conditions were monitored and recorded with use of six wave gauges 
along the beach. Wave gauges were installed in offshore region, transient region and 
shallow waters in the surf zone, and used to give accurate (within 0.5mm) surface 
water profiles. The wave probes were re-zeroed and calibrated over 4 points 
[0,+100,-100,0 mm] every time  the experiment was conducted by driving the probe 
up or down. The output voltage from each wave probe monitor was directly 
proportional to the probe’s depth of immersion. The flume was equipped with a 
piston type wave-maker which included active absorption.  
PIV was utilized to measure the instantaneous velocity field in a planar cross section 
of the observed flow across the surfzone and seawards of the breaker zone. A 
schematic depicting the PIV experimental setup is shown in figure 5.2.  
 
Figure 5.2 – Schematic view of the PIV experimental setup 
 
The selection of an appropriate flow seeding is crucial to achieve high resolution 
data. In this study, the flow was seeded with Talisman-30ES (Plascoat) with a 
nominal diameter of 21.2μm and a bulk density of 0.40gr/cm3. The seeding is almost 
exactly neutrally buoyant and small enough to follow the flow patterns. Also, the 
seeding is reflective at the wavelength of the laser used to perform the PIV 
measurements. The particles were added to the wave tank and mixed until they were 
distributed homogeneously. In order to mix the particles, the paddle was generating 
waves for a few minutes before the start of each round of measurement. The 
optimum seeding density was determined by analysing the frames prior to the 
measurements. About 150gr of seed particles were added to the wave tank with a 
volume of fluid equal to 3500litr. In order to prevent flocculation of seeding 
particles, Mirasol surfactant was added to the flume.    
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The illumination was provided by CNI Tech laser (MRL-III-655). The CNI- MRL-
III-655 is a red diode laser that emits 655 nm light continuously. The output power 
for the laser was 1000 mW (Class 4 Laser). The beam aperture was ~5 – 40 nm in 
diameter. Using a series of mirrors and cylindrical and spherical lenses, the laser 
beam was formed into a thin light sheet with a thickness of about 2 mm passing 
through the middle of tank glass cross-section in the streamwise direction. Figure 5.3 
shows the schematic cross-section of the PIV experimental setup. 
 
Figure 5.3 – Schematic of experimental setup from the end of the tank view point 
 
Images of the seeded flow were obtained at a frame rate of 100 frames per second 
(fps) using a 14-bit Point Grey 4.1MP monochrome camera (GS3-U3-41C6M-C) 
with a resolution of 2048 ൈ 2048 pixels. The camera was fitted with a lens with focal 
length ranging from 12 to 50mm. Figure 5.4 illustrates a schematic of the imaging 
set-up for the PIV tests. The camera was connected to a host computer, the image 
acquisition with all associated parameters were controlled with a computer 
algorithm. Due to hardware limitations, the image recording only took place for 
approximately 20 wave, depending on the wave conditions. 
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5.3.2 Test Conditions 
The PIV tests were performed on the transverse sloping section of the Warwick 
Wave flume and the measurements were recorded for three monochromatic wave 
conditions with varying wave period, nominally T{=1.2, 1.85, 2.9}s with a constant 
wave height of 0.12m (nominal – offshore). The waves were designed to represent a 
range of the offshore wave steepnesses similar to the DHI experiments (Chapter 4). 
Table 5.1 summarizes the experimental conditions.  
Table 5.1 – Summary of the PIV test conditions, Warwick Water Lab (2014) 
Condition Sop % Ho (m) T (sec) x = dist. from shore (m) 
1 5 0.120 1.2 1, 2, 3, 4, 5 
2 3.5 0.120 1.85 1, 2, 3, 4, 5 
3 2 0.120 2.9 1, 2, 3, 4, 5 
 
The monochromatic waves were generated using a paddle type wave generator (Fig. 
5.1). The wave maker and the wave parameters were controlled automatically by 
dedicated software. Prior to each set of measurements, the wave maker generated 
waves for a few minutes until the system became balanced and the seeding was well-
mixed. The offshore wave height and period were also manually checked.  
The PIV measurements were performed for all conditions (see Table 5.1) at five on-
offshore positions x = {1, 2, 3, 4 & 5}m from the shore. The laser, optics and camera 
were calibrated and tested for each location before data recording.  
The camera was mounded with a tripod and the FOV was selected in order to enable 
capturing the water column from the bed to the maximum height of the wave crest. 
The wave height measurements and the PIV data acquisition were simultaneously 
undertaken across the flume. For safety reason, the laser beam was fully shielded 
using a plywood chamber.  
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Shutter Speed 
The shutter speed was selected to give the required number of exposures. It is 
important to consider whether the flow changes over the exposure time. After careful 
setting up and trial, a shutter speed of 3.486ms was chosen to perform the 
experiment.  
Focus 
Achieving a sharp focus is essential to obtain high quality PIV images. Efforts were 
made to achieve a sharp focus. In order to find the best focus, prior to the start of 
each experiment, the Dantec calibration plate was installed and aligned carefully 
with the laser beam and the camera focus was determined based on the calibration 
dots.  
Exposure 
Exposure is a function of laser power and lens aperture. Setting an appropriate 
exposure is an essential task to obtain good quality images. Large apertures can 
result in poor depth of field and therefore difficulties in focusing. Very small 
apertures can also result in larger particle images. In this study, after many trials the 
exposure time was determined to obtain the best field of view for each measurement 
location.  
Following all experimental set-up procedures and careful calibration of the PIV 
system, 2D velocity fields were measured across the nearshore. 5800 PIV image 
pairs were collected for each measurement location at a frame rate of 100 
images/second using a 14-bit Grasshopper-3/U3 camera with the resolution of 2048 
ൈ 2048 pixels.  
5.4 PIV Data Analysis  
The PIV data obtained from the laboratory measurements have been analysed by 
using DaVis software (Version 7.2, La Vision GmbH.). All the images were captured 
in Raw pixel format where image data is Bayer RAW untouched by any on board 
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5.5 Hydrodynamic Results of the PIV Measurements  
The vector fields obtained from the PIV measurements in the nearshore and 
transient-offshore region are presented and discussed in this section. The focus of 
this work was to understand the hydrodynamic processes presented during the wave 
cycle, which affect the turbulent diffusion and shear dispersion mechanisms. The 
study presented in this chapter examines the velocity fields, turbulence structure and 
shear dispersion mechanisms in the shallow water column across the nearshore.  
5.5.1 Velocity Field  
The first section of the results focuses on the vector fields resulting from the PIV 
measurements. The vector fields and their temporal and spatial variations provide 
valuable knowledge about the mixing and dispersion mechanisms in the nearshore 
region. The vector fields for all measured conditions (Table 5.1) are computed and 
presented in this section. Moreover, the flow behaviour and the vertical structure of 
the flow across the nearshore region is discussed. 
Vector field for monochromatic waves of Ho = 0.12m & T = 1.2sec 
Monochromatic waves with an offshore wave height of 0.12m and wave period of 
1.2 sec were generated in the Warwick University Wave flume on a 1:20 glass beach 
slope. The PIV measurements were undertaken at five on-offshore locations with 1m 
interval [x={1,2,3,4,5}m].  
The spatial variations of flow hydrodynamics were captured at the rate of 100 frames 
per second. The observations from the PIV experiments indicate that for Sop = 5%, 
the incident wave crest becomes unstable and starts to break at 3m from the SWL. 
The temporal variations of the vector fields demonstrate strong shearing effect and 
the mixing exists for the locations inside the surfzone. The vector fields show that 
surface generated turbulence is the primary source turbulence generation inside the 
surfzone. Figures 5.9 and 5.10 depict the temporal variations of the velocity vectors 
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illustrate the direction of the velocity. The positive velocities indicate an onshore 
movement and the negative values an offshore moving flow. The analysis of the PIV 
vector field show that inside the surfzone, three mixing mechanisms exist due to the 
wave motion. These mechanisms are the diffusion and dispersion resulted from the 
bore and undertow activities within a wave cycle, and also the shearing effects due to 
the interactions between the bore and undertow. For monochromatic waves of 5% 
steepness at 3m, the measurements show that the duration of crest phase is 30% of a 
wave cycle (0.3T) where strong turbulent diffusion mechanism exist in the upper 
part of the water column. The shearing effects due to the bore/undertow interactions 
is present during 20% of the wave cycle whereas an undertow current mechanism is 
present in the rest of the cycle (0.5T). 
The flow field illustrations indicate that a strong shearing layer with an onshore 
going bore and offshore moving undertow forms within the water column. This 
happens when the incident wave approaches the FOV, while the undertow is still 
moving offshore. Consequently, the shearing dispersion effects in this region are 
high. The surface generated turbulence in the breaker region and inside the surfzone 
were observed from the PIV data. The turbulence generated from the wave activities 
will be determined in the next section (§5.5.2).  
Figure 5.10 shows the temporal variation of the velocity fields over a wave cycle at 
5m from the shore. By moving from the surfzone towards the transient-offshore 
region, the surface generated turbulence reduces significantly and is limited only to 
the upper part of the water column. For locations seaward of the breaker region, the 
dispersive and diffusive mechanisms only exist in the upper part of the water 
column.  
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Vector field for monochromatic waves of Ho = 0.12m & T = 2.9sec 
Figures 5.13 and 5.14 show the temporal variations of hydrodynamic fields for the 
regular waves with Sop = 2%. For this condition, the wave bore breaks approximately 
at 4m from the SWL. Therefore, the width of the surfzone is bigger in comparison to 
the other two conditions (Sop = 3½ and 5%). The results confirm that during the wave 
cycle wave activities in the nearshore result in three mixing mechanisms in the water 
column. The mechanisms include the onshore bore, the offshore undertow and the 
phase with high shear dispersion when the crest of the new wave collide with the 
undertow of previous wave. These three wave processes are responsible for turbulent 
diffusion and shear dispersion variations across the nearshore. 
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The velocity field (Figs. 5.9 to 5.14) obtained from the PIV measurements across the 
nearshore demonstrates that for all studied wave conditions, there are three general 
phases within the wave cycle, including the undertow moving to the offshore region, 
the wave bore moving onshore and the intersection between these two phases where 
a strong shearing mechanisms exists in the flow. The duration of these phases and 
the hydrodynamic structure is a function of the incident waves, the longshore 
currents and the geomorphology of the nearshore. For the wave conditions tested in 
this study, it is observed that the bore mechanism was 0.3T of the wave cycle inside 
the surfzone and the undertow mechanism was present during 0.5T. The 
bore/undertow interaction phase was only present for short time (of approximately 
0.2T). In the following section, the temporal variations of the diffusive and 
dispersive mechanisms will be presented. 
The temporal averaged vertical and horizontal velocity components were determined 
for all three conditions tested in this study at x={1, 2, 3, 4 & 5}m. The PIV vectors 
were spatially averaged for each image at eight vertical windows over the depth of 
the FOV (see Fig. 5.18), and then temporally averaged over the length of the 
experiment. Figures 5.15 to 5.17 show the temporal averaged velocities determined 
from the PIV data across the nearshore.  
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Figure 5.15 – Temporal averaged horizontal and vertical velocity components of the 
PIV data for monochromatic waves with Ho = 0.12m and T = 1.2sec 
 
-0.2 0 0.2
D
is
ta
nc
e 
fr
om
 b
ed
 (m
)
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
1m
Temporal averaged on-off shore velocity (m.s-1)
-0.2 0 0.2
2m
-0.2 0 0.2
3m
u
w
-0.1 0 0.1
D
is
ta
nc
e 
fr
om
 b
ed
 (m
)
0
0.05
0.1
0.15
0.2
0.25
0.3
4m
Temporal averaged on-off shore velocity (m.s-1)
-0.2 0 0.2
5m
183 
 
 
 
  
 
Figure 5.16 – Temporal averaged horizontal and vertical velocity components of the 
PIV data for monochromatic waves with Ho = 0.12m and T = 1.85sec 
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Figure 5.17 – Temporal averaged horizontal and vertical velocity components of the 
PIV data for monochromatic waves with Ho = 0.12m and T = 2.9sec 
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5.5.2 Turbulence Decomposition 
Turbulence is one of the key mechanisms that influences the transport processes in 
the ocean and especially within the nearshore, where the incident waves shoal up and 
break. As discussed earlier (chapter 2 and 3), surface generated turbulence due to 
wave breaking phenomena is the primary mechanism for the diffusive and dispersive 
processes in the nearshore region.  
The majority of laboratory studies in the nearshore have relied on LDV 
measurements [Nadaoka & Kondoh, 1982; Ting & Kirby, 1994, 1995 and 1996; 
Petti & Longo, 2001; Feng and Stansby, 2005, De Serio & Mossa, 2006; Shin & 
Cox, 2006, Feddersen, 2010; Huang et al., 2012]. Despite the information gained 
from LDV data, the technique is normally restricted to the points below the wave 
trough level, due to signal drop-out in the aerated region of the breaking waves. 
Inside the surfzone, where bubbles are generated in the water column, the acoustic 
signals are corrupted. Therefore, data despiking and the quality control are required 
to perform LDV measurements (see §4.4.1.1 for more details).   
Unlike the point based measurement techniques such as LDV, PIV provides full-
field two-dimensional instantaneous velocity fields. Thus, hydrodynamic 
measurements with PIV enables the detailed turbulence analysis of the shallow water 
column of nearshore region, as the TKE production can be directly evaluated with 
the spatial gradients obtained from the instantaneous velocity fields. The 
conventional LDV measurements are incapable of evaluating instantaneous spatial 
gradients. Over the past decade, PIV techniques have become popular for laboratory 
scale measurements to investigate the flow and turbulence structure under various 
wave climates (e.g., Chang & Liu, 1999; Melville et al., 2002; Govender et al., 
2002; Kimmoun & Branger, 2007 and Huang et al., 2009 & 2010). In this chapter, 
the velocity records obtained from analysis of PIV experiments are employed to 
quantify the contribution of turbulent diffusion and shear dispersion in the total on-
offshore mixing coefficients. The turbulent diffusion coefficients are determined 
based on the methodology derived in chapter 3 as a function of turbulent kinetic 
energy (TKE).  
186 
 
The measured instantaneous two dimensional flow velocities ),( vuu  in the on-
offshore directions consist of a solitary wave-induced component )~,~(~ vuu   and a 
turbulent component )','(' vuu  . Therefore, the velocity field in mathematical notion 
reads: 
 '~ uuu   (5.1) 
where the tilde denotes the wave-induced component and the prime denotes the 
turbulent component. There are generally two methods for separating the turbulent 
fluctuation which are filtering out the turbulence in spatial and temporal domains.  
The first method, filters out the turbulent fluctuations in the spatial domain under the 
assumption that the solitary wave-induced surface flow velocity u is constant across 
the lateral dimension of the flume, due to the long-crested wave condition of the 2-D 
wave flume. Therefore, the wave-induced velocity components measured with the 
PIV technique can be defined as: 
 


Ny
p
pNY
tyxu
Ny
tyxutxu
1
),,(1),,(),(~  (5.2) 
where subscript Ny denotes the total number of velocity measurement in the y 
direction and 
NY
 represents the spatial averaging in the lateral direction. Thus, the 
turbulent component of the flow can be defined as: 
 ),(~),,(),,( txutyxutyxu   (5.3) 
The second method, which is widely explored in turbulence decomposition from PIV 
data, is a temporal technique. This method works under the assumption that the 
coherent signal in the flow direction is induced by wave motion and the incoherent 
signals are assumed to be fluctuations due to the long-crested wave condition (Shaw 
and Trowbridge, 2001). There are several techniques for quantifying turbulence from 
temporal velocity data including a temporal filtering technique, ensemble averaging 
and spectral methods with use of Fast Fourier Transforms. Estimation of TKE based 
on temporal techniques were described in details in chapter 4 (§4.4.1) for analysis of 
the DHI hydrodynamic measurements. 
 Fig
 
In this stu
technique 
depth of th
for spatial
over the d
velocity v
componen
wave bore
half full w
A filtering
due to the
reflections
for each fr
 
5.5.3 Tu
Turbulent 
spatial dom
outlier ve
ure 5.18 – 
dy, the me
where spa
e FOV. Fi
 averaging.
epth of FOV
ector exists
ts of the ve
 is approac
ith valid ve
 technique
 reflections
 from the g
ame and fo
rbulent
kinetic ene
ain. Prior
ctors due to
Schematic 
an velocity
tial averagi
gure 5.18 s
 The mean 
. For thos
 during the
locity are z
hing the F
locity recor
 was adop
 of the lase
lass bed o
r the durati
 Kinetic
rgy is obta
 to the calc
 the reflec
of windowi
 field is o
ng was pe
hows a sch
and fluctua
e calculatio
 undertow
ero during
OV, those 
ds dependi
ted to mas
r beam from
f the flume
on of the PI
 Energy
ined for PI
ulation of m
tion of las
ng techniqu
btained thr
rformed fo
ematic of t
tion veloci
n cells abo
 phases, he
 the undert
cells above
ng on the p
k out inval
 the free w
. The mean
V data.  
 
V data usin
ean and in
er beam fr
 
e for spatia
ough the u
r 55  vec
he window
ty compone
ve the still w
nce the me
ow. In som
 the still w
hase.  
id/unrealist
ater surfac
 velocity fi
g a window
stantaneou
om the wat
l averaging
se of a win
tor fields o
ing techniq
nt were ca
ater line, 
an and flu
e phases, w
ater line c
ic velocity
e and/or du
eld was ca
ing metho
s vector fie
er surface 
187 
 
dowing 
ver the 
ue used 
lculated 
no valid 
ctuation 
hen the 
ould be 
 vectors 
e to the 
lculated 
d in the 
lds, the 
and the 
188 
 
glass bed of the flume were removed from the dataset. The turbulent fluctuations and 
TKE is calculated for each of the vertical windows (see figure 5.15) as follows: 
 )()( tuutu   (2.24a)
 )()( twwtw   (2.24c)
where u is the velocity in the on-off shore direction and w is the vertical velocity 
component. Figure 5.19 is the definition sketch of so-called Reynolds’ 
decomposition (details in §2.4.3). 
 
Figure 5.19 – Definition sketch of Reynolds’ decomposition 
  
The mean velocity components in on-offshore and vertical directions are then 
defined as: 
    Tt
t
N
iuN
dttuu
1
1)(  (5.4) 
    Tt
t
N
iwN
dttww
1
1)(  (5.5) 
The turbulent fluctuation for a continuous record is given by:  
 
ututu  )()(  
wtwtw  )()(  
 
(5.6) 
 
Equation 5.6 can be rewritten for discrete points as:  
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uuu ii   
www ii   (5.7) 
Turbulent diffusion is an important mechanism in the nearshore mixing, and 
therefore, quantifying TKE plays an important role in understanding the magnitude 
of the mixing and dispersion in the turbulent flow of nearshore. Turbulent kinetic 
energy 
2/1k  can be defined as: 
 2/)( 222 wvuk   (2.65) 
In this study the TKE is determined from the longitudinal and vertical velocity 
components and it is defined according to Svendsen (1987) methodology: 
 )(33.1 22 wuk   (2.67) 
The largest component of k  is the turbulence generated in the stream-wise direction 
of the flow 2/2u  , and the w  component contains more energy than the v 
component and is consistent with mean two dimensional flow. 
In this section, the TKE is estimated based on equation 2.67 and by use of the 
windowing technique described earlier (Fig. 5.15). The averaged component for the 
velocity signal was evaluated based on equation 5.4 and 5.5. The turbulent 
fluctuations are determined from equation 5.7. The spatial and temporal variations of 
TKE were determined for all the data obtained from the PIV experiments. Figure 
5.20 shows an example of TKE calculations for monochromatic waves with Sop = 
5% in the offshore region {y = 5m}. 
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Figure 5.20 – Temporal and spatial variation of TKE in the offshore region {y=5m} 
for the monochromatic waves with Sop = 5% 
 
Figure 5.20 illustrates the temporal variation of TKE for monochromatic waves of 
5% steepness seawards of the breaker region (y =5m) for a duration of 1000 PIV 
images. TKE is determined for eight vertical windows covering from the bed 
(bottom plot) to the wave bore (top plots), where each window is representing 
0.038m depth of the water column. It is evident that the magnitude of TKE is higher 
for the wave bore. However, TKE is zero during the undertow phase, since the water 
level is below mean water line and therefore no valid vectors exist in the upper part 
of the water column. An increased level of turbulence near the bed was observed as 
demonstrated in figure 5.20. 
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Figure 5.21 shows the temporal variation of TKE over the depth of water column for 
monochromatic waves of 5% steepness inside the surfzone {y=3m}. The top two 
windows are above the still water line. Therefore, these windows are partially full 
during a wave cycle when the wave crest is approaching the FOV. TKE is zero at 
those phases when undertow in moving offshore and thus no PIV data exists in the 
calculation windows. The results indicate that TKE is higher near the free surface 
due to wave motion and reduces towards the bed.  
 
Figure 5.21 – Temporal variation of TKE inside the surfzone {y=3m} for the 
monochromatic waves with Sop = 5% 
 
Tu
rb
ul
en
t K
in
et
ic
 E
ne
rg
y 
(m
2 /s
2 )
192 
 
Figure 5.21 confirms that inside the surfzone, due to wave breaking and the high rate 
of turbulence generation and dissipation, TKE is higher in comparison with those 
locations seawards of the breaker region (Fig. 5.20).  
The temporal variation of TKE was calculated for all the wave conditions measured 
during the PIV measurements and for all the locations (y ={1, 2, 3, 4 & 5}m). The 
results (see Figs. 5.20 and 5.21) confirm that at the bore location, there are phases of 
high turbulence when the wave bore approaches the measurement location (FOV). 
The turbulence at the bore section reduces to zero when the wave passes the FOV. It 
is also observed that near the bed, strong bed generated turbulence exists, especially 
during the undertow. The magnitude of TKE for bore and near bed was higher inside 
the surfzone and reduced by moving to the offshore region. For the vertical points 
between the wave trough level and bed, the magnitude of TKE was slightly lower 
than bore and bed locations. Hence, the vertical variation of TKE is small and this 
confirms the existing data of Svendsen (1987) and Nadaokah and Kondoh (1982).  
5.5.3.1 Comparison of Measured TKE with DHI Data  
The instantaneous TKE presented in §5.5.3 was temporally averaged and for each 
experimental condition was compared to the TKE profiles determined for LDA data 
(§4.4.1.2). Figure 5.22 compares the TKE values measured from the PIV data to 
those obtained from the LDA data.  
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(c) 
Figure 5.22 – Comparison of the TKE obtained from the PIV (-●-) and LDA (-●-) 
measurements for the monochromatic waves with a) Sop = 5%, b) Sop = 3 ½ % and c) 
Sop = 2% 
 
Figure 5.22 summarizes the TKE results obtained from the PIV data and compares 
them to the LDA data. The figure confirms that TKE values determined for the PIV 
data are in good agreement with the values obtained from the LDA data (§4.4.1.2). 
Hence, the results are also comparable to the TKE values reported by Nadaokah & 
Kondoh (1982) and Svendsen (1987). For all tested conditions and locations, the 
turbulent kinetic energy determined for the bore section is slightly higher than the 
TKE of undertow part of the water column. However, the vertical variation of the 
TKE is very small. Turbulent kinetic energy values obtained from the PIV data 
demonstrate that for all wave conditions tested, the highest TKE exists at the breaker 
region. Also, for locations seaward of the breaker region, the magnitude of TKE 
drops down by ~87%.  
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5.5.4 Turbulent Diffusion Mechanism 
The turbulent diffusion coefficient is determined for the PIV data by use of the TKE 
reported in §5.5.3 and turbulent length-scale ( ml ) described in chapter 2 (Eq. 2.68). 
The diffusivity is calculated by use of a constant length-scale ( ml ) across the 
nearshore. Figure 5.23 presents the eddy viscosity ( tv ) values obtained from the PIV 
data for all the conditions tested, and compares them to the theoretical approach 
described by Svendsen and Putrevu (1994) [Eqs. 2.69 and 2.73].  
gddvt 01.0 ; inside the surfzone 
tb
b
t vd
dv ]2.0)(8.0[ 4   ; outside the surfzone 
(2.69) 
 
(2.73)
where, bbtb gddv 01.0  is the eddy viscosity at breaking point, d is depth of SWL 
and db is the depth of water at breaker point. As already discussed in chapter 2, the 
results of Svendsen & Putrevu (1994) theoretical formulae for eddy viscosity are 
highly dependent on the choice of breaker point. In this section, the breaker points 
were taken from laboratory data. 
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Figure 5.23 – Comparison of the diffusivities (߭௧) obtained from PIV (-●-) and 
Theoretical approach (-●-) proposed by Svendsen and Putrevu (1994) 
 
Figure 5.23 indicates that the diffusivity values obtained from PIV data are in good 
agreement with the theoretical formula (Eq. 4.11) proposed by Sevendsen and 
Putrevu (1994). The eddy viscosity calculated for monochromatic waves of 5% 
steepness was visually the best fit between the calculated and theoretical 
diffusivities. For 3½ % wave steepness, the PIV data is higher than theoretical 
relation for all locations across the nearshore. For the monochromatic waves with 
2% steepness, the diffusivities obtained from the PIV data are overestimating 
Svendsen and Putrevu (1994) formula inside the surfzone. However, PIV 
diffusivities are measured lower than theoretical approach seaward of the breaker 
region.  
The turbulent diffusion mechanism was investigated within this section. The eddy 
viscosity coefficients were determined from the PIV data and compared to the 
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theoretical values proposed by Svendsen and Putrevu (1994). The results were in 
good agreement with the theoretical values and follow the trend of experimental data 
analysis reported in chapter 4 (§4.4.2). The following section (§5.5.5) will elucidate 
the contribution of shear dispersion across the nearshore region from the PIV data.  
5.5.5 Shear Dispersion Mechanism  
The contribution of shear dispersion in the total on-off shore mixing was determined 
from the PIV data using the mathematical solutions of the N-zone model (see 
§3.3.2). The shear dispersion coefficients were determined for all the conditions 
tested in the PIV measurements. Due to the similarity of the PIV experiments and the 
DHI data in terms of hydrodynamic conditions, the dispersion values obtained from 
the PIV data were compared to the mixing coefficients obtained from the dye tracer 
measurements at DHI. The temporal variation of flow hydrodynamics in the water 
column was investigated with the PIV measurements and the results of vector 
computations were illustrated in §5.5.1. The analysis of PIV images has shown the 
existence of three principal hydrodynamic mechanisms during a wave cycle. The 
mechanisms include the undertow, bore and intense shearing phase due to the 
interactions between the undertow and bore. Figure 5.24 is the sketch of the shearing 
mechanisms during the wave cycle and their temporal duration based on the PIV 
image analysis and observations.  
 
Figure 5.24 – Schematic sketch of the dispersion mechanisms during a wave cycle 
based on the PIV data analysis 
 0.5T  0.3T  0.2T
t = 0 t = T
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In this section, the temporal variation of dispersive mechanisms across the nearshore 
were investigated by use of the PIV hydrodynamic data. The velocity input for the 
dispersion model is the spatially averaged vectors for each frame (0.01sec). In order 
to compute the velocity input for the dispersion model, at each time-step, strips of 
vectors in the PIV velocity matrix were selected. These vectors were located at the 
middle of the FOV in on-offshore directions and considered all the vectors from the 
bed to the wave crest. The velocity vectors were averaged for each individual row of 
the data and these spatially averaged velocity records were used to determine the 
shear dispersion with the N-zone model. Figure 5.25 shows a snapshot of PIV 
vectors and the computational procedure for obtaining the velocity profile at each 
time-step. 
 
Figure 5.25 – Schematic of the shear dispersion mechanisms during a wave cycle 
and their temporal contribution based on the PIV data analysis 
 
For all wave conditions and locations tested during the PIV experiments, the limits 
of ݔ axis (on-offshore) were set to create a window in the middle of the FOV. Figure 
5.26 shows an example of the velocity profiles computed with this method at five 
phases during the wave cycle for the monochromatic waves with Ho = 0.12m and T = 
1.2sec inside the surfzone (y=3m).  
 
YFOV = 0
YFOV = max
i1 iN ...
j1 
j2 ...
t = ti
Vjn = mean(vi1,…,viN)
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Figure 5.26 – Temporal varioation of instantanious velocity profiles at 3m from 
SWL for the monochromatic waves of Ho = 0.12m and T = 1.2sec 
 
The instantanious spatially-averaged velocity profiles were computed for all of the 
PIV images. Figure 5.27 shows an example of vertical distribution of spatially-
averaged velocity vectors for seven consequtive waves in the breaker region (y=3m) 
and the inner surfzone (y=2m) for the regular waves with Ho= 0.12m and T = 1.2sec. 
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Figure 5.28 – Temporal variation of shear dispersion across the nearshore for the 
monochromatic waves with Ho = 0.12m and T = 1.2sec 
 
Figure 5.28 shows the temporal variation of the shear dispersion for the 
monochromatic waves with 5% steepness. The shear dispersion was determined with 
the use of the N-zone model and based on the temporal variation of spatially-
averaged velocity profiles from the PIV data. The temporal variations of the shear 
dispersion coefficients were determined for seaward of the breaker region (5m), the 
breaker region (3m) and the inner surfzone (2m). It is evident from figure 5.28 that 
the dispersive mechanisms are higher inside the surfzone in comparison to the 
breaker region and offshore locations. The temporal variation of shear dispersion 
shows that there are distinct phases within a wave cycle where an intense shearing 
mechanism exists, specially for the breaker region and the inner surfzone. 
Comparing the temporal variation of dispersion with the PIV velocity vectors show 
that during the undertow phase, there is a small dispersion with low fluctuations. 
However, the time-scale of the undertow phase is 0.5T for this condition and 
therefore, the contribution of the undertow mechanism in the dispersion coefficient is 
significant.  When the wave bore approaches and exits the FOV, the dispersion 
fluctuations increase and decrease, respectively. The dispersion during the bore 
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phase showed higher values, although the temporal contribution of bore was small 
(0.3T). The results (Fig. 5.28) also show that a sharp increase happens over a small 
time durations (0.2T) which is due to the interaction between bore and undertow. 
The dispersion coefficients reached its peak during the undertow/bore interaction 
phase.  
 
Figure 5.29 – Temporal variation of shear dispersion across the nearshore for the 
monochromatic waves with Ho = 0.12m and T = 1.85sec 
 
Figure 5.29 depicts the temporal variation of the shear dispersion for the 
monochromatic waves with Ho = 0.12m and T = 1.85sec. The variations of 
dispersive mechanisms were investigated seawards of the breaker region (5m), at the 
breaker (3m) and the inner surfzone (2m). A comparison of the temporal variation of 
dispersion coeffcients with the PIV velocity vectors confirms the contribution of 
bore, undertow and bore/undertow interaction disperive mechanisms as described 
previously. The comparison between the undertow mechanisms for offshore, breaker 
and inner surfzone locations shows that the undetow mechanisms in the offshore 
region is not a significant contributor to the overall dispersion coefficients. By 
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moving towards the breaker region and surfzone, the contribution of undertow 
towards the overall dispersion coefficients is increased.  
Figure 5.30 illustrates the temporal variation of the shear dispersion for the 
monochromatic waves with Sop=2%. The figure presents the temporal evolutions of 
the dispersion coefficients form the offshore region to the inner surfzone (5, 3 and 
2m, respectively). The temporal variation of the dispersion was compared to the PIV 
vectors and the existance of the proposed dispersive mechanisms was confirmed. 
The results for the offshore location show that bore interactions with the undertow 
are the primary mechanisms in the overall dispersion. For this condition, the 
undertow mechanism results in a small contribution to the overall dispersion. The 
results also show that for monochromatic waves with 2% steepness, the overall 
dispersion varies by 123 .1037.4  sm  inside the surfzone.  
 
Figure 5.30 – Temporal variation of shear dispersion across the nearshore for the 
monochromatic waves with Ho = 0.12m and T = 2.9sec 
The temporal variations of the shear dispersion were averaged over the wave period 
for each test case in order to obtain the overall shear dispersion coefficients. The 
dispersion coefficients which were determined from the PIV data, were compared to 
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the dispersion coefficients obtained from the analysis of the tracer measurments 
(§4.3.3). Tables 5.2 to 5.4 present the shear dispersion obtained from the PIV data by 
use of the N-zone model and based on the temporal variation of velocity and the 
depth-averaged diffusivities.    
Table 5.2 – Comparison between ܦ௬ obtained from temporal variation of shear 
dispersion and DHI tracer measurements for monochromatic waves with Sop = 5%  
Location 
from shore 
[m] 
ܦ௬ (Total) 
[m2.s-1] 
ܦ௬ି௧௥௔௖௘௥ (DHI) 
[m2.s-1] 
2 1.382E-02 1.195E-02 
3 7.789E-03 1.261E-02 
5 1.309E-03 6.930E-04 
 
Table 5.3 – Comparison between ܦ௬ obtained from temporal variation of shear 
dispersion and DHI tracer measurements for monochromatic waves with Sop = 3½ %  
Location 
from shore 
[m] 
ܦ௬ (Total) 
[m2.s-1] 
ܦ௬ି௧௥௔௖௘௥ (DHI) 
[m2.s-1] 
2 8.589E-03 8.566E-03 
3 9.338E-03 8.609E-03 
5 3.901E-03 1.056E-03 
 
Table 5.4 – Comparison between ܦ௬ obtained from temporal variation of shear 
dispersion and DHI tracer measurements for monochromatic waves with Sop = 2%  
Location 
from shore 
[m] 
ܦ௬ (Total) 
[m2.s-1] 
ܦ௬ି௧௥௔௖௘௥ (DHI) 
[m2.s-1] 
2 9.917E-03 1.244E-02 
3 1.429E-02 1.079E-02 
5 4.554E-03 1.576E-03 
 
205 
 
The comparison between the overall shear dispersion coefficients obtained from the 
temporal variation of dispersion and the tracer measurement indicates that the 
dispersion model described in work is well capable of capturing the dispersive 
mixing mechanisms. For the monochromatic wave conditions tested in this study the 
temporal contribution of the undertow mechanism in the total shear dispersion 
coefficient was 50% of the wave cycle, while the bore mechanism was only 
contributing to the overall dispersion during 30% of the wave period. The maximum 
shear dispersion during each cycle was achieved during the interaction between the 
wave bore moving onshore and the undertow going offshore. Observations show that 
the duration of this phase was only 20% of the wave period.  Figure 5.31 summarizes 
the results of the shear dispersion coefficients obtained from the PIV data with use of 
the method described above. The dispersion coefficients were compared to the 
mixing coefficients obtained from DHI data (§4.3.3) 
 
Figure 5.31 – Comparison between the dispersion coefficient obtained from the PIV 
data analysis and fluorometric study at DHI (§4.3.3)  
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Figure 5.31 shows that the dispersion coefficients obtained from the PIV data are in 
good agreement with the mixing coefficients determined from the fluorometric 
tracing study, described in chapter 4 (§4.3.3). 
5.6 Summary   
In this chapter, the flow hydrodynamics across the nearshore were investigated 
through a series of laboratory measurements with the use of Particle Image 
Velocimetry. The experiments were undertaken in a dedicated wave flume at the 
University of Warwick with a 1:20 plain beach slope and equipped with an active 
absorption type wave-maker. Through analysis of the PIV data, the hydrodynamic 
structure inside the surfzone, at the breaker region and in the offshore region were 
investigated. Three monochromatic wave conditions, similar to the one in the DHI 
study (chapter 4) were investigated. The experimental setup and data analysis 
techniques have been described in detail.  
The spatial variation and the magnitude of the velocity across the nearshore were 
determined from the PIV data analysis. The flow visualisations demonstrated that, 
three hydrodynamic processes exist during the wave cycle which contribute to the 
turbulent diffusion and the shear dispersion mechanisms. The hydrodynamic 
processes include the undertow, the bore and the intense shearing phase caused by 
the collision between the incident wave bore and the undertow of the previous wave. 
The temporal duration of each of these hydrodynamic processes is a function of the 
incident wave climate. 
The TKE and eddy diffusivity were determined using the PIV data. The results of 
TKE profiles were in good agreement with the DHI study (§4.4.1) and the existing 
laboratory data (Nadaokah and Kondoh, 1982; Svendsen, 1987). The eddy viscosity 
was determined using of TKE and a constant length-scale of 0.03d across the 
nearshore. The comparison of the eddy viscosity results with Svendsen and Putrevu 
(1994) theoretical values showed good agreement.  
207 
 
Performing PIV experiments at high data acquisition rates helped to understand and 
identify the hydrodynamic processes within the wave cycle. These hydrodynamic 
processes were used to derive a dispersion model for quantifying the contribution of 
the dispersive mechanisms in the overall mixing coefficients across the nearshore 
region. The shear dispersion coefficient was determined with the N-zone model 
described in chapter 3 (§3.4.2). Spatially-averaged velocity profiles for each PIV 
frame were employed with a depth-averaged diffusivity to determine the shear 
dispersion coefficients.  
The results obtained from the dispersion model confirmed the existence of three 
mixing mechanisms in the nearshore including the bore, the undertow and intense 
dispersion phase due to the interaction of incident wave bore and reflected wave 
undertow. The dispersive mechanisms were identified by investigating the temporal 
variations of the shear dispersion and the PIV velocity vectors.  The results show 
that, regardless of the on-offshore location in the nearshore region, the dispersion is 
relatively small during the undertow phase due to the small shearing effect in the 
water column. By approaching the wave bore towards the FOV, the results show a 
notable increase in the temporal fluctuations of the dispersion coefficients. These 
fluctuations reached their peak once the turbulent wave bore collided with the 
undertow of the previous wave, resulting in an intense shearing mechanism in the 
water column. For the three monochromatic wave conditions investigated during this 
study, the contribution of the undertow mechanism was 50% of the wave cycle while 
the bore mechanism took place over 30% of the wave period. The intense shearing 
mechanism of bore/undertow interaction was only present during 20% of the wave 
period. The results of the dispersion model developed in this chapter were compared 
to the tracer measurements described in chapter 4. The overall dispersion coefficients 
obtained from the temporal variations of the shear dispersion showed good 
agreement with the measured dispersion coefficients from the dye tracer data (§ 
4.3.3). Inclusion of bore hydrodynamics obtained from the PIV measurements into 
the shear dispersion model improved the results in comparison with the dispersion 
model developed based on undertow velocities identified in the previous chapter 
(§4.4.3).  
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CHAPTER 6  
NUMERICAL SIMULATIONS  
 
 
6.1 Synopsis  
This chapter focuses on the applications of numerical simulations in studying the 
mixing and dispersion caused by the effects of waves in the nearshore region. 
Eulerian and Lagrangian modelling approaches are discussed and their general 
features, advantages and applications for modelling hydrodynamics are compared. In 
this study, the capabilities of Smoothed Particle Hydrodynamics (SPH), a 
Lagrangian, particle-based method are explored for simulating the flow 
hydrodynamics in the nearshore. Background theory, some general features and 
advantageous of SPH type models are described. The results obtained from the SPH 
numerical model developed within this chapter are validated against the laboratory 
measurements described in chapters 4 and 5. The hydrodynamic data obtained from 
the SPH model is employed to quantify the temporal variation of the dispersion and 
diffusion mechanisms in the nearshore.   
 
6.2 Motivation   
Understanding the complicated physical processes of mixing in the nearshore region 
due to the effects of wave and currents is an intriguing but challenging task. The 
laboratory and field studies of hydrodynamics and mixing processes in the nearshore 
is very expensive and requires access to advanced measurement equipment. In this 
chapter, significant efforts have been made to develop an SPH type numerical model 
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to validate the mixing mechanisms postulated from PIV, LDA and tracer 
experiments.  
6.2.1 Computational Fluid Dynamics  
The aim of computational fluid dynamics is to simulate the fluid motion and the 
associated parameters with a degree of precision such that realistic and reliable data 
could be extracted from the simulations.  
Computational methods are generally categorized into two primary formats of 
Eulerian and Lagrangian methods. Eulerian methods are formed based on the fixed 
spatial discretization of the fluid where all associated quantities inside the fluid are 
estimated at fix locations (Fig. 6.1a). However, the Lagrangian methods discretize 
the fluid at points, thus in this case, the fluid is described as moving particles (Fig. 
6.1.b).  
 
                                    (a)                                            (b) 
Figure 6.1 – Discretization approaches in CFD simulations, a) Eulerian b) 
Lagrangian methods 
 
The difference between the two approaches can be described mathematically by 
considering the rate of the change in quantity ߮ inside the fluid during its evolution: 
 
).(
Dt
D  v
t


 (6.1)
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Eulerian methods use the RHS of equation 6.1 for discretization of fluid, while, the 
Lagrangian approaches use the LHS of the equation for description of fluid motion. 
Table 6.1 summarizes the conservation equations in partial differential equations 
(PDE) form for Eulerian and Lagrangian approaches.  
Table 6.1 – Governing equations of fluid motion in Eularian and Lagrangian 
description (adopted from Liu & Liu, 2003) 
Conservation Lagrangian description Eulerian description 
Mass 


x
v


Dt
D  


 
x
v
x
v
t 


  
Momentum 

 x
pv

 1
Dt
D
 



 x
p
v
vv
t
v



 1
 
Energy 

 x
vpe


Dt
D
 



 x
vp
x
ev
t
e




 
 
In table 6.1, ve,,  and x are the density, internal energy, velocity and position 
vectors, respectively. The subscripts  and  are used to denote the coordinate 
directions, while the summation in the equations is taken over repeated indices.  
6.2.2 Grid-based Methods  
The Eularian description for grid-based models is typically represented by the finite 
volume method (FVM) [Versteeg & Malakasekera, 1995; Marshall et al., 1997; 
Leveque, 2002; Chen et al., 2003; Wang & Shen 2010; Velasco & Rendon, 2015]. In 
FVM, the mesh is fixed in space, whereas, the fluid moves across the grid cells. 
Despite difficulties of modelling irregular geometries with FVM, large deformations 
can be handled easily with this model since the spatially fixed mesh remains 
unchanged. The drawback of FVM models is in the difficulties associated with 
obtaining time-history (i.e., position, mass, momentum, energy, etc.) at the points 
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attached on the material. Also, tracking moving boundaries and interfaces is a 
difficult task to achieve with FVM (Liu & Liu, 2003).  
The Lagrangian description of the governing equations in the grid-based approach is 
typically presented by the finite element method (FEM) [Wand & Hu, 1992; Li et 
al., 1999; Leveque, 2002; Li et al., 2013; Wei & Jia, 2014]. In the FEM, the grid is 
fixed to the material along the simulation and the track of the material and time-
history data is known at grid points. The methods based on FEM, despite the 
weakness of handling large deformations, are strong in tracking moving boundary 
and interfaces (Liu & Liu, 2003). Thus, the applications of grid-based Lagrangian 
methods in computational fluid dynamics, where the deformations are relatively 
large, are quite limited. Table 6.2 compares different computational aspects of both 
Eulerian and Lagrangian grid-based methods (adopted from Liu & Liu, 2003).  
 
Table 6.2 – Comparison of Lagrangian & Eulerian methods, (adopted from Liu & 
Liu, 2003) 
 Lagrangian methods Eulerian methods 
Grid Attached on the moving 
material 
Fixed in the space 
Track Movement of any point on 
materials 
Mass, momentum & energy 
flux across grid nodes and 
mesh cell boundary 
Time history 
Easy to obtain time-history 
data at a point attached 
history data at a point on 
materials 
Difficult to obtain time-
history data at a point 
attached history data at a 
point on materials 
Moving boundary 
& interface Easy to track Difficult to track 
Irregular geometry Easy to model Difficult to model with good 
accuracy 
Large deformation Difficult to handle Easy to handle 
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6.2.3 Meshfree Methods 
Applications of grid-based numerical methods are quite limited for complex fluid 
simulations with large deformations, mainly due to expensive computational time 
and elaborate mathematical procedures. On the other hand, meshfree (meshless) 
methods are capable of simulating complex problems with discontinuities and 
singularities as well as treating large deformations. The difference in meshfree 
approaches are mainly in the approximation techniques. Table 6.3 summarizes some 
of the most common meshfree methods. 
Table 6.3 – Meshfree methods in chronological order (Liu & Liu, 2003) 
Method Approximation technique References 
Smoothed Particle 
Hydrodynamics (SPH) Integral representation 
Lucy, 1997; Gingold & 
Monaghan, 1977, etc. 
Finite point method Finite difference (FD) representation 
Liszka & Orkisz, 1980; 
Onate et al., 1996, etc. 
Element free Galerkin 
method (EFG) 
Moving least square 
(MLS) approximation 
Galerkin method 
Belytschko et al., 1994, 
1996, 1998, etc. 
Meshless local Petrov-
Galerkin (MLPG) method 
MLS approximation 
Petrov-Galerkin method 
Atluri & Zhu, 1998; 
Atluri & Shen. 2002, etc. 
Point interpolation 
method (PIM) 
Point interpolation, 
Galerkin method 
Liu & Gu, 1999, 2001; 
Gu & Liu 2001;  
Meshfree weak-strong 
form (MWS) 
MLS, PIM, collocation 
plus Petrov-Galerkin Liu & Gu, 2002; 2003 
 
6.2.4 Meshfree Particle Methods (MPMs) 
In meshfree particle method, a set of finite numbers of discrete particles is employed 
to represent the state and the movement of the system (Liu & Liu, 2003). The MPMs 
perform numerical simulations of a complex problem with using connectivity of 
nodes instead of a pre-defined mesh for computational fluid problems. In MPM 
methods, each particle possesses a set of field variables such as mass, momentum, 
energy, position, etc., and it can also possess other variables (e.g., vorticity, etc.) 
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related to a specific problem. Conservation of mass, momentum and energy 
determine the evolution of the physical system in MPMs. Table 6.4 lists some of the 
typical MPMs. 
Table 6.4 – Meshfree particle methods (adopted from Liu & Liu, 2003) 
Method References 
Lattice Boltzmann equation (LBE) Chen & Doolen, 1998; Qian et al., 
2000; etc. 
Particle-in-Cell (PIC) Harlow, 1963; 1964; etc. 
Marker-and-Cell (MAC) Harlow, 1964; etc. 
Fluid-in-Cell (FLIC) Gentry et al., 1966; etc. 
Discrete element method (DEM) Cundall, 1987; Owen, 1996; etc. 
Smoothed particle hydrodynamics 
(SPH) 
Lucy, 1997; Gingold & Monaghan, 
1977; etc. 
 
6.3 Smoothed Particle Hydrodynamics 
Smoothed particle hydrodynamics (SPH) is a meshfree, Lagrangian, particle method, 
which was first invented by Lucy (1977) and Gingold & Monaghan (1977) for 
astrophysical problems. In recent years, SPH has received huge attention from 
scientists and engineers for modelling free surface flow problems. SPH simulates 
flow motion by integrating the governing equations of fluid motion on each particle 
by using the Lagrangian formalism. The SPH method simulates the fluid motion 
based on discretization of the fluid as a continuum in discrete points (particles), 
which represent infinitesimal volumes of the fluid and move according to the flow’s 
velocity field (Violeau, 2012). Particles carry individual properties along the fluid 
that are smoothed in the surrounding volume of each particle.   
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The SPH method has several advantages over grid-based approaches which make it 
the method of choice for simulating complex flow motions in the nearshore region. It 
is simple in form and all of the equations can be derived self-consistently from the 
basic physical principles. Hence, the complex system is relatively straight-forward to 
simulate (Liu & Liu, 2003). Compared to Eulerian methods, the Lagrangian nature 
of SPH means that changes in density and flow morphology could be automatically 
accounted for without the need for mesh refinement or other complicated procedures 
(Price, 2004). The adaptive nature of SPH makes the method very efficient as the 
resolution is concentrated on the regions of high density. As a result, computational 
effort is not exhausted on the empty region of the computational domain (Price, 
2004). In the SPH method, there are no constraints imposed on the geometry of the 
system and thus, the initial condition could be easily defined and programmed 
without need of complicated meshing algorithms needed for FEMs. Finally, in the 
SPH method, including the other physical processes in the simulation, involves 
simple and unambiguous procedures.  
The main drawback of the SPH method is the challenges associated with boundary 
condition implementation [Monaghan, 1992; Gotoh et al., 2001; Liu & Liu, 2003; 
Price, 2004; etc.]. Penetration of the fluid particles into the boundaries must be 
avoided with the use of appropriate boundary conditions. Also, the interpolation 
method used in the SPH method is very simple, hence the SPH model could be 
significantly affected by particle disorder. In order to overcome the interpolation 
problem, a gradient corrections method is developed and recommended by Bonet & 
Lok (1999).  An important disadvantage of the SPH method compared to the grid 
based Eulerian methods is the relatively large computational time needed for a 
simulation. In recent years, extensive studies have been performed in order to 
overcome excessive computational times needed for SPH by adopting Graphical 
Processor Unit (GPU) for parallelizing the computational efforts [Darlymple et al., 
2010; Dominguez, 2013].  
SPH was developed to simulate continuum physics problems without the limitations 
of conventional FDM. The method was first applied for astrophysical problems 
[Lucy (1977); Gingold & Monaghan, 1977]. Due to the similarities of collective 
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movement of particles to the movement of fluid, it is possible to model fluid motion 
by discretizing the governing equations of the classical Newtonian hydrodynamics 
(Liu & Liu, 2003). The method has been shown to be robust in simulating fluid 
dynamics problems [Monaghan & Kocharyan, 1995; Swegle & Attaway, 1995; 
Monaghan, 1996; Chen et al., 1999; Monaghan & Kos, 2000; etc.]. In recent years, 
the SPH method has received more attention in coastal engineering. Table 6.5 
summarizes some of the recent studies in coastal engineering problems using the 
SPH method.  
 
Table 6.5 – Recent applications of SPH in coastal engineering related problems 
Study Reference 
Long waves 
Panizzo and Dalrymple (2004); Panizzo et al., 
(2006); Rogers and Dalrymple (2007); Li et al. 
(2012) 
Sediment transport Zou and Dalrymple (2006); Zou (2007) 
Two-phase SPH 
Colagrossi & Landrini (2003); Cuomo et al. (2006); 
Hu & Adams (2007); Violeau et al. (2007); Mokos et 
al. (2015) 
Incompressible modelling of 
wave & run-up 
Lo & Shao (2002); Ellero et al. (2007); Shao et al. 
(2006); Zheng (2014) 
Breaking wave on coastal 
structures & wave impact 
Gomez-Gesteira and Dalrymple (2004); Shao & 
Gotoh (2004); Lee et al. (2006); Crespo et al. (2007); 
Didier et al. (2014); Altomare et al. (2015) 
 
 
6.3.1 SPH Method 
This section covers the SPH method and formulation. The fundamentals of SPH and 
the details of the development procedures can be found in Monaghan (1982), 
Monaghan (1992), Liu & Liu (2003) and Gomez-Gesteria (2012) and Crespo et al. 
(2015).  
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6.3.1.1 Integral Interpolants  
The SPH method is fundamentally based on approximating any function )(rA by an 
integral interpolants (Eq. 6.2):  
   '),'()'()( drhrrWrArA  (6.2)
where ),'( hrrW  is the weighting function or kernel and h is the smoothing length 
of weighting function. Equation 6.2, at interpolation point a can be written in 
discrete notation as given by equation 6.3: 
 
),()( hrrWAmrA b
b
b
b
b    (6.3)
where bm  and b  denote mass and density, respectively and the particle volume is 
bbb mV / .  The summation is done over all the particles (b) within the region of 
compact support of the kernel function, fixed by h. For position vector  
),(, hrrWWrr baaba   is the weighting function between two particles a and b. 
Since the derivative of a function is estimated analytically in the SPH method, the 
interpolation in the SPH can be obtained by ordinary differentiation without using 
FDM or creating a computationally expensive mesh (Liu & Liu, 2003). Equation 6.4 
is derived based on the integral of equation 6.2 for a functional derivative and 
applying integration by parts.  
  
b
ab
b
bb WAmrA )(  (6.4)
6.3.1.2 Smoothing Kernel (Weighting Function) 
The weighting function can hugely affect the performance of SPH models and 
therefore the choice of smoothing kernel is crucial to satisfy the conditions such as 
normalization, positivity and compact support (Eq. 6.5).  
Normalization   1'),'( drhrrW    
Positivity 0),'(  hrrW  inside the domain Ω (6.5)
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Compact support 0),'(  hrrW  out of the domain Ω 
 
 
The basic idea is that the kernel function Wab should be decreasing monotonically 
with an increase in distance from particle ܽ (Monaghan, 1992; Liu, 2003). As a 
result, the smoothing kernel should have a delta function behaviour as the smoothing 
length, h, tends to zero (Eq. 6.6). 
 Delta function )'(),'(lim0 rrdrhrrWh    (6.6)
Monotonically decreasing behaviour of ),'( hrrW   
 
Kernels depend on the non-dimensional distance between particles, q (q=r/h), r is 
the distance between particle a and b and the smoothing length, h.  Smoothing length 
governs the size of the area around each individual particle where contribution of the 
rest of the particles cannot be neglected. Figure 6.2 is a definition sketch of the 
influence domain in SPH methods. The support domain is a circle with the radius of 
h , where κ is a constant related to the smoothing function for a point at r and 
defines the effective area of the smoothing function.  
 
S
Ω 
W
point r
xrr’ κh
point r’
 
Figure 6.2 – Sketch of the influence domain in SPH model.  
 
The smoothing function is very important in SPH, as it determines the approximation 
patterns and effective support domain of particles. Several kernel approximations are 
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proposed and tested for SPH [Monaghan, 1992; Johnson et al., 1996; Liu & Liu, 
2003; Monaghan, 2005; etc.]. Table 6.6 summarizes the most popular kernel options 
widely used for SPH models.  
Table 6.6 – Summary of kernel options in the SPH and their formulations 
Kernel type Formula 2D 3D  
Gaussian )exp(.),(
2qhrW D     20  q  2.
1
hD  
 
32/3 .
1
hD  
 
Quadratic ]
4
3
4
3
16
3.[),( 2  qqhrW D  20  q  2.
2
hD  
 
3.4
5
hD    
Cubic 
Spline 
.),( DhrW   
32
4
3
2
31 qq   10  q  
2.7
10
hD  
 
3.
1
hD    3)2(
4
1 q  21  q  
0 2q  
Quintic )12()
2
1.(),( 4  qqhrW D  20  q  2.4
7
hD    3.8
7
hD    
 
 
The cubic spline function [Monaghan & Lattanzio, 1985] is similar to a Gaussian 
function. However, it has a narrower compact support and therefore reduces the 
numerical computation time, giving rise to more advantages over Gaussian kernel 
options. The cubic spline function has been employed in many studies as a 
smoothing function due to the simplicity, accuracy and computational time.  
In this study, the Quintic kernel function (Wendland, 1995) has been employed for 
developing the SPH hydrodynamic model. The Quintic kernel function has been 
shown to have the best trade-off between computational cost and accuracy of model 
[Panizzo et al. 2007; Crespo, 2006; Gomez-Gesteria, 2012]. In terms of accuracy, 
the higher order of kernel results in a greater accuracy for the SPH scheme. 
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6.3.1.3 Governing Equations  
The basic governing equations of fluid dynamics are based on the fundamental 
physical laws of conservation, including the conservation of mass, momentum and 
energy. In SPH, the governing equations of fluid motion are derived based on these 
conservation laws in Lagrangian formalism. Table 6.7 shows the conservation 
equations in Lagrangian form. More information on discretization procedures can be 
found at Monaghan (1982), Monaghan (1989) and Monaghan (1992).  
Table 6.7 – SPH formulation for conservation laws of fluid motion 
Conservation 
law Formula SPH formulation 
Continuity 0).(  v
dt
d    
b
abaabb
a Wvm
dt
d  
Momentum  
11 2
0 vvgPDt
Dv  




b
ab
abba
abaab
b
b
aba
b
a
a
a
b
b
a
a
b
a
gv
r
Wrvm
WPPm
dt
dv
)
)(
4(
)(
2
0
2222






   
Energy    
b
abaabab
b
b
a
a
b
a WvPPm
dt
de )(
2
1
22   
 
6.3.2 Weakly Compressible SPH (WCSPH) Approach  
Commonly, SPH models enforce incompressibility of fluid in their governing 
equations which are based on Poisson equation and result in time-consuming solver 
and computationally expensive models. In this study, the SPH model used Tait’s 
equation of state with a high speed of sound for modelling the free surface flow in 
the nearshore region which results in weakly compressible formulation with small 
density fluctuations [Monaghan, 1994].  
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Equation of State  
Considering WCSPH formalism, an equation of state for determining the fluid 
pressure is needed. Monaghan (1994) methodology for the relation between pressure 
and density, known as Tait’s equation of state (Eq. 6.7), is implemented in this 
research.  
 
]1)[(
0
 
BP  (6.7)
where 0  is the reference density, taken as water density at free surface (=1000 
kg/m3), B is constant related to the bulk modulus of elasticity of fluid and   is the 
polytrophic constant varying between 1 and 7 (usually 7 for water). Equation 6.7 
indicates that pressure at the surface is always zero.  
Weakly compressible approaches permit a speed of sound (ܿ). The speed of sound is 
given by square root of the derivatives of equation of state (Eq. 6.7) with respect to 
density (  ):  
 
1
0
1
00
2 )()(  
  






BBPc  (6.8)
 
0
0
22
0
0
)( 

 
BPcc 


 (6.9)
where 0c denotes the speed of sound for the reference density (at free surface). The 
constant B  is equal to  /020c and it is a limit for the maximum change in the fluid 
particle’s density.  
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6.4 The SPH Model Implementations  
A brief introduction to the SPH method and the governing equations was discussed 
in §6.3. In this section, the SPH model implementations and the methods used to 
develop the model are discussed. The hydrodynamics of flow across the nearshore 
was modelled with the SPH for the same wave conditions generated experimentally 
in chapters 4 and 5. Hence, the numerical domain consists of a wave flume with 1:20 
beach slope and the flume is equipped with a piston type numerical wave-maker 
(Fig. 6.3).  
 
Figure 6.3 – Sketch of computational domain  
 
Table 6.8 presents the hydrodynamic conditions simulated with the SPH model.  
 
Table 6.8 – Simulation test cases for the SPH model 
Condition 
Offshore wave height 
(H0) [m] 
Wave frequency 
(f) [1/s] 
Wave steepness 
(Sop) [%] 
1 0.12 0.833 5 
2 0.12 0.540 3½ 
3 0.12 0.344 2 
 
This study employed advanced parallelization techniques with use of Graphical 
Processing Unit (GPU) to reduce the computational costs using Crespo et al. (2011) 
WCSPH computational technique. The numerical algorithm of SPH model 
developed here used CUDA (Compute Unified Device Architecture) platform for 
parallelizing the code on GPU. A GTX680-DC2-2GD5 GPU with 1536 CUDA core 
Piston type 
wavemaker
SWL
Computational domain
Ho = 0.7 m 
1m 2m
1.2 m
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was used for simulating the test cases (Table 6.8). The parallel architecture of GPU 
reduces computational time of SPH as a fully explicit Lagrangian method and 
therefore allows larger number of particles to be simulated up to two orders of 
magnitude faster than CPUs (Crespo et al., 2011).  
The conservation laws and the basics of SPH models have been described in 
previous sections (§6.3). In order to improve the numerical accuracy, several 
techniques are employed within the SPH numerical model. The following sections (§ 
6.4.1 - § 6.4.7) briefly describe the numerical schemes adopted for running the SPH 
code in this study.  
6.4.1 Density Re-Initialization Method  
In the SPH method, despite the realistic simulations, the particles exhibit large 
pressure oscillations [Monaghan, 1992; Liu & Liu, 2003; Crespo, 2008]. A number 
of studies have been performed to overcome this problem. Colagrossi & Landarini 
(2003) proposed a simple and computationally inexpensive approach to deal with 
pressure oscillations. Their methods include performing a filter over the density of 
particles and then correcting the particles density by re-assigning a density to each 
particle. There are two orders of corrections, zeroth order (Shepard filter) [Panizzo, 
2004] and first order (Moving Least Squares) [Dilts, 1999; Colagrossi & Landarini, 
2003; Panizzo, 2004].  
In this study, the Moving Least Squares (MLS) approach is adopted for density 
correction. MLS is a first order correction and hence the variation of the linear 
density field can be exactly reproduced (Panizzo, 2004). Equation 6.10 shows the 
average density of particle a using MLS approach. Consequently, the corrected 
kernel is evaluated according to equation 6.11. 
  
b
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abb
b
bMLS
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b
ba Wm
mW   (6.10)
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where the correction vector  for a two dimensional model is defined as:  
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and A is defined by equation 6.13 as: 
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The equations for three dimensions are similar but include the y direction. In this 
work the MLS kernel correction technique is applied every 30 time-steps to obtain 
more regular density distribution.  
6.4.2 Kernel Re-Normalization  
The computational domain of the SPH model developed for this work consists of 
free surface flow which is bounded by solid boundaries (Fig. 6.3). The particle’s 
smoothing function near the free surface and the boundaries will truncate due to the 
absence of neighbouring particles. Therefore, a periodic kernel function correction is 
vital to achieve computational accuracy. 
Several studies have been performed to tackle the problems associated with failing 
consistency of the kernel smoothing function, W [Randles & Libersky, 1996; Bonet 
& Lok, 1999; Bonet & Kulasegaram, 2000; etc.]. A kernel correction technique was 
proposed by Li and Liu (1996) to solve the kernel truncation error by correctly 
interpolating the polynomial function. The method was developed further by Bonet 
and Lok (1999), in which the gradient of kernel function was modified.  Some 
studies also adopted the combination of these two techniques where the kernel 
correction is obtained by combining the gradient correction and constant kernel 
correction.  
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Kernel gradient correction technique (Bonet and Lok, 1999) has been adopted in this 
study to simulate the free surface flow in the nearshore region. Adopting the kernel 
gradient correction technique improves the evaluation model of the velocity field 
gradient. In order to correct the kernel, a correction matrix L is implemented in the 
model as follow (Eqs. 6.14 to 6.16):  
 )()(~ abaab rWLrW   (6.14)
where the kernel gradient must satisfy equation 6.14.  
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Thus, ܮ can be determined as:  
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Employing the density re-initialization and kernel re-normalization leads to an 
increase in the number of computations per time-step and therefore the model will be 
computationally more expensive.  
6.4.3 Time – Stepping Algorithm  
The solution of governing equations of free surface flow in Lagrangian formalism of 
SPH can be obtained in time with several methods. The literature indicates the need 
for at least a second order accurate scheme in time [Monaghan, 1989; Liu & Liu, 
2003; Crespo et al., 2011]. Amongst the various time integrating schemes available 
for the SPH method, the predictor corrector algorithms proposed by Monaghan 
(1989), Beeman algorithm [Beeman, 1976], Verlet algorithm [Verlet, 1967] and 
Symplectic [Leimkhuler et al., 1996] are the most commonly used algorithms.  
In this study, Symplectic scheme (Eq. 6.17) is employed for the time integration. In 
Symplectic method, the values of density and acceleration are computed initially at 
the middle of time-step (Monaghan, 2005). The method could preserve geometric 
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features which results in a better resolution for the long term solution behaviour 
(Crespo et al., 2015).  
 
dt
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The subscript n represents time step and tnt  . Pressure is calculated for each 
particle at half a time-step using the equation of state. Then, dtvd niii /)( 2
1 gives the 
velocity and therefore the position of the particles at the end of each time step is 
calculated by equation 6.18: 
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The model will calculate dtd na /
1  at the end of each time step using the updated 
values of 1nar  and
1n
av . 
The SPH model has been set to run the hydrodynamic simulations for 25 consecutive 
waves in this study. The model was set to generate and save the output for every 0.01 
second.   
6.4.4 Computational Efficiency  
To achieve computational efficiency, the method proposed by Monaghan and 
Lattanzio (1985) is employed. In this method the computational domain is divided 
into cells with a side length of 2h and for a particle located inside a cell, only the 
interaction with the neighbouring cells are computed. Figure 6.4 illustrates a sketch 
of neighbouring cells in a two dimensional domain.  
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Figure 6.4 – Neighbouring particles in two dimensional domain. Particle i only 
interacts with the particles marked in black 
  
By adopting Monaghan and Lattanzio (1985) method, the number of computations 
per time step reduces significantly from 2pN  operations to pp NN log.   ( pN is the 
number of particles).  
6.4.5 Initial Conditions  
For all three test cases considered in this work (Table 6.8), the initial velocity of 
fluid particles is considered to be zero. The initial density ( 0 ) of particles are 
assigned according to their hydrostatics pressure. Fluid particles are defined initially 
in a fixed position in the computational domain, using staggered grid (Monaghan & 
Lattanzio, 1991). This method is adopted due to the higher number of neighbouring 
particles being generated for each particle.  
6.4.6 Boundary Conditions  
The SPH method was originally developed for tackling astrophysical problems 
which do not consider boundaries. In coastal engineering applications, the main 
drawback of SPH method is the problem of particle deficiency near or on the 
boundary. The particle deficiency is in facet the result of the integral truncation by 
the boundary [Crespo et al., 2007]. For those particles near or on the boundary, only 
particles inside the boundary contribute to the summation of the particle interaction 
and there is no contribution from outside, as there are no particles beyond the 
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boundary. Due to this one-sided contribution of particles, SPH could not produce 
correct solutions near boundaries. Although the velocity is zero on the solid surfaces, 
other field variables (e.g. density) are not necessarily zero. Several studies carried 
out with the aim of improving SPH boundary conditions. Monaghan (1994) and Liu 
et al. (2001 & 2002) used ghost or virtual particles on the solid boundaries to 
produce a highly repulsive force to the particles near the boundary. Ghost particle 
method prevents the fluid particles from penetrating through the boundary.  
Repulsive boundary condition is first introduced by Monaghan (1994) based on the 
assumption that particles, which forms the boundary, exert a central force on the 
fluid particles. Monaghan & Kos (1999) and Rogers & Darlymple (2007) further 
developed the repulsive boundary condition and adjust the magnitude of the force 
according to the local water depth and the velocity of the fluid particles normal to 
boundary.   
Fluid particle 
Wall particle 
i j
ff
 
Figure 6.5 – Sketch of particle arrangement in wall boundary condition and the repulsive 
force between fluid and boundary particles 
 
Dynamic boundary conditions is proposed by Darlymple and Knio (2001) and 
further developed by Crespo et al. (2007). In this method, boundary particles are 
forced to satisfy the same equations as fluid particles. Therefore, boundary particles 
must follow the continuity, momentum and energy equations as well as equation of 
state. However, they do not move and remain fixed in their initial place. In dynamic 
boundary condition, the boundary particles are organized in a staggered manner. 
Figure 6.6 illustrates the sketch of interaction between fluid and boundary particles 
in dynamic boundary condition.  
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Figure 6.6 – Two dimensional sketch of interaction between fluid and boundary 
particles  
 
In this study, the dynamic boundary condition (Crespo et al., 2007) was 
implemented.  
 
6.4.7 Numerical Wave Generator   
The SPH model developed here produced long-crested monochromatic waves in the 
computational domain. In order to prevent the generation of spurious secondary 
waves, a second order wave-maker theory based on Madsen (1971) methodology 
was implemented. 
Following Madsen (1971) theory, the piston stroke 0S  is defined based on equation 
6.19: 
 
0S
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The piston movement is given by equation 6.20:  
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Table 6.9 summarizes the numerical techniques implemented in the SPH code. More 
detailed descriptions, equations and references regarding SPH model employed for 
this study can be found in Gomez-Gesteira et al. (2012a, 2012b). 
Table 6.9 – Summary of the numerical technique implemented for the SPH 
simulations 
SPH model Method Reference 
Compressibility Weakly compressible (WCSPH) using Tait’s equation of state Monaghan (1994) 
Kernel function Quintic kernel function Wendland (1995) 
Time integration 
Scheme Symplectic scheme Monaghan (2005) 
Density 
treatment Delta-SPH formulation Molteni & Colagrossi (2009) 
Viscosity 
treatments 
Laminar viscosity + SPS turbulence 
model Darlymple & Rogers (2006) 
Boundary 
conditions Dynamic boundary condition Crespo et al. (2007) 
Implementation Graphical Processor Unit (GPU) Crespo et al. (2011) 
 
 
6.5 Numerical Results  
In this section, the hydrodynamic results obtained from the SPH model is presented. 
Three monochromatic wave conditions have been simulated by the SPH model 
(Table 6.8) to generate similar conditions as PIV and LDV measurements. The 
computational domain is created according to figure 6.3 and a numerical paddle type 
wave-maker is defined to produce shore-normal, regular long-crested waves. The 
developed model was initially tested with 500k particles in the computational 
domain. The free surface profile from the SPH simulations was compared against the 
experimental wave gauge from the PIV experiments. The results show that in all 
three test cases, the SPH model slightly overestimated the wave height elevation 
inside the surfzone as well as in the non-breaking region. However, at the breaking 
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region, the SPH model underestimated the wave height. The kinematics of incipient 
wave breaking region and the inner surfzone were investigated with the numerical 
model to elucidate the intense shear mechanism in the breaker region and the 
development and propagation of the turbulent bore inside the surfzone.  
Upon the successful simulation of the initial SPH model and the validation against 
the experimental data, the final model was run for a fine resolution (~1M particles). 
The wave breaking location was well predicted by the finer resolution model. The 
trend of wave height evolution using SPH shows only insignificant deviations from 
the experimental data described in chapter 4. However, some discrepancies were 
observed in the numerical model in the region of plunger. The following section 
presents the result of SPH simulations. 
6.5.1 Hydrodynamic Results of SPH Simulations  
Monochromatic waves with Ho = 0.12m and T = 1.2sec 
The SPH model described in the previous section (§ 6.4) is employed to simulate the 
wave hydrodynamics on a 1:20 beach profile (Fig. 6.3). The numerical model was 
set to run 25 monochromatic waves with an offshore wave height of 0.12m and 
period of 1.2sec. Figure 6.7 portrays a sequence of instantaneous SPH results for a 
fine particle resolution. The colour scale refers to the three dimensional Lagrangian 
velocity magnitudes )( 222 wvuu   discretised in SPH particles form. The 
values of velocity magnitude ( u ) at the propagating crest of the breaking waves and 
the turbulent bore fronts are shown to reach the maximum value. 
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Figure 6.7 – Snapshots of SPH output for the case of monochromatic waves of Ho = 
0.12m and T = 1.2sec 
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In order to analyse the hydrodynamic results obtained from the SPH simulation, the 
velocity profiles at five locations across the surfzone and seaward of the breaking 
region [y ={1, 2, 3, 4 & 5}m] were extracted and investigated. A numerical 
algorithm was developed to calculate the temporal-averaged velocity profiles using a 
windowing technique over the depth of water column at every desired location. The 
windows were all similar in size and had square shape. The averaged velocity for 
each of these windows was calculated by averaging the velocity of all particles 
within the measurement box (window) per time-step. The total temporal averaged 
velocity for each window is obtained by averaging the mean velocity over the total 
simulation time. Figure 6.8 illustrates the windowing technique adopted for 
determining the velocity profiles from the SPH results. For the windows located near 
the free water surface profile, a portion of the computing cell was empty during a 
wave cycle due to the wave activities, resulting in SWL changes. To prevent biasing 
the results of temporal averaging, the ‘NaN’ velocity values were not considered for 
the averaging.  
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Figure 6.8 – Schematic illustration of temporal averaged velocity profiles from SPH 
output 
 
The temporal averaged velocity profiles for SPH results of regular waves of 5% 
steepness have been calculated for five locations across the nearshore as presented in 
figure 6.9.  
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Figure 6.9 – Temporal-averaged on-offshore velocity profiles from SPH simulation 
for the waves of Sop = 5% at y = {1, 2, 3, 4 & 5}m  
 
Monochromatic waves with Ho = 0.12m and T = 1.85sec 
The SPH model described and developed in this chapter has been employed to 
simulate the hydrodynamics of monochromatic waves with an offshore steepness of 
3½%. The numerical model was set to simulate 25 consecutive monochromatic 
waves with an offshore wave height of 0.12m and period of 1.85sec. Figure 6.10 
represents the snapshot of numerical simulation.  
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Figure 6.10 demonstrates the nearshore wave propagation, shoaling and breaking for 
the monochromatic waves of 3½ % steepness, simulated by SPH model. The 
comparison between the hydrodynamics of the SPH model and the LDA data 
(§4.3.1) was satisfactory (Fig. 6.16b).   
The temporal averaged on-offshore velocity profiles were determined from the SPH 
simulations for this case, and for five on-offshore locations with 1m intervals from 
SWL.  The same windowing technique as described in figure 6.8 was adopted to 
extract temporal averaged velocities. Figure 6.11 represents the temporal averaged 
velocity profiles for Sop = 3½ %.  
 
Figure 6.11 – Temporal-averaged on-offshore velocity profiles from SPH simulation 
for waves of Sop = 3½ % at y = {1, 2, 3, 4 & 5}m  
 
Monochromatic waves with Ho = 0.12m and T = 2.9sec 
The hydrodynamic results of numerical modelling with SPH for regular waves of 2% 
steepness is presented in this section. The numerical model was set to simulate 25 
consecutive monochromatic waves with an offshore wave height of 0.12m and 
period of 2.9sec. Figure 6.12 shows the snapshot of the SPH numerical simulation. 
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Figure 6.12 depicts wave generation, shoaling and breaking processes simulated with 
SPH numerical model for the case of 2% wave steepness. The temporal averaged on-
offshore velocity profiles were calculated for this test case following the 
methodology described in Figure 6.8.  
Figure 6.13 represents the temporal averaged velocity profiles for monochromatic 
waves with Sop = 2 % for five locations inside the surfzone and seaward of the 
breaking region. 
 
Figure 6.13 – Temporal-averaged on-offshore velocity profiles from SPH simulation 
for waves of Sop = 2 % at y = {1, 2, 3, 4 & 5}m  
 
In this section, the hydrodynamics obtained from the SPH numerical model for the 
regular wave breaking on a mild impermeable slope was presented for similar 
conditions as for the PIV and LDA experiments. The results of the numerical model 
have shown that refined-resolution SPH is capable of reproducing the wave breaking 
process and the subsequent surfzone dynamics. Very good agreement was achieved 
between the numerical model and experimental data in terms of wave height profile 
across the nearshore and the velocity profiles. Figure 6.14 presents the comparison 
between on-offshore temporal averaged velocity profiles predicted by the developed 
SPH model and the LDA measurements in the DHI study (§4.3.1). 
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(a) 
 
(b) 
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(c) 
Figure 6.14 – Comparison between on-offshore temporal-averaged velocity profiles 
of the SPH model and the LDA measurements for monochromatic waves of a) 
Sop=5%, b) Sop=3½ % and c) Sop= 2% 
 
Figure 6.14 compares the hydrodynamics obtained from the developed SPH model 
in this study, to the LDA measurements performed in the DHI experiments. The 
results confirm that good agreement exists between the numerical model and DHI 
experimental data. 
6.6 Application of the SPH Hydrodynamics in Nearshore 
Mixing 
Wave kinematics and the hydrodynamics obtained from SPH simulations are utilized 
to investigate the mixing coefficient in the nearshore region with using the N-zone 
model (described in §3.4.2).  
The mixing coefficient was determined for five locations (y={1,2,3,4,5}m) across 
the nearshore with use of the SPH model hydrodynamics and depth-averaged 
theoretical diffusivity proposed by Svendsen and Putrevu (1994) [Eq. 2.69 and 2.73].  
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 gdMdt   (2.69) 
 tbbt dd  )2.0)/(8.0( 4    (2.73) 
 
A constant value of M=0.03 in equation 2.69 was adopted for the numerical analysis.  
For each on-offshore location across the nearshore, the temporal variations of flow 
hydrodynamics from the SPH model were utilized with a depth-averaged eddy 
viscosity value to run the N-zone model. To extract the velocity profile at each study 
location, a numerical window was defined in the SPH model. Velocity profiles were 
calculated by spatially-averaging particle velocities at small measurement boxes 
mm5050  from the bed to the top of the numerical domain. The velocity profiles 
were calculated for each numerical time-step. Figure 6.15 is the schematic of 
velocity profile calculations from the SPH simulations.  
 
Figure 6.15 – Schematic of velocity profile measurements from SPH simulations 
 
The mixing coefficients were calculated for the duration of the SPH numerical 
simulations and for all wave conditions tested in this study. Figure 6.16 shows an 
example of the temporal variation of mixing coefficient inside the surfzone (Fig. 
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6.16a), at the breaker region (Fig. 6.16b) and seaward of the breaker region (Fig. 
6.16c), for the monochromatic waves of 5% steepness. The overall mixing 
coefficient was determined by averaging the dispersion coefficient over the length of 
computational time.  
Figure 6.16 shows the temporal variation of the shear dispersion coefficients across 
the nearshore for the monochromatic waves with Sop =5%. For each location, the 
figure shows the temporal variation of Dy for 25sec of the SPH simulations (top 
figure).It also shows the evolution of the dispersion coefficients during a wave cycle 
(bottom figure). It is evident that for all locations shown in figure 6.16, the SPH 
model needs a few seconds until it produces steady predictions for the dispersion. 
The small and unrealistic fluctuations in the beginning of the SPH simulations is due 
to the initial conditions and the fact that the movements of the particles is yet not 
reached to the measurement location. The results (Fig. 6.16) show that following the 
initial fluctuations, the SPH model could predict the mixing coefficient with constant 
and regular patterns. The results for mixing coefficients confirm the existence and 
contributions of bore, undertow and bore/undertow collision phases within the wave 
cycle. 
Comparison of the temporal variation of the shear dispersion with the numerical 
simulations shows that the shear dispersion has very small fluctuations during the 
undertow phase. The interaction of the incoming bore meeting the outgoing 
undertow, resulted in a short intense turbulent shear layer, as demonstrated by a 
rapid increase and decrease in the mixing over the wave cycle (Fig. 6.16 a, b and c).   
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(a) 
 
(b) 
 
(c) 
Figure 6.16 – Temporal variation of mixing coefficients obtained from SPH model 
for regular waves of Sop =5% at a) surfzone [2m], b) breaker region [3m], c) offshore 
[5m] 
D
is
pe
rs
io
n 
co
ef
fic
ie
nt
 (m
2 /
s)
D
is
pe
rs
io
n 
co
ef
fic
ie
nt
 (m
2 /
s)
D
is
pe
rs
io
n 
co
ef
fic
ie
nt
 (m
2 /
s)
243 
 
The overall mixing coefficients were quantified for all the wave conditions simulated 
with the SPH model. Tables 6.10 to 6.12 summarize the mixing coefficient 
determined by using the SPH hydrodynamics and the N-zone dispersion model. The 
overall mixing is also compared to the DHI fluorometric measurements.  
Table 6.10 – The dispersion coefficients of the SPH simulations for the 
monochromatic waves with Ho = 0.12m and T = 1.2sec 
Location from shore [m] Dy (SPH)  [ 12. sm ] Dy (DHI)  [ 12. sm ] 
1 1.121E-02 N.A 
2 1.200E-02 1.195E-02 
3 1.220E-02 1.260E-02 
4 7.100E-03 N.A 
5 9.985E-04 6.930E-04 
 
Table 6.11 – The dispersion coefficients of the SPH simulations for the 
monochromatic waves with Ho = 0.12m and T = 1.85sec 
Location from shore [m] Dy (SPH)  [ 12. sm ]  Dy (DHI)  [ 12. sm ] 
1 8.400E-03 N.A 
2 1.060E-02 8.566E-03 
3 9.000E-03 8.609E-03 
4 5.000E-03 N.A 
5 1.510E-03 1.056E-03 
 
Table 6.12 – The dispersion coefficients of the SPH simulations for the 
monochromatic waves with Ho = 0.12m and T = 2.9sec 
Location from shore [m] Dy (SPH)  [ 12. sm ] Dy (DHI)  [ 12. sm ] 
1 1.120E-02 N.A 
2 1.160E-02 1.244E-02 
3 1.000E-02 1.079E-02 
4 6.700E-03 N.A 
5 2.500E-03 1.576E-03 
 
The mixing coefficients obtained from the temporal variation of shear dispersion 
from the SPH simulations (Tables 6.10 to 6.12) show that good agreement exist 
between the numerical model predictions and the mixing coefficients determined for 
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fluorometric tracer measurements of DHI study (§4.3.2). Figure 6.17 illustrates the 
mixing coefficient predicted by using the N-zone model and SPH hydrodynamics 
across the nearshore, and the results of the tracer data from the DHI experiment. 
 
Figure 6.17 – Comparison between the overall mixing coefficients determined for 
the SPH model and the tracer measurement data  
 
6.7 Summary  
This chapter employed the capabilities of Smoothed Particle Hydrodynamics, a 
Lagrangian, and mesh-less approach to develop a numerical model for simulating 
wave hydrodynamics in the nearshore region. An overview of the SPH numerical 
model, background theory and the numerical schemes incorporated in the model 
were presented. The numerical method, computational domain, governing equations, 
initial and boundary conditions and time-stepping algorithms were briefly described 
throughout this chapter.  
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Three monochromatic wave conditions (Table 6.8) on a 1:20 smooth and impervious 
beach slope were simulated by the use of SPH modelling. The results of the SPH 
modelling were in good agreement with the LDV (chapter 4) and PIV (chapter 5) 
processed results. The developed SPH model was simulated with 1M particles in the 
computational domain. The results show that the SPH model is capable of simulating 
wave processes in the nearshore, such as the wave shoaling, breaking and 
propagation of turbulent bore.  
The wave hydrodynamics from the SPH were adopted to quantify the contribution of 
the dispersive mechanisms on the overall on-offshore mixing coefficients. The 
diffusivities were implemented using Svendsen & Putrevu (1994) theoretical 
methodology. The N-zone dispersion model quantified the mixing coefficient for all 
the tested wave conditions (Tables 6.10 to 6.12). The temporal variation of the shear 
dispersion coefficients were determined to study the contribution of wave bore, 
undertow and intense shear phases in the overall mixing, at selected locations across 
the nearshore. The results of the overall mixing across the nearshore (Tables 6.10 to 
6.12 and Fig. 6.17) shows that the overall dispersion in the surfzone and seaward of 
the breaker region are in very good agreement with the overall mixing determined 
from fluoromteric tracer data measured in the DHI study (§4.3.2). The results 
confirm that in general, intense shear layer due to the interaction of wave bore with 
the undertow is greater than other dispersive mechanisms. It is noticeable from the 
results that overall dispersive mechanism (ܦ௬) is almost an order of magnitude 
greater than diffusive mechanism (߭௧), which confirms the existing theoretical and 
experimental data [Svendsen & Putrevu, 1994; Pearson et al., 2002 & 2009].  
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CHAPTER 7  
CONCLUSIONS  
 
 
This thesis presents investigations focused on understanding and quantifying the 
nearshore mixing processes due to the effects of waves. The context and the 
challenges associated with the understanding and quantifying of the nearshore 
mixing was described in chapter one. A detailed review on the fundamental theories 
and previous work on different aspects of mixing in the nearshore was presented in 
chapter 2. In chapter 3, nearshore mixing was described from the theoretical point of 
view and a framework for quantifying the overall mixing was developed. The 
developed theoretical model described the overall mixing coefficient as the sum of 
the diffusive and dispersive mechanisms due to the wave motion in the nearshore 
region. The diffusive mechanisms were quantified through measurements as a 
function of turbulent kinetic energy and the turbulent length-scale. A mathematical 
approach was also adopted to quantify the dispersion coefficient.  
Mixing under the combined effects of waves and currents were studied in chapter 4 
through measurement of hydrodynamic and fluorometric tracing experiments from a 
large-scale facility at the Danish Hydraulic Institute, Denmark. The data set 
consisted of hydrodynamic and fluorometric measurements in the nearshore region 
for a range of wave steepnesses between 2 and 5%. The data obtained from detailed 
measurements were used to examine the spreading of a solute inside the surf zone 
and seaward of the breaker region. The diffusion and dispersion coefficients for the 
hydrodynamic data were determined and the results were compared to the mixing 
coefficients obtained from the tracer measurements. Due to the limitation of the 
LDA measurement technique, no information could be obtained from the wave bore 
hydrodynamics. As a result, measurements were confined to the lower part of the 
water column.  
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Particle Image Velocimetry (PIV) was employed to perform a series of 
hydrodynamic measurements in the wave flume at the University of Warwick. 
Chapter 5 presented the experimental procedures and the results of the PIV 
measurements. The diffusive and dispersive mixing mechanisms were quantified for 
the PIV data. The temporal variation of turbulent kinetic energy and shear dispersion 
identified three distinct hydrodynamic processes during the bore, undertow and the 
bore/undertow interaction, which were the primary mixing mechanisms in the 
nearshore region (Fig. 7.1). The results showed that there was a small dispersion 
during the undertow phase, for the duration of approximately 0.5T. The peak of 
mixing for all wave conditions and especially inside the surfzone was achieved in the 
phase where the onshore moving turbulent wave bore interacted with the undertow 
of the previous offshore-going wave. The overall mixing determined for the PIV 
measurements were compared with the tracer studies. Good agreement was found 
between the hydrodynamic advective-dispersive model postulated in this work and 
the tracer measurements.  
Time
t = Tt = 0
SWL
 Figure 7.1 – Schematics of wave mechanisms within a wave cycle 
  
In chapter 6, the numerical capabilities of a Lagrangian, particle-based, Smoothed 
Particle Hydrodynamics method were employed to simulate the wave 
hydrodynamics in the nearshore region. A numerical model was developed and 
validated against the laboratory measurements obtained from the DHI study. The 
numerical results for the wave hydrodynamics were employed to study the shear 
dispersion in the nearshore region. The instantaneous velocity profiles from the SPH 
simulations were utilized together with the theoretical diffusivities proposed by 
Svendsen and Putrevu (1994) in order to predict the overall dispersion coefficients 
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across the nearshore. Very good agreement was observed between the mixing 
determined from SPH data and the fluorometric tracer study.  
This study quantified the contribution of diffusive and dispersive mixing 
mechanisms across the nearshore for laboratory and numerical data. The results 
demonstrated that the dispersive mechanisms are the primary mixing mechanism 
across the nearshore. Figures 7.2 to 7.4 depict the comparison between the non-
dimensional diffusive and dispersive mechanisms obtained from the PIV, SPH and 
Dye measurements for the monochromatic wave conditions investigated within this 
thesis. 
The variation of the diffusion coefficients across the nearshore show that the 
experimental data from the PIV and LDA measurements are in line with the 
theoretical approach proposed by Svendsen and Putrevu (1994). For all the wave 
conditions tested within this study, it has been shown that the diffusivity reaches its 
peak values in the breaker region. Seawards of the breaker region, where the wave 
activities and surface generated turbulence reduce significantly, the diffusive 
mechanism drops by approximately 85% of its peak at the breaker. It was observed 
that the diffusion coefficients inside the surfzone decrease by ~20% compared to the 
breaker region. Towards the inner surfzone and still water line, the wave activities 
and turbulent kinetic energy reduces, giving rise to a significant drop in the 
diffusivity. However, the results demonstrate that in the inner surfzone the 
diffusivity is still higher (~33%) than that in the offshore region.   
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Figure 7.2 – The diffusive and dispersive mixing mechanisms for the 
monochromatic waves with Sop = 5% 
 
Figure 7.3 – The diffusive and dispersive mixing mechanisms for the 
monochromatic waves with Sop = 3½% 
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Figure 7.4 – The diffusive and dispersive mixing mechanisms for the 
monochromatic waves with Sop = 2% 
 
In this work, the dispersive mixing mechanisms were quantified by determining the 
temporal variation of shear dispersion coefficients for the laboratory (chapter 4 and 
5) and numerical data (chapter 6). In order to determine the dispersion coefficient, 
the developed dispersion model (chapter 3) utilized depth-averaged diffusivity and 
the localised spatially-averaged hydrodynamics across the nearshore. The dispersion 
coefficients determined for the hydrodynamic data have been compared with the 
mixing coefficients determined for the fluorometric tracer studies. The results (Figs. 
7.2 to 7.4) show very good agreement between the dispersion model and the dye 
data. Investigating the temporal variation of dispersion mechanisms across the 
nearshore identified the fact that the intense mixing mechanism caused by the wave 
bore-undertow collision, is responsible for most of the mixing that occur. The 
duration of this intense mixing phase was found to be approximately T2.0  for the 
wave conditions investigated in this work. The dispersion for undertow ( T5.0 ) and 
bore phases ( T3.0 ) are relatively smaller than the bore-undertow interaction phase.  
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The pioneering Royal Society works of Svendsen & Putrevu (1994) identified the 
temporally-averaged dispersion, as a function of distance from the shore. Using a 
combination of experimental, mathematical, and numerical formulations, this study 
has identified and quantified, for the first time, the temporal and spatial dispersive 
mixing processes in the nearshore (over the full wave cycle), within the challenging 
and complex environment of the surf zone. It has been shown that the cross-shore 
circulation provides lateral mixing that exceeds that of the turbulence by an order of 
magnitude inside the surfzone.  
The turbulence still remains an essential part of the flow since it is the primary driver 
through which the vertical mixing is responsible for defining the vertical velocity 
profiles, which then determines the strength of the dispersion. 
7.1 Future work  
This thesis has demonstrated methods to quantify the mixing and dispersion in the 
nearshore due to the combined effects of waves and currents through theoretical, 
experimental and numerical investigations. There are yet more opportunities for 
extending the scope of this thesis. This section presents some of these directions:  
Oblique waves  
Both turbulent velocity measurement and direct solute transport measurement need 
to be investigated for the waves approaching the nearshore from an oblique angle. 
The mixing mechanisms identified within this study need to be explored for the 
oblique waves.  
Field studies  
This study mainly focused on the hydrodynamic conditions across the European 
Union coastline (Sop = 2-5%). Field investigations could be carried out to have better 
understanding of nearshore hydrodynamics and tracer behaviour. Also, the 
algorithms developed within this study to quantify the turbulent diffusion and 
advective shear dispersion could be validated against field investigation data.  
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Random waves  
This thesis mainly investigated monochromatic wave conditions and only one 
pseudo random wave condition with 3.5% steepness was investigated. The mixing 
and dispersion mechanisms described and quantified within this study could be 
further investigated under random wave conditions.  
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