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Abstract
This paper introduces an improvement on the recently published Hybrid Extreme Rotation
Forest (HERF), consisting in the anticipative determination of the the fraction of each classiﬁer
architecture included in the ensemble. We call it AHERF. Both HERF and AHERF are hetero-
geneous classiﬁer ensembles, which aim to proﬁt from the diverse problem domain speciﬁcities
of each classiﬁer architecture in order to achieve improved generalization over a larger spec-
trum of problem domains. In this paper AHERF are built from a pool of Decision Trees (DT),
Extreme Learning Machines (ELM), Support Vector Machines (SVM), k-Nearest Neighbors
(k-NN), Adaboost, Random Forests (RF), and Gaussian Naive Bayes (GNB) classiﬁers. Given
a problem dataset, the process of anticipative determination of the ensemble composition is as
follows: First, we estimate the performance of each classiﬁer architecture by independent pilot
cross-validation experiments on a small subsample of the data. Next, classiﬁer architectures
are ranked according to their accuracy results. A probability distribution of classiﬁer architec-
tures appearing in the ensemble is built from this ranking. Finally, the type of each individual
classiﬁer is decided by sampling this probability distribution. Computational experiments on a
collection of benchmark classiﬁcation problems shows improvement on the original HERF, and
other state-of-the-art approaches.
Keywords: ELM, heterogeneous ensembles
1 Introduction
Ensembles of classiﬁers aim to obtain improved classiﬁcation results by the combination of
weak and diversiﬁed classiﬁers [21, 30]. Early ensemble of classiﬁers were homogeneous, such
as the Random Forest, which combines the outputs of a collection of Decision Trees (DT) by
majority voting [5, 6] built from bootstrapped training data over random variable selections, or
the ensembles of Support Vector Machines (SVM) [19]. Sequential data selection approaches
have also been applied to build a pipeline of ensembles progressively more specialized [26]. In
the design of ensembles, there is an emphasis on diversiﬁcation following from the expecta-
tion that classiﬁers with quite diﬀerent ﬁelds of expertise may have a synergistic eﬀect on the
whole to improve classiﬁcation performance. Approaches to obtain diversiﬁcation include the
preprocessing of the data by randomized rotation matrices applied, as in Rotation Forests [24],
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or supervisedly built projections [11]. Another way to obtain diversiﬁcation is to build het-
erogeneous ensembles, where individual classiﬁers have diﬀerent architectures, so that intrinsic
sensitivity of the methods to the data distribution may be exploited to have diversity [2]. Re-
cent approaches on the decomposition of multi-class problems into several one-class problems
can be viewed as an special case of the ensemble approach [20, 18]
Extreme Learning Machines (ELM) [17, 12, 14, 16] have a great appeal for their very quick
learning, despite their lack of stability, i.e. repeated instances of training may provide wide
diﬀerent performance results. Ensemble classiﬁers assume that the individual classiﬁer error
follows a symmetric (if not Gaussian) distribution around zero (no bias), so that the joint eﬀect
of the ensemble is to reduce the error, assuming that the combination of errors is additive. This
works well if the individual classiﬁers are independent and the joint decision is equivalent to
an OR rule. Voting ELM (V-ELM) [4, 3, 9] is a direct composition by majority voting of a
collection of ELMs trained independently. This straightforward ensemble approach enhances
the stability of ELM results, by approaching the limit perfect classiﬁcation performance when
the number of training samples grows suﬃciently. In this line of work, the recently proposed
Hybrid Extreme Rotation Forest (HERF) [2], is an heterogenous ensemble of ELMs and DTs
over a random rotation of bootstrapped training data similar to the Rotation Forest. HERF has
been shown to be successful in remote sensing and medical image segmentation [1]. However,
we have observed that the rigid composition of the ensemble is very restrictive.
The contribution of this paper is an anticipative procedure for the selection of the ensem-
ble components, as well as an extension of the pool of elementary classiﬁer architectures. We
call this approach AHERF. The procedure is based on the probability distribution modeling
the likelihood of including a classiﬁcation architecture in the ensemble on the basis of its per-
formance on a subsample of the dataset. Hence, building the ensemble involves sampling of
this probability distribution to decide the architecture of each individual classiﬁer added to
the ensemble. Individual classiﬁer specialization is enhanced by this anticipative modeling and
sampling [29]. That is, the AHERF may have quite diﬀerent architecture composition depend-
ing on the problem. Note that some ensembles, such as Random Forests and AdaBoost, are
used as elementary classiﬁers in AHERF, so that the realization of AHERF in this paper is
an ensemble of ensembles. We provide a rationale justiﬁcation of the expected improvement
due to the architecture probabilistic selection, formalizing the intuition that using classiﬁer
architectures which are better suited to the dataset at hand improves the performance of the
whole.
The paper is structured as follows: Section 2 recalls the basic deﬁnitions of the classiﬁer
building methods used in the AHERF. Section 3 describes the algorithm building the random-
ized rotation data transformation. Section 4 gives the description of the AHERF. Section 6
discusses the experimental design followed the validation of proposed AHERF. Section 7 gives
the experimental results and a discussion of their signiﬁcance. Section 8 gives our conclusions
and future work.
2 Elementary Classiﬁers
Elementary classiﬁers implementation in the experiments reported in this paper are extracted
from SciKit1 Python package [22]. The Python implementation of AHERF is available at 2.
1http://scikit-learn.org/stable/supervised_learning.html#supervised-learning
2http://www.ehu.es/ccwintco/index.php/GIC-source-code-free-libre
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Decision trees and random forests Decision Trees (DT) [7, 23] are built by recursive
partitioning of the data space using some quantitative criterion (e.g., mutual information, gain-
ratio, gini index). Tree leaves correspond to the probabilistic assignment of data samples to
classes. Often, a pruning process is applied in order to reduce both tree complexity and training
data overﬁtting. Ensembles of DT classiﬁers were among the ﬁrst been proposed, i.e. Bagging
[5] and Random Forests [6]. Random Forests are ensembles of DT, where each individual DT is
built on a bootstrapped training data subset over a random subset of the input variables. The
majority voting rule applied to the ensemble of outputs decides the input data class assignment.
We use the default settings of SciKit, 10 trees of unlimited depth.
ELM Extreme Learning Machines (ELM) [17, 13, 16, 14, 15] was proposed as a very fast
training algorithm for single-layer feedforward neural networks (SLFN). The key observation
leading to ELM is that it is possible to teach a SFLN sidestepping the costly gradient descent
training of the hidden layer by performing a random instantiation of the SLFN hidden layer node
weights. Summarizing, the neural network output applied to all data samples can be written
in matrix form as Hβ = Yˆ, where H is the hidden layer output matrix, and β = (β1 . . . βM )T
and Yˆ = (yˆ1, . . . , yˆN )T are the network output weights and value of the output units of the
network, respectively. The training problem reduces to the estimation of the output weights β,
which is a least squares linear problem minimizing the classiﬁcation error traditionally solved
by the Moore–Penrose generalized inverse of the matrix H , denoted H† , so that the training
problem reduces to computing βˆ = H†Y.
Support Vector Machines Support Vector Machines (SVM) [8, 27] look for the set of
support vectors that allow to build the optimal discriminating surface in the sense of providing
the greatest margin between the classes. In this way, the decision function can be expressed in
terms of the support vectors only:
f (x) = sign
(∑
αiyiK (si,x) + w0
)
, (1)
where K(xi,xj) ≡ φ(xi)Tφ(xj) is a kernel function, αi is a weight constant derived from the
SVM process and the si are the support vectors [27]. For training, the SVM approach solves
the dual optimization problem is
min
α
1
2
αTQα− eTα, (2)
subject to yTα = 0, 0 ≤ αi ≤ C, i = 1, . . . , l, where e is the vector of all ones, C > 0 is
the upper bound on the error, Q is an l × l positive semi-deﬁnite matrix, Qij ≡ yiyjK(xi,xj).
Model selection in SVM involves the selection of the appropriate kernel function as well as
tuning of its parameters, which not trivial task. In this work we have used the default setting
of Scikit, which is the Radial Basis Function (RBF) with γ = 1/N , where N is the number of
samples.
k-Nearest Neighbors k-Nearest Neighbors (k-NN) is the simplest formulation of the super-
vised training, where the training samples are used as class prototypes. The class assigned to the
test input pattern is the result of majority voting on the K closest training patterns according
to some deﬁned distance in pattern space, which most often is the Euclidean distance.
AHERF Ayerdi, Gran˜a
1673
Adaboost Adaptive Boosting (AdaBoost)[25, 10] is a meta-algorithm for machine learning
that can be used in conjunction with many other learning algorithms to improve their perfor-
mance. AdaBoost trains a weak classiﬁer in a series of rounds t = 1, ..., T . For each iteration
the distribution of sample weights Wt is updated, indicating the importance of examples in the
data set for the classiﬁcation. On each round, the weights of each incorrectly classiﬁed example
are increased (or alternatively, the weights of each correctly classiﬁed example are decreased),
so that the new classiﬁer focuses more on those examples. The base classiﬁer we have used is
DT, applying the default SciKit setting is 50 classiﬁers.
Gaussian Naive Bayes Naive Bayes methods follow from the “naive” assumption that the
components of the pattern vectors are statistically independent, so that the posterior probability
of the class can be approximated as P (y |x1, . . . , xn ) ∝ P (y)
∏n
i=1 P (xi |y ), where P (xi |y ) is
the likelihood of the i-th feature, and P (y) the a priori probability of the class. The Gaussian
Naive Bayes assumes that the likelihood follows a Gaussian distribution, where the mean and
standard deviation of each feature is estimated from the sample.
3 Randomized Data Rotation
In this section we present the general procedure for randomized data rotation applied in order
to increase diversiﬁcation of the ensemble components. Let us consider n-dimensional random
input vectors x = [x1, . . . , xn]T ∈ Rn, and organize the whole set of N data samples into a
matrix of size n×N :
X =
⎛⎜⎝ x
1
1 · · · xN1
...
. . .
...
x1n . . . x
N
n
⎞⎟⎠
where matrix columns are samples of x. Each matrix entry, xji is the value of the i-th dimension
of the j-th vector sample. Let us name Fi the i-th dimension feature variable. Therefore, the
vector of sample values for Fi is given by the i-th row of X, i.e. Xi = [x1i , x2i , . . . , xNi ]. To
construct the training/testing datasets for a speciﬁc classiﬁer Di in an ensemble, we carry out
the following steps:
1. Partition the set of feature variables F into K subsets of variables.
2. For each subset of feature variables, Fk, k = 1, . . . ,K
(a) extract the corresponding data Xk from the training data set
(b) compute the partial randomized rotation matrix Rk using Principal Component
Analysis (PCA) from Xk
3. Compose the global rotation matrix R = [R1, . . . , RK ], reordering columns according to
the original data,
4. Transform the train and test data applying the same rotation matrix.
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4 Adaptive Hybrid Extreme Rotation Forest
Let x = [x1, . . . , xn]T be a sample described by n feature variables, F is the feature variable
set and X is the data set containing N training samples in a matrix of size n × N . Let Y
be a vector containing the class labels of the data samples, Y = [y1, . . . , yN ]T . The number of
classes is denoted Ω. Denote by D1, . . . , DL the classiﬁers in the ensemble, that can be trained
in parallel, as in the Bagging and Random Forests.
The Anticipative Hybrid Extreme Rotation Forest (AHERF) algorithm training and testing
phases are summarized in Algorithm 1. We specify the training and test phases of each cross-
validation fold. For training, ﬁrst, a model selection phase is performed, where 30% of the
training data is used. For each classiﬁer type described in the previous section, a 5-fold cross-
validation is performed on the selected data (line M3). The resulting average accuracies are
ranked, so that rk is the ranking value of the k-th classiﬁer type (line M4). Then (line M5),
each classiﬁer is assigned a selection probability according to the expression pk =
Fib((C+1)−rk)∑C
i=1 Fib(i)
,
where Fib (i) is the i-th value of the Fibonacci series.
5 Rationale for AHERF
The work on the design of heterogenous ensembles of classiﬁers is motivated by the well known
no-free lunch theorems [28], which state that no single approach is optimal either for the solution
of diﬃcult optimization problems, as well as for machine learning solution of classiﬁcation
and regression problems. Therefore, we would like to predict which kind of classiﬁer building
approach is optimal for the problem domain at hand. If we have no hint, we may try building a
heterogeneous ensemble so that we may have some chance of applying the best approach from
the pool of available approaches.
The idea in AHERF is to build an ensemble where the best ﬁtted classiﬁer types are more
frequent. Suppose we have a problem domain characterized by a ground truth classiﬁcation
mapping C : X → Ω, that gives the true class ω ∈ Ω corresponding to each input feature
vector x ∈ X . Any classiﬁer tC that we may built from a collection of input/output patterns
X = {(xi, ωi)}Ni=1, where t ∈ T denotes the classiﬁer type from a collection of methods T , i.e.
the classiﬁcation building type, provides us with its best estimation of the true class ωˆ =t C (x).
We can safely say that this estimation is given somehow as a maximum a posteriori estimation,
i.e.
ωˆ = max
ω
ˆtP (ω |x ) ,
where t denotes the classiﬁer architecture, and
{
ˆtP (ω |x )
}
ω∈Ω
denotes the data driven esti-
mation of the a posteriori probabilities by classiﬁer tC. The accuracy of a classiﬁer can be
computed as the expectation of the distance between the a posteriori distribution and the
ground truth classiﬁcation:
tA = EX
[∥∥∥[ ˆtP (ω |x )− C (ω,x)]
ω
∥∥∥] ,
where EX [.] denotes the expectation over the input space, i.e. over all possible sampling
processes providing the training dataset X, and C (ω,x) is 1 for the true class, and 0 for the
others. The cross-validation experiments are a minimum variance way to provide estimates of
the accuracy.
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Algorithm 1 Anticipative tuning of Hybrid Extreme Rotation Forest (AHERF)
Training Phase
Given
X : z-scores of input dataset (n×N matrix).
Y : the labels of the dataset (1×N matrix)
L : the number of classiﬁers in the ensemble
K : the number of feature subsets
Begin
Anticipative Model selection
M1 Select 30% of the dataset for model selection
M2 For each classiﬁer type k = 1, . . . ,M
M3 Perform 5-fold cross-validation, obtain accuracy Ak
M4 Rank Ak, assigning rk to the k-th classiﬁer
M5 Assign selection probability pk =
Fib((C+1)−rk)∑C
i=1 Fib(i)
, k = 1, . . . ,M
On the 70% unused data, perform 10-fold cv, at each fold:
Ensemble construction on each training fold
2 For each individual classiﬁer Di, i = 1 . . . L
3 Computation of rotation matrix Rαi :
4 Partition F into K random subsets: Fi,j ; j = 1 . . .K
5 For each Fij , j = 1 . . .K
6 - Let Xi,j be the subset of X corresponding to features in Fi,j .
7 - Ci,j obtained from PCA on Xi,j
8 Compose Rαi using matrices Ci,j .
9 Decide the model of Di sampling {pk; k = 1, . . . ,M}
10 Train classiﬁer Di on training set (Rαi X,Y ) or (X,Y )
End ensemble construction
Test on each testing fold
Let Ω be number of classes
C1 For each unknown xtest z-scores.
C2 di = Di(R
α
i x
test); i = 1, . . . , L
C3 cω =
∑L
i=1 δdi,ω; i = 1, . . . , L
C4 ctest = argmax
ω
{cω, ω = 1, . . . ,Ω}
If we have an ensemble of classiﬁers {tCk}Mk=1, then we will have as many a posteriori
distribution estimations {{
ˆtPk (ω |x )
}
ω
}M
k=1
as classiﬁers. If the ensemble decision is by majority voting, such as in AHERF, then the
ensemble class estimation is given by
ωˆ = argmax
ω
|{k |ω = ωˆk }| ,
where ωˆk = max
ω
ˆtP k (ω |x ). In a broad sense, we can say that the accuracy of the ensemble can
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be modeled by
AM ∝ EX
[∑
k
∥∥∥[ ˆtP k (ω |x )− C (ω,x)]
ω
∥∥∥]
in the sense that the increase in closeness of the a posteriori distributions of the ensemble
constituents to the ground truth will always reﬂect in an increase in accuracy. It is immediate
that
AM ∝
M∑
k=1
(
tAk
)
.
Let us assume that there is some accuracy ranking of the classiﬁer types, so that t1A >
t2A > t3A > .... Let us denote by nt the number of ensemble constituents of type t, so that
an ensemble is characterized by the vector n = [nt |t ∈ T ∗ ], where T ∗ denotes the identiﬁers of
the classiﬁers types ordered by accuracy ranking. Then it is immediate that for two ensembles
such that n′ > n′′ according the lexicographic ordering, i.e. the classiﬁer with the best ranking
is more frequent, then the ﬁrst ensemble will very likely have accuracy greater than the second.
The strategy of AHERF is to estimate via cross-validation on a small dataset the classiﬁer type
ranking t̂1A > t̂2A > t̂3A > ..., using this information to drive the selection of the classiﬁer
type of each individual constituent. In order to have ensembles whose characteristic vector n is
of the form nt1 >> nt2 >> nt3 > ... we sample an integer random variable whose distribution
of probability is an approximation of the exponential distribution built using the Fibbonacci
series on the ranking. The anticipatory character of AHERF comes from this prediction of
the appropriate distribution of classiﬁer types before building and training the ensemble. This
stochastic sampling of the classiﬁer type (with replacement) allows for some ﬂexibility (i.e. when
the diﬀerence in performance is not so great we would like to have some less sharp diﬀerence
in number of classiﬁers, and viceversa) and avoids the need to set speciﬁc settings of the
6 Experimental design
Validation Methodology All of the reported experimental results are computed as the
average of 50 repetitions of a 10-fold cross-validation approach, where all feature extraction and
classiﬁcation parameters are estimated from the training datasets and applied to the testing
datasets as such.
z-score data normalization We perform a data normalization by the independent compu-
tation of the z-score of each input variable given by the expression z = x−μσ , where x is the input
variable, μ is the variable mean estimation, and σ the variable standard deviation estimation.
This normalization removes scale eﬀects reducing all variables to the same order of magnitude,
and linear shifts. In cross-validation approaches, the μ and σ are estimated on the training
data and used as such on the testing data, resulting in some minor inconsistencies if there is
any sampling bias.
Model parameter selection The following parameters remain to be speciﬁed or selected
for each combination of data rotation and ensemble of classiﬁers. All of them are set in the
same way for all the cases, because we want to avoid any eﬀect from them in the experimental
results.
• L: The number of individual classiﬁers,is set to L = 35 for all experiments.
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• Classiﬁer intrinsic parameters: The DT depth is set to 10 in all cases, except for some
defaults in SciKit. The number of hidden nodes in the ELM is set to min
{
N
3 , 1000
}
. The
SFLN architecture trained by ELM has a single output unit encoding the output of the
classiﬁer as an integer value, both for two-class and many-classes datasets.
• K: The number of partitions of the set of features has been set to K =
⌊
n
4
⌋
. As the
eﬀective partitions are random, it is very likely that some of them will be composed of
only one vector.
Materials We have performed the computational experiments over 16 datasets used for the
comparison and validation are in the public domain, they have been extracted from the UCI
machine learning repository 3, including multi-class instances as well as two class problems.
7 Experimental Results
Table 1 shows the average and standard deviation of the accuracy obtained on the cross-
validation classiﬁcation results, comparing AHERF with other state-of-the -art classiﬁer ar-
chitectures. In fact, the competing algorithms are the base architecture classiﬁers. It can be
appreciated that AHERF gives the best results in most cases (Ecoli: 88.69%; Liver: 73.67%;
Sonar: 87%; Spambase: 93.96%, etc) and it is close to the best result in the others. We found
these results encouraging. In the Iris database, the winning algorithm in terms of mean ac-
curacy (OP-ELM: 97.80±8.93) has such a big standard deviation that a conventional t-test
asserts (p>0.1) that there is no signiﬁcant diﬀerence between AHERF and the winning algo-
rithm. This is not the case of the Monks datasets, where the AHERF shows high variability
(Monk1: ±4.90; Monk2: ±3.58; Monk3: ±2.42), while the winning algorithms have much less
standard deviation (Monk1: ±0.81; Monk2: ±2.83; Monk3: ±0.46), we can assert that there is
a signiﬁcant diﬀerence. The reason for this behavior lies in the nature of the Monks datasets
which are discrete and categorical, diﬃcult to deal with by algorithms such as ELM or SVM.
The ability to obtain an speciﬁc tuning to the datasets at hand comes to a price, which is the
need for additional training and testing on the available data. When the datasets are of small
size, such as the ones used for the demonstration in this paper, the reduction of the actual data
used for system training is a more worrying issue than the time required to carry the additional
training. This reduction impedes other desirable procedures, such as the ﬁne tuning of the
classiﬁers’ hyperparameters, which require in some cases delicate search. The application of
AHERF to big datasets, would reduce this problem, so we may expect even better results than
those reported here.
8 Conclusions and future work
The proposal of the AHERF hybrid ensemble classiﬁer is an improvement of HERF algorithm,
including the anticipative selection of the classiﬁer type according to the prediction of the
classiﬁer types accuracy in each database. We built a selection probability distribution according
to the ranked accuracies found in a model selection cross-validation experiment. The results
obtained on a collection of benchmark databases are encouraging, improving on HERF and
other state-of-the-art classiﬁers. Further works are being addressed on the one hand to apply
AHERF in other areas like medical image processing (fMRI, CTA, etc) and remote sensing
3http://archive.ics.uci.edu/ml/
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Table 1: Average accuracy results of cross-validation experiments, with standard deviations, over a collection of benchmark databases.
Maximum accuracy per dataset is highlighted in bold. Star entries are not signiﬁcantly worse than the winner.
SVM(RBF) OP-ELM BP k-NN ELM DT HERF AHERF
Balance 95.88±1.31 92.31±1.83 90.92±2.14 87.00±1.80 69.8±2.73 76.01±2.81 90.99±1.61 90.57±1.45
Breast-can 95.55±0.82 95.33±1.29 95.01±1.66 96.32±1.03 97.78±1.22 96.36±0.49 97.40±0.89* 97.51±1.15*
Diabetes 77.31±2.73* 77.34±3.17* 77.23±2.81* 74.09±2.73 55.91±1.31 71.57±4.8 77.64±1.97* 78.13±3.88
Ecoli 85.83±2.79 85.20±2.88 80.27±3.91 83.68±2.22 35.9±10.48 73.85±3.85 88.07±2.45* 88.69±6.02
Iris 94.36±2.76* 97.80±8.93 95.60±3.00* 96.04±2.23* 86.67±4.80 96.67±2.80* 96.64±2.00* 96.00±4.42*
Liver 68.24±4.58 65.85±4.75 66.50±4.45 61.46±3.27 62.12±4.98 66.37±3.59 72.75±3.88* 73.67±6.19
Sonar 83.48±3.88 71.70±4.79 70.31±5.40 66.30±4.93 86.47±3.35* 74.71±4.08 80.08±4.24 87.00±6.82
Soybean 99.56±1.32* 99.12±1.51* 88.17±9.38 79.74±11.47 100.00±0.00 100.00±0.00 100.00±0.00 100.00±0.00
Spambase 93.50±0.45* 91.23±0.78 92.06±0.78 88.61±0.53 70.31±0.93 91.47±1.21 92.57±0.60 93.96±0.79
Waveform 85.78±0.62* 85.46±0.64 85.94±0.76 82.65±0.72 57.56±1.94 74.34±0.75 85.77±0.67 87.12±1.42
Wine 97.48±1.57 98.18±1.72 94.10±3.12 96.23±2.01 65.52±15.99 94.83±2.11 98.30±1.60 99.41±1.76
Digit 98.14±0.01 98.34±0.25 - 97.54±0.01 98.25±0.16 100.00±0.00 99.92±0.05* 99.24±0.26*
Hayes 75.00±0.00 70.43±4.95 74.43±7.08 75.00±0.00 77.89±4.04 83.51±0.96 83.09±5.05* 80.62±9.46
Monk1 94.44±0.01 74.79±3.91 69.99±13.82 80.56±0.01 98.26±0.81 93.48±3.90 97.87±2.96* 93.70±4.90
Monk2 84.72±0.01 70.35±3.58 72.84±2.92 71.53±0.01 83.02±3.75 93.17±6.62 96.33±2.83 72.38±3.58
Monk3 90.04±0.01 88.77±2.31 80.41±6.07 80.79±0.01 95.71±2.94 99.34±0.46 98.82±0.79 97.49±2.42
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image processing problems, and on the other hand to improve the combination of the outputs
of the ensemble.
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