This paper presents a novel and efficient way of analysing big datasets used in social science research. We provide and demonstrate a way to deal with such datasets without the need for high performance distributed computational facilities. Using an Internet census dataset and with the help of freely available tools and programming libraries, we visualize global IP activity in a spatial and time dimension. We observe a considerable reduction in storage size of our dataset coupled with a faster processing time.
Introduction
Social scientists rely on primary data gathered by experiments and surveys or secondary data supplied by statistical offices. Recent technological progress has enabled practitioners to utilise novel, and very large, datasets, often revealing, for the first time, information on individual choices and their preferences. In this study, our aim was to utilize an Internet Census conducted by [7] as a case study of alternative data source utilisation for the social sciences. The Internet Census contains regular IP probes of the entire IPv4 IP space in 2012 (251 · 10 9 observations). A similar census was conducted by [5] to conduct research on the stability of the Internet. From a social science perspective, each variation in on-line or off-line activity is actually a revelation of an individual's preference for access to the Internet which can, by data-linking, be associated with a particular time and geo-spatial location. Whilst an individual measure of the activity at an IP-Address alone does not provide enough information for useful scientific conclusions, in the aggregate over time and space, such measurements reflect the cultural habits of Internet access around the globe, revealing potentially fascinating and important use-and preferencepatterns.
There is a growing number of scientific publications that make use of alternative data sources. For instance, [9] use satellite images of night time light intensity to analyse regional favouritism of political leaders, whilst [10] study the occurrence of key words in documents as a proxy for unobservable social phenomena. In the Economics domain, [12] provides an overview of big data analysis tools and example applications.
Common to these big-data contributions is that they employ built-for-purpose indexing and utilize software solutions such as 'hadoop' or 'big table' which are able to harness distributed file systems or distributed fast access storages. However, distributed systems are rarely, if ever, available to social science research facilities or departments, and so, for the standard social scientist alternative solutions to handle big data without these resources are needed.
Additionally, even in the realm of big data, the recommended sub-sample approach (e.g. by [12] ) is not always available to the social scientist due to high heterogeneity within the observational dataset. For example, in the present dataset, linked observations on IPstatus are attached to (time,place) pairs (a common observational feature of interesting social science data). If one supposes that a social scientist would like to assess the Internet usage for cities with more than ten thousand citizens over a 24 hour cycle, aggregated monthly, an analysis of (even) the entire dataset would result in less than 3000
1 observations by time-location cohort. Given that, on average, only 10% of the data are positive probes, the social scientist now faces less than 300 observations per cohort: Varian's rule [12] of using a 0.1% sub-sample, which was demonstrated to be an efficient approach for transactional data, is clearly not applicable in this case.
Hence, the summary challenge for the social scientist is to find a method which ideally enables her to analyse an entire 'big data', heterogeneous, dataset, with non-distributed hardware resources commonly available within her institution.
In this work, we describe and demonstrate one such solution to this problem. Specifically, a Java program was developed using freely available software to filter and aggregate the dataset, executable on a multi-core computer. The source code is available on request. We demonstrate the method to produce revealed preference Internet activity patterns around major cities in the time dimension and spatial activity maps for Australia.
We find that the method successfully delivers a significant reduction in storage space requirements (around 18 times), leading to a similar speed up in processing time. Moreover, the resultant format is easily convertable to the data types of common tools used by social scientists, such as Qgis, R, Stata or Matlab.
Method
The method we describe in this paper is outlined in Fig. 1 as applied to the IP activity database. In summary, we start by converting 9 TB of loose text files to a compact binary format and then transform the resultant set into a readable format for standard statistical programs in the social science. Importantly, the method does not require access to a computing cluster with an extensive support team nor associated skills residing with the social scientist for cluster job submission and data transfer 2 . Finally, all software used in the described method is freely 1 Data presented in [4] suggests that there are 3.1 · 10 5 cities with more than ten thousand people and if one aggregates hourly each month than that produces 288 bins in the temporal dimension. Combing the spatial and time dimension results in roughly 9 · 10 7 cohorts of interest for analysis. If we assume that the total number of observations (251 · 10 9 ) are split uniformly across those bins, we would get less than 3000 observations per cohort.
2 The hardware facilities we used were 8 cores out of a 32 core AMD Opteron Processor 8356 machine with 2.3 GHz processing speed, using around 20 GB of RAM. This exceeds the standard desktop capacity, though it was readily available in our institution. An eight core computer with 24GB memory and 512GB SSD disk storage is well within the affordable range for a social science department and would be more than sufficient to accomplish the reduction we describe. Step
-Representation of Information
The first decision to be taken is what information is needed and how to encode it in the smallest way possible when dealing with billions of observations. In the present application, we roughly follow the data encoding approach as outlined in [11] . The Internet Census data contains various methods used for scanning such as ICMP, Hostprobe, Synscan and Serviceprobe. The first three enable one to get an activity measure of whether a host is active at a certain point in time, the last (Serviceprobe) determines the Internet service used on a host. The difficulty that arises is that for 49,478,363,902 observations (for ICMP) each observation can be represented by a triple: [IP, time (as UNIX time-stamp), on/off activity]. An IP address is represented by 32 bits and is already in a dense format. The time stamp and the activity can be represented with fewer bits, especially when only storing the time offset for the period of interest. However, we leave it to the compression algorithm and use 32 bit unsigned as data-type for each element to use a standardized method for accessing. Selecting as data type integer 64 bit, due to the non existence of a unsigned integer type in Java, versus 32 bit would double the ICMP space requiremens of 552 GB in required storage for ICMP. Furthermore, only information that is needed has to be saved in a new format. Consequently, we filtered out all IP blocks that are either private or not assigned as public use in the conversion program by [5] 3 and then converted each observation into an efficient packing within the uint32 datatype.
Step 2 -Parallel processing
The data processing problem is twofold. First, the raw data has to be converted into HDF5 to have a reduced, fast and accessible format and second, the information needed has to be aggregated and extracted. The HDF5 website [6] list various implementations for program language support such as C, Python and Java. We tried first using the python high level API as well as the Java version from the HDF5 group. With the python API the usage was straight forward but we found the processing speed less than acceptable for processing billions of data points. On the other hand, the provided Java libraries were difficult to integrate, however they offered sufficient performance. The difference arises from the fact that Python uses a global interpreter lock for threads, while the latest version of Java has an integrated buffer and thread support. We finally decided to use JHDF5 ( [1] ), which is a Java wrapper for easier usage and lowers the entrance barrier.
The raw data is organized by the first part of the IP address from 1.x.x.x onwards. We kept that order and our program processed each file individually and converted it to a corresponding HDF5 file. We used xargs for parallel processing of our program instead of threads to enable us the use of a computer cluster later on if required. The reference to the used probing protocol was also kept persistent.
In the aggregation process we employed a map-reduce approach. First, we processed each file and linked the IP address to a geographical location using the MaxMind [8] database from September 2012 and counted the online/offline IP addresses per hour. After this map process was finished we combined the resultant files to one HDF5 file.
Step 3 -Compression and Storage
After the selection of a storage mechanism it is important to select an appropriate compression strategy depending on the resources available. The resource constraint we faced was that we only had access to 8 cores and storage for 3 TB of data on a single host. The disk throughput was limited by around 50 MB/s which was too limiting for directly feeding data into 8 cores, our goal was to use all available cores while not getting constrained by the disk speed. HDF5 provides the possibility to select a vector of data as chunk size for compression. A series of experiments with the HDF5 tool h5repack resulted in an optimal size of 100000x1 as chunk size for our data with a gzip compression level of 5. In contrast, without compression, only 2 HDF5 files could be read from the disk directly without the CPUs waiting, whilst with the selected tuning feature, 8 processes were possible. Figure 2 reports the reduction achieved, while gaining flexibility in accessing the data and only a slight loss in processing speed.
Results
Using alternative data sources that are not commonly used for the social sciences requires careful consideration of visualisation methods to communicate the contribution to the scientific community. For global data, we believe it is essential to select a test case that is representative for the spatial and time dimension. First the spatial dimension was fixed and the change in Internet activity over a 24 hour period for selected major, cities (LA, New York, London, Moscow, Tokyo, Melbourne) was analysed. Second, the geographical location of Australia was kept constant and the Internet intensity off all on-line hosts was recorded. Finally, the spatial and temporal dimension of Internet activity of the surrounding area of Melbourne was portrayed. Figure 3 is a normalized plot of percentage of active IP addresses aggregated over a year per hour. The cities are plotted in respect of their time difference to UTC time from -8 h (Los Angeles) to +11 h (Melbourne). The data were normalized by scaling the aggregated values to their respective minimum and maximum level. The plot indicates different activity and sleep cycle patterns for different locations. It seems that cities which experience a similar intra-day activity cycle share a similar distance to the equator (e.g. London and Moscow, or Los Angeles and Melbourne), and have similar peak activity times. A possible explanation for this connection is that a given latitude implies a given exposure to sunlight, affecting melatonin production as investigated in [13] , and therefore potentially influencing societal, intra-day activity peaks. We simply note this possibility without further comment as a prompt for further research.
Temporal Variation in IP use
Before normalization Moscow had the highest deviation in reachable Internet Addresses that might indicate a (historico-) cultural preference for saving resources (i.e. a higher fraction of users switching off an internet-connected computer when not using it). Further investigations are necessary selecting many regions worldwide for differentiating cultural and geographical impacts.
Spatial variation in IP use
Australia consists of 577 Local Government Areas (LGAs) that change over time. Each border revision tries to follow the population dynamics for a respective area.
LGAs are therefore a natural bin for analysing Internet intensity over space. Figure 4 presents an intensity plot of active IP addresses, aggregated over a year. Unsurprisingly, areas of high intensity follow closely coastal areas and regions surrounding the major cities (Perth, Melbourne, Sydney, Brisbane) where the intensity of economic exchange and production is also the highest. For the inner areas of Australia only partial measurements were available. Around 50% of the observation needed to be dropped from the study due to the lack of sufficiently accurate geographical location mapping.
Combined Temporal-Spatial variation in IP Use In Fig. 5 Greater Melbourne LGAs are visualized across the spatial and time dimension. In contrast to Fig. 3 where the aggregate over the whole metropolitan area was visualised, in Fig. 5 for each LGA the deviation from the mean percentage of active IPs in that LGA was plotted. We conjecture that the first peak in LGA intensity, visible in panel 6 (4am-7am) is caused by outer-suburban commuters starting up internet-connected devices prior to leaving for the city. Otherwise, LGA intensity appears to build during the working day, with the most intense activity occurring near to the CBD during 4-7pm. Night time use is, as expected, lower across all LGAs in and around Melbourne (panels 4 and 5).
Relevance to the social context Previous studies in the social sciences that researched the importance of the Internet were limited to statistical analysis based on country level data, such as [2] . They found a positive economic growth effect of an increased availability of the Internet, using data from the World Development Indicator database. Applying our approach such a study could now be undertaken on a provincial level, offering the possibility to present the disparity between differential regional development.
Alternatively studies that investigated the relation between voting behaviour based on broadband availability, such as [3] , could be extended to different countries by providing a unified measure. Furthermore, using our approach to generate regional comparable Internet activity data helps reduce inactive IP addresses. Parts of the IP address space, acquired by Internet Service Providers, but not assigned to a customer would otherwise heavily bias the statistical estimates and result in an infeasible input to social science research.
Conclusion
In this work, a method has been described which enables social scientists to make use of the growing number of big data sources with freely available tools and increasingly available hardware resources. Importantly, the method does not require the scientist to make use of distributed computing arrays, nor does it utilise sampling [12] , yet it delivers facile compression, storage and processing performance on the entire dataset.
We have demonstrated the method on a very large (9 TB, 251 billion observation) coupled IP activity -geo-location dataset. The method resulted in an 18 factor compression of the memory resources required for processing, with attendant 9× speed-up and greatly reduced computing hardware requirements. The outcome dataset was successfully processed for use in standard data visualisation and GIS tools such as R and Qgis respectively.
Finally, we have provided example visualisations of interest to social scientists on Internet (IP) activity across temporal-, spatial-, and combined spatio-temporal-domains.
This project reports on the first step in a larger work in which the authors are engaged, namely, to produce a high-resolution spatio-temporal Internet usage dataset for the social sciences. We look forward to social scientists of various sub-domains using methods similar to the one proposed in this work to bring other large, interesting, and valuable datasets to the social science community. 
