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1. INTR~DuOTI~N 
The purpose of this paper is to investigate the nature of criticality in 
multiplicative transport processes characterized by the following properties: 
(1) Particles move independently of each other in the rod [ - a, a] expe- 
riencing collisions with “atoms” of the line. The state of a typical particle 
is represented by its position x(- a < x < u) and its velocity o(u = f 1). 
(2) The probability that any particle experiences a collision in traveling 
a small distance 6s along the rod is ASS + o(6s); the probability of more than 
one collision is o(6s). The collision rate A is constant so without loss of general- 
ity we may assume that A = 1. Between collisions the velocity of the particle 
remains constant. 
(3) Given that a particle experiences a collision when its state is (x, o), 
it is replaced with probability rrii by i particles with state (x, V) andj particles 
with state (x, - o); rii > 0, i, j = 0, 1,2 ,..., and Ci,i rti = 1. Furthermore 
the moments, 
ml = 1 i5rij , m, = C jrrij , sll = C i2rij , 
s12 = c ijrrii and 
are assumed to exist. 
(4) No particle which has left the rod [- a, a] (nor any of its subsequent 
descendants) can ever return. This will be the case for example if the rod is 
contained in a vacuum. 
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We shall assume throughout that m, + m2 > 1 since the problem of 
criticality does not arise (for rods of finite length) if m, + ma < 1. We shall 
also assume that m2 > 0. If m2 = 0 there is no finite critical rod-length unless 
the end-points of the rod are partially reflecting (see the remark following 
Theorem 3.1). 
In order to study this process we define a first-passage process in the 
following way. Consider the process characterized by properties (l)-(4) 
with a = co, i.e., the process developing on the real line X = (- co, co). 
Let T denote the time interval [0, co), let V denote the set of velocities 
{- 1, 1} and consider the two-parameter family of rectangles 
Rat = [- a, 4 x LO, 4 
with boundaries 7,t in X x T. The boundaries T,$ are clearly partially 
ordered by inclusion of the corresponding rectangles. Thus we may write 
raltl < T+, if and only if a, < ua and t, < t, . We define the phase of a 
particle with position y and velocity w at time s to be the vector w = (y, w, S) 
and denote by Q the set of all particle phases. From the Bore1 fields of subsets 
of X and T and the discrete u-field of subsets of V one can construct the 
product a-field B(Q) of subsets of 9. We denote by Z(T~J the set of phases 
{(y, w, S) 1 (y, s) E T,~} and by Z(T~~) the corresponding set of population 
phases, 
Similarly we define @Tat) to be the set of phases {(y, w, S) ) (y, S) E R,,} 
and n(T,,) the corresponding set of population phases u,“=. a2”(Tat). As 
described by Moyal [l] we can construct u-fields B(Z(T~J), B(~?(T,,)), 
B(C(T,,)) and B(!~(T,,)) of subsets of Z, Q, C, and Q(T,J, respectively. In 
the notation of [l] the first-passage process is characterized by the first- 
passage function P(r(T,t) 1 (x0 , V o, to)) defined on W(T,~)) x Q(T,,). 
(Since the process defined by conditions (l)-(4) is clearly multiplicative we 
need consider only the first-passage function conditional on a single initial 
particle or ancestor.) 
The function p(r(Tat) 1 wo) re resents the probability, given a single p 
initial particle in the interval [- a, a] with phase w. = (x0 , v. , to) E G(T,t), 
that the population phase of the particles making a first passage from Tat 
belongs to the set T(T,,)  E B(C(T,J). N ow the population phase of particles 
making first passages from Tat can be identified with the population phase 
of the totality of particles making passages through Tat for the process charac- 
terized by properties (l)-(4) in which particles leaving [- a, u] can never 
return. We thus have a direct physical interpretation of P(r(Tat) 1 wo) in 
terms of the original model defined by properties (l)-(4). 
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The generating functional for the first-passage process conditional on a 
single initial particle with phase w,, = (x,, , t, , no) is defined (cf. [l]) as 
where w = (wi , w2 ,..., un) denotes the population phase of particles making 
first passages from rat and [ is an arbitrary measurable function on the phase 
space Q such that supUEJ.) j E(W) 1 < 1. 
Of primary concern will be the distribution of the number of particles 
making first passages from [- a, a] in the time interval [to , tJ conditional 
on a single initial particle with phase w0 = (x,, , Q, to). Denoting by 
P,(a, t, 1 c+,) the probability that exactly 11 particles make first passages from 
[- a, u] in [to , ti) we see that the generating function 
is obtained from the generating functional G[[, 7atl I wo] upon setting 
f(w) = z if w E s, 
&a) = 1 otherwise, 
where S = {(y, w, s) I y = f a, to < s < tl}. It is clear that g depends on 
t, and to only through the dz@rence t = tl - to . If we writeg more concisely 
as g(x, , ~1~ , t), where the dependence on a and z is understood, the first- 
collision integral equation for g takes the form, 
g(x, v, t) = glj(x, v, t> + ,;i;‘“‘“-““’ c 7rijgyx + vy, 0, t -r) 
x gj(x + vy, - v, t - y) e-y dy, (1-l) 
where 
g,(x, 0, t) = e-t if t < a - vx, 
go(x, 19, t) = ze-(a-uo) if t > u - vx. 
The distribution of the total number of particles (i.e., the total over all 
time) making first passages from [- a, a] is obtained by considering, instead 
of the family of rectangles R,, and their boundaries rat in X x T, the family 
of strips R, = {(y, s) I - a < y < u} and their boundaries 7, and setting 
t(w) = z. The corresponding generating function g(x, V) is found to satisfy 
the first-collision equation 
g(x, v) = ze-(a-~~) + Iamvz C rdjgi(x + vy, w) g’(x + q~, - v) eby dy, (1.2) 
¶I=0 
which can also be found from (1.1) on setting t = + co, 
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We shall refer to the process governed by (1.1) as the time-dependent process 
and to the process governed by (1.2) as the time-independent process. 
It was shown in [2] that the regular (or Neumann series) solution g,(x, V) 
of the first-collision equation is the unique admissible solution provided that 
ICY = [gRle=i = 1 in which case the process is said to be stable. If ~~ f 1 
the process is said to be unstable. Furthermore K~(x, V) is the minimal non- 
negative solution of the first-collision equation with z = 1. However it 
follows immediately from the results of Moyal [3] that the minimal 
non-negative solution of this equation is equal to the extinction probability 
q(x, v) for the associated chain of the first-passage process, i.e., the multi- 
plicative population chain whose first generation consists of the particles 
inside the boundary 7 immediately following the first collision of the initial 
particle and whose nth generation consists of the population of particles inside 
7 produced by collisions of (n - 1)th generation particles. In Sections 2-4 
we shall investigate the behavior of tiR for the time-independent process via 
the associated chain. For finite t the time-dependent process is always stable. 
This is an immediate consequence of the behavior of the associated chain 
when a = co (see Harris [4], Chap. 5). 
The mean number of particles making passages from [ - a, a] in time 
[0, t) conditional on a single initial particle with phase (x, V, 0) is given by 
(1.3) 
Moreover it is known, again from the behavior of the associated chain when 
a = co (see Harris [4], Chap. 5) that &2(x, v, t) exists and in fact that 
M(x, v, t) < exp(m, + ma - 1) t. From Eqs. (1.1) and (1.3) and the fact that 
Q = 1 for the time-dependent process we see that M(x, v, t) must satisfy 
the first-collision equation 
M(x, V, t) = MJX, V, t) + /~‘,““‘“-““’ [m,M(x + pry, V, t - y) 
where 
+ m,M(x + v, - v, t - y)] e--y dy, (1.4) 
A&(x, v, t) = 0 if t < a - ox, 
A&(x, 8, t) = e-(a-*s) if t > a - vx. 
If we attempt to apply the same argument to the time-independent process 
a difficulty arises from the fact that ICY may not be identically unity so that the 
first-collision integral equation for 
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will involve the unknown K~ . If we assume that KR = 1 we obtain a modified 
first collision equation which takes the form 
M*(x, t7) = e-(a-uz) + J+r [m,M*(x + vy, v) 
+ m&*(x + vy, - v)] e-” dy. (1.5) 
It is possible, as we shall see in Section 6, for (1.5) to have no bounded solu- 
tion. 
We are now in a position to discuss various criteria which may be used 
to characterize criticality in the process defined by properties (l)-(4). 
The extinction probability q(x, V) = KR(X, w) of the chain associated with 
the time-independent process (conditional on a single ancestor with position 
x and velocity w) depends on the rod-length 2a. Using the theory of branching 
processes we shall show in Section 2-4 that if mr + ma > 1 there is a value 
a,(m, , ma) of a such that 
KR(X, V) < 1 if a > a,(m, , 4, xfva, 
KR(X, V) G 1 if a < 44 , 4. 
We shall refer to 2a,(m, , ma) as the critical length for the process. It is the 
least upper bound of the rod-lengths for which the population of particles 
in the rod dies out with probability 1, or equivalently of the rod-lengths 
for which the first-passage process is stable. In order to prove the existence 
of a,(m, , m,) it is convenient first to study a modified process in which the 
end points of the rod are partially reflecting barriers. This device enables us 
to utilize the theory of uniformly positive operators on which much of the 
usual theory of branching processes depends. 
A meaningful criterion for criticality can also be given in terms of the 
time-dependent mean, M(x, V, t). For each (x, V) it is clear that M(x, V, t) 
is a monotonic increasing function of t. A reasonable definition of critical 
length would be the smallest length for which lim,,, M(x, V, t) = 03 for 
some (x, v). We shall show in Section 5 that this criterion leads to exactly 
the same critical length u,(ml , mz) as is obtained from the study of KR(X, u). 
Yet another criterion, which is very easy to apply but more difficult to 
interpret, is based on Eq. (1.5). Th e critical length is defined to be the smallest 
rod-length for which Eq. (1.5) h as no bounded solution. A criterion of this 
kind has been used by Bellman et al. [5]. We shall show in Section 6 that this 
procedure again leads to the same value u,(mi , m,) as before. 
Our results demonstrate that for the process defined by properties (l)-(4) 
the criticality criteria are all equivalent. Special cases of this general process 
have been studied previously by Bellman et al. [5], Harris [4], Mullikin and 
Snow [6], Wing [7], Brockwell [8] and others. 
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2. CRITICALITY IN TERMS OF THE ASSOCIATED CHAIN; 
THE PROCESS WITH PARTIALLY REFLECTING BARRIERS 
As already indicated in Section 1 we are concerned with the chain generated 
by a single initial particle in the rod [- a, a] with state CT = (x, v). In the 
notation of Moyal [I] we characterize the particles in the Kth generation by 
their states ui = (xi , q), us = (zca , ~a) ,..., where xi E [- a, u] = X, and 
TJ~ E {- 1, l} = I/. From the Bore1 field of subsets of X, and the discrete 
u-field of subsets of V we construct the product u-field B(X, x V) of subsets 
of x, x V. If .$(., .) . is a complex-valued measurable function on X, x I’ 
such that 
sup I S(x, v) I < 1 
(Jc,V)EXaX Y 
then the generating functional (cf. [l]), 
Gd5 I x, ~1 = g&l 3 4 &, > 4 -.- E(G > s), 
for the first generation of the chain is given by 
G(,)[[ 1 x, w] = e-(a-uz) + w 1:” f f TT&~, w)’ &, - w)j e-u@-z) dy. 
id) J&o 
(2-l) 
Denoting by &f&A 1 x, V) the mean number of first generation particles with 
states ei E A, where A E B(X, x V), we have 
(where xA is the indicator function of the set A) and hence 
M,,,(A I x, 4 = J hwkA 
(ml %,, + m2 %A e-v(y--3c)xz.v(y, w) dp, (2.2) 
where S,,, is Kronecker’s delta, 
and p is a measure on B(X, x V) defined by 
p[dyx{w}]=dy; -u<~<u,w=+l. 
Although the associated chain is a general branching process (see Harris [4], 
Chap. III), the usual theory cannot be applied here since Mc,)(A j vu, v) = 0 
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for all A E B(X, x V). To overcome this difficulty we consider the modified 
process in which a particle reaching either end of the rod, i.e., a particle with 
state (va, v), is reflected back into the rod with probability ~(0 < p < 1) and 
escapes from the rod, never to return, with probability (1 -p). For the 
purpose of counting generations we shall regard reflection at a boundary as a 
collision. We shall study the behavior of the extinction probability for the 
modified process and then, by lettingp -+ 0, deduce the corresponding results 
when p = 0. For the modified process we have 
G(,)[t ) x, w] = [l - p + p@va, - v)] e-(a-vz) 
(2.3) 
and 
M(,,(A I x, 4 = J k/.00) EA [h L,, + m2 %A e-u(Y-S)xz,v (~74 
+ &,,,, &,-vpe-(a-85)] dp, (2.4) 
where p is a measure on B(X, x V) defined by 
Ady x WI = 4x -a<yba, 20=&l, Y#---w 
PKYP 41 = 1; y  = - aw, w=fl. 
Thus M(r) has a density with respect to the measure TV given by 
mdy, w I x9 4 =(m, SW,, + mz SW,-,> e-“(y-“)xs,v(y, w) + &,,, &,-,pe-@-uz). 
Furthermore M&X, x Y ) x, V) is a bounded function of x and v and, if we 
define 
mh+& w I x3 ~1 = j h’,V’)EXaX Ymdy, w I x’, 4 mdx’, 0’ I x, v) dp, 
n > 1, (2.5) 
we see that if m, # 0 then rnt&y, w 1 x, v) is a uniformly positive bounded 
function of y, w, x, and v. These properties of the mean distribution AZ(,) 
ensure (Harris [4], p. 67) that &!I(,) has a positive eigenvalue pm , larger in 
magnitude than any other eigenvalue, with a corresponding eigenfunction 
6(x, v) which is bounded and uniformly positive. (We say that AI(,) has an 
eigenvalue p if there exists a function 6(x, v) f 0 such that for each (x, v) 
P&6 4 = 
I b.w)a.x Y 
'%)(Y, w I x, v) 5(y, w) 4, 
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and &x, v) is then said to be an eigenfunction corresponding to p.) Moreover 
from Theorems 12.1 and 14.1 of Harris [4], Chap. III, we have 
q(x, v) = 1 if Pm < 1, 
4(x, v) < 1 for all (x, v) if Pm > 1, W-9 
where q(x, v) is the extinction probability for the associated chain of the 
modified process with partially reflecting boundaries. Whether or not 
q(x, v) = 1 thus depends on pm , i.e., the largest positive value of p for which 
the equation 
ca p.$x, v) = pe-‘a-~~)f(va, - v) + v  
s Cf%S(Y? 4 
f  mz(qy, - v)] e-V(Y-2) dy, ~ 
(2.7) 
has a nontrivial bounded solution. Notice that although we have assumed in 
deriving (2.6) that trzl # 0, it is not difficult to show (by considering every 
second generation) that (2.6) remains true when VZ~ = 0, pm again being 
determined by Eq. (2.7). For bounded 5 Eq. (2.7) can be replaced by 
VP$(X,e') = - (m, - p)&,v) - m&yx, -v) (2.8) 
with the boundary condition 
P&T v) =p&% - 4. (2.9) 
In Section 3 we shall use Eqs. (2.8) and (2.9) to study pm and hence q(x, v) 
for the process with partially reflecting barriers. These results will then be 
used in Section 4 to study q(x, v) in the case when p = 0. 
3. BEHAVIOR OF THE LARGEST REAL EIGEN~ALUE OF M(,) WHEN 0 <p < 1 
Let pm denote the largest real eigenvalue of Mo) . We know from the 
results of Section 2 that pm > 0. Furthermore we know that pm is the largest 
positive value of p for which the equations 
UP&V) == ~ (m, -P) 5(%V) - %&% - 9, (3.1) 
PS‘(VQ, v) =P&s - 4, (3.2) 
have a nontrivial solution. We denote this solution by &(x, v) observing that 
,Qx, v) is determined only to within multiplication by an arbitrary constant. 
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It is the purpose of this Section to study the behavior of pm as the rod- 
length 2a varies and in particular to show that if m, + ma > 1 there exists a 
rod-length 2a,(m, , ma , p) such that pnL > 1 if and only if a > a,(mr , m2 , p). 
From the result (2.6) it then follows that 
q(x, ?I) = 1 if a<4ml,m2,P) (3.3) 
e(x, 4 < 1 for all (x, V) if a > 4ml , m2, P)- (3.4) 
If m, + m2 < 1, it is a consequence of the theory of the Galton-Watson 
process (see Harris [4]) that Q(X, V) = 1 for all finite rod-lengths 2~. 
The required properties of pm will be established in the following series 
of lemmas. 
L~~iuA3.1. Ifmm,+m,>lundm,>Othenp,<m,$m,. 
PROOF. Suppose that pm > m, + m2 . It then follows from Eqs. (3.1) and 
(3.2) that 
trn(x, V) = sinh e(u - VX) + k sinh e(u + VX) (3.5) 
and 
tanh a~9 = ‘L -P Pd 
h+Pm14m2-pm’ 
(3.6) 
where B = p;,‘[(~,,~ - m, + m,) (pn, - ml - rnJ]‘l” and the non-negative 
value of the square root is understood (as it will be throughout). Since 
8-r tanh a0 3 0 for all a > 0 Eq. (3.6) implies that p < pnt < m, + mz , 
contradicting our hypothesis that pm > m, + m2 . Thus pm < m, + m2 and it 
is easy to show from (3.1) and (3.2) that pm # m, + m2. This completes the 
proof of Lemma 3.1. 
LEMMA 3.2. Ifm,+m,>l and%--mm,<p<q+mm, then 
Pm > 1 if and only if 
u>- 
l-p 1 -m,+m, W 
Im22 - 
(nfi _ 1)2]‘,/2 arctan ( l+p ml+m2-1 1 
where arctun denotes the principal brunch of the Arctun relation, i.e. the brunch 
with range (- ~/2,42). 
PROOF. It is a straightforward consequence of Eqs. (3.1) and (3.2) that p 
is a real eigenvalue of Mu) in (m, - m2 , m, + m,) if and only if 




34 BROCKWELL AND MOYAL 
where 0 = p-i[(p - m, + m,) (m, + ms - ~)]r/~ and again the non-negative 
square root is understood. The eigenfunction corresponding to p is 
((x, v) = sin f3(a - VX) + $ sin e(a + CC), (3.8) 
It is an immediate consequence of (3.7) that p is a real eigenvalue of Mu, 
in the interval (m, - m2 , m, + m,) if and only if 
a= P-P p-m1+m2 112 
[m2’ - (m: - p)2]1/2 Arctan p + p ( m, + m2 - p 1 ’ 
(3.9) 
and it is easily shown from this equation that p,: is the largest eigenvalue in 
(ml - m2 T m, + m,) if and only if 
* 
a=- 
*-P pz-m,+m, 1/Z 
[mz - (c- p~)2]1/2 arctan 2 + p ml + m2 _ pz ( 1 ’ 
(3.10) 
Equation (3.10) defines p$ as a strictly increasing function of a on the 
domain (0, co) with range (p, m, + m2). Since p < 1 < m, + m2 it follows 
that 
PiTi > 1 if and only if 
U>- 
- (mt - 1)2]1/2 
arctan 1 -P 
i 
1 - ml + m2 II2 
[mz2 l+p m,+m,--1 i * 
However by Lemma 3.1 pm = pz whenever pz is defined, i.e., for all a in 
(0, co). This completes the proof of Lemma 3.2. 
LEMMA 3.3. If m, + m2 > 1 and p < m, - m2 < m, + m2 then 
(i) pl,, is a strictly increasing function of a on the domain (0, co) with range 
(P, ml + 4 
(ii) pm > 1 if and only if a > a,(m, , m2 , p), where 
1 
- - 1/Z 
4ml 1 p 1 m2 , P> = [mz2 arctan - (m, - 1)2]1/2 Ii-p ! 1 m, -t m2 1 m,+m,--1. 
if ml - m2 < 1, (3.11) 
l-p 1 
4ml,m2,p)=-- 
1 fp 2m2 
if m,-m2=1, (3.12) 
a&, , m2 , P) = 
17 m, - m2 > 1. (3.13) 
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PROOF. (i) Arguing exactly as in the proof of Lemma 3.2 we find that 
pz is the largest eigenvalue of Mu) in (ml - ma , m, + ma) if and only if 
* 
a= 
gmp p;)2]l/2 arctan 
A-P pit-m,+m, 112 
[mz” - ( 1 pz+p ml-t-m,-pz ’ 
(3.14) 
If we set a’ = [mm, - m2 - p][m, - m,][2m,(m, - m2 + p)]-l, we see that 
Eq. (3.14) defines pz as a strictly increasing function of a on the domain 
(a’, 00) with range (m, - m2, m, + mz). 
If a < a’, Eq. (3.14) is not satisfied for any pz in (m, - m2 , mr + m,) 
so that the largest eigenvalue pm of MC,, then satisfies pm < m, - m2 . 
However it is easily shown from Eqs. (3.1) and (3.2) that pm = m, - mz if 
and only if a = a’. Hence if a < a’ it follows that pm < ml - m2 , and 
from Eqs. (3.1) and (3.2), pm must then satisfy the equation 
a = [(ml ppmTA m22]1/2 a-h;: ;; ;: ; ;: 1;: ( ) 
112 
- (3.15) 
Now Eq. (3.15) defines pm as a strictly increasing function of a on the 
domain (0, a’) with range (p, ml - m2). In conjunction with the results of 
the immediately preceding paragraphs this completes the proof of part(i) 
of the lemma. 
(ii) This part of the lemma is an immediate consequence of the first part, 
the critical values a,(m, , m2 ,p) being obtained from Eqs. (3.14) and (3.15) 
as the values of a for which pn is exactly unity. 
We collect the results of these lemmas in the following Theorem. 
THEOREM~.~. IfO<p<l, m,>O and m,+m,>l there exists a 
critical length 2a,(m, , m2 , p) such that 
4(x, v) < 1 
p(x, w) = 1 
for all (x, v) 
Furthermore we have the following 
if a >4m3.ym2jP), (3.16) 
if a < a& , m2, $4. (3.17) 
explicit expressions for a,(m, , m2 , p): 
a&h 9 m2 y P> = 
[m2” - (my - 1)2]1’2 
arctan 1 - P 
( 
1 - ml + m2 112 
l+p ++m2-l 1 
if ml - m2 < 1. (3.18) 
l-p 1 
ach,m2,P) =-- 1 +p 2m2 if 
ml - m2 = 1, (3.19) 
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a,(m, , m2 , p) = ----- 
[(ml - 1,*: - m2]1/2 
arctanh $ (+; : 1 ; )‘jz 
2 
if m, - m, > 1. (3.20) 
(We remark that this theorem is also true ;f m2 == 0.) 
4. THE EXTINCTION PROBABILITY FOR THE ASSOCIATED CHAIN WHEN p = 0 
We now return to our original process (without partially reflecting barriers 
or equivalently with p = 0) and use the results of Section 3 to study the 
extinction probability of the associated chain. 
It follows from Theorem 3.1 that a&m, , m2 , p), for each value of m, and 
m2 , is a strictly decreasing function of p on the open interval (0, I). Further- 
more, if we denote by q(a, p 1 x, v) the extinction probability of the chain 
generated in [- a, a] by a single initial particle with state (x, V) when there 
is reflection at the boundaries with probability p, we have 
da, P I -5 4 < da, 0 I x, ~1, O<p<l. 
This inequality follows at once from the fact (Moyal [2]) that 
(4.1) 
where 
q(&x, v) == (1 - p) e-(a-vz), 
Pd”r 4 = qdx, v) it W(qcn-1,): b-P 4, n3 1, 
and 
{H(q)} (x, ZI) = pe-ca-v”)q(av, -- v) 
$-- fapoz c ri,,.qi(x + vy, u) qj(x + vy, - v) e-2, dy. 
- we” 
We also note that if the process is modified so that one or more particles are 
reflected with probability p each time a particle reaches * a then a similar 
argument shows that the new extinction probability q* satisfies the inequality 
q*(a, P I x9 4 < da, p I x, 4. 
We are now in a position to prove the following theorem. 
(4.2) 
THEOREM 4.1. If p = 0, ml r me > 1 and mz > 0 then the extinction 
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probability q(a, 0 1 x, v) for the chain generated in [- a, a] by a single initial 
particle with state (x, v) satisjies 
q(a, 0 1 x, v) = 1 if a < a,@+ , 4, (4.3) 
q(a, 0 j x, v) < 1 if a > a& , md, xf av, (4.4) 
where a,(m, , ma) = lim,,, a,(ml , m2 , p) and a,(m, , m2 , p) is defined by 
Eqs. (3.18) - (3.20). 
PROOF. (i) If a < a,(ml , m,) then from Eqs. (3.18)-(3.20) there exists 
p > 0 such that a < a,(? , m2 ,p). Hence, by Theorem 3.1, q(a, p 1 x, v) = 1 
and so, using (4.1), q(a, 0 / x, v) = 1. 
(ii) If a > a,(ml , ma) and x E (- a, a) then there exists & such that 
x E [- e, e] and 
a>t>a,(m,,m,)>a,(m,,m,,P) for all p >o. 
Hence 
qg P I x, v) < 1 for all p > 0. (4.5) 
Now the chain in [ - a, a] defines a chain in the sub-rod [- /, C] in a 
natural way. The 0th generation consists of the initial particle with state 
(x, v) and the nth generation (n 3 1) consists of all the particles produced 
in [- c!, e] by collisions of (n - 1)th generation particles, together with all 
the particles reentering [ - /, 81 as a result of branching processes initiated 
in [- a, - $1 and [/, a] by (n - 1)th generation particles leaving [- /,/I. 
This is equivalent to regarding the intervals [ - a, - t] and [/, a] as boundaries 
for [- /, e]. Furthermore there is a nonzero probability r that a particle 
reaching f 8 gives rise to one or more particles reentering [ - t, 4. From (4.2) 
and (4.5) it follows that the extinction probability q* for the chain in [A’, e] 
satisfies the inequality 
q*(/,RIX,v)<l. 
Since extinction of the chain in [- a, a] implies extinction of the chain in 
[- 4, 81 it follows that 
da, 0 I x, v) < 1. (4.6) 
So far we have assumed that x E (- a, a). If x = av it is clear (since there 
is no reflection) that q(a, 0 I x, v) = 1 for all values of a. If x = - av and 
a > a,(m, , m,) then, from Eq. (1.2) and the fact that q(a, 0 j X, v) < 1 for all 
x E (- a, a), we have 
q(u, 0 I - av, v) = e-2a + 1’ c rifqi(u, 0 I vy, v) qj(a, 0 I vy, - v) e--(I--Y dy 
-Cl 
< 1. (4.7) 
This completes the proof of the theorem, 
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5. THE MEAN NUMBER OF EMERGENT PARTICLES IN THE TIME INTERVAL [0, t) 
The remainder of this paper will be concerned with the process in which 
there is no reflection at the boundaries f a. The results of this section 
generalize those of Wing [7] w ic h h were obtained for the case m, = ms = 1. 
The first-collision Eq. (1.4) for M( X, v, t) implies the differential equation 
f M(x + vy, v,t-y)=-(m,-l)M(x+vy,v,t-y) 
- m,M(x + vy, - 0, t - y), (5.1) 
with boundary conditions 
M(x + vy, v, t - y) = 0 when t < a - vx, Y = 4 (5.2) 
M(x+vy,v,t-y)=l when t > a - vx, y = a - vx. (5.3) 
Equations (5.1), (5.2), and (5.3) in turn imply the integral equation 
Wx+vY,v,t-Y) 
1 + /I-” [(ml - 1) M(x + vy’, v, t -y’) 
+ m,M(x + vy’, - v, t - y’)] dy’ if t > a - vx, = r (5.4) I t v [(ml - 1) Wx + vy’, v, t - y’) + m,M(x + vy’, - 0, t - y’)] dy’ 
t if t < a - vx. 
Setting y = 0 and introducing the Laplace transform 
4x, v, 4 = 1: e-StM(x, v, t) dt 
(which is known to exist for s > ml + m, - 1 since 
Wx, v, t) d exp(m, + m2 - 1) t), 
we deduce from Eq. (5.4) that 
a 
m(x, v, s) = s-le-s(a-vz) + 
I 
e-s(S-Vz)[(mI - 1) m(vy, 21, s) 
112 
+ m2m(v, - v, 4 4. (5.5) 
It follows from this equation that (a/ax) m(x, v, s) exists and furthermore that 
[ - S + V &] 43, v, s> = - (m, - 1) m(x, v, s) - m2m(x, - v, s), (5.6) 
m(va, 0, s) = s-1. (5.7) 
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The solution of Eqs. (5.6) and (5.7) is readily found to be 
[ 
(s - m, + 1) sinh(a + VX) 8 + fl cosh(a + KC) f3 
m(x, u, s) = 
-+ mz sinh(a - wx) 0 I 
s[(s -- m, + 1) sinh 2~20 + 19 cash 2uO] (5.8) 
where82=(s-m1+1)2-m 22. Applying the inverse Laplace transforma- 
tion we find that 
M(x, 21, t) = & 
s 
y+im 
estm(x, v, s) ds, w y-e‘3 
wherey>m,+m,-I. 
Of primary concern is the asymptotic behavior of M(x, D, t) for large 
values of t. Since this depends on the singularities of m(x, o, s) in the s-plane 
we note the following properties of these singularities: 
(1) m(x, v, s) is meromorphic in any finite strip a < Re (s) < b of the 
(unextended) complex plane. The points s = m, - 1 & m2 , which at first 
sight appear to be branch points, are in fact removable singularities. 
(2) m(x, vu, s) has only a finite number of poles in a < Re (s) < b, all 
of which are simple with the possible exception of the pole at s = 0 which 
is of at most second order. 
(3) m(x, W, s) has no poles in the region {s 1 Re (s) 2 m, + m2 - I}. To 
prove this we note that the equation 
(s-mm,+l)sinh2u~+Bcosh2~~=0 (5.10) 
has a root s = m, - 1 + TV + iv with corresponding 6’ = /3 + iy if and only 
if cash 2&l = f m,‘(s - m, + 1) and sinh 2uB = ? m;%, i.e., if and only if 
B sinh 2uj? cos 2ay = ‘f m,, (5.11) 
cash 2u/3 sin 2uy = F $- , (5.12) 
cash 2~19 cos 2uy = f $ , 
sinh 2up sin 2uy = + e. (5.14) 
Now if v # 0 then, from (5.14), /3 # 0 and, from (5.11) and (5.13), 
/3-l tanh 2u/3 = - p-l which, for 2u > 0, implies that p < 0. Hence the 
only roots of (5.10) in {s 1 Re (s) > m, - I} must be real. It follows that if u 
is a pole of m(x, u, s) in {s 1 Re (s) > m, + m2 - I> then u is real and 
0-l tanh 24 = - (U - m, + 1)-l (5.15) 
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where 0 = [(u - m, + 1)2 - m2 ] l12. However Eq. (5.15) cannot be satis- 
fied since the left-hand side is non-negative for a > 0. Hence there are 
no poles of m(x, V, s) in {s j Re (s) > mr + m2 - l}, (This argument was 
used by Wing [7] in his treatment of the time-dependent solution with 
ml = m2 = 1.) 
Now it will be sufficient for our purposes to study the asymptotic behavior 
of M(- aw, D, t) for large t owing to the fact that lim,,, M(- av, v, t) is 
finite if and only if lim,,, M( X, o, t) is bounded for x E [- a, a]. We can 
therefore restrict attention to the Laplace transform m(- ao, v, s). 
LEMMA 5.1. Let P denote the set of poles of sm( - au, v, s) and let 
(i) a>O=>ci~P and lim M(- av, et, t) = 00, t+m 
(ii) 01 < 0, O$Pa;liM(-av,v,t)<co, 
(iii) a = 0, OEP+lj$M(-a~,v,t)= co. 
PROOF. (i) If a > 0 then, for large t, M(- av, v, t) has the asymptotic 
expression (see for example Carslaw and Jaeger [9], p. 280) 
M(- ao, v, t) - ewt i skew , 
k=l 
where 01 + ij$ , k = l,..., rz, are the poles of sm(- ao, v, s) with real part 01. 
Since (by definition) M( - av, v, t) is a monotonic increasing function of t, 
at least one & must be zero. Hence 01 E P and lim,, M(- av, v, t) = ax 
(ii) If ~1 < 0 and 0 4 P then the poles of m(- aa, V, s) with largest real 
part must be of the form 0, i/3r ,..., i& , so that as t + CO 
n 
M(- no, v, t) + a, + c akeipkt 
k=l 
where a, = lim,, sm( - ao, v, s). Since M(- aw, v, t) is a monotonic 
function of t, a, = a2 = *** = a, = 0 and 
$it M(.- av, v, t) = li-7 sm(- av, 0, s) < SC. 
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(iii) If Q = 0 and 0 E P then m(- ao, v, s) has a second-order pole at 
s = 0 and 
M(-fzav,a,t)-kt as t-03. 
This completes the proof of the lemma. 
The purpose of Lemma 5.1 is to reduce the study of the asymptotic 
behavior of M(- av, v, t) to the study of the largest real pole u, of 
sm(- uv, 0, s) = 
ma sinh 2~0 
(S - ml + 1) sinh 2aB + 0 cash 2~~0 *
The variation of a, with the rod-length 2u is given by Lemma 5.2. 
LEMMA 5.2. The largest real pole O, of sm( - uv, w, s) is a single-valued, 
strictly increasing function of a with range (- CO, m, + m2 - 1) and domain 
(0, a). 
PROOF. Let OL = m, - 1 - m, and j3 = m, - 1 + m2 . Then u is a pole 
of Sm( - a~, ‘u, s) in (01, 8) if and only if 
4-l tan 2a# = - (u - m, + 1)-l (5.16) 




u = [(u - E)& - u)]l/2 [Arctan re)l” + G-J , (5.18) 
is satisfied. It is easy to show from (5.17) and (5.18) that uz is the largest real 
pole of sm(- uv, w, s) in (a, /3) if and only if 
- (y 




where arctan denotes the principal branch of the multiple-valued Arctan 
relation, i.e., the branch with range (- 7r/2, n/2). Equation (5.19) defines 
uz as a strictly increasing function of a with domain (1/2m, , co) and range 
(OL, /3). As we have already remarked (property (3) above), 
so that U; can be identified with am if a E (1/2m, , CO), 
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If a < 1/2m, Eq. (5.16) h as no real roots (T and hence 
(3, < m, - 1 - ma = 0~. 
Now it can be verified directly that uni == 01 if and only if a = 1/2m, . Hence if 
a < 1/2m, it follows that u, < 01 and furthermore that (I~ satisfies the equa- 
tion 
d-r tanh 2a$ = - (a, - m, + 1)-l 
where (b = [(a - urn) (j3 - u,)]~/~. This implies that 
112 
* (5.20) 
Now Eq. (5.20) defines a, as a strictly increasing function of a on the domain 
(0, 1/2m,) with range (- co, m, - m2 - 1). 
This completes the proof that urn is a strictly increasing function of a for 
all a E (0, co), the range of the function being the interval 
(- CO, m, + ma - 1). The following theorem is an almost immediate 
consequence of Lemmas 5.1 and 5.2. 
THEOREM 5.1. 1Tf ml + ma > 1 and ma > 0 then lim,,, M(x, V, t) is a 
bounded function of x and v  if and onZy if a < u,(m, , ma) where 
1 - m, + m2 U2 
4ml , m2) = 
[mz2 - (m; _ 1)2]1/2 arctan ( ml + m2 - 1 ) 
if m, - m2 < 1, (5.21) 
;f m, - m, = 1, (5.22) 
m, - m2 - 1 U2 
4ml , m2) = [(ml _ 1): - m22]1/2 arctanh ( ml + lf12 - 1 1 
if ml - m2 > 1. (5.23) 
(Notice that u,(m, , m,) is identical to the critical value of a defined in Theo- 
ren 4.1.) 
PROOF. By Lemma 5.1, lim,,, M(- uv, v, t) is finite if and only if 
CT, < 0. Since, by Lemma 5.2, U, is a monotonic function of a, urn. < 0 if 
and only if a < u,(m, , m,) where u,(m, , m,) is the value of a which makes 
m = 0. It is easily seen from the proof of Lemma 5.2 that the value of a for 
zhich a, = 0 is given by (5.21), (5.22), and (5.23). To complete the proof 
of the theorem we recall that lim t+m M(x, v, t) is bounded if and only if 
lim t+m M(- uv, v, t) -=I co. 
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6. CRITICALITY IN TERMS OF THE TIME-INDEPENDENT MEAN EQUATION 
As described in Section 1 the critical length has been defined (see for 
example Bellman et al. [5]) as the smallest rod-length for which the time- 
independent Eq. (1 S), derived on the assumption that K~ = 1, has no bounded 
solution. 
Assuming that Eq. (1.5) does have a bounded solution we can differentiate 
with respect to x to form the backward Kolmogorov equations 
v ix M*(x, v) = - (m, - 1) M*(x, v) - m,M”(x, - v), (6-l) 
M*(av, v) = 1. 
The solution of these equations is easily found to be 
(6.2) 
y cosh(a + vx) y - (m, - 1) sinh(a + vx) y 
M*(x, v) = 
[ + m2 sinh(a - VX) y I 
y cash 2uy - (m, - 1) sinh 2uy , (6.3) 
where y = [(ml - 1)2 - m22]1/2 and it is easily verified that (6.3) is in fact 
a solution of (1 S). 
It is easily seen from (6.3) that the smallest value of a for which equation 
(1.5) has no bounded solution is precisely the value a,(m, , m2) defined in 
Theorem 4.1. The criticality criterion based on M*(x, v) is thus equivalent 
to the physically more meaningful criterion based on the extinction probabil- 
ity of the associated chain which, as we have seen in Section 5, is equivalent 
to the criterion based on lim,,, &2(x, v, t). 
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