A generalized version of Chernoff's theorem has been obtained. Namely, the version of Chernoff's theorem for semigroups obtained in a paper by Smolyanov, Weizsäcker, and Wittich [1] is generalized for a time-inhomogeneous case. The main theorem obtained in the current paper, Chernoff's theorem for evolution families, deals with a family of time-dependent generators of semigroups A t on a Banach space, a two-parameter family of operators Q t,t+∆t satisfying the relation: ∂ ∂∆t Q t,t+∆t ∆t=0 = A t , whose products Q t i ,t i+1 . . . Q t k−1 ,t k are uniformly bounded for all subpartitions s = t 0 < t 1 < · · · < t n = t. The theorem states that Q t 0 ,t 1 . . . Q t n−1 ,tn converges to an evolution family U (s, t) solving a non-autonomous Cauchy problem. Furthermore, the theorem is formulated for a particular case when the generators A t are time dependent second order differential operators. Finally, an example of application of this theorem to a construction of time-inhomogeneous diffusions on a compact Riemannian manifold is given.
Chernoff 's theorem for evolution families
Notation
Let A t , t ∈ [S, T ] ⊂ R + ∪{0}, be generators of strongly continuous semigroups on a Banach space E. Let D(A t ) denote the domain of A t . We assume that there exists a Banach space Y ⊂ ∩ t∈[S,T ] D(A t ), which is dense in E.
Given a t ∈ (S, T ], and an x ∈ Y , we consider a non-autonomous Cauchy problem on the interval [S, t] with the final condition x: u(s) = −A s u(s) u(t) = x.
(1)
Let D [S,T ] = {(s, t) : s t, s ∈ [S, T ], t ∈ [S, T ]}. The evolution family U (s, t), (s, t) ∈ D [S,T ] , solving the Cauchy problem (1) satisfies the relation:
U (s, r)U (r, t) = U (s, t)
for all s r t (see [5] , Chapter VI, paragraph 2).
Case of non-commuting generators
Theorem 1 (Chernoff's theorem for evolution families). Let A t be generators of strongly continuous semigroups, Q t 1 ,t 2 , t 1 , t 2 > 0, be a two-parameter family of bounded operators E → E, and U (s, t), S s t T , be an evolution family of operators with the generators A t (see [5] , Chapter VI, paragraph 2). We assume that the following assumptions are fulfilled: U (s, t)x is continuous for all x ∈ Y and t ∈ [S, T ];
3) for any subinterval [s, t] ⊂ [S, T ], there exists a constant M (s, t) > 0
such that for all sequences {s = τ 1 < τ 2 < · · · < τ k t}, Q τ 1 ,τ 2 · · · Q τ k−1 ,τ k M (s, t);
For example, this assumption is fulfilled when Q τ,τ +∆τ are contractions.
4) for any subinterval
Then, for any subinterval [s, t] ⊂ [S, T ], for any sequence of partitions {s = t 0 < t 1 < · · · < t n = t} of [s, t] such that max (t j+1 − t j ) → 0 as n → ∞, and for all x ∈ E,
Proof. First we consider the case s > S, i.e. [s, t] ⊂ (S, T ]. We fix an arbitrary x ∈ Y . Using relation (2), we obtain:
Let δ n = max j (t j − t j−1 ) be the mesh of the partition {s = t 0 < t 1 < · · · < t n = t}. Relation (4) implies the following inequality:
Assumption 4 implies that the term (5) converges to zero. Let us consider the term (6). Assumption 2 implies that the function
is continuous since
Taking into consideration this, we obtain that for ∆τ ∈ (0, s − S) there exists a θ ∈ (0, 1) such that
Hence,
where the right hand side converges to zero uniformly in
Note that by Assumption 3 of the theorem, the bounded on E operators Q t 0 ,t 1 . . . Q t n−1 ,tn are bounded uniformly in {t 0 , t 1 , . . . , t n }. Hence, for an arbitrary subinterval [s, t] ⊂ (S, T ], the convergence Q t 0 ,t 1 . . . Q t n−1 ,tn x → U (s, t)x holds for all x ∈ E. Thus, we have proved the theorem for the case s > S.
Now we consider the case s = S. Let s N be a decreasing system of real numbers such that lim N →∞ s N = s. For each fixed N and for all x ∈ E, we have:
where
Note that for each fixed τ and for each fixed x, 1 ∆τ (Q τ −∆τ,τ − I)x E is bounded, which follows from convergence (3) in Assumption 4 if we set t = τ . By the BanachSteinhaus theorem there exists a constant M τ > 0 such that
This implies that Q τ −∆τ,τ − I E→E tends to zero as ∆τ → 0. Let us fix an arbitrary ε > 0, and find a δ > 0 such that Q s,s N − I E→E < ε and U (s, s N )−I E→E < ε whenever s N −s < δ. By Assumption 3 of Theorem 1,
By continuity of U ( · , t),
Convergence (8) and two last estimates imply that for all x ∈ E
The theorem is proved.
, be bounded operators, and let
, be an evolution family of operators with the generators A τ . We assume that the following assumptions are fulfilled:
3) for each y ∈ Y , the mapping [s, t] → Y, τ → U (τ, t)y, is continuous;
A τ y E < ∞;
where the convergence is uniform in τ ∈ [s, t].
Then, for every y ∈ Y ,
and the convergence is uniform in τ ∈ [s, t].
Proof. Assumptions 4 and 5, along with Assumption 1, imply that for each fixed y ∈ Y , B τ,∆τ y E is bounded uniformly in τ ∈ [s, t], and ∆τ ∈ (0, s−S]. By the Banach-Steinhaus theorem, B τ,∆τ Y →E are bounded uniformly in τ ∈ [s, t] and ∆τ ∈ (0, s − S], i.e. there exists a constant K such that
We fix a y ∈ Y . The set
is a compact in Y due to the continuity of the mapping [s, t] → Y, τ → U (τ, t)y. Next, we fix an arbitrary small ε > 0 and find a finite ε-net (11) . Furthermore, we find a small δ > 0, such that for all τ ∈ [s, t], for all ∆τ ∈ (0, δ), and for all y i , 1 i N ,
Let τ ∈ [s, t] be fixed arbitrary, and y i be such that U (τ, t)y − y i E < ε. We obtain:
Taking the limit in the right hand side, as ∆τ → 0, we obtain
This implies:
This proves that the limit (10) exists and is uniform in τ ∈ [s, t]. The lemma is proved. 
such that max (t j+1 − t j ) → 0 as n → ∞, and for all x ∈ E,
Proof. Since we assume that Assumptions 1-3 of Theorem 1 are fulfilled, it suffices to prove that Assumption 4 of Theorem 1 is fulfilled. This will follow from Lemma 1 if we prove that Assumptions 1 and 5 of this lemma are fulfilled for the operators B τ,∆τ =
. Assumptions 2-4 of Lemma 1 clearly follow from those assumptions of Theorem 1 and Lemma 1 that are assumed here to be fulfilled. To prove Assumption 4 of Theorem 1, we fix an arbitrary closed interval [s, t] ⊂ (S, T ], and a δ ∈ (0, s − S). Then, for ∆τ ∈ [δ, s − S], we obtain: Q τ −∆τ,τ − I ∆τ U (τ, t)y = A τ U (τ, t)y and the limit is uniform in τ ∈ [s, t]. Applying Theorem 1 completes the proof of the theorem.
Case of commuting generators
The following result has been obtained in [11] (p. 489, Proposition 2.5): 
s Ardr x, n → ∞.
Proof. Proposition 1 implies that Cauchy problem (1) is well-posed, and that U (s, t) = e R t s Ardr is the evolution family solving the Cauchy problem (1) . Now the statement of the theorem follows immediately from Theorem 1.
2 Chernoff 's theorem for evolution families generated by manifold valued stochastic processes
Let M be a C k -smooth compact manifold, and let A 0 (t, x), A 1 (t, x), . . . ,
Let us consider t-dependent second order differential operators:
with the common domain C k (M ) independent of t. In the space C k (M ) we introduce the norm:
where {(V, ψ y ), y ∈ M } is an atlas covering M . The fact that · k defines a norm is proved in [9] (pp. 175-176). The space C k (M ) with the norm · k becomes a Banach space. We denote it by Y . Given a probability space (Ω, F, P) with the filtration F t , and a ddimensional F t -Brownian motion B α t , we consider the stochastic differential equation:
where A α (t, X t ) • dB α t is the Stratonovich differential. We denote by E the expectation relative to the measure P. The operators A t are generators of diffusions X t on M .
Then, the solution of Cauchy problem (1) on the interval [S, t] with the generators (12) and with the final condition u(t, x) = f (x), f ∈ Y , x ∈ M , exists, it is unique, and is given by
where X t (s, x) is the solution of SDE (14). Moreover, u(s, x) ∈ Y , 
is a solution of the Cauchy problem (1). Here U (s, t), (s, t) ∈ D [S,T ] , is the evolution family solving this Cauchy problem. Consider another evolution familyŨ (τ, ξ), (τ, ξ) ∈ D [S,T ] , satisfying the relation U (s, t) =Ũ (T + S − t, T +S−s). Evidently, there exists another SDE of type (14) with C k -smooth coefficients, having a unique solutionX ξ (τ, x), such that for all f ∈ Y , for all
Applying Ito's formula gives:
where we have exchanged the symbol E for expectation with the integral in ζ by Fubini's theorem. For the partial derivative in s we obtain: Theorem 4 (Chernoff's theorem for evolution families generated by manifold valued stochastic processes). Let A t , t ∈ [S, T ], be given by (12) , and let D(A t ) = Y for all t. Further, let Q t 1 ,t 2 , S t 1 < t 2 T , be a family of contractions on C(M ). We assume that the following assumptions are fulfilled:
2) stochastic differential equation (14) has a unique solution X t (s, x); Then, for any subinterval [s, t] ⊂ [S, T ], for any sequence of partitions {s = t 0 < t 1 < · · · < t n = t} of [s, t] such that max (t j+1 − t j ) → 0 as n → ∞, and for all f ∈ C(M ), the following convergence holds in C(M ):
Proof. Let [s, t] ⊂ (S, T ] be fixed. We would like to apply Theorem 2. To this end, we have to verify Assumptions 1 -3 of Theorem 1 and Assumptions 2 and 3 of Lemma 1. Assumption 1 of Theorem 1 follows from the paper [12] by Kato. The paper [12] guaranties existence and uniqueness of the solution of the Cauchy problem (1) if the following assumptions are fulfilled:
2 Sufficient conditions under which (14) has a unique solution can be found for example in [4] and [13] 1) D(A t ) = Y for all t ∈ [S, T ], and Y is dense in E; 2) the functions t → A t f are continuously differentiable. Due to this result, Assumption 1 of Theorem 1 is fulfilled. Let U (s, t) be the evolution family solving the Cauchy problem (1), and let u(s, x) denote the solution of (1) with the final condition f (x) at time t. Assumption 2 of Theorem 1 is fulfilled by Lemma 2. Assumption 3 of Theorem 1 is fulfilled since Q t 1 ,t 2 are contractions. Assumptions 2 and 3 of Lemma 1 follow immediately from Lemma 2. Now the statement of the theorem is implied by Theorem 2.
3 Example: a time-inhomogeneous manifold valued stochastic process constructed by Chernoff 's theorem
Below, we describe a construction of a time-inhomogeneous Markov process on a compact Riemannian manifold using Theorem 4. Let M be a compact Riemannian manifold without boundary isometrically imbedded into R m , and dim M = d. Let B t be a Brownian motion on R m starting at the origin, and let ϕ : [0, 1] → M be a two times continuously differentiable (non-random) function such that ϕ(0) = x. We consider the process W t = B t + ϕ(t). Let W ϕ be its distribution, P ϕ (t 1 , z, t 2 , A) be its transition probability. Clearly,
where P 0 corresponds to the case when ϕ is equal to zero identically. Let U ε (M ) be the ε-neighborhood of M , and let W x ε,t be the distribution of the process which is conditioned to take a value in U ε (M ) at time t. Specifically, we define a measure W x ε,t by the following expression on the right hand side:
Let P x ε,t ( · , · , · , · ) be the transition probability for the distribution W x ε,t . By (18) and (19), P x ε,t ( · , · , t, · ) is given by
where g : R m → R is bounded and continuous. Obviously, as ε → 0, the limit of the right hand side exists. Hence, the weak limit P [s,t] of the measures P x ε,t (s, · , t, · ) exists and equals
where λ M is the volume measure on M , and
.
Given an interval [s, t], the family of functions
s < t 1 < t 2 < t, together with the function q ϕ (t 3 , z, t, y), t 3 < t, builds a family of transition densities that defines the distribution of a Markov process on [s, t] conditioned to take a value on M at time t. Consider a partition P = {s = t 0 < t 1 < · · · < t n = t}. For each partition interval [t i , t i+1 ], for each pair of points ξ and τ such that t i < ξ < τ t i+1 , and for each Borel set A ⊂ R m , we define
Next, we add more points to the partition P to obtain a partition P = {s = ξ 0 < ξ 1 < · · · < ξ N = t} containing P. The family of measures
is a family of transition probabilities for a Markov process starting at the point x ∈ M at time s, and conditioned to take values on M at all points of the partition P. We apply Theorem 4 to a subfamily of the family Q( · , · , · , · ). Specifically, we investigate weak convergence of the family
This family is a subfamily of Q( · , · , · , · ) by definition (22) of the family Q. We consider the following two parameter family of contractions C(M ) → C(M ):
Theorem 5. As the mesh of P tends to zero, the following convergence holds in C(M ): 
where g ∈ C(M ), p(s, x, t, y) is the transition density function of the process generated by
Lemma 3. The A s given by (25) generate contraction semigroups on C(M ). Moreover, each A s is the generator of a diffusion X(τ ) on M which is the solution of the following SDE:
where r(τ ) = (X i (τ ), e i α (τ )), {e α (τ )} is a basis in the tangent space at the point X(τ ),L α are canonical horizontal vector fields [13] , w Proof. Let r(τ ) = (X i (τ ), e i α (τ )) be the solution of (26). We find the generator of X(τ ). Consider the function f (r) = f (x) for r = (x, e). We have:
f (X(τ )) − f (X(0)) = f (r(τ )) − f (r(0)) The definition of the generator of a process gives:
Since f (r) = f (x), i.e. does not depend on e, then the scalar product in the first term of the right hand side is well-defined, and
by definition ofL. Further, it was shown in [13] (Chapter V, paragraph 3) that
Thus, we have proved that
Since A s is a generator of a diffusion on M , A s generates a contraction semigroup on C(M ). The lemma is proved. 
