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Abstract 
This paper discusses the development and integration of a stereo vision system with an industrial robotic arm for welding 
operations. In order for the effects of lighting and background noise to be overcome, laser diodes are used to highlight the welding 
area. The distortion of the laser lines is used for the identification of the welded parts’ flange and for the correction of the robot’s 
path so as for the welding spot to be properly located in this area. The system is deployed on an assembly cell that produces a part 
of a commercial vehicle door. The performance and accuracy of the system are validated in this case. 
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1. Introduction 
Machine vision is used in many assembly and 
welding applications in order to provide image-based 
solutions for a robot control process. Applications such 
as quality inspection, geometry measuring, area/volume 
measurement and robot path correction are the ones that 
are undertaken by vision systems  [1].  
A first classification of vision systems is the 
distinction between 2D and 3D systems with the first 
ones being the most widely used.  The 2D vision 
systems work well for parts that can sit on a flat surface, 
and enables them to be picked (e.g. by a SCARA robot).  
In many cases though, where the assembly can take 
place in a three dimensional space, it is possible that a 
small portion of the problem (e.g. picking or placing of 
the part) be treated as a 2D problem  [2]. Although 2D 
systems have proven very reliable, fast and accurate in 
past applications, the development of innovative flexible 
assembly technologies and the increasing product 
variability is continuously posing new challenges, in 
terms of process adaptation capabilities  [2] [3]. 
Experience with such applications has proven that 
machine vision for robot applications requires simple-to-
use and robust solutions. Usually robot control 
applications require 3D information on the workspace 
and manipulated object in order to implement pick and 
place activities  [4].  
Especially in the automotive sector, the complex 
product geometry and the product variability, which are 
dictated by the need for continuous product re-designs, 
result in the need for continuous line reconfigurations in 
order for market demand to be met  [5] [6]. Moreover, the 
use of highly automated assembly lines that are mostly 
robot based and the introduction of assembly 
technologies, which are performed in the three 
dimensional space (e.g. remote laser welding), require 
monitoring systems capable of fast and accurate, real 
time process control  [7]. The robotized welding has a 
relative high flexibility and covers a wide range of 
welding applications, particularly in the automotive 
industry  [3] [5] [7].  Seam tracking and inspection are the 
most common tasks.  However, the complex geometry of 
the components to be assembled, requires that these 
tasks are carried out in a 3D space, thus necessitating the 
use of vision systems with 3D capabilities  [1] [2] [8] [9].  
There exist several types of three dimensional vision 
systems, including active systems (also known as 
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structured light systems), passive systems (also known 
as Disparity Vision or Stereo Vision systems) and single 
camera vision systems.  The active vision systems make 
use of a camera and a laser beam source, which is used 
to projecting a light pattern (grid, lines, colour patterns 
etc.) onto the surface of the object to be measured.  This 
projection is captured on the acquired image and is used 
for calculating the point coordinates by means of 
triangulation.  In a similar manner, the passive vision 
systems use two cameras to acquire two different 
pictures of the object.  Then, the points of interest are 
matched in both images and their locations on each 
image are used to derive the real world coordinates with 
respect to the camera’s reference system. Looking at 
existing systems, the Focus Robotics, offers a stereo 
vision system which provides real time depth perception 
via two 752x480 resolution cameras with a 6cm 
baseline.  With the use of the SAD algorithm and an 
8mm focal length lens, at a range of 0.87m, an accuracy 
of ±0.6cm can be achieved  [10]. The Bumblebee 2 by 
Point Grey uses resolutions of 640x480 or 1024x768 
with a 12cm baseline and the use of sub-pixel 
interpolation techniques allows for accuracy of 1 cm at a 
distance of 1m from the object  [11]. However, the 
intrusion of 3D systems in industrial environments, is 
relatively poor and there are several examples of widely 
known automotive companies that are currently relying 
on 2D systems but foresee their transition to 3D ones in 
a timeframe of three to four years  [2]. 
2. Problem Definition 
A common practice for the assembly of metal parts, 
being for example the vehicle door components or 
vehicle body sides, is the use of flanges. Flanges are thin 
strips of metal that are created during the stamping 
process in order to provide an area where the welding of 
two parts can take place.  Usually, the flanges of each 
component are adjacent and parallel to each other in the 
final assembly of the product, allowing accessibility to 
the welding equipment. The flanges in the CAD model 
of a door and the actual frame are shown in Figure 1. 
 
  
(a)                              (b) 
Fig. 1. Door frame and reinforcement– CAD and actual parts. 
The width of a flange may vary depending on the part 
and the selected joining technology, with typical 
dimensions ranging from 5 to 10mm. Due to a number 
of errors that can be traced in the production (stamping) 
of car door elements, the flanges’ real positions do not 
always match their theoretical ones. Since the precision 
of the process is not always guaranteed, the flanges are 
designed wider than they should be, in order to ensure 
that the welding spots be always placed within the flange 
area and sufficiently away from the flange edge. 
For this purpose, vision systems can be used in order 
to identify the flange’s position and edges and provide a 
feedback to the robot controller indicating the necessary 
offset to ensure that the welding spot be performed 
within the desired area. However simple such an 
application may sound, there are several limitations and 
challenges that are introduced by the assembly 
environment. The decision as to what type of vision 
system to be used is the first challenge to be met. Laser-
based and active vision systems can generate very 
accurate 3D surface maps of the digitized parts, 
depending on the quality of the components used, but 
they can be slow, since the sensor has to be continuously 
moving around the workpiece  [12]. However, 
automotive assembly cycle times of up to 30 seconds 
require fast recognition; therefore, complete part 
scanning is not an option. Moreover, the cost of active 
systems does not allow application to multiple stations. 
Passive vision systems on the other hand, although 
they are being significantly less cost intensive, present 
challenges such as the susceptibility to lighting 
conditions and most importantly the correspondence 
problem. The correspondence problem involves 
matching pixels from the two images, which in real life, 
correspond to the same location. Throughout literature a 
plethora of algorithms  [14] with SAD (sum of absolute 
differences) and the pattern matching algorithms [15] 
being the most widely used applications proposed for the 
solution of this problem [9] [13]. 
3. Method Description 
In order for the aforementioned problems to be 
addressed, the use of a passive vision system, in 
combination with laser diodes to pinpoint the welding 
area, was developed. The laser diode is positioned in a 
way so as for the projected laser line(s) to be intersecting 
the flange vertically. The main principles are: 
x The intensity of the laser beam allows it to remain 
visible after the application of filters on the image, 
thus, allowing the isolation of the areas of interest. 
x The deformation of the laser line, at the edge of the 
flange, allows the identification of the edge and thus 
ensures that the welding spot be offset towards the 
desired area on the flange. 
The unique signature of the laser beam in the 
processed images allows a reduction in the image’s 
background complexity that is responsible for the poor 
performance of the image analysis algorithms. 
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Therefore, the correspondence problem can be solved 
easier thus further allowing the application of 
conventional stereo optics principles. The measurement 
process is presented in detail in the following sections.   
3.1. Measurement 
Following the concept discussed above, the 
measurement of the flange distance from the cameras 
can be carried out using the stereo triangulation. The 
setup of the systems is similar to the one in Figure 2. 
Laser
Diode-Illumination
Camera1
Camera2
 
Fig. 2. Vision system concept. 
Once the two images from the left and right cameras 
have been acquired, they are processed as follows: 
1. Un-distortion: The process involves the removal of 
radial and tangential lens distortion. During the 
calibration of the system the lens’ characteristics are 
identified and can be used for removing the effect 
from the picture  [16]. 
2. Image rectification: this is the software processing 
of the images that ensures that the pixels be arranged 
in a way so as to compensate for any misalignment 
between the two camera axes. Practically, it means 
that the pixels representing the same point in the 
image have equal height in both images. 
3. Grey scale – Thresholding: In order for images to be 
processed, they are converted into binary ones. At 
first, they are converted into grey scale images, which 
are exclusively composed of grey shades, varying 
from black, at the weakest intensity, to white at the 
strongest. The threshold filter processes individual 
pixels in an image and replaces them with a white 
pixel if their value is greater than the specified 
threshold value. In our case, the high intensity of the 
laser does not allow their trace to be eliminated. 
4. Disparity map and re-projection to 3d space: The 
process involves finding the same features in the left 
and right camera views (also known as 
correspondence problem). In order to reduce the time 
required for the identification of the same point in the 
two images, a hybrid method for identifying the 
proper pixels and their correspondence, in both 
images, has been developed.  The method is based on 
the concept of the laser diode line that breaks on the 
changes of geometry and actually marks the area of 
interest that would assist in tracing the correct pixel. 
In order for this method to be implemented, a 
reference image of the laser line is used. This image 
can be acquired from both cameras during the 
calibration phase. After the calibration, these images 
undergo the rectification process whilst the threshold 
filter application and the area of interest are cropped, 
leaving a small template image of 6 x 6 pixels. Such a 
template is shown in Figure 3. 
 
 
Fig. 3. Laser line breaks in the rectified/ threshold image 
 The developed software is able to match the pattern 
of this image within the respective images that are 
acquired by the vision system (both left and right 
cameras). Having calculated the correspondence in 
both images, the output of this step is a disparity map 
[17], where the disparities are the differences in x-
coordinates on the image planes of the same feature, 
viewed on the left and right camera images. Since the 
arrangement of the cameras is known, it is then 
possible for stereo triangulation to be applied to 
convert the disparity map into distances of the points 
from the camera pair. 
3.2. Path recalculation 
The coordinates of the points, calculated in the 
previous step, are referenced to the left camera’s 
coordinates frame. The coordinates that the robot should 
move to, in order to compensate for the part actual 
location, are calculated by converting them to the robot 
base frame system. Figure 4, shows these frames. 
 
 
Fig. 4. Vision system frames of reference. 
The conversion is achieved as follows:
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Where 
x WX, WY, WZ are the coordinates of a point with 
respect to the base frame (B). 
x WN, WO, WA are the coordinates of a point with 
respect to the camera frame (C). 
x TX, TY, TZ are the coordinates of the origin of the 
Flange (F) frame with respect to the base frame (B). 
x Pi, Pj, Pk are the coordinates of the origin of the 
camera (C) frame point with respect to the flange 
frame (F). 
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is the rotation matrix that represents 
the rotation of the F frame with respect to B. 
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is the rotation matrix that represents
 
the rotation of the C with respect to F. 
3.3. Path correction 
Once the point coordinates have been calculated with 
respect to the base frame, the developed software 
provides the additional offset that is required to 
compensate for the diameter of the welding tool (gun) 
and sends the coordinates to the controller. No further 
conversions are required since the controller’s built in 
routines for path calculation are used to instructing the 
robot on the motion to be performed. The desktop PC, 
where the cameras are connected, needs to communicate 
the calculated coordinates to the controller and this is 
realized through the software architecture presented in 
the following section. 
4. System Implementation 
Following the analysis of chapter 3, the realization of 
the vision system involved a) the development of the 
software system that was responsible for image 
capturing, the analysis and the calculation of point 
coordinates, b) the hardware setup of the cameras and 
their calibration and c) the interconnection of the 
systems to each other so that they can communicate in 
real time. 
4.1. Hardware setup 
The following components were used for the 
implementation of the vision system: 
x Two 2MP cameras, Basler A641FC were equipped 
with a 1/1.8 CCD colour image sensor at a maximum 
resolution of 1624x1234 pixels. The cameras support 
IEEE 1394 Firewire connection and are fixed on a 
metal base at a distance of 110mm from each other. 
x Each camera is equipped with a Computar M0814-
MP2 lens with 8mm focal length with manual iris and 
focus control.  
x Laser diodes which were equipped with multi line 
projection heads were used to projecting laser lines, 
on the points to be identified and measured. The 
diodes had the capability of manually adjusting the 
focus of the beam so that the intensity of the laser 
light, at the point of interest, to be optimized. 
x A personal computer with an Intel Pentium 4 
processor, were running at 3.20 Ghz and 1 GB of 
RAM. In order to communicate with the cameras 
through the FireWire port, a NI PCI-8252 Interface 
Board with three ports was also installed. 
4.2. Software development 
In order to implement the required image analysis and 
stereo vision techniques as well as to allow the 
interconnection of the systems, a Visual Basic 
application was developed. The software acts as a bridge 
and/ or hosts the following modules: 
x The NI IMAQ is the software driver provided by 
National Instruments and is compatible with the 
cameras that were used. 
x The NI Vision Acquisition Software. The main 
functionality of this software is the acquisition of the 
images. It acts as a middleware between the 
developed software and the IMAQ driver in order to 
transfer the images to the desktop computer. 
x OpenCV v2.2.1 (Open Source Computer Vision) is a 
library of programming functions for a real time 
computer vision. The routines of OpenCV were used 
in our application for the realization of the un-
distortion and rectification of the images as well as 
for implementing the triangulation method  [16].   
x In addition, the OpenCV libraries have also been used 
for calculating the calibration parameters. The 
method used is a variation of the one contained in the 
freely distributed software Matlab calibration 
toolbox  [18]. 
4.3. System integration 
The vision system was deployed on a robotic cell that 
welds the parts of a passenger car door.  The cell 
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includes a Comau Smart NJ 130 robot, carrying a 
medium frequency spot welding gun. The robot is 
guided by its own C4G type controller and the door parts 
are welded using resistance spot welding. The base with 
the two cameras is mounted on the robot. 
In order for the different systems to be linked 
together, the communication architecture of Figure 5 has 
been implemented. The connection of the camera to the 
computer was realized through the FireWire port, due to 
the high speed data transfer provided by this protocol. 
Next, the desktop PC was connected to the controller by 
means of a TCP-IP protocol. When the robot is ready to 
receive the corrected coordinates for the welding points, 
the desktop PC client sends them, in a string form, to the 
specific port that the server listens to. At the last step, 
the proprietary connection between the robot and the 
controller (DeviceNET protocol) was maintained in 
order to send the final motion parameters to the robot. 
The numbers in Figure 5 indicate the sequence of events 
during the system’s operation. 
 
 
Fig. 5. Vision system integration with the NJ130 robot 
5. Case Study 
Within this case study, the vision system was tested 
on the welding of a door frame. A photograph of the 
door frame is shown in Figure 6a. The laser line that was 
used to identify the welding spot was also visible on the 
top right part of the door frame. The operation of the cell 
can be summarized as follows: 
x An operator loads the door parts on a table in the cell. 
x The laser diodes are already positioned and illuminate 
the flanges near the area, of each welding spot.  
x The robot assumes a position where the area of 
interest is within both cameras’ field of view.   
x The robot sends a notification to the vision system 
PC, via the robot controller that the cameras are in 
place for the image acquisition. 
x The computer triggers the image captured over the 
FireWire port and receives the images. 
x The software system developed applies the image 
rectification and thresholding techniques. Figure 6a, 
shows the acquired image and Figure 6b presents the 
application of the threshold filter where the laser 
signature is the most visible area in the image. 
 
   
                  (a)                (b) 
Fig. 6. Acquired image (a) and image after processing (b) 
 
x The edge of the flange is identified by finding the 
breakpoint of the laser line. Following, the OpenCV 
triangulation algorithm is applied. The point 
coordinates with respect to the camera frame are 
calculated.  
x The coordinates are transmitted to the robot controller 
and the translation of the coordinates takes place with 
respect to the robot base. 
x The coordinates received are used in combination 
with the pre-programmed ones in order for the 
necessary offset to be calculated.  
x The robot performs the welding based on the 
corrected coordinates.  
6. Results 
The integrated system was evaluated with respect to 
the efficiency of the utilized technologies especially in 
terms of the required time periods, since respecting the 
cycle time was the primary target. Table 1, summarizes 
the time required for each of the system functionalities. 
Table 1. System evaluation 
Action Time(sec) 
Acquisition of images and transfer to vision system PC 2.5 
Application of the Threshold filter 0.5 
Image rectification 0.5 
Correspondence calculation and stereo triangulation   1 
Transmission of  coordinates to robot controller 0.5 
Controller processing of coordinates – offset calculation 1 
Total 6 
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It is obvious that the time required for the 
triangulation and the transfer of the images, from the 
camera to the PC, are areas where improvement should 
be sought after, since the controllers’ built in routines are 
hard to modify. The image size itself results in large file 
sizes, which in turn, require a long time to be transmitted 
through the FireWire connection. Nevertheless, a 
reduction in the resolution would lead to a significant 
accuracy loss. Therefore, the solution needs to be 
investigated in the use of algorithms that are capable of 
improving the triangulation process even in low 
resolution images. The use of techniques to achieve sub 
pixel disparity is such a case. With respect to the 
accuracy of the system, the tests have indicated that with 
such a setup, accuracy is possible in the range of 1mm. 
Further investigation is required to evaluate the accuracy 
over large volume production requirements. 
7. Conclusions and Outlook 
The integration of a hybrid vision system with an 
industrial welding robot that uses both passive vision 
principles and structured light was presented in this 
paper. The findings indicate that the performance of the 
system and the integration effectiveness is suitable for 
real life applications thanks to the easy installation and 
the fast processing of the tasks. The principle behind the 
operation of the vision system is such that allows it to 
handle any welding operation, performed on flanges, 
regardless of the joining technology. The integration 
with the C4G controller did not require any changes in 
the hardware (all communication were directed through 
the standard Ethernet network) thus making it an 
economically viable solution. The cost of the vision 
system components was also kept low (under 10k€) with 
respect to existing solutions that may well exceed 100k€. 
Further work will need to focus on achieving even 
higher precision by means of a) more effective 
calibration techniques and b) the application of 
algorithms involving sub-pixel disparity. The latter 
foresee that the precision of the disparity between two 
images can be increased through an interpolation of the 
values obtained by the application of SAD (sum of 
absolute differences) algorithm for matching between 
the two camera’s images  [19]. The fact that laser diodes 
have to be manually deployed to pinpoint the areas of 
interest is another topic under investigation. 
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