Abstract. An exponentially convergent approximation to the solution of a nonlinear first order differential equation with an operator coefficient in Banach space is proposed. The algorithm is based on an equivalent Volterra integral equation including the operator exponential generated by the operator coefficient. The operator exponential is represented by a Dunford-Cauchy integral along a hyperbola enveloping the spectrum of the operator coefficient and then the integrals involved are approximated using the Chebyshev interpolation and an appropriate Sinc quadrature. Numerical examples are given which confirm theoretical results.
Introduction
We consider the problem
∂u(t) ∂t + Au(t) = f (t, u(t)), t ∈ (0, 1],
where u(t) is an unknown vector valued function with values in a Banach space X, u 0 ∈ X is a given vector, f (t, u) : (IR + × X) → X is a given function (nonlinear operator) and A is a linear densely defined closed operator with the domain D(A) acting in X. The abstract setting (1.1) covers many applied problems such as nonlinear heat conduction or diffusion in porous media, the flow of electrons and holes in semiconductors, nerve axon equations, chemically reacting systems, equations of the population genetics theory, dynamics of nuclear reactors, NavierStokes equations of the viscous flow etc. (see e.g. [21] and the references therein). This fact together with theoretical interest are important reasons to study efficient approximations of problem (1.1). Various efficient exponentially convergent methods for linear first order differential equations with unbounded operator coefficients in Hilbert and Banach spaces were recently proposed in [13, 14, 16, 17, 8, 9, 10, 11] . These methods are based on a Sinc approximation [25] of the Dunford-Cauchy representation of the operator exponential. In the present paper we construct exponentially convergent approximations to the solution of nonlinear problem (1.1). To this end we use an equivalent Volterra integral equation including the operator exponential, represent the operator exponential by a Dunford-Cauchy integral along a hyperbola enveloping the spectrum of the operator coefficient and then approximate the integrals involved using the Chebyshev interpolation and an appropriate Sinc quadratures.
Problem (1.1) is equivalent to the nonlinear Volterra integral equation
(1.2) u(t) = u h (t) + u nl (t), where (1.3) u h (t) = T (t)u 0 , T (t) = e −At is the operator exponential (the semi-group ) generated by A and the nonlinear term is given by (1.4) u nl (t) = We suppose that the solution u(t) and the function f (t, u(t)) can be analytically extended (with respect to t) into a domain which we will describe below. Note, that there are various other approximation methods with a polynomial convergence rate for the problem (1.1) using finite differences , the Padé fractions (both discrete in time), the Cayley transform (continuous in time) and other ideas (see, e.g., [3, 20, 2, 28, 1, 12, 6, 18, 15] and the references therein). But to our best knowledge, there is a lack of general results for the exponentially convergent semidiscretization in time of (1.1).
The aims of this paper are to propose a suitable abstract framework covering typical applied nonlinear problems relative to (1.1) and allowing exponentially convergent (for certain holomorphic right-hand sides), parallelizable approximations. In this sense the present paper extends the problem classes from [6, 7, 12, 13, 15, 14, 19, 17, 8, 9, 10, 11] for which it is possible to construct efficient algorithms with exponential accuracy.
The paper is organized as follows. In Section 2 we represent the operator exponential by the Dunford-Cauchy integral along a hyperbola enveloping the spectral angle of the operator A which implies that the Volterra integral equation (1.2) contains two integrals: the first one over a variable but finite time interval and the second one over the real axis. The first integral is then approximated by the Gauss-Chebyshev quadrature and the second one by a Sinc quadrature rule. This procedure leads to a system of nonlinear algebraic equations which can be solved by an iteration method. Section 4 is devoted to the error analysis of this algorithm. Under some natural assumption on the spectral properties of the unbounded operator A and on the nonlinear term f (t, u) we show that our algorithm possesses an uniform with respect to t exponential convergence rate. In Section 5 we discuss the implementation of our algorithm. Several numerical and analytical examples are given throughout the text in order to make clear or to confirm the theoretical results.
Exponentially convergent approximation to the operator exponential
Let A be a densely defined strongly positive operator in a Banach space X with the domain D(A), i.e. its spectrum Σ(A) lies in the sector and on its boundary Γ Σ and outside of the sector the following estimate for the resolvent holds true
with some positive constant M (compare with [12, 22, 23, 24] ). The angle ϕ is called the spectral angle of the operator A. A practically important example of strongly positive operators represents a strongly elliptic partial differential operator [5, 12, 13, 23] where the parameters a 0 , ϕ of the sector Σ are defined by its coefficients. We call the hyperbola
the spectral hyperbola, which pathes through the vertex (a 0 , 0) of the spectral angle and possesses asymptotes which are parallel to the rays of the spectral angle Σ. We choose the following hyperbola as an integration path [17] (2.4)
where
cos ϕ ,
Obviously this integration path envelops the spectral hyperbola but does not intersect it. Since the operator A is strongly positive it holds on the integration path and outside of it
Now, the Theorem 4 from [22] yields
where the constant K depends on α and M only.
We consider the following representation of the operator exponential on an element u 0
One can also represent
instead of (2.8) (for t > 0 the integral from the second summand is equal to zero due to the analyticity of the integrand inside of the integration path) and this integral represents the solution of the homogeneous problem (1.1) for u 0 ∈ D(A α ), α > 0. For the modified resolvent the following estimate holds true [17] (zI − A) 10) provided that u 0 ∈ D(A m+α ). After parametrizing of integral (2.9) by (2.4) we get
It was shown in [17] that
The change of ξ ∈ IR to w = ξ + iν ∈ C implies that the integration hyperbola will be translated into the parametric set of hyperbolas
so that Γ(0) = Γ I , where
The vector valued function F(t, w) is analytic with respect to w = ξ + iν in the strip
It was also shown that
These estimates imply
We approximate integral (2.11) by the following Sinc-quadrature
with the error (see [17] )
where the constant c does not depend on h, N, t. Since we apply this quadrature later also for t → 0, it is important that it converges exponentially for all t ≥ 0. Equalizing the both exponentials for t = 0 by
we get for the step size
.
With this step size the following error estimate holds true
with a constant c independent of t, N . In the case t > 0 the first summand in the exponent of e
in (2.22)contributes mainly to the error order. Setting in this case h = c 1 ln N/N with some positive constant c 1 we remain asymptotically for a fixed t with an error
where c is a positive constant. Thus, we have proven the following result. 
and of the order
A discretization scheme of Chebyshev type
Changing in (1.2) the variables by (3.1) t = x + 1 2 we transform problem (1.2) to the following problem on the interval [−1, 1]
Using the representation of the operator exponential by the Dunford-Cauchy integral along the integration path Γ I defined above in (2.4), (2.5) and enveloping the spectral curve Γ 0 we get
(note, that P.V. Γ I z −1 dz = 0 but this term in the resolvent provides the numerical stability of the algorithm below when t → 0, see [17] for details). After parametrizing the first integral in (3.4) by (2.4) we get
We approximate integral (3.5) by the following Sinc-quadrature (see (2.21) (2.24), (2.25))
with the error
and the constant c does not depend on x, N 1 . Analogously we transform the second integral in (3.4)to
Replacing the infinite integral by quadrature rule (3.7) we get the approximation
In order to approximate the nonlinear operator g nl,N 1 (x, u) we choose the mesh ω N = {x k,N = cos
, where x k,N are zeros of Chebyshev orthogonal polynomial of first kind T N (x) = cos (N arccos x). For the stepsizes τ k,N = x k,N − x k−1,N it is well known that (see [26] ,Ch.6, Th.6.11.12, [27] , p. 123)
be the interpolation polynomial for the function f (x, u(x)) on the mesh ω N , i.e.
be the polynomial which interpolates f (x, y), i.e.
12) we get the approximation
Substituting approximations (3.7) and (3.16) into (3.7) and collocating the resulting equation on the grid ω N we arrive at the following algorithm for solving problem (3.2): find y = (y 1 , ..., y N ), y i ∈ X such that (3.17)
Equations (3.17) or (3.18) define a nonlinear operator A so that
This is a system of nonlinear equations which can be solved by an iteration method.
Since the integrands in (3.21)
are products of the exponential function and polynomials, these integrals can be calculated analytically, for example, by computer algebra tools.
The error analysis
In this section we investigate the error of algorithm (3.18) . The projection of the exact equation (3.2) onto the grid ω N provides
Using equations (3.18) we represent the error of the algorithm in the form
Using notations (3.6), (3.9) we can write down
where u = (u(t 1 ), ..., u(t N )), y = (y 1 , ..., y N ) and ψ j = ψ
is the truncation error.
For the first summand we have estimate (3.8):
In order to estimate ψ
Using this assumption we obtain analogously to (4.5)
we assume in addition to (4.6) that (ii) the vector valued function A α f ( 2 )) of ξ can be analytically extended from the interval [−1, 1] into an ellipse with foci ±1 and with the sum of semi-axes equal to e η0 with some η 0 > 0. Using (2.10) with m = 0, the first inequality (2.18) with ν = 0 and that fact that the Lebesque constant for the Chebyshev interpolation process is bounded by c ln N we get
) is the value of the best approximation of A α f (t, u(t)) by polynomials of degree not greater then N − 1 in the maximum norm with respect to t. Using the estimate
the last sum can be estimated by
Due to assumption (ii) we have for the value of the best polynomial approximation [4, 17] 
which together with (4.8)and (4.10) yields
Before we go over to the estimating of ψ 
and (4.14) Λ (2)
with some bounded functions χ j (η):
and prove the following auxiliary assertion.
Lemma 4.1. There holds
Proof. Let
k,j = sign
then taking into account that all coefficients of the Gauß quadrature relating to the Chebyshev orthogonal polynomials of first kind are equal to π/N and the Lagrange fundamental polynomials L k,N (η) are orthogonal [26] with the weight 1/ 1 − η 2 we get
(4.18)
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Analogously we get
The proof is complete.
Corollary 4.2. We define the numbers (4.20) Λ
(1)
then using Lemma 4.1 we get
Conjecture. Setting χ(η) = 1, we get from (4.21) that given by 
Actually, we have in this case
where 
Now, we are in the position to estimate ψ
j . To this end we assume that
γ is a positive real constant and N 0 is a fixed natural number large enough.
Under this assumption and taking into account Lemma 4.1, Corollary 4.3 as well as (4.9), (4.10) we get This estimate shows in particulary that the operator A is contractive on G provided that c * L < 1 and N ≥ N 0 . Taking into account the Banach fixed point theorem we obtain by usual arguments that there exists the unique solution of (3.19) in G for which the estimate (4.30) holds.
Thus, we have proven the following main result of this paper. 
with a linear self-adjoint positive definite operator A such that
In this case algorithm (3.18) takes the form
(4.33)
For the error z j = y j − u(t j ) = y j − u j we get the equation
is the truncation error. Using the equation
we get
(4.37)
Since A is a self-adjoint, positive definite operator we have
This estimate together with (4.37) and Lemma 4.1 implies
The last inequality yields the following condition 
Taking into account that the Lebesque constant relating to the Chebyshev interpolation nodes is bounded by c ln N 2 and using the estimates (4.30) ,
Implementation of the algorithm
Algorithm (3.18) represents a nonlinear system of algebraic equations which can be solved by the fixed point iteration
Since the operator A is contractive we get the following inequality Since the numerical algorithm above supposes that the operator coefficient is strongly positive we shift its spectrum by the variables transform u(t, x) = e N = max 1≤j≤N ε j,N , ε j,k,N = |u(x j,N , kh) − y j,k |, j = 1, ..., N, k =  −N 1 , ..., N 1 
