In 1994 a Fusion Technology journal publication by Logan, Moir and Hoffman described how exploiting unusually-strong economy-of-scale for large (8 GWe-scale) multi-unit HIF plants sharing a driver and target factory among several low cost molten salt fusion chambers @ < $40M per 2.4 GW fusion each (Fig. 1) , could produce electricity below 3 cts/kWehr, even lower than similar multi-unit fission plants. The fusion electric plant could cost $12.5 B for 7.5 GWe and produce hydrogen fuel by electrolysis at prices competitive with gasoline-powered hybrids getting fuel from oil at $20$/bbl. At $60/bbl oil, the fusion plant can cost $35B and compete @ 10% APR financing. Given massive and still-increasing world demand for transportation fuel even with oil climbing above $60/bbl, large HIF plants producing both low cost electricity and hydrogen could be more relevant to motivate new R&D funding for HIF development in the next few years. Three major challenges to get there: (1) NIF ignition in indirect drive geometry for liquid chambers, (2) a modular accelerator to enable a one-module IRE < $100 M, (3) compatible HIF target, driver and chamber allowing a small driver @< $500 M cost for a >100MWe net power DEMO.
The concept depicted in Fig 1 calls for many new science and technology advances as discussed below, and so implies many new developments for this approach to a driver. On the other hand, the modular linac approach offers the possibility to reduce cost and schedule for HIF development, where one module can serve as an IRE. We clearly need to address the HIF development path issue: the best HIF development path we were able to present to FESAC in 2003 based on the IBX-->multiple-beam IRE-->RPD-type-ETF pathway was the longest development path of all MFE and IFE fusion approaches considered, even assuming then that HIF funding would grow to > $100M/yr over 10 years. Some of the advances below are essential to enable a modular linac approach, such as neutralized compression to handle higher perveance beams for shorter linacs and fast, low cost GW switches, while others, such as higher magnetic fields, are not essential but maybe desirable on the assumption that future mass manufacturing costs will come down. All advances, at least, should have plausible proof-of-principle feasibility, even if mature unit costs 30 years from now are not yet known. The economics of microbe methane and HTGR hydrogen are also not known, but they are getting R&D funding attention right now. The strategy here is a motivational study to try to find out if our repertoire of innovations could make a "sufficient" difference to HIF attractiveness compared to current "new energy" R&D leaders. What "sufficient" is will ultimately be determined by competing energy technologies (which are improving) to be challenging us in the 30 year time frame. What "sufficient" means to convince notables such as the LBNL Director to support renewal of HIF is a related, more pressing question. If we can show credible physics and engineering fundamentals with an affordable development pathway to test the key issues, we can still motivate HIF renewal even if future reductions in manufacturing costs are required.
Many of the innovations listed below could in principle also be applied to multiple-beam quad drivers. In the fall of 2003, Wayne Meier and I used a modified systems code with common IBEAM cost models and unit costs to compare modular drivers (assuming NDC for all cases) for both quad and solenoid transport and for hybrids in-between. We found total driver costs per joule to be roughly the same within the cost model uncertainties. We'll need more time to re-consider all the mix and match possibilities with multi-pulsing. For now, we consider solenoid focusing for this study for three reasons (1) We expect competitive costs, even with 10 or more pulses, will still require peak line-charge densities > 10 "C/m, and perveances > 10 -2 in the linac, likely easier for solenoids to handle than quadrupoles. (2) We know that multiple beam quad drivers have a strong economic requirement for small bore, high fill factor, compact multiple-beam magnetic-quad arrays, which are likely to make e-cloud mitigation difficult. We need plausible e-cloud mitigation concepts to revisit those driver architectures. Conceptually, single beam solenoids with effective e-traps only at the ends should suffice to prevent electron ingress into the beam, although we have not yet experimentally confirmed effective e-traps on NDCX. We have an e-cloud experimental program on both HCX and NDCX, and new powerful simulation tools, that allow us to compare e-cloud mitigation techniques in both quadrupoles and solenoids, and we plan to pursue that research to validate any new driver designs. For now, solenoids appear to offer a more likely way to manage e-cloud effects in modular drivers, and we'll know soon enough. (3) Regardless of what path one might prefer for HIF driver development, we have to pursue warm dense matter physics opportunities now with very limited hardware budgets, and solenoid transport has been our lowest cost option to move forward with. This has a spin-off benefit of allowing us to experimentally evaluate some of the important physics associated with modular solenoid linac drivers in the near term. Solenoids have been cheaper and faster to build for our HEDP program, and that should point to similar benefits for HIF development in the future.
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(1) HIF target designs for lower yields requiring less than one MJ of total beam energy. Our laser IFE competition that has continued with NNSA-HAPL money during the last few years have gained some attention in Washington for new approaches to an ETF-like facility that might produce repetitive fusion yields with less than 1 MJ total driver energy, with driver costs under $0.5 B. All of the modular solenoid cases we have considered recently appear to have accelerator efficiences # >25%, so that only 40 MJ fusion yields are needed for #G>10. The figure below reproduced from Debbie Callahan and Max Tabak's PoP paper, vol 7, May 2000 "Progress in heavy ion fusion target design", show gains G > 40 @ < 1 MJ driver energy.
Scaling up an accelerator and target pulse rate is the strongest way to decrease unit cost of electricity. Many fusion designers would say that 40 MJ yield with gains of 40, while acceptable for an ETF, would not make competitive CoE. While that would be true at 6 Hz (~ 100 MWe net output, it would be OK @ #G>10 and @ 60 Hz for 1 GWe output, provided (a) target fab can be innovated to cost < nickel per target, and (b), the chamber is designed to clear at the speed of 1 eV plasma flow 2-3 km/s, rather than the speed of liquid droplets 20-30 m/s. (Fig.4) Max Tabak has several other innovative target ideas G>40 @ 1 MJ, provided flexible pulse shapes, small spots, and high peak powers are avaliable. Still, for multiple pulses with the tail pulse having 10% higher velocity than the first pulse, time dependent corrections are required to hit 0.7 mm radius beam spots on the close-coupled target radiator annulus. An upstream dipole kicker causes the last pulse to enter with a slightly steeper entrance angle than shown for the nominal head bunch, with smaller kicks for pulses in between the head and tail bunches. Figure 5 below shows conceptually how the time dependent focusing would apply to a single beam, e.g., for NDCX-II. Ed Lee presented a talk on this concept a couple months ago with some NDCX and driver examples. Ed Lee is currently developing an improved NDC-->FF-->Chamber example with time dependent focusing for an array of beams which point straight along an annular cone with very small convergence angle into a small (few cm radius circle entering the main chamber final focus-which will be a further optimization of the modular linac layout shown in Figure 5 next. Tabak and Logan are planning to work on a varient of this chamber and target concept for plasma MHD direct conversion to reduce balance-of-plant costs (a la the old Compact Fusion Advanced Rankine Cycle scheme In this new study, we assume time dependent corrections, < 1 mm spot targets @ < 1 MJ, with multi-pulsing of 5 or more bunches per linac, to reduce the radial size of each linac (smaller beam radius, solenoid radius, and core radius), compared to those needed in this earlier modular linac driver example. "Quasi-Gasdynamic ECR source of plasma with multicharged ions (MCI). Recent experimental and theoretical investigations carried out in IAP RAS allowed us to develop a new kind of pulsed ECR sources of MCIquasi-gasdynamic ECR ion sources. On the base of these investigations we propose an ion source pumped by 100 GHz, 500 kW gyrotron with 1 ms pulse duration. Such a quasi-gasdynamic ECR source is able to generate pulsed plasma flows with maximum of the ion charge state distribution and ion current density as shown in Table 1 . Typical transversal dimension of plasma flow is 1 cm." 
The charge per bunch is
Integrated induction acceleration with longitudinal bunch confinement and core reset Triangular or cos 2 -shaped line-charge-density profiles most naturally arise and are similar to what Dave Grote simulated for the NDCX experiment. They are perfectly acceptable for target pulse shapes to be constructed by a "picket fence" of many pulses, and also, such line charge profiles moderate ears and the amount of forced waveform shaping required using agile waveform modulation. 
Integrated induction field E n waveforms must provide constant net average acceleration field E a across the bunch as well as reset of the cores. Reset times ~ acceleration pulse times will keep peak reset voltages ~ peak acceleration voltages. By repetitively ramping down (reducing) the 300 kV decel voltage during injection (Enrique's suggestion), each 12 m bunch can be given an initial 15 -30 % !v/v tilt going into the pre-bunch section, enough to compress each bunch to the desired L bo lengths by the time each bunch reaches its desired position for load and fire. In most cases the self space charge can be arranged to stagnate (remove) much of the bunch compression tilt. Variable but modest ~100-200 kV/m average ear pulses in the pre-bunch section can fine-tune the process of loading-in constant energy and spacings of bunches to achieve the load and fire pulse train length L lf N po 2 N po 1 $ + ,
Minimizing the total required pre-bunch length L bp + load and fire section length Llf together will usual require a total length ~ 3 L lf , or a pre-bunch length ~ 2 L lf . Details on this later.
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Peak line charge density
For our example, during injection into the pre-bunch section (see Fig. 1 ), the bunch length is 12 m (3X shorter than for the RPD design single bunch length at injection)
After pre-bunching by a factor 6 x down to 2 meter bunches throughout the rest of the linac:
The effective core ramp time ( c (acceleration pulse) shown in the above Fig 12 is 1 .5X longer than the bunch temporal pulse duration due to bunch length contol and reset, and depends on the ion local velocity/energy/voltage V:
Eq. 6
At injection and fire times [Argon 8+ @100 kV net (accel-decel) =800 keV at q = 8], core pulses 
Acceleration and linac length
The required total core volt-seconds per meter for a repeating waveform of the above shape and for given acceleration gradient E a can be expressed as:
!B c dR c PF r PF z = E a ( c where !B c is the core flux swing, dR c is the core radial build, PF r and PF z are the radial and axial effective core packing fractions, respectively. Since the bunch/core pulse duration ( c varies by a large factor with voltage V from the injection end of the linac to the high energy end, either the core radial build dR c or the average local gradient E a , or both, have to vary along the linac. To maximize commonality of part dimensions for lower mass production costs, we prefer the keep the core radial build constant along the linac, and solve for the resultant allowed gradients as a function of voltage along the linac. Lets first take finemet as the core material for our example: dB3 2 & (T) and assume PF r 0.8 %& PF z 0.6 %& radial and axial packing fractions.
The resulting local acceleration gradient as a function of ion energy (voltage) is
Assuming a modest, constant core radial build dR co 0.15 
5-bunch train acceleration
In the example shown in (Fig.1 ) the accelerating section has to accelerate five bunches using a common set of cores, the first bunch to the head energy, and the last to the tail energy 20 % higher to provide 10% tilt for NDC, and the in-between bunches to energies in between. The required acceleration distances for each bunch, using the same set of cores with constant volt-seconds per meter (constant dR c ) and with constant and equal bunch lengths L bo are : Here we have rounded off the lengths to the nearest higher integer to aid pulse-train analysis with discrete 1-meter core acceleration blocks below, accepting a small innacuracy in the rounding-off.
We can solve for the voltages attained for given distances of acceleration La under the constant core radial build and constant bunch length (constant 9) assumptions, starting at an initial bunch energy/voltage V o :
Initial guess V 10
%& Volts, Eq. 12 meters of accelerator is needed total, with different bunches requiring different portions of the set of cores to fire at different times.The first core at z = 0 fires only one cycle to start the tail bunch, the last core also only fires one cycle to finish the head bunch; most cores in-between fire five cycles. The bunches come out with the desired 20 % energy spread for 10% velocity tilt for NDC.
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z1 La1 76 & Note in Fig. 15 that the bunches maintain constant spacings of 6 meters between bunch centers during the chosen load-and-fire acceleration schedule. Using a common set of cores, a total length V a q o z1 i1 24
The corresponding bunch voltage array vesus distance (remember to mulitply voltages by charge q o to get bunch energies) at each cell block mid-plane in 1 meter intervals) :
Radial bunch confinement: acceleration module radial build for solenoid transport. A nice property of solenoid transport is the required beam radius a b and solenoid field B s is a function only of the line-charge density, independent of the ion velocity. For a constant bunch length in the accelerator sections (see Fig. 16 ), the bunch line charge density is constant, and so the current scales with ion velocity (voltage) along the linac (Figure 17 next) .
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Eq. 16 m.
For a 80% beam fill factor, the pipe wall radius -->~ twice the maximum size beam radius in the current NDCX experiment using 3 T solenoids.
...at the field = 12 T (to be optimized) Desirably, to keep the acceleration module dimensions uniform, we would like to keep the beam radius as well as the pipe wall and core radial build dR c all constant with z or with beam energy along with the constant beam line charge density. Later on we will show that the effective solenoid occupacy factor must slowly decrease with higher local acceleration gradients due to the need for larger induction gaps with higher gradients (for votlage holding). We defer these details for now, but use the effective occupancy factor for 1. 5 MV/m: 
The total core mass for the small driver system can be estimated now, neglecting the few cores needed for ear control in the prebunch drift section to get a quick look. For N bo 40 & linacs and for C mc 7000 %& kg/m 3 mass density (finemet or metglas)
Eq. 20
At RPD unit costs UC mc 5 & $/kg, the total direct cost of magnetic core material is
The 2003 modular solenoid driver study with 16 linacs had 7000 tons of metglas for 6.4 MJ. This new multi-pulse example has roughly 7.5 X less total core volume per linac, but with 40 linacs, 2.5 X more linacs. The net result is about 3 X less total core for 6.4 X less beam energy. The smaller charge per bunch is what makes this multi-pulse small driver example require more unit core mass per kJ beam delivered than the full size 2003 design, but remember the multi-pulse format and smaller focal spot is what enables the targets for the smaller 1 MJ driver energy we are seeking.
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Adding 2 cm for the dewar, the inner coil winding radius
The outer sc winding radius r wo is larger by the required winding pack thickness:
Eq. 18 A 4 cm cryogenic manganese iron yoke for magnetic load support and core shielding, plus 2 cm for the outer cold dewar thickness, and 1 cm for a room temperature core housing inner pipe wall and insulation, brings us to the the inner core radius (see Fig.16 ):
The outer core radius for our reference example, with 
Core accel times
Core losses/bunch/cell block J/m/bunch Eq. 22
Estimation of core loss, accelerator efficiency, and total switching power Check: Summing beam loadings (beam energy imparted) for the bunches over cell blocks: Lets plot these quantities to see how they vary along the linac for the middle bunch: Neglecting other losses as small compared to core loss, this example meets the goal of #G>10 for target gains > 40. This example has not been optimized, and to increase the efficiency further, one can increase the average beam line charge density/m, either by flattening the d9/dz profile (a uniform 9 would give 2 x more efficiency compared to the cos 2 z profile in Fig. 12 , or by increasing the peak 9 p , either of which increases the self field E bz , in turn requiring higher average acceleration gradient also to keep E a > self E bz .
Switching costs should scale with total peak power installed. A fast burst of N p -core pulses should cost not much more in switching than for the highest peak power single pulse in a pulse train (assuming modulators using optically controlled switch currents, and no extra cooling required @ low duty factor overall). Thus, the total required switch power installed is the sum of the local peak switching power requirement for each core block, set by the shortest bunch accel time for each block. The accel times scale inversely with local bunch energy/voltage, and so referring to 
