Introduction
Several models are available to explain the relationship between the response probability and the dosage in quantal bioassay. These include the probit, logit, one-hit, multi-hit, multistage., and Weibull models. Krewski and Van Ryzin (1981) provide a review. The maximum likelihood method is usually employed to estimate the response curves. The Bayesian approach to these problems has been limited to a few simplified cases. Petrasovi- tas and Cornell (1975) Environmental Protection Agency (EPA) for risk assessment. As discussed by Crump, Hoel, Langley, and Peto (1976) and Crump (1979) , the model is based on the assumption that induciior of toxic effects results from a number of different random biological events, with the age-specific rate of occurrence of each event linearly related to dose. When k = 1, this is the on,-hit model described by Armitage and Doll (1961) To apply Bayesian analysis for the unknown parameters = " 90k), we assume that the ,30, ,13k are independent, where 0, has a gamma distribution f(a;, -y1) with mean all-y3 for j = 0, . . . , k. The gamma distributions are chosen partly for convenience. The family of two parameter gamma densities, though, incorporates densities with both increasing and decreasing failure rates. Often statisticians have some prior belief about the location and spread of the distribution of i31 for each j. Let p and cr; denote a prior guess of this location and spread. Then a; and -y; can be chosen by the method of matching moments so that they satisfy p.; = and = ai 1732 .
In risk assessment, subjects are divided into groups, say I groups, where for i = 1, . . . , I, n, subjects are given the substance at dosage level c11.
The number of casualties observed in group i is denoted by xi. Let x = (xi, , xj). Given /3, the subjects' responses are assumed to be independent. Therefore the likelihood function is
It can be shown that the posterior distribution is a mixture of products of gamma distributions. This mixture increases in complexity as I increases. This paper provides a Gibbs sampling approach to computing the Bayes estimates. It can be used for any number of groups. This approach augments the data by latent variables that convert the integrals (cumulative probabilities and survival probabilities) in the likelihood to probability density functions. This augmentation facilitates us in specifying the conditional density of 13 given the latent variables. A repeated sampling scheme that generates variates from this conditional density and the conditional density of the latent variables given 13 and the data allows us to approximate the posterior distribution.
The dose response model in (1.1) is often used for low-dose extrapolation, where the potency of a toxic substance on human beings (at low dose)
is inferred from experiments conducted at much higher doses. Practitioners are often interested in "Relative Additional Risk" (RAR) and "Risk Specific Dose" (RSD). We provide methods of Bayesian inference for these quantities. RAR can be interpreted as the conditional probability of a subject acquiring cancer, say, at dose level d, given that no cancer has been developed in the absence of the carcinogen. RSD measures the dosage such that the probability of a casualty is no more than a given number.
Because the model in (1.1) depends on k, the number of parameters, it is natural to ask how to select k. One route to selecting k has been for biologists to propose theory to explain the model. Another route, more empiric -il, is to fit the models to data. Chi-squared goodness of fit tests are usually employed by frequentists for model checking. A criterion for model selection based on Bayesian predictive ordinates from cross-validated data is adopted in this paper. 
Gibbs Sampling
A Gibbs sampling approach specific for our problem is developed here to compute the posterior distribution of 0. One can refer to Geman and Geman (1984), Tanner and Wong (1987) , and Gelfand and Smith (1990) for general discussion of Gibbs sampling.
Given the likelihood and the prior, we observe that the posterior density of 0 is
To sample 0 from (2.1) by stochastic substitution with augmented data z, we can sample repeatedly from f(210, x), the conditional distribution of z given )3 and x, and f(01z, x), the conditional distribution of 3 given z and x. Therefore, it is desirable to augment the data by the latent variables z, such that we can easily sample variates from the two conditional densities f(z10, x) and f(01z, can be verified to be the product of independent gamma densities with parameters exj = ELI wj and = ELI dRzi+ + ni xi),
Having explained the conditional densities needed in the substitution algorithm, we list the steps used to generate the samplers.
(1) Start with an initial choice of the 13, denoted by 00) Set the counter in the superscript to 0.
(2) Generate z(1) and NO) independently from f (0°),x) as in (2.2) and f(w10°),x) as in (2.4).
(3) Generate 01) from f Piz(1) ,w(') , x) as in (2.5).
(.4) Repeat steps (1), (2), and (3) with the updated cmmter in all the superscripts, that is, with 01+1) replacing 01), etc., in each step.
The generation of zo in (3) Suppose we also replicate the above iterations R times by using independent initial choices of the 13. Let the 13, z, and w variates generated in the Lth step of the iteration for the 74' replication be denoted by le, and Y4L), for r = 1, . . . R. Similar notation is applied to the variates etc. Then the posterior distribution of 13 is estimated by
where f on the right is the product of gamma distributions described as in (2.5). Since the i3j, j = 0, , k, are independent in (2.5), the posterior mean of Oj can be approximated by
The computations in (2.6) and (2.7) use only the variates generated in the last step of each iteration. A more efficient algorithm has been proposed by Gelman and Rubin (1992) where estimates are produced by averaging over all variates generated in the second halves of the iterations for all replications. They also study the choices of L and R by analysis of variance techniques.
We will use the empirical values fer)e--. Because the selection criterion was developed for independent observations, we need to reconsider our data from this viewpoint. Suppose each subject is given a dose independently. The response of each subject is either positive or negative. Therefore, we observe n independent Bernoulli random variables with probability of success pa, s = 1, . , n. If cl2 (5) Note c, depends on k. We suppress this dependence in the notation for the time being for simplicity.
The estimated density is(Ply(5)) can be computed as in (2.6) with yi deleted from the data set. Let ettr) and tC.) denote the parameters of the gamma density of /3; in (2.5) and (2.6) computed from the data with It is approximated by Table 7 , which provides the Gibbs approximation to the pseudo-marginal likelihood for k = 1,2,...,9, shows that the pseudo-marginal likelihood is essentially flat for 2 < k < 9. Table 8 indicates that the value of the coefficient A, important for low-dose extrapolation, is not sensitive to the model for k > 3. We have illustrated the usefulness of the Gibbs sampling method in the linearized multi-stage model. The results can also be extended to the hierarchical Bayesian setup where the hyperparameters cri and y, are random with appropriate distributions. The implementation of the Gibbs method can be carried out by methods similar to those in Gelfand and Smith (1990) . , When there is no conjugacy structure involved, the Metropolis algorithm (Metropolis, et al. 1953 ) can be used for sampling the variates. The results can also be extended to different prior distributions; for example, instead of gamma distribution, we can assume that each A, has a truncated normal distribution, because 0, > 0. Then we can specify that the mean and variance of the normal distribution have normal and inverse gamma distributions. The Gibbs method can be implemented as in Section 2.
