Abstract: In this work, we study the structure of cyclic DNA codes of arbitrary lengths over the ring R = F 2 + uF 2 + vF 2 + uvF 2 and establish relations to codes over R 1 = F 2 + uF 2 by defining a Gray map between R and R 2 1 where R 1 is the ring with 4 elements. Cyclic codes of arbitrary lengths over R satisfied the reverse constraint and the reverse-complement constraint are studied in this paper. The GC content constraint is considered in the last.
Introduction
Algebraic coding theory of linear codes has attracted remarkable attention for the last half of the century(e.g. see [7, 10] ). Cyclic codes are important families of linear codes because of their rich algebraic structures and practical implementations. The focus on constructing codes was mainly over fields, but after the study in [11] finite rings have received a great deal of attention. Most of the studies are concentrated on codes over finite chain rings [8] . However, optimal codes over non-chain rings exist(e.g see [19] ). But the case over a non-chain structure is more complicated [4] . In [22] , the algebraic structure of cyclic codes over F 2 + vF 2 , where v 2 = v are studied. Zhu and Wang studied a class of constacyclic codes over F p + vF p in [21] .
On the other hand, Adleman [2] pioneered the studies on DNA computing by solving an instance of NP-complete problem over DNA molecules. DNA is a nucleic acid containing the genetic instructions used in the development and functioning of all known living organisms. It is formed by strands linked together and twisted in the shape of a double helix. Each strand is a sequence consists of four possible nucleotides, two purines, adenine (A) and guanine (G), and two pyrimidines, thymine (T ) and cytosine (C). The ends of a DNA strand are chemically polar with 5 ′ and 3 ′ ends, which implies that the strands are oriented. DNA has two strands that are governed by the rule called Watson Crick complement (WCC) , that is, A pairs with T and G pairs with C. We denote the WCC in this paper as A = T , T = A, G = C and C = G. The pairing is done in the opposite direction and reverse order. For instance, the WCC strand of 3 ′ − T AAGCT C − 5 ′ is the strand 5 ′ − GAGCT T A − 3 ′ . Furthermore, since DNA computing can store more memory than silicon based computing systems, there are many scholars begin to study it. Siap et al. [18] constructed cyclic DNA codes considering the GC content constraint over F 2 [u]/(u 2 − 1) and used the deletion distance. Guenda and Gulliver [9] studied cyclic codes over F 2 [u]/(u 2 ) satisfy the reverse constraint and the reverse-complement constraint and the GC content constraint, and an infinite family of BCH DNA codes are constructed. Recently, Liang and Wang [13] studied the cyclic DNA codes over F 2 + uF 2 . Yildiz and Siap [20] studied DNA pairs instead of single DNA bases for the first time, where 16 elements of a ring and DNA pairs are matched and the algebraic structure of these DNA codes are studied. Later in [16] , DNA pairs are matched with F 16 and by introducing some special polynomials DNA codes are constructed. It is also observed that in some cases reversible codes introduced by Massey over F(q) are useful for constructing DNA codes in [15] . Recently, Bayram et al. [3] have considered codes over the ring F 4 + vF 4 . The constacyclic codes and skew constacyclic codes over the ring are studied. And they studied the structure of DNA codes over the ring and present applications to DNA codes. However, there is not much work has been done on DNA codes over non-chain ring. And we do such work over the ring
In this paper, we study the structure of cyclic DNA codes of arbitrary lengths over the ring R. Cyclic codes over ring R 1 have been extensively studied by many authors [1, 5, 6, 14] . The rest of the paper is organized as follows: Sect.2 includes some basic background and some basic results of cyclic codes of arbitrary lengths over R 1 . In Sect.3, we study cyclic codes satisfy the reverse constraint and reverse-complement constraint over such ring, the existence and the structure of such codes are complemently determined. In Sect.4, we study the structure of DNA codes over R and present applications to DNA codes where some examples of such codes are optimal. In Sect.5, we use the Gray images of the minimal generating set of C to study the GC content of C. Section 6 concludes the paper.
Preliminaries
Let F 2 be the binary field. Throughout this paper R denotes the commutative ring F 2 + uF 2 + vF 2 + uvF 2 with u 2 = 0, v 2 = v and uv = vu with characteristic 2. Let R 1 be the finite chain ring F 2 + uF 2 with u 2 = 0. R is a semi-local ring with two maximal ideals namely I u+v and I 1+u+v . The quotient rings R/I u+v and R/I 1+u+v are isomorphic to F 2 . A direct decomposition of R is R = I v ⊕ I 1+v . We can also see that I v and I 1+v are isomorphic to R 1 . So every element c in R therefore can uniquely be written as c = a + bv, a, b ∈ R 1 . R is isomorphic to the residue ring
}. An important property of codes over the ring R is the existence of a mapping ξ called the Gray map which sends linear codes over R to binary linear codes. The Gray map from R to R 
One type of nontrivial automorphisms can be defined over R as follows :
Let C be a linear code over R. The following result is presented in [10] , let
Note that C 1 and C 2 are linear codes over
Corollary 2.1 (1)Let C be a linear code over R such that C = vC 1 ⊕ (1 + v)C 2 . Then, C is a cyclic code if and only if C 1 and C 2 are both cyclic codes over
where f 1 and f 2 are the generator polynomials of C 1 and C 2 , respectively.
Recall that the Hamming weight of a codeword c is defined by w H (c) = |{i|c i = 0}|, i.e., the number of the nonzero entries of c. The purpose of the first three constraints is to avoid undesirable hybridization between different strands. The fixed GC content ensures that all codewords have similar thermodynamic characteristics, which allows parallel operations on DNA sequences.
The structure of cyclic codes of arbitrary lengths n over R 1 has been extensively studied in [1] , which is
is a principal ideal ring and C = (g, ua) = (g + ua), where g, a are binary polynomials with
, where g, a and p are binary polynomials with a | g | (x n − 1)mod2, a | p g and degp ≤ dega.
Remark 1.
In this paper, we use f , f to represent f (x) and (x n − 1)/f (x) respectively if don't confuse.
The reverse constraint and reverse-complement constraint codes
In this section, we main study the reverse constraint and the reverse-complement constraint codes over R. We begin with the following definition. For each codeword x = (x 0 , x 1 , · · · , x n−1 ) ∈ R, we define the reverse of x as x r = (x n−1 , x n−2 , · · · , x 0 ), the complement of x as x c = (x 0 , x 1 , · · · , x n−1 ) and the reverse-complement of x as
r with c r = 0, the reciprocal of c(x) is defined to be the polynomial c Let S D4 = A, T, C, G represent the DNA alphabet. We use the same notation for the set
which is originally presented in [16] . We define a ζ correspondence between the elements of the ring R and DNA double pairs presented explicitely in Table 1 . The elements 0, 1, u, 1 + u of R 1 are in one-to-one correspondence with the nucleotide DNA bases A, T, C, G such that 0 → A, 1 → G, u → T and 1 + u → C. The Watson Crick complement is given by A = T , T = A, G = C and C = G. Naturally we extend this notion to the elements of S D16 such that AA = T T, · · · , T G = AC.
Definition 3.1 Let C be a code over R of arbitrary lengths n and c ∈ C be a codeword where c = (c 0 , c 1 , · · · , c n−1 ), c i ∈ R, then we define (6) by using Table 1 . 
Definition 3.2 A cyclic code C of length n over R is said to be reversible if x r ∈ C for all x ∈ C, complement if x c ∈ C for all x ∈ C and reversible-complement if x rc ∈ C for all x ∈ C.
Lemma 3.3 Let f , g be any two polynomials in R with degg ≤ degf . Then
The reverse constraint codes
The following result is due to Massey [15, Theorem 1] . It characterizes the reversible codes over finite fields.
Lemma 3.4 [15]
Let C = (f ) be a cyclic code over F 2 where f is a monic polynomial, then C is reversible if and only if f is self-reciprocal.
The reverse constraint on cyclic codes of arbitrary lengths over R 1 has been studied in [9] and [13] , we list it for convenient in our later study.
Lemma 3.5 [9] Let C = (g, ua) = (g + ua) be a cyclic code of odd length n over R
We will give one of the main conclutions below.
Theorem 3.8 Let C = vC 1 ⊕ (1 + v)C 2 be a cyclic code of arbitrary lengths n over R. Then C is reversible if and only if C 1 and C 2 are reversible, respectively, where C 1 and C 2 are both cyclic codes over R 1 .
Proof. If C 1 and C 2 are reversible, we have C 
It is easy to check that g 1 and g 2 are self-reciprocal,
On the other hand,
By the Theorem 3.8, C is a reversible code of length 8 over R.
The reverse-complement constraint codes
In this section, cyclic codes of arbitrary lengths satisfy the reverse-complement are examined. We give some useful lemmas firstly which can be easily proved. Lemma 3.12 If c ∈ F 2 , then we have u + uc = uc.
We will give one of our main conclusions below. Theorem 3.13 Let C = vC 1 ⊕ (1 + v)C 2 be a cyclic code of arbitrary length n over R. Then C is reversible-complement if and only if C is reversible and (0, 0, · · · , 0) ∈ C, where C 1 and C 2 are both cyclic codes over R 1 .
Proof. Suppose C = vC 1 ⊕ (1 + v)C 2 , where C 1 and C 2 are both cyclic codes over R 1 . For any c = (c 0 , c 1 , · · · , c n−1 ) ∈ C, c rc = (c n−1 , c n−2 , · · · , c 0 ) ∈ C because of C is reversiblecomplement. Since the zero codeword is in C then its WCC is also in C, i.e.,
Whence,
On the other hand, if C is reversible, then for any c = (c 0 , c 1 ,
Therefore, C is reversible-complement.
Example 3.14 In Example 3.9, since C is reversible, if (0, 0, · · · , 0) ∈ C, we can get C is reversible-complement immediately.
Let C be a cyclic code of arbitrary lengths n over R. Then we can get the conditions that C is reversible or reversible-complement easily by using Corollary 2.1, Theorem 2.2, Lemma 3.5, Lemma 3.6, Lemma 3.7, Theorem 3.8 and Theorem 3.13.
DNA codes over R
In this section, the design of linear DNA codes is presented. We obtain DNA codes over R of arbitrary lengths that correspond to DNA double pairs. Definition 4.1 Let f 1 and f 2 be polynomials with degf 1 = t 1 , degf 2 = t 2 and both dividing
Remark 2. In this paper, the notation L(f ) or f σ denotes the R-module generated by the set L(f ). The notation (f ) stands for the ideal generated by f .
s and the R-submodule generated by L(f ) can be considered to be generated by the rows of following matrix
Theorem 4.2 Let f 1 and f 2 be self-reciprocal polynomials dividing x n − 1 over R 1 with degree t 1 and t 2 . If
is a linear code over R and Φ(C) is a reversible DNA code.
Proof. Most of the claims follow from the algebraic structures that are discussed before. Especially, the reverse of each DNA code given by C = L(f ) over R is shown to fall inside the codes by the following observation
where α i , β i ∈ R and 0 ≤ i ≤ m − 1.
Below we give an example that illustrates the power of Theorem 4.2.
Example 4.3 Let f 1 = x + 1 and f 2 = x 6 + x 3 + 1 where both divide
. C = L(f ) is a linear code over R and Φ(C) is a reversible DNA code. Now we consider the generator matrix of C. 
If we take α 0 = 0,
and this corresponds to the codeword
6 + vx 7 corresponds to the codeword c 2 = (1 + v + uv, 1 + v, v, 1 + v + uv, 1, u + uv, u, v, 0) and thus Φ(c 2 ) = (GGAGGT T AAT AGT GAT GA). Therefore, (Φ(c 1 )) r = Φ(c 2 ).
Corollary 4.4 Let C = vC 1 ⊕ (1 + v)C 2 is a cyclic code of arbitrary lengths n over R, C 1 and C 2 are reversible and C = L(f ) be a linear code over R. If (0, 0, · · · , 0) ∈ C, then Φ(C) gives a reversible-complement DNA code.
Proof. It follows from Theorem 3.8, Theorem 4.2 and Theorem 3.13 immediately.
Example
σ , is a σ-linear code over R and Φ(C) is a reversible-complement DNA code since (0, 0, · · · , 0) ∈ C. Corollary 4.6 Let C = vC 1 ⊕ (1 + v)C 2 is a cyclic code of arbitrary lengths n over R, C 1 and C 2 are reversible and C = L(f ) be a linear code over R and Φ(C) be a reversible DNA code. Proof. Let the dimension of the code C be k. Suppose that the linear cyclic code C has generator matrix with rows f, xf, · · · , x k−1 f . If we use the σ-set L(f ), then we observe that
where α ∈ R and 0 ≤ i ≤ k − 1 since f = vf 1 + (1 + v)f 2 and coefficients of f are solely from R 1 which proves the reversibility in DNA. Thus, we can use the generator matrix of a linear cyclic code or the σ-set L(f ) since σ does not effect the coefficients. If x − 1 ∤ f , then C contains 1 + x + · · · + x n−1 . Therefore, Φ(C) gives a reversible-complement DNA code by Corollary 4.5.
The following results come from [12] . Let R be a finite QF ring. As a ring, R admits a decomposition R = ⊕ α∈∆ Re α where e α are central orthogonal idempotents, with 1 R = α∈∆ e α . Then R α := Re α is also a QF ring for each α ∈ ∆. If C is a right (resp., left) linear code of length n over R, then C α := Ce α (resp., C α := e α C) is a right (resp., left) linear code of length n over R α .
Lemma 4.8 [12]
If C is a right (left) linear code of length n over R, then
Theorem 4.9 [12] Let R = ⊕ α∈∆ R α be a finite quasi-Frobenius ring such that R α is a local ring for all α ∈ ∆ and let q α be the prime power such that |R α /J(R α )| = q α for each α ∈ ∆. If C is a right (left) linear code of length n over R, then
where q := max α∈Λ {q α }.
The GC weight
As we all known, a DNA code with the same GC weight (content) in every codeword ensures that the codewords have similar thermodynamic characteristics (i.e. melting temperature and hybridization energy). In this section, we will study the GC weight over R by the image of Gray map.
In order to study the GC weight over R, we give the following lemma first which received from [14] easily.
Lemma 5.1 [14] Let C ′ be a cyclic code over R 1 . Then there are unique polynomial g, a, p in
, where a | g | x n − 1 and degp < dega.
It is a free-module with rank of n − degg and a set of F 2 -basis is {g, xg, · · · , x n−degg−1 g, ug, uxg, · · · , ux n−degg−1 g};
′ is not a free-module which rank is n − dega. A set of F 2 -basis is {g, xg, · · · , x n−degg−1 g, ug, uxg, · · · , ux n−degg−1 g, ua, uxa, · · · , ux degg−dega−1 a}.
. It is a free-module with rank of n − degg and a set of
′ is not a free-module which rank is n − dega. A set of
Using the lemmas above and the structure of C we have already received, we can get the following Theorem immediately.
Theorem 5.4 Let C = vC 1 ⊕ (1 + v)C 2 be a cyclic code of arbitrary lengths n over R, where C 1 and C 2 are both cyclic codes over R 1 . Then C has a minimal generating set Γ = vΠ + (1 + v)Ω, where Π, Ω are the minimal generating set of C 1 and C 2 , respectively. Now we have already had the minimal generating set of C, so we can study its Gray images. On account of the minimal generating set of C is Γ = vΠ + (1 + v)Ω and the Gray map from R to R 2 1 is defined as ξ(a + bv) = (a, a + b), we can get the Gray images of the minimal generating set of C is Φ(Γ) = x n Π + Ω, where Π, Ω are the minimal generating set of C 1 and C 2 , respectively.
If we can prove ζ is a linear transformation, then the GC weight over R is given by the Hamming weight of the uΦ(Γ) = u(x n Π + Ω).
Theorem 5.5 Let C = vC 1 ⊕ (1 + v)C 2 be a cyclic code of arbitrary lengths n over R,
n − 1, degp 1 < dega 1 and degp 2 < dega 2 . Then the GC weight over R is given by the Hamming weight enumerator of the
Proof. The GC content is obtained by multiplying the Gray images of the minimal generating set of C by u, and from Theorem 5.4 we have uΦ(Γ) = ux n {g 1 , xg 1 , · · · , x n−degg1−1 g 1 } + u{g 2 , xg 2 , · · · , x n−degg2−1 g 2 }.
Hence the GC content is given by the Hamming weight of the Λ = x n {g 1 , xg 1 , · · · , x n−degg1−1 g 1 } + {g 2 , xg 2 , · · · , x n−degg2−1 g 2 }.
At the end of this section, we give some examples to illustrate the main work in this paper.
Example 5.6 Let x 3 − 1 = (x + 1)(x 2 + x + 1) = g 1 g 2 ∈ F 2 [x]. Let C 1 = C 2 = (g, ua) be a cyclic code of length 3 over R 1 , where g = g 2 , a = g 2 . The image of C under the Gray map Φ is a DNA code of length 6. This code has 16 codewords which are listed in the table 2. 
AAAAAA GGGGGG T T T T T T CCCCCC AAAGGG GGGAAA T T T CCC CCCT T T AAAT T T GGGCCC T T T AAA CCCGGG AAACCC GGGT T T T T T GGG CCCAAA
In the following example, we obtain some optimal codes over R where f 1 = f 2 which satisfy the max Griesmer bound given by Leo et al. [17] .
Example 5.7 Let f 1 = 1 + x 2 + x 4 + x 6 = f 2 be a self-reciprocal polynomial where f 1 | x 8 − 1 over R. C = L(f ) is a cyclic linear code over R that attains the maximum Griesmer bound on R with parameters [8, 2, 4] . Also Φ(C) is a reversible DNA code which is not complement because (x + 1) | f 1 . We assign the DNA bases A, T, G, C to 0, 1, 2 and 3, respectively and a DNA string is converted to quaternary number system and then to the decimal system to save some space in table 3. For instance, 859024042 represents ACACACACGGGGGGGG.
Conclusion
Algebraic structure of codes have already acquired over the non-chain ring R with 16 elements. The DNA codes over R are studied which are obtained by using a special automorphism and properties of cyclic codes. We introduced these codes correspond to reversible and reversible-complement DNA codes with DNA double pairs by means of a special DNA corresponding table. Finally, the GC weight over R is studied by using the image of Gray map. Table 3 DNA correspondence of C = L(f ) explained in Example 5.7
