Overwhelmed by the complexity of the FMS Deadlock Avoidance problem, current research has, for the most part, ignored the aspects (and bene ts) related to exible (dynamic) job routing. Extending current structural control policies, based on static job routing, to accommodate routing exibility is nontrivial, primarily due to the fact that the possible routing options for a single job can grow exponentially fast. Hence, computationally ecient techniques are required to incorporate the inherent FMS routing exibility to current structural control schemes. This paper undertakes the investigation of the problem of integrating routing exibility in FMS structural control, by addressing the problem of \optimal" job re-routing in case of operational contingencies. Analytical formulations and e cient solution algorithms are developed for the case that the FMS is structurally controlled by a class of recently emerging polynomial-complexity, one-step lookahead deadlock avoidance policies, collectively known as DAP's.
Introduction
FMS Supervisory Control and Deadlock Avoidance In the emerging paradigm of agile manufacturing, it has become clear that: (i) e ectively exploiting the inherent exibility(-ies) of contemporary manufacturing systems is of paramount importance for supporting the new manufacturing strategies (e.g., 1, 2]), and (ii) the e ective management of this exibility requires the rigorous modeling and analysis of the system behavior by the application of appropriate control-theoretic techniques (e.g., 3, 4] ). As a result, a new area in the real-time control of exibly automated manufacturing systems has been developed, broadly known as Structural or Supervisory control of these environments 5, 6] . The main theme of this area is the modeling of the (discrete-part) manufacturing system as a Discrete-Event System (DES), and the connement of its behavior { de ned by the realizable event sequences { so that it is consistent with the broader production objectives.
Currently, the issue most extensively studied in the FMS supervisory control context is that of establishing nonblocking (or deadlock-free) behavior. In the broader context of resource allocation systems (RAS), deadlock arises when a subset of executing processes is entangled in a circular-waiting situation, where each of these processes, in order to proceed, requires the acquisition of some resource(s) presently held by another process in the subset 7] . In a manufacturing system setting, the primary resource giving rise to deadlock is the nite bu ering capacity of the system equipment (i.e., processing stations and material handling system). Speci cally, each job in the system, being a physical entity, always requires one unit of bu ering capacity to be staged in, which it releases only upon being transferred to another unit.
A series of interesting results on the problem of FMS deadlock-free operation are reported in 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21] . All these works perceive the manufacturing system as a resource allocation system shared by concurrently executing processes. Each process is de ned as a sequence of processing stages, with each stage further characterized by the set of resources required for its execution. Hence, formally, a process is described as a sequence of resource allocation vectors. In the special case where the only resource at issue is the bu ering capacity of the system entities, this process sequence essentially de nes the part route through the system. A formal classi cation of discrete-part manufacturing systems based on the structure of the resource allocation vectors describing their admissible process stage requirements, is provided in 17]. The main classes identi ed are: (i) the Single-Unit RAS, in which every process at each stage requires a single unit of a single resource (i.e., a unit of bu ering capacity), (ii) the Single-Type RAS, where every process stage requires an arbitrary number of units of a single resource type (modeling, thus, jobs organized into tightly connected batches), (iii) the Conjunctive (AND) RAS, where every processing stage requires an arbitrary number of units from an arbitrary number of resource types (i.e., beyond the required bu ering capacity, jobs might also contest for some scarce auxiliary resources, like pallets and xtures), and nally, (iv) the Disjunctive{Conjunctive (OR/AND) RAS, where every stage is associated with a set of AND-type resource allocation vectors, the implication being that allocation of any of these requests is adequate for the execution of this stage (hence, this RAS model captures also the routing exibility inherent in contemporary FMS).
In 17] it is also shown that higher classes of the above taxonomy subsume the lower-class models, and the complexity of the underlying control problem is strongly dependent on the RAS category. Given that the problem complexity is signi cantly high even in its simplest formulation (i.e., Single-Unit RAS), most of the current research has essentially focused on the rst three classes of the above taxonomy, ignoring the e ects of routing exibility in the policy development. 1 Hence, it is typical in the existing literature that a static routing scheme is assumed, where the entire routing of a job through the system is predetermined upon its loading. This xing of the future job resource requirements facilitates the analysis of the evolution of the system resource allocation status. As it will be shown in the next section, the generic disjunctive scheme, in which every job stage can be supported by a number of di erent resources, leads to a number of routes which is exponential to the job route length, and any (naive) approach to the problem can su er from exponential space complexity.
FMS Operational Flexibilities
The exibility implemented in modern manufacturing systems also constitutes the topic of a signi cant body of the current manufacturing systems literature. However, most of this work addresses the issue at a conceptual level, attempting to outline (i) the di erent manifestations of this exibility in the system behavior and performance, and (ii) the ways in which it is supported by the system operational features and policies. Some interesting and indicative work along these lines is that presented in, e.g., 23, 24, 25] . Analytical work in the area attempts to justify exible manufacturing automation by quantifying the trade-o s of a exible vs. an in exible environment, from a strategic/economic perspective (e.g., 26, 27, 28, 29] ). Recently, some eld studies have been reported which attempt to statistically evaluate the extent in which the current manufacturing technology and practices support the advantages attributed to exibly automated manufacturing systems 4, 30] . A recurrent theme of these studies is that most current implementations of these systems end up being operated in a very in exible manner due to the lack of a thorough understanding of the system dynamics, and consequently, the lack of e ective and e cient tactical and operational policies. This result is corroborated by the apparent lack of scienti c literature addressing the issue of manufacturing exibility at the planning (tactical) and operational levels. A recent attempt to capture the e ects of various FMS operational exibilities in models pertaining to the tactical planning problem of discrete-part manufacturing, is the work presented in 31].
Problem De nition Given (i) the \maturity" of the current research with respect to the \classical" FMS deadlock avoidance problem, and (ii) the broadly admitted signi cance of exible dynamic routing for enhancing the system robustness and performance, in this paper we consider the integration of deadlock-avoidance control with dynamic policy recon guration and job re-routing, in order to accommodate / minimize the disruptive e ects of operational contingencies like (i) machine breakdowns and (ii) the arrival of expedient (\hot") jobs. The implementation of this idea, and the detailed problem formulation strongly depend on the control paradigm used for deadlock avoidance. The paradigm employed in this work is that of -Deadlock Avoidance Policies ( DAP's), applied in Single-Unit RAS 15, 16]. DAP's are essentially one-step lookahead policies, which allow a tentative job stage transition if and only if the resulting resource allocation state presents some policy-de ning property, which guarantees deadlock and restricted-deadlock-free operation. 2 An additional property that makes them amenable to the application context considered in this work, is that the computational cost for their initial set-up and execution is polynomial with respect to the system size (i.e., distinct resource types and job stages). Hence, they are easily recon gurable, in case of an operational contingency.
The speci c DAP's considered in this work are RUN 16] , RO 18, 32 ], Banker's 19], and the Optimal policy 17]. 3 The rst two of these policies are expressed as a set of algebraic constraints (linear inequalities) on the system resource allocation state, while the others are established on conditions veri ed through polynomial search-based algorithms. It turns out that the detailed formulation and the solution techniques for the problem proposed herein are essentially di erent for each of these two policy-de ning structures. Hence, each case is addressed in a separate part of the paper.
Finally, we would like to emphasize that the contingency accommodation problem undertaken in this paper is di erent from the typical deadlock avoidance problem under dynamic job 2 A more formal characterization of the system operation and the detailed de nition of the deadlock-related concepts, are provided in the next section. routing. More speci cally, while the latter attempts to re-distribute the system workload at the di erent workstations in order to maintain a balanced machine load and improve performance, the former seeks to minimize the disruption caused by the occurrence of unexpected events that drastically change the system structure. Hence, the need for policy recon guration and job re-routing in case of a machine breakdown, will arise even in an FMS controlled by one of the deadlock avoidance schemes presented in 13] or 14], which allow dynamic job routing. Furthermore, the appropriateness of some policy for one of these problems/environments does not immediately imply its appropriateness for the other. As an example, the policies presented in 13, 14, 22] although amenable to dynamic job routing, might face considerable di culty with accommodating operational contingencies like machine break-downs, since their recongurability is rather limited, due to the fact that their deployment requires the enumeration of the siphons in the underlying Petri Net model, which is an operation of non-polynomial computational cost 33].
An Example Application To provide more concrete context for the above problem description, consider the operation of the semiconductor manufacturing fab. According to 34], as the industry moves from 200-mm to 300-mm wafer diameters, physical and economical considerations render the automation of the wafer handling an imperative e ort. Of particular interest to this work are the material-handling operations at the, so called, intra-bay level.
The organization of a fab bay unit is presented in Figure 1 . Its main elements are: (i) a stocker unit, where cassettes of wafers requiring the bay processes are kept stored until their loading and removal from the bay, (ii) a number of process tools, which constitute the bay's main processing units, and (iii) an interconnecting material handling system transferring wafer cassettes among the process tools and the stocker. Typically, the material handling system is a single-loop Automated Guided Vehicle (AGV) or Track Guided Vehicle (TGV) system, and therefore, its control with respect to deadlock-free material ow is a rather trivial task: this unit should essentially act as the facilitator of the cassette transport between the di erent process tools and/or the stocker unit, as commanded by the material control system. However, controlling the ow at the process tool level is a complicated task. Although in the past fabs have been organized according to a functional lay-out, grouping process tools corresponding to the same process in a single bay unit, currently there is a tendency to develop bays as minienvironments which integrate a number of di erent process types, since such an approach leads to reduced cycle times, higher levels of cleanness, and therefore, better yields. As a result, it is typical that a cassette will visit a number of chambers / processes before it returns to the bay stocker. Furthermore, the demand for increased levels of exibility, combined with the lengthy processing times of the underlying operations, require the concurrent processing of cassettes with wafers of di erent types. Hence, the routing of di erent cassettes through the processes of a given bay may be quite arbitrary. On the other hand, economic and operational/space considerations impose rather strict limits to the bu ering capacity of the process tools, in terms of cassettes. According to 34], most typically, each process tool can hold at most four wafer cassettes. Hence, it should be obvious that such an environment is prone to deadlock, and any successful deployment requires the systematic treatment of the problem through some deadlock resolution strategy. Furthermore, the process tools of a fab bay present signi cant redundancy in terms of their processing capabilities 35]. For instance, it might be the case that two or more photo(-lithography) machines have essentially identical capabilities, but still be di erentiated on the basis of auxiliary equipment like process masks. In other cases, even though two or more machines can perform the same set of operations, some of them are more e cient than other with respect to certain operation subsets, in terms of processing times and yields. Therefore, it is customary to discriminate between primary and secondary alternatives for the di erent operations supported by the bay equipment.
Additionally, contemporary fab process tools are quite prone to failures, not so much because of mechanical breakdown, as because of decalibration. Experienced downtimes are quite lengthy, ranging in the order of several hours 35] . Finally, the extensive variability in fab operations, and the sensitive nature of the undergoing processes, make the arrival of \hot" jobs at the fab bays a not so unusual phenomenon.
It is clear from the above description, that material control at the fab intra-bay level presents all the basic features de ning the problem addressed by this paper. Furthermore, the availability of a decision tool able to react to the major disruptions occurring during the fab bay operation in a systematic and rational way, contributes to the higher levels of productivity, responsiveness and yield sought by these environments.
Paper Overview The detailed organization of this paper is as follows: In the next section we provide the required background on the problem of FMS deadlock avoidance, the complexity of its optimal solution, and the basic theory of -DAP's. In Section 3, we formulate and solve the problem of optimally rerouting currently running jobs due to operational contingencies, for the case that the FMS is structurally controlled by algebraically expressed DAP's; two recently developed policies, RUN 16] and RO 18, 32] , are considered. Section 4 addresses the contingency accommodation and job rerouting problem in case that the FMS is controlled by (polynomial) search-based one-step lookahead policies. The discussion of this section is developed around a modi ed version of Banker's algorithm appropriate for the FMS context 19], but the results are generalized to other lookahead schemes, like polynomial-complexity implementations of the optimal DAP { for those sub-classes of Single-Unit RAS that such an implementation is possible 17]. Finally, Section 5 concludes the paper discussion and proposes issues for further research.
Preliminaries
The FMS Resource Allocation Model: For the purposes of the analysis pursued in this work, the FMS is considered as a Resource Allocation System (RAS), i.e., a system of resource types, R = fR i ; i = 1; : : :; mg, with each resource type, R i , being a pool of a nite number, C i , of identical units of that type. C i will be referred to as the capacity of resource R i . Essentially, each of these resources models the nite bu ering capacity of one of the system workstations and/or material handling components; in the fab intra-bay automation context, each resource R i corresponds to a process tool, while C i de nes its cassette bu ering capacity. Once con gured for a certain production run, the system can support the execution of a set of job types J = fJT j ; j = 1; : : :; ng, with job type JT j being de ned as a sequence of stages, < JT jk ; k = 1; : : :; l(j) >. Each job stage can be executed on any resource from a subset R jk associated with it, requiring one unit of capacity of the supporting resource during its execution. In the context of the fab bay application, presented in the Introduction, job types are de ned by the process plans (process logs 35] ) describing the processing of a certain wafer type through the bay equipment, during a single visit.
The entire set of routes according to which a job instance of type JT j can be executed through the system is given by the product set: J R j = R j1 R j2 : : : R j;l(j) (1) Obviously, the number of possible routes for a certain job type, JT j , is: jR j1 j jR j2 j : : :jR j;l(j) j.
This number is O(K l ), where K is an upper bound on the number of possible options for a certain stage, and l is an upper bound on the job route length. Hence, the number of possible routes for a certain job presents exponential space complexity. This combinatorial explosion of the possible routing options resulting from the dynamic job routing, has made researchers of the FMS structural control problem ignore this system capability, focusing on situations where each job type is deterministically associated with a certain job route 4 . From a mathematical perspective, this is modeled by requiring that:
Equation 2 implies that the sequence of the processing requirements of a certain job instance is perfectly known upon its loading into the system. Under this assumption, the system operation is further modeled by a Finite State Automaton (FSA) 16] , where: An event e 2 E of this FSA corresponds to the advancement of any job in the system by one step. The FMS state s i 2 S is de ned by the distribution of the currently running jobs in the system to the various processing stages. The automaton state transition function f : S E ! S is a formal expression of the speci cations for the RAS operation: f(s i ; e) is mapped to the resulting state s j if the job step de ned by event e is feasible under the resource allocation described by state s i ; o.w., it is mapped back to state s i . The initial and nal states of the automaton correspond to state s 0 , i.e., the state where the system is idle and empty of any jobs; hence, the language accepted by this automaton corresponds to complete production runs. this component will be characterized as the subspace S r (P) admissible by the policy. Given an FMS con guration, an applied DAP is optimal if its admissible subspace is the maximal subspace presenting the de ning property of a correct DAP. DAP's: It is easy to see that under the above assumptions, the optimal DAP, P , is uniquely de ned for a given FMS con guration. The admissibility of a reachable state s i by the optimal DAP is based on the existence of an event sequence such that s i ! s 0 ; this decision problem is known as the state safety problem. However, it has been shown that for the considered class { i.e., deterministically routed Single-Unit RAS { the state-safety problem is NP-complete 36]. 5 In view of the nontractability of the optimal DAP, DAP's have been proposed in 15, 16] as a class of correct, scalable and recon gurable DAP's, appropriate for real-time FMS structural control. These policies are based on the identi cation of pertinent polynomially computable conditions on the RAS states, such that the resulting admissible subspaces present the DAP correctness-de ning property (i.e., strong connectivity with inclusion of the initial state s 0 ).
As it was mentioned in the Introduction, it is pertinent for the development of this paper, to classify DAP's on the basis of whether their policy-de ning condition admits an algebraic (closed-form) characterization or not. The policies with algebraic representation considered in this paper are (i) the Resource Upstream Neighborhood (RUN) policy 16] and (ii) the Resource Ordering (RO) policy 18, 32] . The policy description, together with the formulation and solution techniques for the optimal job rerouting problem in their context, are provided in the next section. Policies which do not possess a convenient closed-form representation of their admissible state space, but provide e cient (polynomial) search-based one-step lookahead recognition algorithms, are (i) a modi ed version of Banker's algorithm 19] and (ii) the Optimal DAP, whenever the set of unsafe states coincides with that of the system deadlock states 17]. These policies are treated in Section 4.
Optimal Job Rerouting for Algebraic DAP's
In this section we consider the problem of optimally rerouting running jobs in the face of operational contingencies, for the case where the FMS is controlled by algebraic DAP's, speci cally, RUN 16] or RO 18, 32] DAP's. We proceed with a brief description of the de ning logic and the algebraic characterization for each of these policies, as it applies in the SingleUnit RAS context. These characterizations subsequently allow the uni ed formulation of the optimal job rerouting problem, and the development of e cient solution techniques for it. The discussion is elucidated by two small but highlighting examples.
The de ning logic for RUN and RO DAP's
RUN RUN is an acronym for Resource Upstream Neighborhood. The policy draws its name from the underlying idea that higher-capacitated resources should be able to function as bu ers for jobs staged in or heading towards them. Hence, the policy associates with each resource an upstream neighborhood, i.e., a set of job stages de ned according to the following rule:
De nition 1 16] The upstream neighborhood of resource R i consists of all route stages JT jk which are supported by resource R i , plus all the route stages belonging to the maximal route subsequences immediately preceding each of the aforementioned JT jk , and involving stages JT jp with C R(JT jp ) C i . A job instance j j is in the neighborhood of resource R i i its current processing stage is in the neighborhood of R i .
RUN is formally de ned as follows:
De nition 2 16] A resource allocation state s is accepted by RUN DAP i the number of jobs in the upstream neighborhood of each resource, R i , does not exceed its bu ering capacity, C i .
Example 1 We highlight the policy-de ning logic and the resource neighborhood construction through an example. Consider a small system depicted in Figure 2 . This system consists of four resources R 1 ; R 2 ; R 3 ; R 4 , with a corresponding capacity vector C =< 2; 1; 1; 1 >.
Alternatively, one can think of it as a cluster tool, consisting of four chambers, R 1 ; R 2 ; R 3 ; R 4 , each able to hold C i ; i = 1; : : :; 4, cassettes at a time. 6 In its current con guration, the system 
Each row of the above matrix corresponds to a resource neighborhood, N(R 1 ); : : :; N(R 4 ). Each column corresponds to a route stage, starting with the stages of job type JT 1 , and concatenating the stages of JT 2 and JT 3 . Using the de nition of the system (FSA) state, at time t, provided in Section 2 { i.e., a vector s(t) with components corresponding to the distinct job stages JT jk ; j = 1; : : :; 3; k = 1; : : :; l(j), and with s jk (t) being equal to the number of job instances executing stage JT jk at time t { it is easy to see that the policy constraints can be expressed by a system of linear inequalities on the system state:
2 RO RO stands for Resource Ordering, and underlies the fact that the policy imposes a total ordering on the system resources, and subsequently it uses this ordering to ensure that there is a free passage for at least one of the classes of jobs moving up or down the order. The complete policy de nition is as follows:
De nition 3 18, 32] 1. Impose a total ordering on the set of system resources R, 
Example 2 We elucidate the de nition of RO DAP, by applying it on the small system of Figure 2 . The ordering used in the policy implementation is the natural ordering of the system resources, i.e., o(R i ) = i; 8i. Furthermore, we observe that job instances executing the last stage of their route can never deadlock the system, since their unloading from the system is always a feasible step. Hence, they can be ignored during the evaluation of the admissibility of a resource allocation state, and therefore, they are omitted during the de nition of the content of RC i (t) and LC i (t). 7 It is easy to see that job stages JT 11 Although not used in the previous example, a similar remark regarding the (in-)signi cance of last job stages in deadlock avoidance applies to the implementation of RUN DAP. Then, part 3 of De nition 3 implies that this implementation of RO on the considered RAS imposes the following set of linear inequalities on the system state: 2 6 6 6 6 6 6 6 6 6 6 6 6 6 4 7 7 7 7 7 7 7 7 7 7 5 s(t) 2 6 6 6 6 6 6 6 6 6 6 6 6 6 4 2 2 2 1 1 1 3 7 7 7 7 7 7 7 7 7 7 7 7 7 5 (6) In Equation 6 , each inequality corresponds to a pair (R i ; R j ) with R i < R j , and with all these pairs ordered lexicographically in increasing order (i.e., (R 1 ; R 2 ); (R 1 ; R 3 ), etc.). 2
The policy implementations undertaken in Examples 1 and 2 clearly demonstrate that, both, RUN and RO DAP's can be expressed as a set of linear inequalities on the system state, i.e., A P s(t) f P (C); P 2 fRUN; ROg (7) where A P is an incidence (0/1) matrix, expressing the policy-de ning logic, and f P () is a vector function of the resource capacities. It is this algebraic characterization of the policy logic that allows the formulation and solution of the job rerouting problem developed in the next sections.
The \Optimal" Job Rerouting Problem: Statement and Formulation
Problem Statement A verbal description of the problem addressed in this section is as follows: Consider an FMS con guration currently executing a set of job instances j j 2 I. Each job j j is pre-assigned to a certain route JR j 2 J R j , and it is currently executing stage JT j;k (j) in that route. Furthermore, suppose that the FMS is structurally controlled by either RUN or RO, and hence, the constraints expressed by the corresponding Equation 7 are observed by the system operation. At some point, one of the following two contingencies occurs: (i) one of the system resources fails, and is not going to be operable for a considerably long time, or (ii) an expedient job arrives, which requires immediate processing through the system. The occurrence of any of these two events might lead to a resource allocation status which is not admissible by the applied policy any more (in the case of resource failures, for instance, it might not be even safe, since jobs routed towards the failing resource will not be able to complete processing). This implies that some jobs should be temporarily unloaded from the system, to bring it back to a policy-admissible (and thus, safe) state. We would like to minimize this disruption by re-routing currently executing jobs.
Analytical formulation We proceed with the analytical formulation of this problem, as follows: Let x jq = 1 if job instance j j 2 I is assigned to its q-th route, q 2 f1; : : :; jR j;k(j) R j;k(j)+1 : : : R j;l(j) jg; 0, o.w. Furthermore, let x denote the vector aggregating all variables x jq . Then, we seek to: max z = X j;q x jq (8) s.t.
A P x f P (C)
X q x jq 1; 8j (10) x jq 2 f0; 1g; 8j; q (11) The objective function of this formulation states our intention to minimize the number of running jobs unloaded from the system. Constraint 9 requires policy admissibility for the resulting resource allocation state. Notice that the policy-de ning matrix in this constraint is technically di erent from that of Equation 7 , since each column now corresponds not to a distinct route stage, but to a job instance running through the system executing a certain route stage. Speci cally, for the case of RUN DAP, the column in A P corresponding to variable x jq is a replication of the A RUN column corresponding to route stage JT q jk , i.e., the k-th stage of job type JT j when implemented through the q-th possible route. For the case of RO DAP, A P incorporates two di erent requirements, and it can be considered as the vertical concatenation of two di erent sub-matrices: The rst sub-matrix has one row for every system resource, and expresses the requirement that no resource is over-occupied in the nal solution. The second sub-matrix is an expression of the constraints imposed by the RO logic, and it can be synthesized in a way similar to that suggested for the RUN DAP, above. 8 Constraint 10 requires that each job instance is assigned to at most one route. Finally, constraint 11 states the binary nature of our decision variables.
The above formulation covers the problem of the job rerouting in case of machine failures by appropriately synthesizing vector f P (C) to re ect the new resource availability. The problem of expediting a newly arrived job j j is addressed by including this job in the set of currently 8 Notice that in the case of RUN DAP, the constraints preventing the over-allocation of the neighborhood capacities establish automatically that no resource is over-allocated in the nal solution (since every resource belongs in its neighborhood). This requirement is not inherent, however, in the RO logic, and therefore, it must externally imposed. The detailed structure of the AP and fP (C) matrices for RUN and RO DAP's is further elucidated in the examples of Section 3.4.
executing jobs I, and setting P q x j q = 1 in the corresponding constraint 10. 9 Finally, notice that the proposed formulation can accommodate a broader scheme of decision making, according to which the completion of currently running jobs has varying degrees of urgency, by associating a weight w j with each job j j 2 I, and attempting to maximize the weighted sum: max z 0 = X j;q w j x jq (12) This is the objective to be used in the following discussion. The resulting formulation will be referred to as the \Optimal" Job Rerouting problem. Let I I denote the set of jobs unassigned to job routes at a certain stage of the Branch & Bound enumeration. Then, only jobs j j 2 I should be considered in the formulation of the LP relaxation of that stage, since the e ect of assigning the jobs in I\ I to speci c routes can be introduced in the formulation by appropriately adjusting the right-hand-side vector f P (C).
Also, the binding of a speci c variable x jq to zero for some job j j 2 I, implies the elimination of the q-th route of that job from further consideration. For the remaining job-route pairs (j; q), let CR denote the set of job routes currently introduced explicitly in the LP formulation. 10 The proposed column relaxation scheme will rst solve optimally the LP relaxation de ned by equations 12, 9, 10 and x jq 0 on the restriction of A on CR. Then, it searches for other 9 A similar formulation can address the more general problem of whether any new job can be loaded into the system. Speci cally, in this case, we set P q xj = 1 for all currently loaded jobs, and we also account for the fact that these jobs are currently loaded in certain resources by adjusting appropriately the right-hand-side vector fP (C). Hence, our initial assumption that the currently running jobs jj 2 I have been pre-assigned to speci c routes is justi ed. 10 For the initial LP-relaxation of the Branch & Bound algorithm, this set might be the set of current job routes which are still feasible. For subsequent nodes, one can use the columns existing in parent nodes to initialize the Simplex tableau. Multiplier corresponding to the Constraint 10 generated for job j j , and w j is the objective coe cient of job j j , expressing its urgency. Notice that j is the reduced cost of variable x jq in the Simplex logic, and therefore, if j < 0 for some jobs j j , the corresponding minimizing columns are introduced into the Simplex tableau, and the LP-relaxation optimization procedure is resumed; o.w., it is concluded that the current pricing of x jq 's is optimal for that node.
It remains to de ne a procedure for solving the subproblem de ned by Equation 13 , for the cases of, both, RUN and RO. Notice that this procedure will be policy-dependent, since the detailed solution depends on the structure of the A ;jq] columns, and thus, the policy-de ning logic. We examine each case separately.
The column generation scheme for RUN DAP: We compute u = min q f T A A ;jq] g (14) through a forward dynamic programming (DP) scheme 37] . In this DP model, the problem stages correspond to the remaining route stages JT jk ; JT j;k+1 ; : : :; JT j;l(j) , while the set of states associated with stage JT jp ; p = k; : : :; l(j), corresponds to the set of possible options for executing that stage, R jp . In the following, we shall denote the l-th option (resource) in this set by R l jp . Furthermore, let V (R l jp ) denote the value of option R l jp , i.e., the minimal cost over the set of feasible routes implementing subsequence < JT j;k(j) ; : : :; JT jp >, with stage JT jp supported by resource R l jp . Then, we have the following theorem:
Theorem 1 The value function of the optimal policy for the forward DP problem de ned by To prove the validity of the second branch of Equation 16 , we notice that its de ning condition implies that if resource R l jp is reached through the optimal route to resource R x j;p?1 , job j j must be introduced in the neighborhood of R l jp . Therefore, the value of the resulting route is V (R x j;p?1 ) + R , then V (R l jp jR x j;p?1 ; R y j;p?t ) = V (R x j;p?1 jR y j;p?t ) = V (R y j;p?t ).
The last equality holds because the de ning assumption of the second branch in Equation 16 implies that the optimal route to R x j;p?1 contains a route segment from stage JT j;p?t+1 to stage JT j;p?1 , with resources of capacity lower than or equal to C R l jp , and therefore, strictly lower than C R 
(ii) check the existence of a left-directed route for job j j beginning with resource R l ; in case of a positive answer, compute its cost:
(iii) If no right or left-directed route exists, then job instance j j supported by resource R l is an undirected job, and the associated cost is:
(iv) The cost of resource R l (i.e., the l-th option) is:
where unde ned argument costs in the minfg expression are considered to be equal to 1.
ii. Then,
Proof: The truth of the above theorem results immediately from the following observation:
The rst sub-matrix of A RO contains a row for each resource R l , while the second sub-matrix of A RO contains a row for every pair of resources (R k ; R l ) with o(R k ) < o(R l ). Furthermore, a right-directed job instance, currently supported by resource R k , contributes a column in A RO with unit entries in the row corresponding to resource R k in the rst sub-matrix, and in all rows corresponding to pairs (R k ; R l ) in the second sub-matrix. Similarly, a left-directed job contributes a column with unit entries in the row of R k of the rst sub-matrix, and all rows corresponding to pairs (R l ; R k ) in the second sub-matrix. 
Examples
We conclude this section with two examples that highlight the IP formulations of the \optimal" job rerouting problem, and the solution procedures proposed herein.
Example 3 The system to be considered in this example is the RAS of Figure 2 , controlled by the RUN DAP. Assume that currently this system is loaded with: (i) an instance, j 1 , of job type JT 1 executing its rst stage, (ii) an instance, j 2 , of job type JT 2 executing its rst stage, and (iii) an instance, j 3 , of job type JT 3 executing its second stage. At this point, resource R 2 fails, and its currently assigned job j 3 is scrapped. Furthermore, it is obvious that the current route of job instance j 1 is infeasible. The situation is depicted in Figure 3 .
However, let us suppose that resource R 4 can function as an alternative for job stage JT 12 , resource R 1 is an alternative for job stage JT 13 , and resource R 1 is an alternative for stage JT 22 .
Hence, job instance j 1 has four routing options for its remaining processing, i.e., o 11 x ij 2 f0; 1g 8i; j (22) Notice that the above formulation still considers resource R 2 , and forces the failing condition of that resource by setting its nominal capacity to zero. A more (computationally) e cient formulation of this particular situation would have been to eliminate resource R 2 completely from our model. We opted to use the formulation of Equation 22 in the development of our example since this approach re ects the more general case of accommodating the failure of one unit from a multi-capacity resource (i.e., the resource capacity is reduced by one, but the resource type does not vanish). Furthermore, we consider the ability of the model to accommodate e ectively the rather singular case of zero-capacity resources as a good indication of its robustness. We want also to emphasize that the formulation of Equation 22 assumes that all parts in the system have completed the processing of their current stage, and therefore, they are ready to be advanced to the resource that will support their next processing step. In case that there exist parts in the system that require signi cant time to the completion of their current stage, their non-relocatability can be introduced into the model by (i) requiring that these parts remain in the system (i.e., the corresponding constraint in Equation 10 should be turned into equality), and (ii) \forcing" all the routes associated with these parts to start from the currently supporting resource, R q (i.e., R q should be the only option for the rst stage of each alternative route). It is easy to see, by inspection, that the optimal solution (route assignment) for the model In this discussion, superscripts indicate the running iteration in the proposed column generation scheme, while subscripts indicate the processed job instance. As an example, i j denotes the minimum reduced cost over the routes of job instance jj, during the i-th column generating iteration. In particular, the notation V i j (p; q) denotes the optimal value function of the q-th state in the p-th stage, for the DP problem formulated for job instance jj, during the i-th column generating iteration.
The optimal value function for the above shadow prices, 1 (25) Currently, there are three jobs running through the system: j 1 ; j 2 and j 3 . Job j 1 has just nished processing stage JT 11 on resource R 1 , and job j 2 has nished processing stage JT 21 on resource R 3 . Job j 3 is executing stage JT 32 on resource R 2 . Clearly, the current state is admitted by the RO DAP, since job j 3 executing its last stage is not actually considered in the policy-imposed job countings, and as a result, from the policy perspective, only resource R 3 is allocated to capacity. Consider, however, that at this point, a \hot" job, j 4 , of type JT 1 , arrives. This job requests immediate loading to resource R 1 , but it is easy to see that such an action is prohibited by RO DAP, since it violates the policy constraint for the resource pair (R 1 ; R 3 ). Hence, we are faced with an optimal job rerouting problem.
The routing options of the four jobs can be easily derived from the routing information of Equation 25 , and their current processing status; for this a small example, they are enumerated in Table 1 . Table 1 provides also a characterization of each routing option as right/left/undirected, based on the natural ordering of the system resources, i.e., ORDER(R i ) = i; i = 1; : : :; 4 (26) s.t. 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 7 7 7 7 7 7 7 7 7 7 5 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 3 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 2 1 1 1 2 2 2 1 1 1
1. Notice that the aforestated preferences regarding the unloading of the currently running jobs are introduced in the formulation by setting higher criticality weights for the jobs that we would like to remain in the system.
2. On the other hand, the requirement that the \hot" job j 4 is expedited through the system is expressed by setting the corresponding constraint 28 to an equality constraint; hence job j 4 will be de nitely loaded in the system.
3. As it was indicated in Section 3.2, the rst four rows of Constraint 27 correspond to resources R 1 to R 4 , expressing the requirement that none of these resources is over-allocated in the nal solution. The remaining six rows correspond to resource pairs (R 1 ; R 2 ) to (R 3 ; R 4 ), enumerated lexicographically, and express the RO logic, as applied to the job routing options of Table 1 . Also, for this particular formulation, the constraint expressed by row 3 (over-allocation of resource R 3 ) is trivially satis ed since no routing option is using this resource, and therefore, it will be dropped in the subsequent discussion.
4. Closer observation of the structure of Equations 26 { 29 reveals that for any given job instance, all routing options starting with the same resource and leading to same route type regarding the right/left/undirected characterization, correspond to identical columns in the \Optimal Job Rerouting" problem, formulated under the RO DAP (e.g., compare the columns corresponding to routing options o 13 and o 14 , which are both left routes starting with resource R 4 , and the columns corresponding to routing options o 42 {o 44 , which are undirected routes starting with resource R 1 ). This observation further suggests that for the \Optimal Job Rerouting" problem formulated under the RO DAP, we can \collapse" all these routing options to a single column.
This has the additional implication that, given a job instance with K routing options for its next executed stage, only up to 3K variables will be introduced in the \Optimal Rerouting" formulation with respect to that job: each of these variables expresses the (potential) right, left and undirected routing options for each starting resource. In fact, considering that right or left routing options, if they are available, will always dominate the undirected option, the number of variables associated with that job instance can be reduced to 2K. The ultimate implication is that, by exploiting the routing equivalence indicated above, the initial exponential space complexity of the problem formulation can be reduced to polynomial: speci cally, for a problem instance with C job instances involved, each possessing K routing options for the next required processing stage, an upper bound to the number of variables required for the problem formulation is 2K C. Finally, notice that the column generation scheme suggested by Theorem 2 is also applicable to this new formulation; however, given the reduced (polynomial) complexity of this new problem, the computational value of the proposed column generation technique is decreased. Using the LINDO LP solver, an optimal solution of formulation 26{ 29 was found to be:
x 22 = x 31 = x 41 = 1, and all other variables equal to zero. Hence, the obtained solution requires the unloading of the least urgent job j 1 . Indeed, it is easy to verify that j 1 cannot be accommodated into the system: Given that the routing requirements of jobs j 3 and j 4 are practically in exible with respect to the constraints of formulation 26 { 29, we can see that job j 1 can only be loaded at resource R 4 , as a left-directed job. But then, the higher-valued job j 2 can be loaded only to resource R 1 as a right-directed job, and this leads to a violation of RO DAP for the resource pair R 1 and R 4 .
To demonstrate the application of the column generation scheme for the \Optimal Rerouting" problem under the RO DAP, suggested by Theorem 2, consider that we start the solution of the above problem focusing initially only to routing options o 11 ; o 21 ; o 31 and o 41 . Then, the initial IP to be solved is as follows: max x 11 + 2x 21 + 10x 31 + x 41 s.t. 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 1 1 1 1 1 1 1 1 1 1 1 1 3 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 2 6 6 6 6 6 6 4
x 11 x 21 x 31 x 41 3 7 7 7 7 7 7 5 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 x ij 2 f0; 1g; 8i; j (30) Notice that in the above formulation, we have removed the vacuous constraint regarding the over-allocation of resource R 3 . Also, notice that many constraints in this formulation result in the same analytical expression (inequality), but we must maintained them as separate, in order to facilitate the pricing of additional routing options, not currently introduced in the tableau, that might di erentiate between them. Using LINDO, an optimal solution to the LP relaxation of this problem is found as: 12 s.t. 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4
7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 2 6 6 6 6 6 6 6 6 6 6 6 6 6 4
x 11 x 12 x 21 x 22 x 31 x 41 3 7 7 7 7 7 7 7 7 7 7 7 7 7 5 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 Similar to the previous example, superscripts, i, count column generating iterations, while subscripts, j, refer to the various job instances.
x ij 2 f0; 1g; 8i; j (31) For the sake of brevity, we omit the discussion of the following iterations. It is interesting to notice, however, that the algorithm has already identi ed an optimal solution during the rst iteration, and the subsequent computations requesting the introduction of the new columns in the tableau, essentially results from the degeneracy of this optimal solution. 2 4 Optimal Job Rerouting for Search-based DAP's
In this section we consider the integration of deadlock avoidance control with routing exibility, in the case where the DAP-de ning condition is evaluated for a given state through polynomialcomplexity search on the remaining route segments of running job instances. The main nding is that the search-oriented schemes of these policies do not require the explicit assignment of various job instances to certain routes, and hence, they seem to be more amenable to dynamic job routing than their algebraic counterparts. Under this operational context, the contingency accommodation problem turns into a detection and recovery problem, where the primary issue is nding the \optimal" set of jobs to be unloaded, any time that the occurrence of a certain contingency renders the current resource allocation state non-admissible. We develop these results based on the logic of Banker's DAP 19] , while at the end of the section we brie y describe how they apply to the Optimal DAP implementations 17].
Banker's Algorithm and Routing Flexibility
The classical Banker's algorithm 38] is based on the observation that a state is safe if its running processes can be ordered in such a manner that each process in the ordering can terminate using only its currently allocated resources, resources currently available in the system, and also, resources currently allocated to processes which are preceding it in the order. In the context of correct and scalable FMS DAP's, this idea leads to the concept of the ordered state, de ned as follows:
De nition 4 19] Let D = P n j=1 l(j). RAS state s(t) is ordered i there exists an ordering of the set of distinct job route stages, o() : fJT jk : j = 1; : : :; n; k = 1; : : :; l(j)g ! f1; : : :; Dg, such that the resource requirements for processing to completion a job instance j i in stage JT (i) can be satis ed by means of the free resources in state s(t), plus the resources held by job instances j q in stages JT (q) , with q i.
Let V o denote the set of ordered RAS states. In 19] , it is shown that V o is a strongly connected subspace of the RAS STD, containing the empty state, and therefore, the restriction of the system operation on this set de nes a correct DAP.
De nition 4 provides also immediately an algorithm for testing whether a state is ordered or not:
De nition 5 { FMS Banker's Algorithm 19] i. Set UJ := fJT jk ; j = 1; : : :; n; k = 1; : : :; l(j)g; i = 0; ORDERED:=TRUE.
ii. Repeat The re-usability of the system resources implies a monotonic increase of the pool of free resources whenever job stages terminate, which makes backtracking unnecessary during the search for a feasible job stage ordering. Hence, the complexity of the above algorithm is polynomial, speci cally, O(mD log D).
Integrating Routing Flexibility to Banker's Algorithm In this paragraph, we show that the logic of Banker's Algorithm presented in De nition 5 can be easily modi ed to account for exible job routings, as de ned in Section 2. We state this result in the following theorem:
Theorem 3 Banker's algorithm can be extended to disjunctive Single-Unit RAS where every processing stage for every job is implemented independently from the other stages, and the complexity of the resulting algorithm is not higher than O( lK minfDK; m Cg).
Proof: Since, under exible routing, every job stage, JT jk , has a number of possible instantiations equal to R jk , the set of entities to be ordered by this modi ed implementation of Banker's is the set of all active instantiations related to all route stages JT jk ; j = 1; : : :; n; k = 1; : : :; l(j). Speci cally, given a job stage JT jk , we are seeking for every job instance j j executing this stage, a route in the set R j;k+1 R j;k+2 : : : R j;l(j) which can be supported by the currently free resource units, plus the resource R(j j ) 2 R jk which currently supports job j j . Due to the independence of the implementation of the di erent processing stages, this test is equivalent to seeking a supporting resource with free units, for every stage JT jq ; q = k+1; : : :; l(j), for which R(j j ) 6 2 R jq . The complexity of this test (for a single job instance) is O( lK). Furthermore, the number of distinct route stage instantiations in the set of job instances of any given RAS state cannot be higher than O(minfDK; m Cg); the rst of these bounds is established by the number of possible distinct instantiations over all route stages, while the second is established by considering the maximum number of jobs that can be in the system at any time. Hence, an upper bound to the complexity of the implementation of Banker's algorithm for Single-Unit RAS with exible job routing, outlined above, is O( lK minfDK; m Cg). 2
Notice that the implementation of Banker's algorithm for RAS with dynamic routing, proposed in the proof of Theorem 3, does not require the assignment of running jobs to speci c routes. Upon completion of its current processing stage, JT jk , a job j j can implement its next stage, JT j;k+1 , on any of the supporting resources R q 2 R j;k+1 , as long as the resulting RAS state is ordered.
Accommodating Operational Contingencies under Banker's algorithm
The non-commitment of running jobs to speci c routes under Banker's DAP renders easier the design of reactive policies that accommodate the various contingencies occurring during the system operation. Speci cally, all that must be decided upon the occurrence of such a contingency is whether the current resource allocation de nes an ordered state, in the new system con guration. A positive answer implies that all jobs can run to completion, in spite of the system recon guration, while a negative answer implies that, in order to ensure subsequent smooth operation, some jobs must be (temporarily) unloaded. In the latter case, a naturally arising problem is the identi cation of a minimal set of jobs to be unloaded, where minimality is de ned in terms of the weight factors w i introduced in Equation 12 . Mathematically, the problem is de ned as follows: min We prove this lemma by induction on the number of the algorithm iterations. Obviously, it holds true for the rst iteration of algorithm, since originally, c(U) is minimized by one of the singletons of 2 I . Consider that Lemma 1 holds true for all iterations of the algorithm up to iteration k. Hence, U k = arg minfc(U) : U 2 2 I \fU i ; i = 1; : : :; k ? 1gg. Then, assuming that at iteration k the condition of step (3b) is false, and the algorithm enters iteration k + 1, the new minimizing argument of c(), U k+1 , will be either one of the sets in A k \fU k g, or U k fj j = arg minfh(j j ) : 8j j 2 I with h(j j ) > max j k 2U k fh(j k )ggg (since (i) every other set U 6 2 A k is a superset of some set in A k , and (ii) h() is nondecreasing w.r.t. the job weights, w j ). But step (3c) of the algorithm implies that U k fj j g 2 A k+1 . 2
The following example provides a more concrete implementation of the algorithm logic. Figure 5 . This system consists of four resources, R 1 , R 2 , R 3 , R 4 , with C 1 = C 4 = 1 and C 2 = C 3 = 2. In its current con guration, the system supports two job types: JT 1 =< fR 1 g; fR 3 ; R 4 g > and JT 2 =< fR 3 g; fR 2 g; fR 1 g >. The current loading of the system is described in Table 2 . It is easy to see that the current RAS state is ordered, with a feasible job ordering being < j 5 ; j 1 ; j 2 ; j 3 ; j 4 >. At this point, resource R 4 breaks down, and job j 5 is scrapped. The RAS state of the remaining subsystem fR 1 ; R 2 ; R 3 g is not ordered, and therefore, to bring the system back in the subspace of ordered states, we must unload some of the running jobs, j 1 ; : : :; j 4 . 13 Application of the \optimal" recovery algorithm on this state evolves as depicted in Figure 6 .
Job instances are ordered based on their associated weights, i.e., h(j 1 ) = 4; h(j 2 ) = 1; h(j 3 ) = 2; h(j 4 ) = 3. Set A is initialized to A 1 := ffj i g; i = 1; : : :; 4g. During the rst iteration, 13 It is worth noticing that this state is actually safe, since by advancing j3 to the idle unit of R2, job j1 can proceed to completion, which further allows the other jobs to nish. However, Banker's logic does not accept this type of partial advancements in its search for a feasible completion sequence. This is the price paid to keep the algorithm complexity polynomial in the system size. Figure 6: Example: The search-tree developed by the \Optimal" Recovery algorithm set U 1 = fj 2 g, but it can be easily seen that the state resulting by unloading job j 2 is still unordered. Therefore, A is updated to A 2 := ffj i g; i = 1; 3; 4g ffj 2 ; j k g; k = 1; 3; 4g, and U 2 = fj 3 g, with c(U 2 ) = 5. The state resulting by unloading job j 3 is ordered, with a feasible ordering being < j 1 ; j 2 ; j 4 >. Hence, the optimal set of jobs to be unloaded to get an ordered RAS state is U 2 = fj 3 g. 2 Improving the Computational E ciency of the \Optimal" Recovery Algorithm
From the algorithm description in De nition 6, it can be seen that, to the extent that it constitutes an enumeration of the power-set of the set of running job instances, I, its worstcase complexity is exponential. Here, we consider a number of ways in which we can reduce the cardinality of I { and therefore, the search space of the algorithm { without compromising the optimality of the obtained solution. The same series of observations make us believe that, in general, the \critical" sets of jobs to be unloaded in order to bring the RAS state back in the ordered region will present small cardinality, and therefore, the algorithm will be able to identify the optimal solution by considering only a small subset of 2 I .
1. The rst key observation concerns jobs currently supported by resources with at least one unit of free capacity. Speci cally, we have the following proposition:
Proposition 1 In Single-Unit RAS, removing from the set I a job j j , supported by a resource R i with at least one unit of free capacity, while addressing the \optimal" recovery problem through the algorithm of De nition 6, does not a ect the optimality of the obtained solution.
Proof: The validity of this proposition comes from the observation that, in Single-Unit RAS, any job attempting to proceed to completion through resource R i , does not require more than one unit of capacity from this resource. Therefore, removing job j j from the RAS, does not a ect the feasibility of these advancements w.r.t. the remaining job instances. 2. As a more concrete example for the applicability of Proposition 1, consider job j 2 in example 5. Since the current existence of a free unit of capacity in resource R 2 does not lead to an ordered state, it is obvious that increasing this capacity to 2 by removing job j 2 from the RAS will not have any improving e ect. Notice, however, that eliminating job j 2 from set I would have spared us all the computational e ort related to the deployment of the leftmost subtree emanating from the root node in Figure 6. 2. The second observation concerns jobs which are at the same stage of their routes, supported by the same resource type. Speci cally, Proposition 2 Suppose that in the considered RAS state there are two job instances j 1 ; j 2 , both of which are currently supported by a fully allocated resource R i , and they are executing the same job stage JT jk . Furthermore, let w 1 < w 2 . Then, job j 2 can be eliminated from set I, without compromising optimality.
Proof: The validity of this claim is a consequence of the fact that, in Single-Unit RAS, to obtain an ordered state, at most one job has to be unloaded from a fully allocated resource R i (cf. observation 1, above). Thus, containment of j 1 and j 2 in the optimal set U is mutually exclusive. However, for any sets U 1 and U 2 which contain the same set of jobs but for j 1 2 U 1 and j 2 2 U 2 , c(U 1 ) < c(U 2 ), and the claim is established. 2
As an example, in the RAS of Figure 5 , jobs j 3 and j 4 are both executing stage JT 21 , supported by resource R 3 . Since w 3 < w 4 , only job j 3 must be included in I. Hence, another node is eliminated from the search tree of Figure 6. 3. One last issue is the treatment of a job j j which in the current RAS con guration has no feasible route to completion (due to the breakdown of a resource R i , which is critical to the processing of this job). In such a case, we propose two possible alternatives, depending on the magnitude of the Mean-Time-to-Repair (MTTR) of resource R i , relative to the cumulative (nominal) processing time, , of the route segment of job j j between its current stage and the ( rst) stage that requires resource R i . If MTTR , then it might be more reasonable to unload job j j from the system, before addressing the problem of \Optimal" Recovery through the algorithm of De nition 6. This leads also to another reduction of the set I. On the other hand, if MTTR , then, there are good chances that resource R i might be repaired by the time that job j j requests it, and therefore, unloading immediately this job from the system cannot be justi ed. However, it might still be reasonable to stipulate the feasibility of advancement of job j j up to the stage preceding the rst visit to resource R i , instead of requesting the feasibility of the job completion, in the implementation of Banker's. Such an approach acknowledges { and anticipates { the potential disruption that could be caused in case that resource R i was not repaired by the time that job j j requested it.
Routing Flexibility and the Optimal DAP
Some recent results, presented in 17, 21] , identify conditions on the structure of Single-Unit RAS, under which the Optimal DAP is polynomially implementable. The key mechanism enabling these implementations is that, under the conditions stated in 17, 21] , every unsafe state of the RAS state space is a deadlock state. While, however, the state-safety decision problem is NP-complete 36], the deadlock detection problem is polynomially solvable in SingleUnit RAS; an algorithm with complexity O(m 2 C) is provided in 17]. As a result, the Optimal DAP for this sub-classes of Single-Unit RAS can be implemented through one-step lookahead, by addressing the question: \Is the state resulting from a tentative resource allocation a deadlock?", in real-time.
The above control scheme is immediately extensible to disjunctive generalizations of these Single-Unit RAS sub-classes, as follows: Every time that we consider advancing a job to its next stage, all possible routing options must be examined, until one is found that leads to a deadlockfree RAS state. Assuming that we have at most K implementational options associated with a single job stage, the complexity of the new test on whether the resulting state is deadlock-free or not, is O(Km 2 C). 14 Furthermore, similar to the Banker's algorithm case, accommodating the various contingencies occurring during the FMS operation reduces to a detection and recovery problem. In this case, we try to detect and recover from deadlock states, arising because of these contingencies. An \Optimal" Recovery problem can be formulated, as well, and the basic scheme of the \Optimal" Recovery algorithm of De nition 6 applies also to this case, with the following modi cations: (i) the set I consists of the jobs j j which are identi ed by the deadlock detection algorithm to be entangled in a deadlock, and (ii) the original test s(I\U ) 2 V o is replaced by the test s(I\U ) 6 2 S D , where S D is the set of deadlock states. Computational e ciency improvements, based on pertinent \thinning" of the set I, can be devised for this case, too.
There is one caveat, however. Since the \optimal" policy is polynomially implementable only in certain classes of Single-Unit RAS, every time that a contingency occurs, before anything else, we must test whether the policy applicability conditions are still satis ed. Otherwise, we 14 The additional factor K in this expression results from the fact that the original test in 17] must be modi ed, so that a job is declared blocked only after all its possible options for advancement have been examined. should switch to another, suboptimal DAP.
Conclusions
In this paper, we have considered the problem of exploiting the exibility inherent in contemporary FMS, in order to accommodate various contingencies occurring during the system operation, with minimal disruption. In the proposed formulation, the main constraint is to maintain deadlock-free operation, while disruption is measured by the cumulative \value" of the jobs that might have to be unloaded in order to satisfy the problem constraint. As it was shown in the Introduction, this problem is especially relevant in the operational context of the emerging highly automated semiconductor manufacturing fab. The main problem di culty arises from the high space complexity, due to the exponentially large number of possible routes that must be considered for every job. As a result, polynomial search-based DAP's are more amenable to integrating dynamic routing schemes, compared to algebraic DAP's, since the latter employ the entire job routes in their policy-de ning conditions, and therefore, they require the development of more elaborate computational techniques (cf. the column generation scheme of Section 3.3).
Currently, we are developing the software that implements the computational schemes proposed in this paper. The availability of this code will (i) allow the further statistical evaluation of the computational e ciency of the proposed algorithms, and (ii) the integration of these results to broader real-time FMS control platforms.
Viewing the work of this paper from this broader FMS planning and control perspective, it can be seen that it is an important step towards the development of integrated automated solutions for future FMS's, as it allows the systematic on-line recon guration of the system and its controller, in face of unexpected events. Furthermore, the provision of the criticality weights in the problem formulation(s) allows for the association of these recon guration decisions to higher level/performance objectives. In fact, the determination of meaningful weight sets for the objective function of these problems is an interesting open problem.
Another open problem along similar lines, is the recon guration of the DAP implementations in a way that is optimal according to some higher-level performance objectives. For instance, from the description of RO DAP's in Section 3.1, it can be seen that the implementation of this policy is parameterized w.r.t. the imposed resource ordering. 15 Selecting a good ordering for the policy implementation depends on the current system con guration and the overall performance objective(s). The rationalization of these dependencies, and the explicit statement and analytical formulation of the corresponding problem, are additional research topics.
Finally, although we believe that many of these results are extensible to the class of Disjunctive-Conjunctive RAS, the underlying algorithmic details remain to be investigated.
