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QUASI-CYCLIC CONSTRUCTIONS OF QUANTUM CODES
CARLOS GALINDO, FERNANDO HERNANDO AND RYUTAROH MATSUMOTO
Abstract. We give sufficient conditions for self-orthogonality with respect to symplec-
tic, Euclidean and Hermitian inner products of a wide family of quasi-cyclic codes of index
two. We provide lower bounds for the symplectic weight and the minimum distance of
the involved codes. Supported in the previous results, we show algebraic constructions
of good quantum codes and determine their parameters.
Introduction
Attention to quantum information processing, especially quantum computing, is rapidly
growing, as several companies seem to be building quantum computers with many qubits
[6]. One of the important theoretical techniques to realize quantum computation is the
quantum error correction, which protects quantum memory and quantum computational
process from noise.
Quantum error correction was proposed by Shor [22]. Its connection to classical error
correction was mainly described in [5, 3, 4, 10, 24]. Afterwards that connection was
generalized to the non-binary case (see [20, 2, 1]). Since then, the use of classical (error-
correcting) codes has become one of standard methods for constructing quantum codes,
see [15] for a survey.
Quasi-cyclic codes (QC codes) are a generalization of classical cyclic codes. It is well-
known that there are asymptotically good codes attaining the Gilbert-Varshamov bound
among QC codes [14, 19], so it is natural to use QC codes to construct good quantum
codes. Hagiwara et al. [12, 13] studied constructions of quantum codes by QC LDPC
codes. They focused on long codes and probabilistic constructions.
In this paper, we consider a wide class of QC codes of index 2 (see Subsections 1.2 and
1.3) and give sufficient conditions for their self-orthogonality with respect to symplectic,
Euclidean and Hermitian inner products. Sections 2, 3 and 4 are devoted to the symplectic,
Euclidean and Hermitian cases, respectively. In addition, we get lower bounds for the
symplectic weight and the minimum distance of the involved codes. As a consequence,
we provide an algebraic construction of short stabilizer quantum codes coming from the
previously introduced QC codes (see Theorems 5, 13 and 16). To testify the interest of
our construction, we complete this paper by showing several examples of quantum codes
with good parameters. Indeed, we get quantum codes exceeding the Gilbert-Varshamov
bounds [8, 9, 20] and/or improving the parameters of those codes which could be obtained
by the CSS procedure from the best known linear codes under the assumption of being
self-orthogonal.
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1. Preliminaries
Throughout the paper, Fq will denote the finite field with q elements, q being a positive
power pr of a prime number p. Recall than an [n, k, d]q classical code is a linear space
C ⊂ Fnq of dimension k and minimum (Hamming) distance d. For a set S ⊂ Fnq , w(S) will
denote the minimum of the Hamming weights of those vectors in S.
In this section we review the existing connections between stabilizer quantum codes and
classical codes, and the concept of quasi-cyclic (QC) code. We also introduce the class of
QC codes we will use. Let us start explaining the mentioned connections.
1.1. Quantum code constructions from classical linear codes. A stabilizer (quan-
tum) code C 6= {0} is the common eigenspace of a commutative subgroup of the error
group generated by a nice error basis on the space Cqn , where C denotes the complex
numbers, q is a positive power of a prime number and n is a positive integer [15]. The
code C has minimum distance d as long as errors with weight less than d can be detected
or have no effect on C but some error with weight d cannot be detected. Furthermore,
if C has dimension qk as a C-vector space, then we say that the code C has parameters
[[n, k, d]]q.
For a linear space C ⊂ Fnq , C⊥ denotes its Euclidean dual, that is {~x ∈ Fnq | 〈~x, ~y〉 = 0,
for all ~y ∈ C}, where 〈~x, ~y〉 denotes the Euclidean (standard) inner product. From two
classical linear codes C1 and C2 over Fq and assuming that C2 ⊂ C1 ⊂ Fnq , we can construct
a stabilizer quantum code with parameters
[[n, dimC1 − dimC2,min{w(C1 \ C2), w(C⊥2 \ C⊥1 )}]]q.
This construction was shown in [1, 5, 24].
Stabilizer quantum codes can also be constructed from classical self-orthogonal codes
with respect to the Hermitian inner product (see for instance [15, Corollary 16]). In-
deed, recall that the Hermitian inner product of two vectors ~x = (x1, x2, . . . xn) and
~y = (y1, y2, . . . yn) in Fnq2 is defined as
〈~x, ~y〉h :=
n∑
i=1
xqi yi.
Now, if C ⊂ Fnq2 is a classical code with parameters [n, k, d]q2 such that
C⊥h :=
{
~x ∈ Fnq2 | 〈~x, ~y〉h = 0
}
⊂ C,
then, it can be constructed a stabilizer quantum code with parameters [[n, 2k − n, d]]q.
Finally, we have another construction that can be seen in [1]. For ~x, ~y ∈ F2nq , their
symplectic inner product is defined as
〈~x, ~y〉s =
n∑
i=1
(xiyn+i − xn+iyi) .
Given a linear space C ⊂ F2nq , we denote
C⊥s = {~x ∈ F2nq | 〈~x, ~y〉s = 0, for all ~y ∈ C}.
For ~x ∈ F2nq , set ws(~x) = card{i | (xi, xn+i) 6= (0, 0)} and for a set S ⊂ F2nq , we denote
ws(S) = min{ws(~x) | ~x ∈ S}. We call ws as the symplectic weight. The result concerning
stabilizer codes states that when C ⊂ F2nq is a linear code such that C ⊃ C⊥s, we can
construct an [[n,dimC − n,ws(C \ C⊥s)]]q stabilizer quantum code.
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Next, we recall the definition and some basic facts concerning quasi-cyclic codes of index
2.
1.2. Quasi-cyclic codes. For a vector ~x = (x1, x2, . . . , xn) ∈ Fnq , we denote
σ1(~x) = (xn, x1, . . . , xn−1).
A linear space C ⊂ Fnq is said to be a cyclic code if C = σ1(C).
For a vector ~x ∈ F2nq , we denote
σ2(~x) = (xn, x1, . . . , xn−1, x2n, xn+1, . . . , x2n−1).
A linear space C ⊂ F2nq is said to be a quasi-cyclic (QC) code (of index 2) if C = σ2(C).
We denote by (xn − 1) the ideal of the polynomial ring Fq[x] generated by xn − 1, and
by R = Fq[x]/(xn−1) the quotient ring of Fq[x] modulo (xn−1). Given a polynomial g(x)
in Fq[x], by [g(x)] we mean its residue class in R. When studying cyclic codes, a vector
~a = (a0, . . . , an−1) is identified with the residue class
(1) [a(x)] = [a0 + a2x+ a3x
2 + · · ·+ an−1xn−1],
and σ1(~a) corresponds to the class [xa(x)]. Thus, a cyclic code can be identified with an
ideal of R via the correspondence (1). Since R is a principal ideal domain, any cyclic code
can be generated by a single [g(x)] ∈ R. In the sequel, the minimum Hamming distance of
the cyclic code generated by [g(x)] will be denoted by d([g(x)]). The expression g(x)|h(x),
g(x), h(x) ∈ Fq[x] means that g(x) divides h(x). When g(x)|h(x), the cyclic code generated
by [g(x)] contains that generated by [h(x)].
A vector ~c = (a0, . . . , an−1, b0, . . . , bn−1) in F2nq can be identified with ([a(x)], [b(x)]) ∈
R2, where
a(x) = a0 + a2x+ a3x
2 + · · ·+ an−1xn−1, b(x) = b0 + b2x+ b3x2 + · · ·+ bn−1xn−1.
Then σ2(~c) corresponds to the element ([xa(x)], [xb(x)]) in R
2. By this correspondence,
we see that a QC code C can be identified with an R-submodule of R2.
Note that a QC code generated by m elements in R2,
([f1(x)], [g1(x)]) , ([f2(x)], [g2(x)]) , . . . , ([fm(x)], [gm(x)]) ,
can be regarded as the R-module{
m∑
i=1
([ai(x)fi(x)], [ai(x)gi(x)]) | ai(x) ∈ Fq[x]
}
.
We conclude this section by introducing the family of QC codes we are going to use for
constructing stabilizer quantum codes.
1.3. The supporting QC codes. Recall that p is a prime and q = pr. Fix a positive
integer n, consider the polynomial xn − 1 ∈ Fq[x] and assume that the splitting field of
that polynomial is Fpmr for some positive integer m.
Let f(x), g(x) and h(x) be monic polynomials in Fq[x] whose degree is less than n and
such that both f(x) and g(x) divide xn − 1. Recall that the class [f(x)] of a polynomial
f(x) as above that divides xn − 1 generates a cyclic code of length n and dimension
n− deg(f). Consider the check polynomial f ′(x) which satisfies f(x) · f ′(x) = xn − 1 and
define
f⊥(x) := xdeg f
′
f ′
(
1
x
)
.
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Then, it is well-known that [f⊥(x)] generates the dual code of the cyclic code generated by
[f(x)]. Next we define the mentioned family of QC codes. We will use suitable subfamilies
for obtaining our quantum codes.
Definition 1. With the above notation, Qq(f, g, h) will be the QC code over Fq of length
2n generated by ([f(x)], [h(x)f(x)]) and (0, [g(x)]). When q and the polynomials are clear,
we will denote it simply by Q.
Notice that, according to [16, Section 2], the generator set of Qq(f, g, h) is a Groebner
basis for the Fq[x]-submodule ψ−1(Qq(f, g, h)), which is the preimage in (Fq[x])2 of the
R-submodule Qq(f, g, h) under the class map ψ : (Fq[x])2 → R2.
To the best of our knowledge, this is the first family of QC codes of short length giving
quantum codes by algebraic techniques. There was a first attempt in [21] but it seems to be
wrong because the proposed codes contradict the dimension formula for simple generator
QC codes [16]. Indeed, if one considers a QC code generated by a single polynomial vector
([f1(x)], [f2(x)], . . . , [f`(x)]), then dimC ≤ n by [16, Corollary 2.14]. However C ⊃ C⊥
implies dimC ≥ `n/2, which is not satisfied by the codes in [21].
In our development, attached to polynomials h(x) ∈ Fq[x] with degree less than n, we
will consider the polynomials h¯(x) defined as
h¯(x) := xnh
(
1
x
)
.
The coefficients of the polynomial h(x), expressed as
∑n−1
i=0 hix
i, determine a vector in
Fnq whose reversed coordinates correspond to the polynomial h¯(x). These polynomials are
instrumental as the following result shows.
Proposition 2. Let f(x), g(x) and h(x) be monic polynomials in Fq[x] whose degrees are
less than n and consider the vectors in Fnq determined by their classes in R as described
before Equality (1). Then, the following equality of Euclidean inner products of vectors in
Fnq holds:
(2) 〈[f(x)g(x)], [h(x)]〉 = 〈[g(x)], [f(x)h(x)]〉.
Proof. Let f(x) = f0 + · · ·+ fn−1xn−1. We have
〈[f(x)g(x)], [h(x)]〉 =
n−1∑
i=0
fi〈[xig(x)], [h(x)]〉,
and
〈[g(x)], [f(x)h(x)]〉 =
n−1∑
i=0
fi〈[g(x)], [xn−ih(x)]〉.
In order to prove the proposition, it is sufficient to show
(3) 〈[xig(x)], [h(x)]〉 = 〈[g(x)], [xn−ih(x)]〉.
Let g(x) = g0 + · · ·+ gn−1xn−1 and h(x) = h0 + · · ·+ hn−1xn−1. Then
〈[xig(x)], [h(x)]〉 =
n−1∑
j=0
gi+j mod nhj =
n−1∑
j=0
gjhj+n−i mod n, and
〈[g(x)], [xn−ih(x)]〉 =
n−1∑
j=0
gjhj+n−i mod n,
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which shows Equality (3). 
The following sections will explain how to get stabilizer quantum codes from suitable
QC codes Qq(f, g, h) and will give information about their parameters.
2. Quasi-cyclic construction of quantum codes with symplectic inner
product
In this section we will give conditions on the polynomials f, g and h under which the QC
code Q := Qq(f, g, h) is symplectic self-orthogonal and, according Subsection 1.1, gives
rise to a stabilizer quantum code. We start by studying the symplectic dual of our QC
code.
Proposition 3. With the above notation, the QC code Q := Qq(f, g, h) has dimension
2n− deg(f(x))− deg(g(x)), and its symplectic dual Q⊥s is quasi-cyclic and generated by
([g⊥(x)], [h(x)g⊥(x)]) and ([0], [f⊥(x)]).
Proof. The dimension can be deduced from the shape of the generator matrix of the code
Q, which is (
G1 G3
0 G2
)
,
where G1 (respectively, G2) is a generator matrix of the cyclic code generated by [f(x)]
(respectively, [g(x)]) whose dimension is n− deg(f(x)) (respectively, n− deg(g(x))).
With respect to duality, A vector generated by ([g⊥(x)], [h(x)g⊥(x)]) and (0, [f⊥(x)])
has the form ([c(x)g⊥(x)], [c(x)h(x)g⊥(x) + d(x)f⊥(x)]), whose symplectic inner product
with ([a(x)f(x)], [a(x)h(x)f(x) + b(x)g(x)]) is, by Equality (2),
〈[a(x)f(x)], [d(x)f⊥(x)]〉+ 〈[a(x)f(x)], [c(x)h(x)g⊥(x)]〉
−〈[a(x)h(x)f(x)], [c(x)g⊥(x)]〉 − 〈[b(x)g(x)], [c(x)g⊥(x)]〉
= 〈[a(x)f(x)], [c(x)h(x)g⊥(x)]〉 − 〈[a(x)h(x)f(x)], [c(x)g⊥(x)]〉
= 〈[a(x)h(x)f(x)], [c(x)g⊥(x)]〉 − 〈[a(x)h(x)f(x)], [c(x)g⊥(x)]〉
= 0.
This concludes the proof after taking into account that the dimension of the space
generated by ([g⊥(x)], [h(x)g⊥(x)]) and ([0], [f⊥(x)]) is 2n−deg(g⊥(x))−deg(f⊥(x)). 
The following result provides a lower bound of the symplectic weight of the QC codes
Qq(f, g, h). It holds under certain assumptions on the polynomial h. Later, in this section,
we will give some explicit constructions of such polynomials.
Proposition 4. Consider the QC code Q := Qq(f, g, h) where we assume that h(x) sat-
isfies that gcd(h(x)− β, xn − 1) = 1 for all non-zero β ∈ Fq. Then, a lower bound on the
symplectic weight of Q is the following value
dq(f, g, h) =
min
{
d([g(x)]), d
(
[(xn − 1)/gcd(xn − 1, h(x))]), d([lcm(f(x), g(x)/gcd(g(x), h(x)))]),(
d([f(x)]) + d([gcd(h(x)f(x), g(x))]) + (q − 1)d([gcd(f(x), g(x)))]
)/
q
}
.
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Proof. Consider the symplectic weight
ws = ws([a(x)f(x)], [a(x)h(x)f(x) + b(x)g(x)]).
If [a(x)] = 0 then ws ≥ d(g(x)).
We are going to use the following relation among symplectic and Hamming weights of
vectors (~u,~v) ∈ F2nq which was proved in [18, Lemma 2.4].
(4) qws(~u,~v) = wH(~u) + wH(~v) +
∑
α∈Fq\{0}
wH(α~u+ ~v).
Suppose that [b(x)] = 0, [a(x)] 6= 0 and [a(x)h(x)f(x)] 6= 0. Since h(x) − β is a unit
modulo xn − 1, [a(x)(h(x)− β)f(x)] 6= 0 for nonzero β. Then, for q = 2, it holds
ws =
(
wH([a(x)f(x)]) + wH([a(x)h(x)f(x)]) + wH([a(x)(h(x) + 1)f(x)])
)/
2
≥
(
d([f(x)]) + d([h(x)f(x)]) + d([f(x)])
)/
2
≥
(
d([f(x)]) + d([gcd(h(x)f(x), g(x))]) + d([gcd(f(x), g(x))])
)/
2.
For q > 2, we have
ws =
(
wH([a(x)f(x)]) + wH([a(x)h(x)f(x)])
+
∑
06=β∈Fq
wH([a(x)(h(x) + β)f(x)])
)/
q
≥
(
d([f(x)]) + d([gcd(h(x)f(x), g(x))]) + (q − 1)d([gcd(f(x), g(x))])
)/
q.
Suppose now that [b(x)] = 0, [a(x)] 6= 0 and [a(x)h(x)f(x)] = 0. Then ws equals
wH([a(x)f(x)]) and [a(x)f(x)] belongs to the cyclic code generated by [(x
n− 1)/gcd(xn−
1, h(x))]. Thus ws ≥ d([(xn − 1)/gcd(xn − 1, h(x))]).
Finally and until the end of the proof, we assume [a(x)] 6= 0 and [b(x)] 6= 0. Then, we
have
(5) qws = wH([a(x)f(x)]) + wH([a(x)h(x)f(x) + b(x)g(x)])
+
∑
06=β∈Fq
wH([a(x)(h(x) + β)f(x) + b(x)g(x)]).
If some summand of the summation in (5) is zero, then [a(x)(h(x)+β)f(x)] = −[b(x)g(x)]
for some β ∈ Fq, which means that lcm(f(x), g(x))|a(x)f(x) as h(x) + β is a unit. So
ws ≥ wH([a(x)f(x)]) ≥ d
(
lcm(f(x), g(x))
)
.
In case the second summand in (5) is zero, we get
ws = wH([a(x)f(x)])
and [a(x)f(x)] belongs to the cyclic code generated by [g(x)/gcd(g(x), h(x))]. So
ws ≥ d
([
lcm
(
f(x), g(x)/gcd(g(x), h(x))
)])
.
Otherwise (all summands in (5) are nonzero),
ws ≥
(
d([f(x)]) + d([gcd(h(x)f(x), g(x))]) + (q − 1)d([gcd(f(x), g(x))])
)/
q,
which concludes the proof. 
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Now we give conditions under which our QC codes are symplectic self-orthogonal, and
state the mentioned result about quantum codes coming from these QC codes.
Theorem 5. With the above notation, assume that the polynomial h(x) satisfies that
gcd(h(x) − β, xn − 1) = 1 for all non-zero β ∈ Fq. Assume also that it holds either (i)
f(x)|g⊥(x), g(x)|f⊥(x) and h(x)|h(x), or (ii) f(x)|g(x)|g⊥(x)|f⊥(x) -which means that
each polynomial in the sequence divides the following ones-.
Then, the QC code Q := Qq(f, g, h) is symplectic self-orthogonal and allows us to
construct a stabilizer quantum code with parameters [[n, n − deg(f(x)) − deg(g(x)),≥
dq(f, g, h)]]q.
Proof. The fact that Q is self-orthogonal follows trivially from Proposition 3 in Case (i).
In Case (ii), we have f⊥(x) = α1(x)g⊥(x), g⊥(x) = α2(x)g(x) and g(x) = α3(x)f(x),
where αi(x) ∈ Fq[x] for 1 ≤ i ≤ 3. Now(
a(x)g⊥(x), a(x)h¯(x)g⊥(x) + b(x)f⊥(x)
)
=
(
a(x)α2(x)α3(x)f(x), a(x)α2(x)α3(x)f(x) + q(x)g(x)
)
,
where q(x) = a(x)α2(x)(h¯(x)− 1) + b(x)α1(x)α2(x), which again by Proposition 3, proves
the self-orthogonality in this case. Now Proposition 4 and Subsection 1.1 conclude the
proof. 
To finish this section, we will provide some polynomials h(x) which are suitable for the
previous mentioned purposes.
For each set {i, j} of positive integers, consider the following trace polynomials:
trji/i(x) = x+ x
pi + xp
2i
+ · · ·+ xp(j−1)i .
Proposition 6. Assume, as above, that the splitting field of xn − 1 ∈ Fq[x] is Fpmr
and consider a positive integer s < p which divides m and is coprime with r. Then the
polynomial in Fq[x]
h(x) = (p− s)trmr/s(x) + trmr/1(x)
satisfies that h(x) + β is coprime with xn − 1 for all β ∈ Fq \ {0}.
Proof. In this proof, for the sake of simplicity, we will use the same expression for the
involved polynomials and the maps which they define. We are going to prove that the
equation h(x) + β = 0 has no solution in Fqm , which is equivalent to h(a) + β 6= 0 for all
a ∈ Fqm and β ∈ Fq \ {0}.
Indeed, observe that trji/i can be regarded as a map Fpji → Fpi . In addition, the equality
trmr/1 = trs/1 ◦trmr/s, where ◦ means maps composition, holds. When trmr/s(a) = b ∈ Fp,
we have trmr/1(a) = sb and h(a) = pb = 0. Otherwise we have trmr/s(a) = b
′ ∈ Fps \ Fp,
which cannot be equal to −trmr/1(a) − β ∈ Fq, because our conditions imply that (Fps \
Fp) ∩ Fq = ∅. 
Polynomials h(x) in Proposition 6 need not to be of degree less than n but this condition
can be obtained by considering the remainder h′(x) of h(x) by division on xn − 1. The
fact that h′(x) satisfies the conclusion of Proposition 6 can be easily proved from Be´zout’s
identity.
Finally we explain when the polynomials h(x) = x+ 1 or h(x) = xp− x are suitable for
our purposes.
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h(x) q n Result
h(x) = x+ 1 any n s.t. gcd(q − 1, n) = 1 Lemma 7
h(x) = xp − x q = p n = pm − 1, Proposition 8
prime m is not a multiple of p
h(x) as in any n s.t. m = ordq(n) is a multiple of s, Proposition 6
Proposition 6 where s < p and gcd(s, r) = 1
Table 1. Parameters (q, n) that guarantee the existence of a suitable poly-
nomial h
Lemma 7. With the above notation, it holds that gcd(xn − 1, x + 1 + β) = 1 for all
β ∈ Fq \ {0} if and only if gcd(q − 1, n) = 1.
Proof. Assume that gcd(xn− 1, x+ 1 + β) = x+ 1 + β = x−α, α ∈ Fq, which means that
xn − 1 contains a q − 1 root of unity and so αq−1 = αn = 1. This equality holds if and
only if gcd(q − 1, n) 6= 1, which concludes the proof. 
Proposition 8. The polynomial h(x) = x+1 ∈ F2[x] (h(x) = xp−x ∈ Fp[x], respectively)
satisfies the condition gcd(h(x) − β, xn − 1) = 1 for all non-zero β ∈ Fq, being q = 2
(respectively, q = p and p does not divide m = logp(n+ 1)).
Proof. Lemma 7 proves the case q = 2. When q = p is a prime number which does not
divide m = logp(n + 1), we use the fact that x
p − x + β is irreducible over Fpm if and
only if trFpm/Fp(β) 6= 0 [17, Corollary 3.79]. Then xp − x + β is irreducible over Fpm and
therefore xp − x+ β is coprime with xn − 1 for n = pm − 1. 
Remark 9. The pairs (q, n), corresponding to the cardinality q of the supporting field
and the length n of the quantum codes given by Theorem 5, have some restrictions if one
desires to guarantee the existence of some suitable polynomial h(x) by applying some of
the above three results. Table 1 contains the pairs (q, n) that can be reached according
to the proposed polynomials in Propositions 6 and 8 and Lemma 7. Recall that ordq(n)
is the smallest positive integer t such that qt ≡ 1 mod n and that if ordq(n) = m, then
Fpmr is the splitting field of xn − 1 ∈ Fq[x]. Note that, fixed a pair (q, n), one may also
attempt to obtain polynomials h(x) through trial and error.
3. Quasi-cyclic construction of stabilizer quantum codes with the
Euclidean inner product
Let Qq(f, g, h) be the QC code over Fq of length 2n generated by ([f(x)], [h(x)f(x)]) and
(0, [g(x)]) as introduced in Subsection 1.3. We are going to study the stabilizer quantum
codes given by self-orthogonal codes with respect to Euclidean inner product of the form
Qq(f, g, h). This way of obtaining quantum codes is usually known as the CSS construction
[5, 23]. For a start, we explain which code is the Euclidean dual of Qq(f, g, h).
Proposition 10. The Euclidean dual code of the QC code Qq(f, g, h) over Fq is a QC
code generated by the pairs ([−h(x)g⊥(x)], [g⊥(x)]) and ([f⊥(x)], 0).
Proof. A codeword inQq(f, g, h) can be written as ([a1(x)f(x)], [a1(x)h(x)f(x)+a2(x)g(x)]).
Similarily, a codeword in the code generated by ([−h(x)g⊥(x)], [g⊥(x)]) and ([f⊥(x)], 0)
can be written as ([−b1(x)h(x)g⊥(x) + b2(x)f⊥(x)], [b1(x)g⊥(x)]). The Euclidean inner
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product of the above two codewords is, by Proposition 2,
−〈[a1(x)f(x)], b1(x)h(x)g⊥(x)〉+ 〈[a1(x)f(x)], [b2(x)f⊥(x)]〉︸ ︷︷ ︸
=0
+〈[a1(x)h(x)f(x)], [b1(x)g⊥(x)]〉+ 〈[a2(x)g(x)], [b1(x)g⊥(x)]〉︸ ︷︷ ︸
=0
= −〈[a1(x)f(x)], b1(x)h(x)g⊥(x)〉+ 〈[a1(x)h(x)f(x)], [b1(x)g⊥(x)]〉
= −〈[a1(x)f(x)], b1(x)h(x)g⊥(x)〉+ 〈[a1(x)f(x)], [b1(x)h(x)g⊥(x)]〉 = 0.
We have shown that the Euclidean dual code of Qq(f, g, h) contains the QC code gen-
erated by ([−h(x)g⊥(x)], [g⊥(x)]) and ([f⊥(x)], 0). As is Proposition 3, the dimension of
Qq(f, g, h) is 2n−deg f(x)−deg g(x), and that of the latter is 2n−deg f⊥(x)−deg g⊥(x) =
deg f(x) + deg g(x), which completes the proof.

Now, we give conditions for self-orthogonality.
Proposition 11. A sufficient condition for Qq(f, g, h) to contain its Euclidean dual is
f(x)|g(x)|g⊥(x)|f⊥(x).
Proof. It follows from the following two equalities:(
[h(x)g⊥(x)], [g⊥(x)]
)
−
[
h(x)g⊥(x)
f(x)
]
([f(x)], [h(x)f(x)])
=
(
0,
[(
1− h(x)h(x)) g⊥(x)])
=
[
(1− h(x)h(x))g⊥(x)
g(x)
]
(0, [g(x)]) .
(
[f⊥(x)], 0
)
=
[
f⊥(x)
f(x)
]
([f(x)], [h(x)f(x)])−
[
[h(x)f⊥(x)]
[g(x)]
]
(0, [g(x)]) .

With respect to distance, we can state the following result.
Proposition 12. The following value
deq(f, g, h) =
min
{
d([g(x)]), d
(
[(xn − 1)/ gcd(xn − 1, h(x))]), d([lcm(f(x), g(x)/ gcd(g(x), h(x)))]),
d([f(x)]) + d([gcd(h(x)f(x), g(x))])
}
is a lower bound for the minimum distance of the QC code Qq(f, g, h).
Proof. A codeword in Qq(f, g, h) can be written as
(
[a(x)f(x)], [a(x)h(x)f(x)+b(x)g(x)]
)
.
If [b(x)] = 0 and [a(x)h(x)f(x)] 6= 0, then its Hamming weight is at least d(f(x)) +
d(h(x)f(x)).
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If [b(x)] = 0 and [a(x)h(x)f(x)] = 0, then then a(x)f(x) belongs to the ideal in Fq[x]
generated by (xn−1)/gcd(xn−1, h(x)). So wH([a(x)h(x)]) ≥ d((xn−1)/gcd(xn−1, h(x))).
If [a(x)] = 0 then the Hamming weight is larger than or equal to d(g(x)).
Finally and until the end of proof, we assume [a(x)] 6= 0 and [b(x)] 6= 0. If [a(x)h(x)f(x)+
b(x)g(x)] = 0 then [a(x)f(x)] belongs to the cyclic code generated by [g(x)/gcd(g(x), h(x))].
Indeed, set m(x) = gcd(g(x), h(x)) and, as a consequence, g(x) = m(x)g′(x), h(x) =
m(x)h′(x) and gcd(g′(x), h′(x)) = 1. Then [a(x)h(x)f(x) + b(x)g(x)] = 0 implies
a(x)h(x)f(x) ∈ (g(x))
because g(x)|xn − 1. Thus a(x)m(x)h′(x)f(x) = p(x)m(x)g′(x) for some polynomial p(x)
which proves that a(x)f(x) belongs to the ideal generated by g′(x). So
wH ([a(x)f(x)]) ≥ d (lcm(f(x), g(x)/gcd(g(x), h(x)))) .
Otherwise ([a(x)h(x)f(x) + b(x)g(x)] 6= 0) and then
wH (([a(x)f(x)], [a(x)h(x)f(x) + b(x)g(x)]))
≥ d (f(x)) + d(gcd(h(x)f(x), g(x))) ,
which concludes the proof. 
Our next result recalls the above conditions for Euclidean self-orthogonality of our QC
codes and gives parameters for the corresponding quantum codes.
Theorem 13. With the above notation, assume that the polynomials f(x) and g(x) sat-
isfy that f(x)|g(x)|g⊥(x)|f⊥(x), then the QC code Qq(f, g, h) is self-orthogonal for the
Euclidean inner product and, as a consequence, it provides a stabilizer quantum code with
parameters
[[2n, 2n− 2 deg(f(x))− 2 deg(g(x)),≥ deq(f, g, h)]]q.
Proof. It follows from Propositions 10, 11 and 12, and Subsection 1.1. 
4. Quasi-cyclic construction of quantum codes with the Hermitian inner
product
In this section the coefficient field for our QC codes and polynomials will be Fq2 . This
fact will allow us to consider Hermitian inner product instead of Euclidean inner product.
Recall that for two vectors ~x, ~y ∈ F2nq2 , the Hermitian inner product 〈~x, ~y〉h can be regarded
as the Euclidean product 〈~xq, ~y〉, where ~xq denotes component-wise qth power of the vector
~x.
Denote byQq2(f, g, h) the QC code in F2nq2 generated by ([f(x)], [h(x)f(x)]) and (0, [g(x)]).
Attached to a polynomial r(x) = a0 + a1x + · · · + amxm of degree m < n, we define
r[q](x) = aq0 + a
q
1x + · · · + aqmxm. If ~x is represented by [f(x)] then ~xq is represented by
[f [q](x)].
Proposition 14. The Hermitian dual code of the QC code over Fq2 Qq2(f, g, h) is a QC
code generated by the pairs ([−h[q](x)g[q]⊥(x)], [g[q]⊥(x)]) and ([f [q]⊥(x)], 0).
Proof. The dimension of the Hermitian dual code of Qq2(f, g, h) is
deg(f(x)) + deg(g(x)) = 2n− deg f [q]⊥(x)− deg g[q]⊥(x).
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Therefore, it suffices to check the following chain of equalities:〈
([f(x)], [h(x)f(x)]) ,
([
−h[q](x)g[q]⊥(x)
]
, [g[q]
⊥
(x)]
)〉
h
= −
〈
[f(x)],
[
h[q](x)g[q]
⊥
(x)
]〉
+
〈
[h(x)f(x)],
[
g[q]
⊥
(x)
]〉
h
= −
〈
[h(x)f(x)],
[
g[q]
⊥
(x)
]〉
+
〈
[h(x)f(x)],
[
g[q]
⊥
(x)
]〉
h
= 0.

The following result can be proved with a similar reasoning as that in Proposition 11.
Proposition 15. A sufficient condition for Qq2(f, g, h) to contain its Hermitian dual is
f(x)|g(x)|g[q]⊥(x)|f [q]⊥(x).
As a consequence of the previous results, we obtain the following result providing sta-
bilizer quantum codes.
Theorem 16. With the above notation, assume that the above polynomials, with coef-
ficients in Fq2, f(x) and g(x) satisfy that f(x)|g(x)|g[q]⊥(x)|f [q]⊥(x), then the QC code
Qq2(f, g, h) is self-orthogonal for the Hermitian inner product and, as a consequence, it
provides a stabilizer quantum code with parameters
[[2n, 2n− 2 deg(f(x))− 2 deg(g(x)),≥ deq2(f, g, h)]]q.
Proof. It follows from what we said in Subsection 1.1 with respect to Hermitian duality
and the fact that deq2(f, g, h) is a lower bound for the minimum distance of the QC code
Qq2(f, g, h). 
Remark 17. In this remark, we explain why the quantum codes given in this section
are, in general, different from those in Section 2. Let (β, βq) be a normal basis of Fq2
over Fq. Let N be a positive integer and φ the bijection φ : F2Nq → FNq2 defined by
φ(~u,~v) = β~u+βq~v, where ~u,~v ∈ FNq . This map also satisfies that the symplectic weight of
the pair (~u,~v) coincides with the Hamming weight of φ(~u,~v). With the help of φ, one can
see that the stabilizer codes coming from Hermitian self-orthogonal codes C ⊂ FNq2 can
be obtained from the codes φ−1(C) ⊂ F2Nq , which are symplectic self-orthogonal [15]. Let
us apply this procedure to the codes in this section. Assume that [f(x)] =
[∑n−1
i=0 fix
i
]
,
[h(x)f(x)] =
[∑n−1
i=0 eix
i
]
, and [g(x)] =
[∑n−1
i=0 gix
i
]
, where fi, ei, gi ∈ Fq2 , and write
fi = f
1
i β + f
2
i β
q (respectively, ei = e
1
iβ + e
2
iβ
q, gi = g
1
i β + g
2
i β
q), where f ji (respectively,
eji , g
j
i ) are in Fq for j = 1, 2. Then the corresponding vectors in φ−1(Qq2(f, g, h)) will have
the shape (
f10 , . . . , f
1
n−1, e
1
0, . . . , e
1
n−1, f
2
0 , . . . , f
2
n−1, e
2
0, . . . , e
2
n−1
)
,(
0, . . . , 0, g10, . . . , g
1
n−1, 0, . . . , 0, g
2
0, . . . , g
2
n−1
)
,
giving rise, in general cases, to polynomials which have not the shape of those in Section
2.
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Remark 18. The QC codes used in this paper can be regarded as an extension of the
Plotkin’s sum (u, u+ v) which could be written as (u, ϕ(u) + v), ϕ being a suitable linear
map. In our case, u, ϕ(u) and v are given by cyclic codes generated by classes of poly-
nomials [f(x)], [h(x)f(x)], and [g(x)]. As a referee pointed us, it would be interesting
to investigate whether this construction (u, ϕ(u) + v), for other codes and maps, satisfies
similar results on duality and minimum distance to ours and gives good codes for quantum
correction.
5. Examples
We devote this section to provide some examples of good stabilizer quantum codes
coming from our constructions.
The two first examples use symplectic product as explained in Section 2.
Example 1. Set n = 151, q = 2 and the polynomial x151 − 1 ∈ F2[x]. The splitting field
of x151−1 is F215 and set ζ a primitive element. Taking cyclotomic cosets modulo n = 151
with respect to q = 2, one can get minimal polynomials of roots of x151 − 1 which divide
that polynomial.
Consider the cyclotomic coset
{[2, 4, 8, 16, 32, 64, 128, 105, 59, 118, 85, 19, 38, 76, 1]},
and the attached polynomial f(x) = (x − ζ2)(x − ζ4) · · · (x − ζ) which belongs to F2[x]
and divides x151 − 1. Analogously, let g(x) ∈ F2[x] be the polynomial defined by the next
two cyclotomic cosets:{
[2, 4, 8, 16, 32, 64, 128, 105, 59, 118, 85, 19, 38, 76, 1],
[10, 20, 40, 80, 9, 18, 36, 72, 144, 137, 123, 95, 39, 78, 5]
}
.
If now h(x) = x+1, using the QC code Q2(f, g, h) and Theorem 5 we are able to construct
a stabilizer quantum code with parameters [[151, 106, 8]]2.
To testify the goodness of this code, we note that [7] only gives a quantum code
with parameters [[151, 106, 6]]2. In addition, according to [11], a code with parameters
[151, 128, 8]2 is the best known binary linear code with length 151 and minimum distance
8. In the unlikely case it were self-orthogonal for the Euclidean inner product, by using
the CSS construction, we would get a [[151, 105, 8]]2 code, with one unit less of dimension
than our code.
Example 2. In this example we use again Theorem 5 for providing a stabilizer quantum
code with good parameters.
Set n = 73 and q = 23. The splitting field of x73−1 is F29 . As in Example 1, considering
a primitive element of this field, we consider the polynomial f(x) (respectively, g(x)) in
F8[x] defined by the cyclotomic cosets
{[8, 64, 1], [16, 55, 2], [24, 46, 3]}
(respectively,
{[8, 64, 1], [16, 55, 2], [24, 46, 3], [56, 10, 7]}).
Taking h(x) = x+1, from Q2(f, g, h) we obtain a stabilizer quantum code with parameters
[[73, 52, 7]]8. A code with parameters [73, 63, 7]8 is the best known binary linear code with
length 73 and minimum distance 7 [11]. In the unlikely case it were self-orthogonal for
the Euclidean inner product, by using the CSS construction, we would get a [[73, 53, 7]]8
code, which has only one unit more of dimension than ours.
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Now we are going to give a couple of binary quantum codes obtained from the procedure
described in Section 3.
Example 3. Let n = 73 and consider the following polynomials in F2[x]: f(x) = 1,
h(x) = x5 + x4 + x2 + x+ 1 and gi(x) = h(x)fi(x), 1 ≤ i ≤ 3, where
f1(x) = x
9 + x7 + x4 + x3 + 1,
f2(x) = x
18 + x16 + x12 + x10 + x9 + x6 + x4 + x3 + x2 + x+ 1 and
f3(x) = x
27 + x26 + x25 + x24 + x21 + x20 + x19 + x18 + x17 + x16
+ x15 + x14 + x13 + x12 + x10 + x9 + x8 + x6 + x4 + x3 + x2 + x+ 1.
The polynomials f1(x), f2(x) and f3(x) are determined, respectively, by cyclotomic cosets
I1, I2 and I3, with respect to 2 modulo n = 73, such that I1 ⊂ I2 ⊂ I3. They provide
linear codes with parameters [73, 64, 3]2, [73, 55, 5]2 and [73, 46, 9]2.
Consider the QC codes Qi := Q2(f, gi, h), 1 ≤ i ≤ 3. By construction of the polynomials
gi(x) and by Proposition 11, it holds that
Q⊥1 ⊆ Q⊥2 ⊆ Q⊥3 ⊆ Q3 ⊆ Q2 ⊆ Q1.
Therefore, using the CSS procedure, we get binary stabilizer quantum codes C1, C2 and
C3 with parameters [[146, 128, 3]]2, [[146, 110, 5]]2 and [[146, 74, 8]]2. Now, the Steane’s
enlargement applied to (the QC codes giving rise to) the codes C1 and C2 [25] provides
a binary stabilizer quantum code with parameters [[146, 119, 5]]2 which is better than one
of the previous ones and exceeds the Gilbert-Varshamov bounds [8, 9, 20]. Analogously,
the Steane’s enlargement for C2 and C3 produces another stabilizer quantum code with
parameters [[146, 92, 8]]2.
Our next example is obtained by applying Theorem 16 where Hermitian inner product
is used.
Example 4. Write n = 80, q = 3 and consider the following polynomials in F9[x], which
involve a primitive element ζ of F9, f(x) = x+ ζ5, h(x) = x2 + ζ7x+ ζ and
g(x) = x9 + 2x8 + ζ2x6 + 2x5 + ζ5x4 + ζx3 + ζ3x2 + ζ2.
These polynomials satisfy the requirements of Theorem 16 and, as a consequence, we get
a stabilizer quantum code with parameters [[160, 140, 5]]3.
Notice that this code exceeds the Gilbert-Varshamov bounds [8, 9, 20]. In addition,
according to [11], a linear code with parameters [160, 149, 5]3 is the best known linear
ternary code with length n = 160 and minimum distance d = 5. In the unlikely case,
it were self-orthogonal, the CSS procedure would give a quantum code with parameters
[[160, 138, 5]]3, which is worse than ours. We conclude by observing that we cannot repro-
duce this last procedure for self-orthogonality with respect to Hermitian duality because
examples of length 160 over F9 are not provided in [11].
The polynomials f, g ∈ Fq[x] considered in Section 3 must divide the polynomial xn− 1
which also divides xq
m−1 − 1, where Fqm is the splitting field of xn − 1 ∈ Fq[x]. The
polynomials f and g are also in Fq2 [x] and they could be used for obtaining stabilizer
quantum codes as described in Section 4, however we should operate in a larger field
without getting any improvement. Notice also that the above positive integer m has
to be even if we desire to use the construction in Section 4 (where xn − 1 ∈ Fq2 [x]) and
polynomials f or g with coefficients in Fq2 \Fq. Some comments about comparison between
the codes introduced in Section 3 and those given in Section 4 are included in our next,
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and last, example. It should be interesting to compare the parameters of the quantum
codes which can be obtained from Section 2 with those coming from Sections 3 and 4.
This is not an easy problem since we need to consider different polynomials over distinct
fields. Although we leave this question as an open problem for future research, we show
some cases in the mentioned last example.
Example 5. One expects that, for reachable lengths and when comparison is possible,
the quantum codes coming from Section 4 are better than those from Section 3. However
CSS codes, as in Section 3, can sometimes be enlarged by the Steane’s procedure [25]
improving the initial codes as we showed in Example 3.
Let us see some comparative examples of our procedures and assume first that we look
for quantum binary codes.
Let n = 85 and consider the following polynomials in F2[x]:
f(x) = 1, g(x) = x8 + x6 + x5 + x4 + x2 + x+ 1,
g1(x) = x
16 + x15 + x14 + x13 + x12 + x11 + x9 + x+ 1, and h(x) = x6 + x5 + x3 + x2 + 1.
The polynomials f(x), g(x), h(x) (respectively, f(x), g1(x), h(x)) satisfy the requirements
in Theorem 13 and produce stabilizer quantum codes with parameters [[170, 154, 3]]2 (re-
spectively, [[170, 138, 5]]2). One can apply the Steane’s enlargement procedure to the above
considered codes, giving rise to a quantum stabilizer code with parameters [[170, 146, 5]]2.
Consider now the following polynomials in F4[x], where ζ is a primitive element of F4:
f(x) = 1, g(x) = x12 + ζx11 + ζx10 + ζ2x9 + x8 + x7 + ζ2x6 + ζx5 + x4 + x3 + ζx2 + x+ 1,
and h(x) = x6 + x5 + x3 + x2 + 1.
These polynomials satisfy the required conditions in Theorem 16 providing a quantum
code whose parameters are [[170, 146, 5]]2. As expected, one of the codes obtained from
the construction in Section 3 is worse than that from Section 4, but with the construction
in Section 3 and after applying the Steane’s enlargement procedure, working in a smaller
field, we obtain the same parameters. Notice also that we have got a good code which
exceeds the Gilbert-Varshamov bounds [8, 9, 20].
We can choose many different polynomials to apply our results and, for the moment,
to compare the codes coming from Section 2 with those from Sections 3 and 4 is an
open problem. We tend to think that, generally speaking, quantum stabilizer codes from
Section 2 might be better because they use a more general procedure as showed in [15],
however this is not always true. Indeed, if we desire to construct a binary quantum code
of length 170 using symplectic inner product and our quasi-cyclic codes, we need to use
polynomials that divide the polynomial x170−1 which coincides with (x85−1)2. Then our
polynomials have to divide x85 − 1 but their corresponding cyclic codes are ideals of the
ring F2[x]/(x170− 1), which seems to get worse the code. In fact, if we consider the above
polynomials f(x), g1(x) and h(x) in F2[x] and apply Theorem 5, we obtain a stabilizer
quantum code with parameters [[170, 154, 2]]2, which is poor.
Finally, we show examples of ternary stabilizer quantum codes, obtained from the con-
structions in the paper, and where the best one corresponds to that obtained as described
in Section 2. Consider the following polynomials in F3[x]:
f(x) = 1, g(x) = x6 + x3 + x2 + 1,
g1(x) = x
12 + 2x10 + 2x9 + 2x8 + x7 + 2x6 + 2x5 + 2x4 + x3 + 2x2 + 2x+ 1,
and h(x) = x3 + x2 + 2.
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By Theorem 13 we obtain stabilizer quantum codes with parameters [[182, 170, 3]]3 and
[[182, 158, 4]]3 which are suitable for applying the Steane’s enlargement procedure which
gives a [[182, 164, 4]]3 quantum code.
If now we choose the following polynomials in F9[x], where ζ is a primitive element of
F9:
f(x) = 1, g(x) = x9 + ζ6x8 + 2x7 + ζ5x5 + ζ3x4 + 2x3 + ζ3x2 + 2x+ 2,
and h(x) = x3 + x2 + 2,
then we obtain also a [[182, 164, 4]]3 quantum code.
To finish, considering the polynomials in F3[x]:
f(x) = 1, g(x) = x12 + 2x11 + 2x10 + 2x9 + x7 + 2x6 + 2x4 + 2x3 + x2 + 1, and
h(x) = x15 + 2x14 + 2x13 +x12 + 2x11 + 2x10 + 2x9 +x8 + 2x7 + 2x6 +x4 + 2x3 +x2 +x+ 1,
and applying Theorem 5, we obtain a [[182, 170, 4]]3 quantum code which exceeds the
Gilbert-Varshamov bounds [8, 9, 20], while the above given ternary codes do not.
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