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THE LAPLACE TRANSFORM OF THE SECOND
MOMENT IN THE GAUSS CIRCLE PROBLEM
THOMAS A. HULSE, CHAN IEONG KUAN, DAVID LOWRY-DUDA,
AND ALEXANDER WALKER
Abstract. The Gauss circle problem concerns the difference P2(n) be-
tween the area of a circle of radius
√
n and the number of lattice points
it contains. In this paper, we study the Dirichlet series with coeffi-
cients P2(n)
2, and prove that this series has meromorphic continuation
to C. Using this series, we prove that the Laplace transform of P2(n)
2
satisfies
∫∞
0
P2(t)
2
e
−t/X
dt = CX3/2 − X + O(X1/2+ǫ), which gives a
power-savings improvement to a previous result of Ivic´ [Ivi96].
Similarly, we study the meromorphic continuation of the Dirichlet
series associated to the correlations r2(n + h)r2(n), where h is fixed
and r2(n) denotes the number of representations of n as a sum of
two squares. We use this Dirichlet series to prove asymptotics for∑
n≥1 r2(n + h)r2(n)e
−n/X , and to provide an additional evaluation of
the leading coefficient in the asymptotic for
∑
n≤X r2(n+ h)r2(n).
1. Introduction
A classic result of Gauss states that the number S2(R) of integer lattice
points contained in a circle of radius
√
R is well-approximated by the circle’s
area. To quantify the accuracy of this estimate, one defines the lattice point
discrepancy
P2(R) := S2(R)− πR =
∑
n≤R
r2(n)− πR,
in which r2(n) denotes the number of representations of n as a sum of two
integer squares.
The famous Gauss circle problem is the pursuit of the minimal α for which
P2(R) ≪ Rα+ǫ for all ǫ > 0. Pointwise, the greatest improvement to the
trivial bound P2(R)≪
√
R of Gauss is due to Huxley [Hux03], who proved
P2(R)≪ R131/416(logR)18637/8320 (131416 = 0.31490 . . .)
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using his variant of the “discrete Hardy-Littlewood circle method.”
Lower bounds in the form of Ω±-results suggest the well-known conjecture
P2(R) ≪ R1/4+ǫ. This conjecture is also supported by various on-average
results, including mean square estimates, which are estimates of the form∫ R
0
P2(t)
2 dt =
( 1
3π2
∑
n≥1
r22(n)
n3/2
)
R
3
2 +Q(R), (1.1)
where Q(R) is an error term. The current best bound for Q(R) is due to
Nowak [Now04], who showed that
Q(R)≪ R(logR) 32 log logR.
In [Ivi96], Ivic´ considered the Laplace transform of P2(R)
2 (as well as the
second moment of the error in the Dirichlet divisor problem) and proved∫ ∞
0
P2(t)
2e−t/R dt =
1
4
(R
π
) 3
2
∑
n≥1
r22(n)
n3/2
−R+Oǫ(Rα+ǫ), (1.2)
where α is chosen such that the convolution estimate∑
n≤R
r2(n)r2(n + h) = ChR+O(R
α+ǫ) (1.3)
holds uniformly for h ≤ √X. In this way, improved asymptotics for the
convolution sum (1.3) lead to sharper asymptotics for the Laplace transform
of P2(n)
2. In [Ivi01], Ivic´ built on these techniques and recent results of
Chamizo [Cha99] to adapt an argument of Motohashi concerning convolution
sums in the divisor problem [Mot94], and showed that one can take α ≤ 23
in (1.2). Thus the current best error term in the Laplace transform for
P2(R)
2 in (1.2) is O(R2/3+ǫ).
The primary result in this article is the following theorem, which estab-
lishes an improved error term in the above mean square Laplace transform.
Theorem 1.1. For any ǫ > 0,∫ ∞
0
P2(t)
2e−t/R dt =
1
4
(R
π
) 3
2
∑
n≥1
r22(n)
n3/2
−R+Oǫ(R
1
2
+ǫ).
Due to a line of spectral poles appearing in our analysis, we conjecture
moreover that the exponent 12 in this new error term is optimal (see Re-
mark 6.2).
We approach this problem by investigating the Dirichlet series associated
to S2(R)
2 and P2(R)
2, defined by
D(s, S2 × S2) :=
∑
n≥1
S2(n)
2
ns+2
, D(s, P2 × P2) :=
∑
n≥1
P2(n)
2
ns
.
These Dirichlet series have been partially analyzed before. For example,
a recent paper of Furuya and Tanigawa [FT14] builds upon the earlier
work of Ivic´ to give a partial meromorphic continuation of the Dirichlet
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series D(s, P2 × P2). In this paper, techniques developed in [HKLDW17a],
[HKLDW17b], and [HKLDW18a] are applied to derive the full meromorphic
continuation ofD(s, P2×P2). It is further possible to show that D(s, P2×P2)
is of polynomial growth in vertical strips, allowing straightforward analysis
from integral transforms.
Let Bk(
√
R) denote the k-dimensional ball of radius
√
R, let rk(n) denote
the number of representations of n as a sum of k squares, and define
Sk(R) :=
∑
n≤R
rk(n), Pk(R) :=
∑
n≤R
rk(n)−VolBk(
√
R).
Estimating Pk(R) represents the k-dimensional analogue of the Gauss circle
problem, described in detail in the survey article [IKKN06]. In [HKLDW18a],
the authors showed that for k ≥ 3, the Dirichlet series D(s, Sk × Sk) and
D(s, Pk × Pk) have meromorphic continuation to the complex plane. These
continuations were used to prove k-dimensional analogues of (1.1) and (1.2)
in the case k ≥ 3.
Analysis of the function V(z) ≈ |θ2(z)|2, where θ(z) is the standard Jacobi
theta function, forms the heart of this paper. Some of the techniques used
in [HKLDW18a] to understand D(s, Pk × Pk) for k ≥ 3 (corresponding to
studying |θk(z)|2) apply directly in the case when k = 2, and we try to
indicate these parallels when applicable. But other techniques break down
or can be vastly simplified.
Many of these differences stem from the Eisenstein series used to study the
behavior of V(z) at the cusps of Γ0(4). For dimensions k ≥ 3, it is possible to
use real analytic Eisenstein series with carefully chosen spectral parameter,
but in dimension k = 2 the analogous Eisenstein series diverges. We instead
work with the constant terms of the Laurent expansions of these real analytic
Eisenstein series, which retain the automorphic properties. From this we
are able to show that this more complicated behavior of V(z) at the cusps
leads to the existence of double poles in associated L-functions, which in
turn perfectly cancel out in the analysis leading to the proof of our main
theorems.
This special case is not always more difficult, however. We note that
V(z) is morally the norm of θ2(z), a full-integral weight modular form on
Γ0(4) with multiplicative coefficients. This allows some otherwise technical
arguments to be simplified or reduced to a comparison of Euler products
(e.g. the computation of the residues in section §5), in contrast to what we
would expect from analogous arguments in dimension k ≥ 3. One major
instance where the dimension k = 2 case is simpler than for k ≥ 3 is when
dealing with the Rankin-Selberg convolution
∑
rk(n)
2n−s; the appendix
to [HKLDW18a] is a technical argument describing a method to understand
this convolution series, but for dimension 2 this sum can be easily described
in terms of ζ(s) and L(s, χ).
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In this work, we show how to modify and extend previous methods to
address the dimension 2 case. This culminates in Theorem 5.1, which de-
scribes the meromorphic continuation of D(s, P2×P2) to the entire complex
plane.
The techniques of this paper can also be used to give explicit meromorphic
continuation the shifted convolution Dirichlet series,
D2(s;h) :=
∑
n≥0
r2(n)r2(n+ h)
(n+ h)s
.
These shifted convolutions give a new way to understand Chamizo’s asymp-
totic (1.3) and give a new derivation of the constant Ch. With the aid of
exponential smoothing, particularly strong versions of (1.3) are attainable.
Theorem 1.2. For any ǫ > 0,∑
n≥1
r2(n)r2(n+ h)e
−n/X = ChX +Oǫ
(
X
1
2
+ǫeh/XhΘ
)
.
Here, Θ refers to the best-known progress towards the non-archimedean
Ramanujan conjecture. A full statement of this result, including a non-
trivial estimate for the corresponding sharp sum (1.3) and a new evaluation
of Ch, is given in Theorem 7.1. While Chamizo also used spectral tech-
niques, including trace-type formulas, to evaluate the leading coefficient,
our methods are very different.
Although D2(s;h) can be used to provide bounds for the shifted convolu-
tion sum (1.3), the authors have not been able to improve known bounds on
the shifted convolution sum itself. However, by summing over both n and
h, we gain deep understanding of
Z2(s,w) :=
∑
h≥1
∑
n≥0
r2(n)r2(n+ h)
(n+ h)shw
,
which can be used to recognize significant cancellation within D(s, Pk ×Pk)
for application in many problems.
Directions for Further Research
It is natural to ask whether these techniques could be applied to Dirichlet’s
divisor problem and its variants, perhaps by replacing the r2(n) coefficients
in the above constructions with the sum-of-divisors functions σk−1(n) =∑
d|n d
k−1. These appear as the coefficients of both holomorphic and special
values of real-analytic Eisenstein series. Both methods have their challenges:
the holomorphic object becomes more complicated when k = 1, and the real
analytic object has a Fourier expansion comprised of K-Bessel functions
instead of the much simpler e2πiz.
We might also investigate the problem of counting integer lattice points
inside of certain ellipses. If we replace θ2(z) with θ(a2z)θ(b2z) for a, b ∈ N,
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we would be able to count the number of integer lattice points inside a grow-
ing ellipse with major and minor radii of integer proportion. Additionally,
by considering the Fourier coefficients of theta functions of binary quadratic
forms we might be able to count the the number of lattice points inside level
curves corresponding to those quadratic forms. It would also be interesting
to consider general Jacobi theta functions.
More broadly, multiple Dirichlet series continue to have wide-ranging ap-
plications in number theory. In particular, it has recently been discovered
by the authors that for a fixed, square-free t ∈ N, the asymptotics of the
partial sum ∑
m,n∈X
r1(m− n)r1(m+ n)r1(m)r1(tm),
where r1(m) is the m-th Fourier coefficient of θ(z), are deeply related to
whether t is a congruent number — there is a main term if and only if t
is congruent, and the error term is connected to the rank of an associated
elliptic curve. By decomposing a corresponding multiple Dirichlet series into
manageable variants ofD1(s;h), the authors hope to build on the methods of
this paper in order to gain new insight into the Congruent Number Problem.
Preliminary results can be found in [HKLDW18b].
Acknowledgments
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2. Decomposition of D(s, S2 × S2) and D(s, P2 × P2)
In this section, we show that the meromorphic properties of D(s, P2×P2)
can be recovered from the meromorphic properties of D(s, S2×S2). We then
decompose D(s, S2×S2) into a sum of simpler functions that we analyze in
later sections. The methodology of this section is extremely similar to section
§2 of [HKLDW18a], so we sketch the proofs and focus on the differences.
Proposition 2.1. The Dirichlet series D(s, P2×P2) and D(s, S2×S2) are
related through the equality
D(s, P2 × P2) = D(s− 2, S2 × S2) + π2ζ(s− 2)
− 2πζ(s − 1)− 2πL(s − 1, θ2)
+ i
∫
(σ)
L(s− 1− z, θ2)ζ(z)Γ(z)Γ(s − 1− z)
Γ(s− 1) dz,
when σ > 1 and Re s > σ, where L(s, θ2) is the normalized L-function
L(s, θ2) :=
∑
n≥1
r2(n)
ns
= 4ζZ[i](s) = 4ζ(s)L(s, χ), (2.1)
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and χ = (−4· ) is the non-trivial Dirichlet character of modulus 4.
In Proposition 2.1 and throughout the paper, we use the common notation
1
2πi
∫
(σ)
f(z) dz :=
1
2π
∫ ∞
−∞
f(σ + it) dt.
The θ2 appearing in L(s, θ2) refers to the square of the standard theta
function
θ(z) =
∑
n∈Z
e2πin
2z. (2.2)
Note that we maintain the notation of L(s, θ2) rather than 4ζ(s)L(s, χ)
throughout this work to facilitate and encourage the possible generalization
of this construction to other non-cusp forms.
Proof. Note that P2(n)
2 and S2(n)
2 are related by the formula
P2(n)
2 = S2(n)
2 − 2πnS2(n) + π2n2.
Divide by ns, sum over n ≥ 1, and simplify. For the middle term, note that
∑
n≥1
S2(n)
ns−1
=
∑
n≥1
1 + r2(n)
ns−1
+
∑
n≥1
n−1∑
m=1
r2(m)
ns−1
= ζ(s− 1) + L(s− 1, θ2) +
∑
m,h≥1
r2(m)
(m+ h)s−1
.
We decouple m and n in the final sum with the Mellin-Barnes identity
1
(m+ h)s
=
1
2πi
∫
(σ)
1
ms−zhz
Γ(z)Γ(s − z)
Γ(s)
dz, (σ > 0,Re s > σ),
given in [GR15, 6.422(3)]. The remaining simplification is straightforward.
The identity (2.1) follows immediately from comparing Euler products
after noting that r2(n)/4 =
∑
d|n χ(d) is multiplicative.

Remark 2.2. Simple factorizations for L(s, θk) are only known for k =
2, 4, 6, 8. Simplification along the lines of (2.1) was therefore not available
in the previous work [HKLDW18a] for general k ≥ 3.
As in [HKLDW18a, Proposition 2.2] or [HKLDW17a, Proposition 3.1],
we can decompose D(s, S2 × S2) into the sum of a function W2(s) and an
associated Mellin-Barnes integral.
Proposition 2.3. The Dirichlet series associated to S2(n)
2 decomposes into
D(s, S2 × S2) = ζ(s+ 2) +W2(s)
+
1
2πi
∫
(σ)
W2(s− z)ζ(z)Γ(z)Γ(s + 2− z)
Γ(s+ 2)
dz
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for Re s > 2 and 1 < σ < Re(s− 1), in which
W2(s) =
16ζ(s+ 2)2L(s+ 2, χ)2
(1 + 2−s−2)ζ(2s + 4)
+ 2Z2(s+ 2, 0),
Z2(s,w) =
∑
h≥1
∑
n≥0
r2(n+ h)r2(n)
(n+ h)shw
.
Here Z2(s,w) converges locally normally for Re s > 2 and Rew ≥ 0.
Proof. We first note the aesthetic result that∑
n≥1
r2(n)
2
ns
=
16ζ(s)2L(s, χ)2
(1 + 2−s)ζ(2s)
. (2.3)
Again using that r2(n)/4 is multiplicative, this identity can be easily checked
by comparing Euler products. Given this, the proof of [HKLDW18a, Propo-
sition 2.2] applies verbatim. 
In W2(s), the first term
∑
r2(n)
2n−s−2 has a double pole at s = −1,
coming from the factor ζ2(s) in the numerator. This behavior is unique
to the dimension 2 case, as the rightmost pole of the analogous function,∑
rk(n)
2n−s−k, is simple for all k ≥ 3.
3. Meromorphic Continuation of D2(s;h) and Z2(s,w)
In this section, we explain how to obtain the meromorphic continuations
of the singly-summed shifted convolutions
D2(s;h) :=
∑
n≥0
r2(n+ h)r2(n)
(n+ h)s
,
as well as the doubly-summed shifted convolution
Z2(s,w) :=
∑
h≥1
∑
n≥0
r2(n+ h)r2(n)
(n+ h)shw
=
∑
h≥1
D2(s;h)
hw
.
These constructions follow analogous work in [HH16] and [HKLDW18a].
However, a major distinction between the traditional Gauss circle problem
and the generalized Gauss circle problems in dimension k ≥ 3 becomes
apparent in this section.
Let Ph(z, s) denote the Poincare´ series
Ph(z, s) =
∑
Γ∞\Γ0(4)
Im(γz)se(hγz),
where we use the common abbreviation e(z) = exp(2πiz). Let θ(z) denote
the standard theta function as in (2.2). Note that θ(z) is a modular form
of weight 12 on Γ0(4)\H. A classic unfolding argument shows that for Re s
sufficiently large,
〈|θ2|2 Im(·), Ph(·, s)〉 =
∫
Γ0(4)\H
|θ2(z)|2yPh(z, s)dµ(z) = Γ(s)D2(s;h)
(4π)s
, (3.1)
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where 〈·, ·〉 denotes the Petersson inner product on Γ0(4)\H and dµ(z) =
dx dy/y2 is the corresponding Haar measure. After dividing by hw and
summing over h, one recovers Z2(s,w).
To understand the meromorphic properties of D2(s;h) and Z2(s,w), we
perform a spectral expansion on Ph(z, s). However, it is not possible to
immediately replace Ph by its spectral expansion in the inner product be-
cause |θ2(z)|2y 6∈ L2(Γ0(4)\H). It is necessary to modify |θ2|2y to be square
integrable. In [HKLDW18a], this was accomplished by subtracting appro-
priate Eisenstein series evaluated at specific parameters. But in dimension
2, the na¨ıve choices of Eisenstein series would be evaluated at poles, so it is
necessary to present a new approach.
3.1. Modifying |θ2|2y to be Square Integrable. Let Ea(z, s) denote the
Eisenstein series associated to the cusp a of Γ0(4)\H, given by
Ea(z, s) =
∑
γ∈Γa\Γ0(4)
Im(σ−1a γz)
s,
where Γa ⊂ Γ0(4) is the stabilizer of the cusp a, and σa ∈ PSL2(R) satisfies
σa∞ = a and induces an isomorphism Γa ∼= Γ∞ through conjugation. The
quotient Γ0(4)\H has three cusps, which can be represented as 0, 12 , and ∞.
The Eisenstein series Ea(z, s) have Fourier expansions around the cusp b
of the form
Ea(σbz, s) = δ[a=b]y
s + π
1
2
Γ(s− 12)
Γ(s)
ϕab0(s)y
1−s
+
2πsy
1
2
Γ(s)
∑
n 6=0
ϕabn(s)|n|s−
1
2Ks− 1
2
(2π|n|y)e(nx),
(3.2)
in which the coefficients ϕabn(s) are described in [DI83], for example. Here
and throughout, we use δ[condition] as a Kronecker delta, which is 1 if the
condition is true and is otherwise 0.
When b = ∞, we will write these coefficients as ϕan(s). Then ϕah takes
the form [DI83]
ϕah(t) =
(
(v, 4/v)
4v
)t ∞∑
(γ,4/v)=1
γ−2t
∑
δ(γv)∗
γδ≡umod (v,4/v)
e
(
hδ
γv
)
.
Straightforward computations (similar to those in [Gol15, §3.1]) show that
the coefficients are given by
ϕ0h(t) =
σ
(2)
1−2t(h)
4tζ(2)(2t)
, ϕ 1
2
h(t) =
(−1)hσ(2)1−2t(h)
4tζ(2)(2t)
,
ϕ∞h(t) =
22−4tσ1−2t(
h
4 )− 21−4tσ1−2t(h2 )
ζ(2)(2t)
,
(3.3)
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where ζ(2)(t) is the Riemann zeta function with its 2-factor removed, σν(h) is
the sum of divisors function, and σ
(2)
ν (h) is the sum of odd-divisors function.
If h/2 is not an integer, the corresponding divisor sum σν(h/2) is defined to
be zero, and similarly for h/4.
Lemma 3.1. Define V(z) by
V(z) = |θ2(z)|2 Im(z)− Res
u=1
(E∞(z, u) + E0(z, u))
u− 1 . (3.4)
Then V(z) ∈ L2(Γ0(4)\H).
The use of constant terms in Laurent expansions of Eisenstein series to
modify the growth of functions at cusps is not new, and has been used for
example in [HKKrL16, §6] and [LD17, §5] in a similar manner.
Proof. It is a classical result that as y →∞,
|θ2(z)|2 Im(z) = |θ2(σ0z)|2 Im(σ0z) = y(1 +O(e−2πy)),
and that θ(z) has exponential decay at the cusp 12 . From the expansion (3.2)
and asymptotics of the K-Bessel function, we see that
Ea(σbz, u) = δ[a=b]y
u + π
1
2
Γ(u− 12 )
Γ(u)
ϕab0(u)y
1−u +O(e−2πy). (3.5)
It is therefore natural to attempt to mollify the growth of |θ2(z)|2y at the
0 and ∞ cusps by subtracting E∞(z, 1) and E0(z, 1), but both E∞(z, u)
and E0(z, u) have poles at u = 1. In particular, ϕa0(u) has a simple
pole at u = 1 in both cases. Referring to (3.2) and (3.5), it is clear that
Resu=1(u− 1)−1E∞(z, u) has leading term y, and secondary terms that are
logarithmic and constant in y, and is otherwise of rapid decay (and similarly
for E0 with respect to the 0 cusp). As the constant terms of these Laurent
expansion are modular, we conclude that
V(z) := |θ2(z)|2y − Res
u=1
E∞(z, u) + E0(z, u)
u− 1 ∈ L
2(Γ0(4)\H),
which proves the lemma. 
3.2. Modified Inner Product Representation. We will use the modi-
fied function V(z) instead of |θ2(z)|2y to study the meromorphic properties
of Z2(s,w). Replacing (3.1) with V shows that
〈V, Ph(·, s)〉 = Γ(s)
(4π)s
D2(s;h)−
〈
Res
u=1
(
E∞(·, u) + E0(·, u)
u− 1
)
, Ph(·, s)
〉
.
The inner product of the Eisenstein series against the Poincare´ series can
be directly computed (by unfolding and applying [GR15, 6.621(3)]) to be
〈Ea(·, u), Ph(·, s)〉 = 2π
u+ 1
2
(4πh)s−
1
2
hu−
1
2ϕah(u)
Γ(s+ u− 1)Γ(s − u)
Γ(s)Γ(u)
, (3.6)
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provided that Re s + u − 1 > 0 and that Re u is sufficiently large. The
equality (3.6) may be subsequently extended by meromorphic continuation.
After some simplification, we have〈
Res
u=1
(
E∞(·, u) + E0(·, u)
u− 1
)
, Ph(·, s)
〉
= Res
u=1
〈E∞(·, u) + E0(·, u), Ph(·, s)〉
u− 1
=
πΓ(s− 1)
(4πh)s−1
(
ϕ∞h(1) + ϕ0h(1)
)
.
Here we have used that the coefficients ϕah(u) are holomorphic at u = 1 as
long as h ≥ 1, as can be seen from (3.3).
This shows that
D2(s;h) =
(4π)s
Γ(s)
〈V, Ph(·, s)〉+ 4π
2
s− 1
ϕ∞h(1) + ϕ0h(1)
hs−1
. (3.7)
Dividing by hw and summing over h ≥ 1 gives that
Z2(s,w) =
(4π)s
Γ(s)
∑
h≥1
〈V, Ph(·, s)〉
hw
+
4π2
s− 1
∑
h≥1
ϕ∞h(1) + ϕ0h(1)
hs+w−1
. (3.8)
Remark 3.2. The difference between the expansion (3.8) and its higher-
dimensional analogue from equation (3.7) in [HKLDW18a] is purely techni-
cal, and these expressions should be directly compared. Indeed, the remain-
der of the description of the meromorphic properties of Z2 is essentially the
same as the description of Zk for k ≥ 3, except at times when restricting to
even dimension allows for greater simplification.
3.3. Spectral Expansion. We now provide a spectral expansion of the
Poincare´ series Ph(z, s) and insert this expansion into (3.7) and (3.8). Re-
garding V as a generic modular, square-integrable function, this is identical
to the spectral expansion that appears in [HKLDW18a]. We introduce the
necessary notation to describe and state the spectral expansion, but we defer
to [HKLDW18a, §3.2] for the proof.
The Poincare´ series Ph(z, s) has a spectral expansion (as given in [IK04,
Theorem 15.5]) of the form
Ph(z, s) =
∑
j
〈Ph(·, s), µj〉µj(z)
+
∑
a
1
4π
∫ ∞
−∞
〈Ph(·, s), Ea(·, 12 + it)〉Ea(z, 12 + it) dt,
(3.9)
in which a ranges over the three cusps of Γ0(4)\H, and {µj} denotes an
orthonormal basis of the residual and cuspidal spaces, consisting of the con-
stant form µ0 and of Hecke-Maass forms µj for L
2(Γ0(4)\H) with associated
types 12 + itj . The inner product against the constant term µ0 vanishes, so
we omit further consideration of it. The Maass forms µj admit Fourier
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expansions
µj(z) =
∑
n 6=0
ρj(n)y
1
2Kitj (2π|n|y)e(nx),
where e(x) = e2πix, and have associated eigenvalues λj(n) and L-functions
L(s, µj) =
∑
n≥1
ρj(n)
ns
.
The inner product 〈Ph(·, s), µj〉 decomposes mainly as a product of gamma
functions and ρj(h), which has uniform exponential decay in the tj aspect
when s is constrained to vertical strips. Similarly, 〈Ph(·, s), Ea(·, 12 + it)〉 has
uniform exponential decay in the t aspect. Thus the expansion converges
locally uniformly.
Inserting the spectral expansion (3.9) into the expression for D2(s;h)
in (3.7) and the expression for Z2(s,w) in (3.8) proves the following theorem.
Theorem 3.3. For Re s sufficiently large, the singly-summed shifted convo-
lution D2(s;h) can be written as
D2(s;h) =
4π2
s− 1
(
ϕ∞h(1) + ϕ0h(1)
)
hs−1
+
2π
hs−
1
2
∑
j
ρj(h)G(s, itj)〈V, µj〉 (3.10)
+
∑
a
1
i
∫
(0)
π
1
2
+zϕah(
1
2 − z)G(s, z)
hs−
1
2
−zΓ(12 + z)
〈V, Ea(·, 12 − z)〉 dz,
and for Rew also sufficiently large, the doubly-summed shifted convolution
Z2(s,w) can be written as
Z2(s,w) =
4π2
s− 1
∑
h≥1
(
ϕ∞h(1) + ϕ0h(1)
)
hw+s−1
+ 2π
∑
j
L(s+ w − 12 , µj)G(s, itj)〈V, µj〉 (3.11)
+
∑
a
1
i
∫
(0)
G(s, z)π
1
2
+z
Γ(12 + z)
∑
h≥1
ϕah(
1
2 − z)
hs+w−z−
1
2
〈V, Ea(·, 12 − z)〉 dz.
In both expressions, G(s, z) denotes the collected gamma factors
G(s, z) :=
Γ(s− 12 + z)Γ(s− 12 − z)
Γ(s)2
.
We refer to first lines of (3.10) and (3.11) as the “non-spectral part,” to the
second lines as the “discrete part,” and to the third lines as the “continuous
part” of the spectrum of D2 or Z2, respectively.
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3.4. Meromorphic Continuation of D2(s;h) and Z2(s,w). The descrip-
tion of the meromorphic continuation of Z2(s,w) can be obtained from the
meromorphic continuation of Zk(s,w) as given in [HKLDW18a, §3.3] by
specializing to k = 2, using the modified V as defined in (3.4), and tracking
changes in the non-spectral part. The single shifted convolution D2(s;h) is
described only implicitly there, so we describe its properties explicitly and
sketch the proofs here.
Lemma 3.4. The single-sum shifted convolution D2(s;h) has meromorphic
continuation to C. The rightmost pole occurs at s = 1, coming from the
non-spectral part. The function D2(s;h) is otherwise analytic in Re s >
1
2 ,
though on the line Re s = 12 there is a line of poles appearing in the discrete
part of the spectrum of D2.
We consider the non-spectral, discrete, and continuous parts separately.
As there is only a single sum, the analysis is significantly simpler than the
analysis of Z2(s,w).
Proof. The meromorphic continuation of the non-spectral part of D2(s;h)
is trivial, and we see a unique simple pole at s = 1 with residue
Res
s=1
D2(s;h) = 4π
2(ϕ∞h(1) + ϕ0h(1)). (3.12)
In the discrete part of the spectrum, there are poles at s = 12 ± itj coming
from the gamma factors in G(s, itj). As Selberg’s Eigenvalue Conjecture
is known for Γ0(4) [Hux85], these poles lie in Re s ≤ 12 . Note that for any
fixed s, the gamma factors G(s, itj) have exponential decay in tj, so the sum
converges absolutely.
The integrand of the continuous part of the spectrum has poles at s = 12±z
due to the gamma factors in G(s, z). Note that for any fixed s, the gamma
factors G(s, z) have exponential decay in z, so that the integral converges
absolutely. Proving the meromorphic continuation of the continuous part
of the spectrum is subtle, but the methodology of [HKLDW17a, §4.4.2]
or [HKLDW18a, §3.3.3] of iteratively shifting lines of integration and picking
up residual terms applies here. 
Remark 3.5. It is interesting to note that each individual D2(s;h) has
poles at s = 12 ± itj from the discrete spectrum, while the complete sum
Z2(s, 0) does not. That is, by averaging over h, the leading line of poles
vanishes. This provides an explanation for the vastly simpler behavior of
averaged sums observed by Chamizo [Cha99, §4].
We summarize the meromorphic behavior of Z2(s,w). The function Z2(s, 0)
will be further analyzed in sections §4.3-4.4.
Lemma 3.6. The doubly-summed shifted convolution Z2(s,w) has mero-
morphic continuation to C2. In particular, the specialized shifted convolu-
tion Z2(s, 0) has meromorphic continuation to the plane. For Re s > −12 ,
all poles of Z2(s, 0) come from the non-spectral part (which has a simple pole
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at s = 2 and a double pole at s = 1) and the continuous part of the spectrum
(whose poles appear within the residual terms R±j , as defined in (3.16)).
The non-spectral part. The non-spectral part can be described explicitly by
computing the Dirichlet series associated to the coefficients ϕah(t). Dividing
by hw and summing over h in (3.4), we find that∑
h≥1
ϕ0h(t)
hw
=
ζ(w)ζ(2)(w − 1 + 2t)
4tζ(2)(2t)
,
∑
h≥1
ϕ 1
2
h(t)
hw
=
(21−w − 1)ζ(w)ζ(2)(w − 1 + 2t)
4tζ(2)(2t)
,
∑
h≥1
ϕ∞h(t)
hw
=
ζ(w)ζ(w − 1 + 2t)
24tζ(2)(2t)
(
1
4w−1
− 1
2w−1
)
.
(3.13)
Thus the non-spectral part, as it appears in (3.11), can be written as
8ζ(s+ w − 1)ζ(s+ w)
(s− 1) (1− 2
1−s−w + 41−s−w). (3.14)
This has clear meromorphic continuation to C2. Specializing to w = 0, we
note a simple pole at s = 2 and a double pole at s = 1.
The discrete spectrum. The discrete part of the spectrum in (3.11) has clear
meromorphic continuation to the plane, coming from the meromorphic con-
tinuations of the L-functions L(s, µj) and the gamma functions. Note that
for any fixed s away from poles, the gamma factor G(s, itj) has exponential
decay in tj and the sum over tj converges absolutely. Specializing to w = 0,
we now analyze the poles. The first line of apparent poles at s = 12 ± itj
do not actually occur. For odd Maass forms µj, the inner products 〈V, µj〉
vanish since V(z) is a linear combination of Im(z)|θ2(z)|2, an even form, and
Eisenstein series at different cusps, both of which are orthogonal to µj. For
even Maass forms µj , the apparent poles are cancelled by trivial zeros of
L(s, µj), as L(−2m± itj, µj) = 0 for any m ∈ Z≥0. Thus the discrete part
of the spectrum is analytic for Re s > −12 and has poles at s− 12 ± itj = −m
for m odd, m ∈ Z>0.
Remark 3.7. Poor understanding of the growth of the discrete inner prod-
ucts 〈V, µj〉 represents the main obstacle in improving sharp second moments
for Pk(n)
2. It is therefore of note that the inner product 〈V, µj〉 factors as
a constant multiple of
L(12 , µj)L˜(
1
2 , µj × χ)Γ(12 + itj)Γ(12 − itj) (3.15)
in dimension k = 2, where χ is the nontrivial character mod 4, as before,
and
L˜(s, µj × χ) =
∑
n≥1
χ(n)λj(n)
ns
.
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This identity follows from the observation that y
1
2 θ2(z) = E1∞(z,
1
2), where
E1∞(z, s) is the weight-one Eisenstein series for the cusp at infinity, and so
the inner product becomes a special value of a Rankin-Selberg convolution,
L(s, θ2 × µj)
L(2s, χ)
=
∑
n≥1
r2(n)ρj(n)
ns
,
which we then factor into lower-degree L-functions by comparing Euler fac-
tors. A similar construction can be obtained in the k = 4 case.
The continuous spectrum. The continuous part of the spectrum is the most
nuanced. For convenience, we rewrite the continuous component as
1
i
∑
a
∫
(0)
G(s, z)π
1
2
+z
Γ(12 + z)
ζa(s+ w, z)〈V, Ea(·, 12 − z)〉 dz,
in which ζa(s, z) is defined by
ζa(s, z) =
∑
h≥1
ϕah(
1
2 − z)
hs−
1
2
−z
.
We describe these Dirichlet series explicitly via (3.13) as
ζ0(s, z) =
ζ(s− 12 − z)ζ(2)(s− 12 + z)
21+2zζ(2)(1 + 2z)
,
ζ 1
2
(s, z) =
ζ(s− 12 − z)ζ(2)(s− 12 + z)
21+2zζ(2)(1 + 2z)
(
2z
2s−
3
2
− 1
)
,
ζ∞(s, z) =
ζ(s− 12 − z)ζ(s− 12 + z)
22+4zζ(2)(1 + 2z)
(
4z
4s−
3
2
− 2
z
2s−
3
2
)
.
The integrand within the continuous component has apparent poles when
s + w − 12 ± z = 1 and when s = 12 ± z − j for j ∈ Z≥0. In [HKLDW18a,§3.3.3], it is proved that it is possible to meromorphically continue the con-
tinuous component past these apparent poles. These apparent poles do not
contribute poles at the expected locations, but instead introduce additional
residual terms in the meromorphic continuation. Overall, in the cases when
Re(s + w) 6= 32 and Re(s) 6= 12 − j, the meromorphic continuation of the
continuous component is given by
1
i
∑
a
∫
(0)
G(s, z)π
1
2
+z
Γ(12 + z)
ζa(s+ w, z)〈V, Ea(·, 12 − z)〉 dz (3.16)
+ δ[Re(s+w)< 3
2
]
(R+1 (s,w) −R−1 (s,w)) +
⌊ 1
2
−Re s⌋∑
j=0
(R+−j(s,w)−R−−j(s,w)).
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The terms R+1 and R−1 denote residual terms coming from apparent poles
in the zeta functions in the continuous component. These are given by
R±1 (s,w) : = 2π Res
±z= 3
2
−s−w
G(s, z)π
1
2
+z
Γ(12 + z)
∑
a
ζa(s+ w, z)
〈V, Ea(·, 12 − z)〉
and, as described in (3.16), only appear when Re(s + w) < 32 . The terms
R+−j and R−−j denote residual terms coming from apparent poles from the
gamma functions in the continuous component and are given by
R±−j(s,w) = 2π
∑
a
Res
±z= 1
2
−j−s
G(s, z)π
1
2
+z
Γ(12 + z)
ζa(s+ w, z)
〈V, Ea(·, 12 − z)〉 .
In the cases when Re(s + w) = 32 and Re(s) =
1
2 − j, (3.16) is slightly
altered, mainly that the line of integration for the integral term is bent
slightly to the right into the zero-free region of ζ(1− 2z), and we only have
the corresponding R− residue for that line.
Note that for any fixed s and w, only finitely many residual terms R±−j
appear in the meromorphic continuation (3.16). As each residual term has
meromorphic continuation to C2 (coming from the meromorphic contin-
uations of the zeta function, gamma function, and Eisenstein series), we
conclude that the continuous part of the spectrum admits meromorphic
continuation to C2.
4. Analytic behavior of W2(s)
Recall from Proposition 2.3 that W2(s) is defined by
W2(s) =
16ζ(s+ 2)2L(s+ 2, χ)2
(1 + 2−s−2)ζ(2s + 4)
+ 2Z2(s+ 2, 0).
In this section, we will study the meromorphic properties of W2(s). As
described in section §3.4, the discrete spectrum of Z2(s, 0) has infinitely
many poles on the line Re s = −12 . Thus we restrict our analysis of W2(s)
to the half-plane Re s > −52 .
Our analysis follows the decomposition ofW2(s) into diagonal, non-spectral,
discrete, and continuous parts. When these observations are combined, we
conclude the following theorem.
Theorem 4.1. The function W2(s) is meromorphic in C and analytic in
the right half-plane Re s > 0. The rightmost pole of W2(s) occurs at s = 0,
with residue 2π2, coming from the non-spectral part. The function W2(s) is
otherwise analytic in Re s > −52 , with the exception of a pole at s = −32 with
residue
Res
s=− 3
2
W2(s) =
8(4 −√2)ζ(32)2L(32 , χ)2
7π2ζ(3)
≈ 1.27046 77438,
coming from the continuous part of the spectrum.
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Remark 4.2. It is useful to compare this Theorem to what can be gotten
through classical estimates. Writing W2 as
W2(s) =
∑
n≥1
r2(n)
2
ns+2
+ 2
∑
n,h≥1
r2(n)r2(n− h)
ns+2
=
∑
n≥1
r2(n)
ns+2
(
2r2(0) + 2r2(1) + · · ·+ 2r2(n− 1) + r2(n)
)
and using the classical Sierpin´ski estimate
∑
n≤R r2(n) = 2πR + O(R
1/3),
we have that
W2(s) =
∑
n≥1
2πr2(n)
ns+1
+H(s) = 8πζ(s+ 1)L(s + 1, χ) +H(s),
where H(s) is analytic for Re s > −23 . Note that we have rewritten the
Dirichlet series using (2.1).
From this classical point of view, the leading pole with residue 2π2 and
analytic continuation to Re s > −23 are both clear. Thus the new content of
Theorem 4.1 is the meromorphic continuation and the analysis of the pole
at s = −32 . In fact, the pole at s = −32 ultimately leads to the leading pole
of D(s, P2 × P2).
4.1. The Diagonal Part. We first consider the first term in W2(s),
16ζ(s+ 2)2L(s + 2, χ)2
(1 + 2−s−2)ζ(2s + 4)
, (4.1)
which we call the “diagonal part.” Using well-known properties of ζ(s) and
L(s, χ), we see that the diagonal part is analytic in the right half-plane
Re s > −1. There is a double pole at s = −1 coming from ζ(s + 2)2 with
principal part
4
(s+ 1)2
+
8γ + 43 log 2 +
32
π L
′(1, χ)− 48
π2
ζ ′(2)
s+ 1
,
in which we have used the evaluation L(1, χ) = π/4 to simplify.
The diagonal part has infinitely many simple poles on the line Re s = −2,
coming from 1 + 2−s−2 = 0 as well as infinitely many poles at the zeros of
ζ(2s+ 4). Note that ζ(2s+ 4)−1 is analytic for Re s > −32 .
Remark 4.3. As in [HKLDW17a, HKLDW18a], the diagonal part perfectly
cancels with a pair of residual terms from the continuous spectrum once
Re s < −32 . Thus the poles coming from zeros of (1 + 2−s−2)ζ(2s + 4) will
not affect our analysis of W2(s).
4.2. The Non-Spectral Part. As shown in (3.14), the non-spectral part
of W2(s) is given by
E2(s) :=
16ζ(s+ 1)ζ(s + 2)
s+ 1
(1− 2−s−1 + 4−s−1).
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The meromorphic behavior of E2(s) is determined by the behavior of ζ(s).
This term has a simple pole at s = 0 with residue 2π2, a double pole at
s = −1 with principal part
− 8
(s+ 1)2
− 8(γ + log π)
s+ 1
,
and is otherwise analytic.
4.3. The Discrete Spectral Part. The discrete part of W2(s) is analytic
for Re s > −52 , where we focus our analysis. On the line Re s = −52 , the
discrete part has a line of poles at s = −52 ± itj , where 14 + t2j denotes a
discrete eigenvalue of the Laplace-Beltrami operator on Γ0(4)\H.
4.4. The Continuous Spectral Part. As shown in section §3.4, infinitely
many residual terms R±−j(s,w) appear in the meromorphic continuation of
the continuous part of Z2(s,w). However, the only residual terms that
appear in the half-plane Re s > −52 are R±1 and R±0 .
In [HKLDW18a, Lemma 4.3], it is shown that
R+1 (s, 0) = −R−1 (s, 0). (4.2)
The proof applies in the case k = 2 as well, and (4.2) shows that the total
contribution of R+1 −R−1 within 2Z2(s + 2, 0) is given by
4R+1 (s+ 2, 0) =
4Γ(s+ 32)π
s+ 3
2 〈V, E0(·,−s)〉
Γ(s+ 2)2
.
We relate the inner product 〈V, E0(·,−s)〉 to the diagonal part through
Gupta’s generalization [DG00] of Zagier’s regularized Rankin–Selberg con-
struction [Zag81]. As noted in [HKLDW18a, §4.1], following the regulariza-
tion technique of unfolding and analytic continuation of Gupta and Zagier
leads to the equality
〈V, E0(·, s)〉 = Γ(s)
(4π)s
∑
m≥1
r2(m)
2
ms
=
16Γ(s)ζ(s)2L(s, χ)2
(4π)s(1 + 2−s)ζ(2s)
,
valid initially for 0 < Re s < 1 and extended through analytic continuation.
Note that we have used the identity (2.3) for the second equality. It follows
that
4R+1 (s + 2, 0) =
4s+3π2s+
3
2Γ(s+ 32)Γ(−s)ζ(−s)2L(−s, χ)2
Γ(s+ 2)2(1 + 2s)ζ(−2s) .
Recall from section §3.4 that the residual terms R±1 (s + 2, 0) only con-
tribute when Re s < −12 . It therefore suffices to study R±1 (s + 2, 0) in the
strip Re s ∈ (−52 ,−12). In this region, the only poles come from Γ(s + 32)
and ζ(−s). There is a double pole at s = −1 with principal part
4
(s + 1)2
+
24 log π − 4 log 2 + 144ζ ′(2)/π2
3(s+ 1)
− 32L
′(1, χ)
π(s+ 1)
,
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as well as a simple pole at s = −32 , coming from Γ(s+ 32), with residue
8(4 −√2)ζ(32)2L(32 , χ)2
7π2ζ(3)
.
The next pair of residual terms also satisfy R+0 (s, 0) = −R−0 (s, 0). As
with R±1 , we see that the total contribution of R+0 −R−0 within 2Z2(s+2, 0)
is given by
4R+0 (s+ 2, 0) = −
(4π)s+2
Γ(s+ 2)
〈V, E∞(·, s + 2)〉 = −16ζ
2(s+ 2)L(s + 2, χ)2
(1 + 2−s−2)ζ(2s+ 4)
.
Thus the contribution from R±0 exactly cancels with the diagonal part (4.1)
in the left half-plane Re s < −32 , as stated in Remark 4.3.
5. Analysis of D(s, P2 × P2)
In this section we begin our study of D(s, P2 × P2), with an emphasis
on the behavior of its leading poles. By analogy with D(s, Pk × Pk) in
dimensions k ≥ 3, one should expect a large amount of cancellation in the
rightmost poles and residues of the components of D(s, P2 × P2).
Combining Proposition 2.1, which relates D(s, P2×P2) and D(s, S2×S2),
with Proposition 2.3, which relates D(s, S2 × S2) to ζ(s) and W2(s), yields
the following unified expression for D(s, P2 × P2):
D(s, P2 × P2) = ζ(s) +W2(s − 2) + π2ζ(s− 2) (5.1)
− 2πζ(s− 1)− 2πL(s − 1, θ2) (5.2)
+
1
2πi
∫
(σ)
W2(s− 2− z)ζ(z)Γ(z)Γ(s − z)
Γ(s)
dz (5.3)
+ i
∫
(σ)
L(s− 1− z, θ2)ζ(z)Γ(z)Γ(s − 1− z)
Γ(s− 1) dz, (5.4)
initially valid for Re s ≫ 1 and σ ∈ (1,Re s). We restrict our analysis
of D(s, P2 × P2) to the half-plane Re s > 12 so as to avoid a line of poles
appearing in the discrete part of the spectrum of (5.3). For each line (5.1)–
(5.4), we study the locations and residues of poles for Re s > 12 . This
information is collected in Table 1 for easy reference.
Poles from terms in (5.1) and (5.2). These two lines contain simple L-
functions and W2(s − 2), so our polar data is either classically known or
given by Theorem 4.1.
Poles from terms in (5.3). To understand the meromorphic properties of
the integral, shift the line of integration (σ) left to (−3 + ǫ) for some small
ǫ > 0. There are poles at z = 1 from ζ(z) as well as poles at z = 0 and
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Table 1. Summary of Polar Data in the Half-Plane Re s > 12
pole location line contributing term residue
s = 3 (5.1) π2ζ(s− 2) π2
s = 3 (5.3) E2(s−3)
s−1 , from
W2(s−3)
s−1 π
2
s = 3 (5.4) −2πL(s−2,θ2)
s−2 −2π2
s = 2 (5.1) E2(s− 2), from W2(s− 2) 2π2
s = 2 (5.2) −2πζ(s− 1) −2π
s = 2 (5.2) −2πL(s− 1, θ2) −2π2
s = 2 (5.3) −E2(s−2)2 , from −W2(s−2)2 −π2
s = 2 (5.4) πL(s− 1, θ2) π2
s = 2 (5.4) −2πL(s−2,θ2)
s−2 2π
s = 32 (5.3)
4R+
1
(s−1,0)
s−1 , from
W2(s−3)
s−1
16(4−
√
2)ζ( 3
2
)2L( 3
2
,χ)2
7pi2ζ(3)
s = 1 (5.1) ζ(s) 1
s = 1 (5.3) W2(s−3)
s−1 W2(−2)
s = 1 (5.3) sE2(s−1)12
pi2
6
z = −1 from Γ(z). By Cauchy’s residue theorem, line (5.3) can be written
as
1
2πi
∫
(−3+ǫ)
W2(s− 2− z)ζ(z)Γ(z)Γ(s − z)
Γ(s)
dz
+
W2(s− 3)
s− 1 −
W2(s− 2)
2
+
sW2(s− 1)
12
.
The shifted integral is analytic in the right half-plane Re s > −1 + ǫ, and
the poles of the extracted residue terms can be understood from the poles
of W2(s) as described in Theorem 4.1.
Poles from terms in (5.4). As above, shift the line of integration (σ) to
(−3 + ǫ) to show that the integral in (5.4) is given by
i
∫
(−3+ǫ)
L(s− 1− z, θ2)ζ(z)Γ(z)Γ(s − 1− z)
Γ(s− 1) dz
−2π
(
L(s− 2, θ2)
s− 2 −
L(s− 1, θ2)
2
+
L(s, θ2)(s − 1)
12
)
.
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The shifted integral is analytic for Re s > −1 + ǫ, and the poles of the z-
residues can be understood using the identity L(s, θ2) = 4ζ(s)L(s, χ) noted
in (2.1).
5.1. Examination of Poles and Their Cancellation. With reference
to Table 1, we see that the residues of the poles at s = 3 cancel, so that
D(s, P2 × P2) is analytic for Re s > 2. To examine the potential pole at
s = 2, we compute
− 2πL(0, θ2) = −8πζ(0)L(0, χ) = 2π, (5.5)
in which we’ve used that ζ(0) = −1/2 and that L(0, χ) = 1/2. Referring to
Table 1, we see that the residues of the poles at s = 2 cancel as well.
The pole at s = 32 clearly does not cancel, and represents the leading pole
of D(s, P2 × P2).
To understand the residue at s = 1, we must compute W2(−2). This
calculation is simplified by the observation that R±0 perfectly cancels with
the diagonal part in this region, so both can be ignored. The contribution
from the non-spectral term is E2(−2) = −2. The contribution from R±1
is 4R+1 (0, 0), which vanishes since R±1 has Γ(s + 2)2 in its denominator.
Similarly, the discrete and continuous spectral terms vanish because they
have factors of G(0, itj) = 0 and G(0, z) = 0 in them, respectively. Thus
W2(2) = −2, and it follows that the pole at D(s, P2 × P2) at s = 1 has
residue π
2
6 − 1.
From these observations we derive the following theorem.
Theorem 5.1. The Dirichlet series D(s, P2×P2), originally defined in the
right half-plane Re s > 3 by the series
∞∑
m=1
P2(m)
2
ms
,
has meromorphic continuation to C given by (5.1)–(5.4). It is analytic in
the right half-plane Re s > 32 and has a pole at s =
3
2 with residue
C 3
2
:=
16(4 −√2)ζ(32)2L(32 , χ)2
7π2ζ(3)
.
The function D(s, P2 × P2) has a second simple pole at s = 1 with residue
π2
6 − 1 and is otherwise analytic in the right half-plane Re s > 12 .
Corollary 5.2. The Dirichlet series D(s, S2 × S2) has meromorphic con-
tinuation to the plane, attainable from Theorem 5.1 and Proposition 2.1.
Remark 5.3. Much of the analysis of D(s, Pk×Pk) in [HKLDW18a] carries
over toD(s, P2×P2), which makes it possible to identify key differences in the
meromorphic behavior of D(s, Pk ×Pk) between the cases k = 2 and k ≥ 3.
Notably, the leading pole at s = 32 in the dimension 2 case corresponds
to a “traveling pole” at s = 5−k2 in dimension k which contributes to the
rightmost pole at s = 1 in dimension 3 and is otherwise non-dominant.
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Movement of this pole relative to a fixed pole at s = 1 accounts for
the apparent phase change in the generalized Gauss circle problem between
dimensions k = 2 and k ≥ 3.
6. Second Moment Analysis
In this section, we produce estimates for the discrete Laplace transform∑
n≥1 P2(n)
2e−n/X and the continuous Laplace transform
∫∞
0 P2(t)
2e−t/X dt.
We do this by estimating the integral
1
2πi
∫
(4)
D(s, P2 × P2)XsΓ(s)ds =
∑
n≥1
P2(n)
2e−n/X
using the meromorphic information from Theorem 5.1.
Theorem 6.1. We have∑
n≥1
P2(n)
2e−n/X = C 3
2
Γ(32 )X
3
2 +
(π2
6
− 1
)
X +Oǫ
(
X
1
2
+ǫ
)
for any ǫ > 0, in which C 3
2
is the constant defined in Theorem 5.1.
Proof. The proof of [HKLDW18a, Theorem 6.3] for dimensions k ≥ 3 ap-
plies, mutatis mutandis, in the dimension k = 2 case. Briefly, after making
the necessary modification to V as in (3.4) and studying the meromorphic
continuation in Theorem 4.1, we have that W2(s) is of polynomial growth
in vertical strips. Then [HKLDW18a, Lemma 6.2] shows that the Mellin-
Barnes integral appearing in the decomposition of D(s, S2×S2) from Propo-
sition 2.3 and in the decomposition of D(s, P2 × P2) from Theorem 5.1 is
also of polynomial growth, so that D(s, S2 × S2) and D(s, P2 × P2) have
polynomial growth in vertical strips. Once polynomial growth is known, the
theorem follows from a routine computation in shifting lines of integration.
In particular, it suffices to shift the line of integration to Re s = 12 + ǫ and
account for the residues stated in Theorem 5.1. 
Remark 6.2. On the line Re s = 12 , there are infinitely many poles coming
from the discrete spectrum component of W2(s). These poles are at s =
1
2 ± itj and come from the gamma functions in (3.11), recalling from the
end of Section 3.4 that the first line of apparent poles coincides with trivial
zeroes of L(s, µj). If one were to further shift the line of integration, the
asymptotic in Theorem 6.1 would look roughly like
C 3
2
Γ(32 )X
3
2 +
(π2
6
− 1
)
X +
∑
±tj
C±tjΓ(
1
2 ± itj)X
1
2
±itj +O(Xǫ).
The {tj} range over the types of the basis of Maass forms and the contribu-
tion from each pole oscillates wildly. Analysis of these contributions seems
beyond current tools. As there appears to be no reason to expect signif-
icant further cancellation among this infinite family of poles and residues,
we conjecture that the exponent 1/2 is optimal in the error term.
22 HULSE, KUAN, LOWRY-DUDA, AND WALKER
As in [HKLDW18a, §8], it is possible to use Theorem 5.1 and Theorem 6.1
to produce an asymptotic for the continuous Laplace transform.
Theorem 6.3. The Laplace transform of the second moment of the lattice
point discrepancy satisfies∫ ∞
0
P2(t)
2e−t/X dt = C 3
2
Γ(32)X
3
2 −X +Oǫ
(
X
1
2
+ǫ
)
,
for any ǫ > 0, where C 3
2
is defined as in Theorem 5.1.
To prove this, we use the identity
P2(t)
2 = P2(⌊t⌋)2 + π2(⌊t⌋ − t)2 + 2πP2(⌊t⌋)(⌊t⌋ − t) (6.1)
and consider the Laplace transform of each term in (6.1) in turn.
Lemma 6.4 (First term in the Laplace transform of (6.1)). We have∫ ∞
0
P2(⌊t⌋)2e−t/X dt = C 3
2
Γ(32)X
3
2 +
(π2
6
− 1
)
X +O
(
X
1
2
+ǫ
)
.
Proof. This follows from the direct computation∫ ∞
0
P2(⌊t⌋)2e−t/X dt = X(1 − e−1/X)
∑
n≥0
P2(n)
2e−n/X
and Theorem 6.1. 
An estimate for the Laplace transform of the second term in (6.1) follows
by specializing [HKLDW18a, Lemma 8.4] to the case k = 2. However, a far
simpler proof is available when the dimension is two.
Lemma 6.5 (Second term in the Laplace transform of (6.1)). We have
π2
∫ ∞
0
(⌊t⌋ − t)2e−t/X dt = π
2
3
X +O(1).
Proof. We compute
π2
∫ ∞
0
(⌊t⌋ − t)2e−t/X dt = π2
∑
n≥0
∫ n+1
n
(n2 − 2nt+ t2)e−t/X dt
= π2Xe−1/X
(
2e1/XX2 − 2X2 − 2X − 1
)∑
n≥0
e−n/X . (6.2)
Summing the geometric series, computing a series expansion at infinity, and
simplifying completes the proof. 
Remark 6.6. We note that it is possible to write a more complete asymp-
totic by using more terms in the expansion of (6.2). But keeping the first
term and O(1) error is sufficient to ensure that Lemma 6.5 is not the main
source of error in Theorem 6.3.
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The analysis of the third term relies on the meromorphic properties of the
Dirichlet series with coefficients P2(n). Again, proofs in general dimension
k ≥ 3 greatly simplify in dimension 2.
Lemma 6.7 (Third term in the Laplace transform of (6.1)). We have
2π
∫ ∞
0
P2(⌊t⌋)(⌊t⌋ − t)e−t/X dt = −π
2
2
X +O(1).
Proof. Splitting the bounds of integration at integers and summing gives
I3 := 2π
∫ ∞
0
P2(⌊t⌋)(⌊t⌋ − t)e−t/X dt = 2π
∑
n≥0
P2(n)
∫ n+1
n
(n − t)e−t/X dt
= −2πX(X −Xe−1/X − e−1/X)∑
n≥0
P2(n)e
−n/X ,
The series that remains may be written as
∑
n≥0
∑
m≤n
r2(m)e
− n
X − π
∑
n≥0
ne−
n
X =
∑
m,h≥0
r2(m)e
−m+h
X − πe
−1/X
(1− e−1/X)2
= (1− e−1/X)−1
∑
m≥0
r2(m)e
−m
X − πe
−1/X
(1− e−1/X)2 .
The m-sum in the line above is θ2(i/2πX), which we write as πXθ2(πiX/2)
by the functional equation for θ(z). Series expansions and the estimate
θ2(πiX/2) =
∑
m≥0 r2(m)e
−π2mX = 1 +O(e−π
2X) give the result. 
Combining Lemmas 6.4, 6.5, and 6.7 gives a proof of Theorem 6.3.
7. Estimates for Correlation Sums
Recall the definition
D2(s;h) :=
∑
n≥0
r2(n+ h)r2(n)
(n+ h)s
.
In section §3.4, we saw that D2(s;h) has a meromorphic continuation to C
given by (3.10). Further, D2 has a pole at s = 1 with residue given by (3.12),
and is otherwise analytic for Re s > 12 .
In this section, we use this information to produce smooth and sharp
estimates for the shifted convolution sums on r2(n)r2(n + h) and prove the
following theorem.
Theorem 7.1. Write h = 2αh′ where 2 ∤ h′. For any ǫ > 0, we have∑
n≥1
r2(n)r2(n+ h)e
−n/X = ChX +Oǫ
(
X
1
2
+ǫeh/XhΘ
)
, (7.1)
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where Θ ≤ 764 denotes the best-known progress towards the (non-archimedean)
Ramanujan conjecture, the implicit constant in the error term is independent
of h, and where
Ch = 4π
2
(
ϕ∞h(1)+ϕ0h(1)
)
=
∣∣2α+1−3∣∣8σ1(h′)
h
=
8(−1)h
h
∑
d|h
(−1)dd. (7.2)
The error term in (7.1) is O(X
1
2
+ǫ), uniformly for h≪ X.
Correspondingly, we have the weak sharp estimate∑
n≤X
r2(n+ h)r2(n) = ChX +Oλ
(
(X + h)1−λ + h
)
(7.3)
for some λ > 0, for the same constant Ch as above.
Analyzing the meromorphic continuation of Ds(s;h) given in (3.10), one
can see that D2(s;h) is of polynomial growth in vertical strips. It is therefore
straightforward to estimate the integral
1
2πi
∫
(4)
D2(s;h)X
sΓ(s)ds =
∑
n≥1
r2(n+ h)r2(n)e
−(n+h)/X (7.4)
by shifting contours. Our analysis follows the decomposition of D2(s;h)
given in (3.10). The non-spectral part of D2(s;h) can be evaluated explicitly
through the Mellin inversion identity
1
2πi
∫
(4)
4π2
s− 1
ϕ∞h(1) + ϕ0h(1)
hs−1
XsΓ(s)ds = 4π2(ϕ∞h(1) + ϕ0h(1))Xe
−h/X .
To bound the contribution from the discrete and continuous components,
we shift the line of s-integration to (12 + ǫ) and bound the integrals. The
h-dependence within the discrete spectrum is determined by ρj(h)/h
s− 1
2 .
Noting that ρj(h)/h
s− 1
2 ≪j hΘ−ǫ/2, where Θ ≤ 764 denotes the best progress
towards the (non-archimedean) Ramanujan conjecture, it follows that the
discrete contribution is Oǫ(X
1
2
+ǫhΘ).
Similarly, the h-dependence within the continuous spectrum is determined
by ϕah(
1
2 − z)/hs−
1
2
−z. From the estimate ζ(1 + it)−1 ≪ log(1 + |t|), we
obtain ϕah(
1
2 + it)≪ d(h) log(1 + |t|). Thus the continuous contribution is
Oǫ
(d(h)
hǫ
X
1
2
+ǫ
)
= Oǫ(X
1
2
+ǫ).
We conclude that∑
n≥1
r2(n+ h)r2(n)e
−(n+h)/X = ChXe
−h/X +Oǫ
(
X
1
2
+ǫhΘ
)
,
in which Ch := 4π
2(ϕ∞h(1) + ϕ0h(1)). Multiplying by e
h/X proves (7.1).
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Using that D2(s;h) has polynomial growth in vertical strips and non-
negative coefficients, one can combine smoothed integral estimates of the
form
1
2πi
∫
(4)
D2(s;h)X
sV (s)ds =
∑
n≥1
r2(n+ h)r2(n)v(
n+h
X ), (7.5)
where V and v are Mellin transform pairs, in order to produce estimates
for the sharp sums. In particular, techniques in [LD17, §5.5.2 and §5.5.3]
or [HKLDW18a, §7] show how to combine smoothed integrals of the form (7.5)
to assemble the weak sharp sum estimate (7.3). Similarly, one can prove
weak short-interval estimates.
It remains to see that Ch may be written using the alternate expressions
given in (7.2). The equivalence of the two expressions for Ch on the right
of (7.2) is straightforward using multiplicativity. We now note that Ch is of
the form presented in [Cha99, Theorem 3.2].
Lemma 7.2. Suppose h = 2αh′ where 2 ∤ h′. Then
Ch = 4π
2
(
ϕ∞h(1) + ϕ0h(1)
)
=
8σ1(h
′)
h
∣∣2α+1 − 3∣∣. (7.6)
Proof. By (3.3), Ch can be written as
4π2
(
σ
(2)
−1(h)
4ζ(2)(2)
+
1
4σ−1(
h
4 )− 18σ−1(h2 )
ζ(2)(2)
)
=
8σ1(h
′)
h
(
2α+4σ1(2
α−2)−σ1(2α−1)
)
,
where σ1(x) = 0 if x is not a positive integer. A simple case analysis of the
last parenthetical expression above yields the proof. 
Remark 7.3. Theorem 7.1 recovers the leading term evaluation of the cor-
relation sums investigated by Chamizo [Cha99] and Ivic´ [Ivi96], as well as
some power savings. Na¨ıve estimates for the amount of power savings follow-
ing from the techniques in this paper are weaker than the estimates achieved
by Chamizo and Ivic´, but it may be possible to use the approach outlined
here to improve this bound.
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