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ABSTRACT 
Magnetoencephalography (MEG) is a passive, non-invasive functional neu-
roimaging technique for recording magnetic fields generated by neuronal 
currents in the brain. MEG provides a unique capability to map the electro-
physiology of the brain with very high temporal resolution (below 1 ms) and 
fairly good spatial resolution (less than 1 cm). The advent of whole head 
MEG systems in the 1990s opened new perspectives in the understanding of 
the human brain. It has been used in the medical research setting for, among 
other things, understanding neurodegenerative diseases. However clinical 
applications of MEG are still few. One limiting factor is the sensors that are 
utilized in today’s commercially available MEG systems: they operate only at 
extremely low temperatures. Liquid helium, an increasingly expensive and 
finite natural resource, is used to cool the sensors. Furthermore, thermal insu-
lation that must be placed between the sensors and the subject limits system 
sensitivity. Modern sensor technologies operating at more moderate tempera-
tures have led to developments towards principally new ‘on-scalp’ MEG 
systems. By eliminating the use of liquid helium and providing improved 
sensitivity via scanning closer to the brain, on-scalp MEG provides a promis-
ing future for MEG in clinical applications.  
In this work, theoretical and experimental methods are detailed for on-scalp 
and conventional MEG studies of neural activations that are generally rele-
vant to neuroscience research and clinical applications. As such, we bring 
MEG a step closer to becoming a routinely used clinical imaging modality. 
The work is comprised of two main activities: 
 
 Activity I: Experimental support for utilizing MEG in a new clinical setting. 
We developed a MEG-based experimental approach for understanding the 
neural mechanisms and networks involved in modulating an individual’s 
response to arousing stimuli. The aim is a non-invasive biomarker for identi-
fying risk of developing cardiovascular disease. A MEG study was designed 
in line with previous microneurography studies that are known to reveal a 
distinct muscle sympathetic nerve activity (MSNA) response profile. This 
profile predicts the concomitant blood pressure trends associated with brief 
arousing stimuli and short periods of mental stress. In this thesis work, we 
investigated neural correlates of such MSNA response profiles in 20 subjects 
with MEG. 
Activity II: Theoretical support for on-scalp MEG. We developed a frame-
work for investigating realistic next generation MEG system designs. Our 
main metric is information capacity: a measure of the amount of information 
that can be extracted about brain activity with a given system. We use it to 
show the specific gains one can achieve by shifting to on-scalp MEG tech-
nology. This work furthermore contributed towards sensor array designs for 
full head MEG systems. The framework not only allows designing optimal 
arrays for MEG with new sensor technologies but also guides important sen-
sor design parameters (such as pickup loop size, noise level, etc.) for on-scalp 
MEG systems. 
In the future, these clinical and theoretical activities should be combined to 
develop a “custom on-scalp MEG” diagnostic procedure that includes im-
proved sensitivity to cortical activations of clinical relevance. 
Keywords: MEG, on-scalp, next generation MEG systems, high-Tc SQUIDs, 
arousal, muscle sympathetic nerve response. 
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SAMMANFATTNING PÅ SVENSKA 
Magnetencefalografi (MEG) är en passiv, icke-invasiv funktionell teknik för 
att avbilda de magnetfält som alstras av nervceller i hjärnan. MEG är unik i 
sin förmåga att kunna kartlägga elektrofysiologin i hjärnan med väldigt hög 
tidsupplösning (mindre än 1 ms) och ganska god rumsupplösning (mindre än 
1 cm). MEG-system som täcker hela huvudet introducerades under 1990-
talet. Detta öppnade upp nya perspektiv för förståelsen av den mänskliga 
hjärnans funktion och MEG har sedan dess använts i medicinsk forskning för 
att bl.a. förstå neurodegenerativa sjukdomar. De kliniska tillämpningarna för 
MEG är dock få. En begränsande faktor är att de sensorer som används i 
kommersiellt tillgängliga MEG-system kräver extremt låga temperaturer för 
att fungera. De kyls med hjälp av flytande helium, en allt dyrare och ändlig 
resurs. Dessutom krävs isolering mellan MEG-sensorerna och huvudet, vilket 
begränsar systemets prestanda. Modern sensorteknologi som fungerar vid 
högre temperaturer, har lett fram till nya så kallade ’on-scalp’-system. Ge-
nom att eliminera behovet av flytande helium och med placering av sensorer 
närmare hjärnan, vilket ger förbättrad sensitivitet, är ’on-scalp’-MEG en lo-
vande utveckling för framtidens kliniska tillämpningar. 
I det här arbetet beskrivs teoretiska och experimentella metoder för ’on-
scalp’-, och konventionell MEG, vilka är relevanta för både neurovetenskap-
lig forskning och kliniska tillämpningar. Således för vi MEG ett steg närmare 
användning som rutinmässig klinisk undersökningsmodalitet. 
Arbetet är uppdelat i två huvudsakliga spår: 
Spår 1: Experimentellt stöd för att använda MEG för nya kliniska ändamål. 
Vi utvecklade ett MEG-baserat experimentellt tillvägagångssätt, för att förstå 
de centralnervösa mekanismer som är involverade i en individs respons till 
överraskningsstimuli (engelska: arousing stimuli). Målsättningen var att finna 
en neural, icke-invasiv, biomarkör för att identifiera risk för att utveckla 
hjärt- och kärlsjukdom. Vi designade en MEG-studie baserad på tidigare 
studier utförda med mikroneurografisk teknik, vilka har påvisat en distinkt 
reaktionsprofil i muskelbäddars sympatiska nervaktivitet (engelska: muscle 
sympathetic nerve activity, MSNA). Denna reaktionsprofil förutspår den 
medföljande blodtrycksförändringen som sker hos en individ i samband med 
överraskningsstimuli eller under kortvariga perioder av mental stress. I denna 
avhandling användes MEG för att undersöka den centralnervösa motsvarig-
heten till den perifera MSNA-svarsprofilen, hos 20 friska försökspersoner.  
  
Spår 2: Teoretiskt stöd för ’on-scalp’-MEG. Vi utvecklade ett ramverk för 
hur man på ett realistiskt sätt kan utforska hur framtidens MEG-system bör 
konstrueras. Vårt främsta mått var informationskapacitet, dvs. den mängd 
information som ett givet (MEG-) system kan tillhandahålla om hjärnans 
aktivitet. Vi använde detta mått för att påvisa de specifika fördelarna som kan 
uppnås med ny ’on-scalp’-teknologi.  Vårt arbete bidrar också till designen 
av nya sensoruppsättningar för MEG-system som täcker hela huvudet. Till-
vägagångssättet som presenteras i denna avhandling ger möjlighet att inte 
bara optimera uppsättningar för MEG med ny sensorteknologi utan ger också 
vägledning i viktiga designparametrar för ’on-scalp’-system.    
I framtiden bör de experimentella och teoretiska spåren i denna avhandling, 
kombineras för att utveckla skräddarsydd ’on-scalp’-MEG till ett redskap 
inom den kliniska diagnostiken.  
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Brain disorders cost the European Union ~800 billion euro in 2010 alone, 
thus constituting a major health economic challenge (Olesen et al., 2012). 
The burden furthermore goes well beyond economy: debilitating depression, 
severe dementia, psychotic episodes, etc. contribute to long periods of suffer-
ing for patients and those that care for them. Health-related issues aside, the 
human brain is the most complex and arguably most important organ in the 
body. For centuries scientists have been trying to understand the functionality 
of the brain. It is important to know, e.g., how the healthy brain works to 
keep it healthy and what exactly goes wrong when it is not. This has led to 
the development of many brain-imaging modalities capturing brain function-
alities from different perspectives. Electroencephalography (EEG), for ex-
ample, is one of the oldest and most commonly used techniques for recording 
brain activity. EEG measures the electrical activity of the neurons in the 
brain and as such gives a high temporal resolution. On the other hand, skin 
and skull impedances distort the recorded electrical signals, making localiza-
tion of activity a challenge. Functional magnetic resonance imaging (fMRI) 
currently dominates the neuroimaging field because of its ability to deliver 
complete brain maps with isotropic resolution. However, as fMRI estimates 
neural activity indirectly by measuring modifications to cerebral blood oxy-
genation levels, it has inherently low temporal resolution. The best spatio-
temporal resolution technique for investigating the human brain is presently 
electrocorticography (ECoG), or intracranial electroencephalography, where 
electrodes are directly placed on the cortex. However, as it is an invasive 
technique, it cannot be used on healthy subjects. 
Magnetoencephalography (MEG) is a non-invasive method that records 
magnetic fields generated by electric currents from synchronously active 
neurons. Like EEG, MEG is a direct measure of neuronal activity and there-
fore has very high temporal resolution (less than 1 ms) and fairly good spatial 
resolution (less than 1 cm). The sources of EEG and MEG are the same - 
neuronal currents give rise to both electric and magnetic fields. However, 
unlike electric fields, magnetic fields are relatively unaffected by the tissues 
surrounding the cortex. Localizing neural activity with MEG is therefore 
more straightforward than with EEG. MEG has contributed significantly 
towards the understanding of brain functions ranging from sensory pro-
cessing, motor actions and planning, cognition, language processing, social 
interaction, etc. (Hari and Salmelin, 2012). It has furthermore been used to 
produce promising results in diagnosis and understanding of neurodegenera-
tive disorders like Parkinson’s and Alzheimer’s disease in the research set-
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ting (Stoffers et al., 2008, Zamrini et al., 2011). However, established clinical 
applications are presently limited to epilepsy and presurgical mapping 
(Stufflebeam et al., 2009).  
Commercial MEG systems are state-of-the-art in terms of functional neu-
roimaging spatiotemporal resolution; however, the low critical temperature 
Superconducting Quantum Interference device (low-Tc SQUID) sensors on 
which they are based, have not changed significantly since the 1990s. Low-Tc 
SQUIDs operate at T < 10 K which necessitates the use of liquid helium for 
cooling, thereby increasing the running cost of MEG systems. The liquid 
helium boil off, in a conventional MEG system, is roughly 100 liters per 
week. Moreover, around 2 cm of thermal insulation is required between the 
sensors and the room temperature environment in order to maintain the oper-
ating temperature of the low-Tc SQUIDs. This distance limits the sensitivity 
and spatial resolution of modern MEG systems. 
MEG utilization, despite its remarkable spatiotemporal resolution, has not 
grown as rapidly as that of fMRI, even though both techniques were intro-
duced in the same decade. fMRI benefited from existing MRI scanners that 
were modified for fMRI use, whereas MEG systems require not only sophis-
ticated SQUID-based, helium-cooled sensor systems, but also a magnetically 
shielded room to acquire the data. Moreover, unlike fMRI, MEG presently 
requires more user intervention for reliable data analysis. Automated and 
user-friendly analysis could improve MEG utilization.  
MEG being a sister modality to EEG, was initially thought to be redundant to 
EEG (Cohen et al., 1990) as the source of the signals in both are the same. 
However, the unique capability of MEG to resolve brain sources with good 
precision and thereby adding valuable information to brain imaging is now 
well established (Baillet, 2017). This is especially true for studies of net-
works, connectivity, and rapid communication within the brain. However, the 
complexity of data processing, maintenance and installation costs, and lim-
ited utilization areas are important issues that need to be treated for fully 
reaching MEG’s potential in clinical applications. 
The objective of this thesis project was to improve the clinical exploitation of 
MEG. The work is contributing in two main areas: first by exploring a new 
clinical application area that could benefit from MEG’s unique capabilities, 
and second by paving a way towards next generation on-scalp MEG with 
new sensor technologies that would allow better spatial resolution with lower 
maintenance cost. Herein, I present the methods developed in these areas for 
Chapter 1 
3 
bringing MEG a step closer to clinical utilization. The specific aims of each 
part of the thesis contributing towards this main objective are as follows: 
• To provide an overview and summary of MEG data collection 
and analysis procedures (Chapter 2). This part briefly presents 
the basic data acquisition and analysis routines in a MEG study. 
Readers familiar with MEG can skip this part.   
• To demonstrate the clinical efficacy of a MEG experimental ap-
proach to investigate neural activations in relation to cardiovas-
cular disease (Chapter 3). 
• To summarize methods for evaluation and validation of next 
generation MEG sensor arrays. This can be utilized (a) for 
demonstrating the benefits of on-scalp MEG and (b) for design-
ing next-generation on-scalp MEG systems (Chapters 4 and 5, 
respectively). 






2.1.  Sources of MEG signals 
In MEG, the dominating source of the measured signal comes from the cere-
bral cortex. The cerebral cortex in humans is an approximately 2-4 mm thick 
layer of grey matter with at least 1010 neurons. It has a laminar structure with 
cell bodies of pyramidal neurons with parallel dendrites arranged in different 
layers. The dendrites of these neurons are aligned perpendicular to the corti-
cal surface. MEG is mainly sensitive to cortical currents that are tangential to 
the skull, thus reflecting neuronal activity mainly from sulci of the cortex; the 
gyri of the cortex are less visible in MEG recordings. When a group of neu-
rons in a cortical region are activated together, the postsynaptic currents in 
the dendrites of the neurons add together. The resulting signal can be approx-
imated as an ideal current dipole. The ideal current dipole is a point source 
that has a direction, position, and magnitude, but no spatial extent. The mag-
netic field B at a location r of a dipolar point source with moment Q at loca-
tion r0 in a homogeneous volume is given by (Sarvas, 1987):  
   
 
The magnetic field decreases rapidly as a function of the distance from the 
source. Thousands of neurons in the cortex activated at roughly the same 
time generate a magnetic field of 10-100 fT at the surface of the scalp, which 
is eight orders of magnitude smaller than the earth’s magnetic field. To 
measure such a week signal, very sensitive sensors and a low-noise environ-
ment are required. 
2.2. MEG sensors 
The sensors conventionally used for measuring the weak magnetic fields 
from the brain are Superconducting QUantum Interference Devices 
(SQUIDs). SQUIDs require superconductivity, which is achieved by cooling 
the SQUID below a critical temperature (Tc) specific to the material of which 
they are composed. As such, these sensors require cryogenics to operate. 
SQUIDs are the most sensitive magnetic flux detectors and convert very 
small changes in magnetic flux to voltage. The magnetic flux is fed induc-
tively to the SQUID through a flux transformer. Different flux transformers 
have different sensitivity profiles. The simplest design of flux transformers is 
the magnetometer in which a single superconducting loop picks up changes 
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in the enclosed magnetic field and couples it to the SQUID. Flux transform-
ers with two coils, on the other hand, wound in opposing directions are called 
planar or axial gradiometers. The magnetic fields from distant sources are 
relatively uniform to both coils of a gradiometer (both axial and planar) with 
the resulting net flux to the SQUID equal to zero. Conversely, sources in 
closer proximity will generate differential flux in the coils, thereby generat-
ing a signal in the SQUID. Such transformers are relatively insensitive to 
background noise (see Figure 1). The sensitivity profile of an axial gradiome-
ter is similar to a magnetometer whereas planar gradiometers are predomi-
nantly sensitive to sources located just beneath the loop. 
 
Figure 1. A magnetic field due to a small current in the cerebral cortex will cause 
current to flow in the superconducting coil of the flux transformer. In this case, 
the flux transformer is an axial gradiometer (i.e., with oppositely wound coils). 
The magnetic field drops sharply with distance; therefore the magnetic field (blue 
arrows) generated by the neural sources will couple more to the lower loop of the 
coil that is closer to the head. The background and more uniform environment 
noise (purple arrows) will couple equally to both loops of the coil, inducing equal 
and opposite current in two gradiometer loops. The flux transformer is connected 
to an input coil that is inductively coupling the flux to the SQUID. Only the mag-
netic flux (blue arrow) from the cortex will be coupled into the SQUID loop, the 








2.3. MEG measurements 
State-of-the-art MEG systems consist of an array of a few hundred low-Tc 
SQUIDs (with either gradiometers or a combination of gradiometers and 
magnetometers) housed in a single helmet-shaped dewar and cooled with 
liquid helium to around T = 4.2 K. Such a dewar requires approximately 2 
cm thick thermal insulation between the sensors and the outside, room tem-
perature environment to maintain the low operating temperature for the 
SQUIDs.  
The MEG measurement data used in this work was acquired at The Swedish 
National Facility for Magnetoencephalography (NatMEG), Karolinska Insti-
tutet, Stockholm, Sweden (www.natmeg.se). The MEG system deployed at 
NatMEG is an Elekta Neuromag® TRIUX system housed in Magnetically 
Shielded Room (MSR, model Ak3B, Vacuumschmelze GmbH). The Elekta 
system houses 306 SQUID channels (102 magnetometers and 204 planar 
gradiometers). They are arranged in 102 locations over the helmet with one 
magnetometer and two planar gradiometers overlapped at each location. 
MEG sensors are very sensitive to changes in magnetic flux; for reduction of 
external interference and background noise, MEG recordings are carried out 
in MSRs. The MSR at NatMEG has two layers of magnetic shielding along 
with external active shielding. The external active shielding provides extra 
protection for magnetometers from external environmental noise.  
2.4. Source estimates from the recorded MEG signal 
 
Figure 2. Estimation of source currents from acquired MEG data is performed via 
a solution to the so-called inverse problem. An inverse operator is calculated with 
a model of the forward solution, which is a calculation of the magnetic field at the 
sensors as generated by a predefined source distribution.  
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Estimating the location and time-course of brain activity from the measured 
MEG signal requires solving the so-called inverse problem (Figure 2). The 
inverse problem in MEG is ill posed; it does not have a unique solution be-
cause an infinite number of source combinations can theoretically generate 
the same data. However, including a priori information about the underlying 
neurophysiology allows for a unique solution. For example, source estimates 
can be restricted to the cortical mantle where they are modeled as current 
dipoles with a physiologically constrained density. The forward solution 
(also referred to as the gain matrix) is calculated by estimating the magnetic 
field from each dipole location to the sensors, taking into account the con-
ductivity of the medium. For MEG, a single compartment Boundary Element 
Model (BEM, generated from a segmented MRI of the subject’s head) is 
often used because (as mentioned previously) the magnetic field is only 
weakly affected by the tissues through which it passes. The inverse operator 
is estimated based on the gain matrix, sensor covariance, and making realistic 
assumptions on source covariance. The linear minimum norm estimates 
(MNE) inverse operator M can be calculated as (Hämäläinen, 2005). 
 
Where G is the gain matrix, C is the data/sensor noise-covariance matrix 
estimated from, e.g., an empty room recording (without the subject in the 
helmet) or pre-stimulus interval of the data. R is the source covariance. Dif-
ferent inverse operators have different assumptions/priors for estimation of 
R. The MNE selects the solution with the minimum L2 norm from all of the 
current distributions that can explain the data (Hämäläinen and Ilmoniemi, 
1994). 
The source amplitudes j at time t are estimated as follows: 
 
where x(t) is the recorded MEG data. 
2.5. MEG study design 
The first step in any MEG study is to define a research question and con-
straints of the measurement technique. MEG signals are mainly generated by 
the tangentially oriented cortical sources whereas radially oriented sources 
are better detected with EEG. The magnetic field furthermore decreases as a 
function of distance; therefore, deep sources are less visible with MEG and 
thus require more averages for the same signal-to-noise ratio (SNR). The 
study question is thus best defined keeping such constraints in mind. Once 
M = R'GT (GRTGT +C)−1
j(t) =M ⋅ x(t)
Chapter 2 
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the study question is defined, the next step is to design a MEG protocol to 
evoke the desired response so that, e.g., activated brain regions can be stud-
ied. The stimulus type, strength, duration, and inter-stimulus intervals must 
also be designed according to the research question. The number of stimulus 
repetitions, i.e., trials, required to estimate the source activity depends upon 
the expected SNR of the desired response. For example, the so-called N20 
response in somatosensory evoked fields is around 100 fT in magnitude: such 
strong signal-levels can be observed at the single-trial level with magnetome-
ters whose noise levels are below  ~10 fT/√Hz. Performing pilot experiments 
with subsequent optimization of the study protocol is a sound approach to 
test the feasibility and validity of the study.  
2.6. Data acquisition   
The whole process of data acquisition, including checklists for subject prepa-
ration, and MEG system preparation, and log sheet for the recordings for the 
Arousal study, is included herein as Appendix for reference points. 
2.7. Data analysis 
The basic steps/pipeline for analyzing MEG data acquired from the Elekta 
Neuromag® system we use, is summarized in the flowchart shown in Figure 
3. The analysis is carried out in Python and MATLAB, using custom code 
and the open source software packages MNE (Gramfort et al., 2013, 
Gramfort et al., 2014) and FieldTrip (Oostenveld et al., 2011). The MNE- 
and Fieldtrip toolboxes provide built-in functions for filtering, averaging, 
forward and inverse calculations, plotting and graphical user interfaces 
(GUIs) for visualizing MEG data and source estimates at the cortical level. 
Maxfiltering and movement compensation 
The data we acquire from the Elekta Neuromag® system is with active 
shielding on. The active shielding compensates noise by locally generating a 
field to oppose the noise. The data acquired is then filtered with the Maxfil-
ter™ software (Elekta Oy, Finland). Maxfiltering compensates for artifacts 
of active shielding, and also provides additional features like head movement 
correction and artifact removal of external noise by Signal Space Separation 
(SSS) and temporally-extended SSS (tSSS) methods (more details on these 
below). During MEG recordings, the position of the subject’s head relative to 
the MEG sensor array can be continuously tracked using head position indi-
cator (HPI) coils that are attached to the subject’s head. The HPI coils are 
powered with different frequencies. This allows extracting the field strength 
of each HPI coil separately from the measured data, based on which the posi-
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tion of the head inside the helmet can be estimated. These continuous head 
movement positions are used in conjunction with SSS or tSSS for continuous 
head movement compensation implemented in the Maxfilter software. The 
algorithm is based on transforming the measured signals into virtual chan-
nels/signal space calculated through SSS or tSSS in a device-independent 
representation in the head coordinate system. Virtual signals at the sensor 
locations are then calculated from the initial head position of the recording. 
SSS is a mathematical method for removal of external interference and sen-
sor artifacts (Taulu and Simola, 2006). It is a spatial filtering method based 
on the concept that the signal space can be divided into two subspaces/bases: 
an inner source signal subspace (sources within the sensor array) and an out-
er noise subspace (sources outside the sensor array). SSS removes artifacts 
by rejecting the noise subspace and thereby reconstructs a cleaner signal that 
is more dominated by the inner source space. tSSS is a temporal extension of 
SSS (Taulu and Hari, 2009). Like SSS, tSSS removes noise and artifacts but 
it is also able to remove artifacts with a spatially complex subspace that over-
laps both inner signal subspace and outer noise subspace (like artifacts from 
braces, pacemakers, etc.). The signals that are temporally correlated in both 
subspaces are removed from the data and are considered artifacts because the 
brain signal represented by the inner subspace should not leak into the outer 
 




























noise subspace. In the case of no temporally correlated components, tSSS 
gives similar results as SSS. 
The MEG data in this work has been filtered using tSSS using head move-
ment compensation. 
Preprocessing 
This step includes filtering, and removal of artifacts. The data is filtered ac-
cording to the frequency range of the expected activity. The next step is to 
remove ‘physiological’ artifacts, caused by eye movements and heartbeats, 
from the data. One of the commonly used methods for artifact rejection is 
Independent Component Analysis (Hyvärinen and Oja, 2000). ICA decom-
poses the data into statistically independent components (ICs). ICs are then 
correlated with the Electrooculogram (EOG) and Electrocardiogram (ECG) 
that have been sampled alongside the MEG recording. ICs that are correlated 
with the EOG and ECG, respectively, are removed and the ‘cleaned’ MEG 
data is subsequently reconstructed from the remaining ICs. A sample time 
course and topographical map of ICs representing cardiac and ocular artifacts 
for one of our subjects are shown in Figure 4. 
 
Figure 4. Automatically generated topographical map of the cardiac (left) and 
ocular (middle) artifacts along with the time course of the ICs in the right panel. 
The top time course is for 10 seconds of data segmented in two 5-sec epochs. 
Time courses for ICs are marked red for the cardiac (top) and ocular (middle). 
The black trace is from the horizontal EOG channels. 
Averaging time- and frequency-domain activity 
After artifact removal, the data is cropped around the stimulus into epochs. 
The time-domain activity in response to the stimuli is analyzed by averaging 
the epochs. Sample butterfly plots, where data from all the sensors has been 
time-locked and collapsed onto the same axis, and topographical plots for 
averaged/evoked somatosensory stimuli (electrical stimulations to the finger) 
are shown in Figure 5. 
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Figure 5. Left panels: butterfly plots of evoked data with gradiometer (top) and 
magnetometer channels (bottom). The highlighted time-window (green) in the 
butterfly plots is averaged and plotted in the two topographical maps on the right. 
The frequency-domain activity, i.e., neural oscillations in response to stimuli 
(such as the reduction in amplitude of alpha-band signals between 8 and 12 
Hz after presentation of some stimulus), is studied by spectrally decomposing 
the epochs followed by averaging (also known as time-frequency analysis). 
These time- and frequency-domain responses can subsequently be localized 
to the cortical level as source estimates using the inverse operator of choice 
(for example, MNE, sLoreta, etc). 
Structural information for MEG data 
Structural information is added to the MEG data from a brain MRI of the 
subject. The T1-weighted MRIs are segmented using an automated pipeline 
in the FreeSurfer software package (Dale et al., 1999, Fischl et al., 1999). 
The surface midway between white and grey matter is used for setting up the 
source space. A grid of dipoles with appropriate spacing is arranged on that 
surface. A FreeSurfer-based watershed algorithm is furthermore used to gen-
erate the triangulations of the inner skull, skull, and scalp surfaces. 
Forward calculation 
The magnetic field at the sensor locations due to a dipole source on the corti-
cal surface, i.e., the forward solution, is calculated using a BEM. As magnet-
ic fields are only weakly affected by the different conductivities of the medi-
ums, a single compartment BEM (inner skull), assuming the shape of the 
Chapter 2 
13 
intracranial volume, provides a reasonable solution. However, when MEG 
and EEG data are analyzed together, a three compartment BEM (inner skull, 
skull, and scalp) is required.  
Calculation of the forward solution (a.k.a. the Gain or lead field matrix) re-
quires co-registering of the anatomical MRI with the sensor locations. This is 
performed by aligning the set of fiducials (usually nasion and pre-auricular 
points) and head points acquired in the digitization process with the scalp 
surface from the MRI of the subject.  
Inverse operator/ Source estimates 
The inverse operator is calculated for estimating the sources generating the 
evoked and/or induced response at the cortical (source) level. The data covar-
iance is estimated based on a pre-stimulus interval or empty room recording 
(without the subject in the MEG helmet). The source covariance is selected 
according to the chosen inverse method. The source estimates can then be 
calculated and visualized on the cortical surface.  






Hypertension is the most important of cardiovascular risk factors, entailing a 
major share of the global disease burden (Forouzanfar et al., 2015). If risk for 
hypertension could be established, then targeted treatments could relieve this 
burden. However, decades of research have yet to establish a reliable and 
clinically-accessible predictor for hypertension development. As such, should 
MEG be capable of identifying such a risk measure, the clinical utilization of 
MEG would expand significantly. In this section we investigate cortical bi-
omarkers for predicting risk of cardiovascular disease. The objective was to 
identify clinically relevant and non-invasive correlates for what is today an 
established predictor for hypertension: muscle sympathetic nerve response to 
arousal. Previous studies on healthy males have shown that the invasive and 
extremely delicate measurement of an individual’s muscle sympathetic nerve 
activity (MSNA) response to arousal is strongly correlated with the blood 
pressure response to stress (Donadio et al., 2012). As such, the muscle sym-
pathetic nerve response can serve as a potential biomarker for assessing risk 
for hypertension and cardiovascular diseases. Studies with fMRI furthermore 
implicate specific brain regions as part of the central autonomic network that 
modulates sympathetic control. However, because the muscle sympathetic 
arousal response occurs rapidly (within a heartbeat or two at most), the lim-
ited time resolution inherent to fMRI makes it impossible to follow the 
communication between the responsible brain regions with this method. EEG 
provides a high temporal resolution; however, for our purposes, source local-
ization is paramount. MEG is therefore a natural choice for elucidating the 
neural response to stress and identifying a non-invasive biomarker for risk of 
cardiovascular disease. 
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3.1. INTRODUCTION 
The following introduction is meant to provide a thorough understanding of 
our study motivation, based on previous studies/results related to muscle 
sympathetic nerve activity (MSNA). Focus is placed on those parts that have 
guided the design of our MEG study (e.g., the timing of stimulus presenta-
tion) and the analysis pipeline (e.g., identifying regions of interest). Empha-
sis is furthermore placed on the goal of achieving clinically relevant results. 
The fight-or-flight response, also known as the hyper arousal or acute stress 
response, is a physiological reaction in which the body prepares to deal with 
stress. This transitory reaction includes an elevation of blood pressure, tachy-
cardia, and an increase in blood flow to skeletal muscles by inhibiting the 
vasoconstrictor activity in muscle sympathetic nerves. Microneurography 
studies on healthy subjects showed that an MSNA inhibitory response, simi-
lar to that of the fight-or-flight response, was observed when star-
tling/arousing stimuli (visual flash, auditory beep or electrical stimulation to 
the finger) were delivered to subjects in sync with the baroreceptor afferent 
volley to the brain (200 ms after the R-wave of the ECG) (Donadio et al., 
2002a, Donadio et al., 2002b, Eder et al., 2009). However, this response pro-
file showed significant inter-individual differences. In ~50% of subjects, the 
startling stimuli evoked short-lasting inhibition of MSNA and less stimulus-
induced increase in blood pressure, as compared to the other ~50% of sub-
jects that showed weaker or no inhibition—and sometimes amplification—of 
MSNA (Donadio et al., 2002a, Donadio et al., 2002b). Further studies 
demonstrated that this MSNA response profile in relation to arousing stimuli 
is linked to cardiovascular responses during stress. Subjects that tend to in-
hibit MSNA bursts (hereon referred to as Inhibitors) have a weaker blood 
pressure increase when subjected to mental stress. Non-Inhibitors (with no 
effect or increased MSNA following an arousing stimulus), on the other 
hand, exhibited higher and sustained blood pressure increases when subject-
ed to mental stress (Donadio et al., 2012). This MSNA inhibition response 
profile was furthermore reproducible over 6 months suggesting that response 
behavior is a characteristic for the individual and defines how they react to 
arousing stimuli (Donadio et al., 2002b). The specific profile of an individu-
al, i.e., being an Inhibitor or a non-Inhibitor to stress/startling stimuli, pre-
sumably gives an insight into how individuals cope with environmental 
stress. Given that environmental stress and the development of high blood 
pressure and cardiovascular mortality are closely related (Timio et al., 1988, 
Timio et al., 1997), higher and sustained blood pressure response in non-
Inhibitors to arousing or stressing stimuli increases their risk of developing 
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cardiovascular disease. As such, identifying a non-invasive biomarker for the 
MSNA inhibition response and developing therapies to modify it may de-
crease individuals’ risk for developing cardiovascular disease. 
The sympathetic nervous system (SNS) primarily orchestrates the body's 
fight-or-flight response and also contributes to maintaining homeostasis. 
MSNA, a subdivision of the SNS, is composed of vasoconstrictor pulses 
grouped in bursts that are regulated by baroreflexes. MSNA bursts usually 
occur in synchrony with the cardiac cycle and are involved in cardiovascular 
homeostasis (Wallin et al., 1975, Wallin and Fagius, 1988). The central auto-
nomic control of this cardiovascular response pattern (necessary for homeo-
stasis) is modulated by the central autonomic network. Such control includes 
feedback from cortical and subcortical brain regions (Damasio et al., 
Benarroch, 1993). Experimental human studies have contributed to identify-
ing components of this network (Critchley et al., 2000, Gianaros et al., 2004); 
however, there is only limited understanding of how these cortical and sub-
cortical brain areas modulate peripheral autonomic control in humans. The 
set of discrete cortical and subcortical brain areas repeatedly reported in the 
literature to be part of this central autonomic network and cardiovascular 
control in humans includes the anterior cingulate cortex (ACC) (Pool and 
Ransohoff, 1949, Critchley et al., 2003, Vogt and Derbyshire, 2009), insular 
cortex (Oppenheimer et al., 1991, Oppenheimer et al., 1992, Craig, 2002) 
and amygdala (Bechara et al., 1995, Critchley et al., 2000, Asahina et al., 
2003). 
In addition to studying human brain regions involved in regulating changes 
in autonomic activity, many studies have also investigated the influence of 
specific phases of the cardiac cycle on central processing of external stimuli 
(visual detection, perceived pain, or reflexive responses) (Edwards et al., 
2002, Edwards et al., 2008, Park et al., 2014). For example, somatosensory 
input at different phases of the cardiac cycle has been shown to activate dif-
ferential brain activity in an fMRI study (Gray et al., 2009). While it is un-
clear whether the arousal reaction itself is influenced by specific phases of 
the cardiac cycle, the arterial baroreflex modulation of MSNA is quite pro-
nounced (Delius et al., 1972). In microneurography studies arousal stimuli 
elicited the strongest transitory changes in MSNA when they were synced 
with the baroreceptor afferent volley, roughly 200 ms after the R wave of the 
ECG. Inhibition was not significant when the stimulus coincided with the 
ECG R wave or was delayed by 600 ms (Macefield et al., 1998).  
The objective of this study was to investigate the brain regions and underly-
ing neural mechanisms responsible for, or correlated with, MSNA response 
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profiles (that have been characterized, and were heretofore only observable, 
with microneurography). In this study, the MEG protocol is designed such 
that it closely follows the microneurography arousal test, which is known to 
elicit clear transitory changes in the MSNA response. A pilot run with two 
subjects (one Inhibitor and one non-Inhibitor) indicated differences in beta 
frequency responses. Therefore, we focused our analysis on oscillatory re-
sponses in only three cortical brain regions, two of which are implicated to 
be part of central autonomic network: ACC and insular cortex. We also in-
vestigated the response of the Rolandic area (as we utilize somatosensory 
stimuli). We hypothesized that neural responses accompanying MSNA regu-




3.2.1 Study design 
In several previous microneurography studies, the arousing stimulus consist-
ed of an electrical pulse to the index finger triggered with a delay of 200 ms 
after the ECG R-wave. A set of 36 such electrical pulses interspersed with 36 
dummy stimuli (triggering pulse, but no electrical stimulation) were applied 
to the subjects with an inter-stimulus interval (ISI) of 30 to 60 s. The dummy 
pulses were used to contrast the standard heartbeat cycle related MSNA 
changes with that which was induced by stimuli. 
In our initial attempt in translating this protocol to MEG, the dummy stimuli 
were replaced by electrical pulses to the index finger triggered with the ECG 
R-wave without a delay. The rationale behind this choice was based on the 
idea that the inhibition of MSNA activity is negligible when the arousing 
stimuli coincide with the ECG R-wave peak. A significant challenge in the 
analysis of this MEG protocol was the fact that the cardiac artifact was prom-
inent in the averaged response when the stimuli were time locked with the 
ECG. Advanced signal processing techniques like ICA reduced the artifact, 
but were not able to completely remove it. The comparison of these two 
stimulus conditions was therefore unreliable. 
An alternative study design was implemented that included a series of 5 elec-
trical pulses. Each of these pulses was triggered with a delay of 200 ms on 5 
consecutive ECG R–waves, in line with an earlier microneurography study 
(Donadio et al., 2002a, Donadio et al., 2002b). Donadio demonstrated that 
the arousal response from the 5th pulse was negligible as compared to the 1st, 
and indicated that habituation is likely the cause. This protocol is attractive 
for our MEG study because we can compare/contrast the responses to the 1st 
and 5th pulses, while potentially revealing temporal dynamics of habituation 
in between. However, the pilot run from this protocol showed that the brain 
response from, e.g., the first pulse had not returned to baseline before the 
arrival of the second one. In this case, the ~700 ms interval between two 
consecutive pulses (depending on the heart rate of the subject) was deemed 
to be too short. In order to have a sufficiently long time-window for the brain 
to return to some level of baseline in order to analyze the dynamics of the 
response to each pulse, the protocol was modified as follows: 3 pulses were 
triggered with every other heartbeat instead of consecutive heartbeats (i.e., 
the 2nd and 4th pulses were eliminated from the previous 5-pulse sequence) as 
shown in Figure 6.  
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Figure 6. MEG study design showing electric stimulation events with respect to 
the heartbeat. The vertical green lines indicate the application of electric stimula-
tion, delayed 200 ms after the R-wave (highest peak) of the electrocardiogram 
(blue trace). The green dotted line indicates the start of the baseline interval used 
in the analysis. A 1.5 s interval (black dashed lines) after each stimulation was 
used in the time frequency analysis. 
The number of pulse train repetitions is 72, amounting to around 70 mins of 
recording time in line with the previous microneurography study. MEG re-
cordings could benefit from increasing the number of repetitions: doubling 
the recording time boosts the power-SNR by 1.4 times. However, subjects 
tend to lose focus if the recording sessions are too long. 
3.2.2 Preprocessing 
The data acquired was filtered in the 0.5-40 Hz frequency range. The epochs 
were manually inspected for artifacts. Epochs with bad data segments, i.e., 
SQUID noise, movement artifacts, etc., were rejected from further analysis. 
ICA was used to reduce ocular and cardiac artifacts. We rejected 2-4 ICs for 
each subject. The detailed preprocessing steps are provided in the Methods 
section of Paper I.  
3.2.3 Source estimates 
To investigate the oscillatory response in selected regions of interest (ACC, 
insular cortex, and Rolandic area, including precentral and postcentral sulci), 
we used the linearly constrained minimum variance (LCMV) beamformer 
spatial filtering method. This source reconstruction approach is recommend-
ed for localizing oscillatory responses (Hansen et al., 2010). Instead of 
morphing to a common brain, the spatial filters were calculated for volumet-
ric labels of the selected ROIs based on each individual’s MRI FreeSurfer 
segmentation. Anatomical labels were then shrunk into functional labels cov-
ering only the activated vertices (60% of the peak response was selected as a 
threshold) in the label. A single trial-to-trial time series was extracted for 
each functional label at each region of interest. The time series was spectrally 
decomposed in the 5-40 Hz frequency range and averaged. The spectral pow-
Baseline Pulse 1 Pulse 2 Pulse 3 
1.5 s 
Stim Stim Stim 
1.5 s 1.5 s 1.5 s 
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er in all three pulses was normalized to the pre-stimulus interval that preced-
ed the 1st pulse. More details regarding the MEG source analysis is covered 
in the Methods section of Paper I. 
3.2.4 Statistics 
We used a non-parametric, cluster-based permutation test (Maris and 
Oostenveld, 2007) to investigate whether the spectral response was signifi-
cantly correlated with MSNA inhibition (p<0.05, two-sided, 1 000 permuta-
tions). This statistical test provides a straightforward approach for resolving 
the multiple comparison problem that can otherwise plague MEG and EEG 
data analysis because of the large number of sensors/sources and time points 
to be analyzed. The clusters of time-frequency points with above threshold 
correlations between spectral power and MSNA response were identified for 
each ROI and all three pulses. We used the Spearman coefficient for calculat-
ing all correlations. 
3.2.5 Exploratory analysis 
Apart from the analysis reported in Paper I, we investigated evoked respons-
es and connectivity between selected ROIs as is discussed below. With the 
limited number of subjects in the study, this analysis was exploratory in na-
ture and preliminary findings can thus be used for future studies. We also 
analyzed responses in other brain regions that might be involved in the pro-
cessing of the arousal response. 
Evoked responses 
We used two source estimate methods: LCMV and minimum norm estimates 
(MNE), and explored evoked responses in the selected ROIs with both. The 
evoked responses with LCMV source estimates did not show a significant 
correlation with MSNA for any of the three pulses. For MNE-based current 
estimates, the evoked responses were noise normalized by dividing the cur-
rent estimates with the variance, as explained (Dale et al., 2000) that resulted 
in dimensionless statistical variable known as dynamic statistical parameter 
maps (dSPM). The dSPM-evoked responses were compared between Inhibi-
tors and non-Inhibitors on a group level, rather than correlating the responses 
with MSNA. We investigated the evoked responses to Pulse 1, Pulse 3, and 
the difference between Pulses 3 and 1 in all three ROIs. The difference of 
Pulses 3 and 1 was investigated to highlight arousal effects, as Pulse 1 is 
arousing whereas Pulse 3 is expected. We found differences on a group level 
in the insular cortex (both hemispheres) for the evoked response to Pulse 3 
(shown in Figure 7); however, the differences were only marginally signifi-
cant (right hemisphere p=0.07, left hemisphere p=0.05). These p values were 
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corrected for multiple time instances that were investigated through non-
parametric cluster-based statistics; they were not, however multiple-
comparison corrected for ROIs. No significant differences were found in 
response to Pulse 1 or in the difference in the response between Pulses 3 and 
1 in the selected ROIs. 
 
Figure 7. Evoked responses for Inhibitors (N=9, red) and non-Inhibitors (N=9, 
blue) extracted from the insular cortex functional label in the left and right hemi-
spheres. The dashed blue and red lines indicate standard error of mean. The pur-
ple highlighted area shows the time points with significant (p<0.08) group differ-
ences between Inhibitors and non-Inhibitors identified through non-parametric 
cluster based permutation testing. 
Connectivity analysis 
Preliminary connectivity analyses between frontal and somatosensory brain 
regions did not reveal any significant correlation with MSNA. A deeper un-
derstanding and rationale behind the choice of connectivity measure used and 
investigating differences on a group level might be useful in a more detailed 





Whole brain analysis 
In order to investigate whether other areas of the brain might be involved in 
the processing of the arousal response, we used non-parametric cluster-based 
permutation tests on the time-frequency responses over the whole brain. This 
analysis revealed only the Rolandic area as being significantly correlated 
with MSNA. However, this could be because cluster-based statistics are ex-
tremely sensitive to clusters that span large areas in time-frequency space; as 
such, true focal effects could go unnoticed in the presence of bigger clusters. 
A more refined approach to investigate focal effects in other brain regions is 
required for a thorough whole brain analysis. 
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3.3. RESULTS AND DISCUSSION 
In this study, we presented a MEG experimental approach for investigating 
neural biomarkers for the MSNA response that can signify risk for later de-
velopment of high blood pressure. We found a significant correlation be-
tween MSNA and spectral power changes in the ACC whereas no significant 
effect was found for the insular cortex. Both the ACC and insular cortex have 
been identified in the literature as brain centers for modulating sympathetic 
functions (Pool and Ransohoff, 1949, Oppenheimer et al., 1991, 
Oppenheimer et al., 1992, Craig, 2002, Critchley et al., 2003, Vogt and 
Derbyshire, 2009). In our study, the MSNA response profile reflects individ-
uals’ response strategies, and its correlation with ACC suggests that this 
brain region is involved in the evaluation and modulation of arousing stimuli, 
rather than just resting state sympathetic firing. These findings are in line 
with a previously reported role for the ACC that implicated its involvement 
in context-driven modulation of bodily arousal states (Critchley et al., 2003). 
We also found a strong correlation between Rolandic beta rebound and 
MSNA that can serve as a biomarker for MSNA response profile. Beta re-
bound in response to somatosensory stimuli is a well-known phenomenon 
which is thought to represent ‘idling’ of cortical neurons (Pfurtscheller et al., 
1996), an ‘active inhibited state’ (Cassim et al., 2001) or ‘signaling status 
quo’ (Engel and Fries, 2010). The correlation of beta rebound with the pe-
ripheral sympathetic arousal response may be a reflection of a response strat-
egy wherein the brain prepares for defense by filtering out additional incom-
ing information in the somatosensory cortex. Inhibitors with relatively higher 
beta rebound power for repetitive stimulation would therefore presumably 
have a stronger gating/filtering effect on new information in order to main-
tain the status quo of a fight-or-flight like response. In other words, it may be 
that Inhibitors block additional information by actively inhibiting or deac-





In the present study, one of the constraints in designing the protocol was to 
keep the MEG paradigm similar to the one used in previous microneurogra-
phy studies, which is known to elicit a clear MSNA response. After identify-
ing Rolandic beta as a biomarker, the paradigm could be redesigned in dif-
ferent ways to test how closely the beta rebound follows the MSNA re-
sponse. For example, the 200 ms delay between the ECG R-wave and the 
stimulus is optimal for observing MSNA inhibition in microneurography. 
However, the timing of the stimulus might not affect the cortical response 
and/or the overall defense response strategy displayed in Inhibitors and non-
Inhibitors. The current paradigm requires a long ISI (as much as 60 s) to 
maintain the arousing effect of the stimulation, which in turn leads to a rather 
long MEG scanning session, exhaustive to the volunteer subjects. Thus, it 
would be useful to study how closely the beta rebound in simple electrical 
stimulation responses with shorter ISI, without an arousal effect, is related to 
MSNA inhibition. This can further provoke questions such as do arousal 
induced MSNA transients reveal a much broader individual trait wherein 
some individuals have consistently high beta rebound filtering whereas oth-
ers do not? 
In this study we have collected rich dataset: in addition to MEG, we have 
EEG, MRI, Galvanic skin response, respiratory pattern, ECG, and pupil dila-
tion data. For the scope of this study, we limited our analysis to the MEG 
data; however, analyzing, for example, the pupil response and heart rate vari-
ability in response to arousing stimuli would add to the understanding of the 
arousal response. 
The analysis in this study was focused on oscillatory responses in selected 
ROIs. However, beyond that, one of the benefits of MEG is the ability to 
allow the study of the interaction between different brain regions. The ACC 
is known to modulate sympathetic control. Furthermore, based on the present 
study, we suggest that the Rolandic/somatosensory cortical brain response 
reflects the defense response strategy adopted by each individual. As such, 
the ACC might be modulating the somatosensory response. How this interac-
tion is working can be investigated further via a more thorough connectivity 
analysis between these two regions than that which is presented herein and in 
Paper I. Moreover, investigating the mechanistic features of beta events, such 
as amplitude, number of events, etc., in single trial data might reveal addi-
tional information regarding the generators of the beta rhythm in both regions 
as suggested by a recent study (Sherman et al., 2016).  
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Partly due to the small number of subjects in this study, we limited our anal-
ysis to ROIs. An improved approach towards whole brain analysis, (remem-
bering to exclude or otherwise mitigate the dominating effects of bigger clus-
ters), could reveal more regions of interest that are involved in arousal pro-
cessing. Understanding the arousal phenomenon, defense strategies, brain 
networks involved in the process, and their interaction remain important open 
research questions. Regardless, identifying a non-invasive biomarker for the 
MSNA response profile was a primary endpoint of this study that we suc-
cessfully reached. 
This study is a candidate clinical application involving both research and 
societal utilization of state-of-the-art MEG. MEG, in this study, has allowed 
us to expand our understanding of brain networks involved in sympathetic 
arousal and, more importantly, has identified a close relationship between an 
individual’s sympathetic response and Rolandic beta rebound. However, 
utilizing these findings for assessing risk of hypertension in large populations 
or implementing them in a routine clinical screening is not feasible with 
state-of-art MEG systems. Fortunately, there are promising developments 
going on in the MEG world that could, in the future, lead to systems that are 
cheap and simple enough to be used clinically (i.e., like EEG systems are 
used today). Such hardware is best developed with clear applications in mind 
and validating their capabilities is critical to their clinical reach. 
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4 METHODS TO VALIDATE ON-SCALP 
MEG 
New sensor technologies such as high-Tc SQUIDs and optically-pumped 
magnetometers (OPMs) present an opportunity for eliminating the need for 
liquid helium and reducing the standoff between the sensors and the head. 
Next generation MEG systems based on such sensor technologies could de-
crease maintenance costs and enable extraction of more information from the 
brain via what has now been termed “on-scalp MEG”. On-scalp MEG sys-
tems could then open new doors towards understanding of neural mechanism 
in the brain and provide a promising bridge between ECoG (invasive) and 
state-of-the-art (non-invasive) EEG and MEG. In this section, we present 
methods for validating the potential of single and multi-channel on-scalp 
MEG arrays. 
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4.1. INTRODUCTION 
Researchers and clinicians started exploring clinical applications of MEG 
already in 1980s: even with a single channel MEG system, MEG provided 
valuable information regarding the location of epileptic activity long before 
full head systems were available on the market (Barth et al., 1982). However, 
routine clinical utilization of MEG for epilepsy investigations was slow to 
develop even though it showed remarkable improvement in presurgical epi-
lepsy evaluations (Stefan et al., 2003, Knake et al., 2006, Knowlton et al., 
2009, Fujiwara et al., 2012). MEG is today being used on clinical popula-
tions for understanding mechanisms and identifying biomarkers for neuro-
degenerative diseases like Parkinson's (Berendse and Stam, 2007, Stoffers et 
al., 2008) and Alzheimer's (Criado et al., 2007, Zamrini et al., 2011) as well 
as developmental disorders like Autism (Port et al., 2015), but primarily in 
the research setting. Clinical utilization of MEG has improved over time with 
the advancement in MEG hardware, software, and analysis tools; however 
the high installation and maintenance cost are still limiting factors for the 
MEG user-base growth (Van Veen et al., 1997, Taulu and Simola, 2006, 
Mantini et al., 2008, Oostenveld et al., 2011, Gramfort et al., 2014). Beyond 
cost, the software end of MEG has improved considerably in the last two 
decades, but analysis still requires investment and expertise. Improvement in 
the hardware has also been limited until recently when new sensor technolo-
gies began to show potential in MEG. On-scalp MEG systems, with such 
new sensor technologies, would not only be economical solutions, but the 
boost in the spatial resolution gained by coming closer to the head might, 
e.g., reduce the need for invasive ECoG-based investigations for epilepsy 
evaluation. In general, on-scalp MEG may bridge the gap between MEG 
being used for research on clinical populations to MEG being used routinely 
for clinical applications. 
The path from proof-of-principle to clinical utilization is a long one. From 
the first MEG recording with a single SQUID in the 1970s, MEG hardware 
matured through 4-, 7-, 24-, 122-, and 300+-channel systems with full head 
coverage over the course of more than two decades (Romani et al., 1982, 
Lounasmaa et al., 1989, Ahonen et al., 1991, Foglietti et al., 1993, Knuutila 
et al., 1993, Pizzella et al., 2000, Okada et al., 2006). State-of-the-art MEG 
systems on the market today, based on low-Tc SQUID sensors, were, until 
recently, considered fully evolved and cutting edge in the field. Likewise, on-
scalp MEG must embark on a similar, but entirely new journey of evolution 
from single-channel systems to a full-head system. However, this journey is 
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now guided by existing full-head MEG systems towards a better, perhaps 
simpler, and more economical solution. 
One of the contending sensor technologies for next generation MEG systems 
are high-Tc SQUIDs. They operate at T=77 K and can therefore be cooled 
with liquid nitrogen, eliminating the use of liquid helium. This more moder-
ate operating temperature means high-Tc sensor systems can suffice with a 
thermal insulation thickness of less than 1 mm between them and the room-
temperature environment. High-Tc SQUID technology has always had poten-
tial for MEG; however, until recently, consistent sensor fabrication with sen-
sitivity sufficient for MEG was a challenge. “High transition temperature 
SQUIDs for MEG” in (Körber et al., 2016) and a review by Faley et al.  
(Faley et al., 2017) discuss the current status of high-Tc SQUID technology 
and its potential for MEG systems. 
The SQUID lab at Chalmers University is working towards the development 
of a high-Tc SQUID-based full-head MEG system. Starting in 2012 with a 
single channel system, they showed promising results by demonstrating sen-
sitivity to well-known alpha and mu rhythms from the brain (Öisjöen et al., 
2012). Six years later, a 7-channel system is now available (Pfeiffer et al., 
2016). My contribution to this effort has been to develop protocols and 
benchmarking routines for validating and exploring the unique possibilities 
available to high-Tc sensor technology in on-scalp MEG recordings. As such, 
the long-term aim is to pave the way towards a high quality and economical 
neuroimaging system for clinical diagnostics. 
4.1.1 On-scalp MEG recordings 
The general on-scalp MEG experimental recording trend has followed that of 
the original MEG story: start with recording well-known neurophysiological 
signals (e.g., alpha rhythms), move towards those that could be of interest to 
researchers and clinicians (e.g., somatosensory evoked fields), and then ex-
plore areas where new information about the brain may be discovered. That 
trend also provides a natural learning curve for MEG recordings as one ma-
tures from quite simple experimental protocols to very complex ones that 
require months of planning together with neuroscientists and physiologists. 
Several validation studies have already confirmed the ability of new sensor 
technologies, e.g., high-Tc SQUIDs and OPMs, to record brain activity 
(Öisjöen et al., 2012, Kim et al., 2014, Boto et al., 2017).  
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Benchmarking/validation recordings 
With the sensitivity of the sensors with respect to brain activity established, 
more complex and quantitative recordings have been initiated. The aim of 
such benchmarking studies is to evaluate new sensor technology in compari-
son to existing systems (Paper II). An appropriate MEG protocol in this case 
would evoke a focal and robust response that does not habituate with repeat-
ed stimuli. The meaningful comparison between on-scalp and conventional 
MEG is related to source-to-sensor distance. The noise levels of new sensor 
technologies might not be as good as conventional low-Tc SQUIDs, however 
signal gain in on-scalp MEG is achieved by coming closer to the source. 
Focal responses are therefore preferred over diffuse sources/activations 
wherein the breadth of the activation can be larger than the relative change in 
source-to-sensor distance (and thus making the sensor comparison difficult to 
interpret). Moreover, a robust comparison experiment with a single channel 
system would require at least two runs of the stimulation/recording protocol 
in order to capture the negative and positive peak of the evoked response; the 
stability of the response with repeated stimulation is therefore critical. The 
N20 peak in the somatosensory area evoked by median nerve stimulation is a 
good example of such a response. It is a robust signal from a physiological 
prospective in the sense that it does not habituate (Desmedt and Tomberg, 
1989, Tomberg et al., 1989). Many trails can therefore be averaged in order 
to boost the SNR. As it is an early response, the N20 can furthermore be 
detected with short inter-stimulus intervals. The overall duration of the pro-
tocol can therefore be short, even with many trials. The generator/source of 
the N20 is also quite focal which (in addition to allowing for a clear source-
to-sensor estimation) simplifies modeling. The detailed experimental setup 
for benchmarking a single channel on-scalp high-Tc system is presented in 
Paper II. 
Neuroimaging benefits of on-scalp MEG 
Beyond benchmarking, an aim is to explore the potential neuroimaging bene-
fit of on-scalp MEG. Recording the magnetic field from closer to the brain 
can potentially improve the spatial resolution of MEG. This might allow 
resolving and understanding micro-networks in the brain, e.g., gamma-band 
generators, or reveal new functional networks. For example, high amplitude 
theta band activity in the occipital region was discovered in one subject with 
single channel high-Tc MEG recordings (Öisjöen et al., 2012). Furthermore, 
we have observed unexpected features in MEG recordings of somatosensory 
evoked fields (Paper II). 
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4.2. EXPERIMENTAL SETUP 
For single (or few) channel on-scalp MEG investigations, the existence of 
full-head MEG systems facilitates and guides the process. A full-head MEG 
system can be used to estimate the expected response at the cortical level 
and, as such, guide the search for optimal recoding locations for a single or 
few channel MEG system. The detailed protocol for benchmarking next gen-
eration on-scalp MEG systems to conventional systems is presented in Paper 
II. Here, the three general steps of the benchmarking recording process are 
summarized: 
The first step is to run the whole stimulus paradigm with a full-head MEG 
system. This step not only validates the paradigm and confirms that the de-
sired response is invoked, but also provides an estimated response profile for 
assisting single or multiple channel on-scalp recordings.  
The second step is to estimate the expected neuromagnetic response on the 
scalp surface, for a prior selected time instant and brain region in order to 
guide the on-scalp recording locations. This step utilizes full head MEG data, 
as well as forward and inverse calculations that are discussed in more detail 
in the next section and chapter.  
The third step is to identify/mark the scalp regions for optimally recoding the 
response and to adapt the paradigm according to the single (or multiple) 
channel recordings. This depends on the research question, the targeted re-
sponse profile, and the available number of channels in the on-scalp MEG 
system. For example, for the N20 evoked field, if the aim is to compare only 
the gain in the amplitude from coming closer to the head with an on-scalp 
MEG system, then recording the maximum and minimum peak of the dipole 
response of the N20 peak (guided by the full head MEG measurements) 
might be sufficient. This would require running the MEG paradigm twice, as 
was done in Paper II. For the second benchmarking recording (discussed in 
the next section), the objective was to investigate the field pattern of the N20 
response with a single channel on-scalp MEG system. In this case, recording 
from two positions was not enough. A grid of 20 to 25 locations covering the 
whole dipole field pattern of the N20 response would be an ideal recording 
protocol, but is not practical. Such a measurement would require 2 to 2.5 
hours of measurement time only, excluding the time required for moving the 
single channel system from one measurement location to another. Moreover, 
habituation of the response over the course of such a long recording might 
become a concern. Therefore, recording from only a few locations on a line 
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connecting the positive peak, zero crossing, and negative peak of the N20 
response was considered a suitable alternative.  
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4.3. ANALYSIS PIPELINE 
To understand the steps involved in the analysis of benchmarking data, I 
present the analysis of the high-Tc recordings of the N20 peak of the soma-
tosensory evoked magnetic field from our second benchmarking study 
(Andersen et al., 2017). The stimulus paradigm was electrical stimulation to 
the median nerve at the left wrist with a repetition rate of 2.8 Hz. The data 
was acquired through the NatMEG (dubbed the “low-Tc MEG”) system and a 
single channel high-Tc SQUID based on-scalp MEG system. The stimulation 
protocol was repeated ten times to record the field at 10 different locations on 
the head (dictated by the full head low-Tc MEG recording) covering the line 
capturing the maximum, zero crossing, and the minimum of the N20-
response for median nerve stimulation. Around 1000 stimuli (at least 5 
minutes of recording) were delivered in each run. In the previous benchmark-
ing experiments (reported in Paper II), we only recorded data from the max-
imum and minimum peaks. The results in Paper II indicated a more complex 
field pattern was detected by the high-Tc sensor recording as compared to 
that which was predicted from the conventional full-head MEG recordings. 
The aim of the second benchmarking recording, analyzed here, was to inves-
tigate those differences further. We have processed data from nine of ten 
recording locations here through the developed pipeline (one was rejected 
due to bad data quality). 
The key steps in the data processing pipeline are: 
1. Full head conventional MEG data is preprocessed following the 
regular MEG processing stream (as was explained in Chapter 2) and 
includes cleaning of the data, filtering, and estimating the sources of 
the recorded fields at time-points around the N20 peak. 
2. The next step is to predict the magnetic field on the scalp surface for 
the time-points around the N20 peak. This could be done by forward 
projecting the source estimates from the low-Tc data to the head sur-
face (Figure 8b), or extrapolating the field maps from the low-Tc 
helmet/sensors to the scalp surface (Figure 8c). The difference be-
tween these two approaches is that the fields predicted from estimat-
ed sources are regularized based on the assumptions made in the cal-
culation of the inverse operator. Extrapolating the fields, on the other 
hand, is more sensitive to noise in the data as it consists only of 
translation of data from one sensor space to another. The low-Tc, and 
scalp-level magnetic activity estimates from each approach for the 
N20 peak are shown in Figure 8.  
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Figure 8. Different presentations of the MEG activity estimates for the 
N20 peak at time=21 ms. a) the neuromagnetic field at the low-Tc hel-
met surface. b) The field maps calculated by forward projecting the 
source estimates from the low-Tc data to the head surface. c) The field 
maps extrapolated from the low-Tc sensors to the scalp surface and 
marked with the points where high-Tc single channel data was record-
ed. The labels (left to right) C6, C1, C3 cover the positive peak, B1, B3, 
and B4 cover the zero crossing and A6, A1, and A3 cover the negative 
peak of the N20 response.  
 
3. Identify the high-Tc on-scalp recording locations. The low-Tc sensors 
are fixed in a helmet shaped dewar. The position of the head with re-
spect to this fixed sensor array is estimated based on the HPI coils at-
tached to the head. As such, hundreds of fixed low-Tc sensors are 
used to localize the HPI coils and thus estimate the head position. 
For moveable single or multichannel systems the problem becomes 
more complicated. As shown by a recent simulation study, this can 
be solved for a small moveable multichannel system by estimating 
the sensor locations based on an array of HPI coils with known loca-
tions and orientations (Pfeiffer et al., 2018). For a single channel re-
cording, the positions could roughly be estimated from digitizing the 
intended locations and aiming the sensors at those locations. In this 
case, a Polhemus FASTRAK (Polhemus, Colchester, Vermont) was 
used to digitize the aimed locations. However, human error and un-
certainty in placement of the cryostat at the given location cannot be 
excluded. The magnetic field distribution of the N20 peak (projected 
from the low-Tc recordings), and markers of the high-Tc acquisition 
locations (C6, C1, C3, B1, B3, B4, A6, A1, A3) are shown in Figure 
8c. 
 
4. Extract the time courses for the predicted field at the scalp surface 
from the low-Tc data at the on-scalp recording locations (as shown in 
Figure 9). 




Figure 9. Expected/predicted on-scalp fields around the N20 activation, 
based on calculating the field maps on the scalp surfaces from the full-
head low-Tc MEG recording. The predicted evoked response for each of 
the on-scalp MEG measurement positions (labels corresponding to those 
in Figure 8), based on the field extrapolation approach, are presented.  
 
5. The high-Tc data is preprocessed with the same parameters (filters, 
etc.) as the low-Tc data was. The high-Tc recorded fields are shown in 
Figure 10. 
 
Figure 10. Measured fields from the single channel high-Tc on-scalp 
recording of the somatosensory evoked fields around the N20 activa-
tion. Labels A1-C6 correspond to those in Figures 8 and 9.  
 
6. The last step in this pipeline is to investigate the differences in the 
measured high-Tc and low-Tc data. The recorded fields can be visual-
ized in different formats/maps for better understanding. For example, 
contour maps for the predicted and measured on-scalp fields are 
shown in Figure 11. 
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Figure 11. The contours maps of the expected (conventional, low-Tc MEG) 
and measured (single channel high-Tc on-scalp) fields.  
The contours in the expected field in Figure 11 indicate a single dipole pat-
tern at t=21 ms. At t=26 ms the pattern is more spatially diffuse indicating a 
larger cortical area of activation, but still a roughly dipolar pattern. The 
measured field is more complex. At t=21 ms, the positive and negative peaks 
in the field pattern, each contain two peaks that add up. At t=26 ms, those 
double-peaks patterns are more distinct.  
The simple difference between measured and predicted data sets is presented 
in Figure 12. Such a presentation can provide insights into the types of 
sources to which on-scalp MEG is more—or even uniquely—sensitive, as 
compared to conventional MEG. The field pattern in the contour map of the 
difference suggests a more complicated source generated signals at the scalp 
surface than that which would be generated by a simple dipole; the source is, 
however, of very low amplitude, especially compared to the predicted N20 
component. The next step would be to localize these differential field pat-
terns in order to investigate if on-scalp measurements are able to reveal addi-
tional sources as compared to conventional MEG. This might indicate im-
proved spatial resolution is possible with a high-Tc on-scalp system as com-




Figure 12. The difference between measured and expected fields. Left: the 
full time-course of the measured field that is in excess of the predicted one. 
Right: the difference between measured and expected field for one time in-
stant (t=21ms). These visualizations of the differential activity indicate more 
complicated field patterns were detected at the scalp surface than that which 
is expected from a single dipole for the N20 response. 
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4.4. OUTLOOK 
The long-term goal is to develop a full head on-scalp MEG system. Howev-
er, the multi-channel systems developed with new sensor technologies could 
already be used in preclinical and clinical applications. The pipeline and set-
up presented in this chapter would facilitate such recordings. Single or multi-
channel systems could be used in an application where investigating a region 
of interest is of more relevance than the localization of all activity. For ex-
ample, few-channel on-scalp MEG investigations of an epileptogenic zone 
intended to provide additional information about its location and extent could 
be guided by, for example, EEG localization. A preclinical investigation of 
mechanisms promoting hypertension based on individuals’ arousal responses 
(e.g. with a biomarker already identified to be generated in the Rolandic area) 
could be another application area. On-scalp MEG systems with limited chan-
nel count could also contribute towards the understanding of more compli-
cated neural mechanism in the brain. Some examples of this include investi-
gating local communication within cortical layers in the primary visual 
and/or auditory cortices or attempting to identify feedforward and feedback 




5 FRAMEWORK FOR DESIGNING ON-
SCALP MEG ARRAYS 
Single and multichannel recordings provide a proof of concept that new sen-
sor technologies can be used for MEG. However, such recordings fail to 
demonstrate the neuroimaging advantage of new sensor technologies in full-
head systems as compared to the state-of-the-art. An evaluation of the per-
formance of new sensors in realistic full-head arrays is important both for 
demonstrating their advantages over today’s MEG systems theoretically, but 
also in the practical design of next generation neuroimaging systems. In this 
work, I have developed a framework for evaluating the performance of new 
sensor technologies in a full head system, with varying layouts and design 
parameters such as sensor dimensions, standoff from the head, center-to-
center distance, etc. 
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5.1. INTRODUCTION 
In conventional MEG, the heavy cryogenic requirements of low-Tc SQUIDs 
did not allow for much flexibility in designing full head systems. The only 
practical choice was to densely pack low-Tc sensors in a single dewar that 
provides the vacuum insulation for the sensors. The low operating tempera-
ture of low-Tc SQUIDs (less than 10K) requires thermal insulation of around 
2 cm from the sensors to room temperature. New sensor technologies elimi-
nate the use of liquid helium and hence the bulky cooling system. The two 
most promising sensor technologies contending for next generation MEG 
systems are OPMs and high-Tc SQUIDs. OPMs do not require cryogenics at 
all: the sensors instead operate above room temperature and require insula-
tion to prevent heat conduction to the head surface. For high-Tc based sys-
tems, the use of liquid nitrogen or even cryogen-free micro-cooling technol-
ogies instead of helium has allowed a lot more flexibility and options in de-
signing sensor layouts for next generation systems. 
Theoretical studies evaluating the performance of new sensor technologies 
are already present in the literature (Nenonen et al., 2004, Schneiderman, 
2014, Boto et al., 2016, Iivanainen et al., 2016). These simulation studies 
have used hypothetical sensor layouts to compare the potential performance 
of new technologies with the state-of-the-art. The layouts are often created 
by snapping the sensor locations of current MEG systems to the head sur-
face; as such the array layouts are arbitrary and restricted to the number of 
sensors in the current MEG system. Realistic array designs for full head sys-
tems that exploit the full potential of on-scalp technology are still lacking. 
Moreover, the layouts that have heretofore been explored are focused on a 
customized array that is adaptable to each individual’s head. The idea is very 
appealing in theory; however, practical constraints (such as the size of indi-
vidual sensor module) will directly affect how well the sensors cover the 
head. Evaluating the tradeoff between flexibility and coverage is therefore 
needed: there could be other design approaches that can provide better aver-
age coverage even if they are not fully customizable to an individual’s head 
shape. 
In our study, we have assessed three design approaches for full-head sys-
tems: 
1. Adaptable system consisting of single sensor units, which adapt to 
individual’s head shape (similar to EEG caps).  
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2. Conventional layout in which sensors are tightly and inflexibly 
packed in a helmet-shaped dewar (similar to state-of-the-art MEG 
systems). 3. A modular design, in which multiple sensors are tightly and inflexi-
bly packed in one unit (e.g., a cryostat), and several such units are ar-
ranged around the head to provide full head coverage. This approach 
is, in principle, somewhere between fully adaptable customized sys-
tems and a fixed rigid dewar.	  
For assessing the performance of different MEG sensor array layouts, infor-
mation capacity is a useful comparison metric (Nenonen et al., 2004, 
Schneiderman, 2014, Boto et al., 2016, Iivanainen et al., 2016). Information 
capacity is simple to calculate and quantifies the sensor distances from the 
sources, sensitivity, and configuration into a single number. However, differ-
ent layout configurations of sensors can give different coverage of the head. 
Quantifying these differences in coverage is not possible with information 
capacity alone as its gives the total information extracted from the entire 
brain (assuming all sources in the brain are active at the same time); as such, 
the spatial dimension is lost. Other metrics allow comparisons of spatial cov-
erage, for example, via the point spread function (PSF) and its derivatives 
peak position error (which estimates the localization accuracy based on the 
correlation scores of neighboring sources), and cortical area (number of 
sources exceeding a certain correlation score). However, these all require 
calculation of an inverse operator and are hence strongly affected by the var-
ious choices/assumptions made to calculate it. Relative sensitivity cortical 
maps are based only on the lead field (no inverse operator is required); how-
ever, they do not account for differences in the noise levels of different kind 
of sensors being compared. This is an important limitation, as on-scalp MEG 
sensors generally have higher noise levels than their low-Tc counterparts. To 
this end, we have introduced a new method that combines information capac-
ity with spatial information, namely Spatial Information Density (SID), as 
presented in Paper III. SID evaluates the information content by treating each 
cortical source independently; as such, it quantifies the total information 
extracted by a given sensor array from each patch of the cortex. By display-
ing SID on the cortical level, one can therefore understand which brain re-
gions are well-sampled by a given sensor array, and which are not. 
The performance of a given MEG system is affected by many parameters 
such as the sensitivity of the sensors (noise levels), packing density of the 
sensors (center-to-center distance), number of sensors, and how far the sen-
sors are from the scalp surface (standoff). These parameters are also partially 
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dependent on one another (e.g., the center-to-center distance and standoff 
roughly dictate the number of sensors) and on the sensor technology under 
study. To have a better idea of how these parameters interact and for design-
ing an optimal layout for next generation MEG system, we have developed a 
framework that allows designing different arrays with variable sensor con-





The framework is developed in MATLAB and python, following the stand-
ard formats and coordinate systems used in the MNE toolbox for MEG data 
processing. Defining the sensor arrays in a standard MEG format allows us-
ers to benefit from the functionality of the toolboxes (such as calculation of 
PSFs, sensitivity maps, simulating MEG data for different array designs, etc.) 
The main modules in the framework are as follows: 
Designing the array 
The first module distributes the sensors on the head (or helmet) surface ac-
cording to the chosen design parameters. The output of this module is the 
locations and orientations of the sensors in an array, maintaining specific 
center-to-center distance and standoff from the given head or helmet surface.  
For uniformly distributing the sensors on a head or helmet surface, we im-
plemented a Chebyshev net algorithm in MATLAB that generates a roughly 
square grid on a curved surface as shown in Figure 13. The Chebyshev net is 
based on finding the points of intersection of circles with fixed radii (the 
radius is equal to the required grid length) along two perpendicular primary 
axes that are chosen semi-arbitrarily (typically front-to-back and left-to-right 
in the head coordinate system). More detail about this meshing method is 
explained in (Popov, 2002). An example of a Chebyshev net on a helmet 
surface is shown in Figure 13. 
	  
Figure 13. A Chebyshev grid on a helmet surface. The red asterisk shows the 
identified grid locations through the Chebyshev algorithm based on the intersec-
tion of fixed-radius (yellow-colored) circles projected onto the curved surface of 
the helmet (blue).   
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The program allows the user to specify the surface (head or helmet), standoff 
from the surface for placing sensors, and center-to-center spacing of the grid 
points (i.e. the sensor locations). The sensors are then uniformly distributed 
according to those parameters.	  
For designing the layout for the modular system approach, a GUI-based pro-
gram has been developed. The user is prompted to manually select the loca-
tions of the unit (e.g. cryostat) around the head surface. The program calcu-
lates the locations and orientations of the sensors within the unit and with 
respect to the head while ensuring the all sensors are no closer to the head 
than the minimum standoff specified.   
Aligning the sensor array with the head model 
To make the sensor arrays compatible with the MNE toolbox, this module 
aligns and transforms the coordinate system according to the MNE format. 
The sensor arrays are defined in device coordinates, and head models are 
defined in MRI coordinates. All transformations between these coordinate 
frames are calculated at this step. The coordinate systems used in the MNE 
toolbox for defining the MEG sensor array and MRI data for the head model 
are explained in detail in the MNE user manual (Hämäläinen, 2005).   
Forward/gain matrix calculation 
In this module, all transformations and sensor specifications are written in a 
fif-file format (a standard MEG data format) using standard MNE toolbox 
functions. Once the fif-files are created the arrays can be used with any MEG 
analysis toolbox. The forward/gain matrix is calculated following the stand-
ard MEG data processing pipeline. 
Evaluating performance based on different metrics  
The sensor arrays generated can be evaluated and compared with different 
evaluation metrics. MATLAB code is developed to calculate the total infor-
mation content and SID maps based on the calculation presented in Paper III. 
Other metrics, e.g., sensitivity maps and PSFs, are already implemented in 
available open source MEG toolboxes. This framework is generalized and 
can be used to approximate design parameters for different sensor technolo-
gies.  
An example of semi-idealized MEG sensor arrays 
In order to investigate the effects of some of the most important aspects of 
MEG performance, we simulated a range of design variables and compared 
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them with this framework. Sensor standoff, packing density, and noise were 
varied through what is reasonably achievable with todays sensor technology. 
This approach is particularly powerful as semi-idealized systems can be 
compared irrespective of the constraints associated with sensor technology 
used: we simulated arrays of point magnetometers that can thus be distribut-
ed with arbitrary density. The point magnetometers are distributed on the 
scalp surface of an average head model provided by the FreeSurfer toolbox, 
with three different standoffs, three different noise levels and varying center-
to-center distance. The three standoffs are chosen to represent the three com-
peting sensor technologies available in the market: 1 mm for high-Tc SQUID 
sensors (Öisjöen et al., 2012), 6 mm for OPM sensors (QuSpin QZFM), and 
20 mm for low-Tc SQUID sensors (Elekta Neuromag® TRIUX). The noise 
levels used in the simulations are 50 fT/√Hz (a pessimistic noise estimate for 
mass-produced high-Tc SQUID technology), 11 fT/√Hz (demonstrated by 
both OPMs and high-Tc SQUID technologies), and 3 fT/√Hz (typical for 
low-Tc technology). The results (presented in Figure 14) show that even sen-
sors with relatively high noise levels could still perform better in full-head 
MEG because of the reduced standoff and denser packing, indicating the 
benefit of the smaller standoff in on-scalp MEG.  
	  
Figure 14. Total information capacity for point magnetometers distributed 
around the scalp surface of the average FreeSurfer head with variable center-to-
center spacing. The legend indicates the sensor-to-head distance and sensor white 
noise level for each curve. 
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5.2.1 Evaluation of practical high-Tc SQUID based MEG 
arrays 
To evaluate the potential of high-Tc SQUID sensors for next generation MEG 
systems, we designed three practical layouts based on realistic design param-
eters for high-Tc SQUIDs in Paper III. The layouts were compared to the 
low-Tc SQUID-based Elekta Neuromag system. The comparisons were based 
on the traditional Information content metric and the coverage of the arrays 
was evaluated with the new method developed, i.e., SID. Moreover, addi-




The developed framework can be used to design and explore a wide variety 
of high-Tc SQUID-based layouts. For example, we evaluated the optimum 
number of channels per cryostat in a modular cryostat approach, i.e., with 
more than 7 sensors in each module (Boldizar and Slipac, 2017). The frame-
work could further be used for optimizing sensor size. In the future, it could 
be integrated into open source MEG toolboxes, allowing other sensor tech-
nologies, like OPMs, to benefit from the developed pipelines. 
The SID method presented in Paper III is a practical approach to assess the 
coverage of different sensor arrays in terms of neuroimaging on the cortical 
surface. However SID treats the sources independently by estimating how 
much information an array extracts from a single source when only that 
source is active. Total information capacity, on the other hand, estimates the 
amount of information an array can extract when all sources in the brain are 
activated. These approaches thus cover the extreme ends of information flow 
from sources to sensors; both of them are likely to be too simplistic. A more 
realistic approach could be to cater for the brain noise, that is, to estimate 
how the detection of a source would be affected if the neighboring sources 
are active but not contributing to the signal of interest. Other methods, such 
as peak position error, give some estimate of the interaction of neighboring 
sources by measuring the correlation scores of the lead field of the active 
source with the rest of the brain. As with many metrics, however, it does not 
account for sensor noise, which as we have seen, is a critical parameter for 
MEG systems. A new method that models both the information from each 
source and brain noise might lead to a better estimator of the true neuroimag-
ing sensitivity of MEG systems. 	  






This thesis adds a few steps on the path towards making a non-invasive func-
tional neuroimaging system with high spatiotemporal resolution clinically 
available to large populations. Currently, MEG appears to be the most prom-
ising modality, given its high spatiotemporal resolution. In this work, we 
presented methods that bridge the gap between conventional low-Tc MEG 
today and next generation on-scalp MEG that has the potential to become a 
clinically used diagnostic method in the future.  
In the arousal study, we developed an experimental approach for a new con-
ventional MEG-based clinical application and identified cortical biomarkers 
for predicting risk for cardiovascular disease, a major clinical focus world-
wide. A 20-subject study and analysis pipelines were implemented. The most 
prominent neural correlates of MSNA responses to arousal were investigated, 
yielding insight into how incoming arousing sensory information in the brain 
is differentially processed in healthy individuals, which may reflect a spec-
trum of defense strategies.  
We also present methods for guiding the development of next generation 
helium-free MEG systems with improved spatial resolution. For the valida-
tion studies, a pipeline to analyze single channel data (or a few multichannel 
sensor arrays) was developed. The data recorded with high-Tc sensor tech-
nology was compared to conventional MEG recordings. Systematic bench-
marking routines were developed for exploring the neuroimaging benefit of 
on-scalp MEG. To assess the potential of a full-head on-scalp MEG system, 
a theoretical framework for guiding design parameters (like packing density, 
pickup loop size, etc.) of sensor arrays was presented with information ca-
pacity as a standard evaluation metric. To assess the coverage and spatial 
dimension of information content, a new metric, SID, was introduced. Real-
istic high-Tc SQUID-based sensor layouts were evaluated and compared to a 
conventional MEG system using adult and child head models.  
In the future, the 7-channel on-scalp MEG system developed at Chalmers 
University should be used for research and clinical assessment of cardiovas-
cular risk. The brain region and biomarker we established with conventional 
MEG recordings i.e., the Rolandic beta rebound, can furthermore be targeted 
with the 7-channel system for developing potential therapeutic interventions. 
The benchmarking pipeline and framework presented in this thesis can guide 
such on-scalp MEG recordings while the theoretical framework, particularly 
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