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ABSTRACT
A discrete stochastic uncoupling process for nite spaces is introduced, called the Markov Cluster Process.
The process takes a stochastic matrix as input, and then alternates ow expansion and ow ination, each step
dening a stochastic matrix in terms of the previous one. Flow expansion corresponds with taking the k
th
power
of a stochastic matrix, where k 2 IN . Flow ination corresponds with a parametrized operator ,
r
, r  0,
which maps the set of (column) stochastic matrices onto itself. The image ,
r
M is obtained by raising each
entry in M to the r
th
power and rescaling each column to have sum 1 again.
In practice the process converges very fast towards a limit which is idempotent under both matrix multi-
plication and ination, with quadratic convergence around the limit points. The limit is in general extremely
sparse and the number of components of its associated graph may be larger than the number associated with
the input matrix. This uncoupling is a desired eect as it reveals structure in the input matrix.
The ination operator ,
r
is shown to map the class of matrices which are diagonally similar to a symmetric
matrix onto itself. The term diagonally positive semi{denite (dpsd) is used for matrices which are di-
agonally similar to a positive semi{denite matrix. It is shown that for r 2 IN and for M a stochastic dpsd
matrix, the image ,
r
M is again dpsd. Determinantal inequalities satised by a dpsd matrixM imply a natural
ordering among the diagonal elements of M , generalizing a mapping of nonnegative column allowable idempo-
tent matrices onto overlapping clusterings. The spectrum of ,
1
M , for dpsd M , is of the form f0
n k
; 1
k
g,
where k is the number of endclasses of the ordering associated with M , and n is the dimension of M .
Reductions of dpsd matrices are given, a connection with Hilbert's distance and the contraction ratio dened
for nonnegative matrices is discussed, and several conjectures are made.
2000 Mathematics Subject Classication: 05B20, 15A48, 15A51, 62H30, 68R10, 68T10, 90C35.
Keywords and Phrases: Markov matrix, ow simulation, stochastic uncoupling, diagonal similarity, positive
semi-denite matrices, circulant matrices, reinforced random walk.
Note: This report describes mathematical aspects of the MCL process. The process was introduced in [9]
as a means for nding cluster structure in graphs. Cluster experiments are described in [11]. The work was
carried out under project INS{3.2, Concept Building from Key{Phrases in Scientic Documents and Bottom
Up Classication Methods in Mathematics.
1. Introduction
The subject of this report
1
is an algebraic process dened for stochastic
2
matrices, called the Markov Cluster
Process (MCL process). The MCL process consists of alternation of ow expansion and ow ination, where
ination means taking the Hadamard power of a stochastic matrix and subsequently scaling its columns to
have sum 1 again. The process was rst dened as a heuristic for a cluster algorithm for graphs, as described
in [9]. The underlying idea is that a dense region in a graph corresponds with a node set S for which pairs of
elements in S have the property that there are relatively many higher length paths between them, compared
1
The report corresponds with Chapter 7 in the PhD thesis [10].
2
Throughout the report stochastic matrices are assumed to be column stochastic.
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to pairs of elements from dierent dense regions. By expansion (corresponding with the usual matrix power
of a stochastic matrix) the higher step transition probabilities (TPs) are obtained; by ination large TPs are
promoted, and small TPs are demoted. It is to be expected that TPs which correspond with edges connecting
dierent dense regions will suer the most from the process of alternating expansion and ination. Indeed,
iteration of the two operators leads to a limit which is meaningful considering the original heuristic.
An MCL process (dened in Section 2) is characterized by an innite row of pairs (e
i
; r
i
), where the e
i
are
integers greater than one, and the r
i
are real numbers greater than zero. An input matrix M yields an innite
row of matrices M
(i)
by setting M
1
=M , dening the even{labeled iterands by M
2i
=M
2i 1
e
i
, and the odd{
labeled iterands by M
2i+1
= ,
r
i
M
2i
(See Denition 1 for the precise denition of the ination operator ,
r
).
For stochastic matrices diagonally similar to a symmetric matrix, the type of limit invariably found is that of
a doubly idempotent matrix; idempotent under both matrix squaring and matrix ination.
A nonnegative idempotent matrix L without zero columns induces an overlapping clustering on the column
indices with the property that each cluster has at least one element not contained within any of the other
clusters ( Theorem 1 and Denition 5). The number of clusters, say k, is equal to the multiplicity of the
eigenvalue 1 in the spectrum of L. The sets of unique elements in the clusters form the strongly connected
components in the associated graph of L, the number of which is also k. Experiments yield that initiating an
MCL process with an input matrix, the associated graph of which has only one strongly connected component,
may in general give an idempotent limit with a larger number of connected components. An example showing
this behaviour is given in Figure 2. Interpreting the limit according to Denition 5 yields a clustering whose
distribution is invariably strongly related to the density characteristics of the input matrix. In this sense,
the MCL process appears to be useful. The MCL process converges quadratically in the neighbourhood of
doubly idempotent stochastic matrices for which all columns have precisely one nonzero entry. It converges
quadratically on a macroscopic scale (in terms of block structure) for doubly idempotent stochastic matrices
in general. The clustering associated with such a matrix is stable under perturbations of the MCL process
(that is, it is essentially dened by the block structure), except for the phenomenon of overlap. This is covered
extensively in the technical report [9].
The limit resulting from an MCL process is in general extremely sparse. Current evidence suggests that
limit matrices which have columns with more than one nonzero entry imply the existence of a nontrivial
automorphism for the underlying graph of the input matrix. Some examples illustrating this behaviour are
given in [11]. The sparseness of the limit, and the sparseness in a `weighted sense' of intermediate iterands
have nice and important repercussions for the scalability of the cluster algorithm based on the MCL process.
This is discussed in [9], and scaled experiments on randomly generated test graphs are described in [11].
TheMCL process is interesting from a mathematical point of view, since it apparently has the power to `inate'
the spectrum of a stochastic matrix, by pressing large eigenvalues towards 1. This eect is strong enough
to overcome the eect of matrix exponentiation, which has the property of exponentiating the associated
eigenvalues. The fundamental property established in this report is that ,
r
maps two nested classes of
stochastic matrices with real spectra onto themselves ( Theorem 3). The largest class is that of diagonally
symmetrizable stochastic matrices, i.e. matrices which are diagonally similar to a symmetric matrix without
further constraints. This class is mapped onto itself by ,
r
for arbitrary r 2 IR. Dening diagonally positive
semi{denite (dpsd) as the property of being diagonally similar to a positive semi{denite matrix, the second
class is that of stochastic dpsd matrices. This class is mapped onto itself by ,
r
for r 2 IN .
Using the property that minors of a dpsd matrix A are nonnegative, it is shown that the relation # dened
on the nodes of its associated graph by q # p  jA
pq
j  jA
qq
j, for p 6= q, is a directed acyclic graph (DAG)
if indices of identical
3
columns, resp. rows are lumped together ( Theorem 5). This generalizes the mapping
3
modulo multiplication by a scalar on the complex unit circle.
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from nonnegative idempotent column allowable matrices onto overlapping clusterings ( Denition 5), and it
sheds some light on the tendency of the MCL process limits to have a larger number of strongly connected
components than the input graph. It is then shown that applying ,
1
to a stochastic dpsd matrix M yields
a matrix
4
which has spectrum of the form f0
n k
; 1
k
g, where k, the multiplicity of the eigenvalue 1; equals
the number of endclasses of the ordering of the columns of M provided by the associated DAG . It is not
necessarily true that ,
1
M is idempotent. However, the observation is conrmed that ,
r
tends to inate the
spectrum of M for r > 1, as ,
r
M may be regarded as a function of varying r for xed M , and as such is
continuous.
The structure of this report is as follows. Section 2 consists of denitions and an example of an MCL process.
It is meant to give the reader some intuition for the process and why it may be interesting. In Section 3
various lemmas and theorems formalizing the results described above are given. Section 4 introduces structure
theory for dpsd matrices and gives properties of the ination operator applied to stochastic dpsd matrices.
Reductions of dpsd matrices are the subject of Section 5, and Section 6 is concerned with Hilbert's distance
for positive vectors and a contraction ratio dened for nonnegative matrices dened in terms of the Hilbert
distance. It is shown that ination and expansion can both be described in this framework, which allows a
simple description of the working of the MCL process on perturbed rank 1 stochastic matrices. Conclusions,
further research, and related research make up the last section.
2. Definitions and an example of an MCL process
This section provides the basic denitions and concepts needed to describe theMCL process. Since the process
was dened as a heuristic for clustering graphs, the relationship between nonnegative idempotent matrices
and overlapping clusterings is established. Excerpts of an example MCL process are shown, including the
idempotent limit resulting from it.
Submatrices of a matrix A are written A[ujv], where u denotes a list of row indices, and v denotes a list of
column indices. Let A be square of dimension n, and assume some ordering on the set of k{tuples with distinct
indices. The k
th
compound of A is the matrix of all minors of order k of A, and is written Comp
k
(A). It has
dimension
 
n
k

. Its pq entry is equal to detA[u
p
ju
q
], where u
i
is the i
th
k{tuple of distinct indices in the given
ordering.
Following terminology used in [5] and [17], a nonnegative matrix is called column allowable if all its columns
have at least one nonzero entry. With each square nonnegative matrix A of dimension n is a weighted graph G
associated, dened on the set of indices f1; : : : ; ng, where the weight of the arc going from l to k is dened
as A
kl
. If A
kl
= 0, there is no arc going from l to k. A directed acyclic graph is abbreviated as DAG . Diagonal
matrices are written as d
x
, where x denotes the vector of diagonal elements. The Hadamard product between
matrices (entrywise product) is denoted as . The Hadamard power of a matrix A in which each element is
raised to the power r, is written A
r
.
The ination operator ,
r
is dened for arbitrary nonnegative matrices, in a columnwise manner. This implies
that column stochastic matrices will be used rather than row stochastic matrices, which is merely a matter
of preference and convention. There are no restrictions on the matrix dimensions to t a square matrix,
because this allows ,
r
to act on both matrices and vectors. There is no restriction that the input matrices be
stochastic, since it is not strictly necessary, and the extended applicability is sometimes useful.
4
The matrix ,
1
M is dened as lim
r!1
,
r
M , which exists for all stochastic M . See Denition 9.
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Denition 1 Let r be a real nonnegative number, let M 2 IR
0
mn
be nonnegative column allowable. The
image of M under the parametrized operator ,
r
is dened by setting
(,
r
M)
pq
= (M
pq
)
r
=
m
X
i=1
(M
iq
)
r
The parameter r is assumed rather than required to be nonnegative. The reason is that in the setting of the
MCL process nonnegative values r have a sensible interpretation attached to them. Values of r between 0
and 1 increase the homogeneity of the argument probability vector (matrix), whereas values of r between 1
and 1 increase the inhomogeneity. In both cases, the ordering of the probabilities is not disturbed. Negative
values of r invert the ordering, which does not seem to be of apparent use.
Lemma 1 (Simple properties of ,
r
)
i) If x is a nonnegative stochastic vector, then x  ,
r
x for r > 1, and ,
r
x  x for r < 1, where  denotes
the majorization relationship.
ii) If A and B are nonnegative matrices, then ,
r
(A 
 B) = (,
r
A) 
 (,
r
B). where 
 denotes the usual
Kronecker product.
iii) If r and s are real numbers, and A is a nonnegative matrix, then ,
r
(,
s
A) = ,
rs
A.
2
These facts are easily veried. Statement i) is not evidently useful, since results from the theory of majorization
of vectors do not carry over to matrices in such a straightforward way (i.e. the columns of one matrix majorizing
the columns of another matrix). In [25] this issue is discussed at length. However, the statement clearly shows
the inationary or `decontracting' eect of ,
r
, r > 1, as opposed to the contracting eect of multiplication of
nonnegative matrices in terms of the so called Hilbert distance between positive vectors. This is given more
thought in Section 6. Statement ii) is of use in studying the equilibrium states of the MCL process.
Denition 2 Let S be some subset of the reals. Denote the operator which raises a square matrix A to
the t
th
power, t 2 S, by Exp
t
. Thus, Exp
t
A = A
t
.
This denition is put in such general terms because the class of diagonally psd matrices (to be introduced
later) allows the introduction of fractional matrix powers in a well{dened way. Note that in general the
identities Exp
r
(A 
 B) = Exp
r
(A) 
 Exp
r
(B) and Exp
r
(Exp
s
(A)) = Exp
rs
(A) hold. Thus the last two
statements of Lemma 1 are valid for the operator Exp
r
as well.
Denition 3 An MCL process with input matrix M , where M is a stochastic matrix, is determined by M
and two rows e
(i)
, r
(i)
, where e
i
2 IN; e
i
> 1, and r
i
2 IR; r
i
 0. It is written
(M ; e
(i)
; r
(i)
) (2.1)
Associated with an MCL process (M; e
(i)
; r
(i)
) is an innite row of matrices M
(i)
where M
1
= M , M
2i
=
Exp
e
i
(M
2i 1
), and M
2i+1
= ,
r
i
(M
2i
), i = 1; : : : ;1.
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Figure 1: Graph H.
Figure 2 gives four excerpts of an example MCL process, namely the
input matrix M , the iterand M
3
= ,
2
M
2
, the iterand M
5
= ,
2
(,
2
M
2

,
2
M
2
), and the stable limit denoted L
M
. The process consists entirely of
alternation of Exp
2
and ,
2
. The graph H associated with M is depicted
in Figure 2. Every node in H has a loop; these are all left out in the
gure. Weights are omitted as well. Note that there exists a diagonal
matrix d such that Md is symmetric. This implies that d
 1=2
Md
1=2
is
symmetric and thus the spectrum ofM is real. The clustering associated
with L
M
is ff1; 6; 7; 10g, f2; 3; 5g, f4; 8; 9; 11; 12gg (See Denition 5),
which has good visual appeal. In order to achieve this appeal, it is
necessary in this example to add loops to the nodes, in order to prevent
a result reecting the bipartite characteristics of H. Without adding loops, the MCL process limit yields the
clustering ff1; 5; 10g; f2; 6; 7g; f3; 4; 8; 9; 11; 12gg. This is in line with the heuristic underlying the process: The
TPs which are initially boosted correspond with 2{step paths in H. The following theorem is preparatory
to the mapping from nonnegative idempotent matrices to overlapping clusterings in Denition 5. Its proof is
given in [9] and can also be derived from the decomposition of nonnegative idempotent matrices given in [2],
page 65.
Theorem 1 Let M be a nonnegative column allowable idempotent matrix of dimension n, let G be its as-
sociated graph. For s; t, nodes in G, write s ! t if there is an arc in G from s to t. By denition,
s! t () M
ts
6= 0. Let ; ;  be nodes in G. The following implications hold.
(! ) ^ ( ! ) =) !  (2.2)
(! ) ^ (! ) =)  !  (2.3)
!  =)  !  (2.4)
2
Denition 4 Let G be the associated graph of a nonnegative column allowable idempotent matrix M of di-
mension n, with nodes labeled 1; : : : ; n. The node  is called an attractor if M

6= 0. If  is an attractor
then the set of its neighbours is called an attractor system.
By Theorem 1, each attractor system in G induces a weighted subgraph in G which is complete. These form
the unique cores of the clustering associated with (nonnegative idempotent) M as stated below.
Denition 5 Let M be a nonnegative column allowable idempotent matrix of dimension n, let G be its as-
sociated graph on the node set V = f1; : : : ; ng. Let E
i
; i = 1; : : : ; k be the dierent attractor systems of G.
For v 2 V write v ! E
i
if there exists e 2 E
i
with v ! e. Theorem 1 then implies that v ! f for all f 2 E
i
.
The (possibly) overlapping clustering C = fC
1
; : : : ; C
k
g, associated with M , is dened by
C
i
= E
i
[

v 2 V j v ! E
i
	
(2.5)
The example in Figure 2 indicates that theMCL process has remarkable convergence properties, regarding the
structural properties of its iterands. Considering just this evidence, to some extent an analogy is suggested
with the normal Markov process. Assuming that the associated graph of the input matrix M is strongly
connected, it is known by Perron{Frobenius theory that 1 is the only eigenvalue of M of modulus 1. By
considering the spectrum of the powers M
k
it follows that the normal Markov process converges towards a
rank{1 idempotent matrix, having spectrum f0
n 1
; 1g. In the example shown here the process converges also
2. Denitions and an example of an MCL process 6
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
0:2000 0:2500          0:3333 0:2500       0:2500      
0:2000 0:2500 0:2500    0:2000                     
   0:2500 0:2500 0:2000 0:2000                     
      0:2500 0:2000          0:2000 0:2000    0:2000   
   0:2500 0:2500    0:2000    0:2500 0:2000            
0:2000             0:3333          0:2500      
0:2000          0:2000    0:2500       0:2500      
         0:2000 0:2000       0:2000 0:2000    0:2000   
         0:2000          0:2000 0:2000    0:2000 0:3333
0:2000             0:3333 0:2500       0:2500      
         0:2000          0:2000 0:2000    0:2000 0:3333
                        0:2000    0:2000 0:3333
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
M
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
0:3801 0:0867 0:0268    0:0767 0:2945 0:2012       0:3195      
0:0467 0:3469 0:2099 0:0171 0:1503 0:0192 0:0657 0:0115    0:0120      
0:0144 0:2099 0:3469 0:0555 0:1503    0:0164 0:0460 0:0090    0:0090   
   0:0268 0:0867 0:3021 0:0621       0:1839 0:1433    0:1433 0:0828
0:0577 0:2099 0:2099 0:0555 0:4057    0:0832 0:0460 0:0090 0:0187 0:0090   
0:1416 0:0171          0:2945 0:0832       0:1836      
0:1131 0:0685 0:0171    0:0621 0:0972 0:3326 0:0115    0:1466      
   0:0171 0:0685 0:1753 0:0491    0:0164 0:2874 0:1433    0:1433 0:0828
      0:0171 0:1753 0:0123       0:1839 0:2876    0:2876 0:2782
0:2464 0:0171       0:0192 0:2945 0:2012       0:3195      
      0:0171 0:1753 0:0123       0:1839 0:2876    0:2876 0:2782
         0:0438          0:0460 0:1204    0:1204 0:2782
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
,
2
M
2
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
0:4478 0:0801 0:0226 0:0003 0:0681 0:4257 0:3593 0:0004 0:0000 0:4319 0:0000   
0:0176 0:2849 0:2280 0:0070 0:1759 0:0056 0:0330 0:0049 0:0003 0:0068 0:0003 0:0000
0:0048 0:2226 0:2895 0:0224 0:1726 0:0004 0:0101 0:0172 0:0030 0:0007 0:0030 0:0009
0:0002 0:0180 0:0590 0:2217 0:0400 0:0000 0:0008 0:1870 0:1386 0:0000 0:1386 0:0990
0:0265 0:3121 0:3136 0:0276 0:4389 0:0052 0:0539 0:0215 0:0033 0:0098 0:0033 0:0009
0:1161 0:0069 0:0005 0:0000 0:0036 0:1574 0:0846 0:0000    0:1308      
0:0963 0:0403 0:0127 0:0004 0:0371 0:0831 0:1968 0:0008 0:0000 0:1035 0:0000 0:0000
0:0002 0:0115 0:0417 0:1723 0:0287 0:0000 0:0016 0:1982 0:1326 0:0001 0:1326 0:0964
0:0000 0:0013 0:0147 0:2558 0:0088    0:0001 0:2655 0:3264 0:0000 0:3264 0:3456
0:2904 0:0209 0:0022 0:0000 0:0170 0:3225 0:2596 0:0001 0:0000 0:3164 0:0000   
0:0000 0:0013 0:0147 0:2558 0:0088    0:0001 0:2655 0:3264 0:0000 0:3264 0:3456
   0:0000 0:0008 0:0367 0:0005    0:0000 0:0388 0:0694    0:0694 0:1116
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
,
2
(,
2
M
2
 ,
2
M
2
)
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
1:0000             1:0000 1:0000       1:0000      
                                   
                                   
                                   
   1:0000 1:0000    1:0000                     
                                   
                                   
                                   
         0:5000          0:5000 0:5000    0:5000 0:5000
                                   
         0:5000          0:5000 0:5000    0:5000 0:5000
                                   
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
Limit L
M
resulting from iterating (,
2
 Exp
2
) innitely many times with initial matrix M .
Figure 2: Iteration of (,
2
 Exp
2
).
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towards an idempotent limit. The multiplicity of its eigenvalue 1 equals 3 however, which is also the number of
strongly connected components in the associated graph of the limit. The next section will give some insight in
the phenomena that play a role in the MCL process, by focusing attention to two specic classes of stochastic
matrices.
3. Properties of inflation and stochastic dpsd matrices
At rst sight the ination operator seems hard to get a grasp on mathematically. It is clear that describing
its behaviour falls outside the scope of classical linear algebra, as it represents a scaling of matrices that is
both non-linear, column-wise dened, and depends on the choice of basis. In general ,
r
M can be described
in terms of a Hadamard matrix power which is postmultiplied with a diagonal matrix. For a restricted class
of matrices there is an even stronger connection with the Hadamard{Schur product. These are the class of
stochastic diagonally symmetrizable matrices and a subclass of the latter, the class of stochastic diagonally
positive semi-denite matrices.
Denition 6 A square matrix A is called diagonally hermitian if it is diagonally similar to a hermitian matrix.
If A is real then A is called diagonally symmetrizable if it is diagonally similar to a symmetric matrix. Given
a hermitian matrix A, equivalent formulations for diagonal symmetrizability are:
i) There exists a positive vector x such that d
x
 1
Ad
x
is hermitian, or equivalently, such that (x
l
=x
k
)A
kl
=
(x
k
=x
l
)A
lk
. If A is real, Identity (3.1) holds.
d
x
 1
Ad
x
= [A  A
T
]

1=2
(3.1)
ii) There exists a positive vector y such that Ad
y
is hermitian, or equivalently, such that A
kl
=A
lk
= y
k
=y
l
.
The vector y is related to x above via d
x
2
= d
y
or equivalently y = x  x. 2
The fact that d
x
can always be chosen with a positive real x depends on the following. Let d
u
be a diagonal
matrix, where each u
i
is a complex number on the unit circle. Then the decomposition A = d
x
Sd
x
 1
, where S
is hermitian, can be rewritten as
A = (d
x
d
u
)(d
u
 1
Sd
u
)(d
u
d
x
)
 1
with S
0
= d
u
 1
Sd
u
hermitian. This depends on the fact that on the unit circle the inverse of a complex
number equals its conjugate.
Denition 7 A square matrix is called diagonally positive-semi denite if it is diagonally similar to a positive
semi-denite matrix, it is called diagonally positive denite if it is diagonally similar to a positive denite
matrix. The phrases are respectively abbreviated as dpsd and dpd. 2
Remark. If M is diagonally symmetrizable stochastic, and y is such that Md
y
is symmetric, then My = y;
thus y represents the equilibrium distribution of M . In the theory of Markov chains, a stochastic diagonally
symmetrizable matrix is called time reversible or said to satisfy the detailed balance condition (See e.g. [24, 36]).
A slightly more general denition and dierent terminology was chosen here. The main reason is that the term
`time reversible' is coupled tightly with the idea of studying a stochastic chain via (powers of) its associated
stochastic matrix, and is also used for continuous{time Markov chains. The MCL process does not have a
straightforward stochastic interpretation, and the relationship between an input matrix and the subsequent
iterands is much more complex. Moreover, it is natural to introduce the concepts of a matrix being diagonally
similar to a positive (semi{) denite matrix; clinging to `time reversible' in this abstract setting would be both
3. Properties of ination and stochastic dpsd matrices 8
contrived and unhelpful. The proposed phrases seem appropriate, since several properties of hermitian and
psd matrices remain valid in the more general setting of diagonally hermitian and dpsd matrices. Lemma 2
lists the most important ones, which are easy to verify. Probably all these results are known.
Lemma 2 Let A be diagonally hermitian of dimension n, let  be a list of distinct indices in the range 1 : : : n,
let k and l be dierent indices in the range 1 : : : n. Let x be such that S = d
x
 1
Ad
x
is hermitian, and thus A =
d
x
Sd
x
 1
. Let 
1
 
2
     
n
be the decreasingly arranged eigenvalues of A (and S), let a
1
 a
2
     a
n
be the decreasingly arranged diagonal entries of A.
a) A[j] = d
x
[j] S[j] d
x
[j]
 1
, in particular, the diagonal entries of A equal the diagonal entries
of S. This implies that the majorization relationship between eigenvalues and diagonal entries for her-
mitian matrices carry over to diagonally hermitian matrices: The spectrum of A majorizes the vector of
diagonal entries of A:
k
X
i=1

i

k
X
i=1
a
i
k = 1; : : : ; n
Together with the rst equality this implies that diagonally hermitian matrices satisfy the same interlacing
inequalities for bordered matrices as hermitian matrices do.
b) Comp
k
(A) = Comp
k
(d
x
) Comp
k
(S) Comp
k
(d
x
 1
), thus the compound of a diagonally hermitian matrix
is diagonally hermitian. Moreover, the compound of a dpd (dpsd) matrix is again dpd (dpsd).
c) detA[j] = detS[j], i.e. corresponding principal minors of A and S are equal. If A is dpsd then
detA[j]  0, with strict inequality if A is dpd.
d) If A is dpsd and A
kk
= 0 then the k
th
row and the k
th
column of A are zero. If A is dpsd and detA[kljkl] =
0, then row k and row l are proportional, and column k and column l are proportional.
e) If A is dpsd, then for each k 2 IN , there exists a unique dpsd matrix B such that B
k
= A. This
matrix is dened by setting B = d
x
Q
1=k
Q
H
d
x
 1
, where QQ
H
is a unitary diagonalization of S,  is
the diagonal matrix of eigenvalues of S, and 
1=k
is the matrix  with each diagonal entry replaced by
its real nonnegative k
th
root. This implies that for dpsd A, the fractional power A
t
, t 2 IR
0
, can be
dened in a meaningful way.
f) If A, B are both of dimension n and diagonally hermitian, dpsd, dpd, then the Hadamard{Schur product
A  B is diagonally hermitian, dpsd, dpd.
Proof. Most statements are easy to verify. For extensive discussion of the majorization relationship between
diagonal entries and eigenvalues of hermitian matrices, as well as results on interlacing inequalities see [21].
Statement b) follows from the fact that the compound operator distributes over matrix multiplication, and
the fact that the compound of a positive (semi{) denite matrix is again positive (semi{) denite. See [14] for
an overview of results on compounds of matrices. c) follows from the fact that each term contributing to the
principal minor in A is a product
Q
i
A
k
i
k
i+1
where each k
i
occurs once as a row index and once as a column
index, implying the equalities
Q
i
A
k
i
k
i+1
=
Q
(x
k
i
=x
k
i+1
)A
k
i
k
i+1
=
Q
S
k
i
k
i+1
. Then it is a well known
property of positive semi-denite matrices that the principal minors are nonnegative (see e.g. [21], page 404).
The rst statement in d) follows from the fact that principal minors (of dimension 2) are nonnegative. Also,
if detA[kljkl] = 0, then the kl diagonal entry of Comp
2
(A) is zero, and consequently the kl row and the kl
column are also zero. Some calculations then conrm the second statement, which will be of use later on. For
e) it is sucient to use the fact that Q
1=k
Q
H
is the unique positive semi-denite k
th
root of S (see [21],
page 405). 2
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Remark. The two most notable properties which do not generalize from hermitian matrices to diagonally
hermitian matrices are the absence of an orthogonal basis of eigenvectors for the latter, and the fact that the
sum of two diagonally hermitian matrices is in general not diagonally hermitian as well.
Statements c) and d) in Lemma 2 are used in associating a DAG with each dpsd matrix in Theorem 5. First
the behaviour of the ination operator on diagonally symmetrizable and dpsd matrices is described.
Theorem 2 Let M be a column stochastic diagonally symmetrizable matrix of dimension n, let d
x
be the
diagonal matrix with positive diagonal such that S = d
x
 1
Md
x
is symmetric, and let r be real. Dene the
positive vector z by setting z
k
= x
k
r
(
P
i
M
ik
r
)
1=2
, and the positive rank 1 symmetric matrix T by setting T
kl
= 1=(
P
i
M
ik
r
)
1=2
(
P
i
M
il
r
)
1=2
. The following statement holds.
d
z
 1
( ,
r
M) d
z
= S

r
 T; which is symmetric:
Proof. Dene the vector t by t
k
=
P
i
M
ik
r
. Then
,
r
M = M

r
d
t
 1
= (d
x
S d
x
 1
)

r
d
t
 1
= d
x

r
S

r
(d
x

r
)
 1
d
t
 1
= d
t
1=2
d
t
 1=2
d
x

r
S

r
(d
x

r
)
 1
d
t
 1=2
d
t
 1=2
= (d
t
1=2
d
x

r
) (d
t
 1=2
S

r
d
t
 1=2
) (d
t
1=2
d
x

r
)
 1
Since the matrix d
t
 1=2
S

r
d
t
 1=2
equals S

r
 T , the lemma holds. 2
Theorem 3 Let M be square column stochastic diagonally symmetrizable, let z, S and T be as in Theorem 2.
i) The matrix ,
r
M is diagonally symmetrizable for all r 2 IR.
ii) If M is dpsd then ,
r
M is dpsd for all r 2 IN , if M is dpd then ,
r
M is dpd for all r 2 IN .
Proof. Statement i) follows immediately from Theorem 2. Statement ii) follows from the fact that the
Hadamard{Schur product of matrices is positive (semi-) denite if each of the factors is positive (semi-)
denite. Moreover, if at least one of the factors is positive denite, and none of the other factors has a zero
diagonal entry, then the product is positive denite (see e.g. [22], page 309). These are basic results in the
theory of Hadamard{Schur products, an area which is now covered by a vast body of literature. An excellent
exposition on the subject is found in [22]. It should be noted that r 2 IN is in general a necessary condition
([22], page 453). The above result is pleasant in the sense that it gives both the ination operator and the
MCL process mathematical footing.
Theorem 4 Let M be diagonally symmetric stochastic, and consider the MCL process (M; e
(i)
; r
(i)
).
i) All iterands of this process have real spectrum.
ii) If r
i
= 2 eventually, and e
i
= 2 eventually, then the iterands of the process (M; e
(i)
; r
(i)
) are dpsd
eventually.
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These statements
5
follow from the fact that Exp
2
maps diagonally symmetric matrices onto dpsd matrices
and from Theorem 2 ii). 2
Theorem 4 represents a qualitative result on the MCL process. Under fairly basic assumptions the spectra of
the iterands are real and nonnegative. In the [9] it was furthermore proven that the MCL process converges
quadratically in the neighbourhood of nonnegative doubly idempotent matrices These combined facts indicate
that the MCL process has a sound mathematical foundation. The fact remains however that much less can be
said about the connection between successive iterands than in the case of the usual Markov process. Clearly,
the process has something to do with mixing properties of dierent subsets of nodes. If there are relatively
few paths between two subsets, or if the combined capacity of all paths is low, then ow tends to evaporate in
the long run between the two subsets. It was actually this observation which originally led to the formulation
of the MCL process as the basic ingredient of a cluster algorithm for graphs.
The question now rises whether the MCL process can be further studied aiming at quantitative results. It
was seen that ,
r
M , r 2 IN , can be described in terms of a Hadamard{Schur product of positive semi-denite
matrices relating the symmetric matrices associated with M and ,
r
M (in Theorem 3). There are many
results on the spectra of such products. These are generically of the form
k
X
i=1

i
(A  B) 
k
X
i=1
f
i
(A)
i
(B); k = 1; : : : ; n:
Here 
i
() denotes the i{largest singular value, and f
i
(A) may stand (among others) for the i{largest singular
value of A, the i{largest diagonal entry of A, the i{largest Euclidean column length, or the i{largest Euclidean
row length (see [22]). Unfortunately such inequalities go the wrong way in a sense. Since the ination operator
has apparently the ability to press several large eigenvalues towards 1, what is needed are inequalities of the
type
k
X
i=1

i
(A  B)  ??? :
However, the number of eigenvalues pressed towards 1 by ,
r
depends on the density characteristics of the
argument matrix, and it could be zero (noting that one eigenvalue 1 is always present). Moreover, ,
r
has also
the ability to press small eigenvalues towards zero. Clearly, one cannot expect to nd inequalities of the `'
type without assuming anything on the density characteristics of M . It is shown in the next section that
the classic majorization relation formulated in Lemma 2 a) between the eigenvalues and diagonal entries of
a dpsd matrix, plus a classication of the diagonal entries of a dpsd matrix, gives useful information on the
relationship between eigenvalues of a stochastic dpsd matrix and its image under ,
r
.
A second area of related research is found in the eld of rapidly mixing Markov chains. A good reference
is [36]. The focus is also on mixing properties of node subsets of Markov graphs, and the Markov graphs used
are generally of the time reversible kind, i.e. correspond with diagonally symmetrizable matrices. Transfer
of results is not likely however. The derived theorems depend crucially on the fact that a Markov process is
considered which corresponds with the row of powers of a given Markov matrix. Bounds securing a minimal
amount of mixing are sought in terms of the second{largest eigenvalue of a Markov matrix, and in terms of
the notion of conductance, which depends on the equilibrium distribution of the matrix.
4. Structure in dpsd matrices
The main objective for this section is to establish structure theory for the class of dpsd matrices, and study
the behaviour of ,
1
using these results. It will be shown that for stochastic dpsd M the spectrum of the
5
Clearly the condition under ii) can be weakened; it is only necessary that e
i
is at least one time even for an
index i = k such that r
i
2 IN for i  k. However, the assumptions under ii) can be viewed as a standard way of
enforcing convergence in a setting genuinely diering from the usual Markov process.
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matrix ,
1
is of the form f0
n k
; 1
k
g, where k is related to a structural property ofM . Throughout this section
two symbols are used which are associated with a dpsd matrix A, namely the symbol# which denotes an arc
relation dened on the indices of A, and the symbol  which denotes an equivalence relation on the indices
of A. It should be clear from the context which matrix they refer to. All results in this section are stated in
terms of columns; the analogous statements in terms of rows hold as well.
Denition 8 Let A be dpsd of dimension n, let k and l be dierent indices in the range 1 : : : n.
i) Dene the equivalence relation  on the set of indices f1; : : : ; ng by k  l  columns k and l of A are
scalar multiples of each other via scalars on the complex unit circle.
ii) Dene the arc relation # on the set of indices f1; : : : ; ng, for p 6= q, by q # p  jA
pq
j  jA
qq
j.
iii) Let E and F be dierent equivalence classes in f1; : : : ; ng= . Extend the denition of # by setting
F # E  9e 2 E; 9f 2 F [f # e]. By denition of # and  the latter implies 8e
0
2 E; 8f
0
2 F [f
0
#
e
0
]. 2
Lemma 3 Let A be dpsd of dimension n, let k and l be distinct indices in the range 1 : : : n. Then
l# k ^ k# l implies k  l.
2
This follows from Lemma 2 d) and the fact that the premise implies detA[kljkl] = 0. Lemma 3 can be
generalized towards the following statement.
Theorem 5 Let A be dpsd of dimension n.
The arc # denes a directed acyclic graph (DAG) on f1; : : : ; ng= .
Note that the theorem is stated in a column-wise manner. The analogous statement for rows is of course also
true. The proof of this theorem follows from Lemma 4. 2
Lemma 4 Let A be dpsd of dimension n, suppose there exist k distinct indices p
i
; i = 1; : : : ; k; k > 1, such
that p
1
# p
2
#    # p
k
# p
1
. Then p
1
 p
2
     p
k
, and thus all p
i
; i = 1; : : : ; k are contained in the
same equivalence class in f1; : : : ; ng= . Furthermore, if A is real nonnegative then each of the subcolumns
A[p
1
: : : p
k
jp
i
] is a scalar multiple of the all-one vector of length k.
Proof. Without loss of generality assume 1# 2#   # k# 1. The following inequalities hold, where the
left{hand side inequalities follow from the inequalities implied by detA[i i+1]  0 and i# i+ 1.
jA
i i+1
j  jA
i+1 i+1
j  jA
i+2 i+1
j
jA
k 1 k
j  jA
kk
j  jA
1k
j
jA
k1
j  jA
11
j  jA
21
j
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Now let x be positive such that x
q
A
pq
= x
p
A
qp
. On the one hand, jA
kk
j  jA
1k
j. On the other hand,
jA
kk
j  jA
k 1 k
j
=
x
k 1
x
k
jA
k k 1
j

x
k 1
x
k
jA
k 2 k 1
j
=
x
k 1
x
k
x
k 2
x
k 1
jA
k 1 k 2
j
: : :

x
k 1
x
k
x
k 2
x
k 1
  
x
1
x
2
jA
k1
j
=
x
1
x
k
jA
k1
j
= jA
1k
j
This implies that jA
k 1 k
j = jA
kk
j = jA
1k
j and the identities jA
i 1 i
j = jA
ii
j = jA
i+1 i
j are established by
abstracting from the index k. From this it follows that detA[i; i + 1ji; i + 1] = 0, and consequently i  i+ 1
for i = 1; : : : ; k   1 by Lemma 3. The identities jA
i 1 i
j = jA
ii
j = jA
i+1 i
j also imply the last statement of
the lemma. 2
Denition 9 Dene ,
1
by ,
1
M = lim
r!1
,
r
M . 2
This denition is meaningful, and it is easy to derive the structure of ,
1
M . Each column q of ,
1
M
has k nonzero entries equal to 1=k, (k depending on q), where k is the number of elements which equal max
p
M
pq
,
and the positions of the nonzero entries in ,
1
M [1 : : : njq] correspond with the positions of the maximal entries
in M [1 : : : njq].
Theorem 6 Let M be stochastic dpsd of dimension n. Let D
M
be the directed graph dened on f1; : : : ; ng= 
according to Denition 8, which is acyclic according to Theorem 5. Let k be the number of nodes in f1; : : : ; ng= 
which do not have an outgoing arc in D
M
. These nodes correspond with (groups of) indices p for which M
pp
is maximal in column p.
The spectrum of ,
1
M equals f0
n k
; 1
k
g.
Proof. For the duration of this proof, write S
A
for the symmetric matrix to which a diagonally symmetrizable
matrix A is similar. Consider the identity
S
( 
r
M)
= [,
r
M  (,
r
M)
T
]

1=2
mentioned in Denition 6 i). The matrices ,
r
M and S
 
r
M
have the same spectrum. Now, let r approach
innity. The identity is in the limit not meaningful, since ,
1
M is not necessarily diagonalizable, and thus
the left{hand side may not exist in the sense that there is no symmetric matrix to which ,
1
M is similar.
However, the identity `spectrum of ,
1
M = spectrum of [,
1
M  (,
1
M)
T
]
1=2
' does remain true, since the
spectrum depends continuously on matrix entries (see e.g. [21], page 540), and both limits exist. Thus, it is
sucient to compute the spectrum of S
1
, which is dened as
S
1
= [,
1
M  (,
1
M)
T
]

1=2
Note that the nonzero entries of ,
1
M correspond with the entries of M which are maximal in their column.
Whenever [,
1
M ]
kl
6= 0 and [,
1
M ]
lk
6= 0, it is true that k # l and l # k. Now consider a column q in S
1
,
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and assume that S
1
p
i
q
6= 0, for i = 1; : : : ; t. It follows that q # p
i
^ p
i
# q for all i, thus q  p
i
for
all i, and S
1
[p
1
: : : p
t
jp
1
: : : p
t
] is a positive submatrix equal to 1=tJ
t
, where J
t
denotes the all one matrix of
dimension t. This implies that S
1
is block diagonal (after permutation), with each block corresponding with
an equivalence class in f1; : : : ; ng=  which has no outgoing arc in the# arc relation. Each block contributes
an eigenvalue 1 to the spectrum of S
1
. Since the spectrum of S
1
equals the spectrum of ,
1
M , and there
are assumed to be k equivalence classes with the stated properties, this proves the theorem. 2
Observation. It was shown that the ination operator has a decoupling eect on dpsd matrices by consid-
ering its most extreme parametrization. This result connects the uncoupling properties of the MCL process
to the eect of the ination operator on the spectrum of its operand, and it generalizes the mapping of non-
negative column allowable idempotent matrices onto overlapping clusterings towards a mapping of column
allowable dpsd matrices onto directed acyclic graphs. This generalization is most elegantly described by con-
sidering a dpsd stochastic matrix M and the matrix D = ,
1
M . From the proof given above it follows that D
is a matrix for which some power D
t
is idempotent. The overlapping clustering associated with D by taking
as clusters all endclasses and the nodes that reach them, is exactly the overlapping clustering resulting from
applying Denition 5 on page 5 to D
t
. In both cases the clustering is obtained by taking as clusterings the
weakly connected components of the graph.
5. Reductions of dpsd matrices
The following simple reductions of dpsd matrices have not yet been of immediate use in the analysis of the
MCL process, but knowledge of their existence surely will not harm. The rst part of Theorem 7 below
is a decomposition of a dpsd matrix into mutually orthogonal rank 1 idempotents. This decomposition is in
general possible for matrices which are (not necessarily diagonally) similar to a hermitian matrix, but is still of
particular interest. It is extensively used in the analysis of rapidly mixing Markov chains, where the relationship
between the diagonal matrix transforming a matrix to symmetric form and the stationary distribution is of
crucial importance. The second part is a decomposition of a dpsd matrix into rank 1 matrices with a particular
bordered 0=1 structure. For this decomposition, diagonal similarity is responsible for preserving the bordered
structure.
Theorem 7 Let A be dpsd of dimension n, such that A = d
t
 1
Sd
t
. Then A can be written in the forms
i) A =
P
n
i=1

i
(A)E
i
, where the E
i
are a set of mutually orthogonal rank 1 idempotents.
ii) A = d
t
 1
(
P
n
i=1
x
i
x
i

)d
t
, where the last i  1 entries of x
i
are zero. If A is real, the vectors x
i
can be
chosen real.
The reduction aspect of this statement is that all partial sums
P
k
i=1
x
i
x
i

are positive semi-
denite as well (by the property that all hermitian forms are nonnegative), so that all partial
sums d
t
 1
(
P
k
i=1
x
i
x
i

)d
t
are dpsd.
Proof. Let u
i
be a set of orthonormal eigenvectors of S. Then S can be written as the sum of weighted
idempotents U
i
= 
i
(S)u
i
u
i

. Statement i) now follows from setting E
i
= d
t
 1
U
i
d
t
. Statement ii) is adapted
from a similar theorem by FitzGerald and Horn [15] for hermitian matrices. The proof of ii) follows from their
argument for the hermitian case, given in the lemma below. 2
Lemma 5 [15] Let B be positive denite of dimension n. If B
nn
> 0 write b
n
for the n
th
column of B, and
let x be the vector b
n
scaled by a factor B
nn
 1=2
, so that [xx

]
nn
= B
nn
. If B
nn
= 0 let x be the null vector
of dimension n. In either case, the matrix B xx

is positive semi-denite and all entries in the last row and
column are zero.
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Proof. The latter statement is obvious. For the rst part, if B
nn
= 0 (and thus x = 0) the proof is trivial,
as B   xx

then equals C which is positive semi-denite because it is a principal submatrix of B. Otherwise
consider the hermitian form u

Bu and partition B and u conformally as
B =
 
C y
y

B
nn
!
u =
 
v
z
!
where u and v are complex vectors of dimension n and n  1 respectively. Expand the hermitian form u

Bu
as v

Bv + zy

v + v

yz + zB
nn
z. This expression is greater than or equal to zero for any choice of u. For
arbitrary v x z in terms of v as  (y

v)=B
nn
. In the further expansion of the hermitian form u

Bu two terms
cancel, and the remaining parts are v

Cv   (yv

y

v)=B
nn
which can be rewritten as v

(C   (yy

)=B
nn
)v.
Because this expression is greater than or equal to zero for arbitrary v, and because C (y

y)=B
nn
equals B 
xx

, the lemma follows.
A positive semi-denite matrix B has a decomposition B =
P
n
i=1
x
i
x
i

by repeated application of Lemma 5,
yielding the theorem of FitzGerald and Horn. Using diagonal similarity, this decomposition translates to the
decomposition given in Theorem 7 for dpsd matrices. 2
The following theorem provides a reduction of diagonally symmetric and dpsd stochastic matrices to smaller
dimensional counterparts, by taking two states together. This theorem may be of use for the proof of existence
or non-existence of stochastic dpsd matrices (e.g. with respect to the associated DAGs).
Denition 10 Let M be a diagonally symmetric stochastic matrix of dimension n, and let  be its stationary
distribution, so that d

 1=2
Md

1=2
is symmetric. Let k and l be two states corresponding with columns of M .
The stochastic contraction M
0
of M with respect to k and l is the diagonally symmetric matrix in which the
states k and l are contracted into a new state fklg as follows.
M
0
afklg
=
M
ak

k
+M
al

l

k
+
l
M
0
fklga
= M
ka
+M
la
M
0
fklgfklg
=
(M
lk
+M
kk
)
k
+(M
ll
+M
kl
)
l

k
+
l
2
Theorem 8 Taking the stochastic contraction commutes with taking powers of M . If M is dpsd then so is
its stochastic contraction M
0
.
Proof. Without loss of generality, assume that 1 and 2 are the two states being contracted. Identify the new
state f1; 2g with the second column and second row. It is easily veried that the equilibrium distribution 
0
of M
0
equals (0; 
1
+ 
2
; 
3
; : : : ; 
n
)
T
and that Md

0
is symmetric. Let S
M
and S
M
0
be the matrices to
which M and M
0
are respectively diagonally similar. Then [S
M
0
]
2a
=
p

a
=(
1
+ 
2
)(M
1a
+M
2a
), and all
entries of S
M
0
corresponding with column and row indices greater than two are identical to the entries of S
M
.
This establishes that S
M
0
can be factorized as below (remembering that [S
M
]
kl
equals
p
(
l
=
k
)M
kl
).
S
M
0 =
0
B
B
B
B
B
@
0 0

1
p

1
+
2

2
p

1
+
2
1
.
.
.
1
1
C
C
C
C
C
A
S
M
0
B
B
B
B
B
B
@
0

1
p

1
+
2
0

2
p

1
+
2
1
.
.
.
1
1
C
C
C
C
C
C
A
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This factorization establishes both the commuting part of the theorem and the fact that contraction preserves
dpsd -ness. The latter follows from considering a symmetric form xS
M
0
x; using the factorization it is reduced
to a particular symmetric form yS
M
y 2.
6. Hilbert's projective metric
For convenience, all vectors and matrices in this section are assumed to be positive. This is not strictly
necessary, see e.g. [5]. Hilbert's projective metric d for two positive vectors x and y both of dimension n is
dened as
d(x; y) = ln

(max
i
x
i
y
i
)(max
j
y
j
x
j
)

= max
i;j
ln

x
i
y
j
x
j
y
i

It can be dened in the more general setting of a Banach space [4]. Hilbert's metric is a genuine metric
distance on the unit sphere in IR
n
, with respect to any vector norm (see [4]). For a positive matrix A dene
the contraction ratio  and the cross-ratio number  by
A = sup
x;y
d(Ax;Ay)
d(x; y)
A = min
i;j;k;l
A
ik
A
jl
A
jk
A
il
These are related to each other via
A =
1 
p
A
1 +
p
A
(6.1)
For proofs see [3, 17, 34]. The quantity  is used to measure the deviation of large products of nonnegative
matrices from the set of rank 1 matrices (see e.g. [4, 5, 17, 34]). There is a straightforward connection
between ,
r
and . For M nonnegative stochastic,
(,
r
A) = (A)
r
(6.2)
It follows immediately from the denition of  , that for A and B nonnegative,
 (AB)  (A)(B) c.q. (A
k
)  (A)
k
(6.3)
Observation. Equations (6.2) and (6.3) supply the means for a simple
6
proof of the fact that the MCL pro-
cess converges quadratically around the class of rank 1 stochastic matrices. Suppose thatM is a rank 1 column
stochastic matrix (so that M = 1), and that M
0
= M + E is a perturbation of M such that M
0
= 1   .
Equation 6.1 yields that M
0
is of order =4. Then ,
2
M
0
is of order 1   2 and ,
2
M
0
is of order =2.
So for small perturbations ination has a linear eect on the contraction ratio, whereas quadratic expansion
(i.e. Exp
2
) squares the contraction ratio. It follows immediately that the MCL process applied to M
0
will
result in a limit that has rank equal to one. 2
Experiments with the MCL process suggest that if the process converges towards a doubly idempotent limit,
then appropriately chosen submatrices of the iterands have the property that their contraction ratio approaches
zero. For example, consider an MCL process converging towards the limit
0
B
B
B
@
1 1 0 0
0 0 0 0
0 0 1 1
0 0 0 0
1
C
C
C
A
6
For simplicity it is still assumed that all vectors under consideration are positive.
7. Discussion and conjectures 16
partition the iterands M
i
as
M
i
=
 
A B
C D
!
with each matrix A; : : : ; D of dimension 2 2. The observation is that all four quantities (AjB),  (B
T
jD
T
),
(CjD), and (A
T
jC
T
) tend to zero as i goes to innity. This presumption is not of crucial importance for
the matter of convergence, since it is already known that the MCL process converges quadratically (in one
of the usual matrix norms) in the neighbourhood of doubly idempotent matrices. However, the connection
between ,
r
and  may just lead to new insights in the MCL process. What is needed is results on the square
of the matrix M
i
above (not assuming anything on the dimension of M
i
), in term of the inherited partition.
Thus, bounds are sought for (A
2
+ BCjAB + BD),  ((AB + BD)
T
j(CB +D
2
)
T
), (CA+DCjCB +D
2
),
and ((A
2
+BC)
T
j(CA+DC)
T
). For this it may be interesting to investigate a notion like `mutual contraction
ratio', e.g. the quantity 
0
dened as

0
(A;B) = sup
x;y
d(Ax;By)
d(x; y)
It is dicult to assess the potential of this line of research, but it is interesting to see that ination and
expansion can be described in the same framework.
7. Discussion and conjectures
Theorem 5 and 6 shed light on the structure and the spectral properties of the iterands of the MCL process.
Theorem 5 also gives the means to associate an overlapping clustering with each dpsd iterand of an MCL pro-
cess, simply by dening the end nodes of the associated DAG as the unique cores of the clustering, and adding
to each core all nodes which reach it.
There is a further contrasting analogy with the usual Markov process. Consider a Markov process with dpsd
input matrixM . Then the dierenceM
k
 M
l
, k < l, is again dpsd (they have the same symmetrizing diagonal
matrix, and the spectrum of M
k
 M
l
is nonnegative). From this it follows that all rows of diagonal entries
M
(k)
ii
, for xed diagonal position ii, are non-increasing. Given a stochastic dpsd matrix M , the ,
r
operator,
r > 1, (in the setting of dpsd matrices) always increases some diagonal entries (at least one). The sum
of the increased diagonal entries, of which there are at least k if k is the number of endnodes of the DAG
associated with bothM and ,
r
M , is a lower bound for the combined mass of the k largest eigenvalues of ,
r
M
( Lemma 2 a)).
In [9] circulant matrices were introduced for which ination and expansion act as each other's inverse, that
is, matrices M satisfying ,
2
(M
2
) =M . An example of such a matrix (of dimension 3) is
1
6
J
3
+
1
2
I
3
, where J
n
denotes the matrix of dimensions n  n which has a one in every position. It was shown in [9] that for
each dimension n there is a matrix F
n
of the form
a
n
J
n
+(1   a)I
n
such that ,
2
(F
n
2
) = F
n
. It was also
shown that the MCL process with default parameters is unstable around the cyclic limit F
n
. For the study of
ip{op equilibrium states the many results on circulant matrices are likely to be valuable, for example the
monograph [7], and the work on group majorization in the setting of circulant matrices in [16]. It may also be
fruitful to investigate the relationship with Hilbert's distance and the contraction ratio for positive matrices,
introduced in Section 6.
The MCL process converges quadratically in the neighbourhood of the doubly idempotent matrices. Proving
(near{) global convergence seems to be a dicult task. I do believe however that a strong result will hold.
Conjecture 1 All MCL processes (M; e
(i)
; r
(i)
), with e
i
= 2; r
i
= 2 eventually, converge towards a doubly
idempotent limit, provided M is irreducible, dpsd, and cannot be decomposed as a Kronecker product of matrices
in which one of the terms is a ip{op equilibrium state.
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It is a worthy long standing goal to prove or disprove this conjecture. Subordinate objectives are:
i) For a xed MCL process (  ; e
(i)
; r
(i)
), what can be said about the basins of attraction of the MCL pro-
cess. Are they connected?
ii) What can be said about the union of all basins of attraction for all limits which correspond with the
same overlapping clustering (i.e. diering only in the distribution of attractors)?
iii) Can the set of limits reachable from a xed nonnegative matrix M for all MCL processes (M; e
(i)
; r
(i)
)
be characterized? Can it be related to a structural property of M?
iv) Given a node set I = f1; : : : ; ng, and two directed acyclic graphs D
1
and D
2
dened on I, under what
conditions on D
1
and D
2
does there exist a dpsd matrix A such that the DAGs associated with A
according to Theorem 5, via respectively rows and columns, equals D
1
and D
2
? What if A is also
required to be column stochastic?
v) Under what conditions do the clusters in the cluster interpretation of the limit of a convergentMCL pro-
cess (M; e
(i)
; r
(i)
) correspond with connected subgraphs in the associated graph of M?
vi) For A dpsd, in which ways can the DAG associated with A
2
be related to the DAG associated with M?
vii) Is it possible to specify a subclass S of the stochastic dpsd matrices and a subset R
0
of the reals larger
than IN , such that ,
r
M is in S if r 2 R
0
and M 2 S?
Remark. There is no obvious non-trivial hypothesis regarding item vi), unless such a hypothesis takes
quantitative properties of M into account. This is due to the fact that the equilibrium state corresponding
with a connected component of M corresponds with a DAG which has precisely one endclass. The breaking
up of connected components which can be witnessed in the MCL process is thus always reversible in a sense.
With respect to v), I conjecture the following.
Conjecture 2 The clustering associated with a limit of an MCL process with dpsd input matrix M , cor-
responds with subsets of the node set of the associated graph G of M which induce subgraphs in G that are
connected.
There are several lines of research which may inspire answers to the questions posed here. However, for none of
them the connection seems so strong that existing theorems can immediately be applied. The main challenge
is to further develop the framework in which the interplay of ,
r
and Exp
s
can be studied. Hadamard{Schur
theory was discussed in Section 3. Perron{Frobenius theory, graph partitioning by eigenvectors (e.g. [32, 33]),
and work regarding the second largest eigenvalue of a graph (e.g. [1, 6]), form a natural source of inspiration.
The theory of Perron complementation and stochastic complementation as introduced by Meyer may oer
conceptual support in its focus on uncoupling Markov chains [26, 27]. There are also papers which address
the topic of matrix structure when the subdominant eigenvalue is close to the dominant eigenvalue [18, 31].
The literature on the subject of diagonal similarity does not seem to be of immediate further use, as it is often
focussed on scaling problems (e.g. [12, 20]).
Regarding ip{op states, several interesting questions are open:
i) For the MCL process with both parameter rows constant equal to 2, are there orbits of length greater
than 2 in the class of dpsd matrices?
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ii) Must an indecomposable dpsd (in terms of the Kronecker product) ip{op state necessarily be a
symmetric circulant? It seems obvious that this must be the case.
iii) For ip{op states which are symmetric circulants, how close is is Exp
2
to ,
1=2
? Note that both
operators have a contracting eect on positive matrices.
iv) For each dimension n, does there exist a ip{op state which is the circulant of a vector
(p
1
; p
2
; p
3
; : : : ; p
k 1
; p
k
; p
k 1
; : : : ; p
2
); n = 2k   2
(p
1
; p
2
; p
3
; : : : ; p
k 1
; p
k
; p
k
; p
k 1
; : : : ; p
2
); n = 2k   1;
where all p
i
are dierent, i = 1; : : : ; k?
v) For which r > 1 and s > 1 do there exist nonnegative dpsd matrices A such that ,
r
(A
s
) = A, where A
s
is dened according to Lemma 2e)?
Conjecture 3 For every dpsd ip{op equilibrium state which is indecomposable in terms of the Kronecker
product, there is no trajectory leading to this state other than the state itself.
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