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Abstract: Modern hyperspectral imaging systems produce huge datasets potentially conveying
a great abundance of information; such a resource, however, poses many challenges in the analysis
and interpretation of these data. Deep learning approaches certainly offer a great variety of
opportunities for solving classical imaging tasks and also for approaching new stimulating problems
in the spatial–spectral domain. This is fundamental in the driving sector of Remote Sensing where
hyperspectral technology was born and has mostly developed, but it is perhaps even more true in
the multitude of current and evolving application sectors that involve these imaging technologies.
The present review develops on two fronts: on the one hand, it is aimed at domain professionals who
want to have an updated overview on how hyperspectral acquisition techniques can combine with
deep learning architectures to solve specific tasks in different application fields. On the other hand,
we want to target the machine learning and computer vision experts by giving them a picture of how
deep learning technologies are applied to hyperspectral data from a multidisciplinary perspective.
The presence of these two viewpoints and the inclusion of application fields other than Remote
Sensing are the original contributions of this review, which also highlights some potentialities and
critical issues related to the observed development trends.
Keywords: deep learning; hyperspectral imaging; neural networks; machine learning; image processing
1. Introduction
In the last few decades, hyperspectral imaging (HSI) has gained importance and a central role
in many fields of visual data analysis. The concept of spectroscopy combined with imaging was first
introduced in the late 1970s in the Remote Sensing (RS) field [1]. Since then HSI has found applications
in an increasing number of fields for a variety of specific tasks, and nowadays it is also largely used,
other than in RS [2], in biomedicine [3], food quality [4], agriculture [5,6] and cultural heritage [7],
among others [8].
Hyperspectral images are able to convey much more spectral information than RGB or other
multispectral data: each pixel is in fact a high-dimensional vector typically containing reflectance
measurements from hundreds of contiguous narrow band spectral channels (full width at half
maximum, FWHM between 2 and 20 nm) covering one or more relatively wide spectral intervals
(typically, but not exclusively, in the 400–2500 nm wavelength range) [9]. Current HSI acquisition
technologies are able to provide high spectral resolution while guaranteeing enough spatial resolution
and data throughput for advanced visual data analysis [10] in a variety of quality demanding
application contexts [8].
However, the great richness of HSI come with some data handling issues that, if not correctly
addressed, limits its exploitation. The main problem for the computational interpretation of
hyperspectral data is the well-known curse of dimensionality, related to the great number of channels
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and to the fact that data distribution becomes sparse and difficult to model as soon as the space
dimensionality increases. Nevertheless, the presence of data redundancy (due to the fine spectral
resolution and, in some cases, to fairly high spatial resolution) enables the adoption of dimensionality
reduction strategies. Doing this while preserving the rich information content is not a simple task, since
the spectral–spatial nature of the hyperspectral data is complex, as it can also be observed in terms of
inter- and intra-class variability of spectral signatures arising in non-trivial classification problems.
While these difficulties inevitably have repercussions on the performance of traditional machine
learning methods, which strongly depend on the quality of (hand-crafted) selected features, relevant
solutions to the above issues have been appearing in recent years with the spread of representation
learning approaches [11] and their implementation through Deep Learning (DL) architectures.
1.1. Hyperspectral Data Analysis Meets Deep Learning
Traditional learning-based approaches to HSI data interpretation rely on the extraction of
hand-crafted features on which to hinge a classifier. Starting early on with simple and interpretable
low-level features followed by a linear classifier, subsequently both the feature set and the classifiers
started becoming more complex. This is the case, for instance, of Scale-Invariant Feature Transform
(SIFT) [12], Histogram of Oriented Gradients (HOG) [13] or Local Binary Patterns [14], in conjunction
with kernel-based Support Vector Machines (SVM) [15], Random Forests [16] or statistical learning
methods [17]. It is interesting to look at the new trend of DL as something whose clues were
already embedded in the pathway of Computer Vision and Digital Signal Processing [11,18].
For example, Neural Networks (NN) can approximate what a traditional bag-of-local-features does
with convolutional filters [19] very well and SVM can be seen as a single layer NN with a hinge loss.
At the same time DL solutions cannot be seen as the ultimate solution for the fundamental questions
Computer Vision is called to answer [20].
The advantages introduced with DL solutions lie in the automatic and hierarchical learning
process from data itself (or spatial–spectral portions of it) which is able to build a model with
increasingly higher semantic layers until a representation suitable to the task at hand (e.g., classification,
regression, segmentation, detection, etc.) is reached. Despite these potentials, some attention is needed
when DL is applied to hyperspectral data. Most importantly, given the large amount of parameters
of DL models (typically of the order of tens of millions), a sufficiently large dataset is needed to
avoid overfitting. Hereinafter, large datasets are meant to be composed of hundreds of thousands
examples (where a typical example can consist of a spectral signature associated to a pixel or to
a small area or a HSI sub-volume). Conversely, a dataset composed of hundreds of examples can
be considered small. The very limited availability, where not complete lacking, of public (labeled)
datasets is the most evident shortcoming in the current "DL meets HSI" scenario. Due to the curse
of dimensionality, the effects of the shortage of labeled training data is amplified by the high data
dimensionality and may lead to effects spanning from the so-called Hughes phenomena (classification
performance sub-optimalities) to the models’ complete inability to generalize (severe overfitting).
Other pitfalls hidden behind limited availability of data for research purposes are limitations in terms
of breadth of the studied solutions that may be limited to the scope of the dataset itself. This also leads
to the necessity to work with unsupervised algorithms to partially overcome the lack of labeled data.
Data augmentation techniques (such as in [21,22]) in conjunction with the use of some specific DL
architectures (such as Convolutional Neural Networks and Autoencoders) also play an important role
in handling the above data-driven issues.
1.2. Purpose and Relations with Other Surveys
The purpose of this survey is to give an overview of the application of DL in the context of
hyperspectral data processing and to describe the state-of-the-art in this context. While this review is
not meant to gain further insight into technical aspects of specific application fields and instrumentation,
its objective is to be at the intersection of these two important trends: DL, driver of disruptive
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innovation, especially in computer vision and natural language processing, and exploitation of HSI
technologies and data analysis, which is expected to have a high growth even beyond the RS field.
This two trends meet up in a field where data is at the same time a challenge (for its dimensionality)
and a precious resource (for its informative wealth).
Highly informative reviews about DL methods in the RS field have been produced [23–25] where
there are several references or sections dedicated to HSI data. Conversely, recent work dedicated
to reviewing HSI data analysis comprises DL methods [10,26–29] but their scope is strictly limited
to the RS field. With the present work we want to provide an overview of the main principles and
advances related to the use of DL in HSI, not only in RS (from airborne or spaceborne platform),
but also in other relevant small-scale (from micro to macro ground based acquisitions) applications of
HSI data, where DL is already finding fertile terrain for its exploitation. The aim is to define a complete
framework to which even non-RS professionals can refer. With this aim in mind, this review has
been conceived (and schematized in Figure 1) to be accessible to different categories of readers while
maintaining a single and coherent logical flow.
DL HSI
RS (3.1)

Biomed (3.2)

Food&agri (3.3)
Data handling (4.1)

CNN (4.2)

Semi/Unsupervised (4.3)

Recurrent (4.5)
Discussion (5)
Applications (3)
Solutions (4)
Acquisition (2)Architectures (A1)
Figure 1. Graphical structure of the article.
In order to create the context for what follows, in Section 2 we provide a concise overview about
the main ways to acquire HSI datasets. This also gives the opportunity to evidence the possibility
of exploiting DL solutions in the creation of HSI data from undersampled spectral representations.
In Section 3, we adopt the point of view of “what” has been done until now by using DL approaches
on HSI data in different application fields. This part is meant to be more accessible to domain expert
readers. On the other hand, Machine learning and Computer Vision experts could be more interested
in Section 4, which aims to review “how” different DL architectures and their configurations are used
on HSI data for different analysis and interpretation tasks. With the final discussion in Section 5,
we also want to draw conclusive remarks aimed at pointing out some residual issues and trying to
envisage the future developments and challenges to address from the joint exploitation of HSI and
DL technologies. Finally, a basic introduction to DL architectures, in particular those mentioned in
this work, is provided in Appendix A in order to give additional context and references, especially to
domain expert readers.
2. HSI Acquisition Systems
In this section we give a concise review of the most diffused approaches that can be exploited for
the formation of HSI datasets. Interestingly, we also include a review of recent DL-based solutions
conceived for the production of HSI volumes starting from RGB or other sparse spectral representations.
2.1. HSI Formation Methods
Hyperspectral imaging (HSI) refers to imaging methods also able to acquire, other than 2D
spatial information xy, a densely sampled spectral information λ. The prefix hyper is used when
the acquired contiguous spectral bands are of the order of 102 to 103, as opposed to Multispectral
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imaging (MSI) aimed at the acquisition of order of dozens of bands (with typical FWHM of 100–200 nm),
not necessarily contiguous/isometric. Thus, HSI makes it possible to finely capture absorption features,
facilitating the identification of the presence of specific substances; while with MSI (and even worse
with RGB imaging) physico-chemical absorption features are spread over the channel bandwidth and
become much less detectable. Available HSI devices are able to acquire the 3D xyλ volumes by means
of 2D sensors ij by converting in time, or arranging in space, the spectral dimension. There are various
ways to acquire HSI volumes in practice. Here we review the main and most widespread, each one
involving physical limitations requiring a balance between key parameters, such as spectral and spatial
resolution, acquisition time (or temporal resolution), device compactness, computational complexity
among the main ones.
Relative motion between the HSI sensor and the sample are exploited in whiskbroom (area raster
scan) and pushbroom (linear) scanners to respectively acquire the spectrum λ of a single point xiyj
(at time tij) or of a line xyj (at time tj) of the sample. This is typically done by means of a prism
or a diffraction grating able to disperse the incoming light. For whiskbroom mode, the temporal
resolution is highly penalized especially if one wants to obtain decent spatial resolution and this
prevents, in most cases, the practical use of point-wise spectrography for HSI production. In Figure 2a
a pushbroom acquisition is depicted which is far more interesting and widespread since high spatial
and spectral resolution can be obtained at the cost of the time needed for the linear scanning over
the sample. Commercial pushbroom HSI cameras are currently able to offer easy balancing between
frame-rate and spectral resolution (See, for example http://www.specim.fi/fx/ (last visit March 2019)).
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Figure 2. Basic schemes of HSI formation methods. H/M/LR: High/Medium/low Resolution. S: space,
either x or y. λ: spectral dimension. (a) Pushbroom linear scanner. (b) Spectral selective acquisition.
(c) Spectrally resolved detector array (snapshot). (d) HSI from RGB images.
Selective spectral acquisition in time is at the basis of another acquisition mode that requires the
incoming images to be filtered to produce a xyλk image at time tk (see Figure 2b). The main trade-off
here is between spectral and temporal resolution, where spectral filtering can be done with mechanical
filter wheels (typically limited to MSI) or by means of acusto-optical or liquid-crystal tunable filters
(enabling HSI at a higher cost).
The possibility of obtaining a spectral image by just taking a snapshot is highly attractive for
time-constrained applications and this has driven a lot of research [30]. In these cases, physical
limitations due to the simultaneous use of spatial and spectral divisions, severely limit both resolutions.
Relatively economic systems have been commercialized recently by exploiting a technology able to
deposit filter mosaics directly onto the image acquisition chip (See, for example https://www.imec-
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int.com/en/hyperspectral-imaging (last visit March 2019)). Figure 2c depicts this idea of spectrally
resolved detector array, while we refer to [31] for a complete and up-to-date review.
An alternative way to rapidly obtain a HSI dataset from single shots is to derive a pixelwise
estimation of λˆ by means of an inverse mapping starting from highly subsampled (snapshot) spectral
measures, such as RGB images taken by commercial digital cameras. This idea, pioneered in [32,33],
has attracted some research interest in the CV community especially toward systems able to simulate
the production of HSI images in a very cheap and effective way starting from single RGB images
(see Figure 2d). Since in many cases this involved the exploitation of Deep Learning solutions we
provide a review of this domain in the next subsection.
2.2. HSI from RGB
The possibility to use deep learning approaches to generate hyperspectral images just starting
from RGB images, or other sparse spectral representations, has been investigated recently [34,35]
and generated a certain interest, especially in the Computer Vision community. The intent is to
find alternative solutions to the cost issues and spatial resolution limitations of HSI acquisition
devices, by introducing learned inverse mappings from a highly subsampled space to a dense
spectral representation.
Different DL solutions (CNN [36,37], 3D CNN [38], Dense and Residual Networks [39], Dirichlet
networks [40], Generative Adversarial Networks [41]) have been proposed to improve the mapping
and the spectral reconstruction by leveraging spatial context. Following results in [42], which show
a non negligible dependency of the spectral reconstruction quality to the colour spectral sensitivity
(CSS) functions of the camera, some approaches include the CSS functions to either jointly learn
optimal CSS and spectral recovery maps [43], or to produce CSS estimates directly from the RGB
images in unknown settings, to better condition the spectral reconstruction [44], or even to learn an
optimal filter to construct an optimized multispectral camera for snapshot HSI [45]. A review of recent
initiatives in this field can be also found in the report of the first challenge on spectral reconstruction
from single RGB images (NITRE 2018 workshop [46]). In a recent work, exploiting properties of
computational snapshot multispectral cameras [47], Wang et al. [48] proposed a DL-based HSI volume
reconstruction from single 2D compressive images by jointly optimizing the coded aperture pattern
and the reconstruction method.
Of course, while these approaches produce interesting results for some applications, their validity
is actually limited to the visible spectrum. In fact, to our knowledge no DL-based MSI-to-HSI
spectral upsampling has been proposed in the NIR-SWIR spectrum (750–3000 nm) where, because of
technological reasons related to currently available detectors, both cost-based and spatial-resolution
conditions change and do not lead to the same convenience considerations.
3. HSI Applications Meet DL Solutions
In this section we present an overview of DL applications to HSI data subdivided into the main
working fields. There is still an imbalance between the number of RS related papers with respect to
other application fields. This is due to many factors, including the origins of the development of HSI
technologies, the dimension of the RS research community, and the existence of specialized venues.
Despite the greater variety and average maturity of works related to RS, in our multidisciplinary
review we try to give the greatest value even to exploratory works in other fields being aware that,
as it frequently happens, some works done in one domain may inspire other works in another sector.
3.1. Remote Sensing
The main purposes of HSI data analysis for RS focus on image processing (comprising
calibration and radiometric corrections), feature extraction, classification, target recognition and scene
understanding. All these steps are a breeding ground for the exploitation of DL approaches, especially
for the potential advantages they bring in terms of data management and feature extraction with
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a consequent performance boost. Past and future missions (for an updated overview see [49] (Ch. 1))
will feed application professionals with an increasing number of HSI data and big interpretation
challenges to address (starting from proper handling of the volume of generated data). Conversely,
most of the technological breakthroughs coming from representation learning studies and DL
architectures have been quite rapidly tested in RS applications, and RS-related HSI does not represent
an exception to this.
3.1.1. Classification
Many DL approaches in the literature include classification as a final goal, while land cover
classification is one of the main task in RS. The main classes are related to crops (corn, grass, soybean, ...)
or urban areas (asphalt, trees, bricks, ...) and, according to available labels in the benchmark datasets,
a combination of those classes is considered in the majority of RS-HSI classification works that exploit
DL methods.
DL classification architectures have feature extraction capability by design. Conversely, classical
techniques consider classification on top of a separate hand-crafted feature extraction and remains
critical for the representativeness and robustness of the selected features with respect to the task at hand.
HSI-DL classification and feature extraction solutions have been recently explored using very different
approaches in terms of feature extraction and exploitation. HSI data offer different opportunities
to approach the analysis using a pure spectral or a joint spectral–spatial approach. In this section,
few works are usually selected as representative of the main paradigms, while in Section 4 many
other works are considered according to technological and methodological criteria.Pixel classification
can be based on the exploitation of the spectral features thanks to their richness and abundance.
Representative studies adopting this approach are [50–53]. Another kind of classification is based
on spatial features, since RS data have a contiguity in space so that classification can exploit the
similarities and patterns of neighbouring pixels as in [54,55]. Moreover, jointly considering spectral
and spatial features has been proven to enhance the classification, as described for example in [56–59].
Moreover, the introduction of multiscale spatial features could improve the performance slightly more
as demonstrated in [60–62]. Yang et al. in [63] tested four DL models ranging from 2D-CNN up to a
3D recurrent CNN model, producing a near-perfect classification result.
Labeled and publicly available HSI datasets (for training and benchmarking) are very few and
also quite outdated. The ones considered in the majority of RS land cover classification works are
Salinas, Pavia, Indian Pines, and Kennedy Space Center (Information about these datasets can be
found at http://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Sensing_Scenes (last
visit March 2019)). Moreover, this problem is exacerbated by the current practice in the remote sensing
community which carries out training and testing on the same image due to limited available datasets,
possibly introducing a bias in the evaluation. Therefore, when this practice is used, this makes fair
comparison difficult, since improved accuracy does not always necessarily mean a better approach.
As a side effect, this soon leads to accuracy performance that has already compressed and tending to
an asymptotic optimal value, and what can generate confusion is that this has happened with very
different DL approaches in terms, for example, of number of levels, weights and hyper-parameters
to learn. Therefore, even if benchmarking is always valuable, near-perfect results (even obtained
taking care of overfitting issues) should not be interpreted as if all land cover classification issues
can be considered solved. To reduce the bias deriving from indirect influence of training data on test
data when they are taken from the same image (even when random sampling is adopted), a spatially
constrained random sampling strategy has been proposed in [64], which can be used in case of limited
available labeled HSI volumes.
3.1.2. Segmentation
DL approaches have also been used in RS-HSI for segmentation purposes. Hypercube segmentation
can be exploited in several ways, and it is useful to better handle a subsequent image classification in
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several situations. In [65], Alam et al. presented a technique that operates on a superpixel partitioning
based on both spectral and spatial properties; in [66] the segmentation of the image was used as a
preliminary step to focus the subsequent classification on meaningful and well circumscribed regions.
3.1.3. Target Detection and Anomaly Detection
In RS target detection and recognition is receiving increasing interest. In [67,68], parallelized and
multiscale approaches were respectively proposed for vehicle detection from satellite images. In [69]
Zhang et al. described an oil tank detection system, while in [70] a building detection method
was presented.
Target detection could be treated in an unsupervised way as well. In this case, it can be seen,
depending on the objective, as anomaly detection and usually, it does not need prior information about
target objects. These approaches are especially useful, for instance, in the case of forest fire, oil spills
in the sea or more in general to detect targets with low probabilities or significant changes that have
occurred with respect to a previous acquisition in a certain image scene. Elective areas of application
for these methods include, for example, disaster monitoring and defense applications, as well as food
processing and various manufacturing related quality controls. Approaches to anomaly detection were
found in [71] taking advantage of stacked autoencoders and in [72] where Deep Belief Networks were
employed. In [72,73] two different approaches to perform real-time and classical anomaly detection
were proposed. Similar to them, in [74], a method exploiting change detection was described. In [75]
instead, a DL solution based on Deep Belief Networks and a wavelet texture extraction technology
outperformed many baseline models on two HSI datasets.
3.1.4. Data Enhancement: Denoising, Spatial Super-Resolution and Fusion
The physical limitations that characterize the HSI acquisition phase (see Section 2) can relate to
issues affecting the quality of the acquired data. This can be partially addressed with data enhancement
solutions aimed to increase the practical value or the possibility to exploit the data. A recent example
of DL-based solutions in this field is described for restoration and denoising in [76], where authors use
encoding-decoding architectures as intrinsic image priors to effectively acting as an HSI restoration
algorithm with no training needed. With this set-up, they demonstrated the superior capability of
2D priors compared to 3D-convolutional ones, outperforming single-image algorithms and obtaining
performance comparable to trained CNNs. A denoising technique powered by CNN is also presented
in [77] and related advancements [78,79], where improved noise removal has been obtained with
concurrent spectral profile preservation and reduced computational time.
Another popular enhancement task for HSI is (spatial) super-resolution. This is aimed to overcome
resolution limitations so that, starting from a lower resolved HSI data, high resolution hyperspectral
images are produced by exploiting high spatial resolution information coming from another imaging
source. This is similar to what happens with pan-sharpening [80] where panchromatic images are used
to enhance the spatial resolution of satellite MSI data (DL methods have also been applied in this
field [81,82]). In general HSI super-resolution comes from the exploitation of RGB or other high-spatial
low-spectral images at least in a training phase. To this end, in [83], a simple transfer-learning
approach was applied, while in [76,84,85] complete end-to-end architectures were presented. In [86]
an end-to-end approach based on 3D convolutions was suggested instead. Within the scope of this
work the term end-to-end refers to network architectures that take the HSI volume as input and
produce the target data without using separate pre- or post- processing stages. Other approaches are
composed of multiple stages in which CNNs are applied extensively as in [87,88] or, more interestingly,
without requiring auxiliary images, as in [89].
In certain applications the information provided by HSI alone is not sufficient or, in general,
the presence of different and complementary data sources can be exploited to improve results or to
enable the accomplishment of specific tasks. This is the case in multi-branch DL solutions conceived
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to enable data fusion, especially involving Lidar and HSI images as in [90–94]. Similarly, in [95] data
fusion was carried out on three different data sources, with the inclusion of RGB images as well.
3.2. Biomedical Applications
The synergy between HSI and DL can also be exploited in the biomedical sector. For example,
the possibility to extract and analyze spectral signatures, spatial maps and joined spatial–spectral
representations from specimens in a wide variety of specific application fields (e.g., clinical
microbiology, histopathology, dermatology, to name a few) allows the development of (supportive)
diagnostic tools in either invasive or non-invasive (or reduced invasiveness) settings. Likewise for RS,
where the cover-type classification task is the prominent application, classification operated on the
surface of different kinds of specimens, acquired through HSI systems at various scales (from micro to
macro), is gaining high interest [3]. Concurrently, the adoption of DL solutions is rapidly becoming the
first choice when approaching the majority of medical image analysis tasks [96]. However, despite the
high potential, the number of studies able to fully take advantage of both HSI and DL technologies is
still relatively low. This may be due to the fact that HSI acquisitions in many biomedical fields are still
experimental and unconventional, other than leading to a high amount of data that may be difficult to
handle. There are also cost factors and other experimental challenges in terms of infrastructure and
experimental setup that, despite the conceptual non-invasiveness of HSI acquisitions, still interfere
with a wider usage of HSI systems. However, the interest in HSI and modern DL-based handling
of the produced data can grow towards well integrated, safe and effective investigation procedures,
and the emerging studies we examine below are proof of this.
3.2.1. Tissue Imaging
The discrimination between normal and abnormal conditions was pursued in an exploratory
study [97] to assess the presence of corneal epithelium diseases by means of CNN. In [98,99] different
2D-CNN solutions were considered to classify head and neck cancer from surgical resections and
animal models, respectively. Other studies further investigated the possibility of delineating tumor
margins on excised tissues [58] and to demonstrate a richer "optical biopsy" classification of normal
tissue areas into sub-categories like epithelium, muscle, mucosa [100], also by means of deeper CNN
architectures and full spatial–spectral patches. In an interesting study, where a dual-mode endoscopic
probe was developed for both 3D reconstruction and hyperspectral acquisitions [101], a CNN-based
system was proposed to obtain super-resolved HSI data from dense RGB images and sparse HSI
snapshot acquisitions. The latter were obtained by exploiting linear unbundling of a circular optical
fiber bundle.
3.2.2. Histology
The task of cell classification is another conceptually similar discrimination that was explored
in [102,103] to recognize white blood cells in microscopy images, where different bands were acquired
by exploiting Liquid Crystal Tunable Filters (LCTFs). Conversely, in [104], an two-channel global-local
feature end-to-end architecture was proposed for blood cell segmentation and classification. Increased
spectral information at pixel level can also be exploited as a sample-preserving alternative to invasive
chemical procedures, such as in [105], where a virtual staining network was tested to possibly avoid
chemical staining of histopathological samples.
3.2.3. Digital Microbiology
In the field of clinical microbiology, multi-class classifications, based on CNN and softmax output,
were used for the recognition of bacteria species over VNIR (visible near-infrared, 400–1400 nm) HSI
acquisitions of bacteria culture plates where spectral signatures was extracted from single bacterial
colonies [106,107]. Interestingly, the exploitation of spectral signatures at a colony level can be seen
as an alternative to another form of chemical staining taking place when so called chromogenic
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culturing plates (filled with agar media enriched with species-selective pigmentation agents) are used
to introduce some colour differentiation among bacteria species. This is also significant in recent years
since clinical microbiology laboratories are interested by an epochal change in terms of automation and
digitization of the whole culturing processes [108]. As a side issue of possible massive usage of HSI
data one should consider data conservation needs, typically arising in biomedical domains, which can
lead to data handling (storage and transfer) problems especially for high spatial–spectral resolution HSI
volumes, each one typically occupying hundreds of MB in raw format. Therefore studying adequate
compression techniques and strategies capable of guaranteeing the preservation of the classification
and discrimination performance is of high interest, especially in contexts characterized by a high data
throughput, such as digital microbiology, where bacteria culturing is massively performed for routine
exams and a great volume of digital data is created on a daily basis [109].
3.2.4. Vibrational Spectroscopic Imaging
Despite our focus on HSI, it is worth observing that, especially in the biomedical field, vibrational
spectral imaging techniques [110,111] have also recently started to benefit from the possibility offered
by representation learning approaches to directly analyze raw spectra (avoiding pre-processing
and/or manual-tuning), even improving performance with respect to more classical machine learning
solutions [112]. In [113], automatic differentiation of normal and cancerous lung tissues was obtained
by a deep CNN model operating on coherent anti-Stokes Raman scattering (CARS) images [114]. In the
context of histological applications of Fourier Transform Infrared (FTIR) spectroscopic imaging [115],
CNN-based approaches have been introduced to leverage both spatial and spectral information for
the classification of cellular constituents [116] and to accomplish cellular-level digital staining to the
micrometer scale [117].
3.3. Food and Agriculture
HSI techniques are widely recognized for their added value in the agricultural field for a variety
of monitoring, modeling, quantification and analysis tasks [6], while in the food industry sector,
noninvasive and nondestructive food quality testing can be carried out on the production and
distribution chain by means of HSI-based inspection [118]. Examples of HSI-DL techniques were used
to assess the freshness of shrimps [119,120] and to prevent meat adulteration [121]. In agriculture
either pre- or post-harvesting controls can be conducted. In the first case nutrient inspection [122]
or early pathogenic diagnosis [123] were tested, while the possibility of post-harvesting controls
were investigated with the assessment of fruit ripening indicators [124], to help segregate damaged
fruits [125] and to detect the presence of plant diseases [126]. The main rationale of adopting DL-based
data analysis and interpretation combined with HSI is the need to fully exploit the richness of spectral
(frequently linked to chemometric principles in the NIR range) and spatial (usually related to the
complexity and non-uniformity of the samples) information, contrasting the complexity of hand-crafted
feature extraction by relying on representation learning and DL abstraction hierarchies. Additional
complexity can also derive from environmental variables that interfere in case of acquisition in the
open field, as in [123]. Discrimination among different (plant) species is another salient application
that was trialled in the case of cereal [127] or flower [128] varieties.
3.4. Other Applications
HSI-DL works in other application fields are still very rare. The authors of a recent review
of HSI applications [8] proposed a solution for ink analysis based on CNN for automated forgery
detection [129] in hyperspectral document analysis [130]. Interesting developments can be expected
within the scope of historical and artistic document analysis (manuscripts, paintings, archaeological
artifacts and sites), forensic analysis, anti-counterfeiting and authentication domains, surveillance and
homeland security, to name a few.
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4. Deep Learning Approaches to HSI
In recent years, a variety of DL approaches and architectures have been proposed to address
the HSI analysis task described in the previous section. We will mainly focus on Convolutional
Neural Networks (CNN) in different configurations (spectral, spatial, spectral–spatial) which have
primarily been employed with the aim of feature extraction and classification. In doing so, we will
introduce various methods, from classical networks to the integration with multiscale and fusion
strategies, as in [131]. Other significant architectures we consider are Autoencoders, Deep Belief
Networks, Generative Adversarial Networks and Recurrent Neural networks (all concisely revised in
Appendix A). These architectures are flexible and adaptable to different data analysis tasks and suit
HSI analysis as well. Dataset augmentation, post-processing solutions and an overview about new
directions in HSI data handling conclude this section.
4.1. Data Handling
Hyperspectral data can be treated according to different spatial–spectral viewpoints. Most of the
early DL methods only exploit data pixel-wise (1-dimensional approaches), working in the spectral
direction. This can be done by extracting spectral signatures from single pixels or from groups of them
either surrounding a central pixel or belonging to an object area. The latter approach generally needs
some a-priori knowledge and a pre-processing phase to detect the object of interest (by segmentation).
In [107] a spectral cosine distance transform is exploited to identify and weight pixels belonging to objects
of interest in a biomedical application.
Dimensionality reduction is used to tackle the spectral information redundancy. Of the different
dimensionality reduction techniques, PCA is still a classic way to proceed. Depending on the context,
other approaches can be used as well, such as ICA [132] and stacked autoencoders [66].
Otherwise, a 2-dimensional process can be applied. In this case a preliminary dimensionality
reduction is usually carried out as well. Spatial processing is exploited to extract spatial features from
the whole bands or on 2D patches.
Finally, HSI data can be handled as a whole with the aim of extracting both spatial and spectral
features (3-dimensional). Some of these approaches still use a pre-processing stage to condition
the data, but often the final goal is to work directly on the "raw" hypercubes. Since this can be
a computationally expensive and complex way to proceed, operating on 3D patches (i.e., sub-volumes)
is often a preferred method.
4.2. Convolutional Neural Networks
Nowadays CNNs are the most popular DL approach in computer vision, thanks to their ability to
include additional meaningful restriction in the learning process, like space-invariant features and
robustness to slight rotation and deformation. They can also work with a limited training dataset thanks
to new and powerful regularization techniques, which are one of the most important characteristics
behind their success. In the following subsections we first consider CNNs when they are mainly used
as feature extractors (Section 4.2.1). We then map the remaining CNN-based approaches according
to whether they work with only one (spectral or spatial) data characteristic (Section 4.2.2) or if they
jointly exploit the spectral–spatial nature of HSI data (Section 4.2.3). Where not otherwise specified,
classification objectives are related to pixel labeling according to the land cover classes defined in the
benchmark datasets (see Section 3.1.1). In Table 1 the HSI-DL papers reviewed in the current section
are subdivided into their application domain categories.
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Table 1. HSI-DL studies exploiting CNNs represented by target use (columns) and field—task (raws).
Feature Extractor Spectral or Spatial Spectral–spatial
RS–Classification [68,133–138] [50,54,61,139–141] [57,62,142–164]
RS–Data fusion [90–92,94,95]
RS–Detection [67]
RS–Image processing [55,79]
Biomedical [97] [102,103,107] [58,100,113]
Food-agriculture [123,127,128] [121,126]
4.2.1. Cnn as a Feature Extractor
CNNs have often been combined with classical ML methods, especially SVM. In this setup a CNN
is used as a way to dynamically learn a feature extractor from data. This approach has the advantage
of exploiting the ability to automatically retrieve a good feature set, from the CNN side, and the
robustness to overfitting even on small datasets, from the classical machine learning side. In [136]
Leng et al. described a hybrid CNN-SVM for hyperspectral land-cover classification, in which a target
pixel and the spectral information of its neighbours are organized into a spectral–spatial multi-feature
cube without extra modification of the CNN. In [97] a CNN was combined with SVM to perform
binary classification (injured vs healthy) on a small ophthalmic dataset. In [67,68], the introduction of
a multiscale approach has proved to be important for the extraction of robust features.
More complex architectures were proposed to jointly handle the space and spectral dimensions
in order to produce a more complete feature representation. For instance, in [138] a two-channel
deep CNN was used to produce spectral–spatial features from hyperspectral images for land cover
classification. Wei et al. [137] proposed a hierarchical framework called spectral–spatial Response that
jointly learns spectral and spatial features directly from the images.
In order to perform a robust feature extraction which squeezes all information within HSI data,
many methods proposed to optimize and join spatial and spectral features in a single setup. The fusion
may also involve features extracted from multiple sources and at different levels to make full use of
HSI and, for instance, Lidar images as in [91,92,94]. Similarly, in [90] Chen et al. proposed a method in
which spatial and spectral features are extracted through CNNs from HSI and Lidar images respectively,
and then are fused together by means of a fully connected network. Instead, Xu et al. [95] presented
a pixel-wise classification method based on a simple two-channel CNN and multi-source feature
extraction. In particular, a 2-D CNN is used to focus on spatial feature extraction and a 1-D CNN
is used for spectral features. Eventually, a cascade network is used to combine features at different
levels from different sources (HSI, Lidar, RGB). In [134] a two-stream CNN was trained with two
separate streams that process the PolSAR and hyperspectral data in parallel before fusing them in
a final convolutional layer for land cover classification. A recent effort in this field has been made
in [135], in which Jiao et al. proposed a framework for hyperspectral image classification that uses a
fully-convolutional network based on VGG-16 to predict spatial features starting from multiscale local
information and to fuse them with spectral features through a weighted method. Classification is then
carried out with a classical method (SVM). A similar approach was taken in [133] with the addition of
a new objective function that explicitly embeds a regularization term into SVM training.
4.2.2. Spectral or Spatial Approaches
Supervised 1D-CNN working at pixel level was proposed in different domains [50,123,128,139]
to directly exploit the information relative to each spectral signature. This usually leads to better
results with respect to classical ML approaches. For instance in [140], authors proposed an ad-hoc
model, carefully tuned to avoid overfitting, providing better results with respect to a comprehensive
set of shallow methods. However, especially in the RS domain, performance of pixel-wise methods
can be affected by noise [50]. To cope with noise, averaged spectra can be extracted by a group of
pixels belonging to an object of interest. This approach is particularly suitable in small-scale domains
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as in the case of segmented rice seeds [127]. In [107], a similar approach was used in a biomedical
scenario, where signatures were obtained by a cosine distance weighted average of pixels belonging to
segmented bacterial colonies.
Principal Component Analysis (PCA) is a technique highly exploited in RS to handle data
dimensionality and it is used to pre-process data in many DL pipelines as well. In [102], CNN
classification of pixel patches obtained after PCA reduction was proposed for cell classification.
PCA was used also in [103] to pre-process medical HSI data and improved performance was obtained
by the combination or modulation of CNN kernels with Gabor kernels in the preliminary network
layers, as suggested in [165].
A different approach for spatial feature extraction was presented by Zhao et al. in [54], and its
evolution in [61], in which a multiscale CNN was introduced to learn spatial features. With respect
to other methods, data are reorganized into a pyramidal structure containing spatial information at
multiple scales. In [55], a band selection method based on spatial features was proposed in order
to maximize the HSI classification under the small training set constraint. Similarly, in [141], band
selection was performed by means of a distance density measure. The produced spectral signature
was then fed to a CNN trained on full bands, exploiting the advantage of a rectified linear unit (only
activated for non-zero values), in order to test the band combinations without retraining the model.
4.2.3. Spectral–spatial Approaches
Working jointly with both spectral and spatial features generally leads to improved results.
In [163], Zhang et al. described a dual-stream CNN that exploits spectral features using a method
similar to [50], spatial features with the approach presented in [139], and a softmax regression
classifier to combine them. A similar dual-input approach exploiting a concatenation of spectral
and spatial features extracted with 1D-CNN and 3D-CNN respectively was proposed in [121], in a food
adulteration detection context. A three-dimensional CNN-based approach can be exploited to extract
combined features directly from the hyperspectral images to be used in classification, as done in [126]
for plant disease identification. In [157], this allowed to obtain important results in the RS domain,
also thanks to a combined L2 regularization to avoid overfitting and the use of sparse constraints.
A similar approach was also described in [144,147] where spectral–spatial feature extraction and
consequent classification were done directly on hypercubes and without any pre-processing. The work
in [146] presented a similar approach, but with a Siamese CNN [166].
In [58,100], Halicek et al. proposed an effective 3-D CNN based on AlexNet, trained with 3-D
patches and an extended version with an inception block (i.e., with filters of multiple sizes operating
at the same network level). While in [164], Gao et al. introduced a network with an alternate small
convolution and a feature reuse module able to improve the rate of the high-dimensional features
in the network, thus allowing a better extraction. In the last few years, RS-HSI research has been
particularly focused on this kind of architectures. Densenet-like architectures and VGG16 were also
exploited in [135,156], respectively, for classification. In [158], Liu et al. described a 3-D CNN trained
via deep few-shot learning [167] to learn a metric space that causes the samples of the same class to be
close to each other. This approach has proven to be effective in cases of few labeled data.
An interesting improvement to a CNN-based model was introduced by Paoletti et al. in [150],
where the redundant information present in hidden layers was used in order to exploit additional
connections between them in an efficient way, generally enhancing the learning process. One additional
3-D approach was proposed in [159] and recently in [160]. In the latter case a complex scheme was
proposed, in which virtual sample creation and transfer-learning were adopted in order to mitigate
data shortage during training.
Other examples of spatial–spectral approaches were found in [148,153], in which CNN pixel
classification methods that hierarchically construct high level features were presented. Furthermore,
in [145] a sparse representation method was employed to reduce the computational cost and to
increase the inter-class discrimination after the feature extraction from CNN while, in [155], this step
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was followed by a spectral feature reduction method. In [151] an architecture that extracts band specific
spectral–spatial features and performs land cover classification was presented. Yang et al. [152] used
a two stream spatial–spectral network to perform transfer-learning, by fine-tuning only final layers,
producing an improvement with respect to excluding the transfer-learning part. In [143] Lee et al. first
tried to use a very deep CNN, proposing a Contextual Deep CNN for classification, which is able to
jointly optimize the spectral and spatial information together.
A multiscale-based approach is presented in [154], in which multiscale object features, obtained
from an initial SLIC (simple linear iterative clustering) superpixel segmentation [168], were combined
with spectral features and used as input to a CNN for classification. Instead, in [57] authors proposed
a Diverse-region-based CNN (DR-CNN), which uses a joint representation from diverse regions in
the proposed CNN framework, simultaneously taking advantage of both spectral and spatial features.
Furthermore, they adopted a multiscale summation module designed to combine multiple scales and
different level features from unequal layers.
In [161], Ouyang et al. demonstrated that networks augmented by reconstruction pathways
can bring some advantages to feature extraction and classification. The reconstruction is established
by the decoding channel with reconstruction loss computation, which is then used jointly with the
classification loss as the loss function for network training. Finally, the high-level features from the
encoding and decoding channels are combined by a designed control gate. This is somewhat similar
to what can be achieved with the deconvolutional network used in [162] aimed at recovering images
starting from the intermediate features in order to improve the training.
The introduction of sensor-specific feature learning (a model is trained to learn the separability
of a sensor using a specific dataset) leads to architectures able to produce good feature sets for
classification purposes. In [149] Mei et al. created a sensor-specific five layer structure integrating both
spatial and spectral features. Fang et al. [142] proposed a new architecture that is capable of adaptively
selecting meaningful maps for classification produced by a multi-bias module that decouples input
patches into multiple response maps.
Recently in [62], 1D, 2D, and 3D multiscale approaches were compared with a new multiscale-
convolutional layer, demonstrating the superiority of the proposed 3D approach.
4.3. Autoencoders and Deep Belief Networks
Autoencoders (AEs) and Stacked Autoencoders (SAEs) have been widely used in hyperspectral
imagery for different tasks, mainly in RS but also in food-quality applications. This is due, as in Deep
Belief Networks (DBN), to the fact that they tackle the problem of small labeled datasets by attempting
to exploit an unsupervised or semi-supervised approach before the desired training, thus producing
a well initialized architecture that is suited to HSI tasks.
In [59] this approach was used and tested on RS-HSI for the first time by Lin et al. They
proposed a framework in which PCA on spectral components is combined with SAEs on the other two
dimensions to extract spectral–spatial features for classification. In line with this in [169] Chen et al.
presented different architectures where spectral, spatial (flattened to 1-D vector by using PCA) or jointly
driven classifications are obtained by a Logistic Regression (LR) layer operating on features computed
with SAEs. Similarly, in [170,171] a SAE was used, followed respectively by a SVM and a Multi Layer
Perceptron (MLP) for the classification. In the food quality domain, SAE-based approaches were used
in combination with regression methods to predict and quantify the presence of chemical indicators of
food freshness [119,120,122] or to assess edible quality attributes [124]. In [172], Ma et al. proposed
an effective method called Contextual Deep Learning (CDL) which can extract spectral–spatial features
directly from HSI. In order to exploit spectral feature extraction in [52] Karalas et al. used sparse AE
composed of a single hidden layer, as well as stacked in a greedy layer-wise fashion; in [66] the same
goal was reached using a segmented SAE by employing a dimensionality reduction.
An improvement to plain SAE was introduced by Ma et al. [173] in order to deal with parameter
instability when a small training set was used. In particular a SAE is modified not only to minimize
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the classification error as usual, but also to minimize the discrepancy within each class and maximize
the difference between different classes. In [174] an improved version with deep SAE was presented.
Zhang et al. [71] proposed a stacked autoencoder suitable for hyperspectral anomaly detection.
Multiscale approaches were also introduced to support AE. In [54] Zhao et al. proposed
a combination of AEs and LR. In particular they introduced a method that combines PCA to extract
spectral features, multiscale convolutional AEs to extract high-level features and LR to classify them.
In [175] a mixture between SAEs and CNN was used. In particular SAEs are exploited to generate
deep spectral features (1-D) which are then combined with spatial features extracted with a pyramid
pool-based CNN able to manage features at different scales. On top of it, a LR classifier is used.
Many works use stacked denoising AEs, which are SAEs trained on noisy input. Liu et al. [176]
used them to generate feature maps that are then classified trough a superpixel segmentation approach
and majority voting. In [53], Xing et al. presented a pre-trained network using stacked denoising AEs
joined with a logistic regression to perform supervised classification. Conversely, in [82] modified
sparse denoising AEs were used to train a mapping between low-resolution and high-resolution
image patches for pan-sharpening. Inspired by denoising AEs, an unsupervised DL framework,
namely Relit Spectral Angle-Stacked AE (RSA-SAE), was employed in [177] to map hyperspectral
image pixels to low-dimensional illumination invariant encodings. In Ball et al. [178], a complete
classification pipeline was presented, in which a denoising SAE is fed using an augmentation technique,
and a final post-processing provides robust image classification. Lan et al. [179] proposed a framework
integrating k-sparse denoising AEs and spectral–restricted spatial characteristics for hyperspectral
image classification.
Thanks to their dimensionality reduction capabilities DBN can be used to extract features. In [180]
DBN were combined with LR classification, similarly to how SAEs were exploited in [169]. In [56]
1-layer-DBN and 2-layer-DBN with spatial–spectral information were both used after a preliminary
PCA. Recently, an unsupervised DBN was presented in [72] by Ma et al. to develop a real-time
anomaly detection system able to detect interesting local objects. Instead, in [75], DBNs were fed with
a 3D discrete wavelet transformation on the input HSI data. Autoencoders also find applications in
non-linear spectral unmixing, for endmember extraction and abundance map estimation. In [181] a
solution that relies on the given data and does not require supervision is presented, while in [182]
an end-to-end learning method called EndNet is introduced based on an AE network exploiting
additional layers and a Spectral Angle Distance metric.
4.4. Generative Adversarial Networks
Generative Adversarial Networks (GANs) have gained a lot of interest for their ability to learn to
generate samples from data distribution using two competing neural networks, namely a generator
and a discriminator. In [183], authors used the discriminator network of a trained GAN to perform
classification. This method has proven to be effective when the number of training examples is small.
Similarly, [184–186] applied GANs in order to use their discriminator outputs for the final classification
phase. In [105] a conditional generative adversarial network (cGAN) was used to build a mapping
from PCA reduced HSI data and RGB images of chemically stained tissue samples.
4.5. Recurrent Neural Networks
Other DL approaches worth mentioning are those based on Recurrent Neural Networks (RNNs),
i.e., neural network architectures specifically designed to handle time dependencies. In this case,
hyperspectral data can be treated as if they were video sequences (with spectral bands as video
frames) and a RNN can be applied to model the dependencies between different spectral bands,
as in [187]. In [51], Mou et al. presented a supervised classification method which focuses on the
use of RNN and parametric rectified tanh as an activation function. In [146] Liu et al. introduced
a bidirectional-convolutional long short term memory (LSTM) network in which a convolution
operator across the spatial domain is incorporated into the network to extract the spatial feature,
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and a bidirectional recurrent connection is proposed to exploit the spectral information. Recently,
Shi et al. [188] presented a 3-D RNN able to address the problem of the mixed spectral pixel in order
to remove the noise in the classification stage.
4.6. Dataset Augmentation, Transfer-Learning, and Unsupervised Pre-Training
A way to address the lack of availability of labeled pixels is by using different data augmentation
strategies. Among them, random pixel-pair features (PPF) was introduced in [21], which exploits
the similarity of the pixels of the same class to augment the training data, where a deep CNN with
multi layers is then employed to learn these PPF. This approach was improved in [22], in which
Ran et al. proposed a spatial pixel-pair feature, SPFF, with a flexible multi-stream CNN-based
classification. In [189] Windrim et al. proposed a data augmentation strategy based on relighting
for training samples of the CNN which consists of simulating the spectral appearance of a region
under different illumination during training. While in [190], Li et al. made an extensive comparison
of common augmentation techniques and proposed a new one that helps the CNN to better learn
intra-class correspondences.
Another way to handle this data availability problem is to exploit big labeled datasets containing
similar data with a transfer-learning approach. The reasoning is that usually the first part of a DNN
learns generic filters that are reusable in many contexts. In [191], Windrim et al. used this approach
by creating a pre-trained CNN on a similar but more complete HSI dataset and then fine-tuning it on
the ground-truth dataset. The advantage is that the ground-truth dataset can be now considerably
smaller and the training procedure faster. Similarly a transfer-learning approach was employed in [73]
to build an anomaly detection system that works on the difference between pixel pairs or in [192] for
classification on both homogeneous and heterogeneous HSI data.
As mentioned above, the lack of training sets makes unsupervised and semi-supervised methods
increasingly interesting. For example, in [193], Ratle et al. proposed a semi-supervised neural network
framework for large scale HSI classification. In [194], Romero et al. presented a layer-wise unsupervised
pre-training for CNN, which leads to both performance gains and improved computational efficiency.
In [195], Maggiori et al. introduced an end-to-end framework for dense pixel-wise classification
with a new initialization method for the CNN. During initialization, a large amount of possibly
inaccurate reference data was used, then a refinement step on a small amount of accurately labeled
data was performed. In [196], Mou et al. proposed, for the first time in HSI, an end-to-end 2-D fully
Convolution-Deconvolution network for unsupervised spectral–spatial feature learning. It is composed
of a convolutional sub-network to reduce the dimensionality, and a deconvolutional sub-network to
reconstruct the input data.
Advanced training strategies that use semi-supervised schemes were also presented. These made
use of abundant unlabeled data, associating pseudo labels in order to work with a limited labeled
dataset as in [197], where a deep convolutional recurrent neural networks (CRNN) for hyperspectral
image classification was described. Instead, in [93], a ResNets architecture capable of learning from the
unlabeled data was presented. It makes use of the complementary cues of the spectral–spatial features
to produce a good HSI classification.
4.7. Post-Processing
Conditional Random Fields (CRF) have been used in several works thanks to their ability to
refine CNN results for different tasks. In [65], Alam et al. presented a technique that combines
CNN and CRF operating on a superpixel partitioning based on both spectral and spatial properties,
while in [198], CNNs were combined with Restricted CRF (CNN-RCRF) to perform high-resolution
classification, refining the superpixel image into a pixel-based result. Recently, in [199], a decision
method based on fuzzy membership rules applied to single-object CNN classification was adopted to
increase classification performance with a considerable gain in accuracy.
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4.8. New Directions
Finally, we consider other recent solutions that manage HSI data in a more sophisticated way or
that can be considered interesting directions deserving further investigation.
Training sample restrictions Specific DL models and training methods have been proposed to
improve accuracy when the number of training samples is not abundant. In [200], the inherent
spatial–spectral properties of HSI data were exploited to drive the construction of the network model.
The use of an edge preserving filter allows us to better explore the contextual structure in a resilient
way with respect to noise and small details. An extension of this approach has been proposed in [201]
with the introduction of a multi-grain and semi-supervised approach. A self-improving CNN was
described in [202] that is able to handle data dimensionality and the lack of training samples by
iteratively selecting the most informative bands. In [203] a domain adaptation method was used to
exploit the discriminative information of a source image to a neural network for HSI classification.
Active transfer learning is an iterative procedure of selecting the most informative examples
from a subset of unlabeled samples and can be used to train deep networks efficiently [204]
also with small training sets. Active learning was used in [205] in order to search for salient
samples and is able to exploit high-level feature correlations on both training and target domains.
Instead, Haut et al. [206] performed spectral–spatial classification using Active Learning coupled with
a Bayesan-CNN, where the idea was to add a prior distribution, allowing a probability or likelihood to
be defined on the output.
HSI enhancement As discussed in Section 3.1.4, many sources of degradation negatively impinge
on the overall quality of HSI. Thus, different solutions has been proposed in order to recover a
high-quality HSI both in the spectral and spatial dimensions. In the area of super-resolution, it is worth
mentioning the work by Yuan et al. [83] in which a transfer-learning procedure was applied, and the
method in [207] that combined both spectral and spatial constraints with a CNN model. Conversely,
in [84], a super-resolution network was employed to improve a classification module in an end-to-end
fashion. Remarkably, this approach only used a small amount of training data. Instead, Lin et al. [101]
proposed a new architecture called SSRNet (super-spectral-resolution network) that is able to estimate
dense hypercubes from standard endoscope RGB images and sparse hyperspectral signals from
a RGB to HSI base reconstruction and a sparse to dense HSI refinement. Similarly, an image recovery
CNN from spectrally undersampled projections was proposed in [35]. Another HSI super-resolution
method [208] took inspiration from deep laplacian pyramid networks (LPN). The spatial resolution is
enhanced by an LPN and then refined, taking into account the spectral characteristics between the low-
and high-resolution with a non-negative dictionary learning. In [79] Xie et al. presented a promising
quality enhancement method. It combines the theory of structure tensors with a deep convolutional
neural network (CNN) to solve an HSI quality enhancement problem.
Capsule Networks A new kind of approach in the computer vision field that is currently growing
is Capsule Neural Network. This kind of network has the aim of improving the CNN robustness to
geometric transformations using Capsules, a nested set of neural layers that provide the model with a
greater ability to generalize. Examples are found in [209–212]. In particular, in [210], Wang et al.
proposed a 2-D CapsNet for HSI classification by using both spatial and spectral information,
while in [212] Yin et al. introduced a CapsNet architecture with pretraining and initialization stages to
improve speed and convergence while avoiding overfitting.
Classification related tradeoffs In real systems, other requirements/limitations, e.g., in terms of
data occupancy or power consumption, can conflict with (classification) performance maximization.
The high data flow imposed by HSI in quality inspection or high throughput diagnostic procedures
is a challenge when mid- or long-term data conservation is a requirement: for example in [109]
authors evaluated the combined use of classification and lossy data compression. To this end,
after selecting a suitable wavelet-based compression technology, they tested coding strength-driven
operating points, looking for configurations likely able to prevent any classification performance
degradation. The result showed that it is possible to derive guidelines for using lossy compression to
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concurrently guarantee the preservation of the classification quality and the highest compression rate.
When computational complexity or power consumption restrictions do emerge, it becomes relevant to
evaluate classification performance trade-offs with respect to model implementations on low-power
consumption architectures [213]. Concerning computational speed, in [214], Paoletti et al. proposed an
implementation of 3-D CNN by integrating a mirroring strategy to effectively process the border areas
of the image.
5. Discussion and Future Perspectives
An imbalance that clearly emerged from this overview is the one between the number of HSI-DL
studies in the scope of RS with respect to the ones in other application fields. This is depicted in
more detail in Figure 3 where, on an annual basis, we subdivided HSI-DL works in this survey by
application areas, with RS related studies further split into sub-fields. In this count we did our best to
include literature works and their subject mapping. In case of large overlaps of content in multiple
works only the most representative works were included. The aforementioned disparity derives from
multiple factors: historical and technological reasons (hyperspectral imaging started and developed
first and foremost in the RS sector); the development of a wide scientific community; the existence of
many venues (journals and conferences) dedicated to RS research themes.
COUNTA of Chiave Anno
Classe 1985 2009 2010 2011 2013 2014 2015 2016 2017 2018 2019 Grand Total
Biomedical 1 8 6 2 17
Food-agri 1 1 11 1 14
Others 1 5 10 4 20
RS - classification 1 1 1 2 11 13 20 31 10 90
RS - data fusion 2 2 1 5
RS - detection 1 1 3 1 1 2 9
RS - image processing 1 2 6 12 3 24
RS - segmentation 2 2
Grand Total 1 1 1 1 3 4 17 15 42 73 23 181
Figure 3. Number of HSI-DL articles per year. The last column comprises published and in-press
papers found up to 31 January 2019.
Almost all HSI-DL RS scientific papers, however, still refer to a limited amount of publicly
available datasets. While this has proved to be a powerful enabling factor and a stimulus for
relevant technological advancements and benchmarking, it can be associated to the risk of incremental
and self-referential scientific production as well. Therefore, despite an apparent abundance and
exponentially increasing trend (see Figure 3) in the number of RS-related studies (especially for land
cover classification), there is still considerable scope and need for the development of workable
supervised and unsupervised (or semi-supervised) HSI-DL solutions dedicated to classification studies
in specific sub-fields (like soil and geology, water resources and environmental studies, agriculture and
vegetation, urban and land development, etc.) as well as vast potential to work on other relevant tasks
like change, target, and anomaly detection, analysis of data coming from different sensors (data fusion),
spectral unmixing and physico-chemical parameter estimation. Moreover, segmentation is a path not
yet well traveled. Architectures like U-net or V-net (for a volumetric approach) can be a good choice to
start with, but its formulation in this scenario is yet to be investigated. There is a large variety of HSI
classification problems requiring a tailored design or an accurate assessment of existing DL solutions.
To comply with the specific application requirements, complexity and computational issues as well
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as hardware optimization must enter the selection of suitable approaches in addition to pursuing
satisfactory accuracy performance. Unfortunately, however, the limited amount of available data also
involves difficulties in comparing different methods that lead to similar results, and this again happens
for RS image classification studies on benchmark datasets, where near perfect results have been
obtained by several, more or less complex, architectures [27,29]. Additional generalization problems
arise for data characterized by a relatively high intra-class spectral–spatial variability, not only due to
intrinsic target variability but also to atmospheric and daylight conditions. To mitigate these issues,
specific data augmentation techniques deserve further investigation, where new generative networks
based on GANs can produce very good synthetic data and new and more powerful augmentation
techniques. Reinforcement learning could play an interesting role in the near feature in this field
as well.
With due proportion, the development in non-RS applications fields seems to be following
an important increasing trend as well. This could be the beginning of a successful era in the field of
HSI data analysis characterized by a virtuous circle of new industry and professional usages and the
development of new acquisition and lighting devices. The market penetration of these systems needs to
be backed up by equipment cost reductions, commitment to the generation of representative datasets,
the development of advanced DL-based data analysis solutions, and the exploitation of optimized
HW/SW computational platforms. This scenario could lead to favourable cost-benefit evaluations
and to a greater diffusion of HSI-DL technologies in industrial and professional fields. This could
eventually lead to a desirable expansion of dedicated research communities as well. For example,
since HSI analysis is still relatively new in many fields related to Computer Vision, there shall be great
potential in the future for further investigations in this area from different perspectives, such as 3D
modelling and reconstruction, object detection, motion and tracking, multi-sensor data analysis and
fusion, etc.
In the professional and industrial fields, datasets are acquired with a precise application purpose
and the parameters of the acquisition setup can normally be well controlled by favouring the design
of ad-hoc solutions. Although small-scale HSI scenarios can present a high variability, the collection
of data is sometimes facilitated as well as the commitment to find resources for data labeling or
metadata production by factors such as the race to product development or the mandatory nature
of the diagnostic processes. In case of over-abundant availability of data this can be exploited with
unsupervised or semi-supervised labeling methods.
Furthermore, for small-scale applications we can identify some peculiarities or aspects that can be
addressed differently from what happens in RS. Lighting, for instance, can be controlled and optimized:
we think that the exploitation of broadband LED illumination sources in VNIR (400–1400 nm) and
SWIR (1400–3000 nm) that are starting to appear on the market (https://www.metaphase-tech.com/
hyperspectral-illumination/ (last visit March 2019)) can lead to a further expansion of applications,
especially in the biomedical field or where power consumption and temperatures of the halogen lamps
can be a problem. This is an interesting development perspective since HSI with LEDs has been often
considered unfeasible.
Unlike RS, the problem of data transmission from satellites and the need for on-board compression
is not present for small-scale applications. Still, the huge amount of collected data requires compression
technologies as well, especially if there are medium- long-term data storage needs arising from
statistical needs (e.g., in agricultural studies) or rather from exigencies related to food-traceability or
medico-legal regulations. The relationship between compression effects and DL performance demands
awareness, experimental validations and methods to guarantee the sought data quality. One pilot
example in this direction can be considered the assessment of coding strength aimed at preserving
DL-based classification performance in a biomedical application, as proposed in [109].
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6. Conclusions
The richness of information contained in HSI data constitutes an indubitable appealing factor
especially in sectors that benefit from computer assisted interpretation of visible and invisible (to
the human eye) phenomena. However, industrial and professional HSI technologies are subject to
cost-benefit evaluations which lead to the need for enabling factors to activate their deployment
potentialities. In these years, machine learning technologies are rapidly extending their range and,
boosted by the advent of Deep Learning, they are revolutionizing the world of digital data analysis.
In this review, we tried to analyze what is currently happening with the meeting of HSI and DL
technologies by adopting a multidisciplinary perspective and making our work accessible to both
domain experts, machine learning scientists, and practitioners.
Although mitigated by the fact that pixel- and spectral-based analysis tasks can count on an order
of thousands training samples for HSI volume, one of the main issues that emerged as an obstacle
for quality scientific production is the limited number of publicly available datasets. More in general,
the number and quality of acquired data in the various disciplines remains a central issue for the
development of sound, effective and broad scope HSI-DL solutions. Rather, the exploration of different
DL approaches for the RS field can stimulate efforts and investments in the provision of quality HSI
datasets. Moreover, for other application fields where the penetration of HSI technologies is still way
behind, the possibility to approach complex visual tasks by means of DL solutions can be seen as an
enabling factor and a possible driver for a new era in the deployment of HSI technologies for a wide
spectrum of small-scale applications in industry, biology and medicine, cultural heritage and other
professional fields.
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Appendix A. DL Methods for HSI in Brief
Here, we give a brief introduction to the deep learning world to provide context and references to
the core parts of this review. For a more extensive introduction to deep neural networks the reader can
refer to [215], while the book [216] is a more comprehensive reference. In a RS perspective, valuable
overviews of DL approaches can be found in [23–25].
DL is a branch of representational learning in which models are composed of multiple layers to
learn representations from data in an end-to-end fashion. These methods have had a terrific impact to
date and are expected to continue revolutionizing the way complex data analysis tasks are approached
in domains such as natural language processing, speech recognition, visual object detection and
recognition and many others. Together with the classical supervised and unsupervised learning
approaches other paradigms have become relevant in the context of DL, where large amounts of
data (order of hundreds of thousands) are supposed to be necessary to carry out correct learning
of the high number of parameters characterizing a Deep model and to avoid overfitting. In fact,
both sufficiently exhaustive data acquisition and labeling (supervision) can be costly or even unfeasible
in some contexts. Different data augmentation strategies and techniques can be adopted and are
common practice in many cases. Moreover, exploiting the fact that Deep architectures usually build a
hierarchical bottom-up representation of the information, in many cases typically the lowest portion of
a model trained on somehow related data in a source domain can be transferred to the target domain
model, and so called transfer-learning approaches only require a residual estimation of a reduced
portion of the parameters or allow a significant reduction of the learning epochs. Other ways to exploit
knowledge, this time from the same target domain, belong to the wide family of semi-supervised
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learning methods. They allow to exploit the typical imbalanced presence of unlabeled data due to
the difficulties, also characterizing many HSI domains, to produce large enough and high-quality
labelled datasets. Semi-supervised learning can be operated for example by training a classifier
with an additional penalty term coming from an Autoencoder (AE) or other unsupervised data
embedding methods [217].
Appendix A.1. Fully-Connected
When we refer to fully-connected, we are dealing with networks (or layers of a network) in which
each node of a layer is connected to all the nodes in the following one without almost any constraints
(see Figure A1a). Each neuron acts as a summation node with respect to its inputs. Eventually,
a non-linear activation function is applied to the output. Fully-connected is one of the simplest layers
and usually is used in the last part of the network for the final classification or regression.
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Figure A1. Network architectures. (a) Fully-connected; (b) Convolutional neural network; (c) Recurrent
neural network.
Appendix A.2. Convolutional Neural Networks
Convolutional neural networks (CNNs) [218] are particular types of deep feed-forward networks
that are simpler to train, and more effective, on sampled data sources (Figure A1b). This is due
to the constraints introduced in the hypothesis space that force a structure and reduce the number
of parameters. The enforced structure creates features that are spatially invariant and robust to
rotation and deformations (up to a certain amount). This is made possible thanks to local connections,
shared weights and the use of pooling layers as well. CNNs are designed to process matrices or tensors
such as colour images. Many data sources are in the form of multiple arrays: from 1D for sequences
and signals, like audio or spectral signatures; 2D for images; and 3D for video or volumetric images.
Notable architectures are: AlexNet [219], which won the ImageNet competition in 2012,
outperforming its competitor; GoogleLeNet [220], based on inception blocks which create sub-networks
in the main network and increase either depth and width with respect to AlexNet; VGG [221] with its
very small (3 × 3) and widely used convolution filter, and a simple and repetitive structure growing in
depth; ResNet [222] that builds a very deep structure in which there are skip connections to let the
information flow jump over a set or layers, solving the problem of vanishing gradients (i.e., the inability
to propagate the error function backwards in very deep networks). This is because it has become
too small after a certain point, and thus producing a potential stop of network training). If, instead,
skip connections interconnect every following block, the architecture is called DenseNet [223]. Recently,
many other networks focusing on low computational devices appear, such as MobileNet [224] and
SqueezeNet [225], to name a few.
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Appendix A.3. Recurrent Neural Networks
Recurrent neural networks (RNNs) belong to an important branch of the DL family and are mainly
designed to handle sequential data (see Figure A1c). A plain RNN is indeed not so powerful and
seldom used in works nowadays. Rather, very high performance can be achieved with recurrent hidden
units like LSTM (Long Short Term Memory) [226] or GRU (Gate Recurrent Unit) [227]. These units are
composed of different internal data paths that can store and release information when needed and are
capable of alleviating the vanishing gradient problem.
Appendix A.4. Autoencoders
An autoencoder (AE) [228] is composed of: one visible layer of inputs, one hidden layer of units,
one reconstruction layer of units, and an activation function (Figure A2a). During training, it first
projects the input to the hidden layer and produces the latent vector. The network corresponding to
this step is called the encoder. Then, the output of the encoder is mapped by a decoder to an output
layer that has the same size as the input layer. The power of AEs lies in this form of training that is
unsupervised and forces a meaningful compressed representation in its core. During reconstruction,
AE only uses the information in hidden layer activity, which is encoded as features from the input.
Stacking trained encoders (SAE, see Figure A3) is a way to minimize information loss while preserving
abstract semantic information and improving the final model capacity.
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Appendix A.5. Deep Belief Networks
Deep Belief Networks (DBN) can be viewed as a composition of simple, unsupervised networks
such as Restricted Boltzmann machines (RBM) [229] or autoencoders [230], in which each sub-network
hidden layer serves as the visible layer for the next one (see Figure A2b). If necessary, a feed-forward
network is appended for the fine-tune phase.
Appendix A.6. Generative Adversarial Networks
Generative Adversarial Networks (GANs) have recently emerged as a promising approach to
constructing and training generative models. In this framework there are two adversarial neural
networks that are jointly trained: a generator G and a discriminator D (see Figure A4). The generator is
supposed to learn to generate the samples of a data distribution given random inputs, while D tries
to discriminate between real data and artificially generated ones. The two networks are trained in a
two-player minmax game scheme until the generated data are not distinguishable from the real ones.
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After a proper training procedure, D can be used as a well trained feature extractor, and applied to
a specific problem with the addition of a final block that exploits the needed output (for instance a
fully connected layer for classification).
=
=
=
=
P
P
P
P
P
P
Feature extraction Classification
=
=
=
=Latent vector=
P
Input

Equal to input

Hidden cell

Probabilistic hidden cell

Output cell

Convolution

Recurrent cell

Generated 
P
Generator Discriminator
G G
G G
G G
G G
G G
G G
G
Input
a. b.
= PEqual to input Probabilistic hidden cell
a. b.
c.
Output cellHidden cell Convolution Recurrent cell
Figure A4. Architecture of Generative adversarial networks.
References
1. Goetz, A.; Vane, G.; Solomon, J.E.; Rock, B. Imaging Spectrometry for Earth Remote Sensing. Science
1985, 228, 1147–53. [CrossRef]
2. Eismann, M.T. Hyperspectral Remote Sensing; SPIE Press: Bellingham, WA, USA, 2012.
3. Lu, G.; Fei, B. Medical hyperspectral imaging: A review. J. Biomed. Opt. 2014, 19, 010901. [CrossRef]
4. Sun, D.W. Hyperspectral Imaging for Food Quality Analysis and Control; Academic Press: Cambridge, MA,
USA, 2010.
5. Lowe, A.; Harrison, N.; French, A.P. Hypersp c ral image analysis techniques for the detection and
classification of the early onset of plant disease and stress. Plant Methods 2017, 13, 80. [CrossRef] [PubMed]
6. Kamilaris, A.; Prenafeta-Bol , F.X. Deep learning in agriculture: A survey. Comput. Electron. Agric.
2018, 147, 70–90. [CrossRef]
7. Fischer, C.; Kakoulli, I. Multispectral and hyperspectral imaging technologies in conservation: Current
research and potential applications. Stud. Conserv. 2006, 51, 3–16.
8. Khan, M.J.; Khan, H.S.; Yousaf, A.; Khurshid, K.; Abbas, A. Modern Trends in Hyperspectral Image Analysis:
A Review. IEEE Access 2018, 6, 14118–14129. [CrossRef]
9. Lucas, R.; Rowlands, A.; Niemann, O.; Merton, R. Hyperspectral Sensors and Applications. In Advanced
Image Processing Techniques for Remotely Sensed Hyperspectral Data; Springer: Berlin/Heidelberg, Germany,
2004; pp. 11–49.
10. Gewali, U.B.; Monteiro, S.T.; Saber, E. Machine learning based hyperspectral image analysis: A survey. arXiv
2018, arXiv:1802.08701.
11. Bengio, Y.; Courville, A.; Vincent, P. Representation Learning: A Review and New Perspectives. IEEE Trans.
Pattern Anal. Mach. Intell. 2013, 35, 1798–1828. [CrossRef] [PubMed]
12. Lowe, D.G. Object recognition from local scale-invariant features. In Proceedings of the Seventh
IEEE International Conference on Computer Vision, Kerkyra, Greece, 20–27 September 1999; Volume 2,
pp. 1150–1157.
13. Dalal, N.; Triggs, B. Histograms of oriented gradients for human detection. In Proceedings of the
International Conference on computer vision & Pattern Recognition, San Diego, CA, USA, 20–25 June
2005; IEEE Computer Society: Washington, DC, USA, 2005; Volume 1, pp. 886–893.
14. Li, W.; Chen, C.; Su, H.; Du, Q. Local Binary Patterns and Extreme Learning Machine for Hyperspectral
Imagery Classification. IEEE Trans. Geosci. Remote Sens. 2015, 53, 3681–3693. [CrossRef]
15. Camps-Valls, G.; Bruzzone, L. Kernel-based methods for hyperspectral image classification. IEEE Trans.
Geosci. Remote Sens. 2005, 43, 1351–1362. [CrossRef]
16. Ham, J.; Chen, Y.; Crawford, M.M.; Ghosh, J. Investigation of the random forest framework for classification
of hyperspectral data. IEEE Trans. Geosci. Remote Sens. 2005, 43, 492–501. [CrossRef]
17. Camps-Valls, G.; Tuia, D.; Bruzzone, L.; Benediktsson, J.A. Advances in Hyperspectral Image Classification:
Earth Monitoring with Statistical Learning Methods. IEEE Signal Process. Mag. 2014, 31, 45–54. [CrossRef]
J. Imaging 2019, 5, 52 23 of 32
18. Liu, W.; Wang, Z.; Liu, X.; Zeng, N.; Liu, Y.; Alsaadi, F.E. A survey of deep neural network architectures and
their applications. Neurocomputing 2017, 234, 11–26. [CrossRef]
19. Brendel, W.; Bethge, M. Approximating CNNs with Bag-of-local-Features models works surprisingly well
on ImageNet. arXiv 2019, arXiv:1904.00760.
20. Gori, M. What’s Wrong with Computer Vision? In Proceedings of the IAPR Workshop on Artificial
Neural Networks in Pattern Recognition—LNAI 11081, Siena, Italy, 19–21 September 2018; Springer: Berlin,
Germany, 2018; pp. 3–16.
21. Li, W.; Wu, G.; Zhang, F.; Du, Q. Hyperspectral Image Classification Using Deep Pixel-Pair Features.
IEEE Trans. Geosci. Remote Sens. 2016, 55, 844–853. [CrossRef]
22. Ran, L.; Zhang, Y.; Wei, W.; Zhang, Q. A Hyperspectral Image Classification Framework with Spatial Pixel
Pair Features. Sensors 2017, 17, 2421. [CrossRef] [PubMed]
23. Zhang, L.; Zhang, L.; Du, B. Deep Learning for Remote Sensing Data: A Technical Tutorial on the State of
the Art. IEEE Geosci. Remote Sens. Mag. 2016, 4, 22–40. [CrossRef]
24. Ball, J.E.; Anderson, D.T.; Chan, C.S. Comprehensive survey of deep learning in remote sensing: Theories,
tools, and challenges for the community. J. Appl. Remote Sens. 2017, 11, 11–54. [CrossRef]
25. Zhu, X.X.; Tuia, D.; Mou, L.; Xia, G.; Zhang, L.; Xu, F.; Fraundorfer, F. Deep Learning in Remote Sensing:
A Comprehensive Review and List of Resources. IEEE Geosci. Remote Sens. Mag. 2017, 5, 8–36. [CrossRef]
26. Ghamisi, P.; Maggiori, E.; Li, S.; Souza, R.; Tarablaka, Y.; Moser, G.; Giorgi, A.D.; Fang, L.; Chen, Y.; Chi, M.;
et al. New Frontiers in Spectral–spatial Hyperspectral Image Classification: The Latest Advances Based
on Mathematical Morphology, Markov Random Fields, Segmentation, Sparse Representation, and Deep
Learning. IEEE Geosci. Remote Sens. Mag. 2018, 6, 10–43. [CrossRef]
27. Ghamisi, P.; Yokoya, N.; Li, J.; Liao, W.; Liu, S.; Plaza, J.; Rasti, B.; Plaza, A. Advances in Hyperspectral Image
and Signal Processing: A Comprehensive Overview of the State of the Art. IEEE Geosci. Remote Sens. Mag.
2017, 5, 37–78. [CrossRef]
28. Ghamisi, P.; Plaza, J.; Chen, Y.; Li, J.; Plaza, A.J. Advanced Spectral Classifiers for Hyperspectral Images:
A review. IEEE Geosci. Remote Sens. Mag. 2017, 5, 8–32. [CrossRef]
29. Petersson, H.; Gustafsson, D.; Bergstrom, D. Hyperspectral image analysis using deep learning—A
review. In Proceedings of the 2016 Sixth International Conference on Image Processing Theory, Tools and
Applications (IPTA), Oulu, Finland, 12–15 December 2016; pp. 1–6.
30. Nathan, A.H.; Kudenov, M.W. Review of snapshot spectral imaging technologies. Opt. Eng. 2013, 52, 090901.
31. Luthman, A.S. Spectrally Resolved Detector Arrays for Multiplexed Biomedical Fluorescence Imaging; Springer:
Berlin/Heidelberg, Germany, 2018.
32. Nguyen, R.M.H.; Prasad, D.K.; Brown, M.S. Training-Based Spectral Reconstruction from a Single RGB Image;
Computer Vision–ECCV 2014; Fleet, D., Pajdla, T., Schiele, B., Tuytelaars, T., Eds.; Springer International
Publishing: Cham, Switzerland, 2014; pp. 186–201.
33. Oh, S.W.; Brown, M.S.; Pollefeys, M.; Kim, S.J. Do It Yourself Hyperspectral Imaging with Everyday Digital
Cameras. In Proceedings of the 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR),
Las Vegas, NV, USA, 27–30 June 2016; pp. 2461–2469.
34. Galliani, S.; Lanaras, C.; Marmanis, D.; Baltsavias, E.; Schindler, K. Learned Spectral Super-Resolution. arXiv
2017, arXiv:1703.09470 .
35. Xiong, Z.; Shi, Z.; Li, H.; Wang, L.; Liu, D.; Wu, F. HSCNN: CNN-Based Hyperspectral Image Recovery
from Spectrally Undersampled Projections. In Proceedings of the 2017 IEEE International Conference on
Computer Vision Workshops (ICCVW), Venice, Italy, 22–29 October 2017; pp. 518–525.
36. Can, Y.B.; Timofte, R. An efficient CNN for spectral reconstruction from RGB images. arXiv 2018,
arXiv:1804.04647.
37. Yan, Y.; Zhang, L.; Li, J.; Wei, W.; Zhang, Y. Accurate Spectral Super-Resolution from Single RGB Image
Using Multi-scale CNN. In Pattern Recognition and Computer Vision; Lai, J.H., Liu, C.L., Chen, X., Zhou, J.,
Tan, T., Zheng, N., Zha, H., Eds.; Springer International Publishing: Cham, Switzerland, 2018; pp. 206–217.
38. Koundinya, S.; Sharma, H.; Sharma, M.; Upadhyay, A.; Manekar, R.; Mukhopadhyay, R.; Karmakar, A.;
Chaudhury, S. 2D-3D CNN Based Architectures for Spectral Reconstruction from RGB Images.
In Proceedings of the 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition Workshops
(CVPRW), Salt Lake City, UT, USA, 18–22 June 2018; pp. 957–9577.
J. Imaging 2019, 5, 52 24 of 32
39. Shi, Z.; Chen, C.; Xiong, Z.; Liu, D.; Wu, F. HSCNN+: Advanced CNN-Based Hyperspectral Recovery from
RGB Images. In Proceedings of the 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition
Workshops (CVPRW), Salt Lake City, UT, USA, 18–22 June 2018; pp. 1052–10528.
40. Qu, Y.; Qi, H.; Kwan, C. Unsupervised Sparse Dirichlet-Net for Hyperspectral Image Super-Resolution.
In Proceedings of the 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition, Salt Lake
City, UT, USA, 18–23 June 2018; pp. 2511–2520.
41. Alvarez-Gila, A.; Weijer, J.; Garrote, E. Adversarial Networks for Spatial Context-Aware Spectral Image
Reconstruction from RGB. In Proceedings of the 2017 IEEE International Conference on Computer Vision
Workshops (ICCVW), Venice, Italy, 22–29 October 2017; pp. 480–490.
42. Arad, B.; Ben-Shahar, O. Filter Selection for Hyperspectral Estimation. In Proceedings of the 2017 IEEE
International Conference on Computer Vision (ICCV), Venice, Italy, 22–29 October 2017; pp. 3172–3180.
43. Fu, Y.; Zhang, T.; Zheng, Y.; Zhang, D.; Huang, H. Joint Camera Spectral Sensitivity Selection and
Hyperspectral Image Recovery. In Proceedings of the European Conference on Computer Vision
(ECCV), Munich, Germany, 8–14 September 2018; Springer International Publishing: Cham, Switzerland,
2018; pp. 812–828.
44. Kaya, B.; Can, Y.B.; Timofte, R. Towards Spectral Estimation from a Single RGB Image in the Wild. arXiv
2018, arXiv:1812.00805.
45. Nie, S.; Gu, L.; Zheng, Y.; Lam, A.; Ono, N.; Sato, I. Deeply Learned Filter Response Functions for
Hyperspectral Reconstruction. In Proceedings of the 2018 IEEE/CVF Conference on Computer Vision and
Pattern Recognition, Salt Lake City, UT, USA, 18–23 June 2018; pp. 4767–4776.
46. Arad, B.; Ben-Shahar, O.; Timofte, R.; Van Gool, L.; Zhang, L.; Yang, M. NTIRE 2018 Challenge on Spectral
Reconstruction from RGB Images. In Proceedings of the 2018 IEEE/CVF Conference on Computer Vision
and Pattern Recognition Workshops (CVPRW), Salt Lake City, UT, USA, 18–22 June 2018; pp. 1042–104209.
47. Cao, X.; Yue, T.; Lin, X.; Lin, S.; Yuan, X.; Dai, Q.; Carin, L.; Brady, D.J. Computational Snapshot Multispectral
Cameras: Toward dynamic capture of the spectral world. IEEE Signal Process. Mag. 2016, 33, 95–108.
[CrossRef]
48. Wang, L.; Zhang, T.; Fu, Y.; Huang, H. HyperReconNet: Joint Coded Aperture Optimization and Image
Reconstruction for Compressive Hyperspectral Imaging. IEEE Trans. Image Process. 2019, 28, 2257–2270.
[CrossRef]
49. Pu, R. Hyperspectral Remote Sensing: Fundamentals and Practices; CRC Press: Boca Raton, FL, USA, 2017.
50. Hu, W.; Huang, Y.; Wei, L.; Zhang, F.; Li, H. Deep Convolutional Neural Networks for Hyperspectral Image
Classification. J. Sens. 2015, 2015, 258619. [CrossRef]
51. Mou, L.; Ghamisi, P.; Zhu, X.X. Deep Recurrent Neural Networks for Hyperspectral Image Classification.
IEEE Trans. Geosci. Remote Sens. 2017, 55, 3639–3655. [CrossRef]
52. Karalas, K.; Tsagkatakis, G.; Zervakis, M.; Tsakalides, P. Deep learning for multi-label land cover classification.
In Image and Signal Processing for Remote Sensing XXI; International Society for Optics and Photonics:
Bellingham, WA, USA, 2015; Volume 9643, p. 96430Q.
53. Xing, C.; Ma, L.; Yang, X. Stacked Denoise Autoencoder Based Feature Extraction and Classification for
Hyperspectral Images. J. Sens. 2016, 2016, 3632943. [CrossRef]
54. Zhao, W.; Guo, Z.; Yue, J.; Zhang, X.; Luo, L. On combining multiscale deep learning features for the
classification of hyperspectral remote sensing imagery. Int. J. Remote Sens. 2015, 36, 3368–3379. [CrossRef]
55. Li, Y.; Xie, W.; Li, H. Hyperspectral image reconstruction by deep convolutional neural network for
classification. Pattern Recognit. 2017, 63, 371–383. [CrossRef]
56. Li, T.; Zhang, J.; Zhang, Y. Classification of hyperspectral image based on deep belief networks.
In Proceedings of the 2014 IEEE International Conference on Image Processing (ICIP), Paris, France,
27–30 October 2014; pp. 5132–5136.
57. Zhang, M.; Li, W.; Du, Q. Diverse Region-Based CNN for Hyperspectral Image Classification. IEEE Trans.
Image Process. 2018, 27, 2623–2634. [CrossRef]
58. Halicek, M.; Little, J.V.; Wang, X.; Patel, M.; Griffith, C.C.; El-Deiry, M.W.; Chen, A.Y.; Fei, B. Optical biopsy
of head and neck cancer using hyperspectral imaging and convolutional neural networks. In Optical Imaging,
Therapeutics, and Advanced Technology in Head and Neck Surgery and Otolaryngology 2018; International Society
for Optics and Photonics: Bellingham, WA, USA, 2018; Volume 10469, p. 104690X.
J. Imaging 2019, 5, 52 25 of 32
59. Lin, Z.; Chen, Y.; Zhao, X.; Wang, G. Spectral–spatial Classification of Hyperspectral Image Using
Autoencoders. In Proceedings of the 2013 9th International Conference on Information, Communications
Signal Processing, Tainan, Taiwan, 10–13 December 2013; pp. 1–5.
60. Guo, Y.; Cao, H.; Bai, J.; Bai, Y. High Efficient Deep Feature Extraction and Classification of Spectral–spatial
Hyperspectral Image Using Cross Domain Convolutional Neural Networks. IEEE J. Sel. Top. Appl. Earth Obs.
Remote Sens. 2019, 12, 345–356. [CrossRef]
61. Zhao, W.; Du, S. Learning multiscale and deep representations for classifying remotely sensed imagery.
ISPRS J. Photogramm. Remote Sens. 2016, 113, 155–165. [CrossRef]
62. Gong, Z.; Zhong, P.; Yu, Y.; Hu, W.; Li, S. A CNN With Multiscale Convolution and Diversified Metric for
Hyperspectral Image Classification. IEEE Trans. Geosci. Remote Sens. 2019, 1–20. [CrossRef]
63. Yang, X.; Ye, Y.; Li, X.; Lau, R.Y.K.; Zhang, X.; Huang, X. Hyperspectral Image Classification With Deep
Learning Models. IEEE Trans. Geosci. Remote Sens. 2018, 56, 5408–5423. [CrossRef]
64. Liang, J.; Zhou, J.; Qian, Y.; Wen, L.; Bai, X.; Gao, Y. On the Sampling Strategy for Evaluation of
Spectral–spatial Methods in Hyperspectral Image Classification. IEEE Trans. Geosci. Remote Sens. 2017,
55, 862–880. [CrossRef]
65. Alam, F.I.; Zhou, J.; Liew, A.W.; Jia, X. CRF learning with CNN features for hyperspectral image segmentation.
In Proceedings of the 2016 IEEE International Geoscience and Remote Sensing Symposium (IGARSS), Beijing,
China, 10–15 July 2016; pp. 6890–6893.
66. Zabalza, A.; Ren, J.; Zheng, J.; Huimin Zhao, C.Q.; Yang, Z.; Marshall, S. Novel Segmented Stacked
Auto Encoder for Effective Dimensionality Reduction and Feature Extraction in Hyperspectral Imaging.
Neurocomputing 2016, 185, 1–10. [CrossRef]
67. Chen, X.; Xiang, S.; Liu, C.; Pan, C. Vehicle Detection in Satellite Images by Parallel Deep Convolutional
Neural Networks. In Proceedings of the 2013 2nd IAPR Asian Conference on Pattern Recognition, Naha,
Japan, 5–8 November 2013; pp. 181–185.
68. Chen, X.; Xiang, S.; Liu, C.; Pan, C. Vehicle Detection in Satellite Images by Hybrid Deep Convolutional
Neural Networks. IEEE Geosci. Remote Sens. Lett. 2014, 11, 1797–1801. [CrossRef]
69. Zhang, L.; Shi, Z.; Wu, J. A Hierarchical Oil Tank Detector With Deep Surrounding Features for
High-Resolution Optical Satellite Imagery. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2015, 8, 4895–4909.
[CrossRef]
70. Vakalopoulou, M.; Karantzalos, K.; Komodakis, N.; Paragios, N. Building detection in very high resolution
multispectral data with deep learning features. In Proceedings of the 2015 IEEE International Geoscience
and Remote Sensing Symposium (IGARSS), Milan, Italy, 26–31 July 2015; pp. 1873–1876.
71. Zhang, L.; Cheng, B. A stacked autoencoders-based adaptive subspace model for hyperspectral anomaly
detection. Infrared Phys. Technol. 2019, 96, 52–60. [CrossRef]
72. Ma, N.; Peng, Y.; Wang, S.; Leong, P.H.W. An Unsupervised Deep Hyperspectral Anomaly Detector. Sensors
2018, 18, 693. [CrossRef]
73. Li, W.; Wu, G.; Du, Q. Transferred Deep Learning for Anomaly Detection in Hyperspectral Imagery. IEEE
Geosci. Remote Sens. Lett. 2017, 14, 597–601. [CrossRef]
74. Wang, Q.; Yuan, Z.; Du, Q.; Li, X. GETNET: A General End-to-End 2-D CNN Framework for Hyperspectral
Image Change Detection. IEEE Trans. Geosci. Remote Sens. 2019, 57, 3–13. [CrossRef]
75. Huang, F.; Yu, Y.; Feng, T. Hyperspectral remote sensing image change detection based on tensor and deep
learning. J. Vis. Commun. Image Represent. 2019, 58, 233–244. [CrossRef]
76. Sidorov, O.; Hardeberg, J.Y. Deep Hyperspectral Prior: Denoising, Inpainting, Super-Resolution. arXiv 2019,
arXiv:1902.00301
77. Xie, W.; Li, Y.; Jia, X. Deep convolutional networks with residual learning for accurate spectral–spatial
denoising. Neurocomputing 2018, 312, 372–381. [CrossRef]
78. Xie, W.; Li, Y.; Hu, J.; Chen, D.Y. Trainable spectral difference learning with spatial starting for hyperspectral
image denoising. Neural Netw. 2018, 108, 272–286. [CrossRef]
79. Xie, W.; Shi, Y.; Li, Y.; Jia, X.; Lei, J. High-quality spectral–spatial reconstruction using saliency detection and
deep feature enhancement. Pattern Recognit. 2019, 88, 139–152. [CrossRef]
80. Loncan, L.; de Almeida, L.B.; Bioucas-Dias, J.M.; Briottet, X.; Chanussot, J.; Dobigeon, N.; Fabre, S.; Liao, W.;
Licciardi, G.A.; Simoes, M.; et al. Hyperspectral Pansharpening: A Review. IEEE Geosci. Remote Sens. Mag.
2015, 3, 27–46. [CrossRef]
J. Imaging 2019, 5, 52 26 of 32
81. Zhang, J.; Zhong, P.; Chen, Y.; Li, S. L1/2-Regularized Deconvolution Network for the Representation
and Restoration of Optical Remote Sensing Images. IEEE Trans. Geosci. Remote Sens. 2014, 52, 2617–2627.
[CrossRef]
82. Huang, W.; Xiao, L.; Wei, Z.; Liu, H.; Tang, S. A New Pan-Sharpening Method With Deep Neural Networks.
IEEE Geosci. Remote Sens. Lett. 2015, 12, 1037–1041. [CrossRef]
83. Yuan, Y.; Zheng, X.; Lu, X. Hyperspectral Image Superresolution by Transfer Learning. IEEE J. Sel. Top. Appl.
Earth Obs. Remote Sens. 2017, 10, 1963–1974. [CrossRef]
84. Hao, S.; Wang, W.; Ye, Y.; Li, E.; Bruzzone, L. A Deep Network Architecture for Super-Resolution-Aided
Hyperspectral Image Classification With Classwise Loss. IEEE Trans. Geosci. Remote Sens. 2018, 56, 4650–4663.
[CrossRef]
85. Zheng, K.; Gao, L.; Ran, Q.; Cui, X.; Zhang, B.; Liao, W.; Jia, S. Separable-spectral convolution and inception
network for hyperspectral image super-resolution. Int. J. Mach. Learn. Cybern. 2019. [CrossRef]
86. Mei, S.; Yuan, X.; Ji, J.; Zhang, Y.; Wan, S.; Du, Q. Hyperspectral Image Spatial Super-Resolution via 3D Full
Convolutional Neural Network. Remote Sens. 2017, 9, 1139. [CrossRef]
87. Hu, J.; Li, Y.; Xie, W. Hyperspectral Image Super-Resolution by Spectral Difference Learning and Spatial
Error Correction. IEEE Geosci. Remote Sens. Lett. 2017, 14, 1825–1829. [CrossRef]
88. Yang, J.; Zhao, Y.Q.; Chan, J.C.W. Hyperspectral and Multispectral Image Fusion via Deep Two-Branches
Convolutional Neural Network. Remote Sens. 2018, 10, 800. [CrossRef]
89. Jia, J.; Ji, L.; Zhao, Y.; Geng, X. Hyperspectral image super-resolution with spectral–spatial network. Int. J.
Remote Sens. 2018, 39, 7806–7829. [CrossRef]
90. Chen, Y.; Li, C.; Ghamisi, P.; Jia, X.; Gu, Y. Deep Fusion of Remote Sensing Data for Accurate Classification.
IEEE Geosci. Remote Sens. Lett. 2017, 14, 1253–1257. [CrossRef]
91. Ghamisi, P.; Höfle, B.; Zhu, X.X. Hyperspectral and LiDAR Data Fusion Using Extinction Profiles and
Deep Convolutional Neural Network. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2017, 10, 3011–3024.
[CrossRef]
92. Li, H.; Ghamisi, P.; Soergel, U.; Zhu, X.X. Hyperspectral and LiDAR Fusion Using Deep Three-Stream
Convolutional Neural Networks. Remote Sens. 2018, 10, 1649. [CrossRef]
93. Feng, Q.; Zhu, D.; Yang, J.; Li, B. Multisource Hyperspectral and LiDAR Data Fusion for Urban Land-Use
Mapping based on a Modified Two-Branch Convolutional Neural Network. ISPRS Int. J. Geo-Inf. 2019, 8, 28.
[CrossRef]
94. Zhang, M.; Li, W.; Du, Q.; Gao, L.; Zhang, B. Feature Extraction for Classification of Hyperspectral and
LiDAR Data Using Patch-to-Patch CNN. IEEE Trans. Cybern. 2018, 1–12. [CrossRef] [PubMed]
95. Xu, X.; Li, W.; Ran, Q.; Du, Q.; Gao, L.; Zhang, B. Multisource remote sensing data classification based on
convolutional neural network. IEEE Trans. Geosci. Remote Sens. 2018, 56, 937–949. [CrossRef]
96. Litjens, G.; Kooi, T.; Bejnordi, B.E.; Setio, A.A.A.; Ciompi, F.; Ghafoorian, M.; van der Laak, J.A.;
van Ginneken, B.; SÃ¡nchez, C.I. A survey on deep learning in medical image analysis. Med. Image
Anal. 2017, 42, 60–88. [CrossRef]
97. Md Noor, S.S.; Ren, J.; Marshall, S.; Michael, K. Hyperspectral Image Enhancement and Mixture
Deep-Learning Classification of Corneal Epithelium Injuries. Sensors 2017, 17, 2644. [CrossRef]
98. Halicek, M.; Lu, G.; Little, J.V.; Wang, X.; Patel, M.; Griffith, C.C.; El-Deiry, M.W.; Chen, A.Y.; Fei, B.
Deep convolutional neural networks for classifying head and neck cancer using hyperspectral imaging.
J. Biomed. Opt. 2017, 6, 60503–60503. [CrossRef] [PubMed]
99. Ma, L.; Lu, G.; Wang, D.; Wang, X.; Chen, Z.G.; Muller, S.; Chen, A.; Fei, B. Deep learning based classification
for head and neck cancer detection with hyperspectral imaging in an animal model. Proc. SPIE 2017,
10137, 101372G.
100. Halicek, M.; Little, J.V.; Xu, W.; Patel, M.; Griffith, C.C.; Chen, A.Y.; Fei, B. Tumor margin classification of
head and neck cancer using hyperspectral imaging and convolutional neural networks. In Medical Imaging
2018: Image-Guided Procedures, Robotic Interventions, and Modeling; SPIE: Houston, TX, USA, 2018; p. 10576.
101. Lin, J.; Clancy, N.T.; Qi, J.; Hu, Y.; Tatla, T.; Stoyanov, D.; Maier-Hein, L.; Elson, D.S. Dual-modality
endoscopic probe for tissue surface shape reconstruction and hyperspectral imaging enabled by deep neural
networks. Med. Image Anal. 2018, 48, 162–176. [CrossRef]
J. Imaging 2019, 5, 52 27 of 32
102. Li, X.; Li, W.; Xu, X.; Hu, W. Cell classification using convolutional neural networks in medical hyperspectral
imagery. In Proceedings of the 2017 2nd International Conference on Image, Vision and Computing (ICIVC),
Chengdu, China, 2–4 June 2017; pp. 501–504.
103. Huang, Q.; Li, W.; Xie, X. Convolutional neural network for medical hyperspectral image classification with
kernel fusion. In Proceedings of the BIBE 2018 International Conference on Biological Information and
Biomedical Engineering, Shanghai, China, 6–8 July 2018; pp. 1–4.
104. Wei, X.; Li, W.; Zhang, M.; Li, Q. Medical Hyperspectral Image Classification Based on End-to-End Fusion
Deep Neural Network. IEEE Trans. Instrum. Meas. 2019, 1–12. [CrossRef]
105. Bayramoglu, N.; Kaakinen, M.; Eklund, L.; Heikkilä, J. Towards Virtual H&E Staining of Hyperspectral Lung
Histology Images Using Conditional Generative Adversarial Networks. In Proceedings of the 2017 IEEE
International Conference on Computer Vision Workshops (ICCVW), Venice, Italy, 22–29 October 2017; pp.
64–71.
106. Turra, G.; Conti, N.; Signoroni, A. Hyperspectral image acquisition and analysis of cultured bacteria for the
discrimination of urinary tract infections. In Proceedings of the 2015 37th Annual International Conference
of the IEEE Engineering in Medicine and Biology Society (EMBC), Milan, Italy, 25–29 August 2015; pp.
759–762.
107. Turra, G.; Arrigoni, S.; Signoroni, A. CNN-Based Identification of Hyperspectral Bacterial Signatures for
Digital Microbiology. In Proceedings of the International Conference on Image Analysis and Processing,
Catania, Italy, 11–15 September 2017; pp. 500–510.
108. Bailey, A.; Ledeboer, N.; Burnham, C.A.D. Clinical Microbiology Is Growing Up: The Total Laboratory
Automation Revolution. Clin. Chem. 2019, 65, 634–643 [CrossRef]
109. Signoroni, A.; Savardi, M.; Pezzoni, M.; Guerrini, F.; Arrigoni, S.; Turra, G. Combining the use of
CNN classification and strength-driven compression for the robust identification of bacterial species on
hyperspectral culture plate images. IET Comput. Vis. 2018, 12, 941–949. [CrossRef]
110. Salzer, R.; Siesler, H.W. Infrared and Raman sPectroscopic Imaging; John Wiley & Sons: Hoboken, NJ, USA, 2014.
111. Pahlow, S.; Weber, K.; Popp, J.; Bayden, R.W.; Kochan, K.; Rüther, A.; Perez-Guaita, D.; Heraud, P.; Stone, N.;
Dudgeon, A.; et al. Application of Vibrational Spectroscopy and Imaging to Point-of-Care Medicine:
A Review. Appl. Spectrosc. 2018, 72, 52–84.
112. Liu, J.; Osadchy, M.; Ashton, L.; Foster, M.; Solomon, C.J.; Gibson, S.J. Deep convolutional neural networks
for Raman spectrum recognition: A unified solution. Analyst 2017, 142, 4067–4074. [CrossRef]
113. Weng, S.; Xu, X.; Li, J.; Wong, S.T. Combining deep learning and coherent anti-Stokes Raman scattering
imaging for automated differential diagnosis of lung cancer. J. Biomed. Opt. 2017, 22, 106017. [CrossRef]
114. Duncan, M.D.; Reintjes, J.; Manuccia, T.J. Imaging Biological Compounds Using The Coherent Anti-Stokes
Raman Scattering Microscope. Opt. Eng. 1985, 24, 242352. [CrossRef]
115. Malek, K.; Wood, B.R.; Bambery, K.R. FTIR Imaging of Tissues: Techniques and Methods of
Analysis. In Optical Spectroscopy and Computational Methods in Biology and Medicine; Springer: Dordrecht,
The Netherlands, 2014; pp. 419–473.
116. Berisha, S.; Lotfollahi, M.; Jahanipour, J.; Gurcan, I.; Walsh, M.; Bhargava, R.; Van Nguyen, H.; Mayerich, D.
Deep learning for FTIR histology: Leveraging spatial and spectral features with convolutional neural
networks. Analyst 2019, 144, 1642–1653. [CrossRef] [PubMed]
117. Lotfollahi, M.; Berisha, S.; Daeinejad, D.; Mayerich, D. Digital Staining of High-Definition Fourier Transform
Infrared (FT-IR) Images Using Deep Learning. Appl. Spectrosc. 2019, 73, 556–564 . [CrossRef]
118. Reis, M.M.; Beers, R.V.; Al-Sarayreh, M.; Shorten, P.; Yan, W.Q.; Saeys, W.; Klette, R.; Craigie, C. Chemometrics
and hyperspectral imaging applied to assessment of chemical, textural and structural characteristics of meat.
Meat Sci. 2018, 144, 100–109. [CrossRef]
119. Yu, X.; Tang, L.; Wu, X.; Lu, H. Nondestructive Freshness Discriminating of Shrimp Using
Visible/Near-Infrared Hyperspectral Imaging Technique and Deep Learning Algorithm. Food Anal. Methods
2017, 11, 1–13. [CrossRef]
120. Yu, X.; Wang, J.; Wen, S.; Yang, J.; Zhang, F. A deep learning based feature extraction method on hyperspectral
images for nondestructive prediction of TVB-N content in Pacific white shrimp (Litopenaeus vannamei).
Biosyst. Eng. 2019, 178, 244–255. [CrossRef]
121. Al-Sarayreh, M.; Reis, M.R.; Yan, W.Q.; Klette, R. Detection of Red-Meat Adulteration by Deep
Spectral–spatial Features in Hyperspectral Images. J. Imaging 2018, 4, 63. [CrossRef]
J. Imaging 2019, 5, 52 28 of 32
122. Yu, X.; Lu, H.; Liu, Q. Deep-learning-based regression model and hyperspectral imaging for rapid detection
of nitrogen concentration in oilseed rape (Brassica napus L.) leaf. Chemom. Intell. Lab. Syst. 2018, 172, 188–193.
[CrossRef]
123. Jin, X.; Jie, L.; Wang, S.; Qi, H.J.; Li, S.W. Classifying Wheat Hyperspectral Pixels of Healthy Heads and
Fusarium Head Blight Disease Using a Deep Neural Network in the Wild Field. Remote Sens. 2018, 10, 395.
[CrossRef]
124. Yu, X.; Lu, H.; Wu, D. Development of deep learning method for predicting firmness and soluble solid content
of postharvest Korla fragrant pear using Vis/NIR hyperspectral reflectance imaging. Postharvest Biol. Technol.
2018, 141, 39–49. [CrossRef]
125. Wang, Z.; Hu, M.H.; Zhai, G. Application of Deep Learning Architectures for Accurate and Rapid Detection
of Internal Mechanical Damage of Blueberry Using Hyperspectral Transmittance Data. Sensors 2018, 18, 1126.
[CrossRef] [PubMed]
126. Nagasubramanian, K.; Jones, S.; Singh, A.K.; Singh, A.; Ganapathysubramanian, B.; Sarkar, S. Explaining
hyperspectral imaging based plant disease identification: 3D CNN and saliency maps. arXiv 2018,
arXiv:1804.08831.
127. Qiu, Z.; Chen, J.; Zhao, Y.; Zhu, S.; He, Y.; Zhang, C. Variety Identification of Single Rice Seed Using
Hyperspectral Imaging Combined with Convolutional Neural Network. Appl. Sci. 2018, 8, 212. [CrossRef]
128. Wu, N.; Zhang, C.; Bai, X.; Du, X.; He, Y. Discrimination of Chrysanthemum Varieties Using Hyperspectral
Imaging Combined with a Deep Convolutional Neural Network. Molecules 2018, 23, 2831. [CrossRef]
129. Khan, M.J.; Yousaf, A.; Abbas, A.; Khurshid, K. Deep learning for automated forgery detection in
hyperspectral document images. J. Electron. Imaging 2018, 27, 053001. [CrossRef]
130. Qureshi, R.; Uzair, M.; Khurshid, K.; Yan, H. Hyperspectral document image processing: Applications,
challenges and future prospects. Pattern Recognit. 2019, 90, 12–22. [CrossRef]
131. Song, W.; Li, S.; Fang, L.; Lu, T. Hyperspectral Image Classification With Deep Feature Fusion Network.
IEEE Trans. Geosci. Remote Sens. 2018, 56, 3173–3184. [CrossRef]
132. Robila, S.A. Independent Component Analysis. In Advanced Image Processing Techniques for Remotely Sensed
Hyperspectral Data; Varshney, P.K., Arora, M.K., Eds.; Springer: Berlin/Heidelberg, Germany, 2004; Chapter 4,
pp. 109–132.
133. Cheng, G.; Li, Z.; Han, J.; Yao, X.; Guo, L. Exploring Hierarchical Convolutional Features for Hyperspectral
Image Classification. IEEE Trans. Geosci. Remote Sens. 2018, 56, 6712–6722. [CrossRef]
134. Hu, J.; Mou, L.; Schmitt, A.; Zhu, X.X. FusioNet: A two-stream convolutional neural network for urban
scene classification using PolSAR and hyperspectral data. In Proceedings of the 2017 Joint Urban Remote
Sensing Event (JURSE), Dubai, UAE, 6–8 March 2017; pp. 1–4.
135. Jiao, L.; Liang, M.; Chen, H.; Yang, S.; Liu, H.; Cao, X. Deep Fully Convolutional Network-Based Spatial
Distribution Prediction for Hyperspectral Image Classification. IEEE Trans. Geosci. Remote Sens. 2017,
55, 5585–5599. [CrossRef]
136. Leng, J.; Li, T.; Bai, G.; Dong, Q.; Dong, H. Cube-CNN-SVM: A Novel Hyperspectral Image Classification
Method. In Proceedings of the 2016 IEEE 28th International Conference on Tools with Artificial Intelligence
(ICTAI), San Jose, CA, USA, 6–8 November 2016; pp. 1027–1034.
137. Wei, Y.; Zhou, Y.; Li, H. Spectral–spatial Response for Hyperspectral Image Classification. Remote Sens.
2017, 9, 203. [CrossRef]
138. Yang, J.; Zhao, Y.; Chan, J.C.; Yi, C. Hyperspectral image classification using two-channel deep convolutional
neural network. In Proceedings of the 2016 IEEE International Geoscience and Remote Sensing Symposium
(IGARSS), Beijing, China, 10–15 July 2016; pp. 5079–5082.
139. Slavkovikj, V.; Verstockt, S.; De Neve, W.; Van Hoecke, S.; Van de Walle, R. Hyperspectral image classification
with convolutional neural networks. In Proceedings of the 23rd Annual ACM Conference on Multimedia,
Brisbane, Australia, 26–30 October 2015; pp. 1159–1162.
140. Yu, S.; Jia, S.; Xu, C. Convolutional neural networks for hyperspectral image classification. Neurocomputing
2017, 219, 88–98. [CrossRef]
141. Zhan, Y.; Hu, D.; Xing, H.; Yu, X. Hyperspectral Band Selection Based on Deep Convolutional Neural
Network and Distance Density. IEEE Geosci. Remote Sens. Lett. 2017, 14, 2365–2369. [CrossRef]
142. Fang, L.; Liu, G.; Li, S.; Ghamisi, P.; Benediktsson, J.A. Hyperspectral Image Classification With Squeeze
Multibias Network. IEEE Trans. Geosci. Remote Sens. 2018, 57, 1291–1301. [CrossRef]
J. Imaging 2019, 5, 52 29 of 32
143. Lee, H.; Kwon, H. Contextual deep CNN based hyperspectral classification. In Proceedings of the 2016
IEEE International Geoscience and Remote Sensing Symposium (IGARSS), Beijing, China, 10–15 July 2016;
pp. 3322–3325.
144. Li, Y.; Zhang, H.; Shen, Q. Spectral–spatial Classification of Hyperspectral Imagery with 3D Convolutional
Neural Network. Remote Sens. 2017, 9, 67. [CrossRef]
145. Heming, L.; Li, Q. Hyperspectral Imagery Classification Using Sparse Representations of Convolutional
Neural Network Features. Remote Sens. 2015, 8, 99.
146. Qingshan, L.; Feng, Z.; Renlong, H.; Xiaotong, Y. Bidirectional-Convolutional LSTM Based Spectral–spatial
Feature Learning for Hyperspectral Image Classification. Remote Sens. 2017, 9, 1330. [CrossRef]
147. Liu, B.; Yu, X.; Zhang, P.; Yu, A.; Fu, Q.; Wei, X. Supervised Deep Feature Extraction for Hyperspectral Image
Classification. IEEE Trans. Geosci. Remote Sens. 2018, 56, 1909–1921. [CrossRef]
148. Makantasis, K.; Karantzalos, K.; Doulamis, A.; Doulamis, N. Deep supervised learning for hyperspectral
data classification through convolutional neural networks. In Proceedings of the 2015 IEEE International
Geoscience and Remote Sensing Symposium (IGARSS), Milan, Italy, 26–31 July 2015; pp. 4959–4962.
149. Mei, S.; Ji, J.; Hou, J.; Li, X.; Du, Q. Learning Sensor-Specific Spatial–spectral Features of Hyperspectral
Images via Convolutional Neural Networks. IEEE Trans. Geosci. Remote Sens. 2017, 55, 4520–4533. [CrossRef]
150. Paoletti, M.; Haut, J.; Plaza, J.; Plaza, A. Deep&Dense Convolutional Neural Network for Hyperspectral
Image Classification. Remote Sens. 2018, 10, 1454.
151. Santara, A.; Mani, K.; Hatwar, P.; Singh, A.; Garg, A.; Padia, K.; Mitra, P. BASS Net: Band-adaptive
spectral–spatial feature learning neural network for hyperspectral image classification. IEEE Trans. Geosci.
Remote Sens. 2017, 55, 5293–5301. [CrossRef]
152. Yang, J.; Zhao, Y.; Chan, J.C. Learning and Transferring Deep Joint Spectral–Spatial Features for
Hyperspectral Classification. IEEE Trans. Geosci. Remote Sens. 2017, 55, 4729–4742. [CrossRef]
153. Yue, J.; Zhao, W.; Mao, S.; Liu, H. Spectral–spatial classification of hyperspectral images using deep
convolutional neural networks. Remote Sens. Lett. 2015, 6, 468–477. [CrossRef]
154. Zhang, M.; Hong, L. Deep Learning Integrated with Multiscale Pixel and Object Features for Hyperspectral
Image Classification. In Proceedings of the 2018 10th IAPR Workshop on Pattern Recognition in Remote
Sensing (PRRS), Beijing, China, 19–20 August 2018; pp. 1–8.
155. Zhao, W.; Du, S. Spectral–Spatial Feature Extraction for Hyperspectral Image Classification: A Dimension
Reduction and Deep Learning Approach. IEEE Trans. Geosci. Remote Sens. 2016, 54, 4544–4554. [CrossRef]
156. Zhi, L.; Yu, X.; Liu, B.; Wei, X. A dense convolutional neural network for hyperspectral image classification.
Remote Sens. Lett. 2019, 10, 59–66. [CrossRef]
157. Chen, Y.; Jiang, H.; Li, C.; Jia, X.; Ghamisi, P. Deep Feature Extraction and Classification of Hyperspectral
Images Based on Convolutional Neural Networks. IEEE Trans. Geosci. Remote Sens. 2016, 54, 6232–6251.
[CrossRef]
158. Liu, B.; Yu, X.; Yu, A.; Zhang, P.; Wan, G.; Wang, R. Deep Few-Shot Learning for Hyperspectral Image
Classification. IEEE Trans. Geosci. Remote Sens. 2018, 57, 2290–2304. [CrossRef]
159. Zhong, Z.; Li, J.; Luo, Z.; Chapman, M. Spectral–Spatial Residual Network for Hyperspectral Image
Classification: A 3-D Deep Learning Framework. IEEE Trans. Geosci. Remote Sens. 2018, 56, 847–858.
[CrossRef]
160. Liu, X.; Sun, Q.; Meng, Y.; Fu, M.; Bourennane, S. Hyperspectral Image Classification Based on
Parameter-Optimized 3D-CNNs Combined with Transfer Learning and Virtual Samples. Remote Sens.
2018, 10, 1425. [CrossRef]
161. Ouyang, N.; Zhu, T.; Lin, L. Convolutional Neural Network Trained by Joint Loss for Hyperspectral Image
Classification. IEEE Geosci. Remote Sens. Lett. 2018, 16, 457–461. [CrossRef]
162. Ma, X.; Fu, A.; Wang, J.; Wang, H.; Yin, B. Hyperspectral Image Classification Based on Deep Deconvolution
Network With Skip Architecture. IEEE Trans. Geosci. Remote Sens. 2018, 56, 4781–4791. [CrossRef]
163. Zhang, H.; Li, Y.; Zhang, Y.; Shen, Q. Spectral–spatial classification of hyperspectral imagery using a
dual-channel convolutional neural network. Remote Sens. Lett. 2017, 8, 438–447. [CrossRef]
164. Gao, H.; Yang, Y.; Li, C.; Zhou, H.; Qu, X. Joint Alternate Small Convolution and Feature Reuse for
Hyperspectral Image Classification. ISPRS Int. J. Geo-Inf. 2018, 7, 349. [CrossRef]
165. Luan, S.; Chen, C.; Zhang, B.; Han, J.; Liu, J. Gabor Convolutional Networks. IEEE Trans. Image Process.
2018, 27, 4357–4366. [CrossRef]
J. Imaging 2019, 5, 52 30 of 32
166. Chopra, S.; Hadsell, R.; LeCun, Y. Learning a similarity metric discriminatively, with application to face
verification. In Proceedings of the 2005 IEEE Computer Society Conference on Computer Vision and Pattern
Recognition (CVPR’05), San Diego, CA, USA, 20–25 June 2005; Volume 1, pp. 539–546.
167. Li, F.F.; Fergus, R.; Perona, P. One-shot learning of object categories. IEEE Trans. Pattern Anal. Mach. Intell.
2006, 28, 594–611.
168. Achanta, R.; Shaji, A.; Smith, K.; Lucchi, A.; Fua, P.; Süsstrunk, S. SLIC Superpixels Compared to
State-of-the-Art Superpixel Methods. IEEE Trans. Pattern Anal. Mach. Intell. 2012, 34, 2274–2282,
doi:10.1109/TPAMI.2012.120. [CrossRef]
169. Chen, Y.; Lin, Z.; Zhao, X.; Wang, G.; Gu, Y. Deep Learning-Based Classification of Hyperspectral Data.
IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2014, 7, 2094–2107. [CrossRef]
170. Tao, C.; Pan, H.; Li, Y.; Zou, Z. Unsupervised spectral–spatial feature learning with stacked sparse
autoencoder for hyperspectral imagery classification. IEEE Geosci. Remote Sens. Lett. 2015, 12, 2438–2442.
171. Kussul, N.; Lavreniuk, M.; Skakun, S.; Shelestov, A. Deep learning classification of land cover and crop types
using remote sensing data. IEEE Geosci. Remote Sens. Lett. 2017, 14, 778–782. [CrossRef]
172. Ma, X.; Geng, J.; Wang, H. Hyperspectral image classification via contextual deep learning. EURASIP J.
Image Video Process. 2015, 2015, 20. [CrossRef]
173. Ma, X.; Wang, H.; Geng, J.; Wang, J. Hyperspectral image classification with small training set by deep
network and relative distance prior. In Proceedings of the 2016 IEEE International Geoscience and Remote
Sensing Symposium (IGARSS), Beijing, China, 10–15 July 2016; pp. 3282–3285.
174. Ma, X.; Wang, H.; Geng, J. Spectral–Spatial Classification of Hyperspectral Image Based on Deep
Auto-Encoder. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2016, 9, 4073–4085. [CrossRef]
175. Yue, J.; Mao, S.; Li, M. A deep learning framework for hyperspectral image classification using spatial
pyramid pooling. Remote Sens. Lett. 2016, 7, 875–884. [CrossRef]
176. Liu, Y.; Cao, G.; Sun, Q.; Siegel, M. Hyperspectral classification via deep networks and superpixel
segmentation. Int. J. Remote Sens. 2015, 36, 3459–3482. [CrossRef]
177. Windrim, L.; Ramakrishnan, R.; Melkumyan, A.; Murphy, R.J. A Physics-Based Deep Learning Approach to
Shadow Invariant Representations of Hyperspectral Images. IEEE Trans. Image Process. 2018, 27, 665–677.
[CrossRef]
178. Ball, J.E.; Wei, P. Deep Learning Hyperspectral Image Classification using Multiple Class-Based Denoising
Autoencoders, Mixed Pixel Training Augmentation, and Morphological Operations. In Proceedings of
the IGARSS 2018—2018 IEEE International Geoscience and Remote Sensing Symposium, Valencia, Spain,
22–27 July 2018; pp. 6903–6906.
179. Lan, R.; Li, Z.; Liu, Z.; Gu, T.; Luo, X. Hyperspectral image classification using k-sparse denoising
autoencoder and spectral–restricted spatial characteristics. Appl. Soft Comput. 2019, 74, 693–708. [CrossRef]
180. Chen, Y.; Zhao, X.; Jia, X. Spectral–Spatial Classification of Hyperspectral Data Based on Deep Belief
Network. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2015, 8, 2381–2392. [CrossRef]
181. Wang, M.; Zhao, M.; Chen, J.; Rahardja, S. Nonlinear Unmixing of Hyperspectral Data via Deep Autoencoder
Networks. IEEE Geosci. Remote Sens. Lett. 2019, 1–5. [CrossRef]
182. Ozkan, S.; Kaya, B.; Akar, G.B. EndNet: Sparse AutoEncoder Network for Endmember Extraction and
Hyperspectral Unmixing. IEEE Trans. Geosci. Remote Sens. 2019, 57, 482–496. [CrossRef]
183. He, Z.; Liu, H.; Wang, Y.; Hu, J. Generative Adversarial Networks-Based Semi-Supervised Learning for
Hyperspectral Image Classification. Remote Sens. 2017, 9, 1042. [CrossRef]
184. Zhang, M.; Gong, M.; Mao, Y.; Li, J.; Wu, Y. Unsupervised Feature Extraction in Hyperspectral Images
Based on Wasserstein Generative Adversarial Network. IEEE Trans. Geosci. Remote Sens. 2018, 57, 2669–2688.
[CrossRef]
185. Zhan, Y.; Wu, K.; Liu, W.; Qin, J.; Yang, Z.; Medjadba, Y.; Wang, G.; Yu, X. Semi-Supervised Classification
of Hyperspectral Data Based on Generative Adversarial Networks and Neighborhood Majority Voting.
In Proceedings of the IGARSS 2018—2018 IEEE International Geoscience and Remote Sensing Symposium,
Valencia, Spain, 22–27 July 2018; pp. 5756–5759.
186. Bashmal, L.; Bazi, Y.; AlHichri, H.; AlRahhal, M.M.; Ammour, N.; Alajlan, N. Siamese-GAN: Learning
Invariant Representations for Aerial Vehicle Image Categorization. Remote Sens. 2018, 10, 351. [CrossRef]
187. Wu, H.; Prasad, S. Convolutional Recurrent Neural Networks forHyperspectral Data Classification.
Remote Sens. 2017, 9, 298. [CrossRef]
J. Imaging 2019, 5, 52 31 of 32
188. Shi, C.; Pun, C.M. Superpixel-based 3D deep neural networks for hyperspectral image classification.
Pattern Recognit. 2018, 74, 600–616. [CrossRef]
189. Windrim, L.; Ramakrishnan, R.; Melkumyan, A.; Murphy, R.J. Hyperspectral CNN Classification with
Limited Training Samples. arXiv 2016, arXiv:1611.09007.
190. Li, W.; Chen, C.; Zhang, M.; Li, H.; Du, Q. Data Augmentation for Hyperspectral Image Classification With
Deep CNN. IEEE Geosci. Remote Sens. Lett. 2019, 16, 593–597. [CrossRef]
191. Windrim, L.; Melkumyan, A.; Murphy, R.J.; Chlingaryan, A.; Ramakrishnan, R. Pretraining for Hyperspectral
Convolutional Neural Network Classification. IEEE Trans. Geosci. Remote Sens. 2018, 56, 2798–2810.
[CrossRef]
192. Lin, J.; Ward, R.; Wang, Z.J. Deep transfer learning for hyperspectral image classification. In Proceedings
of the 2018 IEEE 20th International Workshop on Multimedia Signal Processing (MMSP), Vancouver, BC,
Canada, 29–31 August 2018; pp. 1–5.
193. Ratle, F.; Camps-Valls, G.; Weston, J. Semisupervised Neural Networks for Efficient Hyperspectral Image
Classification. IEEE Trans. Geosci. Remote Sens. 2010, 48, 2271–2282. [CrossRef]
194. Romero, A.; Gatta, C.; Camps-Valls, G. Unsupervised Deep Feature Extraction for Remote Sensing Image
Classification. IEEE Trans. Geosci. Remote Sens. 2016, 54, 1349–1362. [CrossRef]
195. Maggiori, E.; Tarabalka, Y.; Charpiat, G.; Alliez, P. Convolutional Neural Networks for Large-Scale
Remote-Sensing Image Classification. IEEE Trans. Geosci. Remote Sens. 2017, 55, 645–657. [CrossRef]
196. Mou, L.; Ghamisi, P.; Zhu, X.X. Unsupervised Spectral–Spatial Feature Learning via Deep Residual
Conv–Deconv Network for Hyperspectral Image Classification. IEEE Trans. Geosci. Remote Sens.
2018, 56, 391–406. [CrossRef]
197. Wu, H.; Prasad, S. Semi-Supervised Deep Learning Using Pseudo Labels for Hyperspectral Image
Classification. IEEE Trans. Image Process. 2018, 27, 1259–1270. [CrossRef]
198. Pan, X.; Zhao, J. High-Resolution Remote Sensing Image Classification Method Based on Convolutional
Neural Network and Restricted Conditional Random Field. Remote Sens. 2018, 10, 920. [CrossRef]
199. Hu, Y.; Zhang, J.; Ma, Y.; An, J.; Ren, G.; Li, X. Hyperspectral Coastal Wetland Classification Based on a
Multiobject Convolutional Neural Network Model and Decision Fusion. IEEE Geosci. Remote Sens. Lett. 2019,
1–5. [CrossRef]
200. Pan, B.; Shi, Z.; Xu, X. R-VCANet: A New Deep-Learning-Based Hyperspectral Image Classification Method.
IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2017, 10, 1975–1986. [CrossRef]
201. Pan, B.; Shi, Z.; Xu, X. MugNet: Deep learning for hyperspectral image classification using limited samples.
ISPRS J. Photogramm. Remote Sens. 2018, 145, 108–119. [CrossRef]
202. Ghamisi, P.; Chen, Y.; Zhu, X.X. A Self-Improving Convolution Neural Network for the Classification of
Hyperspectral Data. IEEE Geosci. Remote Sens. Lett. 2016, 13, 1537–1541. [CrossRef]
203. Wang, Z.; Du, B.; Shi, Q.; Tu, W. Domain Adaptation With Discriminative Distribution and Manifold
Embedding for Hyperspectral Image Classification. IEEE Geosci. Remote Sens. Lett. 2019, 1–5. [CrossRef]
204. Liu, P.; Zhang, H.; Eom, K.B. Active Deep Learning for Classification of Hyperspectral Images. IEEE J. Sel.
Top. Appl. Earth Obs. Remote Sens. 2017, 10, 712–724. [CrossRef]
205. Lin, J.; Zhao, L.; Li, S.; Ward, R.; Wang, Z.J. Active-Learning-Incorporated Deep Transfer Learning for
Hyperspectral Image Classification. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2018, 11, 4048–4062.
[CrossRef]
206. Haut, J.M.; Paoletti, M.E.; Plaza, J.; Li, J.; Plaza, A. Active Learning With Convolutional Neural Networks for
Hyperspectral Image Classification Using a New Bayesian Approach. IEEE Trans. Geosci. Remote Sens. 2018,
56, 6440–6461. [CrossRef]
207. Li, Y.; Hu, J.; Zhao, X.; Xie, W.; Li, J. Hyperspectral image super-resolution using deep convolutional neural
network. Neurocomputing 2017, 266, 29–41. [CrossRef]
208. He, Z.; Liu, L. Hyperspectral Image Super-Resolution Inspired by Deep Laplacian Pyramid Network.
Remote Sens. 2018, 10, 1939. [CrossRef]
209. Paoletti, M.E.; Haut, J.M.; Fernandez-Beltran, R.; Plaza, J.; Plaza, A.; Li, J.; Pla, F. Capsule Networks for
Hyperspectral Image Classification. IEEE Trans. Geosci. Remote Sens. 2019, 57, 2145–2160. [CrossRef]
210. Wang, W.Y.; Li, H.C.; Pan, L.; Yang, G.; Du, Q. Hyperspectral Image Classification Based on Capsule
Network. In Proceedings of the IGARSS 2018–2018 IEEE International Geoscience and Remote Sensing
Symposium, Valencia, Spain, 22–27 July 2018; pp. 3571–3574.
J. Imaging 2019, 5, 52 32 of 32
211. Zhu, K.; Chen, Y.; Ghamisi, P.; Jia, X.; Benediktsson, J.A. Deep Convolutional Capsule Network for
Hyperspectral Image Spectral and Spectral–spatial Classification. Remote Sens. 2019, 11, 223. [CrossRef]
212. Yin, J.; Li, S.; Zhu, H.; Luo, X. Hyperspectral Image Classification Using CapsNet With Well-Initialized
Shallow Layers. IEEE Geosci. Remote Sens. Lett. 2019, 1–5. [CrossRef]
213. Haut, J.M.; Bernabé, S.; Paoletti, M.E.; Fernandez-Beltran, R.; Plaza, A.; Plaza, J. Low-High-Power
Consumption Architectures for Deep-Learning Models Applied to Hyperspectral Image Classification.
IEEE Geosci. Remote Sens. Lett. 2019, 16, 776–780. [CrossRef]
214. Paoletti, M.; Haut, J.; Plaza, J.; Plaza, A. A new deep convolutional neural network for fast hyperspectral
image classification. ISPRS J. Photogramm. Remote Sens. 2018, 145, 120–147. [CrossRef]
215. LeCun, Y.; Bengio, Y.; Hinton, G. Deep learning. Nature 2015, 521, 436. [CrossRef] [PubMed]
216. Goodfellow, I.; Bengio, Y.; Courville, A.; Bengio, Y. Deep Learning; MIT Press: Cambridge, MA, USA,
2016; Volume 1.
217. Ranzato, M.A.; Szummer, M. Semi-supervised Learning of Compact Document Representations with Deep
Networks. In Proceedings of the 25th International Conference on Machine Learning, Helsinki, Finland,
5–9 July 2008; ACM: New York, NY, USA, 2008; pp. 792–799.
218. LeCun, Y.; Boser, B.E.; Denker, J.S.; Henderson, D.; Howard, R.E.; Hubbard, W.E.; Jackel, L.D. Handwritten
digit recognition with a back-propagation network. In Advances in Neural Information Processing Systems;
Morgan Kaufman: Denver, CO, USA, 1990; pp. 396–404.
219. Krizhevsky, A.; Sutskever, I.; Hinton, G.E. Imagenet classification with deep convolutional neural networks.
In Advances in Neural Information Processing Systems; Curran Associates, Inc.: Lake Tahoe, NV, USA,
2012; pp. 1097–1105.
220. Szegedy, C.; Liu, W.; Jia, Y.; Sermanet, P.; Reed, S.; Anguelov, D.; Erhan, D.; Vanhoucke, V.; Rabinovich, A.
Going deeper with convolutions. In Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, Boston, MA, USA, 7–12 June 2015; pp. 1–9.
221. Simonyan, K.; Zisserman, A. Very deep convolutional networks for large-scale image recognition. arXiv
2014, arXiv:1409.1556.
222. He, K.; Zhang, X.; Ren, S.; Sun, J. Deep residual learning for image recognition. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition, Las Vegas, NV, USA, 27–30 June 2016; pp. 770–778.
223. Iandola, F.; Moskewicz, M.; Karayev, S.; Girshick, R.; Darrell, T.; Keutzer, K. Densenet: Implementing
efficient convnet descriptor pyramids. arXiv 2014, arXiv:1404.1869.
224. Howard, A.G.; Zhu, M.; Chen, B.; Kalenichenko, D.; Wang, W.; Weyand, T.; Andreetto, M.; Adam,
H. Mobilenets: Efficient convolutional neural networks for mobile vision applications. arXiv 2017,
arXiv:1704.04861.
225. Iandola, F.N.; Han, S.; Moskewicz, M.W.; Ashraf, K.; Dally, W.J.; Keutzer, K. SqueezeNet: AlexNet-level
accuracy with 50x fewer parameters and <0.5 MB model size. arXiv 2016, arXiv:1602.07360.
226. Hochreiter, S.; Schmidhuber, J. Long short-term memory. Neural Comput. 1997, 9, 1735–1780. [CrossRef]
[PubMed]
227. Chung, J.; Gulcehre, C.; Cho, K.; Bengio, Y. Gated feedback recurrent neural networks. In Proceedings of the
International Conference on Machine Learning, Lille, France, 6–11 July 2015; pp. 2067–2075.
228. Bengio, Y.; Lamblin, P.; Popovici, D.; Larochelle, H. Greedy layer-wise training of deep networks. In Advances
in Neural Information Processing Systems; MIT Press: Vancouver, BC, Canada, 2007; pp. 153–160.
229. Hinton, G.E.; Salakhutdinov, R.R. Reducing the dimensionality of data with neural networks. Science
2006, 313, 504–507. [CrossRef] [PubMed]
230. Larochelle, H.; Erhan, D.; Courville, A.; Bergstra, J.; Bengio, Y. An empirical evaluation of deep architectures
on problems with many factors of variation. In Proceedings of the 24th International Conference on Machine
Learning, Corvalis, OR, USA, 20–24 June 2007; ACM: New York, NY, USA, 2007; pp. 473–480.
c© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).
