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Abstract
A 2-structure on a set S is given by an equivalence relation on the
set of ordered pairs of distinct elements of S. A subset C of S, any two
elements of which appear the same from the perspective of each element of
the complement of C, is called a clan. The number of elements that must
be added in order to obtain a 2-structure the only clans of which are trivial
is called the primitive bound of the 2-structure. The primitive bound is
determined for arbitrary 2-structures of any cardinality. This generalizes
the classical results of Erdo˝s et al. and Moon for tournaments, as well
as the result of Brignall et al. for finite graphs, and the precise results
of Boussa¨ıri and Ille for finite graphs, providing new proofs which avoid
extensive use of induction in the finite case.
Mathematics Subject Classifications (1991): 05C70, 05C69, 05C63
Key words: 2-structure, clan; primitive 2-structure; primitive extension; prim-
itive bound; clan completeness
1 Introduction
The notion of a primitive [9, 12] (also called indecomposable [13, 19], prime
[8, 16] or simple [3, 4, 10, 11, 14, 23]) structure has been studied in the context
of graphs, tournaments, more general structures derived from binary relations,
and in general for relational structures by Fra¨ısse´ [12, 13]. Key is the idea
of a subset the elements of which look the same from the perspective of each
element of the complement, called autonomous set [15, 21, 22], clan [9], convex
set [10, 11], homogeneous set [8], interval [13, 19, 24], module [1, 16, 25] or
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partitive set [27]. An indecomposable structure is one for which all such subsets
are trivial.
Given a structure, it is natural to ask about embedding it into an indecom-
posable structure and to seek to mimimize the number of elements one must
add. In the early 70’s this was done by Sumner [26] for finite complete graphs,
by Moon [23] for finite tournaments and by Erdo˝s et al. [11] for arbitrary tour-
naments. More recently the question was revived by Brignall [3] and Brignall
et al. [4] for finite graphs and other finite combinatorial structures. Boussairi
and Ille [2] provided a detailed analysis and identified the precise parameter to
describe the situation for finite graphs. In this work we yield a unified approach
by studying the more general situation of 2-structures [9]. The techniques intro-
duced permit us to generalize the parameter obtained by Boussairi and Ille [2]
to the arbitrary setting.
Resolution of the problem for tournaments by Erdo˝s et al. [10] employed
a linearization of the tournament and the Bernstein Property. We introduce
the notion of a traverse of an arbitrary 2-structure which respects key clans of
the 2-structure and the notion of a dense bicoloration mirroring the Bernstein
Property. We also introduce the notion of inclusive clans and develop their
structural properties. These tools permit us to provide precise bounds and to
present a new proof of the now classical result of Erdo˝s et al. [11] that adds
structural understanding and does not turn on induction to handle the finite
case.
The notion of traverse plays an important role in the algorithmics for the
finite graphs as well. There a traverse induces a permutation of the vertex set
called a factorizing permutation [5]. Factorizing permutations are used to find
efficient algorithms which compute the clan tree. Given a finite graph, the first
step consists in calculating a factorizing permutation [17] and the second in
determining the clan tree from a factorizing permutation [6].
At present, we formalize our presentation. A 2-structure σ consists of an
infinite or finite vertex set (or domain [9]) V (σ) and of an equivalence relation
≡σ defined on (V (σ) × V (σ)) ∖ {(v, v) ∶ v ∈ V (σ)}. Set ν(σ) = ∣V (σ)∣ where
∣V (σ)∣ denotes the cardinality of V (σ). The family of the equivalence classes
of ≡σ is denoted by E(σ). Set ε(σ) = ∣E(σ)∣. Given a 2-structure σ, with each
W ⊆ V (σ) associate the 2-substructure σ[W ] of σ induced by W defined on
V (σ[W ]) =W such that
(≡σ[W ]) = (≡σ)↾(W×W)∖{(w,w)∶w∈W}.
GivenW ⊆ V (σ), σ[V (σ)∖W ] is denoted by σ−W and by σ−w whenW = {w}.
With each 2-structure σ associate the 2-structure σ⋆ defined on V (σ⋆) =
V (σ) by
(u, v) ≡σ⋆ (x, y) if (v, u) ≡σ (y, x)
for any u ≠ v ∈ V (σ⋆) and x ≠ y ∈ V (σ⋆). A 2-structure σ is reversible if σ = σ⋆.
Let σ be a reversible 2-structure. For each e ∈ E(σ), e⋆ = {(u, v) ∶ (v, u) ∈ e} ∈
E(σ) and we have either e = e⋆ or e∩e⋆ = ∅. In the first instance, e is said to be
symmetric. It is called asymmetric in the second. The family of the asymmetric
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classes of ≡σ is denoted by Ea(σ) and that of the symmetric ones by Es(σ). Set
εa(σ) = ∣Ea(σ)∣ and εs(σ) = ∣Es(σ)∣. A reversible 2-structure σ is symmetric
when E(σ) = Es(σ), it is asymmetric when E(σ) = Ea(σ).
A graph Γ = (V (Γ),E(Γ)) is identified with the symmetric 2-structure σ(Γ)
defined on V (σ(Γ)) = V (Γ) as follows. For any u ≠ v ∈ V (Γ) and x ≠ y ∈ V (Γ),
(u, v) ≡σ(Γ) (x, y) if either {u, v},{x, y} ∈ E(Γ) or {u, v},{x, y} /∈ E(Γ). Notice
that σ(Γ) = σ(Γ) where Γ = (V (Γ), (V (Γ)
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) ∖ E(Γ)) is the complement of Γ.
Similarly, a tournament T = (V (T ),A(T )) is identified with the asymmetric 2-
structure σ(T ) defined on V (σ(T )) = V (T ) as follows. For any u ≠ v ∈ V (T ) and
x ≠ y ∈ V (T ), (u, v) ≡σ(T ) (x, y) if either (u, v), (x, y) ∈ A(T ) or (u, v), (x, y) /∈
A(T ). Notice that σ(T ) = σ(T ⋆) where T ⋆ = (V (T ),A(T )⋆) is the dual of T .
Let σ be a 2-structure. A subset C of V (σ) is a clan [9] of σ if for any
c, d ∈ C and v ∈ V (σ) ∖C, we have
(c, v) ≡σ (d, v) and (v, c) ≡τ (v, d).
For instance, ∅, V (σ) and {v}, for v ∈ V (σ), are clans of σ called trivial clans
of σ. A 2-structure σ is primitive [9] if ν(σ) ≥ 3 and if all of the clans of σ are
trivial. Otherwise σ is said to be imprimitive [9].
Given a set S with ∣S∣ ≥ 2, Sumner [26, Theorem 2.45] observed that the
complete graphKS admits a primitive graph extension G such that ∣V (G)∖S∣ =
⌈log2(∣S∣+1)⌉. This is extended to any graph in [3, Theorem 3.7] and [4, Theorem
3.2] as follows. A graph G, with ∣V (G)∣ ≥ 2, admits a primitive graph extension
H such that ∣V (H) ∖ V (G)∣ = ⌈log
2
(∣V (G)∣ + 1)⌉.
A 2-structure τ is an extension of a 2-structure σ if V (τ) ⊇ V (σ) and
τ[V (σ)] = σ. Given a cardinal κ, a κ-extension of a 2-structure σ is an ex-
tension τ of σ such that ∣V (τ)∖V (σ)∣ = κ. Let τ be an extension of σ. Consider
the function σ ↪ τ ∶ E(σ) Ð→ E(τ) satisfying (σ ↪ τ)(e) ⊇ e for every e ∈ E(σ).
Clearly σ ↪ τ is injective and we can identify (σ ↪ τ)(e) with e for every
e ∈ E(σ). We say that τ is a faithful extension of σ if
σ ↪ τ is bijective (1.1)
and for any e, f ∈ E(σ),
(σ ↪ τ)(e) ∩ ((σ ↪ τ)(f))⋆ ≠ ∅ Ô⇒ e ∩ f⋆ ≠ ∅. (1.2)
The necessity of Conditions (1.1) and (1.2) is discussed in Section 6. In Sumner’s
result, the primitive graph extension is not a faithful extension of the complete
graph. A 2-structure σ is complete [9] if either ν(σ) ≤ 1 or ν(σ) ≥ 2 and ε(σ) = 1.
A subset W of V (σ) is complete if σ[W ] is complete. Clearly complete subsets
of 2-structures correspond to cliques and stables sets in graphs. As already
observed in Sumner’s result, to obtain primitive extensions of a complete 2-
structures, we consider symmetric 2-structures σ with ε(σ) = 2.
Let σ be a 2-structure admitting a primitive and faithful extension. The
primitive bound p(σ) of σ is the smallest cardinal κ such that σ possesses a
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primitive and faithful κ-extension. In these terms, Brignall et al. [4] obtained
that
p(G) ≤ ⌈log
2
(∣V (G)∣ + 1)⌉
for any finite graph G. In his Ph.D. Thesis, Brignall [3] conjectured that
p(G) ≤ ⌈log2(max(α(G), ω(G)) + 1)⌉.
Boussa¨ıri and Ille [2] identified the correct parameter
c(G) =max({∣C ∣ ∶ C is a clan of G which is a stable set or a clique})
and proved for every finite graph G that
⌈log2(c(G))⌉ ≤ p(G) ≤ ⌈log2(c(G) + 1)⌉.
Thus p(G) = ⌈log2(c(G))⌉ when log2(c(G)) /∈ N. When c(G) = 2
k with k ≥ 1,
p(G) = k or k + 1 and Boussa¨ıri and Ille [2] showed that p(G) = k + 1 if and only
if G (or G) admits 2k isolated vertices.
For a 2-structure σ, we introduce the clan completness c(σ) of σ as being
the supremum of cardinalities of complete clans of σ. Furthermore consider a
reversible 2-structure σ. Given e ∈ Es(σ), a vertex v of σ is e-isolated if (v,w) ∈ e
for every w ∈ V (σ)∖{w}. The family of e-isolated vertices is denoted by ⊙e(σ).
Given a reversible 2-structure σ such that 2 ≤ ε(σ) ≤ c(σ) < ℵ0, we prove in
Corollary 7.2 that
⌈logε(σ)(c(σ))⌉ ≤ p(σ) ≤ ⌈logε(σ)(c(σ) + 1)⌉.
Moreover, when c(σ) = ε(σ)k where k ≥ 1, we show in Theorem 7.4 that
p(σ) = k + 1 ⇐⇒ there is e ∈ Es(σ) such that ∣⊙e (σ)∣ = ε(σ)k.
The cardinal logarithm is defined as follows. Given cardinals µ and ν,
logµ(ν) =min({κ ∶ µ
κ ≥ ν}).
If µ and ν are finite, then logµ(ν) = ⌈logµ(ν)⌉. Given a reversible 2-structure σ
such that ε(σ) ≥ 2, we establish in Theorem 7.1 that
logε(σ)(c(σ)) ≥ ℵ0 Ô⇒ p(σ) = logε(σ)(c(σ)).
For an infinite or finite tournament T , Erdo˝s et al. [10] established that
p(T ) ≤ 2. Then Moon [23] proved for a finite tournament T such that ∣V (T )∣ ≥ 4
that p(T ) = 2 if and only if T is an odd linear order. Erdo˝s et al. [11] extended
this result to arbitrary tournament. Using dense bicolorations of traverses (see
Section 4) and inclusive clans (see Section 5), we provide an elegant proof of
[11] (see Theorem 7.5).
We determine the primitive bounds of the other reversible 2-structures in
Theorem 7.2. In particular, we obtain the following for a reversible 2-structure
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σ such that c(σ) = 1. If ε(σ) ≥ 3 or if ε(σ) = εs(σ) = 2, then p(σ) ≤ 1. For non
reversible 2-structures, we proceed as follows. With 2-structures σ and τ such
that V (σ) = V (τ) associate the 2-structure σ∧ τ defined on V (σ∧ τ) = V (σ) by
E(σ ∧ τ) = {e ∩ f ∶ e ∈ E(σ), f ∈ E(τ) and e ∩ f ≠ ∅}.
For an arbitrary 2-structure σ, σ∧σ⋆ is reversible and we prove in Theorem 6.1
that p(σ) = p(σ ∧ σ⋆).
2 Clan tree
Given a 2-structure σ, we use the following notation. For any u ≠ v ∈ V (σ), the
equivalence class of ≡σ containing (u, v) is denoted by (u, v)σ. We define the
function Ð→σ on V (σ) as follows. For each v ∈ V (σ), Ð→σ (v) ∶ V (σ)∖ {v}Ð→ E(σ)
with w z→ (v,w)σ for every w ∈ V (σ) ∖ {v}. With e ∈ E(σ) associate the
function e¯ ∶ V (σ)Ð→ E(σ) defined by v z→ e for every v ∈ V (σ).
For W,W ′ ⊆ V (σ), with W ∩W ′ = ∅, W ←→σ W ′ signifies that (v, v′) ≡σ
(w,w′) and (v′, v) ≡σ (w′,w) for any v,w ∈W and v′,w′ ∈W ′. Given v ∈ V (σ)
and W ⊆ V (σ)∖ {v}, {v} ←→σ W is also denoted by v ←→σ W . The negation is
denoted by v /←→σ W . LetW,W ′ ⊆ V (σ) such thatW ∩W ′ = ∅ andW ←→σ W ′.
The equivalence class of (w,w′), where w ∈ W and w′ ∈ W ′, is denoted by
(W,W ′)σ. Given W ⊊ V (σ) and v ∈ V (σ) ∖W such that v ←→σ W , ({v},W )σ
is also denoted by (v,W )σ.
The family of the clans of a 2-structure σ is denoted by C(σ). Furthermore
set C≥2(σ) = {C ∈ C(σ) ∶ ∣C ∣ ≥ 2}.
Given a 2-structure σ, a partition F of V (σ) is a factorization [9] of σ if
F ⊆ C(σ). Let F be a factorization of σ. Given X,Y ∈ F, we have X ←→σ Y
because X ∩Y = ∅. Thus there is e ∈ E(σ) such that (X,Y )σ = e. This justifies
the following definition. The quotient of σ by F is the 2-structure σ/F defined
on V (σ/F) = F as follows. For any X ≠ Y ∈ F and X ′ ≠ Y ′ ∈ F,
(X,Y ) ≡σ/F (X ′, Y ′) if (X,Y )σ = (X ′, Y ′)σ.
The following strengthening of the notion of clan is useful to present the
clan decomposition theorem. Given a 2-structure σ, a clan C of σ is said to be
prime [9] provided that for every clan D of σ, we have:
if C ∩D ≠ ∅, then C ⊆D or D ⊆ C.
The family of prime clans of σ is denoted by P(σ). Furthermore set P≥2(σ) =
{C ∈ P(σ) ∶ ∣C ∣ ≥ 2}.
We associate with a 2-structure σ the Gallai family G(σ) of the maximal
elements under inclusion of P(σ)∖ {∅, V (σ)}. Set G1(σ) = {X ∈ G(σ) ∶ ∣X ∣ = 1}
and G≥2(σ) = G(σ) ∖ G1(σ). The clan decomposition theorem is stated as
follows. It is attributable to Gallai [15, 22] for finite graphs (see [9, Theorem
5.5] for finite 2-structures and [18, Theorem 4.2] for infinite ones). Recall that
an asymmetric 2-structure σ, with ν(σ) ≥ 2, is linear [9] if there is e ∈ E(σ) such
that (V (σ), e) is a linear order.
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Theorem 2.1. For a 2-structure σ such that G(σ) ≠ ∅, the family G(σ) realizes
a factorization of σ. Moreover, the corresponding quotient σ/G(σ) is complete,
linear or primitive.
Let σ be a 2-structure. Given C ∈ P(σ), we have G(σ[C]) ⊆ P(σ). An
element C of P(σ) is a limit of σ if G(σ[C]) = ∅. The family of the limits of σ
is denoted by L(σ). Now consider
T(σ) = {{v} ∶ v ∈ V (σ)} ∪ ( ⋃
C∈P(σ)∖L(σ)
G(σ[C]) ∪ {C}).
As a direct consequence of the definition of a prime clan, we obtain that the
family T(σ) endowed with inclusion, denoted by (T(σ),⊆), is a tree called the
clan tree of σ. For clan trees of finite digraphs, see [7]. For infinite 2-structures
or more generally for weakly partitive families on infinite sets, see [20]. When
V (σ) is finite, we have
T(σ) = ⋃
C∈P≥2(σ)
G(σ[C]) ∪ {C} = P(σ) ∖ {∅}.
Let σ be a 2-structure. Given ∅ ≠ W ⊆ V (σ), ⋂{C ∈ P(σ) ∶ C ⊇ W}
is a prime clan of σ. It is denoted by W̃ . Similarly, given ∅ ≠ W ⊊ V (σ),
⋂{C ∈ P(σ) ∶ C ⊋ W} is a prime clan of σ denoted by Ŵ . Since the proofs of
the next three lemmas are easy, we omit them.
Lemma 2.1. Let σ be a 2-structure. For any v ≠ w ∈ V (σ), {̃v,w} ∈ P(σ)∖L(σ)
and there are Xv ≠Xw ∈ G(σ[{̃v,w}]) such that v ∈ Xv and w ∈Xw.
Lemma 2.2. Let σ be a 2-structure. For C ⊆ V (σ), C ∈ C(σ)∖P(σ) if and only
if C̃ /∈ L(σ) and there is a nontrivial clan of σ[C̃]/G(σ[C̃]) such that C = ⋃F .
Lemma 2.3. Given a 2-structure σ, consider C ∈ P(σ) ∖ {∅}.
1. C = Ĉ if and only if for each X ∈ P(σ), with X ⊋ C, and for every
x ∈ X ∖C, there is Z ∈ P(σ) ∖L(σ) such that C ⊊ Z ⊆X ∖ {x}.
2. C ⊊ Ĉ if and only if Ĉ /∈ L(σ) and C ∈ G(σ[Ĉ]).
Let σ be a 2-structure. Using the Axiom of Choice and Theorem 2.1, we
label P(σ) ∖L(σ) by a function λσ ∶ P(σ) ∖L(σ) Ð→ E(σ) ∪ {̟} satisfying:
for each X ∈ P(σ) ∖L(σ),
• if σ[X]/G(σ[X]) is primitive, then λσ(X) =̟;
• if σ[X]/G(σ[X]) is complete, then λσ(X) = (Y,Z)σ where Y ≠ Z ∈
G(σ[X]);
• if σ[X]/G(σ[X]) is linear, then we choose (Y,Z)σ or (Z,Y )σ for λσ(X),
where Y ≠ Z ∈ G(σ[X]).
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With each X ∈ P(σ)∖L(σ) such that σ[X]/G(σ[X]) is linear, associate the
linear order OX defined on G(σ[X]) as follows. For any Y ≠ Z ∈ G(σ[X]),
Y < Z mod OX if (Y,Z)σ = λσ(X). (2.1)
Observe that the clans of σ[X]/G(σ[X]) coincide with the intervals of OX . A
clan H of σ[X]/G(σ[X]) is said to be an interval of singletons of OX if H ⊆
G1(σ[X]). A maximal interval of singletons of OX is an interval of singletons
of OX which is maximal among the intervals of singletons of OX . Furthermore,
given Y,Z ∈ G(σ[X]), set
intX(Y,Z) =⋂{F ∈ C(σ[X])/G(σ[X])) ∶ Y,Z ∈ F}.
3 Clan completness and tree equivalence
In the section, we omit the proofs because they are somewhat technical, some-
times long and they do not present a major interest in our topics.
Let σ be a 2-structure. Given e ∈ E(σ), a subset W of V (σ) is e-complete if
(v,w)σ = e for any v ≠ w ∈ W . A subset W of V (σ) is linear if σ[W ] is linear.
Given e ∈ E(σ), a subsetW of V (σ) is e-linear if (W,{(v,w) ∈ (W×W )∖{(u,u) ∶
u ∈ W}) ∶ (v,w)σ = e} is a linear order. We consider the following subsets of
C≥2(σ):
• C (σ) denotes the family of the maximal elements under inclusion of {C ∈
C≥2(σ) ∶ C is complete};
• L (σ) denotes the family of the maximal elements under inclusion of {C ∈
C≥2(σ) ∶ C is linear};
• P(σ) denotes the family of C ∈ C(σ) such that σ[C] is primitive.
When C (σ) ≠ ∅, the clan completness c(σ) of σ satisfies
c(σ) = sup({∣C ∣ ∶ C ∈ C (σ)}).
Lemma 3.1. Given a 2-structure σ, consider C ∈ C≥2(σ).
1. If σ[C] is complete, then there is C′ ∈ C (σ) such that C′ ⊇ C.
2. If σ[C] is linear, then there is L ∈ L (σ) such that L ⊇ C.
We characterize the elements of C (σ)∪L (σ)∪P(σ) in terms of the labelled
clan tree of σ.
Proposition 3.1. For a 2-structure σ, the following three equivalences hold.
1. Given C ⊆ V (σ), C ∈ C (σ) if and only if ∣C ∣ ≥ 2, C̃ ∈ P(σ) ∖ L(σ),
λσ(C̃) ∈ Es(σ) and C = {c ∈ C̃ ∶ {c} ∈ G(σ[C̃])}.
2. Given L ⊆ V (σ), L ∈ L (σ) if and only if ∣L∣ ≥ 2, L̃ ∈ P(σ) ∖ L(σ),
λσ(L̃) ∈ Ea(σ) and {{l} ∶ l ∈ L} is a maximal interval of singletons of OL̃.
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3. Given P ⊆ V (σ), P ∈ P(σ) if and only if P ∈ P(σ) ∖ L(σ), λσ(P ) = ̟
and G(σ[P ]) = G1(σ[P ]).
Let σ be a 2-structure. As we will show (see Theorem 3.1), the elements
of C (σ) ∪L (σ) ∪P(σ) are the nontrivial equivalence classes of the following
equivalence relation. Given v ≠ w ∈ V (σ), v ≃σ w if {̂v} = {̂w} and if there
is F ∈ C(σ[{̂v}]/G(σ[{̂v}])) such that {v},{w} ∈ F and F ⊆ G1(σ[{̂v}]). To
make this definition clearer, observe the following. Let v ≠ w ∈ V (σ) such that
{̂v} = {̂w}. Since {v} ≠ {̂v}, it follows from Lemma 2.3 that {̂v} ∈ P(σ) ∖ L(σ)
and {v} ∈ G1(σ[{̂v}]). Similarly {w} ∈ G1(σ[{̂v}]).
Lemma 3.2. Let σ be a 2-structure. For v ≠ w ∈ V (σ), v ≃σ w if and only if
the following three assertions hold
• {̂v} = {̂w};
• if λσ({̂v}) =̟, then G(σ[{̂v}]) = G1(σ[{̂v}]);
• if λσ({̂v}) ∈ Ea(σ), then int{̂v}({v},{w}) ⊆ G1(σ[{̂v}]).
Given a 2-structure σ, denote by C(σ) the family of the equivalence classes
of ≃σ. Set C1(σ) = {C ∈ C(σ) ∶ ∣C ∣ = 1} and C≥2(σ) = {C ∈ C(σ) ∶ ∣C ∣ ≥ 2}.
Theorem 3.1. For a 2-structure σ, C≥2(σ) = C (σ) ∪L (σ) ∪P(σ).
Given a 2-structure σ, set Υ(σ) = ⋃C1(σ) and consider Υ↓(σ) = {v ∈ Υ(σ) ∶
{̂v} = {v}}. There are reversible 2-structures σ such that V (σ) = Υ↓(σ). For
such 2-structures σ, it follows from Theorems 7.2 and 7.5 that p(σ) = 1. The
proofs use properties of traverses and inclusive clans introduced in the next two
sections.
4 Traverses of a 2-structure
Given a 2-structure σ, a linear order L defined on V (σ) is a traverse of σ if the
following two assertions hold.
(A1) For each X ∈ P(σ), X is an interval of L.
(A2) Let X ∈ P(σ)∖L(σ) such that λσ(X) ∈ Ea(σ). By Assertion A1, G(σ[X])
is a factorization of L[X] and we require that
L[X]/G(σ[X]) = OX (see (2.1)).
Proposition 4.1 (Axiom of Choice). Any 2-structure admits a traverse.
Proof. Consider a 2-structure σ. Using the Axiom of Choice, we associate with
each X ∈ P(σ) ∖ L(σ) a linear order LX defined on G(σ[X]). Moreover, we
require that LX = OX whenever λσ(X) ∈ Ea(σ).
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Now consider the digraph ∆ defined on V (σ) as follows. Let v ≠ w ∈ V (σ).
By Lemma 2.1, {̃v,w} ∈ P(σ)∖L(σ) and there are Xv ≠Xw ∈ G(σ[{̃v,w}]) such
that v ∈ Xv and w ∈Xw. Set
(v,w) ∈ A(∆) if Xv <Xw mod L{̃v,w}.
It is not difficult to verify that ∆ is a linear order which satisfies Assertions A1
and A2.
Using Assertions A1 and A2, we obtain the following.
Lemma 4.1. Given a 2-structure σ, consider a traverse T of σ. For each
C ∈ C(σ), if λσ(C̃) ∈ Ea(σ), then C ∈ C(T ).
The next result follows from Lemma 4.1.
Corollary 4.1. Given a 2-structure σ, consider a traverse T of σ. For each
C ∈ L (σ), C(σ[C]) ⊆ C(T ).
Proof. By Proposition 3.1, C̃ ∈ P(σ) ∖ L(σ), λσ(C̃) ∈ Ea(σ) and {{c} ∶ c ∈ C} ⊆
G1(σ[C̃]). Let D ∈ C≥2(σ[C]). We get {{d} ∶ d ∈ D} ⊆ G1(σ[C̃]) and hence
D̃ = C̃. If D ∈ P(σ), that is, D = D̃, then D ∈ C(T ) by Assertion A1. Assume
that D /∈ P(σ) so that D ∈ C(σ) ∖ P(σ). By Lemma 4.1, D ∈ C(T ).
The following is a simple consequence of Assertion A1 and Lemma 4.1. It
generalizes [10, Theorem 2].
Corollary 4.2. Let σ be an asymmetric 2-structure. For a traverse T of σ, we
have C(σ) ⊆ C(T ).
The following notion of density is fundamental. Let L be a linear order.
Recall that a subset W of V (L) is dense if W intersects each interval I of L
such that ∣I ∣ ≥ 2. A bicoloration β ∶ V (L) Ð→ {0,1} is dense if β−1({0}) and
β−1({1}) are dense subsets. Beside, given a set S, consider F ⊆ 2S . The family
F satisfies the Bernstein property [10] if there is B ⊆ S such that for everyX ∈ F ,
X intersects B and S ∖B. Clearly a linear order L admits a dense bicoloration
if and only if the family of the intervals of L has the Bernstein property. We
use the following (see the proof of [10, Theorem 3]) applied to a traverse.
Proposition 4.2 (Axiom of Choice). Every linear order admits a dense bicol-
oration.
In the next proposition, it is easy to verify that the second assertion implies
the first. For the converse, see [11, Lemma 9].
Proposition 4.3. The following two assertions are equivalent:
1. every linear order admits a dense bicoloration;
2. every infinite linear order admits a primitive and faithful 1-extension, that
is, a primitive 1-extension which is a tournament.
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We complete the section with the following three results on primitive bounds.
The first two follow from Propositions 4.2 and 4.3.
Corollary 4.3 (Erdo˝s et al. [11]). For a linear order L, we have p(L) = 1 or
2. Moreover, p(L) = 2 if and only if L is a finite linear order such that ∣V (L)∣
is odd.
Corollary 4.4. Consider a reversible 2-structure σ such that ε(σ) ≥ 3. Let
a /∈ V (σ). For each L ∈ L (σ), there is faithful extension τ of σ defined on
V (σ) ∪ {a} such that τ[L ∪ {a}] is primitive.
Theorem 4.1. Let σ be an asymmetric 2-structure. If V (σ) /∈ L(σ), λσ(V (σ)) ∈
Ea(σ) and G≥2(σ) ≠ ∅, then p(σ) = 1.
Proof. Denote by H the smallest clan of σ/G(σ) containing G≥2(σ). Consider
⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩
H − = {X ∈ G(σ) ∶ X < Y mod OV (σ) for every Y ∈ H }
and
H + = {X ∈ G(σ) ∶ X > Y mod OV (σ) for every Y ∈ H }.
By Proposition 4.1, σ admits a traverse T . Furthermore T admits a dense
bicoloration β by Proposition 4.2. We define a bicoloration β− of T [⋃H −] as
follows: β− = β↾(⋃H −) or (1 − β)↾(⋃H −) and, when OV (σ) admits a smallest
element {h−} such that h− ∈ ⋃H −, we require that
β−(h−) = 1. (4.1)
Similarly, β+ is a bicoloration of T [⋃H +] satisfying: β+ = β↾(⋃H +) or (1 −
β)↾(⋃H +) and, when OV (σ) admits a largest element {h
+} such that h+ ∈ ⋃H +,
we require that β+(h+) = 0. Now consider the bicoloration β′ of T defined as
follows. For every v ∈ V (σ),
β′(v) =
⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩
β−(v) if v ∈ ⋃H −
β(v) if v ∈ ⋃H
β+(v) if v ∈ ⋃H +.
In general, β′ may not be a dense bicoloration of T . But, for H = ⋃H −,⋃H
or ⋃H +,
(β′)↾H is a dense bicoloration of T [H]. (4.2)
We also have
for each C ∈ C≥2(σ), there are c, d ∈ C such that β′(c) ≠ β′(d). (4.3)
Indeed consider C ∈ C≥2(σ). For a contradiction, suppose that
∣C ∩ (⋃H −)∣ ≤ 1, ∣C ∩ (⋃H )∣ ≤ 1 and ∣C ∩ (⋃H +)∣ ≤ 1.
By Corollary 4.2, C is an interval of T . Thus, if C ∩ (⋃H −) ≠ ∅ and C ∩
(⋃H +) ≠ ∅, then we would have ⋃H ⊆ C and hence ⋃G≥2(σ) ⊆ C ∩ (⋃H ).
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For instance, we can assume that C ∩ (⋃H +) = ∅. We get ∣C ∩ (⋃H −)∣ =
∣C ∩ (⋃H )∣ = 1. Set FC = {X ∈ G(σ) ∶ X ∩ C ≠ ∅}. We obtain ∣FC ∩H −∣ =
∣FC ∩H ∣ = 1 and FC ∩H ⊆ G1(σ). As FC ∈ C(σ/G(σ)) and as FC ∖H ≠ ∅,
H ∖ FC ∈ C(σ/G(σ)). Since FC ∩ H ⊆ G1(σ), G≥2(σ) ⊆ H ∖ FC which
contradicts the minimality of H . Consequently there is H = ⋃H −,⋃H or
⋃H + such that ∣C ∩H ∣ ≥ 2. It follows from (4.2) that (4.3) holds.
Set e0 = λσ(V (σ)) and e1 = λσ(V (σ))⋆. Let a /∈ V (σ). We consider the
faithful extension τ of σ defined on V (σ) ∪ {a} satisfying
(v, a)τ = eβ′(v) for every v ∈ V (σ).
We prove that τ is primitive. Let D ∈ C≥2(τ). It follows from (4.3) that a ∈ D
and
for each C ∈ C≥2(σ), C ∩ (D ∖ {a}) ≠ ∅. (4.4)
Set D = {X ∈ G(σ) ∶ X ∩ (D ∖ {a}) ≠ ∅}. We have D ∈ C(σ/G(σ)) and
G≥2(σ) ⊆ D by (4.4). By minimality of H , H ⊆ D. Thus H − ∖ D,H + ∖ D ∈
C(σ/G(σ)) and hence ⋃(H − ∖ D),⋃(H + ∖ D) ∈ C(σ). It follows from (4.4)
that ∣⋃(H − ∖D)∣ ≤ 1 and ∣⋃(H + ∖D)∣ ≤ 1. For a contradiction, suppose that
∣⋃(H − ∖ D)∣ = 1 and denote by h− the unique element of ⋃(H − ∖ D). Since
H
− ∖ D is an initial interval of OV (σ), {h−} is the smallest element of OV (σ).
Given w ∈ D ∖ {a}, we have (h−,w)σ = λσ(V (σ)) = e0. Therefore (h−, a)τ = e0
and hence β′(h−) = 0. We would get β−(h−) = 0 contradicting (4.1). It follows
that ⋃(H − ∖ D) = ∅, that is, H − ⊆ D. Similarly H + ⊆ D. Consequently
D = G(σ) so that D ∖ {a} = V (σ) and D = V (τ).
5 Inclusive clans of a 2-structure
Let σ be a 2-structure. For convenience, set C(σ) = ⋃C (σ), L(σ) = ⋃L (σ)
and P (σ) = ⋃P(σ).
Given a 2-structure σ, a clan C of σ is inclusive if C(σ) ∪L(σ) ∪ P (σ) ⊆ C
and C ∩X ≠ ∅ for each X ∈ P≥2(σ). The family of the inclusive clans of σ is
denoted by I(σ). Set I≥2(σ) = {J ∈ I(σ) ∶ ∣J ∣ ≥ 2}. Of course, V (σ) ∈ I(σ) and
J ≠ ∅ for every J ∈ I(σ). Furthermore, for J ∈ I(σ) and C ∈ C(σ),
C ⊇ J Ô⇒ C ∈ I(σ). (5.1)
It is easy to show the next two results.
Lemma 5.1. Let σ be a 2-structure. For each J ∈ I(σ), Υ↓(σ) ⊆ J .
Lemma 5.2. Let σ be a 2-structure. For each C ∈ C≥2(σ), if C(σ) ∪L(σ) ⊆ C
and if C ∩X ≠ ∅ for each X ∈ P≥2(σ), then C ∈ I(σ).
Lemma 5.3. Let σ be a 2-structure. If there is v ∈ V (σ) such that {v} ∈ I(σ),
then C(σ) = C1(σ), Υ↓(σ) = {v} and {v} is the smallest inclusive clan of σ
under inclusion.
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Proof. By Theorem 3.1, C≥2(σ) = C (σ)∪L (σ)∪P(σ). As C(σ)∪L(σ)∪P (σ) ⊆
{v}, we obtain C(σ) = C1(σ). Now, we prove that v ∈ Υ↓(σ). Suppose for a
contradiction that ∣{̂v}∣ ≥ 2. By Lemma 2.3, {v} ∈ G(σ[{̂v}]). Moreover, as
{v} ∩ X ≠ ∅ for each X ∈ G≥2(σ[{̂v}]), we obtain G≥2(σ[{̂v}]) = ∅ that is
G(σ[{̂v}]) = G1(σ[{̂v}]). It follows from Proposition 3.1 that {̂v} ∈ C (σ) ∪
L (σ) ∪ P(σ). By Theorem 3.1, {̂v} ∈ C≥2(σ) contradicting C(σ) = C1(σ).
Consequently {̂v} = {v} that is v ∈ Υ↓(σ). It follows from Lemma 5.1 that
Υ↓(σ) = {v}. Moreover, Υ↓(σ) ⊆ J for each J ∈ I(σ). Therefore {v} is the
smallest inclusive clan of σ under inclusion.
Lemma 5.4. Let σ be a 2-structure. Given J ∈ I(σ), we have J ∩ C ≠ ∅ for
every C ∈ C≥2(σ).
Proof. By definition of an inclusive clan, we consider C ∈ C≥2(σ) ∖ P(σ). By
Lemma 2.2, there is a non trivial clan F of σ[C̃]/G(σ[C̃]) such that C = ⋃F .
If there exists X ∈ F ∩G≥2(σ[C̃]), then J ∩X ≠ ∅ and hence J ∩C ≠ ∅. Assume
that F ⊆ G1(σ[C̃]). We obtain that v ≃σ w for any v,w ∈ C. Thus there is
D ∈ C≥2(σ) such that D ⊇ ⋃F = C. By Theorem 3.1, D ∈ C (σ) ∪L (σ) ∪P(σ)
so that C ⊆ J .
Proposition 5.1. Let σ be a 2-structure. For any J,K ∈ I(σ), J ∩K ∈ I(σ)
and J ∪K ∈ I(σ).
Proof. To begin, we show that J ∩K ≠ ∅. First, assume that ∣J ∣ = ∣K ∣ = 1. It
follows from Lemma 5.3 that J = K = Υ↓(σ). Second, assume for example that
∣J ∣ ≥ 2. By Lemma 5.4, J∩K ≠ ∅. It follows that J∪K ∈ C(σ) and hence J∪K ∈
I(σ) by (5.1). Lastly, we prove that J ∩K ∈ I(σ). As C(σ) ∪L(σ) ∪ P (σ) ⊆ J
and C(σ)∪L(σ)∪P (σ) ⊆K, we have C(σ)∪L(σ)∪P (σ) ⊆ J∩K. Now consider
X ∈ P≥2. We have J∩X ≠ ∅ andK∩X ≠ ∅. Thus J,X andK,X are comparable
under inclusion. We obtain J ∩K ⊆X or X ⊆ J ∩K.
The next result provides a structural analysis of non prime and inclusive
clans.
Proposition 5.2. Let σ be a 2-structure. Given J ∈ I(σ), if J /∈ P(σ), then one
of the following two assertions holds.
1. λσ(J̃) ∈ Es(σ) and we have: ∣G1(σ[J̃])∣ = 1, ∣G≥2(σ[J̃])∣ ≥ 2 and J =
⋃G≥2(σ[J̃]).
2. λσ(J̃) ∈ Ea(σ), G≥2(σ[J̃]) ≠ ∅ and, by denoting by I the smallest interval
of OJ̃ containing G≥2(σ[J̃]) and by considering
⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩
I− = {{j} ∈ G(σ[J̃]) ∖ I ∶ {j} <X mod OJ̃ for every X ∈ J }
and
I+ = {{j} ∈ G(σ[J̃]) ∖ I ∶ {j} >X mod OJ̃ for every X ∈ J },
we have:
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• ⋃I ⊆ J ;
• if ∣I−∣ ≥ 2, then ∣I+ ∣ = 1 and ⋃I+ = J̃ ∖ J =maxOJ̃ ;
• if ∣I+∣ ≥ 2, then ∣I− ∣ = 1 and ⋃I− = J̃ ∖ J =minOJ̃ ;
• for each j ∈ J̃ ∖ J , {j} =minOJ̃ or maxOJ̃ ;
• ∣J̃ ∖ J ∣ = 1 or 2;
• if ∣G≥2(σ[J̃])∣ = 1, then ∣J̃ ∖ J ∣ = 1 and ∣G1(σ[J̃])∣ ≥ 2.
Proof. Let J ∈ I(σ) ∖ P(σ). By Lemma 2.2, J̃ ∈ P(σ) ∖ L(σ) and there is a
nontrivial clan F of σ[J̃]/G(σ[J̃]) such that J = ⋃F . Let X ∈ G≥2(σ[J̃]).
As X ∈ P≥2(σ), J ∩X ≠ ∅ and hence X ∈ F . Therefore G≥2(σ[J̃]) ⊆ F and
⋃G≥2(σ[J̃]) ⊆ J . Since F is a nontrivial clan of σ[C̃]/G(σ[C̃]), λσ(J̃) ∈ Es(σ)∪
Ea(σ) and we distinguish the following two cases.
First, assume that λσ(J̃) ∈ Es(σ). Since J ≠ J̃ and ⋃G≥2(σ[J̃]) ⊆ J , we
have G1(σ[J̃]) ≠ ∅. Suppose for a contradiction that ∣G1(σ[J̃])∣ ≥ 2. By Propo-
sition 3.1, ⋃G1(σ[J̃]) ∈ C (σ). Therefore ⋃G1(σ[J̃]) ⊆ J and we would have
J = J̃ because ⋃G≥2(σ[J̃]) ⊆ J . It follows that ∣G1(σ[J̃])∣ = 1. Consequently
G≥2(σ[J̃]) = F .
Second, assume that λσ(J̃) ∈ Ea(σ). Suppose for a contradiction that
G≥2(σ[J̃]) = ∅. It follows from Proposition 3.1 that J̃ ∈ L (σ) which would
imply that J = J̃ . Thus that G≥2(σ[J̃]) ≠ ∅. As G≥2(σ[J̃]) ⊆ F and as F is an
interval of OJ̃ , we obtain I ⊆ F and hence ⋃I ⊆ J .
Assume that ∣I−∣ ≥ 2. Since I is the smallest interval of OJ̃ containing
G≥2(σ[J̃]), I− is a maximal interval of singletons of OJ̃ . By Proposition 3.1,
⋃I− ∈ L (σ) and hence ⋃I− ⊆ J . Thus
⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩
∣I−∣ ≥ 2 Ô⇒ ⋃I− ⊆ J
and similarly
∣I+∣ ≥ 2 Ô⇒ ⋃I+ ⊆ J.
(5.2)
Assume again that ∣I−∣ ≥ 2. By (5.2), ⋃I− ⊆ J . As J ⊊ J̃ and ⋃I ⊆ J , we
get ⋃I+ /⊆ J . It follows from (5.2) that ∣I+∣ = 1. Clearly ⋃I+ = maxOJ̃ . Since
(⋃I−) ∪ (⋃I) ⊆ J and J ⊊ J̃ , we have ⋃I+ = J̃ ∖ J . Therefore
⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩
∣I−∣ ≥ 2 Ô⇒ ∣I+∣ = 1 and ⋃I+ = J̃ ∖ J =maxOJ̃
and similarly
∣I+∣ ≥ 2 Ô⇒ ∣I−∣ = 1 and ⋃I− = J̃ ∖ J =minOJ̃ .
(5.3)
Now consider j ∈ J̃∖J . As ⋃I ⊆ J , j ∈ (⋃I−)∪(⋃I+). For instance, assume
that j ∈ ⋃I−. It follows from (5.2) that ∣I−∣ ≤ 1 so that I− = {{j}}. Clearly
{j} =minOJ̃ . In the same manner, if j ∈ ⋃I
+, then {j} =maxOJ̃ .
In particular, it follows that
∣J̃ ∖ J ∣ = 1 or 2. (5.4)
13
Assume that ∣J̃ ∖ J ∣ = 2. By what precedes, there are j−, j+ ∈ J̃ ∖ J such that
{j−} = minOJ̃ , {j
+} = maxOJ̃ and J̃ ∖ J = {j
−, j+}. We get (⋃I−) ∪ (⋃I+) =
J̃ ∖ J so that ⋃I = J . Since J /∈ P(σ), ∣I ∣ ≥ 2 and hence ∣G≥2(σ[J̃])∣ ≥ 2. Thus
∣J̃ ∖ J ∣ = 2 Ô⇒ ∣G≥2(σ[J̃])∣ ≥ 2. (5.5)
Lastly, assume that ∣G≥2(σ[J̃])∣ = 1. It follows from (5.4) and (5.5) that
∣J̃ ∖ J ∣ = 1. Furthermore we clearly have G≥2(σ[J̃]) = I. As J /∈ P(σ), we get
⋃I ⊊ J ⊊ J̃ . Therefore ∣G1(σ[J̃])∣ ≥ 2.
Theorem 5.1. Let σ be a 2-structure. Given J,K ∈ I(σ), if J ∖K ≠ ∅ and
K ∖ J ≠ ∅, then the following holds
• J̃ = K̃, J̃ ∈ P(σ) ∖ L(σ) and λσ(J̃) ∈ Ea(σ);
• the linear order OJ̃ admits a smallest element minOJ̃ and a largest ele-
ment maxOJ̃ which belong to G1(σ[J̃]);
• G≥2(σ[J̃]) ≠ ∅, G(σ[J̃]) ∖ {minOJ̃ ,maxOJ̃} is the smallest interval of
OJ̃ containing G≥2(σ[J̃]) and {J,K} = {J̃ ∖minOJ̃ , J̃ ∖maxOJ̃};
• for each H ∈ I(σ) ∖ {J,K}, either H ⊆ J ∩K or J ∪K ⊆H.
Proof. It follows from Proposition 5.1 that J ∩K ≠ ∅. Therefore J,K /∈ P(σ)
and we can apply Proposition 5.2 to J and K as follows.
As J ∩K ≠ ∅, we have J̃ ∩ K̃ ≠ ∅ and hence J̃ ⊆ K̃ or K̃ ⊆ J̃ . Assume
that J̃ ⊆ K̃. For a contradiction, suppose that J̃ ⊊ K̃. Since K ∈ C(σ) ∖ P(σ),
K̃ ∈ P(σ) ∖ L(σ) by Lemma 2.2. By maximality of the elements of G(σ[K̃]),
there exists X ∈ G(σ[K̃]) such that X ⊇ J̃ . Since J /∈ P(σ), ∣J ∣ ≥ 2 and hence
X ∈ G≥2(σ[K̃]). It follows from Proposition 5.2 that X ⊆ K so that we would
obtain J ⊆ J̃ ⊆X ⊆K contradicting J ∖K ≠ ∅. Therefore J̃ = K̃.
If λσ(J̃) ∈ Es(σ), then we would obtain by Proposition 5.2 that J = K =
⋃G≥2(σ[J̃]). Thus λσ(J̃) ∈ Ea(σ). It follows from Proposition 5.2 that for each
j ∈ J̃ ∖ (J ∩K), {j} = minOJ̃ or maxOJ̃ . Consequently OJ̃ admits a smallest
element minOJ̃ and a largest element maxOJ̃ which belong to G1(σ[J̃]) and, by
interchanging J andK if necessary, we have J = J̃∖minOJ̃ and K = J̃∖maxOJ̃ .
By Proposition 5.2, G≥2(σ[J̃]) ≠ ∅. As in Proposition 5.2, denote by I the
smallest interval of OJ̃ containing G≥2(σ[J̃]) and consider
⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩
I− = {{j} ∈ G(σ[J̃]) ∖ I ∶ {j} <X mod OJ̃ for every X ∈ J }
and
I+ = {{j} ∈ G(σ[J̃]) ∖ I ∶ {j} >X mod OJ̃ for every X ∈ J }.
As J = J̃ ∖minOJ̃ , it follows from Proposition 5.2 that ∣I
−∣ ≤ 1. Thus I− =
{minOJ̃}. Similarly we get I
+ = {maxOJ̃}. Therefore I = G(σ[J̃]) ∖ {minOJ̃ ,
maxOJ̃}.
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Lastly, consider H ∈ I(σ) ∖ {J,K}. By Lemma 5.4, H ∩ J ≠ ∅. Thus
H ∩ J̃ ≠ ∅ and hence either H ⊊ J̃ or J̃ ⊆ H . In the second instance, we have
J ∪K ⊆ H . In the first, by considering H = {X ∈ G(σ[J̃]) ∶ H ∩X ≠ ∅}, we
have H ∈ C(σ[J̃]/G(σ[J̃])). As H ≠ G(σ[J̃]), minOJ̃ /∈ H or maxOJ̃ /∈ H. For
instance, assume that minOJ̃ /∈ H so that H ⊊ J . Since H ∈ I(σ), we have
G≥2(σ[J̃]) ⊆ H. As H ∈ C(σ[J̃]/G(σ[J̃])), that is, H is an interval of OJ̃ , we
obtain I ⊆H and hence
G(σ[J̃]) ∖ {minOJ̃ ,maxOJ̃} ⊆H ⊆ G(σ[J̃]) ∖ {minOJ̃}.
Suppose for a contradiction that maxOJ̃ ∈H. We get H = G(σ[J̃])∖ {minOJ̃}.
Thus ∣H∣ ≥ 2 and we would have H = ⋃H = J . Consequently maxOJ̃ /∈H and
H = G(σ[J̃]) ∖ {minOJ̃ ,maxOJ̃}.
Therefore H ⊆ ⋃H = J̃ ∖ (minOJ̃ ∪maxOJ̃) = J ∩K.
The next is an immediate consequence of Theorem 5.1.
Corollary 5.1. If σ is a symmetric 2-structure, then (I(σ),⊆) is a linear order.
We complete the section with a result on primitive bounds of asymmetric
2-structures.
Theorem 5.2. Given an asymmetric 2-structure σ, if I(σ)∖ {V (σ)} ≠ ∅, then
p(σ) = 1.
Proof. As I(σ) ∖ {V (σ)} ≠ ∅, we have ν(σ) ≥ 3. It follows from Lemma 5.3
and (5.1) that there is J ∈ I(σ) ∖ {V (σ)} such that ∣J ∣ ≥ 2. In particular, σ is
imprimitive and hence
p(σ) ≥ 1. (5.6)
By Proposition 4.1, σ admits a traverse T . Furthermore T admits a dense
bicoloration β by Proposition 4.2. Given e ∈ E(σ), set e0 = e and e1 = e⋆.
Let a /∈ V (σ). We associate with β the faithful extension τβ of σ defined on
V (σ) ∪ {a} satisfying
(v, a)τβ = eβ(v) for every v ∈ J ; (5.7a)
(v, a)τβ = ((v, J)σ)
⋆ for every v ∈ V (σ) ∖ J . (5.7b)
We establish the following. If τβ is imprimitive, then
• V (σ) ∈ P(σ) ∖L(σ) and λσ(V (σ)) ∈ Ea(σ);
• OV (σ) has a smallest element minOV (σ) and a largest maxOV (σ);
• There are vmin, vmax ∈ V (σ) such that minOV (σ) = {vmin} and maxOV (σ) =
{vmax};
• J = V (σ) ∖ {v} where v ∈ {vmin, vmax};
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• V (τ)∖{u} is the unique nontrivial clan of τβ where u ∈ {vmin, vmax}∖{v}
and
eβ(u) = (u, v)σ. (5.8)
Assume that τβ is imprimitive and consider a nontrivial clan Dβ of τβ .
Suppose for a contradiction that a /∈ Dβ . We get Dβ ∈ C≥2(σ) and hence
J ∩Dβ ∈ C(σ). By Corollary 4.2, J ∩Dβ is an interval of T . For u, v ∈ J ∩Dβ ,
we have (u, a)τβ = (v, a)τβ . It follows from (5.7a) that eβ(u) = eβ(v) and hence
β(u) = β(v). Therefore β↾J∩Dβ is constant. Since Dβ ∈ C≥2(σ), it follows from
Lemma 5.4 that J ∩Dβ ≠ ∅. By density of β, ∣J ∩Dβ ∣ = 1. Denote by x the
unique element of J ∩Dβ. We show that Dβ ∖ {x} ∈ C(σ). It suffices to verify
that Dβ ∖ {x} ∈ C(σ[Dβ]), that is, x ←→σ Dβ ∖ {x}. Let u, v ∈ Dβ ∖ {x}.
Since Dβ ∈ C(τβ), we have (u, a)τβ = (v, a)τβ . It follows from (5.7b) that
(u,x)σ = (v, x)σ . Consequently Dβ ∖ {x} ∈ C(σ). It follows from Lemma 5.4
that ∣Dβ ∖ {x}∣ = 1. Hence ∣Dβ ∣ = 2 and Dβ is linear. By Lemma 3.1, we obtain
that Dβ ⊆ L(σ) and J would not be an inclusive clan of σ. It follows that
a ∈Dβ. (5.9)
We get Dβ ∖ {a} ∈ C(σ). Suppose for a contradiction that J ∩ (Dβ ∖ {a}) = ∅.
We have (Dβ ∖ {a}) ←→σ J . It would follow that a ←→τβ J which contradicts
the density of β. Thus J ∩ (Dβ ∖ {a}) ≠ ∅ and it follows from (5.7b) that
J ∪ (Dβ ∖ {a}) = V (σ). (5.10)
Since J ≠ V (σ), it follows from (5.10) that
(Dβ ∖ {a}) ∖ J ≠ ∅. (5.11)
Furthermore, as Dβ is a nontrivial clan of τβ , it follows from (5.9) and (5.10)
that
J ∖ (Dβ ∖ {a}) ≠ ∅. (5.12)
Thus (Dβ ∖ {a})∖ J ∈ C(σ). It follows from Lemma 5.4 that ∣(Dβ ∖ {a})∖ J ∣ ≤
1. Hence ∣(Dβ ∖ {a}) ∖ J ∣ = 1 by (5.11). Denote by v the unique element of
(Dβ ∖ {a})∖ J . It follows from (5.10) that
J = V (σ) ∖ {v}.
Let C ∈ C≥2(σ) ∖ {V (σ)} such that C ∋ v. Clearly J ∖ C ≠ ∅ and C ∖ J ≠ ∅.
Furthermore J ∩ C ≠ ∅ by Lemma 5.4. Therefore C /∈ P(σ). It follows that
{v} ∈ G(σ) so that V (σ) ∈ P(σ) ∖ L(σ). We get G(σ) ∖ {{v}} = {X ∈ G(σ) ∶
J ∩ X ≠ ∅} ∈ C(σ/G(σ)). Therefore λσ(V (σ)) ≠ ̟. As σ is asymmetric,
λσ(V (σ)) ∈ Ea(σ) and {v} =minOV (σ) or maxOV (σ). For convenience, assume
that {v} =minOV (σ). By (5.11), J ∖ (Dβ ∖{a}) ∈ C(σ) so that (Dβ ∖{a}) ←→σ
J ∖ (Dβ ∖ {a}). As Dβ ∈ C(τβ), we get a ←→σ J ∖ (Dβ ∖ {a}). By density of
β, ∣J ∖ (Dβ ∖ {a})∣ ≤ 1. Thus ∣J ∖ (Dβ ∖ {a})∣ = 1 by (5.12). Denote by u the
unique element of J ∖ (Dβ ∖ {a}). It follows from (5.9) and (5.10) that
Dβ = V (τβ) ∖ {u}.
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Hence Dβ ∖{a} ∈ C(σ) and V (σ)∖ (Dβ ∖{a}) = {u}. As shown for v, we obtain
that {u} ∈ G(σ) and {u} = minOV (σ) or maxOV (σ). Since u ∈ J , u ≠ v and
hence {u} = maxOV (σ). As Dβ ∈ C(τβ), (u, a)τβ = (u, v)σ. Thus (5.8) follows
from (5.7a).
We conclude as follows. Clearly (5.8) cannot hold for both dense bicol-
orations β and 1−β of T . Consequently τβ or τ1−β is primitive. Thus p(σ) ≤ 1.
By (5.6), p(σ) = 1.
6 Primitive bounds of non reversible 2-structures
Given n > 0, Ln denotes the usual linear order on {0, . . . , n}. When n is even,
there does not exist a primitive tournament which is a 1-extension of Ln. On
the other hand, there is a primitive tournament which is a 2-extension of Ln
(see [23]).
The 2-structure σ(Ln) is defined on {0, . . . , n} by E(σ(Ln)) = {e, e⋆} where
e = {(p, q) ∶ 0 ≤ p < q ≤ n}. Let τ be an extension of σ(Ln) to {0, . . . , n + 1}
satisfying
• for 0 ≤ i ≤ n−1 such that i is even, (n+1, i) ≡τ (0,1) and (i, n+1) ≡τ (1,0);
• for 0 ≤ i ≤ n−1 such that i is odd, (i, n+1) ≡τ (0,1) and (n+1, i) ≡τ (1,0);
• (n,n + 1) ≡τ (n + 1, n).
It is simple to verify that τ is primitive. Moreover, τ is not identifiable with a
tournament because (n,n+1) ≡τ (n+1, n). If (n,n+1) /≡τ (0,1) and (n,n+1) /≡τ
(1,0), then ε(τ) = 3. Since ε(σ(Ln)) = 2, σ(Ln) ↪ τ is not bijective, that is,
(1.1) does not hold. Now assume for instance that (n,n + 1) ≡τ (0,1). We
obtain (n,n + 1) ∈ (σ(Ln) ↪ τ)(e). We have also (n + 1, n) ≡τ (0,1) and hence
(n + 1, n) ∈ (σ(Ln) ↪ τ)(e). Thus
(n,n + 1) ∈ (σ(Ln)↪ τ)(e) ∩ ((σ(Ln)↪ τ)(e))⋆.
But e ∩ e⋆ = ∅. Therefore (1.2) does not hold.
Conditions (1.1) and (1.2) ensure that the faithful extensions of a 2-structure
σ are 2-structures of the “same type” as σ. Also, they ensure that the faithful
extensions of a reversible 2-structure are reversible as well.
Lemma 6.1. Let σ be a 2-structure with ε(σ) ≥ 2. Given a faithful extension
τ of σ, σ is reversible if and only if τ is.
Proof. To begin, assume that σ is reversible. Consider e ∈ E(σ). Let (u, v) ∈
((σ ↪ τ)(e))⋆. By (1.1), there is f(u,v) ∈ E(σ) such that (u, v)τ = (σ ↪
τ)(f(u,v)). We obtain (u, v) ∈ (σ ↪ τ)(f(u,v)) ∩ ((σ ↪ τ)(e))⋆. By (1.2),
f(u,v) ∩ e
⋆ ≠ ∅. As σ is reversible, e⋆ ∈ E(σ) and hence f(u,v) = e⋆. It follows
that (u, v)τ = (σ ↪ τ)(e⋆) for every (u, v) ∈ ((σ ↪ τ)(e))⋆. Thus
((σ ↪ τ)(e))⋆ ⊆ (σ ↪ τ)(e⋆). (6.1)
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By applying (6.1) to e⋆ ∈ E(σ), we obtain ((σ ↪ τ)(e⋆))⋆ ⊆ (σ ↪ τ)(e) and
hence (σ ↪ τ)(e⋆) ⊆ ((σ ↪ τ)(e))⋆. Therefore
(σ ↪ τ)(e⋆) = ((σ ↪ τ)(e))⋆ (6.2)
for every e ∈ E(σ). Now consider eτ ∈ E(τ). By (1.1), there is e ∈ E(σ) such that
(σ ↪ τ)(e) = eτ . By (6.2), (eτ)⋆ = (σ ↪ τ)(e⋆). Consequently, (eτ)⋆ ∈ E(τ) for
each eτ ∈ E(τ). It follows that τ is reversible.
Conversely, assume that τ is reversible. We observe the following. It follows
from (1.1) that
(σ ↪ τ)(e) ∩ ((V (σ) × V (σ)) ∖ {(v, v) ∶ v ∈ V (σ)}) = e (6.3)
for each e ∈ E(σ). Consider e ∈ E(σ). It suffices to show that e⋆ ∈ E(σ). Since
τ is reversible and since (σ ↪ τ)(e) ∈ E(τ), we have ((σ ↪ τ)(e))⋆ ∈ E(τ). By
(1.1), there is f ∈ E(σ) such that ((σ ↪ τ)(e))⋆ = (σ ↪ τ)(f). Hence
((σ ↪ τ)(e))⋆∩ ((V (σ) × V (σ)) ∖ {(v, v) ∶ v ∈ V (σ)})
= (σ ↪ τ)(f) ∩ ((V (σ) × V (σ)) ∖ {(v, v) ∶ v ∈ V (σ)}).
By (6.3), (σ ↪ τ)(f) ∩ ((V (σ) × V (σ)) ∖ {(v, v) ∶ v ∈ V (σ)}) = f . Furthermore
((σ ↪ τ)(e))⋆ ∩ ((V (σ) × V (σ)) ∖ {(v, v) ∶ v ∈ V (σ)})
= ((σ ↪ τ)(e) ∩ ((V (σ) × V (σ)) ∖ {(v, v) ∶ v ∈ V (σ)}))⋆
= e⋆ by (6.3).
Therefore e⋆ = f and hence e⋆ ∈ E(σ).
Lemma 6.2. Consider 2-structures σ and τ such that τ is an extension of σ.
If σ and τ are reversible, then (1.2) holds.
Proof. Consider e, f ∈ E(σ) such that (σ ↪ τ)(e) ∩ ((σ ↪ τ)(f))⋆ ≠ ∅. As
(σ ↪ τ)(f) ⊇ f , ((σ ↪ τ)(f))⋆ ⊇ f⋆. Since σ is reversible, f⋆ ∈ E(σ) and we
have (σ ↪ τ)(f⋆) ⊇ f⋆. Since τ is reversible, ((σ ↪ τ)(f))⋆ ∈ E(τ). It follows
that ((σ ↪ τ)(f))⋆ = (σ ↪ τ)(f⋆). As σ ↪ τ is injective, (σ ↪ τ)(e) ∩ ((σ ↪
τ)(f))⋆ ≠ ∅ implies that e = f⋆.
Given a 2-structure σ, recall that σ ∧ σ⋆ is reversible, E(σ ∧ σ⋆) = {e ∩ f⋆ ∶
e, f ∈ E(σ), e ∩ f⋆ ≠ ∅} and C(σ ∧ σ⋆) = C(σ).
Proposition 6.1. Let σ be a 2-structure.
1. If τ is a faithful extension of σ, then τ ∧τ⋆ is a faithful extension of σ∧σ⋆.
2. If ρ is a faithful extension of σ∧σ⋆, then there is a faithful extension τ of
σ such that ρ = τ ∧ τ⋆.
Proof. First, assume that τ is a faithful extension of σ. Clearly τ ∧ τ⋆ is an
extension of (σ ∧σ⋆. Consider an element e∩ f⋆ of E(σ ∧σ⋆) where e, f ∈ E(σ)
such that e ∩ f⋆ ≠ ∅. As (σ ↪ τ)(e) ⊇ e and ((σ ↪ τ)(f))⋆ ⊇ f⋆, we have
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(σ ↪ τ)(e)∩ ((σ ↪ τ)(f))⋆ ⊇ e∩ f⋆. Furthermore (σ ↪ τ)(e)∩ ((σ ↪ τ)(f))⋆ ∈
E(τ ∧ τ⋆). Thus
((σ ∧ σ⋆)↪ (τ ∧ τ⋆))(e ∩ f⋆) = (σ ↪ τ)(e) ∩ ((σ ↪ τ)(f))⋆ (6.4)
for any e, f ∈ E(σ) such that e ∩ f⋆ ≠ ∅.
Now we prove that (1.1) holds for the extension τ ∧ τ⋆ of σ ∧ σ⋆. It suffices
to show that (σ∧σ⋆)↪ (τ ∧τ⋆) is surjective. Consider eτ∧τ⋆ ∈ E(τ ∧τ⋆). There
are eτ , fτ ∈ E(τ) such that eτ∧τ⋆ = eτ ∩ (fτ)⋆. As σ ↪ τ is bijective, there
exist eσ, fσ ∈ E(σ) such that eτ = (σ ↪ τ)(eσ) and fτ = (σ ↪ τ)(fσ). Thus
eτ∧τ⋆ = (σ ↪ τ)(eσ) ∩ ((σ ↪ τ)(fσ))⋆. Since (1.2) is satisfied by the extension
τ of σ, we obtain eσ ∩ (fσ)⋆ ≠ ∅. It follows from (6.4) that eτ∧τ⋆ = ((σ ∧ σ⋆) ↪
(τ ∧ τ⋆))(eσ ∩ (fσ)⋆).
Lastly, since σ ∧ σ⋆ and τ ∧ τ⋆ are reversible, (1.2) holds by Lemma 6.2.
Second, assume that ρ is a faithful extension of σ ∧ σ⋆. For each e ∈ E(σ),
set
e = ⋃
{f∈E(σ)∶e∩f⋆≠∅}
((σ ∧ σ⋆)↪ ρ)(e ∩ f⋆). (6.5)
Since E(ρ) = {((σ ∧ σ⋆) ↪ ρ)(e ∩ f⋆) ∶ e, f ∈ E(σ), e ∩ f⋆ ≠ ∅} is a partition
of (V (ρ) × V (ρ)) ∖ {(v, v) ∶ v ∈ V (ρ)}, {e ∶ e ∈ E(σ)} is also. Denote by τ the
unique 2-structure defined on V (τ) = V (ρ) by E(τ) = {e ∶ e ∈ E(σ)}.
Let e ∈ E(σ). By (6.5),
e ∩ (V (σ) × V (σ)) = ⋃
{f∈E(σ)∶e∩f⋆≠∅}
((σ ∧ σ⋆)↪ ρ)(e ∩ f⋆) ∩ (V (σ) × V (σ)).
As ρ is an extension of σ∧σ⋆, we get ((σ∧σ⋆)↪ ρ)(e∩f⋆)∩(V (σ)×V (σ)) = e∩f⋆
for each f ∈ E(σ) such that e ∩ f⋆ ≠ ∅. Thus
e ∩ (V (σ) × V (σ)) = ⋃
{f∈E(σ)∶e∩f⋆≠∅}
e ∩ f⋆ = e.
Therefore τ is an extension of σ such that (σ ↪ τ)(e) = e. It follows that
(1.1) holds for the extension τ of σ. For (1.2), consider e, g ∈ E(σ) such that
(σ ↪ τ)(e) ∩ ((σ ↪ τ)(g))⋆ ≠ ∅, that is, e ∩ (g)⋆ ≠ ∅. By (6.5), there exist
f ∈ E(σ) such that e ∩ f⋆ ≠ ∅ and h ∈ E(σ) such that g ∩ h⋆ ≠ ∅ satisfying
((σ ∧ σ⋆) ↪ ρ)(e ∩ f⋆) ∩ (((σ ∧ σ⋆)↪ ρ)(g ∩ h⋆))⋆ ≠ ∅.
As (1.2) holds for the extension ρ of σ ∧ σ⋆, we obtain (e ∩ f⋆) ∩ (g ∩ h⋆)⋆ ≠ ∅
and hence e ∩ g⋆ ≠ ∅.
The next is an immediate consequence of Proposition 6.1 and of the fact
that C(σ ∧ σ⋆) = C(σ) for a 2-structure σ.
Corollary 6.1. Let σ be a 2-structure.
1. If τ is a primitive faithful extension of σ, then τ ∧τ⋆ is a primitive faithful
extension of σ ∧ σ⋆.
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2. If ρ is a primitive faithful extension of σ ∧ σ⋆, then there is a primitive
faithful extension τ of σ such that ρ = τ ∧ τ⋆.
We conclude with the following.
Theorem 6.1. For every 2-structure σ, p(σ) = p(σ ∧ σ⋆).
7 Primitive bounds of reversible 2-structures
We begin with a remark on the construction of faithful extensions of reversible 2-
structures. Consider reversible 2-structures σ and σ′ such that V (σ)∩V (σ′) = ∅
with εa(σ′) ≤ εa(σ) and εs(σ′) ≤ εs(σ). There exists an injection ι ∶ E(σ′) Ð→
E(σ) such that ι(Ea(σ′)) ⊆ Ea(σ) and ι(Es(σ′)) ⊆ Es(σ). Consider also a
function ϕ ∶ V (σ) × V (σ′) Ð→ E(σ). It is easy to verify that there is a unique
extension τ of σ and σ′ defined on V (σ) ∪ V (σ′) which is a faithful extension
of σ such that σ′ ↪ τ = (σ ↪ τ) ○ ι and (v, v′)τ = ((σ ↪ τ) ○ ϕ)(v, v′) for every
(v, v′) ∈ V (σ) × V (σ′).
7.1 Preliminary results
Lemma 7.1. Consider a primitive and reversible 2-structure σ. Let a /∈ V (σ).
If V (σ) is finite, then σ admits ε(σ)ν(σ)−ε(σ)ν(σ)−ε(σ) primitive and faithful
extensions of σ to V (σ)∪ {a}. If V (σ) is infinite, then σ admits ε(σ)ν(σ) such
extensions.
Proof. Consider a faithful extension τ of σ to V (σ) ∪ {a}. Assume that τ is
imprimitive and consider a nontrivial clan C of τ . As σ is primitive, we have
either ∣C ∩ V (σ)∣ ≤ 1 or C ∩ V (σ) = V (σ). Since C is a nontrivial clan of τ ,
∣C ∣ ≥ 2 and hence ∣C ∩ V (σ)∣ ≥ 1. By the same, C ⊊ V (τ). Therefore we obtain
that either there is v ∈ V (σ) such that C = {a, v} or C = V (σ). In the second
instance, Ð→τ (a) is constant. In the first, Ð→τ (a)↾V (σ)∖{v} =
Ð→σ (v). Conversely, if
Ð→τ (a) is constant, then V (σ) is a nontrivial clan of τ . Furthermore, if there is
v ∈ V (σ) such that Ð→τ (a)↾V (σ)∖{v} =Ð→σ (v), then {a, v} is a nontrivial clan of τ .
Consequently, we have: given a faithful extension τ of σ to V (σ) ∪ {a}, τ
is imprimitive if and only if either Ð→τ (a) is constant or there is v ∈ V (σ) such
that Ð→τ (a)↾V (σ)∖{v} = Ð→σ (v). Therefore σ admits ε(σ)ν(σ) + ε(σ) imprimitive
and faithful extensions to V (σ) ∪ {a}. If V (σ) is finite, then ε(σ) is also and
σ admits ε(σ)ν(σ) − ε(σ)ν(σ) − ε(σ) primitive and faithful extensions of σ to
V (σ) ∪ {a}. Assume that V (σ) is infinite. We get ε(σ) ≤ ν(σ) and hence
ε(σ)ν(σ) + ε(σ) = ν(σ) < ε(σ)ν(σ). Thus σ admits ε(σ)ν(σ) primitive and
faithful extensions of σ to V (σ) ∪ {a}.
Lemma 7.2. Let σ be a reversible 2-structure such that ε(σ) ≥ 2. Consider
S ⊆ V (σ) such that 2 ≤ ∣S∣ < ℵ0 and S is e-complete where e ∈ Es(σ). Let S′ be
a set such that S′ ∩ V (σ) = ∅ and ∣S′∣ = logε(σ)(∣S∣ + 1). There exists a faithful
extension τ of σ defined on V (σ) ∪ S′ satisfying
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1. for every s′ ∈ S′, there is s ∈ S such that (Ð→τ (s))−1({e})∩ S′ = {s′};
2. τ[S ∪ S′] is primitive.
Proof. Since S is finite, S′ is also and ε(σ)∣S
′∣−1 ≤ ∣S∣ < ε(σ)∣S
′∣. As ε(σ)∣S
′∣−1 ≥
∣S′∣, we get ∣S′∣ ≤ ∣S∣. Thus there exists an injection ϕ ∶ S′ Ð→ S. Since ε(σ) ≥ 2,
there exists f ∈ E(σ) ∖ {e}. Consider A ∶ ϕ(S′) Ð→ E(σ)S
′
∖ {e↾S′} defined as
follows. For each s′ ∈ S′,
A(ϕ(s′)) ∶ S′ Ð→ E(σ)
s′ z→ e
t′ ∈ S′ ∖ {s′} z→ f.
The function A is injective. Since ∣S∣ + 1 ≤ ε(σ)∣S
′∣, there exists an injection
B ∶ S Ð→ E(σ)S
′
∖{e↾S′} such thatB↾ϕ(S′) = A. We consider a faithfull extension
τ of σ defined on V (σ) ∪ S′ satisfying
⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩
for any s′ ≠ t′ ∈ S′, (s′, t′)τ = f or f⋆,
and
for each s ∈ S, Ð→τ (s)↾S′ = B(s).
For every s′ ∈ S′, (Ð→τ (ϕ(s′)))−1({e})∩ S′ = {s′}, and it is simple to verify that
τ[S ∪ S′] is primitive.
Proposition 7.1. Let σ be a reversible 2-structure such that ε(σ) ≥ 2. Consider
a primitive, reversible and infinite 2-structure σ′ such that V (σ) ∩ V (σ′) = ∅,
εa(σ′) ≤ εa(σ), εs(σ′) ≤ εs(σ) and ε(σ) < ε(σ)ν(σ
′).
For each S ⊆ V (σ) such that ∣S∣ ≤ ε(σ)ν(σ
′), there exists an extension τ of σ
and σ′ to V (σ)∪V (σ′) such that τ is a faithful extension of σ and τ[S ∪V (σ′)]
is primitive.
Proof. Since εa(σ′) ≤ εa(σ) and εs(σ′) ≤ εs(σ), there exists an injection ι ∶
E(σ′) Ð→ E(σ) such that ι(Ea(σ′)) ⊆ Ea(σ), ι(Es(σ′)) ⊆ Es(σ) and ι(e⋆) =
ι(e)⋆ for every e ∈ Ea(σ′). In what follows, we identify e′ ∈ E(σ′) with ι(e′) ∈
E(σ).
Let v′ ∈ V (σ′). We have
Ð→
σ′(v′) ∶ V (σ′) ∖ {v′} Ð→ E(σ). Denote by Fv′ the
family of the extensions of
Ð→
σ′(v′) to V (σ′). Also set e ∶ V (σ′) Ð→ {e} for each
e ∈ E(σ). For each v′ ∈ V (σ′), we have ∣Fv′ ∣ = ε(σ). Thus
∣( ⋃
v′∈V (σ′)
Fv′) ∪ {e ∶ e ∈ E(σ)}∣ ≤ ν(σ′)ε(σ) + ε(σ) =max(ε(σ), ν(σ′)).
Furthermore, as ε(σ) ≥ 2, ε(σ)ν(σ
′) > ν(σ′). Since ε(σ)ν(σ
′) > ε(σ) by hypothe-
sis, we get ε(σ)ν(σ
′) >max(ε(σ), ν(σ′)). Therefore
∣E(σ)V (σ
′) ∖ (( ⋃
v′∈V (σ′)
Fv′) ∪ {e ∶ e ∈ E(σ)})∣ = ε(σ)ν(σ
′).
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As ∣S∣ ≤ ε(σ)ν(σ
′), there exists an injection
A ∶ S Ð→ E(σ)V (σ
′) ∖ (( ⋃
v′∈V (σ′)
Fv′) ∪ {e ∶ e ∈ E(σ)}).
Consider the faithful extension τ of σ defined on V (σ) ∪ V (σ′) as follows. Let
e ∈ E(σ). Given u ≠ v ∈ V (σ) ∪ V (σ′),
(u, v)τ =
⎧⎪⎪⎪⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎪⎪⎪⎩
(u, v)σ if u, v ∈ V (σ),
(u, v)σ′ if u, v ∈ V (σ′),
A(u)(v) if u ∈ S and v ∈ V (σ′),
e if u ∈ V (σ) ∖ S and v ∈ V (σ′).
It is not difficult to verify that τ[S ∪ V (σ′)] is primitive.
The rather technical appearing conditions of the following two results permit
their use in different ways throughout the next subsection. The usefulness of
dense bicolorations of traverses appears in the first one.
Lemma 7.3. Let σ be a reversible 2-structure such that ε(σ) ≥ 2. Consider a
traverse T of σ and a dense bicoloration β of T . Consider a set S′ such that
S′ ≠ ∅ and S′ ∩ V (σ) = ∅. Let A0 ≠ A1 ∈ E(σ)S
′
. Also let F ⊆ L (σ) ∪P(σ).
Consider a faithful extension τ of σ to V (σ) ∪ S′ satisfying
for each C ∈ C (σ), C≥2(σ[C]) ∩C(τ) = ∅; (7.1a)
for each X ∈ F , τ[X ∪ S′] is primitive; (7.1b)
and
for each v ∈ V (σ) ∖ (C(σ) ∪ (⋃F)), Ð→τ (v)↾S′ = Aβ(v). (7.1c)
Then, we have
C≥2(σ) ∩C(τ) = ∅.
Proof. To begin, given C ∈ C (σ) ∪L (σ) ∪P(σ), we prove that
C≥2(σ[C]) ∩C(τ) = ∅. (7.2)
Clearly (7.2) follows from (7.1a) when C ∈ C (σ). Assume that C ∈ L (σ)∪P(σ)
and consider D ∈ C≥2(σ[C]). We have to prove that D /∈ C(τ). If C ∈ F , then
τ[C ∪ S′] is primitive by (7.1b). Thus D /∈ C(τ[C ∪ S′]) and hence D /∈ C(τ).
Assume that C ∈ (L (σ) ∪P(σ)) ∖F . We show that D is an interval of
T . By Corollary 4.1, if C ∈ L (σ), then D is an interval of T . If C ∈ P(σ),
then D = C and C ∈ P(σ) because σ[C] is primitive. By Assertion A1, D is an
interval of T .
By (7.1c), since D ⊆ V (σ) ∖ (C(σ) ∪ (⋃F)), we have Ð→τ (v)↾S′ = Aβ(v) for
every v ∈ D. As β is a dense bicoloraton of T , there exist u ≠ v ∈ D such
that β(u) ≠ β(v). Therefore Aβ(u) ≠ Aβ(v) and Ð→τ (u)↾S′ ≠ Ð→τ (v)↾S′ by (7.1c).
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Consequently there is s′ ∈ S′ such that (u, s′)τ ≠ (v, s′)τ so that D /∈ C(τ). It
follows that (7.2) holds.
To continue we show that
P≥2(σ) ∩C(τ) = ∅. (7.3)
Given X ∈ P≥2(σ), we distinguish the following two cases to show that X /∈ C(τ).
First, assume that there exists C ∈ C (σ)∪L (σ)∪P(σ) such that X∩C ≠ ∅.
As X ∈ P(σ), X ⊆ C or C ⊆ X . Thus X ∩ C = X or C and hence X ∩ C ∈
C≥2(σ[C]). It follows from (7.2) that there is s′ ∈ S′ such that s′ /←→σ X ∩ C.
Therefore s′ /←→σ X and X /∈ C(τ).
Second, assume that X ∩ (C(σ) ∪ L(σ) ∪ P (σ)) = ∅. By Assertion A1, X
is an interval of T . Since β is a dense bicoloration of T , there are x ≠ y ∈ X
such that β(x) ≠ β(y). Thus Aβ(x) ≠ Aβ(y) and Ð→τ (x)↾S′ ≠ Ð→τ (y)↾S′ . by (7.1c).
Consequently there is s′ ∈ S′ such that (x, s′)τ ≠ (y, s′)τ so that X /∈ C(τ). It
follows that (7.3) holds.
To conclude, consider C ∈ C≥2(σ). We must show that C /∈ C(τ). By (7.3),
assume that C /∈ P(σ). By Lemma 2.2, C̃ ∈ P(σ) ∖ L(σ) and C = ⋃F where F
is a nontrivial clan of σ[C̃]/G(σ[C̃]). We distinguish the following two cases.
First, assume that there exists X ∈ F ∩G≥2(σ[C̃]). We have X ∈ P≥2(σ) and
X /∈ C(τ) by (7.3). As X ⊆ C, we obtain C /∈ C(τ).
Second, assume that F ⊆ G1(σ[C̃]). Hence {v} ∈ G(σ[C̃]) for every v ∈ C.
By maximality of elements of G(σ[C̃]), {̂v} = C̃ for every v ∈ C. We obtain
that v ≃σ w for any v,w ∈ C. Thus there is D ∈ C≥2(σ) such that D ⊇ C. By
Theorem 3.1, D ∈ C (σ) ∪L (σ) ∪P(σ). By (7.2), C /∈ C(τ).
The following is a simple consequence of Lemma 7.3 when only 1-extensions
are considered. The notion of an inclusive clans follows from it.
Corollary 7.1. Let σ be a reversible 2-structure such that ε(σ) ≥ 2. Consider
a traverse T of σ and a dense bicoloration β of T . Let a /∈ V (σ). Consider
e0 ≠ e1 ∈ E(σ). Also let F ⊆ L (σ) ∪P(σ). Consider a faithful extension τ of
σ to V (σ) ∪ {a} satisfying
• for each C ∈ C (σ), C≥2(σ[C]) ∩C(τ) = ∅;
• for each X ∈ F , τ[X ∪ {a}] is primitive;
• for each v ∈ V (σ) ∖ (C(σ) ∪ (⋃F)), (v, a)τ = eβ(v).
Then, the following holds for each Dτ ∈ C≥2(τ)
1. a ∈Dτ ;
2. for every C ∈ C≥2(σ), C ∩ (Dτ ∖ {a}) ≠ ∅;
3. for every C ∈ C≥2(σ) such that τ[C ∪ {a}] is primitive, C ⊆ Dτ ∖ {a}; in
particular C ⊆Dτ ∖ {a} for each C ∈ F .
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7.2 Main results
Let σ be a reversible 2-structure such that ν(σ) ≥ 2. Assume that ε(σ) = 1, that
is, σ is complete. We consider extensions of σ which are identifiable with graphs.
When ν(σ) < ℵ0, it follows from [26, Theorem 2.45] that there exists a primitive
extension τ of σ such that ε(τ) = εs(τ) = 2 if ∣V (τ) ∖ V (σ)∣ ≥ ⌈log2(ν(σ) + 1)⌉.
This result is easily adaptable when ν(σ) ≥ ℵ0 by replacing ⌈log2(ν(σ) + 1)⌉ by
log2(ν(σ)).
Now assume that ε(σ) ≥ 2. We obtain the following lower bound.
Proposition 7.2. For a reversible 2-structure σ such that ε(σ) ≥ 2, we have
p(σ) ≥ logε(σ)(c(σ)).
Theorem 7.1. Consider a reversible 2-structure σ such that ε(σ) ≥ 2. If
logε(σ)(c(σ)) ≥ ℵ0, then p(σ) = logε(σ)(c(σ)).
Proof. By Propositon 7.2, it suffices to construct a primitive and faithful ex-
tension τ of σ such that ∣V (τ) ∖ V (σ)∣ = logε(σ)(c(σ)). Let S
′ be a set such
that S′ ∩ V (σ) = ∅ and ∣S′∣ = logε(σ)(c(σ)). Thus ε(σ)
∣S′∣ ≥ c(σ). We use
Proposition 7.1 as follows. It is easy to construct a primitive and reversible 2-
structure σ′ defined on S′ such that ε(σ′) = 2 and either εa(σ′) = 0 or εs(σ′) = 0.
Hence we can assume that εa(σ′) ≤ εa(σ) and εs(σ′) ≤ εs(σ). Moreover, since
∣S′∣ = logε(σ)(c(σ)) ≥ ℵ0, we have ε(σ) < c(σ) and hence ε(σ)
∣S′∣ > ε(σ). Finally,
consider C ∈ C (σ). We have ∣C ∣ ≤ c(σ) ≤ ε(σ)∣S
′∣. By Proposition 7.1 applied
with S = C, there exists an extension τC of σ and σ
′ to V (σ)∪V (σ′) such that
τC is a faithful extension of σ and τC[C ∪ V (σ′)] is primitive.
Let a /∈ V (σ′). By Lemma 7.1, there exist distinct, primitive and faithful
extensions σ′′
0
and σ′′
1
of σ′ to V (σ′)∪ {a}. Set A0 =
Ð→
σ′′
0
(a) and A1 =
Ð→
σ′′
1
(a). We
get A0,A1 ∶ S′ Ð→ E(σ′) and A0 ≠ A1. As in the proof of Proposition 7.1, we
identify the elements of E(σ′) to elements of E(σ). In this way, A0,A1 ∈ E(σ)S
′
.
By Proposition 4.1, σ admits a traverse T . Furthermore, T admits a dense
bicoloration β by Proposition 4.2. Consider the faithful extension τ of σ defined
on V (σ) ∪ S′ satisfying
• for each C ∈ C (σ), τ[C ∪ S′] = τC[C ∪ V (σ′)];
• for each v ∈ V (σ) ∖C(σ), Ð→τ (v)↾S′ = Aβ(v).
For each C ∈ C (σ), τ[C ∪ S′] = τC[C ∪ V (σ′)] is primitive. Moreover, consider
v ∈ V (σ) ∖ C(σ). Since Ð→τ (v)↾S′ = Aβ(v) =
ÐÐ→
σ′′
β(v)(a), τ[S
′ ∪ {v}] is primitive.
Consequently τ[X ∪S′] is primitive for each X ∈ C (σ)∪{{v} ∶ v ∈ V (σ)∖C(σ)}.
We prove that τ is primitive. Let Dτ ∈ C≥2(τ). As τ[C ∪ S′] is primitive
for each C ∈ C (σ), (7.1a) holds (see Lemma 7.3). By applying Lemma 7.3 with
F = ∅, we obtain Dτ ∩ S′ ≠ ∅. Since τ[S′] = σ′ is primitive, we have either
∣Dτ ∩ S′∣ = 1 or Dτ ∩ S′ = S′.
Suppose for a contradiction that the first instance holds and denote by s′
the unique element of Dτ ∩ S′. Since ∣Dτ ∣ ≥ 2, there is X ∈ C (σ) ∪ {{v} ∶ v ∈
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V (σ)∖C(σ)} such that Dτ ∩X ≠ ∅. As τ[X ∪S′] is imprimitive, it would follow
that Dτ ⊇X ∪ S′.
Consequently, we have Dτ ∩S′ = S′. Let X ∈ C (σ)∪{{v} ∶ v ∈ V (σ)∖C(σ)}.
Since τ[X∪S′] is primitive, we obtainDτ∩(X∪S′) = (X∪S′). ThereforeX ⊆Dτ
for every X ∈ C (σ)∪{{v} ∶ v ∈ V (σ)∖C(σ)}. It follows that Dτ = V (σ)∪S′.
Theorem 7.2. Let σ be a reversible 2-structure.
1. Assume that c(σ) ≥ 2. If c(σ) < ε(σ) or if c(σ) = ε(σ)σ) ≥ ℵ0, then
p(σ) = logε(σ)(c(σ)) = 1.
2. Assume that c(σ) = 1. If ε(σ) ≥ 3 or if ε(σ) = εs(σ) = 2, then p(σ) ≤ 1.
Proof. Let a /∈ V (σ). We construct a primitive and faithful extension of σ to
V (σ) ∪ {a}.
First, assume that C (σ) ≠ ∅. Given C ∈ C (σ), C is e-complete where e ∈
Es(σ). As C (σ) ≠ ∅, c(σ) ≥ 2. Thus ε(σ) > c(σ) or ε(σ) ≥ c(σ) and ε(σ) ≥ ℵ0,
Since c(σ) ≥ ∣C ∣, there exists an injection A ∶ C Ð→ E(σ) ∖ {e}. We consider a
faithful extension τC of σ defined on V (σ) ∪ {a} satisfying Ð→τC(a)↾C = A. It is
easy to verify that τC[C ∪ {a}] is primitive.
Second, assume that L (σ) ≠ ∅ and consider L ∈ L (σ). We do not have
ε(σ) = εs(σ) = 2. Therefore ε(σ) ≥ 3. By Corollary 4.4, there exists a faithful
extension τL of σ defined on V (σ) ∪ {a} such that τL[L ∪ {a}] is primitive.
Third, assume that P(σ) ≠ ∅ and consider P ∈ P(σ). By Lemma 7.1, there
exists a faithful extension τP of σ defined on V (σ)∪ {a} such that τP [P ∪ {a}]
is primitive.
By Proposition 4.1, σ admits a traverse T . Let e0 ∈ E(σ). As ε(σ) ≥ 3 or
ε(σ) = εs(σ) = 2, consider e1 ∈ E(σ)∖ {e0, (e0)⋆}. With each dense bicoloration
β of T , we associate the faithful extension τβ of σ defined on V (σ)∪{a} satisfying
• for every C ∈ C (σ) ∪L (σ) ∪P(σ), τβ[C ∪ {a}] = τC[C ∪ {a}];
• for each v ∈ V (σ) ∖ (C(σ) ∪L(σ) ∪P (σ)), (v, a)τβ = eβ(v).
We establish the following for each dense bicoloration β of T . If τβ is im-
primitive, then for every nontrivial clan Cβ of τβ , we have a ∈ Cβ and Cβ∖{a} is
an inclusive clan of σ. Assume that τβ is imprimitive and consider a nontrivial
clan Cβ of τβ .
Given C ∈ C (σ), we have τβ[C ∪ {a}] = τC[C ∪ {a}] is primitive. Therefore,
for every D ∈ C≥2(σ[C]), D is not a clan of τβ[C ∪ {a}] and hence of τβ . Thus
C≥2(σ[C]) ∩ C(τ) = ∅. By Corollary 7.1 applied with F = L (σ) ∪P(σ), we
obtain that C≥2(σ) ∩C(τβ) = ∅. It follows that a ∈ Cβ .
Now we show that Cβ ∖ {a} ∈ I(σ). By Corollary 7.1, X ∩ (Cβ ∖ {a}) ≠ ∅ for
every X ∈ P≥2(σ). Furthermore C(σ)∪L(σ)∪P (σ) ⊆ Cβ ∖{a} by Corollary 7.1.
Therefore Cβ ∖ {a} ∈ I(σ).
We conclude as follows. By Proposition 4.2, T admits a dense bicoloration β.
Assume that τβ is imprimitive and consider a nontrivial clan Cβ of τβ . We have
a ∈ Cβ and Cβ ∖{a} ∈ I(σ). Since C(σ)∪L(σ)∪P (σ) ⊆ Cβ ∖{a}, (v, a)τβ = eβ(v)
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for every v ∈ V (σ) ∖ (Cβ ∖ {a}). Clearly 1 − β is also a dense bicoloration of
T . Similarly, assume that τ1−β is imprimitive and consider a nontrivial clan
C1−β of τ1−β . We have a ∈ C1−β , C1−β ∖ {a} ∈ I(σ) and (v, a)τ1−β = e1−β(v)
for every v ∈ V (σ) ∖ (C1−β ∖ {a}). It follows that (Cβ ∖ {a}) ∪ (C1−β ∖ {a}) =
V (σ). By Theorem 5.1, ̃(Cβ ∖ {a}) = ̃(C1−β ∖ {a}). Hence ̃(Cβ ∖ {a}) = V (σ).
Furthermore, by Theorem 5.1, we have:
• V (σ) ∈ P(σ) ∖L(σ) and λσ(V (σ)) ∈ Ea(σ);
• the linear order OV (σ) admits a smallest element {u} and a largest element
{v} where {u},{v} ∈ G1(σ[V (σ)]);
• by interchanging Cβ ∖ {a} and C1−β ∖ {a}, we have Cβ ∖ {a} = V (σ)∖ {v}
and C1−β ∖ {a} = V (σ) ∖ {u}.
As Cβ ∖ {a} = V (σ) ∖ {v}, we get (u, v)σ = (u, v)τβ = (a, v)τβ = ((v, a)τβ)
⋆ =
(eβ(v))⋆. Similarly, as C1−β ∖ {a} = V (σ) ∖ {u}, we get (u, v)σ = (u, v)τ1−β =
(u, a)τ1−β = e1−β(u). Since {u} = minOV (σ) and {v} = maxOV (σ), we have
(u, v)σ = λσ(V (σ)). It would follow that eβ(v) = (λσ(V (σ)))⋆ and e1−β(u) =
λσ(V (σ)) so that {e0, e1} = {λσ(V (σ)), (λσ(V (σ)))⋆} which contradicts e1 ∈
E(σ) ∖ {e0, (e0)⋆}. Consequently τβ or τ1−β is primitive.
The following generalizes [2, Theorem 1.4] for finite graphs. In spite of the
length of its proof, it is simpler and shorter than the original proof for finite
graphs.
Theorem 7.3. Given a reversible 2-structure σ, if 2 ≤ ε(σ) ≤ c(σ) < ℵ0, then
p(σ) ≤ ⌈logε(σ)(c(σ) + 1)⌉.
Proof. Let Cmax ∈ C (σ) such that ∣Cmax∣ = c(σ). Denote by emax the element
of Es(σ) such that Cmax is emax-complete. Also consider a set S′ such that
S′ ∩ V (σ) = ∅ and ∣S′∣ = ⌈logε(σ)(c(σ) + 1)⌉.
By Lemma 7.2, there exists a faithful extension τmax of σ defined on V (σ)∪S′
satisfying
• τmax[Cmax ∪ S′] is primitive;
• for every s′ ∈ S′, there is s ∈ Cmax such that
(ÐÐ→τmax(s))−1({emax}) ∩ S′ = {s′}. (7.4)
Now consider C ∈ C (σ) ∖ {Cmax}. Denote by eC the element of Es(σ) such
that C is eC -complete. As ∣C ∣ ≤ c(σ) < ε(σ)∣S
′ ∣, there is
an injection BC ∶ C Ð→ E(σ)∣S
′ ∣ ∖ {(eC)↾S′}. (7.5)
There is a faithful extension τC of σ defined on V (σ)∪S′ such that (Ð→τC(v))↾S′ =
BC(v) for each v ∈ C. We construct a primitive and faithful extension of σ to
V (σ) ∪ S′ as follows. By Proposition 4.1, σ admits a traverse T . Furthermore
T admits a dense bicoloration β by Proposition 4.2. There are A0 ≠ A1 ∈
E(σ)∣S
′∣ ∖ {(e)↾S′ ∶ e ∈ E(σ)}. We consider the faithful extension τ of σ defined
on V (σ) ∪ S′ satisfying
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• τ[Cmax ∪ S′] = τmax[Cmax ∪ S′];
• for each C ∈ C (σ) ∖ {Cmax}, τ[C ∪ S′] = τC[C∪S′];
• for each v ∈ V (σ) ∖C(σ), (Ð→τ (v))↾S′ = Aβ(v).
To conclude, we prove that τ is primitive. Let Dτ ∈ C≥2(τ). It follows from
Lemma 7.3 applied with F = ∅ that Dτ ∩ S′ ≠ ∅.
For a contradiction suppose that Cmax∩Dτ = ∅. As τ[Cmax∪S′] is primitive,
there is s′ ∈ S′ such that (Cmax ∪S′)∩Dτ = {s′}. Consider v ∈ Dτ ∩V (σ). Since
Cmax is a clan of σ, there is e ∈ E(σ) such that (v,Cmax)σ = e. As Dτ is a clan
of τ , we get (s′,Cmax)τ = e. It would follow that e⋆ = Ð→τ (x)(s′) = ÐÐ→τmax(x)(s′)
for every x ∈ Cmax, which contradicts (7.4). Consequently Cmax ∩Dτ ≠ ∅. Since
S′ ∩Dτ ≠ ∅ and since τ[Cmax ∪S′] is primitive, we obtain that Cmax ∪S′ ⊆Dτ .
Let v ∈ V (σ)∖Dτ . As Cmax ⊆Dτ , there is ev ∈ E(σ) such that (v,Cmax)σ =
ev. Since Dτ is a clan of τ such that Dτ ⊇ Cmax ∪ S′, we get (v,S′)τ = ev.
Therefore, for each v ∈ V (σ) ∖Dτ , there is ev ∈ E(σ) such that
(Ð→τ (v))↾S′ = (ev)↾S′ . (7.6)
Since A0 ≠ A1 ∈ E(σ)∣S
′∣ ∖ {(e)↾S′ ∶ e ∈ E(σ)}, it follows from (7.6) that V (σ) ∖
C(σ) ⊆Dτ .
Lastly, consider C ∈ C (σ) ∖ {Cmax}. For a first contradiction suppose that
C ∩Dτ = ∅. There is e ∈ E(σ) such that (C,Cmax)σ = e. Since Dτ is a clan of τ
such that Dτ ⊇ Cmax ∪S′, we would get (C,S′)τ = e, that is, (Ð→τ (v))↾S′ = (e)↾S′
for every v ∈ C, which contradicts (7.5). Thus C ∩Dτ ≠ ∅. Let u ∈ C ∩Dτ .
For every v ∈ C ∖Dτ , we obtain v ←→τ {u} ∪ S′. As C is eC -complete, we have
(v,{u} ∪ S′)τ = eC . It would follow from (7.6) that (Ð→τ (v))↾S′ = (eC)↾S′ , that
is, BC(v) = (eC)↾S′ which contradicts (7.5). Therefore C ⊆Dτ .
Consequently C(σ) ⊆Dτ and hence Dτ = V (σ) ∪ S′.
The next follows from Proposition 7.2 and Theorem 7.3.
Corollary 7.2. For a reversible 2-structure σ such that 2 ≤ ε(σ) ≤ c(σ) < ℵ0,
we have ⌈logε(σ)(c(σ))⌉ ≤ p(σ) ≤ ⌈logε(σ)(c(σ) + 1)⌉. Consequently, if c(σ) /∈
{ε(σ)k ∶ k ≥ 1}, then p(σ) = ⌈logε(σ)(c(σ))⌉.
Let σ be a reversible 2-structure such that 2 ≤ ε(σ) < ℵ0 and c(σ) = ε(σ)k
where k ≥ 1. By Corollary 7.2, p(σ) = k or k + 1. We prove in Theorem 7.4
below that
p(σ) = k + 1 ⇐⇒ there is e ∈ Es(σ) such that ∣⊙e (σ)∣ = ε(σ)k. (7.7)
The proofs of the next three results are adapted from that for finite graphs [2].
We begin by proving (7.7) from right to left.
Lemma 7.4. Let σ be a reversible 2-structure such that 2 ≤ ε(σ) < ℵ0 and
c(σ) = ε(σ)k where k ≥ 1. If there is e ∈ Es(σ) such that ∣⊙e (σ)∣ = ε(σ)k, then
p(σ) = k + 1.
27
Proof. Let S′ be a set such that S′ ∩ V (σ) = ∅ and ∣S′∣ = k. Let τ be a faithful
extension of σ defined on V (σ) ∪ S′. Consider the function
A ∶ ⊙e(σ) Ð→ E(σ)S
′
v z→ Ð→τ (v)↾S′ .
As ∣⊙e (σ)∣ = ε(σ)k, that is, ∣⊙e (σ)∣ = ∣E(σ)S
′
∣, we have either A is not injective
or there exists v ∈ ⊙e(σ) such that Ð→τ (v)↾S′ = e¯↾S′ . In the second instance,
V (τ)∖{v} is a clan of τ . In the first, there are v ≠ w ∈ ⊙e(σ) such thatÐ→τ (v)↾S′ =
Ð→τ (w)↾S′ so that {v,w} is a clan of τ . In both instances, τ is imprimitive.
Therefore p(σ) ≠ k. By Corollary 7.2, p(σ) = k + 1.
Now we show (7.7) from from left to right when ε(σ) = 2 and k = 1.
Proposition 7.3. Let σ be a reversible 2-structure such that c(σ) = ε(σ) = 2.
If p(σ) = 2, then there is e ∈ Es(σ) such that ∣⊙e (σ)∣ = 2.
Proof. Since c(σ) = ε(σ) = 2, σ is associated with a graph. We obtain L (σ) = ∅
and ∣C ∣ = 2 for each C ∈ C (σ). Denote the elements of E(σ) = Es(σ) by e0 and
e1. By Proposition 4.1, σ admits a traverse T and T admits a dense bicoloration
β by Proposition 4.2.
Consider a /∈ V (σ). Given P ∈ P(σ), it follows from Lemma 7.1 that there
is a primitive and faithful extension τP of σ[P ] defined on P ∪{a}. We associate
with β a faithful extension τβ of σ to V (σ) ∪ {a} satisfying
• for each C ∈ C (σ), a /←→τβ C;
• for each P ∈ P(σ), τ[P ] = τP ;
• for each v ∈ V (σ) ∖ (C(σ) ∪P (σ)), (v, a)τβ = eβ(v).
As p(σ) = 2, τβ admits a nontrivial clan Dβ . It follows from Corollary 7.1
applied with F = P(σ) that a ∈ Dβ , P (σ) ⊆ Dβ ∖ {a} and C ∩ (Dβ ∖ {a}) ≠ ∅
for every C ∈ C (σ). Thus (Dβ ∖ {a}) ∪ C(σ) ∈ C(σ). It follows that (Dβ ∖
{a})∪C(σ) ∈ I(σ). Similarly, since 1 − β is also a dense bicoloration of T , τ1−β
admits a nontrivial clan D1−β and (D1−β ∖{a})∪C(σ) ∈ I(σ). By Corollary 5.1,
(Dβ ∖ {a}) ∪ C(σ) and (D1−β ∖ {a}) ∪ C(σ) are comparable under inclusion.
For instance, assume that (D1−β ∖ {a}) ∪ C(σ) ⊆ (Dβ ∖ {a}) ∪ C(σ). For a
contradiction, suppose that there is v ∈ V (σ) ∖ ((Dβ ∖ {a}) ∪ C(σ)). We get
v /∈ C(σ) ∪ P (σ) so that (v, a)τβ = eβ(v) and (v, a)τ1−β = e1−β(v). It would
follow that (v,Dβ ∖ {a})σ = eβ(v) and (v,Dβ ∖ {a})σ = e1−β(v). Consequently
(Dβ ∖ {a}) ∪ C(σ) = V (σ). As Dβ is a nontrivial clan of τβ , there is C ∈ C (σ)
such that C∖(Dβ ∖{a}) ≠ ∅. Since C∩(Dβ ∖{a}) ≠ ∅ and ∣C ∣ = 2, there is c ∈ C
such that C ∖ (Dβ ∖ {a}) = {c}. Denote by e the element of E(σ) such that C
is e-complete. We get (c,Dβ)τβ = e. Finally, consider v ∈ V (σ) ∖ ((Dβ ∖ {a})
such that v ≠ c. As C ∖ (Dβ ∖ {a}) = {c}, there is C′ ∈ C (σ) ∖ {C} such that
C′∖(Dβ∖{a}) = {v}. Since (c,Dβ)τβ = e, we obtain (c,C
′∩(Dβ∖{a}))σ = e and
hence (c, v)σ = e because C′ ∈ C(σ). It follows that c ∈ ⊙e(σ). As C ∈ C(σ), we
get C ⊆ ⊙e(σ). In particular ∣⊙e (σ)∣ ≥ 2. Since c(σ) = 2 and since ⊙e(σ) ∈ C(σ)
such that ⊙e(σ) is e-complete, we obtain C = ⊙e(σ).
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Theorem 7.4. For a reversible 2-structure σ such that 2 ≤ ε(σ) < ℵ0 and
c(σ) = ε(σ)k where k ≥ 1, p(σ) = k + 1 if and only if there is e ∈ Es(σ) such that
∣⊙e (σ)∣ = ε(σ)k.
Proof. By Lemma 7.4 and Proposition 7.3, it suffices to establish (7.7) from
from left to right when c(σ) ≥ 3. Hence consider a reversible 2-structure σ such
that 2 ≤ ε(σ) < ℵ0, c(σ) = ε(σ)k (where k ≥ 1), c(σ) ≥ 3 and p(σ) = k + 1. For
convenience set Cmax(σ) = {C ∈ C (σ) ∶ ∣C ∣ = c(σ)}. With each C ∈ Cmax(σ)
associate wC ∈ C. Set W = {wC ∶ C ∈ Cmax(σ)}. We prove that
c(σ −W ) = 2k − 1. (7.8)
Let C ∈ Cmax(σ). By Theorem 3.1, the elements of Cmax(σ) are pairwise dis-
joint. Thus
C ∖W = C ∖ {wC}. (7.9)
Clearly C ∖ {wC} is complete in σ −W . Furthermore C ∖ {wC} ∈ C(σ −W ).
Therefore 2k − 1 = ∣C ∖ {wC}∣ ≤ c(σ −W ).
Now we demonstrate that c(σ−W ) < c(σ). Consider C′ ∈ C (σ−W ) such that
∣C′∣ = c(σ−W ). We show that C′ ∈ C(σ). We have to verify that wC ←→σ C′ for
each C ∈ Cmax(σ). Given C ∈ Cmax(σ), we distinguish the following two cases.
• First, assume that there is v ∈ (C ∖ {wC}) ∖ C′. We have v ←→σ C′. As
C is complete in σ, {v,wC} ∈ C(σ[C]). Thus {v,wC} ∈ C(σ) and hence
wC ←→σ C′.
• Second, assume that C∖{wC} ⊆ C′. Clearly wC ←→σ C′ when C∖{wC} =
C′. Assume that C′ ∖ (C ∖ {wC}) ≠ ∅. Consider eC′ ∈ E(σ) such that
C′ is eC′-complete. We have (C ∖ {wC},C′ ∖ C)σ−W = eC′ . Since C ∈
C(σ), we get (wC ,C′ ∖ C)σ = eC′ . Furthermore, we have ∣C ∖ {wC}∣ ≥ 2
because ∣C ∣ = c(σ) and c(σ) ≥ 3. As C ∖ {wC} ⊆ C′, we obtain that C is
eC′-complete as well. Therefore (wC ,C ∖ {wC})σ = eC′ . It follows that
(wC ,C′)σ = eC′ .
Consequently C′ ∈ C(σ). As C′ is complete, it follows from Lemma 3.1 that
there is D ∈ C (σ) such that D ⊇ C′. If D /∈ Cmax(σ), then ∣C′∣ ≤ ∣D∣ < c(σ).
If D ∈ Cmax(σ), then C′ ⊆ D ∖ {wD} and hence ∣C′∣ < ∣D∣ = c(σ). In both
instances, we obtain that ∣C′∣ < c(σ). It follows that c(σ −W ) < c(σ) because
∣C′∣ = c(σ −W ). Consequently (7.8) holds.
By Corollary 7.2, p(σ −W ) = k. Thus there exists a primitive and faithful
extension τ ′ of σ −W such that ∣V (τ ′) ∖ (V (σ) ∖W )∣ = k. We extend τ ′ to
V (τ ′) ∪W as follows. Let C ∈ Cmax(σ). Consider the function
AC ∶ C ∖ {wC} Ð→ E(τ ′)V (τ
′)∖(V (σ)∖W)
v z→
Ð→
τ ′ (v)↾V (τ ′)∖(V (σ)∖W).
Since τ ′ is primitive, AC is injective. Furthermore, as ∣C∖{wC}∣ = ε(σ)k−1 and
∣E(τ ′)V (τ
′)∖(V (σ)∖W)∣ = ε(σ)k, there is a unique aC ∈ E(τ ′)V (τ
′)∖(V (σ)∖W) such
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that aC ≠ AC(v) for each v ∈ C ∖ {wC}. Consider the faithful extension τ of τ ′
defined on V (τ ′)∪W by Ð→τ (wC)↾V (τ ′)∖(V (σ)∖W) = aC for each C ∈ Cmax(σ). As
p(σ) = k + 1, τ is not primitive. Consider a nontrivial clan Dτ of τ .
Next we show the following. Given C ≠ C′ ∈ Cmax(σ),
if C ∩Dτ ≠ ∅ and C
′ ∩Dτ ≠ ∅, then V (τ ′) ⊆Dτ . (7.10)
Indeed Dτ ∩V (σ) ∈ C(σ). Since C̃, C̃′ ∈ P(σ) and since (Dτ ∩V (σ))∩ C̃ ≠ ∅ and
(Dτ ∩ V (σ)) ∩ C̃′ ≠ ∅, Dτ ∩ V (σ) is comparable to C̃ and C̃′ under inclusion.
Suppose for a contradiction that Dτ ∩V (σ) ⊊ C̃ and Dτ ∩V (σ) ⊊ C̃′. It follows
that C ∩ C̃′ ≠ ∅. As C̃′ ∈ P(σ), C̃′ ⊊ C or C ⊆ C̃′. In the first instance, C̃′ would
be a nontrivial prime clan of σ[C]. Thus C ⊆ C̃′ and hence C̃ ⊆ C̃′. Similarly
we get C̃′ ⊆ C̃. Therefore C̃′ = C̃ and it would follow from Proposition 3.1 that
C = C′. Consequently C̃ ⊆ (Dτ ∩ V (σ)) or C̃′ ⊆ (Dτ ∩ V (σ)). For instance,
assume that C̃ ⊆ (Dτ ∩ V (σ)). We get (Dτ ∩ V (τ ′)) ⊇ (C̃ ∖W ) ⊇ (C ∖W ) and
C ∖W = C ∖ {wC} by (7.9). Since τ ′ is primitive and ∣C ∖ {wC}∣ ≥ 2, we obtain
V (τ ′) ⊆Dτ . It follows that (7.10) holds.
As τ ′ is primitive and Dτ ∩ V (τ ′) ∈ C(τ ′), we have either ∣Dτ ∩ V (τ ′)∣ ≤ 1
or Dτ ⊇ V (τ ′). For a contradiction, suppose that ∣Dτ ∩ V (τ ′)∣ ≤ 1. Since Dτ is
a nontrivial clan of τ , there is C ∈ Cmax(σ) such that wC ∈ Dτ . It follows from
(7.10) that
C′ ∩Dτ = ∅ for each C
′ ∈ Cmax(σ) ∖ {C}. (7.11)
Thus Dτ ∩ W = {wC} and there is v ∈ V (τ ′) such that Dτ ∩ V (τ ′) = {v}.
Clearly Dτ = {v,wC} and we distinguish the following two cases to obtain a
contradiction.
• Suppose that v ∈ V (σ −W ). We have {v,wC} ∈ C(σ). As {v,wC} is
complete or linear, it follows from Lemma 3.1 that there is C′ ∈ C (σ) ∪
L (σ) such that C′ ⊇ {v,wC}. Since C,C′ ∈ C≥2(σ) by Theorem 3.1,
we get C = C′. Consequently we would obtain Ð→τ (wC)↾V (τ ′)∖(V (σ)∖W) =
Ð→τ (v)↾V (τ ′)∖(V (σ)∖W), that is, AC(v) = aC .
• Suppose that v ∈ V (τ ′) ∖ V (σ −W ). Consider eC ∈ Es(σ) such that C is
eC -complete. We have (wC ,C ∖ {wC})σ = eC . As {v,wC} ∈ C(τ), we get
(v,C ∖ {wC})τ ′ = eC . Since AC is injective, the function
C ∖ {wC} Ð→ E(τ ′)((V (τ
′)∖(V (σ)∖W))∖{v})
u z→
Ð→
τ ′(u)↾(V (τ ′)∖(V (σ)∖W))∖{v}
would be injective also and we would have ε(σ)k − 1 ≤ ε(σ)k−1 which does
not hold when ε(σ)k ≥ 3.
Consequently V (τ ′) ⊆ Dτ . As Dτ is a nontrivial module of τ , there exists C ∈
Cmax(σ) such that wC /∈Dτ . Consider e ∈ Es(σ) such that C is e complete. We
have (wC ,C ∖{wC})σ = e and hence (wC , V (τ ′))τ = e. In particular (wC , V (σ−
W ))σ = e. Given C′ ∈ Cmax(σ) ∖ {C}, we obtain (wC ,C′ ∖ {wC′})σ = e. Since
C′ ∈ C(σ), we get (wC ,wC′)σ = e. It follows that wC ∈ ⊙e(σ). As at the end of
the proof of Proposition 7.3, we conclude by C = ⊙e(σ).
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By Theorem 7.2, if σ is an asymmetric 2-structure such that ε(σ) ≥ 3, then
p(σ) ≤ 1. We complete the section with tournaments.
Theorem 7.5. Given a 2-structure σ such that ε(σ) = εa(σ) = 2, we have
p(σ) ≤ 2. Moreover, p(σ) = 2 if and only if σ is a finite linear order such that
ν(σ) is odd.
Proof. By Corollary 4.3, it suffices to prove that if p(σ) ≥ 2, then σ is a linear
order. Assume that p(σ) ≥ 2. Denote by Lodd(σ) the family of L ∈ L (σ) such
that ∣L∣ < ℵ0 and ∣L∣ is odd, and denote by P3(σ) the family of P ∈ P(σ) such
that ∣P ∣ = 3.
Let a /∈ V (σ). Given P ∈ P(σ) ∖P3(σ), it follows from Lemma 7.1 that σ
admits a primitive and faithful extension τP defined on V (σ) ∪ {a} such that
τP [P∪{a}] is primitive. Given L ∈ L (σ)∖Lodd(σ), it follows from Corollary 4.3
that σ admits a primitive and faithful extension τL defined on V (σ)∪ {a} such
that τL[L ∪ {a}] is primitive.
By Proposition 4.1, σ admits a traverse T . Furthermore T admits a dense
bicoloration β by Proposition 4.2. Set E(σ) = {e0, e1} and F = (L (σ) ∖
Lodd(σ)) ∪ (P(σ) ∖ P3(σ)). We consider the faithful extension τ of σ de-
fined on V (σ) ∪ {a} satisfying
• for each X ∈ F , τ[X ∪ {a}] = τX[C∪{a}];
• for each v ∈ V (σ) ∖ (⋃F), (v, a)τ = eβ(v).
Since p(σ) ≥ 2, τ admits a nontrivial clan D. By Corollary 7.1, a ∈ D and
C∩(D∖{a}) ≠ ∅ for every C ∈ C≥2(σ). Moreover⋃F ⊆D∖{a} by Corollary 7.1.
As p(σ) ≥ 2, D ∖ {a} /∈ I(σ) by Theorem 5.2. It follows that ⋃(Lodd(σ) ∪
P3(σ)) /⊆D ∖ {a}.
For a contradiction, suppose that there exists P ∈ P3(σ) such that P /⊆
D∖{a}. By Corollary 7.1, P ∩(D∖{a}) ≠ ∅. Moreover P ∈ P(σ)because σ[P ] is
primitive. Since P /⊆D∖{a}, we getD∖{a} ⊊ P . As σ[P ] is primitive, ∣D∖{a}∣ =
1. In particular F = ∅. Furthermore consider C ∈ (Lodd(σ)∪P3(σ))∖{P}. By
Corollary 7.1, C ∩ (D ∖ {a}) ≠ ∅. Therefore C ∩P ≠ ∅ and it would follow from
Theorem 3.1 that C = P . Consequently L (σ)∪P(σ) = {P}. By Corollary 7.1,
X∩(D∖{a}) ≠ ∅ for everyX ∈ P≥2(σ). We obtain that P ∈ I(σ). Since p(σ) ≥ 2,
it follows from Theorem 5.2 that P = V (σ). Thus σ is primitive which would
imply that p(σ) = 0. It follows that ⋃P3(σ) ⊆D ∖ {a}.
Consequently there exists L ∈ Lodd(σ) such that L /⊆ D ∖ {a}. By Corol-
lary 7.1, L∩(D∖{a}) ≠ ∅. Clearly L̃∩(D∖{a}) ≠ ∅ and necessarily D∖{a} ⊆ L̃.
Lastly, consider L′ ∈ Lodd(σ) ∖ {L}. By Corollary 7.1, L′ ∩ (D ∖ {a}) ≠ ∅ and
hence L′ ∩ L̃ ≠ ∅. If L̃ ⊆ L′, then L ⊆ L′ and we would get L = L′ by The-
orem 3.1. Therefore L′ ⊆ L̃. It follows that ⋃Lodd(σ) ⊆ L̃. We obtain that
L̃ ∈ I(σ). As p(σ) ≥ 2, it follows from Theorem 5.2 that L̃ = V (σ). By Propo-
sition 3.1, V (σ) /∈ L(σ) and λσ(V (σ)) ∈ Ea(σ). Since p(σ) ≥ 2, it follows from
Theorem 4.1 that G2(σ) = ∅. Consequently σ is a linear order.
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Remark 7.1. Let σ be an asymmetric 2-structure such that ε(σ) ≥ 3. By
Theorem 7.2, p(σ) ≤ 1. Assume that V (σ) is infinite (or finite and ∣V (σ)∣ is
even). We can also obtain p(σ) ≤ 1 by using Theorem 7.5 in the following
manner. A choice class of σ is a subset c of (V (σ) × V (σ)) ∖ {(v, v) ∶ v ∈
V (σ)} satisfying: for each e ∈ E(σ), either e ⊆ c and e⋆ ∩ c = ∅ or e⋆ ⊆ c
and e ∩ c = ∅. With each choice class c of σ, associate the asymmetric 2-
structure σc defined on V (σc) = V (σ) by E(σc) = {c, c⋆}. Consider x /∈ V (σ).
By Theorem 7.5, there exists a primitive and faithful extension τc of σc defined
on V (σ) ∪ {x}. Let e ∈ E(σ). By interchanging e and e⋆, assume that e ⊆ c
and e⋆ ∩ c = ∅. Consider the 2-structure ρe defined on V (ρe) = V (σ) ∪ {x} by
E(ρe) = (E(σ)∖{e, e⋆})∪{e∪((σc ↪ τc)(c)∖ c), e⋆ ∪((σc ↪ τc)(c⋆)∖ c⋆)}. It is
easy to verify that ρe is a primitive and faithful extension of σ. Thus p(σ) ≤ 1.
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