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Chapter 1
Introduction
The radio spectrum is, nowadays, a scarce resource. On the other hand, not
all licensed frequency bands are fully utilized. The spectrum has been divided
into segments by the regulatory bodies such as FCC (Federal Communica-
tions Commission) of United States. These spectral segments are assigned for
different kinds of wireless services such as radio and TV broadcasts, cellular
networks, satellite communication, and others. Each frequency band segment
is then divided into many channels which are granted to operators and other
commercial and governmental institutions. This fixed allocation of resources
ensures that there will be no interference between licensed users. However,
it causes inefficient usage of the resources as some frequency bands may be
highly occupied while there is little or no transmission on other bands. Un-
derutilization of the radio resource can be in spatial, spectral and/or temporal
domain.
The fact that demand for wireless traffic is increasing exponentially while there
is limited radio resource suitable for wireless communication has been a driving
force for researchers to come up with efficient modulation and coding schemes,
protocols and multiple antenna diversity and multiplexing techniques. Opti-
mization of radio access technologies was the main focus in this research. On
the other hand, some radio spectra such as TV channels have been found to
be inefficiently utilized [4]. Therefore, secondary networks can be deployed in
such bands to access unused radio resources whenever available. Such oppor-
1
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tunistic spectrum access requires reconfigurable radio system architecture.
1.1 Cognitive radio
Cognitive radio is a candidate technology that enables coexistence of multiple
networks operating in the same frequency band. The concept was originally
introduced by J. Mitola [5], and it has been defined in various ways since then
[6], [7], [8]. In general, it is a radio system having some form of intelligence.
The intelligence can be ability to sense signal spectrum and use this informa-
tion to decide how and when to transmit over the given band. Unlike ordinary
radios, cognitive radio has the capability of adapting to changes in its envi-
ronment by changing its parameters such as modulation and coding schemes,
frequency and power.
Cognitive radio can be employed to increase efficiency of utilization of the ra-
dio spectrum by allowing flexible sharing of the resource among multiple users
without interfering each other. Realizing such system demands sophisticated
signal processing by the cognitive transmitters and receivers in a way that
maximal usage of the resource is achieved while making sure that other users
will not suffer from interference caused by the cognitive transmitter. Reconfig-
urable signal processing needs of cognitive radios can be enabled via software
defined radio (SDR) [9], [10] technology using high-speed programmable digi-
tal hardware and general purpose computers available today. In chapter 5 we
will discuss more on practical implementation of overlay cognitive radio on an
open-source software defined radio platform [11].
1.2 Scope of the thesis
Research in cognitive radio systems has received a lot of attention due to
spectrum scarcity, and many articles on the topic have been published in
recent days [8], [7], [12], [13]. Many of them are, however, based on a set
of assumptions such as perfect knowledge of channel coefficients which might
not exist in practical wireless communication systems. The thesis focuses
CHAPTER 1. INTRODUCTION 3
on a particular class of cognitive radio, specifically overlay cognitive radio.
We will look into black-space spectrum1 access scheme in DVB (Digital Video
Broadcast) channels. We study how the quality of pilot symbols impacts
secondary system’s performance. Practical implementation of overlay system
using LTE (Long Term Evolution) type and WLAN (Wireless Local Area
Network) type frame structures using a software defined radio platform, and
performance measurements results are presented.
1.3 Thesis organization
The thesis starts with defining fundamental concepts and mathematical mod-
els. Later practical implementation of overlay secondary sharing algorithm
and discussion of measurement results are presented. Chapter 2 gives overview
of OFDM (Orthogonal Frequency Division Multiplexing) modulation scheme
which is used in latest radio access technologies. The chapter also briefly
points out physical layer structures of targeted OFDMA systems, DVB, LTE
and WLAN, in practical implementation. Chapter 3 introduces secondary
spectrum access methods for cognitive radios. Chapter 4 discusses overlay
cognitive radio channel and coexistence requirements for the cognitive radio.
Later cognitive transmitter and receiver designs are presented. Chapter 5
focuses on practical realization of overlay cognitive radio on an open-source
software defined radio platform. Measurement results of the system perfor-
mance have been discussed in Chapter 6. Finally, Chapter 7 concludes the
main observations on practical performance results and limitations of the sys-
tem.
1It refers to an already occupied channel as seen by another secondary transmitter [7].
Chapter 2
OFDMA Systems
Orthogonal Frequency Division Multiplexing (OFDM) is a multi-carrier mod-
ulation scheme where a set of narrow-band orthogonal subcarriers are used to
carry information. Due to its high spectral efficiency it has been adopted in
latest cellular and local area networks. The transmitted signal is cyclically
extended in time such that multipath components in fast fading environment
can be combined without causing ISI (Inter-Symbol Interference).
The overlay cognitive radio implementation targets two OFDMA based cel-
lular and WLAN systems as secondary transmitters in DVB (Digital Video
Broadcast) channels. In this chapter, basics of OFDM and its advantage in
fading environments will be discussed. Later, the physical layer structures of
DVB, LTE and WLAN systems will be briefly presented.
2.1 OFDM principles
In OFDM, the data stream is converted into low-rate parallel streams each
modulating a subcarrier. In frequency domain, the subcarriers are sinc wave-
forms which are rectangular pulses in time-domain. Figure 2.1 shows time
domain representation of one subcarrier.
4
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0 T/2
1/T
x0(t)
−T/2
Figure 2.1: Time-domain representation of a single subcarrier. T is the symbol
duration.
xT (t) =
1
T
rect
(
t
T
)
(2.1)
=

1
T
, −T
2
≤ t < T
2
0, elsewhere
(2.2)
The frequency domain representation of the subcarrier is shown in Figure 2.2.
1/T−1/T
f
X0(f)
0
Figure 2.2: Frequency spectrum of a single subcarrier (sinc function). T is
the symbol duration in time domain.
XT (f) = sinc(fT ) (2.3)
Such sub-carriers are put aside to each other orthogonally while spectral over-
lap can be allowed. The orthogonality is maintained by centering each sub-
carrier at frequencies where other subcarriers have zero spectral component.
In other words, we put them at intervals of 1/T Hz.
In OFDM, each subcarrier carries one modulating symbol (complex number)
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so that one sample from each subcarrier is sufficient to recover the transmit-
ted information. Orthogonality of carriers makes sure that there will be no
interference from neighboring subcarriers at the instant of sampling as shown
in Figure 2.3. The subcarrier spacing, ∆f , is inversely proportional to the
symbol period, T .
0
f
X(f)
∆ f = 1/T
Figure 2.3: Orthogonal multiplexing of subcarriers. At the peak of each sub-
carrier, interference from other sub-carriers is zero.
X(f) =
M∑
k=−M
XT
(
f − k
T
)
(2.4)
In general, each subcarrier, Xk, is modulated by a complex symbol, ak, so that
the baseband signal spectrum can be written as
X(f) =
M∑
k=−M
akXT
(
f − k
T
)
(2.5)
The corresponding time-domain signal will be
x(t) =
1
T
M∑
k=−M
ake
j2pik t
T rect
(
t
T
)
(2.6)
The signal is bounded by finite time duration of T seconds. For time interval
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t ∈ [−T/2, T/2], x(t) can be expressed as
x(t) =
1
T
M∑
k=−M
ake
j2pik t
T (2.7)
The orthogonal subcarriers are uniquely defined by the complex symbols, ak,
k ∈ {−M,−M + 1, · · · ,M}. This implies that finite time-domain samples are
sufficient for describing the signal. The minimum number of samples is equal
to the number of subcarriers (or number of complex symbols) which is equal
to 2M + 1. If we divide the symbol duration, T into 2M + 1 equally spaced
bins ( T/(2M + 1)) we get discrete samples as sampling rate of (2M + 1)/T
samples/second. This conforms to the Nyquist criterion.
The discrete-time version of the signal is
x[n] = x(nT/(2M + 1)) (2.8)
=
1
T
M∑
k=−M
ake
j2pink/(2M+1) (2.9)
where x[n] is the nth discrete sample taken at t = nT/(2M + 1) seconds,
n ∈ {0, 1, · · · , 2M}.
The signal x[n] is equivalent to Inverse Discrete Fourier Transform (IDFT)
of the complex symbols, ak. Therefore, OFDM can easily implemented as
IDFT operation on the modulating complex symbols. Figure 2.4 shows IDFT
implementation of OFDM signal.
IDFT
Serial to 
parallel 
Converter
Modulator
Parallel to 
serial 
converter
symbols symbols samples
samples
bits
Data
Frequency 
domain
Time Domain
OFDM signal
Figure 2.4: General block diagram of OFDM signal generation using IDFT.
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Cyclic prefix
It can be seen that the time-domain OFDM signal, x[n], is periodic. There
are 2M + 1 samples in one period.
x[n− (2M + 1)] = 1
T
M∑
k=−M
ake
j2pik( n2M+1−1) (2.10)
=
1
T
M∑
k=−M
e−j2pikakej2pink/(2M+1) (2.11)
=
1
T
M∑
k=−M
ake
j2pink/(2M+1) (2.12)
x[n− (2M + 1)] = x[n] (2.13)
Therefore, we can extend symbol duration to the left and right of the minimum
duration, [−M,−M+1, · · · ,M ]. Let us add one sample at n = −M−1. From
the property of periodicity, we have
x[−M − 1] = x[−M − 1 + (2M + 1)] = x[M ] (2.14)
In general,
x[−M − l] = x[M + 1− l], l = 1, 2, · · · , L (2.15)
The symbol duration is extended to the left by L samples taken from the last
L samples of the interval {−M,−M + 1, · · · ,M}. The cyclically added group
of L extra samples is called cyclic prefix. From the extended symbol duration,
{−M −L,−M −L+ 1, · · · ,M}, any 2M + 1 consecutive samples can be used
to describe the signal. Different time shifts, however, will cause phase offset in
frequency domain. The advantage of added cyclic prefix is to combine different
multipath components of the received signal without causing ISI as shown in
Figure 2.5. However, this is achieved at the cost of extra guard period which
is not used to transmit information.
CHAPTER 2. OFDMA SYSTEMS 9
Figure 2.5: ISI-free sampling of OFDM signal in multipath channel.
2.2 OFDM in wireless channels
In wireless communication, electromagnetic waves propagate from the trans-
mitter antenna to receiver antenna through air. Due to spreading of signal
energy to wider area as it travels far away from the transmitter, the signal
strength is attenuated exponentially. A simple free-space channel model is
expressed as
h(t) = kf
(
1
d
)2
(2.16)
where h(t) is the instantaneous (at time t) channel gain at a distance d, and
kf is a frequency-dependent constant.
In practical wireless communications, the communication channel is far from
free space. Signal propagation is also affected by antenna type, antenna height
and obstacles [14]. Moreover, the received signal is superposition of various
signals arriving at different time instants from different directions. The signal
from each path is a duplicate of the transmitted signal being distorted in
amplitude, frequency and phase.
As shown in Figure 2.6 the transmitted signal is reflected from the surrounding
objects before reaching at the receiver. The reflection and diffraction effects
cause phase shift on the signal. The phase shift is time-variant if there is
mobility in the transmitter, reflectors, and/or receiver. A finite multipath
component approximation of the channel is given by [3]
h(τ, t) =
N∑
n=1
an(t)e
jφn(t)δ(τ − τn(t)) (2.17)
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Transmitter
Receiver
Figure 2.6: Illustration of multipath propagation.
where h(t, τ) is the channel response at time t for the impulse transmitted at
time t− τ , and an, φn, τn are time-varying amplitude response, phase shift and
time delay caused by the nth path. The excess delay ∆τ(t) is defined as time
difference between the first and the last arriving multipath components.
Root-mean-square (RMS) delay spread
RMS delay spread is defined as weighted RMS delay given by Equation 2.18.
It is expressed as
τrms =
√
τ¯ 2 − (τ¯)2 (2.18)
where τ¯ and τ¯ 2 are weighted first and second moments of delays. The weights
are normalized powers of multipath components [3]. Normalized power of nth
multipath component given by
pτn =
E {|an(t)|2}∑N
n=1E {|an(t)|2}
(2.19)
The RMS delay spread, hence, takes the form
τrms =
√√√√ N∑
n=1
(
τn −
N∑
n=1
τnpτn
)2
pτn (2.20)
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where
N∑
n=1
pτn = 1 (2.21)
RMS delay spread is a measure of frequency selectivity of the channel. A
value larger than the symbol duration, causes Inter Symbol Interference (ISI).
Equivalently, the channel’s frequency response is not flat over the signal band-
width. For communication systems with symbol duration smaller than the
RMS delay spread, the channel is said to be frequency-selective; otherwise, it
is called frequency-flat channel. In practical systems, the symbol duration is
made sufficiently large. Figure 2.7 shows channel impulse response and fre-
quency response for a typical urban (TU) channel model [15]. The RMS delay
spread in this model is 0.5µs. In LTE downlink, the typical symbol duration
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Figure 2.7: Normalized channel power delay profile and magnitude response
for TU.
is 66.7µs for type-1 frame structure [16]. The shortest cyclic prefix duration
is 4.7µs which is much larger than the channel delay spread. Therefore, mul-
tipath components can be effectively combined without causing ISI.
2.3 DVB system
The physical layer standard for digital terrestrial broadcast system defines
OFDM based frame structure of the baseline transmitter [1]. The OFDM
system is specified for 6 MHz, 7 MHz and 8 MHz channels. While the same
specification applies to these options in frame structure, the sample rate varies
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accordingly. Hierarcheal modulation and coding are used to multiplex two
MPEG transport streams using uniform and multi-resolution constellation.
Figure 2.8 shows functional block diagram of the transmitter. The receiver
uses the same set of decoders and de-interleavers for each stream.
• MPEG-2 transport multiplex (MUX) packet is 188 bytes.
• Inner interleaver consists of bit-wise interleaving followed by symbol
interleaving; both of which are block based.
• All data carriers in one OFDM frame are modulated using either QPSK,
16-QAM, 64-QAM, non-uniform 16-QAM or non-uniform 64-QAM.
Non-uniform constellation apply only for hierarchical transmission.
2
Figure 2.8: Functional block diagram of DVB transmitter [1].
DVB frame structure
One OFDM frame comprises 68 OFDM symbols each with duration TS =
TU + ∆ where TU is the useful part, and ∆ is the guard interval. Four
guard interval values are defined: ∆/TU = 1/4, 1/8, 1/16, 1/32. Two trans-
mission modes, ”2K mode” and ”8K mode”, are available for DVB-T (DVB-
Terrestrial) and DVB-H (DVB-Handheld) systems where an OFDM symbols
contains 6817 carriers in the 8K mode and 1705 carriers in 2K mode. Each
carrier is assigned to either data symbols, scattered pilots, continual pilots or
TPS (Transmission Parameter Signalling) pilots.
One MPEG-2 transport multiplex packet containing 188 bytes is mapped to
each OFDM symbol. All data carriers in one OFDM frame are modulated
using either QPSK, 16-QAM, 64-QAM, non-uniform 16-QAM or non-uniform
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Modulation Normalized constellations: n+ jm
QPSK n,m ∈ {− 1√
2
, 1√
2
}
16-QAM (non-hierarchical and hierarchical
with α = 1)
n,m ∈ {− 3√
10
,− 1√
10
, 1√
10
, 3√
10
}
Non-uniform 16-QAM with α = 2 n,m ∈ {− 4√
20
,− 2√
20
, 2√
20
, 4√
20
}
Non-uniform 16-QAM with α = 4 n,m ∈ {− 6√
52
, 4√
52
, 4√
52
, 6√
52
}
64-QAM n,m ∈ {− 7√
42
,− 5√
42
,− 3√
42
,
(non-hierarchical and hierachical with α = 1) − 1√
42
, 1√
42
, 3√
42
, 5√
42
, 7√
42
}
Non-uniform 64-QAM with α = 2 n,m ∈ {− 8√
60
,− 6√
60
,− 4√
60
,− 2√
60
,
2√
60
, 4√
60
, 6√
60
, 8√
60
}
Non-uniform 64-QAM with α = 4 n,m ∈ {− 10√
108
,− 8√
108
,− 6√
108
,
− 4√
108
, 4√
108
, 6√
108
, 8√
108
, 10√
108
}
Table 2.1: Constellation points for uniform and non-uniform modulations in
DVB [1].
64-QAM. Non-uniform constellation apply only for hierarchical transmission.
Table 2.1 shows constellation points for different modulation schemes in DVB.
The parameter α is the ratio of the minimum distance separating two constel-
lation points having different high priority bit stream values and the minimum
distance between any two constellation points [1].
Subcarriers (cells) containing reference signals (scattered pilots and contin-
ual pilots) are transmitted at boosted power levels. The pilot information
is derived from a Pseudo-Random Binary Sequence (PRBS). The locations
of scattered pilots changes from one symbol to another. On the other hand,
continual pilots have fixed locations, and there are 45 continual pilots in 2K
mode and 177 in 8K mode. The modulation value of continual and scattered
pilots is a complex number, pm,I,k, given by
Re{pm,I,k} = 4/3 · 2(1/2− wk) (2.22)
Im{pm,I,k} = 0 (2.23)
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where m is the frame index, k is the subcarrier index, I is the symbol index
and wk is a PRBS sequence generated by a polynomial x
11 + x2 + 1.
TPS carriers are used for signaling transmission information: modulation,
hierarchy, guard interval, code rate, transmission mode, frame number and
cell identification. The same TPS information is transmitted on 17 carriers
(2K mode) and 68 carriers (8K mode) in every OFDM symbol.
2.4 IEEE 802.11-2007 OFDM physical layer
IEEE 802.11 is a standard for wireless local area networks (WLANs) that de-
fines physical layer and MAC layer functions. It is the most widely deployed
wireless access technology worldwide. Different types of physical layers are de-
fined to work with the same MAC layer protocol. The physical layers operate
in the infrared (IR) and ISM (Industrial, Scientific and Medical) radio bands.
The first standard that was published in 1997 defines three physical layer types
[17]. Later, a revised version [2] was released with additional amendments that
were published to date. IEEE 802.11a, IEEE 802.11b and IEEE 802.11g are
the most common amendments included in this revision. Except for the IEEE
802.11b, which uses DSSS (Direct Sequence Spread Spectrum) modulation,
the remaining two are OFDM (Orthogonal Frequency Division Multiplexing)
systems. In addition to the revised physical and MAC (Medium Access Con-
trol) layer specification, enhancements have been published since then. IEEE
802.11n is the newest OFDM system with MIMO (Multiple-Input-Multiple-
Output) capabilities.
The OFDM physical layer is divided into three sublayers [2]. PLCP (physi-
cal layer convergence procedure) sublayer is the upper layer providing services
to the MAC layer, and PMD (physical medium dependent) is responsible for
transmission and reception of PPDU (PLCP protocol data unit) over the phys-
ical medium. The third sublayer is PLME (physical layer management entity)
which manages the physical layer functions.
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Frame structure
The PLCP sublayer communicates with the MAC layer via PSDU (PLCP
service data unit), also called MPDU (MAC protocol data unit) from MAC
layer side. During transmission, PPDU is formed from PSDU and PLCP
preamble. Figure 2.9 shows frame format for OFDM physical layer.
IEEE
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17.3.2 PLCP frame format
Figure 17-1 shows the format for the PPDU including the OFDM PLCP preamble, OFDM PLCP header,
PSDU, tail bits, and pad bits. The PLCP header contains the following fields: LENGTH, RATE, a reserved
bit, an even parity bit, and the SERVICE field. In terms of modulation, the LENGTH, RATE, reserved bit,
and parity bit (with 6 zero tail bits appended) constitute a separate single OFDM symbol, denoted SIGNAL,
which is transmitted with the most robust combination of BPSK modulation and a coding rate of R = 1/2.
The SERVICE field of the PLCP header and the PSDU (with 6 zero tail bits and pad bits appended), denoted
as DATA, are transmitted at the data rate described in the RATE field and may constitute multiple OFDM
symbols. The tail bits in the SIGNAL symbol enable decoding of the RATE and LENGTH fields
immediately after the reception of the tail bits. The RATE and LENGTH fields are required for decoding the
DATA part of the packet. In addition, the CCA mechanism can be augmented by predicting the duration of
the packet from the contents of the RATE and LENGTH fields, even if the data rate is not supported by the
STA. Each of these fields is described in detail in 17.3.3, 17.3.4, and 17.3.5. 
17.3.2.1 Overview of the PPDU encoding process
The encoding process is composed of many detailed steps, which are described fully in later subclauses, as
noted below. The following overview intends to facilitate understanding the details of the convergence
procedure:
a) Produce the PLCP Preamble field, composed of 10 repetitions of a “short training sequence” (used
for AGC convergence, diversity selection, timing acquisition, and coarse frequency acquisition in
the receiver) and two repetitions of a “long training sequence” (used for channel estimation and fine
frequency acquisition in the receiver), preceded by a guard interval (GI). Refer to 17.3.3 for details.
b) Produce the PLCP header field from the RATE, LENGTH, and SERVICE fields of the
TXVECTOR by filling the appropriate bit fields. The RATE and LENGTH fields of the PLCP
header are encoded by a convolutional code at a rate of R = 1/2, and are subsequently mapped onto a
single BPSK encoded OFDM symbol, denoted as the SIGNAL symbol. In order to facilitate a
reliable and timely detection of the RATE and LENGTH fields, 6 zero tail bits are inserted into the
PLCP header. The encoding of the SIGNAL field into an OFDM symbol follows the same steps for
convolutional encoding, interleaving, BPSK modulation, pilot insertion, Fourier transform, and
prepending a GI as described subsequently for data transmission with BPSK-OFDM modulated at
coding rate 1/2. The contents of the SIGNAL field are not scrambled. Refer to 17.3.4 for details.
c) Calculate from RATE field of the TXVECTOR the number of data bits per OFDM symbol (NDBPS),
the coding rate (R), the number of bits in each OFDM subcarrier (NBPSC), and the number of coded
bits per OFDM symbol (NCBPS). Refer to 17.3.2.2 for details.
Coded/OFDM
DATASIGNAL
One OFDM Symbol
PSDU Tail Pad BitsLENGTH12 bits
RATE
4 bits
Parity
1 bit 6 bits
Variable Number of OFDM Symbols
PLCP Preamble
12 Symbols
Reserved
1 bit
Tail
6 bits
Coded/OFDM
 (BPSK, r = 1/2)  (RATE is indicated in SIGNAL)
SERVICE
16 bits
PLCP Header
Figure 17-1—PPDU frame formatFigure 2.9: PPDU frame structure of OFDM physical layer [2].
PLCP preamble
It comprises 12 OFDM symbols containing training sequences used for syn-
chronization and ch nnel estimati n. The first 10 symbols are repetitions of
a short sequence for AGC (automatic gain control) convergence, diversity se-
lection, time synchronization and coarse frequency acquisition. After a guard
interval, two long sequences are transmitted to aid the receiver estimate the
channel and fine frequency offset [2].
PLCP header
The header contains control information appended to PSDU in order to help
receiver extract subcarrier modulation type, code rate, payl ad length and
scrambling information.
Data
PSDU from MAC layer is appended to SERVICE field of PLCP header, and
then extended with tail bits. The data is then scrambled and encoded with
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Rate 1/2 convolutional encoder. Encoded bits are divided into groups each
being mapped to complex symbols. Finally, OFDM symbols are formed taking
48 symbols at a time, applying IFFT (Inverse Fast Fourier Transform) and
extending them with cyclic prefix. The number of OFDM symbols varies
depending on the PSDU length.
2.5 LTE physical layer (Release 8)
LTE uses OFDM modulation at the physical layer. This brings many advan-
tages over modulation techniques used by earlier versions of 3GPP standards
such as HSPA/WCDMA and GSM. Since the system bandwidth is divided
into independently modulated narrow-band subcarriers, channel fading can be
easily mitigated. Over the subcarrier band, the channel response is almost
flat so that simple 1-tap channel equalizer can effectively compensate for mag-
nitude and phase distortion. With extended symbol duration (adding cyclic
prefix in time domain), multipath fading is avoided. However, OFDM is very
sensitive to carrier frequency offset which causes severe inter-carrier interfer-
ence (ICI). Hence, robust frequency synchronization is required at the receiver.
The physical layer is responsible for mapping of transport layer control infor-
mation and user data to real physical resources (downlink), and construction
of higher level data from electromagnetic signal received via antennas. Ac-
cording to the physical channels and modulation specification of LTE [16], the
basic components of LTE physical layer on transmission side are channel cod-
ing, modulation, precoding, and mapping of symbols onto OFDM subcarriers
(resources) of each antenna port. On the other hand, the receiver structure
can have different levels of complexity depending on the implementation algo-
rithms. Efficient channel estimation and equalization algorithms are needed
in order to achieve good performance in fading environments.
The physical layer specification of LTE [16] defines uplink and downlink phys-
ical layer processing functions. Figures 2.10 and 2.11 show the generic block
diagrams for uplink (UL) and downlink (DL) transmissions respectively.
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Figure 2.10: Block diagram of uplink physical channel processing.
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Figure 2.11: Block diagram of downlink physical channel processing.
LTE frame structure
Resources are divided both in time and frequency domain. In time domain,
a 10 ms duration is called one frame. In LTE there are two types of frame
structures depending whether FDD (Frequency Division Duplexing) or TDD
(Time Division Duplexing) is used in UL/DL communication. From now on,
we will consider the type-1 (FDD) frame structure shown in Figure 2.12.
A frame is divided into 10 subframes each of which is 1 ms long. There are
two 0.5 ms long time slots in every subframe. The 20 time slots in a frame are
numbered from 0 to 19.
1 Frame = 10ms
1 subframe = 1ms
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
1 slot = 0.5 ms
Figure 2.12: LTE frame structure (type-1).
Depending on the cyclic prefix length, there are 6 or 7 OFDM symbols per time
slot. Under normal cyclic prefix configuration, there are 7 OFDM symbols per
slot. Except for the first symbol, which has 5.2 µs long cyclic prefix, the cyclic
prefix is 4.7 µs long for the rest 6 symbols. The useful symbol duration is then
1/15 ms, and hence the subcarrier spacing is 15 kHz. Unless mentioned, a
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normal cyclic prefix configuration is assumed.
1 Frame = 10ms
1 subframe = 1ms
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
1 slot = 0.5 ms
Symbol perioad 
= 1/15 ms
One OFDM symbol
Cyclic prefix = 5.2 µs 
for the first symbol, 
and 4.7µs for the 
rest 6 symbols
1 Resource block
 = 12 x 7 resource elements
 ( 180 kHz over 0.5 ms duration)
Subcarrier 
Spacing = 15 kHz
Figure 2.13: Time-frequency resource grid structure of LTE for normal cyclic
prefix configuration. In multi-antenna transmission, each antenna port has
one resource grid.
Each OFDM symbol carries a set of subcarriers. One subcarrier on a time slot
is the smallest time-frequency unit called resource element. A group of 12 x 7
resource elements is called a resource block. This corresponds to 12 subcarri-
ers ( or 180 kHz bandwidth) over 7 OFDM symbols as shown in Figure 2.13.
The resource elements are mapped to physical channels and physical signals.
Reference signals and synchronization signals are the two physical signals used
by the physical layer. On the other hand physical channels carry information
from the higher layers. The channels carry user data, control information and
other signals to the user.
So far we have seen physical layer frame structures of typical OFDM systems
which are used in broadcast, wireless local area and cellular networks. Table
2.2 compares OFDM parameters of these systems. Later, Chapter 4 will inves-
tigate coexistence issues of these different systems in a shared radio resource.
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Parameter DVB-T IEEE 802.11-2007 LTE (Release 8)
Channel spacing (MHz) 6, 7, 8 20 1.4, 3, 5, 10, 15, 20
FFT size 2048 (2k mode) ********
8192 (8k mode)
64 128, 256, 512, 1024,
1536, 2048
Useful subcarriers 1705 (2k mode)********
6817 (8k mode)
52 72, 180, 300, 600, 900,
1200
Useful symbol duration,
TU (µs)
224 (2k mode)**********
896 (8k mode)
3.2 66.67
Guard interval (µs) 1
4
TU ,
1
8
TU ,
1
16
TU ,
1
32
TU
1
4
TU 5.2 for l = 0*********
4.7 for l = 1, 2, · · · , 6
Subcarrier spacing (KHz) 4.464 (2k mode)******
1.116 (8k mode)
312.5 15
Subcarrier modulation QPSK, 16QAM, 64QAM,
non-uniform 16QAM,****
non-uniform 64QAM
BPSK, QPSK, *****
16QAM, 64QAM
QPSK, 16QAM, ****
64QAM *****
Table 2.2: Comparison of OFDM parameters of DVB-T, WLAN and LTE
physical layers. The parameter l is symbol number in an LTE time slot.
Chapter 3
Cognitive Radios - Interference
Channels
In this chapter we will discuss coexistence issues of multiple networks in the
shared radio resource. While the frequency band is primarily granted for
a licensed user, other secondary users (cognitive radios) access the resource
without affecting the primary users. Secondary systems may transmit when
other transmitters are not active. Alternatively, the secondary system may
transmit simultaneously with the primary transmitter while making sure that
the primary system’s performance is not degraded. In this type of cognitive
radio system, the channel is modeled as interference channel. In the following
sections we will briefly discuss forms of secondary spectrum access by cognitive
radios. Later, detailed analytical modeling of interference channels and their
theoretically achievable capacities are reviewed.
3.1 Secondary spectrum access
The term secondary spectrum access refers to the case where other secondary
users try to take advantage of underutilization of the spectrum by the in-
cumbent (primary) users. While it is used by primary users (mostly licensed
users), other secondary users (unlicensed users) can access the spectrum with-
out causing intolerable interference to the primary users. Secondary spectrum
access mechanisms are devised based on nature of availability of spectrum
20
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and SNR (Signal-to-Noise-Ratio) headroom. In general, the radio frequency
spectra can be divided into three groups [7]:
1. Black spaces - are occupied bands by high-power users.
2. Grey spaces - are partially occupied bands (adjacent bands).
3. White spaces - are unoccupied bands by any potential transmitter.
Based on the spectrum occupancy and available information to the cognitive
transmitter, a cognitive radio system may interweave, underlay or overlay to
the primary transmission.
3.1.1 Interweave system
In this type of cognitive radio, cognitive transmitter first detects whether the
spectrum is occupied by other potential transmissions. Detection of these
white spaces can be, for instance, done by measuring the signal power over a
chosen sensing period and comparing it to a threshold value defined. When
other sided information about ongoing transmission is known, advanced and
more reliable spectrum sensing algorithms can be employed. For example,
cyclostationary signals can be detected by autocorrelation of received signals
[18], [19]. Moreover, channels occupied by static transmitters such as TV
broadcasting stations are known, and geo-location database of these channels
is used together with signal detection mechanisms for identifying white spaces
[20], [21], [22].
Once white spaces are identified, cognitive transmitters will be able to use the
spectrum for some period of time. This kind of opportunistic spectrum access
is accompanied with either continuous spectrum sensing or local database (if
applicable) about activity of primary transmitters on that geographical loca-
tion. The later approach is applied when transmission times of primary users
are known beforehand. TV broadcast stations are one of such systems where
some channels could be unoccupied for known period of time or in some ge-
ographical areas. Figure 3.1 shows possible interweave operation of cognitive
radios in white spaces. Classification of a given band as white space or occu-
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Figure 3.1: Interweave cognitive radio operation - secondary spectrum access
on white spaces.
pied band is made based on chosen threshold. The decision boundary in this
figure is illustrated based on signal power. Other techniques can be used in
conjunction to this for more accurate signal detection.
3.1.2 Underlay system
In this type of operation, transmissions from cognitive users can occur while
the channels is used by primary transmitters. Transmission power of secondary
users is set below the interference threshold for primary receivers [23], [24],
[8]. The signal is typically spread over a wide band that could span multiple
channels as shown in Figure 3.2. Despreading of secondary signal increases
the SNR (Signal-to-Noise-Ratio) at the receiver.
Frequency
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Primary signals
Underlay signal
Interference 
threshold
Figure 3.2: Underlay cognitive radio - secondary signal is spread over wide
band with low power constrained by interference level tolerated by other non-
cognitive users.
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3.1.3 Overlay system
This is a more complex type of cognitive radio which operates at the same
frequency band simultaneously with the primary system but at low power as
shown in Figure 3.3. The overlay system is a special class of interference chan-
nel discussed in the following section. Operation of overlay cognitive radio
depends on the level of cooperation between the primary and secondary trans-
mitters. It is usually assumed that the secondary transmitter has non-causal
message and codebook of the primary transmitter so that it can adapt its
transmission accordingly. The secondary transmitter may allocate fraction its
power for primary signal to compensate for interference caused by its transmis-
sion to the primary receiver. Then, the secondary receiver applies interference
cancellation algorithms to remove the primary signal. The capacity gain can
be further improved when it is possible to have cooperative coding between
the primary and the secondary systems. Detailed analysis of capacity gains of
overlay system has been addressed in Chapter 4.
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constraint
Figure 3.3: Overlay cognitive radio - secondary signal is added on top of
the primary signal at relatively low power such that SNR requirement of the
primary users is satisfied.
3.2 Interference channel
In overlay cognitive radio systems both the primary and the secondary users
transmit simultaneously over a shared radio spectrum thereby interfering each
other. The channel of such systems belongs to the class of interference channel
with two transmitters and two receivers. This section presents mathematical
model of a Gaussian interference channel.
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Consider a discrete memoryless two-input-two-output Gaussian interference
channel shown in Figure 3.4. The channel has input signalsX1, X2 and outputs
Y1, Y2 where the channel has coefficients hij ∈ R, i, j ∈ {1, 2} with additive
Gaussian noises Z1 ∼ N (0, N1), Z2 ∼ N (0, N2). The transmit symbols Xi are
random variables with the following power constraints.
E
{
X21
} ≤ P1 (3.1)
E
{
X22
} ≤ P2 (3.2)
X1
X2
Y1
Y2
+
+
Z1
Z2
h11
h12
h21
h22
Figure 3.4: Interference channel with two inputs and two outputs.
Outputs of the channel are expressed as
Y1 = h11X1 + h21X2 + Z1 (3.3)
Y2 = h12X1 + h22X2 + Z2 (3.4)
where the channel coefficients are assumed to be globally known. Let us define
the following four variables:
SNR1 =
|h11|2P1
N1
SNR2 =
|h22|2P2
N2
(3.5)
INR1 =
|h21|2P2
N1
INR2 =
|h22|2P1
N2
(3.6)
where SNRi is the signal-to-noise ratio at receiver i, and INRi is interference-
to-noise ratio at receiver i, i ∈ {1, 2}. The channel can be fully expressed
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with power constraints (P1, P2), channel coefficients (h11, h21, h12, h22) and
noise powers (N1, N2). Such a channel can be transformed into equivalent (in
terms of capacity) standard form [25] with power constraints (P ′1, P
′
2), channel
coefficients (1, c21, c12, 1) and noise powers (1, 1) where
c21 =
√
N2
h22
√
N1
h21 c12 =
√
N1
h11
√
N2
h12 (3.7)
P ′1 =
|h11|2
N1
P1 P
′
2 =
|h22|2
N2
P2 (3.8)
Note that the new power constraints correspond to SNR’s at the receivers, i.e.
P ′1 = SNR1 and P
′
2 = SNR2.
In interference-free single transmitter-receiver pair communicating over a chan-
nel, a rate R is said to be achievable if a message index M ∈ {1, 2, · · · ,M}
can be transmitted using a codeword x = (x(1), x(2), · · ·x(n)) with arbitrarily
low probability of error in n, sufficiently large, transmissions over the channel
where the message alphabet size, M , is an integer greater than or equal to
enR. The maximum achievable rate is called capacity, C, of the channel. For
AWGN channel, the capacity is given by
C =
1
2
log
(
1 +
P
N
)
nats/s (3.9)
where P is the signal power and N is Gaussian noise power at the receiver.
Similarly for two-input-two-output channel, A rate pair (R1, R2) is achievable
if two messages M1 ∈ {1, 2, · · · ,M1} and M2 ∈ {1, 2, · · · ,M2} can be trans-
mitted using codewords x1 = (x
(1)
1 , x
(2)
1 , · · ·x(n)1 ) and x2 = (x(1)2 , x(2)2 , · · ·x(n)2 )
,respectively, with arbitrarily low error probability in sufficiently large n uses
of the channel where
Mi ≥ denRie (3.10)
A set of such achievable rate pairs forms the achievable rate region for the
channel under consideration. Achievable rate regions for general interference
CHAPTER 3. COGNITIVE RADIOS - INTERFERENCE CHANNELS 26
channel have been studied in [25]. The region was later extended in [26].
Special case of interference channel were also considered in [27], [13] and [12].
3.3 Orthogonal channel access
The two transmitters shown in Figure 3.4 can share the radio resource orthogo-
nally without interfering each other through FDMA (Frequency Division Mul-
tiple Access) and TDMA (Time Division Multiple Access). In these schemes
the two senders transmit their messages on different frequency bands or at
different instances of time so that the two messages do not interfere with each
other. The channel is assumed to be in standard form with power constraints
(P ′1, P
′
2), channel coefficients (1, c12, c21, 1) and additive Gaussian noise powers
(1, 1). Let the fraction of the frequency/time resource allocated to sender 1
be β, 0 ≤ β ≤ 1, and hence sender 2 uses (1 − β) of the resource. Since the
channel is interference free, the achievable rate region is defined by the set of
all rate pairs (R1, R2) obtained for all values of β, 0 ≤ β ≤ 1 and satisfying
the conditions:
R1 ≤ 1
2
β log
(
1 +
P ′1
β
)
= C1 (3.11)
R2 ≤ 1
2
(1− β) log
(
1 +
P ′2
1− β
)
= C2 (3.12)
The capacity region defined by the rate pair is also valid for interweave cog-
nitive radios.
3.4 General Gaussian interference channel
In this scenario, two sender-receiver pairs in Gaussian interference channel are
considered. Each pairs does not have information about other pair’s trans-
mitted codewords. However, joint design of codebooks is allowed. The power
constraints and channel coefficients are assumed to be known by both transmit-
ters. Carleial [25] has established the capacity region of such channel through
superposition coding. The transmitted codeword xi of user i is divided into xi0
and xi1 each generated independently from zero mean Gaussian distribution
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with variances (1− αi)P ′i and αiP ′i respectively. The rate Ri of transmitter i
is then the sum of rates Ri0 and Ri1 where Rij corresponds to codeword xij
decoded by receiver i. Received signals after n channel uses are expressed as
Y1 = X10 + X11 + c21X20 + c21X21 + Z1 (3.13)
Y2 = c12X10 + c12X11 + X20 + X21 + Z2 (3.14)
Carleial [25] suggested four different sequential decoding schemes, (AC), (AD),
(BC), & (BD), shown in Figure 3.5 where Y1 can be decoded by either (A)
or (C). Similarly, (C) and (D) are two possible decoders for Y2. From these
schemes, four achievable rate pairs can be found for some (α1, α2) ∈ [0, 1]2.
Each receiver has a set of maximum likelihood decoders. The rate constraint
X1
X2
Y1
Y2
+
+
Z1
Z2
c12
c21
X10
X11
X20
X21
X10 c21X20 X11
X10c21X20 X11A
R20 R10 R11
R10 R20 R11
c12X10X20
R20 R10
c12X10
R10
X20
R20
X22
R22
X22
R22
B
C
D
Figure 3.5: Sequential decoding schemes of Gaussian interference channel.
on a decoder make sure that it decodes the codeword with arbitrarily small
probability of error and input signal to succeeding decoders does not contain
interference from previously decoded codewords. Therefore, we will have three
constraints on each receiver. For example, the rate constraints scheme (AC)
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are given by
R10 ≤ 1
2
log [1 + (1− α1)P ′1/(1 + α1P ′1 + a21P ′2)] (3.15)
R20 ≤ 1
2
log [1 + a21(1− α2)P ′2/(1 + α1P ′1 + a21α2P ′2)] (3.16)
R11 ≤ 1
2
log [1 + α1P
′
1/(1 + a21α2P
′
2)] (3.17)
R20 ≤ 1
2
log [1 + (1− α2)P ′2/(1 + a12P ′1 + α2P ′2)] (3.18)
R10 ≤ 1
2
log [1 + a12(1− α1)P ′1/(1 + a12α1P ′1 + α2P ′2)] (3.19)
R22 ≤ 1
2
log [1 + α2P
′
2/(1 + a12α1P
′
1)] (3.20)
where aij = |cij|2. Constraints on achievable rate pairs (R1 = R10 + R11,
R2 = R20 +R21) are expressed by combining the above constraints as
R1 ≤ 1
2
min {log [1 + (1− α1)P ′1/(1 + α1P ′1 + a21P ′2)] ,
log [1 + a12(1− α1)P ′1/(1 + a12α1P ′1 + α2P ′2)]}+
log [1 + α1P
′
1/(1 + a21α2P
′
2)] (3.21)
R2 ≤ 1
2
min {log [1 + a21(1− α2)P ′2/(1 + α1P ′1 + a21α2P ′2)] ,
log [1 + (1− α2)P ′2/(1 + a12P ′1 + α2P ′2)]}+
log [1 + α2P
′
2/(1 + a12α1P
′
1)] (3.22)
Four such achievable rate pairs are obtained from receiver schemes, (AC),
(AD), (BC) & (BD) . The achievable rate region is bounded by the set of
achievable rate pairs for every (α1, α2) ∈ [0, 1]2. Carleial [25] also showed
that in strong interference scenarios where a12 ≥ 1 + P ′2 and a21 ≥ 1 + P ′1,
the achievable rate region coincides with capacity region of interference-free
channel:
R1 ≤ 1
2
log(1 + P ′1) R2 ≤
1
2
log(1 + P ′2) (3.23)
Carleial’s rate region was based on sequential superposition coding [26]. Han
and Kobayashi [26] have obtained relaxed rate region using simultaneous su-
perposition coding. The reader is referred to [26] for detailed explanation.
CHAPTER 3. COGNITIVE RADIOS - INTERFERENCE CHANNELS 29
Consequently, they have also established generalized form for the rate region
given in Equation (3.23) for all a12, a21 ≥ 1 bounded by the following con-
straints
R1 ≤ 1
2
log(1 + P ′1) (3.24)
R2 ≤ 1
2
log(1 + P ′2) (3.25)
R1 +R2 ≤ 1
2
min {log(1 + P ′1 + a12P ′2), log(1 + P ′2 + a12P ′1)} (3.26)
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Figure 3.6: Bounds for achievable rate regions for general Gaussian interference
channel: (a) P ′1 = P
′
2 = 6, a12 = a21 = 0.1, (b) P
′
1 = P
′
2 = 6, a12 = a21 = 0.55,
(c) P ′1 = P
′
2 = 6, a12 = a21 = 5 (d) P
′
1 = P
′
2 = 6, a12 = a21 = 7.
Figure 3.6 shows boundaries of achievable rate regions for different interfer-
ence levels. Han and Kobayashi’s achievable rate region (red line) subsumes
Carleial’s (blue line). As can be seen from Figure 3.6, capacity region of inter-
ference channels converges to that of interference-free channel (a12 = a21 = 0)
in very weak, (a), and very strong, (c) and (d), interference scenarios. The
latter is due to the fact that, a receiver can effectively decode the interference
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and subtract it from the received signal before decoding its own message. How-
ever, orthogonal channel access via FDMA or TDMA (shown with black dots)
can achieve higher rate than simultaneous superposition coding in moderate
interference power.
Chapter 4
Overlay Cognitive Radio
As seen in the previous chapter, orthogonal channel access is not necessarily
optimal in achieving channel capacity. Results from [25], [26] and [28] have
shown that non-orthogonal transmissions are optimal in most situations. For
example, in strong interference scenario, the receiver can effectively cancel
the interference through successive decoding. The interfering user’s data is
first decoded and estimate of the signal from this user is subtracted from the
received signal. Then, the other user’s data is decoded from the residual signal.
Overlay transmission is a non-orthogonal channel access techniques used in
cognitive radios. In overlay cognitive radio, both the primary and the cognitive
users transmit over the same frequency band simultaneously. The cognitive
transmitter operates within the coverage area of the primary transmitter, as
illustrated in Figure 4.1, under the constraint that it will not affect the primary
users. The cognitive transmitter is required to relay the primary signal (in ad-
dition to transmitting its own signal) to maintain the SNR requirement of the
primary receiver. It is usually assumed that the primary receiver is unaware
of existence of the cognitive transmitter. The primary receiver, therefore, does
not cooperate with the secondary system. Moreover, the primary transmitter’s
cooperation is very limited. The primary transmitter might, for example, pro-
vide the secondary transmitter with primary message before its transmission
such that the secondary transmitter can adapt its transmission accordingly.
31
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Primary 
transmitter
Secondary 
transmitter
Primary 
Receiver
Secondary 
Receiver
Figure 4.1: Concurrent operation of secondary system (cognitive) within the
coverage area of primary system.
In this chapter, we will build up theoretical analysis of cognitive radio chan-
nels. Mathematical models and achievable capacities for such channels are
studied. Later, some of limitations during practical implementation are dis-
cussed. Finally, the proposed overlay transmitter and receiver chosen based
on constraints by the implementation of the system is presented. Throughout
this chapter, the names, cognitive and secondary, are used interchangeably in
the context of secondary spectrum access via cognitive radio.
4.1 Overlay cognitive radio Gaussian channel
This is special class of Gaussian interference channel. In the simplest config-
uration having only one secondary user, it is a two-input-two-output interfer-
ence channel with asymmetric side information at the second transmitter as
depicted in Figure 4.2. Sender 2 (cognitive transmitter) has knowledge of pri-
mary transmitter’s message and can adapt its transmission accordingly. The
primary receiver is unaware of existence of the cognitive transmitter. On the
other hand, the cognitive (secondary) transmitter-receiver pair operate against
interference caused by the primary transmission to maximize transmission rate
while ensuring the primary receiver is not affected.
Consider a standard form cognitive Gaussian channel shown in Figure 4.2 with
power constraints (P ′p, P
′
s), channel coefficients (1, c21, c12, 1) and noise powers
(1, 1). Capacity of primary system in the absence of interference, c21 = 0, is
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Figure 4.2: A two-input-two-output Gaussian interference channel with the
second transmitter having non-causal messages of the primary.
given by
C1 =
1
2
log(1 + P ′p) (4.1)
Overlay cognitive radio operates under the constraint that primary system’s
capacity, C1, remains unaffected. The cognitive transmitter overlays its mes-
sage on top of the primary signal at carefully chosen power level that the
primary receiver can tolerate. For instance, the cognitive transmitter might
relay the primary transmission by allocating part of its power for the primary
signal. Let α be the fraction of cognitive transmitter’s power allocated to the
relayed primary signal. The transmitted signal at the cognitive transmitter is
expressed as
Xs = Xc +
√
αP ′s
P ′p
Xp (4.2)
where Xp is the primary signal relayed by the cognitive transmitter, Xc is
cognitive transmitter’s own signal. Xp andXs are assumed to be independently
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distributed random variables. Outputs of the channel are given by
Yp = Xp + c21
(
Xc +
√
αP ′s/P ′pXp
)
+ Zp
=
[
1 + c21
√
αP ′s/P ′p
]
Xp + c21Xc + Zp (4.3)
Ys = Xc +
√
αP ′s/P ′pXp + c12Xp + Zs
= Xc +
[
c12 +
√
αP ′s/P ′p
]
Xp + Zs (4.4)
When channel coefficients are positive and real, the primary signals received
from the primary transmitter and the one relayed by the secondary trans-
mitter are added coherently at the receiver. This also holds when the sec-
ondary transmitter has perfect knowledge of the channel coefficients. There-
fore, the received primary signal power at the primary receiver becomes (
√
P ′p+
|c21|
√
αP ′s)
2, and interference power at the primary receiver is |c21|2(1−α)P ′s.
Assuming cognitive transmitter’s signal, Xc, appears Gaussian to the primary
receiver, capacity of the primary system takes the form
R1(α) =
1
2
log
(
1 +
(
√
P ′p + |c21|
√
αP ′s)
2
1 + |c21|2(1− α)P ′s
)
(4.5)
where the value of α is chosen to meet the capacity requirement of primary
system given in Equation (4.1). Hence
α∗ =
√P ′p
(√
1 + |c21|2Ps(1 + P ′p)− 1
)
|c21|
√
P ′s(1 + P ′p)
2 (4.6)
4.2 Achievable capacity
Due to availability of side-information at the cognitive transmitter, the achiev-
able rate region subsumes that of general interference channel obtained in
[26]. Achievable capacity of cognitive radio channel has been studied in [28].
Costa [28] has shown that dirty-paper coding can achieve a rate equivalent
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to interference-free capacity. In this setting, the primary signal is treated as
non-causally known Gaussian interference, S, to the cognitive transmitter as
depicted in Figure 4.3. The received signal by the cognitive user is expressed
as
Y = X + S + Z (4.7)
where X is transmitted signal by the cognitive transmitter, and Z is additive
Gaussian noise.
+
Z  ~N  (0, N)
S  ~N  (0, Q)
XUW Y
Encoder
Figure 4.3: Dirty-paper coding with additive Gaussian noise and Gaussian dis-
tributed interference, S, known by the transmitter. Power of the transmitted
signal, X = U − αS, is constrained by (1/n)∑ni=1X2i ≤ P .
For each message W ∈ {1, 2, · · · ,W} to be transmitted in n sample times,
the encoder chooses an auxiliary codeword u ∈ U such that the transmitted
codeword x = u−αs is nearly orthogonal to the interference s. The codebook
U is known by both the transmitter and the receiver. The rate is maximized
when α = P/(P +N). As n→∞, the rate converges to
Rmax =
1
2
log(1 + P/N) (4.8)
Devroye et al. [13] obtained achievable rate region for cognitive radio channels
via superposition coding scheme used in [26] except that the second trans-
mitter performs dirty-paper coding [28] on each sub-codeword. Transmitted
codeword by the primary transmitter x1 is divided into x10 and x11 each gen-
erated independently from zero mean Gaussian distribution with variances
(1 − µ1)P1 and µ1P1 respectively. On the other hand, codewords of the cog-
nitive transmitter, x20 ∼ N (0, (1 − µ2)P2) and x21 ∼ N (0, µ2P2) are formed
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using Costa’s dirty-paper coding [28].
x20 = u1 − α0x1 (4.9)
x21 = u2 − α1x1 (4.10)
The achievable rate region is defined by set of constraints on rates, {R11, R12,
R21, R22}, derived by following similar procedure used in [26]. The reader is
referred to [13] for derivation of rate constraints.
It is often assumed that the primary system’s operation should be independent
of other cognitive users. In general, the following constraints are considered
in an overlay cognitive radio channel.
 The primary receiver uses single user decoder and is assumed to be un-
aware of existence of the cognitive transmitter.
 The secondary transmitter has to allocate fraction, α∗, of its power to
relay the primary signal such that the primary receiver sees the same
SNR in the presence of the secondary transmitter as in its absence.
 The cognitive transmitter can only acquire messages of the primary
transmitter and no joint codebook design is allowed.
Under these constraints, the rate for the primary transmitter is given by
R1(α
∗) =
1
2
log(1 + P ′p) (4.11)
On the other hand, rate of the cognitive transmitter is maximized through
dirty-paper coding provided that the cognitive transmitter has knowledge of
the channel coefficients.
R2(α
∗) =
1
2
log (1 + (1− α∗)P ′s) (4.12)
It has been shown in [12] that the rate R2(α
∗) is capacity of a cognitive radio
channel without the second constraint when the interference is low, c21 ≤ 1.
In additive Gaussian noise, interference-free capacity has been found to be
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achievable for general non-causally known interference [29].
Costa’s result [28] was based on the assumption that the transmitter knows the
whole interference sequence at beginning of transmission. Another setting is
the case where the transmitter cannot access future signals to be transmitted
by the primary transmitter. On ith use of the channel, the transmitter knows
interference signals, s1, s2, · · · , si only. Capacity of causally known dirty-tap
channel [30] was studied by Shannon [31]. For any noise Z, E{Z2} = N and
causally known general interference, closed form expression for lower-bound of
the capacity has been derived in [30] to be
Ccausal ≥ 1
2
log(1 + P/N)− 1
2
log
2pie
12
(4.13)
Ccausal ≥ 1
2
log(1 + P/N)− 0.1765 (4.14)
For causally known Gaussian interference S, E{S2} = Q, Willems [32] was the
first to propose a coding scheme based on scalar quantization. In his coding
scheme, the transmitter uses fraction of its power to ’concentrate’ the inter-
ference to one of points in equally spaced lattice {· · · ,−2A,−A, 0, A, 2A, · · · }
such that the decoder can identify the interference when A2 >> N where N is
the Gaussian noise power. By incorporating a random dither at the encoder,
the received signal could be made independent of the interference distribution
[30]. The drawback of this scheme is that the transmitter loses fraction of its
power, ≈ A2/12 when A2 << Q, to quantize the interference. Realization
of dirty-paper coding through multidimensional lattice quantization has been
given in [29].
4.3 Practical considerations
Unlike MIMO broadcast systems, primary and secondary transmitters of cog-
nitive radio cannot jointly design their codes. Therefore, the secondary system
alone should be designed to effectively communicate under the primary sys-
tem’s interference. When the secondary transmitter can acquire the primary
message, interference avoidance or mitigation techniques can be applied based
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on this side information during transmission. This helps the secondary receiver
easily decode the message. On the other hand, when such prior information
is unavailable, the secondary system’s performance relies on the receiver. If
the interference is very strong, the receiver may, for example, estimate the
interference and subtract it from the received signal.
Dirty-paper coding proposed for transmitter side precoding assumes that the
channel coefficients are known by the transmitter. This is in practice difficult
due to the fact that the secondary receiver has to estimate channel gains from
the primary and the secondary transmitters separately and send the feedback.
Moreover, practical implementation of near-capacity coding schemes require
joint design of source and channel codes. In this thesis, we focus on practical
implementation of the physical layer. Complex channel coding schemes are
beyond the scope of this thesis. Moreover, the SNR constraint on the primary
signal ensures that the the primary signal is strong enough to be decoded by
the secondary receiver with low probability of error. Therefore, in such high-
interference situation, a simple sequential decoding by the secondary receiver
achieves acceptable performance which is close to interference-free scenario.
In the following sections, we present transmitter and receiver implementation
based on sequential decoding strategy.
Primary system characteristics
We consider the DVB transmitter as a primary user. Each of the transmitted
OFDM symbols carry one MPEG-2 transport stream packets. Two types of
reference pilots for channel estimation are transmitted over a set of OFDM
carriers. Location of first set of pilot signals, called continual pilots, is fixed
while scattered pilots change their location from symbol to symbol as shown
in Figure 4.4. The receiver uses both pilots to estimate the channel. When
there is overlay transmission on these carriers, the receiver’s equalizer suffers
from interference caused by secondary transmission. Moreover, the secondary
receiver cannot easily extract the secondary signal due to channel estimation
errors. To study the effect of secondary transmission on pilot carriers, we will
consider two types of overlay cognitive radios.
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Figure 4.4: Illustration of DVB signal pilot structure. Unlike scattered pilots,
continual pilots have fixed locations.
Orthogonal pilots
In this scenario, the secondary transmission is orthogonal to the primary pilot
carriers. For ease of implementation, the secondary system skips only contin-
ual pilots since scattered pilots change their locations dynamically, and this
causes additional complexity on the secondary receiver. We take an OFDM
based WLAN-type secondary transmitter as a candidate for orthogonal pilot
overlay scheme shown in Figure 4.5. In this transmitter, a MAC layer packet
is transmitted over a number of successive OFDM symbols. Transmissions
are initiated at any time in discontinuous fashion. A known pilot sequence,
preamble, is transmitted at the beginning each transmission. The preamble is
used for synchronization and channel estimation. The secondary transmission
is made in such a way that in all OFDM symbols including the preamble, no
transmission occurs on of the primary transmitter’s continual pilot carriers.
Non-orthogonal pilots
In non-orthogonal overlay transmission, the secondary transmitter uses all car-
riers. On one hand, this approach allows for usage of more resources unlike
orthogonal transmissions. On the other hand, however, it becomes difficult for
the secondary receiver to estimate channels of the primary and the secondary
signals separately. Therefore, the secondary receiver’s performance might be
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Figure 4.5: Proposed WLAN-type frame structure for orthogonal pilot overlay
cognitive radio.
severely degraded.
An LTE-type transmitter is proposed for non-orthogonal pilot type of overlay
transmission. Figure 4.6 shows LTE-type frame structure. LTE physical layer
frame is divided into subframes each of which contains 14 OFDM symbols.
Pilot signals which are used for channel estimation are transmitted on defined
set of carriers. According to the LTE physical layer specification [16], these
pilots are distributed in time and frequency, and hence their location varies
from one OFDM symbol to another. Therefore, they overlap with primary
pilot signals. Since the secondary receiver relies on these pilots, they cannot
be suppressed to enable orthogonal pilot transmission. Due to this fact, it is
reasonable to consider non-orthogonal pilot scheme for such secondary system.
4.4 Overlay transmitter
The proposed cognitive transmitter superimposes the primary and the sec-
ondary signals as depicted in Figure 4.7. The overlay operation adds the two
symbols, Xp and Xc, which are scaled by factors chosen to divide the trans-
mitter’s power. The transmitter allocates fraction of its power, α∗Ps, for the
primary message, and the rest (1− α∗)Ps for its own message, and hence the
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Figure 4.6: LTE-type frame structure with synchronization symbols and ref-
erence pilots.
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Figure 4.7: Overlay transmitter design where Wp is the primary message en-
coded to Xp, and Ws is the secondary message encoded to Xc. The scaling
factors, g and G, are calculated based on the power constraints, Pp and Ps,
and relaying fraction, α∗, obtained in Equation (4.6).
transmitted signal is expressed as
Xs = Xc +
√
α∗Ps
Pp
Xp (4.15)
The relaying fraction, α∗, given in Equation (4.6) is for a standard-form chan-
nel. To simplify expressions, we will consider non-standard form channel in
remaining parts of this text. Let the channel have power constraints (Pp,
Ps), channel coefficients (h11, h21, h12, h22) and noise powers (Np, Ns). The
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corresponding relaying fraction, λ∗, is expressed as
λ∗ =
 |h11|√Pp
[√
N2p + Ps (Np + |h11|2Pp)−Np
]
|h21|2
√
Ps (Np + |h11|2Pp)
2 (4.16)
The optimal scaling factor, g, in Figure 4.7 can be derived from Equation
(4.15), and it is given by
g =
√
Pp/λ∗Ps (4.17)
4.5 Overlay receiver
The overlay receiver relies on the condition that the primary signal is strong
enough (compared to secondary signal and noise powers) such that it can be
decoded with very low probability of error. The receiver decodes the secondary
message in a two-step process as shown in Figure 4.8. First the primary signal,
Xˆp, is estimated and subtracted from the equalized signal, Yc. Then another
detector is used to estimate the secondary signal.
Demapper 1
Xs
Wp
Σ 
Demapper 2 Ws
OFDM Demapper 
Antenna
Detector 1
Detector 2
Equalizer 1
^
Y
YR
Yc
Equalizer 2
Xp
^
+
-
Ys
Figure 4.8: Sequential decoding of secondary message. The equalizer estimates
the channel using pilots of the primary signal.
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The received signal, Y , is written as
Y =
[
h12 + h22
√
λ∗Ps/Pp
]
Xp + h22Xc + Zs (4.18)
= HpXp + h22Xc + Zs (4.19)
where the channel coefficient of the primary signal, Hp, is given by
Hp = h12 + h22
√
λ∗Ps/Pp (4.20)
In order to detect transmitted signal, the receiver has to know amplitude and
phase distortion caused by the channel. In OFDM signal, the channel fre-
quency response on each subcarrier is represented by complex number. In
many OFDM based systems, globally known pilot signals are transmitted on a
set of subcarriers in order to aid channel estimation. The channel coefficients
on adjacent data subcarriers are computed by interpolating estimates from
pilots. Accuracy of channel estimates improves when more pilots are inserted;
however, this leads to loss of capacity due to extra signalling overhead.
Channel equalization compensates for distortion due to the channel by multi-
plying the received signal with equalization coefficient, β. The equalized signal
takes the form
Yc = βY (4.21)
= βHpXp + βh22Xc + βZs (4.22)
A well known equalizer is the minimum mean-square error (MMSE) algorithm.
MMSE equalizing coefficient is chosen such that the mean-square error (MSE)
given in Equation (4.23) is minimized.
E
{
βY −Xp2
}
(4.23)
Assuming that data symbols, Xp, are statistically independent with zero-mean
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and power, Pp, the MMSE coefficient becomes [3]
βMMSE =
H∗p
|Hp|2 +Ns/Pp (4.24)
One of the drawbacks of MMSE equalizer is that it requires knowledge of
SNR at the receiver. Moreover, the channel distortion is not removed com-
pletely. An alternative approach is the Zero-Forcing (ZF) equalizer which tries
to completely compensate for the channel. The ZF equalizing coefficient, βZF ,
is inverse of the channel coefficient:
βZF =
1
Hp
(4.25)
In pilot-based channel estimation, the channel coefficients on pilot carriers are
first computed. The simplest approach to calculate these channel coefficients
is to divide the received signal by the known pilot symbol value.
In orthogonal pilot overlay scheme, the secondary user does not transmit its
own data on subcarriers allocated for primary transmitter’s pilots, rather it
simply relays the primary signal with fraction of its power. The received signal
on these pilot locations contains only the primary signal and additive Gaussian
noise. It is expressed as
Y p =
[
h12 + h22
√
λ∗Ps/Pp
]
Xp + Zs (4.26)
= HpXp + Zs (4.27)
Estimate of the channel coefficient becomes
H˜p =
Y p
Xp
(4.28)
= Hp +
Zs
Xp
(4.29)
When the SNR is strong, effect of the latter term in Equation (4.28) can be
neglected. Therefore, sufficiently close channel estimate can be easily obtained.
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On the other hand, in non-orthogonal pilot overlay scheme, the situation is
different. In this case, the received signal also contains the secondary trans-
mitter’s own signal. The received signal on primary pilot carriers is similar
to the one given in Equation 4.18. The instantaneous channel estimate on a
given pilot carrier would look like
H˜p =
Y
Xp
(4.30)
= Hp +
h22Xc
Xp
+
Zs
Xp
(4.31)
Even though the secondary signal, Xc, is weaker than the primary signal, Xp,
its effect on the channel estimate cannot be ignored. Moreover, equalizing
the channel with this estimate discriminates the secondary signal, Xc, on the
residual output of the equalizer which is needed to decode the secondary sig-
nal. To overcome this problem, the channel estimates, H˜p, are filtered using a
1-tap low-pass filter.
Let H˜ ip be the channel estimate on a given subcarrier of the i
th OFDM symbol.
The corresponding filtered channel estimate during ith OFDM symbol is
Hˆ ip = ρHˆ
i−1
p + (1− ρ)H˜ ip, 0 ≤ ρ ≤ 1 (4.32)
There is a trade-off between channel tracking capability and elimination of
effect of the secondary signal, Xc, on the channel estimate. When the channel
forgetting factor, ρ, is increased, the channel coefficient estimate becomes less
sensitive to the secondary signal, Xc, though it leads to poor channel estimate
in fast fading environment.
Since pilots are scattered in time and frequency domains, channel responses on
other subcarriers should be estimated based on channel estimates of adjacent
pilots. One way to do this is by applying two-dimensional interpolation. The
popular technique is Wiener filter whose coefficients are computed based on
MMSE criterion.
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The drawback of two-dimensional filtering is complexity due to computations
involving large matrices. An alternative approach is cascaded one-dimensional
interpolation. Channel estimates for subcarriers of an OFDM symbol are first
obtained from frequency-domain interpolation. Then time-domain interpola-
tion is applied for successive OFDM symbols. The order of time and frequency
domain interpolations can be interchanged. These interpolators can be imple-
mented using one-dimensional Wiener filter which is optimal in MMSE sense.
However, the filter coefficients are dependent on channel statistics and noise
variance [3]. Moreover, the time-domain filter introduces additional delay
since all OFDM symbols in a block should be received in order to extract
pilots required for computation of filter coefficients. In frequency-domain, a
Least Squares (LS) based interpolation can be used to fully exploit channel
estimates of all pilots in the OFDM symbol. On the other hand, time-domain
piecewise polynomial interpolation based on few taps minimizes filtering de-
lay while providing acceptable performance. Figure 4.9 illustrates possible
time-domain filter implementations.
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4.2.5.2 Cascaded 1D polynomial-based interpolators
The concept of piecewise polynomial interpolation is extensive y covered
in the digital signal processing literature [28, 136]. One f the main con-
clusion is that excell nt interpolators can b implement d with a small
number of taps, say either two or three. The limited amount of complexity
associated with polynomial-based filters makes them particularly attractive
in a number of applications. In the ensuing discussion, they are applied to
OFDM systems in order to find practical schemes for interpolating channel
estimates in both the time- and frequency-domains [132].
For illustration purposes, we concentrate on the DAB pilot arrangement
of Fig. 4.3 (b) and observe that, for any given pilot-bearing subcarrier with
index n′ ∈ Pf = {0, 3, 6, . . .}, two neighboring pilots are separated in the
time direction by three OFDM blocks. In other words, if a pilot is present
on the n′th subcarrier of the i′th block, the next pilot on the same subcarrier
will not be available until reception of the (i′ + 4)th block.
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Fig. 4.6 Time-domain interpolation by means of (a) zero-order and (b) first-order poly-
nomial filters.
The simplest form of piecewise polynomial interpolation is represented
by the zero-order hold filter. When applied in the time direction over the
n′th subcarrier, this filter receives a channel estimate H˜i′(n′) and keeps it
Figure 4.9: Time-domain interpolation using (a) zero-order and (b) first-order
polynomial filters [3].
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Output of the first equalizer in Figure 4.8, (Equalizer 1 ), can be expressed as
Yc = (1− p)Xp + βh22Xc + βZs (4.33)
where p accounts for channel estimation error for the primary signal.
p = 1− Hp
Hˆp
(4.34)
Input to the second equalizer is the residual signal, YR, which is obtained after
the quantized primary signal, Xˆp, is subtracted from the equalizer output.
YR = βh22Xc + δ + βZs, δ = (1− p)Xp − Xˆp (4.35)
The channel coefficient seen by Equalizer 2, βh22, is estimated from secondary
pilots. Output of Equalizer 2 is given by
Ys = (1− s)Xc + δ
βhˆ22
+
1
hˆ22
Zs (4.36)
where the channel estimation error, s, for the secondary signal is
s = 1− h22
hˆ22
(4.37)
Finally, the secondary signal estimate, Xˆc, is obtained by quantizing the equal-
ized signal to one of the constellation points in the modulation alphabet.
Chapter 5
Implementation
In this chapter practical implementations of overlay cognitive radios in two dif-
ferent OFDM based physical layers, WLAN-type (IEEE802.11g/n) and LTE-
type, are presented. The systems are implemented on GNU Radio [11] plat-
form discussed in section 5.1.1. This platform allows implementation of cog-
nitive radios in software making it easily and dynamically reconfigurable.
5.1 Implementation platform
Cognitive radios are implemented by SDR (Software Defined Radio) technol-
ogy. The main idea behind SDR is a move towards replacing functionalities
of hardware components by software. Even though the degree to which parts
of the radio are implemented by software programs varies, a SDR, in general,
has two parts: software running on host machines and RF hardware attached
to antenna as shown in Figure 5.1.
RF front end ADC/DAC
Hardware Software running on host machine
Antenna
Figure 5.1: Software define radio.
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5.1.1 GNU Radio and USRP
GNU Radio [11] is an open-source platform for developing SDRs. It has a set
of signal processing libraries (called blocks) that are written in C++. Software
radio applications are implemented by building a flow graph either in C++
or Python where nodes are signal processing blocks and branches represent
the data stream. The software handles the baseband signal processing tasks
related to the physical layer. Upper layer protocols can be implemented by
creating necessary interfaces, usually known as service access points in net-
working technology terms.
The software is used with external hardware which is connected to the antenna
and handles RF signal processing and ADC/DAC (Analog-to-Digital Conver-
sion / Digital-to-Analog Conversion). The most common hardware platform
used with GNU Radio is the the Universal Software Radio Peripheral (USRP)
[33]. GNU Radio transmits/receives digital baseband data stream to/from
the USRP using a Universal Hardware Driver (UHD) [34] through computer’s
USB (Universal Serial Bus) or Gigabit Ethernet interface.
The main functionalities of USRP are conversion between baseband and RF,
filtering, analog to digital conversion (during reception), pulse shaping and
digital to analog conversion (during transmission). The USRP has a mother-
board containing FPGA (Field Programmable Gate Array) chip, ADC’s and
DAC’s. The motherboard can be connected to various types of RF cards
(daughterboards) that support different frequency bands such as GSM 900 and
1800, 2.4 GHz and 5 GHz ISM bands. Figure 5.2 shows interfaces of GNU
radio with upper layers and the USRP hardware.
5.2 WLAN-type overlay transmitter
The WLAN-type overlay transmitter shown in Figure 5.3 implements the
orthogonal-pilot scheme as presented in Section 4.3. Upper part of the trans-
mitter is responsible for generation of relayed DVB signal. Inputs to the DVB
transmitter are encoded message bytes. Secondary message is encoded and
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Figure 5.2: Interaction among USRP hardware, GNU Radio and upper layers.
mapped to carriers by the lower half of the transmitter. The transmitter’s
power is partly allocated for the primary signal at chosen proportion. After
all stages of various signal processing, the physical layer sends complex base-
band time-domain samples to the USRP.
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Buffer
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Figure 5.3: WLAN-type OFDM transmitter implementation using GNU Radio
platform.
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5.2.1 Packet encoder and scrambler
It receives packets (stream of bytes) from upper layer. The packet is then
appends with CRC (Cyclic Redundancy Check) bits. The encoded packet
is then scrambled with random sequence known to both the transmitter and
the receiver. Packet header that contains information about scrambling and
packet length is appended at beginning of the packet. Finally, encoded and
scrambled bits are passed to the OFDM mapper.
5.2.2 OFDM mapper
Depending on type of modulation chosen, encoded sequence of bits is divided
into groups of bits where each group corresponds to a constellation point in
the modulation alphabet. Groups of bits are converted to modulated symbols
(complex samples). Frequency-domain OFDM symbol is created as vector of
complex samples. Zeros are padded on either sides of the vector as the FFT
length is typically made to be larger than signal bandwidth. When NU subcar-
riers are occupied in an OFDM symbol of length NFFT ≥ NU , NU modulated
symbols are mapped to one OFDM symbol.
The DVB OFDM mapper assigns modulated symbols and reference pilot to
sets of carriers according to the specification [1]. One OFDM symbol is pro-
duced per input packet. On the other hand, the number of OFDM symbols
produced by WLAN OFDM mapper depends on the packet size and modu-
lation. This mapper does not use carriers reserved for continual pilots of the
DVB signal.
5.2.3 Insert preamble
The frame length in the WLAN-type physical layer varies according to the
packet length. Each packet is transmitted independently, hence the receiver
must be able to detect individual packets. Preambles are appended at the
beginning of each packet to aid synchronization at the receiver.
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5.2.4 IFFT
This block transforms frequency-domain OFDM symbol to time-domain coun-
terpart through DFT (Discrete-time Fourier Transform).
5.2.5 Cyclic prefix adder
The cyclic prefix is added to avoid ISI (Inter-Symbol-Interference) caused by
multipath propagation. A cyclic prefix of length n is added to each OFDM
symbol by appending the last n samples to the beginning of the symbol.
5.2.6 Gain
Baseband samples are scaled by desired constant to control transmitted signal
power.
5.2.7 USRP
The USRP is responsible for converting discrete samples into continuous analog
signal and translating the baseband signal to transmission carrier frequency.
5.3 WLAN-type overlay receiver
Decoding of secondary message is a two-step process as shown in Figure 5.4.
Since the primary signal is stronger than the secondary, the receiver decodes
the primary message first. Then, the primary signal samples are reconstructed.
These estimates are subtracted from received signal. The residual signal con-
tains secondary signal, noise and interference from the primary caused by
estimation error. The secondary message is then decoded from the residual
signal in a similar fashion as done to decode the primary message.
5.3.1 USRP
The USRP transforms the signal of interest at a given carrier frequency into
baseband signal.
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Figure 5.4: GNU Radio implementation of WLAN-type overlay receiver.
5.3.2 Channel filter
Since only a subset of subcarriers in the OFDM symbol are used, higher fre-
quency part of received baseband signal from the USRP is eliminated by a
low-pass channel filter before applying further signal processing.
5.3.3 Synchronizer
This is the fundamental part of the receiver. The receiver has to know trans-
mission time instant of every packet. Every transmitted OFDM symbol is
appended with cyclically extended samples. The receiver uses this informa-
tion to apply autocorrelation for detection of symbols, and hence packets.
Moreover, by estimating the phase offset between cyclic prefix samples, carrier
frequency offset between transmitter and receiver is estimated. Only frac-
tional part of the frequency offset less than subcarrier spacing can be detected
by the synchronizer. Remaining, if any, part of the frequency offset which
is in the order of integral multiple of subcarrier spacing is estimated by the
DVB Equalizer block discussed in Section 5.3.6. The synchronizer has internal
numerically-controlled oscillator that compensates for the fractional frequency
offset.
5.3.4 Sampler
The sampler picks one OFDM symbol (a vector of length equal to FFT length)
from stream of samples at a time. Timing information is received from the
synchronizer. Cyclic prefix samples are removed at this stage. Under per-
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fect synchronization, OFDM samples can be obtained by removing the first
n (cyclic prefix length) samples leaving next N samples corresponding to an
OFDM symbol. However, if the symbol timing shifted even by one sample
into the symbol, ISI occurs. Therefore, the sampler is designed to be flexible
in such a way that it can be configured to start sampling at the middle (or
any other position) of the cyclic prefix. The sampler automatically cyclically
shifts the samples in order to avoid carrier phase rotation.
5.3.5 FFT
This block performs standard DFT (Discrete-time Fourier Transform) on each
OFDM symbol.
5.3.6 DVB equalizer
This block is responsible for IFO (Integer Frequency Offset) compensation
and channel equalization. IFO, if any, is detected by correlating received
signal with pre-generated continual pilot symbols. Then phase rotation due
to sampling offset is compensated. Finally, the received symbols are equalized
by channel estimates using pilot signals.
5.3.7 DVB demodulator
Equalized complex symbols are quantized to constellation points in the mod-
ulation alphabet used by the DVB transmitter. Then packets formed from
demodulated symbols are passed to the upper layer via output buffer. The de-
modulator also outputs residual signal (after quantized symbols are subtracted
from received signal) to the second stage of decoding.
5.3.8 Frame acquisition
This block basically performs two task. First, it detects the preambles by cor-
relating each OFDM symbol with pre-generated preamble sequence. Second,
it estimates the channel from preambles and equalizes OFDM symbols of a
packet following the preamble.
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5.3.9 WLAN demodulator
Complex secondary symbols are demodulated into bits. Packet length and
information about scrambling are extracted from the first set of bits that
belong to the packet header. The demodulator accumulates as many bytes as
the encoded packet length and passes them to the decoder.
5.3.10 Message decoder and descrambler
Received byte streams are descrambled and decoded. Decoded message and
CRC test (whether the packet is correctly received or not) are passed to the
upper layer via a message queue.
5.4 LTE-type overlay transmitter
The LTE physical layer was implemented based on specifications in [16] and
[35]. These specifications define transmitter characteristics only. There is no
unique algorithm for receiver implementation rather it is vendor specific even
though one can understand the basic requirements for the receiver to reliably
communicate with the transmitter. In our receiver implementation, we will
use most commonly known algorithms.
The LTE overlay transmitter operation is similar to that of WLAN-type phys-
ical layer discussed in Section 5.2. Figure 5.5 shown the implementation archi-
tecture. The secondary transmitter (LTE) contains layer mapping and precod-
ing functionalities for MIMO (Multiple Input Multiple Output) applications.
Since the overlay system assumes SISO (Single Input Single Output) config-
uration, the two blocks can be bypassed. Since single antenna port is used,
no diversity and multiplexing functions are needed. Resource blocks can be
scheduled every subframe though lengths of transmitted codewords on LTE
transmitter can span multiple subframes provided that packet length is known
by the receiver.
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Figure 5.5: GNU Radio implementation of LTE DL overlay transmitter.
5.4.1 Scrambler
Input codeword bits are scrambled by a random sequence generated in sys-
tematic way. The receiver extracts scrambling information during initial syn-
chronization. Outputs of the scrambler are packed bits. n bits are packed into
one symbol when the modulation has 2n alphabets.
5.4.2 Modulation mapper
This block maps each packet bit (symbol) into a constellation point (complex
number) in the modulation alphabet.
5.4.3 Layer mapper
This block operates in conjunction with the precoder. It takes one or two
streams of complex symbols where each stream corresponds on a codeword, and
then maps them into one or more layers. The number of layers is determined
by number of codewords and type of antenna configuration: single antenna
port (default), transmit diversity, or spatial multiplexing. In single antenna
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port configuration, the layer mapper directly maps its inputs to the output
port.
5.4.4 Precoder
This block is responsible for encoding of layers by codewords specified for LTE
Downlink transmission [16]. Outputs of the precoder are m parallel streams
where m is the number of antenna ports.
5.4.5 Resource element mapper
In LTE resources are divided into resource blocks. A resource block corre-
sponds to 12 subcarriers used over one time slot. A single subcarriers is called
resource element. Resource blocks are scheduled dynamically so that different
sets of resource elements can be used for transmission at different instances of
time. The resource element mapper block maps precoded symbol on subcar-
riers belonging to scheduled resource blocks. Pilot symbols that aid channel
estimation are also inserted at known locations in each resource block. One
frequency-domain OFDM symbol is produced as output at a time.
5.4.6 Insert reference signals
This block inserts primary and secondary synchronization sequences in every
frame. Unlike the WLAN-type physical layer, LTE frame is divided in fixed
time slots and synchronization signal are transmitted at constant interval of
time.
5.4.7 IFFT
It performs IDFT to each OFDM symbol.
Cyclic prefix adder
It adds cyclic prefix to each OFDM symbol. Normal cyclic prefix configuration
defined in [16] is used.
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5.4.8 USRP
Stream of complex baseband samples are converted into continuous analog
waveform and transmitted at a given carrier frequency.
5.5 LTE overlay receiver
The receiver shares the same DVB detector as WLAN-type receiver discussed
in Section 5.3. Sequential decoding of the secondary message is also done in
a similar fashion. The LTE detector uses only on antenna port as shown in
Figure 5.6. .
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Figure 5.6: GNU Radio implementation of LTE-type overlay receiver.
5.5.1 FD-sync
In LTE there 504 unique cell-identities which are grouped into 168 groups each
containing 3 cell identities [16]. The first synchronization sequence identifies
one cell identity in a group. The second synchronization sequence is generated
by parameters which are unique to a physical cell identity group. Hence a cell
(and hence its associated parameters) can be identified among 504 cells. The
FD-sync block performs frequency-domain synchronization. By correlating
received synchronization symbols with pre-generated primary and secondary
synchronization sequences.
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5.5.2 Equalizer
Cell-specific and UE-specific reference signals are interleaved in time and fre-
quency with data symbols. The equalizer tracks channel variation using these
pilot signals. When multiple antenna ports are used, diversity combining or
MIMO reception algorithms can be used. In this overlay transmission, these
features are not used as a single antenna port is assumed in transmission.
5.5.3 LTE demodulator
Complex symbols transmitted on scheduled resource blocks are demodulated
into bits. The demodulator descrambles every demodulated bit on the fly.
Packet length information is extracted from the first set of bits that belong
to the packet header. The demodulator accumulates as many bytes as the
encoded packet length and passes them to the decoder. In the default configu-
ration, the demodulator assumes that a packet fits within a subframe. On the
other hand, if the packet length is explicitly defined, a packet can span multi-
ple subframes. The block can be dynamically reconfigured in every subframe
when new set of resource blocks are assigned to the user.
5.5.4 Message decoder
Received packets are decoded and passed to the upper layer together with
CRC test result (whether the packet is correctly received or not) via a message
queue.
Chapter 6
Results and Discussion
This chapter discusses performance measurement results of physical layer im-
plementations of the two overlay cognitive radio schemes whose implementa-
tion was presented in the previous chapter. BER (Bit-Error-Rate) of primary
and secondary transmissions in different SNR levels are shown for a set of
modulation types.
6.1 Hardware characteristics
As described in previous chapter, the USRP hardware is used as RF front-end.
This device supports a variety of daughterboards which should be mounted
on its motherboard. Daugherboards are responsible for the final RF tuning of
signals transmitted/received to/from the antenna. Different daughterboards
support different range of frequencies. Table 6.1 shows characteristics of spe-
cific hardware components used in the measurement.
6.2 Measurement setup
Due to spectrum license issues, the system was tested in the ISM-band at 2.4
GHz carrier frequency. CRC bits are appended to every transmitted packet,
and no error-correcting channel codes are used. The receiver computes the
BER by comparing received bit stream with local copy of transmitted mes-
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Model USRP N200
Input channel 1 I-Q pair
USRP Box Output channel 1 I-Q pair
Sample rate 100M Samples/s
Input resolution 14 bits
Output resolution 16 bits
SFDR1 80+ dB
Maximum bandwidth 25 MHz
Model SBX
Daughterboard Frequency range 400 MHz - 4.4 GHz
Transmit power 30 - 100 mW typical
Noise Figure 6-8 dB
Table 6.1: RF characteristics of hardware used during measurement.
sage. To avoid processing overhead on the host machine, a ”2K mode” DVB
signal was transmitted at nearly 2 MHz bandwidth (with sample rate of 2.083
MSamples/second).
In normal operation, the primary message would be transmitted by both the
primary and the secondary transmitters where the later transmits its own
message signal in addition to the relayed primary signal. To simplify measure-
ments, either of primary and secondary signals were transmitted from only
one transmitter. This corresponds to the case where the primary signal power
relayed by the secondary transmitter is either very weak or very strong com-
pared to the primary transmitter’s power.
One way to control the SNR is to vary the transmission power through ampli-
fier gain of the USRP. However, due to non-linearity of the RF front-end and
in order to use full range of the DAC, the transmission power was kept con-
stant. A controlled complex Gaussian noise was injected to the primary signal
before it reaches the transmission antenna. Variance of the added noise was
used to compute SNR. The computed SNR is upper limit of the received SNR
as the former does not account for receiver’s thermal noise. Since the signal
power is made relatively high, effect of receiver’s noise is negligible compared
to the added noise at the transmitter. This is true especially in low SNR values.
Received signal at the secondary receiver is expressed as
Y = h12 (X1 + ZT ) + h22X2 + Z2 (6.1)
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where X1 is the primary signal, X2 is the secondary signal, ZT is added noise,
Z2 is receiver’s thermal noise, and hi2, i ∈ {1, 2} is channel gain from transmit-
ter i to the secondary receiver. Assuming E{|Z2|2} << E{|h12ZT |2}, primary
and secondary SNR values are given by
SNR1 ≈ E{X
2
1}
E{Z2T}
=
P1
NT
(6.2)
SNR2 ≈ |h22|
2E{X22}
|h12|2E{Z2T}
=
|h22|2P2
|h12|2NT (6.3)
where P1 is transmitted primary signal power, P2 is secondary signal power,
and NT is added noise power. We defined γp as ratio of the primary and
secondary SNR’s, or SIR (Signal-to-Interference Ratio) with respect to primary
signal.
γp =
SNR1
SNR2
(6.4)
In the following section, we will discuss BER measurement results for different
values of γp.
6.3 Results
Figure 6.1 shows BER’s of primary and secondary signals when powers of the
two signals are comparable, i.e. γp = 7dB. It can bee seen that primary sys-
tem’s performance has not been degraded due to secondary transmissions on
its pilot carriers when it is compared to the performance in orthogonal-pilot
overlay transmission. This is due to the fact that the receiver’s equalizer is
able to filter the interference in long channel-tracking time window. However,
there is SNR loss in both schemes compared to the theoretical performance.
The secondary signal’s BER in orthogonal-pilot scheme is sufficiently close to
the theoretical performance except that it has been bounded by the primary
signals BER especially at higher SNR. On the other hand, non-orthogonal pilot
transmission has severely degraded the secondary signal’s performance.
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Figure 6.1: Measured BER for primary and secondary signals, γp = 7dB.
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In both schemes, all the secondary transmitter’s messages were almost lost
in low SNR regions (when secondary Eb/No < 0). The main reason is that
the receiver was not able to detect the secondary transmitters synchronization
pilots as the noise power is higher than the signal power. BER of secondary
signal in non-orthogonal pilot overlay transmission seems to saturate at higher
SNR values, i.e. when the added noise power is very small. This is because the
receiver’s internal noise outweighs the added noise so that the received SNR
starts to divert from the computed value.
Figures 6.1c and 6.1d indicate that the primary message cannot be decoded
when the secondary signal power is strong such that the signal constellations
overlap. Therefore, in higher modulation schemes, where euclidean distance
between constellation points is smaller, the secondary signal’s power has to
be reduced accordingly. As can bee seen from Figures 6.2c and 6.2d, higher
γp value gives better performance. On can observe that reducing secondary
signal power relative to the primary signal (increasing γp) also improves the
secondary receiver’s performance. This gain is more apparent in Figures 6.3c
and 6.3d where γp = 17dB.
Figure 6.2 shows BER of primary and secondary signals when γp = 12dB.
Since the secondary signal power is weaker compared to the case when γp =
7dB (shown in Figure 6.1), the primary signal BER falls below 10−5 at rela-
tively lower SNR where effect of receiver’s noise is small. Therefore, measured
BER is seen to be very close to the theoretical value. This has also been
observed in Figure 6.3 where γp = 17dB. However, domination of receiver’s
noise is reflected on the secondary receiver’s performance at low added noise
power (high computed primary SNR) since the secondary signal power is also
quite low such that secondary SNR is much less than primary SNR.
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Figure 6.2: Measured BER for primary and secondary signals, γp = 12dB.
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Figure 6.3: Measured BER for primary and secondary signals, γp = 17dB.
Chapter 7
Conclusion
With ever growing demand for wireless traffic, it is of great interest to have
more efficient utilization of the limited radio resource. In improving spectral
efficiency of data transmission in fading environments, OFDMA is the lead-
ing modulation scheme used in current technologies. Diversity combining and
spatial multiplexing via multiple antennas have also been used to exploit mul-
tipath channels.
While there have been developments in maximizing efficiency of a specific ra-
dio access technology that operates on a specific frequency band, capacity loss
due to brick wall type of allocation of the spectrum to licensed users had got
less attention. Non-orthogonal access to a shared resource has been found to
achieve higher capacity. A spectrum that is primarily granted to a licensed
user is shared by other secondary systems through complex schemes that guar-
antee tolerable interference to the primary system.
Cognitive radio is a promising technology to enable such flexible spectrum
usage by multiple users. The TV band has been the target spectrum for sec-
ondary spectrum access. The secondary systems may use the resource when it
is free. On the other hand, a more complex technique is to overlay secondary
signal on the primary signal at relatively low power, and apply interference
mitigation at the receiver. This overlay cognitive radio was studied in this
thesis.
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A black-space spectrum using overlay cognitive radios has been tested to be
realizable on software defined radios. Even though theoretical achievable ca-
pacity limits of this technique have been studied in many literatures [8], [7],
[12], [13], this thesis addresses practical realization of secondary systems, and
their performances in real channel environments. According to pilot struc-
tures of targeted secondary systems, WLAN and LTE, we can have two types
of cognitive radios, orthogonal pilot and non-orthogonal pilot.
Results have shown that under certain constraints, both primary and sec-
ondary systems effectively communicate simultaneously over a shared chan-
nel. The main constraint is that the secondary transmitter’s power should be
much less than primary transmitter’s power. This interference level is deter-
mined by modulation type used in the primary signal. Higher order primary
modulation requires the secondary to transmit at even lower power. In some
cases reducing secondary transmitter’s power benefits both the primary and
the secondary systems.
We have also seen that secondary transmission on primary pilot carriers does
not affect the primary system’s performance much when it is compared to
transmissions which are orthogonal to pilot carriers. However, secondary sys-
tem’s performance severely degraded.
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