Single-view reconstruction of a smooth 3D object is an ill-posed problem. Surface cues such as shading and texture provide local constraints on shape, but these cues can be weak, making it a challenge to recover globally correct models. The bounding contour can play an important role in constraining this global integration. Here we focus in particular on information afforded by the overall elongation (aspect ratio) of the bounding contour. We hypothesize that the tendency of objects to be relatively compact and the generic view assumption together induce a statistical dependency between the observed elongation of the object boundary and the coarse 3D shape of the solid object, a dependency that could potentially be exploited by single-view methods. To test this hypothesis we assemble a new dataset of solid 3D shapes and study the joint statistics of ellipsoidal approximations to these shapes and elliptical approximations of their orthographically projected boundaries. Optimal estimators derived from these statistics confirm our hypothesis, and we show that these estimators can be used to generate coarse 3D shape-pose estimates from the bounding contour that are significantly and substantially superior to competing methods.
INTRODUCTION
To be clear on terminology, we follow (Koenderink, 1984) and refer to the set of surface points grazed by the view vector as the rim of the object, and the projection of these points into the image as the occluding contour.
It is well known that the occluding contour strongly constrains surface shape at the rim (Koenderink, 1984) . Indeed, human judgement of surface shape is strongly influenced by the shape of the occluding contour (Todd and Reichel, 1989; Todd, 2004) , and often even the occluding contour alone provides a compelling sense of volumetric shape (Tse, 2002; Elder, 2014) (Fig. 1) . Understanding the infor- mation provided by the occluding contour is important not only for this limiting case, but also for devising algorithms that effectively exploit contour cues in conjunction with (possibly weak) surface cues such as shading and texture (Karsch et al., 2013) .
While the computer vision literature on shape from contour is relatively small, there have been a few interesting studies in recent years exploring the degree to which solid shape can be reconstructed from occluding contours alone (Igarashi et al., 1999; Twarog et al., 2012; Karsch et al., 2013) . These studies have tended to focus on extracting a complete, detailed model of the 3D shape from the boundary, without considering whether the solution will be close to correct at a global scale. Here we take the opposite view, and ask whether the bounding contour can tell us anything about the global shape of the object at the coarsest scale and its 3D pose. If this global information can be estimated from the bounding contour, it could then be used to help constrain algorithms that recover more detailed 3D structure so that reconstructions are correct at both local and global scales.
Most computer vision work in this area exploits the bounding contour in conjunction with surface cues within an optimization framework. Typically, user interaction and/or some inflation term in the objective function are required to avoid a trivial (flat) solution. Users were required to specify depth of some surface points in (Prasad et al., 2006) , or a fixed volume that the shape must fill in (Toppe et al., 2011) . Oswald (Oswald et al., 2009 ) used an inflation term.
More recent studies has avoided user interaction and arbitrary inflation terms and instead have combined local surface shading cues with contour information to estimate surface shape. Cole (Cole et al., 2012) estimate local surface normals within an MRF framework and fit a final 3D surface to the estimated normals using a thin plate spline. Barron and Malik (Barron and Malik, 2015) assume a probabilistic framework, imposing a prior over the variation in mean surface curvature. While both of these systems fuse shading and contour cues to determine the reconstruction, Karsch (Karsch et al., 2013) have shown that internal contour cues appear to be stronger cues to shape than shading.
A very different strategy for single-view estimation of smooth solid shapes was first introduced in the interactive sketching interface dubbed Teddy (Igarashi et al., 1999) and later studied by Twarog (Twarog et al., 2012) under the pseudonym Puffball. (We will use the latter term as an evocative label for this class of methods.) In this approach, the solid shape is defined as the envelope of spheres centred on the interior skeleton (Blum, 1973) of the shape in the image, and bi-tangent to the occluding contour (Fig. 2) . The method is simple and can produce surprisingly reasonable results in many cases. One limitation of all of these prior algorithms is that they are typically constrained or at least strongly biased to return a planar or near-planar and frontoparallel rim (i.e., a frontal pose), whereas in the real world under general viewing the probability of this is vanishing. A second potential problem is that these methods impose strong constraints or priors on the overall depth of the objects. For example, by defining solid shape as an envelope of spheres, Puffball makes a very strong local symmetry assumption: at every point on the skeleton, the depth of the object (dimension in the viewing direction) is equal to twice the distance of the contour from the skeleton. Are these assumptions reasonable?
One of the difficulties in answering this question is that most prior work has been evaluated only qualitatively, not quantitatively. Important exceptions are the work of Karsch (Karsch et al., 2013) and Barron & Malik (Barron and Malik, 2015) , however their evaluations do not explicitly test these assumptions.
Our Contributions
Instead of focusing on detailed shape reconstruction, our goal in this paper is to understand information afforded by the bounding contour on the rough shape and global 3D pose of the object. In particular, we wish to understand whether the contour can provide a cue to the rough length, width and depth of the object, and how it might be angled out of the fronto-parallel plane. To address this question we will study the joint statistics of ellipsoidal approximations of real scanned objects and their image projections. Here we confine ourselves to orthographic projection, under which these ellipsoidal approximations generate elliptical images.
Our specific contributions are:
1. We introduce a new dataset and methodology for evaluating methods for single-view reconstruction of smooth solid objects.
2. We show that statistically, even a simple elliptical approximation of the occluding contour provides substantial information about the coarse 3D shape and pose of the object.
3. We show that the assumptions of symmetry in depth and fronto-parallel pose imposed by prior work lead to large errors in single-view 3D object estimation.
Intuition
Why would a simple elliptical approximation to the occluding contour carry information about 3D shape and pose? One of our intuitions is rooted in the compactness of real objects. While objects vary widely in shape, we conjecture that extreme elongations are relatively rare. This has implications when we observe an elongated occluding contour in the image ( Fig. 3(a) ).
There is an infinite family of solid objects that could have generated this contour. However, if the longest dimension of the object is angled away from fronto-parallel, the object must be even more elongated than the occluding contour. This induces a bias for elongated occluding contours to project from objects whose long dimension is close to fronto-parallel, whereas for less elongated contours the long dimension is relatively more likely to be angled away from the image plane.
A second intuition derives from the generic viewpoint assumption (Freeman, 1994) . Imagine an elongated object with its longest dimension in the viewing direction ( Fig. 3(b) ). A small change in 3D pose will induce a large change in the appearance of the occluding contour. If, on the other hand, the object is rotated so that its smallest dimension is in the viewing direction, the same change in 3D pose will induce a relatively small change in the occluding contour. This suggests that the expected extent of the object in depth may be small relative to the dimensions observed in the image, counter to the Puffball assumption.
These are only qualitative intuitions. The main point of this paper is test these intuitions quantitatively, using a simple sampling technique.
Dataset
At time of writing, we are not aware of any large-scale public collection of real 3D scanned objects. For the purposes of this project, we have therefore assembled a collection from various sources on the internet including the BigBIRD dataset (Singh et al., 2014) , the YCB object and model set dataset (Ç alli et al., 2015) , and various other 3D model sharing websites such as Sketchfab 1 . Any duplicates were removed. The final dataset consists of 122 objects, which we randomly divided into training and test sets of 61 objects each. Some examples are shown in 
Methods

Priors
We employ ellipsoids as low-order 3D models capturing global shape and pose. We first use an iterative closest point algorithm (Besl and McKay, 1992) to determine, for each object in the dataset, the ellipsoid that minimizes mean squared Euclidean error (Figures 12 and 13) . The size and shape of each ellipsoid is completely characterized by the length of its three axes: a ≥ b ≥ c. Since we are not concerned with absolute size, we can collapse these three numbers into two ratios specifying the length of its two smaller axes relative to the largest axis: 1 > λ 2 = b/a > λ 3 = c/a > 0 . The collection of ellipsoid fits to our training data then form our empirical shape prior (Fig. 6(a) ). There are two major limitations of this prior. First, given the limited size of our dataset, it is of course quite noisy. Second, since we employed opportunity sampling to form the dataset, it is certain to contain bias. For these reasons, we also constructed a theoretical uniform shape prior, formed by sampling triplets of numbers uniformly on [0, 1], scaling each triplet to have maximum value 1, and then assigning the middle and smaller values to b and c. As expected, the resulting distribution is uniform on the subspace λ 2 ≥ λ 3 . (The green diagonal stripe reflects the fact that only half of each bin on the diagonal lies in the feasible subspace.) Note that the mean of this distribution is (λ 2 = 2/3, λ 3 = 1/3). In other words, the mean shape under the uniform prior has axes in the ratio 3 : 2 : 1.
While the limited sample size for the empirical prior makes detailed comparison with the uniform prior difficult, we can at least make some qualitative observations. First, the empirical prior seems to be biased somewhat toward more compact, less elongated ellipsoids, i.e., toward λ 2 = λ 3 = 1. Second, there appears to be a bias toward the diagonal, i.e., toward λ 2 = λ 3 , which represents the family of prolate spheroids (cigar shapes).
We assume a uniform prior over 3D pose. The 3D pose can be characterized by the angle θ 1 and θ 2 of the two larger ellipsoid axes with respect to the view vector (Fig 6) , as the remaining degree of freedom induces a rotation in the projected ellipse, but does not change its shape. 
Likelihoods
To learn the joint statistics of coarse 3D object shape/pose and occluding contour shape, we sampled ellipsoids from the 3D shape/pose priors and projected them (orthographically) as ellipses to the image. For both empirical and uniform priors we randomly sampled 1 million shape/pose combinations. Again, the ellipse shape is completely characterized by the ratio 0 < m < 1 of the length of the minor to the major axis. The result is a five-dimensional joint ellipsoid-ellipse space (λ 2 , λ 3 , θ 1 , θ 2 , m). To analyze the joint distribution, we partitioned the space into 20 bins in each dimension, resulting in 3.2 million bins. With only 1 million samples, this discrete space will be sparsely populated overall. However in practice the density is far from uniform, so that most estimators can be calculated with reasonable accuracy.
We consider three estimation problems: 1. Estimation of ellipsoid shape (marginalizing over pose).
2. Estimation of ellipsoid pose (marginalizing over shape).
3. Joint estimation of ellipsoid shape and pose. We will consider three distinct estimators for ellipsoid shape and pose given an ellipse shape: 1. Puffball. To represent the strategy employed by symmetry axis methods, (Igarashi et al., 1999; Twarog et al., 2012) the ellipsoid is assumed to be a prolate spheroid with longest axis in the image plane and matching the major axis of the ellipse and the other two smaller axes matching the minor axis of the ellipse (λ 2 = λ 3 = m). 2. Maximum a Posteriori (MAP). The most probable ellipsoid shape/pose is selected. 3. Minimum Mean Squared Error (MMSE). The ellipsoid shape/pose minimizing the expected squared error is selected. We define the error as the symmetric mean Euclidean distance between points on estimated and ground truth ellipsoids.
For the joint estimation of ellipsoid shape and pose, the MMSE solution is computationally expensive to compute and we therefore approximate it with a Mean estimator, which selects the ellipsoid with mean shape/pose parameters. We also consider a Puffball solution that selects a random pose, for reasons explained below.
Recall that all three estimation problems are illposed: each estimator proposes an ellipsoid shape and/or pose that is consistent with the observed ellipse (Within some tolerance due to the discrete sampling of shape and pose parameters.) Differences in the ellipsoid estimates may thus reflect only a) knowledge of the 3D shape/pose prior, b) an understanding of how projection affects the joint statistics of the ellipse and generating ellipsoid and/or c) loss function (delta function for MAP, quadratic for MMSE and Mean). Fig. 7 shows the resulting estimators for shape and Fig. 8 shows estimators for pose. Note that in the Puffball solution the largest axis is always in the image plane (θ 1 = 90 deg), and that λ 2 = λ 3 = m.
Consider first the estimation of shape. Regardless of prior and whether we are doing marginal or joint estimation, the MAP solution follows Puffball fairly closely. However, the MAP solution for shape does deviate slightly from Puffball, and these deviations are important (see below). A more profound divergence from Puffball is seen in the MMSE and Mean shape solutions, which in general return a losenge rather than a cigar for all ellipses, with the two smaller axes differing substantially in length.
Further insight can be gained by considering the estimation of pose. Due to sampling error the MAP solution is noisy, but it can be clearly seen that, unlike Puffball, the major axis of the ellipsoid is slanted away from the image plane by between 15 and 75 deg. Note that, to be consistent with the observed ellipse, this means that at least one of the smaller ellipsoid axes must be slightly smaller than the puffball prediction, a condition which can be verified from Fig. 7 .
In the case of MMSE/Mean estimators, unlike Puffball, the major axis of the ellipsoid does not tend to lie in the image plane (θ 1 = 90 deg), but rather is angled out of the image plane by roughly 30 deg on average (θ 1 = 60 deg). This is not too surprising, as a uniform pose distribution (not conditioned on the observation of ellipse) generates an average value for θ 1 , θ 2 and θ 3 of 1 radian (about 57 deg).
More interesting is the fact that the angle of the major axis depends upon the ellipse shape: the major axis of the ellipsoid is closer to the image plane for more elongated ellipses. This is consistent with the intuitions we expressed above. Since the empirical prior favours compact shapes, a highly elongated ellipse is more likely to be generated by an ellipsoid whose major axis is closer to the image plane. Note, however, that we also see a variation, though smaller, for the uniform prior. This may be due to the generic view assumption: when conditioned on an image measurement (in this case, an ellipse), a highly elongated ellipsoid with major axis closer to the image plane is favoured as it makes the observation more stable with respect to angular perturbation, and thus generates a higher conditional probability density.
There is even larger variation in the angle of the second and third ellipsoid axes as a function of the shape of the ellipse. For small ellipse ratios, the third axis lies closer to the image plane, but for larger ellipse ratios the second axis lies closer to the image plane. This makes sense because highly elongated ellipses are more likely to be observed if the smallest ellipsoid axis is close to the image plane, whereas less elongated ellipses are more likely to be observed if the second axis is close to the image plane.
Quantitative Evaluation
We have seen that the MAP, MMSE and Puffball estimators make quite distinct predictions of ellipsoid shape and pose from an observed ellipse. How does this relate to the perception of more complex objects?
Suppose a more complex occluding contour is observed. To obtain a rough estimate of 3D object shape and pose, we could first approximate this shape by an ellipse and then use one of these estimators to infer an ellipsoidal approximation of the 3D object, and/or its pose. But which should we use?
To answer this question, we sampled 200 random 3D poses for each of the 61 shapes in our test dataset, projected each to the image and used an ICP algorithm to compute the best-fitting ellipse to each observed occluding contour. We used each of our methods to estimate an ellipsoidal approximation of the original generating object from this observed ellipse.
We evaluated these ellipsoidal approximations by computing the bidirectional mean-squared Euclidean error between the estimated ellipsoid and the bestfitting ellipsoid for the ground truth object.
Shape Estimators
To evaluate the marginal shape estimators, each estimated ellipsoid was scaled and rotated to minimize the Euclidean distance from the ground truth ellipsoid, and the resulting mean symmetric Euclidean distance was used as a measure of error. Fig. 9 reveals that both MAP and MMSE shape estimators perform better than Puffball, with MMSE performing best.
While the overlapping standard error bars in the top panels of Fig. 9 might call into question the statistical significance of these differences, these variations in error are highly correlated across estimators. This correlated error can be factored out by considering the average reduction in error for each test shape for the MAP and MMSE estimators relative to Puffball (lower panels). From these plots it is easy to see that the reduction in error is highly significant for both MAP and MMSE. Table 1 shows the percent reduction in mean error and also the percentage of shapes for which error was lower for MAP and MMSE relative to Puffball. For MAP the improvement is relatively modest (5-9%) but consistent: MAP is better than Puffball for 75-97% of shapes. For MMSE the mean improvement is more substantial (24-31%) but less consistent: MMSE is better than Puffball for only 55-67% of shapes.
Pose Estimators
To evaluate the marginal pose estimators, we measured mean symmetric Euclidean error between ground truth ellipsoid at the correct and estimated poses. A problem emerges here: in our orthographic projection framework, for each ellipsoid there are four 3D 'metamer' poses that generate the same ellipse. To handle this, when an estimator generates a pose, we use an oracle to convert this to select from these four metamers the pose that generates minimal error relative to ground truth. Unfortunately, this puts Puffball at a disadvantage, since it represents a degenerate case where the four poses collapse to a single one. To address this, we add as a baseline a random pose estimator (Random), which selects a random pose, identifies the four metamers and then selects the optimal pose of these four using an oracle as described above.
As shown in Fig. 10 , both MAP and MMSE pose estimators perform better than both Puffball and Random pose estimators. Since the Random estimator performs better than Puffball, we evaluate the performance of MAP and MMSE estimators relative to the latter (Fig. 10 , bottom panels and Table 2 .) Both MAP and MMSE generate significantly more accurate pose estimates. While MAP generates slightly greater mean improvement, improvements are more consistent across objects for MMSE. 
Joint Configuration Experiments
For the joint estimators, symmetric Euclidean error of each estimated ellipsoid relative to the ground truth ellipsoid is computed, with no scaling or rotation. Again, an oracle is used to select the pose that yields lowest error, and this does put Puffball at a disadvantage. Unfortunately it is difficult to correct for this for joint shape-pose estimation, as selecting a random pose but using the Puffball shape would no longer be consistent with the observed ellipse. We therefore present results without correction, noting that the marginal shape and pose results presented above confirm that our MAP and MMSE estimators outperform Puffball for both of these dimensions individually. Fig. 11 shows that for the empirical prior, the Mean estimator is best, while for the uniform prior, MAP and Mean are comparable. Table 3 shows that provement for the Empirical prior, but the MAP estimator is more reliable for the uniform prior. 
Qualitative Evaluation
To get a qualitative sense of the performance of our joint shape-pose estimators, Figs. 12-13 show representative results for specific shapes in our test dataset, using MAP and Mean estimators based on our empirical prior. To generate Fig. 12 , we first sorted the test cases by percent reduction in mean error for MAP over Puffball, and then show 0th, 25th, 50th, 75th and 100th percentile examples. The first (0th percentile) case is the shape for which MAP performs worst relative to Puffball. The last (100th percentile) case is the shape for which MAP has the largest error reduction relative to Puffball. The third (50th percentile) case is the median (representative) example. Similarly, Fig. 13 compares the Mean solution to Puffball. In these qualitative comparisons, we note the elliptical projections of the estimated ellipsoids do not exactly match, and are sometimes quite different from the elliptical projections of the ground truth ellipsoids. This is primarily because the estimated ellipsoids are conditioned on an ellipse fitted in the image plane to the projected object, and in general this ellipse is different from the elliptical projection of the ground truth ellipsoid.
In addition, for a given shape there are small variations between the elliptical projections of the estimated ellipsoids. This is due to the finite sampling of shape and pose space.
Despite these limitations, the qualitative results are interesting. It is probably most instructive to consider the median results (third row) as these are repre- sentative. In both cases of Fig. 12 and 13, the statistical estimators have smaller errors relative to Puffball. Interestingly, in Fig. 13 , the Mean estimator is able to capture the greater elongation and out-of-plane rotation of the object that Puffball is unable to capture.
Conclusions and Future Work
In this paper we set out to understand whether coarse 3D shape information could be extracted from object silhouettes even under orthographic projection. In particular, we conjectured that the tendency for objects to be compact and the generic view assumption should together bias the rough shape and pose when conditioned on the silhouette. Our experimental results confirm this hypothesis.
One limitation of this study is the use of an oracle to distinguish between four metamer poses in marginal pose and joint shape-pose estimations. Since this limitation is a direct consequence of or- thographic projection, an obvious next step is to use perspective projection, which will disambiguate these metamers and allow us to do a fairer comparison.
Even with statistically optimal estimators, given only elliptical approximations, shape and pose estimation is quite unreliable. The value of this work thus lies not in immediate application, but rather in the integration of these estimators with additional boundary shape cues as well as weak surface cues (e.g., shading, texture) that are usually present in the image but often insufficient to fully constrain 3D reconstruction.
