Objective: Predictive analytics create opportunities to incorporate personalized risk estimates into clinical decision support. Models must be well calibrated to support decision-making, yet calibration deteriorates over time. This study explored the influence of modeling methods on performance drift and connected observed drift with data shifts in the patient population. Materials and Methods: Using 2003 admissions to Department of Veterans Affairs hospitals nationwide, we developed 7 parallel models for hospital-acquired acute kidney injury using common regression and machine learning methods, validating each over 9 subsequent years. Results: Discrimination was maintained for all models. Calibration declined as all models increasingly overpredicted risk. However, the random forest and neural network models maintained calibration across ranges of probability, capturing more admissions than did the regression models. The magnitude of overprediction increased over time for the regression models while remaining stable and small for the machine learning models. Changes in the rate of acute kidney injury were strongly linked to increasing overprediction, while changes in predictor-outcome associations corresponded with diverging patterns of calibration drift across methods. Conclusions: Efficient and effective updating protocols will be essential for maintaining accuracy of, user confidence in, and safety of personalized risk predictions to support decision-making. Model updating protocols should be tailored to account for variations in calibration drift across methods and respond to periods of rapid performance drift rather than be limited to regularly scheduled annual or biannual intervals.
real-time risk predictions synthesizing a broad set of demographic, clinical, and, most recently, genetic risk factors. 6, 16 Integrating predictive analytics into electronic health record systems also enables the use of advanced regression and machine learning methods for model development. 1, [16] [17] [18] [19] Through the application of such models, clinical decision support is evolving from rule-based to data-driven, probability-based tools. In this paper, we investigate how well several different probabilistic algorithms maintain their clinical risk prediction accuracy over time, using as our example the specific problem of whether a patient will develop acute kidney injury (AKI) during a hospital admission. AKI is an ideal target for probability-based clinical decision support, given its rapid growth and association with inpatient mortality, length of stay, and long-term sequelae, including chronic kidney and cardiovascular disease. [20] [21] [22] [23] Key risk factors for AKI are collected during normal delivery of care and many are modifiable, 4, 24 creating opportunities for electronic health record-integrated prediction models to support decision-making. Existing prediction models for AKI have generally been restricted to focused subpopulations and developed with logistic regression [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] ; however, studies are beginning to pursue AKI models based on large national cohorts and apply advanced regression and machine learning methods. 24, [35] [36] [37] Historically, model evaluation has focused on discrimination, which is the ability to separate 2 populations in the data, such as patients with vs without a particular outcome. Discrimination accuracy is an important aspect of predictive models, but it does not assess the accuracy of individual risk predictions, which is crucial when using a predictive model to inform decisions about particular patients. For these patient-level use cases, the more important measure of accuracy is calibration, which estimates how well the predicted probability of an outcome (or risk) for a particular patient matches the observed frequency of that outcome among all similar patients. [1] [2] [3] 8, 11, 38 Thus, a model might perform well based on discrimination measures while suffering substantial miscalibration. Errors in individual predicted probabilities can lead to overconfidence, inappropriate treatment, or poor allocation of resources. 1, 8, 39, 40 Although the importance of calibration is emphasized in current recommendations, [39] [40] [41] [42] many studies focus solely on discrimination, [43] [44] [45] and the few existing evaluations of calibration drift over time have been primarily restricted to logistic regression models for hospital mortality. 8, 9, [12] [13] [14] Model performance can deteriorate over time, particularly in terms of calibration, [7] [8] [9] 11, 41 requiring guidance on recalibration protocols that effectively and efficiently maintain performance. While calibration drift over time is well documented among logistic regression models for hospital mortality, 8, 9, [12] [13] [14] 46 the susceptibility of competing modeling methods to performance drift has not been well studied, and performance drift in other domains, such as AKI, has not been well reported.
Leveraging a large national cohort with 10 years of hospitalization data and modeling hospital-acquired AKI as an illustrative clinical outcome, we sought to understand whether modeling approaches influence performance drift, particularly in terms of calibration. Machine learning methods, which can more fully characterize relationships within clinical data than regression models by capturing flexible associations and complex interactions, 18, 19, 47, 48 may be less susceptible to calibration drift than regression methods. We compared the performance over time of models for hospital-acquired AKI developed using 7 common regression and machine learning techniques. To inform modeling and recalibration best practices in this domain, we further studied how patient-and hospital-level characteristics shifted over time to influence model performance.
MATERIALS AND METHODS
We collected data on all admissions to Department of Veterans Affairs (VA) hospitals between January 1, 2003, and December 31, 2012. Laboratory, diagnosis, procedure, radiological study, and medication data were obtained through the national Corporate Data Warehouse. 49 A complete list of predictors is presented in Supplementary Table A1 . Variables were selected based on prior publication. 24 We limited our cohort to admissions with a length of stay between 48 h and 30 days. Admissions were required to have creatinine values measured prior to, within 48 h of, and >48 h after admission. Patients with dialysis or renal transplant prior to admission with community-acquired AKI (based on creatinine values collected between 24 h before and 48 h after admission) and receiving hospice care within 30 days of or 48 h after admission were excluded. Admissions to facilities with fewer than 100 admissions per year were excluded. The cohort was divided into a 1-year development period (2003) and subsequent quarterly validation cohorts (36 periods over 9 years).
We defined AKI stage 1þ as a 0.3 mg/dl or 50% increase from baseline to peak serum creatinine between 48 h and 9 days of admission and staged them according to Kidney Disease -Improving Global Outcomes guidelines. 50 Our predictor set, based on these guidelines and existing literature, 24 included demographics, medications, vital signs, body mass index, laboratory values, and diagnoses collected prior to admission (within 1 year) or within the first 48 h of admission. Missing values were imputed using predictive mean matching (Supplementary Table A1 gives rates of missing values across predictors).
Risk modeling
We implemented 7 common regression (logistic, L-1 penalized logistic, 51 L-2 penalized logistic, 52 and L-1/L-2 penalized logistic 53 ) and machine learning (random forest [RF], 54 neural network, 55 and naïve Bayes 56 ) methods to predict the probability of AKI for each admission. We fit parallel models using each method based on a common predictor set (Supplementary Table A1 ) and admissions in the development cohort. For those models with hyperparameters, values were selected using 5-fold cross-validation. Models were internally validated with bootstrap (200 iterations).
Evaluation over time

Model performance
We assessed performance at development and in each validation cohort. Discrimination was measured with the area under the receiver operating characteristics curve (AUC). 57 We characterized calibration with 3 increasingly stringent measures. The observed-toexpected-outcome ratio (O:E) measures agreement between the predicted and observed risk on average across all observations, the weakest form of calibration. 58 The Cox linear logistic recalibration curve assesses weak calibration 58 by characterizing systematic over-/ underprediction with the intercept and overfitting, or whether predictions are too extreme for low-and high-risk observations with the slope. 42 We evaluated moderate calibration 58 with flexible calibration curves aimed at assessing alignment between predicted probabilities and observed outcome rates along the spectrum of predicted risk. We summarized these curves as the estimated calibration index (ECI), the mean squared difference between predicted probabilities and estimated observed probabilities based on the fitted flexible calibration curves. 58, 59 We further explored how the performance of each model might have shifted in and out of calibration across the full range of predicted probability by determining regions of predicted probability over which the flexible calibration curves indicated overprediction, underprediction, or successful calibration (illustrations in Supplementary Figure B1 ). Since observations are not uniformly distributed across the range of predicted probability, we also rescaled the regions of calibration by the volume of observations with predicted probabilities within each region (see illustrations in Supplementary Figure B2 ). For each metric, mean values and 95% confidence intervals were calculated with the percentile method with 1000 samples. Details regarding metric definitions, ideal values, and interpretations are provided in Supplementary Table B1 .
Event rate and case-mix shift To assess changes in the outcome rate and distribution of individual predictor variables, we calculated the mean or proportion for each continuous or categorical variable, respectively. We tested for linear and nonlinear changes over time in the distribution of each variable, adjusting for multiple comparisons with the Bonferroni method. We also implemented membership models to explore whether the case mix and event rate were different enough to distinguish between the development and validation cohorts. Using all data from the development cohort and a single validation cohort, these models predict whether an observation is from the validation set based on covariates that include all predictors and the outcome of the original model. 60 We fit separate membership models comparing the development cohort to each consecutive validation cohort using both logistic regression and RF models. The AUCs of the logistic regression membership models were recorded to determine the presence of case mix and event rate shift. 60 AUCs were adjusted for optimism using bootstrap (B ¼ 200). Odds ratios from the logistic regression membership models provided measures of the covariate-adjusted contribution of each predictor to case-mix shift. 60 We documented variable importance ranks from the RF membership models to explore how the relative importance of each predictor to case-mix shift changed over time.
For each predictor, we tested for linear and nonlinear changes in variable importance rank over time, adjusting for multiple comparisons with the Bonferroni method.
Predictor-outcome association shift
We assessed predictor-outcome association shift by refitting regression and RF models in each quarterly validation cohort. We documented changes over time in odds ratios from logistic regression models and variable selection patterns from L-1 penalized logistic regression models. Since variable selection may be unstable, we implemented bootstrap (200 iterations) to calculate the proportion of bootstrapped samples in which each predictor was selected during each validation period. 53, 61 In RF models, we measured changes over time of variable importance ranks. These refit RF models were developed with the hyperparameters of the original RF model. We adjusted for multiple comparisons with the Bonferroni method. All analyses were conducted in R 3.2. This study was approved by the Institutional Review Board and the Research and Development Committee of the Tennessee Valley Healthcare System VA.
RESULTS
Our national VA cohort consisted of 1 841 951 admissions, 170 675 during the development period and 1 671 276 during the validation period. Each of the 36 consecutive temporal validation cohorts included a mean of 46 424 admissions (range 42 168-49 798). Summaries of the patient population at select points across the study period are presented in Table 1 and Supplementary Table SA1. Patients were primarily male, with a mean age of 66.1 years (standard deviation 13.0) and mean body mass index of 27.8 (standard deviation 7.5). The AKI rate was 6.8% (n ¼ 126 010) overall, ranging from 7.7% (n ¼ 13 090) in the development period to 6.3% (n ¼ 2737) in the final 3-month validation period (Supplementary Figure SA1) .
Initial model performance
Performance of the 7 parallel models is presented in Table 2 . Discrimination was modest, with AUCs ranging from 0.69 to 0.76. The logistic, L-1 penalized logistic, and L-1/L-2 penalized logistic regression models were most discriminative; the naïve Bayes model was least discriminative. The 4 regression models and neural network model were well calibrated based on O:E ratios and ECIs; the random forest model was well calibrated based on ECI, while slightly underpredicting according to the O:E ratio (1.07, 95% CI, 1.06-1.07). Supplementary Table SB2 gives the results of the Cox linear logistic recalibration curve and accuracy metrics.
Performance over time
Discrimination was stable over the 9-year validation period for the logistic regression, neural network, and RF models, and it declined slightly for the penalized regression and naïve Bayes models (adjusted P < .007; Figure 1 ). While statistically significant, the declines were small. For example, the AUC of the L-1 penalized logistic regression model was 0.76 at development and 0.75 in the final validation cohort. The ranked performance of the different models did not change over time.
Calibration drift was observed in all models ( Figure 2 and Supplementary Figure SB3 ). O:E ratios declined over the first 4 years of validation and were <1 for all models in the second half of the validation period, indicating overprediction. ECI increased over time for all models, indicating deteriorating calibration. In the second half of the validation period, ECIs deteriorated more substantially and became significantly higher for the regression models compared to the RF and neural network models. The naïve Bayes model consistently underperformed all other models.
The ranges of predicted probabilities and proportion of admissions over which each model was calibrated changed over time. These changes drive much of the calibration drift, as models well calibrated in regions of predicted probability capturing most of the data perform better overall than models well calibrated in sparsely populated regions of predicted probability. Figure 3 presents the regional calibration on the proportional volume scale with the cumulative fraction of admissions, and Supplementary Figure SB4 presents the regional calibration on the original predicted probability scale. For regression models, the majority of admissions fell within regions of overprediction, with the magnitude of overprediction increasing in later cohorts. For neural network and RF models, the majority of admissions fell within reasonably calibrated regions during the first 3 years, deteriorating somewhat in later cohorts while remaining less severely overpredicted than the regression models.
Population shifts over time
Event rate shift Declines over time in the AKI rate corresponded with calibration drift in all models. O:E ratios and ECIs were strongly positively and negatively correlated with event rate, respectively (adjusted P < .001). AKI was also a significant predictor in membership models, predicting whether admissions belonged to the validation or development cohort. Additional results are summarized in Supplementary Figure SA1 .
Case-mix shift Shifts were observed in individual predictors from one cohort to the next. Linear, monotone nonlinear, and nonmonotone changes occurred in 95% of predictors (adjusted P < .0002). The largest changes were in the prevalence of certain medications and chronic diseases (Table 1 and Supplementary Table SA1 ). The smallest changes were in the use of antifungals and monoamine oxidase inhibitors before admission and use of nonsteroidal anti-inflammatory drugs, monoamine oxidase inhibitors, anhydrase diuretics, and lithium during the admission window.
Membership models increasingly discriminated between admissions from the development and validation cohorts as time progressed (AUC increased from 0.60 to 0.92; Supplementary Figure SA2 ). Fluctuating odds ratios and variable importance ranks for most predictors were observed without clear patterns over time and prevented direct linking of changes in individual predictors with performance drift. Detailed results for 6 exemplar predictors (use of antiemetics and vancomycin during the admission window, age, mean outpatient glomerular filtration rate [GFR] prior to admission, Regression methods included logistic regression (LR), L-1 penalized logistic regression (L1), L-2 penalized logistic regression (L2), and L-1/L-2 penalized logistic regression (L1-L2). Machine learning methods included random forest (RF), neural networks (NN), and naïve Bayes (NB).
Abbreviations: AUC ¼ area under the receiver operating characteristics curve; ECI ¼ estimated calibration index; O:E ¼ observed-to-expected-outcome ratio.
history of cancer, and history of diabetes) are presented in Supplementary Figures SA3-SA5.
Predictor-outcome association shift Changes in the strength of associations between predictors and AKI were measured by changes in the structure of models refit in each validation cohort (Table 3) . No changes were observed over time for the majority of predictors. In logistic regression models, we observed few significant changes over time in the strength of predictoroutcome. However, while we observed tendencies toward strengthening or weakening of associations over time for a limited number of predictors, these changes generally did not reach statistical significance. This pattern was most pronounced for use of vancomycin during the admission window, age at admission, and history of diabetes, each of which experienced shifts in odds ratios during the second half of the validation period. In L-1 penalized regression models, 6 predictors (use of loop and thiazide diuretics during the admission window, mean and change in GFR in the admission window, mean outpatient GFR before admission, and race) were consistently selected for inclusion, indicating no meaningful association shift. Two predictors, age and use of fluoroquinolones during the admission window, changed over time in their selection frequency (adjusted P < .0002). In RF models, 11 predictors (9.3%) experienced significant changes in variable importance (adjusted P < .0002). Shifts in associations were concentrated in the second half of the validation period. Full results for the 6 exemplar predicators are presented in Supplementary Figures SA6-SA8 .
DISCUSSION
In this rigorous comparison of regression and machine learning models for development of AKI during a hospital admission, discrimination remained quite stable over time and calibration deteriorated substantially, with all methods drifting toward overprediction within 1 year of development. While discrimination statistically significantly declined over time for the penalized regression and naïve Bayes models, the magnitude of these changes was minimal and this did not result in practically meaningful changes in AUCs. For the most stringent calibration measures, machine learning models exhibited superior stability compared to regression models. Decreases in the rate of AKI over time coincided with increasing overprediction in all models, while changes in predictor-outcome associations temporally corresponded with diverging calibration between machine learning and regression models. The stability of discrimination and increasing overprediction parallel previous findings among logistic regression hospital mortality models. 8, 9, [12] [13] [14] Although few clinical studies compare calibration drift across methods, 1 study found that O:E ratios were stable for a tree-based model but deteriorated within 4 years for a corresponding logistic regression model. 9,10 While we did not implement a single tree-based model, our RF model experienced O:E ratio drift that paralleled our logistic regression model. However, O:E ratios indicated less overprediction by our RF model than our logistic regression model. We have expanded on this limited literature by comparing a wider set of methods and exploring calibration in more detail. Deterioration in ECIs over time was substantively greater for regression models compared to machine learning models. One important reason is that the neural network and RF models maintained calibration over probability ranges that covered more of the data. In addition, beginning 3 years after development, the regression models exhibited an increasing magnitude of overprediction, while the RF and neural network models had more stable and lower levels of overprediction. These results suggest that for patient-level 
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Cumulative proportion of observations prediction, RF and neural network models may have different updating requirements compared to regression models. Performance drift results from data shifts in the patient population, including changes in outcome rate, patient case mix, clinical practice, and documentation practices. 3, [6] [7] [8] 11, 60 We observed complex, multidimensional data shifts in our cohort. A declining proportion of admissions complicated by AKI was strongly correlated with overprediction, resulting in drift of both O:E ratios and Cox intercepts. While membership models clearly indicated the presence of case-mix shift, the complexity of co-occurring changes across the majority of predictors prevented us from directly linking changes in individual predictors with calibration. Although we observed limited evidence of shifts in the strength of associations between predictors and AKI, these shifts tended to occur over the second half of the validation period, corresponding with the years during which the regression models experienced more substantial calibration drift than the machine learning models. This may indicate greater susceptibility of regression methods to predictoroutcome association shift compared to RF and neural network models. The ability of the RF and neural network models to capture complex interactions and nonlinear associations 18, 19, 47, 48 may make these methods more robust to subtle association shifts. Additional studies, especially simulations isolating association shifts, are necessary to explore this hypothesis. These findings have important implications for long-term use of predictive modeling in clinical decision support for AKI and other clinical domains. For use cases focused on classifying patients by risk level where discrimination is more important than calibration, our finding of stable discrimination across models may alleviate concerns regarding model updating. However, when individual patient risk predictions are of interest, calibration becomes the most important aspect of model accuracy, and the substantial calibration drift that we observed in all models suggests that periodic recalibration or retraining is necessary. In our cohort, we found that regression models had a greater need for updating compared to RF and neural network models.
This study also provides evidence that modeling methods are variably susceptible to calibration drift in ways that may not be apparent based on traditional calibration assessments and may be particularly relevant to clinical utility. We observed similar calibration drift patterns across methods when considering the commonly reported O:E ratio and Cox logistic recalibration curve. These weak measures of calibration, however, may not be sufficient for the use of personalized patient-level risk predictions. 58 More stringent calibration evaluations based on flexible calibration curves ensure that models have a net benefit greater than or equal to treat-all or treat-none strategies, thus ensuring that predictions are not harmful to clinical decision-making. 58 The variable robustness of the different models under these more sensitive measures suggests that model updating protocols should be tailored to the particular model used, and that calibration accuracy should be evaluated frequently. Our findings can inform recommendations regarding the timing of and approach to clinical prediction model updating. We recommend repeated validation for all models, with careful consideration of the timing of repeated assessment and sample sizes supporting each assessment, 62 and whether discrimination or stringent calibration metrics should be measured. In addition, monitoring population data shifts could provide early warning of the need for model updating and insight into the updating approach required to correct performance. Recalibration would be indicated in the case of calibration drift with event rate shift and stable discrimination; however, when calibration drift occurs in the presence of predictoroutcome association shifts, significant case-mix shift, or changes in discrimination, full model revision may be required. 3, [62] [63] [64] Tracking of model performance and population shifts could be managed through the implementation of surveillance systems. 7 As our study suggests, models based on different methods have variable updating needs; such surveillance systems should be tailored to the distinct susceptibilities of modeling methods to performance drift. Of course, we also emphasize the importance of local knowledge, as changes in local clinical practice or data definitions should always trigger model updates. 63 Finally, we recommend flexibility in updating protocols, in order to address miscalibration as it occurs rather than at scheduled intervals. Our study is not without limitations. Although we utilized a large national cohort, we examined performance drift in a single population data shift scenario. Replicating this study in settings influenced by different combinations and intensities of event rate, case mix, and association shift may allow generalizable conclusions regarding the susceptibility of modeling methods to performance drift. The complexity of linking multiple co-occurring forms of data shift with model performance limits our ability to understand why certain methods may be more robust to particular forms of data shift. Changes in the frequency of omitted variables or the association between such variables and AKI may also impact model performance in unexpected ways. Simulation studies with isolated, prespecified shifts could address this limitation. In addition, calibration does not directly characterize clinical utility. Miscalibration in some ranges of predicted probability may not impact clinical decisions, particularly among patients with the highest and lowest risk, for whom appropriate decisions may be clear to clinicians. Understanding whether, when, and how calibration drift affects the clinical utility of predictions for decision-making is an important consideration in informing recalibration guidelines. A recent study recommended that assessment of flexible calibration curves be required to ensure nonharmful predictions, 58 making our findings regarding the divergent patterns of ECI and regions of calibration across models an initial assessment of clinical utility and an important consideration in model implementation.
CONCLUSION
Growing opportunities to leverage predictive analytics to integrate personalized risk prediction into clinical decision support requires well-calibrated models consistently providing accurate predictions. This study extends our understanding of model performance over time across modeling methods. Our finding of stable discrimination over time may alleviate model updating concerns for predictions used to assign risk levels rather than individualized risk estimates. However, our calibration drift findings strongly support the need for routine recalibration of models incorporated into clinical decision support tools presenting personalize predicted probabilities. Recalibration protocols should be tailored to account for variations in calibration drift across modeling methods. Given the short time frames over which we documented significant calibration drift, recalibration protocols should be flexible enough to respond to periods of rapid performance drift rather than limited to regularly scheduled intervals. Efficient and effective updating protocols will be essential to maintain accuracy of and user confidence in personalized risk predictions integrated into clinical decision support for AKI and other clinical outcomes. While the full suite of best practice guidelines remains to be developed, modeling methods will be an important component in determining when and how clinical prediction models must be revised.
