In this study, a coarse-grain parallel meta genetic algorithm (GA) with dynamic connection scheme has been designed. In order to show the efficiency and robustness of this model, it is implemented on the problem of finding optimal crosssectional size, topology and configuration of 2D and 3D trusses to achieve minimum weight. Stress, deflection and kinematic stability are regarded as constraints. The results show that this method finds trusses which have smaller weight and better configuration than those, reported in the literature. Finally, the speedup and performance of a number of coarse-grain GAs with various migration methods and connectivity schemes are investigated and compared to show the capability of this new approach.
Introduction
Genetic algorithms (GAs) refer to a family of computational models based on the supposed functioning of living; consequently, their evolutionary nature makes them more practical to solve complex nonlinear problems than other classical methods. However, because of their stochastic nature, there are a number of limiting factors which cause no guarantee for successful performance of such algorithms. First, implementation of the GA depends very much on the problem being solved. Moreover, even in a specific problem, the efficiency of GAs is highly dependent on many factors such as genetic operators and their corresponding parameter values, and in general it is not practical to tune these initial settings manually. The other two problems associated with GAs are their high computational cost and propensity to converge prematurely. To cope with the first problem several methods have been introduced to automate parameter tuning (Back, 1992 ; Lis, 1996; Eiben and Hinterding, 1999; Lobo, 2000; Espinoza and Goldberg, 2001; Kee and Airey, 2001). Hierarchical GA or meta-GA can be considered as a simple genetic algorithm (SGA) whose individual genomes consist of a set of parameters (i.e. operator types and their corresponding parameter settings) for another GA. The fitness calculation phase involves running its sub-GAs, in order to derive a set of good initial parameters for them (Gerefenstette, 1986; Freisleben and Hartfelder, 1993; Petrovski and McCall, 1998) . However, the main concern that has been observed while dealing with meta-GAs, is the high computational cost due to the large number of total evaluations. For this reason, the model can be parallelized by running sub-GAs on various nodes separately and allowing data exchange by migration of individuals between sub-populations asynchronously (Goodman and Punch, 1997) . Coarse grain parallel GAs have major advantages over the serial models including rapid exploration resulted from distributed computing and reduction total amount of evaluations due to increasing the search quality. Such a conflation leads to the claim that multi-population GAs have superlinear speedup. Therefore, the global optimum is reached in a reasonable computational time and the premature convergence problem is inhibited.
In this study, a coarse-grain parallel meta-GA with dynamic topology connectivity scheme has been designed. In order to show the efficiency of this model it is implemented on the problem of finding optimal cross-sectional size, topology and configuration of 2D and 3D trusses to achieve minimum weight. In addition, the performance and speedup of this parallel GA model is compared with that of conventional ones.
The Coarse-Grain Meta-GA Model
The proposed meta-GA model is a SGA with tournament selection, one-point crossover and bitwise mutation operators. Its chromosome includes: 1) Selection type, which includes tournament, roulette wheel and linear ranking selection, 2) Crossover type which includes one-point, two-point, uniform and cyclic crossover, 3) Migration rate which defines the number of individuals passing to other islands during each migration time, 4) Crossover rate and 5) Mutation rate. Parallelizing has been achieved through a Beowulf system which contains a cluster of PCs with distributed memory. MPI library has been used for passing messages between various nodes. Lower level GAs run in parallel and after a predefined number of generations, a number of individuals, selected upon the proposed migration strategy, are sent to the other islands asynchronously. That is, during the migration time each node sends immigrants to its neighbours and receive individuals from other islands whenever they were passed to it (if no individuals were passed, the node does not wait but continues its GA search). This kind of communication was achieved through the use of Remote Memory Access (RMA) which is supported by MPI2. Due to the fact that sub-GAs have different initial parameter settings imposed by the higher level one, this model can be classified as a heterogonous parallel GA. In addition, although applying asynchronous communication in a distributed environment may lead to a higher speedup, this may also result in insertion of highfitness individuals from a fast-evolution processor into a low fitness population in a slow-evolution one. Consequently, by applying a static connection scheme, the migration of individuals to other islands may not be effective and they may be ignored or dominate the sub-populations. To cope with this problem, a dynamic connection model is proposed which is mutable with time. According to this method, called distance connection topology, during each migration time the node's neighbours can be determined based on similarity, and therefore sub-populations with closest hamming distance exchange data with each other (Figure 1 ).
Step1. Initialize individuals in sub-populations in the higher level GA.
Step2. Apply Meta-GA operators (Tournament Selection, One-point Crossover and Bitwise Mutation) in each island. Step3. Calculate fitness value for Meta-GA individuals.
3-1.
Pass the Meta-GA individuals as initial settings to the lower-level GA.
3-2.
Initialize population in agents in the lower level GA.
3-3.
Apply sub-GA operators (the proper operators are selected as imposed by the higher level GA) in each agent.
3-4.
Calculate the fitness value for sub-GAs (which in this model includes calling FEM subroutine and passing the truss weight as the fitness value) in each Sub-population. 3-5. Apply migration to the islands which their generation numbers are equal to the migration interval. 3-6. Go to 3-3 while the generation number is less than a predefined value. 3-7. Set the Meta-GA fitness value equal to the best fitness found in the lower level GA for each island.
Step4. Go to step 2 while the Meta-GA generation number is less than a predefined limit. 3 Truss-Structure Design
Background
Structural optimization has always attracted the attention of many researchers. Numerous classical and heuristic techniques have been developed in order to automate structural design. The main studies in optimal truss-structure design can be classified in three main categories: sizing, topology and configuration optimization. In sizing optimization, only cross sectional area of members are taken as variables and their connectivity and nodal coordinates remain fixed (Rajeev and Krishnamoorthy, 1992; Coello, 1994) . In topology optimization, connectivity of members is to be determined (Krish, 1989; Ringertz, 1985) and in optimizing the configuration of trusses joints coordinates are kept as variables (Imai and Schmit, 1981). However, the most efficient way to achieve the optimal truss is to consider these three categories simultaneously (Rajan, 1997; Deb, 2001) . In this paper, the problem of finding the optimal trusses for sizing, topology and shape optimization to achieve minimum weight has been solved using the proposed parallel meta-GA model.
Proposed Methodology
This paper presents simultaneous sizing, topology and shape optimization of trussstructures for achieving minimum weight by applying the proposed parallel meta-GA scheme. Stress, deflection and kinematic stability are treated as constraints using the exterior penalty method. In sizing optimization, the cross section of each member is taken as a variable which can get any value in a specified range. Topology optimization has been implemented by introducing concepts of ground structure and basic and non-basic nodes [1] . In order to optimize the truss configuration, nodes coordinates must be located in predefined limited range. Thus, the final goal is to find optimal non-basic nodes and their coordinates, required members and their cross-sectional areas to achieve trusses with minimum weight while satisfying the imposed constraints. The NLP nature of the problem and the large number of total variables and constraints results in multimodality of objective function and occurrence of many local optima. However, by using a two level GA and parallelizing it, efficiency of the heuristic model increases and both of the workload and execution time are reduced considerably.
Results
In all the following simulations, the maximum generation number, population size, crossover rate and mutation rate of the higher level GA are set to 15, 20, 0.30 and 0.90, respectively. The meta-GA chromosome is used to specify which set of parameters is used for each sub-population (Table 1) . The migration interval is set to be 50 and during the migration time, each node compares its best individual with that of others and sends immigrants to those which have a hamming distance less than 50 lb. Migration strategy consists of the selection phase and the replacement one. The selected immigrants fall into two groups: the first half are the best individuals (the ones with smallest weights) and the remaining ones are selected randomly. According to the replacement scheme, worst individuals are replaced with the best ones and the randomly selected immigrants are replaced by those which are selected randomly, too.
Two-Tier Truss
The coarse-grain meta-GA model has been implemented on the problem of optimizing the two-tier truss [1] . The 39-member, 12-node ground structure (Fig.1) , was optimized in the following ways:
1. Sizing and topology optimization. 2. Sizing, topology and shape optimization. The objective is minimizing the truss weight considering the stress, deflection and kinematic stability as constraints. Material properties and design parameters are to be set as given in Table 2 : Material Properties and Design Parameters for Two-Tier Truss.
In order to provide equal chance for a member's existence in the truss, the area range is set to - . Each member will be present in the structure if its cross section is greater than a critical value, set optionally 2 in 0.05 here. 
Sizing and Topology Optimization
Sizing and topology optimization has been implemented on the two-tier truss, with total population and maximum generation number equal to 800 and 400, respectively. Four processors were used as subpopulations whose population sizes were equal to the population number applied to the same problem with serial-GA divided by the number of the nodes. After 12 meta-GA generations, optimized trusses were found with lower weight and better topology compared to those reported in the literature (Figs. 3, 4) . Cross sectional areas and stresses of the optimized trusses are listed in Table 3 . The optimized truss with 196.8 lb resulted from the corresponding serial code is found after 20 generations which reveals the capability of parallel processing in both decreasing the computational time and work of GAs, which leads to a superlinear speedup equal to 5.28.
W=193.42lb
W=196.04lb W=196.20lb Figure 3 : Optimized trusses for sizing and topology consideration (proposed method).
W=198lb
W=196.54lb Table 3 : Member areas and stresses for optimized truss structure in the case of sizing and topology optimization.
Sizing, Topology and Shape Optimization
In simultaneous sizing, topology and shape optimization, the nodal coordinates of the members are also regarded as variable. These new variables assumed to vary within (-120, 120) in. The meta-GA model has been implemented on this problem with the maximum generation number and total population size of 400 and 1600 in its lower level GAs, respectively. The total population is divided into 8 subpopulations, which run in parallel each with the population size equal to 200. After 15 generations of the meta-GA, trusses with smaller weight compared to those found in the literature were achieved (Figs. 3, 4) . The member areas and stresses of the optimized trusses are listed in Table 4 . The speedup and the other considerations associated with this parallel scheme will be discussed in section 5.
W=192.19lb Figure 5 : Optimized truss for sizing, topology and shape consideration (Deb [1] Table 4d : W=192.53lb Table 4 : Member areas and stresses for optimized truss structure in the case of sizing, topology and shape optimization.
Three-Dimensional, 25-Member, 10-Node Truss
In order to apply the meta-GA model on a 3D truss, a 25-member, 10-node ground structure, taken from the literature (Haung and Arora, 1989) , is considered for sizing and topology optimization (Fig. 4) . Considering symmetry on both opposite sides and cross members, number of variables is reduced to 7. This reduction has been performed as shown in Loading has been implemented by applying four force vectors: (1000; 10000; -5000) lbs on node 1, (0; 10000; -5000) on node 2 and (500; 0; 0) on nodes 3 and 6. Young's modulus and density of the material are taken as before. However, the other settings are to be modified as given in Table 6 : Material properties and design parameters for space truss.
In order to provide equal chance for a member's existence in the truss, the area range is set to . Each member will be present in the structure if its cross section is greater than a critical value, set optionally 2 in 005 .
here. The proposed meta-GA model is applied with the population size and maximum generation number equal to 300 and 400 in its lower level GA, respectively. Due to the lower computational cost and less complexity of the search space for this truss compared to the two-tier one, total population has been divided into two subpopulations which run in parallel and exchange data as before. After 10 generations of the meta-GA a truss with the same topology as was reported by Deb [1] , but with a smaller weight was found. The member areas are compared in Table 7 Table 7 : Sizing and topology optimization results for the 3D-ground structure.
Parallel Model Efficiency
In order to evaluate the efficiency of our algorithm, we have carried out some experiments on the problem of sizing, topology and shape optimization of the twotier truss mentioned in section 4.1. In the first phase, to show the improvement of exploration due to the usage of the coarse-grain model, the meta-GA maximum generation number was taken fixed. Since the most important parameters in the performance of parallel GAs are their migration method and connection scheme, five different models were considered to show the capability of our approach. The proposed models are as follow:
1. There is no migration between subpopulations. This is the simplest model of coarse-grain GAs which is often called isolated island GA. 2. The second model is a ring topology using synchronous communication; that is, all processors must wait till the slowest node reach to the migration time. 3. The same as model 2 but a dynamic connection scheme, as was mentioned in section 2, was implemented. 4. In this model, processors exchange data asynchronously in a ring topology. 5. The proposed model, which as was mentioned in section 2, is the same as model 4 but with distance connection topology scheme.
In all the above models the maximum meta-GA generation number was set to be 25. The subpopulation size is equal to the total population number (1600) divided by the number of processors (1, 2, 4 and 8) being used. The migration interval and scheme were the same as the method discussed in section 3. Each model was run 5 times using different seeds to allow comparisons. The best solution, average of best solution, best speedup and the average speedup are listed for each model (Table 8 Considering the above results, the following observations are obtained:
1. Increasing the number of processors will lead to a better exploration of search space. Different high fitness individuals are maintained in different nodes, which decrease the probability of premature convergence (Figs. 8, 9 ). 2. The speedup of the synchronous models is lower than that of asynchronous ones.
Since in distributed workstations there are processors with different speeds; synchronization can cause some nodes to wait and slows down the speed of evolution to that of the slowest one. 3. The models with distance topology connection scheme outperform those with a ring topology, which is due to the heterogeneous nature of the meta-GA model. Since in the dynamic topology scheme node's neighbours are selected upon similarity, the problem of injecting incompatible individuals is inhibited.
Meta-GA Generation No. In all above experiments, the speedup was evaluated for a fixed number of meta-GA generations. Consequently, results cannot show the reduction of workload due to parallelism. Thus, it is better to compute speedup based on a predefined fitness value, which in this problem was set to 192 lb (a smaller weight than those found in the literature). Since one node experiment cannot reach the desired search quality, the two-node execution time was considered as the base and the speedup was evaluated according to it. The experiments were conducted on the asynchronous meta-GA with dynamic topology scheme. The speedup and efficiency of the parallel model are shown in figures 10 and 11, respectively. Figure 8 shows a high superlinear speedup which indicates that not only was there a speedup from parallel processing, but also from reduction of workload due to applying the multi-population model. This can be observed for some heuristic algorithms, which the total amount of work differs by varying the number of processors being applied.
In order to show the concept of automating parameter tuning implemented by the meta-GA model, crossover, mutation and migration rates are sketched for model 5 with 4 processors as subpopulations (Figs. 12-14) . These parameters are associated with the elite individual found in each meta-GA generation. As it can be seen from these figures, by introducing the concept of meta-GA, it is possible to find a set of optimized initial settings for lower level GAs, which increase their efficiency considerably. 
Conclusions
This paper presents a coarse-grain meta-GA implemented on the problem of sizing, topology and shape optimization of 2D and 3D trusses to achieve minimum weight. The proposed model was both efficient in automating parameter tuning and preventing premature convergence. The results show that this scheme finds trusses with lower weight and better configurations than those reported in the literature. In addition, by using the multi-population model, different high fitness individuals were found in various islands which reveal the capability of parallel processing in finding the local optima in multi-modal functions. The proposed model was compared with a number of coarse-grain GAs with different migration methods and connectivity schemes. It was found that this model outperforms the schemes with synchronous communication and static connection topology. Finally, by defining the speedup as the time-to-solution, high superlinear speedup was observed, indicating the effectiveness of distributed processing in both decreasing the execution time and workload of GAs.
