Abstract. Given a uniformly quasiregular mapping, there is typically no reason to assume any relationship between linearizers at different repelling periodic points. However, in the current paper we prove that in the case where the uqr map arises as a solution of a Schröder equation then, with some further natural assumptions, if L is a linearizer at one repelling periodic point, then L • T is a linearizer at another repelling periodic point, where T is a translation. In this sense we say L simultaneously linearizes f . In the plane, an example would be that e z simultaneously linearizes z 2 . Our methods utilize generalized derivatives for quasiregular mappings, including a chain rule and inverse derivative formula, which may be of independent interest.
1. Introduction 1.1. Background. In dynamics, linearization is used to conjugate a given map near a fixed point to a simpler map, from which the behaviour of the iterates of the original map near the fixed point may be deduced. If f is a rational map and z 0 ∈ C is a repelling fixed point, that is |f ′ (z 0 )| > 1, then there is a transcendental function L so that
holds for all z ∈ C. If f has poles in C, then so does L. If L ′ (0) = 1, then L is unique and thus called the Poincaré linearizer of f at z 0 .
We may again speak of linearizers at repelling periodic points, just replacing the map f with a suitable iterate. Since the repelling periodic points are dense in the Julia set J(f ), there is a collection of linearizers of f and its iterates at a dense set of J(f ). There is no reason to think these various linearizers should be related. However, in certain circumstances they are. Before explaining the general situation, we illustrate with an example. Then a further elementary calculation shows that
and M ′ (0) = 1. Hence M is the unique Poincaré linearizer for f m at the point given by (1.1).
The conclusion of this example is that at any repelling periodic point in J(f ), the Poincaré linearizer is given by a composition of e z and a translation. This is what we mean by simultaneous linearization, following the usage of this phrase by Milnor [12] .
The key point here is that the linearizer L of z 2 at z 0 = 1 is strongly automorphic with respect to a discrete group of isometries G, that is, L is periodic with respect to G and also G acts transitively on fibres L −1 (w). If h : C → C is strongly automorphic with respect to a discrete group of isometries and A is a complex linear map satisfying AGA −1 ⊂ G, then there is a unique solution to the Schröder equation
This may look identical to the linearizer equation, but the difference is in the inputs. In the linearizer equation, we input f and f ′ (z 0 ) to get L, and L must be injective at 0. In the Schröder equation, we input h and A, and h need not be injective at 0, for example h(z) = cos z.
The upshot is that if f arises as a solution of the Schröder equation with an appropriate h and A, then a linearizer of f at a repelling periodic point which is not in the image of the branch set of h under h is a composition of h and a translation.
There are three types of such rational maps: (i) power mappings z d arising from, for example, e z with automorphy group G isomorphic to Z, (ii) Chebyshev maps arising from, for example, cos z with G isomorphic to Z × (Z/2Z), (iii) Lattés maps arising from, for example, ℘(z) with translation subgroup of G isomorphic to Z × Z. The reason for precluding repelling periodic of f lying on the image of the branch set of h under h can be illustrated in case (ii): if h(z) = cos z, A(z) = 2z, then the solution to the Schröder equation is f (z) = 2z 2 − 1. However, the Poincaré linearizer for f at z 0 = 1 is not h but L(z) = cosh( √ 2z).
Quasiregular maps.
The natural setting for extending the above discussion into R n , for n ≥ 2, is that of quasiregular maps. We will give precise definitions below, but roughly speaking, a quasiregular map is a map of bounded distortion. An important subclass of quasiregular maps is the class of uniformly quasiregular maps, or uqr maps for short, where there is a uniform bound on the distortion of the iterates. There are quasiregular versions of both linearizers and solutions to the Schröder equation, which we now outline.
Given a uqr map f : R n → R n , n ≥ 2, and a fixed point x 0 ∈ R n (the case where x 0 is the point at infinity can be dealt with by composing with Möbius transformations), we can 2 consider limits of subsequences of sequences of the form
where λ m → 0. Via normal family machinery, limits along subsequences are guaranteed to exist [10] . Any such limit ψ is called a generalized derivative of f at x 0 , and the collection of generalized derivatives is denoted Df (x 0 ). If f is locally injective at x 0 , then every such ψ is a uniformly quasiconformal map, that is, an injective uqr map.
There is a classification of fixed points of uqr maps. In this paper, the important case is repelling: every element ψ of Df (x 0 ) is a loxodromic repelling uniformly quasiconformal map, that is, ψ fixes 0 and infinity, and for every
Such a map L is called a linearizer for f at x 0 . On the other hand, if h : R n → R n is strongly automorphic with respect to a tame quasiconformal group G, that is, G is quasiconformally conjugate to a discrete group of isometries, and A is a loxodromically repelling uniformly quasiconformal map satisfying AGA −1 ⊂ G, there is a unique non-injective uqr map f solving the Schröder equation
As before, there are three classes of such strongly automorphic maps: Zorich-type, sine-type and ℘-type, with uqr maps of power-type, Chebyshev-type and Lattés-type respectively. See [4] for more on this classification. The main aim of this paper is to prove a simultaneous linearization result for uqr solutions to the Schröder equation. Before we state our result, we need to discuss generalized derivatives for arbitrary quasiregular maps. The results we obtain in this setting may be of independent interest.
Generalized derivatives. If U ⊂ R
n is a domain, f : U → R n is quasiregular and x 0 ∈ U, then for t < dist(x 0 , ∂U), we can consider the map
where r f (t) is the mean radius of the image of the ball centred at x 0 of radius t under f . Again by normal family machinery, limits of f tm exist along subsequences of any sequence t m → 0. Such limits are also called generalized derivatives, and the collection of generalized derivatives of f at x 0 is denoted by T (x 0 , f ) and called the infinitesimal space of f at x 0 . It is worth pointing out that we have two notions of generalized derivatives and infinitesimal spaces, one for fixed points of uqr maps and one for any point of an arbitrary quasiregular map. The uqr version is useful for classifying fixed points, whereas the general version is not, since every generalized derivative in this setting preserves the measure of the unit ball B n . Somewhat interestingly, the general version appeared in the literature [7] several years before the uqr version [10] .
In this paper, the uqr version of generalized derivatives appear when dealing with the linearizer equation, while we use the general version to prove some technical results.
If a quasiregular map f is differentiable at x 0 (and recall quasiregular maps are differentiable almost everywhere), then T (x 0 , f ) consists only of a scaled version of the derivative f ′ (x 0 ). This is a particular case of a simple infinitesimal space, that is, when T (x 0 , f ) contains only one map.
We will prove the following versions of results familiar to any calculus student. Note that the choice of the point 0 is not important, and just eases the notation. Theorem 1.2 (Chain Rule for Generalized Derivatives). Suppose f, h : R n → R n are quasiregular mappings which fix zero and T (0, f ) and T (0, h) are simple, with T (0, f ) = {g f } and T (0, h) = {g h }. Then T (0, f • h) is simple, and consists of the map
where C > 0 is a positive constant so that g f •h preserves the measure of B(0, 1). Theorem 1.3 (Inverse Generalized Derivative Formula). Let f be quasiconformal in a neighbourhood U of 0 so that f fixes 0 and
In each theorem here, we restrict to simple infinitesimal spaces because in this setting we have a useful asymptotic representation for the behaviour of f near 0. It is worth reiterating that a quasiregular map is guaranteed to be simple almost everywhere.
We will apply these results to prove the following result involving Schröder equations.
Theorem 1.4. Suppose f : R n → R n is uqr and x 0 ∈ R is a repelling fixed point of f . Further, suppose that there exist λ > 1 and a quasiregular mapping L :
Here, the homogeneity factor of L at 0 is the homogeneity factor of the mean radius function r L , that is,
as t → 0. These terms will be more precisely defined below. This result, in turn, leads to the main result of this paper. Theorem 1.5. Suppose h : R n → R n is strongly automorphic with respect to a crystallographic group G, M :
Let f be the unique uqr solution to the Schröder equation
Further, suppose T (x 0 , h) is simple and
Here B h is the branch set of h. (b) A periodic point in J(f ) cannot also be a branch point, since we would then obtain a super-attracting fixed point of f m , for some m ∈ N, lying in J(f m ). This is not allowed, since every super-attracting fixed point of a uqr map is necessarily contained in the Fatou set F (f ). (c) An interpretation of the conclusions of Theorem 1.5 is that uqr solutions of the Schröder equation have real multipliers, that is, considering a suitable iterate of f at a repelling periodic point yields a differentiable map whose derivative is just a dilation. In [1] , it is shown that if a rational map f has real multipliers at every repelling periodic point, then J(f ) is contained in a circle or a line, or f is a Lattés map and J(f ) = C. The converse to this isn't quite true, consider for example the Lattés map f (z) = (2i) −1 (z + z −1 ) with fixed points
The multiplier at each of these fixed points is
, we proved that every uqr solution of the Schröder equation has J(f ) equal to either all of R n , a quasi-sphere or a quasi-disk. Strengthening the Schröder equation so the uniformly quasiconformal map is linear, as in the hypotheses of Theorem 1.5, does not seem to allow the stronger conclusion that J(f ) is all of R n , a sphere or a disk. For example, a standard Zorich construction in R 3 could be modified so that the image of a slice through a fundamental beam is an ellipse. (e) One of the main assumptions we make in Theorem 1.5 is that h is simple at every point of interest. Of course, h is simple at least almost everywhere and, typically, writing down a formula for h will yield an appropriate map. The other main assumption we make is that the uqc map M is linear. We require this for our proof to work, so it is worth pointing out how we can pass from an arbitrary Schröder equation to one of this form.
If
is a Schröder equation with h 1 strongly automorphic with respect to a tame quasiconformal group G 1 , then we can conjugate everything in the Schröder equation by a quasiconformal map to obtain f • h = h • A, where h is strongly automorphic with respect to a discrete group of isometries G. f 1 and h 1 since quasiconformal conjugacy does not necessarily preserve simpleness (see [5] for the uqr version of this claim).
The paper is organized as follows. In section 2, we cover preliminary material on quasiregular mappings, linearizers, Schröder equations and geenralized derivatives of both varieties. In section 3, we prove the claims about generalized derivatives, including the chain and inverse function rules. In section 4, we discuss the Schröder equation f • h = h • A and associated group G. In particular, we prove Proposition 1.7 on how we can pass from this Schröder equation to one where the uqc map is linear. Finally, in section 5 we prove our main result on simultaneous linearization, Theorem 1.5.
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Preliminaries

Quasiregular mappings.
A quasiregular mapping in a domain U ⊂ R n for n ≥ 2 is a continuous mapping in the Sobolev space W 1 n,loc (U) where there is a uniform bound on the distortion, that is, there exists K ≥ 1 such that
almost everywhere in U. The minimum such K for which this inequality holds is called the outer dilatation and denoted by K O (f ). As a consequence of this, there is also
n holds almost everywhere in U. The minimum such K ′ for which this inequality holds is called the inner dilatation and denoted by
is the maximal dilatation of f . A K-quasiregular mapping is a quasiregular mapping for which K(f ) ≤ K. The set of points where a quasiregular mapping f is not locally injective is called the branch set, and denoted B f . An injective quasiregular mapping is called quasiconformal. The following result states that quasiconformal mappings in R n are also η-quasisymmetric.
Theorem 2.1 (Theorem 11.14, [9] ). Let n ≥ 2 and K ≥ 1. There exists an increasing homeomorphism η : [0, ∞) → [0, ∞) depending only on n and K so that if f :
for all x, y, z ∈ R n .
A composition of quasiregular mappings is again quasiregular, and so it makes sense to consider the iteration of quasiregular mappings. In general, the best that can be said is that
, and so typically the distortion goes up under iteration. If there is a uniform bound on the distotion of the iterates, say there exists K ≥ 1 so that K(f m ) ≤ K for all m ∈ N, then f is said to be uniformly quasiregular, or uqr for short.
2.2.
Generalized derivatives at fixed points of uqr maps. Let f be a uniformly quasiregular mapping which is locally injective near a fixed point x 0 ∈ R n . Hinkkanen, Martin and Mayer [10] define the set Df (x 0 ) of generalized derivatives of f at x 0 by the set of limits of
where ρ k → 0 as k → ∞. The definition can be extended to the point at infinity via compositions with Möbius maps. Since f is locally injective near x 0 , then Df (x 0 ) consists of uqc maps. If there is only one element in Df (x 0 ), we will call Df (x 0 ) simple. If f is differentiable at x 0 , then Df (x 0 ) just contains the linear mapping x → f ′ (x 0 )x and so Df (x 0 ) is simple. We classify a fixed point x 0 via the behaviour of maps in Df (x 0 ). Observe this is in analogy with classifying fixed points of holomorphic maps via the multiplier at the fixed point. Uniformly quasiconformal mappings have the following fixed point classification.
Definition 2.2. Suppose ϕ : R n → R n is a uqc map which fixes 0 and ∞. Then ϕ is called loxodromic repelling or loxodromic attracting if ϕ k (x) → ∞ locally uniformly on R n \{0} or ϕ k (x) → 0 locally uniformly on R n respectively. Otherwise, ϕ is called elliptic, and the group generated by ϕ is pre-compact.
We cannot have generalized derivatives of differing types in one infinitesimal space. We then have the following classification of fixed points.
Definition 2.4. If f : R n → R n is a uqr map and f is locally injective at a fixed point x 0 , then x 0 is called repelling (respectively attracting) if one, and hence all, elements of Df (x 0 ) are loxodromic repelling (respectively attracting) uqc maps. Otherwise, x 0 is a neutral fixed point and hence all elements of Df (x 0 ) are elliptic. If f fails to be locally injective near x 0 , then we call x 0 a super-attracting fixed point of f .
With this classification of fixed points, we can now define a linearizer of a uqr map. Definition 2.5. Suppose f : R n → R n is a uqr map with repelling fixed point x 0 ∈ R n . If L : R n → R n is a quasiregular map, so that L is locally injective near 0 and for ϕ ∈ Df (x 0 ),
Via [10, Theorem 6.3] , linearizers always exist. It is straightforward to see that they are not unique, and since quasiregular maps need not be differentiable, we cannot make a normalization such as L ′ (0) = 1.
It is important to note that we start with a uniformly quasiregular map f , a repelling fixed point x 0 and generalized derivative ψ ∈ Df (x 0 ) and end up with a linearizer L. However, when considering concrete examples of linearizer equations, we run into the issue of the construction of uqr mappings, which is generally challenging. One method for constructing whole families of uqr maps is via the Schröder equation.
2.3. Strongly automorphic mappings and the Schröder equation. Definition 2.6. A quasiregular mapping h : R n → R n , for n ≥ 2, is called strongly automorphic with respect to a quasiconformal group G if the following two conditions hold:
(ii) G acts transitively on the fibres h −1 (y), that is, if h(x 1 ) = h(x 2 ), then there exists g ∈ G such that x 2 = g(x 1 ).
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The most common groups considered in the literature are discrete groups of isometries. We consider a generalization of these. Definition 2.7. A quasiconformal group G acting on R n is called tame if there exists a quasiconformal mapping ϕ : R n → R n and a discrete group of isometries
The following classification of quasiregular mappings which are strongly automorphic with respect to a tame quasiconformal group can be found in [4] 
A key reason for considering strongly automorphic quasiegular mappings is that they can be used to construct uqr maps through a Schröder functional equation.
Theorem 2.8. [4, Theorem 3.2]
Suppose h : R n → R n is strongly automorphic with respect to a tame quasiconformal group G. Further suppose that there is a loxodromically repelling uniformly quasiconformal mapping A satisfying A(0) = 0 and
Then there is a unique non-injective uqr map f : R n → R n which solves the Schröder equation
Here, we are given a strongly automorphic mapping h and a loxodromic repelling uqc map A satisfying the group invariance AGA −1 ⊂ G, and then implicitly defining a uqr map f via the Schröder equation. Since we have three types of strongly-automorphic mappings, there are three types of uqr mappings which satisfy the Schröder equation: power type, Chebyshev-type or Lattès type when h is Zorich-type, sine-type or ℘-type respectively.
Note that the linearizer equation f • L = L • ψ is always a Schröder equation. Yet, not every Schröder equation is a linearizer equation (see [4, Section 4])
. Hence, if we wish to study linearizers of a uqr map which arises as a solution to a Schröder equation involving a strongly automorphic mapping, we need to determine whether we can pass from the Schröder equation to the linearizer equation.
Generalized derivatives of quasiregular mappings.
Finally in this section, we recall material on generalized derivatives for arbitrary quasiregular maps from [7] .
If f : R n → R n is a non-constant quasiregular mapping, let r f (x 0 , t) be the mean radius of the image of the ball of radius t centered at x 0 under f , that is
where |E| denotes the n-dimensional volume of a set E ⊂ R n and Ω n is the volume of the unit ball in R n . Since the point x 0 is usually clear, we write r f (t) for brevity. Then the infinitesimal space of f at x 0 is
If f is differentiable at x 0 with non-degenerate derivative, then T (x 0 , f ) just contains the normalized derivative
for all x ∈ R n .
Generalized derivatives in simple infinitesimal spaces
In this section, we prove the chain rule and inverse function formula for generalized derivatives. The first few subsections contain preparatory material building up to these results.
3.1. Asymptotic behaviour. Throughout, we will be using the equivalence relation ∼ as in [7] where for v, w : U → R n and U a domain containing zero, then
where for functions f, g : R → R, f (x) = o(g(x)) as x → 0 if and only if given ǫ > 0, there exists δ > 0 so that |f (x)| |g(x)| < ǫ for |x| < δ.
In fact, if v(x) ∼ u(x), then we equivalently have that
It is easy to see that ∼ is an equivalence relation. In fact, ∼ is an equivalence relation which holds under the composition of quasiconformal mappings. 
for any x ∈ W . Hence, for x ∈ W ∩ g −1 (W ),
Since g is continuous and g fixes 0, then g(x) → 0 as x → 0. Hence, v(g(x)) ∼ u(g(x)) as x → 0.
3.2.
Radial homogeneity of the mean radius function. By [7, §4] , if f is simple at 0, then r f is d-homogeneous for some d > 0, that is, for a fixed s > 0 then
as t → 0. We show an analogous result is true for the inverse.
Lemma 3.2. Suppose f : R n → R n is quasiregular, f (0) = 0 and T (0, f ) is simple. Further, suppose d > 0 is the homogeneity factor of g ∈ T (0, f ). Then, for fixed s > 0,
Then for s > 0 and t → 0,
As a consequence, there exist a sequence t j → 0 and δ > 0 such that either is an increasing, continuous function.
In case (i), after applying r to both sides of the inequality, since r is increasing and by (3.3),
for j sufficiently large, which then implies that 1 (1)). This is a contradiction. In case (ii), due to (3.3),
for j sufficiently large, which then implies that 1 (1)). Again, this is a contradiction.
3.3. Simple infinitesimal spaces. Throughout this section we assume that f : R n → R n is quasiregular, f fixes 0 and T (0, f ) is simple. In this setting, [7, Theorem 4.1] states that f has the asymptotic representation
Note, since g preserves the measure of the unit ball, this asymptotic representation of f is analogous to the fact that given a domain U containing zero, a holomorphic function f : U → C which fixes zero is well-approximated by a linear map
where f ′ (0) is a scaling composed with a rotation. A geometric interpretation of (3.4) is that multiplication by r f (|x|) gives a scaling map, and g(x/|x|) gives the surface for which infinitesimal balls centered at 0 are homeomorphic to under f . We then immediately have r D (t) = r f (t) for t > 0 since (3.5) |D(B(0, t))| = |r f (t)g(B(0, 1))| = (r f (t)) n Ω n .
In fact, the infinitesimal spaces of f and its asymptotic representation coincide. Proof. Let g ∈ T (0, f ). Observe, for x = 0, since g is positively d-homogeneous, and
Hence, T (0, D) = {g}.
3.4.
The chain rule. We now prove Theorem 1.2.
Proof of Theorem 1.2. Let g f and g h be the generalized derivatives for f and h respectively at 0. By (3.4), 
Consequently, for any g ∈ T (0, f • h), there exists a sequence α k > 0, α k → 0, so that g is given by the limit of a convergent sequence
Since T (0, f •h) is non-empty, then there exist sequences α k > 0, α k → 0 so that ψ k converges locally uniformly on R n . Since |g(B(0, 1))| = |B(0, 1)| then any convergent sequence of the form (3.7) converges locally uniformly to C(g f • g h ). Hence, by (3.6),
is given by left-multiplication by the normalized Jacobian matrix (see [7, (2. 3)]), i.e.,
3.5. Starlike domains. Before discussing the infinitesimal space of the inverse of a locally injective quasiregular map, it is necessary to determine what d-homogeneous quasiconformal mappings do to starlike domains centered at zero and hence achieve estimates for the mean radius function.
Lemma 3.4. Suppose g : R n → R n is a homeomorphism such that g(0) = 0 and g is dhomogeneous near 0. If U ⊂ R n is starlike with respect to 0, then g(U) is starlike with respect to 0.
Proof. Assume g(U)
is not starlike with respect to zero. Then there exists a ray γ connecting zero and infinity and x, y ∈ U, such that |g(x)| < |g(y)| and
while the line segment [g(x), g(y)] contains points in R n \g(U). Since g(x), g(y) ∈ γ, then there exists t > 1 so that
where d > 0 is the homogeneity factor of g. Further, since g is d-homogeneous and globally injective, then g(y) = g(tx) with y = tx. However, since
then there exists s ∈ R + with 1 < s < t so that
Hence, sx / ∈ U, which contradicts the assumption that U is starlike.
We can then conclude that d-homogeneous quasiconformal maps which fix zero map rays through zero onto rays through zero. Hence, if we're given t > 0 and a d-homogeneous quasiconformal map p : B(0, t) → p(B(0, t)), then we can find the mean radius of B(0, t) under p by integrating over the distance from 0 to ∂p(B(0, t)), and normalize by dividing through by the (n − 1)-dimensional volume of S n−1 , i.e.,
This gives the average distance from 0 to ∂p(B(0, t)) and hence the mean radius of the image of the ball B(0, t) under p. Our next result shows that simple infinitesimal spaces are preserved under the equivalence relation ∼.
Lemma 3.5. Let U be a domain which contains zero and let p, h : U → R n be quasiconformal maps which fix zero so that p(x) ∼ h(x) as x → 0, and let r p and r h be the mean radius functions for p and h respectively. Then for x ∈ U, r p (t) ∼ r h (t) and
Proof. First, observe that since p ∼ h, then |p(B(0, t))| ∼ |h(B(0, t))| as t → 0. Hence, r p (t) ∼ r h (t). We want to show that
as t → 0. Since p ∼ h and r p ∼ r h , then by (3.1) and (3.2),
Finally, suppose g p ∈ T (0, p) and g h ∈ T (0, h) where for a sequence α k > 0, α k → 0 as k → ∞ there exists a subsequence α j k so that
locally uniformly on U. Suppose for a contradiction that g p ≡ g h . Then there exists ǫ > 0, x 0 ∈ R n and K ∈ N where for k ≥ K with α j k x 0 ∈ U so that
However,
r h (α j k ) are normal families which both converge to a quasiregular map of polynomial type (see [7, Theorem 2.7] ), then there exists a neighbourhood N of zero so that each g p k and g h k is bounded. Hence, for
Since we can choose K ′ large enough so that ǫ ′ < ǫ/M, we reach a contradiction. Hence g p and g h agree. Since this holds for any sequence α k → 0, we conclude that the infinitesimal spaces coincide. Proof. First, observe that if f ∼ D and f is injective near 0, then D is injective in a neighbourhood of 0. Let U, V be neighbourhoods of 0 so that f : U → V is a bijective, quasiconformal map. Then Lemma 3.1 implies that
3.6. Inverse generalized derivative formula. We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3. Observe, by Lemma 3.
as t → 0 for x ∈ U. Next, we wish to approximate r D −1 (t) and find an asymptotic formula for
. Further, since r f is asymptotically d-homogeneous, then by Lemma 3.2, r D −1 is asymptotically 1/d-homogeneous. Hence,
To find r D −1 (t), we need to integrate D −1 (w) over S n−1 . Now, observe that since f is locally injective near 0, then by [7, Corollary 2.8] , g is globally quasiconformal, and so g 
as t → 0, where C is a constant depending only on n.
It then follows from (3.9) and (3.10) that for x ∈ f (U) and x = 0,
as t → 0, where C ′′ depends on n and g. The result that T (0, f −1 ) = {C ′′ g −1 } then follows from (3.8).
3.7. Proof of Theorem 1.4. As a payoff to the work on generalized derivatives in this section, we can now prove Theorem 1.4 to show that when a strongly automorphic quasiregular map is simple at 0, then the solution to the Schröder equation with A(x) = λx is particularly nice.
Proof of Theorem 1.4. Observe, since L is locally injective near 0, then choosing an appropriate branch of
is simple. Hence, we may write
Since L(L −1 (x)) = x in a neighbourhood of x 0 , then by Lemma 3.1,
, and so by Lemma 3.1, we can write
Observe that if L is a linearizer and the uqr map f is differentiable at x 0 , then Df (x 0 ) is simple. Hence, L must semi-conjugate f to A and so the homogeneity factor of L at zero is d = 1. The following corollary is immediate.
Corollary 3.7. Suppose f : R n → R n is uqr and differentiable at a repelling fixed point x 0 with derivative f ′ (x 0 ) = λId. Then for any L ∈ L(x 0 , f ) so that T (0, L) is simple, the homogeneity factor of L at zero is d = 1.
One can ask how the situation differs if A = λO for λ > 1 and O an orthogonal matrix. In our applications, there is always an integer k so that O k is the identity. Consequently, we can just replace f by an iterate and apply Theorem 1.4.
However, if we do not make this assumption on O, it turns out by Theorems 1.2 and 1.3 that T (x 0 , f ) is simple, and the generalized derivative of f at x 0 is given
) where C > 0 is chosen so that g preserves the volume of B n . However, since there exists
Thus, g is given by a composition of a quasiconformal conjugate of an orthogonal map with a scaling.
Maps on lattices
In this section, we discuss how to pass from a quasiregular map h 1 which is strongly automorphic with respect to a tame quasiconformal group G 1 and a Schröder equation of the form f 1 • h 1 = h 1 • A 1 , where A 1 is a loxodromic repelling uniformly quasiconformal map, to a quasiregular map h which is strongly automorphic with respect to a discrete group of isometries and a Schröder equation f • h = h • M, where M is linear and uniformly quasiconformal.
The first step is to observe that the tameness implies there is a quasiconformal map conjugating G 1 to G, where G is a discrete group of isometries. We may as well then assume that h is strongly automorphic with respect to such a group. We now prove the various parts of Proposition 1.7.
Proof of Proposition 1.7 (i). Let {g 1 , · · · , g k }, for k ∈ {n − 1, n}, be the generating set for the translation subgroup T of G, where g i (x) = x + w i for 1 ≤ i ≤ k. Since AGA −1 ⊂ G, then for any g ∈ G, there exists h ∈ G so that
Hence, A • g i (0) = h i • A(0) = h i (0) for some h i ∈ G. Since h i is an isometry in G, then there exists a translation T i and rotation fixing zero R i so that h i = T i • R i . Then there is some u i ∈ Λ so that T i (x) = x + u i and hence A(w i ) = T i (R i (A(0))) = u i .
We want to show that in fact R i must be the identity. Observe that since R i ∈ G, and R i (Λ) = Λ, then there exists m i ≥ 1 so that R This means that A| Λ is a linear map M sending w i onto u i for i = 1, . . . , k. We have to show that M is uniformly quasiconformal, that is, M = λO. To that end, suppose that M is linear but not uniformly quasiconformal. Now, since M maps Λ into itself, and T has rank either n − 1 or n, then Λ sits in R j , where j ∈ {n − 1, n}. Fix j according to the rank of T , so that in particular, M maps R j into itself. We will work in R j . For r > 0 let A(r) denote the ring domain A(r) = {x ∈ R j : r < |x| < 2r}.
Also for r > 0, consider the set Λ(r) = {x ∈ A(1) : rx ∈ Λ} ⊂ A(1).
Given ǫ > 0, we can find R large so that for r ≥ R, any point x ∈ A(1) is within distance ǫ of a point y ∈ Λ(r).
If k ∈ N, since M k is linear, there are directions σ k , ν k ∈ S j−1 so that the maximum and minimum moduli of M k in R j satisfy
for any r > 0. Then given ǫ > 0, choose r large enough that there are points x k , y k ∈ Λ(r) with
Hence rx k and ry k are elements of Λ with
Since M k is not uniformly quasiconformal, the linear distortion of M k is unbounded as k → ∞ and hence by the definition of σ k and ν k ,
as k → ∞. On the other hand, since A k is K-quasiconformal for all k ∈ N, by Theorem 2.1 we have
for all k, where η depends only on n and K. This contradiction implies that in fact M must be uniformly quasiconformal, and hence of the form λO for some λ > 1 and orthogonal O in R j . If j = n we are done. If j = n − 1, observe that M extends uniquely to a map of the form λO in R n .
We next prove the second part of Proposition 1.7.
