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Ra´d bych na tomto mı´steˇ podeˇkoval prˇedevsˇı´m panu Ing. Janu Martinovicˇovi, PhD. za
jeho vedenı´, cenne´ na´pady a smeˇrova´nı´ prˇi tvorbeˇ te´to pra´ce. Take´ bych ra´d podeˇkoval
vsˇem, kterˇı´ mi prˇi tvorbeˇ pra´ce poma´hali udrzˇet si jasnou vizi a pozitivnı´ nadhled, protozˇe
ani bez nich by tato pra´ce nevznikla.
Abstrakt
Pra´ce se zaby´va´ kra´tkodobou predikcı´ sra´zˇek z radarovy´ch snı´mku˚ pomocı´ umeˇly´ch neu-
ronovy´ch sı´tı´. Prˇedstavujemetodu zı´ska´va´nı´ dat pro ucˇenı´ neuronovy´ch sı´tı´ a take´metody
pro oveˇrˇenı´ spra´vnosti jejich prˇedpoveˇdı´. Testova´nı´ probı´ha´ na neuronovy´ch sı´tı´ch ucˇe-
ny´ch trˇemi prˇı´stupy: zpeˇtny´m sˇı´rˇenı´m chyby, zpeˇtny´m sˇı´rˇenı´ v cˇase v rekurentnı´ sı´ti a
simulovany´m zˇı´ha´nı´m. Cı´lem pra´ce je prozkouma´nı´ teˇchto metod ucˇenı´ a urcˇenı´ jejich
vlastnostı´ pro dalsˇı´ zkouma´nı´, nalezenı´ vhodny´ch parametru˚ nastavenı´ neuronovy´ch sı´tı´
a oveˇrˇenı´ metody zı´ska´va´nı´ dat na rea´lny´ch radarovy´ch snı´mcı´ch CZRADposkytovany´ch
CˇHMU´.
Klı´cˇova´ slova: Neuronove´ sı´teˇ, kra´tkodoba´ predikce sra´zˇek, radarove´ snı´mky, metoda
zpeˇtne´ho sˇı´rˇenı´, rekurentnı´ sı´t’, simulovane´ zˇı´ha´nı´
Abstract
Thesis deals with nowcasting of precipitation from radar images using artificial neural
networks. It presents method for obtaining data from radar images and also means
for verification the accuracy of predicted precipitation. Tests are performed on neural
networks trained by three approaches: backpropagation, backpropagation through time
for recurrent networks and simulated annealing. The aim is to examine learning methods
and determine their properties for further research, finding the most suitable parameter
settings for learning and also to verify data obtaining method on actual radar images
from CZRAD provided by Czech Hydrometeorological Institute.
Keywords: Neural networks, nowcasting, radar image, backpropagation, recurrent net-
work, simulated annealing
Seznam pouzˇity´ch zkratek a symbolu˚
NN – Neural Network (Neuronova´ sı´t’)
BP – Backpropagation
RNN – Recurrent neural network (Rekurentnı´ sı´t’)
BPTT – Backpropagation through time
SA – Simulated Anneling (Simulovane´ zˇı´ha´nı´)
CˇHMU´ – Cˇesky´ hydrometeorologicky´ u´stav
1Obsah
1 U´vod 5
1.1 Struktura pra´ce . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Neuronove´ sı´teˇ 6
2.1 Biologicky´ neuron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Umeˇly´ neuron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Prvnı´ umeˇly´ neuron (McCullochu˚v) . . . . . . . . . . . . . . . . . . . . . . 7
2.4 Perceptron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.5 Perceptronova´ sı´t’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3 Algoritmy ucˇenı´ neuronovy´ch sı´tı´ 13
3.1 Adaptacˇnı´ pravidlo perceptronu . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Backpropagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.3 Rekurentnı´ sı´t’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.4 Simulovane´ zˇı´ha´nı´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4 Aplikace meteorologicky´ch prˇedpoveˇdı´ 19
4.1 Vyuzˇitı´ radarovy´ch snı´mku˚ (Irsko) . . . . . . . . . . . . . . . . . . . . . . . 19
4.2 Evolucˇnı´ algoritmy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5 Pouzˇita´ data a metoda 22
5.1 Meteorologicka´ data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.2 Zpracova´nı´ dat pro ucˇenı´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.3 Oveˇrˇenı´ prˇedpoveˇdi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.4 Rozdeˇlenı´ dat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.5 Implementace neuronovy´ch sı´tı´ . . . . . . . . . . . . . . . . . . . . . . . . . 27
6 Testova´nı´ 28
6.1 Oveˇrˇenı´ metod na testovacı´m genera´toru . . . . . . . . . . . . . . . . . . . 28
6.2 Prvnı´ testova´nı´ a Wi-Fi rusˇenı´ . . . . . . . . . . . . . . . . . . . . . . . . . . 28
6.3 Ra´dius vzorku r-point metody . . . . . . . . . . . . . . . . . . . . . . . . . 29
6.4 Topologie neuronovy´ch sı´tı´ . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
6.5 Velikost ucˇeny´ch snı´mku˚ (tre´novacı´ mnozˇiny) . . . . . . . . . . . . . . . . 33
6.6 Prˇedpoveˇd’na mensˇı´ oblasti snı´mku . . . . . . . . . . . . . . . . . . . . . . 34
6.7 Prˇedpoveˇd’ s vysˇsˇı´m rozlisˇenı´m nezˇ tre´novany´m . . . . . . . . . . . . . . . 35
6.8 Pameˇt’a generalizace neuronovy´ch sı´tı´ . . . . . . . . . . . . . . . . . . . . . 36
6.9 Intenzivnı´ sra´zˇky . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
6.10 Skla´da´nı´ vy´sledku˚ neuronovy´ch sı´tı´ . . . . . . . . . . . . . . . . . . . . . . 40
7 Za´veˇr 44
8 Reference 45
2Prˇı´lohy 46
A Uka´zky prˇedpoveˇdı´ 47
3Seznam tabulek
1 Hodnoty predikcˇnı´ch schopnostı´ geneticke´ho algoritmu, Zdroj [15] . . . . 21
2 Hodnoty nameˇrˇene´ na testovacı´ch datech pro 2 budoucı´ snı´mky . . . . . . 28
3 Hodnoty pro dva budoucı´ snı´mky prˇi testova´nı´ na rea´lny´ch datech . . . . 29
4 Srovna´nı´ F–Score pro ra´dius r = {0, 1, 2} . . . . . . . . . . . . . . . . . . . 31
5 Srovna´nı´ hodnot pro 1 a 2 vnitrˇnı´ vrstvy . . . . . . . . . . . . . . . . . . . . 32
6 Hodnoty prˇedpoveˇdı´ pro velikosti snı´mku˚ se scale {3, 9} . . . . . . . . . . 33
7 Hodnoty pro testovanı´ nad vy´rˇezem radarove´ho snı´mku pro scale {1, 3} . 34
8 Srovna´nı´ F–Score, SampleE a PointE pro zveˇtsˇene´ rozlisˇenı´ prˇedpoveˇdi 35
9 Vy´sledky testu pro obdobnou, generalizovatelnou a nezna´mou situaci . . 36
10 Vy´sledky testu pro snı´mky s bourˇkami . . . . . . . . . . . . . . . . . . . . 38
11 Srovna´nı´ hodnot pro norma´lnı´ a prova´zane´ metody prˇedpoveˇdi . . . . . . 41
12 Srovna´nı´ hodnot prova´zane´ metody prˇedpoveˇdi nad bourˇkovy´mi snı´mky 42
4Seznam obra´zku˚
1 Zjednodusˇeny´ model biologicke´ho neuronu . . . . . . . . . . . . . . . . . . 6
2 McCullochu˚v forma´lnı´ neuron . . . . . . . . . . . . . . . . . . . . . . . . . 7
3 Perceptron a u´prava pra´hu na va´hu . . . . . . . . . . . . . . . . . . . . . . 8
4 Prˇı´klady aktivacˇnı´ch funkcı´ perceptronu . . . . . . . . . . . . . . . . . . . . 9
5 Schopnosti perceptronu podle pocˇtu vrstev . . . . . . . . . . . . . . . . . . 10
6 Vı´cevrstva´ neuronova´ sı´t’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
7 Adaptace vah vy´stupnı´ a vnitrˇnı´ vrstvy pomocı´ BP . . . . . . . . . . . . . 15
8 Uka´zka vı´cevrstve´ rekurentnı´ sı´teˇ, Zdroj [17] . . . . . . . . . . . . . . . . . 16
9 Slozˇeny´ snı´mek z Met E´ireann Radar Service, Zdroj[18] . . . . . . . . . . . 20
10 Pozice a pokrytı´ radaru˚ CZRAD na u´zemı´ CˇR, Zdroj [20] . . . . . . . . . . 22
11 Radarovy´ snı´mek; vy´secˇe oznacˇujı´ rusˇenı´ Wi-Fi signa´lem . . . . . . . . . . 23
12 Bod a rozdı´l okolnı´ch bodu˚ z prˇedchozı´ho snı´mku, pro ra´dius r = 1 . . . 24
13 Vstupnı´ a vy´stupnı´ data pro jeden tre´novacı´ vzorek . . . . . . . . . . . . . 24
14 U´hrny sra´zˇek za rok 2012 a 2013 v mm, zdroj dat [21] . . . . . . . . . . . . 25
15 Rozlozˇenı´ intenzity odrazivosti pro roky 2012 a 2013 . . . . . . . . . . . . . 26
16 Program pro zı´ska´nı´ a rozdeˇlenı´ intenzit ve snı´mcı´ch . . . . . . . . . . . . 26
17 Rozhranı´ pro pra´ci s neuronovy´mi sı´teˇmi . . . . . . . . . . . . . . . . . . . 27
18 Graf porovna´nı´ F–Score na rusˇeny´ch a vycˇisˇteˇny´ch snı´mcı´ch . . . . . . . 30
19 Graf porovna´nı´ SampleE a PointE na rusˇeny´ch a vycˇisˇteˇny´ch snı´mcı´ch . 30
20 Graf srovna´nı´ F–Score pro ra´dius r = {0, 1, 2} . . . . . . . . . . . . . . . . 31
21 Graf srovna´nı´ SampleE a PointE pro ra´dius r = {0, 1, 2} . . . . . . . . . . 31
22 Grafy srovna´nı´ F–Score a chyb pro sı´teˇ s 2 vnitrˇnı´mi vrstvami . . . . . . . 32
23 Graf srovna´nı´ chyby snı´mku a bodu pro velikosti snı´mku˚ se scale {3, 9} . 33
24 Maska pro ucˇenı´ v plne´ velikosti snı´mku . . . . . . . . . . . . . . . . . . . 34
25 Graf srovna´nı´ chyby u vy´rˇezu snı´mku pro scale {1, 3} . . . . . . . . . . . . 35
26 Testovane´ beˇzˇne´ oblacˇnosti . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
27 Graf srovna´nı´ F–Score testovane´ situace ve 6.8 . . . . . . . . . . . . . . . . 37
28 Graf srovna´nı´ chyb SampleE a PointE pro situace 12/2013 a 1/2013 . . . 37
29 Testovane´ bourˇkove´ situace . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
30 Graf srovna´nı´ F–Score testovane´ situace s bourˇkovy´mi situacemi . . . . . 39
31 Graf srovna´nı´ chyb SampleE a PointE pro bourˇkove´ situace . . . . . . . . 39
32 Uka´zka pouzˇitı´ masky RNN a SA pro BP . . . . . . . . . . . . . . . . . . . 40
33 Hodnoty chyb SampleE a PointE pro prova´zane´ metody masky . . . . . 41
34 Hodnoty chyb prova´zany´ch metod nad bourˇkovy´mi snı´mky . . . . . . . . 42
35 Prˇedpoveˇd’beˇzˇne´ oblacˇnosti pomocı´ BP . . . . . . . . . . . . . . . . . . . . 47
36 Prˇedpoveˇd’beˇzˇne´ oblacˇnosti pomocı´ RNN . . . . . . . . . . . . . . . . . . . 47
37 Prˇedpoveˇd’beˇzˇne´ oblacˇnosti pomocı´ SA . . . . . . . . . . . . . . . . . . . . 47
38 Prˇedpoveˇd’bourˇkove´ oblacˇnosti pomocı´ BP . . . . . . . . . . . . . . . . . . 48
39 Prˇedpoveˇd’bourˇkove´ oblacˇnosti pomocı´ RNN . . . . . . . . . . . . . . . . 48
40 Prˇedpoveˇd’bourˇkove´ oblacˇnosti pomocı´ SA . . . . . . . . . . . . . . . . . . 48
41 Kombinace prˇedpoveˇdı´ BP s RNN a SA u beˇzˇne´ oblacˇnosti . . . . . . . . . 49
42 Kombinace prˇedpoveˇdı´ BP s RNN a SA u bourˇkove´ oblacˇnosti . . . . . . . 50
51 U´vod
Prˇı´rodnı´ mechanizmy se v technice sta´vajı´ sta´le vı´ce popula´rnı´ a dı´ky adaptaci miliony
let vytva´rˇeny´ch algoritmu˚ a struktur se sta´vajı´ va´zˇny´mi kandida´ty pro implementace ve
vy´pocˇetnı´ technice.
Jednou z nejstarsˇı´ch a pu˚vodnı´ch aplikacı´ prˇı´rodnı´ struktury jsou neuronove´ sı´teˇ,
respektive neurony, ktere´ tvorˇı´ mozkovou tka´nˇ veˇtsˇiny zˇivocˇichu˚. Jejich vy´hoda lezˇı´ ve
vysoke´m vy´pocˇetnı´m vy´konu a jednoduche´m za´kladnı´m principu zachycenı´ informace.
Jizˇ relativneˇmale´ dı´teˇ [7] naprˇı´klad doka´zˇe velice jednodusˇe rozeznat od sebe kocˇku cˇi psa
na prˇedlozˇene´m obra´zku, neˇco pro co je potrˇeba slozˇity´ vy´pocˇetnı´ algoritmus. Neuronove´
sı´teˇ se stejneˇ jako lidsky´ mozek ucˇı´ a to je za´kladnı´ rozdı´l od klasicke´ho prˇı´stupu, kdy
je tvorˇen pro proble´m algoritmus. Neuronova´ sı´t’ [17] se proble´m naucˇı´ z prˇedlozˇene´
tre´novacı´ mnozˇiny bez potrˇeby zna´t algoritmus, ktery´m je mnozˇina popsa´na.
Neuronove´ sı´teˇ jsou schopny tzv. generalizace [3], cozˇ znamena´, zˇe jejich vy´sledky
nebudou vzˇdy tak prˇesne´ jako klasicke´ vy´pocˇetnı´ metody, ale budou schopny na za´kladeˇ
podobny´ch vstupu˚ zı´skat odpoveˇd’ i tam, kde by klasicke´ vy´pocˇetnı´ algoritmy mohly
selhat.
Tyto vlastnosti se velmi hodı´ prˇi predikci, kterou se take´ zaby´va´ tato pra´ce. Konkre´tneˇ
se zameˇrˇuje na kra´tkodobou predikci meteorologicky´ch radarovy´ch snı´mku˚ na za´kladeˇ
dat z CZRAD [20].
Cı´lem pra´ce je nejen uka´zat a porovnat schopnosti predikce jednotlivy´ch ucˇebnı´ch
metod a neuronovy´ch sı´tı´ obecneˇ, ale take´ stanovenı´ vhodne´ho nastavenı´ parametru˚
ucˇenı´ a topologie neuronove´ sı´teˇ pro tyto predikce. Mimo jine´ pra´ce take´ demonstruje
schopnost generalizace prˇedpoveˇdi nad nezna´my´mi daty a definuje dı´lcˇı´ metody pro
porovna´nı´ mı´ry spra´vnosti predikce sra´zˇek na prˇedpoveˇzeny´ch snı´mcı´ch.
1.1 Struktura pra´ce
Vkapitole 2 je popsa´n za´kladnı´ princip umeˇly´ch neuronovy´ch sı´tı´ a jejich vy´voj. Kapitola 3
pak prˇedstavuje jednotlive´ zpu˚soby ucˇenı´, ktere´ byly zvoleny pro otestova´nı´ v te´to pra´ci.
Patrˇı´ mezi neˇ za´kladnı´ ucˇebnı´ algoritmus backpropagation (da´le jen BP) popsany´ v sekci
3.2, simulovane´ zˇı´ha´nı´ (da´le jen SA z anglicke´ho Simulated Anneling) popsane´ v sekci 3.4
a zpeˇtne´ sˇı´rˇenı´ v cˇase v rekurentnı´ sı´ti (sekci 3.3), ktera´ je specia´lnı´ aplikacı´ neuronovy´ch
sı´tı´ zachycujı´cı´ cˇasovy´ kontext.
Na´sledujı´cı´ kapitola 5 popisuje pouzˇita´ radarova´ data, jejich selekci, zpu˚sob, kte-
ry´m budou radarove´ snı´mky zpracova´ny do podoby vhodne´ pro ucˇenı´ neuronovy´ch sı´tı´
(odstavec 5.2.1) a take´ mechanizmy pro vyhodnocenı´ mı´ry prˇesnosti prˇedpoveˇdi oproti
skutecˇnosti (sekce 5.3).
Hlavnı´ cˇa´st pra´ce, popsana´ v kapitole 6, se zaby´va´ testova´nı´m implementovany´ch
ucˇenı´ch metod nejprve na testovacı´ se´rii a pak na rea´lny´ch radarovy´ch snı´mcı´ch a naleze-
nı´m idea´lnı´ch nastavenı´, prˇi ktery´ch se sı´t’ucˇı´ prˇijatelneˇ rychle s uspokojivy´mi vy´sledky.
Sekce 6.10 popisuje postup, ktery´m je mozˇne´ zlepsˇit prˇedpoveˇd’ skla´da´nı´m vy´sledku˚ sı´tı´
naucˇeny´ch jednotlivy´mi metodami. Vy´sledky provedeny´ch testu˚ jsou na´sledneˇ shrnuty
v za´veˇru diplomove´ pra´ce (kapitola 7).
62 Neuronove´ sı´teˇ
Neuronovou sı´tı´ [10] se u savcu˚ nazy´va´ mnozˇina neuronu˚ propojeny´ch mezi sebou sy-
napsemi, jejichzˇ vazby jsou ru˚zneˇ silne´ a umozˇnˇujı´ zapamatova´nı´ urcˇite´ho vjemu, at’uzˇ
ma´me na mysli reflex, visua´lnı´ podneˇt cˇi vzpomı´nku. Jako takova´ je tato struktura kom-
plikovaneˇjsˇı´ tı´m, zˇe celou jejı´ funkci ovlivnˇuje mnoho chemicky´ch faktoru˚, jejichzˇ plne´ho
porozumeˇnı´ jesˇteˇ nenı´ dosazˇeno.
Implementace umeˇle´ neuronove´ sı´teˇ se tedy zameˇrˇuje zejme´na na jejı´ za´kladnı´ jed-
notku - neuron.
V textu pra´ce se bude mnohokra´t objevovat pojem neuron a neuronova´ sı´t’. Pokud
nebude blı´zˇe uprˇesneˇno, zda se jedna´ o umeˇlou cˇi biologickou variantu, je tı´m mysˇlen
neuron cˇi neuronova´ sı´t’umeˇle´ho charakteru.
2.1 Biologicky´ neuron
Biologicky´ neuron (viz obra´zek 1) je za´kladnı´ stavebnı´ jednotkou biologicke´ neuronove´
sı´teˇ. Spojenı´ skupiny teˇchto neuronu˚ umozˇnˇuje vytvorˇenı´ struktury, ktera´ je schopna se
naucˇit a zapamatovat si vjem cˇi urcˇitou schopnost, at’uzˇ jsou to vrozene´ schopnosti (DNA,
reflexy) cˇi schopnosti naucˇene´ beˇhem zˇivota.
Pra´veˇ prvnı´ zmı´neˇne´, tedy vrozenı´ nastavenı´ vah synapsı´, je jedna z nejveˇtsˇı´ch prˇed-
nostı´ biologicky´ch neuronovy´ch sı´tı´. Tyto va´hy se totizˇ prˇeda´vajı´ a vylepsˇujı´ jizˇ pomnoho
milionu˚ let. Z tohoto hlediska mohou svou prˇesnostı´ umeˇle´ neuronove´ sı´teˇ konkurovat
jen na pecˇliveˇ zvolene´ podmnozˇineˇ proble´mu˚. Pro zlepsˇenı´ ucˇenı´ [19] se ale i v umeˇ-
ly´ch neuronovy´ch sı´tı´ch prova´dı´ optimalizace nastavenı´ pocˇa´tecˇnı´ch vah na mnozˇinu
proble´mu.
Obra´zek 1: Zjednodusˇeny´ model biologicke´ho neuronu
Kazˇdy´ neuron prˇijı´ma´ signa´ly prˇes dendriny odkud vstupujı´ do teˇla neuronu, kde
dojde k sumaci signa´lu˚. Pokud tato suma prˇesa´hne prahovou hodnotu dane´ho neuronu,
7vysˇle signa´l po axonove´m vla´kneˇ do dalsˇı´ch neuronu˚. Na konci se axonove´ho vla´kno deˇlı´
na mnoho synapsı´, ktere´ jsou dvojı´ho druhu. Jedny signa´l zesilujı´ (excitujı´) a druhe´ jej
naopak zeslabujı´ (inhibitujı´). Odtud signa´l prˇecha´zı´ do dendrinu˚ dalsˇı´ch neuronu˚ cˇi prˇes
nervy da´le v nervove´ soustaveˇ. Neuron jako takovy´ je schopen zpracovat velke´ mnozˇstvı´
signa´lu˚ (vstupu˚) a take´ svu˚j signa´l (vy´stup) prˇedat do mnoha dalsˇı´ch neuronu˚.
To, zˇe signa´l neˇktere´ho neuronu ma´ veˇtsˇı´ va´hu, urcˇuje va´ha synapse a sı´t’se ucˇı´ pra´veˇ
nastavenı´m teˇchto vah na hodnoty, ktere´ ve vy´sledku dodajı´ ky´zˇeny´ stimul na konci
dra´hy informace. Tyto poznatky byly vyuzˇity pro definova´nı´ pravidel a zpu˚sobu ucˇenı´
umeˇly´ch neuronu˚, a tı´m take´ struktur z nich sestavovany´ch - umeˇly´ch neuronovy´ch sı´tı´.
2.2 Umeˇly´ neuron
Acˇkoliv za´kladnı´ princip sˇı´rˇenı´ signa´lu v biologicky´ch neuronech se zda´ by´t trivia´lnı´,
proces samotne´ho ucˇenı´, ktery´ jesˇteˇ jako takovy´ nenı´ u´plneˇ rozkryt, nenı´ jednoduche´ prˇe-
ve´st do jeho pocˇı´tacˇove´ho ekvivalentu. Vy´zkum neuronovy´ch sı´tı´ probı´ha´ jizˇ od poloviny
20. stoletı´ a modely, ktere´ v soucˇasnosti popisujı´ umeˇly´ neuron, funkci jeho biologicke´ho
prˇedobrazu jen aproximujı´.
2.3 Prvnı´ umeˇly´ neuron (McCullochu˚v)
Prvnı´ forma´lnı´ definici umeˇle´ho neuronu prˇedstavil v roce 1943 [12] W. S. McCulloch
spolu s W. Pittsem. V pra´ci se snazˇili doka´zat, zˇe je mozˇne´ nasimulovat Turingu˚v stroj
konecˇny´m synchronnı´m polem teˇchto forma´lnı´ch neuronu˚.
McCullochova definice neuronu je bina´rnı´ prahovy´ neuron, nebot’do neˇj vstupujı´ bi-
na´rnı´ informace, tzn. bud’je vstup excitacˇnı´ (1) a prˇispı´va´ tak do sumy +1 nebo je inhibicˇnı´
(0) a do sumy prˇispı´va´ -1. Pokud suma vstupu˚ prˇekrocˇı´ definovany´ pra´h neuronu, je tento
excitova´n na hodnotu 1, jinak je inhibova´n (0). Model McCullochova neuronu a uka´zka
neˇktery´ch funkcı´ je na obra´zku 2.
Acˇkoliv je tento model ve sve´ podstateˇ funkcˇnı´, ma´ oproti biologicke´mu modelu neˇ-
kolik podstatny´ch omezenı´. Ma´ skokovou odpoveˇd’, zatı´mco biologicke´ neurony majı´
odpoveˇd’ spojitou. Rea´lny´ neuron navı´c produkuje sled pulsu˚, zatı´mco v tomto modelu
je generova´n vzˇdy jeden o stejne´ hodnoteˇ. Rea´lne´ neurony rovneˇzˇ nejsou nijak synchro-
nizova´ny.
Obra´zek 2: McCullochu˚v forma´lnı´ neuron
82.4 Perceptron
Modelemumeˇle´honeuronu, ktery´ je dodnesvneuronovy´ch sı´tı´chpouzˇı´va´n je perceptron,
jezˇ roku 1957 definoval F. Rosenblatt [13]. Perceptronem se nazy´va´ jak samotny´ neuron,
tak i sı´t’ (jedno i vı´cevrstva´) s doprˇedny´mi vazbami tvorˇena z teˇchto perceptronu˚, ktera´
bude popsa´na v kapitole 2.5.
Na rozdı´l odMcCullochova neuronudo perceptronu prˇicha´zejı´ signa´ly (viz obra´zek 3)
jako rea´lna´ cˇı´sla, ktera´ jsou vyna´sobena hodnotou vah synapsı´, jejichzˇ hodnota je take´
rea´lna´.Va´hy synapsı´ urcˇujı´ svouhodnotouvy´znamnost vstupu. Tytovyna´sobene´ impulsy
vstupu˚ jsou secˇteny a je od nich odecˇtena hodnota pra´hu neuronu. Na tuto sumu je
aplikova´na tzv. aktivacˇnı´ funkce f , ktera´ urcˇı´ hodnotu vy´stupu neuronu. Ta je tedy urcˇena
na´sledujı´cı´ obecnou rovnicı´:
y = f(
n
i=1
xiwi − θ)
Pro forma´lnı´ zjednodusˇenı´ rovnice se prahova´ hodnota neuronu nahrazuje vstupem
x0 = −1 a va´hou w0 = θ, cozˇ zjednodusˇı´ prˇedpis funkce tak, zˇe jej lze prˇepsat na skala´rnı´
soucˇin vektoru˚ x⃗ a w⃗:
y = f(
n
i=0
xiwi) ⇒ y = f(x⃗w⃗)
Obra´zek 3: Perceptron a u´prava pra´hu na va´hu
Podle druhu aktivacˇnı´ funkce se perceptrony deˇlı´ na dva za´kladnı´ typy: skokove´ a
spojite´. Spojite´ se pak jesˇteˇ da´le deˇlı´ na linea´rnı´ a nelinea´rnı´.
2.4.1 Prahovy´ perceptron
Prahovy´ perceptron je popsa´n skokovou aktivacˇnı´ funkcı´ (viz obra´zek 4a) jejı´mzˇ prˇedpi-
sem je:
f(n) =

1, x > 0
0, x ≤ 0
Vy´stup tohoto neuronu je tedy 1 v prˇı´padeˇ kdy soucˇet vstupu˚ prˇesa´hne hodnotu 0, jinak
bude na jeho vy´stupu vzˇdy hodnota 0. Tento pru˚beˇh je v podstateˇ shodny´ s vy´stupem
McCullochova neuronu.
9Obra´zek 4: Prˇı´klady aktivacˇnı´ch funkcı´ perceptronu
2.4.2 Linea´rnı´ separabilita
Jednoduchy´ perceptron je sa´m o sobeˇ schopen rozhodovat pouze linea´rneˇ separovatelne´
u´lohy, tedy u´lohy, ktere´ umozˇnˇujı´ rozdeˇlit mnozˇinu vstupu˚ pomocı´ nadroviny (v dvou-
rozmeˇrne´m zobrazenı´ prˇı´mkou) na dveˇ trˇı´dy (viz obra´zek 5a). Jedna z nich odpovı´da´
excitaci neuronu (1), druha´ jeho inhibici (0) [17].
Mezi takove´to u´lohy patrˇı´ naprˇ. AND cˇi OR, ale uzˇ ne funkce XOR. XOR je zvla´sˇtnı´m
prˇı´padem paritnı´ funkce vracejı´cı´ hodnotu 1, pokud je pocˇet jednicˇkovy´ch bitu˚ lichy´.
V ostatnı´ch prˇı´padech vracı´ 0. Jedna´ se o jeden z nejteˇzˇsˇı´ch proble´mu˚ [10], ktery´ lze
neuronovy´m sı´tı´m prˇedlozˇit, protozˇe neuronova´ sı´t’musı´ po kazˇde´ zmeˇneˇ vstupu meˇnit
svou hodnotu.
Tento proble´m rˇesˇı´ vı´cevrstve´ neuronove´ sı´teˇ, ktere´ umozˇnˇujı´ pomocı´ skla´da´nı´ jednot-
livy´chperceptronu˚ vevrstva´churcˇitmnozˇinupomocı´ konvexnı´hopolygonua i jakoukoliv
dalsˇı´ mnozˇiny prvku˚.
2.4.3 Spojity´ perceptron
Nejza´kladneˇjsˇı´m typemspojite´hoperceptronu je linea´rnı´ perceptron, ktery´ dı´ky sve´ funkci
nenı´ nutne´ ucˇit, avsˇak prova´dı´ pouze linea´rnı´ zobrazenı´. Pro vy´pocˇet vah [10] je navı´c
potrˇeba, aby vsˇechny vzory byly navza´jem linea´rneˇ neza´visle´, cˇehozˇ se docı´lı´ pouze tı´m,
zˇe bude vzoru˚ me´neˇ nezˇ neuronu˚ v sı´ti.
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Obra´zek 5: Schopnosti perceptronu podle pocˇtu vrstev
Dalsˇı´m a za´rovenˇ nejpouzˇı´vaneˇjsˇı´m typem spojite´ho perceptronu je perceptron neline-
a´rnı´, ktery´ vyuzˇı´va´ tzv. saturacˇnı´ funkce. Ta sumu vstupu˚ prˇevede do intervalu ⟨0, 1⟩ (re-
spektive ⟨−1, 1⟩) tak, zˇe v blı´zkosti nuly potencia´l neuronu prudce stoupa´ (respektive
klesa´), zatı´m co v intervalech vzda´leneˇjsˇı´ch od nulove´ hodnoty se potencia´l meˇnı´ uzˇ jen
nepatrneˇ.
Nejklasicˇteˇjsˇı´mi saturacˇnı´mi funkcemi jsou sigmoida (obra´zek 4c) a hyperbolicky´ tan-
gent (4d), ktere´ jsou definova´ny na´sledovneˇ:
S(x) =
1
1 + e−λx
, tanh(x) =
eλ2x − 1
eλ2x + 1
,
kde λ prˇedstavuje strmost sigmoidu.
Z vy´sˇe popsany´ch vzorcu˚ (a pru˚beˇhu˚ funkcı´) vyply´va´, zˇe v prˇı´padeˇ, kdy se vnitrˇnı´
potencia´l (suma) neuronublı´zˇı´+∞, docha´zı´ k u´plne´ excitaci neuronuS(x) = 1 (tanh(x) =
1). Pokud se naopak vnitrˇnı´ potencia´l blı´zˇı´ −∞, docha´zı´ k u´plne´ inhibici neuronu -
S(x) = 0 (tanh(x) = −1).
Nelinea´rnı´ perceptron se svou stavbou nejvı´ce podoba´ biologicke´mu neuronu a je
vyuzˇit prˇedevsˇı´m prˇi stavbeˇ vı´cevrstvy´ch neuronovy´ch sı´tı´ [17].
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2.5 Perceptronova´ sı´t’
Zrˇejmeˇ nejrozsˇı´rˇeneˇjsˇı´m uzˇitı´m spojite´ho perceptronu je vı´cevrstva´ neuronova´ (perceptro-
nova´) sı´t’. Ta je tvorˇena, jak vyply´va´ z obra´zku 6, alesponˇ trˇemi vrstvami. Vstupnı´ vrstvou,
na kterou jsou prˇivedeny signa´ly, vy´stupnı´ vrstvou, ve ktere´ reaguje sı´t’na vstup odpovı´-
dajı´cı´ vy´stupnı´ informacı´, a minima´lneˇ jednou vnitrˇnı´ vrstvou. Mezi neurony sousednı´ch
vrstev pak docha´zı´ k jejich u´plne´mu propojenı´.
Pro veˇtsˇinu prakticky´ch rˇesˇenı´ nenı´ potrˇeba vyuzˇı´vat vı´ce nezˇ jednu vnitrˇnı´ vrstvu
(obra´zek 5b). Vstupnı´ vrstva se neˇkdy prˇi urcˇova´nı´ velikosti sı´teˇ nezapocˇı´ta´va´, protozˇe
jejı´ neurony jsou vzˇdy excitova´ny a prˇiva´deˇjı´ signa´ly do vysˇsˇı´ vrstvy. V tomto kontextu
se pak trˇı´vrstvy´mi sı´teˇmi myslı´ sı´teˇ s dveˇma vnitrˇnı´mi (skryty´mi) vrstvami.
Trˇı´vrstva´ (respektive cˇtyrˇvrstva´, viz obra´zek 5c) sı´t’ je schopna aproximovat libo-
volne´ rea´lne´ zobrazenı´ mezi prostorem vstupu˚ a vy´stupu˚ tzn., zˇe pro libovolne´ zobrazenı´
Rn → Rm existuje trˇı´vrstva´ sı´t’, ktera´ jej popisuje [10]. V soucˇasnosti neexistuje teoreticky´
du˚vod procˇ pouzˇı´vat vı´ce nezˇ 2 vnitrˇnı´ vrstvy [7].
Obra´zek 6: Vı´cevrstva´ neuronova´ sı´t’
2.5.1 Doprˇedne´ sˇı´rˇenı´ signa´lu
Ve vı´cevrstve´ neuronove´ sı´ti je excitace vy´stupu˚ dosazˇeno tzv. doprˇedny´m sˇı´rˇenı´m (feed-
forward) signa´lu.
Nejprve jsou na vstupnı´ vrstvu prˇivedeny hodnoty vstupu˚ v intervalu dle aktivacˇnı´
funkce ⟨0, 1⟩ cˇi ⟨−1, 1⟩. Tyto excitace jsou pomocı´ vazeb prˇeneseny do vnitrˇnı´ vrstvy sı´teˇ.
Prˇes va´hy synapse (da´le jen va´hy) na vstupech vysˇsˇı´ vrstvy jsou tyto signa´ly zesı´leny cˇi
zeslabeny:
zj =
o
i=1
xiwij ,
kde o je mnozˇina vsˇech neuronu˚ prˇedcha´zejı´cı´ vrstvy a zj je suma hodnot xi nizˇsˇı´ vrstvy,
ktere´ do neuronu vstupujı´ prˇes synapticke´ va´hy wij .
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Kazˇdy´ neuron provede sumu teˇchto svy´ch vstupu˚ a vy´sledek posˇle prˇes aktivacˇnı´
funkci f(zj) opeˇt do vsˇech neuronu˚ vysˇsˇı´ vrstvy. Tento proces se opakuje pro kazˇdou
vrstvu, nezˇ je dosazˇeno vy´stupnı´ vrstvy, kde z vy´stupnı´ch neuronu˚ zı´ska´me excitacˇnı´
stavy vy´stupu˚ neuronove´ sı´teˇ.
Tı´mto postupem jsme vlastneˇ zı´skali reakci neuronove´ sı´teˇ na vneˇjsˇı´ podneˇt. Stejny´m
zpu˚sobem probı´ha´ sˇı´rˇenı´ signa´lu i v biologicke´ neuronove´ sı´ti. Vstupem v nı´ mohou by´t
naprˇ. signa´ly z nosnı´ sliznice a vy´stupem rozpozna´nı´ cˇichove´ho vjemu, zna´me´ho pachu
cˇi vu˚neˇ.
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3 Algoritmy ucˇenı´ neuronovy´ch sı´tı´
Neuronove´ sı´teˇ mu˚zˇeme rozdeˇlit podle topologie na dva typy: na sı´teˇ s doprˇedny´m
vazbami a sı´teˇ zahrnujı´cı´ i jiste´ rekurentnı´ vazby. Pro otestova´nı´ byly zvoleny dveˇ metody
ucˇenı´ pracujı´cı´ s doprˇednou neuronovou sı´tı´ a da´le pak rekurentnı´ sı´t’, ktera´ obsahuje
neurony s rekurentnı´mi vazbami.
Ucˇenı´ neuronovy´ch sı´tı´ se da´ rovneˇzˇ rozdeˇlit na ucˇenı´ bez ucˇitele a ucˇenı´ s prˇı´tomnostı´
ucˇitele. Metody pouzˇite´ v te´to pra´ci se zameˇrˇujı´ na ucˇenı´ s ucˇitelem. Pro tento typ ucˇenı´ je
potrˇeba tre´novacı´ mnozˇiny. Va´hy synapsı´ se upravujı´ rozdı´lem vy´stupu sı´teˇ a skutecˇne´ho
pozˇadovane´ho vy´stupu.
Cı´lem tohoto ucˇenı´ nenı´ jen spra´vne´ prˇirˇazenı´ vy´stupu˚ k pozˇadovany´m vstupu˚m, ale
take´ schopnost generalizace, tedy aby byla neuronovy´ sı´t’ schopna nezna´me´mu vstupu
prˇirˇadit prˇijatelny´ vy´stup [3, str. 51]. Acˇkoli nenı´ tento zpu˚sob ucˇenı´ vlastnı´ biologicke´ sı´ti,
je velmi u´cˇinny´ a v soucˇasnosti je jeho fungova´nı´ oveˇrˇeno na velke´m mnozˇstvı´ zejme´na
aproximacˇnı´ch a predikcˇnı´ch u´loh.
3.1 Adaptacˇnı´ pravidlo perceptronu
Va´hy jednoduche´ho perceptronu (viz kapitola 2.4) jsou podle tohoto pravidla adaptova´ny
tak, aby rozdı´l mezi skutecˇny´m a pozˇadovany´m vy´stupem byl co nejmensˇı´.
Nejprve jsou vsˇechny hodnoty va´hove´ho vektoru w⃗ inicializova´ny maly´mi na´hod-
ny´mi cˇı´sly. Na´sledneˇ je pak neuronu prˇedlozˇen vstup tre´novacı´ mnozˇiny a je vypocˇten
rozdı´l pozˇadovane´ho a skutecˇne´ho vy´stupu podle vzorce:
∆ = d(t)− y(t) ,
kde ∆ prˇedstavuje chybu odezvy neuronu, d(t) pozˇadovanou hodnotu a y(t) hodnotu
dodanou perceptronem. S vyuzˇitı´m te´to chyby na´sledneˇ upravı´me va´hy pro na´sledujı´cı´
krok podle:
wi(t+ 1) = wi(t) + η∆xi(t) ,
kde 0 ≤ η ≤ 1 prˇedstavuje koeficient ucˇenı´ ovlivnˇujı´cı´ mı´ru adaptace. Jestlizˇe je v na´sle-
dujı´cı´m kroku∆ nulova´, nebo mensˇı´ nezˇ urcˇeny´ pra´h chyby, je ucˇenı´ u´speˇsˇneˇ ukoncˇeno.
3.2 Backpropagation
Metoda zpeˇtne´ho sˇı´rˇenı´ je za´kladnı´ a nejpouzˇı´vaneˇjsˇı´ (v 80% prˇı´padu˚ [16, str. 35]) metoda
adaptace vah doprˇedny´ch neuronovy´ch sı´tı´. Jak jizˇ jejı´ na´zev napovı´da´, metoda (na rozdı´l
od doprˇedne´ho sˇı´rˇenı´) adaptuje zmeˇny od vy´stupnı´ vrstvy smeˇrem ke vstupnı´.
Podstata BP spocˇı´va´ ve hleda´nı´ minima funkce chyby E, ktera´ je forma´lneˇ da´na tı´mto
prˇedpisem:
E =
1
2
p
j=1
m
k=1
(yk − ok)2j ,
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kde yk je odezva neuronove´ sı´teˇ na prˇedlozˇeny´ vzor, ok je pozˇadovana´ odezva vy´stupu
pro dane´ vstupy, p je celkovy´ pocˇet vzoru˚ tre´novacı´ mnozˇiny am pocˇet neuronu˚ vy´stupnı´
vrstvy.
Tato chyba je snizˇova´na pomocı´ gradientnı´ metody u´pravou synapticky´ch vah neu-
ronu˚.Algoritmuszacˇı´na´ prˇedlozˇenı´mprvnı´hovzoru sı´tı´ a provedenı´mdoprˇedne´ho sˇı´rˇenı´.
K neuronu˚m ve vy´stupnı´ vrstveˇ (viz 7a) je vypocˇten rozdı´l hodnoty oproti pozˇadovane´
hodnoteˇ pro vstupnı´ vzor:
δk = (ok − yk)f ′(zk), kde zk =
n
j=1
xjwjk ,
f ′(zk) je derivacı´ sumy vy´stupu˚ mnozˇiny neuronu˚ n nizˇsˇı´ vrstvy prˇispı´vajı´cı´ch prˇes
va´hy do neuronu k. δk prˇedstavuje potrˇebnou zmeˇnu vah, ktera´ bude da´le upravovat
synapticke´ va´hy vstupu˚ neuronu˚ vy´stupnı´ vrstvy. Ke kazˇde´mu neuronu ve vnitrˇnı´ vrstveˇ
je prˇirˇazena suma jeho δ vstupu˚, tedy neuronu˚ nacha´zejı´cı´ch se v nizˇsˇı´ vrstveˇ:
δj =
m
k=1
δkwjkf
′(zj), kde zj =
o
i=1
xiwij ,
δj prˇedstavuje potrˇebnou zmeˇnu vah neuronu j-te´ vnitrˇnı´ vrstvy, ktera´ prˇi doprˇedne´m
sı´rˇenı´ prˇispı´va´ prˇes va´hy wjk svou hodnotou do vysˇsˇı´ vrstvy. Mnozˇina o prˇedstavuje
neurony prˇedcha´zejı´cı´ vrstvy.
Vy´sˇe popsany´ vy´pocˇet δ se provede pro vsˇechny vnitrˇnı´ vrstvy sı´teˇ. Po stanovenı´
vsˇech δ jsou upraveny jednotlive´ va´hy ve vrstva´ch. Stanovenı´ va´hy pro vy´stupnı´ vrstvu
je da´no vzorcem:
wjk(t+ 1) = wjk(t) + ηδkyj + µ[wjk(t)− wjk(t− 1)]
a va´hy vnitrˇnı´ch vrstev:
wij(t+ 1) = wij(t) + ηδjyi + µ[wij(t)− wij(t− 1)] ,
kde η prˇedstavuje koeficient ucˇenı´ sı´teˇ, ktery´ urcˇuje jak velka´ cˇa´st δ hodnoty prˇispeˇje
ke zmeˇneˇ va´hy. Konstanta µ, jejı´zˇ rozsah je ⟨0, 1⟩, je koeficientem vlivu vah prˇedchozı´ho
kroku.
Stanovenı´ hodnot η aµ je du˚lezˇite´ pro efektivnı´ adaptaci sı´teˇ. Jejich nastavenı´ je vsˇak ve
veˇtsˇineˇ prˇı´padu˚ veˇcı´ experimentu˚ [17], nebot’prakticky neexistuje zˇa´dne´ exaktnı´ pravidlo,
ktere´ by tento proble´m mohlo vyrˇesˇit.
3.3 Rekurentnı´ sı´t’
Beˇzˇna´ doprˇedna´ neuronovy´ sı´t’mapuje vstupy, prˇivedene´ na vstup sı´teˇ, na vy´stupy bez
za´vislosti na kontextu. Stejny´ stimul tedy vede vzˇdy ke stejne´ odezveˇ sı´teˇ, cozˇ se nehodı´
pokudnaposloupnosti vstupnı´chdat za´lezˇı´. V beˇzˇne´ doprˇedne´ neuronove´ sı´ti se zavedenı´
kontextu rˇesˇı´ zvy´sˇenı´m pocˇtu vstupnı´ch neuronu˚ tak, aby bylo mozˇne´ kontext popsat v
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Obra´zek 7: Adaptace vah vy´stupnı´ a vnitrˇnı´ vrstvy pomocı´ BP
jednom ucˇebnı´m vzorku. To vede k znacˇne´mu zveˇtsˇenı´ vy´sledne´ sı´teˇ a tı´m i k pomale´mu
ucˇenı´ a konvergenci.
Rekurentnı´ neuronova´ sı´t’(da´le take´ RNN z anglicke´ho Recurrent Neural Network) je
rozsˇı´rˇenı´m za´kladnı´ doprˇedne´ neuronove´ sı´teˇ, ktera´ umozˇnˇuje cˇasovy´ kontext prˇedcha´-
zejı´cı´ch kroku˚ promı´tnout i do stimulu˚ aktua´lnı´ch. Posloupnost vstupnı´ch dat tedy bude
mı´t vliv na vy´sledek ucˇenı´ sı´teˇ bez nutnosti upravovat topologii sı´teˇ vy´sˇe zmı´neˇny´m zpu˚-
sobem. Rekurentnost je tedy jaka´si zpeˇtnovazebnı´ smycˇka, ktera´ je vlastnı´ i biologicky´m
neuronu˚m. Zmatematicke´ho pohledu jsou RNNdynamicky´mi syste´my [8], tedy syste´my
jejichzˇ stav a chova´nı´ je za´visle´ na cˇase.
RNN pro adaptaci opeˇt vyuzˇı´va´ gradientnı´ metodu backpropagation. Ta ale nemu˚zˇe
by´t pouzˇita prˇı´mo, protozˇe prˇeda´va´nı´ chyby v BP prˇedpokla´da´, zˇe spojenı´ mezi neurony
neobsahujı´ cykly, tedy zpeˇtna´ spojenı´. Ucˇenı´ musı´ probı´hat da´vkovy´m zpu˚sobem, kdy
se zmeˇny vah nejprve akumulujı´ pro vsˇechny vzory sekvence a azˇ pote´ jsou provedeny
u´pravy vah.
Jiny´mi slovy, oproti prˇedcha´zejı´cı´mu modelu se signa´l nesˇı´rˇı´ jen od vstupnı´ vrstvy
smeˇrem k vrstveˇ vy´stupnı´, ale docha´zı´ i ke zpeˇtnovazebnı´mu prˇenosu informace z prˇed-
chozı´ch prˇedkla´dany´ch vzoru˚. Stejneˇ tak i propagace chyby sı´teˇ se sˇı´rˇı´ nejen od vy´stupu k
vstupu, ale take´ od poslednı´ho tre´novane´ho vzoru k prvnı´mu. Pro tento prˇenos jsou v sı´ti
zavedeny tzv. rekurentnı´ neurony, jak je naznacˇeno na obra´zku 8. Tato metoda se nazy´va´
zpeˇtnovazebnı´ sˇı´rˇenı´ v cˇase (da´le BPTT z anglicke´ho Backpropagation through time).
Z tohoto popisu vyply´va´, zˇe gradientnı´ metodou BP je nutne´ minimalizovat tuto
vy´slednou chybu:
Es(t) =
T
n=1
E(t+ n), kde E(t+ n) =
1
2
m
k=1
(yk(t+ n)− ok(t+ n))2,
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Obra´zek 8: Uka´zka vı´cevrstve´ rekurentnı´ sı´teˇ, Zdroj [17]
kde

E(t+n) prˇedstavuje sumu chyb rozdı´lu˚ vy´sledne´ hodnoty oproti hodnoteˇ pozˇado-
vane´ v cˇasovy´ch intervalech vzoru sekvence t, t+1 azˇ t+n. Pro poslednı´ vzorek sekvence
je hodnota E(t+ n) = 0.
Jako prvnı´ je pro vzory provedeno doprˇedne´ sˇı´rˇenı´ od prvnı´ho azˇ po poslednı´ cˇasovy´
vzor (t = 1, . . . , T ) a vy´sledky jsou ulozˇeny.
Na´sledneˇ je pak zpeˇtny´m sˇı´rˇenı´m propagova´na chyba vneˇjsˇı´ho neuronu poslednı´ho
cˇasove´ho vzoru (n = T ) pro vneˇjsˇı´ vrstvu:
δk(T ) = (ok(T )− yk(T ))f ′(zk(T ))
pro vnitrˇnı´ vrstvy v cˇase T:
δj(T ) =

m
k=1
δk(T )wjk

f ′(zj(T ))
Pro vrstvy z prˇedchozı´ch vzoru˚ sekvence pak platı´ pro vneˇjsˇı´ vrstvu:
δk(t) =
ok(t)− yk(t) + n
j=1
δj(t+ 1)w
rec
jk
 f ′(zk(t))
a vnitrˇnı´ vrstvy:
δj(t) =

o
k=1
δk(n)wjk +
o
k=1
δk(n+ 1)w
rec
jk

f ′(zj(t))
Tyto vypocˇtene´ rozdı´ly se vyuzˇijı´ ke zmeˇneˇ vah. Akumulujı´ se pro kazˇdou jednotli-
vou vazbu a jednotlivy´ cˇasovy´ krok sekvence od poslednı´ho po prvnı´. Zmeˇny jsou pak
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aplikova´ny na neuronovou sı´t’a jsou upraveny jednotlive´ va´hy ve vrstva´ch. Pro vy´stupnı´
vrstvu jsou upraveny podle vzorce:
wjk = wjk + η
T
t=1
δkyj ,
va´hy vnitrˇnı´ch vrstev podle:
wij = wij + η
T
t=1
δjyi,
a va´hy rekurentnı´ch neuronu˚ vzorci:
wrecjk = w
rec
jk + η
T
t=1
δkyj(t− 1), resp. wrecij = wrecij + η
T
t=1
δjyi(t− 1)
Z vy´sˇe uvedene´ho vyply´vajı´ omezenı´ rekurentnı´ sı´teˇ. Pokazˇde´, kdyzˇ zveˇtsˇı´me pocˇet
cˇasovy´ch vzorku˚ v sekvenci, zveˇtsˇı´ se pameˇt’ova´ i cˇasova´ na´rocˇnost vy´pocˇtu. Navı´c veli-
kost te´to sekvence je omezena, jelikozˇ pro velke´ cˇasove´ u´seky se vytra´cı´ hodnota gradi-
entu [2], kdy se pru˚chodem kazˇdou vrstvou neuronove´ sı´teˇ v cˇase chyba zmensˇuje tak,
azˇ zmizı´ u´plneˇ.
Opakovany´m ucˇenı´m se´rie dat se pomalu posouva´ komplexnı´ nelinea´lnı´ dynamicky´
syste´m (mysˇleno neuronova´ sı´t’) v prostoru parametru (va´hy neuronu˚), cˇı´mzˇ se sı´t’prˇi-
blizˇuje k bodu˚m bifurkace1, ve ktery´ch se mu˚zˇe jejı´ chova´nı´ vy´razneˇ zmeˇnit (s tı´m souvisı´
i vy´sˇe zmı´neˇne´ vytra´cenı´ gradientu). Dı´ky tomu mu˚zˇe chyba v kriticky´ch mı´stech, prˇi
prˇekrocˇenı´ hranice (bodu bifurkace), nena´vratneˇ naru˚st a znemozˇnit tak naucˇenı´ sı´teˇ [4].
Na rozdı´l od ucˇenı´ beˇzˇne´ doprˇedne´ sı´teˇ nenı´ u BPTT garantova´na konvergence do
loka´lnı´hominima chyby[8]. To u doprˇedny´ch sı´tı´ nemu˚zˇe nastat, nebot’ty realizujı´ funkce,
ne dynamicky´ syste´m.
3.4 Simulovane´ zˇı´ha´nı´
Simulovane´ zˇı´ha´nı´ bylo vyvinuto v polovineˇ 70 let 20. stoletı´ S. Kirkpatrikem [9] a neˇko-
lika dalsˇı´mi badateli. Pu˚vodneˇ bylo vyvinuto k lepsˇı´ optimalizaci na´vrhu˚ elektronicky´ch
obvodu˚ pomocı´ simulace skutecˇne´ho procesu zˇı´ha´nı´ z metalurgie.
Zˇı´ha´nı´ v metalurgii je proces prudke´ho zahrˇa´tı´ ocele a na´sledneˇ pomale´ho ochlazo-
va´nı´, ktere´ ma´ za na´sledek zatvrdnutı´ materia´lu v kvalitneˇji postavene´ krystalove´ mrˇı´zˇce,
kde se nacha´zı´ me´neˇ nerovnostı´ a tı´m se zvy´sˇı´ tvrdost materia´lu.
Prˇi hleda´nı´ ve stavove´mprostorumuzˇe nastat situace, kdy beˇzˇny´ algoritmus uva´zne v
loka´lnı´mminimu. Simulovane´ zˇı´ha´nı´, podobneˇ jako zˇı´ha´nı´ ocele na zacˇa´tku, dı´ky vysoke´
teploteˇ umozˇnˇuje vstupu˚m prova´deˇt zmeˇny hodnoty na velke´m rozsahu, cozˇ pra´veˇ muzˇe
by´t cestou z loka´lnı´hominima [5]. Postupem cˇasu se teplota (a tı´m i rozsahmozˇny´ch zmeˇn
1Bodem bifurkace je v matematice popsa´n bod, ve ktere´m funkce ztra´cı´ bud’ diferencovatelnost, nebo
spojitost, nebo obojı´ – soucˇasneˇ.
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hodnot) snizˇuje. Simulovane´ zˇı´ha´nı´ tedy mnohdy mu˚zˇe ve´st k lepsˇı´mu rˇesˇenı´ proble´mu
nezˇ beˇzˇny´ prohleda´vacı´ algoritmus.
Vzorec pro urcˇenı´ koeficientu snizˇova´nı´ teploty (ochlazova´nı´) v dane´m pocˇtu cyklu˚ je
na´sledujı´cı´:
step = e
ln( se )
c−1 ,
kde s je pocˇa´tecˇnı´ teplota, e je koncova´ teplota a c je pocˇet cyklu˚, ve ktery´ch bude teplota
snizˇova´na. Tı´mto koeficientem se bude pocˇa´tecˇnı´ teplota v kazˇde´m kroku cyklu na´sobit
a tı´m snizˇovat hodnoty, ktere´ jsou k rˇesˇenı´ prˇicˇı´ta´ny (respektive odecˇı´ta´ny).
3.4.1 Simulova´nı´ zˇı´ha´nı´ a doprˇedna´ sı´t’
Pouzˇitı´ simulovane´ho zˇı´ha´nı´ v doprˇedne´ sı´ti je jen aplikacı´ vy´sˇe popsane´ho postupu na
va´hy neuronu˚ sı´teˇ.
Nejprve je stanovena chyba sı´teˇ E podle gradientu BP (viz 3.2) a sı´t’ je ulozˇena jako
nejlepsˇı´ rˇesˇenı´. Na´sleduje proces zˇı´ha´nı´, kdy se prˇicˇtenı´m na´hodne´ hodnoty, jejı´zˇ velikost
semeˇnı´ podle teploty, zmeˇnı´ nastavenı´ vah a na´sledneˇ je opeˇt vypocˇtena chyba sı´teˇ. Pokud
je tato chyba nizˇsˇı´, nezˇ chyba drˇı´ve vypocˇtena´, sta´va´ se upravena´ sı´t’nejlepsˇı´m rˇesˇenı´m.
Cyklus pokracˇuje do te´ doby, nezˇ teplota dosa´hne teploty koncove´.
Tento postup lze opakovat v neˇkolika iteracı´ch zˇı´ha´nı´, dokud naprˇı´klad chyba sı´teˇ
neklesne pod pozˇadovanou mez cˇi nenı´ dosazˇeno maxima´lnı´ho pocˇtu iteracı´, stejneˇ jako
prˇi tre´nova´nı´ sı´teˇ pomocı´ BP.
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4 Aplikace meteorologicky´ch prˇedpoveˇdı´
Neuronove´ sı´teˇ se v meteorologicky´ch prˇedpoveˇdı´ch vyuzˇı´vajı´ prˇeva´zˇneˇ prˇi vyhodnoco-
va´nı´ vy´voje dat z meˇrˇı´cı´ch stanic.
Kumar Abhisheka[1] ve sve´ pra´ci s neuronovy´mi sı´teˇmi, prˇedpovı´dajı´cı´mi teplotnı´
vy´voj, zameˇrˇuje na parametry velikosti sı´teˇ nutne´ pro dostatecˇnou schopnost generali-
zace nad dodany´mi daty. Take´ poukazuje na nebezpecˇı´ prˇeucˇenı´ sı´teˇ, zpu˚sobene´ prˇı´lisˇ
vytrvaly´m ucˇenı´m na tre´novacı´ mnozˇineˇ. Dalsˇı´ cˇla´nek [6] zaby´vajı´cı´ se teplotou dokazuje
prˇedpoveˇdnı´ schopnosti vı´cevrstve´ neuronove´ sı´teˇ, vztazˇene´ k rocˇnı´m obdobı´m v okolı´
meˇsta Kermanshah v Ira´nu.
Cˇla´nek [14] rozebı´ra´ pouzˇitı´ neuronovy´ch sı´tı´ v prˇedpoveˇdi sra´zˇkovy´ch u´hrnu˚ v okolı´
rˇeky Sieve vApenina´ch.Datapouzˇita´ proprˇedpoveˇdi byla pru˚tok rˇekyv intervalu 1−6ha
da´le u´daje o sra´zˇka´ch a teplota´ch z 12meˇrˇı´cı´ch stanic.Ve studii bylymimo jine´ vyzkousˇeny
dva prˇı´stupy prˇedpoveˇdi. Prvnı´m je extrapolace prˇedpoveˇdi z jizˇ prˇedpoveˇzene´ hodnoty,
tzn. zˇe sı´t’byla naucˇena na prˇedpoveˇdi jednoho budoucı´ho snı´mku a pro delsˇı´ prˇedpoveˇd’
ji opeˇt byl snı´mek jı´ prˇedpoveˇzeny´ prˇedlozˇen. Druha´ metoda pocˇı´tala s naucˇenı´m na vı´ce
budoucı´ch snı´mku˚. Jako lepsˇı´ se uka´zala druha´ metoda, nebot’chyba prˇedpoveˇdi sı´teˇ se
vy´razny´m zpu˚sobem prˇena´sˇela i do na´sledujı´cı´ prˇedpoveˇdi.
Dalsˇı´ aplikace je uka´za´na na prˇedpoveˇdi bourˇek v okolı´ meˇsta Kalkata [11] v obdobı´
monzunu˚. Pro prˇedpoveˇd’ byly vyuzˇity hodnoty teplot a relativnı´ch vlhkostı´. Ve studii
se povedlo zı´skat pomocı´ umeˇly´ch neuronovy´ch sı´tı´ relevantnı´ hodinove´ prˇedpoveˇdi pro
teplotnı´ a vlhkostnı´ charaktery v modelech 1, 3 a 24 h cˇasove´ho pa´sma prˇed bourˇı´.
4.1 Vyuzˇitı´ radarovy´ch snı´mku˚ (Irsko)
Studie [18] se zaby´vala kra´tkodobou prˇedpoveˇdı´ sra´zˇek za pouzˇitı´ radarovy´ch snı´mku˚
z Met E´ireann Radar Service pomocı´ morfologicky´ch metod. Met E´ireann Radar syste´m
vyuzˇı´va´ dvou radarovy´ch stanic v Dublinu a Shannonu. Na obra´zku 9a je videˇt spojenı´
detekcı´ do spolecˇne´ho radarove´ho snı´mku. Radary sbı´rajı´ data kazˇdy´ch 15 minut v okolı´
240 km s rozlisˇenı´m 1 km na pixel.
Analy´za snı´mku z radaru˚ probı´hala na´sledovneˇ: ze snı´mku bylo odstraneˇno pozadı´,
tedy vsˇechny data nesouvisejı´cı´ s vodnı´mi masami. Na´sledneˇ byla nad daty provedena
binarizace a odstraneˇnı´ prˇebytecˇny´ch nezajı´mavy´ch dat. Pomocı´ te´to masky byly z pu˚-
vodnı´ho snı´mku nacˇteny vodnı´ masy i s identifikacı´ ru˚zny´ch intenzit desˇteˇ, ktere´ byly
vyuzˇity pro zı´ska´nı´ centra a intenzit desˇteˇ. Na binarizovane´m obrazu vodnı´ masy byly
detekova´ny hrany, cozˇ umozˇnilo analyzovat celkovy´ tvar.
Prˇi zı´ska´va´nı´ dat byly vytvorˇeny dvojice {Phy,Mor}, kde Phy popisuje fyzika´lnı´ vlast-
nosti vodnı´ch mas jako smeˇr pohybu, rychlost a zrychlenı´ aMor morfologicke´ vlastnosti,
jako intenzita sra´zˇek, jejich rozlozˇenı´ a dalsˇı´. Tyto dvojice unika´tneˇ popisovaly vodnı´
masy tak, aby je bylo mozˇne´ identifikovat v cˇasovy´ch snı´mcı´ch.
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Obra´zek 9: Slozˇeny´ snı´mek z Met E´ireann Radar Service, Zdroj[18]
4.1.1 Oveˇrˇenı´ prˇesnosti prˇedpoveˇdi
Prˇesnostprˇedpoveˇdi bylave studii oveˇrˇenapomocı´ na´sledujı´cı´ch rovnicproPrecision (po-
zitivnı´ prediktivnı´ hodnota) a Recall (sensitivita):
Precision =
R/R
R/R+R/NR
Recall =
R/R
R/R+NR/R
R/R je cˇı´slo prˇedpovı´dane´ho desˇteˇ, ktery´ skutecˇneˇ spadl,
R/NR je cˇı´slo prˇedstavujı´cı´ pomeˇr desˇteˇ, ktery´ meˇl spadnout a nespadl a
NR/R je opak prˇedchozı´ho, tedy pomeˇr mezi tı´m kde de´sˇt’nespadl a meˇl.
Vy´sledne´ ohodnocenı´ prˇedpoveˇdi je provedeno dle na´sledujı´cı´ rovnice pro va´zˇeny´
pru˚meˇr:
F–Score = 2× Precision×Recall
Precision+Recall
Metoda poda´vala nejlepsˇı´ prˇedpoveˇdi v kra´tkodobe´ horizontu. Omezenı´, ktere´ tech-
nologicke´ provedenı´ radaru˚ prˇina´sˇı´, snizˇovalo prˇedpoveˇdnı´ schopnost v oblastech vzda´-
leneˇjsˇı´ch od mı´st s radarovy´mi stanicemi.
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4.2 Evolucˇnı´ algoritmy
Luka´sˇ Vita´sek [15] se ve sve´ diplomove´ pra´ci zaby´va´ prˇedpoveˇdı´ radarovy´ch snı´mku˚
doprˇedny´ch neuronovy´ch sı´tı´ adaptovany´ch pomocı´ evolucˇnı´ch algoritmu˚.
V pra´ci je nejprve rozebra´n za´kladnı´ princip neˇkolika evolucˇnı´ch algoritmu˚. Nad
teˇmito algoritmy je pak prova´deˇn testovanı´ na testovacı´m genera´toru oblacˇnosti. Po
porovna´nı´ vy´sledku˚ jednotlivy´ch metod ucˇenı´ byla vybra´na nejlepsˇı´. Tou byl geneticky´
algoritmus, ktery´ pouzˇı´va´ reprezentaci genu˚ s plovoucı´ desetinnou cˇa´rkou.
Nad testovacı´midatygenera´torudosahoval tento algoritmusproprvnı´ snı´mekhodnot
F–Score v cˇase t+ 1mezi 0.9 azˇ ≈ 1. Nad rea´lny´mi radarovy´mi snı´mky cˇeske´ republiky
tato predikcˇnı´ schopnost klesla na ≈ 0.6.
Q1 Avg Q3
Precisiont+1 0.40 0.6 0.93
Precisiont+2 0.34 0.63 0.91
Recallt+1 0.67 0.77 0.96
Recallt+2 0.57 0.7 0.94
F–Scoret+1 0.60 0.76 0.95
F–Scoret+2 0.54 0.72 0.94
Tabulka 1: Hodnoty predikcˇnı´ch schopnostı´ geneticke´ho algoritmu, Zdroj [15]
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5 Pouzˇita´ data a metoda
Pro ucˇenı´ neuronovy´ch sı´tı´ v kapitole 6, zaby´vajı´cı´ se experimenty, byly vyuzˇity radarove´
snı´mky Cˇeske´ republiky, pro jejichzˇ zpracova´nı´ byla definova´na tzv. r-point metoda
detailneˇji popsana´ da´le v kapitole 5.2.1. Pro vy´beˇr situacı´ byl zı´ska´n dostatecˇneˇ velky´
vzorek snı´mku˚, a tak mohlo ucˇenı´ probı´hat na datech z roku 2012 a jejich oveˇrˇova´nı´ na
datech ze stejny´ch obdobı´ roku na´sledujı´cı´ho.
5.1 Meteorologicka´ data
Pro otestova´nı´ prˇedpoveˇdı´ na rea´lny´ch datech byly vyuzˇity radarove´ snı´mky CZRADu
CˇHMU volneˇ dostupne´ pod CC3 licencı´, pru˚beˇzˇneˇ sbı´rane´ od cˇervna roku 2011.
Meteorologicky´ radioloka´tor umozˇnˇuje detekci vy´razne´ sra´zˇkove´ oblacˇnosti (bourˇky
do cca 250 km). Mohou by´t pouzˇity pro odhad okamzˇity´ch intenzit sra´zˇek do cca 150 km
od radaru. Princip funkce radaru je zalozˇen na zpeˇtne´m rozptylu mikrovln (cm-vln) na
vodnı´ch kapka´ch a ledovy´ch krystalcı´ch ve sra´zˇka´ch a oblacˇnosti. Vysı´lacˇ generuje kra´tke´
vysokoenergeticke´ pulsy elektromagneticke´ho vlneˇnı´, ktere´ ante´na vyzarˇuje v podobeˇ
u´zke´ho svazku do atmosfe´ry. Cˇa´st energie se odrazı´ (prˇesneˇji: zpeˇtneˇ rozpty´lı´) od cı´lu˚
meteorologicky´ch (sra´zˇky) cˇi jiny´ch (tere´n, letadla apod.). Cˇa´st zpeˇtneˇ rozpty´lene´ energie
je zachycena ante´nou a zpracova´na prˇijı´macˇem radaru. Podle polohy ante´ny (azimut,
elevace) a cˇasu mezi vysla´nı´m a prˇı´jmem pulsu se urcˇuje poloha cı´le. Mnozˇstvı´ odrazˇene´
energie je u´meˇrne´ intenziteˇ (radiolokacˇnı´ odrazivosti) cı´le [20].
Obra´zek 10: Pozice a pokrytı´ radaru˚ CZRAD na u´zemı´ CˇR, Zdroj [20]
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Meteorologicka´ meˇrˇenı´ se skla´dajı´ z cca 10-20 ota´cˇek ante´ny v azimutu s promeˇnny´m
vy´sˇkovy´m u´hlem (elevacı´). Snı´mky jsou poskytova´ny v 15 minutovy´ch intervalech.
V CˇR se nacha´zejı´ dva meteorologicke´ radioloka´tory, ktere´ tvorˇı´ sı´t’CZRAD (viz obra´-
zek 10), ve strˇednı´ch Cˇecha´ch (Brdy u Prahy) a na strˇednı´ Moraveˇ (Skalky u Protivanova).
V roce 2001 dosˇlo k modernizaci jejich SW a horizonta´lnı´ rozlisˇovacı´ schopnost sı´teˇ je od
te´ doby 1 km do vzda´lenosti 256 km, vertika´lnı´ pak 0,5 km do vzda´lenosti 14 km.
Dlouhodoby´m proble´mem je fakt, zˇe radary operujı´ na stejny´ch frekvencı´ch (5630 a
5645 MHz), na ktery´ch je provozova´na i 802.11a (standard pro loka´lnı´ bezdra´tove´ sı´teˇ
Wi-Fi). Dle individua´lnı´ho opra´vneˇnı´ CˇTU´ je pro radary vyhrazen kmitocˇet 5630 azˇ
5660 MHz a je sluzˇbou prioritnı´, zatı´mco Wi-Fi je sluzˇbou podruzˇnou a tedy negaranto-
vanou. Aby se odrazy alesponˇ cˇa´stecˇneˇ podarˇilo minimalizovat, jsou snı´mky filtrova´ny,
ale i tak se docela cˇasto na snı´mcı´ch proble´m projevuje, viz obra´zek 11.
Obra´zek 11: Radarovy´ snı´mek; vy´secˇe oznacˇujı´ rusˇenı´ Wi-Fi signa´lem
5.2 Zpracova´nı´ dat pro ucˇenı´
Samotne´ radarove´ snı´mky jsou i prˇi sve´m male´m rozlisˇenı´ relativneˇ velke´ a nelze je
obsa´hnout najednou celou neuronovou sı´tı´, anizˇ by nebylo jejı´ naucˇenı´ prˇı´lisˇ cˇasoveˇ
na´rocˇne´.
Vodnı´ masy jsou na radarovy´ch snı´mcı´ch reprezentova´ny hodnotou radiolokacˇnı´ od-
razivosti (dBZ) a to v intervalu 4 - 60dBZ (stupnice je videˇt na obra´zku 11) s krokem 4dBZ.
Tyto hodnoty bylo trˇeba pro ucˇenı´ neuronovy´ch sı´tı´ prˇeve´st do intervalu ⟨0, 1⟩, aby na neˇ
mohla by´t pouzˇita aktivacˇnı´ funkce.
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5.2.1 R-point metoda
Pro zı´ska´nı´ tre´novacı´ch mnozˇiny pro ucˇenı´ neuronove´ sı´teˇ byl pouzˇit na´sledujı´cı´ po-
stup: zvolı´me bod a jeho okolı´ urcˇite´ velikosti v neˇkolika cˇasovy´ch u´secı´ch a tvorˇı´me
jednotlive´ posloupnosti zmeˇn v te´to oblasti. Teˇchto posloupnostı´ je podstatneˇ me´neˇ nezˇ
vsˇech bodu˚ na radarove´m snı´mku, nebot’se urcˇite´ situace opakujı´. Tı´m je zarucˇeno, zˇe prˇi
rozumne´m nastavenı´ ra´diusu, je tre´novacı´ mnozˇina dostatecˇneˇ mala´ i popisna´ k tomu,
aby ucˇenı´ skoncˇilo v rozumne´ dobeˇ s odpovı´dajı´cı´mi vy´sledky.
Pro jeden snı´mek bude k vzorku zı´ska´no (1 + 2r)2 hodnot, kde r je ra´dius a znamena´
kolik bodu˚ okolo tre´novane´ho bodu bude zahrnuto, naprˇ. pro ra´dius r = 1 bude pro
popis vzorku z jednoho snı´mku zı´ska´no 9 hodnot (hodnota bodu a 8 jeho okolnı´ch bodu˚),
pro r = 2 pak 25 hodnot (hodnota bodu a 24 okolnı´ch). Okolı´ bodu je navı´c vy´hodneˇjsˇı´
kvantizovat prˇı´ru˚stky (respektive u´bytky) v dany´ch bodech oproti prˇedchozı´mu snı´mku
[15], nezˇ jen jeho samotnou hodnoto. Jak je rozdı´l v okolnı´ch bodech zı´ska´n je naznacˇeno
na obra´zku 12.
Pro samotne´ ucˇenı´ je potrˇebamı´t v tre´novacı´ vzorkuminima´lneˇ dva cˇasove´ vzorky b (bt−1
a bt) a alesponˇ jeden vzorek prˇedpoveˇdi bt+1, ktery´ prˇedstavuje pouze hodnotu, kterou
dany´ bod ma´ mı´t v cˇase t + 1. Prˇi doda´nı´ pouze jednoho cˇasove´ho vzorku bt nenı´ popis
vy´voje v bodeˇ dostatecˇneˇ velky´ a sı´t’nenı´ schopna efektivnı´ prˇedpoveˇdi, jak bude uka´za´no
da´le v kapitole 6.3.
Obra´zek 12: Bod a rozdı´l okolnı´ch bodu˚ z prˇedchozı´ho snı´mku, pro ra´dius r = 1
Obra´zek 13: Vstupnı´ a vy´stupnı´ data pro jeden tre´novacı´ vzorek
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5.3 Oveˇrˇenı´ prˇedpoveˇdi
Prooveˇrˇenı´mı´ryprˇesnosti prˇedpoveˇzeny´ch snı´mku˚ bylavyuzˇitametodavy´pocˇtuF–Score
popsana´ v kapitole 4.1.1. Ta vsˇak sama o sobeˇ da´ jen informaci o tom, zda v bodech snı´mku˚
podle ocˇeka´va´nı´ prsˇelo cˇi ne, a proto byly definova´ny dveˇ dalsˇı´ dı´lcˇı´ hodnoty.
Celkova´ chybaSampleE je procentua´lnı´ chyba, prˇesneˇji rozdı´l prˇedpoveˇzene´homnozˇ-
stvı´ proti rea´lne´ situaci, a je popsa´na na´sledovneˇ:
SampleE =
|Rp −Ra|
Ra
, kde R =
M
i=1
xi ,
kde M je mnozˇina vsˇech bodu˚ na snı´mku, xi je hodnota intenzity bodu, Rp je suma
intenzit na prˇedpovı´dane´m snı´mku a Ra je skutecˇna´ suma intenzit.
Dalsˇı´ ukazatel PointE je absolutnı´ hodnota pru˚meˇrne´ chyby prˇedpoveˇdi bodu na
snı´mku a je vypocˇtena takto:
PointE =
M
i=1 δi
M
, kde δ =

|xp − xa| pro xa > 0
xp pro xa = 0
,
kdeM je opeˇt mnozˇina vsˇech bodu˚ na snı´mku, xp je prˇedpoveˇzena´ intenzita bodu a xa je
skutecˇna´ intenzita bodu.
5.4 Rozdeˇlenı´ dat
Pro zı´ska´nı´ tre´novacı´ch a testovacı´ch dat byly vyuzˇity kompletnı´ radarova´ data za roky
2012 a 2013. Nejvı´ce desˇtivy´mi meˇsı´ci v roce by´vajı´ obvykle meˇsı´ce letnı´, ktere´ take´ navı´c
obsahujı´ nejveˇtsˇı´ mnozˇstvı´ silny´ch prˇeha´neˇk (tedy bourˇek). Dalsˇı´mi vhodny´mi zdroji dat
jsou zimnı´ meˇsı´ce na pocˇa´tku a konci roku (viz obra´zek 14).
Obra´zek 14: U´hrny sra´zˇek za rok 2012 a 2013 v mm, zdroj dat [21]
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Aby bylo v radarovy´ch snı´mcı´ch jednodusˇı´ najı´t podobne´ situace vhodne´ pro meˇrˇenı´,
byla vytvorˇena aplikace (viz obra´zek 16), ktera´ nejprve umozˇnila zaindexova´nı´ sra´zˇek
na jednotlivy´ch snı´mcı´ch. Z teˇchto dat jsme pak schopni vytvorˇit histogramy a vybı´rat
situace k ucˇenı´ a testova´nı´.
Na obra´zku 15 je videˇt rozlozˇenı´ meˇsı´cˇnı´ intenzity radarovy´ch snı´mku˚ vztazˇene´ po-
meˇroveˇ k nejintenzivneˇjsˇı´mu meˇsı´ci se´rie (7/2012). Je videˇt jista´ podobnost s pru˚beˇhy
u´hrnu sra´zˇek. Rozdı´l je zpu˚soben nejen tı´m, zˇe v radarove´m snı´mku je zahrnuta i oblast
mimo republiku, zpu˚sobemmeˇrˇenı´, ale take´ tı´m, zˇe voda v mracı´ch nemusı´ nad u´zemı´m
vzˇdy spadnout jako sra´zˇky.
Obra´zek 15: Rozlozˇenı´ intenzity odrazivosti pro roky 2012 a 2013
Obra´zek 16: Program pro zı´ska´nı´ a rozdeˇlenı´ intenzit ve snı´mcı´ch
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5.5 Implementace neuronovy´ch sı´tı´
Pro implementaci funkcı´ zpracova´vajı´cı´ch data, jejich vizualizaci (viz obra´zek 17) a in-
terakci s neuronovy´mi sı´teˇmi bylo vyuzˇito jazyka C#. Pro implementaci samotny´ch ucˇı´-
cı´ch algoritmu˚ a neuronovy´ch sı´tı´ byl vsˇak zvolen C++, ktery´m je mozˇne´ dosa´hnout prˇi
elementa´rnı´ch u´prava´ch hodnot v polı´ch vah vysˇsˇı´ho vy´pocˇetnı´ho vy´konu, a take´ cˇinı´
samotnou knihovnu neuronovy´ch sı´tı´ prˇenositelnou mezi ru˚zny´mi prostrˇedı´mi.
Jako aktivacˇnı´ funkce byla zvolena sigmoida (viz kapitola 2.4.3), protozˇe je vy´pocˇetneˇ
jednodusˇsˇı´ nezˇ hyperbolicky´ tangens, ktery´ byl prˇi prvnı´ch testech cˇasoveˇ neu´meˇrneˇ
slozˇiteˇjsˇı´.
Obra´zek 17: Rozhranı´ pro pra´ci s neuronovy´mi sı´teˇmi
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6 Testova´nı´
V na´sledujı´cı´ cˇa´sti se zameˇrˇı´me na samotne´ testova´nı´ ucˇı´cı´ch metod. Nejprve bude jejich
funkce otestova´na na testovacı´m genera´toru oblacˇnosti a na´sledneˇ bude provedena se´rie
testu˚ nad rea´lny´mi daty.
Pro zachycenı´ cˇasove´ho kontextu je pro beˇzˇnou doprˇednou neuronovou sı´t’ trˇeba
naincializovat (1 + 2r)2 × samples vstupu˚, kde samples, prˇedstavuje pocˇet snı´mku˚ z
ktery´ch sı´t’ prˇedpovı´da´, tedy pro nastavenı´ r = 1, samples = 2 je nutne´ vytvorˇit sı´t’ s
18 vstupy. Vy´stupnı´ vrstva ma´ pak velikost shodnou s pocˇtem prˇedpovı´dany´ch snı´mku˚.
U rekurentnı´ neuronove´ sı´teˇ jsou souvisejı´cı´ snı´mky soucˇa´stı´ ucˇebnı´ho vzorku a jsou
ucˇeny postupneˇ. Pro r = 1, samples = 2 tedy rekurentnı´ sı´t’potrˇebuje pouze 9 vstupu˚ s
tı´m, zˇe tre´novacı´ mnozˇina obsahuje dveˇ dvojice vstup-vy´stup (9-1) pro jeden tre´novacı´
vzorek.
Kvu˚li vy´sˇe popsany´m na´roku˚ na velikost sı´tı´ jsou v testech data zı´ska´na spojenı´m
dvou prˇedchozı´ch snı´mku˚ a prˇedpovı´dajı´ vzˇdy dva snı´mky na´sledujı´cı´.
6.1 Oveˇrˇenı´ metod na testovacı´m genera´toru
Abychom oveˇrˇili spra´vnou funkcˇnost ucˇı´cı´ch algoritmu˚, vyvinuli jsme jednoduchy´ gene-
ra´tor na´hodne´ pohybujı´cı´ se oblacˇnosti, na ktere´m byly postupneˇ algoritmy prozkousˇeny.
Zı´skana´ data doka´zala, zˇe vsˇechny ucˇı´cı´ algoritmy jsou schopne´ neuronovou sı´t’naucˇit
nejen prˇedpoveˇd’ pohybu, ale jak naznacˇuje tabulka 2 i dostatecˇneˇ prˇesneˇ urcˇit hodnoty
pro splneˇnı´ F–Score. Chyby intenzit snı´mku se pohybovaly kolem ≈ 0,01, cozˇ je chyba
zhruba 1% a jejich rozdı´ly mezi ucˇebnı´mi metodami nemeˇly v tomto testu zatı´m zˇa´dnou
veˇtsˇı´ vy´poveˇdnı´ va´hu. Nejle´pe si v testu vedla BP.
Alg. BP RNN SA
Precisiont+1 1,000 1,000 0,965
Precisiont+2 0,959 0,957 0,922
Recallt+1 0,999 0,995 0,998
Recallt+2 0,962 0,949 0,975
F–Scoret+1 0,999 0,998 0,981
F–Scoret+2 0,961 0,953 0,948
Tabulka 2: Hodnoty nameˇrˇene´ na testovacı´ch datech pro 2 budoucı´ snı´mky
6.2 Prvnı´ testova´nı´ a Wi-Fi rusˇenı´
V prvnı´m testu nad skutecˇny´mi snı´mky byly naucˇeny vzorky s posloupnosti celkem 37
snı´mku˚ (cozˇ prˇestavuje zhruba 10 h) vyvı´jejı´cı´ se silneˇjsˇı´ oblacˇnosti. Naucˇene´ sı´teˇ pak byly
otestova´ny na 12 snı´mcı´ch (asi 3 h) oblacˇnosti podobne´ho charakteru ovsˇem pohybujı´cı´
se v jine´m smeˇru. Tato se´rie pak byla pouzˇita i pro dalsˇı´ testy s ru˚zny´mi parametry prˇi
hleda´nı´ jejich optima´lnı´ho nastavenı´.
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Hodnoty prˇedpoveˇdi podle ocˇeka´va´nı´ na rea´lny´ch datech klesly. Rozdı´ly mezi al-
goritmy ucˇenı´ jsou prˇedevsˇı´m vy´razne´ prˇi porovna´nı´ prˇesnosti padly´ch sra´zˇek, kde si
nejle´pe vede BP, rekurentnı´ sı´t’poda´va´ o neˇco uspokojiveˇjsˇı´ vy´sledek v prˇesnosti mnozˇ-
stvı´ sra´zˇek (viz graf 18). Simulovane´ zˇı´ha´nı´ je velmi neprˇesne´, zato mnozˇstvı´ korektnı´ch
hodnot sra´zˇek je pomeˇrneˇ vysˇsˇı´, nezˇ u obou prˇedchozı´ch metod, cozˇ je videˇt na grafu 19,
kde je celkova´ chyba mnozˇstvı´ sra´zˇek u SA te´meˇrˇ nulova´ a pru˚meˇrna´ chyba bodu je take´
nejnizˇsˇı´ ze vsˇech testovany´ch.
Na testovany´ch snı´mcı´ch se take´ vyskytujı´ rusˇenı´ zmı´neˇna´ v kapitole 5.1 a vyobrazena´
na radarove´m snı´mku (viz obra´zek 11). Snı´mky proto byly rucˇneˇ „vycˇisˇteˇny“ a bylo
nad nimi pro srovna´nı´ opeˇt provedeno testova´nı´. Jak jasneˇ ukazuje tabulka 3 pu˚sobı´
tyto anoma´lie ve snı´mcı´ch znacˇne´ zhorsˇenı´ tzv. Precision. Je to zpu˚sobeno tı´m, zˇe se
tyto odrazy objevujı´ na´hodneˇ, mizı´ velmi rychle a sı´t’, ocˇeka´vajı´cı´ oblacˇnost, na to nenı´
schopna dostatecˇneˇ rychle reagovat. Na celkovou hodnotu F–Score vsˇak tyto hodnoty
nemajı´ tak velky´ vliv, jak je videˇt na prˇı´slusˇne´m srovna´nı´ v grafech 18 a 19. Nejsilneˇjsˇı´
zlepsˇenı´ hodnoty zpu˚sobilo vycˇisˇteˇnı´ snı´mku˚ jen umetody SA. Na hodnoty chyb snı´mku
a bodu nema´ odstraneˇnı´ rusˇenı´ take´ v podstateˇ zˇa´dny´ vliv.
Wi-Fi rusˇenı´ Vycˇisˇteˇno
Alg. BP RNN SA BP RNN SA
Precisiont+1 0,834 0,807 0,643 0,863 0,908 0,712
Precisiont+2 0,775 0,673 0,579 0,792 0,829 0,638
Recallt+1 0,793 0,807 0,910 0,829 0,749 0,929
Recallt+2 0,689 0,766 0,858 0,728 0,638 0,875
F–Scoret+1 0,813 0,807 0,753 0,846 0,821 0,806
F–Scoret+2 0,729 0,716 0,691 0,759 0,721 0,738
SampleEt+1 0,331 0,073 0,007 0,325 0,081 0,032
SampleEt+2 0,511 0,175 0,004 0,502 0,198 0,034
PointEt+1 0,233 0,232 0,160 0,227 0,226 0,166
PointEt+2 0,282 0,231 0,182 0,277 0,236 0,192
Tabulka 3: Hodnoty pro dva budoucı´ snı´mky prˇi testova´nı´ na rea´lny´ch datech
6.3 Ra´dius vzorku r-point metody
R-point metoda, ktera´ kromeˇ bodu posı´la´ i okolı´ bodu, ma´ zlepsˇit konvergence sı´tı´ a
jejich schopnost prˇedpoveˇdi. Na´sledujı´cı´m test porovna´va´ jaky´ ma´ tento prvek vliv a jaka´
je vhodna´ velikost zvolene´ho ra´diusu. V tabulce 4 je srovna´nı´ vy´sledku˚ pro testova´nı´
ra´diusu r = {0, 1, 2}.
Konvergence a cˇas ucˇenı´ jsou hlavnı´mi rozdı´ly a jsou zpu˚sobeny jak tre´novacı´ mnozˇi-
nou, ktera´ je pro veˇtsˇı´ radius vzˇdy sˇirsˇı´, tak topologiı´ neuronove´ sı´teˇ, kdy je pro vı´ce
vstupu˚ nutne´ zave´st i odpovı´dajı´cı´ velikost vnitrˇnı´ vrstvy sı´teˇ. Pro ra´dius r = 0 prˇi kte-
re´m nebere v potaz okolı´ bodu je velmi jasneˇ videˇt, zˇe prvnı´ snı´mek je relativneˇ dobrˇe
prˇedpoveˇzen. Druhy´ snı´mek ma´ ale jizˇ znacˇne´ potı´zˇe, to je videˇt i ve srovna´nı´ v grafu 20,
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Obra´zek 18: Graf porovna´nı´ F–Score na rusˇeny´ch a vycˇisˇteˇny´ch snı´mcı´ch
Obra´zek 19: Graf porovna´nı´ SampleE a PointE na rusˇeny´ch a vycˇisˇteˇny´ch snı´mcı´ch
kde jsou hodnoty F–Score u RNN i SA velmi nı´zke´. Mnohem vy´razneˇjsˇı´ jsou vsˇak roz-
dı´ly prˇi pohledu na chyby intenzit v grafu 21. Pro ra´dius 0 jsou hodnoty PointE vy´razneˇ
vysˇsˇı´, to ukazuje na mnohem mensˇı´ prˇesnost prˇedpoveˇdi bodu˚ oproti situacı´m, kdy je
ra´dius zaveden. Acˇkoliv je u ra´diusu velikosti 1 u metody BP celkova´ chyba druhe´ho
snı´mku nejvysˇsˇı´ z testovany´ch, jsou v celkove´m kontextu chyby intenzit pro rento ra´dius
nejmensˇı´.
Pro sı´teˇ s vysˇsˇı´m ra´diusem (r > 0) jizˇ nenı´ u druhe´ho snı´mku tak vy´razny´ propad
F–Score a srovna´me-li jejich vy´sledky, jsou velmi podobne´ i u chyb intenzit snı´mku a
bodu. Pro ra´dius r = 2 vsˇak mnohona´sobneˇ narostla cˇasova´ i pameˇt’ova´ na´rocˇnost a
prˇitom neprˇinesla zˇa´dne´ vy´razne´ zlepsˇenı´.
Z vy´sˇe uvedeny´ch meˇrˇenı´ tedy vyply´va´, zˇe nejvhodneˇjsˇı´ velikost pro ucˇenı´ r-point
metodou je r = 1, ktera´ prˇi relativneˇ prˇijatelne´ velikosti sı´teˇ a cˇasove´ na´rocˇnosti doda´va´
uspokojive´ vy´sledky.
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F–Score SampleE PointE
Ra´dius Cˇas BP RNN SA BP RNN SA BP RNN SA
r = 0 t+ 1 0,805 0,815 0,817 0,300 0,407 0,149 0,322 0,306 0,296
t+ 2 0,720 0,596 0,471 0,355 0,101 0,419 0,324 0,256 0,407
r = 1 t+ 1 0,813 0,807 0,753 0,331 0,073 0,007 0,233 0,232 0,160
t+ 2 0,729 0,716 0,691 0,511 0,175 0,004 0,282 0,231 0,182
r = 2 t+ 1 0,810 0,785 0,717 0,338 0,008 0,092 0,220 0,207 0,123
t+ 2 0,728 0,660 0,669 0,462 0,275 0,164 0,265 0,276 0,185
Tabulka 4: Srovna´nı´ F–Score pro ra´dius r = {0, 1, 2}
Obra´zek 20: Graf srovna´nı´ F–Score pro ra´dius r = {0, 1, 2}
Obra´zek 21: Graf srovna´nı´ SampleE a PointE pro ra´dius r = {0, 1, 2}
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6.4 Topologie neuronovy´ch sı´tı´
V prvnı´m testu byly pro ucˇenı´ pouzˇity sı´teˇ s jednou vnitrˇnı´ vrstvou, prˇesneˇji s velikostmi
vrstev 18-40-2 pro BP a SA a 9-20-2 pro rekurentnı´ sı´t’. V pra´ci zaby´vajı´cı´ se tre´nova´nı´m
neuronovy´ch sı´tı´ evolucˇnı´mi algoritmy je navrhova´na jako vhodna´ topologie sı´teˇ s 2
vnitrˇnı´mi vrstvami (prˇesneˇji 18-45-30-2)[15]. Zveˇtsˇenı´m sı´teˇ o dalsˇı´ vnitrˇnı´ vrstvu dojde k
rapidnı´mu zpomalenı´ adaptace sı´teˇ. Tento test ma´ oveˇrˇit, zda je prˇida´nı´ vnitrˇnı´ vrstvy pro
pouzˇite´ ucˇebnı´ metody neˇcˇı´m prˇı´nosne´ cˇi se vyplatı´ pouzˇı´vat pouze jednu vnitrˇnı´ vrstvu.
Neuronove´ sı´teˇ byly v tomto testu navrhnuty s na´sledujı´cı´mi topologiemi 18-40-35-2
pro BP a SA a 9-20-15 pro rekurentnı´ sı´t’.
1 vnitrˇnı´ vrstva 2 vnitrˇnı´ vrstvy
Alg. BP RNN SA BP RNN SA
F–Scoret+1 0,813 0,807 0,753 0,812 0,711 0,751
F–Scoret+2 0,729 0,716 0,691 0,729 0,614 0,697
SampleEt+1 0,331 0,073 0,007 0,354 0,477 0,020
SampleEt+2 0,511 0,175 0,004 0,483 0,524 0,006
PointEt+1 0,233 0,232 0,160 0,234 0,340 0,161
PointEt+2 0,282 0,231 0,182 0,273 0,358 0,179
Tabulka 5: Srovna´nı´ hodnot pro 1 a 2 vnitrˇnı´ vrstvy
Ucˇenı´ neuronovy´ch sı´tı´ s 2 vnitrˇnı´mi vrstvami se uka´zalo jako dosti problematicke´.
Nejen, zˇe samotne´ ucˇenı´ je delsˇı´, ale kvu˚li zveˇtsˇenı´ pocˇtu vah je potrˇeba pro konvergenci i
vı´ce tre´novacı´ch iteracı´. Jak ukazuje tabulka 5, hodnoty vy´sledny´ch metod se navı´c nijak
vy´razneˇ nelisˇı´ od prˇedpoveˇdi pomocı´ sı´tı´ s pouze jednou vnitrˇnı´ vrstvou.
Obra´zek 22: Grafy srovna´nı´ F–Score a chyb pro sı´teˇ s 2 vnitrˇnı´mi vrstvami
Prˇedpoveˇdnı´ prˇesnost rekurentnı´ sı´teˇ se pro dveˇ vnitrˇnı´ vrstvy podstatneˇ zhorsˇila (viz
graf 22) a mu˚zˇe za to zrˇejmeˇ prˇı´lisˇ vy´razny´ vliv rekurentnı´ch neuronu˚, ktery´ se prˇida´nı´m
vrstvy zesı´lil.
Prˇi ucˇenı´ radarovy´ch snı´mku˚ metodami popisovany´mi v te´to pra´ci se tedy uka´zala
jako vy´hodneˇjsˇı´ topologie s jednou vnitrˇnı´ vrstvou.
33
6.5 Velikost ucˇeny´ch snı´mku˚ (tre´novacı´ mnozˇiny)
V dosavadnı´ch testech byla tre´novacı´ mnozˇina stanovena ze snı´mku˚, jejichzˇ velikost
odpovı´dala trˇetineˇ velikosti vstupnı´ho radarove´ho snı´mku˚. To na dane´ mnozˇineˇ vstupu˚
vytvorˇilo pro naucˇenı´ sı´teˇ s ra´diusem r = 1 celkem 606 820 tre´novacı´ch vzoru˚.
Zmensˇenı´m snı´mkuna scale = 9, tedy 1/9, dojde k razantnı´mu zmensˇenı´ te´tomnozˇiny
na 75 214 vzoru˚, cozˇ samozrˇejmeˇ vede k rychlejsˇı´mu a kratsˇı´mu ucˇenı´. U´cˇelem tohoto
testu bylo zjistit, zda to neˇjak vy´razneˇ ovlivnı´ vy´sledky ucˇenı´. Tabulka 6 ukazuje, zˇe v
prˇı´padeˇF–Scoreke zlepsˇenı´ prˇedpoveˇdi nedosˇlo.Nagraf 23 je videˇt, zˇe dosˇlo k vy´razneˇjsˇı´
zlepsˇenı´ celkove´ prˇedpoveˇdi intenzity pro BP, pro ostatnı´ metody vsˇak zmensˇenı´ scale
nic navı´c neprˇina´sˇı´.
Nejveˇtsˇı´m proble´mem se prˇi ucˇenı´mensˇı´ho pocˇtu vzorku˚ stala nestabilnost rekurentnı´
sı´teˇ, u ktere´ bylo naucˇenı´ vzorku˚ problematicke´ a muselo by´t neˇkolikra´t opakova´no, nezˇ
bylo jejı´ vy´sledek mozˇno porovnat.
Scale 3 9
Alg. BP RNN SA BP RNN SA
Precisiont+1 0,834 0,807 0,643 0,802 0,794 0,685
Precisiont+2 0,775 0,673 0,579 0,744 0,724 0,559
Recallt+1 0,793 0,807 0,910 0,813 0,799 0,890
Recallt+2 0,689 0,766 0,858 0,714 0,712 0,847
F–Scoret+1 0,813 0,807 0,753 0,807 0,797 0,774
F–Scoret+2 0,729 0,716 0,691 0,729 0,718 0,673
SampleEt+1 0,331 0,073 0,007 0,211 0,040 0,008
SampleEt+2 0,511 0,175 0,004 0,377 0,185 0,051
PointEt+1 0,233 0,232 0,160 0,219 0,247 0,176
PointEt+2 0,282 0,231 0,182 0,257 0,271 0,183
Tabulka 6: Hodnoty prˇedpoveˇdı´ pro velikosti snı´mku˚ se scale {3, 9}
Obra´zek 23: Graf srovna´nı´ chyby snı´mku a bodu pro velikosti snı´mku˚ se scale {3, 9}
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6.6 Prˇedpoveˇd’ na mensˇı´ oblasti snı´mku
Tre´novana´ oblast dat vztazˇena na celou republiku prˇedstavuje ohromne´mnozˇstvı´ dat, pro
jehozˇ naucˇenı´ v pu˚vodnı´ velikosti (1px = 1km2) by bylo potrˇeba mnoho procesorove´ho
cˇasu. Proto byla v ucˇeny´ch snı´mcı´ch zvolena mensˇı´ oblast, pro kterou byla ucˇena plna´
velikost snı´mku (viz obra´zek 24).
Obra´zek 24: Maska pro ucˇenı´ v plne´ velikosti snı´mku
Scale 1 3
Alg. BP RNN SA BP RNN SA
Precisiont+1 0,863 0,890 0,797 0,851 0,841 0,733
Precisiont+2 0,768 0,799 0,718 0,759 0,700 0,634
Recallt+1 0,894 0,788 0,920 0,905 0,893 0,968
Recallt+2 0,869 0,675 0,907 0,878 0,894 0,972
F–Scoret+1 0,878 0,836 0,854 0,877 0,866 0,834
F–Scoret+2 0,815 0,732 0,801 0,814 0,758 0,767
SampleEt+1 0,220 0,343 0,186 0,239 0,003 0,046
SampleEt+2 0,293 0,466 0,097 0,336 0,029 0,239
PointEt+1 0,214 0,266 0,200 0,206 0,224 0,170
PointEt+2 0,233 0,302 0,209 0,226 0,218 0,184
Tabulka 7: Hodnoty pro testovanı´ nad vy´rˇezem radarove´ho snı´mku pro scale {1, 3}
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Naucˇenı´ na mensˇı´ oblasti, ktere´ umozˇnilo prˇedpoveˇd’v plne´ velikost, bylo porovna´no
s prˇedpoveˇdı´ mensˇı´ oblasti neuronove´ sı´teˇ naucˇene´ na cele´m snı´mku. Prˇi porovna´nı´
hodnoty prˇesnosti prˇedpoveˇdi F–Score byla zmeˇna vy´razneˇjsˇı´ jen nepatrneˇ u RNN a SA
metody ucˇenı´, jak je mozˇno videˇt v tabulce 7. Z grafu 25 vyply´va´, zˇe v prˇı´padeˇ vysˇsˇı´ho
rozlisˇenı´ se zlepsˇila celkova´ prˇedpovı´dana´ hodnota u BP, rekurentnı´ sı´t’vsˇak oproti tomu
podstatneˇ zhorsˇila svoupredikci.U simulovane´ho zˇı´ha´nı´ se zlepsˇila prˇedpoveˇd’prodruhy´
snı´mek. Celkoveˇ vsˇak ani zvy´sˇenı´ rozlisˇenı´ radarove´ho snı´mku nenı´ faktorem, ktery´ by
pozitivneˇ ovlivnil ucˇenı´ a predikci sı´tı´.
Obra´zek 25: Graf srovna´nı´ chyby u vy´rˇezu snı´mku pro scale {1, 3}
6.7 Prˇedpoveˇd’ s vysˇsˇı´m rozlisˇenı´m nezˇ tre´novany´m
Vesˇkere´ faktory, ktere´ ovlivnˇovaly prˇedpoveˇd’ sı´teˇ, se v prˇedchozı´ch testech vzˇdy vzta-
hovaly k velikosti tre´novacı´ mnozˇiny. Dosavadnı´ testy ukazujı´ jako optima´lnı´ nastavenı´
sı´teˇ pro ucˇenı´ hodnoty s ra´diusem r = 1 a rozlisˇenı´m scale = 3. Metoda zı´ska´va´nı´ dat pro
prˇedpoveˇd’ vsˇak umozˇnˇuje zı´skat data ze snı´mku neza´visle na rozlisˇenı´. V na´sledujı´cı´m
testu tedy byly sı´teˇ naucˇene´ na nizˇsˇı´m rozlisˇenı´ nastaveny tak, aby prˇedpovı´daly z plne´ho
rozlisˇenı´ radarove´ho snı´mku.
Tı´mto testem prosˇly bez veˇtsˇı´ch potı´zˇı´ metody ucˇenı´ BP a SA, jak je videˇt v tabulce 8, a
hodnoty parametru˚ se prˇiblizˇujı´ ucˇene´mu rozlisˇenı´. Rekurentnı´ sı´t’vsˇak dı´ky sve´mu dy-
namicke´mu charakteru nebyla schopna z veˇtsˇı´ho mnozˇstvı´ dat vhodneˇ prˇedpovı´dat (jejı´
pameˇt’ova´ cˇa´st nenı´ schopna´ zveˇtsˇenı´ reflektovat) a jejı´ data proto nejsou pouzˇitelna´.
F–Score SampleE PointE
Cˇas BP SA BP SA BP SA
t+ 1 0,815 0,770 0,322 0,022 0,233 0,172
t+ 2 0,733 0,704 0,497 0,022 0,277 0,190
Tabulka 8: Srovna´nı´ F–Score, SampleE a PointE pro zveˇtsˇene´ rozlisˇenı´ prˇedpoveˇdi
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6.8 Pameˇt’ a generalizace neuronovy´ch sı´tı´
Na´sledujı´cı´ test by meˇl zjistit, zda je prˇedpoveˇd’ podobne´ho postupu oblacˇnosti, ktery´
byl neˇkdy sı´ti prˇedlozˇen, lepsˇı´ oproti prˇedlozˇenı´ nezna´me´ho a take´, zda jsou sı´teˇ schopne´
generalizace.
Obra´zek 26: Testovane´ beˇzˇne´ oblacˇnosti
Nejprve byly sı´tı´m postupneˇ prˇedlozˇeny k naucˇenı´ trˇi situace prˇechodu podobne´
oblacˇnosti z u´nora 2012. Testova´nı´ prˇedpoveˇdi bylo pak na´sledneˇ provedeno na podobne´
situaci z prosince 2013 (viz 26a) a na situaci z ledna (viz 26b) te´hozˇ roku, kdy sice masa
postupovala prˇes republiku zhruba se stejnou intenzitou avsˇak zcela jiny´m smeˇrem. Trˇetı´
je pak situace z brˇezna 2013 (viz 26c), jedna´ se o kupovitou oblacˇnost s kterou se neuronove´
sı´teˇ prˇi ucˇenı´ vu˚bec nesetkaly.
obdobna´ jiny´ smeˇr kupovita´
(12/2013) (1/2013) (3/2013)
Alg. BP RNN SA BP RNN SA BP RNN SA
Precisiont+1 0,856 0,690 0,750 0,878 0,712 0,764 0,430 0,227 0,313
Precisiont+2 0,800 0,648 0,713 0,814 0,615 0,717 0,387 0,189 0,273
Recallt+1 0,823 0,871 0,921 0,870 0,892 0,935 0,447 0,700 0,734
Recallt+2 0,758 0,823 0,876 0,819 0,846 0,897 0,384 0,656 0,710
F–Scoret+1 0,839 0,770 0,827 0,874 0,791 0,841 0,438 0,342 0,439
F–Scoret+2 0,779 0,725 0,786 0,817 0,712 0,797 0,386 0,293 0,395
SampleEt+1 0,317 0,263 0,034 0,285 0,249 0,071 0,342 1,572 0,595
SampleEt+2 0,402 0,111 0,002 0,338 0,069 0,079 0,407 1,303 0,754
PointEt+1 0,219 0,232 0,172 0,194 0,200 0,149 0,249 0,152 0,139
PointEt+2 0,246 0,215 0,201 0,224 0,182 0,179 0,258 0,122 0,135
Tabulka 9: Vy´sledky testu pro obdobnou, generalizovatelnou a nezna´mou situaci
Vy´sledky testu, ktere´ podrobneˇ popisuje tabulka 10, na prvnı´ pohled ukazujı´, zˇe prvnı´
dveˇ situace, tedy totozˇna´ a podobna´ situace se zmeˇnou smeˇru, poda´vajı´ velmi podobne´
vy´sledky. Naproti tomu nezna´ma´ situace (3/2013) propada´ s prˇesnostı´ prˇedpoveˇdi sra´zˇek
na polovinu, jak mnohem jasneˇji ukazuje graf 27, kde je dokonce videˇt, zˇe druha´ situace,
kdy jde oblacˇnost jiny´m, smeˇrem je prˇedpoveˇzena o neˇco le´pe.
37
Da´ se tedy usuzovat, zˇe naucˇena´ sı´t’je schopna generalizace v urcˇity´chmezı´ch. Situace
z brˇezna 2013 je diametra´lneˇ odlisˇna´, a proto i chyby intenzit desˇteˇ neˇkolikana´sobneˇ
prˇevysˇujı´ hodnoty na snı´mku. Srovna´nı´ chyb intenzit (viz obra´zek 28), ze ktery´ch byla
pro vysoke´ hodnoty kvu˚li cˇitelnosti odstraneˇna trˇetı´ situace, pak opeˇt ukazuje na lepsˇı´
vy´sledek druhe´ho testu, acˇkoliv rozdı´l nenı´ prˇı´lisˇ veliky´.
Obra´zek 27: Graf srovna´nı´ F–Score testovane´ situace ve 6.8
Obra´zek 28: Graf srovna´nı´ chyb SampleE a PointE pro situace 12/2013 a 1/2013
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6.9 Intenzivnı´ sra´zˇky
Zatı´m se v prˇedpoveˇdı´ch a ucˇenı´ pouzˇı´vala data z meˇsı´cu˚ zimnı´ch a jarnı´ch, ve ktery´ch
se neobjevuje mnoho silny´ch bourˇek. Pro na´sledujı´cı´ test byly proto vybra´ny data z
cˇervencovy´ch a srpnovy´ch meˇsı´cu˚, kdy i podle histogramu u´hrnu sra´zˇek (viz obra´zek 14
kapitola 5.4) je vy´skyt silny´ch bourˇek nejvysˇsˇı´.
Obra´zek 29: Testovane´ bourˇkove´ situace
Sı´teˇ byly opeˇt ucˇeny na datech z roku 2012, a to prˇesneˇji z cˇervence. Otestova´nı´
probı´halo na dvou bourˇka´ch z cˇervence a srpna 2013 (viz 29a a 29b). Jako trˇetı´ byla
vybra´na souvisla´ oblacˇnost z ledna 2013 (viz 29c), ve ktere´ se vyskytuje mensˇı´ bourˇka.
7/2013 8/2013 1/2013
Alg. BP RNN SA BP RNN SA BP RNN SA
Precisiont+1 0,801 0,762 0,757 0,876 0,864 0,860 0,724 0,690 0,699
Precisiont+2 0,761 0,564 0,756 0,851 0,735 0,745 0,640 0,568 0,578
Recallt+1 0,802 0,840 0,832 0,860 0,871 0,873 0,724 0,718 0,749
Recallt+2 0,644 0,834 0,848 0,739 0,832 0,850 0,580 0,699 0,756
F–Scoret+1 0,801 0,799 0,793 0,868 0,868 0,866 0,724 0,704 0,723
F–Scoret+2 0,698 0,673 0,675 0,791 0,781 0,794 0,609 0,627 0,655
SampleEt+1 0,018 0,039 0,001 0,023 0,027 0,019 0,006 0,113 0,045
SampleEt+2 0,423 0,021 0,036 0,442 0,081 0,228 0,331 0,133 0,102
PointEt+1 0,199 0,180 0,184 0,238 0,236 0,070 0,292 0,323 0,281
PointEt+2 0,272 0,170 0,173 0,281 0,256 0,239 0,297 0,297 0,257
Tabulka 10: Vy´sledky testu pro snı´mky s bourˇkami
Ucˇenı´ na snı´mcı´ch s bourˇkami se uka´zalo jako velmi zajı´mave´, nebot’BP i SA metoda,
ktere´ doposud ukazovaly velke´ zobecneˇnı´ intenzity sra´zˇek uvnitrˇ mraku, zde v prvnı´m
prˇedpoveˇzene´m snı´mku uka´zaly velmi kvalitnı´ prˇedpoveˇdi intenzit, jak je ostatneˇ jasne´
z prvnı´ se´rie chyby (7/2013) na grafu 31.
U druhe´ho snı´mku se uzˇ BP nepovedlo prˇedpoveˇdeˇt bourˇkove´ intenzity, a v prˇedpo-
veˇdi pro neˇj tedy chybı´, cozˇ je videˇt na vysoke´ chybeˇ celkove´ intenzity. Rekurentnı´ sı´t’sice
vykazuje urcˇite´ zlepsˇenı´, jejı´ chyba vsˇak nenı´ ucˇenı´m na bourˇka´ch ovlivneˇna tolik a da´ se
rˇı´ct, zˇe pracuje srovnatelneˇ dobrˇe jako na snı´mcı´ch s nı´zky´mi intenzitami.
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Obra´zek 30: Graf srovna´nı´ F–Score testovane´ situace s bourˇkovy´mi situacemi
Obra´zek 31: Graf srovna´nı´ chyb SampleE a PointE pro bourˇkove´ situace
Prvnı´ bourˇkove´ situace jsou vesmeˇs velmi podobne´, a proto jsou i jejich vy´sledky
te´meˇrˇ totozˇne´. Acˇkoliv se trˇetı´ testovana´ situace svy´m charakterem vy´razneˇ lisˇı´, i ta je
generalizova´na z naucˇeny´ch bourˇkovy´ch snı´mku˚ relativneˇ dobrˇe, jak je videˇt na sice
nizˇsˇı´ch, ale sta´le prˇijatelny´ch hodnota´ch F–Score, tak na chyba´ch intenzit, viz poslednı´
se´rie chyb na obra´zku 31.
Tento test tedy ukazuje, zˇe prˇı´tomnost bourˇkovy´ch dat prˇi ucˇenı´ (respektive v tre´no-
vacı´ mnozˇineˇ) mu˚zˇe pomoci generalizaci a prˇesnosti prˇedpoveˇdi neuronovy´ch sı´tı´.
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6.10 Skla´da´nı´ vy´sledku˚ neuronovy´ch sı´tı´
Vsˇechny metody ucˇenı´ v pru˚beˇhu provedeny´ch testu˚ vykazovaly urcˇite´ charakteristicke´
rysy. BP v te´meˇrˇ naproste´ veˇtsˇineˇ prˇı´padu˚ nejle´pe urcˇı´ hodnotu F–Score, ktera´ urcˇuje
jak dobrˇe sı´teˇ prˇedpovı´dajı´ mı´sto dopadu sra´zˇek. V prˇı´padeˇ intenzit je vsˇak jejı´ bilance
nejhorsˇı´. Simulovane´ zˇı´ha´nı´ oproti tomu po veˇtsˇinu cˇasu velmi prˇesneˇ urcˇı´ mnozˇstvı´
sra´zˇek, na druhou stranu je vsˇak neurcˇuje prˇesneˇ polohoveˇ. Rekurentnı´ sı´t’ ma´ take´
proble´my s urcˇenı´m kde se sra´zˇky budou vyskytovat, ale proti SA ukazuje mnohem
le´pe intenzity sra´zˇek. Jejı´ vy´hoda je v tom, zˇe doka´zˇe velmi dobrˇe urcˇit extre´my, cozˇ se
pak nejvı´ce pozitivneˇ projevilo u bourˇkovy´ch snı´mku˚.
Nabı´zı´ se tedy mysˇlenka, zˇe kombinacı´ teˇchto vy´stupu˚ by se dala vylepsˇit celkova´
prˇedpoveˇd’snı´mku a to tak, zˇe SA cˇi RNN budou prˇispı´vat hodnotami do vy´sledku˚, ktere´
doda´ metoda BP.
Obra´zek 32: Uka´zka pouzˇitı´ masky RNN a SA pro BP
Jak je videˇt na obra´zku 32, hodnoty BP jsou zvy´sˇeny, pokud v maska´ch snı´mku˚
dodany´ch RNN cˇi SA je hodnota intenzity vysˇsˇı´. V opacˇne´m prˇı´padeˇ se ponecha´ pu˚vodnı´
hodnota zı´skana´ vy´pocˇtem sı´teˇ ucˇene´ pomocı´ BP. Toto take´ zpu˚sobı´, zˇe vsˇechny nezˇa´doucı´
vzruchymetodRNNaSA, ktere´ vznikly na snı´mcı´ch se orˇezˇou. Snı´mekma´ proto shodnou
hodnotu F–Score se snı´mkem dodany´m BP, ale zlepsˇı´ se hodnoty intenzit na snı´mku,
ktere´ jsou pra´veˇ u BP nejhorsˇı´.
Toto spojenı´ vy´sledku˚ bylo vyzkousˇeno na dvou situacı´ch, na ktery´ch by se mohlo
uka´zat, zda ma´ kombinace vy´stupu˚ dostatecˇne´ prakticke´ uplatneˇnı´.
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6.10.1 Beˇzˇna´ oblacˇnost
Prvnı´ testovanou situacı´ je klasicka´ oblacˇnost, se kteroumeˇla BP, co se ty´kalo chyb intenzit,
vzˇdy nejveˇtsˇı´ potı´zˇe. Hodnoty ty´kajı´cı´ se F–Score v tabulce 11 jsou nezajı´mave´, jelikozˇ
pouze kopı´rujı´ hodnoty beˇzˇne´ BP.
Mnohem zajı´maveˇjsˇı´ jsou pak hodnoty reflektujı´cı´ chyby snı´mku, kde dı´ky kombinaci
s rekurentnı´ sı´tı´ a SA dosˇlo k razantnı´mu zlepsˇenı´. Konkre´tneˇ kombinace BP+SA se dı´ky
tomu v intenzita´ch snı´mku blı´zˇı´cı´ te´meˇrˇ bezchybne´ prˇedpoveˇdi. I kombinace s rekurentnı´
sı´tı´ poda´va´ mnohem lepsˇı´ vy´sledky, pokud ji porovna´me s kazˇdou ze spojeny´ch metod
samostatneˇ. Jak vypadajı´ spojenı´ snı´mku˚ je videˇt na obra´zku 41.
Alg. BP RNN SA BP +RNN BP + SA
Precisiont+1 0,878 0,712 0,764 0,878 0,878
Precisiont+2 0,814 0,615 0,717 0,814 0,814
Recallt+1 0,870 0,892 0,935 0,870 0,870
Recallt+2 0,819 0,846 0,897 0,819 0,819
F–Scoret+1 0,874 0,791 0,841 0,874 0,874
F–Scoret+2 0,817 0,712 0,797 0,817 0,817
SampleEt+1 0,285 0,249 0,034 0,155 0,010
SampleEt+2 0,338 0,069 0,002 0,144 0,008
PointEt+1 0,194 0,200 0,172 0,240 0,187
PointEt+2 0,224 0,182 0,201 0,225 0,220
Tabulka 11: Srovna´nı´ hodnot pro norma´lnı´ a prova´zane´ metody prˇedpoveˇdi
Obra´zek 33: Hodnoty chyb SampleE a PointE pro prova´zane´ metody masky
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6.10.2 Bourˇkove´ snı´mky
Druhou testovanou se´riı´ jsou snı´mky s bourˇkami, kde si BP vedla v prvnı´m snı´mku velmi
dobrˇe. U druhe´ho snı´mku vsˇak dosˇlo ke zhorsˇenı´ prˇedpoveˇdi, kvu˚li absenci bourˇkovy´ch
intenzit. V prˇı´padeˇ bourˇkovy´ch snı´mku˚ sice prˇi kombinaci BP a RNN dosˇlo ke zhorsˇenı´
intenzit prvnı´ho prˇedpovı´dane´ho snı´mku (viz tabulka 12), ale pra´veˇ u druhe´ho snı´mku
dosˇlo ke znacˇne´mu zlepsˇenı´.
Alg. BP RNN SA BP +RNN BP + SA
Precisiont+1 0,876 0,864 0,860 0,876 0,879
Precisiont+2 0,851 0,735 0,745 0,851 0,851
Recallt+1 0,860 0,871 0,873 0,860 0,860
Recallt+2 0,739 0,832 0,850 0,739 0,739
F–Scoret+1 0,868 0,868 0,866 0,868 0,868
F–Scoret+2 0,791 0,781 0,794 0,791 0,791
SampleEt+1 0,023 0,027 0,019 0,086 0,010
SampleEt+2 0,442 0,081 0,228 0,145 0,160
PointEt+1 0,238 0,236 0,070 0,257 0,243
PointEt+2 0,281 0,256 0,239 0,308 0,290
Tabulka 12: Srovna´nı´ hodnot prova´zane´ metody prˇedpoveˇdi nad bourˇkovy´mi snı´mky
Obra´zek 34: Hodnoty chyb prova´zany´ch metod nad bourˇkovy´mi snı´mky
Prˇedpoveˇd’snı´mku s bourˇkovou situacı´ pomocı´ BP ma´ u druhe´ho snı´mku proble´my i
s prˇedpoveˇdı´ F–Score, a tak ani hodnoty spojeny´ch metod BP a SA nejsou nijak vy´razneˇ
lepsˇı´, nezˇ samotna´ metoda SA. Rekurentnı´ sı´t’je velmi citliva´, a proto prˇi prˇedpoveˇdi bou-
rˇkovy´ch snı´mku˚ hodnoty intenzity neˇkdy prˇı´lisˇ zvysˇuje. Spojenı´ vy´pocˇtu BP a rekurentnı´
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sı´teˇ prˇena´sˇı´ jejı´ extre´mnı´ hodnoty i do spojene´ho snı´mku, a tı´m v prvnı´m i druhe´m snı´mku
zvysˇujı´ celkovou chybu intenzit. Spojenı´ prˇedpoveˇdı´ snı´mku˚ je uka´za´no na obra´zku 42.
Vsˇeobecneˇ se da´ rˇı´ci, zˇe spojova´nı´ vy´stupu˚ BP a rekurentnı´ sı´teˇ je vy´hodneˇjsˇı´ u veˇtsˇı´
oblacˇnosti, ve ktere´ se nevyskytujı´ prˇı´mo silne´ a intenzivneˇ se meˇnı´cı´ bourˇky. Metoda
SA sice zlepsˇı´ celkovou intenzitu druhe´ho prˇedpovı´dane´ho snı´mku, prˇedpoveˇd’ vsˇak u
druhe´ho snı´mku take´ postra´da´ bourˇkove´ extre´my.
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7 Za´veˇr
Cı´lem pra´ce bylo porovnat jednotlive´ ucˇebnı´ metody neuronovy´ch sı´tı´ prˇi predikci vy´voje
oblacˇnosti z radarovy´ch snı´mku˚ a uka´zat jejich schopnosti generalizace.
Beˇhem testova´nı´ se jako nejlepsˇı´ topologie sı´teˇ uka´zala by´t sı´t’ s jednou vnitrˇnı´ vrst-
vou, a to prˇesneˇ s topologiı´ 18-40-2 pro BP a SA a 9-20-2 pro rekurentnı´ sı´t’. Take´ byl
uka´za´n pozitivnı´ vliv zapocˇı´ta´va´nı´ okolnı´ch bodu˚ prˇi prˇedpoveˇdi, kde stacˇı´ pro dobrou
prˇedpoveˇd’okolı´ velikost 1px. Prˇi ucˇenı´ se jako nejvhodneˇjsˇı´ nastavenı´ ucˇı´cı´ch parametru˚
sı´teˇ uka´zaly by´t hodnoty koeficientu ucˇenı´ η = 0, 4 a vlivu prˇedchozı´ho kroku µ = 0, 1.
Za´kladnı´ otestova´nı´ metod probeˇhlo na testovacı´m genera´toru oblacˇnosti, kde se
prˇedpoveˇdnı´ hodnoty F–Score snı´mku˚ pohybovaly kolem hodnoty 1. Prˇi testova´nı´ nad
skutecˇny´mi radarovy´mi daty se pak hodnoty pro prvnı´ snı´mek pohybovaly v rozmezı´
0,7 azˇ 0,8. Teˇchto hodnot veˇtsˇinou dosahovala sı´t’ucˇena´ pomocı´ BP. Prˇedpoveˇd’ dalsˇı´ho
cˇasove´ho snı´mku byla te´meˇrˇ vzˇdy horsˇı´, a se zvysˇova´nı´m pocˇtu prˇedpovı´dany´ch snı´mku˚
se zhorsˇovala jesˇteˇ razantneˇji. Pro tuto vlastnost, a s tı´m spojene´ vysoke´ cˇasove´ na´rocˇnosti
adaptace, byly v testech prˇedpovı´da´ny maxima´lneˇ 2 snı´mky doprˇedu (tedy situace za 15
a 30 minut).
Dalsˇı´mi faktory prˇesnosti prˇedpoveˇdi byly chyby intenzit sra´zˇek snı´mku SampleE a
bodu PointE, viz kapitola 5.3. Prˇi testova´nı´ teˇchto parametru˚ se sı´t’ ucˇena´ pomocı´ BP
uka´zala by´t pro zmeˇnu nejhorsˇı´. Sı´t’ ucˇena´ metodou SA dosahovala podstatneˇ lepsˇı´ch
hodnot stejneˇ jako rekurentnı´ sı´t’, ktera´ vsˇak prˇi ucˇenı´ vyzˇadovala mnohem vı´ce citu
pro nastavenı´ parametru˚. Hodnoty intenzit rekurentnı´ sı´teˇ se veˇtsˇinou nejvı´ce podobaly
hodnota´m na skutecˇne´mu snı´mku.
Na za´kladeˇ vy´sˇe popsany´ch informacı´ byla da´le vyzkousˇena kombinace vy´stupu BP s
dalsˇı´mi metodami (viz kapitola 6.10), ktera´ zejme´na pro beˇzˇnou oblacˇnost znacˇneˇ snı´zˇila
chyby prˇedpoveˇdi intenzit.
Rekurentnı´ sı´t’ prˇi ucˇenı´ projevovala svou za´kladnı´ vlastnost a to, zˇe aproximuje
dynamicky´ syste´m, ktery´ je za´visly´ na cˇasove´mkontextu prˇedchozı´ch vzorku˚. Jejı´ naucˇenı´
bylo mnohdy velmi obtı´zˇne´, i kdyzˇ relativneˇ rychle´. Z algoritmu˚ popsany´ch v pra´ci
ma´ nejveˇtsˇı´ potencia´l pro dalsˇı´ zkouma´nı´ predikce radarovy´ch snı´mku˚ pomocı´ popsane´
r-point metody. Perspektivnı´m rozsˇı´rˇenı´m jejı´ho ucˇenı´ by byla automatizace a pru˚beˇzˇna´
u´prava parametru˚ na za´kladeˇ chyby sı´teˇ a oveˇrˇova´nı´ hodnot predikce, aby se odstranila
potrˇeba manua´lnı´ u´pravy prˇi ucˇenı´ a co nejvı´ce zlepsˇila mozˇna´ kvalita naucˇenı´.
Co se ty´cˇe samotne´ r-point metody, ta se prˇi spra´vne´m nastavenı´ uka´zala by´t do-
statecˇneˇ pouzˇitelna´ pro kra´tkodobe´ prˇedpoveˇdi jednoho azˇ dvou snı´mku˚. Ve spojenı´ s
vlastnostmi rekurentnı´ sı´teˇ se vsˇak nasky´ta´ rozsˇı´rˇenı´ metody, ktere´ spocˇı´va´ v zavedenı´
informace o poloze bodu, ktery´ je prˇedpovı´da´n. Prˇedpoveˇd’ by se pak nezameˇrˇovala na
prˇedpoveˇd’globa´lnı´ ale loka´lnı´, kde by se v okolı´ bodu urcˇil rozumny´ ra´dius, a pro ucˇenı´
by se pouzˇilo 6 a vı´ce snı´mku˚ dozadu i doprˇedu. Rekurentnı´ sı´t’je velmi citliva´ na extre´my
a prˇi vhodne´m naucˇenı´ by mohla by´t schopna detekovat intenzivnı´ sra´zˇky v dane´m bodeˇ
s hodinovy´m, ale i veˇtsˇı´m prˇedstihem. Nejveˇtsˇı´ prˇeka´zˇkou te´to realizace je nedostatek
dat, kdy 2 roky snı´mku˚ neposkytujı´ dostatecˇne´ mnozˇstvı´ snı´mku˚, ve ktery´ch by se daly
nale´zt pro jeden bod na mapeˇ situace k ucˇenı´ a oveˇrˇenı´. Dalsˇı´ prˇeka´zˇkou je take´ vysoka´
cˇasova´ na´rocˇnost ucˇenı´ takto rozsa´hle´ sı´teˇ.
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