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Abstract:   
Risk classification refers to the use of observable characteristics by insurers to group 
individuals with similar expected claims, compute the corresponding premiums, and 
thereby reduce asymmetric information. With perfect risk classification, premiums fully 
reflect the expected cost associated with each class of risk characteristics and yield 
efficient outcomes. In the health sector, risk classification is also subject to concerns 
about social equity and potential discrimination. We present an analytical framework that 
illustrates the potential trade-off between efficient insurance provision and social equity. 
We also review empirical studies on risk classification and residual asymmetric 
information that inform this trade-off. 
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Glossary: 
Classification risk: The possibility of being re‐classified as high‐risk with limited access to or high 
premiums for insurance as information is revealed over time.  
Community rating: Requirements that insurers offer identical policies and prices to all individuals in a 
given community. 
Coverage mandates: Regulations requiring that insurance policies cover certain heath conditions.  
Cream skimming: The attempt to design insurance contracts to attract only the lowest risks in a pool.  
Death spiral: The complete unraveling of an insurance pool by a feedback loop between rising premiums 
and exit by the healthiest remaining individuals in the pool.  
Distributional equity: The notion that a fair insurance system should equalize premiums and insurance 
access across higher and lower risk individuals.  
Ex‐ante efficiency: The best outcome from the point of view of an individual behind a notional veil of 
ignorance, before she knows what risk type or risk class she will belong to. 
Financial equity: The notion that two individuals facing the same risks should pay the same premiums.  
Group equity: The notion that no identifiable group should be required to cross‐subsidize any other 
identifiable group. 
Horizontal equity: The notion that two individuals facing the same risks should be treated identically. 
Incentive contracting: Contracts designed to mitigate problems arising from informational asymmetries.  
Interim efficiency/interim Pareto efficiency: Outcomes that cannot be improved on for any risk type 
within any risk class without harming some other individual.   
Insurance underwriting: The process of measuring the risk exposure of a potential client and 
determining the insurance premium that needs to be charged. 
Perfect risk classification: A risk classification based on observable characteristics that generates 
insurance premiums that fully reflect the expected cost associated with each class of risk characteristics. 
Risk adjustment: Government‐run transfers across insurers that depend on their insurance pool’s risk‐
related characteristics.  
Risk classification in health insurance: The use of observable characteristics by insurers to group 
individual risks with similar expected medical costs when underwriting insurance policies. 
Screening: Insurance contracts that are designed to induce individuals with different private information 
to self‐sort into distinct contracts.
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Introduction	
 
Risk classification refers to the use of observable characteristics such as gender, race, age, and behavior, 
to price or structure insurance policies. Risk classification potentially has undesirable consequences, 
including adverse effects on distributional equity. In dynamic settings, risk classification can also 
increase classification risk, which refers to the risk that an individual faces of being re‐classified into a 
higher‐cost class at a later date.  
A perfect risk classification system should, using actuarial rules and principles, generate an insurance 
premium that reflects the expected cost associated with a given risk. Two clients with the same risk level 
should pay the same, actuarially fair premium. This is known as the financial equity criteria. In health 
insurance, premiums are most commonly determined by age, sex, and smoking behavior. Current 
medical conditions (high cholesterol, diabetes, etc.) and medical histories of older clients are often 
added as criteria because they can affect the medical expenses covered by the insurance plan. 
Information on lifestyle, diet, and exercise can also be considered.  
Market forces push competitive insurers towards employing risk classification whenever it is legal (and 
permissible according to social norms) to do so. For example, age is an easily observable characteristic 
that is often correlated with expected heath care expenditures. If insurers do not price their insurance 
products on the basis of age they will find that, on average, selling policies to the lower‐risk young  is 
more profitable than selling policies to the higher‐risk old. Individual firms will therefore have an 
incentive to cream skim—to offer a lower‐priced insurance product only to the young and thereby to 
attract only the most profitable risks. 
Selection and pricing activity based on individual characteristics is subject to concerns about social 
fairness (or equity) and potential discrimination. This is particularly true in the medical and disability 
insurance markets. Policy‐makers who dislike the consequences of risk classification may therefore find 
it desirable to use regulatory restrictions to limit its use. Indeed, risk classification is restricted or banned 
outright in various markets, for example via community rating laws that require insurers to offer all 
individuals in a given community the same policies at the same premiums, as the compulsory public 
health system in Canada and several U.S. states. 
The policy decision to restrict the use of risk classification often involves a trade‐off between financial 
and social equity. This trade‐off is policy relevant because departures from financial equity can lead 
directly to inefficient insurance provision. For example, risk‐pooling arising from legal restrictions on risk 
classification variables may lead to a situation in which lower‐risk individuals are faced with higher 
premiums than those corresponding to their true risk, while higher‐risk individuals pay lower premiums. 
Low risk individuals may leave the pool, driving premiums higher and causing even more individuals to 
leave the pool. This inefficient market unraveling is known as an adverse selection death spiral.  
Understanding the cost and benefits of risk classification more generally is challenging for at least two 
reasons. First, there are a number of inter‐related and overlapping effects of risk‐classification that are 
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difficult to disentangle. Second, the relative importance of these various effects depends strongly on the 
institutional details of the insurance market. In some markets, permitting risk classification facilitates 
efficient insurance provision without compromising concerns about equity. In some others, banning risk 
classification has beneficial equity effects without imposing any efficiency costs. In others, the decision 
to ban risk classification involves a non‐trivial tradeoff between equity and efficiency goals.  
This chapter provides a simple framework for identifying the types of markets in which these three cases 
arise. One of the key determinants is the presence or absence of residual asymmetric information in the 
market. This chapter reviews empirical tests for asymmetric information in health insurance markets. 
Potential	Welfare	Effects	of	Risk	Classification	
 
Public policy typically involves tradeoffs between equity and efficiency. Public policy regarding risk 
classification in insurance markets is no exception. It is further complicated by the presence of several 
conceptually distinct but overlapping notions of equity and efficiency.  
Equity	
There are at least four potential notions of equity in the risk‐classification context: horizontal equity, 
financial equity, group equity, and distributional equity.  
Horizontal equity refers to the idea that any two individuals facing identical insurable risks should be 
treated identically: they should, for example, have access to the same policies and at the same prices. 
Group equity, on the other hand, refers to the idea that each identifiably distinct group (e.g., males; 25 
year‐olds) should not, as a group, be required to cross‐subsidize other groups. A desire for this type of 
equity is sometimes referred to as subsidy aversion. Financial equity is a special case of group equity in 
which there is no sub‐group heterogeneity.   
The goals of horizontal and group equity are frequently in tension with each other. By way of 
illustration, consider a population consisting of otherwise homogenous 30 year old men and 30 year old 
women seeking individual health insurance policies. Suppose that there is only one type of policy 
available; the only question is what price individuals will be charged for it. Suppose further that the 
expected cost to an insurer of providing coverage to a woman is higher, on average, than the cost of 
providing coverage to a man.  
If insurers risk‐classify using gender, then women in the population will face higher insurance prices. 
Group equity will be satisfied at the level of gender, as each gender will be charged an appropriate 
premium. Insofar as not all women in the group are identical, however, financial equity will not be 
satisfied. Moreover, some women, perhaps those in good health with no interest in bearing children, 
are likely to have lower than average expected costs and, similarly, some men are likely to have higher 
than average expected costs. So it is likely that there are some men and some women in the population 
with exactly the same expected costs to insurers. Because insurers are risk‐classifying by gender, these 
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two identical risks will be charged different premiums for identical coverage. This violates horizontal 
equity. On the other hand, if insurers do not risk classify by gender, then horizontal equity will be 
trivially satisfied. Group equity will be violated, however, since the lower‐on‐average‐risk men will be 
charged the same as women, men as a group will effectively be cross‐subsidizing women as a group.  
Group and financial equity are founded on an actuarial notion of fairness: what is fair to an individual or 
group is that they be charged prices in relation to their true cost to an insurer. Like horizontal equity, 
distributional equity is a non‐actuarial notion: it refers to the idea that, at least in some circumstances, 
two individuals should be charged the same price in spite of the fact that they, or groups they are 
members of, face different risks. Bans on risk classification on the basis of genetic conditions such as 
Huntington’s disease, or on the basis pre‐existing conditions more generally, are primarily motivated by 
a concern for distributional equity.  
Distributional equity also encompasses attempts to use policy for the explicit purpose of redistributing 
from a historically advantaged class (e.g., males) to a historically disadvantaged class (e.g., females). This 
is distinct from concerns for actuarial group equity—i.e., that one group should not subsidize another in 
an actuarial sense. Since riskiness rather than group membership is the more fundamental characteristic 
vis a vis insurance provision, it is not obvious why providing distinct groups of heterogeneous risks 
actuarially equally would be a desirable policy goal. This chapter therefore focuses primarily on 
horizontal, financial, and distributional equity.  
Efficiency	
There are at least two distinct notions of efficiency that are relevant in the risk‐classification context: 
interim efficiency and ex‐ante efficiency. There are two distinct types of interim efficiency: the efficiency 
of outcomes and the efficiency of institutions.   
Insurance outcomes in market A are said to be more interim efficient (or interim Pareto efficient) than 
insurance outcomes in market B when every individual is at least as happy with the insurance policy she 
would get in market A as with the insurance policy she would get in market B, and someone is strictly 
happier. Equivalently, market B’s outcomes are interim inefficient if nobody would object to replacing 
the market with market A’s outcomes, and at least somebody would strictly prefer the switch.  
The notion of interim efficiency of institutions is applied when there is a range of possible insurance 
outcomes consistent with different policy institutions. The range of possible outcomes consistent with a 
policy regime in which risk classification is legal, for example, may depend on the extent to which the 
government also imposes taxes on the contracts sold to different risk classes. Similarly, there may be a 
range of insurance outcomes consistent with a regime in which risk classification is banned. Saying that 
the institution of legal risk classification is interim efficient means that for every potential banned 
classification outcome, there is some legal classification outcome that makes every individual at least as 
happy (and some strictly happier). 
Interim efficiency involves evaluating insurance markets from the point of view of individuals who know 
their type (which could include intrinsic riskiness or tastes) and risk class. Since there are typically many 
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types and classes within a given population, there will typically be many different possible insurance 
outcomes which cannot be compared on interim efficiency grounds, as some individuals would be 
better off with one of these outcomes, and other individuals would be better off with another.  
In contrast, ex‐ante efficiency evaluates efficiency from the point of view of a representative individual 
behind a veil of ignorance about his or her risk type or class. Insurance outcomes in market A are thus 
said to be more ex‐ante efficient than insurance outcomes in market B if a hypothetical individual who 
did not yet know what risk type or class they will belong to would prefer the market A outcomes. 
The notions of distributional equity and ex‐ante efficiency are closely related. One might reasonably use 
the notion of distributional equity to argue that individuals with the gene for Huntington’s disease 
should be able to purchase insurance covering the costs associated with its treatment for the same 
premium as someone without the gene. One basic argument is that it would be unfair to charge an 
individual for something entirely out of her control. Alternatively, one could make the same arguments 
on the grounds of ex‐ante efficiency: a risk‐averse representative individual behind the veil of ignorance, 
who did not yet know whether or not they would be born with the gene, would strictly prefer to be born 
into a world in which premiums do not depend on the presence of the gene.  
Distributional equity can potentially be invoked for other unrelated reasons, but this chapter focuses on 
the particular distributional equity concerns arising from the point of view of a representative, risk‐
averse individual behind a veil of ignorance about his or her type and class. In other words, it regards as 
beneficial policies which redistribute towards risk types that are relatively disadvantaged from an ex‐
ante point of view.  
Another way of framing the desire for, e.g., gene‐independent pricing is in terms of a desire for 
insurance against classification risk. Since individuals are either born with the Huntington’s disease or 
not, individuals cannot directly insure themselves against the risk of having the gene and being in a bad 
risk class. Preventing insurers from genetic discrimination is potentially desirable insofar as it effectively 
provides otherwise unavailable insurance against this classification risk.    
A similar argument potentially applies more generally to bans on risk‐classification on the basis of pre‐
existing conditions like cancer or diabetes. The primary conceptual distinction is that one could, in 
principle, have insured oneself against such classification risk by purchasing a long‐term, or guaranteed 
renewable contract before the condition developed. Insofar as the market for long‐term contracts or 
other forms of insurance against classification risk functions poorly, however, restricting risk‐
classification has potentially beneficial distributional equity effects insofar as it reduces classification 
risk. 
It is important to note that interim inefficiency of outcomes implies ex‐ante inefficiency as well: if 
outcomes in market A are better than market B outcomes at the interim stage for each type, then the 
representative agent behind the veil of ignorance will necessarily prefer market A. Interim inefficiency in 
the institutional sense implies ex‐ante inefficiency in a somewhat more subtle sense. As a stand‐alone 
policy, for example, a ban on risk classification might reduce interim efficiency (in the institutional 
sense) yet raise ex‐ante efficiency through beneficial distributional equity effects. Nevertheless, interim 
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inefficiency in the institutional sense implies the existence of some alternative intervention, such as 
government coordinated risk adjustments, that is even better than a ban from an ex‐ante perspective.  
The	Equity	and	Efficiency	Tradeoffs	of	Risk	Classification	
 
Risk classification will typically have implications for both efficiency and equity. The particular tradeoffs 
between efficiency and equity implied by the decision to allow or ban risk classification in insurance 
markets are context dependent. Figure 1 provides a simple framework for sorting these contexts.  
 
Figure 1: A Conceptual Framework 
Figure 1 depicts the timing of an abstract insurance market. At stage 0, a notional representative 
individual contemplates the future from behind a veil of ignorance. At stage 1, individuals are born and 
learn both their true risk type and their class. The diagram depicts a case with two risks types, high and 
low risks, and two classes, labeled A and B, which might represent male and female, white and 
nonwhite, or Huntington’s positive and negative, for example.  
At stage 2, individuals enter an insurance market and potentially purchase insurance. At stage 3, the 
health outcomes are realized, and individuals with insurance receive their coverage and choose 
treatment levels. These outcomes result in a random utility, or well‐being, level denoted by  ෩ܷ௜௝  that will 
potentially depend on risk type ݆ and class ݅.   
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This framework can be used to explore the consequences risk classification in a variety of situations. For 
example, if classes A and B are 30‐year old females and 30‐year old males, respectively, then it 
encompasses the example above illustrating the tradeoff between individual and group equity when 
there is a lower but non‐zero fraction of high‐risk types within class A and a lower but non‐zero fraction 
of low‐risk types within class B. To capture a situation like classification based on the presence of the 
Huntington’s gene in which class is perfectly predictive of risk type, one would simply take the fractions 
of the high‐risk types within classes A and B to be one and zero, respectively.  
The framework is best suited for analyzing insurance decisions that take place at one moment in time. It 
is less well suited to addressing fundamentally dynamic issues, such as the implications of risk 
classification based on pre‐existing conditions like diabetes or heart disease. It can be adapted to this 
application if insurance is sold on an annual basis with no long‐term contracting, however. Similarly, it 
can be fruitfully applied to analyze the implications of age‐based risk‐classification in some contexts.  
When this simple framework is applicable, the qualitative implications of risk classification hinge on 
three basic questions.  
Question 1: Is risk classification perfect or imperfect? 
In some cases, as with the BRCA1/2 breast cancer gene, class is only imperfectly correlated with risk: 
there may be women without the gene who still face a high risk of breast cancer. In other cases, such as 
the gene for Huntington’s disease, class is closer to perfectly predictive of risk type, and all members of 
either class will have the same risk type. We then say that risk classification is perfect.  
Whether or not risk classification is perfect is important for two reasons. First, when risk classification is 
perfect, classes are pools of individuals who are perfectly homogenous from the point of view of health 
risk. The tension between horizontal and group equity therefore disappears. Second, when risk 
classification is imperfect, insurers who employ risk classification still face heterogeneity of risks within 
each class. Employing risk classification therefore reduces but does not eliminate informational 
asymmetries. This is important because, in the face of informational asymmetries, insurers may find it 
useful to employ indirect mechanisms to induce self‐sorting of different risks. This is known as 
screening. Screening can have important implications for efficiency and equity.  
Question 2: Are policies uniform or not? 
Screening refers to the deliberate attempt to induce self‐sorting of individuals through contract design. 
In the canonical example of screening, insurers offer two types of policy: an expensive comprehensive 
policy and a less expensive and less comprehensive policy such as a catastrophic coverage policy with a 
very high deductible. Individuals who know themselves to be in good health are more likely to find the 
latter an appealing option, so individuals will be induced to self‐sort by riskiness into distinct policies.  
Screening relies on insurers’ ability to tailor menus of significantly different policy options: it is 
predicated on non‐uniform policies. If regulatory restrictions circumscribe insurers’ ability to design such 
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menus, for example through coverage mandates that require all insurance policies to cover a certain 
same set of conditions, then screening will be curtailed or eliminated.  
To see why the uniformity or non‐uniformity of policies can have important implications for the equity 
and efficiency effects of banning risk classification, consider the effects of banning gender‐based risk 
classification. If insurers find it much more costly to provide health care to women than to men then, 
absent any coverage mandates, it could potentially circumvent the ban by offering two policies: an 
expensive and comprehensive policy, and a less expensive one providing comprehensive coverage for 
everything except childbirth, breast cancer, gynecological exams, and other gender‐specific health care 
needs. Women faced with such a menu would find it worthwhile to pay the higher premium for 
coverage of their needs, and men would not. In this case, the insurer would effectively circumvent the 
risk classification ban, which would consequently have neither efficiency nor equity effects. In contrast, 
a ban imposed under coverage mandate‐induced policy uniformity would likely have welfare effects.  
Question 3: Are insurance purchases mandated or not?  
In markets without purchase mandates, individuals who perceive themselves to have the greatest need 
for insurance, and hence the highest expected costs to insurers, will be differentially more likely to 
purchase coverage, while lower risk individuals are differentially likely to opt out of buying coverage at 
all. In this case, the pool of insured individuals is said to be adversely selected relative to the population. 
An adversely selected risk pool requires higher premiums for firms to break even. In the most severe 
cases, adverse selection can completely destroy a market via an adverse selection death spiral.  
Since purchase mandates and risk classification are two different ways to mitigate adverse selection, the 
presence or absence of a purchase mandate is crucial for analyzing the equity and efficiency implications 
of risk classification.  
A	Quick‐and‐Dirty	Guide	to	the	Equity‐Efficiency	Tradeoffs		
 
The eight distinct answers to the set of three questions above describe eight conceptually distinct 
institutional contexts. In practice, however, purchase mandates are typically coupled with minimum 
coverage mandates that limit the degree of policy differentiation: otherwise, individuals could fulfill the 
mandate by purchasing a low‐priced contract providing essentially zero coverage. We therefore do not 
consider here the two regimes with mandated purchases and differentiated products.  
Table 1 provides a quick‐reference guide to the efficiency and equity effects of risk classification in the 
six remaining institutional contexts. It focuses on interim efficiency and horizontal, financial, and 
distributional equity, with beneficial distributional equity effects interpreted as those which would be 
desirable from the point of view of the veiled representative individual at stage 0 in figure 1.  
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Table 1, Top Panel: Effects of a Ban on PERFECT Risk Classification 
 
Institutional 
Context 
Interim Efficiency  Distributional 
Equity 
Horizontal 
Equity 
Financial Equity 
Mandated Purchase 
(uniform contract) 
Neutral  Beneficial  Neutral  Detrimental 
Optional Purchase 
(uniform contract) 
Detrimental  Beneficial/Neutral  Neutral  Detrimental 
Differentiated 
Contract 
Detrimental  Beneficial/Neutral  Neutral  Detrimental 
 
Table 1, Bottom Panel: Effects of a Ban on IMPERFECT Risk Classification 
 
Institutional 
Context 
Interim Efficiency  Distributional 
Equity 
Horizontal 
Equity 
Financial Equity 
Mandated 
Purchase (uniform 
contract) 
Neutral  Beneficial  Beneficial  Detrimental 
Optional Purchase 
(uniform contract) 
Detrimental 
(institutionally) 
Beneficial/Neutral  Beneficial  Detrimental 
Differentiated 
Contract 
Detrimental 
(institutionally) 
Beneficial/Neutral  Beneficial  Detrimental/Neutral 
Table1 Effect of a Ban on Risk Classification 
Consider first environments with a purchase mandated and a uniform contract. This is appropriate for 
modeling both direct social insurance provision by a central government, such as the National Health 
Service in England. Bans on risk classification are the least likely to be controversial in these 
environments, since they improve distributional equity in a horizontally equitable way without harming 
interim efficiency. This is because only premiums, not insurance coverage, are affected by risk 
classification, and banning risk classification beneficially (from an ex‐ante perspective) redistributes from 
individuals who were born into the fortunate group with fewer low risks to those who were unlucky 
enough to be born into the higher risk group.  
When risk classification is imperfect, such a ban also has a beneficial impact on horizontal equity, since it 
stops individuals with the same true risk from being charged different premiums merely by virtue of the 
group to which they happen to belong. The primary objection to banning risk classification in these 
contexts is likely to stem from the effect on financial equity: some might feel strongly that individuals 
should not be forced to cross‐subsidize others. This objection is likely to be particularly germane for risk 
classification based on pre‐existing and preventable conditions, but it may be present more broadly. 
In an optional‐purchase institutional context, banning risk classification may additionally induce 
efficiency reducing adverse selection effects.  Suppose, for example, that group A consists of people 
with an expensive‐to‐treat pre‐existing condition and group B consists of healthy individuals. With legal 
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risk classification, the market will segment and group B individuals will pay lower premiums. One 
possibility, if risk classification is banned, is that all individuals will continue to purchase insurance at 
some intermediate premium. In this case, the welfare effects are exactly as with a mandate. The other 
possibility is that the market will suffer from a death spiral: group B individuals will find insurance too 
expensive at the new premium and will leave the market. Premiums for the group A individuals will then 
rise to the same as they were before the ban was imposed. In this case, the risk classification ban will be 
purely efficiency reducing. It will have no beneficial equity effects at all.   
Similar adverse selection driven negative efficiency effects arise with a richer and more realistic set of 
individual risk types. If the adverse selection is mild, so that only a few of the lowest‐risk types are 
driven from the market by a ban in risk classification, then policy‐makers will face a genuine tradeoff 
between beneficial distributional equity effects of uniform pricing and the efficiency costs of adverse 
selection. With sufficiently severe adverse selection the uniform pricing will have at most mild 
distributional equity benefits, and ex‐ante efficiency will be reduced. If a policy‐maker wanted to ban 
risk classification and believed that the adverse selection problem was likely to be severe, introducing a 
purchase mandate would therefore be essential. This was the primary motivation policymakers included 
a coverage mandate in the Patient Protection and Affordable Care Act passed by the United States 
Congress and signed into law by President Barack Obama in 2010.   
A similar tradeoff between interim efficiency and distributional equity applies if risk classification is 
imperfect, but the interim efficiency effects of a ban are detrimental in the institutional sense rather 
than in the outcome‐based sense. In particular, one can show that the outcome with banned risk‐
classification can always be Pareto improved upon with legal risk‐classification and some appropriate 
risk adjustments, e.g. through government‐administered transfers across insurers serving different risk 
classes.  
The detrimental interim efficiency effects of banning perfect risk classification are also similar when 
contracts are differentiated and insurance is not mandated (bottom rows). The mechanism is somewhat 
different, however: low risk individuals will be screened—induced to self‐select—into a high‐deductible 
policy providing worse coverage rather than being adversely selected out of the market entirely. There is 
some disagreement among economists about the precise nature of screening in insurance markets; 
some widely used models of insurance markets predict the same outcomes with and without risk‐
classification bans, and, consequently, no distributional equity effects. Others predict the potential for 
beneficial distributional equity effects via pooling of different risk types or cross‐subsidies across distinct 
contracts.  
It is clear that even in the simple analytical framework depicted in figure 1, evaluating the welfare 
consequences of risk classification is non‐trivial and highly context‐dependent. Of the three central 
questions identified above as being useful for understanding these welfare effects, the latter two are 
observable policy questions. The first question is an empirical one. It can be understood as a question 
about the presence or absence of asymmetric information: Risk classification is imperfect precisely 
when there is unused information about risk within a risk class. In these cases, incentive contracting—
designing contracts to mitigate the imperfections of the risk classification technology—can play an 
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important role. Screening is the type of incentive contracting that is particular important when the 
relevant asymmetric information within a risk class is of the adverse selection type, as has largely been 
assumed up to this point, but other types are potentially important with other types of informational 
asymmetries. In part because of its central importance for the welfare analysis of risk classification, the 
presence or absence of informational asymmetries has been the subject of much recent empirical work.  
Risk	Classification	and	Residual	Asymmetric	Information	in	Health	
Insurance	Markets	
 
Perfect risk classification should separate individual risks and generate different actuarial insurance 
premiums that reflect these risks. With actuarial premiums, full insurance should be the optimal 
contract, and there should not be any correlation between insurance coverage and individual risk. But in 
the real life of health insurance contracting, there are numerous reasons for imperfections in risk 
classification. Particularly important among these is the possibility of residual asymmetric information 
within a given risk class. Recent empirical work has therefore focused on searching for evidence for 
presence and extent of this sort of residual asymmetric information.  
General	Tests	for	Residual	Asymmetric	Information 	
Information problems are common in insurance markets. Usually, the insured are better informed about 
their own characteristics or actions than are their insurers. The two best‐known information problems 
discussed in the economics literature are adverse selection, discussed above, and moral hazard, where 
insurance leads individuals to take unobserved actions either before (ex ante moral hazard) or after (ex 
post moral hazard) the realization of health outcomes that raise the costs borne by the insurer. 
Asymmetric learning over time is a third information problem. Since similar empirical patterns are 
predicted by these three problems, empirical work on information problems is challenging.  
Empirical work has three sequential goals. The first is to determine whether information problems exist, 
and, if so, how severe they are. The second is to identify which information problem or problems are 
present when the first test rejects the null hypothesis that there is no information problem. This is 
important for an insurer because it must implement the appropriate instruments to improve resource 
allocation. A deductible, e.g., efficiently reduces ex‐ante moral hazard, but not necessarily ex‐post moral 
hazard. A high deductible can even have an adverse effect and encourage accident cost building.  
The third goal is to find ways to improve the contracts and reduce the negative impact of asymmetric 
information on resource allocation. These resource allocation objectives must take into account other 
issues such as risk aversion, equity, and accessibility of services. This last issue is particularly important 
in health care markets. A decrease in insurance coverage may reduce ex‐ante moral hazard because it 
exposes the insured person to risk, but it also significantly reduces accessibility to health services for sick 
people who are not responsible for their condition. Although the third goal is ultimately the most 
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important, we focus on the first two goals, which have been convincingly tackled in the literature only 
recently. 
Well‐constructed theoretical models with carefully established theoretical predictions are essential for 
achieving these goals.  Many theoretical contributions were published in the 1970s which appealed to 
asymmetric information to account for stylized facts observed in insurance markets. Not all of these 
accounts were readily adapted to formal tests of information asymmetries, however. For example, 
partial insurance, such as deductible and co‐insurance contracts, can be justified by either moral hazard 
or adverse selection, but proportional administrative costs can also justify it. So the mere fact that these 
are common features of real‐world insurance policies does not imply the presence of asymmetric 
information.  
The following simple question has motivated most recent empirical work towards the first goal: Do 
insurers that apply risk classification techniques based on observable characteristics in their 
underwriting policies also find it useful to employ contract design to further separate risk types within 
the risk class? In static or one‐period contracts, the answer is no unless there is residual asymmetric 
information within the risk classes. (The reality is, of course, much more complicated because contract 
duration between the parties can cover many periods, and over time the true risks may become known 
to both parties.) Finding a residual correlation between chosen insurance coverage and risk within risk 
classes is therefore a tell‐tale sign of asymmetric information. Tests for such a correlation have been the 
centerpiece of the empirical literature on information problems in insurance markets.   
Econometricians analyze two types of information when studying insurers’ data. The first type contains 
variables that are observable by both parties to the insurance contract. Risk classification variables are 
one example. Econometricians/insurers combine these variables to create risk classes when estimating 
accident distributions. They can be used to make estimates conditional on the risk classes or inside the 
risk classes. The second type is related to what is not observed by the insurer (or the econometrician) 
during contract negotiations or selections, but can explain the insured’s choice of contracts or actions. A 
typical empirical study looks for the conditional residual presence of asymmetric information in an 
insurer’s portfolio by testing for a correlation between the contract coverage and the realization of the 
risk variable during a contract period. Different parametric and non‐parametric tests have been 
proposed in the literature. 
Finding a positive correlation between insurance coverage and risk is a necessary condition for the 
presence of asymmetric residual information, but it does not shed light on the nature of the information 
problem. In insurance markets, the distinction between moral hazard and adverse selection boils down 
to a question of causality. Under moral hazard, the structure of an insurance contract drives the 
unobserved actions, and hence the riskiness, of the insured. For example, a generous health insurance 
plan can reduce the incentives for prevention and increase the risk of becoming sick. Under adverse 
selection, the pre‐determined riskiness of an individual drives her contract choices: higher risk 
individuals will tend to choose policies providing better coverage. The correlation between insurance 
coverage and the level of risk is positive in both cases, but the directions of causality in the two cases are 
exactly opposite.  
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To separate moral hazard from adverse selection, econometricians need a supplementary step. In 
insurance markets, dynamic data are often available. Time adds an additional degree of freedom to test 
for asymmetric information, particularly in the presence of experience rating—whereby future 
premiums depend on past accident history. Experience rating works at two levels in insurance. Past 
accidents implicitly reflect unobservable characteristics of the insured (adverse selection) and introduce 
additional incentives for prevention (moral hazard). Experience rating can therefore directly mitigate 
problems of adverse selection and moral hazard, which often hinder risk allocation in the insurance 
market.  
The failure to detect residual asymmetric information, and more specifically, moral hazard and adverse 
selection in insurance data, is often due to the failure of previous econometric approaches to model the 
dynamic relationship between contract choices and claims adequately and simultaneously when looking 
at experience rating. Intuitively, because there are at least two potential information problems in the 
data, an additional relationship to the correlation between risk and insurance coverage is necessary to 
test for the causality between risk and insurance coverage. 
Testing	for	Asymmetric	Information	in	the	Health	Insurance	Market		
Many reviews of empirical studies in different insurance markets have being published, including in 
health insurance and long‐term care insurance. It is observed that the coverage‐risk correlation is 
particular to each market. Accordingly, the presence of a significant coverage‐risk correlation has 
different meanings in different markets, and even in different risk pools in a given market, depending on 
the type of the insured service, the participants’ characteristics, institutional factors, and regulation. This 
means that when testing for the presence of residual asymmetric information, one must control for 
these factors as well. Up to now the empirical coverage‐risk correlation findings have been equivocal. 
What characteristics and factors explain the absence of robust coverage‐risk correlations in health 
insurance markets? 
Long‐term care market and the health care market are analyzed separately notably because long‐term 
care insurance effectively combines both health insurance and longevity insurance (annuities). It is well 
documented that private long‐term care insurance is very expensive in the U.S. and therefore not very 
popular. Less than 5% of the elderly participate in this market. Is it due to adverse selection? Those who 
purchase this coverage do not seem to represent higher risks than the average population. This negative 
result is explained by a combination of two opposite effects: a pure risk effect and a risk aversion effect. 
For a given risk aversion higher‐risk individuals buy more insurance under asymmetric information, as so 
do more risk‐averse individuals (assumed to engage in more prevention to reduce their risk). The net 
effect on the correlation between risk and coverage is not significant because both high‐risk and low‐risk 
individuals buy this insurance. However, it is not evident that more risk‐averse individuals put forth 
more effort. Consequently, the absence of correlation may be explained by factors other than risk 
aversion. 
Many empirical studies in the literature find a positive correlation between poor health condition and 
generous coverage while other studies do not find this correlation. Some do not reject asymmetric 
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information in the medical insurance market, but do not find evidence of adverse selection. Their results 
are even consistent with multidimensional private information along with advantageous selection. 
Indeed, some obtain a negative correlation between risk and insurance coverage. The significant sources 
of advantageous selection are income, education, longevity expectations, financial planning horizons, 
and most importantly, cognitive ability. 
Other studies offer detailed analyses of health insurance plans. For example, it is shown that when the 
employer increased the average participation cost of the most generous plan for the policyholders 
regardless of the risk they represented, the best risks in the pool with lower medical expenses left this 
plan for a less generous one with a lower premium. The new insurance pricing clearly generated adverse 
selection. Even if the age of the insured were observable, the insurance provider did not use this 
information, and the younger participants abandoned the more generous plan. This is a case in which 
the absence of a proper risk classification yielded severe adverse selection. This type of constraint, 
wherein risk classification variables are not used, is often observed in the health care market where the 
trade‐off between efficiency and distributional equity matters.  
One potential reason for not observing a significant correlation between coverage and risk is the 
absence of insured private information on the insured’s health status. Young individuals who may not 
have experienced any health problems may think they belong to the low risk group. The statistical test 
should be done within these risk classes, even if the employer does not use age as a risk classification 
variable. Another reason for the lack of risk‐coverage correlation, which may also apply to health 
insurance, is policyholders’ failure to use their private information to negotiate their insurance coverage 
and premium. It has been found, for example, that the demand for life insurance is not sensitive to 
insurance price and risk.  
It is also been documented that insurance consumption depends on institutions. Moreover, risk 
classification in the health care market is heavily regulated in many countries. Therefore, the empirical 
predictions based on the implicit assumption of competitive markets may not be appropriate for many 
markets, including health insurance. For further discussion on particularities other than efficient risk 
classification that may generate an absence of correlation between insurance coverage and risk, see the 
references in the bibliography. 
Conclusion	
 
This chapter has discussed the complex welfare effects of risk classification in health insurance. The 
policy decision to permit or ban risk classification may have consequences for efficiency, for equity, or 
for both. We reviewed the various relevant notions of efficiency and equity appropriate for the health 
insurance context and qualitatively characterized the trade‐offs that are likely to arise in various 
institutional contexts. A key question for this characterization is whether or not there is (or would be) 
within‐class residual asymmetric information when insurers employ risk classification based on 
observable characteristics. We discussed the extensive and growing empirical work on this question. 
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There remains substantial scope for future empirical work directed towards quantifying the equity‐
efficiency trade‐offs of risk classification.  
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