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ON THE FINITENESS LENGTH OF SOME SOLUBLE
LINEAR GROUPS
YURI SANTOS REGO
Abstract. Let R be a commutative ring with unity. We prove that the
finiteness length of a group G is bounded above by the finiteness length
of the Borel subgroup of rank one B◦2(R) = (
∗ ∗
0 ∗ ) ≤ SL2(R) whenever G
admits certain representations over R with soluble image. We combine
this with results due to Bestvina–Eskin–Wortman and Gandini to give a
new proof of (a generalization of) Bux’s equality on the finiteness length
of S-arithmetic Borel subgroups. We also give an alternative proof of
an unpublished theorem due to Strebel, characterizing—in terms of n
and B◦2(R)—the finite presentability of Abels’ soluble groups An(R) ≤
GLn(R). This generalizes earlier results due to Remeslennikov, Holz,
Lyul’ko, Cornulier–Tessera, and points out to a conjecture about the
finiteness lengths of such groups.
1. Introduction
The finiteness length φ(G) of a group G is the largest n ∈ Z≥0 ∪ {∞} for
which G admits an Eilenberg–MacLane space K(G, 1) with finite n skele-
ton. The finiteness length is a quasi-isometry invariant [6] which can be
interpreted as a tool measuring ‘how finite’ G is, from a topological point
of view. For instance, if G is either finite or of homotopical type F, then
φ(G) =∞. Also, G is finitely presented if and only if φ(G) ≥ 2; see e.g. [43].
Throughout, R always denotes a commutative ring with unity. By a
classical group we mean an affine Z-group scheme G which is either GLn
for some n ≥ 2 or a universal Chevalley–Demazure group scheme GscΦ , such
as GscAn−1 = SLn or GscCn = Sp2n; refer e.g. to [54] for an extensive survey
on Chevalley–Demazure groups over arbitrary rings. In this work we are
interested in certain soluble subgroups of G. An important role will be
played by the Borel subgroup of rank one,
B◦2(R) = (
∗ ∗
0 ∗ ) ≤ SL2(R).
The purpose of this paper is twofold. First, using fairly elementary meth-
ods, we give an upper bound on the finiteness length of groups with cer-
tain soluble representations—this includes many soluble or parabolic sub-
groups of GLn(R). Second, we record the current state of knowledge on
the finiteness lengths of H. Abels’ infinite family of soluble matrix groups
{An(R)}n≥2. This includes a different proof of an unpublished result of
R. Strebel, who classified which An(R) are finitely presented. More pre-
cisely, our main results are the following.
Theorem A. Suppose a group G retracts onto a soluble group X(R)oH(R),
where X and H denote, respectively, a unipotent root subgroup and a maximal
torus of a classical group G ≤ GLn. Then φ(G) ≤ φ(B◦2(R)).
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2 Y. SANTOS REGO
Theorem B. If R is not finitely generated as a ring, then φ(An(R)) = 0
for all n ≥ 2. Otherwise, the following hold.
(i) φ(A2(R)) > 0 if and only if R is finitely generated as a Z-module,
in which case φ(An(R)) = φ(B
◦
2(R)) =∞ for all n ≥ 2.
(ii) If R is infinitely generated as a Z-module, then
φ(A3(R)) = min {1, φ(B◦2(R))}.
(iii) Suppose n ≥ 4 and that R is infinitely generated as a Z-module.
Then φ(An(R)) ≤ φ(B◦2(R)) and, given ` ∈ {1, 2}, one has that
φ(An(R)) ≥ ` whenever φ(B◦2(R)) ≥ `.
This article is organized as follows. In Sections 1.1 and 1.2 below we
motivate the main theorems A and B, respectively. Section 1.1 includes a
new proof of K.-U. Bux’s main result in [21], and in Section 1.2 we state
a conjecture about the finiteness lengths of Abels’ groups. We recall in
Section 2 some basic facts to be used throughout. Theorems A and B are
proved in Sections 3 and 4, respectively.
1.1. Theorem A – motivation and examples. The problem of deter-
mining the finiteness lengths of S-arithmetic groups is an ongoing challenge;
see, for instance, the introductions of [21, 26, 24] for an overview.
Suppose B is a Borel subgroup of a Chevalley–Demazure group and let
OS be a Dedekind ring of arithmetic type and positive characteristic, such as
Fq[t] or Fq[t, t−1, (t−1)−1]. In [21], K.-U. Bux showed that the S-arithmetic
group B(OS) satisfies the equality φ(B(OS)) = |S| − 1. The proof is geo-
metric and done in two steps, one of which [21, Theorem 5.1] yields the
upper bound φ(B(OS)) ≤ |S| − 1. The number |S| − 1, in turn, had al-
ready been observed to equal φ(B◦2(OS)) after a simpler working example
[21, Corollary 3.5]. The inspiration for Theorem A was to give an eas-
ier, purely algebraic explanation for the inequality φ(B(OS)) ≤ φ(B◦2(OS)),
which would likely extend to larger classes of rings. And this was in fact the
case; see Section 3 for the rather elementary proof of Theorem A.
In the arithmetic set-up, we combine Theorem A with results due to
M. Bestvina, A. Eskin and K. Wortman [11], and G. Gandini [35] to obtain
the following proof of (a generalization of) Bux’s equality.
Theorem C. Let P be a proper parabolic subgroup of a non-commutative,
connected, reductive, split linear algebraic group G defined over a global field
K. Denote by UP the unipotent radical of P and by TP the maximal torus
of G contained in P. For any S-arithmetic subgroup Γ ≤ UP o TP, the
following inequalities hold.
|S| − 1 ≤ φ(Γ) ≤ φ(B◦2(OS)).
In particular, if K has positive characteristic and P = B = UB o TB is a
Borel subgroup of G, then φ(Γ) = |S| − 1.
Proof. Standard arguments allow us to assume, without loss of generality,
that G is classical; see e.g. the steps in [9, 2.6(c)] and pass over to parabolic
subgroups—notice that Satz 1 cited by Behr holds regardless of character-
istic. Since S-arithmetic subgroups of a given linear algebraic group are
commensurable, we may further restrict ourselves to the (now well-defined)
group of OS-points UP(OS)oTP(OS) ≤ G(OS).
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In the set-up above, the first inequality follows from [11, Theo-
rem 6], whereas the second is a consequence of Theorem A. Now suppose
char(K) > 0. Since B◦2(OS) ⊇ ( 1 ∗0 1 ) ∼= Ga(OS), one has that B◦2(OS) has
no bounds on the orders of its finite subgroups because OS contains infinite
dimensional vector spaces over the prime field of K; cf. [42, Section 23].
But B◦2(OS) acts by cell-permuting homeomorphisms on the product of |S|
Bruhat–Tits trees, each such tree being associated to the semi-simple part
of the locally compact group G(Frac(OS)v) for every place v ∈ S; cf. [48].
Since the stabilizers of this action are finite [19, Section 3.3], it follows that
B◦2(OS) belongs to P. Kropholler’s HF class and Gandini’s theorem [35]
applies, yielding φ(B◦2(OS)) ≤ |S| − 1. 
An alternative proof of the inequality φ(Γ) ≤ |S|−1 above was announced
by K. Wortman; see [11, p. 2169]. Besides giving a shorter—and the author
dares say simpler—proof of Bux’s equality, Theorem C yields further exam-
ples of soluble linear groups with prescribed finiteness properties. The only
known cases were Abels–Witzel groups in characteristic zero (see Section 4.3
and [55]) and Bux’s own examples [20, 21].
The reader familiar with the theory of S-arithmetic groups might no-
tice that Theorem C is ‘uninteresting’ in characteristic zero—in this case,
φ(Γ) does not depend on the cardinality of S by the Kneser–Tiemeyer local-
global principle [52, Theorem 3.1], and moreover that φ(Γ) = ∞ by [52,
Theorem 4.3 and (the proof of) Theorem 4.4]. Nevertheless, the charm of
Theorem C lies in the independency of characteristic and in the content of
the three theorems used to prove it, namely: higher dimensional isoperi-
metric inequalities for S-arithmetic lattices [11], a homotopical obstruction
intrinsic to the group schemes considered (Theorem A), and—in positive
characteristic—a geometric obstruction that occurs for many groups acting
nicely on finite-dimensional contractible complexes [35].
Further (non-soluble) S-arithmetic groups that fit into the framework of
Theorem A originate from certain parabolic subgroups of classical groups.
Example 1.1. Recall that the (standard) parabolic subgroups of SLn over
a field K are the subgroups of block upper triangular matrices. Pictorially,
P =

n1 × n1 ∗ · · · ∗
0 n2 × n2 . . .
...
...
. . .
. . . ∗
0 · · · 0 nk × nk
 ≤ SLn,
where k ≤ n is the number of blocks. In particular, P contains the diagonal
subgroup (the standard maximal torus) of SLn and each ni×ni block on the
diagonal with ni > 1 is isomorphic to SLni . Now, if K is a global function
field and if there exists an index j < n for which nj = 1 = nj+1, then
Theorems A and C yield φ(Γ) < |S| for any S-arithmetic subgroup Γ ≤ P.
Computing the finiteness lengths of S-arithmetic parabolics in positive
characteristic is an open problem. Example 1.1 is a new result in this
direction.
Going back to arbitrary base rings, we stress that results on higher dimen-
sional finiteness properties of non-S-arithmetic discrete linear groups are
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scarce. The most prominent examples were obtained by Bux–Mohammadi–
Wortman [25] and Gandini [35, Corollary 4.1] using Bruhat–Tits buildings.
The class of groups to which Theorem A applies is surprisingly large.
Most notably, we have the following series of examples concerning the
so-called groups of type (R). These were studied by M. Demazure and
A. Grothendieck in the sixties and generalize parabolic subgroups of re-
ductive affine group schemes; see [32, Expose´ XXII, Chapitre 5].
Corollary D. Let G be an affine group scheme defined over Z and let H ≤ G
be a Z-subgroup, of type (R) with soluble geometric fibers, of a classical group
G. If there exists a Z-retract r : G → H, then φ(G(R)) ≤ φ(B◦2(R)) for
every commutative ring R with unity.
Proof. This follows immediately from Theorem A and [32, Expose´ XXII,
Proposition 5.6.1 and Corollaire 5.6.5]. 
There are also non-trivial examples of non-linear groups for which Theo-
rem A holds, though for rather mundane reasons; see e.g. [46, Example 2.9].
We remark that Theorem A admits a slight geometric modification by
weakening the hypothesis on the map G → X(R) o H(R) at the cost of
adding an assumption on the base ring R; see Section 3.1 for details.
1.2. Theorem B – the group schemes of Herbert Abels. For every
natural number n ≥ 2, consider the following Z-group scheme.
An :=

1 ∗ ··· ··· ∗
0 ∗
. . .
...
...
. . .
. . .
. . .
...
0 ··· 0 ∗ ∗
0 ··· ··· 0 1
 ≤ GLn .
Interest in the infinite family {An}n≥2, nowadays known as Abels’ groups,
was sparked in the late seventies when Herbert Abels [1] published a proof of
finite presentability of the group A4(Z[1/p]), where p is any prime number;
see also [2, 0.2.7 and 0.2.14]. Abels’ groups emerged as counterexamples
to long-standing problems in group theory (see, for instance, [10, Proposi-
tion A5]) and later became a source to construct groups with curious prop-
erties; cf. [30, 27, 13, 8] for recent examples.
Regarding their finiteness lengths, not long after Abels announced that
φ(A4(Z[1/p])) ≥ 2, Ralph Strebel went on to generalize this in the manu-
script [51], which never got to be published and only came to our attention
after Theorem B was established. Strebel gives necessary and sufficient
conditions for subgroups of An(R), defined by
An(R,Q) = {g ∈ An(R) | g has diagonal entries in Q ≤ R×},
to have φ(An(R,Q)) ≥ 2. (Note that An(R,R×) = An(R).) It was shown
by Remeslennikov [unpublished] that A4(Z[x, x−1, (x+1)−1]) admits a finite
presentation—a similar example is treated in detail in Strebel’s manuscript.
Shortly thereafter, Bieri [12] observed that φ(An(Z[1/p])) ≤ n− 2.
In the mid eighties, S. Holz and A. N. Lyul’ko proved independently that
An(Z[1/p]) and An(Z[1/m]), respectively, are finitely presented as well—
for all n,m, p ∈ N with n ≥ 4 and p prime [38, Anhang], [39]. Their
techniques differ from Strebel’s in that they consider large subgroups of
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An and relations among them to check for finite presentability of the over-
group. Holz [38] pushed the theory further by giving the first example of
a soluble (non-metabelian) group of finiteness length exactly three, namely
A5(Z[1/p]). Abels–Brown [3] later showed that φ(An(Z[1/p])) ≥ n − 2.
(This actually holds in greater generality; see Section 4.3.) In [55], S. Witzel
generalizes the family {An}n≥2 and proves that such groups over Z[1/p]
have, in addition, varying Bredon finiteness properties for p an odd prime.
Besides the above examples in characteristic zero and Strebel’s manu-
script, the only published case of a finitely presented Abels group over a tor-
sion ring is also S-arithmetic. In [31], Y. de Cornulier and R. Tessera prove,
among other things, that φ(A4(Fp[t, t−1, (t − 1)−1])) ≥ 2. They remark
that φ(A4(Fp[t])) = 0 and φ(A4(Fp[t, t−1])) = 1, and point out that similar
results, including the one on finite presentability over Fp[t, t−1, (t − 1)−1],
should hold for n ≥ 4 with mechanical changes [31, Remark 5.5].
As far as generators and relations are concerned, Theorem B generalizes
to arbitrary rings the above mentioned results on presentations of Abels’
groups. The previous discussion also indicates the following natural problem.
Conjecture E. Suppose R is a finitely generated commutative ring with
unity which is infinitely generated as a Z-module. Then
φ(An(R)) = min {n− 2, φ(B◦2(R))} for all n ≥ 2.
For the sake of completeness, we provide in Section 4.3 a proof of Con-
jecture E in all the known S-arithmetic cases.
As for Theorem B and [51] and the differences between our methods,
Strebel’s proof [51] is more algebraic and direct: after establishing necessary
conditions on n and on the split extension Ga(R) o Q for An(R,Q) to be
finitely presented, he proves such conditions to be sufficient by explicitly
constructing a convenient finite presentation of An(R,Q) = Un(R)oQn−2.
(If Q = R×, one easily shows that Strebel’s assumption on Ga(R) o R× is
equivalent to the finite presentability of B◦2(R).) The proof of Theorem B
given here follows an alternative route: it has a topological disguise and
uses horospherical subgroups and nerve complexes a` la Abels–Holz [1, 2,
38, 4], the early Σ-invariant for metabelian groups of Bieri–Strebel [14], and
K. S. Brown’s criterion for finite presentability [16]; see Section 4 for details.
Although Strebel’s original theorem [51] is slightly more general than
Theorem B, our proof carries over to his case as well as long as one replaces
the necessary conditions “φ(B◦2(R)) ≥ 1 (resp. ≥ 2)” by “the group
{(  ∗0 −1 ) ∈ SL2(R) | ∗ ∈ R,  ∈ Q}
is finitely generated (resp. finitely presented).”
Further remarks about our methods and those of Strebel point to interest-
ing phenomena concerning the structure of Abels’ groups; see Section 4.2.1.
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2. Preliminaries and notation
The facts collected here are standard. The reader is refered e.g. to the
classics [37, 32, 50] and to [36, Chapter 7] for the results on classical groups
and on finiteness properties, respectively, that will be used throughout. A
group commutator [x, y] shall be written [x, y] = xyx−1y−1.
Given i, j ∈ {1, . . . , n} with i 6= j and r ∈ R, we denote by
eij(r) ∈ GLn(R) the corresponding elementary matrix (also called elemen-
tary transvection), i.e. eij(r) is the matrix whose diagonal entries all equal
1 and whose only off-diagonal non-zero entry is r in the position (i, j).
Elementary matrices and commutators between them have the following
properties, which are easily checked.
eij(r)eij(s) = eij(r + s), [eij(r), ekl(s)
−1] = [eij(r), ekl(s)]−1, and
(1) [eij(r), ekl(s)] =
{
eil(rs) if j = k,
1 if i 6= l, k 6= j.
In particular, each subgroup
Eij(R) = 〈 {eij(r) | r ∈ R} 〉 ≤ GLn(R)
is isomorphic to the underlying additive group
Ga(R) = (R,+) ∼= {( 1 r0 1 ) | r ∈ R}.
Direct matrix computations also show that
Diag(a1, . . . , an) Diag(b1, . . . , bn) = Diag(a1b1, . . . , anbn),
where Diag(u1, . . . , un) denotes the n × n diagonal matrix whose diagonal
entries are u1, . . . , un ∈ R×. Given i ∈ {1, . . . , n}, we let Di(R) denote the
subgroup {Diag(u1, . . . , un) | uj = 1 if j 6= i} ≤ GLn(R). Write Dn(R) for
the subgroup of GLn(R) generated by all Diag(u1, . . . , un). One then has
Dn(R) =
n∏
i=1
Di(R) ∼= Gm(R)n,
where Gm(R) = (R×, ·) = GL1(R) is the group of units of the base ring R.
The matrix group scheme Dn ∼= Gnm, which is defined over Z, is also known
as the standard (maximal) torus of GLn. The following relations between
diagonal and elementary matrices are easily verified.
(2) Diag(u1, . . . , un)eij(r) Diag(u1, . . . , un)
−1 = eij(uiu−1j r).
Relations similar to the above hold for all classical groups. Recall that
a universal Chevalley–Demazure group scheme of type Φ is the split, semi-
simple, simply-connected, affine Z-group scheme GscΦ associated to the (re-
duced, irreducible) root system Φ. It is a result of Chevalley’s that such
group schemes exist, and they are unique by Demazure’s theorem; re-
fer to [32] for existence, uniqueness, and structure theory of Chevalley–
Demazure groups. Our notation below for root subgroups of GscΦ closely
follows that of Steinberg [50].
For every root α ∈ Φ and ring element r ∈ R, the group GscΦ (R) contains a
corresponding unipotent root element xα(r) ∈ GscΦ (R)—these play in GscΦ (R)
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the same role as the elementary matrices eij(r) in GLn(R). Accordingly,
one has the unipotent root subgroup
Xα(R) = 〈 {xα(r) | r ∈ R} 〉 ∼= Ga(R).
For each α ∈ Φ and u ∈ R×, one also has a semi-simple root element
hα(u) ∈ GscΦ (R), and we define Hα(R) = 〈{hα(u) | u ∈ R×}〉 ∼= Gm(R), the
semi-simple root subgroup associated to α. TheHα(R) andHβ(R) commute
for all roots α, β ∈ Φ. The (standard) torus of GscΦ (R) is the abelian subgroup
H(R) = 〈Hα(R) : α ∈ Φ〉 ∼= Gm(R)rk(Φ).
The unipotent root subgroups in Chevalley–Demazure groups are related
via Chevalley’s famous commutator formulae, which generalize the com-
mutator relations (1) between elementary matrices; see e.g. [50, 28, 54].
As for relations between unipotent and semi-simple root elements, Stein-
berg derives from Chevalley’s formulae a series of equations now known as
Steinberg relations; cf. [50, p. 23]. In particular, given hβ(u) ∈ Hβ(R) and
xα(r) ∈ Xα(R), Steinberg shows
(3) hβ(u)xα(r)hβ(u)
−1 = xα(u(α,β)r),
where (α, β) := 2 〈α,β〉〈β,β〉 ∈ {0,±1,±2,±3} is the corresponding Cartan integer.
Let W be the Weyl group associated to Φ. The Steinberg relations (3)
behave well with respect to the W -action on the roots Φ. More precisely,
let α ∈ Φ ⊆ Rrk(Φ) and let rα ∈ W be the associated reflection. The group
W has a canonical copy in GscΦ obtained via the assignment
rα 7→ wα := xα(1)x−α(1)−1xα(1).
With the above notation, given arbitrary roots β, γ ∈ Φ, one has
hrα(γ)(v)xrα(β)(s)hrα(γ)(v)
−1 = wα(hγ(v)xβ(s)±1hγ(v)−1)w−1α
= xrα(β)(v
(β,γ)s)±1,
(4)
where the sign ±1 above does not depend on v ∈ R× nor on s ∈ R.
Throughout this paper we shall make repeated use of the following well-
known bounds on the finiteness length.
Lemma 2.1. Given a short exact sequence N ↪→ G  Q, the following
hold.
(i) If φ(N) and φ(Q) are at least n, then so is φ(G).
(ii) If φ(Q) =∞, then φ(N) ≤ φ(G).
(iii) If φ(N) =∞, then φ(Q) = φ(G).
(iv) If the sequence splits, then φ(G) ≤ φ(Q).
(v) If the sequence splits trivially, i.e. G = N × Q, then
φ(G) = min {φ(N), φ(Q)}.
Proof. Part (i) is just [43, Theorem 4(ii)] restated in the language of finite-
ness length, and (ii) follows immediately from (i). Parts (iii) and (iv) fol-
low from [43, Theorems 4(i) and 6]. Part (v) is an immediate consequence
of (iv) and (i). 
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3. Proof of Theorem A
The hypotheses of Theorem A already yield an obvious bound on the
finiteness length of the given group. Indeed, in the notation of Theorem A,
we have that φ(G) ≤ φ(X(R) oH(R)) by Lemma 2.1(iv) because retracts
preserve homotopical finiteness properties. The actual work thus consists in
proving that φ(X(R)oH(R)) is no greater than the desired value, φ(B◦2(R)).
To begin with we observe that, if the group of units Gm(R) = (R×, ·) is
not finitely generated, then Theorem A holds. Indeed, in this case one has
0 ≤ φ(Γ) ≤ φ(X(R)oH(R)) ≤ φ(H(R)) ≤ φ(Gm(R)) = 0,
0 ≤ φ(B◦2(R)) ≤ φ(
{(
u 0
0 u−1
) | u ∈ R×}) = φ(Gm(R)) = 0
because both the torus H(R) and B◦2(R) retract onto Gm(R); cf. Section 2.
So from now on, unless stated otherwise, we assume that Gm(R) is
finitely generated. In what follows, we denote by Bn(R) the subgroup
of upper triangular matrices of GLn(R). Similarly, we define B
◦
n(R) =
Bn(R)∩SLn(R). The schemes Bn and B◦n are examples of Borel subgroups
of classical groups.
Lemma 3.1. For any commutative ring R with unity, the Borel subgroups
Bn(R) ≤ GLn(R) and B◦n(R) ≤ SLn(R) have the same finiteness length,
which in turn is no greater than φ(B◦2(R)).
Proof. Though stated for arbitrary rings, the proof of the lemma is essen-
tially Bux’s proof in the S-arithmetic case in positive characteristic [21,
Remark 3.6]. Again if Gm(R) is not finitely generated, then φ(Bn(R)) =
φ(B◦n(R)) = φ(B◦2(R)) = 0, so that we go back to our standing assumption
that Gm(R) is finitely generated.
Consider the central subgroups Zn(R) ≤ Bn(R) and Z◦n(R) ≤ B◦n(R)
given by
Zn(R) =
{
Diag(u, . . . , u) | u ∈ R×} = {u1n | u ∈ R×} ∼= Gm(R)
and Z◦n(R) = Zn(R) ∩B◦n(R) =
{
u1n | u ∈ R× and un = 1
}
,
respectively. Using the determinant map and passing to projective groups
we obtain the following commutative diagram of short exact sequences.
Bn(R)B
◦
n(R) Gm(R)
Z◦n(R) Zn(R) pown(Gm(R))
PB◦n(R) PBn(R) Gm(R)
pown(Gm(R))
det
In the above, pown(u · 1n) = un. Since Gm(R) is finitely generated abelian,
we have that the groups of the top row and right-most column have finiteness
lengths equal to ∞, whence
φ(PB◦n(R)) = φ(B◦n(R)) ≤ φ(Bn(R)) = φ(PBn(R)) ≥ φ(PB◦n(R)).
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Since the group Gm(R)/pown(Gm(R)) of the bottom right corner is
a (finitely generated) torsion abelian group, it is finite, from which
φ(PBn(R)) = φ(PB◦n(R)) follows, thus yielding the first claim of the lemma.
Finally, any Bn(R) retracts onto B2(R) via the map
Bn(R) =

∗ ∗ ∗ ··· ∗
0 ∗ ∗
. . .
...
0 0 ∗
. . .
...
...
. . .
. . .
. . . ∗
0 ··· ··· 0 ∗


∗ ∗ 0 ··· 0
0 ∗ 0
. . .
...
0 0 1
. . .
...
...
. . .
. . .
. . . 0
0 ··· ··· 0 1
 ∼= B2(R),
which yields the second claim. 
To prove the desired inequality φ(X(R) o H(R)) ≤ φ(B◦2(R)), we shall
use well-known matrix representations of classical groups. We warm-up by
considering the easier case where the given classical group G containing XoH
is the general linear group itself, which will set the tune for the remaining
cases. (Recall that H is a maximal torus of G.)
Proposition 3.2. Theorem A holds if G = GLn.
Proof. Here we take a matrix representation of G = GLn such that the given
soluble subgroup XoH is upper triangular. In this case, the maximal torus
H is the subgroup of diagonal matrices of GLn, i.e.
H(R) = Dn(R) =
n∏
i=1
Di(R) ≤ GLn(R),
and X is identified with a subgroup of elementary matrices in a single fixed
position, say ij with i < j. That is,
X(R) = Eij(R) = 〈{eij(r) | r ∈ R}〉 ≤ GLn(R).
Recall that the action of the torus H(R) = Dn(R) on the unipotent root
subgroup X(R) = Eij(R) is given by the diagonal relations (2). But such
relations also imply the decomposition
Eij(R)oDn(R) = 〈Eij(R), Di(R), Dj(R)〉 ×
∏
i 6=k 6=j
Dk(R)
∼= B2(R)×Gm(R)n−2
because all diagonal subgroups Dk(R) with k 6= i, j act trivially on the
elementary matrices eij(r). Since we are assuming Gm(R) to be finitely
generated, it follows from Lemmata 2.1(v) and 3.1 that
φ(X(R)oH(R)) = min{φ(B2(R)), φ(Gm(R)n−2)} = φ(B◦2(R)).

It remains to investigate the situation where the classical group G in the
statement of Theorem A is a universal Chevalley–Demazure group scheme.
Write G = GscΦ , with underlying root system Φ associated to the given max-
imal torus H ≤ GscΦ and with a fixed set of simple roots ∆ ⊂ Φ. One has
H(R) =
∏
α∈∆
Hα(R),
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and X is the unipotent root subgroup associated to some (positive) root
η ∈ Φ+, that is,
X(R) = Xη(R) = 〈 {xη(r) | r ∈ R} 〉.
The proof proceeds on a case-by-case analysis on Φ and η. Instead of diving
straight into all possible combinations, some obvious reductions can be done.
Lemma 3.3. If Theorem A holds whenever G is a universal Chevalley–
Demazure group scheme GscΦ of rank at most four and X = Xη with η ∈ Φ+
simple, then it holds when G is any universal Chevalley–Demazure group
scheme.
Proof. Write X(R) = Xη(R) and H(R) =
∏
α∈∆Hα(R) as above. By (4)
we can find an element w in the Weyl group W of Φ and a corresponding
element ω ∈ GscΦ (R) such that w(η) ∈ Φ+ is a simple root and
ω(Xη(R)oH(R))ω−1 ∼= Xw(η)(R)oH(R).
(The conjugation aboves takes place in the overgroup GscΦ (R).) We may thus
assume η ∈ Φ+ to be simple. From the Steinberg relations (3) we have that
X(R)oH(R) =
Xη(R)o
 ∏
α∈∆
〈η,α〉6=0
Hα(R)

× ∏
β∈∆
〈η,β〉=0
Hβ(R),
yielding φ(X(R)oH(R)) = φ(Xη(R)oH◦(R)) by Lemma 2.1(v), where
H◦(R) =
∏
α∈∆
〈η,α〉6=0
Hα(R).
Inspecting all possible Dynkin diagrams, it follows that the number of simple
roots α ∈ ∆ for which 〈η, α〉 6= 0 is at most four. The lemma follows. 
Thus, in view of Proposition 3.2 and Lemma 3.3, the proof of Theorem A
will be complete once we establish the following.
Proposition 3.4. Theorem A holds whenever G is a universal Chevalley–
Demazure group scheme GscΦ with
Φ ∈ {A1,A2,C2,G2,A3,B3,C3,D4}
and XoH is of the form
XoH = Xη o
 ∏
α∈∆
〈η,α〉6=0
Hα
 with η ∈ Φ+ simple.
Proof. The idea of the proof is quite simple. In each case, we find a matrix
group G(Φ, η, R) satisfying φ(G(Φ, η, R)) = φ(B◦2(R)) and which fits in a
short exact sequence
Xη(R)oH(R) ↪→ G(Φ, η, R)  Q(Φ, η, R),
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where Q(Φ, η, R) is finitely generated abelian. In fact, G(Φ, η, R) is often
taken to be Xη(R)oH(R) itself so that Q(Φ, η, R) is trivial in many cases.
The proposition thus follows from Lemma 2.1(ii).
To construct the matrix groups G(Φ, η, R) above, we use mostly Ree’s ma-
trix representations of classical groups [44] as worked out by Carter in [28].
(Recall that the case of Type Bn was cleared by Dieudonne´ [34] after left
open in Ree’s paper.) In the exceptional case G2 we follow Seligman’s iden-
tification from [47]. We remark that Seligman’s numbering of indices agrees
with that of Carter’s for G2 as a subalgebra of B3.
Type A: Identify GscAn with SLn+1 so that the soluble subgroup Xη oH ≤
SLn+1 is upper triangular and the given maximal torus H of SLn+1 is the
subgroup of diagonal matrices. Now, if rk(Φ) = 1, then there is nothing
to check, for in this case Xη(R) o H(R) itself is isomorphic to B◦2(R). If
Φ = A2, identify Xη(R) with the root subgroup E12(R) ≤ SL3(R) so that
Xη(R)oH(R) =
{(
a r 0
0 b 0
0 0 (ab)−1
)
∈ SL3(R)
∣∣∣∣ a, b ∈ R×, r ∈ R} .
In this case, G(A2, η, R) := Xη(R)oH(R) is isomorphic to B2(R) via
Xη(R)oH(R) 3
(
a r 0
0 b 0
0 0 (ab)−1
) (
a r
0 b
)
∈ B2(R) ≤ GL2(R).
The case A2 thus follows from Lemma 3.1. If now Φ = A3, we identify
Xη(R) with the root subgroup E23(R) ≤ SL4(R), which gives
Xη(R)oH(R) =
{(
a 0 0 0
0 b r 0
0 0 c 0
0 0 0 (abc)−1
)
∈ SL3(R)
∣∣∣∣∣ a, b, c ∈ R×, r ∈ R
}
.
Here, G(A3, η, R) := Xη(R) o H(R) is isomorphic to the group
B2(R)× Gm(R) via the map(
a 0 0 0
0 b r 0
0 0 c 0
0 0 0 (abc)−1
) ((
b r
0 c
)
, a
)
.
Thus, φ(Xη(R)oH(R)) = φ(B◦2(R)) by Lemmata 2.1(v) and 3.1.
Type C: Suppose Φ = Cn. Following Ree and Carter we identify GscCn
with the symplectic group Sp2n ≤ SL2n. If Φ = C2, denote by ∆ = {α, β}
the set of simple roots, where α is short and β is long. The unipotent root
subgroups are given by
Xα(R) = 〈
{
e12(r)e43(r)
−1 ∈ SL4(R) | r ∈ R}
}〉
and
Xβ(R) = E24(R) = 〈{e24(r) ∈ SL4(R) | r ∈ R}}〉,
whereas the maximal torus H(R) is the diagonal subgroup
H(R) = 〈Hα(R),Hβ(R)〉 = 〈{Diag(a, a−1, a−1, a),
Diag(1, b, 1, b−1) ∈ SL4(R) | a, b ∈ R×}〉.
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Now, if η = α (that is, if η is short), then Xη(R)oH(R) is the group
Xη(R)oH(R) =
{(
u r 0 0
0 v 0 0
0 0 u−1 0
0 0 −r v−1
)
∈ Sp4(R)
∣∣∣∣∣u, v ∈ R×, r ∈ R
}
.
Hence, G(C2, η, R) := Xη(R)oH(R) is isomorphic to B2(R) via
Xη(R)oH(R) 3
(
u r 0 0
0 v 0 0
0 0 u−1 0
0 0 −r v−1
) (
u r
0 v
)
∈ B2(R),
which yields φ(Xη(R) o H(R)) = φ(B◦2(R)) by Lemma 3.1. On the other
hand, if η = β (i.e. η is long), then Xη(R)oH(R) is given by
Xη(R)oH(R) =
{( u 0 0 0
0 v 0 r
0 0 u−1 0
0 0 0 v−1
)
∈ Sp4(R)
∣∣∣∣u, v ∈ R×, r ∈ R} ,
which is isomorphic to B◦2(R)×Gm(R) via
Xη(R)oH(R) 3
( u 0 0 0
0 v 0 r
0 0 u−1 0
0 0 0 v−1
)
(( v r0 v−1 ) , u) ∈ B◦2(R)×Gm(R).
Thus, φ(Xη(R)oH(R)) = φ(B◦2(R)) by Lemma 2.1(v).
Lastly, assume Φ = C3 and denote its set of simple roots by ∆ =
{α1, α2, β}, where β is the long root. We have GscC3 = Sp6 with the root
subgroups given by the following matrix subgroups.
Xα1(R) = 〈
{
e12(r)e54(r)
−1 ∈ SL6(R) | r ∈ R
}〉,
Xα2(R) = 〈
{
e23(r)e65(r)
−1 ∈ SL6(R) | r ∈ R
}〉,
Xβ(R) = E36(R) = 〈{e36(r) ∈ SL6(R) | r ∈ R}〉,
and
H(R) = 〈Hα1(R),Hα2(R),Hβ(R)〉 = 〈 {Diag(a1, a−11 , 1, a−11 , a1, 1),
Diag(1, a2, a
−1
2 , 1, a
−1
2 , a2),Diag(1, 1, b, 1, 1, b
−1) | a1, a2, b ∈ R×} 〉.
Here we are only interested in the case where η is the central root α2, for
otherwise η would be orthogonal to one of the other simple roots. Thus,
Xη(R)oH(R) =


u 0 0 0 0 0
0 v r 0 0 0
0 0 w 0 0 0
0 0 0 u−1 0 0
0 0 0 0 v−1 0
0 0 0 0 −r w−1
 ∈ Sp6(R)
∣∣∣∣∣∣∣u, v, w ∈ R×, r ∈ R
 .
The isomorphism
u 0 0 0 0 0
0 v r 0 0 0
0 0 w 0 0 0
0 0 0 u−1 0 0
0 0 0 0 v−1 0
0 0 0 0 −r w−1
 ((v r0 w
)
, u
)
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between G(C3, η, R) := Xη(R) o H(R) and B2(R) × Gm(R) then yields
φ(Xη(R)oH(R)) = φ(B◦2(R)) by Lemmata 2.1(v) and 3.1.
Type D: The case of maximal rank concerns the root system Φ = D4,
with set of simple roots {α1, α2, α3, α4} and the given simple root η being
equal to the central root α2 which is not orthogonal to any other simple
root. Here, GscD4 = SO8. Following Ree and Carter, the root subgroups and
the maximal torus are given as follows.
Xα1(R) = 〈
{
e12(r)e
−1
65 ∈ SL8(R) | r ∈ R
}〉,
Xα2(R) = 〈
{
e23(r)e
−1
76 ∈ SL8(R) | r ∈ R
}〉,
Xα3(R) = 〈
{
e34(r)e
−1
87 ∈ SL8(R) | r ∈ R
}〉,
Xα4(R) = 〈
{
e38(r)e
−1
47 ∈ SL8(R) | r ∈ R
}〉,
and
H(R) =〈Hα1(R), Hα2(R), Hα3(R), Hα4(R)〉
=〈 {Diag(a1, a−11 , 1, 1, a−11 , a1, 1, 1), Diag(1, a2, a−12 , 1, 1, a−12 , a2, 1),
Diag(1, 1, a3, a
−1
3 , 1, 1, a
−1
3 , a3), Diag(1, 1, a4, a4, 1, 1, a
−1
4 , a
−1
4 )
∈ SL8(R) | a1, a2, a3, a4 ∈ R×} 〉.
The torus H(R) is a subgroup of the following diagonal group.
T (R) = 〈{Diag(u, v, w, x, u−1, v−1, w−1, x−1) | u, v, w, x ∈ R×} 〉 ≤ SL8(R).
Recall that η = α2, the central root. Set G(D4, α2, R) := Xη(R) o T (R).
We have a short exact sequence
Xη(R)oH(R) ↪→ G(D4, α2, R)  T (R)H(R) ,
with quotient T (R)/H(R) finitely generated abelian. But G(D4, α2, R) is
isomorphic to B2(R)×Gm(R)2 via
G(D4, α2, R) 3

u 0 0 0 0 0 0 0
0 v r 0 0 0 0 0
0 0 w 0 0 0 0 0
0 0 0 x 0 0 0 0
0 0 0 0 u−1 0 0 0
0 0 0 0 0 v−1 0 0
0 0 0 0 0 −r w−1 0
0 0 0 0 0 0 0 x−1
 (( v r0 w ) , u, x),
whence φ(Xη(R)oH(R)) ≤ φ(B◦2(R)) by Lemmata 2.1(v) and 3.1.
Types B and G: We approach the remaining cases using the embedding of
the group of type G2 into the special orthogonal group of type B3. Assume
for the remainder of the proof that the base ring R has char(R) 6= 2 in order
to simplify the choice of a symmetric matrix preserved by the elements of
GscB3(R) = SO7(R). This assumption is harmless, for the proof in the case
char(R) = 2 follows analogously (after a change of basis) using Dieudounne´’s
matrix representation [34].
Denote by ∆ = {α1, α2, β} the set of simple roots of B3, where β is the
short root. The root subgroups are given below.
Xα1(R) = 〈
{
e23(r)e65(r)
−1 ∈ SL7(R) | r ∈ R
}〉,
Xα2(R) = 〈
{
e34(r)e76(r)
−1 ∈ SL7(R) | r ∈ R
}〉,
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Xβ(R) = 〈{exp(r · (2 · E41 − E17)) ∈ SL7(R) | r ∈ R}〉,
Hα1(R) = 〈
{
Diag(1, a1, a
−1
1 , 1, a
−1
1 , a1, 1) ∈ SL7(R) | a1 ∈ R×
}〉,
Hα2(R) = 〈
{
Diag(1, 1, a2, a
−1
2 , 1, a
−1
2 , a2) ∈ SL7(R) | a2 ∈ R×
}〉,
and
Hβ(R) = 〈
{
Diag(1, 1, 1, b2, 1, 1, b−2) ∈ SL7(R) | b ∈ R×
}〉.
Now let Λ = {α, γ} denote the set of simple roots of G2, where γ is the
short root. In the identification above, the embedding of G2 into B3 maps
the long root α ∈ G2 to the (long) root α1 ∈ B3, and the root subgroups of
GscG2 ≤ GscB3 = SO7 are listed below.
Xα(R) = Xα1(R),
Xγ(R) = 〈{exp(r · (2 · E12 + E37 − E46 − E51)) ∈ SL7(R) | r ∈ R}〉,
Hα(R) = Hα1(R),
and
Hγ(R) = 〈
{
Diag(1, c−2, c, c, c2, c−1, c−1) ∈ SL7(R) | c ∈ R×
}〉.
We now return to the soluble subgroup Xη o H ≤ GscΦ . In the case
Φ = B3, the maximal torus H(R) is the diagonal subgroup H(R) =
〈Hα1(R), Hα2(R), Hβ(R)〉 and η is the middle simple root α2 which is not
orthogonal to the other simple roots, so that Xη(R) = Xα2(R). Let T (R) be
the diagonal group
T (R) = 〈{Diag(1, u, v, w, u−1, v−1, w−1) ∈ SL7(R) | u, v, w ∈ R×}〉.
Setting G(B3, α2, R) := Xη(R)o T (R) we obtain a short exact sequence
Xη(R)oH(R) ↪→ G(B3, α2, R)  T (R)H(R) ,
which gives φ(Xη(R) o H(R)) ≤ φ(G(B3, α2, R)) by Lemma 2.1(ii). But
the isomorphism G(B3, α2, R) ∼= B2(R)×Gm(R) given by
G(B3, α2, R) 3

1 0 0 0 0 0 0
0 u 0 0 0 0 0
0 0 v r 0 0 0
0 0 0 w 0 0 0
0 0 0 0 u−1 0 0
0 0 0 0 0 v−1 0
0 0 0 0 0 −r w−1
 (( v r0 w ) , u),
yields φ(G(B3, α2, R)) = φ(B
◦
2(R)) by Lemmata 2.1(v) and 3.1.
Suppose now that Φ = G2. The maximal torus H(R) is the diagonal
subgroup H(R) = 〈Hα(R), Hγ(R)〉. This time we consider the diagonal
subgroup
T (R) = 〈{Diag(1, u, v, u−1v−1, u−1, v−1, uv) ∈ SL7(R) | u, v ∈ R×}〉
and let G(G2, η, R) := Xη(R) o T (R), again obtaining a short exact
sequence Xη(R) o H(R) ↪→ G(G2, η, R)  T (R)/H(R) which yields
φ(Xη(R) o H(R)) ≤ φ(G(G2, η, R)). If η is the long root α = α1, then
the map
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G(G2, η, R) 3

1 0 0 0 0 0 0
0 u r 0 0 0 0
0 0 v 0 0 0 0
0 0 0 u−1v−1 0 0 0
0 0 0 0 u−1 0 0
0 0 0 0 −r v−1 0
0 0 0 0 0 0 uv
 (u r0 v
)
yields an isomorphism G(G2, η, R) ∼= B2(R), whence φ(G(G2, η, R)) =
φ(B◦2(R)) by Lemma 3.1. If η is the short root γ, we observe that
G(G2, η, R) = Xγ(R)oH(R) ∼= (Xγ(R)oHα(R))×Gm(R)
because, for any xγ(r) = exp(r · (2 · E12 + E37 − E46 − E51)) ∈ Xγ(R) and
d = Diag(1, u, v, u−1v−1, u−1, v−1, uv) ∈ T (R), the following holds.
dxγ(r)d
−1 = d

1 2r 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 r
0 0 0 1 0 −r 0
−r −r2 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
 d−1 =

1 u−12r 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 u−1r
0 0 0 1 0 −u−1r 0
−u−1r −u−2r2 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
 .
Hence, φ(G(G2, η, R)) = φ(Xγ(R)oHα(R)).
The group Xγ(R) o Hα(R) above is isomorphic to the matrix group
{( 1 r0 u ) ∈ GL2(R) | r ∈ R, u ∈ R×}, which in turn is isomorphic to Ga(R) o
Gm(R) = {( ∗ ∗0 1 )} ≤ GL2(R) by inverting the action of the diagonal ma-
trices on the unipotent part. However, due to our standing assumption
that Gm(R) is finitely generated, we have that the group Ga(R) o Gm(R)
described above is commensurable with B◦2(R). Indeed, B◦2(R) contains a
subgroup of finite index which is isomorphic to a group of the form{(
u2 r
0 1
) ∈ GL2(R) | u ∈ S×, r ∈ R}
for some (torsion-free) subgroup of units S ≤ R×. Since the group above is
a subgroup of finite index of Ga(R)oGm(R), the claim follows. Thus,
φ(Xη(R)oHα(R)) = φ(Ga(R)oGm(R)) = φ(B◦2(R))
by Lemma 2.1(v) and the fact that φ is a quasi-isometry invariant [6, Corol-
lary 9]. This finishes the proof of the proposition and thus of Theorem A. 
3.1. A geometric version of Theorem A. We remark that Theorem A
can be slightly modified as to avoid a representation ρ : G  X(R) o
H(R) ≤ GLn(R) with ker(ρ) ↪→ G X(R)oH(R) split. We shall relax the
hypothesis on ρ at the cost of making an assumption on the base ring R.
Recall that a metric space Y is a quasi-retract of a metric space X if
there exists a pair r : X → Y and ι : Y → X of (C,D)-Lipschitz functions
such that dY (r ◦ ι(y), y) ≤ D for all y ∈ Y ; see [6]. The point now is that
quasi-retracts also inherit homotopical finiteness properties. In particular,
if G and H are finitely generated groups such that r : G → H is a quasi-
retract, J. M. Alonso proved that φ(G) ≤ φ(H); see [6, Theorem 8]. Of
course, group retracts are particular examples of quasi-retracts.
The advantage here is that a quasi-retract r : G→ H needs not be a group
homomorphism. In a recent remarkable paper, R. Skipper, S. Witzel and
M. Zaremsky [49] used the finiteness length and quasi-retracts to construct
infinitely many quasi-isometry classes of (infinite) discrete simple groups.
Using the geometric language above, we have the following.
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Theorem A′. Let G be a group and let R be a (commutative) ring (with
unity) such that Ga(R) o Gm(R) is finitely generated, where the Gm(R)-
action is given by multiplication. If there exists a quasi-retract ρ : G →
X(R)oH(R), where X and H denote, respectively, a unipotent root subgroup
and a maximal torus of a classical group G, then φ(G) ≤ φ(B◦2(R)).
Proof. The hypothesis on R imply, in particular, that X(R)oH(R) is finitely
generated. Now, if G is not finitely generated, then φ(G) ≤ φ(B◦2(R)) holds
trivially. Otherwise one has φ(G) ≤ φ(X(R)oH(R)) by Alonso’s theorem [6,
Theorem 8]. The fact that φ(X(R) o H(R)) ≤ φ(B◦2(R)) was proved in
Section 3, whence the theorem. 
4. The finiteness lengths of Abels’ groups
In what follows we give a full proof of Theorem B and discuss open
problems regarding finiteness properties of Abels’ groups.
We first observe that An(R) decomposes as a semi-direct product
An(R) = Un(R)oTn(R), where
Un(R) =

1 ∗ ··· ··· ∗
0 1
. . .
...
...
. . .
. . .
. . .
...
0 ··· 0 1 ∗
0 ··· ··· 0 1
 ,Tn(R) =

1 0 ··· ··· 0
0 ∗
. . .
...
...
. . .
. . .
. . .
...
0 ··· 0 ∗ 0
0 ··· ··· 0 1
 = An(R) ∩Dn(R).
Just as with the original [1] Abels group A4(Z[1/p]), we see using (1) and (2)
that the center of An(R) is the additive group Z(An(R)) = E1n(R) ∼= Ga(R)
generated by all elementary matrices in the upper right corner.
The first claims of Theorem B are well-known and follow from standard
methods. For the sake of completeness, we shall also prove them in detail
below in Section 4.2. The tricky part of Theorem B is the claim (iii). The
outline of its proof is as follows. The first inequality follows from Theorem A,
and it is also not hard to see that An(R) is finitely generated whenever
B◦2(R) is so. Now, for a pair (n,R) with n ∈ Z≥4, we construct a finite-
dimensional connected simplicial complex CC(H (n,R)) on which An(R)
acts cocompactly by cell-permuting homeomorphisms. Generalizing a result
due to S. Holz, we show that the space CC(H (n,R)) is simply-connected
regardless of R. Using Σ-theory for metabelian groups [14], we prove that
all cell stabilizers of the given action An(R) y CC(H (n,R)) are finitely
presented whenever B◦2(R) is so. We finish off the proof by invoking the
following well-known criterion whose final form below is due to K. S. Brown.
Theorem 4.1 ([16]). Let G be a group acting by cell-permuting homeomor-
phisms on a CW-complex X such that (a) all vertex-stabilizers are finitely
presented; (b) all edge-stabilizers are finitely generated; and (c) the G-action
on the 2-skeleton X(2) is cocompact. Then G is finitely presented.
4.1. A space for An(R). Recall that a covering of a given set X is a
collection of subsets {Xλ}λ∈Λ of X whose union is the whole of X, i.e.
X = ∪λ∈ΛXλ. The nerve of the covering {Xλ}λ∈Λ is the simplicial complex
N({Xλ}λ∈Λ) defined as follows. Its vertices are the sets Xλ for λ ∈ Λ, and
k+ 1 vertices Xλ0 , Xλ1 , . . . , Xλk span a k-simplex whenever the intersection
of all such Xλi is non-empty, i.e. ∩ki=0Xλi 6= ∅.
FINITENESS LENGTHS OF SOLUBLE MATRIX GROUPS 17
In [38, 4], Holz and Abels investigate nerve complexes attached to groups
as follows. Fixing a family of subgroups, they take the nerve of the covering
of the group by all cosets of subgroups of the given family. (Such spaces are
also called coset posets or coset complexes in the literature.) More precisely,
given a group G and a family H = {Hλ}λ∈Λ of subgroups of G, let H
denote the covering H = {gH | g ∈ G, H ∈H } of G by all (left) cosets of
all members of H . The coset complex CC(H ) is defined as the nerve of
the covering N(H). In particular, if the family H is finite, one has that
CC(H ) is (|H | − 1)-dimensional.
Inspiration for the above came primarily from the theory of buildings:
if G is a group with a BN-pair (G,B,N, S), then the coset poset CC(H )
associated to the familyH of all maximal standard parabolic subgroups ofG
is by definition the building ∆(G,B) associated to the system (G,B,N, S);
see [5, Section 6.2] and [18]. As it turns out, such complexes show up in
many other contexts, such as Deligne complexes [29], Bass–Serre theory [48],
Σ-invariants of right-angled Artin groups [41], and higher generating families
of braid groups [23, 22] and automorphism groups of free groups [18].
Since vertices of CC(H ) are cosets in the group G, it follows that G
acts naturally on CC(H ) by cell-permuting homeomorphisms, namely the
action induced by left multiplication on the cosets gH for g ∈ G and H ∈H .
Going back to Abels’ groups, consider the following Z-subschemes of An.
H1 =

1 ∗ ··· ∗ 0
0 ∗
. . .
...
...
...
. . .
. . . ∗
...
0 0 ∗ 0
0 0 ··· 0 1
 , H2 =
 1 0 ··· ··· 00 ∗ ∗ ··· ∗... . . . . . . ∗ ...
0 0 ∗ ∗
0 0 ··· 0 1
 , H3 =

1 ∗ 0 ··· 0
0 ∗ 0
. . .
...
...
. . .
. . . 0 0
0 0 ∗ ∗
0 0 ··· 0 1
 .
For n = 4 we consider, in addition, the following subscheme.
H4 =

1 0 ∗ 0
0 ∗ ∗ ∗
0 0 ∗ 0
0 0 0 1
 ≤ A4.
The unipotent radicals of the matrix groups above—i.e. the intersections of
each Hi with the group Un of upper unitriangular matrices—are examples
of group schemes arising from (maximal) contracting subgroups. Indeed,
consider the locally compact group An(K) for K a non-archimedean local
field. In this case, each unipotent radical Ui(K) = Hi(K)∩Un(K) is the con-
tracting subgroup associated to the automorphism given by conjugation by
some element t contained in the torus Tn(K); see [38, 2, 7]. Holz shows [38,
2.7.3 and 2.7.4] that this defines a unipotent group scheme over Z depending
on t ∈ Tn(K). Following Abels we call the schemes Hi above horospherical
and their unipotent radicals Ui = Hi ∩Un contracting subgroups.
For R a (commutative) ring (with unity) and n ≥ 4, let H (n,R) denote
the family of (groups of R-points of) horospherical subgroups of An(R), i.e.
H (n,R) =
{
{H1(R), H2(R), H3(R), H4(R)} , if n = 4;
{H1(R), H2(R), H3(R)} otherwise.
We also let
H(n,R) = {gH | g ∈ An(R), H ∈H (n,R)} .
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In the notation above, the space we shall consider is the nerve complex
CC(H (n,R)) = N(H(n,R))
associated to the covering of An(R) by the left cosets H(n,R) of the horo-
spherical subgroups listed above. As mentioned previously, the group An(R)
acts on the simplicial complex CC(H (n,R)) by cell-permuting homeomor-
phisms via left multiplication.
The space CC(H (n,R)) has many useful features. Some of the facts
we are about to list here hold for arbitrary groups and coset complexes
with similar properties. To be precise, in the following lemma we shall
only need the facts that the chosen family H (n,R) is finite and that the
group An(R) is a split extension An(R) = Un(R) o Tn(R) such that the
contracting subgroups Ui(R) = Hi(R)∩Un(R) (as well as the intersections
of contracting subgroups) are all Tn(R)-invariant.
Lemma 4.2. The complex CC(H (n,R)) is colorable and homogeneous, and
the given An(R)-action is type-preserving and cocompact. Any cell-stabilizer
is isomorphic to a finite intersection of members of H (n,R).
Proof. Since the intersection of cosets in a group is a coset of the intersection
of the underlying subgroups, it follows that CC(H (n,R)) is homogeneous.
That is to say, every simplex is contained in a simplex of dimension k =
|H (n,R)| − 1 and every maximal simplex has dimension exactly k. (Note
that CC(H (n,R)) is even a chamber complex if n ≥ 5.) We observe that
CC(H (n,R)) is colored, with types (or colors) given precisely by the family
of subgroups H (n,R). Also, the given action of An(R) on CC(H (n,R))
is type-preserving and transitive on the set of maximal simplices. Thus, the
maximal simplex given by the intersection⋂
H∈H (n,r)
H
is a fundamental domain for the An(R)-action. In particular, since
|H (n,R)| is finite, it follows that the action of An(R) is cocompact.
The stabilizers of the An(R)-action are also easy to determine. For
instance, given a maximal simplex σ = {g1H1(R), g2H2(R), g3H3(R)}
in CC(H (n,R)) with n ≥ 5, there exists g ∈ An(R) such that σ =
g · {H1(R), H2(R), H3(R)}. A group element h ∈ An(R) fixes σ if and
only if h ∈ g(H1(R) ∩H2(R) ∩H3(R))g−1. A similar argument shows that
a cell-stabilizer of CC(H (n,R)) for any n ≥ 4 is a conjugate of some inter-
section of subgroups that belong to the family H (n,R). 
The existence of a single simplex as fundamental domain and the property
that cell-stabilizers are conjugates of finite intersections of members of a
fixed family of subgroups actually characterize coset complexes; see e.g. [23,
Observation A.4 and Proposition A.5].
Having determined the cell-stabilizers, we now prove that they are finitely
presented whenever we need them to be.
Proposition 4.3. Suppose B◦2(R) is finitely presented and n ≥ 4. Then
any finite intersection of members of H (n,R) is finitely presented.
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Proof. We shall prove that, under the given assumption, the vertex-
stabilizers are finitely presented. It will be clear from the arguments below
that the same holds for stabilizers of higher dimensional cells.
By Lemma 4.2, we need only show that the members of H (n,R) are
finitely presented. By the commutator (1) and diagonal relations (2), we
see that the ‘last-column subgroup’ Cn−1 of H1, given by
Cn−1 =

1 0 ··· 0 ∗ 0
0 1
. . .
...
...
...
...
. . .
. . . 0
...
...
...
. . . 1 ∗
...
0 ∗ 0
0 ··· ··· 0 1
 ,
is normal in H1. The quotient H1/Cn−1 is isomorphic to the subgroup
Qn−1 =

1 ∗ ··· ∗ 0 0
0 ∗
. . .
...
...
...
...
. . .
. . . ∗
...
...
...
. . . ∗ 0
...
0 1 0
0 ··· ··· 0 1
 ≤ H1.
Now, the column subgroup Cn−1 is itself finitely presented. Indeed, since
B◦2(R) is finitely presented, then so is the group
Ga(R)oGm(R) ∼= {( 1 ∗0 ∗ )} ≤ GL2(R),
as in the last paragraph of the proof of Proposition 3.4 (case G2 with η
short). In particular, the Gm(R)-module Ga(R) with the given action
Gm(R)×Ga(R) 3 (u, r) 7→ u−1r
is tame [14, Theorem 5.1]. But Cn−1 is isomorphic to (Ga(R))n−2oGm(R),
where the action of Gm(R) on each copy of the Gm(R)-module Ga(R) is the
multiplication shown above, and the action Gm(R) y (Ga(R))n−2 is just the
diagonal action. Thus, by [14, Proposition 2.5(i)] it follows that (Ga(R))n−2
is a tame Gm(R)-module, which implies—again by [14, Theorem 5.1]—that
Cn−1 ∼= (Ga(R))n−2 oGm(R) is finitely presented. We have shown that H1
fits into a (split) short exact sequence
Cn−1 ↪→ H1  Qn−1
where Cn−1 is finitely presented. Decomposing Qn−1 similarly via the last
column, as we did with H1, a simple induction on n shows that Qn−1 is also
finitely presented. Lemma 2.1(i) thus shows that H1 is finitely presented.
By considering the ‘first-row subgroup’
Rn−1 =

1 0 ··· 0
0 ∗ ∗ ··· ∗ ∗
... 0 1 0 0 0
...
. . .
. . .
. . .
...
0 1 0
0 ··· ··· 0 1

of H2, which is also normal by (1) and (2), an argument analogous to the
previous one, now using Ga(R) o Gm(R) ∼= {( ∗ ∗0 1 )} ≤ GL2(R), shows that
H2 is also finitely presented.
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The case of H3 is even easier since it is the direct product
H3 =

1 ∗ 0 ··· 0 0
0 ∗ 0
. . .
...
...
...
. . .
. . . 0
...
...
...
. . . ∗ 0
...
0 1 0
0 ··· ··· 0 1
×

1 0 ··· 0 0 0
0 1
. . .
...
...
...
...
. . .
. . .
. . .
...
...
...
. . . 1 0
...
0 ∗ ∗
0 ··· ··· 0 1
 ,
and both factors on the right-hand side are finitely presented because both
groups {( ∗ ∗0 1 )} , {( 1 ∗0 ∗ )} ≤ GL2(R) are so.
Establishing finite presentability of H4 ≤ A4(R) is slightly different. Con-
sider the subgroups
Γ1 =
(
1 0 ∗ 0
0 ∗ ∗ 0
0 0 ∗ 0
0 0 0 1
)
and Γ2 =
(
1 0 0 0
0 ∗ 0 ∗
0 0 1 0
0 0 0 1
)
and let p1 : Γ1  Q and p2 : Γ2  Q denote the natural projections onto
the diagonal subgroup
Q =
(
1 0 0 0
0 ∗ 0 0
0 0 1 0
0 0 0 1
)
.
With this notation, we have that H4 is isomorphic to the fiber product
P = {(g, h) ∈ Γ1 × Γ2 | p1(g) = p2(h)} .
We observe now that Γ1 and Γ2 are finitely presented—i.e. of homotopical
type F2—since
ker(p1) =
(
1 0 ∗ 0
0 1 ∗ 0
0 0 ∗ 0
0 0 0 1
)
∼= C3 ≤ H1 and
(
1 0 0 0
0 ∗ 0 ∗
0 0 1 0
0 0 0 1
)
∼= {( ∗ ∗0 1 )} ≤ GL2(R)
are so. (In particular, ker(p1) is of type F1.) Furthermore, the finite pre-
sentability of B◦2(R) implies that Q is a finitely generated abelian group—in
particular, it is of type F3. Therefore, the fiber product P ∼= H4 is finitely
presented by the (asymmetric) 1-2-3-Theorem [15, Theorem B].
Entirely analogous arguments for the non-trivial intersections of members
of H (n,R) show that all such groups are also finitely presented, which
concludes the proof of the proposition. 
We now investigate connectivity properties of the complex CC(H (n,R)).
The following observation, whose proof we omit, is due to Holz. To verify it
directly, consider the homotopy equivalences given in [4, Theorem 1.4].
Lemma 4.4 ([38, Korollar 5.18]). Let G = NoQ and supposeH is a family
of Q-invariant subgroups of N . Then there exists a homotopy equivalence
between the coset complex CC(H ) of H with respect to N and the coset
complex CC({H oQ | H ∈H }) with respect to whole group G.
A generalization of Lemma 4.4 has been recently obtained by
B. Bru¨ck [private communication].
Corollary 4.5. Let Hu(n,R) denote the family of unipotent radicals
Ui(R) = Hi(R) ∩Un(R) of all members Hi(R) ∈H (n,R) and write
Hu(n,R) = {vU(R) | v ∈ Un(R),U(R) ∈Hu(n,R)} .
Then the spaces CC(Hu(n,R)) = N(Hu(n,R)) (with respect to Un(R)) and
CC(H (n,R)) (with respect to An(R)) are homotopy equivalent.
FINITENESS LENGTHS OF SOLUBLE MATRIX GROUPS 21
Proof. This follows at once from Lemma 4.4 since the Tn(R)-action by
conjugation preserves each Ui(R) by the diagonal relations (2). 
Thus, to show that CC(H (n,R)) is connected and simply-connected,
it suffices to prove that the coset complex CC(Hu(n,R)) of contracting
subgroups, with cosets taken in the unipotent radical Un(R), is connected
and simply-connected. To do so we take advantage of the algebraic meaning
of connectivity properties of coset complexes.
Recall that the colimit colimF of a diagram F : I → Grp from a small
category I to the category of groups is a group K together with a family of
maps Ψ = {ψO : F (O)→ K}O∈Obj(I) satisfying the following properties.
• ψP ◦ F (f) = ψO for all f ∈ Hom(O,P );
• If (K ′,Ψ′) is another pair also satisfying the conditions above, then
there exists a unique group homomorphism ϕ : K → K ′ such that
ϕ ◦ ψO = ψ′O for all O ∈ Obj(I).
In this case we write K = colimF , omitting the maps Ψ. Now suppose
H is a family of subgroups of a given group. This induces a diagram
FH : IH → Grp by defining the category IH to be the poset given by
members of H and their pairwise intersections, ordered by inclusion. For
example, if H = {A,B} with A,B ≤ G and C = A ∩ B, then FH is just
the usual diagram A ←↩ C ↪→ B and the colimit colimFH is simply the
push-out (or amalgamated product) colimFH = A ∗C B.
Theorem 4.6 (Abels–Holz [4, Theorem 2.4]). Let H be a family of sub-
groups of a group G and let pi : colimFH → G denote the natural map from
the colimit of FH to G. Then the coset complex CC(H ) is connected if and
only if pi is surjective, and CC(H ) is additionally simply-connected if and
only if pi is an isomorphism.
To apply Theorem 4.6 in our context we will need a bit of commutator
calculus. The following commutator identities are well-known.
Lemma 4.7. Let G be a group and let a, b, c ∈ G. Then
(5) [ab, c] = a[b, c]a−1[a, c]
and
(Hall’s identity) [cac−1, [b, c]] · [bcb−1, [a, b]] · [aba−1, [c, a]] = 1.
We also need a convenient, well-known presentation for Un(R). To de-
scribe this ‘canonical’ presentation we need some notation. Fix T ⊆ R
a generating set, containing the unit 1, for the underlying additive group
Ga(R) of the base ring R. That is, we view R as a quotient of the free
abelian group
⊕
t∈T
Zt.
We fix furthermore R ⊆⊕t∈T Zt a set of additive defining relations of R.
In other words, R is a set of expressions
{∑`
a`t` | a` ∈ Z, t` ∈ T
}
⊆ ⊕
t∈T
Zt
(where all but finitely many a`’s are zero) such that Ga(R) ∼=
(⊕
t∈T
Zt
)
/〈R〉.
For every pair t, s ∈ T of additive generators, we choose an expression
m(t, s) = m(s, t) ∈⊕t∈T Zt such that the image of m(s, t) in R under the
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given projection
⊕
t∈T Zt R equals the products ts and st. In case t = 1,
we take m(1, s) to be s itself, i.e. m(1, s) = s = m(s, 1).
Lemma 4.8. With the notation above, the group Un(R) ≤ An(R) admits
a presentation Un(R) = 〈Y | S〉 with generating set
Y = {eij(t) | t ∈ T, 1 ≤ i < j ≤ n} ,
and a set of defining relations S given as follows. For all (i, j) with 1 ≤ i <
j ≤ n and all pairs t, s ∈ T ,
(6) [eij(t), ekl(s)] =

∏
u
eil(u)
au , if j = k;
1, if i 6= l, k 6= j,
where m(t, s) =
∑
u
auu ∈
⊕
t∈T
Zt is the fixed expression m(t, s) as above for
the product ts = st ∈ R.
For all (i, j) with 1 ≤ i < j ≤ n,
(7)
∏
`
eij(t`)
a` = 1 for each
∑
`
a`t` ∈ R.
The set S is defined as the set of all relations (6) and (7) given above.
Lemma 4.8 is far from new, so we omit its proof. The presentation
above has been considered many times in the literature, most notably in the
case where R is a field and in connection to buildings and amalgams; see
e.g. [50, Chapter 3], [53, Appendix 2], [33], and [5, Chapters 7 and 8]. In
general, such presentation is extracted from the commutator relations (1)
between elementary matrices—recall that, in the Chevalley–Demazure set-
up, Un is a maximal unipotent subscheme (over Z) in type An−1. The
only difference between the presentation we spelled out and other versions
typically occurring elsewhere is that we made the ring structure of R more
explicit in the relations occurring in Un(R). The interested reader is refered
e.g. to [46, Section 1.1.2] for a detailed proof of Lemma 4.8.
Using the above results, we obtain the last ingredient to finish the proof
of Theorem B(iii) once we establish the following generalization of a result
due to Holz [38, Proposition A.3].
Proposition 4.9. For every n ≥ 4 one has that Un(R) ∼= colim FHu(n,R).
Proof. The idea is to write down a convenient presentation for Un(R) which
shows that it is the desired colimit. To do so, we first spell out canonical
presentations for the members of Hu(n,R). For the course of this proof we
fix (and follow strictly) the notation of Lemma 4.8. In particular, T ⊆ R will
denote an arbitrary, but fixed, additive generating set for (R,+) = Ga(R)
containing 1. As in Lemma 4.8, we fix R a set of additive defining relations
of Ga(R).
We observe that U3(R) and U4(R) are abelian, by the commutator re-
lations (1). It is also easy to see that U1(R) ∼= Un−1(R) ∼= U2(R) by
translating the indices of elementary matrices accordingly. Thus, we have
FINITENESS LENGTHS OF SOLUBLE MATRIX GROUPS 23
the following presentations.
U1(R) =〈{eij(t) | t ∈ T, 1 ≤ i < j ≤ n− 1} | Relations (6) and (7)
for all i, j with 1 ≤ i < j ≤ n− 1, and all t, s ∈ T 〉.
U2(R) =〈{eij(t) | t ∈ T, 2 ≤ i < j ≤ n} | Relations (6) and (7)
for all i, j with 2 ≤ i < j ≤ n, and all t, s ∈ T 〉.
U3(R) =〈{e12(t), en−1,n(s) | t, s ∈ T} | [e12(t), en−1,n(s)] = 1 for all t, s ∈ T,
and relations (7) for all t, s ∈ T and (i, j) ∈ {(1, 2), (n− 1, n)}〉.
U4(R) =〈{e13(p), e23(t), e24(s) | p, t, s ∈ T} | [eij(t), ekl(s)] = 1 for all
t, s ∈ T and (i, j), (k, l) ∈ {(1, 3), (2, 3), (2, 4)} , and
relations (7) for all t, s ∈ T and (i, j) ∈ {(1, 3), (2, 3), (2, 4)}〉.
The pairwise intersections Ui(R) ∩ Uj(R) also admit similar presentations
by restricting the generators (and corresponding relations) to the indices
occurring in both Ui(R) and Uj(R). For instance,
U1(R) ∩ U2(R) =

1 0 ··· ··· 0 0
0 1 ∗ ··· ∗ 0
...
. . .
. . .
. . .
...
...
0 1 ∗ 0
0 1 0
0 ··· ··· 0 1
 ∼= Un−2(R),
with presentation
U1(R) ∩ U2(R) =〈{eij(t) | t ∈ T, 2 ≤ i < j ≤ n− 1} | Relations (6) and
(7) for all i, j with 2 ≤ i < j ≤ n− 1, and all t, s ∈ T 〉.
Now consider the group Un defined as follows. As generating set we take
Xn = {eij(t), ekn(s) | 1 ≤ i < j ≤ n− 1, 2 ≤ k ≤ n, and t, s ∈ T} .
The set of defining relations Sn is formed as follows. For all t, s ∈ T and
indices i, j, k, l which are either all in {1, . . . , n− 1} or all in {2, . . . , n},
consider the relations
(8) [eij(t), ekl(s)] =

∏
u
eil(u)
au , if j = k;
1, if i 6= l, k 6= j,
and
(9) [e12(t), en−1,n(s)] = 1,
where m(t, s) =
∑
u
auu ∈
⊕
t∈T
Zt is as in Lemma 4.8. For all t, s ∈ T and
pairs i, j which are either all in {1, . . . , n− 1} or all in {2, . . . , n}, consider
additionally the relations
(10)
m∏
`=1
eij(t`)
a` = 1 for each
m∑
`=1
a`t` ∈ R,
where R is the fixed set of additive defining relations of Ga(R) as in
Lemma 4.8. If n = 4 we need also consider the relations
(11) [e13(t), e24(s)] = 1
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for all pairs t, s ∈ T . We take Sn to be the set of all relations (8), (9), and
(10) (in case n ≥ 5), and S4 is the set of all relations (8) through (11)
above. We then define Un by means of the presentation
Un = 〈Xn | Sn〉.
Reading off the presentations for the Ui(R) and for their pairwise intersec-
tions, it follows from von Dyck’s theorem that colimFHu(n,R) is isomorphic
to the group Un above.
Thus, to finish the proof of the proposition, it suffices to show that Un(R)
is isomorphic to Un. To avoid introducing even more symbols we proceed
as follows. Recall that Un(R) admits the presentation Un(R) = 〈Y | S〉
given in Lemma 4.8. Abusing notation and comparing the presentations
Un = 〈Xn | Sn〉 and Un(R) = 〈Y | S〉, it suffices to define in Un the missing
generators e1n(t) (for t ∈ T ) and also show that all the relations from S
missing from Sn do hold in Un. (Inspecting the indices, the missing relations
are those involving the commutators [e1j(t), ekn(s)] for j = 2, . . . , n and
k = 1, . . . , n − 1, and (j, k) 6= (2, n − 1) and those involving only the new
generators e1n(t).)
For every t ∈ T , define in Un the element e1n(t) = [e12(t), e2n(1)]. With
this new commutator at hand, the proof will be concluded once we show
that the following equalities hold in Un.
For all s, t ∈ T and j, k ∈ {2, . . . , n− 1} with j 6= k and (j, k) 6= (2, n− 1),
(12) [e1j(t), ekn(s)] = 1.
For all t ∈ T and j ∈ {2, . . . , n− 1},
(13) [e1j(t), ejn(1)] = [e1j(1), ejn(t)] = e1n(t).
For all t, s ∈ T and i, j with 1 ≤ i < j ≤ n,
(14) [eij(t), e1n(s)] = 1.
For all
∑m
`=1 a`t` ∈ R,
(15)
m∏
`=1
e1n(t`)
a` = 1.
Relation (12) holds: If n = 4 there is nothing to show, since in this
case the only equation to verify is [e13(t), e24(s)] = 1, which holds by (11).
Assume n ≥ 5. We first observe that
(16) [e1j(t), en−1,n(s)] = 1
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for all t, s ∈ T and j ∈ {3, . . . , n− 2} since
e1j(t)en−1,n(s)
(8)
= e12(t)e2j(1)e12(t)
−1e2j(1)−1en−1,n(s)
(8)
= e12(t)e2j(1)e12(t)
−1en−1,n(s)e2j(1)−1
(9)
= e12(t)e2j(1)en−1,n(s)e12(t)−1e2j(1)−1
(8)
= e12(t)en−1,n(s)e2j(1)e12(t)−1e2j(1)−1
(9)
= en−1,n(s)e12(t)e2j(1)e12(t)−1e2j(1)−1
(8)
= en−1,n(s)e1j(t).
Proceeding similarly, we conclude that
(17) [e12(t), ekn(s)] = 1
for all t, s ∈ T and k ∈ {3, . . . , n− 2}. Now suppose j < k. Then
[e1j(t), ekn(s)]
(8)
= [e1j(t), [ek,n−1(s), en−1,n(1)]] = 1
because e1j(t) commutes with en−1,n(1), by (16), and with ek,n−1(s), by (8).
Analogously, if j > k, then
[e1j(t), ekn(s)]
(8)
= [[e12(t), e2j(1)], ekn(s)] = 1
by (8) and (17). Thus, the relations (12) hold in Un.
Relation (13) holds: To check (13) we need Lemma 4.7. First,
[e12(t), e2n(1)]
(8)
= [e12(t), [e23(1), e3n(1)]].
Setting a = e12(t), b = e23(1), and c = e3n(1), Hall’s identity yields
1 = [cac−1, [b, c]] · [bcb−1, [a, b]] · [aba−1, [c, a]]
(8)
= [e12(t), e2n(1)] · [e23(1)e3n(1)e23(1)−1, e13(t)]
(8)
= [e12(t), e2n(1)] · [e2n(1)e3n(1), e13(t)]
(5)
= [e12(t), e2n(1)] · e2n(1) · [e3n(1), e13(t)] · e2n(1)−1 · [e2n(1), e13(t)]
(8)&(12)
= [e12(t), e2n(1)] · [e3n(1), e13(t)],
that is, e1n(t) = [e13(t), e3n(1)]. On the other hand,
[e12(1), e2n(t)]
(8)
= [e12(1), [e23(t), e3n(1)]].
Setting a = e12(1), b = e23(t), and c = e3n(1), Hall’s identity and (8) yield
1=[e12(1), e2n(t)] · [e23(t)e3n(1)e23(1)−1, e13(t)]
(8)
= [e12(1), e2n(t)] · [e2n(t)e3n(1), e13(t)]
(5)
= [e12(1), e2n(t)] · e2n(t) · [e3n(1), e13(t)] · e2n(t)−1 · [e2n(t), e13(t)]
(8)&(12)
= [e12(1), e2n(t)] · [e3n(1), e13(t)].
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The last product above equals [e12(1), e2n(t)]e1n(t)
−1 by the previous com-
putations. We have thus proved that
e1n(t)
Def.
= [e12(t), e2n(1)] = [e12(1), e2n(t)] = [e13(t), e3n(1)].
Since [e12(1), e2n(t)] also equals [e12(1), [e23(1), e3n(t)]], again by (8), com-
putations similar to the above also yield [e13(t), e3n(1)] = [e13(1), e3n(t)].
Entirely analogous arguments show that
[e1j(t), ejn(1)] = [e1j(1), ejn(t)] = e1n(t)
for all j ∈ {2, . . . , n− 1}.
Relations (14) hold: We now prove that the subgroup
Z := 〈 {e1n(t) | t ∈ T} 〉 ≤ Un is central. Let t, s ∈ T and let i, j be
such that 1 ≤ i < j ≤ n. We want to show that e1n(t) and eij(s) commute
in Un. To begin with,
[e1n(t), e1n(s)]
(13)
= [[e12(t), e2n(1)], [e13(s), e3n(1)]]
(8)
= 1,
i.e. Z is abelian. If i = 1 and j 6= n, then j ≥ 2 and we can pick
k ∈ {2, . . . , n− 1} such that k 6= j because n ≥ 4, yielding
e1n(t)e1j(s)
(13)
= [e1k(t), ekn(1)]e1j(s)
(12)&(8)
= e1j(s)[e1k(t), ekn(1)]
(13)
= e1j(s)e1n(t).
Similarly, if j = n and i 6= 1, choose k ∈ {2, . . . , n− 1} such that k 6= i. We
obtain
[e1n(t), ein(s)]
(13)
= [[e1k(t), ekn(1)], ein(s)]
(8)&(12)
= 1.
It remains to prove [e1n(t), eij(s)] = 1 for 1 < i < j < n. In this case,
e1n(t)eij(s)
(13)
= e1i(1)ein(t)e1i(1)
−1ein(t)−1eij(s)
(8)
= e1i(1)ein(t)e1i(1)
−1eij(s)ein(t)−1
(10)&(8)
= e1i(1)ein(t)e1j(s)
−1eij(s)e1i(1)−1ein(t)−1
(12)&(8)
= e1j(s)
−1e1i(1)ein(t)eij(s)e1i(1)−1ein(t)−1
(8)
= e1j(s)
−1e1i(1)eij(s)ein(t)e1i(1)−1ein(t)−1
(10)&(8)
= e1j(s)
−1e1j(s)eij(s)e1i(1)ein(t)e1i(1)−1ein(t)−1
(13)
= eij(s)e1n(t).
Thus, relations (14) hold for all t, s ∈ T and i, j with 1 ≤ i < j ≤ n.
Relations (15) hold: Given any pair t, s ∈ T ,
[e12(t)e12(s), e2n(1)]
(5)
= e12(t)[e12(s), e2n(1)]e12(t)
−1[e12(t), e2n(1)]
(13)&(14)
= [e12(s), e2n(1)][e12(t), e2n(1)]
(13)&(14)
= [e12(t), e2n(1)][e12(s), e2n(1)].(18)
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Now let
m∑`
=1
a`t` ∈ R be an additive defining relation in R. (Recall that
t` ∈ T and a` ∈ Z as in Lemma 4.8.) Induction on
m∑`
=1
|a`| and (18) yield
m∏
`=1
e1n(t`)
a` Def.=
m∏
`=1
([e12(t`), e2n(1)])
a` (18)=
[
m∏
`=1
e12(t`)
a` , e2n(1)
]
(8)
= 1.
Since the relations (12) – (15) missing from the presentation for Un(R)
from Lemma 4.8 also hold in Un, it follows that Un ∼= Un(R), as claimed. 
4.2. Proof of Theorem B. If φ(An(R)) > 0 for some n ≥ 3, then An(R)
and its retract Ga(R)oGm(R) = {( ∗ ∗0 1 )} ≤ GL2(R) are finitely generated.
Thus, Gm(R) is a finitely generated abelian group and Ga(R) is finitely gen-
erated as a Z[Gm(R)]-module, which shows that R is finitely generated as
a ring. This deals with the very first claim of Theorem B (except possi-
bly when n = 2). Now, if φ(A2(R)) > 0, then A2(R) ∼= Ga(R) is finitely
generated as a Z-module. This implies, for every n ≥ 2, the following: the
unipotent radical Un(R) of An(R) is a finitely generated nilpotent group
and thus has φ(Un(R)) =∞; the group of units Gm(R) of R is itself finitely
generated by Samuel’s generalization of Dirichlet’s Unit Theorem [45, Sec-
tion 4.7], whence the diagonal subgroups Dn(R) and Tn(R) ≤ An(R) also
have φ(Tn(R)) = φ(Dn(R)) = ∞. Since An(R) = Un(R) o Tn(R) and
B◦2(R) = U2(R) o (D2(R) ∩ SL2(R)), it follows from Lemma 2.1 that
φ(An(R)) = φ(B
◦
2(R)) =∞.
Assume from now on that R is not finitely generated as a Z-module. In
this case, A3(R) can never be finitely presented. Indeed, if Gm(R) is finite
or infinitely generated, then φ(A3(R)) = φ(U3(R)) = 0. In case Gm(R)
has torsion-free rank at least one and if A3(R) were finitely presented, then
its metabelian quotient A3(R)/Z(A3(R)) = A3(R)/E13(R) would also be
finitely presented by [14, Corollary 5.6]. But the complement of the Σ-
invariant [14] of the Z[T1(R)]-module U3(R)/E13(R) ∼= E12(R)⊕E23(R) is
easily seen to contain antipodal points. This implies that U3(R)/E13(R) is
not tame as a Z[T1(R)]-module, which contradicts [14, Theorem 5.1].
To prove the equality in Part (ii), we first note that
φ(A3(R)) = 0 = φ(B
◦
2(R)) if Gm(R) is finite or not finitely gener-
ated. Assuming Gm(R) to be (infinite and) finitely generated, we see that
A3(R) retracts onto a group commensurable with B
◦
2(R), just as in the last
paragraph of the proof of Proposition 3.4 (case G2 with η short). Thus,
φ(A3(R)) = φ(B
◦
2(R)).
To prove Part (iii), we observe that An(R), with n ≥ 4, retracts onto the
Borel subgroup B2(R) ≤ GL2(R), as shown below.
An(R) =

1 ∗ ··· ··· ∗
0 ∗
. . .
...
...
. . .
. . .
. . .
...
...
. . . 0 ∗ ∗
0 ··· ··· 0 1


1 0 0 0 ··· ··· 0
0 ∗ ∗ 0
. . .
...
0 0 ∗ 0
. . .
. . .
...
... 0 0 1
. . .
. . .
...
...
. . .
. . .
. . . 1 0
0 ··· ··· 0 0 1
 ∼= B2(R).
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The inequality φ(An(R)) ≤ φ(B◦2(R)) thus follows from Theorem A. Now
suppose φ(B◦2(R)) ≥ 1, i.e. B◦2(R) is finitely generated. Then, for every
i ∈ {2, . . . , n− 2}, the subgroups
Ei,i+1(R)o (Di(R)×Di+1(R)) ∼= B2(R),
E12(R)oD2(R) ∼= {( 1 ∗0 ∗ )} ≤ GL2(R), and
En−1,n(R)oDn−1(R) ∼= {( ∗ ∗0 1 )} ≤ GL2(R)
are also finitely generated since they are commensurable with B◦2(R). By (1)
and (2), the subgroups above generate all of An(R), whence φ(An(R)) ≥ 1.
Finally, assume φ(B◦2(R)) ≥ 2, i.e. B◦2(R) is finitely presented. By
Lemma 4.2, the group An(R) for n ≥ 4 acts cocompactly and by cell-
permuting homeomorphisms on the simplicial complex CC(H (n,R)). Since
φ(B◦2(R)) ≥ 2, we know from Lemma 4.2 and Proposition 4.3 that the sta-
bilizer in An(R) of any cell of CC(H (n,R)) is finitely presented. Since
CC(H (n,R)) (for n ≥ 4) is connected and simply-connected by Proposi-
tion 4.9 and Theorem 4.6, it follows from Theorem 4.1 that An(R) itself,
for n ≥ 4, is finitely presented. That is, φ(An(R)) ≥ 2, as required. 
4.2.1. About the proof of Theorem B. The author was unable to prove ge-
ometrically that CC(H (n,R)) is simply-connected. The algebraic proof
given here, whose main technical ingredient is Proposition 4.9, is the only
step in the proof of Theorem B whose methods are similar to those of
Strebel’s in [51]. There are two key differences between our techniques.
Under the assumption thatGa(R)oQ is finitely presented (and fixing such
a presentation), Strebel gives concrete presentations of the groups An(R,Q)
under the hypothesis n ≥ 4. Presentations of An(R) using our methods can
be extracted by using [16, Theorem 1] or more directly by combining the pre-
sentation for Un(R) from Proposition 4.9 with a presentation of the torus
Tn(R) forming the semi-direct product An(R) = Un(R)oTn(R). Thus, on
the one hand, Strebel’s proof has an advantage in that both the above men-
tioned presentations derived from [16] and 4.9 are somewhat cumbersome—
and none of them is as clean as Strebel’s presentation.
On the other hand, our proof of Proposition 4.9 drawing from Holz’s
ideas [38, Anhang] has a slight advantage in that it suggests a K-theoretical
phenomenon behind finiteness properties of Abels’ groups. It is well-known
that classical non-exceptional groups are finitely generated (resp. finitely
presented) whenever their ranks are large enough or the base ring has good
K1- and K2-groups [37]. For instance, a large rank n gives one enough space
in GLn(R) to work with elementary matrices via commutator calculus and
thus derive more relations from the usual ones. The same happens with
An(R): the hypothesis n ≥ 4 is necessary for positive results, but Holz
observes further that one can spare some generators (and some relations) for
An(Z[1/p]) in the case n ≥ 5 in comparison to A4(Z[1/p]). This observation
is incorporated in our generalization and is the reason why CC(H (n,R))
is 3-dimensional for n = 4 but merely 2-dimensional for n ≥ 5.
4.3. Conjecture E in the arithmetic set-up. We close the paper by
writing down a proof of the following special case of Conjecture E. Though
it has not appeared in this general form in the literature before, we claim
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no originality since it is a simple combination of some of the famous results
mentioned in the introduction.
Proposition 4.10. Let OS be a Dedekind domain of arithmetic type. If
either char(OS) = 0, or char(OS) > 0 and S has at most three elements,
then the S-arithmetic Abels groups An(OS) satisfy Conjecture E. That is,
φ(An(OS)) = min {n− 2, φ(B◦2(OS))} for all n ≥ 2.
Proof. If char(OS) = 0, the Kneser–Tiemeyer local-global principle [52, The-
orem. 3.1] allows us to assume that S contains a single non-archimedean
place. Also, the equality φ(B◦2(OS)) = ∞ holds by [52, Corollary 4.5]. By
restriction of scalars (see e.g. [40, Lemma 3.1.4]), it suffices to consider the
case where Frac(OS) = Q. In this set-up, OS is of the form OS = Z[1/p] for
some prime number p ∈ N. Now, φ(An(Z[1/p])) < n − 1, for otherwise it
would be of homological type FPn−1 and thus of type FP∞ by [12, Propo-
sition]. In particular, its center Z(An(Z[1/p])) would be finitely generated
by [12, Corollary 2]. However, Z(An(Z[1/p]) is the elementary subgroup
E1n(Z[1/p]) ∼= Ga(Z[1/p]), which is not finitely generated, yielding a con-
tradiction. Since φ(An(Z[1/p])) ≥ n − 2 by [3, Theorem B] and Brown’s
criteria (Theorem 4.1 and [17, Proposition 1.1]), we obtain
φ(An(OS)) = n− 2 = min {n− 2,∞} = min {n− 2, φ(B◦2(OS))} .
In case char(OS) > 0, we have φ(B◦2(OS)) = |S| − 1 by Theorem C. Thus,
if S has at most three elements, it follows from Theorem B that
φ(An(OS)) = min {0, 1, 2, n− 2} = min {n− 2, φ(B◦2(OS))} .

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