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Abstract
This paper presents a computational technique for Fredholm integral equation of the second kind and Volterra integral equation
of the second kind. The method is based upon Haar functions approximation. Properties of Rationalized Haar functions are ﬁrst
presented, the operational matrix of integration together with product operational matrix and Newton–Cotes nodes are utilized to
reduce the computation of integral equations into some algebraic equations.Themethod is computationally attractive and applications
are demonstrated through illustrative examples.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In recent years, many different basic functions have been used to estimate the solution of integral equations, such as
orthogonal functions and wavelets.
The orthogonal set of Haar wavelets is a group of square waves with magnitude −2j/2, 2j/2, and 0, j = 0, 1, . . .
[6]. The use of the Haar wavelets comes from the rapid convergence feature of Haar series in expansions of function
compared with that of Walsh series [1]. Lynch et al. [5] have rationalized the Haar transform by deleting the irrational
numbers and introducing the integral power of two. Themodiﬁcation results in what is called the rationalized Haar (RH)
transform. The RH transform preserves all properties of the original Haar transform and can be efﬁciently implemented
using digital pipeline architecture [7]. The corresponding functions are known as RH functions. The RH functions are
composed of only three amplitudes +1,−1 and 0.
In the present paper, we introduce a new numerical method to solve Fredholm integral equations of the second kind
and Volterra integral equations of the second kind. This method consists of reducing the integral equation to a set
of algebraic equations by expanding y(t) as rationalized Haar functions with unknown coefﬁcients. The operational
matrix of integration is introduced, and this matrix is then utilized to evaluate the unknown coefﬁcients and ﬁnd an
approximation solution for y(t).
The paper is organized as follows: in Section 2, we describe the basic formulation of the RH functions required
for our subsequent development. Section 3 is devoted to the formulation of the Fredholm integral equations of the
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second kind and the proposed method is used to approximate the unknown function y(t). In Section 4, we describe the
Volterra integral equations of the second kind and the proposed method is used to approximate the unknown function
y(t). In Section 5, we report our numerical ﬁnding and demonstrate the accuracy of the proposed numerical scheme
by considering two numerical examples.
2. Properties of rationalized Haar functions
2.1. Rationalized Haar functions
The orthogonal set of RH functions is a group of square waves with magnitude of ±1 in some intervals and zeros
elsewhere [3]. The ﬁrst function is h0(t)= 1. The second function h1(t) is the fundamental square wave, or the mother
wavelet which also spans the whole interval [0, 1), that is, h1(t)= 1 for 0 t < 12 and h1(t)= −1 for 12 t < 1. All the
other subsequent curves are generated from h1(t) with two operations: translation and dilation. In general, for n1,
hn(t) = h1(2j t − k), (1)
where n = 2j + k, j0 and 0k < 2j . h0(t) is also included to make this set complete. The orthogonality property
is given by∫ 1
0
hn(t)hi(t) dt =
{2−j , n = i = 2j + k,
0, n = i.
A set of the ﬁrst eight RH functions is shown in Figs. 1–8.
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2.2. Function approximation
Any function f (t), which is square integrable in the interval [0, 1), can be expanded in RH functions as
f (t) =
∞∑
n=0
cnhn(t), t ∈ [0, 1), (2)
M.H. Reihani, Z. Abadi / Journal of Computational and Applied Mathematics 200 (2007) 12–20 15
where
cn = 2j
∫ 1
0
f (t)hn(t) dt
for n = 2j + k1, and
c0 =
∫ 1
0
f (t) dt .
The series in Eq. (2) contains an inﬁnite number of terms. If we let n=0, 1, 2, . . . , m−1, wherem=2 for the positive
integer , then the inﬁnite series in Eq. (2) is truncated up to its m terms as
f (t) =
m−1∑
n=0
cnhn(t) = CT (t). (3)
The RH functions coefﬁcient vector C and RH functions vector (t) are deﬁned as
C = [c0, c1, . . . , cm−1]T, (4)
(t) = [h0(t), h1(t), . . . , hm−1(t)]T. (5)
Now, let k(t, s) be a function of two independent variables deﬁned for t ∈ [0, 1) and s ∈ [0, 1). Then k(t, s) can be
expanded in RH functions as
k(t, s) =
m−1∑
u=0
m−1∑
v=0
auvhv(t)hu(s). (6)
In Eq. (6) auv , for u = 0, 1, 2, . . . , m − 1 and v = 0, 1, 2, . . . , m − 1, is given as
auv = 2i+q
∫ 1
0
∫ 1
0
k(t, s)hv(t)hu(s) dt ds, (7)
where
u = 2i + j, i0 and 0j < 2i ,
v = 2q + r, q0 and 0r < 2q .
Hence we have
k(t, s) = T(t)K(s), (8)
where
K = (auv)Tm×m. (9)
Furthermore, deﬁne the square RH matrix of dimensions m × m as
Hm = [(1/2m),(3/2m), . . . ,((2m − 1)/2m)]. (10)
2.3. Operational matrix of integration
The integration of RH functions can be expanded into Haar series with Haar coefﬁcient matrix P as follows:∫ t
0
() d = P(t). (11)
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The m × m square matrix P = Pm is called the operational matrix of integration and is given in [3] as
Pm = 12m
[
2mPm/2 −Hm/2
H−1m/2 0
]
, (12)
where H1 = [1], P1 = [ 12 ], Hm is given by Eq. (10) and
H−1m =
(
1
m
)
HTm diag
⎛
⎜⎝1, 1, 2, 2, 22, . . . , 22︸ ︷︷ ︸
22
, . . . , 2−1, . . . , 2−1︸ ︷︷ ︸
2−1
⎞
⎟⎠ . (13)
Also, the integration of the cross-product of two RH function vector is
∫ 1
0
(t)T(t) dt = D, (14)
where D is a diagonal matrix given by
D = diag
⎛
⎜⎜⎝1, 1, 12 , 12 , 122 , . . . , 122︸ ︷︷ ︸
22
, . . . ,
1
2−1
, . . . ,
1
2−1︸ ︷︷ ︸
2−1
⎞
⎟⎟⎠ . (15)
2.4. The product operational matrix
Let the product of (t) and T(t) be called the RH product matrix Mm(t). That is,
(t)T(t) = Mm(t). (16)
The basic multiplication properties of RH functions are as follows:
h0(t)hi(t) = hi(t), i = 0, 1, . . . , m − 1
and for i < j , we have
hi(t)hj (t) =
⎧⎨
⎩
hj (t) if hj (t) occurs during the ﬁrst positive half-wave of hi(t),
−hj (t) if hj (t) occurs during the second positive half-wave of hi(t),
0 otherwise.
Also, the square of any RH functions is a block-pulse, with magnitude of 1 during both the positive and negative
half-waves of RH functions.
For notation simpliﬁcation, let us deﬁne
˜a(t) = [h0(t), . . . , hm/2−1(t)]T,
˜b(t) = [hm/2(t), . . . , hm−1(t)]T.
The matrix Mm(t) in Eq. (16) can be derived easily as follows from [4]
Mm(t) =
[
Mm/2(t) Hm/2 diag[˜b(t)]
diag[˜b(t)]HTm/2 diag[H−1m/2.˜a(t)]
]
, (17)
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where
M1(t) = [h0(t)]. (18)
With the above recursive formulas, we can evaluate Mm(t) for any m = 2, where  is a positive integer. Furthermore,
by multiplying the matrix Mm(t) in Eq. (16) by the vector C in Eq. (3) we obtain
Mm(t)C = C˜m(t), (19)
where C˜m is a m × m matrix given by [4]
C˜m =
[
C˜m/2 Hm/2 diag[c˜b]
diag[c˜b]H−1m/2 diag[c˜Ta .Hm/2]
]
, (20)
where C1 = c0, and
c˜a = [c0, . . . , cm/2−1]T,
c˜b = [cm/2, . . . , cm−1]T.
3. Fredholm integral equation of the second kind
Consider the following integral equation:
y(t) =
∫ 1
0
k(t, s)y(s) ds + x(t), (21)
where x(t) ∈ L2[0, 1], k(t, s) ∈ L2[0, 1] × [0, 1]. The problem is to ﬁnd an unknown function y(t), satisfying Eq.
(21). To solve for y(t), we let
y(t) = Y T(t), (22)
where (t) is given by Eq. (5) and Y is an unknown m × 1 vector. Furthermore, let
k(t, s) = T(t)K(s), (23)
x(t) = XT(t), (24)
where K is a known m × m-dimensional matrix given by Eq. (8) and X is a known m × 1 vector given by Eq. (3). By
substituting Eqs. (22)–(24) in Eq. (21) we get
T(t)Y =
∫ 1
0
T(t)K(s)T(s)Y ds + T(t)X. (25)
Using Eqs. (14) and (25) we obtain
T(t)Y = T(t)KDY + T(t)X, (26)
therefore
(I − KD)Y − X = 0, (27)
where I is m × m-dimensional identity matrix. Eq. (27) is a system of linear equations and can be solved for the
unknown vector Y , easily.
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4. Volterra integral equation of the second kind
Consider the following integral equation:
y(t) =
∫ t
0
k(t, s)y(s) ds + x(t), (28)
where x(t) ∈ L2[0, 1], k(t, s) ∈ L2[0, 1] × [0, 1] and y(t) is an unknown function. By approximations to the solution
y(t) in Eq. (28), suppose y(t) can be expanded in RH functions as
y(t) = Y T(t), (29)
where Y is an unknown vector of order m × 1 and (t) is given by Eq. (5). Also, we expand k(t, s) and x(t) by RH
functions as Eqs. (23) and (24), respectively. By substituting Eqs. (23), (24) and (29) in Eq. (28) we get
Y T(t) =
∫ t
0
T(t)K(s)T(s)Y ds + XT(t). (30)
From the above equation we obtain
Y T(t) =
∫ t
0
T(t)KY˜(s) ds + XT(t) = T(t)KY˜P(t) + XT(t), (31)
where Y˜ can be calculated similarly to matrix C˜ in Eq. (19) and P is given by Eq. (11). In order to construct the
approximations for y(t) we collocate Eq. (31) in m points. For a suitable collocation points we choose Newton–Cotes
nodes as
ti = 2i − 12m , i = 1, 2, . . . , m.
By using Eqs. (5) and (10) we have
(ti) = Hmei, i = 1, 2, . . . , m, (32)
where
ei =
⎛
⎝0, . . . , 0,︸ ︷︷ ︸
i−1
1, 0, . . . , 0︸ ︷︷ ︸
m−i
⎞
⎠T
.
Eq. (31) can be expressed as
Y THmei = eTi HTmKY˜PHmei + XTHmei, i = 1, 2, . . . , m. (33)
Eq. (33) can be solved for the unknown vector Y .
5. Illustrative examples
5.1. Example 1
Consider the Fredholm integral equation of the second kind
y(t) =
∫ 1
0
(− 13 e2t−(5/3)s)y(s) ds + e2t+(1/3). (34)
By using the method in Section 3, Eq. (34) is solved. The computational results for m = 64 and 128 together with the
exact solution y(t)= e2t are given in Table 1. Furthermore, the piecewise constant approximation for m=128 together
with the exact solution are illustrated in Fig. 9 for comparison.
M.H. Reihani, Z. Abadi / Journal of Computational and Applied Mathematics 200 (2007) 12–20 19
Table 1
Estimated and exact values of y(t) for Example 1
t m = 64 m = 128 Exact
0.0 1.00057 1.00004 1.00000
0.1 1.22125 1.22147 1.22140
0.2 1.49194 1.49180 1.49182
0.3 1.82232 1.82218 1.82212
0.4 2.22564 2.22551 2.22554
0.5 2.71815 2.71822 2.71828
0.6 3.32058 3.32017 3.32012
0.7 4.05545 4.05529 4.05520
0.8 4.95379 4.95306 4.95303
0.9 6.04909 6.04961 6.04965
1.0 7.38941 7.38901 7.38906
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Fig. 9. Solution of integral equation (34): (a) approximation solution for m = 128 and (b) exact solution.
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Fig. 10. Solution of integral equation (35): (a) approximation solution for m = 128 and (b) exact solution.
5.2. Example 2
Consider the following integral equation:
y(t) = cos t −
∫ t
0
(t − s) cos(t − s)y(s) ds. (35)
The exact solution for this problem is y(t) = 13 (2 cos
√
3t + 1) [2]. We solve Eq. (35) using the method in Section 4.
For comparison, the approximate result for m= 128 is illustrate in Fig. 10 together with the exact solution. In Table 2,
a comparison is made between the computational results for m = 64 and 128 together with exact values.
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Table 2
Estimated and exact values of y(t) for Example 2
t m = 64 m = 128 Exact
0.0 0.000006 0.000000 0.000000
0.1 0.095744 0.095381 0.095321
0.2 0.182824 0.182497 0.182479
0.3 0.263536 0.263089 0.263081
0.4 0.338491 0.338513 0.338518
0.5 0.410071 0.410023 0.410001
0.6 0.478956 0.478597 0.478586
0.7 0.054672 0.054545 0.054520
0.8 0.610739 0.610684 0.610672
0.9 0.675967 0.675748 0.675727
1.0 0.741229 0.741036 0.741028
6. Conclusion
The double rationalized Haar functions and the associated matrices of integration and product together with the
Newton–Cotes nodes are applied to solve Fredholm andVolterra integral equations of the second kind. ThematricesHm
andH−1m introduced in Eqs. (10) and (13) contain many zeros, and these zeros make the Haar transform faster than other
square functions such as walsh and block-pulse functions, hence making rationalized Haar functions computationally
very attractive. Examples with satisfactory results are used to demonstrate the application of this method.
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