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Downscaling daily maximum and minimum temperatures in
the midwestern USA: a hybrid empirical approach
J. T. Schoof,a* S. C. Pryorb and S. M. Robesonb
a Department of Geography and Environmental Resources, Southern Illinois University, Carbondale, IL, 62901
b Atmospheric Science Program, Department of Geography, Indiana University, Bloomington, IN, 47405
Abstract:
A new hybrid empirical downscaling technique is presented and applied to assess 21st century projections of maximum
and minimum daily surface air temperatures (Tmax, Tmin) over the Midwestern USA. Our approach uses multiple linear
regression to downscale the seasonal variations of the mean and standard deviation of daily Tmax and Tmin and the lag-0
and lag-1 correlations between daily Tmax and Tmin based on GCM simulation of the large-scale climate. These downscaled
parameters are then used as inputs to a stochastic weather generator to produce time series of the daily Tmax and Tmin at
26 surface stations, in three time periods (1990–2001, 2020–2029, and 2050–2059) based on output from two coupled
GCMs (HadCM3 and CGCM2). The new technique is demonstrated to exhibit better agreement with surface observations
than a transfer-function approach, particularly with respect to temperature variability. Relative to 1990–2001 values,
downscaled temperature projections for 2020–2029 indicate increases that range (across stations) from 0.0 K to 1.7 K
(Tmax) and 0.0 K to 1.5 K (Tmin), while increases for 2050–2059 relative to 1990–2001 range from 1.4 K to 2.4 K (Tmax)
and 0.8 to 2.2K (Tmin). Although the differences between GCMs demonstrate the continuing uncertainty of GCM-based
regional climate downscaling, the inclusion of weather-generator parameters represents an advancement in downscaling
methodology. Copyright  2006 Royal Meteorological Society
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INTRODUCTION
Coupled atmosphere-ocean general circulation models
(GCMs) indicate that increases in atmospheric green-
house gas concentrations will result in global average
surface air temperature increases of a few degrees Cel-
sius by the end of the 21st century (Cubasch et al., 2001).
GCMs most accurately simulate climate at the annual
and seasonal time scales over broad continental scales
(McAveney et al., 2001), hence, downscaling techniques
have been developed to relate information at large scales
(at which GCMs are more reliable) to local-scale cli-
mate information, allowing generation of regional climate
change scenarios (Wilby and Wigley (1997) and Giorgi
et al., 2001).
The most common empirical downscaling approaches
are based on transfer functions, which use direct rela-
tionships between free-atmosphere predictors and sur-
face variables of interest. These transfer functions vary
in complexity from simple interpolation and regression
models (Kim et al., 1984; Sailor and Li, 1999) to arti-
ficial neural networks (Mpelasoka et al., 2001; Schoof
and Pryor, 2001), and typically focus on changes in
* Correspondence to: J. T. Schoof, Department of Geography and
Environmental Resources, Southern Illinois University, Carbondale, IL,
62901; e-mail: jschoof@siu.edu
the central tendency of surface variables. Weather typ-
ing approaches, which relate surface climate variables
to the large-scale state (usually defined in terms of cir-
culation), have also been used effectively (Goodess and
Palutikof, 1998; Schnur and Lettenmaier, 1998; Bellone
et al., 2000; Bardossy et al., 2002) and are based on
the assumption that the surface climate response varies
according to large-scale weather type. Another alterna-
tive is the use of weather generators, a special class of
random number generators that produce realistic surface
climate sequences (e.g. Wilks, 1992; Wilks, 1999). When
run with perturbed parameters, these models are capable
of producing arbitrarily long sequences of surface climate
variables consistent with the climate change signal pro-
duced by a GCM, which can be used to examine changes
in both the mean climate and climate variability (Wilks
and Wilby, 1999).
Most weather-generator downscaling applications have
relied on adjusting the weather-generator parameters in
a way consistent with the changes in GCM-simulated
monthly means and variances. In this study, we develop,
apply, and evaluate a new hybrid downscaling method
for temperature on the basis of regression analy-
sis of weather-generator parameters from daily GCM
output. The hybrid approach focuses not only on
changes in temperature means and variances, but also
Copyright  2006 Royal Meteorological Society
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on changes in auto- and cross-correlation matrices
used in stochastic weather generators. Scenarios that
include the combined effects of changes in mean, vari-
ance, and autocorrelation are crucial for impact studies
focused on agriculture or human health (e.g. heat wave
frequency).
STUDY REGION
The geographic focus of this study is the Midwest region
of the USA, which extends from approximately 35° to
50 °N latitude and from 75° to 95 °W longitude (Figure 1),
although the techniques developed have broader applica-
tions. According to Folland et al. (2001), the northern
part of the study region (i.e. the upper Great Lakes) has
warmed by approximately 2 K over the past 100 years,
while the southern and eastern parts of the region have
warmed only slightly or have even cooled. However,
during the last quarter century, all parts of the region
have warmed (trends of 0.4–0.8 K per decade), with the
largest warming during winter.
The study region is highly sensitive to climate change
for several reasons. It is a major agricultural center,
producing a large proportion of the nation’s corn and
soybeans. Also, with the exception of the polar ice caps,
the Great Lakes are the world’s largest source of fresh
water and, in addition to providing drinking water and
hydroelectric power to the region, serve as a major
transportation system. Key climate change issues for the
Midwest region of the United States include reductions
in lake and river levels, increases in heat related stress
and mortality, and shifts in agricultural productivity
(Sousounis and Albercook, 2000). Heat related mortality
in this region has received a great deal of attention
due to major regional heat waves during both 1980 and
1995 (Changnon et al., 1996; Karl and Knight, 1997;
Smoyer, 1998) and continued heat wave vulnerability
despite increases in public awareness and the use of air
conditioning (Smoyer, 1998). Accordingly, we focus here
on daily maximum and minimum surface air temperature
(Tmax and Tmin), although future work will consider
additional variables.
DATA
Reanalysis data
In this research, data from both the NCEP/NCAR
(Kalnay et al., 1996) and ECMWF (Gibson et al., 1997;
Uppala et al., 2005) reanalysis products are used to train
the downscaling models and evaluate GCM simulations
of the downscaling predictors. These data are gridded
at a horizontal resolution of 2.5° × 2.5°, with either
daily or sub-daily availability at multiple atmospheric
levels for at least 1958–2001. Daily upper-level specific
humidity data were not available from the NCEP/NCAR
reanalysis at the time of the analysis presented here, and
we therefore use ECMWF specific humidity data. For
other large-scale variables, data are extracted from the
NCEP/NCAR reanalysis.
Figure 1. Map of the Midwest region of the United States showing the locations of the predictor grid cells (NCEP/NCAR and ECMWF reanalysis,
HadCM3, and CGCM2) (
°
), and USHCN/D surface stations (ž). Reanalysis/GCM grid cells used for downscaling (those nearest to the surface
stations) are depicted by ‘×’. See Section 3 for a complete description of each data set
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Surface station data
Historical surface temperature data are susceptible to
a number of biases and inhomogeneities resulting from
changes in the station environment or observing prac-
tices (e.g. urbanization, station moves, instrumentation
and time of observation changes; Jones, 1994; Jones
et al., 1997; Peterson et al., 1998). Hence, we use data
from the Daily United States Historical Climatology Net-
work (USHCN/D; Easterling et al., 1999), and include
only stations with a data record that is at least 95% com-
plete over the period 1958–2001 and at least 90% com-
plete within each year. To ensure consistency between
the station data and large-scale free-atmosphere predic-
tors, only stations with a consistent observation time are
included in this study, although the observation times
are allowed to vary between stations. With these con-
straints, we have selected 26 stations within the study
region (Figure 1, Table I) for which daily maximum and
minimum air temperatures are available for the period
1958–2001.
General circulation model (GCM) data
Because substantial differences exist between projec-
tions from climate models, use of a single model does
not provide results that adequately reflect the uncertainty
inherent in regional climate scenario generation (Cubasch
et al., 2001). Therefore, in this study, output from tran-
sient simulations from two GCMs is used: (1) the Hadley
Centre 3rd generation coupled oceanic-atmospheric gen-
eral circulation model (HadCM3; Gordon et al., 2000;
Pope et al., 2000) and (2) the Canadian Centre for Cli-
mate Modelling and Analysis (CCCma) 2nd Generation
coupled general circulation model (CGCM2; Flato et al.,
2000; Flato and Boer, 2001). HadCM3 and CGCM2 are
chosen to provide a range of characteristics associated
with coupled GCMs and are also the models used for the
US National Assessment of the Potential Consequences
of Climate Variability and Change (National Assessment
Synthesis Team, 2000). HadCM3 is a Cartesian model
(approximate horizontal resolution of 2.5° latitude ×3.75°
longitude, with 19 vertical levels), whereas CGCM2 is a
spectral model (T32, approximate horizontal resolution of
3.75° latitude ×3.75° longitude, with 10 vertical levels).
Also, CGCM2 employs flux adjustments (Hansen et al.,
1984), while HadCM3 has slightly higher oceanic resolu-
tion (1.25° × 1.25° vs. 1.8° × 1.8°) and does not employ
flux adjustments.
Prior to use in this study, both GCM grids were
linearly interpolated to the 2.5° × 2.5° reanalysis grid
(Figure 1) using an inverse–distance based interpolation
algorithm. The use of this interpolation procedure is
based on the assumption that changes in the GCM-
simulated variables between grid points occur at a
constant rate over space. While this may introduce small
errors into the GCM fields, they are likely to be negligible
given the relatively smooth topography of the study
region. Also, output from HadCM3, archived with a
360-day year, was linearly projected onto a 365-day
year for comparison with observed data and output from
CGCM2.
The GCM experiments used here were conducted using
the SRES A2 emissions scenario (IPCC, 2000), which
results in global carbon dioxide (CO2) emissions from
industry and energy in 2100 that are almost 4 times the
1900 value and emissions from land use change by 2100
that are close to zero, leading to a global CO2 emission
in 2100 of almost 28 GtC yr−1. This emissions scenario
equates to a moderate to high greenhouse gas cumulative
emission for 1990–2100 as a result of projected popu-
lation growth and fairly slow introduction of alternative
technologies, and is used in this study to provide an upper
bound on likely climate change and hence a high signal
to noise ratio when comparing current and future cli-
mates. We focus on two periods from the transient GCM
experiments: 2020–2029 and 2050–2059. These periods
correspond to approximate doubling and tripling of emis-
sions, respectively, owing to industrial consumption of
fossil fuels, and increases in atmospheric CO2-equivalent
concentrations of approximately 20–25% and 60–65%
relative to the 1990 values.
Table I. List of the 26 USHCN/D stations used in this study
Station
Name
Lat
(°N)
Lon
(°W)
Station Name Lat
(°N)
Lon
(°W)
Subiaco, AR 35.30 93.66 Lamar, MO 37.51 94.27
Anna, IL 37.47 89.24 Mountain Grove, MO 37.16 92.27
Hoopston, IL 40.47 87.67 Buffalo, NY 42.92 78.74
Jacksonville, IL 39.74 90.20 Waynesville, NC 35.49 82.97
Anderson, IN 40.11 85.72 Findlay, OH 41.05 83.67
LaPorte, IN 41.61 86.72 Urbana, OH 40.11 83.79
Princeton, IN 38.36 87.59 Wooster, OH 40.79 81.92
Clinton, IA 41.80 90.27 Warren, PA 41.86 79.16
Washington, IA 41.29 91.69 Jackson, TN 35.62 88.84
Farmers, KY 38.12 83.55 Murfreesboro, TN 35.92 86.37
Williamstown, KY 38.66 84.62 Woodstock, VA 38.91 78.47
Cloquet, MN 46.71 92.52 Oshkosh, WI 44.04 88.55
Fairmont, MN 43.64 94.47 Watertown, WI 43.19 88.74
Copyright  2006 Royal Meteorological Society Int. J. Climatol. 27: 439–454 (2007)
DOI: 10.1002/joc
442 J. T. SCHOOF, S. C. PRYOR AND S. M. ROBESON
METHODOLOGY
The downscaling methodology presented here is based
on a modified version of a common stochastic weather
generator, WGEN (Richardson and Wright, 1984). The
WGEN model traditionally generates daily values of
precipitation occurrence (binary), precipitation amount,
Tmax, Tmin, and solar radiation using parameters estimated
from observed data. Since the variables of interest in this
study are Tmax and Tmin, precipitation and solar radiation
were not simulated, resulting in a modified version of
WGEN. To simulate Tmax and Tmin, WGEN requires
only the daily means and standard deviations of the
two variables and the lag-0 and lag-1 cross correlations
between Tmax and Tmin. The latter may be either defined
separately for each month or specified on a daily basis
by fitting smoothed curves to the monthly values. In
the following subsections, we demonstrate that these
parameters can be derived from current or transient GCM
simulations using multiple linear regression methods.
The downscaled parameters are then used to produce
surface Tmax and Tmin sequences consistent with the
model projections using the WGEN model. Note that, on
the basis of findings presented in a previous study (Schoof
and Robeson, 2003), all weather-generator parameters
were computed separately for each station and allowed
to vary throughout the year.
Downscaling of the seasonal cycles of Tmax and Tmin
As described above, WGEN requires the daily means
and standard deviations of the two variables and the lag-0
and lag-1 cross correlations between Tmax and Tmin, hence
our approach to downscaling the daily means and stan-
dard deviations of Tmax and Tmin begins with downscaling
of the means and standard deviations of the daily values
at the monthly timescale using the 1958–2001 means
and standard deviations of large-scale climate parameters
(n = 12 × 44 = 528). Potential predictors were drawn
from a literature review of previous research, noting the
constraint that they are available from the GCMs with
daily temporal resolution (Table II). The predictors are
chosen to reflect (1) atmospheric circulation, (2) lower
atmospheric air temperature, and (3) atmospheric humid-
ity. The geostrophic components of flow and vorticity
are derived from the sea level pressure field using pre-
viously published methods and are used as proxies for
near-surface winds associated with thermal advection (see
Dessouky and Jenkinson, 1975; Jenkinson and Collison,
1977; Jones et al., 1993).
A key prerequisite for use of grid cell GCM data in
empirical downscaling is that the GCM accurately repro-
duces the large-scale variables. In this analysis, to avoid
issues of non stationarity and GCM bias, both predic-
tors and predictands are first converted to anomalies
(the differences between the monthly means and stan-
dard deviations and their long-term (1958–2001) aver-
ages). The variability of the suite of potential predictors
from the GCM simulations was then evaluated rela-
tive to the reanalysis data. Following the approach of
Chervin (1981) and Portman et al. (1992), 100 expanded
data sets, each containing 12 randomly chosen years,
Table II. Upper-atmosphere and surface predictor variables and examples of their use in previous temperature downscaling studies
Predictor (units) Abbrev. Previous studies
Upper-atmosphere variables
850 hPa geopotential height (m) Z850 Sailor and Li, 1999
500 hPa geopotential height (m) Z500 Weichert and Burger, 1998
– – Sailor and Li, 1999
– – Palutikof et al., 2002
– – Huth, 2004
850–500 hPa thickness (m) THICK Kidson and Thompson, 1998
850 hPa specific humidity (kg/kg) Q850 Murphy, 1999
850 hPa relative humidity (%) RH850 Sailor and Li, 1999
Surface variables
Mean sea-level pressure (hPa) SLP Schubert, 1998
– – Palutikof et al., 2002
– – Kettle and Thompson, 2004
– – Frias et al., 2005
Zonal component of geostrophic flow (hPa/10° latitude at grid GEOW Buishand and Brandsma, 1997
cell latitude) Kidson and Thompson, 1998
Meridional component of geostrophic flow (hPa/10° latitude at
grid cell latitude)
GEOS –
Strength of the resultant geostrophic flow (hPa/10° latitude at
grid cell latitude)
GEOWS –
Westerly shear vorticity (hPa/10° latitude at grid cell latitude,
per 10° latitude)
GEOZW –
Southerly shear vorticity (hPa/10° latitude at grid cell latitude,
per 10° latitude)
GEOZS –
Total shear vorticity (hPa/10° latitude at grid cell latitude, per
10° latitude)
GEOZT
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are constructed from the reanalysis data (1958–2001)
and compared to the 12 years of GCM output. It
should be noted that the output of 12 years represents
a relatively small amount of data for model evalua-
tion and precludes the analysis of grid cell GCM data
at higher (e.g. daily) time steps. This 12-year evalua-
tion period is dictated by the short period of overlap
between the daily transient GCM and reanalysis data
(1990–2001).
Comparison of the 1990–2001 GCM simulations with
the 1958–2001 reanalysis data is based on the assumption
that the 1958–2001 reanalysis data are also representa-
tives of the 1990–2001 period. To test this assumption,
the methodology described above was also applied to test
the agreement between the 1990–2001 and 1958–2001
reanalysis data sets. For each variable and grid point,
we were unable to reject the null hypothesis of equal
variances.
For each GCM and variable, an F-test is performed
to test the null hypothesis that the anomalies computed
at the monthly timescale from reanalysis data and GCM
simulations have equal variances. These tests were per-
formed on the monthly anomalies for each variable in
Table II at each of the GCM grid cells nearest to the
downscaling stations (23 unique grid cells, see Figure 1).
This null hypothesis can be rejected if a sufficient num-
ber of tests fail (e.g. 95 rejections out of 100 tests
with α = 0.05). The results indicate that HadCM3 and
CGCM2 differ considerably in their ability to repro-
duce the variability present in the observed (reanaly-
sis) anomaly series. With the exception of the resul-
tant geostrophic wind speed and geostrophic vorticity
variables, the null hypotheses of equal reanalysis and
HadCM3 variances cannot be rejected at the majority of
grid points (Table III). For each of the three geostrophic
vorticity variables, the null hypothesis of equal variances
is rejected at each grid point, precluding these variables
from use in the statistical models. Tests performed on
CGCM2 resulted in fewer rejections of the null hypothe-
sis for the vorticity variables, but a greater overall number
of significantly different reanalysis and GCM variances
(Table III). For CGCM2, the resultant geostrophic wind
speed, 500-hPa height, 850-hPa specific humidity, and
850–500 hPa thickness are all found to have significantly
different variances at each grid point tested, while the null
hypotheses for the remaining variables are rejected at a
smaller number of grid points.
Results of this evaluation suggest that, for the cur-
rent climate, anomalies of some of the GCM predictor
variables are not consistent with reanalysis data sets. To
address this issue, in the downscaling analysis we use
only the variables for which the null hypothesis of equal
variances was not rejected. This approach, combined
with the use of anomalies, ensures that the downscaling
equations built with reanalysis data can be meaningfully
applied to the GCM simulations. The downscaling is
thus optimized for each station and because grid cell
variables are used only if they exhibit agreement with
Table III. Results of hypothesis tests on the equality of
variances between anomalies computed from the reanalysis
data and GCM simulations during the period of overlap
(1990–2001). Values represent the number of grid cells (out
of the 23 reanalysis grid cells used in this study) where the
null hypothesis of equal variances is rejected (with α = 0.05)
Variable HadCM3 CGCM2
GEOS 0 16
GEOW 0 0
GEOWS 14 23
GEOZS 23 5
GEOZW 23 6
GEOZT 23 3
Z500 0 23
Z850 0 8
RH850/Q850 2 23
SLP 0 0
THICK 2 23
reanalysis data slightly different combinations of predic-
tor variables are used for different stations and predic-
tands.
For each seasonal cycle (the daily means and standard
deviations of Tmax and Tmin), the regression models
are built in a stepwise fashion, with variables added
until the improvement in variance explained is less than
5%. This threshold was used to provide a high level
of variance explained without overfitting the model.
The variables included in the final models for the
seasonal cycles and correlation coefficients are shown
in Tables IV and V, respectively. These tables not only
provide a synopsis indicating which variables are closely
linked to the predictands within the observed record, but
also reflect the ability of the GCMs to reproduce the
variability of each predictor. The values in the tables
indicate that, in general, both models are using similar
predictors. For example, for the mean temperatures,
both models primarily use geopotential heights and sea-
level pressure. This result suggests that differences in
the downscaled data are likely to result from model
differences rather than differences in the downscaling
predictors.
The resulting regression equations are applied to
HadCM3 and CGCM2 output from 1990–2001, 2020–
2029, and 2050–2059 to produce station-specific time
series of the monthly anomalies of Tmax and Tmin
for each GCM and period. The anomalies are then
averaged over each calendar month and added to the
observed monthly means and standard deviations of
daily Tmax and Tmin to produce monthly values con-
sistent with the GCM simulations. In order to pro-
duce the 365 daily values needed to apply the weather
generator, cubic splines were used to interpolate the
monthly values resulting in daily values of the means
and standard deviations of Tmax and Tmin. An exam-
ple of the downscaled seasonal cycles is shown in
Figure 2.
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Table IV. List of variables used in final models for downscaling the seasonal cycles of Tmax and Tmin. The downscaling is
performed at 26 stations. The number indicates the number of stations at which each variable was used. For each GCM,
information is provided for the downscaling of the mean Tmax (MTmax), mean Tmin (MTmin), standard deviation of Tmax (STmax)
and standard deviation of Tmin (STmin). The variables are as shown in Table II. An ‘M’ preceding the predictor variable name
indicates that the mean was used, while an ‘S’ indicates that the standard deviation was used
Predictor HadCM3 CGCM2
Variable
MTmax MTmin STmax STmin MTmax MTmin STmax STmin
MGEOS – 3 – – – – 3 –
MGEOW 3 – – – – – 6 5
MGEOWS – – – – – – – –
MGEOZS – – – – – – – –
MGEOZW – – – – – – – –
MGEOZT – – – – – – – –
MZ500 3 3 14 2 6 8 – –
MZ850 23 22 – 1 18 19 1 1
MRH850/MQ850 – 1 – – – – – –
MSLP 23 22 – 5 23 25 – 19
MTHICK – 1 1 – 7 3 – –
SGEOS – – – 1 – – 1 3
SGEOW – – 7 – – – 3 –
SGEOWS – – – – – – – –
SGEOZS – – – – – – – –
SGEOZW – – – – – – – –
SGEOZT – – – – – – 2 1
SZ500 – – 3 5 – – – –
SZ850 – – 2 3 – – 3 5
SRH850/SQ850 – – – – – – – –
SSLP – – 2 3 – – 11 18
STHICK – – 23 21 – – –
Downscaling of the lag-0 and lag-1 correlation
coefficients
Variability in the lag-0 and lag-1 correlation matri-
ces used in the WGEN model is physically linked to
variations in large-scale circulation through persistence
of synoptic-scale systems and the subsequent effect on
temperatures at the station level. To develop models
for the correlation coefficients, we examine relationships
between monthly correlation coefficients and monthly
means and standard deviations of the predictors as man-
ifest in the NCEP/NCAR and ECMWF reanalysis prod-
ucts using data from 1958–2001 (44 years of data at the
monthly time scale, so n = 528). As with the seasonal-
cycle downscaling described above, we develop and
apply the models using anomalies and then use these
anomalies to reconstruct new monthly values from the
GCM simulations. Cubic splines are then used with the
monthly values to derive daily values of the parameters.
A scatterplot depicting an example of the observed and
downscaled values of M0(1, 2) (the unique element of the
lag-0 cross-correlation matrix) is shown in Figure 3 and
indicates the overall agreement achieved by this method-
ology.
The weather generator
WGEN generates Tmax and Tmin with a first order
multiple autoregressive model, first described by Matalas
(1967):
Xi = AiXi−1 + Biεi (1)
where Xi is a matrix containing the current day’s
standardized values of the variables and Xi−1 is a matrix
containing the previous day’s standardized values of the
variables, εi is a vector of independent values from a
standard normal distribution, and A and B are matrices
given by
A = M1M−10 (2)
BBT = M0 − M1M−10 MT1 (3)
where M0 is the matrix of lag-0 cross correlations and M1
is the matrix of lag-1 cross correlations. The subscripts in
(1) reflect that A and B are allowed to vary throughout
the course of the year. While A can be directly computed,
B is computed by defining a new matrix Z = BBT
(see Greene, 2000). Then Z = CLCT, where C is the
matrix of eigenvectors of BBT and L has the eigenvalues
of BBT on the diagonal and zeros elsewhere. B can
then be computed as B = CL1/2CT . After generation of
the residual series with (1), dimensional values of the
variables are produced by multiplying by a daily standard
deviation and then adding a daily mean. These daily
means and standard deviations are usually derived by
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Table V. List of variables used in final models for downscaling the lag-0 and lag-1 correlations between Tmax and Tmin. The
downscaling is performed at 26 stations. The number indicates the number of stations at which each variable was used. For
each GCM, information is provided for the downscaling of the lag-0 correlation between Tmax and Tmin (M0 (1,1)), the lag-1
correlation of Tmax (M1(1, 1)), the lag-1 correlation between Tmax and Tmin (M1(1, 2)), the lag-1 correlation between Tmin and
Tmax (M1(2, 1)) and the lag-1 correlation of Tmin (M1(2, 2)). An ‘M’ preceding the predictor variable name indicates that the
mean was used, while an ‘S’ indicates that the standard deviation was used
Predictor
Variable
HadCM3 CGCM2
M0(1, 1) M1(1, 1) M1(1, 2) M1(2, 1) M1(2, 2) M0(1, 1) M1(1, 1) M1(1, 2) M1(2, 1) M1(2, 2)
MGEOS – – – – – – – 3 1 2
MGEOW – 3 – – 1 4 – 1 2 –
MGEOWS – – – – – – – – – –
MGEOZS – – – – – – – 2 1 –
MGEOZW – – – – – – – – – –
MGEOZT – – – – – – 1 1 1 –
MZ500 5 – 10 – 6 1 3 3 11 5
MZ850 7 9 5 5 16 6 1 6 5 15
MRH850/MQ850 – – – – 3 – – – – –
MSLP – – – – – 8 10 6 6 6
MTHICK – – – – – – 3 – 7 1
SGEOS – 1 – – – 3 – 1 – –
SGEOW – – – – – 1 2 – – –
SGEOWS – – – – – – – – – –
SGEOZS – – – – – 1 3 1 3 1
SGEOZW – – – – – – 2 1 1 1
SGEOZT – – – – – – 5 1 2 –
SZ500 2 15 2 2 2 – – – – –
SZ850 2 – 2 – – 3 3 3 – –
SRH850/SQ850 – 1 3 2 1 – – – – –
SSLP 2 – 2 – 9 1 7 4 1
STHICK 24 11 23 24 24 – – – –
fitting smooth curves to the observed daily means and
standard deviations. In the application presented here, the
downscaled values of MO and M1 are used to compute A
and B. Equation 1 is then used with the downscaled daily
means and standard deviations to produce data series
consistent with the climate change signal implied by the
GCMs.
Comparison with a common downscaling method
As stated in the introduction, many downscaling meth-
ods are based on transfer-function methodologies. Typ-
ically, a relationship is established between observed
large-scale and surface variables and then applied to
GCM output to derive the downscaled surface climate.
Thus, such methods assume that the GCM adequately
simulates the predictor variables upon which the down-
scaling is based. However, this assumption is rarely tested
in practice. Note that the approach used here to down-
scale the seasonal cycles and lag-0 and lag-1 correla-
tion coefficients is less susceptible to such problems,
since the methodology uses anomalies and removes vari-
ables that are shown to have inadequate variability within
the GCM.
To provide a context for the new hybrid downscaling
approach, we compare the 1990–2001 results with those
from a traditional downscaling method based on monthly
transfer functions derived from regression analysis of the
1958–2001 reanalysis data and the surface temperature
data. Specifically, monthly regression models are built
using the 1958–2001 observations and then applied to
the 1990–2001 GCM output for comparison with the
results produced by the weather generator with down-
scaled parameters. As with the seasonal-cycle downscal-
ing, variables are added until the variance explained
decreases by less than 5% and only the variables that
are adequately simulated by the GCMs are allowed to
enter the regression equations.
An example of the results from the methodologi-
cal comparison is shown in Figure 4 and indicates that
the downscaling approach based on weather generation
techniques produces results that have better agreement
with observations. For the station depicted in Figure 4
(Princeton, IN), the results indicate an improvement
in agreement for both the monthly means and stan-
dard deviations. Results from other stations are similar,
although downscaling using the weather generator gen-
erally results in greater improvement for the standard
deviations of Tmax and Tmin than their means. Previ-
ous studies have indicated substantial underestimation of
variance in statistically downscaled data (see von Storch,
1999). It is noteworthy that the method presented here
does not require the use of variance inflation techniques.
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Figure 2. An example of the seasonal-cycle downscaling applied to CGCM2 output and Mountain Grove, MO, for the period 1990–2001. The
solid line represents the observed values, and the observed monthly means are also shown (
°
). The downscaled monthly means are depicted
by ‘×’, with the dashed line showing the daily values (from cubic spline interpolation of the monthly means): (a) mean Tmax, (b) mean Tmin,
(c) standard deviation of Tmax, and (d) standard deviation of Tmin
RESULTS
Projected changes in temperature means and variances
The projected changes in daily Tmax and Tmin for
2020–2029 relative to 1990–2001 differ substantially
between the two GCMs (see Figures 5 and 6). Specif-
ically, downscaled results from HadCM3 indicate slight
cooling at most, but not all, stations during the winter
and spring, moderate warming during summer, and slight,
but consistent, warming during autumn (Figure 5). On
an annual basis, this equates to a warming of 0.0–0.5 K
at most stations (Figure 6). Although direct output from
HadCM3 (taken as the value at the grid point nearest
the station) indicates slight warming in Tmax (<1.0 K) at
most grid cells, two stations in the northeast part of the
domain exhibit lower temperatures in the 2020s than dur-
ing the 1990–2001 reference period (Figure 7(b)). Direct
Tmin output from HadCM3 indicates cooling over approx-
imately 1/3 of the study area (Figure 7(d)). Direct output
from CGCM2 shows a slightly larger increase in both
Tmax and Tmin relative to the downscaled data (compare
Figure 6 and Figure 7).
Downscaled results from CGCM2 indicate year-round
warming in both Tmax and Tmin, with the weakest warm-
ing during spring and largest increases during autumn and
winter (see Figures 5 and 6). Annually, downscaled pro-
jections from CGCM2 indicate Tmax and Tmin increases of
0.5–2 K (Figure 6). The largest differences in the down-
scaled GCM projections are associated with winter tem-
peratures (Figure 5). Examination of results from individ-
ual stations shows that although the magnitude of temper-
ature changes exhibited by HadCM3 and CGCM2 dur-
ing summer is similar, HadCM3 results indicate greater
warming at stations in the central part of the domain (pri-
marily those in Indiana and Ohio). During autumn, the
spatial patterns of warming exhibit general agreement,
although the magnitude of warming is considerably larger
in the results downscaled from CGCM2. Temperature
changes computed over the entire year exhibit only small
amounts of spatial variability and hence the differences in
spatial variability are difficult to assess (Figure 6). With
respect to temperature variability, the results from both
GCM experiments imply only small changes in the stan-
dard deviation of daily air temperature (<0.5 K). How-
ever, the relationship between changes in the mean and
variance also differ between models. CGCM2 shows a
weak negative variance response to increases in mean
temperatures, which is consistent with previous studies
(e.g. Robeson, 2002). HadCM3 exhibits an overwhelm-
ingly positive variance response. The correlation between
monthly changes in the mean and standard deviation
(over all the stations) is −0.20 for CGCM2 and 0.57
for HadCM3.
As expected, the projected changes in daily Tmax and
Tmin for 2050–2059 are larger than those for 2020–2029
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Figure 3. Scatter diagram showing observed and CGCM2-downscaled values of the lag-0 correlation between Tmax and Tmin (Mo(1, 2)). Each
dot represents one station and one month
(compare Figures 5 and 8 and the frames in Figure 6).
The accelerated warming suggested by these results may
be due to the increased rate of CO2 accumulation by the
middle of the 21st century, as specified by the SRES
A2 scenario. The seasonal characteristics of projected
temperature changes also differ from the 2020–2029
period. Temperatures downscaled from HadCM3 exhibit
the smallest increase during spring, while those down-
scaled from CGCM2 show the smallest increase during
summer (Figure 8). Although results downscaled from
both models indicate year-round warming for the period
2050–2059 relative to the present day, and similar annual
temperature increases at most stations (Figure 6), the
magnitude and seasonality of the warming differs consid-
erably and is larger in results downscaled from CGCM2
output, with the exception of summer (Figure 8). Results
from both GCMs exhibit a weak negative variance
response overall, with some stations exhibiting increases
in variability and others exhibiting decreases.
The downscaled seasonal cycles of Tmax and Tmin
from both GCMs indicate warming at most stations,
consistent with recent observations and the increases
in greenhouse gases on which the model projections
are based. However, the results from the models are
substantially different from each other, and temperatures
downscaled from HadCM3 are inconsistent with the
trends in recent observations (e.g. Folland et al., 2001),
specifically during the winter season. It is noteworthy
that there are differences in the downscaled projections
for nearby stations, which lie within the same GCM grid
cell (often >0.5 K, see Figures 6 and 7). This may reflect
local environmental factors that influence the station data,
but are not accounted for in the coarse-resolution GCM
data.
Projected changes in lag-0 and lag-1 correlation
coefficients
When applied to HadCM3 and CGCM2 projections
for 2020–2029 and 2050–2059, the regression equations
used to downscale the lag-0 and lag-1 correlations
between Tmax and Tmin result in only minor changes
in monthly statistics, indicating little change in the
relationship between Tmax and Tmin, which is consistent
with recent studies (e.g. Vose et al., 2005). In general,
projected changes in the elements of both M0 and M1
are less than |0.05|. Projection changes of the elements
of both M0 and M1 are less than |0.1| for all stations and
all months for both future periods. This result provides
some justification for previous studies, such as that of
Qian et al. (2005), which assumed no changes in M0 and
M1 for a weather generator applied to climate change
simulations. To produce climate change scenarios as
consistent as possible with the GCM simulations, we use
these slightly changed values of M0 and M1.
Projected changes in extreme events
Prolonged periods of extreme high temperatures have
received increased attention in recent years owing to their
impact on human mortality. The weather generator was
thus used to generate a 100-year sequence consistent
with the climate change signal to allow probability-
based estimates of changes in the frequency of extreme
events. Prior to examining future changes, we considered
the performance of the downscaled data relative to
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Figure 4. Comparison of results obtained by downscaling weather-generator parameters and a simple transfer-function methodology. Monthly
means and standard deviations are shown for a single station (Princeton, IN) for the period 1990–2001. For each month, three symbols are
used: observed data (
°
), data predicted using downscaled weather-generator parameters (∗), and data predicted using a regression-based transfer
function (×). The individual panels depict results from: (a) HadCM3 Tmax mean, (b) HadCM3 Tmin mean, (c) HadCM3 Tmax standard deviation,
(d) HadCM3 Tmin standard deviation, (e) CGCM2 Tmax mean, (f) CGCM2 Tmin mean, (g) CGCM2 Tmax standard deviation, and (h) CGCM2
Tmin standard deviation
observations over the 1990–2001 period. During this
period, the data downscaled from both GCMs tends to
produce extreme warm days too infrequently. Averaged
over all stations, the 95th percentiles of Tmax and Tmin
differ from observed values by 0.6–0.7 K and 1.3–1.4 K,
respectively. On the basis of this finding, we present our
results in terms of differences between heat waves in
the current and future downscaled GCM climates, rather
than comparing the downscaled future GCM climate with
current observations.
There is no standard definition of a heat wave (Robin-
son, 2001; Souch and Grimmond, 2004). For the purposes
of this study, we define a heat wave as a period of at
least three days in which Tmax and Tmin both remain
above their respective 97.5th percentiles (defined using
the 1958–2001 surface data). The percentile-based def-
inition is used here rather than fixed thresholds because
previous work has suggested that such thresholds should
be location specific (e.g. Kalkstein and Davis, 1989;
Smoyer et al., 2000; Watts and Kalkstein, 2004). The
number of heat waves in both the current and down-
scaled climates will be dependent on this choice of
definition. We analyze occurrence of 3-, 4-, and 5-day
heat waves in the observed record (1958–2001) and
in the stochastically generated GCM downscaled series
for 1990–2001, 2020–2029, and 2050–2059. Although
longer heat waves have occurred in the past at the stations
analyzed here, they are extremely rare events.
The results, summarized in Figure 9, indicate an
increase in the occurrence of heat waves in the series
downscaled from both GCMs. While CGCM2 indicates
only minor increases in heat wave occurrence by the
2020s, temperatures downscaled from HadCM3 indicate
an increase of more than 4 three-day heat waves per
decade. This result is consistent with the increase in
the variability of summer temperatures downscaled from
HadCM3. For the 2050s, the results show less disparity,
with downscaled results indicating an increase of around
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Figure 5. Box-and-whisker plots of seasonal temperature change projections from downscaled CGCM2 and HadCM3 output. The y-axis indicates
temperature change for 2020–2029 relative to 1990–2001. The ends of the whiskers indicate the maximum and minimum values (across stations),
while the height of the box indicates the inter-quartile range. The line in the middle of each box represents the median. Spatial variability can be
inferred from the height of the box and whiskers. Results are shown for (a) CGCM2 Tmax, (b) HadCM3 Tmax, (c) CGCM2 Tmin, and (d) HadCM3
Tmin, and synthesize the changes in temperatures across all 26 stations
17 and 11 three-day heat waves per decade from HadCM3
and CGCM2, respectively (Figure 9). These results can
be attributed to the larger increase in summer temper-
atures downscaled from HadCM3 relative to CGCM2
for the 2050s. The changes in heat wave occurrence
from both models are largest at southern stations. The
increases discussed above are particularly large given the
relative rarity of such events in the 1990–2001 simu-
lations. Averaged over all stations, three-day heat waves
during the 1990–2001 period occur at a rate of 0.7 events
per decade and 0.03 events per decade for HadCM3 and
CGCM2, respectively. Recent heat waves have occurred
in both Chicago (Changnon et al., 1996) and St Louis
(Smoyer, 1998). Examination of results from nearby sta-
tions (Jacksonville, IL and LaPorte, IN) suggests that
heat waves will become more frequent at both locations,
although the increase in frequency is greater at the station
near St Louis (Figure 10). In accord with results averaged
over all stations, larger increases are indicated from the
results downscaled from HadCM3.
Both Schar et al. (2004) and Meehl and Tebaldi (2004)
report a potential increase in future heat waves over
Europe owing to increases in interannual variability of
surface temperatures. While the results presented in this
study do not address interannual temperature variations,
the downscaled results indicate an increase in the number
of heat waves due to an increase in variability for the
2020s, but an increase in heat waves in the absence of a
widening of the daily temperature probability distribution
for the 2050s.
CONCLUSIONS
In this study, we have developed and applied a new
hybrid downscaling methodology based on regression
analysis of weather-generator parameters. The param-
eters downscaled from 1990–2001, 2020–2029, and
2050–2059 GCM simulations were then used to stochas-
tically generate data for these periods at 26 stations in
the Midwestern USA. Results for the reference period
(1990–2001) showed that the new methodology produces
results that exhibit better agreement with observations
than a traditional transfer-function method, especially
with respect to temperature variability.
The downscaled seasonal cycles of Tmax and Tmin
from both GCMs indicate warming at most stations,
which is consistent with recent observations and the
increases in greenhouse gases on which the model
projections are based. The results from the two GCMs,
however, are substantially different on a seasonal basis,
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(a) CGCM2 Tmax 2020–2029 (b) HadCM3 Tmax 2020–2029
(c) CGCM2 Tmin 2020–2029 (d) HadCM3 Tmin 2020–2029
(e) CGCM2 Tmax 2050–2059 (f) HadCM3 Tmax 2050–2059
(g) CGCM2 Tmin 2050–2059 (h) HadCM3 Tmin 2050–2059
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Figure 6. Projected changes in annual mean Tmax and Tmin based on downscaled GCM output for (a) CGCM2 Tmax 2020–2029, (b) HadCM3
Tmax 2020–2029, (c) CGCM2 Tmin 2020–2029, (d) HadCM3 Tmin 2020–2029, (e) CGCM2 Tmax 2050–2059, (f) HadCM3 Tmax 2050–2059,
(g) CGCM2 Tmin 2050–2059, and (h) HadCM3 Tmin 2050–2059. The maps depict changes from 1990–2001 values
resulting in lowered confidence regarding the downscaled
results.
Results from the stochastically generated temperature
scenarios also indicate increases in heat wave occurrence.
However, while the results downscaled from HadCM3
and CGCM2 both indicate increases in heat wave occur-
rence, the details of the increases differ, with HadCM3
projecting a much larger increase in heat wave occurrence
than CGCM2. For the 2020s, the additional heat waves
are primarily due to increases in the variability of daily
temperatures. For the 2050s, however, the additional heat
waves result from large increases in summer tempera-
tures.
The downscaling methods presented here are capable
of reproducing the major features of the observed climate
over the period in which station observations and GCM
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(a) CGCM2 Tmax 2020–2029 (b) HadCM3 Tmax 2020–2029
(c) CGCM2 Tmin 2020–2029 (d) HadCM3 Tmin 2020–2029
(e) CGCM2 Tmax 2050–2059 (f) HadCM3 Tmax 2050–2059
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Figure 7. Projected changes in annual mean Tmax and Tmin based on direct GCM output for (a) CGCM2 Tmax 2020–2029, (b) HadCM3
Tmax 2020–2029, (c) CGCM2 Tmin 2020–2029, (d) HadCM3 Tmin 2020–2029, (e) CGCM2 Tmax 2050–2059, (f) HadCM3 Tmax 2050–2059,
(g) CGCM2 Tmin 2050–2059, and (h) HadCM3 Tmin 2050–2059. The maps depict changes from 1990–2001 values
simulations coexist (1990–2001). However, although the
downscaling was conducted using GCMs with identical
forcing scenarios and downscaling methodologies and
similar predictor variables, the resulting temperature
scenarios exhibited large discrepancies. Future work will
address these issues by focusing on identifying physical
causes for these differences and expanding the work
presented here to include systematic evaluation of other
GCMs using identical sets of predictor variables. Future
work will also incorporate a longer period of overlap
between the observed data and GCM simulations to
allow investigation of interannual variability. Although
these differences demonstrate the uncertainty of GCM-
based regional climate downscaling, the improvement
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Figure 8. Same as in Figure 5, but for 2050–2059
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Figure 9. Projected increases in heat wave occurrence averaged over all stations resulting from downscaled HadCM3 and CGCM2 output for
(a) 2020–2029 and (b) 2050–2059
obtained by applying these new innovative downscaling
methods to multiple GCMs should increase confidence in
the projected magnitude and potential impacts of future
warming at the regional scale.
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