Abstract. In this paper, we present several results concerning the long-time behavior of positive solutions of Burgers' equation u, uxx + euux, 0<x < 1, t>0, u(x, 0) given, subject to one of two pairs of boundary conditions: (A) u(0, t)=0, ux(1, t)= auP(1, t), > 0, or (B) u(1, t)=0, u(0, t)=-auP(O, t), where 0< p < oz. A complete stability-instability analysis is given. It is shown that some solutions can blow up in finite time. Generalizations replacing euu by (f(u)), and au p by g(u) are discussed.
if(x, t)=-u(1-x, t) defines a one-to-one, onto correspondence between the solutions of (A) and those of (B). This observation permits us to construct all the stationary solutions of (A) (or (B)) for all real e, if we know only the positive stationary solutions of (A) and (B) for e >_-0. (Nontrivial stationary solutions of (A) and (B) are necessarily of one sign.)
Our interest in these problems is twofold. First, when e =0, (A) and (B) are essentially the same problem. They have been studied from the point ofview of potential well-theory (in several space dimensions) in a recent series of papers [6] , [7] . The arguments used therein establish the existence of a potential well for which solutions starting in the well remain in the well and for which solutions starting in the exterior of the well are unstable and, indeed, fail to exist for all time. However, when e 0, such arguments, which demand the existence of a potential energy functional, cannot be applied to problems (A) and (B), for which no such functional exists.
Second, in [1] , [15] It has been observed in [6] , [7] that with e =0, potential well theory for (C) closely parallels that for (A) (even in several space dimensions). We might therefore expect that when e >0, the study of (A) or (B) might provide additional insight into the behavior of solutions of (C).
Although this is true in some generalized sense, the analysis of the bifurcation diagram for (C) is much less well understood than those for (A) or (B). However, numerical calculations show that it is closer to (B) than to (A) in structure.
Our results are in the spirit of the framework considered by Hirsch [3] and Matano [9] , [10] for strongly order preserving systems. However, application of their general results to our problem is complicated by the presence of the nonlinear term in the boundary condition. Also we make very strong use of the qualitative dependence of the stationary solutions upon e, which is probably special to the one space dimensional character of our problem. We hope to pursue this matter in a later work.
Some (but not all) of our local existence results have been obtained by Amann [14] , in a more general setting. However, we include these proofs here to make our work self-contained.
The plan of the paper is as follows. In 2, we characterize the set of nonnegative stationary solutions for a generalization of (A), (B). We then obtain the set of stationary solutions of (A), (B) and give the bifurcation diagrams. Verification of the nature of the diagrams is given in Appendix I. In the third section we examine the questions of stability and unstability of the set of stationary solutions. Finally we briefly discuss the question of local existence and continuation in 4. , where f, g are real valued, continuously ditterentiable functions defined on R with f(0)=g(0)=0 and where ug(u)>O if u0. We will impose additional hypotheses below. However, these will include the choicef(u) eu2/2, g(u)= alulP-lu with p > 0.
We shall focus on the behavior of nonnegative solutions of (A1), (B1) and their corresponding stationary problems. (The hypotheses on f, g do not imply that there are any solutions at all of (2.2), (2.4).)
To prove Theorem 2.2A, we see from the conservation laws that for any x (0, 1) (-3, ] . But then we obtain a contradiction from -(a-l) [ 
which is positive. Therefore K' is negative on (1, oo). However lima_+1 K (a) +oo while K (a) 4(q 1)a (<0) as a oo. Therefore K has exactly one sign change and 4b first increases and then decreases on (1, oo). We note also that lim<,_>+ (a)=0 and, by L'Hopital's rule (a)(2/(2q-1))a -2(-q) as a-+oo so that lim<_++oo b(a) =0. Thus the equation (a)-6 has zero, one or two solutions accordingly as e > 2(6)(v-2>/(P-'>a '/(p-i>, e 2(qb)(P-2)/(P-')a'/(P-') or where 8 
We see that with q 1/(2 p), where We have
Moreover, K'(a)> 0 on (0, oo) while g(a)--as a0
as a-+o. Therefore I'(a) changes sign exactly once on (0, oo), I(a)+o as a-0 + and as a-+. Therefore (2.9) has zero, one or two solutions according to whether
I= min I(a).
When p 1, the situation is somewhat different than the case p > 1. We must solve (with 6 a when p 1)
It is easy to see that when 6(0, 1], J'(a) <0 and the range of J is (0, r/2) so that we have no positive stationary solutions in this case. If 6 > 1, then J'(a) has a unique positive root at 6=[(6+ 1)/(-1)] 1/2 while J'(a) > 0 if a> 6 and J'(a) <0 if a <.
Since 6 corresponds to a negative minimum of J, we see that there is a unique solution of J(a) --0 in (0, 6) and none on [6, We see that Q' changes sign from -(6q-2) near a =0 to nearly 2(1--q)a2/(a2+ 1) 2 for a large. Therefore since Q(a)-, (2q-1)r as a -0 + and zero at a +oo, Q changes sign exactly once and hence so does K'(a). The unique root of K' will correspond to a maximum of K(a). Calling this root 6, we have
We find (2q-1) tan -1 (l/a)= qa/(a+ 1).
-1 K(6) (2q-1)(6 2+1)"
[(1-q)(2q-1)6 3+(3q-which is negative.
Therefore K(a)<0 and I'(a)<0. Since I(a)---a -2(1-q as a-+o, we see that in this case I(a)= 3 has exactly one solution when 0 < p < 1.
The bifurcation diagrams then have the form indicated in Figs Proof If u had a negative minimum in DT_ for some 3 > 0, then for any h,/ > 0, v e-(x+')u also would have a negative minimum in/)T-. We choose h so large that A >sup {g(u(1, t))/u(1, t)]0_--< t_--< T-3} and then choose so large that / > h2+ h sup {f'(u(x, t))[ (x, t) 6/)T-}.
Then for v we have, in DT_,
Vx=(g(u)/u-A)v when x 1 and 0 < _-< T-3. From the first of these, a negative minimum cannot occur in DT_ or at T-3 and 0 < x < 1, while from the second it cannot occur on x 1, 0 < _-< T-3. Since it cannot occur at x 0, we have u(x, t) > 0 in DT_ except at x 0. We now set d/(x, t) e(;'"+")(v(x)-u(x, t)).
We find that in DT_
and at x 1, 0< t_-< T-6, we have G _-> (g'(/) + A)q. We choose A,/ to make the coefficients of q, in these last two inequalities negative. Therefore, if q, has a negative minimum in Dr-s, it must occur at x =0 or at (1, 0). At (1, 0), however, q(1, 0)>_-0. Therefore q, >_-0 and the second statement is proved. An argument similar to the above shows us that if u(
We then have, in consequence of the local existence and continuation results, the following theorem. THEOREM 3.2A. Let f+ g be strictly increasing on [0, oo). Suppose also that f' is strictly increasing and g(u)/u is increasing on [0, oo) and that the roots of (2.2) are isolated. Then there is at most one positive stationary solution of (A1), call it w(x). Moreover, if u(.,. solves (A1) on DT-UFrand 0 <-u(x, 0) =< (1-tr)w(x) on [0, 1], then we may take T=+oo and O<= u(x, t) <-_ (1-cr)w(x) for atl x [O, 1], t[0, oo). Therefore the null solution is stable from above and w(x) is unstable from below and above (when it exists).
Proof Let wl, w2 be two stationary solutions of (A) with 0< w(1)< w2(1) and assume that there are no solutions of (2.2) in (w(1), w2(1)). By Theorem 2.1A, we have w(x) < w2(x) on (0, 1]. Moreover, wl(x) >0 for i= 1, 2 on [0, 1] by Lemma 2.1. With q(x)= w(x)/w(x), we have q'(x)=(f'(wz)-f'(wl))q>O on (0, 1]. From this it follows that w(0)_-< w.(0) which, by uniqueness, must be strict. Moreover, w(1) g(wl(1)) 0< w(1) g(w2(1))
Wl (1) g(wl(1))/Wl(1) w,(1)=< <1.
g(w2(1))/w2(1) WE(l) W2(1) Set yi 1-w(i)/w'2(i), i=0, 1. Then yi (0, 1) and, on (0, 1],
(1 To)W2(X) < Wl(X)< (1 T1)W2(X).
Let u(x, t) solve (A,) with u(x, O) (1--T1)l/2w2(x). Then (1 'yl)--I/aWI(X) < U(X, 0) (1 /1)l/2w2(X).
By the lemma and this inequality, 
Then lim,_ F(x, t)= I1 o G(x, y)c(y) dy and is finite. If we calculate F,, we see that
as oe. This limit, which is nonpositive, is in fact zero for x e [0, 1]; otherwise F would not have a finite limit as t-+oo. Therefore,
and hence 4 is a stationary solution of (A) with 4(1)e (w(1), w2(1)), which is the desired contradiction. (If g(u)/u is strictly increasing, then one can relax the condition that the roots of (2.2) are isolated. It then follows that Wl(1 )/W2(1 < 1 Wtl(1)/w(1) < Wl(1)/w2 (1) which is a contradiction and the rest of the argument may be omitted.) The second statement of the theorem follows from the lemma and the continuation theorems. The null solution is therefore stable from above in the class of continuous functions on [0, 1] vanishing at x 0 while w(x) is unstable from above and below in this class.
Although the positive stationary solution is unstable (when it exists), there remains the question of the long-time behavior of solutions of (A) when u(x, O)> w(x). Suppose that u(x, t, el) is a solution of (A1) with u(x, O, e)= w(x, e2). Then, on (0, 1), u,(x, O, e)= Wxx(X, e2)+ elf'(w(x, e2))" w,(x, e) < w(x, e2)+ ef'(w(x, e_)). Wx(X, e) -'0.
Therefore since ut satisfies a linear problem with homogeneous boundary data, u, < 0 on Dr (.l F r except at x 0 and (3.10) w(x, el) < u(x, t, el) < w(x, (The first inequality follows from standard comparison theorems. Note that u and the w's satisfy the same boundary conditions.) Thus, from the continuation theorems and (3.10), T and (x, e)-= lim u(x, t, el) exists. From (3.10), w(x, el)<--(x, e)< w(x, e2) so that, letting e2$el, we obtain (x, el)= w(x, e). This suffices to show that w(x, el) is stable from above. Similarly, with el > e2, one easily shows that w(x, el) is stable from below.
In the second case, from w(e)<0 on [el, e2] we have that w(1, e2)<w(1, and consequently w(x, e)< w(x, el) is a left open neighborhood of x 1.
Suppose that u(x, t, e) is a solution of (A1) with u(x, O, e2)= w(x, el). Then since f'>0, Wx >-0, on (0, 1), Ut(X O, 62) Nxx(X 61)--e2f'(w(x, 61))Wx(X, 61) > Wxx(X, el)+ elf'(w(x, 61))Wx(X 61)=0.
Since u, is nonnegative at x 0 and satisfies a homogeneous linear condition at x 1, Proof. We need to compute w(e) on such branches. Setting x= 1 in (3.9), we find that w, w() 1-g(wl)(g'(wl)+ ef'(w,)) O2(tr) (3.11) where D(o-) denotes the denominator in (3.8) . When e =0, g(wl(0)) wl(0). We find from (3.11) that Wl (3.12) [1-g'(w(0))]w(0)
Therefore w(0) < 0 or w(0) > 0, accordingly g'(wl(0)) > or g'(wl(0)) < 1. From (3.11), it follows that the sign of w(e) cannot change along the branch unless the coefficient of w(e) changes sign. Since the product is strictly positive, w(e) will be of constant sign.
As an example, with f(u)--1/2eu2, g(u)= au p, we find that Wl(0)= a In order to demonstrate the instability of the null solution when p 1 and a > 1 or when 0<p<l, suppose Uo(X)>0 on (0, 1] and Uo(0) =0, U'o(1)>-au(1). Choose A > 0, 6 > 0 so small that a -> 3 -PA coth A (sinh A -P, Uo(X) >= 6 sinh (hx). Then (3.14) v(x, t)= 6 sinh (hx) is a subsolution. That is, vxx+eVVx>-_O, vx(1, t)<-a(v(1, t)) p. Therefore u(x,t)>= 6 sinh (Ax) for all in the existence interval and hence zero is unstable from above.
(When a 1, use v 6x.)
We next turn our attention to (B). As noted earlier, the structure conditions on f, g are somewhat different in this problem. There are parallel results however. Suppose that the roots of (2.4) If we let u solve (B) with u(x,O)=(l+6)w(x), then, by the lemma u(x, t)>0
except at x--1 on DT-U F-and by the first and second maximum principles u(x, t)<(l+6)w(x)
on DT-and F T-. The lemma assures us that for all x, u(x, t) > (1 yo)W2(X). (2.4) . Since wl(0) < (1 -yo)w2(0)< b(0)< (1 + 6)w(0) < w2(0), we have reached the desired contradiction.
As in Theorem 3.2A, if-g(u)/u is strictly increasing, the proof may be shortened and the zeros of (2.4) need not be assumed to be isolated.
The choice f(u) 1/2eu , g(u) au P, a > 0, 0 < p < 1, together with the observations in Example 2.1, provides an illustration of this result.
Sometimes solutions of (B1) can blow up in finite time. Proof The proof is a straightforward calculation, variants of which can be found in [7] , for example (in the case f=0). We next replace f by ef in (B1). We prove the following. THEOREM 3.6B. Let f'>O on (0, oo) and suppose that w(x, e) is a C branch of positive stationary solutions of (B1) with f replaced by ef along which g(wo)-ef(wo) > 0 (Wo(e)=--w(O, e)). If w(e)=Ow(O,e)/Oe>O, this is a branch of unstable stationary solutions. Iff">= 0 and W'o( e < O, this is a branch of stable stationary solutions.
Proof. Suppose w(e)> 0. Then if el < e2, w(x, el)< w(x, e2) in a neighborhood of x =0. Then, with u(x, t, el) a solution of (Bl) with e-el such that u(x, 0, el)= w(x, e2), we find that on (0, 1), Ut(X, O, 62)--W"+ e, lf'(w)w' w"+ ef'(w)w'+ (el e)f'(w)w' W(X, E2) U(X, t, /1) W(X, /1)-(Again note that u and the w's satisfy the same boundary conditions.) Thus, we may take T= + and lim,_, u(x, t, el) d(x, el) exists. Moreover, w(x, e2) <= oh(x, e) <= w(x, e). Letting e2 decrease to el, 4(x, e) w(x, e). This shows that w(x, el) is stable from below. A similar argument shows that w(x, e) is stable from above. [ The convexity of f in Theorem 3.6B is not necessary. COROLLARY 3.8B. Let f'>O on (0, ), and suppose that w(e)<0 on some C branch w(x, e) of stationary solutions of (B) where D(tr) is the denominator in (3.27) . By hypothesis, the integrand in the integral is negative while the coefficient of Ow/Oe is positive. [3 As an example, we again take ef(u)=u2, g(u)= aup, u >--0. We find again that W0(0 a -1/(p-) and g'(wo(O)) 1 -p.
Thus, if p > 1, the branch of positive solutions emanating from zero is unstable. For p > 2, this branch exists for all e > 0. Therefore, for all e > 0, the null solution is stable from above. For 1 <p < 2, the upper branch is stable since w(e)< 0 there. When 0 < p < 1, w(e) < 0 and the branch of positive solutions (which also exists for all e > 0) is stable. Thus, by Theorem 3.2B, in this case the null solution is unstable from above. We assume that f, g are defined on R , that g(u) > 0 for u > 0 and thatf(0) g(0) 0. We shall also assume that f is uniformly Lipschitz in compact subsets of R , that g is continuous and is uniformly Lipschitz on compact subsets of R 1-{0}. ( 
