Iron oxides and oxyhydroxides are challenging to model computationally as competing phases may differ in formation energies by only several kJ mol −1 , they undergo magnetization transitions with temperature, their structures may contain partially occupied sites or long-range ordering of vacancies, and some loose structures require proper description of weak interactions such as hydrogen bonding and dispersive forces. If structures and transformations are to be reliably predicted under different chemical conditions, each of these challenges must be overcome simultaneously, while preserving a high level of numerical accuracy and physical sophistication. Here we present comparative studies of structure, magnetization, and elasticity properties of iron oxides and oxyhydroxides using density functional theory calculations with plane-wave and locally-confined-atomic-orbital basis sets, which are implemented in VASP and SIESTA packages, respectively. We have selected hematite (α-Fe 2 O 3 ), maghemite (γ-Fe 2 O 3 ), goethite (α-FeOOH), lepidocrocite (γ-FeOOH), and magnetite (Fe 3 O 4 ) as model systems from a total of 13 known iron oxides and oxyhydroxides; and use same convergence criteria and almost equivalent settings in order to make consistent comparisons. Our results show both basis sets can reproduce the energetic stability and magnetic ordering, and are in agreement with experimental observations. There are advantages to choosing one basis set over the other, depending on the intended focus. In our case, we find the method using PW basis set most appropriate, and combine our results to construct the first phase diagram of iron oxides and oxyhydroxides in the space of competing chemical potentials, generated entirely from first principles.
I. INTRODUCTION
Iron oxides and oxyhydroxides are abundant in nature; they are widespread in soils, waters and rocks, and are also found in living organisms, air dusts, meteorites, and Martian soils. [1, p. [1] [2] [3] [4] [5] [6] [7] Iron oxides and oxyhydroxides have been the focus of numerous studies in the fields of geology, materials, soil, biology, and environmental sciences, and have broad applications in pigments, magnetic recording devices, medical imaging contrast agents, heavy metal sequestration absorbents. and adsorbates. Given their ubiquity, it is surprising to find that the structures of some iron oxides and oxyhydroxides remain poorly understood, even after years of studies and numerous debates. In addition to this, size effects introduce a further complication, especially when we approach nanometer regimes, as shown in a recent review of the structure complexity, [2] in which the authors showed particle size, hydrous and hydrated environments, and synthesis processes all affect the observed structure. Collectively, these complicated issues have fueled constant interests in iron oxides and oxyhydroxides over the past decades.
Like many materials, the development of characterization technologies and new samples often sparked renewed debates and led to new questions. One example is the debate on the origins of magnetite found in meteorites and magnetotactic bacteria. The magnetite nanocrystals from the Martian meteorite ALH84001 share many features with that from magnetosomes in terrestrial magnetotactic bacteria. [3] The similarities include unusual morphology, chemical purity, and crystallographic perfection. The similarities led to the proposal that the magnetite nanocrystals from the Martian meteorite were produced by biogenic processes, therefore provided strong evidence of lives in early Mars. [4, 5] This proposal was later questioned [6, 7] and even dismissed [8] because inorganic processes can also produce similar morphologies. However, the debate triggered new studies seeking reliable methods to identify origins or magnetite nanocrystals, and crystal size distributions [9] and oxygen isotope fractionation [10] have now been proposed to discriminate inorganic from organic origins.
A. Pseudopotentials
In this study, we use pseudopotentials to describe core electrons and nuclei. For the PW basis set, we use the projector augmented wave (PAW) potentials from the pseudopotential libraries shipped with VASP. The reference states of valence electrons for generating the pseudopotentials of Fe is 3d 7 4s 1 . The core radii are 2.30 Bohr, 1.1 Bohr, and 1.52 Bohr for
Fe, H, and O, respectively. Nonlinear core corrections are included for Fe with radius of 2.0
Bohr.
For Fe, the 3d electron orbital overlaps with 3s and 3p core orbitals in real space, and has a small core radius of approximately 0.7 Bohr. 4s and 4p orbitals extrude further away from the nucleus, with radii of approximately 2 Bohr. These different core radii make it difficult to assign a common cutoff to all the orbitals, due to the short core radius of 3d orbital (∼0.7
Bohr), which requires very large cutoff of plane-waves (about 11000 eV) to converge the energy in 3 meV/atom. [40] One practice to eliminate the difference in core radii is to include 3s and 3p as semi-core states, in place of the 4s and 4p states respectively. In this way, the reference state is not neutral (one 4s electron or two 4s electrons are excluded, assuming the ground state is 3d 7 4s 1 or 3d 6 4s 2 ), which is acceptable under the pseudopotential scheme. It is therefore possible to generate high-quality pseudopotentials with small core radii of around 0.6-0.9 Bohr. The hard pseudopotentials can accurately reproduce all-electron calculations to excited states, but are computationally demanding. However, it has been previously shown the gain in quality of the calculation is not apparent when semi-cores are included in Ti and Cu. [41] In order to reduce the computation cost, settings of ∼2 Bohr radii have been found to be good compromise between efficiency and cost. The soft pseudopotentials often produce acceptable results in calculating lattice parameters, magnetization and electronic structures.
For the LCAO basis set, we generate norm-conserving pseudopotentials according to the revised scheme of Troullier and Martins. [42] A potential generated with the reference valence state of 3d 6 4s 2 , core radii of 2.0 Bohr, and partial core radius of 0.7 Bohr was used in previous studies. [43, 44] Since we wish to compare with our PW calculations, we have chosen the same reference states for Fe (3d 7 4s 1 ). According to our convergence tests, the core radii are 2.0 Bohr for Fe, 1.1 Bohr for O, and 0.8 Bohr for H, smaller than those core radii of the PAW potentials for the PW basis set. Nonlinear core corrections are included for both Fe and O.
We found the nonlinear core radius of 0.7 Bohr provides the best match between pseudocore electron density and all-electron core-electron density. The pseudopotential of Fe generated with the same configurations has been used in studies to structure and magnetic properties of iron. [44, 45] The nonlinear core radius of O is 0.7 Bohr, which is same as that in ref. [46] .
We test the transferability of the pseudopotentials by comparing atomic energies of excited states from pseudopotentials and from all-electron calculations.
It is important to point out that a different nonlinear core radius is used for Fe, and nonlinear core correction is excluded for O in PAW potentials. These differences reflects to the degrees of compromise between efficiency and transferability. Fortunately, the provision of a standard pseudopotential database (by VASP) allows for considerable testing in a large variety of situations, and the norm-conserving pseudopotentials for LCAO have been tested in the above-mentioned references. Therefore, we are confident that both sets of pseudopotentials should represent core electrons of Fe, H, and O, and are adequate for this comparative study.
B. Basis sets
PW's have a definite mathematical formula with no adjustable parameters. LCAO-based basis sets use the so-called pseudo-atomic orbitals (PAO's) whose shape, size, and range are configurable. The PAO's are mathematical functions with adjustable parameters, which must be optimized for specific systems, and the quality of the PAO's are critical to the simulation results of LCAO basis sets. In the present study we have optimized our PAO's by comparing simulated and known properties of simple structures, specifically, the lattice parameter of bulk body-centered cubic (BCC) Fe, and the bond lengths of H 2 and O 2 molecules.
The PAO's in the present study (for all the three elements) are of double-ζ plus polarization (DZP). The dimensionless parameter split-norm, which determines the splitting of different ζ functions, was set to 0.28 for Fe, 0.24 for O, and 0.65 for H. The large split-norm of H is in accordance with the large variation in the effective spatial extent of hydrogen in charged states. A similar value of 0.5 was employed during a study of the pressure effects on hydrogen bonds as reported in Ref. [47] . Soft confinement has been applied according to the scheme proposed in Ref. [48] to avoid discontinuity of the functions at the cutoff distance. Hamiltonian approaches are often used in such strongly correlated systems. [49] In these models, electrons hopping between atoms experience the effective Coulomb interaction U, which is defined as the energy cost for moving an electron between two atoms that both initially had the same number of electrons, or U = E n+1 +E n−1 −2E n , where E n is the energy of an atom with n 3d (for transition metals) or 4f (for rare earth elements) electrons. [49] This energy fluctuations result in the formation of band gaps. As implementation of the model Hamiltonian approaches in DFT, the LDA+U (or GGA+U) method [12, 50] includes on-site Coulomb interactions among strongly correlated electrons.
We point out that there exist alternative approaches to solve or alleviate the bandgap problem of DFT, including hybrid HF-DFT functionals [51, 52] , and self-interaction correction [53, 54] . These approaches (including the aforementioned DFT+U) are being extensively tested in a large variety of chemical environments and becoming widely imple- [57] , plutonium oxides [58] , and several strongly correlated solids [59] . Various hybrid functionals have been developed and actively tested with other hybrid functionals and pure functionals. [60, 61] Among the recent developments of hybrid functionals, the range-separated hybrids [59, [62] [63] [64] and Heyd-Scuseria-Ernzerhof hybrid functional [65] [66] [67] [68] are very promising in tackling the correlation effects in solids. Hybrid functionals often give acceptable thermochemical results owing partly to their semi-empirical nature and the fitting procedure (such that the amount of exact exchange can be tuned to fit known physical and chemical properties). With the increasingly available options, it is, however, desirable to select those density functional approximations of nonempirical constraint satisfactory with least fitting parameters. [69] Choices of the approaches may depend on the availability of implementations or computational cost. In this study, we have chosen DFT+U to account for the band-gap problems of DFT because it is implemented in both computation packages (VASP and SIESTA) which are analyzing herein. There are, of course, many other computation packages that use PW and LCAO basis sets with different compromise between accuracy and computation cost. Both the two packages we use for this study have users of broad interests, ranging from physics, chemistry, materials science, and biology. They thus should serve as robust computational tools for our study.
For the strongly-correlated systems, the improvements to band-structure calculations provided by DFT+U are substantial. [50] To demonstrate this, we test the GGA+U methods in the calculations of bulk Fe, iron oxides and oxyhydroxides in both PW and LCAO methods.
Both packages have implemented the GGA+U method based on a simplified rotationally invariant formulation by Dudarev et al. [50] . In this implementation, only the effective Coulomb repulsion U eff = U − J is significant. In our study, the on-site Coulomb interactions are included only for strongly correlated Fe 3d electrons, but not for the electrons of O or H, or other types of electrons of Fe.
The DFT+U method has previously been employed to study magnetite [17, 18] , hematite [20, 22, 70] , goethite [29] , and maghemite [31] , for which the parameter U varies between 2 eV to 5 eV. Cococcioni with GGA, to assist others in selecting the most appropriate approach for their work.
D. Computational Settings
To facilitate a cross-comparison, we have used consistent settings for all the iron oxides in both basis sets. The k-points for sampling over the Brillouin zone were generated using
Monkhorst-Pack scheme. [72] For a primitive cell of BCC Fe, a k-mesh grid of 23 × 23 × 23, which corresponds to 364 irreducible k-points in the first Brillouin zone, can achieve convergence of total-energy in 2 meV/atom when using the PW basis set. For the LCAO basis set, a k-grid of 17 × 17 × 17 can reach the same convergence of energy, and the number of k-points is 2457. One immediately notices the large difference in the numbers of k-points in the PW and LCAO basis sets. This is due to the different symmetrization treatments in the two programs. The VASP code utilizes crystal symmetries to calculate the charge density, forces, and stresses. The symmetry elements of the crystal structure greatly reduce the number of necessary k-points for adequate sampling. The SIESTA code is designed for large systems, as its name indicates, and symmetry constraints are usually excluded.
SIESTA only trims a small amount of redundant k-points from the constructed grid. Alternatively, SIESTA uses molecular dynamics (MD) algorithms for geometry optimization over an auxiliary supercell. This difference in symmetrization leads to a very different number of k-points used in sampling the band energies, however, the convergence criteria of k-mesh density with respect to total-energies are set to 1-2 meV/atom in both basis sets. The sizes of k-mesh and numbers of k-points used in the calculations are shown in Table II. set. There are subtle differences between these equivalent settings across the two basis sets.
In the LCAO basis set, wave functions are constructed using atomic orbitals, and the cutoff should only affect the accuracy of integration; in the PW basis sets, the plane waves are also used to construct the valence wave functions, so the cutoff has a larger impact on the quality of calculations. After the convergence tests, we chose cutoffs of 5130 eV for bulk Fe, 4080 eV for O 2 , 2040 eV for H 2 , and 6800 eV for all the 5 iron oxides and oxyhydroxides, so that the total-energies converge below 2 meV/atom. For consistency, we have also included spin polarizations when calculating the properties of the isolated molecules, even though H 2 and H 2 O are non-magnetic (or diamagnetic).
In both PW and LCAO calculations, the net spin moments of H 2 and H 2 O are zero, in agreement of experimental observations. The spin moment of O 2 is 2.0 µ B using both PW and LCAO basis sets.
F. Elastic properties
In this study we calculated bulk moduli of each solid material by fitting to BirchMurnagham equation of state. [73] In addition to this, we calculate the elasticity tensors of bulk Fe, iron oxides and oxyhydroxides using a finite-difference method. In this method, a series of strains are applied to the equilibrium unit cell, the total-energies of the strained structures are calculated, and the elasticity tensor components c ij are calculated through:
where E is the total-energies of strained structures, E 0 is the total-energy of equilibrium structure with zero stresses, and ǫ is the applied strain. The subscripts i and j are of matrix notations. [74, p. 134 ] The strains are grouped into a number of transformations, which are chosen in accordance with the crystal symmetry of the structures. For each transformation, 6 strains of ±0.015, ±0.010, and ±0.005, in addition to the equilibrium structure, are used for linear least-square fitting to calculate the c ij tensor components.
We developed a computer program to calculate elastic constants of crystals by using ab initio packages as backends. Since this method only requires total-energies, which can be calculated using many computation packages, we can make consistent comparisons by using the same strains. This method and program have been previously tested in calculating elastic constants of Co [75] and Ni-B alloys [76] .
III. RESULTS AND DISCUSSIONS
In the following sections we will focus on presenting results of our detailed comparisons between the PW and LCAO basis sets, as well as the physical comparisons being made in energetic stability, lattice parameters, elastic properties, and magnetization states of our collection of iron oxides and oxyhydroxides.
A. Bulk Fe
The ground state of bulk iron is of body-centered cubic (BCC) structure (space group Im3m, No. 229) and ferromagnetic. Fe is a well-behaved system within the framework of standard DFT-GGA, which predicts correctly thermodynamic properties such as energetic stability and lattice parameters. With on-site Coulomb interactions, first-principles calculations can improve the predictions to electronic band structures. As mentioned above, the parameter U eff may vary from below 1 eV to about 6 eV, depending on the methods and interpretations. [49, 71, [77] [78] [79] As our focus is on thermodynamic properties, we apply mild on-site Coulomb interactions with U eff = 1.0 eV when calculating the properties of bulk iron. We choose this value of U eff because it improves the predictions of the lattice constant and cohesive energy in PW basis set (see Fig. 1 and Table III ). In general, we find that the lattice constant of Fe increases almost linearly with U eff . This is because on-site interactions alter charge density around Fe atoms, weakening the metallic bonding strength, similar to that observed in NiO. [50] The spin moment, which is sensitive to changes of atomic volume, also increases with U eff .
The calculation results are summarized in Table III For the calculations of the bulk moduli, GGA+U using PW best matches the results from experiments, while we find other methods overestimate the values by between 8% (GGA with LCAO) to 18% (GGA with PW find that GGA using LCAO provides the best overall results, and other methods either underestimate c 44 or overestimate c 11 and c 12 significantly. In particular, the components of the elasticity tensor calculated using GGA and the PW basis set can be considerably different to the experimental values, especially in the case of c 11 , but they are very close to those in recent calculations using exact muffin-tin orbitals and PBE functionals. [80] However, GGA+U tend to considerably underestimate c 44 using both PW and LCAO. The differences between calculations and experiments may include defects in single crystal Fe being measured, extrapolation to ground state, anharmonic effects, and numerical error in the calculations.
As shown in Table III , GGA+U generally offers a small improvement over GGA in calculating the lattice constant and cohesive energy of bulk iron, at the expense of apparent underestimation of c 44 .
B. Gas molecules
As stated above, we have calculated the binding energies and bond lengths of H 2 and O 2 , and bond angles of H 2 O (see Table IV ). Except for the binding energy of O 2 , the calculation results match experimental values within 2.5%. The significant overestimation of binding energy of oxygen dimer (and all other first row elements with more-than-half- (d) Ref. [83] .
(e) Ref. [84] .
(f) Ref. [80] .
filled p-orbitals) by DFT is due to the insufficient description of exchange energy, and lack Fig. 2 ). At low temperatures below about 250 K, the spin moments change direction from perpendicular to parallel to the trigonal axis, keeping the antiferromagnetic configuration; [88] and no reports have found that the crystal structure changes at this magnetic transition. In order to validate our calculation results on hematite,
we have included another two types of antiferromagnetic configurations in which Fe ions in the same layer have antiparallel spin (noted as AFM' and AFM"; see Fig. 2 ), a ferrimagnetic (FiM), a ferromagnetic (FoM), and a non-magnetic (NM) configurations.
Ignoring on-site interactions leads to significant underestimation to the band gap (0.5 eV in calculation compared with 2.2 eV from experiment; see Fig. 3 ). We find the calculated band gap linearly increase with U eff , as shown in Fig. 4 . In choosing the parameter U eff in GGA+U calculations, we fit the band gap to experimental value (about 2.2 eV [1] ). To reproduce the experimental value of 2.2 eV, U eff should be between 4.0 eV to 5 eV. We have therefore adopted U eff = 4.5 eV, and used this value consistently in our calculations to all the iron oxides and oxyhydroxides (in addition to hematite) using both PW and LCAO basis sets.
The calculated thermodynamic and elastic properties for hematite are listed in Tables V and VI. We see both PW and LCAO correctly predict the lowest energy state of the antiferromagnetic configuration AFM, in agreement with experimental observations. The calculated lattice parameters match experimental values within 3% for this stable configuration. In this case we find PW does a better job of reproducing the lattice parameters than LCAO. In both basis sets the lattice parameters from GGA+U are slightly larger than those from GGA. The largest difference between the two basis sets is the spin polarization moment of the metastable ferromagnetic state (FoM). In PW, the average spin moment is low (1.00 µ B ), in contrast with that in LCAO, where the average spin moment is high (3.42 µ B ). Both basis sets agree on the energetic order of the magnetization states, predicting that AFM<FiM<FoM<NM (formation energy increasing), but differ about the two antiferromagnetic states (AFM' and AFM").
In the case of hematite, the calculated elastic constants using PW compare favorably with those determined using LCAO. Both basis sets give almost zero c 14 (within numerical We notice that GGA+U produce larger values of c 33 than GGA using both PW and LCAO basis sets, indicating on-site interactions strengthen bonding along the trigonal axis. All the elasticity tensors satisfy the elastic stability condition, which means hematite is elastically stable in all the four calculations.
Maghemite occurs as a weathering product of magnetite, and resembles magnetite in structure and magnetic properties. The Fe ions are all in the trivalent state, with balancing vacancies to maintain charge neutrality. The crystal structure of maghemite has been characterized to be cubic, the same as magnetite, with partially occupied vacancies at octahedral sites. [89, 90] Depending on the ordering of cation vacancies, maghemite may be Tables VII and V, one immediately sees maghemite has a higher formation energy, and thus less thermodynamically stable than hematite.
In the case of maghemite, the calculated elastic properties are very similar, both in trend and numbers, when we compare the PW and LCAO calculations (see Table VIII ). The diagonal components (c 11 and c 33 ) of the elasticity tensor are noticeably larger in GGA+U than GGA; the shear moduli (c 44 and c 55 ) are also slightly larger when using GGA+U. We Figure 5 ). In addition to this antiferromagnetic state, we included another two antiferromagnetic states; one has same spin in a double-chain (noted as AFM'), the other one is similar to AFM except the corner-sharing octahedron have parallel spin (noted as AFM"). We have also calculated a ferrimagnetic, a ferromagnetic, and a non-magnetic state.
The energetic order of antiferromagnetic states are the same in both PW and LCAO calculations. The energy difference between AFM and AFM' is only about 3 kJ mol −1 , which is, however, near the limits of the computation accuracy. The small energy difference between AFM and AFM' is reproduced in both the GGA+U and GGA calculations, using both the PW and LCAO basis sets. Despite this reproducibility across different basis sets, further calculations with high accuracy are required to distinguish the energetic order of the two antiferromagnetic states. The energies of AFM and AFM' are lower than AFM" by about 30 kJ mol −1 in both PW and LCAO, indicating that corner-sharing octahedron of antiparallel spins (as in AFM and AFM') are energetically more stable than that of parallel spins (as in AFM"). In this study, we assume the AFM state is more energetically stable than AFM', and perform calculations of elastic properties based on the AFM magnetization state with and without on-site interaction.
As we see from the calculations results in previous parts (hematite and maghemite), the lattice parameters from GGA+U are usually larger than that of GGA. This trend is violated in the calculation to lattice parameter c. In the PW calculations, the GGA+U result is smaller than GGA, while in the LCAO results, the calculated c are almost the same (Table IX) . This feature is also seen in the calculation results of b-axis of lepidocrocite (see The calculated bulk moduli and elastic constants of the AFM state are listed in Table X .
We found GGA+U calculations produce appreciably larger values of bulk moduli and most tensor components than the GGA in both PW and LCAO basis sets. The reason for the strengthening effect of GGA+U is not clear. It may be related to the hydrogen bonds which are sensitive to the distribution of electron density, but further work will be needed to understand this definitively.
F. Lepidocrocite (γ-FeOOH)
Lepidocrocite has an orthorhombic structure (space group Cmc2 1 , No. 36 [94] ), which consists of double chains of Fe(O,OH) 6 octahedron which are aligned perpendicular to baxis. The double chains form sheets, held together mainly by hydrogen bonds, which are weaker than covalent or metallic bonds, and may be longer than normal chemical bonds.
Depending on the position of hydrogen atoms, the crystal structure of lepidocrocite can either be in the Cmcm space group (No. 63) where the hydrogen atom reside at the middle of two oxygen atoms in a hydrogen bond, [95, 96] or in the Cmc2 1 space group (No. 36) where the hydrogen atom is closer to one of the two oxygen atoms. [94] The difference is that Cmc2 1 is non-centrosymmetric, but is indistinguishable from the centrosymmetric Cmcm in XRD or neutron diffraction. The bond distances in the H-bonds in the Cmcm space group are extraordinarily large, thus the positions of hydrogen atoms may be averaged positions in neutron diffraction [96] , and the true symmetry may be Cmc2 1 (which has normal bond distances). We adopted the proposal in [94] as the starting structure for our calculations.
Each primitive cell contains 2 iron atoms, whose spin moment may align in parallel (fer- and antiparallel spin in neighboring double layers.
The calculated thermodynamic properties of lepidocrocite are listed in Table XI, where we can see that calculations performed using the LCAO basis set produce larger error with respect to available experimental values than those obtained from the PW calculations.
The largest error in our LCAO calculations is the overestimation to lattice parameter c by about 7.6%. The magnetization state of AFM' also deviated from antiferromagnetic, and converged to ferrimagnetic state during geometry optimization in LCAO calculations.
The non-magnetic state has larger errors in both calculations than other states, which is consistent with the results obtained for the other iron oxides and oxyhydroxides, as described in previous sections. iron atoms connected by hydrogen bonds. This can also be seen from a comparison of the AFM and AFM' states, between which the difference is solely due to the alignment of spin moments of iron atoms linked by hydrogen bonds. The formations energies of lepidocrocite (Table XI) are higher than those of goethite (Table IX) , which is in good agreement with the established thermodynamic stability of the two iron oxyhydroxide phases (where goethite is known to be more stable than lepidocrocite).
At this point we would like to highlight that a correct description of the loose, layered structure of lepidocrocite is much more difficult to obtain in our computations (using both PW and LCAO basis sets) than other types of oxides and oxyhydroxides. Geometry optimizations often become trapped in an incorrect structure, as shown in Fig. 7 . In the incorrectly optimized structure, the iron atoms are trigonal-bipyramid coordinated instead of octahedron, while the oxygen atoms that do not form hydroxyl bonds are bonded to only Table I for annotations. 3 iron atoms instead of 4. The incorrect structure may have an abnormally small lattice parameter a (up to about 20% below experimental value), large b (up to about 25% above experimental value), or large c (up to about 40% above experimental value). These incorrect structures occurred when the geometry optimizations began using the structure models that have hydrogen atoms equidistant between oxygen atoms, and may also occur with certain computational settings. We show the equation of state (EOS) calculated using GGA and GGA+U to demonstrate the sensitivity of geometry optimization by GGA on the starting structure (Fig. 8) . The incorrect structure is accompanied by the steep energy decrease when the cell volume is slightly larger (3%; the correct structure can retain up to 1% volume increase) than the equilibrium volume. In contrast, the GGA+U is robust in geometry optimizations with varying volume in this case. We carefully examine the final structures after geometry optimization, and rigorously tested the computational settings and initial structures to ensure the double layer structure of lepidocrocite.
In the case of lepidocrocite, the calculation results of elastic properties are more diverged than for other iron oxides and oxyhydroxides in this paper. As shown in Table XII , the difference between GGA and GGA+U can be more than 50% (c 13 , c 22 and c 66 in PW, c 55 and c 66 in LCAO), and the agreements between PW and LCAO are acceptable only for components c 22 , c 23 , and c 33 . This is partly due to the delicacy of lepidocrocite.
Magnetite has a cubic inverse spinel structure (space group Fd3m, No. 227) at thermodynamic standard state (room temperature, ambient pressure). Its chemical formula, 6 decades of study researchers found the phenomenon is far more complicated than was previously thought. [98] Among various changes (electronic resistivity, band structure, heat capacity) accompanied by the Verwey transition, the structure slightly distorted from the room-temperature cubic structure. At low temperatures, the structure of magnetite was proposed to be orthorhombic from nuclear magnetic resonance spectroscopy; [99] [100] [101] monoclinic from x-ray diffraction, [14, 102] , neutron diffraction, [15] , electron diffraction, [16] and x-ray resonant scattering; [103] or even lower symmetry of triclinic. [104] In the present study, we have restricted our calculation to the room-temperature cubic structure because the calculated thermodynamic properties at ground state can be extrapolated to room temperature without discontinuity by the phase transition.
In the case of magnetite we have tested 3 magnetization states: ferrimagnetic (FiM), ferromagnetic (FoM), and non-magnetic (NM). Both PW and LCAO basis sets predict that the FiM state has the lowest formation enthalpy among all these magnetization states (see Table XIII ). The lattice constants of the FiM state also provide better agreement with the experimental measurements. Using both basis sets, the calculation results differ from experimental values if we ignore spin polarization. The error in lattice constants using the LCAO approach is slightly larger than that using the PW approach. The calculated spin moments agree well with each other in both PW-and LCAO-based methods.
We calculated elastic properties (bulk moduli and elasticity tensor) of FiM magnetite, as shown in Table XIV . GGA calculations using PW and LCAO both predict that cubic magnetite is elastically stable. In the case of GGA+U calculations, we were unable to fit the strain energies with strains to calculate elastic constants, because the equilibrium cubic structure has higher energy than strained states. As shown in Figure 9 , except the isotropic deformation, the other two deformations have even lower energy than the zerostrain, "equilibrium" structure in GGA+U calculations. Increasing k-point sampling density
does not solve this problem. This indicates the cubic magnetite is elastically unstable, which agrees well with experimental observations that low-temperature (below Verwey transition temperature) structure is monoclinic, but not cubic. , and III (shear)
inconsistencies. Systematic and consistent calculations of all the phases are highly desirable to make comparisons among the different phases, as well as case-by-case comparisons with experiments. The calculations in this study have enabled us to assess the PW and LCAO basis sets, but also to make such comparisons for the first time.
To begin with, we have calculated the formation enthalpies of the iron oxides and oxyhydroxides with respect to hematite and water or oxygen ( Figure 10 ). Available experimental values [105] are also shown in figure for comparison. Among the 5 iron oxides and oxyhydroxides, magnetite is typically excluded from the experiments because all the other four compounds (goethite, lepidocrocite, maghemite, and hematite) can be rewritten as 
where ∆µ 0 (T r ) is the connection energy at standard pressure (p 0 = 1 atm) and room temperature T r = 298.15 K, C p is the molar heat capacity. The heat capacity, enthalpy difference between room temperature and 0 K, and entropy can be looked up in thermochemistry tables, eg NIST-JANAF table. [108] Calculation of the connection energies of gases are usually done through reaction equilibrium with solids. For example, we used the reaction
to calculate the connection energy of gas-phase water because the thermochemical data of MgO and Mg(OH) 2 are available. [107] Once the connection energies for room temperature is known, the chemical potentials at other temperatures (and pressures for gases) can be readily calculated using thermodynamics as long as the heat capacity data are available for the temperature range.
From Fig. 10 we see the enthalpy difference between maghemite and hematite is apparently underestimated (by about 5 kJ mol −1 ) when using GGA with PW basis set, while all other settings reproduce this energy difference well. For magnetite, the enthalpy calculated using GGA+U with PW is larger than others, but the energetic order is consistent in all the calculations. The energy difference between goethite and lepidocrocite is larger in GGA than that in GGA+U, in both PW and LCAO calculations. It is worth noting that the corrections using connection energy is ineffective to change the relative energetic orders of hematite and maghemite, or goethite and lepidocrocite, because they have same chemical compositions. However, with the corrections of connection energies, the relative energetic and we may conclude that GGA+U with PW implementation best matches experiment.
The consistent computational settings across different iron oxides and oxyhydroxides offer us a number of significant advantages, one of which is that we are in a position to construct phase diagrams. For this purpose we have chosen to use the calculation results from GGA+U with the PW implementation, and compute the the free energy of formation of a compound FeO x H y as:
where ∆H is the formation energy at ground state, ∆ O 2 (T ) and ∆ H 2 (T ) are connection energies at a certain temperature for O 2 and H 2 , respectively, R is the gas constant. One can write the formation energies with respect to H 2 O and O 2 by analogy. The connection energies were calculated using thermochemistry data in a previous study, [107] and ∆H are from the ground-state calculations in the present study. In a phase diagram, the phase boundaries determined from equation 4 are straight lines in a phase diagram.
Using Equation 4 we have constructed two phase diagrams, both corresponding to room temperature (see Fig. 11 The phase boundary between hematite and goethite has the same slope of water formation in Fig. 11a ; therefore, in a phase diagram of Fe-H 2 O-O 2 , it is independent of chemical potential of H 2 O, as shown in Fig. 11b . The phase diagram shows that the free energy of goethite is lower than hematite at standard state, and this agrees with the calorimetry measurements. [105] In a wet environment, these phase diagrams predict that the formation of goethite will be more thermodynamically favorable than hematite; while dehydration (dry conditions) will cause goethite to transform into hematite given a suitable driving force.
IV. COMPARISON OF EFFICIENCY
One of the advantages of LCAO basis sets is efficiency. [32, 36, 37, 48] The atomic orbitals used to expand the wave functions are very economic (in terms of number of orbitals per atom to achieve an accuracy) compared with the PW basis set. In the DZP (double-ζ with one polarization orbital) scheme which is used in the present study, each Fe atom needs 17 orbitals for the valence electrons, O needs 13, and H needs 3 orbitals. For a 4 × 4 × 4 k-point grid for hematite, the number of atomic orbitals is 8832. In order to achieve similar convergence in energy calculations, the PW basis set requires about 120000 PW's, which is about 15 times as that of LCAO basis set. The advantage of less orbitals will be even more apparent if the computation cell has vacuum space, such as in surface calculations, since the LCAO's are centered at ions, and vacuum requires no additional orbitals. In contrast, the PW's are delocalized, and even vacuum space has similar number-density of PW's.
In addition to this, the localized nature of LCAO's enables one to implement the order-N algorithms, which critically rely on localization of wave functions. In integrating over bands, the Fermi level needs to reside in the band gap, which should be large enough to cover the varying chemical potential. This is not true for metals and semiconductors with narrow band gaps, which include most iron oxides and oxyhydroxides. Therefore, studies on these systems are not able to benefit from the order-N algorithms.
However, fewer numbers of orbitals should still translate into efficiency (of computation time and memory usage), even without order-N algorithms. We find this is true for memory usage, but it is not always true for computation time. As shown in Fig. 12 , the PW basis set uses more memory than LCAO for calculations of all the iron oxides and oxyhydroxides included in our study (see main text). It is worth noting that the memory requirements also depends on parallelization, and the numbers are extracted from calculations using 8 CPUs for all the iron oxides except maghemite, which uses 32 CPUs. The CPU time usage for geometry optimizations for different magnetization states of hematite (Fig. 13) shows the PW basis set may exceed LCAO in some geometry optimizations, even though the PW basis set uses much more orbitals. Other factors may affect the computation time, such as minimization path, so we have taken care to always start from the same structures, and use the same method (CG) and force convergence (0.005 eV/Å) in moving atoms in order to minimise this effect. The PW and LCAO basis sets also differ in their use of symmetry (as described above), which leads to differences in the force calculations. In general we find that the difference in computation time is not as large as that in number of orbitals. By utilizing symmetrization. As an aside, we also compared the numbers of self-consistency iterations to reach the geometry optimization criteria. In most cases, the LCAO basis set needs more MD steps than the PW basis set to reach the convergence criteria.
At this point it is also worth pointing out that one of the problems with LCAO's is systematic convergence. Simply increasing radii of the atomic orbitals does not always lead to better convergence, and tuning the parameters of the atomic orbitals requires considerably more effort than is needed for the PW basis set. While increasing the number of atomic orbitals can increase the accuracy, this comes at the cost of computation (in the PW basis set as well). Tests of the size of atomic orbitals have shown high accuracy within the frame work of DFT can be achieved with multiple-ζ and multiple polarization orbitals. DZP, which is used in the present study, is usually a reasonable compromise between accuracy and efficiency.
V. CONCLUSIONS AND DISCUSSIONS
In summary, by comparing the calculation results of PW and LCAO basis sets, with and without on-site interactions, as well as among different magnetization configurations, we presented solutions to the computational challenge in modeling iron oxides. Consistency is paramount, and this has been maintained in the comparisons as to energy functionals, convergence criteria of force, k-point mesh, and starting structures for geometry optimizations.
We have shown that both PW and LCAO basis sets can find the thermodynamically stable magnetization states, and reproduce lattice parameters well (except lepidocrocite by LCAO which overestimate c by about 7% in GGA and 4% in GGA+U). However, in most geometry optimizations, the LCAO basis set is more efficient in CPU time and memory usage than the PW basis set, but the accuracy is slightly reduced when comparing with PW basis set. Several factors contribute to the efficiency difference between the two implementations, including number of orbitals, molecular dynamics algorithms in moving ions, electron density mixing, force calculation, k-point density. Using these basis sets, we evaluated elastic stability of all the materials. We find that the PW and LCAO basis sets are comparable for most structures except lepidocrocite, and that the elasticity tensor of maghemite is close to that of a cubic crystal, though the true symmetry is tetragonal due to the long-range ordering of vacancies. While GGA predicts cubic magnetite is elastically stable, GGA+U calculations contradict the prediction.
The crystal structure of lepidocrocite consists layers held by H-bonds. In computational modeling, functionals with general gradient approximation and hybrid functionals are able to describe the relatively weak interactions of hydrogen bonds. While van der Waals interactions may also contribute significantly to inter-layer interactions, as they do in graphite, they are not included in the present study, as calculations of dispersive forces are either very expensive or relying on empirical parameters. In our calculations this delicate structure exhibited some structural abnormalities, which may be due to the omission of dispersive forces.
This layered structure is not as delicate as that of graphite (in which the carbon layers are held by even weaker van der Waals interaction), but still impose an challenge to computational modeling. Accurate energy functionals that include van der Waals interactions may describe better the crystal structure of lepidocrocite.
Based on these results (which represent the first consistent set of ab initio predictions of the elastic, magnetic and thermodynamic properties), we also present the first phase diagram of 5 iron oxides and oxyhydroxides designed to predict the relative stability of these materials under different chemical conditions. Given that chemical conditions are typically characteristic of specific environments (both during and post-formation), this phase diagram will be invaluable in understanding the environmental stability of these important materials, and anticipating transformations that may be invoked by moving from one environment to another, or by variations in climatic conditions.
