Abstract-This article studies a wireless powered sensor network (WPSN), where sensors harvest energy from a hybrid access point (H-AP) and then transmit information to the H-AP via nonorthogonal multiple access (NOMA) scheme. The energy efficiency (EE) maximization problem for the NOMA-based WPSN is, for the first time, formulated as a nonlinear fractional programming, which is difficult to solve for global optimality due to the lack of convexity. To this end, we propose two important properties for the optimal solution to the EE maximization problem, based on which a particle-swarmoptimization-based solution algorithm is proposed. Simulations demonstrate the fast convergence and stability of the proposed algorithm.
I. INTRODUCTION
Wireless sensor networks are typically composed of many lowcost and low-power homogenous or heterogeneous sensors, which can perform sensing, simple computations, and short-range wireless communications. The lifetime of wireless sensor networks is limited due to constrains in energy resources and accessibility of the actual sensors [1] . Energy harvesting has emerged as an important method to provide a power supply for green self-sufficient wireless sensors, in which the energy captured from intentional or ambient sources can be collected to replenish the batteries. In particular, radio frequency (RF) energy harvesting becomes more flexible and sustainable than solar or wind energy harvesting, since the RF signals radiated by ambient transmitters are consistently available. Numerous researches have exploited the RF signals for simultaneous wireless information transmission (WIT) and wireless energy transfer (WET) [2] - [4] . This line of works focus on the fundamental tradeoff between achievable throughput and the harvested energy [5] , [6] .
There is another line of works on wireless powered sensor networks (WPSNs), which adopt the WET in traditional wireless communication systems [7] - [24] . In [7] , the well-known "harvest-then-transmit" protocol was proposed, where the time allocated to the hybrid access point (H-AP) for downlink WET and the time and transmit power allocated to the sensors for uplink WIT were jointly optimized for system throughput maximization. Since then, related works have been extensively done in the context of WPSNs with relays [8] , [9] , full-duplex radio [10] , [11] , cognitive radio [12] - [15] , MIMO [16] - [18] and nonorthogonal multiple access (NOMA) schemes [19] - [21] . However, the above works only focus on the spectrum efficiency of WPSNs, which may lead a great dissipation of energy during the downlink WET. Therefore, energy efficiency (EE) has been accepted as an important indicator for WPSNs [22] - [24] . Considering initial energy and quality of service (QoS) requirement, [22] and [23] maximize the network EE of TDMA-based WPSNs by using the linear programming theory and sensor scheduling theory, respectively. In [24] , the network EE maximization problem for TDMS-based WPSNs is investigated, and a D. C. programming based iterative solution method is proposed to solve the EE-maximization problem which is inherently non-convex due to the coupling power allocation among sensors. NOMA is inherently different from TDMA or TDMS schemes, since its fundamental principle is that sensors achieve multiple access by using the power domain technique, such as successive interference cancelation (SIC). Due to its high spectral efficiency, NOMA has been considered as a promising multiple access technique for fifth-generation (5G) networks [25] , [26] . However, to the best of our knowledge, the energy-efficient resource allocation for NOMA-based WPSNs has not been studied in previous works.
This article makes three aspects of contributions. 1) First, this article, for the first time, studies energy-efficient resource allocation for NOMA-based WPSNs by formulating an EE maximization problem with respect to harvesting time and transmit powers. 2) Second, we propose two important properties for the optimal solution to the EE maximization problem. 3) Third, considering the global coupling of variables, we propose a particle swarm optimization (PSO) [27] -based solution algorithm to the EE maximization problem. The fast convergence and the stability of the proposed algorithm are shown in simulations.
II. SYSTEM MODEL
This work considers a slotted WPSN which consists of one singleantenna H-AP and M single-antenna sensors. As shown in Fig. 1(a) , the H-AP transmits energy to M sensors in downlink WET phase and receives information signals from M sensors in uplink WIT phase. Both WET and WIT are operated over the same spectrum band with the bandwidth W. All sensors synchronize to the H-AP and operate in a half-duplex mode. Fig. 1(b) gives the slot architecture for the WPSN, whose WET and WIT phases are respectively with the durations of τ 0 and τ 1 . In this work we set the slot duration T = 1 for simplicity. Obviously, we have
(1)
A. WET Phase
We assume each sensor has an infinite energy storage device. Let e i (i = 1, 2, . . . , M) denote the initial energy of sensor i. We have e i = 0 if no energies are left from the previous transmission blocks. Then, the available energy at sensor i(i = 1, 2, . . . , M) by the end of the WET phase is given by
where ξ i (0 < ξ i < 1) denotes the energy conversion efficiency which depends on the hardware design of sensor i. P 0 denotes the transmit power of the H-AP and h i denotes the downlink channel gain between the H-AP and sensor i.
B. WIT Phase
Different from the "harvest-then-transmit" protocol [7] , [10] - [12] , with the NOMA scheme sensors transmit simultaneously to the H-AP by consuming their harvested energies. At this time, the totally consumed power of sensor i in the WIT phase is upper bounded by its available power
where P i denotes the transmit power of sensor i, η i and P c i denote two positive constants accounting for sensor i's power amplifier and circuit, respectively.
Due to the strictly limited transmit power and multiple-access interference, the throughput of the WPSN dramatically degrades. To improve the throughput, we use the SIC receiver at the H-AP. For rate fairness, sensors' information is decoded in sequence by an increasing order of uplink channel gains g i . For convenience, we denote sensor i as the i-th sensor in the decoding sequence. Specifically, once sensor i is decoded, the reconstructed signal for sensor i is removed from the composite signal at the H-AP. The process continues until all sensors are decoded. The H-AP usually has fixed power supply and is with strong capability in computation and communication. Therefore, perfect cancelation in the SIC receiver is assumed.
For notational convenience, we define τ = (τ 0 , τ 1 ) and P = (P 1 , P 2 , . . . , P M ). Then, we calculate the achievable throughput for sensor i as follows:
where σ 2 is the noise variance at the H-AP receiver. In order to guarantee the QoS of sensors, we set a QoS constraint (i.e., a minimum required rate
C. Problem Formulation
The network EE of the WPSN is defined as the ratio of achievable throughput to total energy consumption. The achievable throughput of the WPSN is calculated by
The total energy consumption of the WPSN E total has two parts. One is the energy loss due to the wireless channel propagation in the WET phase E WET . The other is the energy consumption due to packet transmission in the WIT phase E WIT . Specifically, E total is given as follows:
Finally, we come to the EE maximization problem for the WPSN
s.t. (1), (3), and (5)
where P max andP i are the maximum allowed transmit powers of the H-AP and sensor i, respectively. To focus on the EE upper bound, this letter assumes that {g i , h i } are perfectly known by the WPSN. Specifically, h i can be obtained by the H-AP via sending pilot signals to sensor i and collecting channel estimation feedback from sensor i. Notice that, as we assume static h i in this letter, h i can be estimated once for all. Therefore, the energy consumption on estimating h i can be reasonably neglected. g i can be estimated by the H-AP based on the received signal of sensor i.
III. SOLUTION METHOD
Due to the lack of convexity, problem (8) generally cannot be solved for optimality. In this section, we first prove two properties for the optimal solution to problem (8) and then propose an intelligent algorithm to find efficient solutions to problem (8) .
Theorem 1. The maximal EE for problem (8) is always achieved at P 0 = P max and τ 0 + τ 1 = 1.
Proof: First, P 0 = P max can be similarly proved as [22] and, thus, is omitted here.
Then, we prove the second part of Theorem 1. By setting P 0 = P max , we define
Suppose τ 0 + τ 1 < 1 when the maximal EE for problem (8) (denoted as EE(τ 0 , τ 1 , P)) is achieved. Due to the law of energy conservation, = P max + P c − M i=1 ξ i h i P max must be positive in practice. For fixed τ 0 and P, EE(τ 0 , τ 1 , P) is obviously monotone increasing in τ 1 . Thus, we can always findτ 1 (τ 1 > τ 1 ) such that EE(τ 0 ,τ 1 , P) > EE(τ 0 , τ 1 , P), which contradicts the supposition that τ 0 + τ 1 < 1 when EE(τ 1 , τ 0 , P) is maximal. In other words, τ 0 + τ 1 = 1 must hold when maximal EE for problem (8) is achieved. This completes the proof of Theorem 1.
With Theorem 1, we find a simplified form to problem (8) by eliminating τ 0 and P 0 max
where
and A × B denotes the Cartesian product of A and B. Theorem 2. The optimal (τ 1 , P) to problem (9) fulfills
Proof: For fixed P, EE(τ 1 ; P) is monotonically increasing in τ 1 . Therefore, the maximal EE for problem (9) must be achieved at the maximal τ 1 . Considering the feasible domain A and constraint (9b), we conclude (10) . This completes the proof of Theorem 2.
If we plug (10) into problem (9), problem (9) will become a maxmin optimization problem which is still difficult to solve due to the lack of differentiability in P. To this end, based on Theorem 2, we introduce an intelligent algorithm PSO [27] to find solutions as shown in Algorithm 1. Let EE(x) denote the objective value of solution x = (P, τ 1 ). Let
T denote the position of particle i (1 ࣘ i ࣘ S), where S denotes the number of particles.
T denote the velocity of particle i. For ease of understanding, we give out the definition of symbols in Algorithm 1: V max is a common bound for the velocity of each particle. ω, c 1 and c 2 are three positive constants. ξ and η are uniformly distributed in 
Compute the fitness value of particle i, E E(x i (t)) and set the best solution by particle i until the t-th iteration asx i (t). 4: Select the particle b with the largest fitness value and set the best solution by the swarm until the t-th iteration asx b (t). 5: repeat 6: t = t + 1.
11: for all particle i do 12: if x i (t) is a feasible solution then 13 :
Updatex i (t) = x i (t).
15:
end if 16 : 
IV. SIMULATIONS
This section performs simulations to verify the effectiveness of Algorithm 1. We simulate a WPSN with an H-AP and four sensors. Without loss of generality, the distance between sensor i(i = 1, 2, 3, 4) and the H-AP is set d i = 2.5i (Unit: meter). Assuming the channel reciprocity holds for the downlink and uplink of sensor i, we have h i = g i = 10
i . All simulation parameters are set to represent values describing typical WPSN scenarios [7] , [22] : M = 4, W = 20 kHz, σ 2 = −110 dBm, ξ i = 0.9, P max = 10 W, P c = 500 mW,P i = 1 W, and P c i = 10 mW, e i = 0, R i = 2 kbits, and η i = 1. The parameters of Algorithm 1 are set as follows: S = 200, ω = 1, c 1 = 2, c 2 = 2, V max = 10 −3 and D = 300. 10 3 independent simulations have been performed to test the convergence and stability of Algorithm 1. The EE corresponding to the best particle (i.e.,x b (t)) at each iteration is recorded. We average the EE of 10 3 simulations and observe in Fig. 2 that the PSO-based algorithm converges after 180 iterations. As the PSO-based algorithm runs on the H-AP which is typically with strong capability of computation and storage, the real-time resource allocation for WPSNs is feasible. In addition, the standard deviation of the obtained EE is only 0.016 (10.4342/6.4495 × 10 4 ) of the equilibrium, which implies the stability of Algorithm 1. Finally, we find the solutions by Algorithm are quite close to the global optimum (approximation ratio is about 99.6%), which again demonstrates the efficiency of Algorithm 1.
We also compare this work with the EE-maximization problem in TDMS-based WPSNs [24] representing the latest existing method. Under the same simulation parameters, we solve the EE maximization problem (5) in [24] and obtain its optimal EE 3.3513 × 10 3 . Obviously, this work significantly outperforms [24] in terms of EE, which demonstrates the power of NOMA.
V. CONCLUSION
This article has studied the EE maximization problem by jointly optimizing harvesting time and transmit powers for an NOMA-based WPSN. In order to address the non-convexity due to the global coupling of variables, we have proposed a PSO-based solution algorithm to the EE maximization problem. Simulations have shown the convergence and the stability of the PSO-based solution algorithm.
Future work will focus on the generalization of this work to the scenario of multi-hop WPSNs.
