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Chiral fluctuations in triangular antiferromagnets at T ≪ TN
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Chiral fluctuations in triangular antiferromagnets (TAFs) at T ≪ TN are studied theoretically.
The case of a ferromagnetic interaction along c axis (which is directed perpendicular to the plane of
the lattice), Dzyaloshinskii-Moriya interaction D‖c and a weak magnetic field H‖c is considered in
detail. Previously, this model has been proposed to describe quantum TAF CsCuCl3. Expressions
for dynamical chirality (DC) are derived within the linear spin-wave approximation. In contrast
to non-frustrated antiferromagnets, DC is found to be nonzero even at D,H = 0 in a one-domain
sample. We argue that this unusual behavior stems from the fact that a ground state of XY and
Heisenberg TAFs is characterized by an axial vector along which DC is directed.
PACS numbers: 75.25.+z, 75.40.Gb, 75.50.Ee
I. INTRODUCTION
Spin chirality has attracted a lot of attention during last two decades (see Refs.1,2,3,4,5,6,7 and references therein).
The main subjects of investigation were helical magnets and triangular antiferromagnets (TAFs). A new (chiral)
universality class of phase transitions has been proposed for these systems by H. J. Kawamura (see Ref.1 for a
review). In particular, he observed that the dimension of their order parameter differs from those of antiferromagnets
(AFs) on bipartite lattices. Let us discuss this point in detail for TAF.
Since an order parameter space is defined as a topological space isomorphic to the set of ordered states,8 we consider
the properties of the ground state. Due to frustration it has 120◦ spin structure. The ground state in this case can
be characterized by chiralities of elementary triangles. The spin chirality is defined as1
Cij = [Si × Sj ], (1)
where Si is a spin on cite i. The spin chirality of each elementary triangle is defined as a sum of chiralities of its spins
when bypassing the triangle clockwise. The following two variants are possible: angles between all neighboring spins
are a) 120◦ and b) 240◦ (see Figs. 1 a) and b), respectively, for XY TAF). Chiralities of such triangles are directed
oppositely. In Heisenberg TAFs spins not necessarily lie in the plane of the lattice. In this case the chirality of a
triangle can have any direction but the spin configuration with the opposite chirality also exists. By convention we
assume that triangle a) has positive chirality and triangle b) has the negative one.
It is easy to show that there are two inequivalent 120◦ spin structures shown in Fig. 1 c) and d) which differ one
from another by chiralities of each triangle. The spin order in configuration c) is determined by5
SR = a cos(k0R) + b sin(k0R), (2)
where a2 = b2 = S2, (ab) = 0 and k0 is an antiferromagnetic vector which could be written in three forms (see
Fig. 2):
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where the chemical lattice constant is taken equal to unity. As is seen from Fig. 2, they are equivalent up to the
vectors of reciprocal chemical lattice. Spin configuration shown in Fig. 1 d) is described by Eq. (2) with −k0 put
instead of k0. Subsequently, configurations c) and d) are referred to as (+k0) and (−k0), respectively.
It is clear that XY TAF has two inequivalent ground states which differ by chiralities of each elementary triangle.
This degeneracy of the ground state of XY TAF is called chiral degeneracy. As a result the symmetry of the order
parameter is Z2×S1 instead of S1 for collinear XY AFs, where Z2 is the two-element group. In Heisenberg TAF the
ground states (+k0) and (−k0) can be mutually transformed by global spin rotation. Nevertheless, the symmetry of
the order parameter differs from that of non-frustrated AFs, as well. This is clear from the fact that the ground state
in collinear AF is invariant under global spin rotation around magnetization of a sublattice whereas there is no such
invariance in Heisenberg TAF. In Ref.1 it is demonstrated that the symmetry of the order parameter in Heisenberg
TAF is SO(3) instead of expected S2.
Critical indexes of the chiral universality class calculated by Monte-Carlo simulations, ǫ- and 1/n- expansions are
found to be different from those of Heisenberg magnets, XY ferro- and XY antiferromagnets.1 The largest deviation
2is in the index of specific heat: α = 0.24± 0.08 (n = 3) and α = 0.34± 0.06 (n = 2) for the chiral universality class
and α ≈ −0.12 and α ≈ −0.02, respectively, for usual magnets. These findings of the theory have been confirmed in
numerous experiments.1
It should be noted an important role of polarized neutron scattering in investigation of the spin chirality. Nowadays,
it gives the only opportunity to verify one of the most intriguing results by Kawamura that the spin chirality (1) is
a new critical variable with fluctuations characterized by new critical indexes βc and γc. The former describes the
temperature behavior of the average C and the latter characterizes its fluctuations near the transition temperature.
Index βc can be investigated by elastic polarized neutron scattering.
9,10 Experimental observation of γc is a more
complicated task. As C is a composite two-spin operator, the corresponding fluctuations are described by four-spin
susceptibility and their observation is hardly possible. At the same time, as is shown in Refs.2,6, in presence of an
axial vector interaction (e.g., Zeeman) the projection of C on it can be studied by polarized neutrons via the chiral
term appearing in the cross section of inelastic scattering.
Experimentally, the chiral critical indexes in XY TAFs have been determined recently for two members of the
family of hexagonal AFs ABX3 (A = Rb, Cs; B = Mn, Fe, Co, Ni, Cu; X = Cl, Br, I), where magnetic atoms form
triangular lattice: CsMnBr3 (S = 5/2)
3 and CsNiCl3 (S = 1).
4 The values of βc = 0.44(2) and γc = 0.84(7) obtained
for CsMnBr3 and the sum βc + γc = 1.24(7) obtained for CsNiCl3 are in a good agreement with the theory.
Thus, chiral fluctuations in TAFs near transition temperature have been extensively investigated recently and a
certain success has been achieved. However chiral fluctuations in TAFs at temperatures much lower than the transition
one have not been studied yet. One would expect that they have unusual properties in this case as well.
In the present paper we consider chiral fluctuations in a quantum TAF CsCuCl3 at T ≪ TN . The spin-wave
spectrum of this compound has been studied, e.g., in Ref.11. However, the chiral susceptibility has not been addressed
yet. Such an analysis would be important for future investigation of CsCuCl3 and other TAFs by polarized neutrons.
CsCuCl3 is a unique member of the family of hexagonal AFs ABX3. Along c direction the copper atoms form
ferromagnetic chains whilst in ab plane they interact antiferromagnetically and constitute a triangular lattice. The in-
plane exchange is six times smaller than that along the chains. In contrast to CsMnBr3 and CsNiCl3 studied before,
CsCuCl3 is characterized by Dzyaloshinskii-Moriya (DM) interaction along the chains. This compound exhibits a
phase transition at TN = 10.7 K to the ordered state wherein spins lie in ab plane with 120
◦ structure. They form
a helical structure along the chains with a pitch 5.1◦ that is explained by a competition between ferromagnetic
interaction within the chains and DM interaction.12 We will assume also that a small magnetic field H‖c is applied
(H ≪ HS , where HS is a saturation field at which all spins become parallel).
In this paper expressions for the dynamical chirality (or chiral vector) are derived within the linear spin-wave
approximation. We find that in contrast to the non-frustrated AFs it is finite at D,H = 0. As is well known,2,13 the
chiral vector is nonzero only in the presence of an axial vector (e.g., magnetization of the sample, DM interaction,
etc.) along which it is directed. We demonstrate that a ground state of XY and Heisenberg TAFs is characterized by
the axial vector. This is the consequence of existence of ground states (+k0) and (−k0). We show that these states
are characterized by axial vectors [a× b] and −[a× b], respectively. Hence, the chiral vector is perpendicular to the
plane in which the spins lie and is directed oppositely for (+k0) and (−k0) configurations. Therefore, the dynamical
chirality can be observed in a sample with a different population of domains.
The paper is organized as follows. Main principles of experimental investigation of chiral fluctuations by polarized
neutron are considered in Sec. II. We present there expressions for the cross section, its chiral part and the dynamical
chirality. We discuss general transformations of the Hamiltonian describing CsCuCl3 in Sec. III. Green’s functions
properties and spin-wave spectrum of this compound are studied in Sec. IV. General properties of the chiral fluc-
tuations in TAFs at T ≪ TN are discussed in Sec. VA. Expressions for chiral vector in CsCuCl3 are derived in
Sec. VB within the linear spin-wave approximation. The range of validity of this approximation is also discussed
there. Conclusions are made in Sec. VI.
II. INVESTIGATION OF CHIRAL FLUCTUATIONS BY POLARIZED NEUTRON
We consider in this section in some detail the main principles of experimental investigation of chiral fluctuations
by polarized neutron. For the neutron scattering amplitude we have the well-known expressions:14
FQ = NQ +MQσ, (4)
NQ = − 1√
N
∑
n
bne
iQRn , (5)
MQ = − 1√
N
∑
m
rFm(Q)e
iQRm [Sm − (QˆSm)Qˆ], (6)
3where N is the total number of unit cells, bn are nuclear scattering lengths, r = 5.39 × 10−13 cm, Fm(Q) are
magnetic form-factors and Qˆ = Q/Q, where Q is the momentum transfer. Four contributions to the inelastic
scattering cross section can be represented using generalized retarded susceptibilities which have the form:13 〈A,B〉ω =
〈A,B〉′ω + i〈A,B〉′′ω, where the first and the second terms are dispersive and absorptive parts, respectively. As a result
for the cross section of inelastic scattering we have the following expression:2
d2σ
dΩdω
=
1
π
kf
ki
1
1− exp(−ω/T ) [〈N−Q, NQ〉
′′
ω + 〈M−Q,MQ〉′′ω + iP0〈[M−Q ×MQ]〉′′ω +P0〈N−Q,MQ +M−Q, NQ〉′′ω ] ,
(7)
where P0 is the initial neutron polarization. The first two terms in Eq. (7) are nuclear and conventional magnetic
parts of the cross section, respectively. The third and the fourth terms determine polarization-dependent part of the
cross section that corresponds to chiral magnetic scattering and nuclear-magnetic interference, respectively.2 As is
seen from Eqs. (6) and (7), one can eliminate contribution of the interference by directing polarization P0 along the
impulse transfer Q. In this case the chiral part of the scattering is obtained experimentally by subtracting results of
the cross section measurements with polarization P0 and −P0. The chiral term in Eq. (7) is proportional to imaginary
part of dynamical chirality C(ω,Q) which is defined from the antisymmetric part of non-diagonal components of the
generalized susceptibility:2
χαβ(ω,Q) =
〈
Sα−Q, S
β
Q
〉
ω
= i
∫ ∞
0
dteiωt
〈[
Sα−Q(t), S
β
Q(0)
]〉
, (8)
where α, β = x, y, z and 〈. . . 〉 denotes thermal average. Multiplying this expression by iǫαβγ we obtain the dynamical
chirality:
C(ω,Q) = −1
2
∫ ∞
0
dteiωt 〈[S−Q(t)× SQ(0)] + [SQ(0)× S−Q(t)]〉 . (9)
As a result we have for the chiral part of the cross section from Eqs. (6) and (7):
d2σch
dΩdω
=
1
π
kf
ki
1
1− exp(−ω/T )2r
2F 2m(Q)(P0Qˆ)(QˆImC(ω,Q)). (10)
Then, the main object of discussion of the present paper is the chiral vector C(ω,Q).
For the elastic scattering cross section we have:2
dσ
dΩ
= 〈N−Q〉〈NQ〉+ 〈M−Q〉〈MQ〉+ iP0[〈M−Q〉 × 〈MQ〉] +P0(〈N−Q〉〈MQ〉+ 〈M−Q〉〈NQ〉). (11)
One can express the chiral term in Eq. (11) via the staggered chirality:7
C(Q) = i[SQ × S−Q]. (12)
We have from Eqs. (2) and (11) that the chiral term in the elastic scattering cross section is proportional to C⊥(Q)P0,
where
C⊥(Q) =
1
2
Qˆ
〈(
[a× b] · Qˆ
)〉∑
τ
[∆(Q− k0 + τ )−∆(Q+ k0 + τ )], (13)
where τ is the reciprocal lattice vector, ∆(0) = N , ∆(Q 6= 0) = 0 and Qˆ = Q/Q. Notice that the dynamical chirality
given by Eq. (9) is a natural generalization of the staggered one given by Eq. (12). It is seen from Eq. (13) that
C⊥(Q) is expressed via the average static chirality which can be investigated near Bragg reflections. Since Eq. (13)
is an odd function of k0, the polarization-dependent part of the cross section has opposite signs for states described
by k0 and −k0. However, if the energy does not depend on the sign of antiferromagnetic vector (as in the case of
centrosymmetric crystals CsMnBr3, CsNiCl3 and helimagnetic holmium) the sample splits onto domains with k0 and
−k0. Therefore, the chiral scattering will be proportional to the difference of their population and can be observed
only if this difference is nonzero. For CsMnBr3 it is the case.
3 For helimagnetic holmium the difference in domain
population has been achieved by cooling of the twisted crystal below the transition temperature.15
4III. MODEL HAMILTONIAN
The model Hamiltonian of CsCuCl3 has the form:
11
H = −2J0
∑
in
(
SinSin+1 + η(S
x
inS
x
in+1 + S
y
inS
y
in+1)
)
+ 2J1
∑
〈ij〉n
SinSjn −
∑
in
D · [Sin × Sin+1]− gµBH
∑
in
Szin, (14)
where Sin is operator of a spin at the i-th site in the n-th ab plane, z axis is taken to be parallel to c axis, J0 > 0 and
J1 > 0 are values of exchange along c axis and within ab plane, respectively, 0 < η ≪ 1 is a weak in-plane anisotropy,
〈ij〉 denote nearest-neighbor spins in ab plane. The third term in (14) describes DM interaction with vector D being
parallel to c axis. The fourth term is the Zeeman energy. Coefficients in (14) have been estimated previously (see
Refs.11,16 and references therein): J0 ≈ 28 K, J1 ≈ 4.9 K, D ≈ 5 K and η ≈ 0.008.
One can simplify the expression for H by applying a standard transformation of spin operators:11,17{
Sxin = S
x′
in cosnq − Sy′in sinnq
Syin = S
x′
in sinnq + S
y′
in cosnq
(15)
which implies a rotation of xy plane by a pitch q along z axis. The value of q is determined so as to eliminate the
antisymmetric part of the Hamiltonian [Sin × Sin+1]:
tan q =
D
2J0(1 + η)
. (16)
As a result the Hamiltonian has the form:
H = −
∑
in
(
2J˜0(S
x′
inS
x′
in+1 + S
y′
inS
y′
in+1) + 2J0S
z′
inS
z′
in+1
)
+ 2J1
∑
〈ij〉n
S′inS
′
jn − gµBH
∑
in
Sz′in, (17)
where
J˜0 = J0
√
(1 + η)2 +
(
D
2J0
)2
≈ 1.012J0. (18)
This way DM interaction has been reduced to a contribution to in-plane anisotropy. As is shown in Ref.11, at H = 0
this anisotropy favors the coplanar ground state configuration with three sublattices and 120◦ spin structure. Spins
are canted by magnetic field forming at H ≪ HS an umbrella-like configuration. In the following derivations we
assume this spin structure of the ground state and neglect the small difference between J˜0 and J0.
For consideration of spin waves it is convenient to use the following representations for the spin operators:

Sx′in = −h cos(k0Rin)Sx′′in − sin(k0Rin)Sy′′in +
√
1− h2 cos(k0Rin)Sz′′in ,
Sy′in = −h sin(k0Rin)Sx′′in + cos(k0Rin)Sy′′in +
√
1− h2 sin(k0Rin)Sz′′in ,
Sz′in = −
√
1− h2Sx′′in − hSz′′in ,
(19)


Sx′′in =
√
S
2 (ain + a
†
in − a
†
in
a2
in
2S ),
Sy′′in = −i
√
S
2 (ain − a†in −
a
†
in
a2
in
2S ),
Sz′′in = S − a†inain,
(20)
where h ≥ 0 is a sinus of the canting angle (h = 0 at H = 0), derived below, and k0 is the antiferromagnetic
vector. It should be stressed that the spin transformation (19) with antiferromagnetic vectors k0 given by Eq. (3)
describes configuration (+k0) (Fig. 1 c)). One has to use −k0 instead of k0 in (19) to describe configuration (−k0)
(Fig. 1 d)). This difference has no effect on results of spin-wave spectrum calculations but, as is shown below, it is
of great importance for chiral fluctuations. Unless otherwise specified, all formulas presented below are for (+k0)
configuration.
Note that representations (19) and (20) contain only one type of Bose operators. This makes intermediate calcu-
lations and results more compact. Such an approach has been previously applied for other problems18,19 and proved
to be more convenient than the traditional one dealing with several types of Bose operators ascribed to different
sublattices.
5Substituting Eq. (19) into Eq. (17) and taking the Fourier transform of spin operators:
S′′in =
√
1
N
∑
k
S′′ke
ikRin , (21)
where N is the number of spins in the lattice and the sum is over the chemical Brillouin zone (BZ) (see Fig. 2), we
have for the Hamiltonian:
H = −2J0
∑
k
cos kzS
′′
kS
′′
−k + 6J1
∑
k
νkS
′′
kS
′′
−k − gµBH
√
NSz′′0 , (22)
where
νk =
1
3
(
exp{iky}+ exp
{
i
(√
3
2
kx − 1
2
ky
)}
+ exp
{
i
(
−
√
3
2
kx − 1
2
ky
)})
. (23)
Let us substitute Eq. (20) into Eq. (22). The classical ground state energy is given by the term without Bose operators:
E0 = NS(gµBhH − 2SJ0 − 3(1− 3h2)SJ1). (24)
Minimization of Eq. (24) with respect to h yields h = −gµBH/HS (HS = 18SJ1 is the saturation field) in accordance
with Ref.11. In this case the terms linear in Bose operators cancel each other and the Hamiltonian has the form
H = E0 +
∑6
i=2Hi, where Hi describes terms with products of i operators a and a†. Below we derive the spin
chirality within the linear spin-wave approximation, i.e., we restrict ourself to bilinear part of the Hamiltonian which
has a simple form:
H2 =
∑
k
[
Eka
†
kak +
Bk
2
(aka−k + a
†
ka
†
−k)
]
,
Ek = 4SJ0(1− cos kz) + 6SJ1 + 3SJ1(1− 3h2)λk − 6
√
3SJ1hξk, (25)
Bk = 9SJ1(1− h2)λk
where λk = Re νk and ξk = Im νk. The range of validity of this approximation is discussed at the end of Sec. VB.
IV. GREEN’S FUNCTIONS AND SPIN-WAVE SPECTRUM
It is convenient to introduce two Green’s functions: G(ω,k) = −〈ak, a†k〉ω and F (ω,k) = −〈ak, a−k〉ω (definition
of 〈. . . 〉ω is given in Eq. (8)). Spin-wave spectrum can be obtained from analysis of their denominator. There are
two other Green’s functions connected to the ones above: G¯(ω,k) = −〈a†−k, a−k〉ω = G∗(−ω,−k) and F †(ω,k) =
−〈a†−k, a†k〉ω = F ∗(−ω,−k). As a result we have two sets of Dyson’s equations. One of them has the following form:
G(ω,k) = G(0)(ω,k) +G(0)(ω,k)BkF
†(ω,k),
F †(ω,k) = G¯(0)(ω,k)BkG(ω,k),
(26)
where G(0)(ω,k) = (ω − Ek + iδ)−1 is the bare Green’s function. Solving Eqs. (26) we have:
G(ω,k) =
ω + E−k
∆(ω,k)
, G¯(ω,k) =
−ω + Ek
∆(ω,k)
, F †(ω,k) = F (ω,k) = − Bk
∆(ω,k)
, (27)
where
∆(ω,k) = (ω + iδ)2 − (ω + iδ)(Ek − E−k)− EkE−k +B2k = (ω − ǫk + iδ)(ω + ǫ−k + iδ). (28)
Here
ǫk =
√[
4SJ0(1− cos kz) + 6SJ1(1− λk)
][
4SJ0(1− cos kz) + 6SJ1{1 + (2− 3h2)λk}
]− 6√3SJ1hξk (29)
6determines the spin-wave spectrum which is known to have three branches.11 Eq. (29) describes all three branches at
once because vector k in our consideration lies within the first BZ of the reciprocal chemical lattice which includes the
first and the second BZ of the reciprocal magnetic lattice (RML) (see Fig. 2). Consequently, the first branch of the
spectrum is given by Eq. (29) with k within the first BZ of RML. The second and the third branches are described
by Eq. (29) with k being within, respectively, dark colored and light colored areas of the second BZ of RML shown
in Fig. 2. One can represent expressions for these branches in a traditional form writing
ǫ
(1)
k = ǫk, ǫ
(2)
k = ǫk+k0 , ǫ
(3)
k = ǫk−k0 , (30)
where ǫk is given by Eq. (29) and vector k lies within the first BZ of the RML. It can be easily verified using Eqs. (3),
(23), (25) and (29) that these expressions are in agreement with those of Ref.11.
In the vicinity of points k = 0, k = k0 and k = −k0 the spectrum has the form:
ǫ2k =


(
c
(0)
‖ kz
)2
+
(
c
(0)
⊥ k⊥
)2
if k≪ k0,(
c
(k0)
‖ kz
)2
+
(
c
(k0)
⊥
)2
(k⊥ − k0)2 +∆2 if |k− k0| ≪ k0,(
c
(k0)
‖ kz
)2
+
(
c
(k0)
⊥
)2
(k⊥ + k0)
2
if |k+ k0| ≪ k0,
(31)
where c
(0)
‖ =
√
2c
(k0)
‖ = 6S
√
J0J1, c
(0)
⊥ =
√
2c
(k0)
⊥ = 3
√
3SJ1, k⊥ = (kx, ky, 0) and ∆ = 18SJ1h. We see that the
spectrum is linear near these points with different spin-wave velocities at k ≪ k0 and |k ± k0| ≪ k0. Magnetic
field leads to a gap ∆ at k = k0. We neglect here a small gap related to DM interaction. In our description it is
proportional to J˜0 − J0 (see Eq. (18)).
V. CHIRAL FLUCTUATIONS
We discuss in this section general properties of the chiral fluctuations in TAFs and derive the dynamical chirality
for CsCuCl3.
A. General properties
As is well known,2,13 the chiral vector is nonzero only in the presence of an axial vector (e.g. magnetization of the
sample, DM interaction etc.) and is directed along it. To illustrate this point we consider two examples: square
antiferromagnet and ferromagnet.
Chiral vector is zero in the first case. To show that Cy = 0 (z axis is along magnetization of sublattices) we make
a rotation of the coordinate space by an angle π along x direction. The Hamiltonian does not change under this
transformation and the ground state spin configuration is described by the same antiferromagnetic vector. Hence
from Eq. (9) we have Cy(ω,Q) = −Cy(ω,Q) = 0. One can show in the same way that Cz = Cx = 0.
In the case of a ferromagnet the chiral vector is directed along magnetization of the sample (one-domain case is
considered for simplicity). It becomes clear if we direct z axis along magnetization m and make the rotation of the
coordinate space by π along x direction. The Hamiltonian does not change and the ground state wave function is
transformed to that of state with magnetization of the opposite direction. Thus from (9) we have C
(m)
z (ω,Q) =
−C(−m)z (ω,Q). Making the rotation along z direction it is easy to show that Cy = Cx = 0. Then, the chiral vector
is directed along m.
We demonstrate now that there is a different situation in XY and Heisenberg TAFs. Let us assume that the ground
state has configuration (+k0) and z axis is directed perpendicular to the plane in which the spins lie. It is easy to see
that after the rotation of the coordinate space by π along x direction the Hamiltonian does not change and the ground
state spin configuration becomes (−k0). As a result we have C(+k0)z (ω,Q) = −C(−k0)z (ω,Q). The rotation along z
direction gives Cy = Cx = 0. It means that chiral vector in configuration (+k0) has the same value as and is directed
oppositely to that in configuration (−k0). But it certainly does not mean that it is zero. Results of straightforward
calculations for XY TAF presented below show that it is in fact nonzero.
Thus we see that existence of inequivalent ground states described by Eq. (2) with the same a and b and different
antiferromagnetic vectors k0 and −k0 is the origin of this unusual properties of chiral fluctuations. As a result
direction perpendicular to the plane in which spins lie is physically selected. It is clear that the staggered chirality at
Q = k0 can play the role of the axial vector characterizing the system. From Eqs. (2) and (12), C(k0) =
1
2 [a×b] for
(+k0) and C(k0) = − 12 [a× b] for (−k0) configurations.
7It should be noted that in real substances there are domains with both spin configurations (+k0) and (−k0), so
that we have to introduce concentrations n(+k0) and n(−k0) of these domains in the sample, with n(+k0)+n(−k0) = 1.
If D,H = 0 their contribution to the chiral vector has opposite signs and, similar to staggered chirality (12), the
dynamical one would be nonzero only when n(+k0) 6= n(−k0).
It can be shown using symmetry with respect to time inversion and definition (9) that the chiral vector in general
has the following properties:2,13
C(ω,Q,H) = −C(ω,−Q,−H), (32)
ImC(ω,Q,H) = ImC(−ω,−Q,H) = −ImC(−ω,Q,−H). (33)
B. Chiral vector in CsCuCl3
We proceed with calculation of the dynamical chirality in CsCuCl3. As is shown in Sec. II, it is expressed via non-
diagonal components of spin Green’s function (8). In CsCuCl3 there is only one non-diagonal component, χxy = −χyx,
and the chiral vector (9) is directed along z axis:
Cz(ω,Q) = iχxy(ω,Q). (34)
To calculate it within the linear spin-wave approximation one has to use Eqs. (8) and (34), perform sequentially
transformations of spin operators (15), (19), (20) and use expressions (27) for Green’s functions.
Let us consider firstly general expressions for the chiral vector. It is easy to show using Eq. (21) that after
transformation (15) the spin operators have the form:
SxQ =
1
2
(Sx′Q− + S
x′
Q+
) +
i
2
(Sy′Q− − S
y′
Q+
),
SyQ = −
i
2
(Sx′Q− − Sx′Q+) +
1
2
(Sy′Q− + S
y′
Q+
), (35)
where
Q+ = Q+ qcˆ, Q− = Q− qcˆ. (36)
Here q is given by Eq. (16) and cˆ is a unite vector directed along c axis. After performing transformation (15), for
the chiral vector we have:
Cz(ω,Q) =
1
2
[χ′xx(ω,Q−)− χ′xx(ω,Q+)] +
i
2
[
χ′xy(ω,Q−) + χ
′
xy(ω,Q+)
]
, (37)
where χ′αβ(ω,Q) =
〈
Sα′−Q, S
β′
Q
〉
ω
. Deriving Eq. (37) we also used χ′xx(ω,Q) = χ
′
yy(ω,Q) and χ
′
xy(ω,Q) = −χ′yx(ω,Q).
Note that the first term here is nonzero only when q 6= 0 (i.e. D 6= 0). In contrast to non-frustrated systems the
second term in (37) and the chiral vector itself is nonzero at D,H = 0. After transformation (19) for χ′xx(ω,Q) and
χ′xy(ω,Q) appearing in (37) we obtain:
χ′xx(ω,Q) =
1
4
[
χ′′yy(ω,Q+ k0) + χ
′′
yy(ω,Q− k0) + h2 {χ′′xx(ω,Q+ k0) + χ′′xx(ω,Q− k0)}
]
+
ih
2
[
χ′′xy(ω,Q+ k0)− χ′′xy(ω,Q− k0)
]
(38)
χ′xy(ω,Q) =
i
4
[
χ′′yy(ω,Q+ k0)− χ′′yy(ω,Q− k0) + h2 {χ′′xx(ω,Q+ k0)− χ′′xx(ω,Q− k0)}
]
− h
2
[
χ′′xy(ω,Q+ k0) + χ
′′
xy(ω,Q− k0)
]
, (39)
where χ′′αβ(ω,Q) =
〈
Sα′′−Q, S
β′′
Q
〉
ω
. To derive an explicit expression for chiral vector we have to make transformation
(20) and use Eq. (27) for Green’s functions. To calculate the corresponding expressions for configuration (−k0) one
has to replace k0 by −k0 in (38) and (39) and note that bilinear part of the Hamiltonian for (−k0) has the form (25)
with a formal replacement of h by −h.
8As a result of straightforward calculations, using n(+k0) = 1/2+ (n(+k0) − n(−k0))/2 and n(−k0) = 1/2− (n(+k0) −
n(−k0))/2 and noting that terms proportional to n(+k0) − n(−k0) cancel each other, we have for the chiral vector at
Q≪ k0:
Cz(ω,Q) = − 1
72J1
[
ǫ2Q− + 36SJ1ωh
∆(ω,Q− + k0)
− ǫ
2
Q+
− 36SJ1ωh
∆(ω,Q+ − k0)
]
. (40)
As is seen from Eq. (40), the chiral vector is zero at D,H = 0 and Q≪ k0.
For |Q− k0| ≪ k0 one has:
Cz(ω,Q) = −S
8
[
18SJ1
∆(ω,Q− − k0) −
18SJ1
∆(ω,Q+ − k0) +
ǫ2Q− + 18SJ1ωh
9SJ1∆(ω,Q− + k0)
− ǫ
2
Q+
− 18SJ1ωh
9SJ1∆(ω,Q+)
]
− S
8
[n(+k0) − n(−k0)]
[
18SJ1
∆(ω,Q− − k0) +
18SJ1
∆(ω,Q+ − k0) −
ǫ2Q− + 18SJ1ωh
9SJ1∆(ω,Q− + k0)
−
ǫ2Q+ − 18SJ1ωh
9SJ1∆(ω,Q+)
]
.
(41)
The first term in Eq. (41) vanishes at D,H = 0. The second term is proportional to n(+k0)−n(−k0) and gives a finite
contribution to chiral vector even at D,H = 0 provided that n(+k0) 6= n(−k0). In accordance with the results above,
at D,H = 0 the domains of the type (+k0) and those of the type (−k0) give contributions with opposite signs.
Finally, for |Q+ k0| ≪ k0 the chiral vector becomes:
Cz(ω,Q) = −S
8
[
18SJ1
∆(ω,Q− + k0)
− 18SJ1
∆(ω,Q+ + k0)
+
ǫ2−Q− + 18SJ1ωh
9SJ1∆(ω,Q−)
−
ǫ2−Q+ − 18SJ1ωh
9SJ1∆(ω,Q+ − k0)
]
+
S
8
[n(+k0) − n(−k0)]
[
18SJ1
∆(ω,Q− + k0)
+
18SJ1
∆(ω,Q+ + k0)
− ǫ
2
−Q−
+ 18SJ1ωh
9SJ1∆(ω,Q−)
− ǫ
2
−Q+
− 18SJ1ωh
9SJ1∆(ω,Q+ − k0)
]
.
(42)
This expression has the same structure as that for |Q− k0| ≪ k0 discussed above.
As a result we see that even at D,H = 0 the chiral vector remains finite in the vicinity of points k0 and −k0, as
long as the population of domains of the type (+k0) and (−k0) are different.
Using expressions (40)–(42) and
Im
1
∆(ω,k)
=
π
ǫk + ǫ−k
[δ(ω + ǫ−k)− δ(ω − ǫk)] (43)
one can verify that relations (32) and (33) hold in our case. In particular, the terms in expressions for C and ImC
with different h-parity have different ω- and Q- parity. Indeed, according to (32) terms in C which are odd functions
of h are even functions of Q and vice versa: even-h terms are odd functions of Q. Similarly, we determine from (33)
that even-h and odd-h terms in ImC are odd and even functions of ω, respectively.
Using Eqs. (10), (40)–(43) it is easy to derive the chiral part of the cross section. Because of cumbersomeness of
the resulting expressions we do not present them here. The only thing we note is that according to Eqs. (33) and (10)
at ω ≫ T even-h and odd-h terms in the cross section are odd and even functions of ω, respectively.
Let us consider now the range of validity of final expressions for the chiral vector (40)–(42). To derive these
expressions we used the linear spin-wave approximation restricting the initial Hamiltonian (14) after transformations
(15), (19) and (20) to its bilinear part in operators of creation and annihilation (25). This approximation is widely
used because it is believed that 1/S-corrections stemming from high-order terms in Hamiltonian are small. It is the
case, e.g., for square and cubic Heisenberg AFs.20,21,22,23,24,25 At the same time the spin-wave interaction is important
in some cases. For example, in square and cubic AFs in the magnetic field the first 1/S-correction to the chiral vector
become large at small T , ω and Q.19 We carried out the corresponding analysis for TAFs. We found that the first
1/S-corrections to the spin-wave spectrum and to the chiral vector are small. Therefore, one can restrict ourselves by
the results of linear spin-wave approximation (40)–(42) in the range of validity of representation (20), i.e., at T ≪ TN .
The detailed discussion of this question is out of the scope of this paper.
VI. CONCLUSION
In this paper we study chiral fluctuations in triangular antiferromagnets (TAFs) at T ≪ TN . The case of TAF in
magnetic field H‖cˆ (cˆ is a unit vector directed perpendicular to the plain of the lattice) with Dzyaloshinskii-Moriya
9interaction D‖cˆ is considered in detail. This model has been proposed previously to describe quantum TAF CsCuCl3.
Expressions for dynamical chirality (or chiral vector) given by Eq. (9) describing the chiral fluctuations are derived
within the linear spin-wave approximation. We demonstrate that in contrast to non-frustrated systems it is nonzero
even at D,H = 0. As is well known,2,13 the chiral vector is nonzero only in the case of presence an axial vector (e.g.,
magnetization of the sample, DM interaction etc.) along which it is directed. We obtain that a ground state of XY
and Heisenberg TAFs is characterized by such an axial vector. It is perpendicular to the plane in which spins lie
and is directed oppositely for the states with different chiralities of elementary triangles (see Fig. 1). Possibility of
investigation of the chiral fluctuations by polarized neutron is also discussed.
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FIG. 1: a) and b) 120◦ spin structures of an elementary triangle with positive and negative chirality, respectively; c) and
d) Two inequivalent 120◦ spin structures of a triangular antiferromagnet which differ one from another by chiralities of each
triangle. They are described by Eq. (2) with the same a and b and with antiferromagnetic vectors k0 and −k0, respectively.
These configurations are referred to in the text as (+k0) and (−k0), respectively.
FIG. 2: The reciprocal chemical lattice (RCL) (open circles) and the reciprocal magnetic lattice (RML) (black dots). The
inner (white) hexagon is the first Brillouin zone (BZ) of RML. The outer hexagon defines the edge of the second BZ of RML
and, simultaneously, the first BZ of RCL. Antiferromagnetic vectors k
(1)
0 , k
(2)
0 and k
(3)
0 are also presented. They are equivalent
up to vectors of RCL. Also shown are two parts of the second BZ of RML which can be reduced to the first BZ by shifting on
k0 (dark colored region) and −k0 (light colored region).
