The two most used citation impact indicators in the assessment of scientific journals are, nowadays, the impact factor and the h-index. However, both indicators are not field normalized (vary heavily depending on the scientific category) which makes them incomparable between categories. Furthermore, the impact factor is not robust to the presence of articles with a large number of citations, while the h-index depends on the journal size.
Introduction
The purpose of a research assessment is to evaluate the quality of the research in comparison to other research. As quality is subjective and difficult to measure, citations are used as a proxy. Citations play an important role in scholarly communication and are a significant component in research evaluation. The assumption is that highly cited work has influenced the work of many other researchers and hence it is more valuable.
At present two families of citation impact indicators for scientific journals are often used. The first being the journal impact indices, which consider an average of citations per publication for a given census and citation time window (Garfield, 1972) . This family includes, among others, the journal impact factors (for two and five years) of database Journal Citation Reports (JCR) owned by Thomson-Reuters (Althouse et al, 2009; Bensman, 2007; Bergstrom, 2007; Bornmann and Daniel, 2008; Moed et al, 2012) , the maximum impact factor (DortaGonzález and Dorta-González, 2013c), and the SJR impact indexes (González-Pereira et al, 2009 ) of the Scopus database owned by Elsevier.
The second of these families of citation impact indicators for scientific journals are the h indices (Hirsch, 2005) , which consider that h maximum integer value for which we can say that there are h publications with h or more citations, all within a given time window. This indicator estimates the number of important works published by a journal, increasing the requirement while increasing its value. This is a robust indicator that considers both quantitative and qualitative aspects. However, although this indicator has proven useful for detecting the most prestigious journals in an area, there is empirical evidence which does not discriminate between those at intermediate levels, and penalize selective journals in relation to the major producers (Costas and Bordons, 2007a, b; Dorta-González and Dorta-González, 2011; Egghe, 2013) .
Both families of citation impact indicators are useful for comparing journals within the same field. However, they are not appropriate when comparing different scientific fields (Van Raan et al, 2010; Wagner et al, 2011) . In this sense there are statistical patterns that allow for the normalization. The average number of references is frequently used in the literature on such normalization (Moed, 2010; Zitt and Small, 2008) . However, this reference average is not among the factors that best explain the variability of the indicators (Dorta-González and Dorta-González, 2013a, b) .
Traditionally, normalization has also been based on a classification system of journals. This is the case, for example, with the categories in the Web of Science database (Egghe and Rousseau, 2002) , the relative position with respect to these categories (Bordons and Barrigón, 1992) and the quartile where each journal belongs when ranked in decreasing order according to their impact factor. However, the delimitation of the scientific fields and disciplines, is a problem not adequately solved in bibliometrics, as these boundaries are diffuse and dynamically developed over time (Leydesdorff, 2012, p. 359) . Alternatively, the idea of source normalization has been proposed. In this approach, the normalization is performed according to the citing journals (Dorta-González et al, 2014; Leydesdorff and Bornmann, 2011 ).
The two families of citation impact indicators most commonly used in the evaluation of journals (impact factors and h indices) depend strongly on the scientific field they belong to, which makes them non-comparable across disciplines. In addition, the h index also depends on the size of the journal, while the impact factor is not robust with the presence of a small number of highly cited articles. Due to these limitations when comparing journals of different sizes and fields, it is necessary to consider other indicators of impact for journals, to enable comparisons between fields, which do not depend on the size of the journal and be at the same time robust as previously mentioned (Waltman and Van Eck, 2013 ).
An alternative to this issue is the percentage of highly cited articles in the journal, considering the term article in its strictest sense. Being a percentage, it is a relative value, so this indicator does not depend on the size of the journal. High citation is determined by comparing with the other items in the same field and year at international level, so this indicator does not depend on the field. In addition, it is robust because the inclusion of a new widely cited article does not significantly affect the value of the indicator. This paper empirically compares this index with the impact factor and the h index, considering different time windows and citation percentiles, i.e. levels of citation for considering an article as highly cited compared to others in the same year and field.
Percentage of highly cited articles in a journal
Highly cited articles are those which have received a number of citations that equals or exceeds the citations of the article that occupies the q percentile position for their category and year of publication. This q-value may vary depending on the purpose intended. In this work we have set the following citation percentiles 10%, 20%, 25%, 30%, and 40% as benchmarks.
Having the minimum number of citations necessary to belong to the group of highly cited articles in a category and year of publication, then how many articles meet this requirement in each journal of the category can be determined. Putting this information in relation to the total of articles published that year by the journal (Supplementary material 1), an impact indicator of the journal's scientific production is obtained.
Since the total number of citations of an article is a value that grows over time, it is necessary to set an observation time window. This paper looks at four possible time windows, covering 2, 3, 4, and 5 years. As it is a relative value, the indicator does not depend on the size of the journal. Nor does it depend on the category, as high citation is determined by comparison with other articles within the same category and year. In addition, it is robust because the inclusion of a new widely cited article does not significantly affect the indicator value. This is because all those citations above the ones needed for being highly cited, are not considered for the calculation.
This paper empirically examines this indicator and compares it with the 2-year and 5-year impact factor, and the 3-year and 5-year h-index. Different time windows and benchmarks for a document to be considered highly cited are compared using a total amount of 278 journals and 4 different categories. The percentage of highly cited articles is determined for each journal in terms of five percentage benchmarks (10%, 20%, 25%, 30%, and 40%) and four time windows (2012-13, 2011-2013, 2010-2013, 2009-2013) . Thus, twenty indicators (5 benchmarks  4 windows) are compared with the 2-year and 5-year impact factor of 2013, and the 3-year and 5-year h-index of 2013. The aim of the study is to identify which of these indicators are field normalized and valid for comparing journals of different categories.
Materials and Methods
The Thomson Reuters Web of Science classifies journals (approximately 12,000) into 251 scientific categories, which are grouped into 151 research areas and 22 scientific fields. For this research it was decided to work at the level of scientific category and select four categories which are quite different according to the publication profiles and citation levels. With this information we created the database shown in the supplementary material, which is the basis for our research.
It was decided not to include the year 2014, because at the time in which the database searches were made, the impact factor of 2014 had not yet been published. All searches were made between February and March 2015. Minimum number of citations necessary to ensure that an article is within 10%, 20%, 25%, 30%, and 40% of the most cited in its journal category and year of publication.
Results

Differences between scientific categories
Observe again the important differences between journal categories (Source: Thomson Reuters Web of Science).
As can be seen, there are again major differences between categories. Ordering the scientific categories from highest to lowest, according to the required citations needed to reach a specific citation percentile, the same sequence as in the above figure is again obtained:
Physics CM, Ophthalmology, OR & MS, and IS & LS.
Field normalization (homogeneity)
A valid indicator should have the following properties related to homogeneity: it should be homogeneous between scientific categories (between-groups) but heterogeneous within the same scientific category (within-groups). The between-group homogeneity ensures comparability of the indicator between journals of different categories, while the intra-group heterogeneity guarantees the discrimination capacity of the indicator. ). This is motivated by the important differences between scientific journals in relation to the number of citations received by each of them, and highlights the discrimination capacity of the indicator (intra-group heterogeneity). This relative variability decreases in all scientific categories, as the citation percentile considered grows. Naturally, the same applies when considering all the journals together without differentiating between scientific categories (see Table 2 ). That is, as the citation percentile decreases, the indicator variability increases,
showing that the index is more discriminative. JIF5, JIF2, h5, h3, pArt_q_t, q=10, 20, 25, 30, 40; t=5, 4, 3, 2) in journal categories. Table 2 shows the descriptive statistics of the analyzed variables for the aggregated data. The dispersion of each of the indicators analyzed, considering all the journals together, is made up of the differences between categories (between-groups) as well as the differences between journals within a category (within-groups). Considering both parts independently, it is observed that the percentage of the variance explained by the differences between groups (categories) is practically zero in all indicators, so that almost 100% is explained by the differences among journals in the same category. This shows that all pArt indicators analyzed are homogeneous between groups and heterogeneous within them, so that direct comparison of the indicator value itself between categories is ensured. 
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Indicator validity
In the previous section we have deduced that the pArt family of indicators is homogeneous among scientific categories, i.e. it has no differences due to the scientific category of the journal. However, in addition to homogeneity, an indicator must be valid, that is, having the ability to actually measure the impact of the journal. To approach the validity of the pArt indicator we have compared the ranking of journals generated within each category using the aforementioned, with those obtained using the most common indicators (JIF5, JIF2, h5, and h3).
The indicator with the highest level of homogeneity also proved to be the most restrictivepArt_10_2-. In order to assess the validity we decided to analyze the ranking generated through this indicator, and that generated through the least restrictive indicator -pArt_40_5-, as it also has the same requirements: homogeneity between-groups (with an associated probability among the highest) and intra-group heterogeneity (Supplementary material 2).
The indicator pArt_10_2 has null values for 54 of the 278 journals. That is, the number of journals with no articles within the 10th citation percentile, taking a time window of two years, is 54 (26 in IS & LS, 14 in OR & MS, 4 in Ophthalmology, and 10 in Physics CM).
Therefore, sorting the journals within each category according to the pArt_10_2 value, the indicator does not discriminate between journals once the relative positions 57, 65, 55, and 51 are achieved. However, using a higher percentile and time window, such as pArt_40_5, the number of journals with nulls is reduced to only 2 cases, specifically in the IS & LS category.
This means that reducing the percentile citation and the time window, makes the indicator less discriminative and it cannot differentiate between lower-impact journals. Observe that pArt_40_5 produces distributions closer between categories and therefore is more comparable. Table 3 shows the Spearman's rank correlation between all analyzed indicators, all of which are significant at 99%. It should be noted that the Spearman's rank correlation is less sensitive than Pearson's to extreme small or large values in the tails of the distribution, as it limits the analysis of such data to their position in the ranking. All correlations are quite high and without significant differences between categories. The pArt_q_t indicator (percentage of highly cited articles) is robust to parameter changes in q and t. Indeed, correlations between pArt_10_2 and pArt_40_5 are above 0.80 in all categories.
Moreover, in general, the correlation between these indicators and JIF or h are also high, exceeding 0.79, except for OR & MS. It seems, therefore, that the pArt indicator provides a similar dimension to that shown by h and JIF, and also that the pArt indicator is robust with respect to any of its parameters.
Conclusions
The JIF and h index allow comparisons between journals of the same scientific category, but are not valid indicators to compare journals of different categories. The proportion of highly cited articles in a journal (pArt) appears to be an alternative citation impact indicator to achieve this end, since it is a relative measure that lacks the known limitations of other indicators in the literature, such as the journal size or the sensitivity to the high citation of a small number of articles. In fact, it makes it possible to identify what proportion of highly cited articles every journal publishes every year. So that we find journals with 0% of highly cited articles versus journals with more than 90% of highly cited articles, which can be a clear indicator of the impact of a journal.
The dilemma focuses on the limits set to consider an article as part of the group of the most cited, and the time window to be considered in the citation counts. After analyzing the behavior of twenty different indicators, depending on the citation percentile considered (10%, 20%, 25%, 30%, and 40%) and the time window in which the number of citations is counted (2 to 5 years), the indicator that seems to best homogenize the categories is the one that considers a time window of two years and a citation level of 10% (pArt_10_2). This indicator is limited by its inability to discriminate within the set of the least cited journals in which none of the articles is within the most cited, due to its restrictions. However, as evidenced in the empirical application, the parameters chosen are not very important, as the results -in terms of homogeneity between categories-have been quite similar in the twenty scenarios studied. 
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