Abstract To reduce the negative impact of illumination on face recognition, we propose a new illumination compensation method based on image invariant calculation. This invariant (the sum of compensating angles, SCA) is calculated by summing two lighting angles in the proper-compensated state. The SCA only depends on single light source and can be computed only once for a lighting system. Based on the Frankfurt horizontal plane of a human skull, we propose a geometric face model of human skull structure. According to our face model, the compensating angle is calculated from the SCA for a face image taken in the same lighting system. With this compensating angle, the illumination compensation for a face image is done by an additive operation. The experimental results validate our method on the Yale B face database. Compared with Choi s methods, our method makes obvious improvement on images with large lighting angle, and is more robust to light change in both horizontal and vertical directions. Key words Face recognition, geometric light-face model, illumination compensation, compensating angle Citation Lin Lan, Zhao Ge, Tang Yan-Dong, Tian Jian-Dong, He Si-Yuan. Illumination compensation for face recognition using only one image. Acta Automatica Sinica, 2013, 39(12): 2090-2099 DOI 10.3724/SP.J.1004 As one of biometric identification technologies, face recognition has been developing rapidly over the past decades due to its wide applications in various fields such as information security [1−3] , e-passports [4] and access control system [5−6] . Many two-dimensional [7] and threedimensional [8−9] face recognition methods are proposed by researchers.
As one of biometric identification technologies, face recognition has been developing rapidly over the past decades due to its wide applications in various fields such as information security [1−3] , e-passports [4] and access control system [5−6] . Many two-dimensional [7] and threedimensional [8−9] face recognition methods are proposed by researchers.
Two-dimensional methods are classified into three types with regards to mechanism: geometrical method, algebraic method and the method based on connectionism. A fourstep geometrical approach is proposed by Basavaraj et al. in [10] . They use the facial features like eyes, nose, mouth and eyebrow, combined with potential facial features such as ears and chin. This kind of methods is simple and easy to be understood. But it is hard to extract stable face features and too sensitive to the posture and facial expression. The algebraic methods are more stable and robust to facial expression than geometrical methods because the algebraic feature vectors extracted from face images represent the inherent attributes of human faces [11] . For example, Fortuna et al. [12] employ independent component analysis (ICA) as the construction of filters for lighting invariant face recognition; Nara et al. [13] apply an improved principle component analysis (PCA) method to transform the feature vectors into recognition space; Nefian et al. use hidden Markov model (HMM) to reduce the computational complexity for face recognition in [14] . The demerits of algebraic methods are the requirement of high computational power and the dependence on the training dataset. Some algorithms with neural network (NN) [15] and elastic graph matching (EGM) [16] are designed on the connection mechanism between each unit. This kind of algorithms provides more texture information and avoids the complicated feature extraction process. However, their low efficiency in the case of massive data and long temporal complexity result in serious problems in real application.
Three-dimensional methods are divided into three cate- gories by the way of matching: direct matching method, local property matching method and the global feature matching method. Iterative closest point (ICP) and Hausdorff distance are commonly used in direct matching methods for 3D face recognition. Amor et al. [17] discuss the experiments on face recognition based on the three dimensional surface matching through ICP to provide perfect posture of presented probe. Russ et al.
[18] present a 3D face recognition algorithm based on the Hausdorff distance matrix. The approaches based on curvature are widely used as local matching methods in 3D face recognition. The geometric and curvature features are used in the approach proposed by Lei et al. [19] . For global matching methods, the main matching strategies include depth map matching, extended Gaussian image (EGI) matching and guidance-based constraints deformation (GCD) model matching. Lao et al. [20−21] perform 3D face recognition by a sparse depth map which is constructed from stereo images. In the method proposed by Lee et al. [20, 22] , the convex regions in the image are segmented based on the sign of the mean and Gaussian curvatures, and an extended Gaussian image is gotten for each convex region. A GCD model is proposed to cope with the shape distortion in [23] . Threedimensional methods are invariant to illumination and posture changes. Another advantage is that they contain abundant spacial information and figurative representation for recognition. Although these methods have many advantages, complex 3D data acquisition, heavy computational cost and large memory consumption are the obstacles for face recognition in three-dimensional space. The face recognition methods above can result in high recognition rates in ideal condition, but usually fail on the change of posture, illumination, expression, age and occlusion. The illumination variance is still one of problems for a face recognition system because it affects the imaging quality and degrades the robustness of recognition methods. To deal with illumination problem in face recognition, two strategies are usually used: illumination insensitive images and robust enhancing method.
Some illumination insensitive images are used to counteract light variation by removing color, texture and topological information. Li et al.
[24] use the near-infrared face images to obtain illumination invariants information. Except the impact on human body and the loss of face texture, it is robust to light variation. Wu et al. [25] apply the radiation-energy based infrared images as face representation for total independence from illumination. Nevertheless, infrared images are sensitive to temperature and heat source, and shift with the physiological situation and mood of people. The ultrasonic image is another type of illumination insensitive image and it is introduced to overcome the light and temperature influence [26] . However, the interference and detection direction have bad influence on ultrasonic-image based algorithms. Compared with visible light imaging, the less information obtained by infrared and ultrasonic images will degrade recognition results. The demerit of insensitive images is the loss of information, such as color and texture.
Some researchers try to enhance the robustness of face recognition in three ways: feature extraction, face modeling, pre-processing or normalization of visible light image. In [27] , an invariant feature derived from quotient image is used to overcome the limitation of neglecting reflection and shadow. Illumination cone method [28−29] , subspace projection method [30−34] and spherical harmonic method [35−38] are three means for face modeling. For these methods, more suitable face models are constructed to reduce the influence of illumination factors. Moreover, some researchers raise the recognition rate through improving the effect of preprocessing or illumination normalization. Zhao et al. [39] develop a face recognition system by means of the symmetric shape-from-shading (SSFS) algorithm to obtain the prototype image which is illumination-normalized. However, symmetric light-source estimation for each image in SSFS is usually time-consuming. To avoid this drawback, Choi et al. [40] divide the light condition into several situations, and remove the facial shadow with the compensated image obtained from the statistical analysis of classified samples. These robustness enhancing methods achieve high recognition rate, but they are too complex in computation and difficult to apply.
To reduce the negative influence caused by illumination variation and avoid computational complexity, we propose an illumination compensation approach based on a new geometric light-face model. Our approach is easier to implement and yield the acceptable and reliable results. At first, we estimate the illumination condition of a face image. Next, the light compensating angle is calculated. Then the illumination compensation is implemented with the image of the compensating angle. Our experimental results on Yale B and extended Yale B face image database show that our method can reduce the complexity while obtaining a good compensation effect. Especially, an invariant named as the sum of compensating angles (SCA) is calculated only once for a lighting system with single light source.
Our paper is organized as follows: in Section 1, our facelight model and the relationship between the light movement and face image are presented. The approach of the compensating angle calculation and image compensation method are described in Section 2. The experimental results are shown and analyzed in Section 3. We end this paper with some conclusions and discussions in Section 4.
Face light model
When taking photos or face images, a person usually stands upright and looks forward. This gesture is the same position as the Frankfurt horizontal (FH) [41] plane in Anthropometry, which is composed of three points: the orbitale of left or right side and the two porions. In Fig. 1 , FH is shown in Fig. 1 (a) and two cross sections of a head at the position marked by lines are shown in Fig. 1 (b) . The shape of these sections is so close to a circle that we model a head as a stack of a series of circular slices. The minor AB represents the bright region, and the major BA represents the dark (or shadow) region. For consistency and simplicity, ϕ1 and ϕ2 will not be defined in this paper again.
A special situation arises when the light moves on CL in Fig. 3 (a) . The beams of two light sources (L andL) meet at the same tangent point A, and OA ⊥ LL. Obviously, AB and AC are the bright and dark regions of L, respectively, while the opposite regions ofL. According to the processing of taking frontal face images and the camera position on the Y axis, we just need to pay attention to the area above X axis.
Without loss of generality, we assume that an image I1 is taken with the light L. The bright and dark regions in I1 are separated by the edge composed of a series of tangent points denoted by point set A. There is another image I2 with light which has the same edge but opposite directions as I1 sharing the same point set A. When we extend this situation to three-dimensions, the edge is a curve that includes a series of points in A. An example is shown in Fig. 3 (b) . I1 and I2 of the same person are shown in each row. We can see that the edges of bright and dark regions are very similar in I1 and I2 for the same person. This observation agrees with our model. When light moves on CL, the edge position changes correspondingly. For analyzing these changes during the process of altering light azimuth, some variables are defined as following:
θ denotes the angle between AL and OL; Am denotes the perpendicular line and m is the pedal; η is the angle of OA and Y axis.
We find six important cases during the light movement from left to right and present them in Fig. 4 . 2) Case B L andL are on different sides of Y axis, locating in the second and the first quadrant respectively. The position of A on circle CH resides much closer to the Y axis than that in Case A. This case is special because the light L coincides with X axis. Then, η = θ, which is very helpful to deduce the invariant characteristics. This is a critical case.
3) Case C With the movement of light L,L moves correspondingly, so does the position of point A, 0 < η < θ.
4) Case D The line LL is perpendicular to Y axis and η = 0. η decreases before this case, but starts to increase in this case. The position of A will be in the first quadrant in Case E. 5) Case E This case has totally different direction and variation trend from Case C. 0 < η < θ.
6) Case F L is located on the Y axis, η = π/2 − θ, and point A is farther from Y axis than that in Case E. Case F is another critical case because the boundary of η can be deduced under this case.
When L keeps on moving to right, the process also can be described by Cases A ∼ F for different directions and variation trends.
The invariant characteristics for variables during the shift from Cases A ∼ F are listed below.
1)
2) When point A is located on the left side of Y axis:
When point A is located on the right side of Y axis:
When point A is on Y axis, both (2) and (3) are satisfied.
3)
These five formulas are the basis of our approach for illumination compensation.
2 Illumination compensation
Illumination estimation
To obtain the edge information, a face image is partitioned into bright and dark regions by image segmentation with a threshold value that is the average of pixel values of an image. Supposing an image I is sized M × W (M : row number, W : column number) and let the I(i, j) denote the pixel value on location (i, j) within the image. The threshold value for segmentation is calculated as:
The segmented binary image B is obtained by
Some original images and corresponding binary images are shown in Fig. 5 . 
The process of image projection is shown in Fig. 6 . Line Am divides the image into two parts. The relation of variables can be presented by (8) , in which w denotes the column number of a face image and q denotes the distance from the edge between bright and dark regions to the center column. For a horizontal line on a face image, the length of bright part is w/2−q and the dark side takes up w/2+q, then In (8), R bd is the ratio of bright region and dark region, and reflects the position of point A. R bd is only related to the face image. In (9), q w/2 only depends on the light condition. If the edge information, which separates an image into bright and dark regions (shadow and non-shadow region), is available, q and w can be calculated in a horizontal line on a face image. Then the angle η can be calculated by an anti-trigonometric function.
For the human skull structure, the shadow edge of an image is a curve. We choose the position at line A in Fig. 6 (b) because the cross section shape on this position is much closer to a circle in our model and it is easy to get more theoretical support from physical anthropology such as the maximum cranial length. Choosing a rectangular region around this platform is also a way to decrease the effect of error.
Computation of the compensating angle
If the relative position of light and person is fixed, a face-light model is created with fixed parameters R, r and θ. The sum of ϕ1 and ϕ2 is a constant (the right side of (1) is fixed) which equals to π − 2θ and only related to the model. This constant is so important and useful that it can reflect the complex angle calculation and show the relationship of the two compensating lights whose bright areas and dark areas are opposite. We name the constant as the sum of compensating angles (SCA).
After we model the lighting system and get the SCA, the compensating angle ϕ2 is calculated to accomplish the compensation of the image with light L. In this case, two pictures can be compensated very well by each other and an example is shown in Fig. 7 . The image compensations with light estimation are shown in Fig. 8 and the corresponding angles calculated from original images are listed in Table 1 . The original angle and compensating angle are denoted as OA and CA respectively. 
Light compensation
Each estimated image has a dark region (D for short) and a bright region (B for short). A Boolean value which usually denotes true and false is used to describe the property of a region. The value is decided by the rules in Table  2 .
We assume that R1 and R2 are two regions with the same size, and C denotes the compensated result of R1 and R2. Then, the compensation rule can be presented by the logic operation in (10). 
In this formula, the symbol ∨ denotes the logical operation inclusive disjunction. Three situations of (10) are shown below.
In the compensation process, the three situations (described by (11) , (12) and (13)) are consistent with the three states: under-compensated, proper-compensated and overcompensated state respectively. Three states of the light compensation are shown in Fig. 9 .
Undercompensated

Propercompensated
Overcompensated 
1) Under-compensated state
The compensating angle is too big that a dark band appears on the compensated image. Much of the face information will be lost in the dark band in this situation.
2) Proper-compensated state The compensating angle is moderate and the dark band is not formed. Under this state, the two images can be compensated very well because the bright regions and dark regions overlap so accurately that they completely compensate for each other. And the variance of compensated image is minimized.
3) Over-compensated state
If we do the compensation with two pictures (a) and (b) shown in the third row of Fig. 9 , we can obtain the same result as proper-compensated state, but the compensating angle is smaller than the correct value of propercompensated state. A part of (a) is overlapped on (b), in which the pixel value is changed greatly and got much bigger. These changes will affect the distribution of pixel values and the characteristics of an image in some regions. The marked region in (d) might be brighter. Moreover, a smaller compensating angle will lead to the overcompensation phenomenon and affect the recognition result. Nevertheless, the over-compensation is still acceptable because the dark regions of original image can be compensated.
The SCA in proper-compensated state is the value that equals to the sum of ϕ1 and ϕ2. The correct value is required for the compensation when we know the angle ϕ1, of face image, and the image with ϕ2. In three light compensation states, the proper-compensated state is the best situation that can lead to the correct SCA, over-compensated state is acceptable, and the undercompensated state should be avoided. Obviously, the variances of estimated compensation image in two acceptable states are smaller than the one of under-compensated state. Therefore, we can get the compensating angle by minimizing the variance of results. For getting the minimal variance, the relationship between ϕ1 and ϕ2 is shown in Fig. 10 . Both proper-compensated and over-compensated states appear in the process of searching minimal variance, and a statistical experiment about the probability is shown in Table 3 . To avoid using the same dataset as Section 3, Extended Yale B database is used because it has the same light condition and naming regulation as Yale B database. Uno, PoC, PoO and Ave denote the number of users in dataset, the probability of proper-compensated state, the probability of over-compensated state and the average probability of all datasets, respectively. 99.58 % of images of the extended Yale B can be treated under two acceptable states by searching the minimal variance. 
, which has the closest B to R bdϕ 2 , exists 24 Icompensate = I b + IR bdϕ 2 25 else 26 quit 27 end Our method can reduce computational cost because the geometrical invariant is calculated only once and the compensation angles are calculated from a few simple formulas. We compare our method with Choi s method [40] in terms of computational cost. Choi s method requires the calculation of average images for each class, while our method does not need this step and hence reduces the complexity at the same time. Except for this difference, the two methods have the same computational cost.
Many compensation results are shown in Fig. 11 . Compared with the original image in the first row in (a), the effect is more obvious with large lighting angle. The results of full size images shown in (b) have the same effect as (a). 
Experiment results and analysis
We tested our method on the Yale B database, which includes pictures of ten people. Pictures in Yale B were taken with eight different postures under the lights with different azimuth and pitch. We use the P00A dataset taken on the standard posture as our experimental dataset. Except the ultra condition presented in yaleB * * P00 Ambeint.pgm and yaleB * * P00A * * * * 90.pgm in P00A, 630 images are used in the following experiments. Our dataset has 180 pictures more than the ones in dataset usually used for face recognition algorithms.
To show the effectiveness and advantages of our method, no preprocessing operations or complex recognition algorithms are used for high recognition rate. We use two-level wavelet decomposition (WD) with Daubechies wavelet to reduce the size of image matrix and apply the principal component analysis (PCA) to extract face features for Euclidean distance classifier. The experimental processes are described below.
Compensation and un-compensation
Dataset is divided into five subsets through the lighting angle from optical axis in both vertical and horizontal directions. Subset 1. 70 images whose angle < 12 degrees; Subset 2. 120 images whose 20 < angle < 25 degrees; Subset 3. 120 images whose 35 < angle < 50 degrees; Subset 4. 140 images whose 60 < angle < 77 degrees; Subset 5. 180 images whose 77 < angle degrees. Some algorithms are tested and compared using the first 4 subsets such as Correlation, Cone-attached, 9PL, Linear subspace, Eigenface, Fisherface, Harmonic image, Conecast, Gradient angle and Local normalization [40] . There are few experimental results on Subset 5 because the images in Subset 5 are very hard to use in recognition due to the bad light condition and big dark area on human face. We use Subset 1 and Subset 2 for training as usual. However, the testing datasets include not only Subset 3 and Subset 4, but also Subset 5.
The recognition rates are shown in Table 4 . The recognition rate after compensation is much higher than that without compensation. We also find that the recognition rate increases with the lighting angle. In Subset 5 whose biggest azimuth angle is 130 degrees, an obvious enhancement is obtained in 42.4 % while 2.7 % in Subset 4, and the result in Subset 3 is not good. The tendency of experimental results agrees with the effect claimed in Subsection 2.4 that our method works better on the large lighting angle images.
The data obtained from this experiment show the correctness of our face model preliminarily. Then, two experiments demonstrate the effect on azimuth and elevation directions and they reflect the characteristics of our method respectively.
Compensation in horizontal direction
The same database is separated through light azimuth. For example, an image named yaleB * * P00A 005E * * .pgm is distributed into the subset 005E to denote 5 degrees azimuth. Each subset contains images with different elevation ranged in [0, 5, 10, 15, 20, 25, 35, 50, 60, 70, 85, 95, 110, 120, 130] . In this way, total 15 subsets in Table 5 have Table 5 The sample number of each subset divided by azimuth Subset  000E  005E  010E  015E  020E  025E  035E  050E  060E  070E  085E  095E  110E  120E  130E   No.  50  40  40  20  60  20  80  40  40  60  40  20  80  20  20 different number of images and they are used for the comparison with an effective method published in Pattern Recognition [40] . The compensated images of each subset are shown in Fig. 12 .
In this experiment, the shadow is mainly caused by the change of elevations. Even though, our compensation results obviously improve the light condition without losing any information of each user. The better performance of our method in large azimuth is more evident while other methods cannot deal with this situation very well, especially on Subset 5 whose angle is larger than 77 degrees from optical axis. The Choi s method is chosen for comparison because this method is also a compensation method by additive operation. The difference is that an average intensity difference image [40] is added to the sample in Choi s method while an image with compensating angle ϕ2 is added in our method.
The recognition rates on each subset are shown in Fig. 13 : "UC" denotes the rate obtained without any compensation, "PR" denotes the rate of Choi s method, and "Ours" denotes the result of our algorithm.
The recognition rates of "PR" and "UC" decrease with the azimuth and "Ours" is the most stable result. Though our method does not perform well in first half part of the curve, the rate becomes the highest one in the rest part with large lighting angle from 50 to 130 degrees. Its reason is that the situation of large azimuth (Case A in Section 1) is considered in our face model. Choi s method performs worse in large angle part because the compensation image ultimately depends on the training dataset. The average intensity difference image is calculated from the Subset 1 and Subset 2 by a statistical method. The average intensity difference image has little ability to present information with large lighting angle for lack of samples. However, our method is more independent of training set. We adjust the compensating angle only once according to the geometric structure of the whole lighting system. In other words, the 000E  005E  010E  015E  020E  025E  035E   050E  060E  070E  085E  095E  110E  120E 130E Fig. 12 Compensated images of each subset in horizontal direction parameter obtained from a system will not change unless the system changes. For instance, when the SCA obtained from extended Yale B database is used for compensating image in Yale B database, the recognition rate also gets 95 % in 130E because Yale B and extended Yale B are taken under the same lighting system.
The result shows better robustness of our method in horizontal direction.
Compensation in vertical direction
The dataset division and the compensation images of each subset are shown in Table 6 and Fig. 14 respectively. The recognition rates are compared with Choi s method in each subset in Fig. 13 with the same legend as Fig. 15 . Our method has the highest rate in all the subsets, especially in the case of large angle, such as 96.67 % in 45A. When the angle is too big to sustain to 65 degree, the recognition rate falls down quickly to a low level. Even in 65A, the result 15 % is still better than Choi s method. The curve tendency agrees with our analysis very well, and the threshold can be set in 45 degree. Beyond this threshold, our methods cannot make significant improvement on the recognition effect. In addition to the weak independence from training set, another reason for the bad performance of Choi s method is the mixed feature. The compensating process of adding average intensity image to the sample changes the user s facial feature because the intensity image includes the information of others. On the contrary, we use the image with compensating angle of the same user for the light compensation. Our method offers more facial information and has better robustness when the elevation is smaller than 45 degrees in vertical direction. gle relationship analyses. After getting the SCA in a lighting system only once, the images taken in this condition can be easily compensated by an additive operation. We use the image of the same user with the compensating angle to do the compensation. It offers more facial information at the same time. The different divisions of Yale B database are used for three experiments independently, and the experimental results show the effectiveness and stability of our method. The highest recognition rates are 95 % and 96.67 % in horizontal and vertical direction respectively. Our method has the following characteristics: 1) It makes obvious improvement in the area with large lighting angle; 2) It has robustness in horizontal direction; 3) It has limited robustness in vertical direction within the range [−40, 45] degrees of elevation; 4) For the same lighting system, SCA needs to be computed only once and the image compensation requires only one image; 5) The compensation does not depend on the training set, and is only relevant to the structure of lighting system; 6) It is easy to use without complex computational process.
Though the model is built for illumination compensation for face recognition, it may be extended to other domain by using the six main formulas (1) ∼ (5) and (9) . For example, combining the formula (5) and (9) under Case B, we can get the position of light by computing r through the maximum cranial length which is given by standard on anthropometry such as GB10000-88 in China.
Our proposed model is simple, but the effectiveness with small angle is not evident, and our method cannot work in the case that Iϕ 2 does not exist. We need to pay more attention to these problems.
