Abstract. We obtain large deviations estimates for both sequential and random compositions of intermittent maps. We also address the question of whether or not centering is necessary for the quenched central limit theorems (CLT) obtained by Nicol, Török and Vaienti for random dynamical systems comprised of intermittent maps. Using recent work of Abdelkader and Aimino, Hella and Stenlund we extend the results of Nicol, Török and Vaienti on quenched central limit theorems (CLT) for centered observables over random compositions of intermittent maps: first by enlarging the parameter range over which the quenched CLT holds; and second by showing that the variance in the quenched CLT is almost surely constant (and the same as the variance of the annealed CLT) and that centering is needed to obtain this quenched CLT.
Introduction
The theory of limit laws and rates of decay of correlations for uniformly hyperbolic and some non-uniformly hyperbolic sequential and random dynamical systems has recently seen major progress. Results in this area include: in [CR07] strong laws of large numbers and centered central limit theorems for sequential expanding maps; in [AHN + 15], polynomial decay of correlations for sequential intermittent systems; in [NTV18] , sequential and quenched (self-centering) central limit theorems for intermittent systems; in [ANV15] , annealed versions of a central limit theorem, large deviations principle, local limit theorem and almost sure invariance principle are proven for random expanding dynamical systems, as well as quenched versions of a central limit theorem, dynamical Borel-Cantelli lemmas, Erdos-Renyi laws and concentration inequalities; in [AA16] , necessary and sufficient conditions are given for a central limit theorem without random centering for uniformly expanding maps; and in [BB16b] mixing rates and central limit theorems are given for random intermittent maps using a Tower construction. Recently the preprint [BBR17] considered quenched decay of correlation for slowly mixing systems and the preprint [AM18] used martingale techniques to obtain large deviations for systems with stretched exponential decay rates.
In this article we obtain large deviations estimates for both sequential and random compositions of intermittent maps. We also address the question of whether or not centering is necessary for the quenched central limit theorems (CLT) obtained in [NTV18] for random dynamical systems comprised of intermittent maps. More precisely, we consider in the first instance a fixed deterministically chosen sequence of maps . . . T αn , . . . , T α 1 in the sequential case, or a randomly drawn sequence . . . T ωn , . . . , T ω 1 with respect to a Bernoulli measure ν on Σ = {T 1 , . . . , T k } N , where each of the maps T j is a Liverani-Saussol-Vaienti [LSV99] intermittent map of the form T α j (x) = x + 2 α j x 1+α j , 0 ≤ x ≤ 1/2, 2x − 1, 1/2 ≤ x ≤ 1 , for numbers 0 < α j ≤ α < 1. We consider the asymptotic behavior of the sums
for sufficiently regular observables ϕ with m(ϕ) = 0 (here m represents the Lebesgue measure on [0, 1] and m(ϕ) is the integral of ϕ with respect to m). In the sequential case of a fixed realization we are interested in the large deviations of the self-centered sums:
for ǫ > 0. In this case centering is clearly necessary. In the annealed case we consider the random dynamical system (RDS) F : Σ × [0, 1] → Σ × [0, 1] given by F (ω, x) = (τ ω, T ω 1 x), where τ is the left-shift operator on Σ. For ν a Bernoulli measure on Σ, we suppose µ is a stationary measure for the stochastic process on [0, 1], that is, a measure such that ν ⊗ µ is F invariant. If ϕ is an observable such that µ(ϕ) = 0, we estimate
In the quenched case, once again assuming µ(ϕ) = 0, we give bounds for
Since the maps we are considering are not uniformly hyperbolic, spectral methods used to obtain limits laws are not immediately available. Our techniques to establish large deviations estimates are based on those developed for stationary systems, in particular the martingale methods of [MN08, Mel09] .
Using recent work of [AA16] and [HS18] we extend the results of [NTV18] on quenched central limit theorems (CLT) for centered observables over random compositions of intermittent maps in two ways, first by enlarging the parameter range over which the quenched CLT holds and second by showing as a consequence of results in [HS18] that the variance in the quenched CLT is almost surely constant and equal to the variance of the annealed CLT.
We also study the necessity of centering to achieve a quenched CLT using ideas of [AA16] and [ANV15] . The work of [ANV15] together with our observations show that centering is necessary 'generically' (in a sense made precise later) to obtain the quenched CLT in fairly general hyperbolic situations.
Notation and assumptions
Throughout this article, m denotes the Lebesgue measure on [0, 1] and B the Borel σ-algebra on [0, 1]. We consider the family of intermittent maps given by
for α ∈ (0, 1).
If we identify the unit interval [0, 1] with the unit circle S 1 the maps T α become continuous. For β k ∈ (0, 1) denote by
m) the transfer operator (or PerronFrobenius operator) associated to the map T β k = T k , defined as the dual of the Koopman operator f → f • T k with respect to m, acting on L ∞ (m). The duality relation is given by
We will often, for ease of exposition when there is no ambiguity,
Since L 1 (m) is invariant under the action of the transfer operators, the duality relation extends to compositions
We will write E m [ϕ|F ] for conditional expectation of ϕ on a subsigma algebra F with respect to the measure m.
Remark 2.1. In [CR07, NTV18] it is shown that
One of the main tools to study sequential and random systems of intermittent maps is the use of cones (see [LSV99] , [AHN + 15], [NTV18] ). Define the cone C 2 by
where X(x) = x is the identity function and m(f ) is the integral of f with respect to m. In [AHN + 15] it is proven that for a fixed value of α ∈ (0, 1), provided that the constant a is big enough, the cone C 2 is invariant under the action of all transfer operators P β with 0 < β ≤ α.
Random dynamical systems. Now we introduce a randomized choice of maps: consider a finite family of intermittent maps of the form (1), indexed by a set Ω = {α 1 , . . . , α m } ⊂ (0, α). Given a probability distribution on P = (p 1 , . . . , p m ) on Ω, define a Bernoulli measure
p α j i for every finite cylinder and extending to the sigma-algebra cenerated by the cylinders of Ω by Kolmogorov's extension theorem. This measure is invariant and ergodic with respect to the shift operator τ on Σ, τ : Σ → Σ acting on sequences by (τ (ω)) k = ω k+1 . We will denote P ⊗N by ν from now on.
We will also use Ω-indexed subscripts for random transfer operators associated to the maps T ω i , so that P ω i := P Tω i . We will also abuse notation and write P ω for P ω 1 if ω = (ω 1 , ω 2 , . . . , ω n , . . .).
A probability measure µ on X is said to be stationary with respect to the RDS F if
for every measurable set A. This is equivalent to the transformation
being invariant under the measure ν ⊗ µ. The iterates of F are given by
is defined by averaging over all the transformations:
This operator is dual to the annealed Koopman operator U :
The annealed operators satisfy the duality relationship
Bahsoun and Bose [BB16b] , [BB16a] have shown that there exists a unique invariant measure µ in this setting. It is clear that the density of µ lies in the cone C 2 .
Martingale approximation
In this section we describe the main technique used to prove some of the limit law results: the martingale approximation, introduced by Gordin [Gor69] . Since there is no common invariant measure for the set of maps {T k }, for a given C 1 observable ϕ we center along the orbit by
This implies that E m (ϕ k • T k ) = 0 and consequently the centered Birkhoff sumŝ
have zero mean with respect to m. Following [NTV18] , define H 1 = 0, H n • T n = E(Ŝ n−1 |B n ) and the (reverse) martingale sequence {M n } by M 0 = 0 and
where the filtration here is B n = T −n B. Define ψ n ∈ L p (m) by setting
n and we have that E(M n |B n+1 ) = 0. Thus {ψ n • T n } is a reverse martingale difference scheme. An explicit expression for H n is given by
Remark 3.1. As in [NTV18] for simplicity, in some of the following statements we will use as rate of decay n − 1 α +1 ignoring a log n factor. This is correct if we take for α a slightly higher value and changes none of the results we obtain.
We collect and extend some results from [NTV18] concerning the properties of H n , as well as the non-stationary decay of correlations for the sequential system: Lemma 3.2. For all n ≥ 1 we have
Proof. By [NTV18, Corollary 2.8] each term of the form
Suppose observables ψ, ϕ lie in the cone C 2 and have equal expectation ψdm = ϕdm. Then for any sequence of maps T ∞ , we have
where C α depends only on α. A similar decay rate holds for C 1 functions ψ, ϕ with equal expectation and in this case
where C α depends only on the map T α and F : R → R is an affine function.
A similar result holds in L p :
6 Proposition 3.4. [NTV18, Proposition 1.3] For C 1 observables ψ, ϕ with equal expectation ψdm = ϕdm and any sequence of maps T ∞ , we have
where C α,p depends only on the map T α and p, and F : R → R is an affine function.
In particular this implies a decay result for the transfer operator P n :
Proposition 3.5. For a C 1 observable ϕ with zero expectation, we have for all ω
and similarly for L p (m) decay. Note that the constant depends on the C 1 norm of ϕ.
A consequence of the previous result is non-stationary decay of correlations ([NTV18, Page 1130]):
provided ϕ is essentially bounded and 1 X ψdm lies in the cone.
The next lemma shows that we can extend the decay result of proposition 3.5 to products of elements of the cone with C 1 observables. The proof is given in the Appendix.
Lemma. Suppose ϕ ∈ C 1 and h ∈ C 2 . Then if
A useful remark of [AHN + 15] is the following lower bound for functions in the cone C 2 :
Proposition 3.6. For every function f ∈ C 2 one has
In particular, there exists a constant
We will also use Rio's inequality, taken from [MPU06] . This is a concentration inequality that allows us to bound the moments of Birkhoff sums.
Proposition 3.7. Let {X i } be a sequence of L 2 centered random variables with filtration F i = σ(X 1 , . . . , X i ). Let p ≥ 1 and define
The next result provides L ∞ bounds for the image under the transfer operator of a function f ∈ L ∞ , provided a uniform integral inequality holds:
Proposition 3.8 (Melbourne, Torok). Let (Y, B, η) be a probability space and T : X → X a measure preserving transformation. Let ψ ∈ L ∞ and suppose there is a constant C > 0 such that
Polynomial large deviations estimates.
Recall we fixed a sequence T ∞ = . . . T αn , . . . , T α 1 where each of the maps is of the form
In the first part of this section we prove that for such a fixed sequence of maps T ∞ , a polynomial large deviations bound holds for the centered sums.
Theorem 4.1. Let ϕ ∈ C 1 ([0, 1]) and suppose 0 ≤ α < 1, then the centered sums satisfy the following large deviations upper bound:
for ǫ > 0, where C = C α, ϕ C 1 is a constant depending on the C 1 norm of ϕ and α.
Proof. Fix n and for j ∈ {1, . . . , n}, define the increasing (finite) sequence of σ−algebras
. Define b i,n as in Rio's inequality with p = 1:
.
Here all the expectations are taken with respect to m. Take X n = ϕ n • T n and recalling the expression we have for the martingale difference, we can write the sum inside the p 8 norm as
By lemma 3.2 we may bound
Now we can go back to b i,n and estimate
By Markov's inequality we have that
Now we prove large deviations estimates for the randomized systems. Using the same idea as in the proof of theorem 4.1, we can obtain an annealed result for the random dynamical system.
Theorem 4.2. Let ϕ ∈ C 1 ([0, 1]) with µ(ϕ) = 0 and let 0 ≤ α < 1, then the Birkhoff averages have annealed large deviations with respect to the measure ν ⊗ µ with rate:
Proof. To prove this result we will use the same construction used to prove the annealed CLT in [ANV15] : let Ω * = X N 0 , endowed with the sigma algebra G generated by the cylinders, and the left shift operator δ : Ω * → Ω * . Let µ c be the unique probability measure on Ω * such that
for all x ∈ Ω * and every bounded measurable function f : Ω * → R which depends only on x 0 , . . . , x n . This measure is δ invariant, and we have that E µ (ϕ) = E µc (ϕ π ), where µ is the stationary measure on X. Denote by π the projection from Ω * onto the 0-th coordinate, that is, π(x) = x 0 for x = (x 0 , x 1 , . . .). We can lift any observable ϕ : X → R to an observable on Ω * by setting ϕ π = ϕ • π : Ω * → R. As noted in [ANV15] , the law of S n,ω under ν ⊗ µ is the same as the law of the n-th Birkhoff sum of ϕ π under µ c , thus it suffices to establish large deviations for the later. Define now
where P is the annealed transfer operator of the RDS. We lift ϕ and K n to Ω * and denote them by ϕ π and K n,π respectively, and write
Then the sequence {X n = ϕ π • δ n } is a centered sequence of random variables in L 2 (µ c ). We apply Rio's inequality to it with respect to the filtration G k = δ −(n−k) G. For this, we need to bound
If k > i, we have by independence and invariance that
Thus, we only need to bound the term
Note that
It is possible to see that
and thus, following the proof of lemma 3.2 we can see that
as ϕ is continuous. This gives the estimate
from where the rest of the proof is the same as in the sequential case, using Markov's and Rio's inequalities.
Using similar ideas, it is possible to obtain an annealed central limit theorem. This has been established already by Young Tower techniques in [BB16a, Theorem 3.2]. We include the statement of the annealed central limit and an alternative proof for completeness and to give an expression for the annealed variance.
Proposition 4.3. If α < 1 2 then a central limit theorem holds for S n,ω ϕ with respect to the measure ν ⊗ µ, that is, S n,ω ϕ converges in distribution to N (0, σ 2 ), with variance σ 2 given by
Proof. We proceed as in the previous result and [ANV15]: let ω = ∞ n=1 P n ϕ. By proposition 3.5 this sum converges in L 2 . Define η = ϕ π + ω π − ω π • δ. Then {η • δ n } is a reverse martingale difference scheme with respect to G n .
Note now that
Once we have a CLT for {η • δ n }, we have the corresponding result for n k=1 ϕ π • δ k with respect to µ c . Since this sequence has the same law as S n ϕ with respect to ν ⊗ µ, the result follows. The formula for the variance is the standard Green-Kubo formula.
We will use the annealed and sequential results to obtain quenched large deviations for random systems of intermittent maps. We denote the Birkhoff sums by S n,ω (x) to stress the dependance on the realization ω.
Theorem 4.4. Suppose ϕ ∈ C 1 and µ(ϕ) = 0. Fix α > 0, then for every ǫ > 0, δ > 0, for ν-almost every realization ω, the Birkhoff averages have large deviations with polynomial rate
Proof. Choose δ > 0 and ǫ > 0. By Theorem 4.1, for all ω ∈ Ω,
Integrating over Σ with respect to ν we obtain
By Theorem 4.2, we also have the annealed estimate for the non-centered sums: 
and as there is no dependence on m this implies
We will show that for ν a.e. ω ∈ Ω there exists N(ω) such that for all n ≥ N(ω)
Taking 2ǫ = n
Hence there exists N(ω) such that for all n ≥ N(ω)
Without loss of generality we suppose C α,ϕ > 1. Now consider n > N(ω) and the statement (which is true by Theorem 4.1) that
We will show
If ǫ < n 
and hence the result holds as
We remark that the methods used to prove these results in the uniformly expanding case are not applicable here, as they rely on the quasi-compactness of the transfer operator. In the uniformly expanding case it is possible to obtain a rate function.
The Role of Centering in the Quenched CLT
In this section we use recent results of Hella and Stenlund [HS18] to extend and clarify results of [NTV18] .
In [NTV18, Theorem 3.1] a self-norming quenched CLT is obtained for ν a.e. realization ω of the random dynamical system of Theorem 4.3. More precisely recalling the definition of the centered observables . Various scenarios under which σ 2 n (ω) > n β are given in [NTV18] .
If the maps T ω i preserved the same natural invariant measure then the centering would be the same for each realization and the question of whether or not we need to center would not arise. In the setting of [ALS09] this is the case, namely all realizations preserve Haar measure, and the authors address the issue of whether the variance σ n (ω) 2 can be taken to be the "same" for almost every quenched realization in the setting of random toral automorphisms. They show that for almost every quenched realization the variance in the quenched CLT may be taken as a uniform constant. The technique they use is adapted from random walks in random environments and consists in analyzing a random dynamical system on a product space.
A natural question is whether in our setup of random intermittent maps, after centering, σ n (ω) can be taken to be "uniform" over ν a.e. realization. Recent results of Hella and Stenlund [HS18] show that 1 n σ n (ω) → σ for ν a.e. ω, giving a positive answer to this question. Note that this is also true in the context of uniformly expanding maps considered by [AA16] using the same method used in [HS18] .
A related question is whether we need to center at all. For example if µ(ϕ) = 0 then for ν a.e ω,
for µ a.e. x, so for the strong law of large numbers centering is not necessary. Using ideas of [AA16] we consider the related question of whether centering is necessary to obtain a quenched CLT with almost surely constant variance. We show the answer to this is positive as well: to obtain a quenched CLT with almost surely constant variance we need to center.
We will first verify that, after centering, our system satisfies the conditions SA1, SA2, SA3 and SA4 of [HS18, Theorem 4.1] and hence Proposition 5.1. for ν a.e. ω, if α < 1 2 and σ 2 > 0 then
where the convergence in distribution is with respect to m and
which is the annealed variance. . 14 Proof. We will verify conditions SA1, SA2, SA3 and SA4 of [HS18, Theorem 4.1] in our setting.
SA1:
If j > i then
by the same argument as in the proof of [NTV18, Proposition 1.3].
SA2:
Our underlying shift σ : Ω → Ω is Bernoulli hence α-mixing.
SA3:
We need to check [HS18, Line 5 Page 6] that
Since 1 and P ωr · · · P ω 1 1 both lie in the cone we have
SA4:
(σ, Ω, ν) is stationary so SA4 is automatic.
Now we address the question of the necessity of centering in the quenched central limit theorem. We show that if ϕdµ ω i = ϕdµ ω i for any two maps T ω i , T ω j where µ ω i is the invariant measure for T ω i then centering is needed i.e. although
it is not the case that
Our proof has the same outline as that of [AA16] , adapted to our setting of polynomial decay of correlations. First we suppose that the maps T ω i do not preserve the same measure. After reindexing we can suppose that T ω 1 and T ω 2 have different invariant measures. We suppose ϕdµ ω 1 = ϕdµ ω 2 , a condition satisfied by an open and dense set of observables.
Recall that the RDS has an invariant stationary measure dµ = hdm, h ≥ D α > 0 and we have assumed µ(ϕ) = 0, ϕ ∈ C 1 .
We will:
• construct a product random dynamical system on X × X and prove that it satisfies a CLT forφ(x, y) = ϕ(x) − ϕ(y) with distribution N(0,σ 2 ); • observe that almost every uncentered quenched CLT has the same variance only if 2σ 2 =σ 2 , where the original RDS with stationary invariant measure dµ = hdm satisfies an annealed CLT for ϕ with distribution N(0, σ 2 ); • observe that the conclusions of [AA16, Theorem 9] hold in our setting andσ 2 = 2σ 2 if and only if lim n→∞
• use ideas of [AA16] to show the limit above is zero only if a certain function G on Ω is a function with a Hölder coboundary, which in turn implies ϕdµ ω 1 = ϕdµ ω 2 , a contradiction.
Let ϕ : X → R be C 1 , with X ϕdµ = 0, and define S n (ϕ) = n−1 k=0 ϕ(T k ω x). Recall the standard expression (e.g. see [AA16] ) for the annealed variance,
We also consider the product random dynamical system (Ω,P,T ) defined on X 2 byT ω (x, y) = (T ω x, T ω y). For an observable ϕ, defineφ : X 2 → R byφ(x, y) = ϕ(x) − ϕ(y), and its Birkhoff sums S n (φ). In Theorem 5.4 and Corollary 5.5 of the Appendix we show
The following lemma, [ANV15, Lemma 7.2], is general and does not depend upon the underlying dynamics. It is a consequence of Levy's continuity theorem (Theorem 6.5 in [Kerr]).
Lemma. Assuming that σ 2 > 0 andσ 2 > 0 are such that
Sn(φ) √ n converges in distribution to N (0,σ 2 ) under the probability ν ⊗ µ ⊗ µ,
Sn,ω(ϕ) √ n converges in distribution to N (0, σ 2 ) under the probability µ, for ν almost every ω.
Then 2σ
2 =σ 2 .
We will show that in the uncentered case 2σ 2 =σ 2 . To do this we will use [AA16, Theorem 9] which holds in our setting, namelyσ 2 = 2σ 2 if and only if
We follow the counterexample method of [AA16] . Suppose 2 of the maps T ω 1 and T ω 2 have different invariant measures. It is possible to find a C 1 ϕ such that ϕdµ ω 1 = ϕdµ ω 2 . In fact for a C 2 open and dense set of ϕ, ϕdµ ω 1 = ϕdµ ω 2 .
Theorem 5.3. Let ϕ ∈ C 1 and suppose that ϕ dµ ω 1 = ϕ dµ ω 2 . Then it is not the case that
for almost every ω ∈ Ω i.e. the Birkhoff sums need to be centered.
Proof. As in [AA16] we change time-direction and replace (ω 1 , ω 2 , . . . , ω n ) by (ω n , ω 2 , . . . , ω 1 ), this will not affect distributional limit laws.
Note that the sequence P ω 1 P ω 2 . . . P ωn h is Cauchy in L 1 , as α < 1 2
and
by Proposition 3.2 Thus P ω 1 P ω 2 . . . P ωn h → hω in L 1 for some hω ∈ C 2 . Note that this limit defines hω whereω = (. . . , ω n , ω 2 , . . . , ω 1 ) i.e. ω reversed in time. We define G(ω) = X hωdm. Note that G(τ k ω) = X hτ k ω dm and that P ω 1 P ω 2 . . . P ωn h − hω 1 ≤ Cn −1−δ for some δ > 0 uniformly for hω. Hence
We put a metric on Ω by defining
With this metric Ω is a compact and complete metric space. Note that
is Hölder with respect to our metric.
As in the Abdulkader-Aimino construction we can now rewrite (5) above as . . are fixed points for τ and correspond to only choosing the map ω 1 and only choosing the map ω 2 respectively. But this implies G(ω 1 ) = G(ω 2 ) = 0 which is equivalent to ϕdµ ω 1 = ϕdµ ω 2 , a contradiction.
p ≥ 2,
Let χ = n≥1 Q n ψ. By the previous inequality with p = 2, χ is a well-defined element of L 2 (ν ⊗ µ ⊗ µ). Defining Z by ψ = Z + χ − χ • F we see that {ψ • F n } satisfies a CLT in the usual way as it is cohomologous to an L 2 martingale difference scheme {Z • F n } by an L 2 coboundary χ (see [Liv96] ).
The next lemma shows that we can extend the decay result of proposition 3.5 to products of elements of the cone with C 1 observables.
Lemma. Suppose ϕ ∈ C 1 and h ∈ C 2 . Then there exist λ, b such that (ϕ + a + λx)h + b and (a + λx)h + b both are in C 2 and hence if ϕhdm = 0 then
Proof. Let f 1 = (ϕ + λx + a)h + b and f 2 = (a + λx)h + b. First we show that f 1 ∈ C 2 . It is clear that f 1 ∈ C 0 (0, 1] ∩ L 1 (m). Choose λ < 0 such that |λ| > ϕ ′ L ∞ and a > 0 large enough so that ϕ + λx + a > 0.
This ensures that f 1 ≥ 0 for any value of b ≥ 0. Note now that (ϕ + λx + a) ′ = ϕ ′ + λ ≤ 0 so ϕ + λx + a is decreasing. Since both ϕ + λx + a and h are positive and decreasing, we obtain that f 1 is decreasing as well. We show now that x α+1 f 2 is increasing. Since h ∈ C 2 , h is non-increasing so h ′ exists m-a.e. and h ′ ≤ 0 m-a.e. It also implies that x α h is increasing, so (x α h) ′ exists m-a.e., and we can compute this derivative as (x α h) ′ = (α + 1)x α h + x α+1 h ′ ≥ 0.
We compute now the derivative of x α+1 f 2 : Here we group terms conveniently: note that (α + 1)x α ϕh + (α + 1)ax
m-a.e., since the term in the square brackets corresponds to (x α+1 h) ′ ≥ 0. The term λx α+2 h ′ is non-negative m-a.e. since λ, h ′ ≤ 0. Since 0 ≤ hx α ≤ am(h), we have 0 ≤ −x α+1 h ′ ≤ (α + 1)x α h ≤ (α + 1)am(h) and then the terms (α + 2)λx α+1 h + x α+1 hϕ ′ are bounded. Thus, we can take b > 0 big enough so that (α + 1)x α b > (α + 2)λx α+1 h + x α+1 hϕ ′ .
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With this, we have that (x α h) ′ ≥ 0 and so x α h is increasing, proving that f 1 ∈ C 2 . The proof that f 2 ∈ C 2 is the same.
