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La logique possibiliste avec poids symboliques : une preuve de
comple´tude
Possibilistic logic with symbolic weights : a completeness proof
C. Cayrol D. Dubois F. Touazi
IRIT, CNRS & Universite´ de Toulouse
118 Route de Narbonne, 31062 Toulouse cedex 09, {ccayrol,dubois,touazi}@irit.fr
Re´sume´ :
On conside`re une variante de la logique possibiliste,
de´ja` propose´e par Benferhat et coll., ou` les poids attache´s
aux formules sont remplace´s par des variables symbo-
liques a` valeur sur une e´chelle totalement ordonne´e. On
suppose qu’on ne dispose que de contraintes de domina-
tion stricte entre ces poids inconnus. Dans ce cas, on peut
e´tendre la se´mantique et l’axiomatisation de la logique
possibiliste, mais sa comple´tude ne´cessite une nouvelle
preuve qui est de´crite ici. La mise en œuvre de cette lo-
gique peut exploiter des techniques de recherche de sous-
bases maximales consistantes et de raisonnement abduc-
tif.
Mots-cle´s :
Logique possibiliste, ordre partiel, comple´tude.
Abstract:
This paper studies a variant of possibilistic logic al-
ready introduced by Benferhat et al., where the weights
attached to formulas are replaced by symbolic variables
that take values on a totally ordered scale. We assume
only strict dominance constraints are available between
some of the symbolic weights. In such a contest it is
possible to extend the semantics and the axiomatization
of standard possibilistic logic to accommodate symbo-
lic weights. However, the proof of completeness of pos-
sibilistic approach no longer applies. A new complete-
ness proof is proposed in this paper for possibilistic logic
with symbolic weights. The implementation of the proof
method relies on the search for maximal consistent sub-
bases, and on techniques in abductive reasoning.
Keywords:
Possibilistic logic, partial order, completeness.
1 Introduction
La logique possibiliste est une ge´ne´ralisation de
la logique classique qui consiste, sur le plan
syntaxique, a` attacher des poids aux formules
d’une base logique [9, 11, 12]. Ces poids ap-
partiennent a` une e´chelle de certitude totale-
ment ordonne´e et sont vus comme des bornes
infe´rieures de mesures de ne´cessite´. On obtient
donc une stratification de la base. La validite´
d’une formule infe´re´e est celle du maillon le
plus faible de la meilleure chaıˆne de de´duction.
On construit ainsi une mesure de ne´cessite´ sur
le langage. Cette logique est saine et comple`te
pour la se´mantique en termes de distributions
de possibilite´. On conside`re ici une extension de
la logique possibiliste ou` les poids sont symbo-
liques et repre´sentent des valeurs mal connues
dans une e´chelle totalement ordonne´e, ide´e ori-
ginellement propose´e par Benferhat et coll. [2,
3]. La base est comple´te´e par des contraintes de
priorite´ entre les poids symboliques. Dans [3],
ce sont des contraintes laˆches. Ici on suppose
des contraintes strictes, comme dans [2]. Dans
le cas symbolique, la preuve de comple´tude,
base´e sur les coupes de la base possibiliste [9],
ne peut s’appliquer. On donne ici une preuve de
comple´tude, qui s’appuie sur les sous-bases mi-
nimales consistantes qui impliquent la formule
a` prouver.
2 La logique possibiliste symbo-
lique (LPS)
Nous conside´rons un langage propositionnel ou`
les formules sont note´es φ1, ..., φn, et Ω est
l’ensemble des interpre´tations. On note [φ] l’en-
semble des mode`les de φ. La logique possibi-
liste est une extension de la logique classique
qui manipule des formules ponde´re´es (φj, rj)
ou` φj est une formule propositionnelle et 0 <
rj ≤ 1. La formule ponde´re´e (φj, rj) s’in-
terpre`te par N(φj) ≥ rj > 0, avec N une me-
sure de ne´cessite´ [10]. La valeur rj est alors
vue comme le degre´ de certitude minimal de
φj . On associe a` une base possibiliste Σ =
{(φi, ri), i = 1, · · · , n} une distribution de
possibilite´ piΣ sur Ω avec piΣ(ω) = mini(pii(ω))
ou`, ∀i = 1, · · · , n :
pii(ω) =
{
1 si ω ∈ [φi];
1− ri si ω 6∈ [φi]
La se´mantique d’une base possibiliste se de´finit
par la relation sur les interpre´tations induite par
la distribution piΣ. On a bien alors NΣ(φj) ≥
rj avec NΣ la mesure de ne´cessite´ de´finie par
NΣ(φ) = minω 6∈[φ](1− piΣ(ω)).
2.1 Syntaxe de la LPS
Une base possibiliste symbolique est un
ensemble de formules ponde´re´es. Mais on
conside`re ici que l’on ne dispose que de
connaissances partielles sur l’ordre total entre
les poids des formules. On utilise alors des
poids symboliques et des contraintes sur ces
poids symboliques. Cette ide´e a e´te´ d’abord pro-
pose´e dans [2]. L’ensemble P des poids sym-
boliques αj est obtenu a` l’aide d’un ensemble
fini H de variables a1, . . . , ak, . . . sur ]0, 1] et
de max /min expressions construites sur H :
H ⊂ P , 0, 1 ∈ P ,
et si α, β ∈ P alors max(α, β),min(α, β) ∈ P .
Les e´le´ments de H sont appele´s poids symbo-
liques e´le´mentaires.
Soit Σ = {(φi, αi), i = 1, · · · , n} une base
en LPS, avec αi une max /min expression
construite sur H . Une formule (φi, αi) est tou-
jours interpre´te´e comme N(φi) ≥ αi.
2.2 Contraintes entre les poids
La connaissance sur l’ordre entre les poids
symboliques est code´e par un ensemble C =
{αj > βj, j = 1, · · · , s} de contraintes strictes
entre des max /min expressions, comme dans
[2]. Tout ensemble fini de contraintes peut se
mettre sous forme e´quivalente d’un ensemble
de contraintes canoniques :
max
k=1···n
aik > min
`=1···m
bil aik, bi` ∈ H
Ce qui veut dire ∃k ∈ {1 · · ·n},∃` ∈
{1 · · ·m}, aik > bil . On de´finit C  α > β ssi
toute valuation des symboles apparaissant dans
α, β (sur ]0, 1]) qui satisfait les contraintes dans
C satisfait aussi α > β.
Remarque 1 Dans [3], on utilise des
contraintes de la forme αi ≥ βj et on de´finit
C  α > β par C  α ≥ β et C 6 β ≥ α. Voir
la discussion comparative en Section 4.3
Dans cet article, α > β veut dire que cette
ine´galite´ tient dans toutes les instanciations de
α, β conformes aux contraintes. Comme on
s’inte´resse seulement a` savoir si une formule φ
est plus certaine qu’une autre ψ, on se donne
des contraintes strictes explicites dans C.
2.3 Se´mantique
La se´mantique d’une base possibiliste avec
poids symboliques peut eˆtre de´finie de deux
manie`res, comme dans le cas de la logique
possibiliste standard. La premie`re de´finition est
base´e sur la construction d’un ordre partiel sur
les interpre´tations en calculant une expression
symbolique de P pour chaque interpre´tation. Si
Σ(ω) de´note les formules de Σ satisfaites par ω,
notons que, dans le cas nume´rique,
ιΣ(ω) = 1− piΣ(ω) = max
j:φj 6∈Σ(ω)
rj.
De´finition 1 Soit Σ une base possibiliste avec
des poids symboliques et ω, ω′ ∈ Ω deux in-
terpre´tations. La relation de plausibilite´ entre
interpre´tations est de´finie par :
ω >Σ ω
′ ssi C  ιΣ(ω) < ιΣ(ω′)
ω ≥Σ ω′ ssi C  ιΣ(ω) ≤ ιΣ(ω′).
La relation ≥Σ est un pre´ordre partiel sur les
interpre´tations et >Σ un ordre partiel. On peut
donc exprimer NΣ(φ) comme
NΣ(φ) = min
ω 6|=φ
max
j:φj 6∈Σ(ω)
αj
La relation >Σ permet de construire une ferme-
ture de´ductive partiellement ordonne´e comme
suit :
φ N ψ ssi ∀ω 6∈ [φ], ∃ω′ 6∈ [ψ] et ω′ >Σ ω.
On a alors : φ N ψ ssi C |= NΣ(φ) > NΣ(ψ).
On peut aussi de´finir directement la se´mantique
d’une base possibiliste symbolique sans pas-
ser par la distribution de possibilite´ piΣ. Soit
Σ(ω) l’ensemble des formules satisfaites par
l’interpre´tation ω. Cette deuxie`me se´mantique
conside`re les formules viole´es de plus grande
certitude (ordre best out [4]) :
ω Σ ω
′ ssi ∀(φj, αj) ∈ Σ t.q. φj 6∈ Σ(ω),
∃(φi, αi) ∈ Σ t.q. φi 6∈ Σ(ω) et C  αi > αj
Cette se´mantique, e´quivalente a` l’autre quand
les poids sont connus, est plus exigeante en LPS
car pour avoir ω Σ ω′, αi > αj doit eˆtre vrai
pour toutes les instances des poids symboliques.
On ne conside`re que la premie`re dans la suite.
La se´mantique de la logique possibiliste per-
met de remplacer une conjonction ponde´re´e
(∧iφi, α) par l’ensemble de formules (φi, α).
En effet, N(φ ∧ ψ) = min(N(φ), N(ψ)) donc
par le principe de spe´cificite´ minimale, on as-
socie le meˆme poids aux formules φ et ψ (mais
celui-ci peut eˆtre modifie´ par l’infe´rence). En
conse´quence, on peut aussi se restreindre a` des
bases de clauses ponde´re´es en LPS.
2.4 Infe´rence syntaxique en LPS
Une infe´rence syntaxique peut eˆtre de´finie avec
les axiomes et les re`gles d’infe´rence suivants :
1. On garde les axiomes de la logique classique
avec un degre´ 1.
a (φ→ (ψ → φ), 1)
b ((φ→ (ψ → χ))→ ((φ→ ψ)→ (φ→ χ)), 1)
c (((¬φ)→ (¬ψ))→ (ψ → φ), 1)
2. On utilise les re`gles d’infe´rence suivantes :
— Affaiblissement :
(φ, α) `pi (φ,min(α, β))
— Modus Ponens : {(φ → ψ, α), (φ, α)} `pi
(ψ, α)
— Re`gle de fusion : {(φ, α), (φ, β)} `pi
(φ,max(α, β))
On en de´duit la re`gle du Modus Ponens
Ponde´re´ :
{(φ→ ψ, α), (φ, β)} `pi (ψ,min(α, β))
Exemple 1
Σ = {(φ, α), (¬φ ∨ ψ, β), (¬ψ, γ)} avec C =
{α > γ, β > γ}. On a l’infe´rence suivante :
Σ `pi (ψ,min(α, β)).
Dans le cas de poids connus (nume´riques par
exemple), la logique possibiliste est correcte et
comple`te pour le syste`me d’infe´rence ci-dessus,
ce qui se traduit par l’e´galite´ :
NΣ(φ) = max{r : Σ `pi (φ, r)}
Ce syste`me d’infe´rence permet de de´finir le
degre´ d’inconsistance d’une base possibiliste
syntaxiquement . Le degre´ d’inconsistance de
la base Σ, note´ Inc(Σ), est de´fini par :
Inc(Σ) = max{r|Σ `pi (⊥, r)}
On peut prouver que :
— Inc(Σ) = 1−maxω∈Ω piΣ(ω)
— et que NΣ(φ) = Inc(Σ ∪ (¬φ, 1)).
Comme en logique possibiliste standard, la fer-
meture de´ductive d’une base en LPS s’obtient
en calculant NΣ(φ),∀φ ∈ L sous la forme
d’une expression symbolique max /min. Si Σ∗
de´note l’ensemble des formules apparaissant
dans Σ, etB est un sous-ensemble de Σ∗ qui im-
plique φ, il est clair que Σ `pi (φ,minφj∈B αj),
et donc on peut calculer par la de´duction syn-
taxique l’expression valuant la force avec la-
quelle φ se de´duit de Σ :
N`Σ(φ) = max
B⊆Σ∗,B`φ
min
φj∈B
αj.
On a N`Σ(φ) = N
`
Σ∪{(¬φ,1)}(⊥), ou` le degre´
d’inconsistance est formalise´ par l’expression
N`Σ(⊥).
Comme dans le cas standard, on de´finit
l’infe´rence plausible en logique possibiliste
avec des poids symboliques.
De´finition 2 φ est une conse´quence plausible
de (Σ, C), note´ (Σ, C) `PL φ ssi :
C  NΣ(φ) > Inc(Σ) = N`Σ(⊥)
Dans l’exemple 1, N`Σ(ψ) = min(α, β)
N`Σ(¬ψ) = γ, et N`Σ(⊥) = min(α, β, γ).
Comme C |= min(α, β) > γ, on a bien
N`Σ(ψ) > N
`
Σ(⊥), et ψ est une conse´quence
plausible de (Σ, C).
3 Preuve de comple´tude
Avec des poids connus on a, de par le caracte`re
totalement ordonne´ de l’e´chelle de poids,
NΣ(φ) = max{r : (Σ≥r )∗ ` φ}
ou` Σ≥r = {(φi, ri) : ri ≥ r} est la coupe
de niveau r de Σ, et Σ∗ est l’ensemble des
formules apparaissant dans Σ. L’approche par
l’infe´rence classique sur les coupes rend compte
de l’infe´rence en logique possibiliste, et per-
met de prouver sa comple´tude en se ramenant
a` la comple´tude de la logique classique. Cette
me´thode ne marche plus avec des poids symbo-
liques.
Pour prouver la comple´tude de la version
symbolique de la logique possibiliste, il faut
montrer l’e´galite´ NΣ(φ) = N`Σ(φ), ou plus
pre´cise´ment que l’expression symbolique de
N`Σ(φ) obtenue par le syste`me d’axiomes et
de re`gles d’infe´rence de la LPS peut se re´-
e´crire avec la meˆme expression que celle de
NΣ(φ) construite se´mantiquement. On ne sup-
pose pas de contraintes entre les poids. Dans
cette section, nous donnons une preuve de cette
comple´tude [5] :
Proposition 1 La logique possibiliste symbo-
lique est saine et comple`te pour le syste`me
d’infe´rence ci-dessus, soit NΣ(φ) = N`Σ(φ).
Nous allons e´tudier se´pare´ment les cas Σ∗
consistante et Σ∗ inconsistante.
3.1 Bases consistantes
On suppose la base Σ∗ consistante. Il faut mon-
trer que
NΣ(φ) = minω 6|=φ maxj:φj 6∈Σ(ω) αj
s’e´crit aussi
N`Σ(φ) = maxB⊆Σ∗,B`φ minφj∈B αj.
Notons que :
— Pour N`Σ(φ), on peut se limiter aux sous-
bases minimales pour l’inclusion Bi, i =
1, n de Σ∗ qui impliquent φ : N`Σ(φ) =
maxni=1 minφj∈Bi αj.
1
— Pour NΣ(φ), on peut de meˆme se limiter
aux interpre´tations ω telles que ω 6|= φ et
Σ(ω) maximal pour l’inclusion : NΣ(φ) =
min
ω 6|=φ,Σ(ω) maximal maxj:φj 6∈Σ(ω) αj.
On peut simplifier l’e´criture en remarquant que
les sous-bases de la forme Σ(ω) maximales
pour l’inclusion telles que ω 6|= φ sont exac-
tement les sous-bases maximales de Σ∗ consis-
tantes avec ¬φ. On les notera dans la suite
M¬φ ∈ M¬φ. On peut donc e´crire : NΣ(φ) =
minM¬φ∈M¬φ maxφj 6∈M¬φ αj.
Lemme 1 Si Σ∗ est une base minimale pour
l’inclusion qui implique φ alors NΣ(φ) =
N`Σ(φ)
Preuve : N`Σ(φ) = minφj∈Σ∗ αj . Alors,
∀ω,maxj:φj 6∈Σ(ω) αj ≥ N`Σ(φ) donc NΣ(φ) ≥
N`Σ(φ).
Re´ciproquement, si φk ∈ Σ∗, Σ∗ \ {φk} 6` φ.
Donc il y a un mode`le ωk de Σ∗ \{φk} qui n’est
1. Cela est duˆ au fait que les poids symboliques sont
a` valeurs dans un ensemble totalement ordonne´, et donc,
si A ⊂ B,minφj∈B αj ≤ minφj∈A αj , affirmation non-
valide si on conside`re C comme un ordre partiel strict
abstrait sur H .
pas un mode`le de φ. Donc Σ(ωk) = Σ∗ \ {φk}.
Alors on voit que
NΣ(φ) = min
ω 6|=φ
max
j:φj 6∈Σ(ω)
αj ≤ min
φk∈Σ∗
αk = N
`
Σ(φ).
Corollaire 1 Dans le cas ge´ne´ral, NΣ(φ) ≥
N`Σ(φ)
Preuve : Pour toute sous-base B ⊂
Σ, NΣ(φ) ≥ NB(φ). Si B est mini-
mal qui implique φ, NB(φ) = N`B(φ).
Or, N`Σ(φ) = max
n
i=1 NBi(φ). Donc
NΣ(φ) ≥ N`Σ(φ).
On peut re´e´crire, par distributivite´, le degre´ de
ne´cessite´ syntaxique, en utilisant les hitting sets
minimaux de l’ensemble {B1, . . . , Bn}, une no-
tion introduite dans la formalisation du raison-
nement abductif [15]. Rappelons que H est un
hitting set de {B1, . . . , Bn} si et seulement si
H ⊆ B1∪ · · ·∪Bn et ∀i = 1 . . . n,H ∩Bi 6= ∅.
En indic¸ant tous les hitting sets minimaux (pour
l’inclusion) Hs de {B1, . . . , Bn} par s ∈ S on
peut e´crire :
N`Σ(φ) =
n
max
i=1
min
φj∈Bi
αj.
= min
s∈S
max
φj∈Hs
αj.
Si Σ(ω) est le comple´mentaire de Σ(ω) dans Σ :
Lemme 2 ∀ω 6|= φ,Σ(ω) contient un hitting set
de {B1, . . . Bn} (soit : ∀i, Bi ∩ Σ(ω) 6= ∅).
Preuve : Soit ω 6|= φ tel que ∃Bi, Bi ∩ Σ(ω) =
∅. AlorsBi ⊆ Σ(ω). Mais comme Σ(ω) 6` φ par
hypothe`se, Bi 6` φ de meˆme. Ce qui contredit le
fait que Bi ` φ.
En particulier ce re´sultat est vrai pour les Σ(ω)
minimaux pour l’inclusion. On obtiendra donc
la comple´tude si on montre que :
Lemme 3 Le comple´mentaire de tout hitting
set minimal Hs de {B1, . . . Bn} est une sous-
base maximale de Σ∗ consistante avec ¬φ (ap-
pele´e M¬φ ci-dessus).
Preuve : Soit un hitting set minimal Hs =
{φ1, . . . , φn} de {B1, . . . , Bn} avec φi ∈ Bi.
Conside´rons l’ensemble Hs. Cet ensemble est
consistant, et il est consistant avec ¬φ. Car si-
non, Hs ` φ et donc ∃Bi ⊆ Hs (tel que
Bi ` φ). C’est impossible car par de´finition
de Hs, Hs ∩ Bi 6= ∅. Donc Hs est consistant
avec ¬φ. De plus Hs est bien maximal consis-
tant avec ¬φ. En effet, si on ajoute φi ∈ Hs a`
Hs, alors Hs \ {φi} n’est plus un hitting set. Il
existe doncBj tel queHs\{φi}∩Bj = ∅. Alors
Bj ⊆ Hs ∪ {φi} et donc Hs ∪ {φi} ` φ ce qui
prouve que Hs ∪ {φi} n’est pas consistant avec
¬φ. Donc ∃M¬φ = Hs.
Corollaire 2 NΣ(φ) ≤ N`Σ(φ)
Preuve :
N`Σ(φ) = min
s∈S
max
φj∈Hs
αj
= min
M¬φ=Hs,s∈S
max
φj 6∈M¬φ
αj
≥ min
M¬φ∈M¬φ
max
φj 6∈M¬φ
αj = NΣ(φ)
En fait, il y a une bijection entre l’ensemble
des sous-bases maximales de Σ∗ consistantes
avec ¬φ et l’ensemble des hitting sets mini-
maux Hs = {φ1, . . . , φn} de {B1, . . . , Bn}, a`
savoirM¬φ = {Hs, s ∈ S}
Corollaire 3 Pour toute sous-base maximale
de Σ∗ consistante avec ¬φ, M¬φ, il y a un hit-
ting set minimal Hs de {B1, . . . Bn} tel que
M¬φ = Hs
Preuve : M¬φ est un sous-ensemble minimal de
la forme Σ(ω) avec ω |= ¬φ. Par le Lemme
2, Σ(ω) contient un hitting set minimal Hs. Par
le Lemme 3, son comple´mentaire est une sous-
base maximale de Σ∗ consistante avec ¬φ. Ce
ne peut donc eˆtre que M¬φ.
3.2 Cas des bases inconsistantes
Si la base Σ∗ est inconsistante, on a les re´sultats
suivants :
— Soit I1, . . . , Ip les sous bases minimales
inconsistantes de Σ∗. Alors le degre´
d’inconsistance de Σ est Inc(Σ) =
maxpk=1 minφj∈Ik αj , et N
`
Σ(φ) =
max(Inc(Σ),maxni=1 minφj∈Bi αj), les Bi
e´tant les bases minimales (consistantes ou
pas ) qui impliquent φ.
— On remarque que N`Σ(φ) ≥ Inc(Σ) mais
on n’a jamais d’ine´galite´ stricte si on n’en
pose pas. On peut avoir une inclusion
stricte de l’ensemble des poids de N`Σ(φ)
dans l’ensemble des poids de Inc(Σ).
— On garde la meˆme de´finition pour NΣ(φ)
que dans le cas consistant, mais ici,
∀ω,Σ(ω) ⊂ Σ (car Σ(ω) est consistant).
Si Σ∗ est inconsistante, alors parmi les bases
minimales qui impliquent φ certaines peuvent
eˆtre inconsistantes. Mais certaines bases incon-
sistantes Ii peuvent ne pas figurer parmi elles.
Par exemple, si Σ = {(φ, a), (¬φ, b)} la seule
base minimale qui implique φ est {φ}. On peut
voir ici que
N`Σ(φ) = max
B⊆Σ∗,B`φ
min
φj∈B
αj
= max(min(a, b), a) = a = NΣ(φ).
De meˆme, N`Σ(¬φ) = b. On a donc N`Σ(⊥) =
min(a, b) ≤ N`Σ(φ) et N`Σ(⊥) ≤ N`Σ(¬φ)
seulement. On a bien {a} ⊂ {a, b} mais on ne
peut en conclure que N`Σ(⊥) < N`Σ(¬φ).
Pour la preuve de comple´tude :
— Le Lemme 1 peut eˆtre reconduit, mais
alors Σ∗ est une base minimale inconsis-
tante qui implique φ, aucune de ses sous-
bases ne l’impliquant.
— Le corollaire 1 est valide en notant que mi-
nimal n’exclut pas inconsistant.
— Pour le Lemme 2, Σ(ω) est toujours
consistant. Donc si Bi est inconsistant, on
ne peut avoir Bi ⊂ Σ(ω).
— La preuve du Lemme 2 peut eˆtre recon-
duite telle quelle, car les Hs sont bien
consistants, comme les M¬φ.
Donc la preuve de comple´tude re´siste a`
l’e´preuve de l’inconsistance de la base. On
peut aussi montrer que le raisonnement par
re´futation est valide :
Proposition 2 NΣ∪{(¬φ,1)}(⊥) = NΣ(φ).
Preuve : Il suffit de remarquer qu’une base mi-
nimale inconsistante de [Σ∪{(¬φ, 1)}]∗ est soit
une base minimale inconsistante de Σ∗, soit une
base minimale inconsistante B qui contient ¬φ
donc B \ {¬φ} est une base minimale consis-
tante qui implique φ.
4 Me´thodes d’infe´rence en LPS
On voit que la notion de sous-base minimale
qui implique une formule joue un grand roˆle
dans l’infe´rence en logique possibiliste symbo-
lique. Pour une formule φ, calculer l’expres-
sion de NΣ(φ) demande de trouver toutes les
sous-bases minimales Bi telles que Bi ` φ.
Certaines peuvent eˆtre inconsistantes. Dans ce
cas il faut qu’elles soient e´galement minimales
dans Σ∗ parmi celles qui impliquent φ. Donc,
si B1, · · · , Bk sont les sous-bases minimales
qui impliquent φ, soit Bi est consistante soit
Bi est une sous-base minimale inconsistante de
Σ∗. Mais une sous-base minimale inconsistante
de Σ∗ n’est pas toujours une sous-base mini-
male qui implique φ. Soient I1, · · · , Il les sous-
bases minimales inconsistantes de Σ∗ qui ne
contiennent aucun Bj , j = 1 · · · k. On a donc :
N`Σ(φ) = max
{
maxki=1 minφj∈Bi αj,
maxli=1 minφj∈Ii αj
Et comme on sait que B ⊆ Σ∗ est un minimal
qui implique φ ssi B est minimal tel que B ∪
{¬φ} est inconsistant, on peut prouver [6] :
Proposition 3 Soit (Σ, C) une base en LPS, et
B une sous-base de Σ∗.
— Si B est consistante et minimale impli-
quant φ alors B ∪ {¬φ} est une sous-base
minimale inconsistante de Σ∗ ∪ {¬φ}.
— Si K est une sous-base minimale inconsis-
tante de Σ∗ ∪ {¬φ} contenant ¬φ, alors
K \ {¬φ} est consistante et minimale qui
implique φ.
4.1 Calcul des poids symboliques
En conse´quence, calculer N`Σ(φ) revient a`
de´terminer :
— les sous-bases minimales inconsistantes
Ki de Σ∗ ∪ {¬φ} qui contiennent ¬φ ;
— les sous-bases minimales inconsistantes de
Σ∗ qui ne contiennent aucune des bases
Bi = Ki \ {¬φ} obtenues a` l’e´tape
pre´ce´dente.
L’infe´rence en LPS se rame`ne donc au
proble`me du calcul des sous-bases minimales
inconsistantes d’une base en logique classique
S, formant un ensemble MIS(S). Soit
B`(φ) = {B ⊆ Σ∗|B ∪ {¬φ} ∈MIS(Σ∗ ∪ {¬φ})}
Bi(φ) = {B ∈MIS(Σ∗)|∀K ∈ B`(φ), B 6⊃ K}.
et B(φ) = B`(φ)⋃Bi(φ). Le degre´ de
ne´cessite´ d’une formule φ est calcule´ comme
suit :
N`Σ(φ) = max
Bi∈B(φ)
min
φj∈Bi
αj (1)
La me´thode la plus efficace pour re´soudre
le proble`me MIS exploite la dualite´ existant
entre les sous-bases minimales inconsistantes
MIS(S), et les sous-bases maximales consis-
tantes MCS(S) d’une base propositionnelle S
et le fait que ve´rifier la consistance d’une base
est plus facile que prouver son inconsistance
[14]. MIS(S) s’obtient a` partir de MCS(S)
avec les hitting-sets [14].
4.2 Comparaison de poids symboliques
Ayant calcule´ les degre´s de ne´cessite´ symbo-
liques de deux formules, on s’inte´resse a` la
comparaison de ces poids symboliques qui sont
des expressions max /min si les poids sont
e´le´mentaires dans la base. Ve´rifier si C 
N`Σ(φ) > N
`
Σ(ψ) est de la forme
C  max
B∈B(φ)
min
i:φi∈B
ai > max
C∈B(ψ)
min
j:φj∈C
bj.
Soit a` trouver une expression min(a1, · · · an)
dans N`Σ(φ) qui domine toutes les expressions
min(b1, · · · , bm) dans N`Σ(ψ). De meˆme tes-
ter si min(a1, · · · an) > min(b1, · · · , bm) re-
vient a` ve´rifier si on trouve un bj tel que ∀i =
1, . . . n, ai > bj ∈ C [2]. Plutoˆt qu’un test brutal
sur B(φ) et B(ψ), on peut utiliser les ensembles
de poids e´le´mentaires apparaissant dans les ex-
pressions deN`Σ(φ) etN
`
Σ(ψ), en simplifiant ces
expressions avant de les comparer. L’utilisation
d’une technique de type ATMS [8] peut s’ave´rer
utile. Elle est de´crite dans [6].
4.3 Diffe´rence avec [3]
Il y a plusieurs diffe´rences avec le formalisme
propose´ il y a 10 ans par Benferhat et Prade : 2
— Une formule ponde´re´e symboliquement
(φ, a) par un poids e´le´mentaire est code´e
dans [3] par une formule classique A ∨ φ
ou` A est une variable boole´enne cense´e
signifier “≥ a”, soit [a, 1] (tandis que
dans [6] nous utilisons ¬a ∨ φ, voyant les
poids symboliques comme des variables
hypothe`ses dans un ATMS).
— Dans [3] les contraintes entre poids com-
plexes sont re´flexives (non strictes), de
type α ≥ β . Cela permet de les co-
der aussi comme des propositions clas-
siques (pour des poids e´le´mentaires, ¬A ∨
B code a ≥ b). On peut donc tout ex-
primer (formules, poids, contraintes) avec
une base propositionnelle sous forme clau-
sale. Ils utilisent alors une technique de
type variable-forgetting pour calculer le
degre´ de ne´cessite´ d’une formule. On ne
peut pas coder d’ine´galite´ stricte avec l’im-
plication mate´rielle, d’ou` notre usage d’al-
gorithmes de type abduction [15] et de
l’approche ATMS [8].
— Dans [3], C  α > β veut dire C 
α ≥ β et C 6 β ≥ α ce qui ressemble
2. D’autres travaux sur les bases propositionnelles
partiellement ordonne´es existent, notamment par S. Ben-
ferhat et colle`gues mais ils introduisent directement un
ordre partiel sur les formules sans utiliser les poids (voir
[5] pour une bibliographie).
a` l’ordre de Pareto strict entre vecteurs
(C  α > β si dans toutes les instancia-
tions de α, β conformes aux contraintes,
on a α ≥ β et dans au moins une on
a α > β). Avec cette vision, de Σ =
{(φ, a), (ψ, b)} et C = ∅ on peut infe´rer
NΣ(φ ∨ ψ) > NΣ(φ). En effet, on voit
que NΣ(φ) = a,NΣ(φ ∨ ψ) = max(a, b),
C  max(a, b) ≥ a mais pas C  a ≥
max(a, b). Cela revient a` de´finir ine´galite´
stricte comme l’impossibilite´ d’en prouver
une large, ce qui est non-monotone, car on
interpre`te par de´faut les contraintes larges
par des contraintes strictes. Cela semble
proble´matique, sauf a` supposer que des
variables distinctes prennent toujours des
valeurs distinctes comme dans [2]. Dans
notre cadre, p > q veut dire que l’ine´galite´
tient pour toute instantiation de p, q en
accord avec les contraintes de C (qui ne
contient que ce type de contraintes).
5 Conclusion
On pre´sente une nouvelle version de la logique
possibiliste des contraintes d’ordre strict entre
les poids mal connus. Elle diffe`re des logiques
conditionnelles [13] ou` ces contraintes sont im-
pose´es, tandis qu’en LPS, elles peuvent eˆtre
remises en cause, graˆce a` l’usage du principe
de spe´cificite´ minimale, si les contraintes ini-
tiales contredisent la de´duction classique. Notre
cadre est une alternative a` l’approche a` base
d’ine´galite´s laˆches de [3], tandis que l’approche
originelle [2] utilise des ine´galite´s strictes. Dans
le futur, il serait inte´ressant de manipuler a` la
fois des contraintes d’ine´galite´ strictes et larges,
puisque notre cadre autorise aussi l’infe´rence
d’ine´galite´s larges (par la re`gle d’affaiblisse-
ment). La LPS peut eˆtre utile dans plusieurs
domaines : dans les logiques terminologiques
de´crivant des ontologies elle peut permettre de
distinguer entre des niveaux d’importance, de
confiance ou d’autorisation d’accessibilite´ des
informations [1]. On peut e´galement penser a`
des applications en fusion d’informations et en
repre´sentation des pre´fe´rences [7].
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