Abstract-We study the use of linear codes for network computing in single-receiver networks with various classes of target functions of the source messages. Such classes include reducible, injective, and semi-injective target functions. Computing capacity bounds are given with respect to these target function classes for network codes that use routing, linear coding, or nonlinear coding.
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network codes may not be sufficient in general for solvability [17] . However, it is known that for single-receiver networks, linear coding is sufficient for solvability when computing a scalar linear target function [4] , [16] . Analogous to the coding capacity for network coding, the notion of computing capacity was defined for network computing in [8] and is the supremum of achievable rates of computing the network's target function.
One fundamental objective in the present paper is to understand the performance of linear network codes for computing different types of target functions. Specifically, we compare the linear computing capacity with that of the (nonlinear) computing capacity and the routing computing capacity for various different classes of target functions in single-receiver networks. Such classes include reducible, injective, and semiinjective functions. Informally, a target function is semiinjective if it uniquely maps at least one of its inputs, and a target function is reducible if it can be computed using a linear transformation followed by a function whose domain has a reduced dimension. Computing capacity bounds and achievability are given with respect to the target function classes studied for network codes that use routing, linear coding, or nonlinear coding.
Our specific contributions will be summarized next.
A. Contributions
In Section III, we study the computing capacity gain of using linear coding over routing, and nonlinear coding over linear coding. In particular, we study various classes of target functions, including injective, semi-injective, reducible, and linear. The relationships between these classes is illustrated in Figure 1 . We show that if a target function is not reducible, then the linear computing capacity and routing computing capacity are equal whenever the source alphabet is a finite field (Theorem III.4); the same result also holds for semi-injective target functions over rings. We also show that whenever a target function is injective, routing obtains the full computing capacity of a network (Theorem III.5), although whenever a target function is neither reducible nor injective, there exists a network such that the computing capacity is larger than the linear computing capacity (Theorem III.7). Thus for noninjective target functions that are not reducible, any computing capacity gain of using coding over routing must be obtained through nonlinear coding. This result is tight in the sense that if a target function is reducible, then there always exists a network where the linear computing capacity is larger than the routing computing capacity (Theorem III.8). We also show that there exists a reducible target function and a network whose computing capacity is strictly greater than its linear computing capacity, which in turn is strictly greater than its routing computing capacity. (Theorem III.10). Due to lack of space, many of the proofs have been omitted. The interested reader can find them in [4] . 
II. NETWORK MODEL AND DEFINITIONS
In this paper, a network N = (G, S, ρ) consists of a finite, directed acyclic multigraph G = (V, E), a set S = {σ 1 , . . . , σ s } ⊆ V of s distinct source nodes and a single receiver ρ ∈ V. We assume that ρ / ∈ S, and that the graph G contains a directed path from every node in V to the receiver ρ. For each node u ∈ V, let E in (u) and E out (u) denote the in-edges and out-edges of u respectively. We assume (without loss of generality) that if a network node has no in-edges, then it is a source node. If e = (u, v) ∈ E, we will use the notation head(e) = u and tail(e) = v.
An alphabet is a finite set of size at least two. Throughout this paper, A will denote a source alphabet and B will denote a receiver alphabet. For any positive integer m, any vector x ∈ A m , and any i ∈ {1, 2, . . . , m}, let x i denote the ith component of x. Sometimes we view A as an algebraic structure such as a ring, i.e., with multiplication and addition. Throughout this paper, vectors will always be taken to be row vectors. Let F q denote a finite field of order q. A superscript t will denote the transpose for vectors and matrices.
A. Target functions
For a given network N = (G, S, ρ), we use s throughout the paper to denote the number |S| of receivers in N . For given network N , a target function is a mapping
The goal in network computing is to compute f at the receiver ρ, as a function of the source messages. We will assume that all target functions depend on all the network sources (i.e. a target function cannot be a constant function of any one of its arguments).
Definition II.1. Let alphabet A be a ring. A target function f : A s −→ B is said to be reducible if there exists an integer λ satisfying λ < s, an s × λ matrix T with elements in A, and a map g :
B. Network computing and capacity
Let k and n be positive integers. Given a network N with source set S and alphabet A, a message generator is any mapping
For each source σ i ∈ S, α(σ i ) is called a message vector and its components
, for every out-edge e ∈ E out (v) of every node v ∈ V − ρ, and a decoding function ψ.
Furthermore, given a (k, n) network code, every edge e ∈ E carries a vector z e of at most n alphabet symbols 1 , which is obtained by evaluating the encoding function h (e) on the set of vectors carried by the in-edges to the node and the node's message vector if the node is a source. The objective of the receiver is to compute the target function f of the source messages, for any arbitrary message generator α. More precisely, the receiver constructs a vector of k alphabet symbols, such that for each i ∈ {1, 2, . . . , k}, the i-th component of the receiver's computed vector equals the value of the desired target function f , applied to the i-th components of the source message vectors, for any choice of message generator α. Definition II.3. Suppose in a network N , the in-edges of the receiver are e 1 , e 2 , . . . , e |Ein(ρ)| . A (k, n) network code is said to compute f in N if for each j ∈ {1, 2, . . . , k}, and for each message generator α, the decoding function satisfies
If there exists a (k, n) code that computes f in N , then the rational number k/n is said to be an achievable computing rate.
In the network coding literature, one definition of the coding capacity of a network is the supremum of all achievable coding rates [5] . We use an analogous definition for the computing capacity.
Definition II.4. The computing capacity of a network N with respect to a target function f is
The notion of linear codes in networks is most often studied with respect to finite fields. Here we will sometimes use more general ring structures.
Definition II.5. Let alphabet A be a ring. A (k, n) network code in a network N is said to be a linear network code (over A) if the encoding functions are linear over A.
The linear computing capacity C lin (N , f ) and the routing computing capacity C rout (N , f ) are defined similarly by restricting the encoding functions to be linear functions (over A) and routing, respectively. We call the quantity C cod (N , f ) − C lin (N , f ) the computing capacity gain of using nonlinear coding over linear coding. Similar "gains", such as, C cod (N , f ) − C rout (N , f ) and C lin (N , f ) − C rout (N , f ) are defined.
III. LINEAR NETWORK CODES FOR COMPUTING TARGET

FUNCTIONS
It turns out that if intermediate network nodes are restricted to use only routing, then a network's receiver learns all the source messages irrespective of the target function it demands. In Section III-A, we prove a similar result when the intermediate nodes use linear network coding. It is shown that whenever a target function is not reducible the linear computing capacity coincides with the routing computing capacity and the receiver must learn all the source messages. We also show that there exists a network such that the computing capacity is larger than the routing computing capacity whenever the target function is non-injective. Hence, if the target function is not reducible, such computing capacity gain must be obtained from nonlinear coding. Section III-B shows that linear codes may provide a computing capacity gain over routing for reducible target functions and that linear codes may not suffice to obtain the full computing capacity gain over routing.
A. Non-reducible target functions
Verifying whether or not a given target function is reducible may not be easy. We now define a class of target functions that are easily shown to not be reducible. 
Lemma III.3. If alphabet A is a ring, then semi-injective target functions are not reducible.
Theorem III.4 establishes for a network with a finite field alphabet, whenever the target function is not reducible, linear computing capacity is equal to the routing computing capacity, and therefore if a linear network code is used, the receiver ends up learning all the source messages even though it only demands a function of these messages.
For network coding (i.e. when f is the identity function), many multi-receiver networks have a larger linear capacity than their routing capacity. However, all single-receiver networks are known to achieve their coding capacity with routing [19] . For network computing, the next theorem shows that with non-reducible target functions there is no advantage to using linear coding over routing. 
Network Ns has sources σ 1 , σ 2 , . . . , σs, each connected to the relay v by an edge and v is connected to the receiver by an edge.
Theorem III.4 showed that if a network's target function is not reducible (e.g. semi-injective target functions) then there can be no computing capacity gain of using linear coding over routing. The following theorem shows that if the target function is injective, then there cannot even be any nonlinear computing gain over routing.
Note that if the identity target function is used in Theorem III.5, then the result states that there is no coding gain over routing for ordinary network coding. This is consistent since our stated assumption in Section II is that only singlereceiver networks are considered here (for some networks with two or more receivers, it is well known that linear coding may provide network coding gain over network routing).
Theorem III.5. If N is a network with an injective target function f , then
Proof: It follows from [19, Theorem 4.2] that for any single-receiver network N and the identity target function f , we have C cod (N , f ) = C rout (N , f ). This can be straightforwardly extended to injective target functions for network computing.
Theorem III.4 showed that there cannot be linear computing gain for networks whose target functions are not reducible, and Theorem III.5 showed that the same is true for target functions that are injective. However, Theorem III.7 will show via an example network that nonlinear codes may provide a capacity gain over linear codes if the target function is not injective. This reveals a limitation of linear codes compared to nonlinear ones for non-injective target functions that are not reducible. For simplicity, in Theorem III.7 we only consider the case when there are two or more sources. We need the following lemma first.
Lemma III.6. The computing capacity of the network N s shown in Figure 2 , with respect to a target function f : A s −→ B, satisfies
Theorem III.7. Let A be a finite field alphabet. Let s ≥ 2 and let f be a target function that is neither injective nor reducible. Then there exists a network N such that
Proof: If N is the network N s shown in Figure 2 with alphabet A, then
[from Lemma III.6]
B. Reducible target functions
In Theorem III.8, we prove a converse to Theorem III.4 by showing that if a target function is reducible, then there exists a network in which the linear computing capacity is larger than the routing computing capacity. Theorem III.10 shows that, even if the target function is reducible, linear codes may not achieve the full (nonlinear) computing capacity of a network. 
For target functions that are not reducible, any improvement on achievable rate of computing using coding must be provided by nonlinear codes (by Theorem III.4). However, within the class of reducible target functions, it turns out that there are target functions for which linear codes are optimal (i.e., capacity achieving), while for certain other reducible target functions, nonlinear codes might provide a strictly larger achievable computing rate compared to linear codes.
Remark III.9. It is possible for a network N to have a reducible target function f but satisfy C lin (N , f ) = C rout (N , f ) since the network topology may not allow coding to exploit the structure of the target function to obtain a capacity gain.
Theorem III.7 shows that for every non-injective, nonreducible target function, some network has a nonlinear computing gain over linear coding, and Theorem III.8 shows that for every reducible (hence non-injective) target function, some network has a linear computing gain over routing. The following theorem shows that for some reducible target function, some network has both of these linear and nonlinear computing gains.
Theorem III.10. There exists a network N and a reducible target function f such that:
