We introduce an equation defined on a multi-dimensional lattice, which can be considered as an extension to the coprimeness-preserving discrete KdV like equation in our previous paper. The equation is also interpreted as a higher-dimensional analogue of the Hietarinta-Viallet equation, which is famous for its singularity confining property while having an exponential degree growth. As the main theorem we prove the Laurent and the irreducibility properties of the equation in its "tau-function" form. From the theorem the coprimeness of the equation follows. In Appendix we review the coprimeness-preserving discrete KdV like equation which is a base equation for our main system and prove the properties such as the coprimeness.
Introduction
One of the first integrability tests is the singularity confinement test [1] , which was proposed as a discrete analogue of the Painlevé test for ordinary differential equations. The singularity confinement approach observes whether the spontaneously appearing singularities of a discrete system disappear after a finite number of iteration steps by cancelling out. The test is quite useful since it can easily be applied to various discrete equations.
Later, however, an example of nonintegrable discrete equations with a confined singularities has been found by Hietarinta and Viallet: which is now called the Hietarinta-Viallet equation [2] . Thus the singularity confinement test is not sufficient in its original form as an integrability criterion. Let us remark that there are everal successful attempts to refine the test to eliminate the insufficiency above [3, 4, 5, 6] .
On the other hand, there is another approach to the discrete integrability by utilizing the complexity of a given system. One of the first attempts in this direction is due to Arnold [7] , in which growth rates of the geometric properties related to the topological complexity of a diffeomorphism were estimated. Then Veselov realized that a polynomial growth of a certain quantity such as the number of intersection points is closely related to the integrability of a given system [8] , and Falqui and Viallet observed similar relations between a polynomial growth and the existence of an invariant in the case of birational transformations of projective spaces [9] . Then the notion of the algebraic entropy is presented [10] in this stream of complexity measurements of the iterated mappings. The algebraic entropy E of a given discrete system {y n } is defined by the following limit E := lim n→+∞ 1 n log(deg y n ), which is nonnegative. The zero algebraic entropy criterion asserts that an equation is integrable if and only if its algebraic entropy is zero. In other words, the algebraic entropy has an information on the speed of the degree growth of y n as a rational function of the initial variables, and judges the integrability by a subexponential growth. The algebraic entropy of the Hietarinta-Viallet equation (1.1) is proved to be positive [2, 11] .
The empirical studies show that the algebraic entropy criterion is quite accurate, and thus it seems natural to 'define' the discrete integrability by the zero entropy. It should be noted that, when we study a system over a multi-dimensional lattice, the algebraic entropy is not defined in its original form (though attempts have been made in [12] ). In this article, a system is considered to be integrable if its iterates have a subexponential growth in terms of its initial variables in a suitable initial configuration. Although we use a standard type boundary condition in this paper, it is worth noting that the degree growth heavily depends on the initial configurations [13] .
An equation satisfies the Laurent phenomenon (or the Laurent property) if every iterate of the equation can be written as a Laurent polynomial of the initial variables. Using the theory of cluster algebras, Fomin and Zelevinsky have proved that many discrete equation have this property [14, 15] . Recently, a lot of results on the relation between the cluster algebras and the integrable systems have been found: e.g., [16] by Hone et. al. [17] by Okubo, and [18, 19] by Mase.
Though the Laurent property and the discrete integrability seem to be closely related to each other, they are not equivalent at all. Thus, the coprimeness property, the basic idea of which is similar to that of singularity confinement, was proposed [20, 21, 22] . The coprimeness property is also motivated by a transformation of dependent variables of several discrete equations into Laurent systems (e.g., the transformation between the tau-function form and the nonlinear form of the discrete KdV equation). The coprimeness property focuses on the cancellation of factors when the iterates of an equation is written as rational functions of the initial variables. An equation is said to have the coprimeness property if any factor except for monomials emerges only on a finite number of iterates. Recently the transformation of variables related to the coprimeness property of a given equation is utilized to obtain the algebraic entropy of the equation, and the algebraic entropies of the Hietarinta-Viallet equation and some of its extensions are calculated [23] . By the transformation above, we obtain a tau-function type representation of the given confining non-integrable nonlinear system. It should be noted that such a representation for the Hietarinta-Viallet equation has first been obtained by Hone in [24] . Hamad et. al. named the method of obtaining a Laurent system from the nonlinear discrete equation by such a transformation the "Laurentification" [25] .
In this article we focus on a class of discrete equations, which pass the singularity confinement test while they are nonintegrable in terms of their exponential degree growth. A lot of discrete equations of this type other than the Hietarinta-Viallet equation have been found out [26, 3, 4] , although they are all defined on a one-dimensional lattice. An example of such confining nonintegrable equations over multi-dimensional lattices had not been known for a long time. However, the following example was found recently [27] :
Here k is an even integer greater than one, and a, b are nonzero parameters. The equation has an evolution on the first quadrant of the (t, n)-plane. Let us recall that the equation (1.2) has the following singularity pattern:
where "init" denotes a generic initial value, and "REG" a finite value depending on the initial values. Note that even though Equation (1.2) coincides with Hirota's discrete KdV equation [28] when k = 1, the singularity pattern of (1.2) for k = 1 is different from the one in (1.3) . The transformation between the dependent variables inferred from the above singularity pattern is as follows:
We obtain the following equation by applying the change of variables (1.4) to x t,n of Equation (1.2):
The Laurent and the irreducibility properties of Equation (1.5) are already known (Theorem B.7), and we can utilize this result to prove the coprimeness property of Equation (1.2) (Theorem C.2). These results were stated in [27] . The purpose of this paper is to introduce extensions of equations (1.2) and (1.5) to ones defined on a higher dimensional lattice, and to prove the properties such as the coprimeness. In section 2 we introduce our main equation (2.1) and prove its coprimeness property. The key idea is to transform (2.1) into a "tau-function" form (2.6) and prove the irreducibility property of (2.6). The third section is devoted to concluding remarks. Finally, the proof of the coprimeness property of Equation (1.2) is elaborated on in the Appendix section since it was published only as an unrefereed report in Japanese [29] .
2.
Multi-dimensional coprimeness-preserving equation 2.1. Introducing Equation (2.1). A coprimeness-preserving generalization to the discrete KdV equation (1.2) is contained as a special case in a coprimeness-preserving equation on a higher dimensional lattice. We introduce one of the higher dimensional lattice systems (2.1) and prove its coprimeness property. Moreover the Laurent property of an arbitrary reduction of the generalized "tau-function" form of (2.1) (which will be introduced later as (2.6)) is proved using a discussion on the boundary conditions. Let us remark here that the irreducibility is not preserved under a reduction in general and therefore needs to be proved independently.
The main equation we introduce is the following recurrence relation:
Here (2.1) is defined on the (d + 1)-dimensional integer lattice: (t, n) = (t, n 1 , · · · , n d ) ∈ Z × Z d = Z d+1 . Each e i ∈ Z d (i = 1, 2, ..., d) is a unit vector: e.g., e 1 = (1, 0, · · · , 0), e 2 = (0, 1, 0, · · · , 0), and a i , b i are parameters. We consider t as the "time" variable and n = d i=1 n i e i as the "space" variable, and the time evolution of the system (2.1) is uniquely defined as follows: let I := {x −2,n , x −1,n } (n ∈ Z d ) be the set of initial variables, then each x t,m for t ≥ 0 and m ∈ Z d is uniquely calculated from the elements in I. Note that in this setting (2.1) is invertible with respect to the time evolution: i.e., (2.1) can be rationally solved in the opposite direction. Also note that the evolution is only studied in the half of the whole integer lattice: i.e., we only study the points where the parity of t + d i=1 n i coincides with each other. Equation (2.1) is also considered as a generalization of the Hietarinta-Viallet equation (1.1) to a multi-dimensional lattice [27] .
Let us investigate the singularity pattern of (2.1).
Proposition 2.1. Let us assume the condition
Then the equation (2.1) passes the singularity confinement test with the following pattern:
x 0,0 = 0 1 ,
x 2,±ei±ej = REG (i = j), x 2,±2ei = REG,
where REG denotes some regular value: i.e., a finite value depending on initial variables other than x 0,0 .
Proof. Let us take x 0,0 = ε and calculate the time evolution. Direct calculations show that
In the next step we observe the essential cancellations as follows:
Here we have used the parity of l i in (2.3) and the condition (2.2) in (2.4), respectively. Similarly we have
It is clear from the above expansions that x 4,0 = O(1). Let us remark that all the above O(1) depend on the initial values other than x 0,0 .
From here on let us employ the initial condition I above and prove that each iterate x t,n (t ≥ 0) is a Laurent polynomial of I with coefficients in Z[{a i , b i } 1≤i≤d ] and is irreducible as the Laurent polynomial, under the condition (2.2) on the parameters l i , k i . Let us assume that (2.1) is expressed using a new variable f t,n as
Note that the above transformation between x t,n and f t,n originates in the singularity pattern in Proposition 2.1. Then we have
Thus (2.1) is transformed into the following generalized tau-function form:
whose initial variables are f t,n (t = −4, −3, −2, −1) regarding the correspondence with x t,n (t = −2, −1). We define
Then (2.6) is equivalent to
It is worth noting that the two-dimensional equation (1.2) (resp. (1.5)) in the introduction is obtained by taking d = 1 and s := 1 2 (t + n 1 ), m := 1 2 (t − n 1 ) of (2.1) (resp. (2.6)). Since the equation (1.2) is nonintegrable [27] , the equation (2.1) is also nonintegrable in the sense of degree growth.
2.2. Laurent, the irreducibility and the coprimeness properties of (2.1) and (2.6). Let us denote by R the following ring of Laurent polynomials:
Here is our main theorem: Theorem 2.2. Let us assume the condition (2.2). Then in equation (2.6), we have that f t,n ∈ R for arbitrary t, n, and that f t,n is irreducible in R. Moreover, f t,n and f s,m are coprime with each other in R for arbitrary (t, n) = (s, m). 
The proof of Theorem (2.2) is quite laborous and will be given in §2.3. Using Theorem (2.2) we obtain the coprimeness of the iterates of (2.1):
Then the two iterates x t,n , x t ′ ,n ′ of the equation (2.1) are coprime with each other in the field
Proof. Let us consider the equation (2.6) with the following initial values:
where g −3,n , g −4,n are auxiliary variables. From Theorem 2.2 we have
2.3. Proof of Theorem (2.2). The proof is given inductively with respect to t(≥ 0).
Step 1 (case of t = 0). Taking t = −2, −1, 0 in (2.7) we immediately obtain f t,n ∈ R for t = 0, 1, 2. In particular f 0,n is linear with respect to f −4,n and is not a unit. Thus f 0,n is irreducible for any n.
Step 2 (case of t = 1). From a property of the factorization of Laurent polynomials in Lemma A.1, we have
where f ′ 1,n is irreducible. If we fix a certain n, then, from the time evolution rule, α m must be zero unless n = m or n = m ± e i for some i. It is sufficient to prove that α n = α n±ei = 0 for any i. Let us substitute the following values in the initial variables:
.
Therefore f 1,n = 0 and f 0,n = 0 at the same time, which indicates that α n = 0. A similar discussion leads to α n±ei = 0 and thus f 1,n is irreducible. The pairwise coprimeness is clear from the fact that f 1,n has the variable f −4,n ′ for at least one n ′ , which is absent from f 1,m with n = m.
Step 3 (case of t = 2). We have
where f ′ 2,n is irreducible. We need to prove that the indices α m are all zero. Let us take the initial values (2.10) as in the case of t = 1. Since l i is even, the iterate F 0,n+ei must have a factor f 2 0,n . Thus using (2.7) we have f 2,n = −F 1,n = − d i=1 (a i b i ) = 0. To prove f 2,n±ei±ej = 0 (excluding the case above), it is sufficient to assume that a i , b i are negative constants. Then we observe that every term in the right hand side of (2.7) is nonpositive, and in particular the first term is negative: i.e., − F1,nf−2,n F−1,n < 0 since F 1,n > 0. Finally, it is readily obtained that f 2,m = 0 for every m = n 0 ± e i ± e j , since by taking a i = b i = 0 we have f 2,n = −F 1,n . Thus the irreducibility of f 2,n is proved. The coprimeness of f 2,n and f 2,m for n = m is readily obtained. The coprimeness of f 2,n and f 1,m is proved later in a more general setting in Step 7.
Step 4 (case of t = 3). The proof of the Laurent property requires some tedious calculations. We try to elaborate on this to see how the condition (2.2) is used. To ease notation let us define g 3,n by
Then we have
1,n + f k1 0,n+e1 × (polynomial in f t,m (t ≤ 2)).
Let us define g
3,n := −F 2,n f −1,n +a 1 G
1,n and calculate further: since G
1,n = f k1l1−1
Moreover,
Thus using the condition (2.2) we have
Therefore using F 1,n+e1 = F (−1)
1,n+e1 f l1 1,n , we obtain 1) ) . Furthermore, we have
Therefore,
From the calculations above we have g
3,n = f k1
(polynomial in f t,m (t ≤ 2)) .
Thus using the equation (2.11) we have
Conducting a similar calculation as we have done for k 1 in (2.12) for k 2 , · · · , k d , l 1 , · · · , l d and using the condition (2.2) repeatedly, we have
Thus the denominator F 0,n of f 3,n = g3,n F0,n is cancelled. Thus we have proved that f 3,n ∈ R.
Step 5 (Laurent property from the coprimeness). The following Claim 2.5 is used to prove the Laurent and the irreducibility properties inductively with respect to t ≥ 4.
Claim 2.5. Let us fix t ≥ 3 and suppose that f s,n ∈ R for every s ≤ t + 1. Moreover let us suppose that f t−1,m1 , f t−2,m2 , f t−3,m3 are pairwise coprime for any m 1 , m 2 , m 3 ∈ Z d . Then we have f t+2,n ∈ R.
Claim 2.5 is readily proved using the expression
Step 6 (preparations on the degree growth). From here on we study the irreducibility and the coprimeness of f t,n , since the Laurent property automatically follows from the two properties using Claim 2.5. Let us define the sequence {y t } t≥−4 by the values y t of f t,n when we take particular initial values: all the initial variables are substituted by 1 with the exception of f −4,n = −x for every n, where x is an auxiliary variable. Then y t satisfies the following recurrence:
. Claim 2.6. In equation (2.14), y t (t ≥ 0) is a polynomial in x whose constant term is nozero. Moreover we have y t−1 y t for every t.
Proof. The properties are shown by induction. Let us define x t by
for t ≥ −2. Then x t satisfies the following recurrence
Let us show that x t = 0 for every t. It is sufficient to prove that x t = 0 under a special case a 1 = a, a j = 0 (j = 1), b i = 0. Let us define γ t as the degree of x t as a rational function of a. Then γ −2 = 0, γ −1 = 1, γ 0 = k 1 , γ 1 = k 2 1 + 1, and therefore we have
from which we inductively show that γ t+1 ≥ γ t + 1 (t ≥ 0). Thus x t = 0, which indicates that y t = 0 when x = 0. Since y t has a nonzero constant term, the denominators of the RHS of (2.14) do not contain monomial factors by dividing by y t−2 . Thus y t+1 must be a polynomial.
Claim 2.7. Let d t be the degree Ord x (y t ) of y t with respect to x. Then d t satisfies the following recurrence
Proof. Note that y −4 = x, y −3 = y −2 = y −1 = 1, y 0 = x + N . The statement is true for t = 0, 1, 2 since
it is sufficient to prove the following:
Proof is done by induction. Let us assume the statement up to t = s (for a fixed s ≥ 1) and study the case of t = s + 1: we have Thus the first term in the RHS of (2.14) has the largest degree. Therefore we have
Step 7 (coprimeness from the irreducibility). We show that the two iterates f t,n and f s,m with (t, n) = (s, m) are coprime with each other if they are both irreducible. From Claims 2.6 and 2.7, it is shown that, if f t,n and f s,m (s > t) are both irreducible, they must be coprime with each other. Let us suppose otherwise. We have y s | y t from Claim 2.6. From the irreducibility we have y t = x α y s for some integer α. On the other hand, the constant term of y t is nonzero from Claim 2.6, thus α = 0. Therefore we have y t = y s , which in turn contradicts Claim 2.7. Next in the case of t = s, f t,n and f t,m (n = m) are pairwise coprime if they are both irreducible, which is immediate from the fact that they both have terms of f −4,n ′ for some n ′ which cannot be cancelled out by factoring some monomials.
Step 8 (irreducibility for t = 3). The irreducibility for t ≤ 2 is already proved. Now let us study the case of t = 3. We have the factorization
where f ′ 3,n is irreducible. In a similar manner to the discussion in previous paragraphs, let us prove α m = 0 for all m ∈ Z d . From the evolution equation it is sufficient to prove α m = 0 only when n = m ± e i ± e j ± e p (i, j, p ∈ {1, 2, · · · , d}).
We can take m = 0 without losing generality. Let us take the initial values f −4, 
Next let us compute
First, we have F 1,m = A N for m = ±e i ± e j (1 ≤ i, j ≤ d) and in other cases F 1,m is a polynomial in x as
where we have used N := d i=1 (k i + l i ). From here on let us substitute A = 1 and use the notations a i (x) :
if we prove f 3,m = 0 for a particular A, then it is trivial that f 3,m = 0 for an indeterminant A. When A = 1, we have f 1,ei = b i (x), f 1,−ei = a i (x), f 1,m = 1 (m = ±e i ) and
Then we obtain f 2,m = 1 for m = ±e i ± e j (1 ≤ i, j ≤ d) and in other cases we have
Finally let us compute the value of f 3,n when we substitute the values above in the initial variables. Recall that
We shall prove that f 3,n | x→0 = 0, from which α n = 0 is obtained. Let us study the cases of n = ±e i ± e j ± e p one by one.
• The case of n = ±e i : It is sufficient to prove the case of n = e 1 . Since
we have
Let us prove that (2.17) converges to a non-zero value for x → 0. By taking the second term inside d i=1 { } when i = 1, we observe that the divergent term x −l1 is cancelled out: and (2.2) , the RHS of (2.18) converges to (b 1 − 1)/b 1 when x → 0 All the other terms in (2.17) converges to finite values:
Therefore F 2,e1 := F 2,e1 x→0 = 0 (from here on we apply an overline to the variables to denote the substitution of x → 0: e.g., F * = F * | x→0 ), and we have
• The case of n = ±3e i : it is sufficient to investigate the case of n = 3e 1 . Since
by taking A = 1 we have
• The case of n = ±2e i ± e j (i = j): it is sufficient to prove the case of n = 2e 1 + e 2 . Since
, we have
• The case of n = ±e i ± e j ± e p (i = j = p = i): A direct calculation shows that
Step 9 (irreducibility for t = 4). Let us take the same initial condition as in the case of t = 3 and let us assume that A = 1. From a discussion similar to the previous cases we have only to prove that f 4,n = 0. Moreover, it is sufficient to prove f 4,n = 0 in the case of n = ±e i ± e j ± e p ± e q .
In the case of n = 0 we have
each term of which is negative for indeterminates a i , b i > 0 since f 2,0 < 0. Therefore f 4,0 = 0. In the case of n = 0 we have
• In the case of n = ±2e i , it is sufficient to investigate the case of n = 2e 1 . In this case
which does not depend on {a i }. Calculating further we have that all the terms in d i=1 is dependent on {a i } and is not cancelled out by 1 − b 1 : for example,
Therefore f 4,2e1 cannot be zero.
• In the case of n = ±e i ± e j , it is sufficient to prove the case of n = e 1 + e 2 . We have
which is independent of {a i }. The sum of other terms is dependent on {a i }. Thus f 4,±e1±e2 = 0.
• In other cases we have f 2,n F 1,n = 1. Other terms explicitly depend on the parameters {a i , b i }. Thus f 4,n = 0
Step 10 (irreducibility for t ≥ 5). In the case of t = 5 we have the following two factorizations:
Suppose that f 5,n is not irreducible. Since f t,n (t ≤ 4) is an irreducible non-unit, only the following type of factorization is possible:
where u is a unit element. Now let us recall the discussion in Claims 2.6 and 2.7. There exists r ∈ {1, 2, 3, 4} such that y 5 = y 0 y r . Therefore d 5 = d r + d 0 . On the other hand, we have d −1 = 0, d 0 = 1 and
Thus d t+1 ≥ (N − 1)d t (t ≥ 0) and therefore d r + d 0 ≤ d 4 + d 0 < d 5 , which is a contradiction. Thus f t,n must be irreducible. The case of t ≥ 6 is proved in the same manner since d t > d 0 + d r (1 ≤ r ≤ t − 1). The proof of the irreducibility is now completed and thus the proof of Theorem 2.2 is finished.
Conclusion
In this paper, we introduced the equation (2.1) as an example of a coprimeness-preserving non-integrable equation defined over the integer lattice of arbitrary dimension. The equation (2.1) is a higher dimensional equation of the Hietarinta-Viallet type: i.e., confining but having exponential degree growth. We investigated the generalized tau-function form (2.6) of (2.1) and showed its Laurent, the irreducibility and the coprimeness properties. The proof requires heavy calculation but relies only on elementary facts on the factorization of Laurent polynomials. The equation (2.1) gives several known coprimeness-preserving equations including the coprimeness-preserving non-integrable extension to the disrete KdV equation (1.2) and its generalized tau-function form (1.5), whose properties are reviewed in the Appendix.
A reduction of a discrete system gives an equation on a lower dimensional lattice. It is expected to obtain equations with interesting properties (such as the Laurent property) by reductions from (2.1). For example, a reduction to a one-dimensional lattice of the equation (1.2) has the coprimeness property and its algebraic entropy can be derived using this property [30] . Regarding the Laurent property, it is known that if an equation satisfies the Laurent property for arbitrary "good" domains, it preserves the Laurent property under reduction [19] . In this paper, however, we proved the Laurent property of (2.6) only on a specific domain. We have some results on problems arising from the domain of definition, which we wish to present in future works.
• If (t, n) ∈ H, then (t + 1, n), (t, n + 1) ∈ H.
• For any h ∈ H, the set
which we call the initial domain for H.
Remark B. 2 ([13] ). The first condition on a good domain requires that the intersection between H and the past light-cone emanating from h ∈ H is a finite set. The second condition on a good domain requires that the future light-cone emanating from h ∈ H does not intersect with H 0 .
Example B.3. The first quadrant H = {(t, n) ∈ Z 2 | t, n ≥ 0} is a good domain. The corresponding initial domain is given by 
where g is a monic Laurent monomial and h is a polynomial without any monomial factor. We shall call h the polynomial part of f . Theorem B.7. Let R be a UFD and let a, b ∈ R be nonzero. Then, Equation (1.5) has the Laurent property on any good domain, i.e. every iterate is a Laurent polynomial of the initial variables. Moreover, every iterate is irreducible as a Laurent polynomial.
Proof. Let H ⊂ Z 2 be an arbitrary good domain. Let A be the Laurent polynomial ring of the initial variables, i.e. Step 1. If h ∈ H 0 , then f h is an initial variable. Therefore, f h ∈ A and f h is irreducible. From here on, we only consider the case h ∈ H \ H 0 . It follows from Equation (1.5) that f h contains the initial variable f t−1,n−1 in its polynomial part. Because of the decomposition (B.2), at least one of f t (1) +2,n (1) +2 and f t (2) +2,n (2) +2 must contain the initial variable f t−1,n−1 in its polynomial part. We may assume that f t (1) +2,n (1) +2 contains f t−1,n−1 . Since (t − 1, n − 1) ≤ (t (1) + 2, n (1) + 2) ≤ (t, n), n = n (1) + 2, (t (1) + 2, n (1) + 2) = (t, n), the only possible case is t (1) = t − 3, n (1) = n − 2.
In this case, the decomposition (B.2) is f h = uf t−1,n f t,n (2) +2 , which contradicts to Step 3.
In the steps below, we will show that if S has only one minimal element, then f h is irreducible.
Step 5. As the lattice Z 2 can be translated at will, we may assume that the minimal element of S is the origin (0, 0). In this case, the set S can be expressed as
That is, S coincides with the lower left part of the first quadrant (Example B.3). Since f h is determined by S, it is sufficient to show the irreducibility of f h when H is the first quadrant.
Step 6. Let H ′ = H \ {(0, 0)}.
It follows from the induction hypothesis that f h is irreducible as an element of the ring A ′ := R f ± h0 | h 0 ∈ H ′ . Using the relations on the localized rings
we can express f h as
(B.3)
f h = f r 22 F where F ∈ A is irreducible and r ≥ 0. Therefore, it is sufficient to show that f 22 does not divide f h in the ring A. We already showed in Step 3 that f 22 does not divide f 23 , f 32 , f 33 .
Step 7. Whether f 22 divides f h or not is invariant under extension of the coefficient ring. Therefore, replacing R with the algebraic closure of its field of fractions if necessary, we may assume that R is an algebraically closed field.
Step 8. Let us show that f 22 does not divide f 24 . We will substitute appropriate nonzero values (elements of R) for some initial variables to check that f 22 does not divide f 24 .
Let us take the following initial values (see Table 1 ):
f 01 = f 02 = f 10 = f 11 = f 12 = f 13 = f 14 = f 21 = 1,
where γ, δ ∈ R satisfy
Note that we can always take such γ, δ since R is an algebraically closed field. Under these initial values, we have f 22 = −f 00 + aδ k 2 + b.
Since aδ k 2 + b = 0, f 22 is of degree one with respect to f 00 and thus is not a unit in A. Therefore, it is sufficient to show that f 24 is not divisible by ǫ := f 22 . γ
