Introduction
When I signed up to give this keynote address, I saw it as an opportunity to sit back and reflect on what we have learned about distributed systems so far. After some thought, I came up with a list of what I thought were the main concepts most researchers in the field agreed with. lb test out these ideas, I posted them to the USENET news group comp.os.research, a sleepy little backwater, populated by gentle souls interested in fairly esoteric matters. I asked. for comments and additions to my modest list or alternative lists. I thought a few people might agree with me, and another few might have some minor changes. I was wong.
My posting ignited a firestorm. Hundreds of responses were posted, most of them ranging in tone from livid to outraged. I was simultaneously accused of being both a hopeless dreamer and an old stick-in-themud. Much spleen was vented.
When the dust had settled, I carefully read all the responses and noticed something curious. While many people were most unhappy with something or other that I had written, few had alternatives. This led to my second posting, in which I specifically challenged the previous posters (whose names I had carefully collected) to each produce a list of the five most important things we had learned so far about distributed systems. I decided to be a sport, and included my own list in the posting. I thought I would now get nice fat lists at which I could take a few pot shots. I was wong again.
Another firestorm ensued, with everyone going after my list again, but only one or two people proposing alternative lists. Several hypotheses come to mind to explain this sequence of events:
(1) it is more fun to jump on someone else's ideas than to think up your own;
'This paper is a transcript of the keynote address presented by the author at the OpenForum '92 conference in Utrecht, the Netherlands, November 1992 t E-mail: ast@cs.vu.nl (2) researchers in distributed systems do not read conip.os. research; (3) as a profession, we are a bunch of prima donnas who listen to no one; (4) we really have not learned anything at all in the past 20 years.
I am willing to go along with some combination of 1-3. but I do not agree with 4. I strongly believe we have learned some things about distributed operating systems. In this paper I will tell what they are. It may well be that I am the only person in the field who believes these things (but I very much doubt it), but if this paper does nothing else but stimulate thought and discussion about the subject, I think it will have been worth the effort. ' Ib emphasize the possibly personal nature of these thoughts, I will write the paper in the first person, a style that is normally frowned upon in science.
What is a distributed system?
Before answering the question of what I have learned about distributed operating systems, I have to first explain what I mean by the term. When the term 'distributed system' first became popular, at least one vendor began advertising that it already had a distributed system for sale, consisting of a large mainframe to which several hundred dumb ASCII terminals could be connected. This is not quite what I had in mind.
I think that a distributed system has two essential characteristics:
The system has a number of independent, autonomous, communicating CPUs;
The system looks to the users like a single computer. A shared-memory multiprocessor, while interesting and important, is also not a distributed system. The CPUs are not independent (e.g., a failure in one of them can corrupt the others). More important, some of the hardest problems that occur in distributed systems, such as lack of global state information, agreement about the exact time, and process synchronization, are easy to solve in multiprocessors. This fact makes their operating systems simpler.
Another common computing model consists of a collection of personal computers or workstations, which all have access to one or more file servers. This configuration meets the first criteria, but not necessarily the second. If each user 'owns' one workstation, and can only use other (idle) workstations with some special effort, the whole system does not look like a single computer. When running an interactive editor, the distinction is minimal. The real test comes when a process forks off a sequence of compute-bound children. In a true distributed system, the operating system, not the user, would place each new process on the 'best' machine, taking into consideration CPU load, memory availability, location of files needed, network bandwidth, communication patterns, and other factors. Thus a network of personal workstations that use a common file system (e.g., NFS or Andrew) is not a distributed system.
In contrast, one possible way to build a distributed system would be to assemble a collection of single board computers located in a rack in the machine room. Each board would contain a CPU, private memory, a network interface, and its own copy of the operating system. A user at an X-terminal can type a command, which is then executed in this processor pool. Simple jobs may only require one CPU, but other jobs, such as a chess program, may require hundreds of CPUs working in parallel. The location of processors, files, and everything else is done automatically, by the operating system. l'b the users, the computing power is a single shared resource, like an old-fashioned timesharing system, only constructed with modern technology.
A slightly far-fetched, but possibly instructive, analogy to a ,distributed system is the worldwide telephone system. The telephone system consists of many thousands of switches (essentially large computers), no one of which is the boss of all the others. Whether a call is routed over fibre optic links, microwave lkks, coaxial cables, or some combination of them is up to the system, not the user. Similarly, whether analog or digital technology is used is also hidden, as are gateways between different telephone companies and different countries. Calling an 800 number (free number) is a complicated process, involving looking up the 'real' number in a distributed 4 data base, but this, too, is not visible as a separate part of the system. ?b the telephone user, the whole thing looks l i e a single gigantic switch to which every telephone in the world is connected. This illusion, sometimes called the single sysrem image, along with the use of independent computers to implement it, is what sets distributed systems apart from their nondistributcd cousins.
It should be clear from the above discussion, that being distributed has at least as much to do with the software (i.e., the operating system) as it has to do with the hardware configuration. The same hardware can either form a distributed system or not, depending on the software.
Few distributed computer systems are currently available commercially, although they will start becoming more numerous during the 1990s. Various prototypes are currently under construction in research laboratories. It is from these experimental systems that most of our knowledge on the subject has come. It is perhaps worth pointing out explicitly that distributed systems are not easy to design and program-if they were, we would have had a lot more of them in commercial use already. The fact that they are difficult to program suggests to me that we should use techniques that simplify their construction wherever possible. This point will come up Over and over in the rest of the paper.
System structure
A good place to begin our discussion is the structure of the operating system, since it i s here that the biggest changes have occurred. In this, and subsequent sections, I will y to summarize what I have learned in a short observation in boldface type, followed by my reasons for believing it.
Observation 1: Distributed operating systems should be based on microkernels A microkemel is a relatively small operating system kernel with a limited functionality. It runs on the bare hardware. Unlike a conventional operating system, which is intended to directly support application programs, a microkemel is intended to make it possible for system programmers to use it as a base for building various operating systems on top of it. The selvices provided are those needed by operating systems builders, not those needed by ordinary users. A comparison between a microkernel-based system and a conventional (i.e., monolithic) system is shown in figure   1 .
Microkernels are basically a recent phenomenon, although a case can be made that Brinch Hansen's RC 4000 system had some of the ideas 20 For years, operating system designers have made a distinction between mechanism and policy. The mechanism is the code that actually does the work.
The policy is what the user wants done. Microkernels sharpen this distinction by putting much of the mechanism in the microkernel, but leaving the policy out. For example, a microkernel might implement priority-based process scheduling, but allow the owner of a group of processes to set the relative priorities of the processes himself or herself.
Microkernels typically perform the following functions: interprocess communication; low-level process management; low-level memory management; input/output How much they do in each area and the exact functionality they provide varies from system to system, but it is clearly less than in conventional operating systems. Each of these points will be described briefly below.
Since processes in a distributed system can run on disjoint computers, at the lowest level, interprocess communication must be based on message passing. The microkernel must provide some primitives to send and receive messages.
Many options are possible, including synchronous versus asynchronous, reliable versus unreliable, blocking versus non-blocking, buffered versus non-buffered, and point-to-point versus group communication. Each combination bas its own properties.
Distributed systems need processes as an abstraction tool, just as centralized ones do. Managing these processes is clearly a job for the microkernel. Due to the existence of considerable parallelism in distributed systems, having multiple threads within a single process is often desirable. Although some thread packages can run entirely in user space, without the kernel even being aware of them, for performance and other reasons, it is often useful for the kemel to provide at least some support for threads.
Memory management is clearly a microkernel function, at least in part. The MMU has to be set up, and page faults have to be handled. There is a clear analogy between microkernels and RISC machines. RISC machines have fewer instructions than CISC machines. The guiding principle of RISC design is: if an instruction is not essential, leave it out To a considerable extent, the same holds for microkernels: if the same functionality can be provided outside the kemel, put it outside the kernel. In short, microkernels can be thought of as RISC operating systems.
The same general advantages that RISC machines have over CISC machines also hold for microkernels: simplicity, modularity and flexibility. First, they are simpler to design because they do less. They are also easier to implement and debug because there are fewer lines of code there. S i n c e the correct functioning of the entire system is critically dependent on the kemel working correctly, it stands to reason that making the kernel small and simple will also make it more reliable. Second, microkernels lead to modular systems. Removing the file system from the kernel does not make it go away, but having the file system run as a user process does make it easier to test and debug the file system, since a file system crash does not bring the whole system down, as is the case with a monolithic kernel.
Closely related to modularity is the third advantage, flexibility. The Same microkernel can be used as the base for multiple operating systems. The Mach kernel can run UNIX and MS-DOS simultaneously.
Microkernels also allow users with special needs (e.g. database designers) to design and implement their own file systems. With monolithic systems, you are pretty much stuck with whatever file system the operating system provides, which is sometimes a serious problem
The primary potential disadvantage of a microkernel-based system is performance. On a single 5 1131. processor, consider the difference between a monolithic kernel containing the file system, and a microkernelbased system in which the file system is a user process.
In the former, a READ system call traps to the kernel, does the work, and returns. In the latter, it requires sending a message to the file system and getting a reply. Doing so may be slower than just trapping to the kernel, depending on what optimizations are used.
In a distributed system, the situation is somewhat different. The file system is on another machine anyway, and the relative difference in cost between sending a message to a file system in a remote kernel versus sending one to a file system running as a remote user process is small. I do not believe that this small difference in performance even comes close to outweighing the advantages of simplicity, modularity and flexibility. Put in other terms, I think the key challenge facing us is how to make the software work, not how to make the system go a little bit faster. If a small amount of performance has to be sacrificed to produce software that is easier to write, get correct, and maintain, I think this is a worthwhile tradeoff.
Observation 2: The client-server paradigm is a good one Using a microkernel is only part of the story. There remains the issue of how to structure the rest of the software-the part that is outside the microkernel. One paradigm that is widely used, and with great success, is the client-sewer paradigm. In this model, system services are provided by sewer processes, each process typically offering one specific service. Examples are file servers, directory servers, print servers, time servers, mail servers, database servers, and so on. Application programs run as client processes, normally on different machines from the servers. To obtain service, a client sends a message to a server, which then carries out the work and sends back a I ,,,L I reply. During the course of an application, a client may interact with a variety of different servers to get the job done, but each interaction is structured as a request from the client to a server, followed by a reply from the server back to the client, as shown in figure 2 The clientserver model fits in well with the idea of a microkernel. By having the servers run outside the kernel, they can be highly modular, with each server providing one service well (in the spirit of UNIX). This design also makes it possible to have multiple file servers (e.g., UNIX and MS-DOS) running simultaneously and offering different services to different clients.
The clientserver model represents a paradigm shift from systems like UNIX in an important way. In traditional operating systems, everything is either a process or a file. Almost all the system calls relate to manipulating processes and files.
The client-server model, in contrast, is based on abstract data types (objects). A server can define and make available for use any kind of objects it wants to, and provide whatever operations are needed on these objects. It encapsulates the objects and allows only the permitted operations to be performed on the objects. This paradigm allows information hiding and makes it easier to construct correct and easy-to-understand programs.
While it is true one can simulate objects in a system like UNIX by putting them in files and creating daemon processes to manage them, it is an unnatural way of programming in UNIX, and it is in direct contrast to the mental model that most programmers have that 'everything is a file'.
Observation 3: UNIX can be successfully run as an application program If one accepts the idea that the operating system should be based on a microkernel, upon which server processes run, then the logical conclusion is that UNIX (or MS-DOS or other operating systems) should be run as applications. Existing distributed systems have tried two different approaches, both of which seem satisfactory.
In the short run, binary compatibility is often needed to run existing software whose source code is not available. Mach and Chorus have taken this route. One way to provide binary compatibility is to map a (shared) emulation library into the top part of the address space of all UNIX processes. When a process makes a system Brieflv. for each service that a server offers. it a code indicating which operation is desired. It then passes the message to the network driver, which sends it to the server. Once there, the server's network driver passes the message to the server stub, which unpacks the parameters and calk the server as a procedure. When the server has finished its work, it retums to its stub, which builds a reply message and sends it back to the client The beauty of this scheme is that neither the client procedure nor the server procedure have to h o w that they are engaging in remote communication. The client calls a local procedure (its stub) using the usual calling sequence to pass parameters. Similarly, the server is called by a local procedure, and thus gets its parameters on the stack in the usual way. It notices nothing strange.
With RF'C, all the message passing is hidden away in the stubs, which are usually generated by a special compiler from a functional description of the server's interface. This mechanism is an enormous advance over having the client and server directly sending and receiving messages, an unfamiliar and error-prone way of programming. By forcing all communication to be synchronous (callers are blocked until their calls finish), many kinds of subtle programming errors are eliminated. Using RF'C means that programming the client-server model in a distributed system is not all that different from traditional sequential programming.
RPC also has several disadvantages. For the sophisticated programmer with a special application requiring unusual communication patterns, RF' C can be restricting. It is sometimes argued that given SEND and RECEIVE primitives, it is possible for those programmers who want RPC to build it, and those who do not to ignore it. This is like saying that a programming language should just supply the IF and GOT0 statements, since FOR and WHILE loops can be constructed from them. This argument is specious. Given that the major problem facing us is how to make all this complicated software work, it is essential that the system provide high-level primitives, not low-level ones in the hope the programmers will not abuse them. Observation 5: Globally ordered, reliable broadcasting is useful A distributed system can be constructed and used in various ways. If a large number of CPUs are available for use, either idle workstations or a centralized collection of processors in the machine room, it may be possible to harness multiple machines to work together in parallel to speed up a single application. Alternatively, the system may be designed this way from the beginning.
For certain applicatiods, communication is generally not from a client to a server, so RPC is not appropriate.
More often, communication is from one process to many processes. Whiie it is possible to simulate this o n e tomany (ie., broadcast or multicast) communication by repeated RPCs, doing so is inefficient. Furthermore, if two or more processes are engaged in one-to-many communication at the same time, the messages may be interleaved, leading to race conditions and errors. As a simple example, consider a data base system that replicates its data on multiple machines so that each one can handle queries in parallel with the others.
Reads are done locally, but when a record is changed, it must be updated on all machines simultaneously to avoid inconsistencies. Other examples involve simpler shared data structures, where multiple machines need to read and write the same variables. Having a basic primitive to broadcast a message to all machines reliably and indivisibly is a valuable tool.
Various distributed systems have supported broadcasting in diverse forms, starting with V [7] and ISIS 141. Based on considerable experience with Amoeba, I have seen that having reliable, indivisible, globally ordered broadcasting as a basic primitive makes parallel programming (and also fault-tolerant programming) of distributed systems much easier. ?ivo key properties are needed either a message is received by all interested processes or by none; all processes receive all messages in the same order.
Using this broadcasting, it is possible to update a variable in all processes simultaneously, without having to worry about the consequences of lost 8 messages, interleaved messages and other problems. This mechanism can be used to construct even easier-touse abstractions, such as shared data objects [Z]. Not having this kind of broadcasting makes programming these applications much more difficult.
The difference between reliable, gtobally ordered broadcasting and not having it is illustrated in figure  5 . In this example, machines A and B simultaneously want to broadcast messages. In the case, first A goes then B (or vice versa), as shown in figures 5(a) and (b). In the other case, figure 5(c) , some processes may get the messages in the order (A, B), while others get them in the order (B, A) . Having the system guarantee that all processes get all broadcasts in exactly the same order, with no lost messages and no interleaving of concurrent broadcasts, makes programming much easier than having weaker semantics.
Observation 6: Communication transparency is important When one process talks to another process (or to a group of processes, using broadcasting), it should not have to worry about the relative location of the processes. Communication schemes that have one semantics when the communicating parties are on the same machine and different semantics when they are on different machines make programming harder. Programmers have enough to worry about without location being an additional issue (analogous to MS-DOS programmers having to treat memory addresses below @OK, between @OK and lM, between 1M and 1M+64K, and above 1M as different categories).
The issue of aansparency arises in a variety of contexts. For example, having to make distinctions between two machines on the same LAN, two machines on interconnected LANs, and two machines in different countries. For example, if files arc named using something like lmachineflenamelfl or machine.(filenume the system is not transparent. In such a system, it is impossible for the file system to transparently move files from one server to another (e.g., to balance the load) because the location is effectively visible to the users. All machines share a common virtual address space, with the pages themselves spread Over the machines as need be. When a page fault occurs, the needed page is fetched from the machine that is currently holding it. Read-only pages can be replicated, but read-write pages must be unmapped from the current host, as they may not be present in two machines at the same time.
With object-based distributed shared memory the unit of sharing is defined by software objects [3, 6, lo]. Operations are defined on objects. and when an operation is executed on an object, the software that manages the object goes and gets the object if it has to. In both cases, the multicomputer programmer is presented with the illusion of having a form of shared memory. Processes on different machines can use the shared memory for communication and synchronization, which is usually much more convenient than message passing. In Amoeba, object-based shared memory is implemented ,by replicating objects on all machines, doing reads locally, and doing wites using reliable, globally ordered broadcasting [U]. Other implementation techniques are also possible, of course.
Open issues
Many other design issues are still open. In this section I will briefly mention some points that are potentially subjects for inclusion in the second edition of this paper, assuming we can figure out which ideas are good and which are not. Mark Wood for their helpful suggestions
Atomic transactions
Atomic transactions are a powerful technique used in database systems to maintain consistency in the face of concurrency. They are potentially applicable to many areas of distributed computing as well. The problem is that atomic transactions are extremely heavyweight and expensive. It remains to be seen if they are worth the price.
Conclusion
In summary, the main thing I have learned is that designing and implementing distributed operating systems is not as easy as it looks. It is essential to avoid complexity where possible, and resist the temptation to add more features whenever they rear their ugly heads.
Putting in 4 ways to do z, 9 options for doing y and 13 parameters for z is definitely not the way to go. The trick is to have simple conceptual models and not to try to be all things to all people. We should take our inspiration from UNIX version 7, not OS/360. If every system designer had a great big sign with the old motto:
KISS-Keep It Simple, Stupid we would go forward quickly.
