Abstract-The design of reduced-order H∞ control can be transformed into an optimization problem with bilinear matrix inequality (BMI) constraints, which is an NP-hard problem. We propose a method to equivalently transfer the BMI constraint into a convex LMI constraint plus a matrix-rank constraint. The optimization with matrix-rank constraint is iteratively solved by a sequence of semidefinite programming (SDP) problems. Simulations on several benchmark systems show that our algorithm is practical and efficient.
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I. INTRODUCTION
A wide variety of system and control problems, such as optimal controller design, robust stability, pole placement in linear system theory can be reformulated as an optimization problem with linear matrix inequality (LMI) constraints [1] , [2] . The LMI constraints are convex, which can be efficiently solved by interior-point methods in SDP [3] , [4] . However, the optimization problems with nonlinear matrix inequality constraints are not easy to handle due to their noncovexity and potential nonsmoothness.
In control system, the design of reduced-order output feedback controller is a significant application, which in general is a nonconvex control problem and can be transformed into an optimization problem with bilinear matrix inequality (BMI) constraints [2] . In [5] , [6] , it has been shown that optimization problems with BMI constraints are NP-hard. By now, there exist several different approaches to solve the BMI problem. [7] proposed the Branch and Cut algorithms improved from the Branch and Bound Algorithm in some randomly generated problems. [8] proposed coordinate descent methods with some defined search directions, however the convergence was not guaranteed. By making use of the first-order perturbation approximation, a Path-Following method for solving BMI was proposed in [9] . [10] developed a local optimization with convex-concave matrix inequality constraints to deal with BMI optimization. Ordinarily, finding a global optimum in BMI optimization is impractical. Most of the global algorithms for BMI are limited to problems with small dimension [7] .
In this paper, the BMI constraint is equivalently transferred to a LMI constraint plus a matrix-rank constraint, which is then expressed by spectral nonlinear function. Then our method is to solve a sequence of SDP problems to obtain the upper bound of the original BMI problem. The algorithm proposed in this paper is simple to implement by using SDP software tools, such as Sedumi [11] and SDPT3 [12] .
The remainder of the paper is organized as follows. Section II is devoted to the Bilinear Matrix Inequality(BMI) formulation on structured H ∞ control. Section III presents the nonconvex spectral optimization algorithms on H ∞ control. Its computational simulation is provided in Section IV. The conclusions are drawn in Section V.
Notation. Notation used in this paper is standard. Particularly, X 0, X 0, X 0 and X ≺ 0 mean that a symmetric matrix X is positive semi-definite, positive definite, negative semi-definite and negative definite, respectively. Trace(X) represents the trace of X. In symmetric block matrices or long matrix expressions, we use * as an ellipsis for terms that are induced by symmetry, e.g.,
II. BMI FORMULATION ON REDUCED ORDER H ∞ CONTROL
Consider a continuous time systeṁ
where x ∈ R n x is the system state, u ∈ R nu is the system control, y ∈ R ny is the measured output, w → z is the H ∞ performance channel of the same dimension n ∞ .
We seek a structured output feedback control
where n K is the controller order, K is a convex structure such that
• The closed-loop system is internally stable
• The H ∞ -performance T w→z is minimized
Introduce the shorthands
The closed-loop system is
It is obvious that (5) is the minimization of linear objective function with BMI constraints (5a) and convex constraints (5b). It should be mentioned that, when the controller K is unstructured and full rank, optimization (5) is convex [13] . Introducing the new variable
i.e.
we can rewrite (5) by
It can be seen that in optimization (7), (7a) and (7b) are convex constraints, however constraint (7c) is nonconvex. Now all the difficulty of BMI optimization (7) turns to the nonconvex constraint (7c), in the next section we will propose a nonconvex spectral algorithm to deal with the constraint (7c).
III. NONCONVEX SPECTRAL ALGORITHM ON H ∞ CONTROL
To handle the nonconvex constraint (7c), let's begin with an auxiliary result. Using the above Lemma, we are now in a position to state the following result, which is a cornerstone in handling bilinear constraints like (6).
Theorem 1:
The constraint (6) is equivalent to
Proof By Shur's complement, (9) is equivalent to
which implies W 11 − KK T ≥ 0. This together with (10) yields W 11 = KK T . Then applying Lemma 1 to (11) gives W = KCX as desired.
Similarly, by Shur's complement, and W 11 − KK T ≥ 0, inequality constraint (10) can be equivalently replaced by
where
Thus, the optimization problem (7) is equivalent to
Instead of dealing with the nonconvex constraint (13) we incorporate it into the objective, leading to the following formulation (15),
Where µ > 0 is a penalty parameter. Without squaring on the factor of µ, the above penalization is exact, meaning that the constraint (13) can be satisfied by a minimizer of (14) with a finite value of µ (see e.g. [15, Chapter 16] ). On the other hand, any feasible (γ, X, W, K) to (14) is also feasible to (15) , implying that the optimal value of (15) for any µ > 0 is upper bounded by the optimal value of (14) .
is nonsmooth but is lower bounded by
where w
ny+n K are the normalized eigenvectors corresponding to n y + n K largest eigenvalues of W (κ) K . Thus, any (γ, X, W, K) feasible to the convex constraints (7b),(7c), the following convex optimization provides the upper bound for the nonconvex optimization (15),
because
The algorithm 1 is pseudo-code for the above procedure.
IV. SIMULATION RESULTS
The hardware and software facilities for our computational implementation are: (i) Processor: Intel(R) Core(TM) i5-3470 CPU @3.20GHz; (ii) Software: Matlab version R2015b; (iii) CVX with SDPT3 solver for SDP (17). The convergence stop criterion is set as = 10 −5 .
To show the efficiency of our algorithm, helicopter system, chemical reactor system and transport airplane system are tested. All state space data of these systems are from [2] .
In helicopter system, the sate dimension n x = 4, we seek to find a dynamic controller of order n K = 2, the algorithm successfully solve the problem, obtaining γ = 0.124, compared with γ = 0.133 in [13] .
In chemical reactor system, the sate dimension n x = 4, we seek to find a dynamic controller of order n K = 2, the algorithm successfully solve the problem, obtaining γ = 1.006, compared with γ = 1.142 in [13] .
In transport airplane system, the sate dimension n x = 10, we seek to find a dynamic controller of order n K = 1, the algorithm successfully solve the problem, obtaining γ = 2.463, compared with γ = 2.860 in [13] . 
to find its optimal solution (γ
and accept (γ (0) ,
) as the optimal solution of the nonconvex program (14) . Solve the convex program (17), to find the optimal solution (γ
Set κ := κ + 1.
) as a found solution of (14) .
The detail computational results are summarized in Table  I , where the first column is the cases name, the second column is the state space dimension, the third column is the value of µ. The forth column is the found value of γ. The fifth column is the iterations by our method; the γ found in [13] is provided in the sixth column. Above all the cases tested, we can see that the optimal values reported by our algorithm are better than [13] . And it takes only a few iterations to converge.
V. CONCLUSION
We have proposed a new algorithm for solving BMI optimization arising in H ∞ control. Unlike the previous developments, we equivalently transferred the BMI constraint into a convex LMI constraint plus a matrix-rank constraint. The optimization with matrix-rank constraint can be iteratively solved from a sequence of SDP problems. The numerical results on several benchmark systems have shown that our algorithm is practical and efficient. The extension to mix H 2 /H ∞ controller design is currently under development.
