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the existence and uniqueness of solutions to the Dirichlet prob-
lem on the ball. In addition, the nonexistence of the ground state
solutions under certain conditions on the nonlinearities and the
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problem are proved.
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1. Introduction
In this article, we study the solutions of the nonlinear elliptic system
{
u − u + vp = 0,
v − v + uq = 0, in Ω, (1.1)
where p,q > 0,  =∑ni=1 ∂/∂x2i is the Laplacian operator in Rn , n 1, Ω is either a ball of Rn or the
entire space Rn .
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3420 Z.-Y. Chen et al. / J. Differential Equations 249 (2010) 3419–3442(1.1) can be viewed as a high-dimensional counterpart of a well-known equation:
u − u + up = 0, in Rn, u(x) → 0, |x| → ∞, (1.2)
where p > 0. The uniqueness of positive solutions of (1.2) for p ∈ (1, (n+ 2)/(n− 2)) was ﬁrst proved
in [20], and simpliﬁcations of proof and generalizations can be found in, for example, [3,6,21,29,30].
To cite a source of (1.2), we consider the following stationary Keller–Segel system, which is related
to a model to describe the chemotactic aggregation stage of cellular slime mold (see, e.g., [11,24]):
{
D1u − ξ∇(u∇ log v) = 0,
D2v − av + bu = 0, in Ω, (KS)
and ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂u
∂ν
= ∂v
∂ν
= 0, on ∂Ω,
1
|Ω|
∫
Ω
u(x) dx = η, (BC)
where Ω is a bounded domain in Rn with smooth boundary ∂Ω , |Ω| denotes the Lebesgue measure
of Ω , D1, D2,a,b, ξ and η are positive constants. From (KS) and (BC), we have u = λvξ/D1 for some
constant λ > 0. Then (KS) can be rewritten as
D2v − av + bλvξ/D1 = 0 in Ω. (KS∗)
Furthermore, if we consider ξ > D1 and put p = ξ/D1, d = D2/a and
w(x) =
(
b
a
λ
)1/(p−1)
v(x),
(KS∗) can be reduced to (1.2) on a bounded domain.
Another motivation for studying the scalar equation related to (1.1) arises from the nonlinear
Schrödinger systems (see, e.g., [1,4,15,25])
{
u − λ1u +
(
μ1u
2 + βv2)u = 0,
v − λ2v +
(
βu2 + μ2v2
)
v = 0, in R
n, (NS)
where λ1, λ2,μ1,μ2 > 0 and β ∈ R. If we treat speciﬁc solutions (u0,0) and (0, v0) of (NS), then u0
and v0 must satisfy
u0 − λ1u0 +μ1u30 = 0 and v0 − λ2v0 + μ2v30 = 0.
The uniqueness of solutions to systems of nonlinear partial differential equations has been an im-
portant research topic in recent years. For example, considered as a natural extension of the celebrated
Lane–Emden equation, the Dirichlet problem to the Lane–Emden system
⎧⎨
⎩
u + vp = 0 in BR(0),
v + uq = 0 in BR(0), (LE)
u = v = 0 on ∂BR(0),
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mathematicians. The existence of solutions of (LE) or more general type was established in [10,12,13,
18,31,35] for p,q 1, pq = 1, n 3 and satisfying the subcritical condition
1
p + 1 +
1
q + 1 >
n − 2
n
.
On the other hand, if p,q > 0, n 3 and are supercritical, i.e.,
1
p + 1 +
1
q + 1 
n − 2
n
,
the nonexistence of solutions of (LE) was obtained in [27,37]. Moreover in [13,19], the uniqueness of
positive radial solutions to (LE) has been derived for p,q > 0 with pq = 1 as well. We remark that, in
[12,13,19], the scaling argument is a key to the proof of the uniqueness due to the homogeneity of the
nonlinearities in (LE). The existence of positive solutions to (1.1) for subcritical p, q was considered in
[16], but the uniqueness of solutions to (1.1) is still not known. For the nonlinear Schrödinger systems
(NS), a few uniqueness results were obtained recently for some special cases [23,26].
In this paper, we apply linearization techniques and the implicit function theorem to prove the
uniqueness of positive solutions to (1.1). While such techniques have been widely used in proving
the uniqueness of solutions of scalar equations (see [6,20,21,29,30]), the generalization to systems of
equations is not straightforward due to the coupling. Here we use some ideas appearing in our earlier
works [7,8].
By virtue of the method of moving planes, the Dirichlet problem of (1.1) in BR(0) with (u, v) =
(0,0) on ∂BR(0) can be reduced to a corresponding system of ordinary differential equations with
u(R) = v(R) = 0, see for example [2,5,8,14,22,36]. While the proof is standard, for the reader’s conve-
nience, we will present it in detail in Appendix A.
Throughout this paper, we investigate the radial solutions of (1.1) by considering the following
initial value problem (here we extend the deﬁnition of the nonlinearities so solutions can be deﬁned
for u, v  0):
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
u′′(r) + n − 1
r
u′(r) − [u(r) − f (v)]= 0, r > 0,
v ′′(r) + n − 1
r
v ′(r) − [v(r) − g(u)]= 0, r > 0,
u(0) = α1, v(0) = α2,
u′(0) = 0, v ′(0) = 0,
(1.3)
where
f (v) =
{
vp, v > 0,
0, v  0,
g(u) =
{
uq, u > 0,
0, u  0,
(1.4)
with p,q > 0; (α1,α2) is the initial data, αi > 0. The local existence and uniqueness of the solu-
tion can be proved via a standard application of the contraction mapping principle, see, for example,
Lemma 2.1 in [34]. We denote the solution of (1.3) by (u(r;α1,α2), v(r;α1,α2)) or simply (u(r), v(r))
when there is no confusion. The solution (u(r), v(r)) can be extended to r ∈ [0,∞) by comparison
arguments (see Lemma 2.1 below).
Remark 1.1. We note that if (u(r), v(r)) is a solution of (1.3) satisfying u(r0) = 0 and u′(r0) < 0 for
some r0 > 0, then u(r) < 0 for r > r0 by the maximum principle. The same result also holds for v(r).
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problem of (1.1).
Theorem 1.1 (Existence and uniqueness). Let p,q > 0 and pq < 1. Then for any R > 0, (1.1) possesses one
and only one solution (u(x), v(x)) satisfying
{
u(x) > 0, v(x) > 0, |x| < R,
u(x) = v(x) = 0, |x| = R.
Furthermore, the corresponding initial data of such solutions at the origin, denoted by α1(R) and α2(R), are
increasing in R > 0.
In addition to the existence and uniqueness of solutions to the Dirichlet problem for (1.1) stated
above, we also present the nonexistence of the ground state solutions and describe a complete struc-
ture of solutions of (1.3) in terms of initial data under certain conditions on the nonlinearities. The
results in this part require a stronger condition on p and q: 0 < p < 1 and 0 < q < 1 instead of
0< pq < 1. Before we introduce other main results, various types of solutions for (1.3) are introduced
as follows.
Deﬁnition 1.1. A solution (u(r), v(r)) of (1.3) is classiﬁed into the following types:
Type Cu: u, v > 0 in (0, R), v(R) > u(R) = 0 for some R > 0.
Type Cv : u, v > 0 in (0, R), u(R) > v(R) = 0 for some R > 0.
Type C: u, v > 0 in (0, R), u(R) = v(R) = 0 for some R > 0.
Type G: u, v > 0 in (0,∞), (u(r), v(r)) → (0,0) as r → ∞.
Type B: u, v > 0 in (0,∞), (u(r), v(r)) → (∞,∞) as r → ∞.
We use the following notations for the regions of initial data corresponding to various types of solu-
tions for (1.3):
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
T = {(1,1)},
ΩC =
{
(α1,α2):
(
u(r;α1,α2), v(r;α1,α2)
)
is of Type C
}
,
ΩG =
{
(α1,α2):
(
u(r;α1,α2), v(r;α1,α2)
)
is of Type G
}
,
ΩB =
{
(α1,α2): (u(r;α1,α2), v(r;α1,α2)) is of Type B
}
,
Su =
{
(α1,α2):
(
u(r;α1,α2), v(r;α1,α2)
)
is of Type Cu
}
,
Sv =
{
(α1,α2):
(
u(r;α1,α2), v(r;α1,α2)
)
is of Type Cv
}
.
(1.5)
Our next result is the nonexistence of ground state solutions of (1.3).
Theorem 1.2. If 0< p < 1 and 0< q < 1, then ΩG = ∅, that is, (1.3) does not possess a solution of Type G.
With no Type G solution of (1.3), the following result completely characterizes the structure of
initial data sets corresponding to solutions of remaining Types B, C, Cu and Cv .
Theorem 1.3. Suppose that 0< p < 1 and 0< q < 1. Then:
(a) There exists a strictly increasing function γ : (0,1) → (0,1) satisfying
lim
α →0+
γ (α1) = 0 and lim
α →1−
γ (α1) = 1
1 1
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such that
ΩC =
{(
α1, γ (α1)
)
: α ∈ (0,1)}.
(b) There exist strictly increasing functions ρu,ρv : (1,∞) → (1,∞) satisfying ρu(α1) ρv(α1), and
lim
α1→1+
ρi(α1) = 1 and lim
α1→∞
ρi(α1) = ∞, i = u, v,
such that
ΩB =
{
(α1,α2): α1 > 1, ρv(α1) α2  ρu(α1)
}
.
(c) Deﬁne
θu(α1) =
⎧⎨
⎩
γ (α1), 0< α1 < 1,
1, α1 = 1,
ρu(α1), α1 > 1,
θv(α1) =
⎧⎨
⎩
γ (α1), 0< α1 < 1,
1, α1 = 1,
ρv(α1), α1 > 1.
Then
Su =
{
(α1,α2): α1 > 0, θu(α1) < α2 < ∞
}
and
Sv =
{
(α1,α2): α1 > 0, 0< α2 < θv(α1)
}
.
Geometrically the set ΩC ∪ T ∪ ΩB separates the two open subsets Su and Sv , see Fig. 1 for the
illustration of the structure of ΩC , ΩB , Su and Sv . While the set ΩC is proved to be a curve, it is
still unclear whether ΩB is also a curve. Most results in Theorem 1.3 still hold if we replace the
assumption 0< p < 1, 0< q < 1 by merely p,q > 0 and 0< pq < 1, see Remark 3.1 for details.
It is possible to obtain an even reﬁner description of Su and Sv . For that purpose, we deﬁne
Deﬁnition 1.2. Any solution (u(r), v(r)) of Type Cu or Type Cv for (1.3) is classiﬁed further into the
following types:
3424 Z.-Y. Chen et al. / J. Differential Equations 249 (2010) 3419–3442Type Cuv : u(Ru) = v(Rv ) = 0 for some Rv > Ru > 0.
Type Cvu : u(Ru) = v(Rv ) = 0 for some Ru > Rv > 0.
Type Gu: limr→∞ v(r) = 0 and u(R) = 0 for some R > 0.
Type Gv : limr→∞ u(r) = 0 and v(R) = 0 for some R > 0.
Type Bu : limr→∞ v(r) = ∞ and u(R) = 0 for some R > 0.
Type Bv : limr→∞ u(r) = ∞ and v(R) = 0 for some R > 0.
Accordingly we also deﬁne
S1u =
{
(α1,α2):
(
u(r;α1,α2), v(r;α1,α2)
)
is of Type Cuv
}
,
S1v =
{
(α1,α2):
(
u(r;α1,α2), v(r;α1,α2)
)
is of Type Cvu
}
,
Lu =
{
(α1,α2):
(
u(r;α1,α2), v(r;α1,α2)
)
is of Type Gu
}
,
Lv =
{
(α1,α2):
(
u(r;α1,α2), v(r;α1,α2)
)
is of Type Gv
}
,
S2u =
{
(α1,α2):
(
u(r;α1,α2), v(r;α1,α2)
)
is of Type Bu
}
,
S2v =
{
(α1,α2):
(
u(r;α1,α2), v(r;α1,α2)
)
is of Type Bv
}
.
Then the following results hold for the further partitions of Su and Sv (see Fig. 1):
Theorem 1.4. Suppose that 0 < p < 1, 0 < q < 1 and let γ (·), ρu(·) and ρv(·) be deﬁned as in Theorem 1.3.
Then there exist strictly increasing functions γu, γv : (0,1) → (0,1) satisfying
lim
α1→0+
γi(α1) = 0, lim
α1→1−
γi(α1) = 1, i = u, v,
and
γu(α1) > γ (α1) > γv(α1), α1 ∈ (0,1),
such that
S1u =
{
(α1,α2): 0< α1 < 1, γ (α1) < α2 < γu(α1)
}
,
Lu =
{
(α1,α2): 0< α1 < 1, α2 = γu(α1)
}
,
S2u = Su \
(
S1u ∪ Lu
);
and
S1v =
{
(α1,α2): 0< α1 < 1, γv(α1) < α2 < γ (α1)
}
,
Lv =
{
(α1,α2): 0< α1 < 1, α2 = γv(α1)
}
,
S2v = Sv \
(
S1v ∪ Lv
)
.
We believe that our method in this paper will be useful for some other more general nonlinear
elliptic systems on bounded or unbounded domains of general dimensions. We also mention that
result like Theorem 1.1 can be proved using other method even for a general bounded domain, see
[9], but our main emphasis here is to present a systematic approach for radially symmetric solutions
and obtain a complete structure of solutions to the shooting problem (1.3), that is information not
provided in [9]. We also mention that the shooting problem like (1.3) can be solved numerically, and
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can be numerically obtained [17].
This article is organized as follows. In Section 2, some preliminaries are prepared. In Section 3, we
give proofs of Theorems 1.2, 1.3 and 1.4. By investigating the corresponding linearized systems and
employing the implicit function theorem, a complete demonstration of Theorem 1.1 will be offered in
Section 4. Finally, Section 5 is devoted to some generalizations which can be done by similar methods,
and after that, a detailed proof of the symmetry of solutions to the Dirichlet problem is provided in
Appendix A.
2. Preliminaries
First we show the global existence of the solutions of (1.3).
Lemma 2.1. For any α1,α2 > 0, the solution (u(r;α1,α2), v(r;α1,α2)) of (1.3) is deﬁned for all r ∈ [0,∞).
Proof. Suppose that (u(r), v(r)) = (u(r;α1,α2), v(r;α1,α2)) exists on an interval [0, R) for some
R > 0, and w(r) is the positive entire solution of
⎧⎨
⎩w
′′ + n − 1
r
w ′ − w = 0, r > 0,
w(0) = c, w ′(0) = 0,
where c > α1 is a ﬁxed constant. We deﬁne z1(r) = w(r) − u(r). Then z1(r) satisﬁes⎧⎨
⎩ z
′′
1 +
n − 1
r
z′1 − z1 = f (v) 0, 0< r < R,
z1(0) = c − α1, z′1(0) = 0.
Then the maximum principle implies that
lim
r→R−
z1(r) = lim
n→∞ z1(R − 1/n) = limn→∞
[
max
r∈[0,R−1/n] z1(r)
]
 c − α1 > 0.
Hence u(r) cannot blow up to +∞ at r = R . Similarly, v(r) cannot blow up to +∞ at r = R as well.
If u(r) and v(r) vanish at some points (not necessary to be the same), then from Remark 1.1, we
see
u′′ + n − 1
r
u′ − u = 0, v ′′ + n − 1
r
v ′ − v = 0, r ∈ [R0, R),
for some R0 ∈ (0, R). Then by standard arguments, u(r) and v(r) cannot blow up to −∞ at r = R .
If u(r) > 0 on [0, R), v(r) > 0 on [0, R1) and v(r) < 0 on (R1, R) for some R1 ∈ (0, R), then u(r) is
bounded on [0, R). Let z2(r) = −ekr − v(r) for r ∈ [R1, R), where k > 0. Then z2(r) satisﬁes⎧⎪⎨
⎪⎩
z′′2 +
n − 1
r
z′2 − z2 = −ekr
[
k2 − 1+ (n − 1)k
r
]
+ uq, R1  r < R,
z2(R1) = −ekR1 , z′2(R1) = −kekR1 − v ′(R1),
which implies z2(r) < 0 on [R1, R) if k is suﬃciently large. Therefore v(r) cannot blow up to −∞ at
r = R for this case. This also holds if we exchange the roles of u(r) and v(r). This completes the proof
of Lemma 2.1. 
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a solution of (1.3) and put, for i = 1,2,⎧⎪⎪⎨
⎪⎪⎩
ϕi(r) = ϕi(r;α1,α2) = ∂u(r;α1,α2)
∂αi
,
ψi(r) = ψi(r;α1,α2) = ∂v(r;α1,α2)
∂αi
.
(2.1)
Then (ϕi,ψi), i = 1,2, satisfy the following linearized systems⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ϕi
′′(r) + n − 1
r
ϕi
′(r) −
[
ϕi(r) − df
dv
(v)ψi(r)
]
= 0, r > 0,
ψi
′′(r) + n − 1
r
ψi
′(r) −
[
ψi(r) − dg
du
(u)ϕi(r)
]
= 0, r > 0,
ϕ1(0) = 1, ϕ2(0) = 0; ψ1(0) = 0, ψ2(0) = 1,
ϕ′i (0) = ψ ′i (0) = 0.
(2.2)
The following lemma gives the monotone properties of ϕi and ψi (i = 1,2).
Lemma 2.2. Suppose that (u(r), v(r)) = (u(r;α1,α2), v(r;α1,α2)) is a solution of (1.3). Then for any r > 0,{
ϕ1(r) > 0, ϕ
′
1(r) > 0; ψ1(r) < 0, ψ ′1(r) < 0;
ϕ2(r) < 0, ϕ
′
2(r) < 0; ψ2(r) > 0, ψ ′2(r) > 0.
(2.3)
Proof. Since ϕ1(0) = 1, ψ1(0) = 0 and by (2.2), we have
rn−1ϕ′1(r) =
r∫
0
sn−1
(
ϕ1(s) − pvp−1(s)ψ1(s)
)
ds
 c1
r∫
0
sn−1 ds = c1r
n
n
near r = 0, (2.4)
for some c1 > 0, which implies
ϕ1(r) > 0, ϕ
′
1(r) > 0 near r = 0.
Similarly we have
rn−1ψ ′1(r) =
r∫
0
sn−1
(
ψ1(s) − quq−1(s)ϕ1(s)
)
ds
−c2
r∫
0
sn−1 ds = −c2r
n
n
near r = 0, (2.5)
for some c2 > 0, and hence
ψ1(r) < 0, ψ
′
1(r) < 0 near r = 0.
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ϕ1(r) > 0, ϕ′1(r) > 0 and ψ1(r) < 0, ψ ′1(r) < 0 for all r > 0. The situations for ϕ2(r) and ψ2(r) are
similar, and we complete this proof. 
To present our results more concisely, we next show that the classiﬁcation in (1.5) exhausts all
possible situations.
Lemma 2.3. Let p,q > 0 and pq < 1. If (u(r), v(r)) = (u(r;α1,α2), v(r;α1,α2)) is a positive entire solution
of (1.3) on [0,∞), then (u(r), v(r)) is only possibly of Type G, Type B or the equilibrium solution (u(r), v(r)) ≡
(1,1). Moreover,
Su ∪ ΩG ∪ ΩC ∪ T ∪ ΩB ∪ Sv = (0,∞) × (0,∞).
Proof. From Lemma 2.1, (u(r), v(r)) is deﬁned on [0,∞). We assume that u(r) > 0, v(r) > 0 for all
r > 0, and it does not belong to Type G, Type B, or (1,1). We claim that there exists r0  0 such that
either {
u′(r0) 0, u(r0) − vp(r0) > 0,
v ′(r0) 0, v(r0) − uq(r0) < 0,
or {
u′(r0) 0, u(r0) − vp(r0) < 0,
v ′(r0) 0, v(r0) − uq(r0) > 0.
Proof of Claim. We prove it for all possible (α1,α2). First α1−αp2 = 0 or α2−αq1 = 0 since, otherwise,
α1 = α2 = 1 which implies (u(r), v(r)) ≡ (1,1).
Case 1. If (α1 − αp2 )(α2 − αq1) < 0, then we may take r0 = 0.
Case 2. If (α1 − αp2 )(α2 − αq1) = 0, then from comment above, at least one of α1 − αp2 and α2 − αq1
is not zero. Assume that α1 − αp2 > 0 and α2 − αq1 = 0. Then (1.3) implies u′′(0) > 0, v ′′(0) = 0 and
u(r) − vp(r) > 0, u′(r) > 0 near r = 0. Hence, we have
(
v − uq)(0) = 0, (v − uq)′(0) = 0 and (v − uq)′′(0) < 0,
which implies that
v(r) − uq(r) < 0 near r = 0,
and consequently v ′(r) < 0 near r = 0. Thus the claim holds if we take r0 > 0 to be small. The other
cases of α1 and α2 satisfying (α1 − αp2 )(α2 − αq1) = 0 can be proved similarly.
Case 3. Suppose that (α1 − αp2 )(α2 − αq1) > 0. First we consider the case that α1 − αp2 > 0 and α2 −
α
q
1 > 0, then α1,α2 > 1 and
u(r) − vp(r) > 0, v(r) − uq(r) > 0 near r = 0.
Hence u′(r) > 0 and v ′(r) > 0 for r near 0. If u′(r) > 0 and v ′(r) > 0 for r ∈ [0,∞), then both u(r) and
v(r) increase to some ﬁnite constants u∞ and v∞ which are greater than 1 as r → ∞ respectively,
and (u∞, v∞) satisﬁes u∞ − vp∞ = 0, v∞ − uq∞ = 0. That is a contradiction since (1,1) is the only
point in the ﬁrst quadrant so that u − vp = 0 and v − uq = 0.
3428 Z.-Y. Chen et al. / J. Differential Equations 249 (2010) 3419–3442Hence either u′(r) or v ′(r) must change sign. We deﬁne
r1 = sup
{
r: u′(s) > 0, v ′(s) > 0 for all s ∈ (0, r)}< ∞.
Without loss of generality, we assume that v ′(r1) = 0 and u′(r1)  0, then v ′′(r1)  0 and (v −
uq)(r1) 0. This implies that (u − vp)(r1) > 0. Otherwise (u − vp)(r1) 0 and (v − uq)(r1) 0 imply
that u(r1) 1, which contradicts with α1 > 1 and u′(r) > 0 in (0, r1). If (v − uq)(r1) < 0, then r0 = r1
fulﬁlls the requirements in the claim. If (v − uq)(r1) = 0, then we notice that(
v − uq)(r1) = 0 and (v − uq)′(r1) 0,
and if (v − uq)′(r1) = 0, then (v − uq)′′(r1) < 0 as (u − vp)(r1) > 0. Hence (v − uq)(r) < 0, v ′(r) < 0
and u′(r) > 0 for r ∈ (r1, r1 +δ) for some small δ > 0, and we choose r0 ∈ (r1, r1 +δ) which will satisfy
the requirements in the claim. This completes the proof of the claim for α1 −αp2 > 0 and α2 −αq1 > 0.
The case for α1 − αp2 < 0 and α2 − αq1 < 0 is similar, and we omit the details. Hence the claim is
proved. 
By combining the above claim and (1.3), we conclude that either
u′(r) > 0, v ′(r) < 0, r > r0,
or
u′(r) < 0, v ′(r) > 0, r > r0,
and hence either u(r) → ∞ or v(r) → ∞ as r → ∞. Assume (u(r), v(r)) → (∞, c) as r → ∞ for some
0 c < ∞. By (1.3) again, we obtain
(
rn−1v ′(r)
)′ = rn−1(v(r) − uq(r))< −Crn−1 for large r,
for some C > 0. This yields a contradiction since v(r) is positive on [0,∞). We complete the proof of
this lemma. 
From the proof of Lemma 2.3, the regions Su and Sv are nonempty.
Corollary 2.1. Let Su and Sv be deﬁned in (1.5). Then:
(a) For any given α1 > 0 (resp., α2 > 0), (α1,α2) ∈ Su (resp., (α1,α2) ∈ Sv ) for large α2 (resp., for large α1).
(b) For any given α1 > 0 (resp., α2 > 0), (α1,α2) ∈ Sv (resp., (α1,α2) ∈ Su) for small α2 (resp., for
small α1).
Remark 2.1. By the arguments described in the proof of Lemma 2.3, we see that if pq < 1 and
α1,α2  1, then (u(r;α1,α2), v(r;α1,α2)) cannot be a solution of Type C or Type G. In addition,
if (α1,α2) ∈ ΩB , then α1,α2 > 1.
3. Nonexistence and structure of solutions
For the proof of Theorem 1.2, the following lemma is a key step.
Lemma 3.1. Suppose that 0< p < 1 and 0< q < 1. If (u(r), v(r)) = (u(r;α1,α2), v(r;α1,α2)) is a solution
of Type G, then
u(r) − vp(r) < 0, v(r) − uq(r) < 0, r ∈ [0,∞). (3.1)
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interval where u(r) and v(r) are positive.
Proof. Since (u(r), v(r)) is of Type G, we have α1,α2 < 1, α1 − αp2 < 0 and α2 − αq1 < 0 by the proof
of Lemma 2.3. Then
u(r) − vp(r) < 0, v(r) − uq(r) < 0 near r = 0.
In fact, from the proof of Lemma 2.3 case 3, if (α1,α2) ∈ ΩG , either u′(r) < 0, v ′(r) < 0 for all r > 0 or
the claim in the proof of Lemma 2.3 holds which implies that (α1,α2) /∈ ΩG . Hence u′(r) < 0, v ′(r) < 0
for all r > 0, and consequently 0< u(r) < α1 < 1 and 0< v(r) < α2 < 1 for all r > 0.
We prove the lemma by contradiction. Suppose (3.1) is not true, then
r0 = sup
{
r > 0: u(s) − vp(s) < 0, v(s) − uq(s) < 0 for all s ∈ (0, r)}< ∞.
Without loss of generality, suppose that u(r0) − vp(r0) = 0. For r ∈ (0, r0], we have
rn−1u′(r) =
r∫
0
sn−1
(
u(s) − vp(s))ds < 0,
and
rn−1v ′(r) =
r∫
0
sn−1
(
v(s) − uq(s))ds < 0.
Hence 0 < u(r0) < α1 < 1 and 0 < v(r0) < α2 < 1, and we must have v(r0) − uq(r0) < 0. Clearly
(u − vp)′(r0)  0. If (u − vp)′(r0) = 0, then (u − vp)′′(r0) = −pvp−1(r0)[v(r0) − uq(r0)] − p(p −
1)vp−2(r0)[v ′(r0)]2 > 0 since p < 1. Hence (u − vp)(r) > 0 for (r0, r0 + δ) for some small δ > 0, and
we can also assume that (v − uq)(r) < 0 for (r0, r0 + δ).
We claim that (u − vp)(r) > 0 and (v − uq)(r) < 0 for all r > r0. If not, deﬁne
r1 = sup
{
r > r0: u(s) − vp(s) > 0, v(s) − uq(s) < 0 for all s ∈ (r0, r)
}
< ∞.
At r = r1, either (u − vp)(r1) = 0 or (v − uq)(r1) = 0. Suppose that (u − vp)(r1) = 0, then for x ∈ {r0 <
|x| < r1},

(
u − vp)= u − vp − pvp−1(v − uq)− p(p − 1)vp−2|∇v|2 > 0, (3.2)
and u − vp = 0 when |x| = r0 or |x| = r1. Hence from the maximum principle, (u − vp)(x) < 0 for
x ∈ {r0 < |x| < r1}, that is a contradiction. Thus (u − vp)(r1) > 0, then we must have (v − uq)(r1) = 0.
But that will violate the fact 0< v(r1), v(r1) < 1. This proves the claim.
Now we have proved that (u − vp)(r) > 0 and (v − uq)(r) < 0 for all r > r0. On the other hand,
limr→∞ u(r) = limr→∞ v(r) = 0. Hence (u − vp)(r) achieves the maximum in [r0,∞) at some r =
r2 > r0. But Eq. (3.2) holds at |x| = r2, that is a contradiction. Therefore (3.1) holds and u′(r) < 0,
v ′(r) < 0 on (0,∞). The case for solutions of Type C is similar, and we omit the details. Hence
Lemma 3.1 is proved. 
By virtue of Lemma 3.1, the proof of Theorem 1.2 can be given now.
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Lemma 3.1,
u′(r)−c1r1−n, r  1, (3.3)
where
c1 = −
1∫
0
sn−1
(
u(s) − vp(s))ds > 0.
If n = 1, then (3.3) leads to a contradiction since u′(r) → 0 as r → ∞. If n = 2, then by integrating
both sides in (3.3) from r to r2 for r > 1, we have
u(r) u
(
r2
)+ c1 log r, r > 1,
which contradicts with the fact that u(r) must be small for r near ∞. Hence Theorem 1.2 holds for
n = 1,2.
If n 3, then from (3.3) we have
u(r) u(r1) + c1
n − 2
(
r2−n − r2−n1
)
, 1 r < r1.
Letting r1 → ∞ in the above inequality, we get
u(r) C1r2−n, r  1,
where C1 = c1/(n − 2). The case for v(r) is similar, and hence we obtain
cr2−n  u(r), v(r) < 1 for large r, (3.4)
with some c > 0.
Without loss of generality, we assume that q p. Then (1.3) implies
{
rn−1
(
u(r) + v(r))′}′ = rn−1{u(r) + v(r) − (uq(r) + vp(r))}
 rn−1
{
u(r) + v(r) − (uq(r) + vq(r))}
 rn−1
{
u(r) + v(r) − (u(r) + v(r))q}
− r
n−1
2
(
u(r) + v(r))q for large r,
since p  q < 1 and (u(r), v(r)) → (0,0) as r → ∞. By using (3.4) and integrating the above inequal-
ity, we obtain u(r) + v(r)  Cr2+(2−n)q for large r. And repeating this process inductively with new
estimates of u + v , we obtain that
u(r) + v(r) Cr(2−n)qk+2
∑k−1
i=0 qi for large r,
for any k ∈ N and some C > 0. This is impossible because q < 1 which deduces
(2− n)qk + 2
k−1∑
i=0
qi > 0 for large k.
This completes the proof of Theorem 1.2. 
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(1.5) which is an essential element to clarify the structure of solutions on (α1,α2)-plane.
Proposition 3.1. Let p,q > 0. If (α∗1 ,α∗2) ∈ Su ∪ ΩC ∪ ΩG , then (α1,α∗2) ∈ Su for any 0 < α1 < α∗1 , and
(α∗1 ,α2) ∈ Su for any α2 > α∗2 ; similarly if (α∗1 ,α∗2) ∈ Sv ∪ ΩC ∪ ΩG , then (α1,α∗2) ∈ Sv for any α1 > α∗1 ,
and (α∗1 ,α2) ∈ Sv any for 0< α2 < α∗2 .
Proof. We only prove the results involving Su . The others involving Sv are similar, and we omit the
details.
First, if (α∗1 ,α∗2) ∈ ΩC , then u(r;α∗1 ,α∗2) > 0, v(r;α∗1 ,α∗2) > 0 for r ∈ [0, R∗) and u(R∗;α∗1 ,α∗2) =
v(R∗;α∗1 ,α∗2) = 0 for some R∗ > 0. We prove that for 0< α1 < α∗1 , (α1,α∗2) ∈ Su . Deﬁne
R = sup{r > 0: u(r;α1,α∗2)> 0, v(r;α1,α∗2)> 0} (3.5)
and let
φ(r) = u(r;α∗1,α∗2)− u(r;α1,α∗2), ψ(r) = v(r;α∗1,α∗2)− v(r;α1,α∗2). (3.6)
Then (φ,ψ) satisﬁes
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
φ′′ + n − 1
r
φ′ − φ + pvp−1∗ ψ = 0, r ∈ (0, R1),
ψ ′′ + n − 1
r
ψ ′ − ψ + quq−1∗ φ = 0, r ∈ (0, R1),
φ(0) = α∗1 − α1 > 0, ψ(0) = 0,
φ′(0) = ψ ′(0) = 0,
(3.7)
where R1 = min{R, R∗}, u∗(r) = ξ(r)u(r;α∗1 ,α∗2) + (1 − ξ(r))u(r;α1,α∗2) > 0 and v∗(r) =
ζ(r)v(r;α∗1 ,α∗2) + (1 − ζ(r))v(r;α1,α∗2) > 0 for some functions ξ, ζ : (0, R1) → [0,1]. By the same
arguments in the proof of Lemma 2.2, we have that φ(r) > 0 and ψ(r) < 0 for r ∈ (0, R1]. In partic-
ular, φ(R1) > 0 and ψ(R1) < 0 which implies that u(R1;α∗1 ,α∗2) > u(R1;α1,α∗2) and v(R1;α∗1 ,α∗2) <
v(R1;α1,α∗2). Since R1  R , u(R1;α1,α∗2)  0 and then R1 = R < R∗ . Hence u(R;α1,α∗2) = 0 and
v(R;α1,α∗2) > 0, i.e., (α1,α∗2) ∈ Su .
Next if (α∗1 ,α∗2) ∈ Su , then there exists a ﬁnite R∗ > 0 such that u(r;α∗1 ,α∗2) > 0, v(r;α∗1 ,α∗2) > 0
for r ∈ [0, R∗) and v(R∗;α∗1 ,α∗2) > u(R∗;α∗1 ,α∗2) = 0. Hence for 0 < α1 < α∗1 , we can also conclude
that (α1,α∗2) ∈ Su by following the same arguments as above.
Finally if (α∗1 ,α∗2) ∈ ΩG , then R∗ = ∞. Let 0 < α1 < α∗1 , and we prove that (α1,α∗2) ∈ Su . If
R = ∞ (R is deﬁned in (3.5)), then (α1,α∗2) ∈ ΩG too. The functions (φ,ψ) deﬁned in (3.6) and
(3.7) are also deﬁned on (0,∞), and φ(r) > 0 and ψ(r) < 0 for r ∈ (0,∞). Since u(r;α∗1 ,α∗2) → 0 and
u(r;α1,α∗2) → 0 as r → ∞, then φ(r) → 0 as r → ∞. Hence φ satisﬁes⎧⎨
⎩
φ − φ = −pvp−1∗ ψ  0, x ∈ Rn,
φ(x) > 0, x ∈ Rn, lim|x|→∞φ(x) = 0.
(3.8)
Then φ(x) must achieve its positive maximum value at x0 ∈ Rn and φ(x0)  0, which contradicts
with φ − φ  0 in Rn . Hence R = ∞ is impossible and R is ﬁnite, then similar to the proof above,
we have v(R;α1,α∗2) > 0 then (α1,α∗2) ∈ Su . Other cases involving Su can be shown similarly. This
completes the proof of Proposition 3.1. 
Now we are in the position to prove Theorems 1.3 and 1.4.
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γ1(α1) = inf
{
α2: (α1,α2) ∈ Su
}
, γ2(α1) = sup
{
α2: (α1,α2) ∈ Sv
}
, α1 > 0.
Then from Corollary 2.1, Proposition 3.1 and Theorem 1.2, we obtain that
ΩC ∪ T ∪ ΩB =
{
(α1,α2): α1 > 0, γ2(α1) α2  γ1(α1)
}
,
which is a nonempty simply connected closed subset of R2+ , and
Su =
{
(α1,α2): α1 > 0, α2 > γ1(α1)
}
, Sv =
{
(α1,α2): α1 > 0, α2 < γ2(α1)
}
,
which are nonempty simply connected open subsets of R2+ . Hence all statements in Theorem 1.3 hold
except proving γ1(α1) = γ2(α1) = γ (α1) for α1 ∈ (0,1).
To prove that, we ﬁrst note that γ1(1) = γ2(1) = 1. Indeed, if α1 = 1 and 0 < α2 < 1, then α1 −
α
p
2 > 0 and α2 − αq1 < 0 which implies that u′(r) > 0 and v ′(r) < 0 for all r > 0. Hence (1,α2) ∈ Sv
by Lemma 2.3. Similarly, if α2 > 1, then (1,α2) ∈ Su . Moreover, by continuity, limα1→0+ γ1(α1) =
limα1→0+ γ2(α1) = 0, and from Remark 2.1, we obtain
ΩC =
{
(α1,α2): γ2(α1) α2  γ1(α1), α1 ∈ (0,1)
}
.
From Proposition 3.1, it is easy to see that γ1 = γ2 which is strictly increasing on (0,1). So results in
Theorem 1.3 hold if we deﬁne γ (α1) = γ1(α1) = γ2(α1), and ρu(α1) = γ1(α1), ρv(α1) = γ2(α1) for
α1 > 1. 
Proof of Theorem 1.4. We ﬁrst note that (u(r;α1, γ (α1)), v(r;α1, γ (α1))) is of Type C for α1 ∈ (0,1)
by Theorem 1.3(a), where γ (α1) is deﬁned in Theorem 1.3(a). For α1 ∈ (0,1), we have (α1,α2) ∈ Su
for α2 > γ (α1) from Proposition 3.1, and R(α1,α2) < R(α1, γ (α1)) where R = R(α1,α2) is deﬁned
in Deﬁnition 1.1 related to Type Cu . From the continuity of solutions with respect to initial data
and Lemma 2.2, S1u is nonempty. On the other hand, for ﬁxed α1 ∈ (0,1), for large enough α2,
(α1,α2) ∈ S2u since α2 − αq1 > 0 and v ′(0) = 0, then v ′(r) > 0 for all r > 0. Moreover, (1,α2) ∈ S2u
for all α2 > 1 since u′(r;1,α2) > 0 for all r > 0. If α1 > 1 and α2 > ρu(α1), where ρu(α1) is deﬁned
in Theorem 1.3(b), then Lemma 2.2 implies that (α1,α2) ∈ S2u . From Lemma 2.2 and arguments simi-
lar to the one in the proof of Proposition 3.1, S1u and S
2
u are nonempty simply connected open subsets
of (0,∞) × (0,∞). The case of Siv is similar.
By using similar arguments as the ones in the proof of Proposition 3.1, one can show that if
(α1,α
∗
2) ∈ S1u , then for any γ (α1) < α2 < α∗2 , (α1,α2) ∈ S1u ; on the other hand, if (α1,α∗2) ∈ S2u , then
for any α2 > α∗2 , (α1,α2) ∈ S2u . In fact for such a ﬁxed α1, as long as α2 > γ (α1), u(r;α1,α2) < 0 for
large enough r > r0(α2), and r0(α2) can be chosen as a ﬁxed r0 > 0 for α2  γ (α1)+ δ for some small
δ > 0 (this can be seen from the proof of Proposition 3.1). Then v(r;α1,α2) satisﬁes
(
rn−1v ′
)′ − rn−1v = 0, r ∈ [r0,∞), (3.9)
where α2  γ (α1) + δ. From the theory of second order linear ODEs, (3.9) has only one solution
satisfying limr→∞ v(r) = 0, and all other solutions satisfy limr→∞ v(r) = ±∞. Hence we see that
(u(r;α1,α2), v(r;α1,α2)) is of Type Gu if (α1,α2) lies on Su \ (S1u ∪ S2u). Furthermore, by applying
the same arguments as in the proof of Proposition 3.1, we deduce that Su \ (S1u ∪ S2u) is the graph of
some curve (α1, γu(α1)) over (0,1) such that γu(α1) satisﬁes the properties listed in Theorem 1.4.
The proof of Sv is similar and hence the proof of Theorem 1.4 is completed. 
Z.-Y. Chen et al. / J. Differential Equations 249 (2010) 3419–3442 3433Remark 3.1. We note that Proposition 3.1 holds for all p,q > 0. In the case of p,q > 0 and pq < 1, the
arguments in the proof of Theorem 1.3 yield
ΩC ∪ T ∪ ΩB ∪ ΩG =
{
(α1,α2): α1 > 0, γ2(α1) α2  γ1(α1)
}
,
and parts (b) and (c) in Theorem 1.3 still hold. On the other hand, Proposition 3.1 implies that part
(a) in Theorem 1.3 now becomes
ΩC ∪ ΩG =
{(
α1, γ (α1)
)
: α ∈ (0,1)}.
Theorem 1.2 excludes the possibility of ground states when p < 1, q < 1, and it is unclear whether
the ground state exists when only pq < 1 holds.
4. Existence and uniqueness
This section is devoted to the existence and uniqueness of solutions to the Dirichlet problem (1.1)
in the ball with zero boundary condition:
⎧⎪⎪⎨
⎪⎪⎩
u − u + vp = 0 in BR(0),
v − v + uq = 0 in BR(0),
u, v > 0 in BR(0),
u = v = 0 on ∂BR(0).
(4.1)
From Theorem A in Appendix A, we only need to deal with the radially symmetric solutions of
(4.1). That is, for any given R > 0, we consider
(1.3) with u(r), v(r) > 0 for r ∈ [0, R) and u(R) = v(R) = 0. (4.2)
To attain our uniqueness result, we introduce the following functions:{
Φ(r;α1,α2,C) = ϕ1(r;α1,α2) + Cϕ2(r;α1,α2), r > 0,
Ψ (r;α1,α2,C) = ψ1(r;α1,α2) + Cψ2(r;α1,α2), r > 0, (4.3)
and ⎧⎪⎪⎨
⎪⎪⎩
CΦ(r;α1,α2) = −ϕ1
ϕ2
(r;α1,α2), r > 0,
CΨ (r;α1,α2) = −ψ1
ψ2
(r;α1,α2), r > 0,
(4.4)
where ϕi and ψi (i = 1,2) are deﬁned in (2.1) with respect to the solution (u(r;α1,α2), v(r;α1,α2))
of (4.2) and C > 0. For simpliﬁcation, we leave out the symbol of initial data (α1,α2) in the functions
deﬁned in (4.3) and (4.4) if no confusion arises. Then Φ(r;C) and Ψ (r;C) satisfy⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Φ ′′(r;C) + n − 1
r
Φ ′(r;C) −
[
Φ(r;C) − df
dv
(v)Ψ (r;C)
]
= 0,
Ψ ′′(r;C) + n − 1
r
Ψ ′(r;C) −
[
Ψ (r;C) − dg
du
(u)Φ(r;C)
]
= 0,
Φ(0;C) = 1, Ψ (0;C) = C,
Φ ′(0;C) = Ψ ′(0;C) = 0,
(4.5)
for r > 0.
3434 Z.-Y. Chen et al. / J. Differential Equations 249 (2010) 3419–3442Remark 4.1. (i) By Lemma 2.2, it is easy to see CΦ(r) → +∞ and CΨ (r) → 0 as r → 0.
(ii) CΦ(r) and CΨ (r) cannot be constant on an interval. Indeed, if CΦ(r) ≡ K for r ∈ [a,b], then
Φ(r; K ) = 0 for r ∈ [a,b] which is impossible by (4.5).
The following assertions play a signiﬁcant role in proving the uniqueness of solutions of (4.2).
Lemma 4.1. Let p,q > 0 and pq < 1. If (u(r), v(r)) is a solution of (4.2), then CΦ(r) is strictly decreasing and
CΨ (r) is strictly increasing on (0, R]. Furthermore, CΦ(R) > CΨ (R).
Proof. First, by Remark 4.1(i), we have CΦ(r) > CΨ (r) for r ∈ (0, r0) for some 0 < r0  R . We claim
that C ′Φ(r) < 0 and C ′Ψ (r) > 0 for r ∈ (0, r0).
Proof of Claim. Suppose that CΦ(r) is not strictly decreasing on (0, r0). Then by Remark 4.1(ii), there
exist 0< r1 < r2  r0 such that
C ′Φ(r1) < 0, C ′Φ(r2) > 0, CΦ(r1) = CΦ(r2) ≡ C0
and
0< CΨ (r) < CΦ(r) < C0, r ∈ (r1, r2).
By combining (4.3), (4.4) and Lemma 2.2, we obtain{
Φ(r;C0) < 0< Ψ (r;C0), r ∈ (r1, r2),
Φ(r1;C0) = Φ(r2;C0) = 0, (4.6)
which implies that Φ(r;C0) has a local minimum at some r¯ ∈ (r1, r2) and Φ ′′(r¯;C0)  0. However,
from (4.5) and (4.6), we have
Φ ′′(r¯;C0) = Φ(r¯;C0) − pvp−1(r¯)Ψ (r¯;C0) < 0.
This is a contradiction. The proof for CΨ (r) is similar and we complete the proof of this claim. 
Now, suppose there exists R0 ∈ (0, R] such that CΦ(R0) = CΨ (R0) ≡ C and CΦ(r) > CΨ (r) > 0 for
r ∈ (0, R0). Then from the claim above, we obtain⎧⎨
⎩
Φ(r;C) > 0, Ψ (r;C) > 0, r ∈ (0, R0),
Φ(R0;C) = Ψ (R0;C) = 0,
Φ ′(R0;C) < 0, Ψ ′(R0;C) < 0.
(4.7)
Moreover, from (1.3) and (4.5), we get
[
rn−1Φ ′(r;C)v − rn−1Φ(r;C)v ′]′ = [rn−1Φ ′(r;C)]′v − [rn−1v ′]′Φ(r;C)
= rn−1[Φ(r;C)v − pvpΨ (r;C)]− rn−1(v − uq)Φ(r;C)
= rn−1[uqΦ(r;C) − pvpΨ (r;C)].
Hence, by integrating the above equality from 0 to R0, we obtain
Rn−10 Φ
′(R0;C)v(R0) =
R0∫
rn−1
[
uqΦ(r;C) − pvpΨ (r;C)]dr. (4.8)0
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Rn−10 Ψ
′(R0;C)u(R0) =
R0∫
0
rn−1
[
vpΨ (r;C)u − quqΦ(r;C)]dr. (4.9)
Since pq < 1, (1− pq)uq(r) > 0. Therefore from (4.7), (4.8) and (4.9), we deduce
0 Rn−10 Φ
′(R0;C)v(R0) + pRn−10 Ψ ′(R0;C)u(R0)
=
R0∫
0
rn−1Φ(r;C)(1− pq)uq(r)dr > 0,
which is impossible. Hence the graphs of CΦ and CΨ do not intersect on [0, R]. The proof of this
lemma is complete. 
Based on Lemma 4.1, it is easy to obtain the following consequences.
Lemma 4.2. Let p,q > 0 and pq < 1. If (u(r), v(r)) is a solution of (4.2) and deﬁne
C∗ = −ϕ1(R)
ϕ2(R)
, C∗ = −ψ1(R)
ψ2(R)
,
then Φ(r;C) and Ψ (r;C) satisfy the following properties.
(a) If C > C∗ , then Ψ (r;C) > 0 on [0, R] and Φ(R;C) < 0.
(b) If C = C∗ , then Φ(r;C),Ψ (r;C) > 0 on [0, R), Φ(R;C) = 0 and Ψ (R;C) > 0.
(c) If C∗ < C < C∗ , then Φ(r;C),Ψ (r;C) > 0 on [0, R].
(d) If C = C∗ , then Φ(r;C),Ψ (r;C) > 0 on [0, R), Φ(R;C) > 0 and Ψ (R;C) = 0.
(e) If 0< C < C∗ , then Φ(r;C) > 0 on [0, R] and Ψ (R;C) < 0.
Now we prove Theorem 1.1.
Proof of Theorem 1.1. We split the proof into several steps.
Step 1. (Non-degeneracy) We show that each solution of (4.2) is non-degenerate, hence the solution
set of (4.2) is locally a smooth curve. Let (u(r;α1,α2), v(r;α1,α2)) be a solution of (4.2). We deﬁne
G(r;α1,α2) =
(
u(r;α1,α2)
v(r;α1,α2)
)
≡
(
G1(r;α1,α2)
G2(r;α1,α2)
)
, r > 0, (4.10)
and
Λ =
{
(r,α1,α2): G(r;α1,α2) =
(
0
0
)}
.
Then for (R0,α10,α20) ∈ Λ, we obtain that
det
(
∂Gi
∂α
(R0;α10,α20)
)
= det
(
ϕ1(R0) ϕ2(R0)
ψ1(R0) ψ2(R0)
)
= 0,j
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Indeed, otherwise, ϕ1(R0) + Cϕ2(R0) = ψ1(R0) + Cψ2(R0) = 0 for some C > 0 and hence CΦ(R0) =
CΨ (R0) = C which contradicts the fact in Lemma 4.1.
Now, by applying the implicit function theorem, we have that there exist ε = ε(R0) > 0 and
a unique C1 curve (β1, β2) : (R0 − ε, R0 + ε) → (0,∞) × (0,∞) such that (R0, β1(R0), β2(R0)) =
(R0,α10,α20) and (R, β1(R), β2(R)) ∈ Λ for R ∈ (R0 − ε, R0 + ε). Hence, (β1(R), β2(R)) is the ini-
tial data corresponding to solutions of (4.2) for R ∈ (R0 − ε, R0 + ε). Next, we claim β ′1(R) > 0 and
β ′2(R) > 0 for R ∈ (R0 − ε, R0 + ε). By (1.3) and Lemma 3.1, we get
u′
(
R;β1(R),β2(R)
)
< 0, v ′
(
R;β1(R),β2(R)
)
< 0 (4.11)
and
⎧⎪⎨
⎪⎩
∂G1
∂R
= u′(R;β1(R),β2(R))+ ϕ1(R)β ′1(R) + ϕ2(R)β ′2(R) = 0,
∂G2
∂R
= v ′(R;β1(R),β2(R))+ ψ1(R)β ′1(R) + ψ2(R)β ′2(R) = 0
(4.12)
for R ∈ (R0 − ε, R0 + ε). Rearranging (4.12), we attain
⎧⎪⎪⎨
⎪⎪⎩
β ′1(R) +
ϕ2(R)
ϕ1(R)
β ′2(R) = −
u′(R;β1(R),β2(R))
ϕ1(R)
,
β ′1(R) +
ψ2(R)
ψ1(R)
β ′2(R) = −
v ′(R;β1(R),β2(R))
ψ1(R)
.
(4.13)
By combining (4.11) and (4.13), we assure that β ′1(R) and β ′2(R) have the same sign. Moreover, (4.11)
and (4.12) also imply
ϕ1(R)β
′
1(R) + ϕ2(R)β ′2(R) > 0, ψ1(R)β ′1(R) + ψ2(R)β ′2(R) > 0.
Hence
Φ
(
R;β ′2(R)/β ′1(R)
)
< 0, Ψ
(
R;β ′2(R)/β ′1(R)
)
< 0
if β ′1(R) < 0, which is impossible by Lemma 4.2. Therefore, we get
β ′1(R) > 0, β ′2(R) > 0, R ∈ (R0 − ε, R0 + ε).
This proves that each connected component of the solution set of (4.1) is a curve which can be
parameterized by R .
Step 2. (Existence) We show the existence result by applying the monotone iteration method in
[32,33]. First, let
u∗(x) ≡ 1, v∗(x) ≡ 1, x ∈ BR(0).
Then it is easy to see that (u∗(x), v∗(x)) is a super-solution of (4.1). Since pq < 1, then without loss
of generality, we can assume that 0< p  q and in particular 0< p < 1. For a sub-solution, we deﬁne
u∗(x) = ε1φ21(x), v∗(x) = ε2φ2/p1 (x), x ∈ BR(0),
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φ(x) = 0, x ∈ ∂BR(0), (4.14)
and ε1, ε2 satisfy ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0< ε1  (2λ1 + 1)1/(pq−1)
(
2λ1
p
+ M
)p/(pq−1)
,
0< ε2 
(
2λ1
p
+ M
)−1
ε
q
1
(4.15)
with
M = sup
x∈BR (0)
φ
2/p−2q
1 (x).
Then from (4.14) and (4.15), we have
u∗ − u∗ + vp∗ = 2ε1|∇φ1|2 + φ21
[−(2λ1 + 1)ε1 + εp2 ] 0,
and
v∗ − v∗ + uq∗ = 2ε2
[
2
(
1
p
)2
−
(
1
p
)]
φ
2/p−2
1 |∇φ1|2
+ φ2q1
{
ε
q
1 −
[
2
(
1
p
)
λ1 + φ2/p−2q1
]
ε2
}
 0.
Hence (u∗(x), v∗(x)) is a sub-solution of (4.1). By choosing ε1 and ε2 suﬃciently small such that
u∗(x) u∗(x), v∗(x) v∗(x) on BR(0),
and applying the extension of monotone methods to systems in [33], we prove the existence of a
positive solution of (4.1) for any R > 0.
Step 3. (Uniqueness) From Step 2, for any ﬁxed R∗ > 0, there exists a positive solution (u(x; R∗),
v(x; R∗)) of (4.1). Let (u(0; R∗), v(0; R∗)) = (β∗1 , β∗2 ). Then from Step 1, (R∗, β∗1 , β∗2 ) belongs to a
monotone curve {(R, β1(R), β2(R)): R ∈ (R∗ − , R∗ + )} so that β1(R∗) = β∗1 and β2(R∗) = β∗2 . This
curve can be extended to a maximum curve Γ in R3+ by repeatedly applying Step 1.
Let Γ = {(R, β1(R), β2(R)): R ∈ (R1, R2)} for 0  R1 < R2 ∞. Since β ′1(R) > 0 and β ′2(R) > 0,
then limR→R+1 βi(R) = βˆi  0 exists. If βˆi = 0 for i = 1 or 2, then R1 = 0 from the deﬁnition
of βˆi . If βˆi > 0 for i = 1,2 and R1 > 0, then (R1, βˆ1, βˆ2) still represents a positive solution of (4.1)
so Step 1 can be applied to extend Γ further left, which contradicts with the maximality of Γ .
Hence R1 = 0 and βˆi = 0 for i = 1,2. That is, the left endpoint of Γ is at (0,0,0). On the other
hand, limR→R−2 βi(R) = β˜i  1 since from the maximum principle, βi(R)  1. If R2 < ∞, then again
(R2, β˜1, β˜2) still represents a positive solution of (4.1) so Step 1 can be applied to extend Γ further
right, which contradicts with the maximality of Γ . Therefore R2 = ∞ and Γ = {(R, β1(R), β2(R)): R ∈
(0,∞)}.
Suppose that (4.1) has positive solutions other than the ones on Γ , then using the exact same
proof, one can show that such solutions are on another branch γ˜ = {(R, β¯1(R), β¯2(R)): R ∈ (0,∞)}
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re-parameterized by α1 (the initial value of u). Hence γ = {(R(α1),α1,α2(α1)): α1 ∈ (0,1)} and γ˜ =
{(R˜(α1),α1, α˜2(α1)): α1 ∈ (0,1)}. But from Theorem 1.3 and Remark 3.1, ΩC is a unique monotone
curve {(α1, γ (α1)): α ∈ (0,1)}. Thus α2(α1) = α˜2(α1) = γ (α1) which deduces that γ and γ˜ are
identical. This proves the uniqueness of positive solutions to (4.1). 
Remark 4.2. While the monotone iteration method (see [32,33]) is well known to be used to prove
the existence of solutions, the technique applied to the proof of Theorem 1.1 can provide us with a
new way to construct a desired sub-solution or super-solution involving the power of nonlinearities
for more general systems of PDEs.
Remark 4.3. If we can show that ΩG = ∅ for the case considered in Theorem 1.1, then limR→∞ βi(R) =
β˜i = 1 in the proof of Theorem 1.1 (that is the case if 0 < p < 1 and 0 < q < 1). Otherwise (β˜1, β˜2)
could be an element in ΩG if β˜i < 1 for at least one of i = 1,2.
5. Generalizations
The methods presented above can be used to prove existence, uniqueness of solutions in other
similar situations. As an example other than (1.1), we consider
{
u + f1(v) = 0,
v + g1(u) = 0, in R
n, (5.1)
where f1 and g1 are non-negative, unbounded C1 functions on R+ which satisfy
f1(0) = 0, g1(0) = 0, f ′1(v) 0, g′1(u) 0, (5.2)
and we also extend f1 and g1 to C(R) so that
f1(v)
{
> 0, v > 0,
= 0, v  0, g1(u)
{
> 0, u > 0,
= 0, u  0. (5.3)
We investigate the initial value problem, i.e., the radial case of (5.1):
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u′′(r) + n − 1
r
u′(r) + f1(v) = 0, r > 0,
v ′′(r) + n − 1
r
v ′(r) + g1(u) = 0, r > 0,
u(0) = α1, v(0) = α2, u′(0) = v ′(0) = 0,
(5.4)
where α1,α2 > 0 is the initial data. We note that the solution of (5.4) is globally deﬁned on [0,∞),
and denote it by (u(r;α1,α2), v(r;α1,α2)) conventionally.
Similar to Theorem 1.1, we have the existence/uniqueness of positive solutions to the Dirichlet
problem of (5.4) as follows:
Theorem 5.1. Suppose that f1 and g1 satisfy (5.2), (5.3) and for any u > 0, v > 0,
v f ′1(v) pf1(v), ug′1(u) qg1(u) (5.5)
for some p,q > 0 and pq < 1. Then for any R > 0, there exists a unique (α1(R),α2(R)) ∈ R2+ such that the
corresponding solution (u(r;α1(R),α2(R)), v(r;α1(R),α2(R))) of (5.4) is positive on [0, R) and vanishes at
r = R. Furthermore, both α1(R) and α2(R) are increasing in R > 0.
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We call the solution stated in Theorem 5.1 the Dirichlet-type solution. In addition, we can also
clarify the structure of all solutions to (5.4). Similar to before, we call the solution (u, v) of (5.4) is
a ground state if (u(r), v(r)) → (0,0) as r → ∞. Also, a u-crossing (resp., v-crossing) solution (u, v) is
that u (resp., v) vanishes at some ﬁnite point where v (resp., u) is still positive.
Theorem 5.2. Suppose that f1 and g1 satisfy (5.2) and (5.3).
(a) There exists a strictly increasing continuous function γ : [0,∞) → [0,∞) with γ (0) = 0 such that for
any α1 > 0, (u(r;α1, γ (α1)), v(r;α1, γ (α1))) is either a ground state or a Dirichlet-type solution. If
0< p < 1 and 0< q < 1, then the ground state solution does not exist.
(b) If (α1,α2) lies on the region bounded from below by the curve {(α1, γ (α1)): α1  0} and bounded from
left by α+2 -axis, then the corresponding solution is a u-crossing solution.
(c) If (α1,α2) lies on the region bounded from above by the curve {(α1, γ (α1)): α1  0} and bounded from
below by α+1 -axis, then the corresponding solution is a v-crossing solution.
Remark 5.1. Theorems 5.1 and 5.2 can be proved via the similar arguments introduced in previous
sections. We omit the details here.
Remark 5.2. As stated in Theorem 5.2(a), the solution type on the curve {(α1, γ (α1)): α1 > 0} is
determined by the nonlinearities f1 and g1. For instance, under conditions of Theorems 2.1 and 4.1
in [28], we have that such curve is the collection of all initial data corresponding to Dirichlet-type
solutions and ground state solutions, respectively.
Remark 5.3. Under many circumstances, it is not easy to deal with the uniqueness of solutions for
(5.4) by applying the scaling arguments (see, e.g., [13]). For example, consider f1(v) = vm + vn and
g1(u) = ut + uγ , where u, v  0, m > n > 0, t > γ > 0 and mt < 1. Nevertheless, the concept of
linearization provided here gives us another approach, as in Theorem 5.1, to manage such issue in
more general situations including the case of f1 and g1 presented above.
Based on Theorem 5.2, we illustrate the structure of solutions for (5.4) in Fig. 2. Here, ΩC ,ΩG , Su
and Sv denote the regions of initial data corresponding to Dirichlet-type, ground state, u-crossing and
v-crossing solutions respectively.
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In this appendix, we provide a proof of the radial symmetry of solutions for
⎧⎨
⎩
u − u + f (v) = 0 in BR ,
v − v + g(u) = 0 in BR ,
u(x) = v(x) = 0 on ∂BR ,
(A.1)
where BR is the ball of Rn centered at the origin with radius R > 0 and f , g are deﬁned as in (1.4).
It is similar to that in [8] based on the arguments used in [22] for scalar equations.
Theorem A. For each R > 0, every nontrivial classical solution (uR , vR) of (A.1) is radially symmetric and
satisﬁes uR > 0, v R > 0 in BR .
Proof. Let R > 0 be given. Suppose that (A.1) possesses a nontrivial solution pair (uR , vR). First, we
prove uR > 0 and vR > 0 in BR . Suppose uR(x0) = minx∈BR uR(x) < 0. Then uR(x0)  0 and thus
uR(x0) − uR(x0) + f (vR(x0)) > 0, which yields a contradiction. Hence uR  0 in BR . The strong
maximum principle implies uR > 0 in BR . Similarly, it also holds for vR .
Now, we show that (u, v) ≡ (uR , vR) is a radially symmetric pair. We will apply the method of
moving planes with some modiﬁcations based on [22]. It suﬃces to prove that both u(x) and v(x)
decrease when the point x = (x1, x2, . . . , xn) changes its position along the x1-axis from the origin
to the point (R,0, . . . ,0). For 0 <  < R , deﬁne Σ = {x ∈ BR : x1 > }, T = {x ∈ BR : x1 = } and
u(x) = u(x), v(x) = v(x) for x ∈ Σ , where x is the reﬂection of x with respect to the line
x1 = , i.e., x = (2 − x1, x2, . . . , xn).
Let w(x) = u(x)−u(x) and z(x) = v(x)− v(x) for x ∈ Σ . Then w and z satisfy the following
equations respectively:
w − w = vp
(
x
)− vp(x), x ∈ Σ; w  0 on ∂Σ, (A.2)
and
z − z = uq
(
x
)− uq(x), x ∈ Σ; z  0 on ∂Σ.
Deﬁne
Yu =
{
η ∈ (0, R): w < 0 in Σ for  ∈ (η, R)
}
, ηu = inf Yu,
and
Yv =
{
η ∈ (0, R): z < 0 in Σ for  ∈ (η, R)
}
, ηv = inf Yv .
First, by the Hopf’s lemma, we have
∂u
∂ν
(x) < 0,
∂v
∂ν
(x) < 0, |x| = R,
where ν(x) is the unit outer normal to ∂BR at x. In particular, if  is suﬃciently close to R , then
u(x) < u
(
x
)= u(x), v(x) < v(x)= v(x), x ∈ Σ,
and thus w(x) < 0 and z(x) < 0 in Σ . Hence the sets Yu and Yv are nonempty.
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assume 0 ηv  ηu and ηu > 0. Hence v(x) vηu (x) in Σηu and, by continuity, we have wηu (x) 0
in Σηu . Moreover, by (A.2), it is easy to see that
wηu − wηu  0 in Σηu ; wηu  0 in Σηu ∪ ∂Σηu . (A.3)
Thus, if wηu (x1) = 0 for some x1 ∈ Σηu , then by (A.3) and the strong maximum principle, we have
wηu ≡ 0 in Σηu . However, this contradicts the fact that wηu (x) = u(x) − u(xηu ) = −u(xηu ) < 0 for
x ∈ ∂Σηu \ {x1 = ηu}. Therefore, we obtain
wηu (x) < 0, x ∈ Σηu \ Tηu ; wηu = 0 on ∂Σηu ∩ Tηu . (A.4)
By (A.3), (A.4) and the Hopf’s lemma again, we obtain
∂wηu
∂x1
< 0 on ∂Σηu ∩ Tηu . (A.5)
In addition, since ηu > 0, there exists a positive sequence {εk} such that ηu − εk > 0 and εk → 0 as
k → ∞. By the deﬁnition of ηu , for each εk , we obtain that wηu−εk is non-negative somewhere in
Σηu−εk . Also, we have wηu−εk < 0 on ∂Σηu−εk \ Tηu−εk and wηu−εk = 0 on ∂Σηu−εk ∩ Tηu−εk . Hence,
for each εk , there exists xk ∈ Σηu−εk such that
wηu−εk (xk) 0; ∇wηu−εk (xk) = 0. (A.6)
Since {xk} is a bounded sequence, there exists a convergent subsequence, which is still denoted by
{xk}, such that xk → x0 for some x0. By (A.6), we obtain
0 lim
k→∞
wηu−εk (xk) = lim
k→∞
[
u(xk) − u
(
xηu−εkk
)]= u(x0) − u(xηu0 )= wηu (x0).
Hence, by the above inequality and (A.4), we conclude x0 ∈ ∂Σηu ∩ Tηu and, by (A.6),
0 = lim
k→∞
∂wηu−εk
∂x1
(xk) = ∂u
∂x1
(x0) − ∂u
∂x1
(
xηu0
)= ∂wηu
∂x1
(x0).
This is in contradiction with (A.5). Therefore, ηu = ηv = 0, and we deduce that both u(x) and v(x) are
radially symmetric. 
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