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ABSTRACT
A set of vertical profiles of horizontal ocean currents, ob-
tained by electro-magnetic profilers in the Atlantic Ocean southwest
of Bermuda in the spring of 1973, has been analyzed in order to study
the vertical structure and temporal behavior of inte'rnal waves, par-
ticularly those with periods near the local inertial period. An im-
portant feature of the observed structure is the pol ari zati on of hor-
izontal velocity components in the vertical. This polarization, along
with temporal changes of the vertical wave structure seen in a time
series of profiles made at one location, has been related to the di-
recti on of verti ca 1 energy fl ux due to the observed waves. Whereas
the observed vertical phase propagation can be affected by horizontal
advecti on of waves past the point of observation, the use of, wave po-
larization to infer the direction of vertical energy propagation has
the advantage that it is not influenced by horizontal advection. The
result shows that at a location where profiles were obtained over
smooth topography, the net energy fl ux was downward, indi cati ng that
the energy sources for these waves were located at or near the sea
surface. An estimate of the net, downward energy flux (- .2 - .3
erg/cm2/sec) has been obtained. Calculations have been made which
show that a frictional bottom boundary 1 ayer can be an important en-
ergy sink for near-inerti al waves. A rough estimate suggests that
the observed, net, downward energy fl ux coul d be accounted for by
energy losses in this frictional boundary layer. A reflection
coefficient for the observed waves as they reflect off the bottom
has been estimated.
In contrast, some profiles made over a region of rough topog-
raphy indicate that the rough bottom may also be acting to generate
near-inertial waves which propagate energy upward.
'Ca1culations of vertical flux of horizontal kinetic energy,
using an empirical form for the energy spectrum of internal waves,
show that thi s vert i ca 1 fl ux reaches a maximum for frequenci es 10% -
20% greater than the local inertial frequency. Comparison with pro-
filer velocity data and frequency spectra supports the conclusion
that the dominant waves had frequencies 10% - 20% greater than the
inertial frequency. The fact that the waves were propagating energy
in the verti ca 1 is proposed as the reason for the observed frequency
sh ift.
-I
)
3
\
""
'"
".
..
3Finally, energy spectra in vertical wave number have been
calculated from the profiles in order to compare the data with an
empirical model of the energy density spectrum for internal waves
proposed by C. Garrett and W. Munk (1975). The result shows that
although the general shape and magnitude of the observed spectrum
compa res well wi th the empi ri ca 1 model, the two-s i ded spectrum is
not symmetric in vertical wave number. This asymmetry has been
used to infer that more energy was propagating downward than upward.
These calculations have also been used to obtain the coherence be-
tween profiles made at the same location, but separated in time
(the so-ca 11 ed dropped, 1 agged, rotary coherence). Thi s coherence
is compared with the aforementioned empirical model. The coherence
results show that the contribution of the semidiurnal tide to the
energy of the profiles is restricted to long vertical wave lengths.
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Chapter I Introduction and Historical Review
For many years the subject of internal waves has been of in-
tense interest to meteorologists, aeronomi sts, and oceanographers.
These internal waves are oscillations in the atmosphere or ocean
that are supported by buoyancy and pressure forces, and also by the
fictitious Coriolis force introduced by the rotation of the earth.
Oscill ations having time and length scales appropriate to internal
waves have been observed at many locations in the ocean. In the
atmosphere, motions having time and space scales appropriate to
internal waves have also been observed. However, until recently,
meteorologists and oceanographers have been studying internal wave
phenomena from decidedly different p~ints of view. This has been
brought about primarily by the different types of instrumentation
used in the two disciplines. Observations of atmospheric internal
waves are discussed first.
In the years since World War II, several method~ have been
developed by meteorologists for observing variables such as wind
and temperature in the atmosphere. Wind measurements, which are
of primary interest in the present study, have been performed using
the following methods: tracking the distortion of smoke (actually
sodium) trails left by high altitude rockets; tracking of radar re-
flecting balloons with ground-bas~d radar; visual tracking of meteor
trails by telescopes; tracking chaff (strips of aluminized reflect-
ing material) with ground-based radar; and radio-echo tracking of
meteor trails. All of these methods have their disadvantages.
Rockets, for example, are expensive to use, and they have not
usually been appl ied to rapidly repeated measurements in the at-
mosphere. Visual and radio-echo tracking of meteors depend, of
course, on a suffi ci ent number of meteors enteri ng the upper at-
mosphere. Except in rare cases when meteor showers occur, the
number of met~ors in the atmosphere has usually been insufficient
to study high-frequency oscillations in the wind field, such as
internal waves. More recently, tracking of ascending, radar re-
flecting balloons has provided better measurements of atmospheric
wi nds .
All of these methods, although diverse in concept, have in
common the fact that they provide profiles of horizontal atmos-
pheri c wi nds as a functi on of a 1 ti tude. Many examples of these
profiles have been presented in the literature (see, for example,
the paper by L Brogl io in IIProceedings of the First International
Symposium on Rocket and Satellite Meteorology,lI in which results
from rocket profiles are presented, and the radar balloon observa-
tions of Endlich, Singleton and Kaufman (1969)). Thus, the atten-
tion of meteorologists and aeronomists has historically been di-
rected toward observing the vertical structure of the atmospheric
wind field. Attempts at using repeated profiles to determine the
amount of energy contributed by high-frequency (internal wave and
turbulent) oscillations at different time scales or frequencies
have been notably less successful than the measurements of the
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profiles themselves. These attempts have usually consisted of try-
ing to fit diurnal and semidiurnal period 5inusoids to the winds
observed at a given altitude (Elford and Robertson, 1953; Smith,
1960) .
The situation in the oceans has been substantially different.
Until recently, the primary tools which oceanographers have used to
observe osci 1 lations with frequencies in the internal wave range
have been fixed-l oca tion current meters, temperature sensors, and
neutrally buoyant floats. The current meter allows one to measure,
at a,fixed point in the ocean, the horizontal current vector as a
function of time. If current meters are placed at many locations
in a part of the ocean (by being put on moorings), then time meas-
urements in a spatial array are obtained. These arrays allow one
to obtain good temporal resolution of velocity, but only at a
limited number of points in space.
Current meters have provi ded a 1 arge volume of da ta on the
temporal behavior of the ocean. Fofonoff (1969) showed that the
behavior of horizontal velocity components and teniperature in the
internal wave frequency band (those frequencies corresponding to
periods between one half of the local pendulum day, l/(Zsin(Lat.))
days, and the local stable oscillation period of a particle of
water, or the Brunt-Väisälä period) could be reasonably well re-
lated to the expected behavior of internal waves in a linear model.
Webster (1968) summarizes many of the current meter observations
that have been used to study internal waves and other high-frequency
,
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oceani c phenomena. Most of these current meter records have shown
that the dominant contributions to horizontal kinetic energy spec-
tra come from frequencies near the local inertial frequency, cor-
responding to the aforementioned period of one half of a pendul um
day, and from the tides.
Temperature observations have been made using several dif-
ferent methods. Hauritz, Stommel and Munk (1959) observed temp-
erature oscillations as a function of time at two fixed depths,
50 and 550 meters, near Bermuda. These data yielded frequency
spectra for the temperature osci 1 1 ations.
Another method, employed by Charnock (1965) and LaFond and
LaFond (1971), is'to tow a weighted thermistor chain behind a
vessel. If the speed of the vessel is large compared to the hori-
zontal phase propagation speed of the- waves being observed, spec-
tral analysis of the temperature trace obtained at a given depth
gives a horizontal wave number spectrum of the observed isotherm
displacements. Similar observations can be obtained by towing an
isotherm-following "fish" behind a research vessel (Katz, 1973,
1975).
The use of neutrally buoyant floats has also provided data
on internal waves. Pochapsky (1972) used such floats to observe
oscillations of temperature and horizontal velocity with periods
in the internal wave range. Voorhis (1968) obtained measurements
of vertical motion with a neutrally buoyant float which rotates in
the presence of vertical flow past the float. The rate of rota-
,tion of the float gives an estimate of this vertical flow.
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14
Many of the observations. described above (as well as others
,
which have not been mentioned) have been gathered together by
Garrett and Hunk (1972, 1975) in an attempt to model the energy
spectrum of internal waves in frequency and horizontal wave number.
The model depends not only on individual spectra of temperature or
ve 1 oc i ty, but a 1 so on the corre 1 at ion, or coherence, between obser-
vations made at different points of a spatial array. Coherence
observa t ions ha ve a 1 so been ga the red together and descri bed by
those authors (Garrett and Munk, 1972, 1975).
A major difficulty with this type of model construction has
been lack of knowledge concerning the vertical structure of the
wave field. This vertical structure is difficult to determine
using velocity (or temperature) measurements from moorings, since
only a 1 imited number of instruments can be placed on anyone
mooring. Thus, vertical profiles of horizontal velocity, which
have been the most common method of observation in the atmosphere,
have been the least common type of observation in oceanographic
work. "
Recently, however, several methods have been developed that
allow the oceanographer to obtain vertical profiles of horizontal
current in the ocean that are analogous to profiles obtained in the
atmosphere. One such method involves the use of acoustic trans-
ponders located on the ocean bottom to track a floàt as it descends
through the water column (Rossby, 1969; Pochapsky and Malone, 1972).
Another method uses a moored vertical cable with incl inom-
eters located at various points along the cable (McNary, 1968).
15
Horizontal currents cause the cable to distort. This distortion,
as measured by the inclinometers, can then be converted to values
of the horizontal velocity component along the cable. A third
method uses horizontal electrical currents induced by the flow of
ocean water through the terrestrial magnetic field (Sanford, 1971).
The device which measures these electrical currents is called an
electro-magnetic velocity profiler, or EMVP. A picture of this
device, developed by T. Sanford and R. Drever of the Woods Hole
Oceanographi c Insti tution, is shown in Figure 1. The EMVP is re-
leased from a research vessel, and as it falls to the ocean bottom
it continuously records the horizontal component of "electrical
current, as well as temperature, conductivity, and pressure. When
the EMVP reaches the bottom, it reverses and ascends through the
water column, again recording the above variables. There are no
hard connections (cables, etc.) between the research vessel and
the EMVP: the only communication from EMVP to ship is through
acoustic telemetry. All data are recorded on 7-track magnetic
tape within the EMVP. Upon return to the ship, the data on the
tape is reformatted onto 9-track tape, and several computer programs
are used to convert the internally recorded variables to their
physicå1 counterparts, such as temperature. Another routine, using
a conversion equation, converts horizontal electrical current den-
sity to horizontal water flow relative to an unknown, but depth
independent, horizontal velocity. A further description of the
EMVP and its operation can be found in Sanford, et. al. (1974).
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The horizontal velocity ~omponent is not the only quantity
that has been measured by vertical profiling. Vertical profiles
of temperature, conductivity and salinity have been obtained by
raising and lowering a CTD (conductivity-temperature-depth sensor).
Such data have been presented by Hayes (1975) and Hayes, et. a1.
(1975).
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Any profile that has ever been made by the EMVP has shown
two dominant contributions to the velocity structure in the verti-
cal. The first contribution is a low-frequency part, which does
not change appreciably from one profile to the next at the same
location, and which corresponds well with current shear derived by
geostrophic shear calculations in that region. The second part is
a high-frequency contribution which is evidently due to internal
waves, particularly those with frequencies near the local inertial
frequency. It is thishigh:-frequency part that will be of main
interest in what follows.
Chapter II gives a description and analysis of the velocity
data obtained from the five-day time series of profiles. Plots of
mean flow and average perturbation horizontal kinetic energy versus
depth are given, as are contour plots showing the evolution of
features in the velocity field in time ,and spectra of the hi gh-
frequency profile structure in vertical wave number.
One of the most interesting results obtained from the spec-
tral analysis in Chapter II is that there is a definite elliptical
polarization of the high-frequency waves in the profiles. That is,
the horizontal current vector in a profile (after the mean has been
removed) clearly tends, to rotate with depth. This polarization and
its relation to the vertical propagation of internal wave energy is
descri bed in Chapter I I I. In Chapter I I I, compari sons will be made
between our observations and similar observations made in the atmos-
phere.
20
Chapter iv describes the ,reflection of internal waves from
a smooth bottom. The spectra presented in Chapter I I are used to
attempt to calculate reflection coefficients for these waves.
Chapter V presents a comparison of the vertical wave number
spectra in Chapter II to the theoretical models of Garrett and
Munk (1972, 1975). The coherence of velocity components between
pairs of profiles separated by a time lag is also presented. Ver-
tical energy flux of the observed waves is discussed in more detail.
Chapter VI di scusses the profi 1 es obtained over rough topog-
raphy. Chapter VII provides .some conclusions, a further discussion
of some of the data, and recommendations for future experiments.
21
Chapter II Description and Analysis of Data from the Five-day
Time Series of Profiles
It was mentioned in the introduction that EMVP data is his-
torical1y more akin to meteorological measurements in the upper at-
mosphere than to oceanographic data. In particular, profiler data
emphasizes the vertical structure of the ocean or atmosphere, while
until recently most oceanographic work has emphasized the temporal
behavior of oceanic motions. This chapter will present, in various
forms, horizontal velocity data obtained during the five-day series
of profi 1 es, and wi 11 descri be some of the methods used to reduce
and analyze this data. Succeeding chapters are devoted to the
interpretation of results obtained from this analysis. The reader
may refer to Appendix B for a brief discussion of internal wave
measurements made by the H1VP and to Appendix C for a discussion of
the accuracy and precision of data presented in the following sec-
tions.
a.) Dominance of inertial-period motions in EMVP profiles--the
IImirror-imaging" of profiles
Figure 3 shows the east and north components of two profiles,
219D and 221D. (The letter D signifies that the down portion of a
drop was used. The letter U will be used to denote the up portion
of a drop.) The time separation between the two profiles is approx-
imately one hal f of an inertial period. The vertical sampl ing rate
is one point every 10 dbar. It is evident from the figure that,
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superimposed on a low-frequency,shear in the profiles, there is a
considerable amount of high-frequency activity. This high-frequen-
cy activity is evident in the almost total reversal of the velocity
structure over the time interval. If we remove the low-frequency
shear of the profiles (by averaging all drops in the time series
and subtracting the low-frequency shear profile from each drop sep-
arately), we find that the high-frequency part that is left over
is negatively correlated in profiles made one half of an inertial
period apart. This negative correlation, or "mirror-imaging,1I is
an indication that the EMVP profiles are strongly dominated in the
high frequencies by motions with periods close to the local iner-
tial period. It will be shown later that some of the observed
variability is also contributed by the semidiurnal tide.
b.) Lm.i-frequency "geostrophic" profiles
For ease of discussion we will call oscillations with fre-
quencies less than the local inertial frequency "low-frequencyll
oscillations, or the "geostrophicll part of the flow. Similarly,
oscillations with freque~cies greater than or equal to the inertial
frequency will be called "high-frequency," or "internal wave"
t
I
oscillations. It should be clear that these terms are used solely
to simplify the description of the data. We do not intend to
imply that all motions with frequencies less than inertial are in
geostrophic balance. Also, high-frequency motions are not necessar-
ily due to internal waves. A certain amount of high-frequency en-
ergy may be contributed by turbulence, for example. It is known,
"i
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however, that there is a. IIwe 11 , II or depress i on infrequency spectra
obtained in the MODE region (see Figure 29). This well exists in
the range of periods from the i nerti al peri od to peri ods of several
days. Therefore, averaging velocity data over several days will
partition the profile data into high-frequency and low-frequency
parts. In order to characterize more fully this p~rtition of en-
ergy between the 10yi-frequency IIgeostrophi cll and high-frequency
lIinternal wavell parts of the profiles, \'le have averaged all 20 pro-
fi 1 es in the time seri es . (The 20 profi 1 e time series occupi es a
~ime interval of about 103 hours.) This averaging was done simply
by removing the IIbarotropic, II or depth-averaged, part of ,each pro-
file, and then taking an average over the 20 di'ops at each level.
The depth-averaged part of each profi 1 e was removed because it is
unknown and is not the true barotropic part of the velocity profile
(see Sanford (1971)). The resulting low-frequency profiles are
shown in Fi gures 4 and 5 for the east and north components.
There is some indication in these mean profiles of a decrease
in the mean shear in the 18° water (around 400 dbar). There is also
an indication that the mean shear increases again near tha bottom,
in the Antarctic Bottom Water. Comparison of the profile of average
horizontal velocity' (Figures 4 and 5) and tbe average profile of
Brunt-Väisalä frequency (Figure 8) appears to show that there is a
relation between them. We note that there is a relative minimum in
the average Brunt-Väisä1ä profile at about 400 dbar. This depth
,/
1000
ëì 2000Q:
~
l)
~
-. 3000
~
~
~
~
4000
5000
6000
25
5-DAY SERIES
AVERAGE EAST PROFILE (eM/SEe)
-30
o
-20 -10 o 10 3020
Figure 4. Average profile of the east velocity component
during the five-day time series.
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Figure 5. Average profile of the north velocity component
during the five-day time series.
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correspor'_ds .to the depth. region in which the vertical shear in the
-4'
t- profile of mean horizontal velocity is seen to decrease. Also, with-
in several hundred decibars of the bottom the average Brunt-Väisälä
frequency starts to increase, and it continues to increase as the
bottom is approached. There is a corresponding increase in the
vertical shear of the average profile of horizontal velocity as the
bottom is approached. Thus, relatively small values of the mean
Brunt-Vaisa1a frequency appear to correspond to a decrease of the
vertical shear in the profile of average horizontal current, and
vi ce versa.
c.) High-frequency velocity components in the upper 2.5 km as a
function of time
From the 20 high-frequency profiles in the five-day time
series, (that is, the profiles obtained after the mean velocities
of Figures 4 and 5 have been removed), contour plots of east and
north velocity componënts have been made (Figures 6 and 7): These
plots show how various structures in the horizontal velocity field
evolve as time progresses. This evolution appears as changes in
the depth and size of individual features. Before discussing the
significance of these plots, a few comments on their construction
shoul d be made.
First, the distribution of profiles in time is not uniform.
In particular, there are relatively large gaps in time between 224D
and 226D, and between 2280 and 230D. Between these two pairs of
drops the profiler had to be used for inter-comparison drops with
28
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Figure 6. Contours of the east velocity component during the
five-day time series. Negative east components are
indi cated by hatched regions.
29
CONTOURS OF ZERO, NORTH VELOCITY COMPONENT
TIME HOUR 0 20 40. . . . ,
DATE 0000 0000
12-VI-73 13-V1-73
DROP 0 0 0 0 0 0
en 0 It 'I CD
NUMBER N N N N NN N N N N N0
60a I
0000
I4-VI-73
,80
.
.
0000
I5-VI-73
100
.
500
000000000000
O-NIt'lu) I"en 0 Nit 10It ,. It It It It It It V V V 'INNNNNN NN N NNN
~G
~
~
~
~
Q:
(§ 1000
?0
~
'-
~
~
.. ,0,
~ 1500
~
"
"
"
t
'i
2000
2500
Figure 7. Contours of the north velocity component during the
five-day time series. Negative north components
are indicated by hatched regions.
(-; ~,
'1+
30
other vertical profilers, and these inter-comparison drops were not
done at the central mooring. Hence, gaps in the time series re-
sulted. Also, the time interval between profiles in the second
hal f of the series (after 230D) is generally less than it is for
profiles in the first half. This uneven time distribution allows
some regions of the plots to be contoured more easily than others.
Second, only the 0 cm/sec contour Tine is shown. Since the
main intent in drawing the contour plots was to attempt to see
vertical phase propagation of the near-inertial wavei, a more de-
tailed contouring was not required. Regions with negative velocity
components are indicated by oblique hatching in Figures 6 and 7.
Finally, f~atures for which contouring was ambiguous are
denoted by dashed-l ine contours. There are two main reasons for
this ambiguity. One is that as the depth increases, the overall
energy level of the profiles decreases (see Figure 8). Thus,
at depths of 2000 dbar to 2500 dbar, the true behavior of the
zero-crossing lines becomes unclear. Below 2500 dbar it is very
di ffi cul t to drmoJ contours vlÌ th any confi dence. The other reason
is that, even at shallow depths, certain profiles have regions
where a velocity component is close to zero without being clearly
positive or negative. In cases where it appeared that structures
on either side of this ambiguous region were clearly negative,
dashed-line contours were used to join these negative-velocity-
component features together. In other cases, there are regions on
one drop which are clearly positive, while adjacent drops have
-. ~t-
1;-,
31
negative structures at the sama, depth. Such a case occurs at 500
dbar, around drop 242D in the contour plot for the north component.
In these cases. no attempt was made to join adjacent negative-ve1-
ocity-component features. Taking note of these difficulties, we
can now point out some of the significant features in these plots.
Perhaps the most striking characteristic is the tendency for
regions of negative velocity to move upward in time. If we assume
that we can connect contours through regions where a velocity com-
ponent is not clearly positive or negative, then most of the struc-
tures with negative velocity.can be followed across much of the 103
hours over which the time series lasted. If, on the other hand, we
assume that this connecting of structures is not val id, these nega-
tive-velocity regions will be divided into a series of Ithot-dogs,1t
with gaps of weakly positive velocity in between. In either case,
the upward motion is evident.
In a few cases, features do appear to move downward in time.
An example occurs at about 1000 dbar in the north plot, around drop
228D. It should be noted that this occurs in a region where the
profiles are widely spaced in time, and the contouring there is not
clear.
Several other points can be made concerning these two fig-
ures. First, if we follow the negative-ve10city-component struc-
tures as they move upward in time, we see that, at a given depth,
it usually takes about a day for two successive negative-velocity
zones to pass through a given depth. This indicates that these
32
structures have a period of about a day, which is near the local
inertial period at this latitude.
Second, if Figures 6 and 7 are overlaid, it is found that,
in general, negative-ve10city-component zones in the east plots
occur at depths which are somewhat greater than the depths for the
corresponding zones in the north plots. In other words, the east
and north velocity components are not in-phase with respect to
depth.
--hirâ, the speedwtl1 wl1icntne negative-veloci-y-c-omp-o-n~t
zones move upward is about 2 mm/sec at 500 dbar, and this speed in-
creases to about 6 mm/sec at 2000 dbar. We wi 11 consider these ob-
servations in mo~e detail in later chapters.
d.) The average perturbation kinetic energy profile, and a smoothed
profi 1 e of Brunt-Väi säl ä frequency
The 20 high-frequency profiles (with vertical averages and
the low-frequency or IIgeostrophiclI shear flow removed) were then
used to calculate profiles of high-frequency, or IIperturbation,1I
kinetic energy. This was done for each profile simply by squaring
the horizontal velocity values at each depth. These horizontal
kinetic energy profiles were then averaged, at each depth, over the
20 drops and- a mean kinetic energy profile resulted. This profile
is shown in Figure 8. To simplify plotting, this mean, high-fre-
quency, horizontal kinetic energy profile was averaged in the ver-
tical by taking centered averages 50 dbar long around the points
50 dbar, 100 dbar, 150 dbar, and so on. Plotted along with the
"
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Figure 8. Average profiles of high-frequency horizontal
kinetic energy and Brunt-Väisälä frequency.
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mean horizontal perturbation ktnetic energy profile of Figure 8 is
a smoothed Brunt-Väisä1ä frequ"ency 'profile, o'btained from CTD (con-
ductivity-temperature-depth) stations made at roughly the same time
and location as the time series. Because of difficu1 ties with
measuring velocities by EMVP near the surface (to depths of about
70 dbar), the points at 0 dbar and 50 dbar, showing rather high
kinetic energies, are probably not accurate.
It is possible to calculate an error bar for Figure 8. We
assume: the variance of the noise signal is 0.25 cm2/sec2 for
either velocity component (Ap'pendix C); noise at a given depth is
uncorrelated with the signal and is uncorre1ated between profiles,
but the noise of points in the 50 dbar averages may be correlated
as may the noise in the east and north velocity components. The
contribution of the noise (if it is Gaussian) will then, for each
point in Figure 8, be distributed as a Chi-square random variable
with (at least) 19 degrees of freedom (Jenkins and Watts, 1969).
The result of applying the Chi-square distribution law is that the
di fference between the measured and actual k i neti c energy may be
expected to be between .18 and .43 erg/cm3 95% of the time (the
measured kinetic energy being greater than the actual kinetic en-
ergy). This error estimate has not been plotted in Figure 8, since
it is rather difficult to see (it is about three times the width of
the line depicting the kinetic energy profile). We emphasize that
this error estimate only takes into account instrumental noise. It
does not take into account other sources of error, such as
"
"
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contamination of the high-frequency profiles due to leakage of
high-frequency energy into thelow--frequency profiles (Figures 4
and 5).
We see from Figure 8 that the profiles of mean horizontal
perturbation kinetic energy and mean Brunt-Väisä1ä frequency are
very similar. The horizontal kinetic energy decreases from the
surface down to about 400 dbar, increases in the main thermocline
to about 1000 dbar, and then steadily decreases down to about 4500
dbar. This parallels the behavior of the Brunt-Väisä1ä frequency.
It is interesting to note that while the Brunt-Väisälä frequency
slowly increases from about 4500 dbar to the bottom; the mean ki-
netic energy pro'fle increases similarly to about 100-150 dbar off
the bottom, but then decreases again. Thi s near-bottom decrease of
energy may be indicative of the presence of a bottom boundary layer.
The possible existence of a ,bottom boundary layer will "be considered
in more detail in Chapter iv.
We recall that the time series lasted for only 103 hours.
This means that the mean kinetic energy profile was obtained by
averaging over approximately four wave cycles for the inertial
waves. It is not surprising, then, that there is considerable
structure in" the mean kinetic energy profile. Presumably, if the
time series of profiles were of longer duration, the average per-
turbation horizontal kinetic energy profile would follow the mean
Brunt-Väisälä profile more closely, particularly in the main
thermoc1 i ne.
" .
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e.) The stretching of the vertical coordinate and the normal iza-
tion of velocity by the mean Brunt-Vaisä1ä profile
Figures 6 and 7 suggest that the high-frequency motions ob-
served are dominated by internal waves of near-inertial period
which are moving vertically through the water column. An important
quantity which could be calculated from the high-frequency profiles
is the horizontal kinetic energy spectrum,as a function of vertical
wave number. However, the data on which we would 1 ike to perform
these calculations (that data being the ensemble of profiles in the
time series) is clearly a nonhomogeneous process. Figure 8 shows
that the overall variance (or horizontal perturbation kinetic en-
ergy) of the high-frequency profiles is a function of depth. Also,
an examination of Figure 3 shows that the most energetic waves have
vertical length scales which appear to be shorter in the thermo-
cline than in the deep water. This means that the statistical
properties of the wave field are functions of the Brunt-Väisalä
frequency, which in turn is a function of pressure. Some method
must be found which will at least partially convert the process
represented by the ensemble of profi 1 es into a homogeneous one.
Figure 8 gives an idea of the method to be used. Since the hori-
zontal kinetic energy tends to follow the mean Brunt-Väisälä pro-
file, we could make the variance more uniform with depth by normal-
izing the horizontal velocity at a given depth i.lith the square root
of the Brunt-Väi säl ä frequency at, tha t depth. But thi s type of
normalization is what would be expected if the waves were obeying a
WKB approximation (Phillips, 1966), since in this approximation the
"
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horizontal velocity components of an internal wave are proportional
to (N) 1/2, where N is the local Brunt-Väisälä frequency. There-
fore, we chose to normalize the high-frequency velocity profiles
us i ng:
u * (z) = u (;' ) / (N (~) / No) 1 /2 11-1
where u is an original velocity component, u* is a normalized ve-
locity component (both functions of pressure, z), N(~) is the
Brunt-Väisä1ä frequency at pressure z and No is a reference Brunt-
Väi s~lä frequency, Ho = 3 cph.. No has been gi ven thi s value to
facilitate comparison with theoretical vertical wave number spec-
tra presented later (see Chapter V).
We have also pointed out that the scale of the dominant
waves appears to change, being shorter in the main thermocline
than in the deep water. Thi s is a1 so in accord wi th the WKB ap-
proximation, which predicts that the vertical wave length of an
internal wave should be shorter in regions of greater N. Thus,
it is also possible to use the WKB approximation to normalize wave
lengths in the vertical. This has been done by stretching the
pressure coordinate according to the following differential law:
-* N(~""\ ~Az = ( ~ ) Az
No
11-2
- -*
where z is the original pressure coordinate, and z
pressure coordinate.
is the stretched
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Figure 9 gives ì* as a function of Z, where z is in decibars
and ï* is in "stretched decibars." Below .ibout 2000 dbar, z(Z*) is
approximately a straight line. This, along with the fact that the
high-frequency perturbation kinetic energy is roughly constant with
depth below 2000 dbar, indicates that vertical wave number spectra
of the profiles below 2000 dbar could be approximately calculated
without use of the above normalization and stretching procedures.
But to include the thermocline in these calculations requires the
use of the above procedures.
Fi gures 10 and 11 show an example of a profi 1 e whi ch has had
the above procedures (equations 11-1 and 11-2) applied to it. Fig-
ures 10 and 11 (a) show the velocity profile 2l9D as it was origi-
na11yobtained. Figures 10 and ll(b) show the same profile after
the IIgeostrophic" shear flow has been removed. Finally, Figures 10
and 11(c) show 219D after the above procedures for stretching and
normalizing the profile have been used. With the exception of
val ues in the top 100-200 stretched decibars, these profi 1 es pre-
sent a much more uniform appearance than do the profiles of the
east and north components of 219D before stretching and normal izing.
The departure from uniformity in the top 200 stretched decibars
could be explained either by the fact that the WKB approximation
breaks down near the surface, where N is changing rapidly, or by
the fact that the shear of the mean horizontal velocity increases
near the surface. Thi s shear is not taken into account by the above
WKB normal ization.
\.
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f.) Spectral decomposition of stretched profiles
The time series of profiles is now ina form (the stretched
and normalized profiles, such as 2l9D in Figures 10 and ll(c)) in
which the vertical wave number spectrum of horizontal high-frequen-
cy kinetic energy can be calculated. We now describe and present
several different types of spectra \'1hich have been obtained.
The first type, shown in Figure 12~ is the simple autospec-
trum, or the total energy of the east and north components as a
function of stretched vertical wave number. For this spectrum, a
subset of nine down profiles out of the original 20 was selected.
The only reason for this selection was that some profiles have
better data near the surface than others. The EMVP qui te often
does not obtain accurate velocity values for the first 50-70 dbar
below the surface. Since the WKB procedure described above tends
to wei ght values near the surface more heavi ly than values in
deeper water, it was important to choose those stretched profiles
which have the best data near the surface. Thus, the best nine
do\'m profiles were chosen for the calculations. The tóp 50 dbar in
the stretched profiles were also ignored when calculating the spec-
trum. This further reduced the influence of near-surface measure-
ment errors. The 95% confidence limits were calculated using an
assumed 36 degrees of freedom (Jenkins and Watts, 1968). Each
final spectral estimate is formed by averaging the original esti-
mates over four adjacent wave number bands in each profi le; and then
averaging over the nine profiles. This would give 72 degrees of
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Figure 12. Total spectrum (east and north energy) for 9 down profi 1es.
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freedom to each estimate, if east and north velocities are statis-
tically independent. However, Figure 13 indicates that the east
and north velocity components are not independent. Therefore, 36
degrees of freedom appears to be more realistic.
The somewhat unusual units in the spectrum of Figure 13 arise
because of the normal ization by N(Z'). Thus NCM/S means IInormal ized
cm/sec, II and C/SDB means IIcycles per stretched decibar.l' If m and
ml are vertical wave numbers in the unstretched and stretched coor-
dinates ,respectively, then the relation between them is
m = ( N~-Ž) ) ml .
o
II-3
Normalized cm/se~ are the units obtained when equation 11-1 is ap-
plied to an original velocity profile.
The most interesting characteristic of the autospectrum is
that at high wave numbers it has a slope of about ~2.5 ~n a log-log
plnt. At smaller vertical wave numbers this slope decreases. This
spectral shape will be compared in Chapter V with a theoretical
vertical wave number spectrum derived by Garrett and Munk (1972,
1975) .
The second type of spectrum which is presented is a form
which treats,the horizontal velocity vector (u,v) as a complex vec-
tor, u + iv, (Gonnella, 1972; Mooers, 1973). At any vertical wave
number, m', the Fourier transform of u and v separately gives sinu-
soids for each component. These two s inusoids, taken together,
will form an ellipse in the u, v plane, the position of the velocity
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Figure 13. Clockwise (CW) and counterclockwise (ACW) spectra for 9
down profiles. In the text, CW is C(ml) and ACW is A(ml).
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vector on the ell ipse being a function of z*, the pressure in
stretched decibars (increasing downward). Since any ell ipse can
be represented as the sum of two compl ex vectors rotating in op-
posite directions, but with the same frequency, the complex vector
urn' + iv can be represented by
m'
u , + iv ,m m
. ,N*1m z
= u+e
N*
-im'z
+ u e II-4
where m' is always considered to be positive, and u+ and u_ are
complex. The energy spectrum is then given as a decomposition be-
tween the clockwise energy, C(m'), and the counterc10ck\'1ise energy,
A(m'), defined by:
C(m') = 1/2 K u
*u ;) ; 11-5
*
A ( m ') = 1 / 2 ~ u+ . u +;) , II-6
where the brackets denote an average over realizations (in this
case, profiles) and possibly over m', the stretched vertical wave
number. The total energy, T(m'), is given by
T(m') = A(m't + C(m'). II-7
T(m') is plotted in Figure 12, and A(m') and C(m') for the same
nine drops are plotted in Figure 13.
Probably the most striking aspect of Figure 13 is the fact
that clockwise energy is greater than counterclockwise energy over
much of the stretched vertical wave number range. Only in the high
wave number region of the spectrum, where the energy is relatively
47
low, do we find points where counterclockwise is greater than
clockwise energy. This means that the wav~s are elliptically
polarized in the clockwise sense, or in other words, that there is
a distinct tendency for the horizontal current vector to rotate in
a clockwise sense with depth, as seen by an observer looking down
from above. This has important impl ications for the theory of
internal waves, which will be discussed in the next chapter.
The third type of spectrum that vie present here is simply
that obtained by plotting the energy of the east and north compo-
nents separately. This spectrum is given in Figure 14 for the
same nine down drops as in Figure 12. We see that, -in contrast to
the difference i:i Figure 13 between the clockwise and counterclock-
wise spectra, Figure 14 shows that there is almost no difference
between the energy of the east and north velocity components. This
is an indication of isotropy; that is, that in the mean there is as
much energy in the east-west as in the north-south direction.
Finally, we present in this section results of spectral cal-
culations performed on nine up profiles from the same time series.
It often happens that on a single drop (up and down) the down part
will have good near-surface data while the up part will 'not. For
this reason,' the nine best up profiles chosen do not coincide with
the nine best down profiles. These spectra are shown in Figures
15, 16 and 17. Each spectral estimate represents an average over
four adjacent wave number bands and over nine up profiles. The
major reason for performing the same cal cul ations for up and down
,
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profiles was to show that there ,is very little difference between
them (even th~ugh all of the same profi res were not used in both
calculations). That the two computations are very similar can be
seen from comparing Figures 12 and 15,13 and 16, and 14 and 17.
The 95% confidence limits (with 36 degrees of freedom) have
been included for the total vertical wave number spectra (Figures
12 and 15) an9 for the spectra of east and north velocity compo-
nents (Figures 14 and 17). These confidence limits should be used
with caution, however, since they strictly apply only to a white
noise spectrum. The spectra presented in this section are clearly
"red." Even though the original profiles were pre-whitened (by
taking first differences) before applying the Fourier transform,
and the above spectra were then produced by re-coloring the spectra
obtained from the first-difference profiles, it is likely that the
pre-~hitening did not completely convert the profiles into ones
with flat spectra. Thi s means that the actual number of degrees
of freedom could be less than 36. We have also not plotted confi-
dence limits for the clockwise and counterclockwise spectra.
The clockwise and counterclockwise energy estimates depend not only
on the probabil ity distribution of the autospectra for the east and
north velocity components, but also on the probability distribution
of the quadrature spectrum between east and north velocity compo-
nents (Appendix D). Instèad of deriving a theoretical estimate for
the probabil ity distribution of the clockwise and counterclockwise
spectra, it is probably more important to point out that, as
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indicated below, clockwise and counterclock'llise spectra calculated
from four-drop groups in the time series aìways showed that clock.,
wi se energy was grea ter than counterc 1 oc kwi se energy over most of
the stretched vertical wave number range. Furthermore, while av-
eraging the spectra of b/o four-drop groups together gave cl ockwi se
and counterc1 ockwi se spectra very simi 1 ar to those of Fi gures 13
or 16, averagi n9 three four-drop groups together di d not appreci ab ly
change the spectra. This indicates that nine profiles are enough
to give stable estimates of the clockwise and counterclockwise
spectra.
Before the spectrum of Figure 12 was calculated, five pre-
liminary autospe.:tra were obtained by using four-drop groups in
the series of 20 down profiles. That is, drops 2190-2230 were used
to obtain a spectrum, then drops 224D-228D, and so on. All four-
drop groups showed a dominance of clockwise over counterclockwise
energy. Each of the five preliminary spectra also showed a tend-
ency for the energy to peak at vertical wave lengths of 100-130
sdb. Drops 2300-2330, in particular, showed a strong energy peak
there. However, in some cases (for example, 219D-223D) this peak
did not show up as cl early. The fact that the energy spectra di d
appear'to have some dependence on time indicates that the spectra
calculated from the nine best profiles out of the 20 will tend to
smooth out peaks in the energy spectra.
On the other hand, it is clear that energy contributed at
vertical scales of 100-130 sdb is an important part of the stretched
\.
(
I
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profiles. From Figure 3 we see that the most apparent visual var-
iability in this profile occurs in the above range of vertical
scales. (In the original pressure coordinate, the above scales
correspond to 1 QO-150 dba r in the ma i n thermoc 1 i ne, and reach
1000 dbar in the deep water.) A compa ri son of drops 2190 and 221 D
in the stretched vertical coordinate also shows that much of the
IImirror-imaginglI that occurs bet\/een thesé profiles is caused by
waves with the above vertical length scales.
g.) Paired profiles
During the course of the time series experiment, several
simultaneous paired profiles were made, using tV.IO EtWp.s. These
were done at separati ons of from 100 meters to about 15 ki 1 ometers .
Figure 18 shows two profiles which w~e made simultaneously at a
separation of 4.8 kilometers. Profile 235U was made to the south
of profile 236U. It can be seen from this figure that many velocity
features of 235U can be traced visually to corresponding features
in profile 236U, although there is quite often a depththange be-
tween the more energeti c features of profil es 235U and 236U. Thi s
indicates that: a.) many of the features observed in the two
series (at least those with wave lengths greater than about 100
dbar) have a large ratio of horizontal to vertical length scales;
and b.) the energeti c features in the two profi 1 es are not hori-
zontal, but are sl i ght1y i ncl i ned ~ We wi 1 1 return 1 ater to a con-
sideration of the inclination of velocity features between 235U and
55
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236U. We point out here, however, that waves with large ratios of
'horizontal to vertical wave lengths should, according to the re-
sults of Appendix B, be measured with small error by the EtWP.
"
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Chapter III Vertical Polarization and the Vertical Propagation of
Internal-inerti al Waves
a.) Summary of data
Before goi ng further, it wi 11 be useful to summa ri ze the
results of the previous chapter. Figure 3 indicates that high-
frequency energy in the profiles is domináted by waves near the
local inertial frequency. There is probably also energy contri-
buted by diurnal and semidiurnal tides . Figures 6 and 7 show that
the velocity structures associated with these inertial waves
clearly move upward with time at the time series location. These
two figures also show that the east and north somponents of hori-
zontal velocity are usually not in-phase with depth, but ,that the
east component lags behind the north~omponent. This indicates
that these near-inertial waves are polarized with depth, a fact
which is born out by the clockwise and counterclockwise spectra of
Figures 13 and 16. These spectra show that the waves are ellipti-
cally polarized with depth, and they show that this polarization
is predominantly clockwise (the clockwise energy is greater than
the counterclockwise energy over most of the observed \~ave number
band) . We note that the observed 1 ag in Fi gures 6 and 7 between
the east and north components also indicates that these waves are
polarized clockwise with increasing depth. Finally, Figures 14 and
17 indicate that there is very 1 it'tle difference between the energy
of the east component and that of the north component. We would now
i'
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like to see how the above observations may be related to internal
wa ve theory.
b.) The vertical spatial behavior of horizontal internal wave
velocity components
Expressions for the east and north, or u and v velocity
components of a single propagating internal wave are given in the
HKB approximation by:
u = (:¡ wk:¡ ifl)lx A (N2(Z) _ w2) 1/4
v = (: ikf + wl) J 'w(w2 _ f2)1/2(k2 + 12)1/2
2 21/2j 1/2
+ i(k2 + 12) (N2(z) - w2) dz
w - f z i(kx + ly - wt)
x ex e
III-1
where A is the wave amp 1 i tude, and the coordi nate sys tem is chosen
so that x is positive eastward, y is positive northward and z is
positive upward. The coordinates ì and ì* will be reserved for the
vertical pressure coordinate (increasing downward) in decibars and
stretched decibars, respectively.. (The reader may refer to Chapter
V for the derivation of these formulas~) In order to simplify
these expressions, we rotate the coordinate system through an angle
a as shown in Figure 19. In the new coordinate system:
ü' = ü COSa + v s i na ,
-,
=
-u s i na + v co Sav ,
k' = k COSa + 1 sina .,
l' = -k s i na + 1 COSa = 0 , I Il-2
" ~ 'Ii i (
"' K ")i ,
I
~, y
"' K. X, /
Fi gure 19. Horizontal coordinate rotation (see equations 111-2).
Fi gure 20.
+ m n\
I
V
I
Y
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"' K
Direction of rotation of the horizontal velocity vector of an
internal wave for positive and negative vertical wave numbers.
The curved arrow shows the di rection in whi ch v rotates wi th
i ncreas i ng z.
"
where
COSo: = k
I k2 + 12 ,
and
sino: = 1
I k2 + 12 I I I -3
In the new coordinate system, we have
ü' = + i \. x A (N2(z) _w2) 1/4
y' ='~ i ~ J (w2 _ f2)1/2
x e
. k ' 2 1/2f 1/2! 1(w2 _ f2) (N2(z) _w2) dz
z I I1-4
i (k 'x i - wt)
x e
We let
k i 2 1/2j 2 2 1/2(wz _ f2) (N (z) - w ) dz:
z
m( z ) · z , I I 1-5
where m(z), the local vertical wave number, is given approximately
by
m(z)
= ( 2k'2 2)1/2 (N2(z) _ w2)1/2w - f II 1-6
Note that m(z) is a positive quantity. The choice of signs in the. '
expressions for horizontal velocity determines whether the wave is
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propagating upward or downward. , Then
1/4
ül = -+ 1 lx A (N2(z) - w2)
V i = + i-i ~ (w2 _ f2) 1 /2
w
i ( k i X i + mz - wt)
x e III-7
The horizontal component of the wave number vector, k i, is assumed
to be in the direction of horizontal phase propagation, so w ~ o.
We note in passing that ü' and Vi are proportional to N1/2, while
m(z) is proportional to. N. This confirms the connection made in
Chapter II, without proof, between the HKB approximation and the
procedures used for stretching and normalizing the velocity pro-
fi 1 es . Taking real parts of u' and Vi:
Re (u i )
Re (v i )
= ul = +Icos (k'x' +- mz t) 1 1/4- w x A (N2(z) - w2)
= V i = + : - sin (k i x' ~ mz - wt) (w2 _ f2) 1 /2
I I I -8
The upper signs are chosen if m is directed upward, and the lower
signs are chosen if m is directed,downward. A is assumed to be
real. To observe the behavior of u' and Vi as z varies, we set
X i = t = O. Then
U i = -+ cos (t mz)
- f
v i = + - sin (~ mz)
w
1/4
(N2(z) _ w2)
(w2 _ f2) 1/2 I I 1-9
j x A
The two cases for the choice of upper or lower signs are shown in
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Fi gure 21. -iPropagation diagram for internal waves. Cg is the group
velocity vecto'r, k ;s the wave number vector, and v is a
vector representing water velocity. ~
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+ + 2 1/4Figure 20. We note that ¥I = vl/(N (z) - w2) . The horizontal
vector, yl, is plotted in Figure 20 instead of Vi in order to re-
move variations in the horizontal velocity vector magnitude brought
about by changes in N(z). The ellipses represent hodographs of the
horizontal velocity vector as z varies. As w + f, the wave becomes
circularly polarized. We note that although we have been writing
simply A for the wave amplitude in the above expressions, the wave
amplitude is more generally a function of vertical wave number,
frequency, and a, the direction of horizontal phase propagation;
that'is, A = A(m, w, a). In, the + m case, the horizontal velocity
vector rotates counterclockwise with increasing z, while in the - m
case~ the sense of rotation is the opposite. The result is that
there is a unique relation between the sign of m and the ,sense of
polarization in the internal wave hodographs of Figure 20.
We can now relate the sign of m(z) to the direction of the
vertica"group velocity component for internal waves. Figure 21
shows a propagation diagram for internal waves. The vector it is
the wave number vector for the wave and ,Cg is the, group velocity
vector (or the direction of energy propagation).
For simplicity, only two wave number vectors have been
shown, one pointing toward the sea surface (toward positive z) and
the other pointing away from the sea surface: the dispersion rela-
tion gives
w2 = N2 sin2 (0) + f2 cos2 (0), III-10
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where 0 is the angle that the wave number vector, k, makes with
the z axis. For w close to f,-0 is small, and t is almost verti-
cal. For constant N, t is also independent of depth. On the other
hand, if N vari es wi th depth, then 0 and the verti ca 1 component, m,
~
of k also change with depth. If the wave propagation may be approx-
imated by a WKB expansion, however, equations 111-10 and 111-11 re-
main true locally, except that m and N are now functions of z. The
magnitude of the group velocity is given by:
Cg =-l ~ = (N2 - f2) sin 0 cos 0
It I a0 It I (N2sin20 + f2cos2 0) 1/2 111-11
The group velocity vector is perpendicular to t and points away
from the z axis if N ~ f, which it was everywhere in the water
co 1 umn during the time seri es experiment. Thè vector ~ in Fi gure
21 is the water velocity due to the wave. Since the water is as-
sumed to be incompressible, t · v = 0 always. There is no depen-
i
~
dence on horizontal direction in the above formulas, so the k and
Cg vectors can be rotated about the z axis without change of fre-
quency or magnitude of Cg. We have also drawn two helices in
Fi gure 21. These he 1 ices represent the path that the ti p of the
velocity vector, V, makes as distance from the origin is increased
t
, l
~
along k.
Looki ng down on thi s fi gure from above the z axi s, it is
readily seen that the sense of polarization of the wave (that is,
the direction in which v rotates with increasing depth) changes,
,
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+depending on \'/hether k is di rected toward or away from the sea sur-
face. + .Fora vector k di rected toward the sea surface, the wave is
+
polarized clockwise with increasing depth, while for a k vector
directed away from the sea surface, the wave is polarized counter-
clockwise with increasing depth. This is simply a restatement of
the result expressed by equations 111-8 and 111-9.
We point out that polarization can'be inferred easily from
the behavior of internal waves in time. He assume we are observing
at a fixed point within the ocean in the Northern Hemisphere. Then
it is known that a velocity vector due to an internal wave propa-
gating through that point will rotate in a clockwise sense with
time, due to the influence of the Coriolis acceleration. Since
the internal wave is assumed to be propagating along the, direction
of the wave number vector, ~, of Figure 21 (either toward or away
from the sea surface), the \'.fves have to be polarized as shown in+ .
the figure in order to give a velocity vector, v, which rotates
clock\'dse in time at a given point in space.
Now, Figure 21 also shows that if R is pointed toward the
+
sea surface, Cg is pointed away from it, and vice versa. There-
fore, if either the sense of wave polarization or the direction of
the vertical phase propagation (the sign of m) can be detennined,
then the direction of the vertical component of the group velocity
vector, and thus the direction of vertical energy propagation, can
be found (Leaman and Sanford, 1975).
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The data presented in Chapter II allows us to determine both
-+
the direction of the vertical 'component of k (at 'least for the
dominant waves) and the sense of wave polarization in the vertical.
As already pointed out, the dominant waves in Figures 6 and 7 al-
most always appear to be ~ropagating upward through the upper 2.5
kilometers of the water column. This indicates that the direction
of phase propagation, or k, for these waves is pointed toward the
sea surface. If this is true, the above discussion shows that the
waves should be polarized predominantly clockwise with increasing
depth. Both the cl ockwi se and counterclockwise spectra of Fi gures
13 and 16, and the fact that the east and north veløcity components
are out-of-phase in depth, with north leading, in Figures 6 and 7,
show that the waves are in fact dominated by clockwise polarization.
The infl uence of the mean flow on the observed waves has so
far been ignored. The depth dependent part of the mean flow pro-
fi 1 e has already been presented (Fi gures 4 and 5). Another depth
independent component of the low-frequency profile may also exist,
but its magn i tude cannot be eva 1 ua ted from EMVP data (San ford,
1971). In order to evaluate a possible depth independent part of
the mean profile, we have calculated the average horizontal cur-
rent at the 'central mooring as measured by a current meter at
1513 dbar (1496 meters). The average horizontal velocity compo-
nents over the interval of the profiler time series, as determined
from the current meter record, are + 1.6 cm/sec to the west and
+ 2.5 cm/sec to, the north. The magnitudes of the horizontal current
"
, l
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components at 1513 dbar in Figures 4 and 5 are - 1.5 cm/sec to the
west and - 1.5 cm/sec to the north. This indicates that there is
very little shift in the east component, while - + 1 cm/sec should be
added to the north profile to make the average north flow observed by
the current meter and the profi 1 er agree.
..
Since the wave number vector, k, is not exactly vertical for
waves propagating energy in the verti ca 1, we expect that the advec-
tion of \'Javes by the mean flow ~"Jill cause an apparent vertical propa-
gation. The amount and sign of this apparent propagation (upward or
downward) depends on the direction of horizontal wave propagation
relative to the mean flow. Figures 4 and 5 show that the major part
of the mean flow is oriented north-south. Therefore, if the waves
were propagating northward (and upward) the advection would cause an
apparent downward phase propagation to be added to the true upward
phase propagation of the wave above 1500 dbar. We do not have adequate
information on the directions of horizontal phase propagation for the
observed waves. Some \'1ork (r~unk and Phillips, 1968) could be cited to
argue that near-inertial waves would preferentially propagate north-
ward. Thei r work actually shows that standing waves woul d exi st south
of the critical latitude for these waves (the latitude at which the
wave frequency equals the local inertial frequency). However, if en:-
ergy is taken out of the northward-propagatfng waves as they reflect
off the bottom (as will be argued later) standing waves will not be
set up, and northward energy propagation woul d be expected to be dom-
inant south of the critical latitude. If this is, in fact, true,
..
Figures 6 and 7 show that k must be directed toward the sea surface:
i i" ~..
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..
that'i s, ~he~ actual upward phase propagati on of the waves is enough
to overcome.any apparent downward propagation caused by advection. A
strong indication that the observed waves are propagating upward can
be found by examining Figures 4 and 5. It is known from tracking
neutra lly buoyant floats that the mean, or "10\'J-frequencyll flow is
small at depths' of around 1500 dbar (Voorhis, 1974). Figures 4 and 5
also show that, taking into account the shift in the north profile re-
quired to make the mean flovl as observed by the profiler and current
meter equal at 1513 dbar, the mean flow in the depth range 1400-1500
dbar is small (~ 3 cm/sec). Therefore, there should be little advec-
tion of waves at this depth. However, Figures 6 and 7 show that the
waves are moving upward at this depth. In fact, the rate of upward
motion is greater at 1500 dbar than it is at lesser depths. We note
that the sense of polarization is not affected by the advection of
waves past the observation point. Therefore, for the purpose of
determining the direction of vertical wave energy flux, observation
of polarization appears to be more useful than observation of the
apparent vertical phase propagation.
The behavior of wave polarization and the direction of
phase propagation both appear to indicate that the vertical energy
flux is directed dovmward, a\'1ay from the sea surface. It is nec-
essary, however, tö discuss just what the partition of energy be-
tween clockwise and counterclockwise means for these waves. In
particular, we have limited the above discussion to a single wave.
It is more appropriate to relate the partition of clockwise and
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counterclockwise energy to the energy carried by upward and downward
propagating waves. This will be done in Chapter iv.
It is known from internal wave theory (see, for example,
Garrett and Munk, 1972) that internal waves with frequencies near
the inertial frequency are isotropic in time; that is, the magni-
tude of the frequency spectrum of a near-inertial wave horizontal
velocity component will be independent of 
' 
the direction of that
velocity component. The same isotropy will be true for the verti-
cal wave -number spectra of near-inertial waves, provided only that
east and north spectra for a sufficient number of profiles are
a vera ged together.
To see \'lhy this is true, we consider a r,ingle internal \'iave
propagating energy down\mrd. The u' and v i velocity components are
given by equations III-8:
Ud = - cos (k'x' + mz - wt) 1 (N2 _ w2)1/4
x A 1 2
v' = - -f sin (k i x' + mz - wt) (w2 - f2) /d w III-12
where A is the wave amplitude. We point out that the hodograph in
z for this wave is given by:
U,2 V,2 (N2_w2)1/2ii A2 (m,w,a)
(w2 _ f2) III-131
+
(l-) 2
W
At any time, the ratio of semi-major to semi-minor axis is ~ , andf
as w ~ f, the wave becomes circularly polarized. If we assume the
presence of a second wave propagating upward with the same vertical
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wave number magnitude, m, and the same frequency, w, but with dif-
ferent amplitude, B, then the-velocity components for 'this wave are
given by:
u~ = cos (k'x' - mz - wt). \x
v i = -l sin (k i X I - mz - wt) Jfu w
B (N2 - w2) 1/4
(w2 _ f2)1/2 III-14
We assume A and B to be rea 1 now, although th is is not necessa ry .
We also assume we are observing at the coordinate origin, so
x i = O. The resul t of adding the two waves together gi ves:
ü' =T
(N2_w2)1/4
1/2 ((B - A) cos(mz)cos(wt) - (A + B) sin(mz)sin(wt)J,
(w2 _ f2)
1/4
VI = (N2 - w2) ((A _ B) cos(mz)sin(wt) - (Ä + B) sin(mz)cos(wt)J.T (w2 _ f2) 1 /2
III -15
We.òsee that, for a fixed z, the magnitude of u~ averaged
over a cycl e in time, becomes equal to the average of v~ as w ~ f
independently of the magnitudes of A and B. Thus, spectra of u~
and v i in frequency may be expected to show the same energy whenT
, -
the frequency is close to f.
The same is not true, however, if vertical wave number spec-
tra of uL and v~ are cons i dered, as can be seen by fi xi n9 tin the
above expressions. If A or B is zero, the vertical wave number
spectra for u~and v~ will be approximately equal for w close to f.
"
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However, if A = B (which would occur if standing waves existed in
the vertical), energy in the vertical wave number spectra of u~and
vL will depend on t, the time in the wave cycle at which the spectra
were obtained. For example, in this case, at t = 0, the spectrum
of v~ will contain all the energy at that particular vertical wave
number, m, and the spectrum of u' would, in theory, be zero.T
However, if vertical wave number spectra of u~ and v~ are
taken at enough different times, t, in the wave cycle, we again ap-
proach isotropy for w ~ f. This is true because, at a given m, the
energy in u' and v' will be the same if averaged over time. The
,. T
average vertical wave number spectra of Figures 14 and 17 can be
cons i dered as the sum of i ndi vi dua 1 wave number spectra taken at
numerous different times, t, in a wave cycle. Then the fact that
much of the energy in the profi 1 es appears to be contri buted by
waves with frequencies close to f explains why there is an equi-
partition of energy between the east and north components.
c.) Polarization in the deep water
As mentioned previously, we can approximately calculate deep
water spectra (below 2500 dbar) without stretching and normal izing
the velocity profiles. This is possible because N does not change
much in the deep water. Calculating the clockwise and counter-
clockwise spectra over the depth range 2500-5500 dbar for several
profiles indicates that dominance of clockwise energy over counter-
clockwise energy exists in the bottom half of the water column, at
least for vertical wave lengths greater than about 100 dbar. This
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is important because it indicat.es that, even in deep water, the
net flux of energy by these near-inertial waves is downward.
Pollard (1970) indicated in a theoretical study that it would be
difficult for near-inertial waves to propagate down into the deep
water with the observed intensity. The result of the above cal-
culations indicates that these waves are, nevertheless, coming down
from regions farther up in the water column. The Pollard model
assumes that inertial waves are generated at the surface by an im-
pulsive force that acts, over some time and space interval. In
Chapter V we will examine the- behavior of the vertical energy flux
of near-inertial waves for an assumed form of the internal wave
energy spectrum in frequency and vertical wave number space.
d.) Compa~i~on with meteorological observations
As was pointed out in the introduction, meteorologists have
been conduct i ng experi men ts to obta invert i ca 1 profi 1 es of a tmos-
pheric winds for many years. Their results may be compared with
results obtained by the EMVP in the ocean.
Various authors have pointed out that the existence of in-
ternal waves in the atmosphere has not been proved. For example,
Justus and Hoodrum (1973) felt it necessary to state that: IIThere
has been no unambiguous resolution of gravity waves in the upper
atmosphere (i.e. simultaneous observations of amplitudes, phases,
and frequency sufficient to verify propagation according to the
theoretical dispersion equation).1I They go on to state that there
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1s, however, strong circumstant.i,al evidence for the occurrence of
interna 1 waves. Some of that evi dence will now be prèsented.
In 1966 radar tracking of radar-reflective balloons was used
at Cape Canaveral to obtain profiles of atmospheric winds from
o kilometers to about 16 kilometers (Endlich, et. al., 1969). Two
series of profiles were made, each series lasting between one and
two days. The method allows one to sample rather rapidly in the
vertical (one point each 25 meters) but, unfortunately, it can
only determine the wind, speed at each point, not its direction.
The authors point out that there are strong velocity features in
the July 4-5, 1966, experiment which progressively move downward
with time. The profiles are complicated, however, and no definite
time or space scales stand out (although it is known that internal
waves can exist in the atmosphere at these altitudes).
Al though apparent hi gh-frequency features in the atmosphere
have been observed to change altitude, there appear to have been
few reports of any polarization or directional structure associated
wi th these features. Endl i ch coul d only measure speed as a func-
tion of altitude and therefore could not observe polarization.
Hines (1966) has reported polarization of atmospheric winds that is
apparently related to the diurnal atmospheric tide. His data, ob-
tained by tracking sodium vapor trails at heights of 90-130 kilo-
meters, indicates that winds with periods appropriate to the diurnal
tide rotate with altitude in a given rocket profile. If an observer
is imagined to be standing above the atmosphere and looking down,
t
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then the waves seen by Hines have horizontal velocity vectors that
rotate counterclockwise with tncreasing IId2pth~1I or atmospheric
pressure. This is the opposite of the case observed in the ocean
by the EMVP over the smooth topography, in which the horizontal
current vector rotates clockwise with increasing depth. As Hines
points out, the atmospheric observations indicate that the wave
energy of these oscillations is propagating from lower altitudes up
to the 90-130 kilometers range. This appears to be one of the few
cases where wave polarization has been observed in the atmosphere
(C. O. Hines, 1975, personal communication).
One good reason for a lack of elliptical or circular polar-
ization in the m0tions interpreted as being internal waves in the
atmosphere is the fact that these motions quite often have periods
much shorter than the local inertial period. Hines (1960) points
out that atmospheric internal waves might be expected tb be most
energetic at periods of several hours. For waves of this period,
the earth's rotation is not a major influence, and a single atmos-
pheric internal wave with a three hour period would be almost
linearly polarized in the vertical.
Hines also notes that some observations in the atmosphere
show structures which progressively move downward in time. Using
the same arguments as those put forth in describing Figure 21, he
points out that because the directions of vertical phase propaga-
tion and energy flux are opposite for internal waves, these down-
ward moving structures in the upper atmosphere coul d be interpreted
"
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as internal waves carrying energy upward, away from the lower at-
'IDsphereand the surface of the earth. (The sources for atmospheric
internal waves are thought by many meteorologists to be located 'in
the lower atmosphere or at the earth's surface.)
Finally, there is some evidence from fresh water lakes that
appears to indi cate upward phase propagation of internal waves.
Lazier (1973) obtained a series of temperáture profiles in Lake
Bala, Wales, over a time interval of about 12 hours. Profiles were
repeated at approximately 11 minute interval s. In many cases,
features in the temperature profi 1 e were observed to move progres-
sively upward in time. Lazier attributes this upward motion of
temperature features to the presence of propag1ting internal waves.
If the energy source for these \'aves was located at the lake sur-
face, they \.,ould have to propagate tneir energy downward. Then,
as in Fi gure 21, the wave number vectors of the waves woul d be
di rected toward the 1 ake surface, and the wa ve phase \'OU 1 d move
upward in time. Since Lazier only measured temperature profiles,
however, no data on It/ave velocity pol arization were obtained.
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Chapter iv The Use of the Ratio of Clockwise to Counterclockwise
Energy as a Reflection Coefficient. Reflection of Internal Waves
From a Smooth Bottom
a.) Calculation of a reflection coefficient for the observed waves
We pointed out in Chapter III that the dominance of clock-
wise over counterclockwise vertical wave number spectra for hori-
zontal kinetic energy appears to indicate that the net vertical
energy flux for these waves is downward. However, a further step
must be taken if we are to relate the partition between clockwise
and counterc 1 ockwi se energy to the energy in upwa rd and downward
propagating waves. This step is to assume thac the observed waves
have frequencies close enough to f so that any single wave should
be almost circularly polarized in the vertical (see equation 111-13).
The sense of polarization is determined by whether the wave energy
flux is downward (clockwise polarization) or upward (counterclock-
wise polarization). With this assumption, the horizontal kinetic
-
energy of the downward propagating waves is approximately equal to
C(m'), the clockwise energy in the vertical wave number spectrum,
while the horizontal kinetic energy of the upward propagating waves
is approximately equal to A(m'), the counterclockwise energy in the
same spectrum. (Strictly speaking, A(m') and C(ml) should be multi-
pl ied by the Brunt-Väisälä frequency to get the true energy level
(see Chapter V). However, since we are fi na 1 ly i nteres ted only in
/
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the ratio of clockwise to counterclockwise energy, this step has
been ignored.)
We have assumed in the previous paragraph that inertial
waves are the primary cause of high..frequencyenergy in the pro-
files. However, frequency spectra of horizontal velocity obtained
at the central mooring (M. Briscoe, 1975, personal communication)
indicate that the diurnal and semidiurnal tides also contribute
to the internal wave frequency range, (see Figure 29). Because of
the relatively short length of the time series, it is difficult to
resolve semidiurna1 tidal and inertial oscillations in frequency,
and it is impossible to resolve diurnal tidal and iRertial oscilla-
tions. On the other hand, we can make inferences concerning the
probable influence of the tides on the vertical wave number spectra
computed in Chapter I I. First, that part of the tidal energy which
is caused by the surface or barotropic tide, since it i.s depth-
independent, is not sensed by the EMVP. Second, work of other in-
vestigators (Hendry, 1974) appears to show that most of the tidal
energy, at least for the semidiurnal tide, is concentrated in the
first two or three baroclinic modes (along with the surface tide).
In terms of the vertical wave number spectra of Chapter 11, this
means that any tidal contributions to the spectra are located in
the lowest and, possibly, the second-lowest wave number estimates.
We may then infer that above the fi rst one or two verti ca 1 wave
number estimates, the primary contributions to the spectra come
from inertial-internal waves. There is also direct evidence from
"
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the profiles to indicate that most of the semidiurnal tidal energy
is contributed by waves with small vertical wave numbers. This'
evi dence wi 11 be presented in Chapter V.
We now assume that the observed waves are generated at or
near the surface and propagate their energy downward. Upon reach-
ing the bottom, some fraction of their energy is reflected upward
toward the surface, while the remainder of the energy is lost in a
frictional boundary layer at the bottom. There may also be some
energy loss as the waves propagate through the interior. We also
assume that the smooth bottom does not act as an energy source for
these waves (thati s, a boundary 1 ayer at the bottom wi 11 remove
energy from the incoming waves, but other processes do not act to
put energy into waves that are refl ected from the bottom). The
theoretical model presented later in-this chapter will hopefully
indicate how reasonable the above assumptions are.
If we accept these assumptions, then the ratio A(m')/C(m')
can be thought of as a reflection coefficient for these 'l/aves.
This ratio is shown in Figure 22, using the spectra of 'Figures 13
and 16. Since the bottom, by assumption, cannot act to put energy
into the waves, a good test of the above model is thatA(ml)/C(m')
should always be less than one. An examination of Figure 22 shows
that this is substantially true, although at high wave numbers (or
low energy), the ratio A(ml)/C(ml) behaves erratically. This er-
ratic behavior at low energy levels may be an indication that the
signal-to-noise ratio of the EMVP is betoming small. A low
001
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signal-to-noise ratio will cause the east and north velocity compo-
nents to lose correlation (or coherence) . Therefore ~ the quadra-
ture spectrum of the east and north components wi 1 1 decrease.
Since this quadrature spectrum '(in stretched vertical wave number)
is proportional to the difference between A(ml) and C(m') (see
Appendix D), the clockwise and counterclockwise spectra will tend
to become equal as the signal-to-noise ratio falls. Also shown
in Figure 22 is the cumulative energy of the stretched vertical
wave number spectrum, expressed as percent of total energy. It can
be seen that about 97% of the total energy is contained in waves
whose ratios ofA(ml)/C(m') are less than one.
It is important to emphasize that the aöove interpretation
of the reflection coefficient depends strongly on the assumption
-
that most of the waves observed in the profiles have frequencies
close to the inertial frequency. The short length of the time
series does not permit good frequency resolation. We have already
pointed out that the lowest wave number estimates appear to be
heavily influenced by the semidiurnal tides,(see thapter V). At
larger vertical wave numbers it is also likely that waves with
frequencies appreciably greater than f are contributing to the pro-
files. We know that a wave with w greater than f is not circularly,
but elliptically, polarized, with a ratio of semi-major to semi-minor
axes of w/f. The presence of such waves in the profiles would pre-
sumably cause the ratio A(ml )/C(m') to increase (the addition of a
circularly polarized wave to one which is strongly elliptically
Il,
polarized results in an elliptically polarized wave). This argument
indicates that A(m')/C(m') is probably an over~estimate of the re-
flection coefficient for the near-inertial waves. The reader may
refer to Appendix D for a more complete discussion of the influence
of higher frequency waves on the clockwise and counterclockwise
spectra.
b. ) A model for the refl ect i on of i nterna 1 waves from a smooth
bottom
A theoretical model for internal wave reflection can be
developed that supports some of the assumptions made in the pre-
vious section. This model is a variation of one studied by Phil-
lips (1963) that analyzes the reflection of pu"ely inertial \'Javes
from a flat boundary. The present model includes buoyancy effects
but otherwise gives much the same res-ults as Phillips' model.
We start with the usual equations for internal waves, with
buoyancy and rotati on:
.a - fv = .- lE + vV2u .at ax )
av + fu = _ .£ + vv2v.at ay 1
a\'i _ _ Ê. + b + ,,\"2,., .
at ~ az vV n )
~ + N2w = 0 .at
.a + av + ~ = 0
ax ay az iV- 1
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The reader can refer to Appendix B for definitions of the
'quantities in" the above equations.' The only additiona'l term;n
the above equations are the frictional terms vv2u, vv2v and vV2w,
where v is the kinematic viscosity coefficient. The Brunt-Väisälä
frequency, N, is assumed to be constant. This is not a serious
assumption, since near the bottom where we expect the model to ap-
ply, N is fairly constant with depth.
If all variables are independent of the y coordinate, a
stream function) ~, can be introduced that satisfies continuity:
u = .a. and w = -cLi!at dX . IV-2
If ~ is substi tuted into equations IV-L, these equations can be
reduced to two equations in ~ and v:
(iV2 (i_ vv2) + N2 ~J ~ - f a2v = 0;at at ax ataz
f li + (.. - vv2) v = 0 .az at ' IV-3
The coordinate origin is assumed to be located at the bot-
tom, so that z = 0 there, and the coordinates form a right hand
system. Then equations IV-3 must satisfy the boundary conditions
u(z = 0) = v(z = 0) = w(z = 0) = 0 or:
~ = .ø = v = 0 at z = o.
az
IV-4
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We look for solutions of the form:
A ~k~z i (kx-wt) .$= c e
k~z i(kx-wt)v=Ve e IV-5
If these expressions for ~ and v are substituted in equations IV-3,
there results a sixth order equation in ~:
(R2) ~6 + (2iwlR _ 3R2) ~~
N2
,+(1 - Wi2 - 4iw'R + 3R2 + i--- RJ ~2
fw
+(W2 - N2 + 2iw i R _ R2 - i ~ RJ = 0f2 fw IV-6
where Wi = ~ and R = vk2. If we assume that R = 0, the charac-f f
teristic equation for ~ becomes
~2 _ _ N2 _ w2
w2 _ f2
i
j'
I
or 11 = + .(N2 - w2)1/2
~ 1 ,2 1 w2 _ f2 IV-7 t
f
These two roots gi ve the z-dependence that woul d be expected from
two internal waves propagating without friction.
If we now assume R ~~ 1, we can factor out the above two
roots to get approximate expressions for the remaining four:
"
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iw'
,,2 = _ - +
"" R-
1/2
(1/2)(- -. - !L (~- 4w' - 2w' N2 - w2))R2 R wf w2-_,'f2 IV-8
If we assume that the - -. term dominates under the radical, then
R2
the expression for the four remaining roots becomes'
ii2 = -i (-w i ! 1) .
R
IV-9
Noting that w is assumed positive, we find that the two boundary
layer roots which give solutions that decay into the interior are
II
3, ..
. i - 1 (w i + 1) 1/2I2 . IV-10
The four roots of ii that have been obtained for the two propagating
internal waves and the two boundary layer solutions are then:
ii = i (N2 - w:) 1/2;i w2 - f
II
- - i (~F - W2) 1/2;
2 w2 _ f2
i - 1 1/2
ii 3 = (wl_l) ;I2
and = i - 1 (wl+l) 1/2 .II
.. I2 IV-l1
"
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We note that the thickness of the boundary layer is determined by
the quantity (WI ~ l)1/2112,for WI positive and close to one. As
WI ~ 1, or as W ~ f, the boundary layer penetrates more and more
deeply into the interior.
The expressions for v and ~ are now
( k~iz k~2Z k~3z k~~z i (kx - wt)~= Ae +Ae +Ae +Ae "Jei  ~ ,
(k~iZ k~2z k~3Z k~~z i (kx - wt)v = V e + V e + V e + V e J e I V - 12i 2 3
where ~i through ~~ are given above. The A1s and V's must be deter-
mined from the boundary conditions at the bottom (equations IV-4).
The terms with Vi and Ai in the expressions for ~ and v give the
ampl itude of the incoming \'ave, while the terms involving V2 and A2
give the amplitude of the reflected wave. The average horizontal
kinetic energy for the incoming wave is given by
"
E. = I V 12 (1 + (2)1 i f2 IV-13
¡,
. !-i
¡
The average horizontal kinetic energy for the reflected wave is-
E = I V 12 (l + (2) 1~12o i f2 B
,
IV-14
where
A = wIn - i ,tQ
(i-l)(wl_1)1/2
L4(Ciil-l)
2(i-l) t,,,. -:) 1/2 + (w'+:) 1/2 5
IV-15
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and
i ~ + ;
B = w'a +
( i - 1 ) (w i -1 ) 1 /2
lm(wl_l))' 1 + 1 ~
2(i-l) 1 (wl_i)1/2 (wl+i)1/2 S
IV-16
and
a = (W2 - f2) 1 /2
N2 _ w2
IV-17
Using Ei and Eo' we can form a reflection coefficient for the hori-
zontal kinetic energy:
Eo
-=
E.i
hR (N2 _ w2) 1/21 -
w(wI2-1 )1/2 f Wi + 1 Wi -1 1
+ + O(R).
( I_i)1/2 ( I+i)1/2 '
- IV-18
This reflection coefficient has several characteristics that
are relevant to the present data. First, although for dimensionless
frequencies Wi much greater than one, Eo/Ei ~ 1, as Wi ~ 1 this re-
flection coefficient decreases rapidly (Eo/Ei does not 1 imit to zero
as w + f due to the approximations made in the above derivation).
This shows that energy in waves near the inertial frequency may be
greatly reduced as these waves refl ect off the bottom. Most of the
energy loss suffered by these waves tak~s place 1n the bottom fric-
tional boundary layer (a boundary ,layer, we recall, that gro\'is in
thickness as w + f). For frequencies close to f, E/Ei is very
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sensitive to w. Since we cannot resolve w as closely as would be
required to test the above theory, we can only say that the ob-
served "reflection coefficients" (Figure 22) and the possible
boundary layer thickness (described below) can be accounted for if
the frequencies of the observed waves are close enough to f.
Fi gure 8 appears to i ndi cate that, from 2000 dbar to about
5300 dbar, at least, the average perturbation hori zontalki neti~
energy follows closely the average profile of N. This would seem
to imply that the waves are not undergoing strong frictional losses
as they propagate through the water column, and therefore that most
of the energy loss from these waves takes place as they reflect off
the bottom.
There is also a suggestion in Figure 8 that the mean per-
turbation kinetic energy decreaseswfthin about lQO-150 dbar above
the bottom. This may indicate the presence of a frictional boundary
layer at the bottom. In theory, the horizontal kinetic energy must
go to zero at the bottom. However, the EMVP only measures horizon-
tal velocity to about 10 dbar above the bottom. Thus, it probably
would not see that part of the frictional boundary layer nearest
the bottom, where the greatest energy loss takes place~ The error
estimate (Chapter II) calculated for the mean perturbation kinetic
energy profile of Figure 8 indicates that the decrease in energy
near the bottom is significant. We again must emphasize, however,
that this error estimate only takes into account the infl uehce of
instrumental noise.
l
. ~
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Figure 8 al so shows an apparent bul ge in the mean pertur-
bation horizontal kinetic energy at about 200dbar above the bot-
tom. This bulge remains even if the kinetic energy profile is nor-
malized by the mean Brunt-Väisälä profile (N also increases as the
bottom is approached). The theory presented above predicts only
that the mean perturbation horizontal kinetic energy should increase
smoothly from zero at the bottom to values appropriate to the in-
coming and outgoing waves beyond the frictional boundary layer.
Therefore, this apparent bulge in the kinetic energy near the bot-
tom is not explained by the a,bove theory. The possible existence
of small bottom slopes may be crucial here. The above theory as-
sumes a flat, horizontal bottom. Hunsch (1969) has shown that if
\ '
the group velocity vector for the reflected wave has an inclination
angle to the horizontal which is close to the bottom slope, an in-
tensification of the internal wave energy near the bottom can take
place. Since the group velocity vectors for waves near the iner-
tial frequency are only slightly inclined to the horizontal, the
near-bottom behavior of these waves may depend strongly on small
bottom slopes.
¡,
,
:
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Chapter V Compari son of Vert i ca 1 Wave Number Spectra wi th Theoret-
ical Models. Computation of Dropped, Time-lagged, Rotary Coherence
(DlRC). The Vertical Energy Flux of Internal-inertial Waves.
a. ) Verti ca 1 wave number spectra
Recently, several models have been derived which describe
the amount of energy contributed to a region of the ocean by in-
terna 1 waves of vari ous 1 ength and time scales. Perhaps the pri-
mary model of this type is that of Garrett and Múnk (1972, 1975).
These authors have constructed an internal wave energy dens i ty
spectrum, E(a, w), as a function of horizontal wave number, a, and
frequency, w. The energy spectrum is assumed to be isotropic;
that is, the magnitude of E is independent of the direction of a.
The general form of E(a, w) is (Garrett and Munk, 1972, eq. 6.3):
E(a,w) = C~ -lA(À)n(w). V-1
This is a dimensionless equation. Time has been made dimensionless
by a reference Brunt-Väisälä frequency,
No = 3 cph, V-2
and distance by a reference cyclical wave number,
Mo = 0.122 cpkm. V-3
C is a constant. ~ is called the lIa-bandwidth of the spectrumll as
\.
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a function of frequency. The p~rameter À is gi ven by
À = a/lJ . V-4
The form chosen for new) was-
n( ) _ -p+2s ( 2 2)-5u W - W W - w. ,
1
V-5
where wi is the (non-dimensional) local inertial frequency.
constants p and s were chosen to be 2 and 1/2, respecti ve ly.
The
Then
n(w) = ,1
w(w2 _w.2)1/2
1
V-6
In the 1972 version of the model, A(À) was chosen to have the form
of a "top hat":
A(À) = 1, for 0 ~ À ~ 1
and A(À) = 0, for À ~ 1. V-7
Finally, lJ(w) was chosen to be.
lJ(w) = J. ~(W2 ~ w. 2) 1/2* 1 ' V-8
where j* is an integer. In the 1972 model, j* was called the
"equivalent number of modes at the inertial frequency" by the
authors. (It shaul d be emphas i zed that thei r model does not really
depend on the existence of modes in the vertical. The parameter j*
fàn be thought of as characterizing the maximum vertical wave number
found to contain significant energy in the internal wave energy
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density. spectrum). We would now 1 ike to see how this theoretical
model compares to verti ca 1 wave number spectra observed by ,the EMVP.
In order to proceed further we must introduce the dimension-
al forms of the above equations. In what follows, a hat (A) above
a quantity will indicate that it is dimensional. A prime (') will
indicate that vertical wave numbers in the stretched coordinate
are being used.
The dispersion relation for internal waves (under a WKB
approximation) gives'
â = m(z) (w2 - ~2)1/2 for ~ ~~ N(z)
~(z) V-9
where ~ is the local vertical wave number. Also,
v = j*~ (w2 _ wi2)1l~ = j*~ (~2 ~ ~2)1/2
o
V-10
Then
m(z) No
À-'/ - â -aJl---
JlMo (j*~) Mo~(Z) V-ll
However, since in the stretched vertical coordinate
A
~I = m(Z)(No/N(z)), V-12
we have
À = ml
(j*~) M
o
. V-13
"
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Then the dimensional form of n(w) becomes
A(A2
W W
No
_ f2) 1/2 V-14
n(w) =
and
N3E(~,ml) = C A(X) 0 A
(j*TI) w(w2 - f2) . V-15
The total energy in horizontal velocity is given by
E 1 = r ( E(a,w) W dadwtota .)
a w
V-16
where
- í:i "7 
') w2 + w.2U2 = ~ (",. 1)N w2o (Garrett and Munk, 1972). V-17
However, since velocity in the profiles has been normalized by
N(z)/No' we must use
u21 = W(~(Z)/No) V-18
instead of UT in equation V-16. Converting a and w to their
dimensional counterparts, whereA A
a = a/Mo and w = WINo ' V-19
we have
E = --
tota 1 HoNo
5 r- UTi
"" "A
E(a,w) da dIA V-20
" "
.
a w
'\
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Instead of integrating over â, we wish to carry out the integration
over mI. Since
and
d& = (~2 - ~2) 1 /2 d~
~(z)
V-21
dml (No/~(Z) ) "= dm,
the integral becomes
E 1 If U21 E(fi' ") (w2 - t2) 1/2 " "= dm' dwtota 1 ,w_MoNo " i" Nom w
= --
NoMo s )
m'~
CNo
=
(j *TI ) ~10
5 r
" , "
m w
V-22
" ~2 (W"2 _ "f2) 1 /2 " "E(m' ,~) ~W2 ~2 T ) dm' dww No
(~2 + l2) A ( m i )
- - d~ dm i
w3 (w2 _ f2) 1/2 j*irMo
V-23
Etotal must be multiplied by pN~Mo-3 to obtain the dimensional
energy spectrum, where p is sea water density (assumed equal to
1 gm/cm3). Removing the integral over m' leads to the following
dimensional form of the energy density spectrum in stretched verti-
ca1 wave number, m':
A A
Em' (In t) =
pCNo
j * TIMo
N 2
= .J
M,3
o
ALmM') (
J*TI 0 )"
W
"
~2 + f2 d~
~3(~2 _ f2) 1/2
3Eo AI
- A (. III )
2j*'I J*TIMo V-24
(C Garrett, 1974, personal communication).
Eo is a dimensionless constant which is related to C by
, , 1
Eo = C ç new) dw .
wi
V-25
A A
To obtain the actual energy levels at a given depth, zo' Emi(m')
is mul tipl ied by (N(Z)/No). At that level
A
, ml = m(zo) (No/N(Zo)). V-26
A
The quantity Emi(m'), as obtained by observations, has been
given already in Figures 12 and 15. Clearly, the form of the
stretched vertical wave number spectrum depends on A(À). In the
1972 model, A(À) was chosen to be a top hat. Comparing equations
V-7 and V-13, we see that A(À) = 1. for ml ~ j TIM and A(À) = 0 for
- * 0
A
ml ~ j*TIMo. (Again we see that in the top hat model j* controls
the maximum vertical wave number that contributes energy to the
A
spectrum). This means that the theoretical EA1 is independent of
mA ' .
ml for À ~ 1, and is zero for À ~ 1. It is clear from Figures 12
or 15 that ~m' is not independent of m', but in fact decreases with
increasing mi.
In a revised form of their model (Garrett and Munk, 1975),
these investigators chose a new form for the function A(À):
A(À) = (t - 1) (1 + À) ~t V-27
where t js chosen to fit observations. Garrett and Munk picked
t = 2.5. V-28
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Êmi(m') = 19.1 A(À) (cm/sec)2
cpkm V-29
and
À = 0.435 mi. V-3D
We have repeated the stretched verti ca 1 wave number spectrum
of Figure 12 in Figure 23. Figure 23 also shows thé theoretical
A
stretched verticàl wave number spectrum, Emi(m'), using the form of
A(À). given by equation V-27, for three choices of j*: j* = 6,
j* = 15 and j* = 20. (The cyclical frequency has been converted
from cycles per kilometer to cycles per sdb). The value of the
constant for the spectral energy level, E(j*), (corresponding to
Eo in the above derivation) has been adjusted to make the three
theoretical curves have the same energy levels at large stretched
vertical wave numbers. If E(j*) is the actual value of the con-
stant used for a given j*, and Eo = 2n x 10:5, we have the fol low-
ing values for E(j*): E(j* = 6) = 2 x Eo; E(j* = 15) = 0.6 x Eo;
E(j* = 20) = 0.4 x Eo. The theoretical curve for a j* of 15
appears to best represent the observed stretched vertical wave num-
ber spectrum, both in the general shape of the spectrum and in the
total energy level.
"
~l.,
.~ ~
~ ~
~ ~
~ ~
æ~
~ ~
~ ~t: ~
~ ~
~
104
103
102
10 i
WAVE LENGTH
(SOB)
100 20
96
observed
0.01 0.05
VERT/CAL WAVE NUMBER
(e/SOB)
. Figure 23. Comparison of theoretical and observed total energy spectra
in stretched vertical wave number (see text). '
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A value of 15 for j* is larger than the value of 6 assumed
in the 1975 model. If we return for the moment to a consideration
of Figures 10 and 11, the reason why j* = 6 is apparently too small
becomes clearer. Visua11y~ Figures 10 and 11 show that waves con-
taining relatively high energy have wave lengths as short as
100 sdb. The total depth in the stretched vertical coordinate is
1860 sdb. If-we now assume that j* is in some sense representative
of the greatest number of stretched vertical wave lengths that
"fit" into 1860 sdb (and contain significant energy), we find that,
for 1QO-130 sdb vertical wave lengths, j* should be at least 15.
It is also interesting to note that the value of E required
to make the theoretical (j* = 15) and observed stretched vertical
wave number spectra contain (roughly) the same total energy is
about 60% of the constant, Eo' chosen by Garrett and Hunk. The
fact that high-frequency internal waves (those with frequencies
near N) are probably not energetic enough to be sensed by the EMVP
may partially explain this. However, it is also likely that the
tota 1 energy of the i nterna 1 wave' fi e 1 d a t the MODE centra 1 moor-
ing is less than the total energy at other locations (at Site D
(390 20' N, 700 00' W), for example). Since observations at Site D
were used (at least in part) to determine Eo, the fact that
E(j* = 15) is less than Eo may also reflect an actual decrease in
internal wave energy at the central mooring, relative to other
locations in the ocean where measurements have been made.
¡,
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b.) Dropped, time-lagged, rotary coherence of profiles
y = wT,
w = 2irf, V-3l
where f is the inertial frequency and Tis the time interval be-
tween the two profi 1 es. Thi s is call ed the dropped, 1 agged, rotary
coherence (or DLRC). If the first velocity profile is
(-*) (.*) . (-*)Wi z = Ui Z + iVi Zj )
and th'e second profile is given by
(-*) (~*) . (~*), W2 Z = U2 z + i V2 z )
then the coherence is calculated between Wi and
W, = W2e iy = Us (i*) + iV 3(Z*)
V-32
V-33
V-34
"
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We then obtain the following four quantities:
"
PUlU3 = PU1U3
(PU1 U1 ) 1/2 (PU3U3) 1/2 ,
"
PV1 V3 = PVl V3
(PV1Vi)1/2(PV3V3)1/2,
QUl U3
(PU1Ui)1/2(PU3U3)1/2 ,
"
QUl U3 =
QV1 V3 = QV1V3
(PVl Vi)l /2(PV3V3)' /2 , V-35
where PU1U3 is the normalized cospectrum between velocity compo-
"
nents Ui and Up QU1U3 is the normal ized quadrature spectrum between
" "
the same components, and PV1V3 and QV1V3 are the same quantities
for the vel oci ty components V i and V s . PUl Ul, PU3U3, PVL Vl and
PV3V3 are the autospectra for Ui, Us' Vi and Vs' respectively.
All of the above quantities are functions of stretched vertical
wave number and the time lag between profi les.
We now describe the actual method of computation. Time 1 ags ,
T, were calculated for all pairs of drops in the time series. These
pairs were then sorted in such a manner that all pairs with lags
within',! l/t hour of a given whole hour were assigned a lag equal
to that whole hour. For example, all pairs with time lags of from
2 1/2 to 3 1/2 hours were given a lag equal to 3 hours for the cal-
culation. Calculations were done only for those lags which had
four or more pairs of drops. The results of these calculations are
\.
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shown in Figures 24, 25, 26 and 27 for lags up to almost two days.
For any lag at which the calculation was made, there are three
points shown for each of the four normalized spectral quantities
91 ven above. Each of these poi nts represents an average over all
pairs available at that time lag. In addition, estimates have
been averaged over several stretched vertical wave number bands.
The number n represents the number of the'stretched vertical wave
number estimate; that is, the vertical wave length is given by
1800/n sdb, where 1800 sdb is the total 1 ength of the seri es.
Thus; the three points (at a, given lag and for a given quantity)
are averages over stretched vertical wave number estimates n = 1-5,
/
n = 6-10, and n = 11- 15. A A
It is somewhat difficult to put error bars on PU1U3, PV1V3,
,. A
QU1U3 and QV1V3 since each point maylDe the result of averaging
over a different number of pairs of drops. In an attempt to esti-
mate the error we have calculated PU1U3, PV1V3, QU1U3 and QV1V3
separately for each pair of profiles in a case when four pairs of
profiles were used to give the estimate~ shown in, Figures 24-27.
(We reca 11 tha t the sma 11 es t number of pa i rs used was four.) TheA " A A,
resulting values of PU1U3, PV1V3, QU1U3 and QV1V3 have an average
standard deviation about their mean values of about t 0.2. Pre-
sumably, points which are obtained by averaging over more than four
pairs of drops are even more stable; that -'-sThe-SGa-ttel"of-po-ints-u-
about their mean values is less than t 0.2 standard deviation.
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," "
Figures 24 and 25 also show the curve of PU1U3 or PV1V3 ob-
tained theoretically (C. Garrett, 1974, personal commun;cation) from
the Garrett-Munk model under the assumption of an isotropic spec-
trum. The curve for PU1U3 or PV1V3 does not depend on wave propa-
gation in the vertical. In contrast, ÔU1 U3 and OVl V3 do depend on
vert i ca 1 propaga t ion. " "If only vertical modes exist, QU1U3 and QV1V3
are theoretically always equal to zero. On the other hand, if all
waves are propagating energy downward, the theoretical curve for
" "
QU1U3 or QV1V3 starts out at zero for zero lag and slowly increases
to about + 0.25 for a lag of 50 hours. If we accept the above
"confidence limit" of t 0.2, it is difficult to say whether the ob-
'" "
served values of QU1U3 and QV1V3 are significartly different from
zero. Therefore, the fo 11 O\.Jing paragraphs wi 11 be 1 imited to a di s-
cussion of the observed behavior of ~lU3 and ßV1V3. These quan-
tities appear to contain the most interesting information on the
behavior of the DLRC with varying time lag and stretched vertical
wa ve number.
Using the above error estimate, it is possible t~ say sev-
eral things about ßU1U3 and PV1V3. First, the behavior of PU1U3
"
or PV1V3 for. estimates containing the largest vertical wave
lengths (n = 1-5) is significantly different from the behavior of
these quantities for shorter vertical wave lengths (n = 6-10 and
11-15). The estimates for n = 1-5 decrease much more rapidly with
increasing lag than the estimates for higher n. In fact, the ob-
" "
served PU1 U3 and PVl V3 curves for n = 1 ~5 ha ve an osci 1 1 atory
'if
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character with minima (greatest negative values) for lags of about
12 hours, and again for lags of about 30-40 hours. This is.a
strong indication that the longest vertical wave lengths have sig-
nificant energy contributions from waves with periods near 12 hours.
The most obvious candidate for this energy contribution is, of
course, the baroè1inic semidiurnal tide. In contrast, the esti-
mates for higher n show 1 ittle evidence of energy contributions at
approximately 12 hour periods. This implies that most of the
semidiurnal tidal energy is in the longest vertical wave lengths.
Other work (Hendry, 1974) has shown that the baroc1inic, semi-
diurnal tide has most of its energy in the lowest three vertical
modes. The above resul t appears to confi rm thi s.
Second, PU1U3 and PV1V3 for higher n (n = 6-10, 11~15)
follow the theoretical curve morec1o-ely. Given the above lIerrorll
" "
es tima te, PU1 U3 and PVL V3 curves for n = 6-10 and n = 11-15 cannot,
in general, be distinguished. The theoretical curve does not de-
pend on stretched verti ca1 wave number, but the error is probably
large enough so that dependence on vertical wave number'cannot be
tested adequately. It is interesting to note that PU1U3 and PV1V3
for n = 6-10, 11-15 are almost always greater than the theoretical
curve. A possible explanation for this is that while the theoret-
ical curve takes into account all internal wave frequencies (from
inertial to Brunt-Väisälä), the sensitivity of the profiles is such
that higher frequency internal waves are IIfi1tered out. II These
hi gher frequencies tend to make PUl U3 or PVl V3 decrease more
-I
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rapidly with increasing lag than would be true if only near-inertial
waves were being observed. The results of this section may be sum-
" A
marized as follows: 1.) The behavior of PU1U3 and PV1V3 for wave
lengths outside of the region in which semidiurnal tidal energy is
significant does not appear to refute the theoretical calculations,
taking into account the possible sources of error described above.
2.') The result of other calculations, showing that most of the
semidiurnal tidal energy is confined to the largest vertical wave
lengths, is also obtained from the present calculations.
c.) The vertical energy flux of near-inertial waves
We have pointed out that, because of the relatively short
time interval over which the time series was obtained, it is dif-
ficult to obtain good frequency resolution for the observed waves.
However, there are several independent characteristics of the data
which lead us to believe that the waves which we have been calling
lIinertial "actually have periods somev/hat shorter than the inertial
peri od.
First, a frequency spectrum of horizontal velocity obtained
near the central mooring (Figure 29) appears to show that what
we might call theollinertial peak" is actually displaced tm,oard
frequencies somewhat greater than the local inertial frequency.
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Second, consideration of Figure 18 shows that many of the
more energetic velocity features which can be identi'fied between
drops 235U and 236U (these drops being separated by 4.8 kilometers)
do not oc~ur at the same depth in both profi 1 es, but rather are
offset slightly. This depth offset is too large to be accounted
for by errors in the EMVP pressure calibration. The implication is
that the phase planes of these waves are tilted slightly away from
horizontal. Figure 21 then indicates that the wave number vector,
k, for these waves must be tilted at a small angle to the vertical,
and equation 111-10 shows that the wave frequency, ~, has to be
..
s 1 i ghtly greater than f.
The third indication that the wave frequencies are somewhat
"
greater than f comes from attempts to least-squares fit sinusoidal
waves to the data. At any pressure, z, it is possible to fit sinu-n '
soids of the form'
ufit (Zn,ti) = A(zn) sin(~(ìn) + wti) ,IV ,. ,. '"
Vfit (zn' ti) = B(Zn) sin($(zn) + wti) V-36
over a group of profiles. ti is the time of a given profile. u and
v are east and north velocity components. Then the quantities
U(z )
n = r (ufit (zn,ti) - uobs (Zn,ti))2
1
V-37
and
V(Zn) = f (vfit (Zn,ti) - Vobs (Ín,ti))2 V-38
'\
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give an estimate of the residual error in the fit at depth in.
. These fits can then be calculated over a range of depths, zn. The
quanti ty
D = 1: U(Zn) + V(zn) V-39
z
n
represents a measure of the total res i dua 1 error of the fi t over
the time and depth interval studied. Attempts to do such fits in
the main thermocline, where the strongest signal is found, indi-
cate that the total residual, D, is minimized if the period, T,
used in the above formulas (w = 2w/T) is slightly less than the
inertial period. In fact, the best fit occurs if we choose w so
that T = 22-23 hours. The inertial period is 25.56 hours at the
latitude of the profi1er time series.
We have argued in previous chapters that the nea~-inertfal
waves are propagating their energy downward from the surface. Since
"'
waves with frequencies close to f have group velocity vectors that
are only slightly inclined to the horizontal, it is at first glance
surprising that these waves appear to make significant contributions
to the energy even in the deep water. It could be argued that those
waves which have the maximum (downward) vertical energy flux will
be abl e to penetrate from the surface to the deep ocean most effi-
ciently. This vertical energy flux is given by
" "
F = Cg · Ëz z V-40
whereêgz is the vertical component of the group velocity vector,
\.
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and E is the total (kinetic and potential) wave energy. It is of
interest to obtain the local egz' as a function of z, and use it,
along with the theoretical energy spectrum of the previous section,
"
to calculate F as a function of frequency and vertical wave number.
z
Because the derivation of the Garrett-Munk spectrum assumes
that a WKB-type description of the wave behavior is adequate, we
will assume in what follows that this is ägain true. The equations
to be solved are the same as equations 8-6, except that now N is a
" .
function of depth. The equation for the vertical velocity, w, is.d2Q " "+ ß2 (N2(z) ~ w2) W = 0
dz2 V-41
with
"2 "k + 12ß2 =
w2 _ f2 V-42
To obtain the WKB solution, we let
" ß(x(Z)dz 00
w = e )ì ¿
n=O
"
An( z )
ßn V-43
"
The solutions for n = 0 and n = 1 give, respectively, ~ and Ao:
. "2 ,,1/2
X = t i EN (z) - w2) V-44
and
Â = 1
o (N2 _ ~2)1/4
V-45
Then
w = 1
(~2(Z) _ ~2) 1/4
:! i
e
k2 + î2' (Z" ,,1/2
"2 ~2 ) (N2 - w2) dzW - T Zo '
V-46
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where the region of integration is over an interval of z for which
""
N2(z) ~ w2. from continuity ,we get û and v,i, ,
""
u =
,.,, "A
(+ wk ; ifl)) (N'(') _ ~') 1/4
(! ik~ ; wi)~(~2 _ f2) 1/2(k2 + î2) 1/2 e
:t ß ) z x(z)dz
Zo
v =
V-47
The buoyancy ~ s
"" 1b = e
i~(N2 _ ~2) 1/4
~ ß ) Z X dz
Zo
V-48
The tota 1 energy, Ë, is given by
Ihl2
f = 1/2 ( c Inl2 + Ivl2 + 1~12 + ~ )
N
(N2 _ ~2)1/2 ~2 + f2 ~2 + N2= 1/4 
~2 ~2 _ f2 w2(N2 _ ~2) 1/2 V-49
where the ang1 e brackets denote an average over time. The ratio
of vertical kinetic energy plus potential energy to horizontal
kineti c energy is..
vert. K.E. + P.E.
horiz. K.E.
"" ,,"
(N2 + ;2) (w2 _ f2)
=
(N2 _ ~2) (~2 + f2) V-50
.
For frequencies close to ~, almost all of the energy appears as
horizontal kinetic energy. The vertical component of the group
ve loci ty vector at depth z is
êgz(m,~,z) = .a
am
(;2 _ f2) (N2 _ ~2)
m(z) ~ (~2 _ ~2) V-51
z
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The theoretical spectrum of Garrett and Munk has already been given
(equation V-24). This spectrum' contains only horizontal kinetic
energy. However, equation V-50 shows that for frequencies close to
Af, mos t of the wave energy is hori zonta 1 ki net i c energy. From
equation V-24, the energy density spectrum is
N 2 n nn (n n) pnC _0 A ( m') w2 + f2
Em' m' ,W =
M03 j irM. "3("2 ~2)1/2*OWW-T , V-52
The vertical energy flux for waves in a small interval of frequen-
cy-stretched vertical wave number space ßmlti~ is
F = êg ~ ( z) Ê (~ ' w) ti~ i ti~Z z N ' ,
o
where ml and ware taken to be in the middle of the element ß~Iß~.
V-53
" "
The vertical group velocity can be expressed in terms of wand m'
by using equation V-12
n ""
Cg z ( w, m' ,z) =
No
--
"
N(z)
n A ,. ""
(w2 _ f2) (N2 _ w2)
m'~ (í~2 _ ~2) V-54
.
Then
F = _ pC No~ A ( ml ) (~2 + f2) (N2 _ ~2) (~2 - f2) 1/2 ti~Iß~z Mo 3 j * irMo m i w ~ (N 2 _ f2)
;. .
"
"
,
V-55
¡,
,
, r
" n n
We note that- for W close to f, Fz is almost independent of z.
From the WKB approximation, it can be shown that
~_ d
dZ - ãi (Cgz · E) = 0 . V-56
"
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However, since we are only considering horizontal kinetic energy,A A
'-aFZ/az is not equal to zero but approaches zero asw"approaches f.
"
We are particularly interested in examining F z as a function"" "
of w, for fixed mi. The frequency dependence of Fz is given by
g(w) = (~2 + f2) (w2 _ f2)1/2(N2 _ ~2)
"4("2 "2)W N - f
(~2 + f2) (~2 _ f2) 1/2(1 - ~ )
(jFi
..
..
V-57
n A A A
since N ~~ f. If wand N are made non-dimensional by
"
~.
"
w=.J" ,
-r
"Ñ=-l
"f V-58
then
(w2 + 1) (w2 _ 1)1/2(1
-2)
_ w
"9
N
.f(w) = fg(w) =
w4 V-59
" "
l(w) is plotted in Figure 28, with N = 5f. It can be seen that
f(w) increases rapidly with increasing w until w = 1.2, and then
,,'" -
decreases. This implies that, for fixed ml, Fz reaches a maximum
" "'"".
for w = 1.2f. For an inertial period of 25.56 hours, the vertical
flux of horizontal kinetic energy reaches a maximum (at a given ml)
for waves with periods of around 21 hours. This period appears to
be somewhat shorter than that which might have been expected. (We
recall that the least-square fit indicated that the dominant waves
in the profiles seemed to have periods of 22-24 hours in the main
"
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thermocline.) However, it is significant that the downward energy
flux appears to have its maximum value close to the local inertial
frequency in this model.
. A certain amount of inconsistency is inherent in using a
spectrum such as the Garrett-Munk model to calculate energy flux.
The first point of inconsistency, of course, is that the true spec-
trum wi 1 1 not have an infinity at the inerti a 1 frequency. Thi s
problem could be removed by assuming, for example, that there should
really be an energy cut-off near the inertial frequency; that is,
instead of the infini ty at the inertial frequency, the spectrum
could be altered locally (at and near f) so that a simple peak oc-
curs at the inertial frequency. This alteration would not change
the flux curve of Figure 28 appreciably. In fact, it would force
the observed flux maximum to be concentrated even more about per-
iods of 21-22 hours. The second problem is more subtle, and in-
volves the question of why one would expect the spectral peak to
be exactly at the inertial frequency. In a case (such as the
Garrett-Munk model) where vertical modes have been assumed to have
been establ ished a priori) it seems that a peak at the inertial
frequency would not be inconsistent, since the waves are not re-
quired'to be supported by energy sources located, for example, at
the surface or bottom boundaries. However, once we requi re that
the waves be supported by a fl ux of energy into the ocean from the
surface (or bottom) boundary it is not consistent to expect that
the peak in the, observed energy spectrum at some depth will be
"
;, ..-
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found at that frequency (f) where the vertical energy flux becomes
zero. Both of the above points argue that the "inertial peak"
should actually appear at frequencies somewhat greater than f.
Figure 29 shows a frequency spectrum of total horizontal kinet-
ic energy calculated from data obtained by a current meter at 1500
meters near the central mooring from April 18, 1974 to July 27, 1974
(D. Porter, 1975, personal communication). (Note that this is one
year after the profiler time series, but is at approximately the same
location and is in the same season as the profi1er series.) Figure
29 indicates that the center of the inertial "peak" is displaced
toward frequencies greater than f (of course, this peak also contains
diurnal tidal energy). The center of this wide peak is in the period
range 22-23 hours, in agreement wi th the above di scuss i on.
It is possible to use the above expression for the vertical
group speed (equation V-54) along with the observed .stretched verti-
cal wave number spectrum (Figure 16) to calculate a rough estimate
of the vertical energy flux (downward and net), integrated over all
vertica 1 wave numbers. In the absence of accurate frequency infor-
mation, we have assumed that the clockwise and counterclockwise
spectra are dominated by waves with periods of the calculated max-
imum flux~or of the center of the near-inertial "peakU in Figure
29); that is, periods of 22-23 hours. Using this period range in
the expression for the vertical group speed, and assuming that
roughly half the energy in the clockwise and counterclockwise energy
estimate for the smallest two or three stretched vertical wave
i. .
"
"
"
¡,
. ~
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Figure 29. 'Frequency spectrum of horizontal velocity (east and north
components) at 1500 m near the central moori ng. The data
on which the computations were performed occupied the
time interval April 18, 1974 to July 27,1974. Estimates
have been averaged over 4 adjacent frequency bands. f is
the 1 oca 1 inerti a 1 frequency. 1 T. U. = 1 hour.
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number estimates is contributed by the semidiurnal tide (see Chap-
ter V-b), we obtain estimates of the total downward wave energy
flux of 0.6-1.0 erg/cm2/sec, and of the net downward wave energy
flux of 0.2 - 0.3 erg/cm2/sec. The estimate of the total down-
ward flux is consistent with other estimates of vertical energy
flux by internal waves (Bell, 1975). We have suggested in pre-
vious chapters that a bottom boundary layer could be a significant
energy sink for near-inertial waves. An order-of~magnitude ca 1-
culation indicates that a net downward energy flux of 0.2 - 0.3
erg/cm2lsec could be matched by energy loss in a boundary layer.
A measure of this possible energy loss is
L = 4K p((6U)2 + (6V)2) 6z erg/cm2/secv 6z 6z V-60
(Yih, 1969)
where Kv is the coefficient of vertical eddy viscosity; p is den-
s i ty, u and v are hori zonta 1 vel oc i ty components, and 6z is a sca 1 e
depth of the boundary layer. Choosing values for 6u2 + 6v2 and
6z from Figure 8 (6u2 + 6v2 - 4 cm2 /sec2, 6z - 5 x 103 cm), we get
L - (0.3 x 10-2) Kv erg/cm2/sec. For Kv = 100 cm2/sect L - 0.3
erg/cm2/sec. Bell (1975) quotes a value for Kv of - 10 cm2/sec in
the interior but notes that Kv eould be at least an order of mag-
nitude larger in a turbulent bottom boundary layer. Thus, the
value of Kv needed to make L comparable to the estimated net down-
ward energy flux is not inconsistent with other estimates of Kv.
"
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Chapter VI Some Observations over Rough Topography
In previous chapters we have presented an analysi s of data
obtained over smooth topography (at the MODE central mooring).
Some of the calculations presented, such as reflection coefficients,
depend on the assumption that the bottom is not acting as a wave
source. Over the smooth topography thi s does not appea r to be an
unreasonable assumption. However, it is well known from theoretical
studies that a rough bottom may interact with either a mean flow,
producing lee waves, or with an oscillatory flow such as a tide.
Bell (1975) has discussed the possible generation of internal waves
in the open ocean by rough topography. In an earlier work,
Hendershott (1964) analyzed a case where inertial waves could be
generated by the oscillatory flow of a diurnal-tide component over
a rough bottom. His study indicated that strong inertial wave
currents might be generated at latitudes sl ightly to the south of
the critical latitude (the latitude at which the tidal and inertial
periods are equal). The critical latitude for the 24-hour diurnal
tide would be 300 N, for example. His theory actually predicts
that there should be a somewhat compl icated band structure of the
inertial energy south of the critical latitude, with a primary peak
in the inertial energy just south of the critical latitude, and
secondary maxima farther south.
"
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It is important to realize that there are numerous tidal
lines that are called diurnal. Although the critical latitude for
the 24-hour tide is 30° N, the critical latitude for the 24-hour
50-minute tide moves down to about 28.9° N. This means that the
actual energy levels of the inertial waves (generated by topography)
might not depend as strongly on latitude as is predicted by the
theory. In any case, the fact that the major diurnal tidal compo-
- i
nents at 28° N have frequencies within the internal wave frequency
range, but near the inertial frequency, indicates that it would be
worthwhile to look for near-inertial energy propagating away from
the bottom in the rough topography regi on.
Duri n9 the MODE experiment, a set of profi 1 es was obta i ned
around a ridge in the rough topography region east of the central
mooring. These drops are indicated by a dagger (t) in Appendix A.
The center of the ridge is located at approximately 28° 04' N,
68° 311 W. The ma i n part of the ri dge is ori ented along the axi s
NNE-SSW and ri ses about 700-800 meters above the adj acent, smoother
part of the ocean floor. Because ,this set was obtained in order to
make a survey of the velocity structure around the ridge it is not
a time series at one location. In fact, the set is made up of a
seri es of pa i rs of profi 1 es, except in a few cases where only s i ngl e
,profiles were made. Each pair was obtained at one location arourid
the ridge, and the second profile was usually taken at about one
half of an inertial period after the first profile. Because a "time
series of profiles is not available over the rough topography, it
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is difficult to accurately remove the low-frequency shear profile.
For this reason, the results of calculating clockwise and counter-
clockwise vertical wave number spectra are more difficult to inter-
pret than are the corresponding resul ts over the smooth topography.
However, some s i gni fi cant features in these rough topography pro-
files can be seen visually; that is, without recourse to spectrum
calculations.
Fi gures 30 and 31, for exampl e, show hodograph plots (plots
of the horizontal velocity vector with depth) for profiles 1900 and
1 92D' between 3000 dbar and 4.500 dbar. These two profi 1 es were made
at a time lag of one half of an inertial period. The original pro-
files have been smoothed by applying a running 150 dbar triangular
filter to each velocity component. This makes it easier' to vis-
ually follow the behavior of the longer wave length (higher energy)
waves in the profiles. Smoothed points are plotted every 10 dbar,
and depth is marked every 100 dbar. The most striking feature of
these hodographs is that they show wave-like structures for which
the horizontal velocity vector is clearly rotating counterclockwise
with increasing depth. The structure is clearly time-dependent, as
can be seen by comparing the hodographs for profiles 190D and 192D.
Compartson of the hodographs appears to indicate that these waves
have periods near the inertial period. We have already pointed out
in Chapter III that such counterclockwise polarization indicates
tha t these waves are propaga t i ng energy upward, away from the ri dge .
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Figure 30. Smoothed hodograph of profile 190D between 3000 dbar
and 4500 dbar. Depths are in hundreds of decibars.
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Fi gure 31. Smoothed hodograph of profi 1 e 192D between 3000 dba r
and 4500 dbar. Depths are in hundreds of decibars.
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Although spectral estimates obtained from only two profiles
are probably not very stable, it should be mentioned that vertical
wave number spectra (without stretching the vertical coordinate)
obtained in the deep water (2000 dbar and deeper) for drops 1900,
191D, 192D and 1930.show a consistent dominance of counterclockwise
energy over clockwi se energy. These four drops were made at the
southwest end of the ridge.
In contrast, deeper water (greater than 2000 dbar) spectra
and hodogr aphs for a drop pa i r, 195D and 197D, that was made north-
east of the ridge, do not show any strong tendency for counter-
clockwise rotation with depth. If anything' ,.,these drops show a
tendency for the velocity vector to rotate clockwise with depth in
the same manner as was observed over the smooth topography. Swa 11 ow
floats located near the ridge when these profiles were made indi-
cated that the mean flow (at 4000 dbar) was to the southwest.
Since the pair 195D and 197D was located to the northeast of the
ri dge wh i 1 e 190D, 191 D, 1920 and 193D were to the southwest, we
might speculate that if the ridge was generating near inertial waves,
these waves would be advected to the southwest and therefore would
¡,
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be seen primarily by profiles to the southwest of the ridge. Al-
though it is difficult to draw general conclusions from a small set
of profiles, the above observations in the deep water around the
ri dge can be summa ri zed as fo 11 ows: profi 1 es made to the southwest
of the ridge show clear evidence of counterclockwise polarization
with depth; profiles made near the ridge crest (such as 1890, for
"
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example) do not appear to show a dominance of either polarization;
two profi 1 es (195D and 197D) made over a smoother regi on to the
northeast of the ridge appear to have reverted to the clockwise
polarization with depth characteristic of the smooth topography
profiles, at least for the longer vertical wave lengths, which are
most energetic.
Bell (1975) has calculated a value for the possible upward
energy fl ux of internal waves generated by rough topography of
- 1 erg/cm2/sec. This value is comparable to the total downward
fl ux in the smooth topography region, as estimated in Chapter V.
If the average vertical energy flux values for bottom topography
and sea surface generation are comparable, it might be expected
that energy input at the bottom could sometimes exceed energy input
at the surface (especially since botií input processes are probably
intermittent in time). This would result in waves polarized
counterclockwise with increasing depth, at least in the deep water
over the rough topography. (We have also examined hodographs of
the rough topography profi 1 es in the upper hal f of the water
column. In contrast to the plots in the lower half, these hodo-
graphs do not sho\' a clear dominance of one polarization over the
other, indicating that in the upper half of the water column a
comp1 icated addition of the top and bottom energy sources may be
taking place.)
L
,
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Chapter VII Conclusions, a Further Discussion of Some of the Data
and Recommendations for Future Experiments
The previ ous chapters have been devoted to an ana lys i s of
internal wave data obtained by vertical profiling. It is now
worthwhile to summarize the significant r~sults of this analysis
and place these results in the general framework of internal wave
theory.
One of the more fruitful results of this analysis has been
the ability to relate the observed characteristics of wave polar-
ization and vertical phase propagation to the locations of energy
sources for these waves; that is, to the possible existence of
internal wave energy sources at the top and bottom boundaries of
the ocean. As Müller andOlbers (1975) have pointed out, a two-
sided, symmetric, vertical wave number spectrum (equal energy in
positive and negative vertical wave numbers) is not consistent with
the existence of net boundary sources at the surface a~d bottom.
A major cause of difficulty with internal wave observations until
now has been the inability to observe asymmetry of internal wave
vertical wave number spectra (or, in fact, vertical wave number
spectra) of horizontal velocity with the techniques that have been
employed. Time series of horizontal velocity obtained from current
meters at fixed locations in spac~ cannot distinguish between an
interna 1 wave having an upward or a downward phase propagati on,
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since the horizontal velocity vector rotates in the same sense for
either wave (clockwise in the northern hemisphere). The tech-
nique, employed in Chapter II, of decomposing vertical profiles
into clockwise and counterclockwise energy contributions is a
useful method for observing asymmetry in the internal wave vertical
wave number spectrum and for inferring the direction of net verti-
cal energy flux from this asymmetry. A similar instance where
vertical wave polarization has been used to infer the direction of
vertical energy propagation in the atmosphere has already been
pointed out (Hines, 1966). A case where vertical polarization of
tidal currents was apparently observed in an analysis of current
records obtained from current meters on moorings has been reported
by Titov and Fomin (1971). We have mentioned in Chapter,III, how-
ever, that the ability to identify cfockwise and counterclockwise
energy with waves having upward and downward wave number vector
components (that is, wi th the two-sided verti ca 1 wave number spec-
trum) requires that the observed energy be primarily contributed
-
by waves with frequencies near the local inertial. frequency. This
is true because individual waves are nearly circularly polarized if
their frequencies are near the local inertial frequency. If a
single wave with a frequency much greater, than inertial were pres-
ent, for example, this wave would provide energy contributions to
both the clockwise and counterclockwise vertical wave number spec-
tra, since the wave would be elliptically polarized in the vertical.
The clockwise energy would still be greater than the co~nterclockwise
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energy if the w ~e were propagating energy downward. But the
true, two-sided vertical wave number spectrum of this wave would
contain energy only on one side of the spectrum (at the positive
or negative vertical wave number of the wave, depending on which
way the phase of the wave is propagating in the vertical).
Fortunately, the data presented and ana 1yzed in previous
chapters indicates that the two dominant sources of energy in the
profiles are near-inertial waves (at all vertical wave numbers),
and the semidiurnal tide (at the smallest vertical wave numbers).
Inertial and diurnal tidal contributions to the profiles cannot,
however, be resolved because of the short length of time over which
the profile time series was obtained. The fr~quency spectrum at
1500 meters (Figure 29) shows that a large part of the energy ob-
served at this depth in the internal wave band comes from frequen-
cies near the inertial-diurnal tidal' frequency, and from the semi-
diurnal tide. The observed "mirror-imaging" of profiles (Figure
3) and the calculations of dropped, lagged, rotary coherence (Fig-
ures 24 to 27), support this.
The observation that much of the variability in the profiles
was caused by the near-inertial waves (and the semidiurnal tide at
the largest vertical wave lengths) led to efforts to evaluate quan-
titatively the total and net downward energy flux over the smooth
topography. Making assumptions about the amount of energy contri-
buted by the semidiurnal tide at the smallest vertical wave numbers,
we obta i ned va 1 ues for the total vert i ca 1 energy f1 ux downwa rd of
less important. The observed relations among 'iave period, direc-
tion of vertical phase propagation, and vertical wave polarization
in Figures 6 and 7 constitute at least a partial verification of
the dispersion relation for internal waves (those near the inertial
frequency). Other observati ons and ana lyses of data (from current
meter records, for exampl e) have assumed that the observed osci 1-
lations between the inertial and Brunt-Väisälä frequencies obey
the dispersion relation for internal waves. In the absence of clear
evidence of the propagation of oscillations in this frequency
range, other investigators (Webster, 1969, for example) have ar-
,
gued that some other process (such as turbulence) could explain
the observed oscillations. Although turbulence is difficult to
define, one of its .characteristics' is that it does not follow a
well-defined dispersion relation. In this sense, then, the results
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of Figures 6 and 7 clearly argue' for internal waves as being the
cause of the observed variability in the profiles, at least for
the near-inertial waves.
Another significant result brought out by this analysis is
the fact that both profiler data and other', independent observa-
tions (Figure 29) have shown that the energy concentration in what
one might call the "inertial peak" is, first, not concentrated in
a well-defined peak (as is thesemidiurnal tide, for example) and
second, is not concentrated at exactly the inertial peak but is
rather centered at a frequency about 20% greater than the local
inertial frequency. Some previous observations have also shown that
the inertial "peak" is quite often displaced tm'iard frequencies
somewhat greater than the local inertial frequency. Webster (1968),
for example, shows a frequency spectrum of current at 38° 28.8! N,
70° 00.5' W, in 3300 meter:water, with the observations made about
30 meters above the bottom. This spectrum has a clear concentra-
tion of energy near the local inertial frequency, but the center
of this peak occurs at a frequency about 5% higher than the local
inertial frequency. White (1972) considered temperature data ob-
tained in the upper several hundred meters at a site in the Pacific.
His temperature spectra always show an inertial "peak" at frequen-
~¡
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cies up to 30% higher than the local inertial frequency.
Various attempts have been made to explain this shift theor-
etically. Munk and Phillips (1968), for instance, argued that
internal waves generated to the south of a given latitude of
~ 4-
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observation (in the northern hemisphere) would propagate northward,
and that as they propagated northward their frequenci~s would ap-
proach the local inertial frequency. A test of this idea by the
use of profile data would require better information on the direc-
tion of horizontal phase propagation for the observed waves~ He
, '
will return to this question later, when the possible influence of
the mean vertical shear on the propagation of the waves seen in
the profi 1 es is di scussed.
White (1972) pointed out that the observed frequency shift
of the inertial waves could be explained as the result of a
Doppler shift due to the mean flow. Because he always observed a
shift toward higher frequencies, he was forced to conclude that
the near-inertial waves he observed were always propagating in the
direction of the mean flow. The data presented in previous chap-
ters, however, show that it is un1 ike1y that Doppler shifting could
be the cause of the observed frequency shift. The frequency spec-
trum at 1500 meters (Figure 29) shows that there is an apprecia-
ble (20%) shift of the "inertia1 peak" toward higher frequencies.
But it is known from a calculation of the average f10\l. observed
by a current meter at 1500 meters' near the location of the five-
day time series (Chapter II) that the mean flow at that depth,
when the time series was made, was small (~ 3 cm/sec). It does not
seem that such a small mean flow cou1 d account for the observed
frequency shift. This does not necessarily negate White1s conclu-
sion, since he was observing at a point where the mean flow was
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about five times that observed at 1500 meters iri the present exper-
iment.. It would seem fortuitous, ,however, that the near-inertial
waves would ah/ays propagate in the direction of the mean flow,
especially if, as the present data indicate, they are geing gen-
erated by atmospheric forcing at the ocean surface. In fact, there
is a suggestion in the data (discussed below) which indicates that
at least the more energetic features in the profiles have a compo-
nent of propagation to the north. Since the mean flow, at least to
about 1500 meters, was to the south during the present experiment,
this ,would imply that, if anything, the inertial peak would be
s h i fted to 1 owe r frequenc i es .
The results of the profiler observation~ now allow us to
propose another mechanism to explain 'i/hy the observed lIinertial
peakll frequency shift almost ah/ays appears to be toward higher
frequencies. This explanation is that the observed waves are
clearly propagating in the vertical. The contour plots (Figures
6 and 7) show that the dominant structures associated with the
near-inertial waves are moving upward in time, corresp6nding to
downward energy propagation. (Of course, these contour plots are
influenced by the mean flow. However, we have already pointed out
that around 1500 meters the mean f1 ow is small, and yet the great-
est speed of upward phase propagation in these contour plots is
found in the 1500 dbar to 2500 dbar range.) In order to propagate
vertically, these waves must have "frequencies greater than the
local inertial frequency. The calculations of Chapter V-c showed
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that, using an assumed form of the internal wave energy spectrum,
the maximum vertical flux of horizontal kiiieticenergy occurs at
frequencies about 20% higher than the inerti al frequency. We
pointed out that, once the energy sources are placed at the surface
(or bottom) boundary, it is inconsistent to have the peak in the
energy spectrum appear exactly at the inertial frequency when waves
of this frequency cannot propagate into the interior. It is con-
sistent, however, to have an "inertial peak" that is shifted to
higher frequencies. It seems likely that the waves which, when
generated at the surrace, have the greatest downward energy flux
would be most able to penetrate through the total water column.
(They would pres'Jmably be able to travel a greater distance in the
vertical before losing an appreciable fraction of their energy due
to friction, non-linear interactions, Shear interactions, or some
other cause. r
We have argued that a s i gni fi cant pa rt of the energy put in
by the atmosphere is lost in a bottom boundary layer~ at least for
the near inertial waves. Calculations of the net downward energy
flux and the rate of energy loss in what we are interpreting in
Figure 8 to be a bottom boundary layer show that (in terms of a
rough calculation) the energy flux into the boundary layer could be
accounted for by the energy loss in the boundary layer. It is cer-
tainly true that other factors can act to remove energy from the
wave field. For example, it is clear that the observed waves tend
to increase in amplitude and decrease in vertical wave length in
"
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the thermocline, where the Brunt-Våisäiä frequency is large. For
waves shorter than some critical value, "the ~hear caus~d by these
waves wi 11 be 1 arge enough so that the Ri chardson number woul d be
less than 1/4, and the flow caused by the wave might become unstable.
This would extract energy from the waves (possibly putting that
energy into turbulence). Such a process would be most active at
the high-vertjcal-wave number end of the vertical wave number spec-
trum. It is also reasonable to expect that frictional losses will
be important throughout the water column (not just in a bottom
boundary layer) for waves with short vertical ~tave lengths. As the
vertical wave length decreases, the frictional term, v a2v/dz2, in
the horizontal momentum equation (Chapter iv) for near-inertial
waves grows. In terms of the boundary layer discussed in Chapter
iv, we can say that (assuming the frequency is fixed and close to
inertial) as the vertical wave length decreases, the horizontal
wave length will also decrease. This will cause the parameter
R = vk2/f of Chapter iv to increase. When this occurs, frictional
losses are no longer confined to a thin bottom layer, but rather
become important in the interior of the water column as well. This
indicates that the argument that near-inertial waves are losing most
of their energy in a bottom boundary layer is probably only appli-
cable for near-inertial waves with small vertical wave numbers.
This process of energy loss due to friction in the interior of the
water column would also be expected to be most active at the high-
vertical-wave number end of the vertical wave number spectrum.
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Another cause of energy loss by these waves woul d be by
interaction of the waves with -the mean flo\'J. In' processing the
profiler data we chose to normalize the profiles by the mean Brunt-
Väisälä profile. This type of normalization was used because it
made the calculations easier to compare with existing theories.
However, it is well known (Phillips, 1966) that a vertical shear
in the mean horizontal velocity profile can also cause changes in
the amplitude and wave length of internal waves as these waves
propagate through the shear profi 1 e. Perhaps the grea tes t di ffi-
culty in evaluating the influence of the shear on the profiles is
lack of data on the direction of horizontal phase propagation of
the waves relati'/e to the mean shear f10i,/. He have made several
attempts to determi ne the di recti on of hori zonta 1 phase propaga-
tion. One attempt involved calculating the coherence between temp-
erature and horizontal velocity components as obtained "by the pro-
filer in individual drops. In theory, observed phase differences
between temperature and east velocity component and temperature and
north velocity component, in the case of a single dominant wave,
would allow one to determine the direction of horizontal phase
propagation. In practice, the observed levels of coherence between
temperature 'and the two velocity components were too 10\'1 to infer
anything about horizontal phase propagation direction. Using the
observed energy levels of the near-inertial waves in the main ther-
mocline and the mean vertical temperature gradient observed there,
a rough calculation indicates that a near-inertial wave with a
"
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frequency 20% greater than the local inertial frequency would pro-
duce a temperature signal that'would be measurable in the profiles,
given the resolution level attainable by the EMVP temperature meas-
urements. The fact that the coherence between temperature and
velocity measurements is so low may be due to the presence of
temperature variations caused by waves with frequencies much greater
than the inertial frequency (the semidiurnal tide, for example).
In order to use the temperature profiles to determine horizontal
propagati on di recti on, better frequency resol uti on of the profi 1 e
data must be obtained. Comparison of drops 235U and 236U (Figure
18)~ both visually and by doing lagged correlations between the
east components and north components of the tWJ profi 1 es, suggests
that strong features whi ch can be identi fied between the, two pro-
files occur at a slightly greater depth in profile 236U (4.8 kilo-
meters to the north of 235U). If this is true it implies that
,
these waves have a component of propagation toward the north.
Taking into account the fact that the mean shear flow is pr4marily
in the north-south direction (Figure 7), it would be expected
(Frankignou1 ,1972) that a wave group with a component of propaga-
tion to the north and propagating energy dm'lnward would be acted
upon by the shear in such a way that the verti cal \'lave 1 ength wou1 d
decrease with increasing depth. In fact, if the wave is thought to
be propagating directly north (against the major part of the mean
shear) t an analysis of the WKB expressions for the change in verti-
cal wave length brought about by changing N and the presence of the
¡,
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shear suggests that the two influences could be of comparable mag-
nitude. However, Figure 3 shows that the i¡iost energetic waves have
wave lengths in the deep water that are longer relative to observed
wave lengths in the thermocline. We have also tried to use the
stretched, normalized profiles to see if there is a shift of ener-
getic spectral peaks in the upper versus lower parts of the
(stretched) water column. We chose a set of stretched profiles
(230D through 2330) which contained a distinct peak at about
130 sdb. Vertical wave number spectra for the upper and lower
halves of these profiles were then calculated separately. On the
assumption that the stretching of these profiles has removed
changes in verti~al wave number and wave amplitude due to variations
of N, any change in the position of the peak in the upper half rela-
ti ve to the lower half mi ght refl ect the influence of shear. The
result showed that there is a slight shift toward higher stretched
vertical wave number in the lower half relative to the upper half,
but it is very small ( ~ 5 sdb). One might expect a shift in this
direction if the waves have a component of horizontal propagation
to the north. The fact that the shift is so small might indicate
that the waves are propagating primarily east-west, with a small
propagation .component to the north.
The major conclusion of the above paragraphs is that a good
eval uation of the infl uence of the mean shear on wave propagation
awaits better estimates of horizontal phase propagation directions.
"
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A final important resu1t,of the present work is that wave
structures have been observed over the rough topography which have
polarization appropriate to upward energy propagation. As pointed
out in Chapter VI, there is a theoretical basis for bel ieving that
rough bottom topography at the 1 atitude of thi s experiment ( - 28°N)
could generate near-inertial waves that must propagate their energy
upward, away from the bottom. Bell (1975) has calculated that
rough topography coul d support an upward energy fl ux of - 1 erg/cm2/
sec. If we accept our estimate of .6 - 1.0 erg/cm2/sec downward
for the energy flux to internal waves input by some (às yet only
poorly understood) atmospheric forcing, then we see that rough
topography generation of upward energy fl ux can be comparable to
atmospheric generation of downward energy flux. Some data from
current meters at 4000 meters in the MODE region (D. Porter, 1975,
personal communication) indicates that, in the band of periods from
37 hours to 14 hours (encompassing the inertial period), the total
energy in the frequency spectra obtained at 4000 meters depth over
the smooth topography is significantly less (at least bya factor
of 2) than the total energy in the above frequency band in spectra
obtai ned at the same depth over the rough topography. The above
observations suggest that, at least in regions of rough topography,
one might sometimes expect to see a convergence of energy toward
the thermocl ine, due to the combined effects of atmospheric and bot-
tom forcing. According to Frankignoul and Strait (1972), such a
convergence in the near~inertia1 frequency band can be seen in
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records obtained at Site D (390,20' N, 700 DO' W). We again empha-
size that we have not seen any evidence 'of dominant upward 'energy
propagation (i .e. counterclockwise polarization with depth) in the
smooth topography time series.
The above discussion makes clear some of the problems asso-
ciated with interpreting the present analysis. These problems, in
turn, suggest. some future experiments which could be performed in
order to clarify the influence of various processes on internal
wave propagation. We would now like to propose several relevant
experiments. First, a time s~ries, similar to the one obtained
over smooth topography, should be performed over a rough topography
region. One of the primary difficulties with interpreting vertical
wave number spectra of deep water profi 1 es over the rough topography
is that the low-frequency shear profile cannot be accurately removed
if only two profiles have been obtained at a given location (at a
time interval of one half of an inertial period). Any remaining
low-frequency components to the profi 1 es wi 11 ca use errors in the
calculated magnitudes of the clockwise and counterclockwise spectra.
Although the smoothed hodographs of Figures 30 and 31 are clearly
rotating counterclockwise with depth, and the main features in the
hodographs appear to reverse direction over the one-half inertial
period time interval between the two profiles, it is difficult to
put any confidence in the interpretation of spectra calculated from
single or paired profiles. A time series over rough topography
could result in other interesting observations as well. For
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exampl~, o~e might speculate that the observed semidiurnal tidal
contribut~on to the profiles, which resides in roughly the lowest
fi ve stretched vertical wave number estimates at the smooth topog-
raphy observation side, might show a change of character over the
rough topography. Interaction between the rough topography and
"loN-mode" seiiidiurna1 tidal waves might lead to the scattering of
the "low-modell energy into higher modes. It wou1 d be interesting
in this regard to compare the DLRC calculations (Figures 24 to 27)
done for the smooth topography time series with the same calcula-
tion done for a time series over the rough topography. If, as
seems likely, the bottom-induced generation of near-inertial, waves
is intermittent in time or space, then the "quick-lookll capability
associated with the EMVP data processing system would be an in-
valuable aid in determining when and where to perform the rough
topography time series.
A second experiment i nvo1 ves usi ng a pai r of EMVP I~ tö per-
form repeated paired profiles, such as those shown in Figure 18.
The single pair in Figure 18, as already pointed out, has shown
that there is an apparent tilt to energetic features that seem to
correspond to each other in the two profiles. Repeated paired
profiles \'/ou1d allow one to make a much more certain estimate of
this tilt and would also (if series of paired profiles were made
along two orthogonal directions) allow one to make an estimate of
the horizontal wave propagation direction. These paired profiles
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could also provide information on whether the field of internal
waves is horizontally isotropic. This infor,mation on isotropy, added
'to observations of asymmetry of the spectrum of internal waves in
vertical wave number (provided by the present work), could be used
to test models that attempt to calculate momentum fluxes (in the
vertical, for example) caused by internal \'/aves (t1üller, 1974).
A final possible experiment would involve the combined data
o of an EMVP time series performed at some location (at the central
mooring, in smooth topography, for example) along with a current
meter mooring at the same location which is densely instrumented
for the fi rs t several hundred meters off the bottom. Thi s exper-
iment would both help to verify thè indication in the present EMVP
data that there is a layer near the bottom in which the average,
high-frequency, horizontal kinetic energy appears to decrease
to\1/ard the bottom and woul d al so provi de frequency i nformati on
which, as indicated in Chapter iv, is crucial in determining the
rate of energy loss undergone by near-inertial waves as they
refl ect off the (smooth) bottom.
Perhaps the useful ness of a set of experimental observati ons
can best be measured by whether analysis of that set of data clearly
illuminates the way along which more comprehensive theoretical and
experimental work may be carried out. The present analysis has
generated" both significant results and significant questions which
mus t be answered by further work, and, therefore, under the above
criterion this set of observational data has been extremely useful.
~ ?
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Drop Date 1973 Drop Time ( Gfn) Position
, 198 t May 19 0231 28°02' .5N 68°331.6W
199 II 22 0045 27°06' .6N 69°40'.12W
200 II 22 1612 28°001. ON 69°191.OW
201 II 23 1512 27°431.2N 70°01' .8W
202 II 24 0737 27°591 .3N 69°391.OW
203 II 24 1454 27°57' . ON 69°361.2W
204 II 24 2034 27°591.2N 69°381.OW
205 II 25 0310 27°591.1N 69°38' .4W
206 II 25 0915 27°581.ON 69°381. OW
207 II 25 2126 29°21 ' ; 7N 700421.2vJ
208 t June 1 0204 28°02 i . ON 68°301.8W
209 t II 1 0559 28°02 i. ON 68°30' .9W
210 II 8 2257 ,27°23' .5N 70°01 ".2W 
211 II 8 2257 27°23' .5N. 70°01'. 2W
212 II 9 0530 27°29' .8N 70°00 i . 4i~
213 II 9 1217 27°23' .5N 70°011 .2W
214 II 9 1217 27°23' .5N 70°01' .2W
215 II 9 1829 27°29' .8N 70°00' .5W
216 II 9 1829 27°291.8N 70°00' .5H
217 II 10 1220 27°39' .5N 69°31' . OW
218 II 10 1220 27°39' .5N 69°31' .OW
219 * II 11 0523 27°59' .8N 69°391.1W
220 * II 11 1152 27°59' .7N 69°381.9W
221 * II 11 1815 27°59' .8N 69°391.2W
"
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Drop
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Date 1973
June 15
II 15
Drop Time (GrH)
19'35
2057
(t) rough topography drops
(*) time series drops
Posi tion
27°52' .1 N 69°39'. OW
27°52' .2N 69°38'. 8W
"
145
146
APPENDIX B
Use of Electro-magnetic Velocity Profilers
to Measure Internal Waves
As was pointed out in Chapter I t a conversion equation must
be used to obtain horizontal \'later velocity from values of horizon-
tal electrical current density recorded by the EMVP. This conver-
sion equation involves not only the above variables, but also the
vertical water velocity at the point of measurement, as well as the
horizontal gradient of any electrical potential that exists in the
water. Vertical water velocities and horizontal potential gra-
dientst therefore, introduce errors into the calculation of hori-
zontal water velocity. He will now solve a rather simple problem
that allows us to obtain an estimate of this error.
The model chosen is that of a rotating ocean with constant
Brunt-Väisälä frequency and constant depth, H, and with a rigid
surface and bottom. We assume that internal wave vertical modes
exist in the water column. This assumption 1S not crucial in esti-
mating the error, as will be seen later.
,The ~quation for the el ectri cal potenti al, ¡, ènd the el ec-
~
trical current density, j = (Jx' Jy' Jz)' generated by an ocean
"
moving with velocity v(x,y,z,t) = (û,v,w) is
"
" ~ -+ -+
V~ = V x F - J/a , B-1
\.
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where (J is the conductivity of the seawater, which is assumed to
be constant, and F = (O,Fy,Fi) is a vector representing theterres-
trial magnetic field. The coordinates x, y, and z are, respectively,
magnetic east, magnetic north, and vertical. The coordinate origin
is located at the sea surface, and z is positive upward.
Equation B-1 will be called the full conversion equation,
'" '"
-+ -+
since it contains all terms that relate ~, v and J. The horizontal
components of equa ti on B-1 are:
'"
Jx
'"
= vFz
- wF li(J y ax
J
'"
-Y=
-ûF _ .a
(J z ay B-2
The underlined terms make up the "applied" conversion equation, or
the equation that is actually used to convert EMVP electrical cur-
rent readings to horizontal water velocity. The remaiJling terms
cause the error. (The reader should refer to Sanford, et. al.
(1974) for a more comprehensive discussion of EMVP measurements.)
'"
-+
Since V .j = 0 and V x F = 0, the equation to be sol ved
becomes
-+ -+ -+ -+V2~ = V · (v x F) = F · (V x v) B-3
with the boundary conditions:
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"
w = Jz = 0 at z = 0;
",
" "
w = J = 0 at z = -H .
z 8-4
" -+
Evaluating v x F, these boundary conditions may be rewritten:
w(z = 0) = w (z = -H) = o ;
A
.a
_ (z = 0) = Fy · û(z = 0)
az
"
M. (z = -H)
"
-H)= Fy · u(z = 8-5
az
.
" "
Given v(x,y,z,t) we can, at least in principle, solve for ~ and
"
then j.
The internal wave equations are:
" "au _ fv = _ .£
at ax
,. "
ëiv ,.
_ È.+ fu =
at ay
,
,. A
aw
= _È.+b'
at az
"
2Ê + N2w = 0
at
" " ,.
au + av + aw = 0
ax ay az 8-6
"" "
where u, v and ware, respectively, the east magnetic, north mag-
netic and vértical velocity components, f is the Coriolis parameter,
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"
and p is pressure divided by a reference density, p. We have used
o
the Boussinesq approximation, in \~hich the density, p , is assumed
to be given by three terms:
" " " "
= Po + p(z) + p(x,y,z, t), B-7p
and the water is assumed to be incompressible. The water pressure
is made up of two parts, PoP and PoP. The hydrostati c part of the
pressure is given by'
" "-p cI(z);. -g(p + p(z)), B-8o dz 0
where g is the acceleration due to gravity. Then Póp is the devia-
tion of the pressure from hydrostatic, the buoyancy, b, is -gp/po
and the Brunt-Vä i säl ä frequency, N, is
N = ( _ -. sl) 1 /2
P dzo
B-9
By Fourier transfonlingequations B-6, where
_ i (kx + 1 y - wt)
u(x,y,z,t) = u(z;k,l,w) e B-10
and similarly for the other variables, we obtain the following
equation for w:
d2w- N2 2+ (k2 + 12) - w W = o.dz 2 w2 _ f2 B-11
The form of w that satisfies the boundary conditions on vertical
velocity at the surface and bottom is
"
"¡
n1rz
W = A sin H
nir
H I
'wi th n an integer, and
n2ir2
H2
N2 - w2
= (k2 + 12)
w2 _ f2
Equations for u and v are:
nirz
-
_ -A N2 _ w2 cos Hu = (i 1 f + kw);nir iw(w2 - f2) nir
H H
nirz
A 2 ' w2 H- N - cos
v = -- (lw - ikf)nir iw(w2 - f2) nir
H H .,
Then d2;i ,-+ .:
~ (k2 + 12) ~ = F · (v x v) =dz2
nirZ
sin H ( N2 - w2= F A
y nir iw(w2 _ f2)
H
nirZ
+ Fz co~uH ~ Bf(k2 + 12)1'
H
where
8 =' _ -- N2 - w2
!! iw(w2 _ f2)
R
(ilf + kw) - ikA 1
8-12
8-13
8- 14
B- 15
B-l!6
8-17
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The boundary condi t ions on ~ are then:
~ F yB ( i 1 f + kw)
dz = nir
H
at z = 0 B-18
and
£l _ F yB ( -1) n ( i 1 f + kw)
dz - at z = -H . B-19nir
H
The system of equations B-1 6, B-18 and B-19 can now be
solved to give:
t FA'~=. y¡k2 + 12 (n2~2 + k2 + 12)
H
( N2 - w2 (1 f _ i kw) _ i k \w(w2 _ f2) )
FyA(N2 _w2) (If - ikw) 1 x
l(2 + 12 w(w2 _ f2)(nir)~ ~H '
x \ coth Á' + l' H - (-1)" csch k + l' H 1 x cosh ..;' + F z
+) "'n,F:k, + " (w~:,-_w:,) (If - ikw)-ik ì
L H"
_ FyA(N2 - w2) Of - ikw) L
w(w2 - f2)(fl)2 S
H
sinh Æ2 + 12 z
1k2 + 1 2
_ 1 ~ (N2 _ w2 .2 2 FyA (2 f2) (1 f - 1 kw)n ir k2 12 W W -
--+ + ,
nirZ
_ ik~ sin H
nnH '
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+ i
F Af(N2 - W2) (k2 + 12)Z cos Hn1TZ
n~w(W2 _ f2) nìr
\-
1 B-20
The full conversion equations have been given above (equa-
tions B-2). The app1 ied conversi on equations (those actually used
,. "
to convert from J to v) are
"
Jx =
a
"
" "*
(v - V ) Fz B-21
Jy =
a
" "*
- (u - IT ) F z ' 8-22
"* ~
where U" and v are depth-independent terms (Sanford, 1971).
"
~
Since we are only interested in the part of J that varies with
depth, \'Je set
"* "*
U" = V = O.
" "
I f we now 1 et ut an d vt be the vel oc i ty componen ts as
rue rue
" "given by equations B-14 and B-15 and u b and v be the compo-
o s obs
nents calculated from the appl ied conversion equations B-21 and
B-22, then: û -û =i£i.true obs F z êly J B-23
"
" - 1 d$ "
v true - v obs - l- ( a; + wF y) .
z x B-24
" "
We see that the expressions for $ and w can be used to estimate the
error in the convers ion equations. At a gi yen depth, z, the energy
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in the u error signal is given by'
EUerror(z) = 1/2 ~ (Utrue- Uobs) (utrue- UObS)*~
= 1
-~
2F 2
z
i~i\
B-25
where the brackets ~ ~ indicate an average over time. Similarly,.
the v error signal is given by'
Ev '(z) = 1/2 c (9 -ij ) (- - *
error true obs v true - v obs ) ~
1=-~
2': 2
, Z
£l
ax + w F Y 12 ~ B-26
We note that.
EUt (z) =
rue
1/2 *~ u · u ~
true true B-27
ançf
*Ev (z) = 1/2 ~ v · v ~true true true B-28
Returning momentarily to the expression for $ (equation
B-20) ~e se~ that the first two terms are proportional to
cosh A2 + 12 z and (sinh (/k2 + 12 z)/ ;k2 + 12). We now make the
assumption that the horizontal component of the wave number vector,
tk2 + 12, is small enough so that the cosh term is independent of z
and the sinh term becomes a linear function of z. Since we are only
"
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interested in that part of ~ th.at is depth-dependent, we ignore
the hyperbolic cosine term. The term (sinh h2 + 12 z)/(h2 + 12) -+
z as ¡k2 +12 -+ o. If we examine the coefficient mu1 tiplying
(sinh Æ2 + 12 Z)/(Á2 + 12) we see that for k2 + 12 "" (n2n2)/(H2)
the last term in the coefficient cancels the first term, and we are
2 2
left with (-i kFyA)/(nH~ ) as the coefficient of the term propor-
tional to z. ,For k = a this term disappears. Even if k ~ a this
term decreases rapidly as n increases; that is, for higher modes or
for frequencies close to f. Since we are only interested in those
A
terms that are sinusoidal in z, \Aie will ignore the terms in ~ that
are ei ther independent of z or are only weakly dependent on z.
Then
~ · - .i + ~2 + 12 f Fl' L(:: : ~:) (If - ikw) -H2 t
nnz
). Hik S1nnn
H
+i
F Af(N2 - w2) (k2 + 12)
Z
nnz
cos H
1 B-29
nn (2 _ f2)
H W W
nn
H
(The reason for this assumption has been explained in Chapter II.
Any depth-independent contributions to the profiles examined in
Chapter II have been removed prior to analysis. Thus, the (approx-
"
"
¡,
f
"
imately) depth-independent contributions of ~ should not appear in
the profil es. )
We are particularly interested in the relative error in
uobs and v obs' gi ven by Eu /Eut and Ev /Ev ,error rue error true
..-
rl
\.-..---
ti'.~"
,. ~..
)
t'l
...1-
-. ':..
,i
0'.':;.. " .t
respectively. For_ simplicity, we _have averaged the quantities
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'ì
Eu , Ev' , Eu , and Ev over depth, z, from 0 to -H.t" error error true true
ThEm
Eu: == 1 ê H .i
. true H)
o
- -* dutrue · utrue ~ z, B-30
and similarly for the other three quantities. The final result is
that Eu /Eu and Ev /Ev are given by:
error true error true
== EUerror = (n'lT) 2
~
Tu PH F 2 + 2 w2 _ f2,F
Eu F 2(n2TI2 + k2 + 12)2
Y Y
N2 _ w2true z 2
H
F 2f2(k2 + 12)2
x (2w2k2 + w2k2(W2 - f2) ì
k'w' + I'f' (N' - w') (k'w' + I'f') + (:'w' + I'f') (~)'
H
EVerror _ F y 2
Tv == Ev - ~
true z (12w2 + k2f2)
k2("TI)2
H x '
S 12f2 + k2w2 + w2 - f2 (2W2k2 _
L N2 _ w2
((nTI)2 + k2 + 12)2
H
2w'((~~)' + k' + I'))
+ (W2 _ f2)2 ( w2((nTI)2 + k2 + 12)2
- k 2W2 + H(N2 _ W2)2 k2
F 2
- 2 ((n~)' + k' + I')W') + F;' f2(k2 + P)2 L( nTI) 2 5 .
H
1;
B-31
B-32
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Cons i deri ng fi rs t the u-c~mponent error, it can be shown
that Tu is a maximum, for a given 00 and ~, if the wave is propa-
gating in the north-south di rection (k = 0). Further, for waves
travel ing in the east-west direction 1 = 0, and Tu = O. For
12 ~~(n~)2, we find that max nu)Ci 12 , if the frequency, 00,
(nn) 2H
is close enough to f so that (002 f2)/(N2 - 002) is small. Since
12 = 002 _ f2
(n~)2 N2 - ul B-33
from equation B-13,
2 _ f2
max fTu)oL 002
N _ 002 6-34
Equation B-33 or B-34 shows that the relative error 
in the u-compo-
nent energy depends only on frequency, 00, or (i,/hat amounts to the
same thing) on the north-south "aspect ratioll of the wave, l/(nn/H).
Similar statements, may be made about relative error in the
v-component energy. In this case, Tv is a maximum, for a given 00
and n, if the wave is propagating in the east-west direction (1 = 0).
However, Tv does not go to zero as k goes to zero, because of the
presence of the term involving vertical velocity in the full conver-
sion equation for v. If (002 - f2)/(N2 - 002) is small we find that
2
max (Tv) 0( k
- (nn/H)2 B-35
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As was the case for Tu, max tTv) for small (w2 - f2)/(N2 - w2)
depends only on the frequency~ or alternatively, on the east-west
aspect ratio k/(nn/H).
Using values of the Brunt-Väisãlä and inertial frequencies
appropriate to the MODE center at a depth of 4500 dbar, we find
that the relative error terms max fTu) and max tTv) are both less
than 5% for peri ods down to about one-ha 1 f day. Th is range of
periods from inertial down to one-half day contains roughly three
fourths of the energy observed in internal wave spectra ffom the
HODE area.
We have ignored vertical variations of N and the fact that
the observed waves are propagating in the vertical. Since the
error terms are proportional to (w2 - f2)/(N2 - w2), and' this
-
would not change if waves were propagating vertically, the presence
of vertically propagating waves would not change the error estimate
s i gnifi cantly.
The influence of varying Brunt-Väisalä frequency is somewhat
more difficult to detennine. If N varies weakly with z. this means
the forcing terms on the right hand side of equation 8-17 have
coefficients that are weak functions of z. If we assume that N
varies OR å scale that is appreciably longer than the scale of the
waves and try to solve the forced problem us i ng two depth scales,
we would find that the lowest order estimate of the relative error
terms would again be proportional' to (w2 - f2)/(N2 - w2) but that
now N is a weak function of z. The value of N used above to get
¡,
,
!
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rel ative error estimates was taken to be that at 4500 dbar because
this value is close to the minimum average v~lue tn the N profile
and thus presumably maximizes the relative error.
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APPENDI X C
Accuracy and Precision of Observations
It is important to distinguish between accuracy and preci-
sion when interpreting velocity measurements obtained by the Er~vp.
This is true because of certain characteristics of the EtiVp it-
self. A detailed description of the arrangement of sensors on the
EMVP can be found elsewhere (Sanford, et. al., 1974). It has been
pointed out (Sanford, 1971) that the electrodes that sense hori-
zontal electric current density only measure the depth-varying part
of the current. That is, there is a depth-independent part of the
current that is not sensed by the E~lVP. Therefore, the ins trument
measures horizontal current in much the same way that geostrophic
shear calculations do, when a "level of no motion'l must be assumed.
This is clearly a loss of accuracy in the instrument.
A second cause of loss of accuracy in the EMVP involves the
actual location of the electrodes on the instrument. As the pro-
filer falls, it rotates. This rotation causes an oscillatory cur-
rent to flow in a coil within the profiler, since the coil is
rotating in the terrestrial magnetic field. This oscillating cur-
rent is then used to determine the point in a cycle of rotation
when the coil is pointing toward magnetic north. The orientations
of the two independent sets of electrodes on the profiler are de-
fined relative to the direction of this "compass coi 1.11 In the
present configuration of the instrument, one set of electrodes is
,
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oriented parallel to the compass coil, and one set is oriented
perpendicular to it. However, these IIperp~nd,icularlIand IIparallelll
orientations relative to the compass coil can only be measured to
about a degree. The result is that errors in defining the orien-
tation of the electrodes on the instrument cause errors in the
determination of the magnetic bearing of the horizontal electric
current density vector, and thus errors in the measured water ve-
locity. This is a systematic error, which is another cause of loss
of accuracy in the measurements. If, in a small section of a pro-
file, velocity readings from the two independent electrodes are
compared, it is usually found that although the two.velocity read-
ings track each other closely with changing depth, there can be a
constant offset beti/een the two of up to 1 cm/sec. If thi s offset
i sremoved, the actual R~'S di fference between the two readings is
usually less than 0.5 cm/sec. This RMS error can be ta.ken to be
an estimate of the precision of the velocity measurements.
A more detailed discussion of ErWp velocity measurement
errors can be found in Sanford et. a 1. (1974). The above sources
of error should be kept in mind when interpreting velocity profiles.
As mentioned in the introduction, the EMVP also carries
pressure, temperature and conductivity sensors. We will consider
the pressure sensor error first. Because data in the EMVP is re-
corded in digital format, there is a quantizing error in any re-
corded variable. In the case of pressure, this quantizing error
amounts to about 1.5 dbar. Bottom pressure values as obtained by
"
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the EMVP for each drop in the time series have been compared in
order to estimate the precision of pressure me'asU'rements .If we
assume that the bottom at the, time series site is flat, so that the
EMVP hit bottom at the same depth in each drop, then a compari son
of bottom pressures as recorded by the EMVP indicates a root-mean-
square error of about t 1 dbar at about 5500 dbar. Thi s is a meas-
ure of the precision, or repeatability, of the pressure measurements.
On the other hand, accuracy is limited by the fact that values of
pressure computed from PGR (Preci s i on Graph i c Recorder) readi ngs
could be determined to only about 5 dbar.
Temperature and conducti vi ty measurements were notably 1 ess
successful than pressure measurements. The qu~nti zi ng errors for
temperature and conductivity are 0.017° C and 0.02 mmho/çm. The
quantizing error in temperature is twice what it should have been,
since the least significant bit in the digitizer was usually stuck
in the 11111 mode. In addition, due to a failure of the conductivity
head on the profi 1 er (the quartz 1 i ner in the head cracked under
high pressure and fell out), the conductivity measureménts of the
head were seriously influenced by temperature and pressure. This
made the computation of salinity difficult. Although à curve was
deri ved whi ch corrects conducti vi ty for the above i nfl uences of
temperature and pressure on the head, the resulting computed salin-
ity was only accurate to about 0.035 0/00. This was not judged to
be sufficient for density computations, and so these measurements
ha ve not been used in the present work.
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Finally, a comment should be made on navigational accuracy
during the time series. ShipposHions were 'determined by Loran C.
Although nominally performed at one location, a comparison of re-
corded ship positions for all drops during the time series indicates
that the ship positions have a standard deviation of about! 230
meters (east-west) and t 270 meters (north-south) around a mean
position of 270 59.751 N, 690 39.04' W. It should be noted that
the above numbers are based on ship position at the beginning of
each drop. The EMVP usually spent 5 to 10 minutes on the surface
before it began its descent. During this time the instrument was
drifting free of the ship and was presumably carried to the south
by the mean flow (see Figure 5). This additional drift of the
instrument to the south would result in a shift of the mean posi-
tion of the time series to the south-(probably by about 100 to 200
meters) but presumably would not increase the standard deviation of
the drop positions appreciably.
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APPENDIX D
A More General Treatment of the Partition of Energy
Between C1 ockwi se and Countercl ockwi se Spectra
We let m be the vertical wave number in the stretched verti-
cal coordinat~, f be the inertial frequency, and w be the wave fre-
quency. In what follows, we will use the vertical coordinate s,
.. *
where s = -z . Thus s is a stretched vertical coordinate increas-
ing upward. The horizontal velocity components of a single internal
wa ve may be represented by:
U ( . ) _ 21Ti(ms - wt) . . _ f21Ti(ms - wt)s,t,w,m - e , U (s,t,w,m) - - e , D-1l .,
where UL and UT are the horizontal velocity components parallel
and perpendicular to the direction of horizontal phase propagation,
respectively. Then (Garrett and Munk, 1972), the east and north
(u and v) velocity components are given by;
u = i UL cosCP' - UT sincp
and
v = i UL sincp + UT coscp D-2
where cp is the horizontal phase propagation direction. We adopt
the convention that m is always positive. A wave with upward phase
propaga t i on then has a pos i t i ve frequency, w, wh i 1 e a wave wi th
downward phase propagation has a negative frequency. All
contributions to the profiles ~rom upward propagating waves may
then be represented bye
N 0'
U~ (s, t~~) = 5 r A((iJ,m;~) e 2iri(ms - wt) dm dw
f 0
and
N 0'
u~ (s, t;~) = 5 r
f" 0
f 2iri (ms - wt)W A(w,m;~) e dm dw D-3
The amplitude function, A, is considered to be non-zero only for
f ~ w ~ Nand m ~ O. Therefore, the double integrals can be con-
sidered to be integrals from _00 to +0. We similarly represent the
contributions to the profiles from downward propagating waves as,
co co
t) f r 2iri(ms - wt)UL (s ,t;~) = B(w,m;~) e dm dw
-c -c
and
00 00
u~ (s,t;~) = r S f B(w,m;~) e2iri(ms - wt) dm dw
w D-4
,-co -0' .
In this case, B is non-zero only for -f ~ w ~ -N and m ~ o.
The total horizontal velocity components are then given by~
U = U u + U 0 and U = U'" + U 0 . D-5L ~ L T ~ ~
The cross correlation between u and v and the autocorrela-
tion for the u and v components are:
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P "U" (5, t ; ip ) ô ( T ) = ".i ~ u (s , t ) v * (s + 5, t + T)
+ ¡(S,t)V(S + s,t + TlJ ó(t)ó(t - T) 't's
D-6
and
(p (s,T;ip) + p (s,T;ip)) ó(T)"\,, .. "
= "" \U(S,t)U*(S + s,t + T) + u*(s,t)u(s"+ s,t + T)
+ v(S,t)V*(s + s,t + T) + v*(S,t)v(S + s,t + T)l ó(t)ó(t ~ T) ~t~s
D-7
where the angle brackets denote averages over sand t. The ó-func-
tions ari se because we are making a 1 inear se~tion of the random
wave field along the saxis (Konyaev, 1973). (The contr,ibutions
to u and v at a given frequency and -vertical wave number are
assumed to be a sum of waves with random phases.)
We assume that the above integral 1 imits may be taken as - 00
to + 00. This implies an infinitely deep water column. Strictly
speaking, the limitation to a finite d~pth will cause the vertical
wave number spectra calculated below to be smoothed by a window
which is a function of (stretched) vertical wave number. The finite
depth limitation has been ignored in what follows. Using the above
expressions for the correlation functions, we can calculate the
cospectrum (P), quadrature spectrum (Q), and the total energy
spectrum (TE) for zero time lag. . These quantities are given by
00 00
P(m;~) + iQ(m;cj) = f r PU'i ("s,T;~)ô(T)e-2iri(ms - wI) ds dT
~ ~ D-8
and
TE(m;cj) =
00 00
r r -2iri(ms - wI)(p + P )(s,T;ai)ô(T)e ds dT'U v. " "
-00 -00
Carrying out the required calculations, we find
, N( r f2 'P(m;ai) + iQ(m;ai) = 1/4 t cosaisinai (1 - w2) IA(w,m;ai) 12dw
-N - f
+ 5 (1 - .L) I B (w,m; ai ) 12 dw
w2
-f N -N )
- i L r : IA(w.m;~) I' dw + r ~ IB(w,m;~lI dw Jf -f
and
TE(m;ai) = 1/4
N
f r
f
I A (m ,w; ai) 12 (1 + ~ ) dw
, w2
-N
+ r IB(w,m;~)I' (1 +~) dw 1
-f
We can simpl ify these expressions if we assume:
D-9
D- 10
D-l1
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"
"
¡,
,
r
"IA(m,w;~) 12 = (1 - a(m,w i) )E(w i )A(m) R(~)
"IB(m,w;~)12 = a(m,w')E(wl)A(m)R(~), D-12
where Wi ~ O. The value of a(m,w') is between zero and one. Use
of this coefficient allows us to indicate how much energy is con-
tributed to a one-sided frequency spectrum by waves with upward
and downwa rd phase propaga t ion. R (~) is ass umed to be norma 1 i zed
. "
so that its integral around 2ir is one. E(w') and A(m) could be
identified with the frequency and vertical wave number dependence,
respecti vely, of the Garrett-Munk spectrum gi yen in Chapter V.
Integrating around ai, we get
TE(m)
N
= 1/4 r
f
D-13E(wl )Â(m) (W12 + f2) dW'
Wl2
and
N
Q(m) = 1/4 r E( WI )Â(m)
f
(L) (1 - 2et) dw'i
w
D-14
The cl ockwi se and counterc1 ockwi se spectra are gi ven (to
within a constant) by:
C(m) = TE(m) + 2Q(m)
A(m) = TE(m) - 2Q(m) (Gonà11a, 1972). D-15
We point out that neither TE nor Q contains mul tipl icative factors
involving cos~ or sin~ in equations D-10 and D-ll. These quantities
(and therefore C(m) and A(m) do not depend on the distribution of
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R(~) around a circle. This is another way of saying that C(m)
and A(m) are invariant with respect to a rotàtion of the hori-
zontal coordinates. If we now assume that E(w i) has a sharp peak
at a frequency Wi near the inertial frequency, so that Wi /f - 1,o 0
then
A(m)
C(m)
i
:: 1 - a(m, wo)
a(m, Wi)
o D- 16
which is the ratio of downward to upward energy propagation. For
a small a (which means that most of the energy is propagating down-
ward), A(m) is much larger than C(m). It is important to remember
-*
that s is positive up. If we were to use z , the stretched verti~
ca1 pressure coordinate which increases downward (as for' the spec-
trum in Figure 13, for example), then C(m), the clockwise spectrum,
would dominate. ..*(Changing the vertical coordinate from s to z is
equivalent to inter-changing A and C.) Several other points can
be made. First, if a = 1/2 everywhere, the quadrature,spectrum will
be zero, and clockwise and counterclockwise energy will be equal.
The choi ce of a = 1/2 corresponds to the case when, on the average,
equal energy is contained by waves with upward and downward energy
propagation. Second, if an energetic wave is present with a fre-
quencymuch greater than inertial (such as the semidiurna1 tide),
we might expect that the addition of this wave will cause the ratio
A(m)/C(m) to approach one. It is interesting to note in this con-
text that the estimates of A(m)/C(m) (~sing i* as the vertical
coordinate) at the smallest vertical wave numbers in Figure 22
(where we know that the semidiurna1 tide is important) do s'eem to
increase, relative to estimates at neighboring, higher stretched
vertical wave numbers .
\.
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