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Abstract 
Crime is one of the major issues affecting our society. To handle it, we have a police system 
and the judiciary in place. Our paper proposes an information system that can be used to 
help the police effectively extract knowledge from the daily collected information. It does this 
with the help of two methodologies-data fusion and data mining. Data fusion manages, 
merges and interprets information from multiple sources and it overcomes confusion from 
conﬂicting reports and jumbled or noisy backgrounds. Data mining is used to automatically 
discover patterns and relationships in large databases. Our system aims to work on two 
objectives which are, to map crime trends and perform crime analysis and to detect the 
patterns in previous crimes and apply them to the current situations to ﬁnd similarities. Our 
paper explores methods to perform these two tasks, independently. 
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INTRODUCTION 
With the steady rise in population, it has 
been observed, that crime increases 
exponentially, affecting the stability of 
society with regard to social and economic 
equality. To confront this problem, we 
have an effective police system and the 
judiciary. However, with the rapid 
advancement in technology, even the 
criminals are updating their ways. In such 
a situation, the methods to catch them 
should be upgraded [1]. Criminology is an 
area that focuses the scientific study of 
crime and criminal behavior and law 
enforcement and is a process that aims to 
identify crime characteristics. It is one of 
the most important fields where the 
application of data mining techniques can 
produce important results [2]. 
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The idea here is to augment human 
experience with computer models via data 
mining. According to statistics published 
by the department of police in 2014, 
330754 cases have been recorded from 
which 25.7% is the conviction rate. This 
amounts to a crime rate of 26.6% which is 
an increase from the crime rate in 2013, 
which was 24.4%. When performing 
necessary calculations for the above 
statistics, police department has to handle 
a lot of cases per day. So, the requirement 
of an efficient way of analyzing crime 
related information and identifying 
criminals of crime incidents has arisen for 
providing a better service to the society 
[3]. Large amount of data is collected 
during crime investigation process and it 
is essential to extract meaningful 
information from it. Data mining is an 
efficient technique for this purpose. The 
information gathered by evaluating 
patterns from existing data, can help the 
police respond quickly and take further 
action in the optimum way possible.  
Crime data analysis is an objective way to 
address crime problems locally, regionally 
and globally. The daily issues of crime 
must be addressed in a quick and effective 
manner and predictive analysis can be 
carried out to prevent the occurrence of 
such crimes in the future. 
LITERATURE SURVEY 
Since the amount of crime data generated 
is humongous, different systems having 
different objectives have been proposed to 
process these data and prevent the 
occurrence of crime in future. Following 
are some of the existing systems: 
 
Crime and Criminal Information 
System (CCIS) and Common Integrated 
Police Application (CIPA) 
CCIS is a national project of sharable 
database on crime and criminals at district, 
state and national level for assisting 
investigating and supervising officers and 
police planners to formulate crime-control 
strategies. Common Integrated Police 
Application (CIPA) provide the basis for 
evolution for Crime and Criminal 
Information System (CCIS) which is 
uniform across the country from police 
station level onwards [4]. It aims at 
automation of all functions carried out at 
primary source of information itself the 
police stations.  
 
Objectives: 
 Computerize crime and criminal 
information collected by officers.  
 Reduce manual effort and increase 
efficiency, of police. 
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 Elimination of inconsistent and 
duplicate record keeping. 
 Restoration of stolen property to 
legitimate owner. 
 Keep track of cases‟ status. 
 Increase transparency in the working 
of police.  
 Generate vital reports from crime 
database. 
 
Drawbacks: 
  The absence of intelligent decision 
support system made it a somewhat 
„standalone‟ system. 
 No analytical tools for analyzing large 
databases. 
 
Coplink 
COPLINK a tactical, line-level solution to 
the problem of inaccessible or irretrievable 
information as a result of disparate law 
enforcement information systems that lack 
a common language or platform. IBM 
COPLINK is police software with 
capabilities to consolidate data from many 
sources, aid collaboration and help 
generate tactical leads [2]. 
 
Objectives: 
o Discoverinvestigative case leads by 
organizing and providing tactical, 
strategic and command-level access to 
vast quantities of seemingly unrelated 
data. 
o Centralize multiple data stores in one 
system and discover hidden value in 
existing information stores. 
o Share data with other law enforcement 
organizations with security-rich 
features, including password 
protection and data encryption. 
 
Drawbacks: 
 COPLINK have limited areas of use 
[5]. It is used only in Arizona. 
 One of the biggest drawbacks of 
COPLINK is that it is complicated to 
use. Multiple queries need to be fired 
to get the required information. 
ReCAP 
The Regional Crime Analysis Program 
(ReCAP) system is a computer application 
designed to aid local police forces. ReCAP 
is a tool which uses data mining 
technologies to analyze crimes [6]. 
 
ReCAP performs the following functions:  
 The database of police incidents 
stores all necessary information.  
 The database query tools allow the 
extraction of required information. 
 The spatial tools provided by the CIS 
map out the crime incident data and 
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provide spatial data mining and 
analysis. 
 The data mining and temporal tools 
provide insight into the nature of 
crime incident data through control 
charts, clustering analysis and 
forecasting.  
 
Drawbacks: 
 Highly localized. 
 Works on specific data structures and 
relies on RDBMS [7]. 
Objectives: 
Having seen the drawbacks of existing 
systems, we are proposing a system with 
following objectives: 
 To find crime patterns and perform 
crime analysis in effective manner. 
 To predict the crime trends in a 
particular area, i.e., hotspots. 
 To detect the patterns in previous 
crimes and apply them to the current 
situations to find similarities. 
 
Table 1:  Comparison between Existing Systems and Proposed System.
Sr. 
No. 
Parameters CIPA ReCAP COPLINK 
Proposed 
System 
1. Type of Analysis 
Generate 
Database 
Reports 
Provide Spatial 
Data Mining 
and Analysis 
Help Consolidate 
Data from 
Different Sources 
Predictive 
Analysis 
2. Use of Tool 
No Data 
Mining Tools 
Data Mining 
Tools, Spatial 
and Temporal 
Tools 
Database Tools 
Data Mining 
Tools 
3. Ease of Use Multi-lingual 
Code has to be 
Specialized in 
Complicated to Use User Friendly 
4. Web Based Application 
Read only 
Purpose 
No No 
Access and 
Update 
5. Limitation 
Absence of 
Intelligent 
Decision 
Support 
System 
Limited Area 
of Use 
Highly Localized. 
Works on Specific 
Data Structures and 
Relies on RDBMS 
Limited 
Geographic 
Scope 
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SYSTEM DESCRIPTION 
We propose a web-based application for 
analysis of crime and criminal data. The 
system aims to analyze the “hotspots” of 
different crimes, in one module, and 
attempts to classify criminals based on 
past criminals‟ behaviors in the other. The 
geographical scope includes area under 
one police station in Pune City. 
 
Figure 1 tells us about the actual flow of 
the system, how the system would work. 
Initially, the system would perform pre-
processing on raw data and then data 
mining techniques would be applied on 
processed data to get the desired outcome. 
The two modules would work 
independently with respect to the query to 
the system. The pre-processing step for the 
entire system, would, however, be the 
same and according to the kind of data 
required, the data will be fetched from the 
database. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1: System Block Diagram. 
 
Input (Query) 
Data Mining Techniques 
Actual Data Set 
Clustering 
Data Preprocessing 
Preprocessed Data 
Association Rule Mining 
Hotspots Identified Behavioural Analysis 
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Pre-processing of Data 
Data pre-processing is an important step in 
the data mining process. Data-gathering 
methods are often loosely controlled, 
resulting in out-of-range values (e.g., 
Income:-100), impossible data 
combinations (e.g., Sex: Male, Pregnant: 
Yes), missing values, etc. Analyzing data 
that has not been carefully screened for 
such problems can produce misleading 
results. Thus, the representation 
and quality of data is first and foremost 
before running an analysis. 
Real-world databasesare highly 
susceptible to noisy, missing and 
inconsistent data due to their typically 
huge size [8]. 
 
Data cleaning can be applied to remove 
noise and correct inconsistencies in the 
data, along with handling the missing 
values. Data integration merges data from 
multiple sources into a coherent data store, 
such as a data warehouse. Data 
transformations, such as normalization, 
may be applied. For example, 
normalization may improve the accuracy 
and efficiency of mining algorithms 
involving distance measurements. Data 
reduction can reduce the data size by 
aggregating, eliminating redundant 
features or clustering, for instance. 
Finally, data discretization can be 
performed to reduce the number of values 
for a given continuous attribute by 
dividing the range of the attribute into 
intervals.  
 
Module 1: Hotspot Detection 
Hotspot detection focuses on detecting 
active areas in crime; that is, an area 
where a particular crime frequently occurs 
between a specific time span of the day or 
given an area finding the crimes mostly 
prevalent there. 
 
Input:    
1. Query by Area. 
2. Query by Crime. 
 
Output:  
Hotspots detected according to the query. 
The Crime Hotspot Detection module is 
divided into following sub-modules. 
 
By Crime 
 Select the crime for which you need to 
find most likely regions of occurrence. 
 Partition the available data set on the 
basis of the time of day of that crime 
in different regions. 
 Identify the maximum occurring 
region in each cluster. 
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By Region 
 Select the region for which you need 
to find most prevalent crimes. 
 Partition the available data set on the 
basis of the time of day of that crime 
in different regions. 
 Identify the maximum occurring crime 
in each cluster. 
 
Clustering can be used to efficiently 
identify such hotspots [9]. Cluster analysis 
or simply clustering is the process of 
partitioning a set of data objects (or 
observations) into subsets. Each subset is 
a cluster, such that objects in a cluster are 
similar to one another, yet dissimilar to 
objects of other clusters. The set of 
clusters resulting from the cluster analysis 
can be referred to as a clustering. Different 
clustering methods may generate different 
clusters on the same data set. Two 
possible approaches for clustering are: 
 K-Means (A Centroid-Based 
Technique). 
 K-Medoids (A Representative Object-
Based Technique). 
K-means clustering is sensitive to the 
outliers. Thus, when assigned to a cluster, 
they can distort the mean of the cluster. 
This distortion affects the assignment of 
other objects to clusters. For this reason, 
K-medoids clustering algorithm is used, 
where representative objects called 
medoids are considered instead of 
centroids. Because it uses the most 
centrally located object in a cluster, it is 
less sensitive to outliers compared with 
the K-means clustering.  
 
K-medoids is also a partitioning technique 
of clustering that clusters the data set 
of n objects into k clusters with k known a 
priori. The k-medoids is related to the k-
means algorithm and the medoids shift 
algorithm. K-medoids chooses data points 
as centers (medoids) and works with an 
arbitrary matrix of distances between data 
points. 
 
Algorithm:  
k-medoids. PAM, a k-medoids algorithm 
for partitioning based on the medoids or 
central objects. 
 
Input: 
- k: the number of clusters. 
- D: data set containing n objects. 
 
Output:  
A set of k clusters. 
 
Method:  
1. Arbitrarily choose k objects in D as 
initial representative objects or seeds; 
2. repeat 
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3. assign each remaining object to the 
cluster with the nearest representative 
object; 
4. randomly select a non-representative 
object, ᴏrandom  ; 
5. compute  the total cost, S, of swapping 
representative object, ᴏj, with ᴏrandom; 
6. if S<0 then swap ᴏj  with ᴏrandom  to 
form a new set of k representative 
objects; 
7. until no change; 
 
When the size of a data set is too large, it 
is possible to divide the data into different 
subsets and to use the selected cluster 
algorithm separately to these subsets.  This 
approach is known as „divide and conquer 
„technique. The divide and conquer 
algorithm first divides the entire data set 
into a subset based on some criteria. On 
the selected subset clustering algorithm K-
Medoids is applied. 
 
Module 2: Behavioural Analysis 
This module focuses on predicting the 
crime a criminal may commit in future 
depending upon his crime history by 
finding the frequent patterns from the 
records available. 
 
Input: Criminal History, that is, crimes 
committed till date. 
Output: Prediction of possible crimes in 
future.  
 
Behavioural analysis focuses on predicting 
if a certain suspect is capable of 
committing the crime in question. This is 
done by going over the particular 
suspect‟s criminal records, as well as 
records of those individuals whose 
patterns match the suspect‟s. By finding 
the frequent patterns, a rule can be 
established which will predict the 
capability of a particular criminal to 
commit a particular crime [10]. For this, 
Association Rule Mining is used. 
 
There are two algorithms for association 
rule mining: 
(1) Apriori Algorithm 
(2) FP-Growth Algorithm 
 
The Apriori algorithm performs better as 
the threshold decreases compared to FP-
Growth, indicating that the former 
provides a better overall performance. FP-
Growth uses more complicated data 
structures and mining techniques. Apriori 
is the simplest algorithm which is used for 
mining of frequent patterns from the 
transaction database. So, we will be using 
Apriori algorithm in our system for 
performing behavioral analysis. 
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Apriori Algorithm 
In computer science and data mining, 
Apriori is a classic algorithm for learning 
association rules. Apriori is designed to 
operate on databases containing 
transactions (for example, collections of 
items bought by customers, or details of a 
website frequentation). The algorithm 
attempts to find subsets which are 
common to at least a minimum number C 
(the cut-off, or confidence threshold) of 
the itemsets. Apriori uses a "bottom-up" 
approach, where frequent subsets are 
extended one item at a time a step known 
as candidate generation and groups of 
candidates are tested against the data. The 
algorithm terminates when no further 
successful extensions are found. Apriori 
uses breadth-first search and a hash tree 
structure to count candidate item sets 
efficiently.  
 
This can be divided into two steps as:  
 Find all frequent itemsets.  
 Each of these itemsets will occur at 
least as frequently as a predetermined 
minimum support count, min_sup. 
 Generate strong association rules from 
the frequent item sets. 
 These rules must satisfy minimum 
support and minimum confidence. 
 
Algorithm: Apriori. Find frequent 
itemsets using an iterative level-wise 
approach based on candidate generation. 
 
Input :  
-D: A data set of transactions. 
-min_sup: The minimum support count 
threshold. 
Output: L, frequent item sets in D. 
 
Method:  
1. L1 = find_frequent_1 – itemsets(D); 
2. for(k=2;Lk-1 ≠ ø;k++){ 
3.  Ck = apriori_gen(Lk-1); 
4.  for each transaction t ϵ D{ 
5.   Ct = subset(Ck,t); 
6.   for each candidate c ϵ Ct 
7.    c.count++; 
8.  } 
9.  Lk = {c ϵ Ck | c.count ≥ min_sup} 
10.          } 
11. Return L = Uk Lk ; 
 
Procedure for apriori generation 
Procedure apriori_gen (Lk-1: frequent (k-
1)-itemsets) { 
1. for each itemset l1 ϵ Lk-1 
2. for each itemset l2 ϵ Lk-1 
3.  if(l1 [1]  = l2 [1]) ˄ (l1 [2]  = 
l2 [2]) 
˄…… ˄ (l1 [k-2] = l2 [k-2]) ˄ (l1 [k-1] 
< l2 [k-1]) then { 
4.   c= l1 join l2 ; 
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5. if has_infrequent_subset(c,Lk-1) 
then  
6. delete c; 
7. else add c to Ck ; 
8.  } 
9. Return Ck ; 
Procedure to find infrequent subsets 
Procedure has_infrequent_subset(c: 
candidate k-item set; 
  Lk-1: frequent (k-1)-itemsets); 
1.  for each (k-1)-subset s of c  
2.   if s does not belong 
to Lk-1 then 
3.    return 
TRUE; 
4.  return FALSE; 
 
IMPLEMENTATION OF THE 
SYSTEM 
Crime Investigation Tool is divided into 
several components to describe the system 
clearly. Figure 2 shows those components 
and how they are interconnected within 
the system. It consists of three layers-
Application Layer, Business Layer and 
Database 
Layer.
 
Fig. 2: Implementation Diagram. 
Application Layer 
User Interface 
The user interface is one of the most 
important parts of any program because it 
determines how easily a user can interact 
with the program.  User interface, which is 
one of the components in Crime 
Recognition Tool, consists of all the web 
pages of the system that are displayed to 
the users through a web browser [11]. 
 
JSP 
JSP is responsible for presentation aspect 
of the application according to the model 
data and also responsible to forward query 
response to the Servlet. User input 
validations, for example validating user id 
and password and displaying error 
messages when validations are failed are 
also easily implemented using JSP. All the 
widgets in user interfaces such as input 
fields, buttons and menus were developed 
using JSP‟s. 
 
Servlets 
Servlets accept and intercept user requests 
and control the business objects to fulfill 
these requests. An application has a servlet 
container for related functionality. 
 
Business Layer 
This layer contains the business logics and 
functions that manipulate the criminal 
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record data. It provides updated 
information to view domain and also gives 
responds to queries. And the servlet can 
access the functionality the system 
provides. 
 
Database Layer 
Database stores all the crime and criminal 
information as well as the patterns or the 
clusters of crime incidents. Moreover, it 
stores the details of Crime Investigation 
Tool System‟s users as well. After 
successfully creating the database we can 
configure the database connectivity of the 
application server by configuring a JDBC 
data source and then deploying that JDBC 
resource to the application server [12]. 
 
Control Flow 
1. The user interacts with the user 
interface in some way (e.g., user 
selects an option). 
2. A servlet handles the input event from 
the user interface, often via a 
registered handler or callback.  
3. It accesses the business layer, possibly 
updating it in a way appropriate to the 
user‟s action (e.g., user updates crime 
record). 
4. A JSP page uses the business logic to 
generate an appropriate user interface 
(e.g., a screen listing the crime 
contents). It gets its data from the 
business logic.  
5. The user interface waits for further user 
interactions, which begins the cycle 
anew.  
 
SIMULATION AND RESULTS 
The following simulation results and 
performance graph are of j48, JRip and 
Naïve bayes algorithm. We have used k-
mediods and apriori algorithm. The results 
are more accurate than j48, JRip and 
Naïve bayes algorithm. We got 99% 
accuracy using k-mediods and apriori 
algorithm.  
 
Fig. 3: Simulation Results and 
Performance Graph. 
 
CHALLENGES 
An ideal crime recognition system should 
be able to identify crime patterns quickly 
and in an efficient manner for future crime 
pattern detection and action. However, in 
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the present scenario, the following major 
challenges are encountered [13]. 
1. The data collection and identification 
of important attributes poses a major 
challenge. The integrity of the data has 
to be verified and the inconsistencies 
have to be addressed. 
2. Since each crime has its own classes 
and subclasses, there are limited 
numbers of crimes that can be 
considered, e.g., Robbery includes car 
theft, jewelry theft, house break-ins, 
etc. 
3. The geographical scope of the project 
has to be limited to get localized 
results. 
 
All the above challenges motivated to 
focus on providing solutions that can 
enhance the process of crime identification 
and reducing crime in India. The main aim 
of this approach is to developanalytical 
data mining methods that can 
systematically address the complex 
problem related to various forms of crime 
[14]. 
 
CONCLUSION 
The existing system to catch criminals is 
effective but is manual and time-
consuming. It takes a long time to analyze 
crimes and ﬁnd criminals. Also, 
maintaining the records manually in ﬁles 
and searching through the ﬁles are 
inefﬁcient due to the efforts required. Loss 
of data is one of the issues with such a 
system. Therefore, we propose a system 
which can assist police ofﬁcers in 
investigating crime and can contribute to 
solving the problems discussed above. The 
proposed system will assist police ofﬁcers, 
by identifying the hotspots in crime, that 
is, it will help them determine the areas 
where maximum crimes take place. Also, 
the system will determine the peak time, 
which is the part of the day during which 
maximum crime rate occurs. Another 
important module of the system is 
analyzing the crime and ﬁnding frequent 
crime patterns, which in turn can assist the 
police ofﬁcers in predicting the crime a 
criminal may commit in future and 
accordingly take actions. Security of the 
user and data is of prime signiﬁcance and 
will be maintained in the system. 
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