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Introduction
There exist at least two different notions of universal operators between Banach spaces (by an operator we mean a bounded linear operator). Perhaps the most popular one, due to Caradus [4] is the following: An operator U : X → X is universal if for every other operator T : X → X there exist a U-invariant subspace Y ⊆ X and a linear isomorphism ϕ : X → Y such that λT = ϕ −1 • (U ↾ Y ) • ϕ for some constant λ > 0. Caradus [4] described universal operators on the separable Hilbert space. Some arguments from dilation theory show that the left-shift on the Hilbert space is actually universal in a stronger sense: the isomorphism ϕ is a linear isometry, whenever the operator T is contractive and satisfies lim n→∞ T n x = 0 for every x ∈ H. The details can be found in [1] . A much weaker notion of a universal operator is due to Lindenstrauss and Pe lczyński [8] : An operator U is universal for a given class F of operators if for every T ∈ F there exist operators L, R such that L • T • R = U. One of the results of [8] says that the "partial sums" operator U : ℓ 1 → ℓ ∞ is universal for the class of non-compact operators.
We are concerned with a natural concept of an isometrically universal operator, that is, an operator U between separable Banach spaces having the property that for every other operator acting on separable Banach spaces, whose norm does not exceed the norm of U, there exist isometric embeddings i, j such that U • i = j • T . This property is weaker than the isometric variant of Caradus' concept (since we allow two different embeddings and no invariant subspace), although much stronger than the universality in the sense of Lindenstrauss and Pe lczyński.
Our main result is the existence of an isometrically universal operator Ω. We also formulate its extension property which describes this operator uniquely, up to isometries. This is in contrast with the result of Caradus, where a rather general criterion for being universal is given. It turns out that both the domain and the co-domain of our operator Ω are isometric to the Gurariȋ space.
Recall that the Gurariȋ space is the unique separable Banach space G satisfying the following condition: Given finite-dimensional Banach spaces X ⊆ Y , ε > 0, every isometric embedding i : X → G extends to an ε-isometric embedding j : Y → G. This space was constructed by Gurariȋ [6] in 1966; the non-trivial fact that it is unique up to isometry is due to Lusky [9] in 1976. An elementary proof has been recently found by Solecki and the second author [7] . For a recent survey of the Gurariȋ space and its non-separable versions we refer to [5] .
We shall construct a nonexpansive (i.e. of norm ≤ 1) linear operator Ω : G → G with the following property: Given an arbitrary linear operator T : X → Y between separable Banach spaces such that T ≤ 1, there exist isometric copies X ′ ⊆ G and Y ′ ⊆ G of X and Y respectively, such that Ω[X ′ ] ⊆ Y ′ and Ω ↾ X is isometric to T . More formally, there exist isometric embeddings i : X → G and j : Y → G such that the following diagram is commutative.
In other words, up to linear isometries, restrictions of Ω to closed subspaces of G give all nonexpansive linear operators between separable Banach spaces. Furthermore, we show that the operator Ω can be characterized by a condition similar to the one defining the Gurariȋ space.
Preliminaries
We shall use standard notation concerning Banach space theory. By ω we mean the set of all nonnegative integers. We shall deal exclusively with nonexpansive linear operators, i.e., operators of norm ≤ 1. According to this agreement, a linear operator
holds for every x ∈ X. We shall often say "ε-embedding" instead of "ε-isometric embedding". In particular, an embedding of one Banach space into another is a linear isometric embedding. When dealing with a linear operator we shall always have in mind, besides its domain, also its co-domain, which is just a (fixed in advance) Banach space containing the range (set of values) of the operator. The Gurariȋ space will be denoted by G. We shall use some standard category-theoretic notions. Our basis is B 1 , the category of Banach spaces with linear operators of norm ≤ 1. An important property of B 1 is the following standard and well-known fact (see e.g. [2] , [6] or [10] ). 
is a pushout square in B 1 . Furthermore, if i is an isometric embedding then so is j.
It is worth mentioning the description of the pushout. Namely, given i, f as above, one usually defines W = (X ⊕ Y )/∆, where X ⊕ Y denotes the ℓ 1 -sum of X and Y and ∆ = {(i(z), −f (z)) : z ∈ Z}.
The operators j, g are defined in the obvious way.
In case both i, f are isometric embeddings, it can be easily seen that the unit ball of W is the convex hull of the union of the unit balls of X and Y , canonically embedded into W . This remark will be used later.
Correcting almost isometries
Assume f : X → Y is an ε-embedding of Banach spaces, where ε > 0. It is natural to ask whether there exists an embedding h : X → Y ε-close to f . Obviously, this may be impossible, since Y may not contain isometric copies of X at all. Thus, a wellposed question is whether f is ε-close to some isometric embedding into some bigger Banach space containing Y . This is indeed true, proved as Lemma 2.1 in [7] . In fact, this is an elementary fact and very likely it appeared somewhere in the literature although the authors were unable to find it. The proof of [7, Lemma 2.1] uses linear functionals. Below we provide a more elementary argument (coming from [3] ), at the same time showing that the "correcting" isometric embedding is universal in the appropriate category.
Throughout this section we fix ε > 0 and an ε-embedding f : X → Y . Actually, it is enough to require that f satisfies
although we consider nonexpansive operators only, therefore always f (x) ≤ x . Note that 1 − ε < (1 + ε) −1 . We define the following category K(f, ε). The objects of
Given two objects a 1 = (i 1 , j 1 ), a 2 = (i 2 , j 2 ), an arrow from a 1 to a 2 is a linear operator h of norm ≤ 1 such that
By [7, Lemma 2.1], we know that if f is an ε-embedding then the category K(f, ε) contains an object (i, j) such that both i and j are isometries. Below we improve this fact, at least from the category-theoretic perspective.
More precisely: i X , j Y are canonical embeddings into X ⊕ Y endowed with the norm defined by the formula
where · X , · Y are the norms of X and Y respectively.
Proof. It is easy to check that · C is indeed a norm. In fact, the unit ball of · C is the convex hull of the set (B X ×{0}) ∪ ({0} × B Y ) ∪ G, where
, and let Z be the common range of i and j. Clearly, there exists a unique linear operator h :
h(w, −f (w)) ≤ ε w X . The last inequality comes from the fact that (i, j) is an object of K(f, ε). It follows that h(a) ≤ 1 whenever a is in the convex hull of
It remains to show that i X and j Y are isometries. Fix x ∈ X. Clearly, (x, 0) C ≤ x X . On the other hand, for every v ∈ Y , u, w ∈ X such that u + w = x and v − f (w) = 0, we have
Passing to the infimum, we see that (x, 0) C ≥ x X . This shows that i X is an isometric embedding. Now fix y ∈ Y . Again, (0, y) C ≤ y Y is clear. Given u, w ∈ X, v ∈ Y such that u + w = 0 and v − f (w) = y, we have
Again, passing to the infimum we get (0, y) C ≥ y Y . This shows that j Y is an isometric embedding and completes the proof.
Note that when ε ≥ 1 then f does not have to be an almost isometric embedding. In fact f = 0 can be taken into account. In such a case the initial object is just the coproduct X ⊕ Y with the ℓ 1 -norm. In general, we shall denote by X ⊕ (f,ε) Y the space X ⊕ Y endowed with the norm described in Lemma 2.2 above. Note that if f : X Y is an ε-embedding and 0 < ε < δ then f is also a δ-embedding, however the norm of
The following statement will be used several times later.
Lemma 2.3. Let ε, δ > 0 and let
has norm ≤ 1 and
The situation is described in the following diagram, where the side squares are commutative, the bottom one is δ-commutative, the left-hand side triangle (ε + δ)-commutative and the right-hand side triangle is ε-commutative.
Proof. By Lemma 2.2 applied to the category K(f 0 , ε + δ), there is a unique nonexpansive operator S :
Rational operators
We say that a Banach space (X, · ) is rational if X is finite-dimensional and there exists a linear isomorphism h : R n → X such that
where f 0 , . . . , f k−1 are linear functionals preserving vectors with rational coordinates, that is, f i h[Q n ] = Q for i < k. Very formally, a rational Banach space is a triple of the form (X, · , h), where (X, · ) and h are as above. This notion is needed for catching countably many spaces that approximate the class of all finite-dimensional Banach spaces. In other words, a finite-dimensional Banach space is rational if there is a coordinate-wise system (induced by a linear isomorphism from R n and by the standard basis of R n ) such that the closed unit ball is the convex hull of finitely many vectors, each of them having rational coordinates. Note that "being rational" depends both on the norm and on the coordinate-wise system. For instance, the two-dimensional Hilbert space is not rational, however the space R 2 endowed with a scaled
is rational, which is witnessed by the isomorphism
Later on, forgetting this example, when considering R n as a rational Banach space, we shall always have in mind the usual coordinate-wise system.
We shall also need the notion of a rational operator. Namely, an operator
, where h : R m → X and g : R n → Y are linear isomorphisms with respect to which X and Y are rational Banach spaces. Note that there are, up to isometry, only countably many rational operators. Note also that being a rational operator again depends on fixed linear isomorphism inducing coordinate-wise systems. Proof. Let Φ be a finite collection of rational functionals on X such that
for every x ∈ X. By the Hahn-Banach Theorem, we may assume that each ϕ ∈ Φ is actually a rational functional on Y that has "almost" the same norm as its restriction to X. Finally, enlarge Φ to a finite collection Φ ′ by adding finitely many rational functionals so that the new norm induced by Φ ′ will become δ-equivalent to · Y . Proof. For simplicity, let us assume that X = X 0 ⊕ Ru and Y = Y 0 ⊕ Rv and either T (u) = v or T (u) is a rational vector in X 0 . The general case will follow by induction. Let h 0 : R m → X 0 , g 0 : R n → Y 0 be linear isomorphisms witnessing that X 0 , Y 0 are rational Banach spaces and that T 0 is a rational operator. Extend h 0 , g 0 to h : R m+1 → X, g : R n+1 → Y by setting h(e m+1 ) = u, g(e n+1 ) = v, where e i denotes the ith vector from the standard vector basis of R k (k ≥ i). Note that T will become a rational operator, as long as we define suitable rational norms on X and Y . 
, so that T is again nonexpansive. Finally, if δ is small enough, then condition (ii) holds.
The Gurariȋ property
Before we construct the isometrically universal operator, we consider its crucial property which is similar to the condition defining the Gurariȋ space. Namely, we shall say that a linear operator Ω : U → V has the Gurariȋ property if Ω ≤ 1 and the following condition is satisfied.
(G) Given ε > 0, given a nonexpansive operator T : X → Y between finitedimensional spaces, given X 0 ⊆ X, Y 0 ⊆ Y and isometric embeddings i :
and
We shall also consider condition (G * ) which is, by definition, the same as (G) with the stronger requirement that
We shall see later that (G) is equivalent to (G * ). In the next section we show that an operator with the Gurariȋ property exists.
The construction
Fix two real vector spaces U, V , each having a fixed countable infinite vector basis, which provides a coordinate system and the notion of rational vectors (namely, rational combinations of the vectors from the basis). For the sake of brevity, we may assume that U,V are disjoint, although this is not essential. We shall construct rational subspaces of U and V . Notice the following trivial fact: given a rational space X ⊆ U (that is, X is finite-dimensional and its norm is rational in U), given a rational isometric embedding e : X → Y (so Y is also a rational space), there exists a rational extension X ′ of X in U and a bijective rational isometry h : Y → X ′ such that h • e is identity on X. In other words, informally, every rational extension of a rational space "living" in U is realized in U. Of course, the same applies to V .
We shall now construct a sequence of rational operators F n : U n → V n such that (a) U n is a rational subspace of U and V n is a rational subspace of V .
(c) Given n ∈ N, given rational embeddings i : U n → X, j : V n → Y and given a rational operator T :
For this aim, let F denote the family of all triples T, e, k , where T : X → Y is a rational operator, k is a natural number and e = (i, j) is a pair of rational embeddings like in condition (c) above, namely i : X 0 → X, j : Y 0 → Y , where X 0 and Y 0 are rational subspaces of U and V , respectively. We also assume that X, Y are rational subspaces of U, V , therefore the family F is indeed countable. Enumerate it as { T n , e n , k n } n∈ω so that each T, e, k appears infinitely many times. We now start with U 0 = 0, V 0 = 0 and F 0 = 0. Fix n > 0 and suppose F n−1 : U n−1 → V n−1 has been defined. We look at triple T n , e n , k n and consider the following condition, where e n = (i n , j n ): ( * ) k n = k < n, the domain of i n is U k , the domain of j n is V k and T • i n = j n • F k .
If ( * ) fails, we set F n = F n−1 (and U n = U n−1 , V n = V n−1 ). Suppose now that ( * ) holds and i n : U k → X, j n : V k → Y . Using the push-out property (more precisely, its version for rational operators), we find rational spaces X ′ ⊇ U n−1 and Y ′ ⊇ V n−1 (and the inclusions are rational embeddings), together with rational embeddings
n is identity on U k and j ′ • j n is identity on V k . As we have mentioned, we may "realize" the spaces X ′ and Y ′ inside U and V , respectively. We set U n = X ′ , V n = Y ′ and we define F n to be the unique operator from U n to V n obtained from the push-outs. In particular, F n extends F n−1 and satisfies
This completes the description of the construction of {F n } n∈ω .
Note that the sequence satisfies (a)-(c). Only condition (c) requires an argument. Namely, fix n and T, i, j as in (c). Find m > n such that T m , e m , k m = T, e, n , where e = (i, j). Then at the mth stage of the construction condition ( * ) is fulfilled and therefore F m witnesses that (c) holds. Now denote by U ∞ and V ∞ the completions of n∈N U n and n∈N V n and let F ∞ : U ∞ → V ∞ the unique extension of n∈N F n . 
Proof. Fix finite-dimensional Banach spaces
We need to find ε-isometric embeddings f :
The remaining part of the proof is divided into four steps:
Step 1 We first "distort" the embeddings i, j, so that their images will be some U n and V n , respectively. Formally, we find δ-isometric embeddings i 0 : X 0 → U n , j 0 : Y 0 → V n for some fixed n, such that i − i 0 < δ, j − j 0 < δ and
Step 2 Applying Lemma 2.3 for obtaining finite-dimensional spaces
together with a nonexpansive operator T 2 : X 2 → Y 2 extending T 0 and satisfying
Step 3 We now use the Pushout Lemma for two pairs of embeddings:
we obtain a further extension of the operator T 2 . Thus, in order to avoid too many objects, we shall assume that X 1 ⊆ X 2 , Y 1 ⊆ Y 2 and the operator T 2 extends both T 0 and T 1 . At this point, we may actually forget about T 1 , replacing it by T 2 .
Step 4 Apply Lemma 2.5 in order to change the norms of X 2 and Y 2 by δ-equivalent ones, so that T 2 becomes a rational operator extending F n . Using (c), we can now "realize" T 2 in F m for some m > n. Formally, there are isometric embeddings i 2 :
Coming back to the original norms of X 2 and Y 2 , we see that the embeddings i 2 and j 2 are δ-isometric and their restrictions to X 0 and Y 0 are (2δ)-close to i 0 and j 0 , respectively, hence ε-close to i and j (recall that δ = ε/3). This completes the proof.
Properties
We now show that the domain and the co-domain of an operator with the Gurariȋ property acting between separable spaces is the Gurariȋ space (thus, justifying the name) and later we show its uniqueness as well as some kind of homogeneity.
Recognizing the domain and the co-domain
Recall that a separable Banach space W is linearly isometric to the Gurariȋ space G if and only if it satisfies the following condition:
(G) Given finite-dimensional spaces X 0 ⊆ X, given ε > 0, given an isometric embedding i : X 0 → W , there exists an ε-embedding f :
Usually, the condition defining the Gurariȋ space is stronger, namely, it is required that f ↾ X 0 = i. For our purposes, the formally weaker condition (G) is more suitable. It is not hard to see that both conditions are actually equivalent, see [5] for more details. From now on, we shall denote by Ω the operator constructed in the previous section. According to the results above, this operator has the Gurariȋ property and it is of the form Ω : G → G.
Universality
We shall now simplify the notation, in order to avoid too many parameters and shorten some arguments. Namely, given nonexpansive linear operators S : X → Y , T : Z → W , a pair i = (i 0 , i 1 ) of isometric embeddings of the form i 0 : X → Z, i 1 : Y → W and satisfying T • i 0 = i 1 • S, will be called an embedding of operators from S into T and we shall write i : S → T . Now fix ε > 0 and suppose that f = (f 0 , f 1 ) is a pair of ε-embeddings of the form f 0 :
We shall say that f is ε-embedding of operators from S into T and we shall write f : S T . Finally, an almost embedding of operators of S into T will be, by definition, an ε-embedding of S into T for some ε > 0. The composition of (almost) embeddings of operators is defined in the obvious way. Given two almost embeddings of operators f : S → T , g : S → T , we shall say that f is ε-close to g (or that f , g are ε-close) if f 0 − g 0 ≤ ε and f 1 − g 1 ≤ ε, where f = (f 0 , f 1 ) and g = (g 0 , g 1 ).
The notation described above is in accordance with category-theoretic philosophy: almost embeddings of operators obviously form a category, which is actually a special case of much more general constructions on categories, where the objects are diagrams of certain shape. Now, observe that a consequence of the pushout property stated in Lemma 2.1 (that we have already used) says that for every two embeddings of operators i : S → T , j : S → R there exist embeddings of operators i ′ :
The crucial property of almost embeddings is Lemma 2.3 which says, in the new notation, that for every ε-embedding of operators f : S → T there exist embeddings of operators i : S → R, j : T → R such that j • f is (2ε)-close to i.
Before proving the universality of Ω, we formulate a statement which is crucial for the proof. Proof. We first replace f by f 1 : T T 1 , where T 1 is some restriction of Ω to finite-dimensional spaces (so f = e • f 1 , where the components of e are inclusions).
Using Lemma 2.3, we find isometries of operators i : T 1 → S, j 1 : T → S, where S is an operator between finite-dimensional spaces and j 1 is (2ε)-close to i • f 1 . Applying the amalgamation property to j 1 and j, we find embeddings of operators k : R →S and j 2 : S →S satisfying j 2 • j 1 = k • j. In order to avoid too many parameters, we replace S byS and j 1 by j 2 • j 1 . By this way, we have an embedding of operators k : R → S such that k • j = j 1 and still j 1 is (2ε)-close to i • f 1 . Now, condition (G) in our terminology says that there is a δ-embedding of operators ℓ : S Ω whose composition with i is δ-close to the inclusion e : 
Proof. We first "decompose" T into a chain T 0 ⊆ T 1 ⊆ T 2 ⊆ · · · so that T n : X n → Y n and X n , Y n are finite-dimensional spaces. Formally, we construct inductively two chains of finite-dimensional spaces {X n } n∈ω , {Y n } n∈ω such that T [X n ] ⊆ Y n and n∈ω X n is dense in X, and n∈ω Y n is dense in Y . It is clear that such a decomposition is always possible and the operator T is determined by the chain {T n } n∈ω . Let ε n = 2 −n . We shall construct almost embeddings of operators i n : T n → Ω so that the following conditions are satisfied:
(i) i n is an ε n -embedding of T n into Ω.
(ii) i n+1 ↾ T n is (3ε n )-close to i n .
Once we assume that i 0 is the 0-operator between the 0-subspaces of X and Y , there is no problem to start the inductive construction. Fix n ≥ 0 and suppose i n has already been constructed. Let Z = T n [X n ]. By Lemma 4.2 applied to i n with ε = δ = ε n , we find i n+1 satisfying (ii). Thus, the construction can be carried out.
Finally, there is a unique operator i ∞ : T → G that extends all the i n s. Formally, both components of i ∞ are uniquely determined by the completion of the pointwise limit of the sequence {i n } n∈ω . The two components of i ∞ are the required isometric embeddings.
Uniqueness and almost homogeneity
We start with the main, somewhat technical, lemma from which we easily derive all the announced properties of Ω. We shall say that an operator f : X → Y is a strict ε-embedding if it is a δ-isometric embedding for some 0 < δ < ε. 
two operators between separable Banach spaces, both with the Gurariȋ property (that is, nonexpansive and with property (G)). Assume
X 0 ⊆ U, Y 0 ⊆ V , X ′ 0 ⊆ U ′ and Y ′ 0 ⊆ V ′ are finite- dimensional spaces. Fix ε > 0 and let T 0 = Ω ↾ X 0 , T ′ 0 = Ω ′ ↾ X ′ 0 . Assume further that i 0 : X 0 → X ′ 0 and j 0 : Y 0 → Y ′ 0 are strict ε-embeddings satisfying T ′ 0 • i 0 − j 0 • T 0 < ε.
Then there exist bijective linear isometries
Before proving this lemma, we formulate and prove some of its consequences. First of all, let us say that an operator Ω : U → V is almost homogeneous if the following condition is satisfied.
Eliminating ε from this definition, we obtain the notion of a homogeneous operator.
We shall see in a moment, using our knowledge on the Gurariȋ space, that no operator between separable Banach spaces can be homogeneous. Proof. We already know that Ω has the Gurariȋ property. Applying Lemma 4.4 to the zero operator, we obtain the required isometries I, J.
In order to show almost homogeneity, apply Lemma 4.4 again to the operator Ω (on both sides) and to the embeddings i, j specified in condition (AH).
Let us say that an operator Ω is isometrically universal if, up to isometries, its restrictions to closed subspaces provide all operators between separable Banach spaces whose norms do not exceed the norm of Ω. Proof. Suppose Ω is such an operator and consider G = ker Ω. Then G would have the following property: Every isometry between finite-dimensional subspaces of G extends to an isometry of G. Furthermore, G contains isometric copies of all separable spaces, because Ω is assumed to be isometrically universal. On the other hand, it is well-known that no separable Banach space can be homogeneous and isometrically universal for all finite-dimensional spaces, since this would be necessarily the Gurariȋ space, which is not homogeneous (see [6] or [5] ).
It remains to prove Lemma 4.4. It will be based on the "approximate back-andforth argument", similar to the one in [7] . In the inductive step we shall use the following fact, formulated in terms of almost embeddings of operators.
Claim 4.7.
Assume Ω is an operator with the Gurariȋ property, ε > 0 and f : T R is an ε-embedding of operators acting on finite-dimensional spaces, and e : T → Ω is an embedding of operators. Then for every δ > 0 there exists a δ-embedding g : R Ω such that g • f is (2ε + δ)-close to e.
Proof. Using Lemma 2.3, we find embeddings of operators i : T → S, j : R → S such that j • f is (2ε)-close to i. Property (G) tells us that there exists a δ-embedding h : S Ω such that h • i is δ-close to e. Finally, g = h • j is (2ε + δ)-close to e.
The usefulness of the above claim comes from the fact that δ can be arbitrarily small comparing to ε.
Proof of Lemma 4.4. We first choose 0 < ε 0 < ε such that k 0 := (i 0 , j 0 ) is an ε 0 -embedding of operators.
Our aim is to build two sequences {k n } n∈ω and {ℓ n } n∈ω of almost embeddings of operators between finite subspaces of U, V , U ′ , V ′ . Notice that once we are given operators and almost embeddings as in the statement of Lemma 4.4, we are always allowed to enlarge the co-domains (namely the spaces Y 0 and Y ′ 0 ) to arbitrarily big finite-dimensional subspaces of V and V ′ , respectively. This is important for showing that our sequences of almost embeddings will "converge" to bijective isometries.
The formal requirements are as follows. We choose sequences {u n } n∈ω , {v n } n∈ω , {u ′ n } n∈ω , {v ′ n } n∈ω that are linearly dense in U, V , U ′ , V ′ , respectively. We fix a decreasing sequence {ε n } n∈ω of positive real numbers satisfying (s) 3 ∞ n=1 ε n < ε − ε 0 , where ε 0 < ε is as above. We require that:
(1) k n : T n T ′ n , ℓ n : T ′ n T n+1 are almost embeddings of operators; T n is a restriction of Ω to some pair of finite-dimensional spaces and T ′ n is a restriction of Ω ′ to some pair of finite-dimensional spaces.
(2) k n is an ε n -embedding of operators and ℓ n is an ε n+1 -embedding of operators.
(3) The composition ℓ n • k n is (2ε n + ε n+1 )-close to the identity (formally, to the inclusion T n ⊆ T n+1 ).
(4) k n • ℓ n−1 is (2ε n + ε n+1 )-close to the identity.
(5) u n belongs to the domain of T n+1 , v n belongs to its co-domain; similarly for u Fix n ≥ 0 and suppose that k n and ℓ n−1 have already been constructed (if n = 0 then we ignore condition (4)). We apply Claim 4.7 twice: first time to k n with ε = ε n and δ = ε n+1 , thus obtaining ℓ n ; second time to ℓ n with ε = ε n+1 and δ = ε n+2 , thus obtaining k n+1 . Between these two steps, we choose a sufficiently big operator T n+1 which is a restriction of Ω to some finite-dimensional spaces. Also, after obtaining k n+1 , we choose a sufficiently big operator T ′ n+1 contained in Ω ′ and acting between finite-dimensional spaces. By this way, we may ensure that condition (5) holds.
Fix n > 0. We have the following (non-commutative) diagram of almost embeddings of operators
in which the vertical arrows are inclusions, the lower triangle is (2ε n−1 + ε n )-commutative by (3) , and the upper triangle is (2ε n + ε n+1 )-commutative by (4) . Formally, these relations are true for the two components of all "arrows" appearing in this diagram.
Using the triangle inequality of the norm and the fact that all operators are nonexpansive, we conclude that k n restricted to T n−1 is η n -close to k n−1 , where η n = 2ε n−1 + 3ε n + ε n+1 . In particular, both components of the sequence {k n } n∈ω are point-wise convergent and by (2) the completion of the limit defines an isometric embedding of operators K : Ω → Ω ′ . Interchanging the roles of Ω and Ω ′ , we deduce that the sequence {ℓ n } n∈ω converges to an isometric embedding of operators L : Ω ′ → Ω. Conditions (3), (4) say that L is the inverse of K, therefore K is bijective. Finally, denoting K = (I, J), we see that I, J are as required, because ∞ n=1 η n < 2ε 0 + 6 ∞ n=1 ε n < 2ε.
Kernel and range
We finally show some structural properties of our operator.
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