The advantage of a kernel method often depends critically on a proper choice of the kernel function. A promising approach is to learn the kernel from data automatically. In this paper, we propose a novel method for learning the kernel matrix based on maximizing a class separability criterion that is similar to those used by linear discriminant analysis (LDA) and kernel Fisher discriminant (KFD). It is interesting to note that optimizing this criterion function does not require inverting the possibly singular within-class scatter matrix which is a computational problem encountered by many LDA and KFD methods. We have conducted experiments on both synthetic data and real-world data from UCI and FERET, showing that our method consistently outperforms some previous kernel learning methods.
Introduction
Kernel methods [21] provide a disciplined approach to the nonlinear generalization of many linear methods. Support vector machine (SVM), kernel principal component analysis (KPCA) and kernel Fisher discriminant (KFD) are just some of the better known kernel methods. However, the advantage of a kernel method often depends critically on a proper choice of the kernel function. Over the past few years, some methods have been proposed to learn the kernel from data automatically. Early work on kernel learning is limited to learning the parameters of some prespecified kernel function form, e.g., [5] . More recent work has gone beyond kernel parameter learning by learning the kernel itself in a more nonparametric manner. In practice, since we work with data sets of finite size, we can learn the kernel matrix corresponding to a given data set instead of learning the kernel function. Different kernel matrix learning methods have been proposed. These include performing classical optimization based on kernel alignment [7] , semi-definite programming (SDP) based on alignment or margin [10] , faster methods such as gradient descent [4] and quadratically constrained quadratic programming (QCQP) [1, 29] for alignmentbased or margin-based optimization, boosting based on exponential loss or logarithmic loss [6] , the information-geometric em method based on Kullback-Leibler (KL) divergence [24] , Markov chain Monte Carlo (MCMC) [28] and expectation-maximization (EM) [22] based on likelihood, and matrix exponentiated gradient update and Bregmann projection based on von Neumann divergence [25] . Using the mathematical programming reformulation of KFD by [15] , a quadratic programming approach was proposed by [9] to learn a linear combination of kernels for KFD. Some methods perform optimization over the conic structure of the space of kernels [1, 2, 11, 14, 17, 18] . Most of these methods are for classification, but clustering [24] and regression [22] have also been studied.
Inspired by a recent kernel parameter learning method [27] , we propose in this paper a novel kernel matrix learning method based on optimizing a class separability criterion that is similar to those used by linear discriminant analysis (LDA) [8, 20] and KFD [3, 16] .
In LDA, finding the optimal linear transformation corresponds to solving a generalized eigenvalue problem, which requires that the pooled within-class scatter matrix be invertible. While this is generally not a problem for large-sample applications, the problem does arise in applications when the dimensionality of the input space is larger than the sample size, such as in face recognition and microarray data analysis applications. Unfortunately, this singularity problem is usually more severe for KFD as it essentially performs LDA in the kernel-induced feature space which is of very high or even infinite dimensionality. To address this problem, we do not attempt to solve a generalized eigenvalue problem. This avoids the need for inverting the within-class scatter matrix which may be singular. Instead, we formulate a different optimization criterion which can give rise to a closed-form solution for the optimization problem without requiring to solve a generalized eigenvalue problem. It turns out that this optimization criterion is related to the maximum margin criterion (MMC) [12] proposed recently for LDA and KFD methods. As a result, not only is our method more general than the method of [27] in that it learns the kernel matrix rather than just the parameters of a prespecified kernel function, but our optimization method which leads to a closed-form solution is also more appealing than the gradient method in [27] which requires tuning many parameters in the algorithm.
Our Kernel Learning Method
Let {(x 1 , y 1 ), . . . , (x l , y l )} be a training set of l labeled examples and {x l+1 , . . . , x n } be a test set of n−l unlabeled examples, where x i (i = 1, . . . , n) are n points in the input space X and the class labels y i (i = 1, . . . , l) are from {C 1 , . . . , C c } with c being the number of classes. The objective of the classification problem is to predict the class labels of the unlabeled examples in the test set. We consider the classification problem under the transductive learning setting [26] in which the test set is given in advance before the classifier is learned.
Spectral Variants of Kernel Matrix
Let K = [k(x i , x j )] n×n denote the kernel matrix formed by the n data points in X for some chosen kernel function k(·, ·), such as the RBF kernel or polynomial kernel. We express the spectral decomposition of K as
where λ r (r = 1, . . . , p) are the p positive eigenvalues of K sorted in a monotonically decreasing order and v r (r = 1, . . . , p) are the corresponding normalized eigenvectors.
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K r (r = 1, . . . , p) are base kernel matrices of rank one. Based on these rank-one base kernel matrices, we define a parameterized family of kernel matrices as
where
T denotes p coefficients for specifying the spectral variants. This method has also been used in some previous kernel learning work [4, 7, 10, 24, 28] . It is trivial to show that each kernel matrix in this family corresponds to a Mercer kernel [21] .
Class Separability Criterion for Optimization
Similar to common KFD methods, our class separability criterion is based on the objective of maximizing the inter-class variability in the feature space while minimizing the intraclass variability. Let φ(x i ) (i = 1, . . . , n) be the n points in the feature space induced by kernel matrix K µ , l i be the number of training data points that belong to class i,
φ(x j ) be the mean vector of class i in the feature space, and m = scatter matrix S b and within-class scatter matrix S w in the feature space are given by
If the feature space is infinite-dimensional, we can define scatter operators instead. KFD methods typically maximize the class separability through maximizing the as
Similarly, we can rewrite Tr(S w ) as
where δ jk is the Kronecker delta and An alternative approach is to regard the maximization of Tr(S b )/Tr(S w ) as a nonlinear fractional programming (FP) problem [23] . Inspired by the parametric methods for solving such FP problems, we define the following class separability criterion function:
where α > 0 is a parameter that can be determined, for example, by cross-validation.
Note that Q(·) is a function of the parameter vector µ in the parameterized family of kernel matrices.
Solving the Optimization Problem
When we maximize the criterion function in (12) 
DifferentiatingQ(µ, ρ) with respect to µ and ρ gives the following partial derivatives:
Setting the partial derivatives to zero, the optimal value of µ is given by
Note that (D b − αD w ) is a diagonal matrix which is invertible if no diagonal entries are zero. We set the constant c to
The learned kernel matrix K µ can then be used with any kernel-based classification method for classifying the unlabeled examples in the test set.
Experiments
In this section, we present experimental results on several classification problems to compare our kernel matrix learning method with some previous methods.
Experimental Setting for Comparative Study
We compare our method with a kernel matrix learning method based on kernel alignment [7] and a kernel parameter learning method proposed recently by Xiong et al. [27] . respectively, for all data sets. For our kernel learning method, the parameter α is set to 2 We do not include another KFD-based kernel learning method by Fung et al. [9] in our comparative study, for two reasons. First, their method only works for two classes. Like SVM, extension to multiple classes is nontrivial. Second, the kernels for forming the linear combination and their parameters have to be chosen manually in advance. As a result, the degree of automation is not as high as desired.
10000 in the experiments. In the following subsections, we report extensive experiments on a toy problem (for illustration purpose), UCI data sets, and face recognition. More details about each task will be provided later. We first perform some experiments on a 2-dimensional toy data set, as shown in Figure 1(a) . There are 500 points in this data set with three classes. Two classes have 200 points each corresponding to the up-down and left-right natural groups, while the third class has 100 points corresponding to the center group. Data points shown with the same point style and color belong to the same class. We randomly select 10% of the data points from each class to form the training set and then perform kernel learning using Xiong et al.'s and our methods. For the sake of visualization, we apply kernel PCA based on the initial RBF kernel and the learned kernel matrices to embed the points onto a 2-dimensional space, as shown in Figure 1(b)-(d) . It can be seen that neither the RBF kernel nor the kernel learned by Xiong et al.'s method can give satisfactory result. On the other hand, our method can group the data points properly according to their class labels.
A Toy Problem

UCI Data Sets
We next perform some classification experiments on five data sets from the UCI Machine Learning Repository: In the UCI repository web site, some reported classification results are better than ours, e.g., results for the Wine data set. However, it should be noted that their results are based on LOO evaluation, meaning that they use almost the entire data set for training. In our experiments, we use only 20% and 40% of the data to form the training sets. If we perform experiments based on LOO, the classification results will be improved significantly. For the Wine data set, the classification results based on LOO using kernel k-NN (k = 3) and SVM (C = 1000) are 99.46±1.13 and 99.68±1.02, respectively.
Face Recognition
We further assess the feasibility and performance of our method on the face recognition task, using a data set from the FERET database [19] . We use a subset of 470 images (10 images from each of 47 subjects) from the FERET Table 1 : Classification results on the Monks-3 data set for different kernel methods and training set sizes. Figure 2 shows some sample images used in our experiments.
As the kernel direct discriminant analysis (KDDA) algorithm proposed by Lu et al. [13] has been shown to deliver appealing face recognition results when compared with KPCA and generalized discriminant analysis (GDA) [3] , we use this method for classification with different kernel matrices.
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We randomly select five images from each of the 47 classes to form the training set. The recognition results, averaged over 10 random trials, based on the standard RBF kernel and the kernel matrices learned by Xiong et al.'s and our methods are shown in Figure 3 . As can be seen, our method outperforms the other two methods. 
Conclusion
Recent years have seen intense research in kernel matrix learning to further enhance the power and potential of existing kernel methods. While optimization criteria such as kernel alignment and margin are commonly used, we propose in this paper a different criterion that is similar to the Fisher criteria used by LDA and KFD. Inspired by the parametric methods for solving nonlinear fractional programming problems, our class separability criterion can be optimized without encountering the singularity problem faced by many LDA and KFD applications. This new criterion function is also related to the maximum margin criterion proposed recently for LDA and KFD. Currently, we determine the parameter α via cross-validation. Another possibility is to formulate yet another optimization problem like those in fractional programming to find the optimal value of α. Moreover, we will explore more general forms of transforming the initial kernel matrix in our future research. 
