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E-mail address: royd@civil.iisc.ernet.in (D. Roy).In the context of SPH-based simulations of impact dynamics, an optimised and automated form of the
acceleration correction algorithm (Shaw and Reid, 2009a) is developed so as to remove spurious high fre-
quency oscillations in computed responses whilst retaining the stabilizing characteristics of the artiﬁcial
viscosity in the presence of shocks and layers with sharp gradients. A rational framework for an insightful
characterisation of the erstwhile acceleration correction method is ﬁrst set up. This is followed by the
proposal of an optimised version of the method, wherein the strength of the correction term in the
momentum balance and energy equations is optimised. For the ﬁrst time, this leads to an automated pro-
cedure to arrive at the artiﬁcial viscosity term. In particular, this is achieved by taking a spatially varying
response-dependent support size for the kernel function through which the correction term is computed.
The optimum value of the support size is deduced by minimising the (spatially localised) total variation
of the high oscillation in the acceleration term with respect to its (local) mean. The derivation of the
method, its advantages over the heuristic method and issues related to its numerical implementation
are discussed in detail.
 2011 Elsevier Ltd. All rights reserved.1. Introduction
In SPH computations (Lucy, 1977;Gingold andMonaghan, 1977),
artiﬁcial viscosity (Monaghan and Gingold, 1983) is perhaps the
simplest and most widely accepted numerical tool used in order to
prevent the growth of unphysical, high frequency oscillations near
a sharp transition of physical quantities and to stabilize the numer-
ical computation in the presence of a shock. In an artiﬁcial viscosity
formulation, whenever the system experiences any shock compres-
sion (jumps in the physical quantities), an artiﬁcial viscous termP is
introduced in the momentum equation as,
dv
dt
¼  1
q
rðpþPÞ ð1Þ
where v, q and p are respectively the velocity, density and pressure
in the shock compression zone.
In the literature, different forms of the artiﬁcial viscosity termP
have been introduced (Hernquist and Katz, 1989; Monaghan,
1992). Nevertheless they have a common generic form given by
P ¼ a1qcsjDv j þ a2qjDv j2 ð2Þll rights reserved.where Dv is the velocity difference across the shock compression
zone and (a1,a2) are the artiﬁcial viscosity parameters. Artiﬁcial
viscosity smears the shock jump over a few resolution lengths (or
inter-particle distances) and consequently converts some kinetic
energy into internal energy. The amount of dissipation (as mea-
sured by the decrease in kinetic energy or increase in internal
energy) depends signiﬁcantly on the strength of the artiﬁcial viscos-
ity, which can be controlled by the parameters (a1,a2). Since the
‘optimal’ values of (a1,a2), leading to numerically stable yet moder-
ately dissipated solutions, for a particular problem are not known a
priori, the general practice is to perform the SPH computations with
some arbitrarily ascribed values of (a1,a2) (Libersky and Petschek,
1991; Libersky et al., 1993; Johnson, 1996; Johnson et al., 1996;
Mehra and Chaturvedi, 2006; Seo et al., 2008). Therefore the stan-
dard SPH computation always has the risk of overestimating the
dissipation or underestimating the kinetic energy.
The effect of artiﬁcial viscosity in SPH computation has been
investigated by Johnson (1996) and recently by Shaw and Reid
(2009a). The latter observed that the improper choice of (a1,a2)
may lead to an excessive loss of kinetic energy, making the system
over-dissipative and the predictions correspondingly physically
unreal. This effect is noteworthy in problems related to impact
dynamics as the response of structures under impact depends pre-
dominantly on its kinetic energy.
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acceleration correction algorithm was proposed and explored by
Shaw and Reid (2009a,b). The essence of the algorithm is to calcu-
late the change in the acceleration due to the artiﬁcial viscosity
term and then compensate for this variation by subtracting a cor-
rection term which is obtained through a convex approximation of
the ‘changed’ acceleration. This convex approximation is per-
formed though a separate kernel function (see Eq. (10)) con-
structed over the current particle conﬁguration. The support size
of the kernel function used for the computation of correction term
is chosen such that each particle interacts only with its nearest
neighbours. The energy equation is also modiﬁed accordingly. In
their method, the parameters in the acceleration correction algo-
rithm are not user-speciﬁed (unlike the standard artiﬁcial viscosity
where parameters are chosen depending on the speciﬁc problem at
hand) and the stability of the numerical computation is generally
achieved without imposing unwanted dissipation into the system.
Based on numerical evidence, it has been observed that the method
yields similar or better accuracy than the more conventional usage
of the artiﬁcial viscosity, even when ‘optimal’ parameters were ar-
rived at by trial and error (series of numerical experiments).
However, the method lacked a rational basis that prevented it
from being generally applicable. Whether the method always guar-
anteed to yield similar accuracy was not clear. These are the rea-
sons why the method was referred to as ‘heuristic’. The prime
purpose of the present study is to rationalise and automate the
acceleration correction algorithm so that it can be seamlessly ex-
tended to a larger class of problems. In the process the following
issues are addressed.
 Why does the ‘heuristic’ acceleration correction algorithm pro-
vide dissipation?
 Is it possible to optimise and thus automatically arrive at the
strength of the dissipation?
First an analytical framework is provided in order to gain in-
sight into the correction scheme that is shown to provide selective
dissipation only in regions with sharp gradients. Following this, an
improved, optimised acceleration correction strategy is proposed
that is guaranteed to yield at least similar accuracy to that obtained
through the ‘heuristic’ method. In the improved version of the
algorithm, the strength of the effective dissipation (i.e. the artiﬁcial
viscosity term minus the correction term) in the momentum
balance equation is controlled by the support size of the kernel
function through which the correction term is constructed. An
optimum support size which leads to optimum effective dissipa-
tion is obtained by minimising the total variation of the high
frequency (spatially localised) oscillations in the acceleration term
with respect to its local mean (i.e. its integral over a local patch).
The derivation of the method and issues related to its numerical
implementation to assist application of the method to structural
impact problems are discussed in detail. For illustration, the pro-
posed method is ﬁrst applied to a one-dimensional elastic impact
problem and a two-dimensional elastic perfectly-plastic impact
problem, the classical Parkes problem (Examples 1 and 2 in Shaw
and Reid, 2009a) in order to help verify some of the numerical/
computational advantages of the method vis-á-vis its ‘heuristic’
counterpart. Next the method is demonstrated through two
additional examples, viz. Example 3: the modelling of a one-
dimensional elastic-plastic, ﬂat plate impact test problem (Tyndall,
1993) and Example 4: the deformation of a free–free beam sub-
jected to two-point impact loading (Ahmed et al., 2001).
The paper is organised as follows. In Section 2, salient features
of the SPH computation with acceleration correction algorithm
are brieﬂy outlined. A theoretical basis for the acceleration correc-
tion algorithm is established in Section 3. The proposed strategy ofoptimising the artiﬁcial viscosity term is discussed in Section 4.
Numerical demonstrations of the proposed method are undertaken
in Section 5. Conclusions are drawn in Section 6.
2. SPH with acceleration correction algorithm
A brief account of the acceleration correction algorithm, as
incorporated within SPH, is given in this section. For a more
comprehensive description, readers are referred to Libersky and
Petschek (1991), Libersky et al. (1993), Shaw and Reid (2009a,b).
2.1. Governing equations
The discretization in SPH is through a set of particles, which are
scattered (possibly randomly) over the domain of interest. Each
particle, say the ith particle, is associated with mass mi, density
qi, shear modulus Gi, velocity component vni , internal energy ei,
elastic wave speed ci, pressure Pi, deviatoric stress component S
ng
i
and the Cauchy stress component rngi ¼ Pi  Sngi . Then the semi-
discrete form of the governing equations are obtained through a
kernel approximation as (Libersky and Petschek, 1991; Libersky
et al., 1993),
dqi
dt
¼ qi
X
j
mj
qj
vgi  vgj
 
Wij;g ð1Þ
dvni
dt
¼ 
X
j
mj
rngi
q2i
þ r
ng
j
q2j
þPij
 !
Wij;g ð2Þ
dei
dt
¼
X
j
mj vni  vnj
  rngi
q2i
þ 1
2
Pij
 !
Wij;g ð3Þ
and
dSngi
dt
¼ Gi
2
X
j
mj
qj

vni  vnj
 
Wij;b þ vgi  vgj
 
Wij;a
 1
3
vci  vcj
 
Wij;c

þ
X
c
Snci
_Rgci þ Scgi _Rnci ð4Þ
In Eqs. (1)–(4), Wij =W(xi  xj,hij) is the kernel function (molliﬁer)
with smoothing length hij = (hi + hj)/2 where hi denotes the smooth-
ing length associated with the ith particle. The artiﬁcial viscosity
term Pij in Eqs. (2) and (3) is given by Monaghan (1992) as,
Pij ¼
a1cijlij þ a2l2ij
qij
if rij  v ij < 0 otherwise Pij ¼ 0 ð5Þ
where
lij ¼
hijrij  v ij
r2ij
cij ¼ ðci þ cjÞ=2; rij ¼ xi  xj; v ij ¼ v i  v j and rij ¼ krijk
ð6aÞ
When two particles come close to each other such that rij? 0 (or
rij = 0 for i = j) the form of lij given in Eq. (6a) may produce numer-
ical error (due to division by a very small number) in the code. In
order to avoid such situation lij may be computed as,
lij ¼
hijrij  v ij
r2ij þ eh2ij
ð6bÞ
where the parameter e is a small number, generally taken as 0.01
(Monaghan, 1992). In Eq. (5) (a1,a2) are the artiﬁcial viscosity
parameters which control the intensity of the artiﬁcial viscosity.
Artiﬁcial viscosity with parameter (a1,a2) is hereafter referred to
as Pða1 ;a2Þij .
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material is assumed to be elastic-perfectly-plastic and the ﬂow
régime is determined by Von Mises yield criterion. At every time
step, the second stress invariant, J2i ¼ Sabi Sabi , is checked and ifﬃﬃﬃﬃﬃ
J2i
p
exceeds ryi =
ﬃﬃﬃ
3
p
(where ryi is the uniaxial yield stress associ-
ated with ith particle), the individual stress components are re-
turned to the yield surface using
Sngi ! fiSngi where f i ¼ min
ryiﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3Sngi S
ng
i
q ;1
8><>:
9>=>;
The effective plastic strain increment is given by,
Dengpi ¼
1 fi
3Gi
Sngi
and the increment in plastic work density is given by,
DWp ¼
X
i
Dengpi S
ng
i2.2. The ‘heuristic’ acceleration correction algorithm
The ‘heuristic’ acceleration correction algorithm, hereafter
referred to as the ‘‘Heuristic AC’’, is based on certain numerical
observations. Though this has been mentioned in Shaw and Reid
(2009a), two such observations that constitute the basis of the
algorithm are restated below for completeness.
(i) The amount of dissipation that artiﬁcial viscosity generates
depends mainly on the choice of a1. a2 has a smaller effect
on the overall dissipation.
(ii) SPH computations in solid mechanics can be stabilized with
a1 6 1 unless material experiences fracture (which is beyond
the scope of the present work).
Following the observations (i) and (ii) above, it is reasonable to
infer that artiﬁcial viscosity obtained with a1 = 1 is an overestima-
tion and may thus introduce unwanted dissipation into the system.
The acceleration correction algorithm ﬁrst allows dissipation in
order to stabilize the computation and then corrects the excess dis-
sipation through a correction term. The ﬁrst step in the correction
algorithm is to set the parameters (a1,a2) in Eq. (5) to their maxi-
mum value, i.e. (1,1). Consequently the form of the artiﬁcial viscos-
ity becomes,
Pð1;1Þij ¼
cijlij þ l2ij
qij
if rij  v ij < 0 otherwise Pð1;1Þij ¼ 0 ð7Þ
Using the artiﬁcial viscosity given by Eq. (5), the momentum Eq. (2)
may be rewritten as,
dvni
dt
¼ 
X
j
mj
rngi
q2i
þ r
ng
j
q2j
 !
Wij;b 
X
j
mjP
ð1;1Þ
ij Wij;g ð8Þ
The unwanted dissipation may, to an extent, be reduced by includ-
ing a correction term into Eq. (8) as,
dvni
dt
¼ 
X
j
mj
rngi
q2i
þ r
ng
j
q2j
 !
Wij;g þ dani  dani ð9Þ
where dani ¼ 
PN
j¼1mjP
ð1;1Þ
ij Wij;g and the correction term da
n
i is taken
as
dani ¼
1
2
X
j
ðdani þ danj ÞWij ð10Þ
with Wij ¼Wðxi  xj; hÞ and h denoting the support size of the ker-
nel function used in computing the correction term. Now, usingEqs. (9) and (10), the corrected momentum equation may be writ-
ten as,
dvni
dt
¼ 
X
j
mj
rngi
q2i
þ r
ng
j
q2j
 !
Wij;g þ dani 
1
2
X
j
ðdani þ danj ÞWij ð11Þ
The second and third terms on the right-hand side in Eq. (9) are the
dissipation and the correction terms respectively. Since
P
jWij ¼ 1,
Eq. (11) may be recast as
dvni
dt
¼ ani þ
1
2
X
j
ðdani  danj ÞWij ð12Þ
where ani ¼ 
P
jmj
rng
i
q2
i
þ r
ng
j
q2
j
 
Wij;g. The second term on the right
hand side of Eq. (12) is coined as effective dissipation which is
the difference between the dissipation term and the correction term
and hereafter referred to as d~ani .
The energy equation (3) is modiﬁed correspondingly as,
dei
dt
¼
X
j
mj vni  vnj
  rngi
q2i
 !
Wij;g
þ 1
2
X
j
mj vni  vnj
 
Pð1;1Þij Wij;g
 1
2
X
j
vni  vnj
  X
k
mkP
ð1;1Þ
jk Wjk;gWik
 !
ð13Þ
As can be seen from Eqs. (2), (3) and (12), (13), the main difference
between the standard and acceleration-corrected SPH algorithms
lies in the formulation of the momentum and energy equations.
While the standard SPH requires Eqs. (1)–(4) to be integrated in
time, in SPH with the acceleration correction algorithm Eqs. (2)
and (3) are replaced by Eqs. (12) and (13) respectively. In order to
compute the effective dissipation term, the smoothing length h is
chosen such that each particle interacts only with its nearest
neighbours (as shown in Fig. 1 in Shaw and Reid (2009a)).3. A basis for analysing the ‘‘Heuristic AC’’
In this section a theoretical justiﬁcation of the acceleration cor-
rection algorithm is provided in order to highlight the key features
(observed numerically) of the algorithm. First, it is shown why the
algorithm always ensures some amount of dissipation, especially
in regions of sharp and localised oscillations. Second, an estimate
of the effective dissipation is derived and the circumstances under
which the dissipation becomes ‘‘optimum’’ are investigated.
3.1. Effect of the correction term
First consider a distribution of particles {xjjj 2 [1,N]} and then
choose a speciﬁc particle xi. The associated correction kernel
function Wiðkxi  xjk; hÞ is compactly supported, non-negative,
inﬁnitely differentiable and satisﬁes
R
Xi
Wi dx ¼ 1, where
Xi ¼ suppðWiÞ. Hence Wiðkxi  xjk; hÞ is a distribution and may
also be interpreted as a conditional probability density function
(pdf) given xi corresponding to a probability measure li(x), which
in turn enables the deﬁnition of a (complete) probability space
(C,F,P) (where C is the event set and F the r-algebra generated
by subsets of C). Accordingly, the set of particles fxjjxj –
xi; xj 2 Xig restricted to the closure ofXi may be thought of as real-
izations of a random variable X measurable in (C,F,P).
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daai , say, in the linear momentum balance equation:
dani ¼ 
X
j
mjP
ð1;1Þ
ij Wij;g ð14Þ
and the associated correction term:
dani ¼ 
1
2
X
j
dani þ danj
 
Wij ð15Þ
Note that a continuous form of the above expression would be:
d~ani ¼ 
1
2
Z
Xi
dani þ danj ðxÞ
 
WiðxÞdx ¼ 12 da
n
i þ EiðdanÞ
	 
 ð16Þ
where Ei denotes the expectation operator corresponding to the
conditional measure li(x). Thus, interpreting the set fWijjxj 2 Xig
as discretized point probability masses corresponding to the
molliﬁer WiðxÞ, we may also interpret the RHS of (15) as
 12 dani þ EiðdanÞ
	 

, especially in the limit as the number of particles
within Xi tends to inﬁnity.
Thus the acceleration correction is of a diffuse form, i.e. it yields
an average of the viscous acceleration at xi and the (conditional)
statistical mean of those at the neighbouring particles within Xi.
Now, if we add up the artiﬁcially introduced viscous acceleration
with the correction and consider, for simplicity, its continuous ana-
logue, we readily obtain the following identity:
dani  dani ¼
1
2
dani þ EiðdanÞ
	 
 ð17Þ
Thus when the point xi corresponds to a developing shock (or to a
sharp-gradient régime), the acceleration ﬁeld is such that for
jdani j  jdanðxÞjx 2 Xi and x– xi. Accordingly, a viscous dissipation
of the kinetic energy is still achieved, leading to numerical stabil-
ity against spurious oscillations in the presence of sharp gradient
layers. On the other hand, for regions away from the shock front,
where the acceleration ﬁeld is plateau-like, one has dani  EiðdanÞ.
Hence, in such regions, the acceleration corrected form ensures
that the artiﬁcially applied viscous dissipation either vanishes or
remains low.
3.2. An optimal form of the ‘‘Heuristic AC’’
Given a (quasi-regular) distribution of particles, the smoothing
length hi of the ith kernel function remains ﬁxed during the
numerical simulation. However, we note that the support-size h
of the smoothing function used with the acceleration correction
strategy could, in principle, be quite different from that of the
kernel function in the SPH model. In the ‘‘Heuristic AC’’, the
smoothing length h was chosen such that each particle interacts
only with its nearest neighbours (Section 4.1 and Fig. 1 in Shaw
and Reid, 2009a). Since, for a given particle, the contribution of
artiﬁcial viscosity might be considered to be the maximum from
its nearest particles, choosing h as above seems logical. However
it was still a conjecture based on numerical observation. Presently
it is shown that the ‘‘optimum’’ dissipation through the ‘‘heuristic
acceleration correction algorithm’’ can be arrived at through an
appropriate choice of h. Whether such choice of h guarantees
‘‘optimum’’ dissipation is discussed in Section 4 and investigated
further numerically in Section 5.1.
Suppose that the correction term dani is constructed through a
weighted sum of convex approximations as
dani ¼
X
j
kdani þ ð1 kÞdanj
h i
Wij; 0 6 k 6 1 ð18ÞThen, following the notion of effective dissipation, one may write,
d~ani ¼ dani  dani ð19Þ
) d~ani ¼ dani 
X
j
kdani þ ð1 kÞdanj
h i
Wij; ð20Þ
) d~ani ¼ dani  k
X
j
dani Wij  ð1 kÞ
X
j
danj Wij ð21Þ
) d~ani ¼ ð1 kÞdani  ð1 kÞ
X
j
danj Wij ð22Þ
where we have made use of the identity
P
jWij ¼ 1. Let
h 2 ðhl; huÞ  Rþ; here hl and hu are respectively the lower and
upper bounds of the set of admissible values of h. Now consider fol-
lowing two cases.
Case 1 For h < mini–jkxi  xjk Wij ¼ dij (Kronecker delta) as
shown in Fig. 1a. Hence we have:d~ani ¼ dani 
X
j
kdani þ ð1 kÞdanj
h i
dij ð23Þ
) d~ani ¼ dani  kdani  ð1 kÞdani ) d~ani ¼ 0 ð24Þ
Therefore the lower limit hl can be set to mini–jkxi  xjk.Case 2 This case corresponds to large kernel supports ðh!1Þ
so the kernel function W over fxigNi¼1 becomes plateau-
like as shown in Fig. 1b. Hence it is reasonable to con-
sider Wij  1N 8j 2 ½1;N. Then Eq. (22) may be rewritten
as,d~ani ¼ ð1 kÞdani  ð1 kÞ
1
N
X
j
danj ð25ÞSince the family of artiﬁcial viscosity terms fdani gNj¼1 may be re-
garded as the realizations of a zero-mean random process (ﬁeld),
one can approximately write,
1
N
X
j
danj ¼ 0 ð26Þ
Consequently Eq. (25) becomes,
d~ani ¼ ð1 kÞdani ð27Þ
Substituting dani ¼ 
P
jmjP
ð1;1Þ
ij Wij;g in Eq. (27), one has,
d~ani ¼ ð1 kÞ
X
j
mjP
ð1;1Þ
ij Wij;g ð28Þ
Using Eqs. (5) and (7), Eq. (28) may be recast as,
d~ani ¼ 
X
j
mjP
ð1k;1kÞ
ij Wij;g ð29Þ
where Pð1k;1kÞij is the Monaghan-type artiﬁcial viscosity (see Eq.
(5)) with {a1 = (1  k),a2 = (1  k)}. Therefore as h!1, the effec-
tive dissipation d~aai converges to the dissipation provided by the
artiﬁcial viscosity with {a1 = (1  k),a2 = (1  k)}. This is demon-
strated numerically in Section 5.1. A summary of the above obser-
vations is given in Table 1.
The analysis above implies that, for h 6 mini–jkxi  xjk, the
correction term nulliﬁes the effect of the dissipation term and
consequently the effective dissipation becomes zero. For h >
mini–jkxi  xjk the acceleration correction algorithm always en-
sures some amount of dissipation and the intensity of the effective
dissipation increases with increase in h. The maximum effective
dissipation that can be achieved is equivalent to that provided by
the artiﬁcial viscosity with (a1 = 1,a2 = 1), which is indeed an over-
estimation. The intensity of the effective dissipation may also be
tuned by k with no effective dissipation at k = 1 and maximum
effective dissipation (equivalent to artiﬁcial viscosity with
25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.7 25 0 3 0 35 0 4 0 45 0 5 0 55 0 6 0 65 0 7 0 7
i i+1 i+2i – 1 i – 2 i i+1 i+2i – 1 i – 2 
(a)
                                                                   (b) 
Fig. 1. Kernel function with different support sizes: (a) h < min
i–j
xi  xjk and (b) h!1.
Table 1
Summary of the analysis given in Section 3.1.
h k d~ani
h 6mini–jkxi  xjk "k 2 [0,1] d~ani ¼ 0
h!1 k = 1 d~ani ¼ 0
k = 0 d~ani ¼ 
P
jmjP
ð1;1Þ
ij Wij;g
"k 2 [0,1] d~ani ¼ 
P
jmjP
ð1k;1kÞ
ij Wij;g
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to obtain an optimal h, say hopt 2 mini–jkxi  xjk;1
	 
  Rþ and an
optimal k, say kopt 2 ½0;1Þ  Rþ such that the effective dissipation
captures the shock front whilst largely removing the spurious
oscillations.
In the ‘‘heuristic acceleration correction algorithm’’ k was set to
0.5 (see Eq. (10)) and a uniform h ¼ h=2 was taken (see Section 4.1
in Shaw and Reid, 2009a) such that each particle interacts only
with its nearest neighbour. It was observed that, with such choices
of k and h, the algorithm performed well in the context of the prob-
lems treated in Shaw and Reid (2009a,b). However these choices
are not optimal in any formal sense and hence the algorithm is
not guaranteed to yield similar accuracy across a broad range of
problems, although the basic technique clearly produces results
that are signiﬁcant improvements on the use of totally arbitrary
values for (a1,a2) in SPH.
A more general optimisation scheme would require simulta-
neously treating k and h as variables and putting in place an appro-
priate objective function(al), whose extremization should yield hopt
and kopt. However allowing k and h to vary simultaneously would
increase the computational difﬁculty and make the algorithm
numerically intensive. In the present study, for illustrative pur-
poses, we keep k = 0.5 (consistent with Shaw and Reid, 2009a)
and only allow h to vary spatially so as to obtain the optimum dis-
sipation. The strategy of optimising h is discussed in the next
section.
4. The optimisation scheme
4.1. Derivation of the method
Suppose that fxigNi¼1 is the distribution of particles at a time in-
stant. Acceleration of any particle, say the ith particle, is given by,
ani ¼ ani þ
1
2
X
j
ðdani  danj ÞWij ð30Þ
ani could suffer from high frequency numerical oscillations. The sec-
ond term in the RHS of Eq. (30) is intended to remove such oscilla-tions so that ani
 N
i¼1 may be regarded as the set of discrete function
values of a smooth approximation an(x) 2 C(X) to the discrete data
set ani
 N
i¼1. Suppose ~a
n
i ðxÞ is the linear best ﬁt over ani
 N
i¼1. For a
more straightforward exposition of the method without a loss of
generality, we presently assume x 2 R1 so that the best ﬁt curve
of interest is given by the following straight line,
~an ¼ mxþ c ð31Þ
Deﬁne the total variation of aa(x) with respect to ~aaðxÞ as,
TV ¼
Z
bX @a
n
@~an
 2
d~an ð32Þ
where bX denotes the domain of integration, which needs to be ﬁxed
up (see Section 4.2). Substituting ~an from Eq. (31), we have,
TV ¼ 1
m
Z
bX @a
n
@x
 2
dx ð33Þ
A discrete form of Eq. (33) may be written as,
TV ¼ 1
m
XbN
i¼1
@an
@x
 2
i
ð34Þ
Since all parameters in aa are the particle constants (as discussed in
Section 3.1), h is the only variable parameter that can be tuned to
minimise the TV. Minimising the TV with respect to h we have,
dðTVÞ
dh
¼ 2
m
XbN
i¼1
@an
@x
 
i
@2an
@x@h
 !
i
¼ 0 ð35Þ
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@an
@x
 
i
¼ 1
2
X
j
ðanj  ani Þ
mj
qj
@W
@x
 
ij
þ 1
2
X
j
ðd~anj  d~ani Þ
mj
qj
@W
@x
 
ij
ð36Þ
@2an
@x@h
 !
i
¼ 1
2
X
j
@an
@x
 
j
 @a
n
@x
 
i
" #
mj
qj
@W
@h
 !
ij
ð37Þ
Eq. (35) along with Eqs. (36) and (37) constitutes a nonlinear alge-
braic equation in h. At each time instant, Eq. (35) may be solved for
h, which may then be used to determine W in Eqs. (12) and (13).
4.2. Numerical implementation
One expects that a uniform h for the entire domain may not be
effective, i.e. bX ¼ X is not the ideal choice and that the size of bX
should be much smaller than X. Since one has to solve one nonlin-
ear algebraic equation at every time instant and over every bX, the
L L 
VV
A 
Fig. 3. Collinear collision of two bars with equal and opposite velocity (parameters
are given in Table 2).
Table 2
Geometric and material properties for example
shown in Fig. 4.
Length (L) 20 mm
Velocity (V) 50 m/s
Density 7900 kg/m3
Young’s modulus 215 GPa
Yield strength 1160 MPa
Poisson’s ratio 0.3
A. Shaw et al. / International Journal of Solids and Structures 48 (2011) 3484–3498 3489issue of how signiﬁcant the additional computational overhead is
assumes importance. These issues related to the numerical imple-
mentation are discussed in this sub-section.
4.2.1. Computation of h
As we have noted, the effect of artiﬁcial viscosity is localised
and hence it may not be effective to use the same h over the entire
domain. However computing h for each particle separately (i.e. tak-
ing bX ¼ Xi in turn for each i) might also be unfeasible as it would
increase the computational burden especially when a large num-
ber of particles are involved in the computation. In the present
study, we follow a sub-domain approach as follows. First the com-
putational domain is decomposed into several, say m sub-domains
fbXigmi¼1 such that bXi \ bXj ¼ / 8i; j 2 ½1;m and X  [
i2½1;m
bXi. Assum-
ing hi ¼ hj 8i; j 2 Ik ¼ fkjxk 2 bXkg, Eq. (35) is solved over each bXk
(bN ¼ cardðbXkÞ in Eq. (35)) to compute a uniform support size for
all particles in bXk. Then in Eqs. (12) and (13), the support of Wij
is taken as h ¼ ðhi þ hjÞ=2.
In the SPH code, the identiﬁcation of particles which might
interact with a given particle is generally done through a link list
(Monaghan and Gingold, 1983). In the link list, the domain of inter-
est is divided into sub-domains (e.g. line segments in 1D, squares
in 2D and cubes in 3D) of side qh (as illustrated in Fig. 2), where
q is the cutoff of the kernel function. For a particle located inside
a sub-domain, interactions with the particles of neighbouring
sub-domains must be considered. In order to reduce the computa-
tional effort required in bookkeeping, the same sub-domains
which are used in link list are taken as fbXigmi¼1 in the present study.
4.2.2. Computational overhead
The proposed strategy requires some extra numerical effort to
compute the optimum h. However it is observed that the addi-
tional computational effort, required to compute h, is generally
negligible compared to the total computation time. A comparison
of the CPU times for the standard SPH and SPH with acceleration
correction is given in Section 5.
5. Numerical examples
The objective of this section is not to solve any classical prob-
lems ab initio in order to re-establish the numerically superior fea-
tures of the acceleration correction algorithm (which has alreadyqh 
qh 
Fig. 2. Domain decomposition in 2D.been demonstrated via several examples in Shaw and Reid,
2009a,b), but rather to implement numerically and verify features
of the automated scheme developed in Sections 3 and 4. This
emphasis is consistently on structural impact dynamic problems.
In the examples to follow, the cubic kernel function as given below
is usedWðq;hÞ ¼ aD
1 32 q2 þ 34 q3; 0 6 q 6 1
1
4 ð2 qÞ3; 1 6 q 6 2
0; qP 2
8><>: ð38Þwhere aD ¼ 23h in 1D and q ¼ kxkh .
In all the examples, several simulations were ﬁrst performed
with different values of (a1,a2) in order to ﬁnd the ‘‘optimum’’
(a1,a2) by trial and error. Within the limits of this demonstration,
the results obtained with this ‘‘optimum’’ (a1,a2), hereinafter re-
ferred to as ‘‘Optimum AV’’, are likely to be close to the best predic-
tions that can be obtained (with the given discretization, choice of
the kernel function and the smoothing length) via SPH with stan-
dard artiﬁcial viscosity.0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
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tages of the proposed optimised acceleration correction algorithm,
hereafter referred to as ‘‘Optimised AC’’ vis-á-vis its ‘heuristic’
counterpart ﬁrst two examples, i.e. the one-dimensional elastic
bar-impact problem and two-dimensional Parkes cantilever beam
problem which were used to demonstrate the ‘heuristic’ accelera-
tion correction algorithm in Shaw and Reid (2009a) are considered
once again. Next the efﬁcacy of the ‘‘Optimised AC’’ is demon-
strated via two more problems of interest in impact dynamics.-0.02 -0.015 -0.01 -0.005 0
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Fig. 5. Velocity proﬁle along the length of the left bar obtained via SPH with AC with di
h ¼ 1:80	 104 and (e) h ¼ 1:99	 104. Theoretical results are shown by dotted lines.5.1. ‘‘Heuristic AC’’ vs ‘‘Optimised AC’’ – comparisons with Shaw and
Reid (2009a)
5.1.1. Example 1
The problem of elastic collinear collision of two bars with equal
and opposite velocity (Fig. 3), as considered in Shaw and Reid
(2009a), is revisited here. The geometric and material properties
are given in Table 2. Based on numerical experiments, it was ob-
served in Shaw and Reid (2009a) that, for the given choice of the-0.02 -0.015 -0.01 -0.005 0
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Fig. 6. Decomposition of the domain for calculation of h.
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yields the optimum dissipation in standard SPH is (0.3,0.3). There-
fore the prediction with (a1 = 0.3,a2 = 0.3) is considered as the
benchmark in order to demonstrate the usefulness of the proposed
algorithm.
Each bar is discretized by 101 particles, uniformly placed along
its length. The value of his taken as 2.4 	 104. However, before
proceeding further, the limitation of the erstwhile proposed accel-
eration correction algorithm (Shaw and Reid, 2009a) is discussed
below for a better appreciation of the proposed strategy.-0.025 -0.02 -0.015 -0.01 -0.005 0
-60
Distance (m)
Fig. 8. Comparison of particle velocity along the length of the left bar at 5.75 ls
obtained via SPH with (0.3,0.3) and SPH with optimum AC.5.1.1.1. Limitation of the ‘‘Heuristic AC’’. As mentioned in Section 3.2,
one can achieve optimum dissipation via the acceleration correc-
tion algorithm with a judicial choice of h. In the earlier version of
the algorithm h was taken (manually) such that while computing
the correction term, each particle interacted only with its nearest
neighbours. Fig. 4 shows a given particle (indicated by ) with
its neighbouring particles (indicated by ) and kernel function, W
(1, 2, 3, 4 and 5) with ﬁve different support sizes ðhÞ, viz.
1.1 	 104, 1.3 	 104, 1.5 	 104, 1.8 	 104 and 1.99 	 104. For
all these ﬁve choices of h, the particle under consideration interacts
only with its nearest neighbour. Now simulations are performed
with different h and the computed velocity proﬁles along the
length of the left bar are shown in Fig. 5. It can be seen from
Fig. 5 that, for h ¼ 1:1	 104, SPH with AC suffers from numerical
instability manifesting itself through high frequency oscillations in
the response. These oscillations reduce as h increases and it even-
tually vanishes for h ¼ 1:8	 104. Further increase in h does not
have much effect on the overall dissipation. This exercise indicates
that allowing nearest neighbours to interact while computing the
correction term may not always yield the ‘‘optimum’’ dissipation.
‘‘Optimum’’ dissipation can only be ensured when h is chosen via
some additional criterion. The earlier version of the acceleration
correction algorithm (Shaw and Reid, 2009a) does not give any
information about how to choose h in order to achieve the ‘‘opti-
mum’’ dissipation. The proposed optimally corrected AC described
herein is an attempt to overcome this limitation of the AC scheme
without requiring a priori knowledge of the structural response.
The feasibility of the proposed strategy is further demonstrated
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Fig. 7. Distribution of (a) effective dissipation an5.1.1.2. Improvement via the ‘‘Optimised AC’’. Since the kernel func-
tion given in Eq. (38) has a cut-off 4, the entire domain is now split
into line segments (sub-domains) of length 4h. With such decom-
position, each sub-domain contains 5 particles as shown in Fig. 6.
Eqs. (1), (4), (12) and (13) are integrated with the standard pre-
dictor–corrector scheme with uniform time step of Dt = 1 	 108 s.
At each time instant Eq. (35) is solved for h over each sub-domain.
In order to solve Eq. (35), the initial guess for h is taken as
1.4 	 104. Fig. 7 shows the distribution of effective dissipation
d~ai (see Eq. (22)) and corresponding (computed) h over the length
of the left bar at t = 5.75 ls. Comparison of velocity proﬁles along
the length of the left bar at 5.75 ls obtained via the proposed strat-
egy and the standard SPH with (a1 = 0.3,a2 = 0.3) is given in Fig. 8.
Comparison of CPU times, required by SPH with AC and SPH with
optimised AC is given in Table 3.5.1.1.3. Effect of k. It has been noted in Section 3 that, as h!1, the
proposed strategy yields similar results obtainable through artiﬁ-
cial viscosity with (a1 = 1  k,a2 = 1  k) (see Eq. (27)). The above
observation is demonstrated numerically in this section. Towards
this, simulations are performed with three different values of k,
viz. 0, 0.35 and 0.7 which are equivalent to standard SPH
computations with (a1 = 1,a2 = 1), (a1 = 0.65,a2 = 0.65) and-0.025 -0.02 -0.015 -0.01 -0.005 0
1.3
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d (b) computed h over the length of left bar.
Table 3
Comparison of CPU time.
AC with uniform h (Shaw
and Reid, 2009a,b)
AC with optimised
h (Section 4)
CPU time (s) 40 45
Table 4
Material, geometrical and computational data of the cantilever beam
shown in Fig. 10.
Parameters Value
Material and geometric data
E (N/mm2) 2.069 	 105
r0 (N/mm2) 344
q (kg/m3) 7493
L (mm) 304.8
b (mm) 6.6
d (mm) 6.6
G (kg) 0.0023
V0 (m/s) 481.6
Computational data
Dx, Dy (m) 1.524 	 103, 1.65 	 103
Number of particles 201 	 5 = 1005
h (m) 3.0 	 103
Dt (s) 2 	 107
a b c 
d 
3492 A. Shaw et al. / International Journal of Solids and Structures 48 (2011) 3484–3498(a1 = 0.3,a2 = 0.3), respectively. It is found that the minimum
(a1,a2) required to stabilize the numerical solution is (0.3,0.3)
which justiﬁes the reason for taking maximum value of k as 0.7.
Fig. 9 shows the effect of h on the kinetic energy for different val-
ues of k. It can be seen that the loss of kinetic energy increases with
increase in h. Speciﬁcally, it converges to the standard SPH compu-
tations for the corresponding values of (a1,a2).
5.1.2. Example 2
As the second example, the plane strain model of an elastic-
perfectly-plastic cantilever beam carrying an impulsively loaded
tip mass (see Fig. 10) as given in Shaw and Reid (2009a), the clas-
sical Parkes problem (Reid and Gui, 1987), is re-considered using
the new, optimised technique. Material, geometric and computa-
tional data are given in Table 4. Based on numerical experiments,
it was observed in Shaw and Reid (2009a) (using the heuristi-
cally-corrected SPH to contrast with the FEM study by Reid and
Gui, 1987) that, for the given choice of the kernel function and
particle distribution, the value of (a1,a2) which yields the optimum
dissipation in standard SPH is (0.1,0.1).
Similar to Example 1, in order to show the importance of choice
of h in the acceleration correction algorithm, simulations were per-
formed with different values of h, taken as 1.2 	 103, 1.5 	 103,
1.65 	 103 and 1.7 	 103. For all such choices of h, in the calcu-
lation of correction term any particle interacts only with its nearest
neighbours. Fig. 11 shows the deformed shape of the beam at 5 ms
obtained via acceleration-corrected SPH with different values of h.0 1 2 3 4 5 6 7 8 9 10
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Fig. 10. Cantilever beam with tip mass.
0
Fig. 11. Deformed shape of the beam at 5 ms obtained with different values of h: (a)
h ¼ 1:2	 103; (b) h ¼ 1:5	 103; (c) h ¼ 1:65	 103; and (d) h ¼ 1:7	 103.It can readily be seen that though in all simulation h satisﬁes the
criteria given in Shaw and Reid (2009a,b) (i.e. any particle interacts
only with its neighbours) a stable solution could only be obtained
when h ¼ 1:7	 103. Similar behaviour is also observed in the
plastic work distribution along the length of the beam given in
Fig. 12. These observations reconﬁrm that if h is not chosen prop-
erly the acceleration correction algorithm may not perform
effectively in stabilizing the SPH computation.
Now simulations were performed with the ‘‘Optimised AC’’. A
response-dependent h which leads to optimum effective dissipa-
tion was computed through the optimisation strategy given in
Section 4.1. For the simulations performed with the Optimised
AC’’, the plastic work distribution at 5ms obtained via SPH with
‘‘Optimised AC’’ are compared with that obtained via SPH with
‘‘optimum’’ (a1,a2), i.e., (0.1,0.1) in Fig. 13. These show good agree-
ment; however the fact that the optimised solution is generated
automatically, thereby dispensing with a trial-and-error approach,
is a distinct advantage.
Deformed conﬁgurations corresponding to the extreme elastic
vibration positions obtained via SPH with ‘‘optimum’’ (a1,a2) and
using the acceleration-corrected (both heuristic and optimised)
SPH are compared with the FEM solution (Reid and Gui, 1987) in
Fig. 14a and b. It is readily seen that, although the SPH with the
‘‘optimum’’ choice of artiﬁcial viscosity parameters does not expe-
rience any instability (or numerical fragmentation), the extreme
elastic vibration conﬁgurations correspond to signiﬁcantly smaller
0 0.2 0.4 0.6 0.8 1
0
50
100
150
200
250
Normalized distance from the root (x/L)
Pl
as
tic
 w
o
rk
 
(J)
0 0.2 0.4 0.6 0.8 1
0
20
40
60
80
100
120
140
Normalized distance from the root (x/L)
Pl
as
tic
 w
o
rk
 
(J)
(a)
0 0.2 0.4 0.6 0.8 1
0
5
10
15
20
25
30
35
40
Normalized distance from the root (x/L)
Pl
as
tic
 w
o
rk
 
(J)
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
6
7
Normalized distance from the root (x/L)
Pl
as
tic
 w
o
rk
 
(J)
(c)
(b)
(d)
Fig. 12. Distribution of plastic work at 5 ms obtained with different values of h: (a) h ¼ 1:2	 103; (b) h ¼ 1:5	 103; (c) h ¼ 1:65	 103 and (d) h ¼ 1:7	 103.
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Fig. 13. Comparison of plastic work distribution at 5 ms.
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hand, the deformed shapes obtained via the SPH with the acceler-
ation-corrected (both heuristic and optimised) are in very good
agreement with the FEM results.Note that the deformation of the impact (proximal) end is not as
curled as in the FEM solution. This may be explained by the effect
of plastic shearing under the projectile which was not taken into
consideration in FEM analysis (Reid and Gui, 1987). Notwithstand-
ing this, the close agreement between the ‘‘Heuristic AC’’ and
‘‘Optimised AC’’ can readily be observed. Again the automatic nat-
ure of the optimised solution should be emphasised. Comparison of
CPU times, required by SPH with AC and SPH with optimised AC is
given in Table 5.
5.2. Further applications of the ‘‘Optimised AC’’
In this sub-section the ‘‘Optimised AC’’ is further explored in the
context of two more problems of interest in impact dynamics. Re-
sults obtained via the ‘‘Optimum AV’’ are considered as the refer-
ence solutions.
5.2.1. Example 3: shock wave in elastic–plastic medium
As an example of the application of the new technique to the
analysis of a standard materials test, the propagation of a one-
dimensional shock wave through an elastic-plastic medium,
related to the so-called ﬂat-plate impact test, is considered. All
the variables downstream and upstream of the shock are given in
Table 6. A similar example was considered by Tyndall (1993) in or-
der to demonstrate the Flux-Corrected Transport (FCT) technique
for simulation of shock waves in elastic–plastic metals. Here the
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(a)                                                                            (b) 
Fig. 14. Extreme elastic vibration positions of neutral axis after all plastic deformation complete: (a) t = 15.80 ms and (b) t = 23.50 ms.
Table 5
Comparison of CPU time required to integrate up to 5 ms.
AC with uniform h (Shaw
and Reid, 2009a,b)
AC with optimised
h (Section 4)
CPU time (s) 410 470
Table 6
Parameters for example 2.
x 6 0 x > 0
q (kg/m3) 2764.2 2710
p (GPa) 1.6 0
Sxx (GPa) 1.79 0
c0 (m/s) 5380 5380
G (GPa) 26.5 26.5
ry (GPa) 0.3 0.3
3494 A. Shaw et al. / International Journal of Solids and Structures 48 (2011) 3484–3498material properties and initial conditions (shown in Table 6) are ta-
ken the same as those given in Tyndall (1993).
The one-dimensional domain X is given by [1.5,1.5]. The do-
main is discretized by 301 particles (Dx = 0.01) and h is taken as
1.2Dx. First, in order to ﬁnd the minimum viscous dissipation re-
quired to stabilize the SPH computation for this problem, several
simulations are performed with different values of (a1,a2). The
density proﬁle at t = 0.15 ms obtained via the standard SPH with
different values of (a1,a2) are shown in Fig. 15. It is seen that, for
(a1,a2) > (0.4,0.4), there is not much improvement in the results
and therefore it may be inferred that for the given problem
(a1 = 0.4,a2 = 0.4) is the ‘‘Optimum AV’’.
Next the SPH computation is performed using the proposed
‘‘Optimised AC’’ algorithm. The distributions of effective dissipa-
tion d~ai and the corresponding values of h over the length of the
rod at t = 0.25 ls are shown in Fig. 16. Comparison of density and
velocity proﬁles obtained via the standard SPH with ‘‘Optimum
AV’’, i.e. (a1 = 0.4,a2 = 0.4) and SPH with ‘‘Optimised AC’’ are givenrespectively in Figs. 17 and 18. It is observed that the results via the
proposed strategy are in very close agreement with those through
the standard SPH with ‘‘Optimum AV’’, notwithstanding the more
direct (automated) approach adopted in the ‘‘Optimised AC’’. This
precisely what the present work aims at.
5.2.2. Example 4: free–free beam subjected to impact
Finally, to illustrate the method further in the context of dy-
namic structural impact problems, the elastic–plastic response of
a free–free beam subjected to two-point impact as shown in
Fig. 19 is considered. Geometric and material properties are given
in Table 7. FEM simulation of the same problem was provided by
Ahmed et al. (2001) within a 2D plane strain set-up. Therein it
was found that approximately 17.9% (digitized from Fig. 15 in
Ahmed et al., 2001) of the input energy is converted into elastic
strain energy and plastic work. The remaining 61.78% and 20.32%
of the input kinetic energy result in rigid-body kinetic energy of
the impactor and the beam, respectively.
For the SPH simulation, the beam is discretized by 351 	 5 par-
ticles. Each impactor is modelled as an h 	 h block and discretized
by 5 	 5 particles. Since a 2D plane strain model of the beam is
considered here, the width (dimension along z-axis) of the beam
is assumed to be one. Consequently the total mass of the beam is
taken as qLd instead of the original mass qLdb. Therefore in order
to keep the mass ratio (beam mass/impactor mass) the same, the
tip mass is taken as G/b. In order to model the impactor as a nearly
rigid mass, the elastic modulus and yield stress of impactor was ta-
ken to be very large (200 times the parameters for the beam) as gi-
ven in Table 7.
As in the previous two examples, numerical experiments were
ﬁrst performed in order to obtain (a1,a2) for the ‘‘Optimum AV’’
by trial and error. Deformed conﬁgurations of the beam and the
impactors at 2 ms obtained with different values of (a1,a2) are
shown in Fig. 20. Spurious instability (which manifest itself by par-
ticle crumbling) in the computations due to lack of adequate dissi-
pation can readily be observed in Fig. 20. This instability
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Fig. 15. Density proﬁle at t = 0.25 ls obtained via the standard SPH with different (a1,a2); (a) (0,0); (b) (0.1,0.1); (c) (0.25,0.25); (d) (0.4,0.4); (e) (0.5,0.5) and (f) (0.6,0.6).
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be considered crudely as the ‘‘Optimum AV’’.
Performing a simulation with the ‘‘Optimised AC’’, the com-
puted time history of the kinetic energy of the beam is compared
with those obtained via the ‘‘Optimum AV’’ in Fig. 21. The FEM pre-
diction as given in Ahmed et al. (2001) is also plotted (digitized
from Fig. 15 in Ahmed et al.) in the same ﬁgure. Computed plastic
work obtained via the ‘‘Optimised AC’’ and ‘‘Optimum AV’’ are
compared in Table 8. It can be seen from Fig. 21 and also fromTable 8 that predictions via the optimum AC are in very close
agreement with that of ‘‘Optimum AV’’, although the former was
obtained automatically and not as the result of a series of ‘numer-
ical experiments’.
5.3. Discussion of numerical examples
The above examples address a few important aspects of the
acceleration correction algorithm and help verify numerically the
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Fig. 16. Distribution of (a) effective dissipation and (b) computed h.
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Fig. 17. Comparison of density proﬁle at t = 0.25 ls obtained the standard SPH with
(a1 = 0.4,a2 = 0.4) and SPH with optimum AC algorithm.
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Fig. 18. Comparison of velocity proﬁle at t = 0.25 ls obtained the standard SPH
with (a1 = 0.4,a2 = 0.4) and SPH with optimum AC algorithm.
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that the ‘‘optimum’’ dissipation through the ‘‘Heuristic AC’’ is in-
deed achievable through a suitable choice of h which is consistent
with the theoretical basis postulated in Section 3.2. It was earlier
suggested by Shaw and Reid (2009a) that h could be taken such
that each particle interacted only with its nearest neighbours.
While there could be many choices of hmeeting the above require-
ment (see Fig. 5), the ‘‘optimum’’ dissipation is attainable only for a
speciﬁc choice of h (see Fig. 6e). Such a choice of h however de-
pends signiﬁcantly on the particle conﬁguration (which changes
in time) and is not known a priori. Therefore any pre-assigned va-
lue of h as in the case of ‘‘Heuristic AC’’ may not yield ‘‘optimum’’
dissipation as evident from Fig. 6a–d.
However, the proposed ‘‘Optimised AC’’ does not need such a
priori knowledge of h, rather it computes h at every time instant
and over each spatial patch depending on the particle conﬁgura-
tion and intensity of the discontinuity/shock. Wherever the
response is plateau-like, the algorithm takes the minimum admis-
sible value of h which ensures that the artiﬁcially applied viscous
dissipation either vanishes or remains low in such regions (see
Fig. 7).
It is consistently observed that the prediction via ‘‘Optimised
AC’’ is in very close agreement with that via the ‘‘Optimum AV’’,found by costly trial and error runs. However in the automated
and rationalised version of the acceleration correction algorithm
one needs neither any user-speciﬁed artiﬁcial viscosity parame-
ters, unlike the standard SPH, nor a priori knowledge of h, unlike
the non-optimised version of the AC algorithm. Furthermore, the
discussion in Section 3 and the incorporation of the new optimisa-
tion methodology (Section 4) provide conﬁrmation that the correc-
tion method is indeed rationally founded.6. Closure
The primary aim of this paper has been to derive an automated
and optimised form of the acceleration correction algorithm, fol-
lowing up on the recent work of Shaw and Reid (2009a) which
was mainly based on certain heuristic arguments. The original
form of this acceleration correction algorithm was observed
numerically to be very effective in stabilizing the SPH computation
without adding unwanted dissipation into the system, so improv-
ing the physicality of the results. However, an insight into the
algorithm was missing and hence some questions remained unan-
swered. An exploration of several of these, undertaken herein, has
resulted in an improved, a more systematic and a rationally
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Fig. 19. Free–free beam subjected to two-point impact.
Table 7
Parameters example 3.
Parameters Value
E (GPa) 199
ry(GPa) 0.2075
q (kg/m3) 7850
L (m) 0.1397
b (m) 0.0127
h (m) 0.00318
G (kg) 0.2625
V0 (m/s) 15
a (m) 0.409L
(a) 
(b) 
(c) 
Fig. 20. Particle position in deformed conﬁguration at 2 ms obtained with different
(a1,a2); (a) (0.1,0.1); (b) (0.15,0.15); (c) (0.175,0.175) and (d) (0.2,0.2).
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Fig. 21. Comparison of time history of kinetic energies gained by the beam
obtained via different methods.
Table 8
Comparison of plastic work.
Optimum AV AC
Plastic work (% of KE of impactor) 8.9 8.9
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to optimise (and thus automate) the procedure, guaranteeing at
least similar accuracy to that using the ‘‘best’’ available artiﬁcial
viscosity parameters obtained through (potentially) numerous
numerical experiments, though without the need for human
judgement.
The heuristic correction algorithm was originally introduced for
problems related to impact mechanics. Here the amount of artiﬁ-
cial viscosity (and also the physical sensitivity of the predictions
to artiﬁcial viscosity) was generally dependent on the nature of
the response, the solutions often being dominated by discontinu-
ities (shocks, plastic ‘hinges’, etc.). It is in this context that the
development, undertaken herein, assumes signiﬁcance. As a partof this exercise, a basis that explains how the acceleration correc-
tion algorithm works has also been established. Speciﬁcally, the
arguments in Section 3 help characterise and even quantify the dis-
sipation provided by the correction term.
The generalisation involves a new strategy to automatically
tune the correction term so that the effect of the artiﬁcial viscosity
becomes optimum in a speciﬁed sense. This is, in particular,
achieved by taking a spatially varying response-dependent support
size ðhÞ for the kernel function through which the correction term
is constructed. The optimum spatial distribution of h is obtained by
minimising the (spatially localised) total variation of the high fre-
quency oscillations in the acceleration term with respect to its
‘localised mean’ (i.e. a locally linear best ﬁt). Whilst the ‘‘Optimised
AC’’ is a little more numerically intensive compared to its heuristic
counterpart, it is observed that the optimisation strategy causes in-
crease in CPU time by only 10–15% depending on the problem.
Finally, issues relating to the applicability and performance of
the algorithm to even more general classes of problems involving
fracture, shock-waves in 3D continua and ﬂuid-structure interac-
tion are yet to be investigated. Indeed, an even more general form
of the correction term is indicated via simultaneous variations of
the twin parameters k and h. The value of k is restricted to [0,1].
Two extreme conditions k = 0 and k = 1 imply ‘‘maximum effective
dissipation’’ and ‘‘no effective dissipation’’, respectively. Through
several numerical experiments it is observed that for the class of
3498 A. Shaw et al. / International Journal of Solids and Structures 48 (2011) 3484–3498problems not involving fracture or extreme discontinuous behav-
iour, ﬁxing k to its average value, i.e. 0.5, and optimising effective
dissipation by tuning h works well for a large class of problems
(some of them are reported here). The authors anticipate that
allowing k to vary spatially as well as temporally (similar to hÞ
would help generalise the algorithm further especially for prob-
lems with fracture and material separation (e.g. penetration)
where the stabilization requirement is greater. This will be the
subject of additional research work in the near future.References
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