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Abstract—Recently, deep learning-based positioning systems
have gained attention due to their higher performance relative
to traditional methods. However, obtaining the expected perfor-
mance of deep learning-based systems requires large amounts of
data to train model. Obtaining this data is usually a tedious
process which hinders the utilization of such deep learning
approaches.
In this paper, we introduce a number of techniques for address-
ing the data collection problem for deep learning-based cellular
localization systems. The basic idea is to generate synthetic data
that reflects the typical pattern of the wireless data as observed
from a small collected dataset.
Evaluation of the proposed data augmentation techniques
using different Android phones in a cellular localization case
study shows that we can enhance the performance of the
localization systems in both indoor and outdoor scenarios by
157% and 50.5%, respectively. This highlights the promise of the
proposed techniques for enabling deep learning-based localization
systems.
I. INTRODUCTION
Location-based services for indoor and outdoor environ-
ments have become an essential part for our daily life. Gen-
erally, GPS is considered the de facto standard for ubiquitous
and accurate outdoor navigation. However, it requires line-of-
sight to the satellites. Thus, it neither works well in urban
regions nor indoors. In addition, it drains the phone battery
quickly. As an alternative, several localization techniques have
been proposed which can be utilized in both indoor and
outdoor scenarios. For example, some systems depend on the
inertial sensors in smart phones to obtain the location [1]–[11].
However, these low-cost sensors are usually noisy, leading to a
quick degradation in accuracy. On the other hand, WiFi-based
techniques [12]–[22] are the most common in this domain
due to the wide-deployment of WiFi APs. Nonetheless, all
the above mentioned techniques require a high-end phone
equipped with GPS, sensors, and/or WiFi. This limits their
ubiquitous adoption, especially in developing countries.
On the contrary, since all phones support cellular technology
by definition, it becomes desirable to use cellular signals for
localization. Furthermore, this consumes virtually no extra
power in addition to the normal phone operation. A number of
cellular-based localization techniques have been proposed in
literature for both indoor [23]–[26] and outdoor settings [27]–
[32]. Nevertheless, current cellular-based positioning systems
either try to learn the pattern of the received signal strength us-
ing probabilistic techniques, e.g. [27]–[29]; or using traditional
classifiers, e.g. SVM [24] or KNN [25]. These techniques
cannot learn a good mapping between signals and locations
due to their limited learning ability in the presence of the high
noise inherent in the wireless channel. In addition, probabilis-
tic approaches usually take the simplifying assumption that the
signals from the different APs are independent, limiting their
accuracy. To address these limitations, a number of localization
systems [16], [23], [30], [33] have adopted deep learning.
However, deep learning models are data-hungry; i.e. in order
to achieve the expected good performance they require large
amounts of training data. This comes with extra costs due to
the need to perform the tedious data collection process over a
longer time.
In this paper, we introduce a new data collection framework
for cellular-based localization systems that use deep neural
networks (DNN). The proposed framework can be integrated
seamlessly with any of the current localization systems by
processing their small input dataset to produce a larger dataset
suitable for training deep learning models. In particular, we
introduce different data augmentation techniques that can auto-
matically provide large amount of data for the training process
starting from a small set of collected data. The proposed
techniques: the sampling, additive noise, cell tower dropper,
and deep generative augmenter; are based on analyzing the
behavior of the wireless channel and generating synthetic
data that reflects this behavior. Note that data augmentation
techniques have been used before in image [34], [35] and
audio [36] recognition systems. However, these techniques are
usually domain-specific and cannot be directly extended to
cellular-based localization systems.
We have implemented and deployed the proposed frame-
work and data augmentation methods on different Android
phones and evaluated its performance in indoor and outdoor
testbeds in a typical deep learning localization system. Our
results show that the proposed data augmentation techniques
achieve a consistent median accuracy of 0.77m and 87m in
indoor and outdoor scenarios, respectively. This reflects an
improvement of more than 157% and 50.5% in the indoor
and outdoor performance compared to the case of no data
augmentation.
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The rest of the paper is organized as follows: The proposed
framework is presented and the details of the different methods
of data augmentation is described in Section II. We evaluate
the proposed data augmentation framework in indoor and
outdoor scenarios in Section III. Finally, Section IV concludes
the paper.
II. PROPOSED DATA AUGMENTATION FRAMEWORK
Fig. 1 shows how our data augmentation framework can
be integrated with any of the current deep learning-based
cellular localization systems 1. Basically, the framework takes
as input the data collected by the traditional localization
system, typically small in size, and generates a new larger
dataset that should be used for training the localization system.
Our framework contains two sub-modules: the Pre-Processor
and the Data Augmenter. In the balance of this section, we
start by describing the data collection process and input data
format followed by the details of the Pre-Processor and the
Data Augmenter modules. The later is the core contribution
of this paper.
A. Data Collection
To collect the training data, the cell phone scans for the cell
towers at different reference locations i.e. points (indoors) or
grid cells (outdoors) in the area of interest. According to the
standard [27], up to seven towers of the total m available cell
towers in the area can be heard at any scan. For each heard cell
tower, a pair (CID, RSS) is recorded, where CID represents the
cell tower unique ID and RSS is the received signal strength
from that tower. Different RSS scans are performed at each
reference location to collect the training data.
B. The Pre-Processor Module
The goal of the Preprocessor is to normalize and transform
the scanned RSS vectors from the heard cell towers in the
area of interest to fit the format required for the deep network
training. Theoretically, RSS in cellular networks is expressed
in decibels (dB) with reference to one milliwatt (mW), i.e.
dBm units. However, we leveraged the Android cellular API to
obtain the cell readings, which reports the RSS in the Arbitrary
Strength Unit (ASU). The ASU is an integer value ranging
from 0 to 31 and is proportional to the RSS measured in dBm
based on the following relation:
dBm = 2×ASU − 113 (1)
To improve the convergence time of the deep learning model,
we normalize these ASU values directly, to the range [0,1].
The feature vector per sample is constructed from all cell
towers detectable in the area of interest. Since not all these
towers can be overheard in every scan, this module assigns
zero to the towers that are not heard in a given scan. This
allows us to fix the feature vector size that is input to the
neural network.
1Without loss of generality, we focus in this paper on cellular-based local-
ization systems due to their ubiquity and low-energy consumption. However,
our proposed data augmentation techniques can be applied to any other deep
learning-based RF localization systems such as WiFi-based systems.
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Fig. 1. The proposed data augmentation framework. The framework works
on the small input dataset of the traditional localization system to generate a
larger data set suitable for training deep learning models.
C. The Data Augmenter
In this section, we present different data augmentation
techniques that can be used to extend a small input dataset
of cellular scans to a larger dataset suitable for training deep
learning models. In particular, we describe the details of
the additive noise, sampling, cell tower dropper, and deep
generative techniques.
1) Additive noise: Typically, when both the transmitter
and receiver are stationary, the RSS changes over time. This
is due to the dynamic changes in the environment and the
noisy wireless channel. The additive noise data augmentation
technique builds on this observation. In particular, for each
input cellular scan vector x, it adds a white Gaussian noise
q with a specific standard deviation s to each entry. The
standard deviation varies for different cell towers for different
fingerprinting locations. More formally,
q ∼ N (0, s2) (2)
and
x˜ij ∼ xij +N (0, s2ij) = N (xij , s2ij) (3)
Where xij is the original RSS measurement for each cell
tower j at each location i and s is the corresponding standard
deviation taken proportional to the signal range at a specific
location as:
sij =
max(xij)−min(xij)
2
(4)
2) Sampling technique: This technique constructs the signal
strength distribution from the small input dataset. Then it
generates synthetic data by sampling from this distribution.
To find the optimal distribution that fits the input data of one
cell tower at a particular fingerprint location, we use maximum
likelihood estimation over the parameters of different common
distributions. We found that the Beta, Gamma and Gaussian
distributions are the ones that provide the best fit for most cell
towers at different locations. Specifically, the Beta distribution
generally yields the best likelihood value, followed closely by
the Gamma distribution, followed by the Gaussian distribution
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Fig. 2. Fitting different distributions to the cell tower normalized
RSS at a certain location. The Beta distribution provides the best fit.
(Fig. 2). This can be explained by noting that the Pre-Processor
module normalizes the range of the input RSS to be between
0 and 1. This fits the range of the Beta distribution more than
the infinite range of the Gamma and Gaussian distributions.
To generate a sample using this technique, a random value
is drawn from the distribution corresponding to the jth tower
at the ith location. Subsequently, synthetic values of different
towers are combined together to form a complete sample at
some location.
3) Tower dropping techniques: When the device is station-
ary at a certain location, the number of cell towers it hears over
different scans varies as shown in Fig. 3. The figure shows that
even though the phone is able to detect seven cell towers per
scan, it detects only up to 5 towers 71% of the time. This
is due to the receiver’s sensitivity2, where weak cell towers,
whose signal changes over time, will be dropped randomly.
The tower dropping techniques increase the training data
size by generating synthetic training samples that reflect this
behavior by randomly dropping cell towers (setting their
values to 0) in the input scan. We introduce two novel
tower dropping techniques: The random-based dropper and the
threshold-based dropper. Fig. 4 shows an example for the two
techniques.
Random-based dropper: The idea is to randomly drop (set
RSS to 0 ASU) signals from the detected cell towers (other
than the associated one to reflect the real case). This can be
done by randomly generating a sparse binary vector that is
then multiplied with the original RSS vector. This operation
masks out some RSS readings from the RSS vector, simulating
the case when the different neighboring cell towers appear and
disappear at the same location over time.
Threshold-based dropper: This technique modifies an
input RSS vector such that any entry si whose value falls
below a predefined threshold is a candidate to be removed (set
to zero), mimicking that this cell tower has not been heard in
the generated synthetic sample. All combinations of removing
these entries can then be added to the training dataset.
2The receiver sensitivity refers to the minimum signal strength the wireless
chip is able to detect a signal at.
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Fig. 3. Probability of hearing different number of cell towers
at the same location (indoor).
4) Deep generative technique: This technique is similar to
the Sampling technique described in Section II-C2. However,
the sampling technique learns the distribution of each cell
tower independent from the other cell towers while the deep
generative technique learns the joint distribution between the
different cell towers.
In particular, this data augmenter employs variational au-
toencoder (VAE) models at different fingerprinting locations
to learn the joint distribution P (Xi) of input features over
training samples Xi at fingerprint point i. VAE are popular
approaches to unsupervised learning of complicated distribu-
tions [37], [38]. As such, the technique generates new samples
from P (Xi) at reference location i.
Fig. 5 shows the VAE network structure. The VAE consists
of an encoder, a decoder, and a loss function. The encoder is
a neural network that compresses a data point input x ∈ Xi to
get the hidden (latent) representation z and network weights
and biases θ as an output. The latent space z is typically
referred to as a ”bottleneck” because the encoder must learn
an efficient compression of the data into a lower-dimensional
space. We refer to the encoder as qθ(z|x). We can sample
from this distribution to get noisy values of the representations
z. The decoder is another neural network that takes the latent
representation z as an input and produces the parameters to the
probability distribution of the data and has weights and biases
φ. The decoder is denoted by pφ(x|z). The loss function for
sample xi is the negative log-likelihood function defined as
follows,
Li(θ, φ) = −Ez∼qθ(z|x)[log pφ(x|z)] +KL(qθ(z|x)||p(z))
(5)
The loss consists of two terms. First, the reconstruction loss.
It is the expected negative log-likelihood of the i-th data point.
This term forces the decoder to learn to reconstruct the data.
The second term is the regularizer. It is the Kullback-Leibler
[39] divergence between the encoder’s distribution qθ(z|xi)
and a predefined distribution p(z). Assuming that p(z) =
N(0, 1), the regularizer forces the latent representations z
to follow the standard normal distribution. We employ the
stochastic gradient descent to optimize the loss with respect to
network parameters θ and φ. For training the VAE deep model,
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Fig. 4. Cell tower dropper techniques employ dropping a number of cell
towers RSS to emulate the noisy channels. The normalized scan vector is
multiplied by random masks to obtain the transformed vector out of the
Random method. On the other hand, the RSS values that are less than a
threshold (e.g. 0.2 ) are dropped in The Threshold method.
We tried different network structures. The best structure in
terms of training accuracy contains three hidden layers with
10, 5 (latent space), and 10 neurons. Network training is
performed over 3000 epochs at a learning rate of 0.001.
After finishing the training phase, we can generate new data
points by sampling the latent variables z ∼ N(0, 1), then
decode z to get a new data point xˆ.
III. EVALUATION
In this section, we evaluate the performance of the proposed
techniques in two different scenarios: an indoor and an outdoor
testbed. We start by describing the experimental setup used
in the data collection process. Next, we analyze the effect of
different data augmentation techniques in each scenario on the
localizaiton systems’ performance.
A. Experimental setup
To collect the necessary data for evaluation, we deployed
our system in two different scenarios. The first one is an indoor
testbed with a 11m × 12m area containing offices, meeting
rooms as well as corridors (Fig. 6(a)). Data is collected at
uniformally distributed reference points that span the area of
interest with a total of 55 points. This is done while the user
is stationary over the course of two minutes. The ground-
truth location is set by the user on the floorplan during the
data collection process. The second testbed (outdoor) covers
0.2Km2 in an urban area. The area of interest is partitioned
virtually into a grid of equally-sized square cells (as shown in
Fig. 6(b)) [27], [30]. Cellular data is collected by war-drivers
and each cell is considered as one location. The war drivers’
devices collect the GPS locations, which we use as the ground-
truth locations.
In both testbeds, we use different Android devices including
HTC Nexus One, Prestigio Multipad Wize 3037 3G, HTC One
X9 and Motorola Moto G5 Plus phones among others.
Fig. 5. Variational Autoencoder network structure.
(a) Indoor testbed. (b) Outdoor testbed.
Fig. 6. Indoor and outdoor testbeds.
TABLE I
TESTBEDS PARAMETERS.
Criteria Indoor outdoor
Area 11×12 m2 0.2 Km2
Grid cell length 1 m 100 m
Total number of cell towers 17 37
Sampling rate (scan/sec) 1 scan/sec 1 scan/sec
We implemented the data collector App using the Android
SDK to scan cell towers. The program records the (cell
identifier, RSS, timestamp) for each heard tower in the area
of interest. The scanning rate was set to one scan per second.
Without a loss of generality, we adopt the localization systems
in [23], [30] with their reported optimal parameters as shown
in Table II. These systems employ a multinomial (multi-class)
classifier as a deep model for localization. In the two systems,
the input to the classifier is the RSS coming from cell towers
that cover the entire area of interest. The output is the reference
locations probability distribution, i.e. the probability that the
input RSS scan belongs to each reference location (class)
in the area of interest. Finally, the estimated location is the
average of all fingerprint reference locations weighted by their
corresponding probability.
B. Localization accuracy
In this section, we evaluate the location accuracy of the
proposed framework and the effect of data augmentation
TABLE II
DEFAULT HYPER PARAMETERS FOR INDOOR AND OUTDOOR TESTBEDS
USED IN EVALUATION.
Parameter Indoor Outdoor
Learning rate 0.001 0.005
Batch size 256 40
Dropout rate (%) 10 10
Number of epochs 260 500
Size of input layer 17 37
Number of hidden Neurons 280 345
Number of hidden layers 4 3
Size of output layer 55 20
methods, described in Section II-C, on the indoor and the
outdoor testbeds. Table III summarizes the results.
1) Indoor scenario: Fig. 7 shows the performance of the
proposed framework with different methods of data augmen-
tation. The figure shows that all data augmentation techniques
enhance accuracy compared to the case of not using augmen-
tation at all. The VAE surpasses all other techniques due to its
ability to capture the joint distribution between the different
cell towers. Nonetheless, combining the data from all data
augmenters leads to the best accuracy, with an enhancement
of 157% in median error. This is due to the corresponding
increase of the training samples in addition to the learning
of different patterns of cellular signals that affect the wireless
channel in practice, making the system more robust to noise.
2) Outdoor scenario: Fig. 8 shows the effect of different
data augmentation techniques on the localization accuracy
outdoors. The figure shows that, similar to the indoor case,
data augmentation techniques can improve the system accu-
racy compared to training without augmentation. The figure
also confirms that the VAE technique is superior to other
techniques with a median localization accuracy of 97m. The
figure also confirms that combining the data from all data
augmentation techniques leads to the best accuracy with an
enhancement of 50.5% in median error compared to training
without augmentation.
IV. CONCLUSION
In this paper, we have investigated different data augmen-
tation techniques for localization in cellular networks. We
proposed a general framework for data augmentation that
can be integrated with any deep learning fingerprinting-based
technique to increase its training dataset.
We have implemented and evaluated the impact of each
data augmentation technique on the model’s localization accu-
racy. Our results show that the data augmentation techniques
can significantly improve the localization accuracy by more
than 157% and 50.5% for the indoor and outdoor testbeds,
respectively. This justifies the use of data augmentation in deep
cellular localization systems.
TABLE III
SUMMARY FOR INDOOR AND OUTDOOR TESTBEDS RESULTS.
Testbed Accuracy 25
th
percentile (m)
50th
percentile (m)
75th
percentile (m)
Indoor
With aug. 0.37 0.77 1.71
Without aug. 1.08 (-191.8%) 1.98 (-157%) 3.22 (-88.3%)
Outdoor
With aug. 20 89 118
Without aug. 91 (-355%) 134 (-50.5%) 186 (-57.6%)
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accuracy.
 0
 100
 200
 300
 400
 500
         
Lo
ca
tio
n a
cc
ur
ac
y (
m)
Augmentation technique
Without augmentation
Noise shifting
Sampling
Threshold dropper
Random dropper
VAE
All combined
Fig. 8. Effect of different data augmentation techniques on outdoor testbed
accuracy.
ACKNOWLEDGMENT
This work is supported in part by a grant from the Egyptian
National Telecommunication Regulatory Authority (NTRA).
REFERENCES
[1] Moustafa Alzantot and Moustafa Youssef, “UPTIME: Ubiquitous
pedestrian tracking using mobile phones,” in Proceedings of Wireless
Communications and Networking Conference (WCNC). IEEE, 2012, pp.
3204–3209.
[2] Moustafa Alzantot and Moustafa Youssef, “CrowdInside: automatic
construction of indoor floorplans,” in Proceedings of the 20th Inter-
national Conference on Advances in Geographic Information Systems.
ACM, 2012, pp. 99–108.
[3] Heba Abdelnasser, Reham Mohamed, Ahmed Elgohary, Moustafa Farid
Alzantot, He Wang, Souvik Sen, Romit Roy Choudhury, and Moustafa
Youssef, “SemanticSLAM: Using environment landmarks for unsuper-
vised indoor localization,” IEEE Transactions on Mobile Computing,
vol. 15, no. 7, pp. 1770–1782, 2016.
[4] Heba Aly, Anas Basalamah, and Moustafa Youssef, “Map++: A crowd-
sensing system for automatic map semantics identification,” in Pro-
ceedings of the Eleventh Annual International Conference on Sensing,
Communication, and Networking (SECON). IEEE, 2014, pp. 546–554.
[5] Rizanne Elbakly, Heba Aly, and Moustafa Youssef, “TrueStory: Ac-
curate and robust RF-based floor estimation for challenging indoor
environments,” IEEE Sensors Journal, vol. 18, no. 24, pp. 10115–10124,
2018.
[6] Mai Ibrahim, Marwan Torki, and Mustafa ElNainay, “CNN based indoor
localization using RSS time-series,” in Proceedings of the Symposium on
Computers and Communications (ISCC). IEEE, 2018, pp. 01044–01049.
[7] Nesma Mohssen, Rana Momtaz, Heba Aly, and Moustafa Youssef,
“It’s the human that matters: accurate user orientation estimation for
mobile computing applications,” in Proceedings of the 11th International
Conference on Mobile and Ubiquitous Systems: Computing, Networking
and Services. ACM, 2014, pp. 70–79.
[8] Moustafa Elhamshary, Moustafa Youssef, Akira Uchiyama, Hirozumi
Yamaguchi, and Teruo Higashino, “TransitLabel: A crowd-sensing
system for automatic labeling of transit stations semantics,” in Proceed-
ings of the 14th Annual International Conference on Mobile Systems,
Applications, and Services. ACM, 2016, pp. 193–206.
[9] Hamada Rizk, Sherin Elgokhy, and Amany Sarhan, “A hybrid out-
lier detection algorithm based on partitioning clustering and density
measures,” in Proceedings of the Tenth International Conference on
Computer Engineering & Systems (ICCES). IEEE, 2015, pp. 175–181.
[10] Moustafa Elhamshary and Moustafa Youssef, “CheckInside: a fine-
grained indoor location-based social network,” in Proceedings of the
International Joint Conference on Pervasive and Ubiquitous Computing.
ACM, 2014, pp. 607–618.
[11] Heba Aly, Anas Basalamah, and Moustafa Youssef, “Lanequest: An ac-
curate and energy-efficient lane detection system,” in Proceedings of the
International Conference on Pervasive Computing and Communications
(PerCom). IEEE, 2015, pp. 163–171.
[12] Moustafa Youssef and Ashok Agrawala, “The Horus WLAN location
determination system,” in Proceedings of the 3rd international confer-
ence on Mobile systems, applications, and services. ACM, 2005, pp.
205–218.
[13] Ahmed Shokry, Moustafa Elhamshary, and Moustafa Youssef, “The
tale of two localization technologies: Enabling accurate low-overhead
WiFi-based localization for low-end phones,” in Proceedings of the
25th SIGSPATIAL International Conference on Advances in Geographic
Information Systems. ACM, 2017, p. 42.
[14] Moustafa Youssef and Ashok Agrawala, “Location-clustering techniques
for wlan location determination systems,” International Journal of
Computers and Applications, vol. 28, no. 3, pp. 278–284, 2006.
[15] Ahmed E Kosba, Ahmed Saeed, and Moustafa Youssef, “Robust
WLAN device-free passive motion detection,” in Proceedings of the
International Conference on Wireless Communications and Networking
Conference (WCNC). IEEE, 2012, pp. 3284–3289.
[16] Moustafa Abbas, Moustafa Elhamshary, Hamada Rizk, Marwan Torki,
and Moustafa Youssef, “WiDeep: WiFi-based accurate and robust
indoor localization system using deep learning,” in Proceedings of the
International Conference on Pervasive Computing and Communications
(PerCom). IEEE, 2019.
[17] Heba Abdel-Nasser, Reham Samir, Ibrahim Sabek, and Moustafa
Youssef, “MonoPHY: Mono-stream-based device-free WLAN local-
ization via physical layer information,” in Proceedings of the IEEE
International Conference on Wireless communications and networking,
2013, pp. 4546–4551.
[18] Rizanne Elbakly and Moustafa Youssef, “A robust zero-calibration
RF-based localization system for realistic environments,” in Sensing,
Communication, and Networking (SECON), 2016 13th Annual IEEE
International Conference on. IEEE, 2016, pp. 1–9.
[19] Moustafa Youssef, Mohamed Abdallah, and Ashok Agrawala, “Mul-
tivariate analysis for probabilistic WLAN location determination sys-
tems,” in Proceedings of The Second Annual IEEE International Con-
ference on Mobile and Ubiquitous Systems: Networking and Services.
IEEE, 2005, pp. 353–362.
[20] Moustafa A Youssef, Ashok Agrawala, and A Udaya Shankar, “WLAN
location determination via clustering and probability distributions,” in
Pervasive Computing and Communications, 2003.(PerCom 2003). Pro-
ceedings of the First IEEE International Conference on. IEEE, 2003,
pp. 143–150.
[21] Moustafa Youssef and Ashok K Agrawala, “Small-scale compensation
for WLAN location determination systems.,” in Proceedings of the
International Conference on Wireless Communications and Networking.
IEEE, 2003, pp. 1974–1978.
[22] Moustafa Youssef and Ashok Agrawala, “Continuous space estimation
for WLAN location determination systems,” in Proceedings of 13th
International Conference on Computer Communications and Networks,
(ICCCN). IEEE, 2004, pp. 161–166.
[23] Hamada Rizk, Marwan Torki, and Moustafa Youssef, “CellinDeep: Ro-
bust and accurate cellular-based indoor localization via deep learning,”
IEEE Sensors Journal, 2018.
[24] Ye Tian, Bruce Denby, Iness Ahriz, Pierre Roussel, and Ge´rard Dreyfus,
“Robust indoor localization and tracking using GSM fingerprints,”
EURASIP Journal on Wireless Communications and Networking, vol.
2015, no. 1, pp. 157, 2015.
[25] Alex Varshavsky, Eyal De Lara, Jeffrey Hightower, Anthony LaMarca,
and Veljo Otsason, “GSM indoor localization,” Pervasive and Mobile
Computing, vol. 3, no. 6, pp. 698–720, 2007.
[26] Hamada Rizk and Moustafa Youssef, “Increasing coverage of indoor
localization systems for EEE112 Support,” in 2nd MENA Regional
International Telecommunication Society Conference (ITS), 2019.
[27] Mohamed Ibrahim and Moustafa Youssef, “CellSense: An accurate
energy-efficient GSM positioning system,” IEEE Transactions on
Vehicular Technology, vol. 61, no. 1, pp. 286–296, 2012.
[28] Mohamed Ibrahim and Moustafa Youssef, “CellSense: A probabilistic
RSSI-based GSM positioning system,” in Proceedings of the interna-
tional conference on Global Telecommunications (GLOBECOM). IEEE,
2010, pp. 1–5.
[29] Mohamed Ibrahim and Moustafa Youssef, “A hidden markov model for
localization using low-end GSM cell phones,” in Proceedings of the
international conference on Communications (ICC). IEEE, 2011, pp.
1–5.
[30] Ahmed Shokry, Marwan Torki, and Moustafa Youssef, “DeepLoc:
a ubiquitous accurate and low-overhead outdoor cellular localization
system,” in Proceedings of the 26th ACM SIGSPATIAL International
Conference on Advances in Geographic Information Systems. ACM,
2018, pp. 339–348.
[31] Heba Aly and Moustafa Youssef, “Dejavu: an accurate energy-efficient
outdoor localization system,” in Proceedings of the 21st SIGSPATIAL
International Conference on Advances in Geographic Information Sys-
tems. ACM, 2013, pp. 154–163.
[32] Rizanne Elbakly and Youssef Moustafa, “Crescendo: An infrastructure-
free ubiquitous cellular network-based localization system,” in Proceed-
ings of Wireless Communications and Networking Conference (WCNC).
IEEE, 2019.
[33] Xuyu Wang, Lingjun Gao, Shiwen Mao, and Santosh Pandey, “DeepFi:
Deep learning for indoor fingerprinting using channel state information,”
in Proceedings of the International Conference on Wireless Communi-
cations and Networking. IEEE, 2015, pp. 1666–1671.
[34] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton, “Imagenet
classification with deep convolutional neural networks,” in Proceedings
of the international conference on advances in neural information
processing systems, 2012, pp. 1097–1105.
[35] Yann LeCun, Le´on Bottou, Yoshua Bengio, and Patrick Haffner,
“Gradient-based learning applied to document recognition,” Proceedings
of the IEEE, vol. 86, no. 11, pp. 2278–2324, 1998.
[36] Jan Schlu¨ter and Thomas Grill, “Exploring data augmentation for
improved singing voice detection with neural networks.,” in ISMIR,
2015, pp. 121–126.
[37] Diederik P Kingma and Max Welling, “Auto-encoding variational
bayes,” arXiv preprint arXiv:1312.6114, 2013.
[38] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David
Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio, “Gen-
erative adversarial nets,” in Proceedings of the international conference
on advances in neural information processing systems, 2014, pp. 2672–
2680.
[39] James M Joyce, “Kullback-leibler divergence,” in International ency-
clopedia of statistical science, pp. 720–722. Springer, 2011.
