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Abstract
We consider the nodal length L(λ) of the restriction to a ball of radius rλ of a
Gaussian pullback monochromatic random wave of parameter λ > 0 associated with a
Riemann surface (M, g) without conjugate points. Our main result is that, if rλ grows
slower than (logλ)1/25, then (as λ→∞) the length L(λ) verifies a Central Limit The-
orem with the same scaling as Berry’s random wave model – as established in Nourdin,
Peccati and Rossi (2019). Taking advantage of some powerful extensions of an estimate
by Be´rard (1986) due to Keeler (2019), our techniques are mainly based on a novel in-
trinsic bound on the coupling of smooth Gaussian fields, that is of independent interest,
and moreover allow us to improve some estimates for the nodal length asymptotic vari-
ance of pullback random waves in Canzani and Hanin (2016). In order to demonstrate
the flexibility of our approach, we also provide an application to phase transitions for
the nodal length of arithmetic random waves on shrinking balls of the 2-torus.
Keywords and Phrases: Random Plane Waves, Nodal Statistics, Central Limit The-
orems, Monochromatic Random Waves.
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1 Introduction
Let (M, g) be a compact, smooth, Riemannian surface without boundary, and denote by
φλ the Gaussian monochromatic random wave on M with parameter λ > 0 (see §1.1
for precise definitions). The aim of the present paper is to study the local behaviour of the
nodal set of φλ, when λ→∞ and φλ is restricted to a ball whose radius converges to zero
as a function of λ.
Our main result, stated in Theorem 1.5 below, is that if M has no conjugate points and
rλ = o
(
(log λ)1/25
)
, then the nodal length of the pullback wave φx0λ associated with φλ at
a point x0 ∈ M and restricted to a ball on the tangent space Tx0M of radius rλ, verifies
a Central Limit Theorem (CLT) with exactly the same asymptotic behaviour of mean and
variance as for Berry’s random wave model on R2 — see [Ber77, Ber02, NPR19].
Our techniques are based on three main tools: (i) a quantitative extension of an estimate
by Be´rard [Bera77] (see also [Bon17]) due to Keeler [Kee19], yielding an explicit bound
on the rate of convergence of covariance functions of pullback waves on manifolds without
conjugate points (see Theorem 2.1), (ii) some new explicit estimates on the coupling of
smooth Gaussian fields in Ck topologies (see Theorem 2.2), and (iii) an application of a
1
mixed Kac–Rice formula in order to control the discrepancy of nodal lengths associated
with coupled random functions.
In particular, our way of exploiting the estimates at Point (ii) above will be to explicitly
couple, in the C1 topology, the pullback wave φx0λ with a copy of Berry’s random field, in
such a way that the CLT for the pullback nodal length can be directly inferred from the
main result of [NPR19]. We stress that the field φx0λ is, in general, not stationary: it follows
that – in order to couple φx0λ with Berry’s random waves – we cannot take advantage of the
techniques recently developed in [BM19], that only apply to the coupling of stationary fields,
via the optimal pairing of spectral measures with respect to quadratic transport distances.
We also refer to Remark 2.3 below for a brief comparison with a coupling technique outlined
in [Sod12, Section 3.1.1].
It is also important to notice that our application of Kac–Rice at Point (iii) will al-
low us to deduce an exact asymptotic relation for the variance of the nodal length of
φx0λ . As we will see in more detail below, exact asymptotic characterisations for the mean
and variance of nodal lengths (and, a fortiori, second order results like central and non-
central limit theorems) are typically available only for exactly solvable models, like e.g.
random spherical harmonics [Bera85, Wig10, MRW20], arithmetic random waves
[RW08, KKW13, MPRW16, DNPR19, Cam19, PR18, BM19, BMW18], or the already
quoted Berry’s planar waves [Ber02, NPR19]. To the best of our knowledge, our Theo-
rem 1.5 is the first exact second order result for nodal lengths of monochromatic waves
holding for such a general class of random fields.
As explained below, the results of the present paper provide a counterpart to the laws
of large numbers proved by Canzani and Hanin in [CH16a, Theorem 1], and also yield an
explicit quantitative answer to a problem left open in [NPR19, Section 1.4.1]. One should
notice that the condition rλ = o
(
(log λ)1/25
)
is much more restrictive than the requirement
rλ = o(λ) that is sufficient for the main results of [CH16a] to hold: this is due to the
fact that the rate o
(
(log λ)1/25
)
is the maximal one for which we can effectively couple the
pullback wave of φλ with Berry’s planar field in such a way that the difference between
the corresponding normalized nodal lengths converge to zero in L2 when λ→∞. While it
is clear that the exponent 1/25 is in part an artefact of some analytical inequalities that
are applied in our proofs and could in principle be improved (see e.g. our use of Sobolev
embedding in Section 4.2), the logarithmic dependence on λ is a consequence of [Kee19]
(see Theorem 2.1) refining a deep result by Be´rard [Bera77], and cannot easily be dispensed
with – see Section 2.1.
In order to demonstrate the flexibility of our approach, we also provide an application
to arithmetic random waves on the flat torus T2 := R2/Z2 – which in principle do not
enter the above described framework of pullback random waves – yielding a small scale
CLT that is related to a conjecture of Benatar, Marinucci and Wigman, see [BMW18, §2.2].
In this case, we cannot directly apply the refinement of the estimate by Be´rard [Bera77]
(see also [Bon17]) due to Keeler [Kee19], and rely indeed on a direct argument based on a
classical arithmetic estimate from [KK77] — the idea of using such an estimate for coupling
arithmetic random waves with Berry’s model already appears in [BM19]; see also [S20].
We observe that similar problems for random spherical harmonics were studied by A. P.
Todino in [Tod18]. In such a paper, the author proves a CLT for the nodal length of random
spherical harmonics in shrinking caps via a specific argument (a reduction principle). Our
coupling techniques could be applied also in this framework, plausibly at the cost of worse
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estimates (in terms of conditions on the radius of the shrinking spherical cap) than those
in [Tod18], because of the full generality of our approach.
We will now present a more detailed discussion of our main findings. In what follows, every
random object is defined on a suitable probability space (Ω,F ,P), with E andVar denoting
respectively expectation and variance with respect to P. Given two positive sequences
{an}, {bn}, we write an ∼ bn if an/bn → 1.
1.1 Overview and main results
Let (M, g) be a compact, smooth, Riemannian surface without boundary, and denote by ∆g
the associated Laplace-Beltrami operator. We write {fj : j ≥ 0} to indicate an orthonormal
basis of L2(M) composed of eigenfunctions of ∆g, that is,
∆gfj + λ
2
jfj = 0, j ≥ 0,
where the corresponding eigenvalues are such that 0 = λ0 < λ1 ≤ λ2 ≤ · · · ≤ λj ր ∞.
Following [Zel09, CH16a], we define the monochromatic random wave of parameter
λ > 0 on M to be the Gaussian random field on the manifold
φλ(x) :=
1√
dim(Hλ)
∑
λj∈[λ,λ+1]
ajfj(x), x ∈ M, (1.1)
where the aj are independent and identically distributed (i.i.d.) standard Gaussian random
variables, and
Hλ :=
⊕
λj∈[λ,λ+1]
Ker(∆g + λ
2
j Id),
with the symbol Id denoting the identity operator. The Gaussian field φλ is centred by
construction, and its covariance kernel is given by
Kλ(x, y) := Cov (φλ(x), φλ(y)) =
1
dim(Hλ)
∑
λj∈[λ,λ+1]
fj(x)fj(y), x, y ∈ M. (1.2)
“Short window” random waves such as φλ in (1.1) (for manifolds of arbitrary dimension)
were first introduced by Zelditch [Zel09] as general approximate models of random Gaussian
Laplace eigenfunctions defined on manifolds not necessarily having spectral multiplicities;
see e.g., [CH16a, BW18, NS16] and the refereces therein for further discussions.
Our aim in this paper is to study the local behaviour of the nodal set of φλ, as λ→∞,
restricted to balls of decreasing radius. Our main tool in order to accomplish this task is the
notion of a “pullback” random wave that we will study at points of isotropic scaling. In
order to introduce these notions, we adopt the standard notation J0(r), r ≥ 0, to indicate
the Bessel function of the first kind with index 0, given by
J0(r) :=
∫
S1
ei〈u,z〉
dz
2π
,
where dz2π is the uniform probability measure on the unit circle, and u ∈ R2 is any point
such that ‖u‖ = r.
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Fix x0 ∈ M, and consider the tangent space Tx0M to the manifold at x0: we define the
pullback random wave associated with φλ at x0 as the Gaussian random field on Tx0M
given by
φx0λ (u) := φλ
(
expx0
(u
λ
))
, u ∈ Tx0M,
where expx0 : Tx0M → M is the exponential map at x0. The planar field φx0λ is trivially
centered and Gaussian and, by virtue of (1.2), its covariance kernel Kx0λ is given by
Kx0λ (u, v) = Kλ
(
expx0
(u
λ
)
, expx0
(v
λ
))
, u, v ∈ Tx0M.
A direct inspection of the above covariance kernel immediately shows that φx0λ is of class
C∞ with probability one.
Definition 1.1 (See [CH16a]). We say that x0 ∈ M is a point of isotropic scaling if, for
every positive function λ 7→ rλ such that rλ = o(λ), as λ→∞, one has that
sup
u,v∈B(rλ)
∣∣∣∂α∂β {Kx0λ (u, v) − (2π)J0(‖u− v‖gx0 )}∣∣∣→ 0, λ→∞, (1.3)
where α, β ∈ N2 are multi-indices labeling partial derivatives with respect to u and v,
respectively, ‖ · ‖gx0 is the norm on Tx0M induced by g, and B(rλ) is the corresponding ball
of radius rλ centred at the origin.
Remark 1.2. (a) Sufficient conditions for a point x0 to be of isotropic scaling are dis-
cussed e.g. in [CH16a, Section 2.5], building on the findings [CH16b]. In particular,
[CH16b, Theorem 1] implies that a sufficient condition for x0 ∈ M to be of isotropic
scaling is that the set
Lx0,x0 := {ξ ∈ Sx0M : ∃t > 0 s.t. expx0(tξ) = x0}
has volume 0 in Tx0M, where Sx0M denotes the unit sphere in Tx0M with respect to
the norm ‖ · ‖gx0 . For every compact smooth manifold M and for every x0 ∈ M, the
property |Lx0,x0 | = 0 is generic in the space of all Riemaniann metrics [SZ02, Lemma
6.1]. It is also known that the condition |Lx0,x0 | = 0 holds for every x0 ∈ M whenever
M has no conjugate points (and, in particular, when M is negatively curved).
(b) Relation (1.3) implies that, for every u, v ∈ Tx0M and every multi-indices α, β, the
two-dimensional Gaussian field {(∂αφx0λ (u), ∂βφx0λ (u)) : u ∈ Tx0M} converges in the
sense of finite-dimensional distributions to
{
√
2π(∂αφx0∞(u), ∂
βφx0∞(u)) : u ∈ Tx0M},
where φx0∞ is the centered Gaussian field on TxM with covariance
E[φx0∞(u)φ
x0∞(v)] = J0(‖u− v‖gx0 ).
One can easily check that, with probability one, φx0∞ is an eigenfunction with eigenvalue
1 of the Laplace operator on Tx0M associated with the metric gx0 .
(c) (Convention on the choice of coordinates) Since in this paper we are only interested
in second order results for a fixed x0 ∈ M of isotropic scaling, we will always (tacitly)
choose coordinates around x0 in such a way that gx0 = Id, and we will write ‖ · ‖gx0 =
4
‖ · ‖ in order to simplify the notation. In this way, the field φx0∞ at item (b) becomes
universal (in the sense that it does not depend on M) and can be identified with
Berry’s Random Wave Model on R2 ≃ Tx0M. Such a field is defined as the
unique (in distribution) centred real-valued random field b = {b(u) : u ∈ R2} such
that b is an eigenfunction of the Laplace operator ∆ on R2 with eigenvalue 1, and b is
isotropic, that is, the distribution of b is invariant with respect to rigid motions of the
plane. It can be proved that these requirements immediately imply that, necessarily,
E[b(u)b(v)] = J0(‖u− v‖); (1.4)
see [NPR19] for details. We observe that, when gx = Id, condition (1.3) implies that,
in the parlance of [NS16], the ensemble {φxλ} has translation invariant local limits.
As anticipated, the principal focus in our paper is the (random) nodal set
(φx0λ )
−1(0) := {u ∈ Tx0M : φx0λ (u) = 0}
which is a.s. a smooth curve [CH16a]. For every λ, r > 0 and x0 ∈M, we set
L(φx0λ ; r) := H1
(
(φx0λ )
−1(0) ∩Br
)
, (1.5)
where H1 indicates the one-dimensional Hausdorff measure on Tx0M ≃ R2 and Br is the
closed ball of radius r centred at the origin; in other words, the random variable L(φx0λ ; r)
represents the length of the restriction of the nodal set of φx0λ to Br. Similarly, writing
b = {b(u) : u ∈ R2} for the Berry’s random wave model defined in Remark 1.2-(c) (in
particular, formula (1.4)), we write
L(b; r) := H1 (b−1(0) ∩Br) . (1.6)
Note that Vol(Br) = πr
2. Our first statement is taken from [CH16a], and contains a
‘universal’ law of large numbers for the nodal lengths L(φxλ; r) (observe that the convergence
in L2 at (1.8) below is not stated in [CH16a, Theorem 1], but it is rather an immediate
consequence of the arguments in the proof).
Theorem 1.3 (Special case of Theorem 1 in [CH16a]). Let the above notation prevail
and let x0 be a point of isotropic scaling.
(1) For every fixed r > 0, as λ→∞, one has that
L(φx0λ ; r)
law−→ L(b; r), (1.7)
where, here and for the rest of the paper, the symbol
law−→ indicates convergence in
distribution of random variables.
(2) If the function λ 7→ rλ is such that rλ = o(λ) as λ→∞, then
E
[(
L(φx0λ ; rλ)
r2λ
− π
2
√
2
)2]
→ 0. (1.8)
In particular, as λ→∞,
E
[
L(φx0λ ; rλ)
] ∼ π
2
√
2
r2λ, and Var
(
L(φx0λ ; rλ)
)
= o(r4λ). (1.9)
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In view of (1.8), the next logical step is to address the following question: as λ → ∞,
what is the nature of the fluctuations of Xλ := L(φ
x0
λ ; rλ)/r
2
λ, around the limit
π
2
√
2
? In
particular, does a properly normalised version of Xλ verify a CLT?
Plainly, answering such a question would require one to establish some non trivial lower
bound for the function
λ 7→ Var(L(φx0λ ; rλ)), λ→∞,
and, in a generic setting like the one of Theorem 1.3, such a task seems to be largely outside
the scope of existing techniques – see e.g. the discussion around Theorem 1 in [CH16a].
As anticipated, the main idea developed in the present paper is that, in the case of surfaces
without conjugate points and if one considers mappings λ 7→ rλ that diverge to infinity at
a rate which is considerably slower than λ, then one can deduce precise informations about
the fluctuations of L(φx0λ ; rλ) from the following central limit theorem involving Berry’s
planar waves.
Theorem 1.4 (See [Ber02] and [NPR19]). As r →∞, one has that
E
[
L(b; r)
]
=
π
2
√
2
r2, and Var
(
L(b; r)
) ∼ r2 log r
256
. (1.10)
Moreover,
L(b; r)− E[L(b; r)]
Var
(
L(b; r)
)1/2 law−→ Z ∼ N (0, 1), (1.11)
where N (0, 1) indicates the one-dimensional Gaussian distribution with mean zero and
variance 1.
The main achievement of our work is the following small scale second order result, es-
tablishing exact estimates for mean and variances, as well as a CLT, for pullback random
waves associated with manifolds having no conjugate points. As already recalled, this also
answers a question left open in [NPR19, Section 1.4.1].
Theorem 1.5 (Small scale CLT for pullback random waves). Let the above notation
prevail, and assume that (M, g) is a compact, smooth, Riemannian surface without boundary
and without conjugate points. Then, for every x0 ∈ M and every function λ 7→ rλ such that
rλ →∞ and, as λ→∞,
r25λ
(log rλ)4
= o(log λ) (1.12)
one has that
E
[
L(φx0λ ; rλ)
] ∼ π r2λ
2
√
2
, Var
(
L(φx0λ ; rλ)
) ∼ r2λ log rλ
256
, (1.13)
and
L(φx0λ ; rλ)− E
[
L(φx0λ ; rλ)
]
Var
(
L(φx0λ ; rλ)
)1/2 law−→ Z ∼ N (0, 1). (1.14)
Remark 1.6. (a) In the regime (1.12), the second relation in (1.13) largely improves the
estimate Var
(
L(φx0λ ; rλ)
)
= o(r4λ), which is valid for generic rλ = o(λ) – see Theorem
1.3. Note that (1.12) is implied by rλ = o((log λ)
1/25).
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(b) Our proof of Theorem 1.5 will be achieved along the following route: (i) taking ad-
vantage of the new bound for the rate of convergence to zero in (1.3) in the case of
manifolds without conjugate points [Kee19] (see Theorem 2.1), (ii) using the quanti-
tative information at Point (i) in order to build a coupling of φx0λ and Berry’s planar
wave b in such a way that, as λ → ∞, the difference φx0λ −
√
2π b converges to zero
(say, in L1(P)) in the C1 topology of Brλ, when rλ → ∞ sufficiently slow (see The-
orem 2.2), and (iii) applying a ‘mixed Kac–Rice formula’ in order to show that, for
rλ = o((log λ)
1/25) and for the coupling of φx0λ and b at Point (ii) one has actually
that, as λ→∞,∣∣∣∣∣L(b; rλ)− E
[
L(b; rλ)
]
Var
(
L(b; rλ)
)1/2 − L(φx0λ ; rλ)− E
[
L(φx0λ ; rλ)
]
Var
(
L(b; rλ)
)1/2
∣∣∣∣∣ −→ 0 in L2(P);
see Section 3.
(c) Assume that, for some coupling of φx0λ and b one has that φ
x0
λ −
√
2π b converges to
zero in probability, with respect to the C1 topology of Brλ , with rλ →∞, that is: for
every ǫ > 0,
P
[
max
α:|α|≤1
sup
z∈Brλ
∣∣∂αφx0λ (z)− ∂α√2π b∣∣ > ǫ
]
→ 0, λ→∞.
Then, in general, it is not possible to conclude that the difference L(b; rλ)−L(φx0λ ; rλ)
also converges to zero in probability (this is in contrast with the case of a fixed radius
ball – see e.g. [APP18]). This observation explains the necessity of Step (iii) in the
strategy outlined at the previous item.
Remark 1.7. It is worth noting that our ‘coupling’ approach to limit theorems and vari-
ance estimates can be in principle applied to the case of parametric Gaussian ensembles
on manifolds, that are locally converging to translation invariant Gaussian fields – see e.g.
the general framework outlined in [NS16, Section 1.2] – as soon as limit theorems for nodal
lengths (or more general functionals) associated with the latter are known. However, de-
ducing variance asymptotics and limit theorems for local geometric functionals of generic
stationary fields, similar to Theorem 1.4, would require a remarkable amount of technical
work and novel ideas, and will be investigated elsewhere.
1.2 The case of arithmetic random waves
The framework of pullback random waves described in the previous section does not en-
compass the case of some exactly solvable models of Gaussian Laplace eigenfunctions de-
fined on manifolds having spectral multiplicities, such as the model of arithmetic random
waves [RW08, KKW13, MPRW16, PR18] and random spherical harmonics [Bera85, Wig10,
MRW20]. The techniques developed in this paper can nonetheless be suitably extended in
order to deal with specific models of this type. The aim of this subsection (and of Section
5 below, containing the proof of our main Theorem 1.9) is to state and prove a small scale
CLT for arithmetic random waves restricted to fast shrinking ball. As discussed below, such
a theorem represents a counterpart to the main findings in [BMW18], and corroborates a
conjecture stated therein [BMW18, §2.2].
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1.2.1 Definitions and reminders on global results
It is well-known that the eigenvalues of the Laplace operator on the flat 2-torus T2 are of
the form −En, where En := 4π2n and
n ∈ S := {n ∈ Z : n = a2 + b2, a, b ∈ Z}
is the set of integers that can be represented as the sum of two squares. For n ∈ S, denote
by Λn the set of frequencies
Λn = {ξ ∈ Z2 : ‖ξ‖ =
√
n}
and by Nn the cardinality of Λn (that is, Nn is the multiplicity of the eigenspace corre-
sponding to −En). For n ∈ S, consider the probability measure µn induced by Λn on the
unit circle S1:
µn =
1
Nn
∑
ξ∈Λn
δξ/
√
n.
Following [RW08], for n ∈ S, the toral random eigenfunction Tn (or arithmetic random
wave of order n) is defined as the centered Gaussian field on the torus with the following
covariance function: for x, y ∈ T2,
Cov (Tn(x), Tn(y)) =
1
Nn
∑
ξ∈Λn
ei2π〈ξ,x−y〉 =
∫
S1
ei2π
√
n〈θ,x−y〉 dµn(θ). (1.15)
It is easily checked that, with probability one, ∆Tn = −4π2nTn, that is, Tn is an eigen-
function of ∆ with eigenvalue −En. As discussed in [KKW13], there exists a density-1
subsequence {nj : j ≥ 1} ∈ S such that, as j → +∞,
µnj ⇒
dz
2π
,
where dz2π denotes as before the uniform probability measure on the unit circle, and⇒ stands
for weak convergence. For this subsequence, for x, y ∈ T2,
Cov
(
Tnj(x/2π
√
nj
)
, Tnj (y/2π
√
nj))→
∫
S1
ei〈z,x−y〉
dz
2π
= J0(‖x− y‖),
i.e. the scaling limit of Tnj is Berry’s RWM.
Let us now set Ln := length(T−1n (0)). The expected nodal length was computed in
[RW08] to be equal to
E[Ln] = 1
2
√
2
En,
while in [KKW13] it is shown that, as Nn → +∞, the variance of Ln satisfies the following
exact relation
Var(Ln) ∼ 1 + µ̂n(4)
2
512
En
N 2n
,
where µ̂n(4) denotes the fourth Fourier coefficients of µn. In order to have an asymptotic
law for the variance, one should select a subsequence {nj} of energy levels such that (i)
Nnj → +∞ and (ii) |µ̂n(4)| → η, for some η ∈ [0, 1]. Note that for each η ∈ [0, 1], there
exists a subsequence {nj} such that both (i) and (ii) hold (see [KKW13, KW17]). For such
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subsequences, the asymptotic distribution of the nodal length was shown to be non-Gaussian
in [MPRW16]:
Lnj − E[Lnj ]√
Var(Lnj)
law−→ 1
2
√
1 + η2
(2− (1− η)Z21 − (1 + η)Z22 ), (1.16)
where Z1 and Z2 are i.i.d. standard Gaussian random variables. A complete quantitative
version (in Wasserstein distance) of (1.16) is given in [PR18].
1.2.2 Phase transitions for nodal lengths on shrinking balls
The following remarkable statement is extrapolated from [BMW18, Theorem 1.1] and con-
tains a characterization of the fluctuation of the nodal length of arithmetic random waves
above the Planck scale. For every n ∈ S and every r > 0, we set
Ln(r) := length
(
T−1n (0) ∩Br/√n
)
,
where Br denotes the ball of radius r centred at the origin. Note that, in general
E
[
length
(
T−1n (0) ∩Br
)]
=
πr2
2
√
2
En.
Theorem 1.8 (Special Case of Theorem 1.1 in [BMW18]). For every γ ∈ (0, 1/2),
there exists a density one sequence {nj} ⊂ S verifying the following properties:
1. as nj →∞, one has that Nnj →∞ and µnj converges weakly to the uniform measure
on S1;
2. as nj →∞,
Var(Lnj (nγj )) ∼
1 + µ̂nj (4)
2
512
Enj
N 2nj
× {π(nγ−1/2j )2}2;
3. as nj →∞,
Lnj − E[Lnj ]√
Var(Lnj)
law−→ 1− Z
2
1 + Z
2
2
2
,
where Z1, Z2 are two independent standard Gaussian random variables.
In [BMW18, Section 2.2] a general conjecture is stated concerning nodal lengths of arith-
metic random waves, containing in particular the following
Conjecture. There exists A0 > 0 such that (i) the conclusion of Theorem 1.8 continues
to hold if one replaces the sequence nγ with any sequence αn ≥ (log n)C , for any C > A0,
and (ii) the conclusion of Theorem 1.8 fails to hold if one replaces the sequence nγ with any
sequence αn = (log n)
C , for any C < A0.
The following statement is the main result of this section and shows that, if such an A0
exists, then necessarily A0 ≥ 118(log π − log 2) = 0.02508... .
Theorem 1.9. Fix ρ < 12(log π − log 2) = 0.225791.... Then there exists a density one
sequence {nj} ⊂ S such that, as nj →∞,
1. Nnj →∞ and µnj converges weakly to the uniform measure on S1;
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2. for every sequence n 7→ αn such that αn = O((log n)ρ/9),
Var(Lnj(αnj )) ∼
1
nj
α2nj log αnj
256
and Lnj (αnj )− E[Lnj(αnj )]√
Var(Lnj(αnj ))
law−→ Z,
where Z denotes as before a standard Gaussian random variable.
Remark 1.10. (a) The conclusion of Theorem 1.9 is implicitly based on a more general
estimate, yielding that if L(n) denotes the nodal length of the rescaled random wave
x 7→ Tn(x/2π
√
n) on the ball with radius αn and L
′(n) denotes the nodal length of
Berry’s random wave on the same ball, then one can couple each L(nj) and L
′(nj) in
such a way that
E[(L(nj)− L′(nj))2] = O
(
α5nj
(log nj)ρ/3
)
.
(b) While circulating an earlier draft of the present paper, it was brought to our attention
that comparable lower bounds on the constant A0 have been independently obtained
in [S20, Theorem 1.4], by combining coupling techniques from [BM19] with explicit
estimates of the nodal length of perturbed random fields.
1.3 Plan
In §2 we first recall the new result by Keeler on wave equation theory on compact manifolds
without conjugate points, which improves some estimates by Be´rard, and then we state our
result on coupling of Gaussian fields. In §3 we prove our main theorem, dealing first with
an application of a mixed Kac–Rice formula in order to control the discrepancy of nodal
lengths associated with coupled random functions. Some technical lemmas are collected in
§4. Finally in §5, we prove our main result on the phase transition for nodal lengths of
arithmetic random waves.
2 Some estimates
2.1 Explicit rates of convergence on manifolds without conjugate points
As written in Remark 1.2, if (M, g) has no conjugate points, then every x0 ∈ M is of
isotropic scaling and (1.3) holds at any point. However in order to prove our main result,
we need an explicit rate in (1.3).
In [Bera77], the author solves this question for the on-diagonal case, i.e., for u = v (using
the same notations as in (1.3)) and when no derivatives are involved. The recent result by
Keeler in [Kee19] is a breakthrough in this direction, indeed he greatly improved the error in
Weyl’s law on manifolds without conjugate points considering also the case of off-diagonal
terms and derivatives of all order.
The following theorem is Corollary 1.1 in [Kee19] and completely answers the question
addressed just above, giving a (logarithmic) rate for (1.3) in full generality.
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Theorem 2.1 (Corollary 1.1 in [Kee19]). Let (M, g) be a smooth, compact, Riemannian
manifold of dimension two without conjugate points, then as λ→ +∞, for any multi-indices
α, β ∈ N2
sup
u,v∈B(rλ)
∣∣∣∂α∂β {Kx0λ (u, v) − (2π)J0(‖u− v‖)}∣∣∣ = O( 1log λ
)
,
whenever rλ = O
(√
λ
log λ
)
. Here the implicit constant in the O-notation depends on the
choice of x0 ∈ M and rλ, and on the order of differentiation.
Note that B(rλ) corresponds to a shrinking ball of radius
rλ
λ = O
(
1√
λ logλ
)
on M.
2.2 Coupling of smooth Gaussian fields
We now state our main results about the coupling of smooth Gaussian fields on subsets
of Rd. Since the present paper only involves infinitely differentiable random fields, we will
uniquely focus on the case of covariance functions of class C∞,∞; it is a standard task to
adapt our findings to the case of covariance functions of class Ck,k, for some finite integer
k. Proofs are deferred to Section 4.1 and Section 4.2.
For the rest of the section, fix an integer d ≥ 1. For every R ≥ 1, we denote as before by
BR the open ball centered at the origin and with radius R, and write |BR| for the volume
of BR. For integers p, q ≥ 1, we denote by Wp,q(BR) and Cpb (BR), respectively, the Sobolev
space of BR with indices p, q, and the Banach space of continuous functions on BR having
partial derivatives of order ≤ p that are uniformly continuous on BR.
In what follows, we shall consider two real-valued covariance kernels
K : (x, y) 7→ K(x, y), and C : (x, y) 7→ C(x, y)
defined on Rd × Rd; we assume that C is of class C∞,∞ (C is infinitely continuously dif-
ferentiable in each variable x and y), and K is of class C∞,∞b (K is infinitely continuously
differentiable in each variable x and y, with bounded derivatives of every order). Standard
results (see e.g. [AT07, Section 1.4] or [NS16, Appendix A.9]) imply that, if X is a centered
Gaussian field on Rd with covariance give by K or C, then X admits a modification that is
of class C∞ with probability one; in what follows, we will uniquely (tacitly) consider such a
modification.
Given multi-indices α, β, we introduce the shorthand notation
Kαβ(x, y) := ∂
α∂βK(x, y), x, y ∈ Rd,
and we define analogously the kernel Cαβ. For every integer M = 0, 1, 2, ..., we will write
S(M) := {α : α is a multi-index s.t. |α| ≤M}. (2.17)
The following statement contains a coupling result for Gaussian fields belonging to Sobolev
spaces, and is one of the main tools exploited in the sections to follow.
Theorem 2.2. Let the above notation and assumptions prevail, fix M = 0, 1, ... and R ≥ 1,
and write
η = η(M,R) := max
α,β∈S(M)
sup
x,y∈BR
∣∣∣Kαβ(x, y)− Cαβ(x, y)∣∣∣. (2.18)
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Then, on some probability space (Ω0,F0,P0), there exists a centred two-dimensional Gaus-
sian field
{(X0(z), Y0(z)) : z ∈ BR}
such that X0 has covariance K, Y0 has covariance C and
E0
[
‖X0 − Y0‖2WM,2(BR)
]
≤ A
{
η |BR|+√η |BR|1/2R
3d+1
2
}
, (2.19)
where A = A(M,d) is an absolute finite constant independent of R. If moreover M > j :=
⌊d2⌋+ 1, then one has the additional estimate
E0
[
‖X0 − Y0‖2CM−j
b
(BR)
]
≤ A′R2M−d
{
η |BR|+√η |BR|1/2R
3d+1
2
}
, (2.20)
where A′ = A′(M,d) ∈ (0,∞) is independent of R.
The estimate (2.20) is deduced by combining (2.19) with a version of the Sobolev embed-
ding theorem for open sets of Rd such as the one stated in [DD12, Theorem 2.7.2] — see
Section 4.2 for a detailed proof.
Remark 2.3. There is an alternate procedure for coupling smooth Gaussian processes via
a discretization procedure, as described in [Sod12, Section 3.1.1]. Such a procedure consists
in the following steps: (i) for some parameter α > 0, choose an α-net contained in BR, (ii)
build an optimal coupling of φxλ and
√
2π b on the α-net fixed above (using some optimal
criterion for coupling of Gaussian vectors – see e.g. [OP82]), (iii) extend the finite coupling
at Step (ii) by using an additional collection of independent Gaussian random variables, (iv)
compute a bound on the C1b (BR) distance between the coupled fields by using some a priori
estimates on their C2 norms, combined e.g. with some version of the Kolmogorov-Landau
inequality on a finite domain (such as e.g. an appropriate tensorization of [Che93, Theorem
3.5]), and optimize in α. While preparing our work, we actually pursued such a strategy in
full detail, and managed to obtain a bound analogous to the content of Theorem 2.2, but
where the right-hand side of (2.20) is replaced by the quantity
A
√
η1/(d+1)R(3d+1)/(d+1)(logR)(2d+1)/(d+1). (2.21)
Using such a bound in our proof yields a version of Theorem 1.5 where condition (1.12) is
replaced by the slightly stronger requirement that
r28λ
(log rλ)7
= o(log λ) (2.22)
We also mention that, with respect to the methods developed in the present paper, the
approach of [Sod12] has the advantage of allowing one to deal directly with random fields
of class C2. It is also reasonable to expect that (2.21) might perform better than (2.20) for
large values of the dimensional parameter d.
3 Proof of Theorem 1.5
3.1 Preparation
Fix x ∈ M. For the rest of the Section we write K(x, y) = K(x− y) = (2π)J0(‖x− y‖) and
Cλ(x, y) = K
x
λ(x, y). Fix rλ = o
(
(log λ)1/25
)
. By virtue of Theorem 2.1, we know that
ηλ := max
α,β∈S(3)
sup
x,y∈Brλ
∣∣∣∂α∂β{K(x− y)−Cλ(x, y)}∣∣∣ = O( 1
log λ
)
, (3.23)
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where the notation ∂α∂βK(x−y) indicates that the operator ∂α acts on the variable x, and
∂β on the variable y. According to Theorem 2.2, as applied to the case d = 2 and M = 3,
for every λ > 0 there exists a jointly Gaussian coupling (Yλ,X) of φ
x
λ and
√
2π b such that
E
[
‖X − Yλ‖2C1
b
(Brλ )
]
≤ A
√
r17λ
log λ
=: a(λ)→ 0, (3.24)
where the constant A is independent of λ (we stress that the probability space (Ωλ,Fλ,Pλ)
on which the coupling is defined depends in general on λ, but we will omit such a dependence
for the sake of readability). For every λ > 0 and every x, y ∈ BR we introduce the following
notation for mixed covariances: for every multi-indices α, β
Mλα,β(x, y) := E[∂
αX(x)∂βYλ(y)] (3.25)
and
ζλ := max
α,β∈S(3)
sup
x,y∈Brλ
∣∣∣∂α∂βK(x− y)−Mλα,β(x, y)∣∣∣ . (3.26)
The previous discussion implies that, for every α, β ∈ S(3), there exists a finite constant B,
independent of λ, such that, for every α, β ∈ S(3) and every x, y ∈ Brλ ,∣∣∣Mλα,β(x, y)− ∂α∂βK(x, y)∣∣∣ ≤ E[|∂αX(x)| · |∂βYλ(y)− ∂βX(y)|] ≤ B√a(λ), (3.27)
where a(λ) is defined in (3.24). Now we adopt a strategy close to the one pursued in [NPR19,
Section 7.1], which is in turn inspired by [ORW08, RW08]. We fix a large parameter N > 0
(independent of λ, and whose value will be clarified later). We denote by Q0 the square
[0, 1/N)2 and denote by Qz the translation of Q0 in the direction z/N , where z ∈ Z2. We
write Q for the collection of all Qz and, for every λ > 0 we set Qλ := {Qz : Qz ∩Brλ 6= ∅},
in such a way that |Qλ| = O(r2λ), as λ→∞, where the constant implicitly involved in such
a relation only depends on the choice of N . Fix a small number ǫ > 0.
Definition 3.1. We say that two cubes Qx and Qy are singular if there exists (x, y) ∈
Qx ×Qy such that, for some α, β ∈ S(1), Kαβ(x, y) > ǫ.
We will need the following technical lemma.
Lemma 3.2. (i) It is possible to choose N large enough in order to have the following
property: if Kαβ(x − y) > ǫ for some α, β ∈ S(1) and some (x, y) ∈ Qx × Qy, then
Kαβ(a− b) > ǫ/2 for every (a, b) ∈ Qx ×Qy.
(ii) For λ > 0, and Q ∈ Qλ, write
L(φxλ;Q) := H1
(
(φxλ)
−1(0) ∩Q) . (3.28)
Then, for rλ as above there exists a finite constant D, independent of λ, such that
sup
Q∈Qλ
E[L(φxλ;Q)
2] ≤ D, λ > 0.
Proof. Since the proof of Point (i) is essentially the same of [NPR19, Lemma 7.3], we omit
it.
Throughout all the proof of Point (ii), we set σλ(x) =
√
Cλ(x, x). Moreover, we use the
convention that ci > 0, i = 1, 2, . . ., always denotes a constant that is independent of λ.
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The proof of Point (ii) is now divided into several steps. Let us fix Q ∈ Qλ.
Step 1. We claim that
∣∣K(x, y) − 2π + π‖x − y‖2∣∣ ≤ c1‖x − y‖3 for all x, y ∈ R2.
Indeed, fix x ∈ R2, and write K̂x(y) = K(x, y) = E[X(x)X(y)]. By definition we have
K̂x(x) = E[X(x)
2] = 2π and ∇K̂x(x) = E[X(x)∇X(x)] = 0. Thus, by a classical Taylor
expansion:
K̂x(y) = 2π + 〈(Hess K̂x)(x)(y − x), y − x〉+O(‖x− y‖3), (3.29)
where the big O is uniform with respect to x, because the third partial derivatives of
Kx are uniformly bounded with respect to x. On the other hand, using that K(x, y) =
(2π)J0(‖x− y‖), one can easily compute that (Hess K̂x)(x) = −π I2 for all x ∈ R2 (with I2
the 2× 2 identity matrix). Plugging this into (3.29), we get the announced inequality, that
is,
K(x, y) = K̂x(y) = 2π − π‖x− y‖2 +O(‖x− y‖3).
Step 2. If λ is large enough so that 12
√
2π ≤ σλ(x) ≤ 32
√
2π for all x ∈ Q, we claim that∣∣∣∣ Cλ(x, y)σλ(x)σλ(y) − 1 + 12‖x− y‖2
∣∣∣∣ ≤ c2 ηλ‖x− y‖2 + c3‖x− y‖3 (3.30)
for all x, y ∈ Q. Indeed, fix x ∈ R2, and write Ĉx,λ(y) = Cλ(x,y)σλ(x)σλ(y) . We have Ĉx,λ(x) = 1
and ∇Ĉx,λ(x) = 0. As a consequence, using in particular that the third partial derivatives
of Ĉx,λ are equal to that of
K̂x
2π plus a remainder bounded by O(ηλ), we can write that∣∣Ĉx,λ(y)− 1− 〈(Hess Ĉx,λ)(x)(y − x), y − x〉∣∣ ≤ (c4 + ηλ) ‖x− y‖3 ≤ c5 ‖x− y‖3.
On the other hand, we have
(Hess Ĉx,λ)(x) = −1
2
I2 + ((Hess Ĉx,λ)(x) − 1
2π
(Hess K̂x)(x))
and the second term of the right-hand side is bounded by ηλ for any x ∈ Q. The desired
conclusion follows.
Step 3. According to Kac–Rice, one has
E[L(φxλ;Q)
2] (3.31)
=
∫
Q×Q
E[‖∇Yλ(x)‖‖∇Yλ(y)‖
∣∣Yλ(x) = Yλ(y) = 0]p(Yλ(x),Yλ(y))(0, 0)dxdy.
Using classical linear regression for Gaussian vectors, one can write
∇Yλ(x) = ax,yYλ(x) + bx,yYλ(y) + Zλ,x,y,
with ax,y, bx,y two deterministic vectors of R
2 and Zλ,x,y a Gaussian vector independent of
Yλ(x) and Yλ(y). As a consequence,
E
[‖∇Yλ(x)‖2∣∣Yλ(x) = Yλ(y) = 0] = E[‖Zλ,x,y‖2]
≤ E[‖∇Yλ(x)‖2] ≤ sup
x∈Q
E[‖∇Yλ(x)‖2].
Similarly E
[‖∇Yλ(y)‖2∣∣Yλ(x) = Yλ(y) = 0] ≤ supx∈Q E[‖∇Yλ(x)‖2] implying, by Cauchy-
Schwarz, that
E[‖∇Yλ(x)‖‖∇Yλ(y)‖
∣∣Yλ(x) = Yλ(y) = 0] ≤ sup
x∈Q
E[‖∇Yλ(x)‖2] ≤ c6, (3.32)
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the last bound being due to the fact that, for any x ∈ Q:
E[‖∇Yλ(x)‖2] = E[‖∇X(x)‖2] + ∂2(1,0)(Cλ −K)(x, x) + ∂2(0,1)(Cλ −K)(x, x))
≤ c7 + ηλ ≤ c8.
Step 4. Assume that λ is large enough so that 12
√
2π ≤ σλ(x) ≤ 32
√
2π for all x ∈ Q.
Using (3.30) we have, for any x, y ∈ Q
p(Yλ(x),Yλ(y))(0, 0) =
1
2πσλ(x)σλ(y)
√
1− Cλ(x,y)2
σλ(x)2σλ(y)2
≤ c9√
1− Cλ(x,y)2
σλ(x)2σλ(y)2
≤ c9√∣∣∣12‖x− y‖2 − ∣∣ Cλ(x,y)2σλ(x)2σλ(y)2 − 1 + 12‖x− y‖2∣∣∣∣∣
≤ c10
‖x− y‖
√∣∣1− c11 ηλ − c12 ‖x− y‖∣∣ .
As a consequence, if λ is large enough to ensure that 1− c11 ηλ ≥ 12 then, for any x, y ∈ Q
satisfying ‖x− y‖ ≤ 14c12 , one has
p(Yλ(x),Yλ(y))(0, 0) ≤
c13
‖x− y‖ .
Step 5. Now, let us deal with the opposite situation where ‖x − y‖ ≥ 14c12 . For any
u, v ∈ [12
√
2π, 32
√
2π], we can write
∣∣2π − uv∣∣ = ∣∣∣∣v2(2π − u2) + 2π(2π − v2)2π + uv
∣∣∣∣ ≤ 94 |2π − u2|+ |2π − v2|. (3.33)
Observe that |σλ(x)2−2π| ≤ ηλ for all x ∈ Q (this is an immediate fact, sinceK(x, x) = 2π).
Thus, we deduce from (3.33) that
|σλ(x)σλ(y)− 2π| ≤ 13
4
ηλ for all x, y ∈ Q.
This implies in turn that
1− Cλ(x, y)
2
σλ(x)2σλ(y)2
= 1−
{
K(x, y)
2π
− K(x, y)− Cλ(x, y)
σλ(x)σλ(y)
− K(x, y)
2πσλ(x)σλ(y)
(σλ(x)σλ(y)− 2π)
}2
≥ 1−
{ |K(x, y)|
2π
+
|K(x, y)− Cλ(x, y)|
σλ(x)σλ(y)
+
|K(x, y)|
2πσλ(x)σλ(y)
|σλ(x)σλ(y)− 2π|
}2
≥ 1−
{ |K(x, y)|
2π
+
2
π
ηλ +
2
π
|σλ(x)σλ(y)− 2π|
}2
≥ 1−
{ |K(x, y)|
2π
+
17
2π
ηλ
}2
= 1− K(x, y)
2
4π2
− 17
2π2
ηλ|K(x, y)| − 289
4π2
η2λ
≥ 1− K(x, y)
2
4π2
− c14 ηλ.
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But infx,y∈R2:‖x−y‖≥ 1
4c12
(
1 − K(x,y)2
4π2
)
:= m > 0. Hence, for λ > 0 so that c14ηλ ≤ m2 , one
has
1− Cλ(x, y)
2
σλ(x)2σλ(y)2
≥ c15 for all x, y ∈ Q such that ‖x− y‖ ≥ 14c12 ,
implying in turn that
p(Yλ(x),Yλ(y))(0, 0) ≤ c16
for all x, y ∈ Q satisfying ‖x− y‖ ≥ 14c12 .
Step 6. By merging the conclusions of steps 4 and 5, we arrive at
p(Yλ(x),Yλ(y))(0, 0) ≤ c17
(
1
‖x− y‖1{‖x−y‖≤ 14c12 } + 1{‖x−y‖≥ 14c12 }
)
.
Plugging this and (3.32) into (3.31) leads to
E[L(φxλ, Q)
2] ≤ c17
∫
Q×Q
(
1
‖x− y‖1{‖x−y‖≤ 14c12 } + 1{‖x−y‖≥ 14c12 }
)
dxdy
= c17
∫
Q
dx
∫
−x+Q
dz
(
1
‖z‖1{‖z‖≤ 14c12 } + 1{‖z‖≥ 14c12 }
)
≤ c17
∫
Q
dx
∫
B(0, 1
4c12
)
dz
‖z‖ + c17 Leb(Q)
2 = c18 Leb(Q) + c17Leb(Q)
2,
which automatically implies the desired conclusion.
From now on, N is fixed in such a way that the property at Point (i) is verified.
Lemma 3.3. As λ→∞, the number of singular pairs (Q,Q′) ∈ Qλ ×Qλ is o(r2λ log rλ).
Proof. For every fixed Q ∈ Qλ, write Zλ(Q) for the number of cubes in Qλ that are
singular to Q. Then, for an absolute constant A uniquely depending on N, ǫ, one has that
Zλ(Q) ≤ A max
α,β∈S(1)
∫
B2rλ−B2rλ
|Kαβ(x)|6dx ≤ A max
α,β∈S(1)
∫
B4rλ
|Kαβ(x)|6dx.
Applying [NPR19, Lemma 7.6], via an appropriate change of variables, yields that∫
B4rλ
|Kαβ(x)|6dx = o(log rλ),
and the desired conclusion follows immediately.
Remark 3.4. We observe that uniformly in x, y ∈ Brλ one has that
E
[‖∇X(x)‖| ‖∇X(y)‖ ∣∣X(x) = 0 = X(y)] and p(Yλ(x),Yλ(y))(0, 0)
are finite. This follows from the argument leading to relation (3.32) for the former and
step 5 of Point (ii) of Lemma 3.2 for the latter.
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In the sequel we will denote by Σ := Σ(x, y), for x, y ∈ Rd the covariance matrix of the
random vector (∇X(x),∇X(y),X(x),X(y)). We further define the submatrices
Σ11(x, y) := Cov ((∇X(x),∇X(y))),
Σ22(x, y) := Cov ((X(x),X(y))),
Σ12(x, y) := E((∇X(x),∇X(y))(X(x),X(y))t),
Σ21(x, y) := Σ
t
12(x, y)
where At denotes the transpose of the matrix. For the random vector (∇Yλ, Yλ)(x), we
analogously define Σ(λ).
Remark 3.5. The Gaussian vector (∇X(x),∇X(y)), x, y ∈ Rd, conditionally on the event
{(X(x),X(y)) = (0, 0)}, is distributed as a mean zero Gaussian vector with covariance
matrix
Σ˜ = Σ11 − Σ12Σ−122 Σ21.
More explicitly for the case d = 2, Σ˜ equals
1
2 − (Kx1)2/ρ −Kx1Kx2/ρ Kx1y1 +KKx1Ky1/ρ Kx1y2 +KKx1Ky2/ρ
−Kx1Kx2/ρ 12 − (Kx2)2/ρ Kx2y1 +KKx2Ky1/ρ Kx2y2 +KKx2Ky2/ρ
Kx1y1 +KKx1Ky1/ρ Kx2y1 +KKx2Ky1/ρ
1
2 − (Ky1)2/ρ −Ky1Ky2/ρ
Kx1y2 +KKx1Ky2/ρ Kx2y2 +KKx2Ky2/ρ −Ky1Ky2/ρ 12 − (Ky2)2/ρ

where Kxi := ∂xiK(x, y), Kyi := ∂yiK(x, y), Kxiyj := ∂xi∂yjK(x, y) for i, j = 1, 2 and
ρ := ρ(x, y) := det(Σ22).
Furthermore, we introduce the following functions:
F0(x, y) := E
[‖∇X(x)‖ ‖∇X(y)‖ ∣∣X(x) = 0 = X(y)] p(X(x),X(y))(0, 0);
Fλ(x, y) := E
[‖∇Yλ(x)‖ ‖∇Yλ(y)‖ ∣∣Yλ(x) = 0 = Yλ(y)] p(Yλ(x),Yλ(y))(0, 0);
Gλ(x, y) := E
[‖∇X(x)‖ ‖∇Yλ(y)‖ ∣∣X(x) = 0 = Yλ(y)] p(X(x),Yλ(y))(0, 0)
and also
H0(x, y) := E
[‖∇X(x)‖ ∣∣X(x) = 0] E [‖∇X(y)‖ ∣∣X(y) = 0] pX(x)(0)pX(y)(0);
Hλ(x, y) := E
[‖∇Yλ(x)‖ ∣∣ Yλ(x) = 0] E [‖∇Yλ(y)‖ ∣∣ |Yλ(y) = 0] pYλ(x)(0)pYλ(y)(0);
Lλ(x, y) := E
[‖∇X(x)‖ ∣∣X(x) = 0] E [‖∇Yλ(y)‖ ∣∣ Yλ(y) = 0] pX(x)(0)pYλ(y)(0).
We collect some facts in a first lemma, namely Lemma 3.6 below. In a second lemma,
Lemma 3.7 below, we combine those facts together with Kac–Rice formulae to obtain useful
bounds on the difference between the nodal lengths of two Gaussian random fields.
Lemma 3.6. Assume that ηλ → 0, as λ→∞. Then
i) there exists a t0 > 0 such that
inf
x,y:‖x−y‖>t0
det(Σ˜(x, y)) > 0 (3.34)
holds;
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ii) for α ∈ R2d, A a positive definite matrix denote by f(α,A) the density of the multi-
variate normal distribution. We have that
|f(α, Σ˜(x, y))− f(α, Σ˜(λ)(x, y))| ≤ P (α)f(α, Σˆ(x, y))ηλ
where Σˆ(x, y) ∈ Conv({Σ(x, y), Σ˜(x, y)}) and P (α) is a polynomial in α.
Proof.
i) Using Theorem II in [Ger31], it follows that each eigenvalue of Σ˜(x, y) lies in an open
ball around some diagonal element Σ˜(i, i), 1 ≤ i ≤ d, where the radius is given by
Ri :=
∑
j 6=i |Σ˜(i, j)|.
By straightforward computations we obtain the relations:
ρ(x, y) := det(Σ22(x, y) = 1− J20 (‖x− y‖), Kxi = −J1(‖x− y‖)
xi − yi
‖x− y‖
and Kxi = −Kyi , 1 ≤ i ≤ d. Furthermore Kxiyj equals
1
2
(J0(‖x− y‖)− J2(‖x− y‖)) (xi − yi)(xj − yj)‖x− y‖2 − J1(‖x− y‖)
(xi − yi)(xj − yj)
‖x− y‖3 .
For every n ≥ 0, it is well known that Jn(z) → 0, as z → ∞. Hence, it follows that
any eigenvalue of Σ˜(x, y) is strictly positive, whenever ‖x− y‖ is large enough.
ii) Recall that the formula for the density of a multivariate normal random vector is
1
((2π)2d det(A))
1/2
exp
(−αt adj(A)α
2 det(A)
)
where α ∈ R2d and adj(·) is the adjugate matrix, i.e., the transpose of its cofactor
matrix. Further let
gkl(A) := −1
2
∂akl det(A) (3.35)
hkl(α,A) := −1
2
{
αt (det(A)∂akl adj(A)− adj(A)∂akl det(A))α
}
(3.36)
where ∂aklA, 1 ≤ k, l ≤ 2d is the partial derivative w.r.t. the A(k, l)-th element.
Straightforward calculations show that ∂aklf(α,A) equals
f(α,A)
(
gkl(A)
det(A)
+
hkl(α,A)
det(A)2
)
(3.37)
By the mean value inequality, taking derivatives w.r.t. the matrix entries, one has for
all α ∈ R2d for some c ∈ ]0, 1[ that
|f(α, Σ˜)− f(α, Σ˜(λ))| ≤ |∇f(α, cΣ˜ + (1− c)Σ˜(λ))| ‖Σ˜− Σ˜(λ)‖op.
Since the operator norm is bounded by the Hilbert–Schmidt norm, one infers ‖Σ˜ −
Σ˜(λ)‖op ≤ C1ηλ for some constant C1 independent of α. By continuity of the deter-
minant and the uniform convergence of the covariance matrices, one has for λ large
enough that
det(Σ˜)/2 ≤ det(cΣ˜ + (1− c)Σ˜λ) ≤ 2 det(Σ˜).
Combining this with Point (i), we see that det(cΣ˜ + (1 − c)Σ˜(λ))k, k = −1,−2 are
bounded by a constant. Furthermore, since Bessel functions are bounded and deter-
minants are monomials, it follows that gkl(cΣ˜ + (1− c)Σ˜λ) is bounded by a constant
times ηλ and hkl(α, cΣ˜ + (1− c)Σ˜λ) is bounded by ηλ times a polynomial in α.
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Recall the definition of ηλ in (3.23) and the definition of ζλ in (3.26).
Lemma 3.7. For every x, y ∈ Brλ, such that |x− y| > t0, with t0 as found in Lemma 3.6,
it holds that {
|F0(x, y)− Fλ(x, y)|, |H0(x, y)−Hλ(x, y)| = O(ηλ);
|F0(x, y)−Gλ(x, y)|, |H0(x, y)− Lλ(x, y)| = O(ζλ);
as λ→∞, where the constants depend only on t0 and the dimension.
Proof. We only prove the first relation |F0(x, y) − Fλ(x, y)| = O(ηλ), since the others are
proven in an analogous way.
By Remark 3.4 and the triangle inequality, it then suffices to bound
|p(X(x),X(y))(0, 0) − p(Yλ(x),Yλ(y))(0, 0)| (3.38)
and ∣∣∣E [‖∇X(x)‖ ‖∇X(y)‖ ∣∣X(x) = 0 = X(y)] (3.39)
− E [‖∇Yλ(x)‖ ‖∇Yλ(y)‖ ∣∣ Yλ(x) = 0 = Yλ(y)] ∣∣∣
We will now bound (3.38). By continuity of the determinant and the uniform convergence
of the covariance matrices, one has for λ large enough that
1
2
√
det(Σ22(x, y)) ≤
√
det(Σ
(λ)
22 (x, y)) ≤
3
2
√
det(Σ22(x, y)).
Applying the bound: |1/√x − 1/√y| ≤ |y − x|((√y +√x)√xy)−1 together with Point (i)
of Lemma 3.6, the continuity of the determinant and the boundedness of Bessel functions
we find that ∣∣∣det(Σ22(x, y))−1/2 − det(Σ(λ)22 (x, y))−1/2∣∣∣ = O(ηλ)
as λ → ∞. Again, from the continuity of the determinant we infer that (3.38) is smaller
than γ1ηλ, for some constant γ1.
Next we turn to (3.39). By definition E
[‖∇X(x)‖ ‖∇X(y)‖ ∣∣X(x) = 0 = X(y)] equals
∫
Rd×Rd
(∑d
i=1 α
2
i
)1/2 (∑2d
i=d+1 α
2
i
)1/2
(
(2π)2d det(Σ˜(x, y))
)1/2 exp
(
−αt adj(Σ˜(x, y))α
2 det(Σ˜(x, y))
)
dα
where adj(·) is the adjugate matrix, i.e., the transpose of its cofactor matrix. Now
E
[‖∇Yλ(x)‖ ‖∇Yλ(y)‖ ∣∣Yλ(x) = 0 = Yλ(y)] satisfies a similar identity with Σ˜(λ)(x, y) in-
stead of Σ˜(x, y).
From Point (ii) of Lemma 3.6 we infer (3.39) is less than
∫
Rd×Rd
(
d∑
i=1
α2i
)1/2( 2d∑
i=d+1
α2i
)1/2
P (α)f(α, Σˆ(x, y))ηλdα
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where Σˆ := cΣ˜+(1−c)Σ˜(λ), for some c ∈ ]0, 1[. Now the matrix Σˆ is symmetric and positive
definite. Since every moment of a multivariate normal is, up to a constant, bounded by its
second moment, one has that
∫
Rd×Rd
(
d∑
i=1
α2i
)1/2( 2d∑
i=d+1
α2i
)1/2
f(α, Σˆ(x, y))P (α)dα
is a polynomial in Σˆ(x, y). Because Bessel functions are bounded, the above integral is
bounded. Hence (3.39) is O(ηλ), for λ large enough.
We eventually point out the following elementary fact: if a sequence of two dimensional
random vectors {(Un, Vn) : n ≥ 1} is such that
E[(Un − Vn)2]→ 0 and E[U2n]→ 1, (3.40)
then E[V 2n ]→ 1.
3.2 The proof
For any subset A ⊂ R2 and for W = X,Yλ (λ > 0) we write
L(W ;A) := H1 (W−1(0) ∩A) ,
with the simplified notation L(W ; r) := L(W ;Br). The first assertion in (1.13) already
appears in (1.9). In view of the elementary fact recalled in (3.40), the second assertion in
(1.13) will follow immediately, once we prove that, as λ→∞,
V(λ) := Var [(L(X; rλ)− L(Yλ; rλ))] = o(r2λ log rλ). (3.41)
For every λ > 0 denote by Bλ the collection of all subsets of R2 having the form Q ∩ Brλ ,
with Q ∈ Qλ. A pair (B,B′) ∈ Bλ×Bλ is singular if the underlying pair of squares (Q,Q′)
is. Our starting point is the obvious decomposition
V(λ) = Vs(λ) +Vns(λ),
where
Vs(λ) :=
∑
(B,B′)∈Bλ×Bλ singular
Cov
{
(L(X;B)− L(Yλ;B)), (L(X;B′)− L(Yλ;B′))
}
,
and
Vns(λ) :=
∑
(B,B′)∈Bλ×Bλ non singular
Cov
{
(L(X;B) − L(Yλ;B)), (L(X;B′)− L(Yλ;B′))
}
.
Since E[L(X,B)2] ≤ E[L(X,Q0)2] (by stationarity) and E[L(Yλ, B)2] ≤ D (by virtue of
Lemma 3.2-(i)), applying Cauchy-Schwarz and the triangle inequality yields that
Vs(λ) = O
(∣∣∣{(B,B′) ∈ Bλ × Bλ singular}∣∣∣),
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and therefore Vs(λ) = o(r
2
λ log rλ), in view of Lemma 3.3. We now decompose Vns(λ) as
Vns(λ) =
∑
(B,B′) non singular
[
Cov{L(X;B), L(X;B′)}+Cov{L(Yλ;B), L(Yλ;B′)}
−2Cov{L(X;B), L(Yλ;B′)}
]
=: V1(λ) +V2(λ)− 2V3(λ).
Now call Pλ ⊂ Brλ × Brλ the union of all cartesian product of the type B × B′ such
that (B,B′) is not singular. Exploiting the definition of non-singular pairs together with
property (3.27), for λ large enough we can represent each of the quantities Vi(λ), i = 1, 2, 3,
by means of the Kac–Rice formula (or some slight variation of it — see [AW09, Chapter
6]), as follows
V1(λ) =
∫
Pλ
E[‖∇X(x)‖‖∇X(y)‖ |X(x) = X(y) = 0]p(X(x),X(y))(0, 0)dxdy
−
∫
Pλ
E[‖∇X(x)‖ |X(x) = 0]E[‖∇X(y)‖ |X(y) = 0]pX(x)(0)pX(y)(0)dxdy
=:
∫
Pλ
H1(x, y)dxdy ;
V2(λ) =
∫
Pλ
E[‖∇Yλ(x)‖‖∇Yλ(y)‖ |Yλ(x) = Yλ(y) = 0]p(Yλ(x),Yλ(y))(0, 0)dxdy
−
∫
Pλ
E[‖∇Yλ(x)‖ |Yλ(x) = 0]E[‖∇Yλ(y)‖ |Yλ(y) = 0]pYλ(x)(0)pYλ(y)(0)dxdy
=:
∫
Pλ
H2(x, y)dxdy ;
V3(λ) =
∫
Pλ
E[‖∇X(x)‖‖∇Yλ(y)‖ |X(x) = Yλ(y) = 0]p(X(x),Yλ(y))(0, 0)dxdy
−
∫
Pλ
E[‖∇X(x)‖ |X(x) = 0]E[‖∇Yλ(y)‖ |Yλ(y) = 0]pX(x)(0)pYλ(y)(0)dxdy
=:
∫
Pλ
H3(x, y)dxdy ,
where pU (0) denotes the density of U in 0, and p(U,V )(0, 0) denotes the density of (U, V ) in
(0, 0). Exploiting the fact that each Pλ only involves non-singular pairs, we wish now to
prove that, for every 1 ≤ j 6= k ≤ 3, and for some constant C independent of λ,∫
Pλ
|Hj(x, y)−Hk(x, y)|dxdy ≤ C
√
a(λ)|Pλ| = O
([
r17λ
log λ
]1/4
r4λ
)
. (3.42)
Once such a relation is established, the proof will be finished, since from condition (1.12)
we deduce that (3.42) = o(r2λ log(rλ)), and by virtue of the triangle inequality it holds that
|Vns(λ)| ≤ 2|V1(λ)− V3(λ)|+ |V1(λ)− V2(λ)|.
The validity of (3.42) for every j, k is immediately deduced from Lemma 3.7, as well as
(3.23) and (3.27), taking into account the definition (3.24).
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4 Proof of technical estimates
4.1 Eigenvalues of Hilbert–Schmidt operators on expanding domains
In the present and following section, we adopt the notation and assumptions of Section 2.2.
In particular, we fix an integer d ≥ 1, and consider two smooth covariance kernels K,C on
R
d, such that K has bounded derivatives of every order; the symbol BR indicates the open
ball with radius R centred at the origin. Our proof of Theorem 2.2 relies on a number of
results involving Hilbert–Schmidt operators associated with the class of increasing domains
BR, R ≥ 1, that we will gather below.
A simple geometric fact. For every A ⊂ Rd and every n ≥ 2, we use the notation
εn(A) := inf {ε > 0 : A can be covered by n− 1 open balls of radius ε centred in A} .
We will make use of the following elementary geometric fact
Lemma 4.1. There exist constants 0 < β1 < β2 <∞ such that
β1
n1/d
≤ εn(BR)
R
≤ β2
n1/d
, for every n,R ≥ 1.
Proof. Consider first the case R = 1, and denote by Q the hypercube with unit side centred
at the origin. It is easily seen that εn(Q) ≤ βn−1/d for some absolute constant β, and also
that εn(Q) ≥ εn(B1). To conclude the proof of the upper bound, observe that there exists
an ε-cover of cardinality n− 1 of B1 if and only if there exists an (Rε)-cover of cardinality
n−1 of BR. The lower bound follows from the following observation: for every ε > εn(BR),
we have that
Vol(BR) ≤ (n− 1)Vol(Bε).
A class of Hilbert–Schmidt operators. Given a finite set J , we denote by L2J(BR) the Hilbert
space of (equivalence classes of) square-integrable RJ -valued functions on BR, endowed with
the following inner product: for f = {fj : j ∈ J}, g = {gj : j ∈ J} ∈ L2J(BR),
〈f, g〉L2
J
(BR)
=
∑
j∈J
∫
BR
fj(x)gj(x)dx.
Recalling the definition of S(M) given in (2.17), for M = 0, 1, ... and R ≥ 1, we define the
operator
K(M,R) : L2S(M)(BR)→ L2S(M)(BR) (4.43)
: f = {fα : α ∈ S(M)} 7→ K(M,R)f =
{
(K(M,R)f)α : α ∈ S(M)
}
,
with
(K(M,R)f)α(x) :=
∑
β∈S(M)
∫
BR
Kαβ(x, y)fβ(y) dy, x ∈ BR.
Note that the quantity (K(M,R)f)α(x) is also unambiguously defined for every x in the
complement of BR. It is easily checked that, for every choice of M,R as above, K
(M,R) is
compact, self-adjoint, Hilbert–Schmidt and positive definite.
22
The eigenvalues of K(M,R) are denoted by
λ
(M,R)
1 ≥ λ(M,R)2 ≥ · · · ≥ 0.
We record the following consequence of the matrix-valued Mercer’s theorem (see e.g. [dVUV13,
Theorem 4.1]).
Proposition 4.2. Under the above notation and assumptions, let{
ej = {ejα : α ∈ S(M)} : j ≥ 1
}
be an orthonormal basis of ImK(M,R) (that is, of the closure of the image of K(M,R) in
L2(BR)) composed of continuous eigenfunctions of K
(M,R). Then, for every α, β ∈ S(M),
Kαβ(x, y) =
∞∑
j=1
λ
(M,R)
j e
j
α(x)e
j
β(y),
where the series converges uniformly on every compact subset of BR × BR. This implies
that K(M,R) is trace class and
TrK(M,R) =
∞∑
j=1
λ
(M,R)
j =
∑
α∈S(M)
∫
BR
Kαα(x, x) dx. (4.44)
Eigenvalue decay. Under the above introduced notation, we will now prove a useful estimate,
yielding an upper bound on the decay of the eigenvalues of K(M,R). Observe that bounds
on the eigenvalue decay for kernel operators such as K(M,R) are already available in the
literature – see e.g. the classical (and somehow definitive) reference [Kuh86], as well as
[HK84]. However, such estimates are typically provided for kernels defined on fixed domains,
whereas the applications developed in the present paper require bounds on eigenvalues
where the dependence on the ‘increasing radius’ R appears explicitly. The next lemma,
whose proof is partially inspired by the arguments developed in [HK84], shows that the
dependence on the radius R is indeed sub-algebraic.
Lemma 4.3 (Eigenvalue decay for kernel operators). For every M = 0, 1, ... and
every ℓ ≥ 0, there exists a constant A = A(M,d, ℓ) ∈ (0,∞), exclusively depending on
M,d, ℓ, such that
λ(M,R)n ≤ A
Rℓ+1+d
n
ℓ+1
d
, n ≥ 1. (4.45)
Proof. Since K(M,R) is a positive self-adjoint operator, one has that, by Theorem 2.1 in
Chapter II of [GK69]
λ(M,R)n = inf{‖K(M,R) − U‖op : rankU < n},
where the compact notation indicates that the infimum is taken over all linear operators
U : L2S(M)(BR)→ L2S(M)(BR) having a rank strictly less than n. For every smooth mapping
ψ on Rd every x0 ∈ Rd and every ℓ = 0, 1, ..., we denote by
x 7→ Pℓ(ψ, x0)(x)
the Taylor polynomial of order ℓ associated with ψ and centered at x0. Observe that
7→ Pℓ(ψ, x0) involves a number r = r(d, ℓ) of monomials (each centred at x0), such that the
23
number r only depends on d and ℓ. Now fix n and take ε > εn(BR). Then, there exists a
collection B = {B(x1, ε), ..., B(xn−1, ε)} of open balls centered in BR and covering BR. Let
φ = {φ1, ..., φn−1} be a partition of unity subordinated to B. It is an elementary fact (see
e.g. [Rud86, Theorem 2.13]) that one can choose φ in such a way that each φj is supported
in the ball B(xj, ε). Define the operator
U : L2S(M)(BR)→ L2S(M)(BR)
: f = {fα : α ∈ S(M)} 7→ Uf =
{
(Uf)α : α ∈ S(M)
}
by the relation
(Uf)α(x) :=
n−1∑
j=1
φj(x)Pℓ((K
(M,R)f)α, xj)(x), x ∈ BR,
and observe that, in view of the previous considerations, rankU ≤ |S(M)| r(d, ℓ)×(n−1) :=
γ × (n− 1). Also, by inverting derivation and integration, one sees that
Pℓ((K
(M,R)f)α, xj)(x) =
∑
β∈S(M)
∫
BR
Pℓ(Kαβ(·, y), xj)(x)fβ(y)dy,
from which we infer that, for some absolute constant A and every x ∈ BR
|(K(M,R)f)α(x)− (Uf)α(x)| ≤ A
n−1∑
j=1
φj(x)‖x− xj‖ℓ+1
 ∑
β∈S(M)
∫
BR
|fβ(y)|dy
 .
We stress that the last inequality uses the fact that, by assumption, the derivatives of K
are bounded. Now, by virtue of the properties of φ one has the estimate
∑n−1
j=1 φj(x)‖x −
xj‖ℓ+1 ≤ εℓ+1 (for every x ∈ BR), and applying Cauchy-Schwarz we finally obtain that
‖K(M,R) − U‖op ≤ Aεℓ+1Rd.
Letting ε converge to εn(BR), applying Lemma 4.1 and using the fact that rankU ≤ γ (n−1)
(where the integer γ has been defined above, and only depends onM,d, ℓ), we see that (4.45)
holds for integers of the form n = γk, where k ≥ 1. The fact that the conclusion is indeed
true for every positive integer n follows from standard arguments.
Square roots. For every M = 0, 1, ... and R ≥ 1, we define
√
K(M,R) to be the Hilbert–
Schmidt operator on L2S(M)(BR) defined by the following relations: if {ej : j ≥ 1} denotes
a continuous orthonormal basis of ImK(M,R), then, for every h ∈ L2S(M)(BR)√
K(M,R)h : = {(
√
K(M,R)h)α : α ∈ S(M)},
with
(
√
K(M,R)h)α(x) =
∞∑
j=1
∑
β∈S(M)
√
λ
(M,R)
j e
j
α(x)
∫
BR
ejβ(y)h(y) dy,
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with convergence in L2(BR). If C denotes the other covariance kernel of class C∞,∞ intro-
duced in Section 2.2, we define the operator C(M,R) (for every M = 0, 1, ... and R ≥ 1) in
the same way as above, and write
γ
(M,R)
1 ≥ γ(M,R)2 ≥ · · · ≥ 0,
to indicate the sequence of its eigenvalues. We also define analogously the square root√
C(M,R). The next estimate is crucial for our arguments.
Proposition 4.4. For K,C as above, for every M = 0, 1, ... and R ≥ 1, one has that
‖
√
K(M,R) −
√
C(M,R)‖2H.S. ≤ |TrK(M,R) − TrC(M,R)|+ (4.46)
2‖K(M,R) − C(M,R)‖1/2H.S. · Tr
√
K(M,R)
and moreover
Tr
√
K(M,R) ≤ B · R 3d+12 , (4.47)
where B = B(M,d) is a finite constant uniquely depending on M,d.
Proof. For the rest of the proof, we use the notation
α := |TrK(M,R) −TrC(M,R)|, β := ‖K(M,R) − C(M,R)‖H.S..
Then β ≥ ‖K(M,R) −C(M,R)‖op ≥ ‖
√
K(M,R) −
√
C(M,R)‖2op. Since we have compact opera-
tors, this follows from the finite dimensional case. For a proof of the latter, see for instance
Theorem V.1.9. in [Bha97]. Writing moreover D :=
√
K(M,R) −
√
C(M,R) and choosing an
orthonormal basis {ej : j ≥ 1} diagonalizing K(M,R), we infer that
‖D‖2H.S. = ‖
√
K(M,R)‖2H.S. + ‖
√
C(M,R)‖2H.S. − 2〈
√
K(M,R),
√
C(M,R)〉H.S.
≤ α+ 2
∣∣∣〈D,√K(M,R)〉H.S.∣∣∣
= α+ 2
∣∣∣∣∣∣
∑
j≥1
〈Dej ,
√
K(M,R)ej〉L2
S(M)
(BR)
〉
∣∣∣∣∣∣
≤ α+ 2‖D‖op
∑
j≥1
‖
√
K(M,R)ej‖L2
S(M)
(BR)
= α+ 2‖D‖op Tr
√
K(M,R).
The estimate (4.47) follows from (4.45), by selecting ℓ = 2d.
4.2 Proof of Theorem 2.2
FixM ≥ 0 andR ≥ 1, and consider a probability space (Ω0,F0,P0) supporting an isonormal
Gaussian process over L2S(M)(BR), written
G = {G(h) : h ∈ L2S(M)(BR)}.
Recall that, by definition, G is a centred Gaussian family, indexed by the elements of
L2S(M)(BR) and such that
E0[G(h)G(h
′)] = 〈h, h′〉L2
S(M)
(BR)
;
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observe that G exists for every choice of M and R – see [NP12, Proposition 2.2.1]. We
denote by {ej : j ≥ 1} and {gj : j ≥ 1} two orthonormal systems of continuous functions,
composed respectively of eigenfunctions of K(M,R) and C(M,R) with non-zero eigenvalues;
we assume that ej has eigenvalue λ
(M,R)
j and g
j has eigenvalue γ
(M,R)
j . For every N ≥ 1
and x ∈ BR, we set
XN (x) :=
N∑
j=1
√
λ
(M,R)
j G(f
j)f j(x),
Y N (x) :=
N∑
j=1
√
γ
(M,R)
j G(g
j)gj(x).
Now, for every fixed x ∈ BR and α ∈ S(M), the sequence
XNα (x) =
N∑
j=1
√
λ
(M,R)
j G(f
j)f jα(x), N ≥ 1,
is Cauchy in L2(P0) and a.s.-P0 (by virtue of Le´vy Theorem – see [NP12, p. 23]), since
Kαα(x, x) =
∑∞
j=1 λ
(M,R)
j f
j
α(x)2, were we have applied Proposition 4.2. Denote by Xˆα(x)
the limit of XNα (x). The following facts can be verified by a standard application of the
same arguments that lead to the proof of Kolmogorov’s Theorem (see e.g., [NS16, Appendix
A.10]):
– the process
{
Xˆ(x) = {Xˆα(x) : α ∈ S(M)}, x ∈ BR
}
admits a modification {X(x) =
{Xα(x) : α ∈ S(M)} such that X0 (where 0 indicates the zero multi-index) is an
element of C∞b with P0-probability one and, P0-almost surely for every x ∈ BR,
Xα(x) = ∂
αX0(x), for every α ∈ S(M);
– for every α, β ∈ S(M) and for every x, y ∈ BR
E[Xα(x)Xβ(y)] = Kαβ(x, y);
– for every α ∈ S(M) the real valued Gaussian field XNα converges to Xα uniformly on
every compact subset of BR.
We define the process Y = {Yα : α ∈ S(M)} in a similar way. To conclude, we just observe
that, by the isometric properties of G,
E0
[
‖X0 − Y0‖2WM,2(BR)
]
= ‖
√
K(M,R) −
√
C(M,R)‖2H.S.,
and apply Theorem 2, together with the estimates∣∣∣Tr K(M,R) − Tr C(M,R)∣∣∣ ≤ ∑
α∈S(M)
∫
BR
|Kαα(x, x)− Cαα(x, x)|dx ≤ |S(M)||BR| η,
‖K(M,R) − C(M,R)‖1/2H.S. =
 ∑
α,β∈S(M)
∫
BR
∫
BR
(Kαβ(x, y)− Cαβ(x, y))2dxdy

1/4
≤ |S(M)|1/2|BR|1/2√η.
Relation (2.20) follows from an application of the following consequence of Sobolev’s em-
bedding theorem on open subsets of Rd, such as the one stated in [DD12, Theorem 2.7.2].
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Lemma 4.5. For every d, p ≥ 1, every m > j :=
⌊
d
p
⌋
+ 1 and every R ≥ 1, the following
estimate holds for every u ∈ C∞b (BR):
‖u‖Cm−j (BR) ≤ A · Rm−
d
p ‖u‖Wm,p(BR), (4.48)
for a constant A independent of R and u.
Proof. The inequality is true for R = 1 and some absolute constant A, by virtue of Sobolev
embedding. On the other hand, since R ≥ 1,
‖u‖Cm−j (BR) = max|α|≤m−j ‖∂
αu‖∞,BR = max|α|≤m−j
1
R|α|
‖∂αuR‖∞,B1 ≤ ‖uR‖Cm−j(B1),
where uR(x) := u(Rx). The conclusion follows from the relation
‖uR‖Wm,p(B1) ≤ Rm−
d
p ‖u‖Wm,p(BR),
which is a consequence of the equality, valid for every α ∈ S(M){∫
B1
|∂αuR(x)|dx
}1/p
= R
|α|− d
p
{∫
BR
|∂αu(y)|pdy
}1/p
,
deduced from the change of variables y = Rx.
5 Proof of Theorem 1.9
For every n ∈ S, write
T˜n(x) := Tn
(
x
2π
√
n
)
,
in such a way that
u˜n(x− y) := E
[
T˜n(x)T˜n(y)
]
=
∫
S1
ei〈x−y,z〉µn(dz).
For every n ∈ S, we also denote by µ#n the probability measure on the interval [0, 2π]
characterised by the following relation: for every bounded and measurable f ,∫
S1
f(z)µn(dz) =
∫ 2π
0
f(eiθ)µ#n (dθ);
we also use the symbol u(dx) for the uniform probability measure on [0, 2π]. We measure
the discrepancy between µ#n and u in two ways: (i) Kolmogorov distance,
Kol(µ#n ,u) := sup
t∈[0,2π]
∣∣∣∣µ#n [0, t]− t2π
∣∣∣∣ ,
and (ii) the 1-Wasserstein distance W1 defined as
W1(µ
#
n ,u) = sup
h∈Lip(1)
∣∣∣∣∫ 2π
0
h(θ)µ#n (dθ)−
∫ 2π
0
h(θ)dθ
∣∣∣∣ ,
27
where Lip(1) denotes the class of all real-valued 1-Lipschitz functions. It is a well known
fact that
W1(µ
#
n ,u) =
∫ 2π
0
∣∣∣∣µ#n [0, t]− t2π
∣∣∣∣ dt,
and therefore W1(µ
#
n ,u) ≤ 2πKol(µ#n ,u).
The conclusion of Theorem 1.9 follows from the next proposition, once we observe that,
by a change of variable,
Ln(αn) law= 1
2π
√
n
× length
(
T˜−1n (0) ∩B2παn
)
.
To simplify the discussion, for r > 0 we also write
L˜n(r) := length
(
T˜−1n (0) ∩Br
)
.
Proposition 5.1. Fix ρ < 12 log
π
2 . Then, there exists a density one sequence {nj} ⊂ S
such that, as nj →∞,
1. Nnj →∞ and µnj converges weakly to the uniform measure on S1;
2. for every sequence n 7→ αn such that αn →∞ and αn = o((log n)ρ/9),
Var(L˜n(αnj )) ∼
α2nj logαnj
256
,
and
L˜n(αnj )− E[L˜n(αnj )]√
Var(L˜n(αnj ))
law−→ Z ∼ N (0, 1).
Proof. Fix ρ < 12 log
π
2 and αn = o((log n)
ρ/9) as in the statement, and select parameters
0 < γ < α := log πlog 2 − 1 and 0 < κ < β := log 22 such that γκ = ρ. Thanks to the main result
in [KK77], we know that there exists a density one sequence {nj} ⊂ S such that Point 1 in
the statement holds, and moreover
(a) Nnj = (log nj)β+ǫnj , with ǫnj → 0, in such a way that Nnj ≥ (log nj)κ for nj suffi-
ciently large (see also [BMW18]);
(b) Kol(µ#nj ,u) ≤ 2N−γnj and therefore, for nj large enough,
Kol(µ#nj ,u) ≤ 2
(
1
log nj
)ρ
.
One key observation is that, for arbitrary multi-indices α, β∣∣∣∂α∂β(u˜nj (x− y)− J0(‖x− y‖))∣∣∣ ≤ ‖x− y‖W1(µ#n ,u),
and consequently, by the previous discussion,∣∣∣∂α∂β(u˜nj (x− y)− J0(‖x− y‖))∣∣∣ ≤ 4π‖x− y‖( 1log nj
)ρ
,
28
when nj is large enough. This yields in particular that, for some absolute constant C,
max
α,β∈S(3)
sup
x,y∈Bαnj
∣∣∣∂α∂β(u˜nj (x− y)− J0(‖x− y‖))∣∣∣ ≤ C αnj(log nj)ρ=:η(nj)→ 0,
since αn = o((log n)
ρ). The conclusion is obtained by reproducing verbatim the proof of
Theorem 1.5 given in Section 3, by replacing rλ with αnj , and then ηλ with η(nj) (see
(3.23)), as well as the right-hand side of (3.27) with
B
αnj
(log nj)ρ/3
,
where B is an absolute constant, and we have exploited [BM19, Theorem 5.5] in the case
n = 2.
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