Exploring new routes to decoherence-free quantum computing; and quantum thermodynamics for fermions by Onuma-Kalu, Marvellous
Exploring new routes to decoherence-free quantum





presented to the University of Waterloo
in fulfillment of the




Waterloo, Ontario, Canada, 2020
c© Marvellous Onuma-Kalu 2020
Examining Committee Membership
The following served on the Examining Committee for this thesis. The decision of the
Examining Committee is by majority vote.
External Examiner Karl-Peter Marzlin,
Professor, Department of Physics
St Francis Xavier University
Supervisor Robert Mann
Professor, Department of Physics and Astronomy
University of Waterloo
Committee member Kevin Resch,
Professor, Department of Physics and Astronomy
University of Waterloo
Committee member Eduardo Mart́ın-Mart́ınez
Assitant Professor, Department of Applied Mathematics
University of Waterloo
Internal/External examiner Achim Kempf




The thesis consist of material all of which I authored or co-authored: see Statement of
Contributions included in the thesis. This is a true copy of the thesis, including any
required final revisions, as accepted by my examiners.
I understand that my thesis may be made electronically available to the public.
iii
Statement of Contribution
Two sections in Chapter 4 consist of material produced in different collaborations. The
first 4.2 consists of materials from the paper [33], co-authored with Paulina Corona-Ugalde
and Robert Mann. The second 4.3 consists of material from the paper [89], co-authored
with Kae Nemoto, W. J. Munro, and Robert Mann.
Chapter 6 consists of material from the paper [96], co-authored with Robert Mann.
Chapter 7 consists of material from the paper [95], co-authored with Daniel Grimmer,
Robert Mann and Eduardo Mart́ın-Mart́ınez.
iv
Abstract
This thesis has two parts; the first part is a contribution to the research field of quantum
measurement in quantum optics while the second part focuses on quantum thermodynamics
for fermionic systems.
The aim of the research on quantum optics is to detect and subsequently characterize
quantum states of light. Specifically, we focus on characterizing 1) entanglement between
a two-level atom and superposition of coherent states (known as Bell cat state) 2) quan-
tum superposition of coherent states (Schrödinger cat states). The photon is the particle
of light which carries quantum information; it is usually lost (destroyed) while being de-
tected. Many physical implementations of quantum logic gate aim to encode quantum
information processing into large registers of entangled qubits. However for these larger
much distinguishable states, creating and preserving entanglement becomes difficult due
to rapid onset of decoherence. Encoding quantum information on Schrodinger’s cat states
take advantage of a cavity resonators much larger Hilbert space, as compared with that of
a two-level system. This architecture allows redundant qubit encodings that can simplify
the operations needed to initialize, manipulate and measure the encoded information. For
such a system to be viable as a quantum computing platform, efficient measurement of
such encoded qubit observables must be possible.
The concept of quantum non demolition measurement was introduced to evade the
problem of decoherence. Researchers now know through quantum theory that it is in-
deed possible to count photons in a given state of light without destroying them. This
nondestructive measurement scheme is coined in the term “quantum non-demolition mea-
surement”. We can extend the ideas of quantum nondemolition measurement scheme to
detect a system made up of two or more quantum states (not necessarily states of light)
that are combined based on the superposition principle. An example is the Schrödinger’s
cat state which is a superposition of two coherent states of light of equal amplitudes but
opposite phase. At this point, one is not only interested in counting photons, but in under-
standing the nature of the superposition, the possible problems and the different physical
properties that follow. Ways to detect the Schrödinger cat states and subsequently a Bell
cat state (Schrödinger cat entangled with a qubit) without significantly perturbing them
are discussed. The method analyzed is the mode-invisibility measurement scheme ear-
lier proposed to detect single Fock states and coherent states of light. The method gives
a new insight to the known properties of Schrödinger cat states and contributes to our
understanding of the quantum-classical boundary problem.
The second part of the thesis falls in the research field of quantum thermodynamics and
open quantum systems. Most problems in quantum thermodynamics have been explored in
v
bosonic systems with little or less done in fermionic systems. Therefore the aim of this part
of the thesis is to explore related quantum thermodynamical problems in fermionic sys-
tems. I begin by considering the problem of work extraction from noninteracting fermionic
systems. For work to be extracted from the state of a quantum system, a unitary opera-
tion on the state must act to reduce the average energy of the system. Passive states are
those states whose energy cannot be reduced through unitary transformation, that is work
cannot be extracted via unitary transformations given only a single copy of the system. It
follows that some passive states may have extractable work if several copies of the system
is processed. Passive states for which no work can be extracted, no matter the number
of available copies, are called completely passive states. An example is the thermal Gibbs
state. Here, the limit for which multiple copies of passive states in fermionic systems can
be activated for work extraction is studied. It was observed for n ≥ 3 fermionic modes at
the same frequency, the product state of n thermal states with different temperatures is
not passive. This in principle implies that the construction of a heat engine in fermionic
systems need access to three thermal baths at different temperature. This is unlike the
bosonic system, where access to only two thermal baths are required.
On the other hand, while the product state of three thermal states of three fermionic
modes at the same frequency but different temperatures is not passive, the unitary trans-
formation required to extract work from the state is difficult to realize. A set of operations
that are easier to realize are Gaussian unitaries which are generated by Hamiltonian that
are at most quadratic in the system’s operators. One may consider extracting work via the
restricted class of Gaussian unitaries. Hence fermionic Gaussian passive states for which
energy cannot be extracted using only Gaussian operations are characterized.
The last problem I investigate is that of understanding the dynamics of an open Marko-
vian non-interacting fermionic system. I introduce a classification scheme for the generators
of open fermionic Gaussian dynamics and simultaneously partition the dynamics along the
following four lines: 1) unitary vs. non-unitary, 2) active vs. passive, 3) state-dependent
vs. state-independent, and 4) single-mode vs. multi-mode. Unlike in the bosonic case
where only eleven of these sixteen types of dynamics turn out to be possible, one observe
only nine types of dynamics in the fermionic setting. Using this partition I discuss the
consequences of imposing complete positivity on fermionic Gaussian dynamics. In par-
ticular, I show that completely positive dynamics must be either unitary (and so can be
implemented without a quantized environment) or active (and so must involve particle
exchange with an environment).
vi
Acknowledgements
I would like to acknowledge the University of Waterloo, for hosting this project. My
profound gratitude goes out to all Research Fund and the government agency; “Natu-
ral Sciences and Engineering Research Council (NSERC)”, for helping and providing the
funding for the work. Without your funding; this project could not have reached its goal.
To my supervisor, Professor Robert Mann: his qualities are beyond compare. I am
grateful for his continuous support, his patience, and immense knowledge. His guidance
helped me in all the time of research and writing this thesis. I could not have imagined
having a better advisor and mentor for my graduate studies.
I wish to appreciate my PhD/thesis committee: Professors’ Karl-Peter Marzlin, Achim
Kempf, Kevin Resch and Eduardo Mart́ın-Mart́ınez, for their insightful comments and
recommendations which from various perspectives helped me widen my research and im-
proved the writing of this thesis. I also acknowledge Professor Kae Nemoto of the National
Institute of Informatics (NII), Tokyo, Japan, who provided me an opportunity to join her
research group as intern. I also appreciate the helpful comments from Bill Munro, who
made me see my theoretical research from an experimental view.
I wish to acknowledge a special woman, my landlady; Nancy Mann for her moral sup-
port, encouragement and understanding at all times. Living at her home was comforting,
loving and peaceful. I am indebted to her for accommodating me.
Along the line during the Phd program, I started my family and had two children in
the process. As a mother and graduate student, one could have imagined the possibility
of completing my Phd program. Yes, it got tough and quite challenging trying to balance
academic life and family. There were several days I felt like quitting, but for the amazing
support from my fellow Nigerians in Waterloo whom I am indebted to and wish to acknowl-
edge: Mr Okoli and family, Professor Felix Nwaishi and family, Dr Chike Okonkwo and
family. And to my closest friends Dr Joachim Nsofini, Christian, Chukwuemeka, Fidelia,
Chioma Emeka, Jessica Achebe, Mrs Jones, Joyce, and Liza, thank you for the love and
immense support.
In memory of the dear ones who supported, encouraged and believed in me but are
not here to see the completion of the program: my granddad, Benedict Duru; and father-
in-law, Hilary Onwuka Alikeh. Thank you my fathers. To the one so dear to my heart,
friend, sister and fellow physicist, late Dr Chiamaka Okoli; you were a blessing to me Chi.
I sincerely miss your moral and emotional support in my life. May your souls continue to
Rest In Peace.
vii
Finally to my very large family whom I have dedicated this thesis to; “you all rock”!
Thank you all for the laughter, joy, fervent prayers, belief, assistance and support. To my
beautiful mother, Jacinta Onuma-Kalu Eleanya, you are a perfect description of a role-
model, I appreciate your sacrifices mum; my sisters, Oleka Kalu-Onuma, your sacrifices-
shuffling between Manchester, United Kingdom and Canada during your holidays to sup-
port my family and I, are highly appreciated; Mrs Elizabeth Izuchukwu-Iluoze, thank you
for the constant reminder that it ‘only gets better’. I also acknowledge the encourage-
ment from my mother-in-law Mrs Ann Alikeh, your prayers for me were answered mama,
thank you. To my beloved husband-Oscar Michael Okechukwu Iheshiulor and dear children
Michael Chinedu Okechukwu-Iheshiulor and Sarah Chizoba Okechukwu-Iheshiulor, thank
you for your love, support motivation, understanding and corporation. “We did it!”
Most especially to my creator and advocate, the almighty God through whom all things






List of Tables xiv
List of Figures xv
1 Overview 1
I Superposition, entanglement, and mode invisibility measure-
ment. 8
2 Quantum superposition and entanglement 9
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Scope and Aim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3 Background 15
3.1 Definition of two-level systems . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1.1 The Hilbert space . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1.2 The Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.1.3 Representation of atomic operators . . . . . . . . . . . . . . . . . . 18
3.1.4 The Pauli matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1.5 The Bloch sphere . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Electromagnetic field mode in a cavity . . . . . . . . . . . . . . . . . . . . 21
x
3.2.1 Maxwell’s equations and wave equation . . . . . . . . . . . . . . . . 21
3.2.2 Mode expansion in a cavity . . . . . . . . . . . . . . . . . . . . . . 22
3.2.3 Quantization of the electromagnetic fields modes . . . . . . . . . . . 25
3.3 Quantum states of the electromagnetic field . . . . . . . . . . . . . . . . . 27
3.3.1 Coherent states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3.2 Quantum superposition of coherent states . . . . . . . . . . . . . . 32
3.4 The atom-field interaction models . . . . . . . . . . . . . . . . . . . . . . . 42
3.4.1 The Jaynes-Cummings model . . . . . . . . . . . . . . . . . . . . . 43
3.4.2 The Unruh deWitt model . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.3 Evolution operator - Perturbative analysis . . . . . . . . . . . . . . 51
3.5 Decoherence in cavity quantum electrodynamics . . . . . . . . . . . . . . 53
3.6 Quantum non-demolition measurement: A review . . . . . . . . . . . . . . 55
4 Characterizing entanglement and quantum state superposition 59
4.1 Model and method: A review . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.1.1 Atom interferometry with single atom . . . . . . . . . . . . . . . . . 61
4.1.2 Atom interferometer with atom-field interaction . . . . . . . . . . . 63
4.1.3 Review of the mode invisibility measurement scheme . . . . . . . . 66
4.2 Mode invisibility as a nondestructive probe of Bell cat states . . . . . . . . 68
4.2.1 Quantum evolution of the Bell-cat state . . . . . . . . . . . . . . . 68
4.2.2 Characterizing the Bell cat state . . . . . . . . . . . . . . . . . . . . 73
4.2.3 Phase resolution and visibility . . . . . . . . . . . . . . . . . . . . . 81
4.2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.3 Taming an Optical Schrödinger’s cat– quantum non-demolition approach . 83
4.3.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.3.2 Characterizing the squeezed superposition of coherent states . . . . 85
4.3.3 Measuring the photon statistics . . . . . . . . . . . . . . . . . . . . 87
4.3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
xi
II Quantum thermodynamics for fermions 92
5 Introduction 93
5.1 The fermionic system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.1.1 Hilbert space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.1.2 Physical states of a fermionic system . . . . . . . . . . . . . . . . . 96
5.1.3 The fermionic algebra . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.1.4 The fermionic quadratic Hamiltonians . . . . . . . . . . . . . . . . 99
5.1.5 Standard form of the quadratic Hamiltonian . . . . . . . . . . . . . 102
5.2 Fermionic Gaussian states . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.2.1 Basic notation and definition . . . . . . . . . . . . . . . . . . . . . 104
5.2.2 Statistical properties . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.2.3 Characterizing the fermionic Gaussian states . . . . . . . . . . . . . 107
5.3 Evolution of fermionic Gaussian states . . . . . . . . . . . . . . . . . . . . 112
5.3.1 Gaussian unitary transformations . . . . . . . . . . . . . . . . . . . 113
5.3.2 Classes of Gaussian unitary transformations . . . . . . . . . . . . . 116
5.3.3 Gaussian dissipative transformations . . . . . . . . . . . . . . . . . 119
5.3.4 Covariance matrix formalism . . . . . . . . . . . . . . . . . . . . . . 119
5.3.5 General application . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6 Work Extraction from non-interacting fermionic systems 126
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
6.2 Cyclic unitary process and work extraction . . . . . . . . . . . . . . . . . . 127
6.2.1 Cyclic unitary process . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.2.2 Work extraction from quantum systems . . . . . . . . . . . . . . . . 128
6.2.3 Passivity, complete passivity and activation . . . . . . . . . . . . . 129
6.2.4 Thermal states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.3 Unitary work extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
xii
6.3.1 The case for two-mode fermionic system . . . . . . . . . . . . . . . 132
6.3.2 The case for three-mode fermionic system . . . . . . . . . . . . . . 133
6.3.3 Practical implementation . . . . . . . . . . . . . . . . . . . . . . . . 134
6.4 Work extraction and Gaussian unitary operations . . . . . . . . . . . . . . 135
6.4.1 Gaussian passive states . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.4.2 Characteristics of Gaussian passive states. . . . . . . . . . . . . . . 138
6.5 Passivity vs Gaussian passivity . . . . . . . . . . . . . . . . . . . . . . . . 143
6.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
7 Classification of Markovian fermionic Gaussian master equation 147
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
7.2 Dichotomies of classification . . . . . . . . . . . . . . . . . . . . . . . . . . 148
7.2.1 Orthogonal vs non-orthogonal dynamics . . . . . . . . . . . . . . . 148
7.2.2 Passive vs active dynamics . . . . . . . . . . . . . . . . . . . . . . . 149
7.2.3 Single mode vs multimode dynamics . . . . . . . . . . . . . . . . . 150
7.2.4 State dependent vs state independent dynamics . . . . . . . . . . . 151
7.3 Partitioning the different dynamics . . . . . . . . . . . . . . . . . . . . . . 151
7.3.1 The case for state dependent dynamics . . . . . . . . . . . . . . . . 152
7.3.2 The case for state independent dynamics . . . . . . . . . . . . . . . 154
7.3.3 Complete positivity . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
7.4 Physical interpretation of the different partitions . . . . . . . . . . . . . . . 159
7.4.1 Single mode dynamics . . . . . . . . . . . . . . . . . . . . . . . . . 159
7.4.2 Multimode dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . 163
7.5 Comparison with Bosonic Gaussian Dynamics . . . . . . . . . . . . . . . . 172
7.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
8 Conclusion 175
8.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175




7.1 The results of the partition performed in Sec. 7.3.1. Note each cell is divided
horizontally into a state-dependent (S.D.) and state-independent (S.I.) part.
The superscripts on each term indicate whether or not such terms can be
single-mode (S) or multi-mode (M) or both. An empty cell indicates the
dynamics is not possible. Note that the partition has revealed that only 9
of the potential 16 types of dynamics are realized. . . . . . . . . . . . . . . 156
7.2 The partition performed in Sec. 7.3.1 results in nine distinct types of open
fermionic Gaussian dynamics. Examples of each (and justifications for their
names) are presented in the chapter. . . . . . . . . . . . . . . . . . . . . . 171
xiv
List of Figures
3.1 Pictorial representation of a two-level atomic system where the zero of energy
(E = 0) is taken half way between the two energy levels |e〉 and |g〉. . . . . 16
3.2 An EM-field confined in a cubic cavity (left image) and subjected to the
Dirichlet boundary condition would have a standing wave produced in it
(right image). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Overlap of two coherent states as a function of their distance in phase space. 29
3.4 The probability of detecting n photons, the photon number distribution for
coherent states (a) |α|2 = 1 (b) |α|2 = 20 . . . . . . . . . . . . . . . . . . . 31
3.5 Pictorial representation of superposition of coherent states with equal am-
plitude and π out of phase space. We see the two circles do not overlap. . . 33
3.6 The probability of detecting n photons, the photon number distribution for
even cat state (a) and odd cat state (b) with |α| = 2.1. . . . . . . . . . . . 37
3.7 Mandel Q parameter as a function of coherent amplitude |α| for even cat
state (red dashed curve) and odd cat state (blue dotted curve). . . . . . . . 38
3.8 The uncertainty in X quadrature amplitude (a) and P quadrature amplitude
(b) in even cat state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.9 The uncertainty in X quadrature amplitude (a) and P quadrature amplitude
(b) in odd cat state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.10 The uncertainty in X quadrature amplitude (a) and P quadrature amplitude
(b) in Yuker-Stoler cat state . . . . . . . . . . . . . . . . . . . . . . . . . . 41
xv
4.1 A schematic representation of an atom interferometer with a single atom input; a form
of Mach Zehnder interferometer. The atom beam is split into two parts by BS1, one
of which is coupled to the signal in the cavity C1, the other being used as reference is
coupled to the signal in C2. The two parts are recombined at BS2 before reading the
atom output intensity. M1 and M2 are mirrors, and the two cavities labeled C1 and C2
store an unknown and known field state respectively. Each partial atom acquires a phase
γi ( where i = 1, 2 labels the different atomic trajectory) due to an interaction with the
cavity field on its path. The atomic states and probabilities are detected by two ionized
detectors D1 and D2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 The phase factor ∆γ (defined in (4.23)) as a function of |α|. Here, the qubit-field system
is maximally entangled with A = B = 1/
√
2. Different lines show different values of |β|:
|β| = 1(green dotdashed Line), |β| = 10 (red dotted line), |β| = 15 (Cyan dashed line),
|β| = 300(blue solid line). Inset shows this relation for a small range of |α| parameter.
We compared different ratios of λq = rλp: (a) r = 5, (b) r = 1, and (c) r = 10
−2. . . . 74
4.3 The phase factor ∆γ (defined in (4.23)) as a function of x0– the qubit’s position in the
cavity. Each graph plots different values of |α| = |β| : (a) |α| = |β| = 10, (b) |α| = |β| = 1
and (c) |α| = |β| = 0.3. The different lines within each graph illustrate different values of
A,B : A = 1/2, B =
√
3/2 (red Line), A = 1/
√
2, B = 1/
√
2 (green line), A = 1, B = 0
(cyan line), A = 0, B = 1(blue line). Here we considered λq = 3λp. . . . . . . . . . . 75
4.4 The phase factor ∆γ (defined in (4.23)) as a function of probe velocity v (m/s). Left:
A = B = 1/
√
2; the different lines within each graph illustrate different values of |β| for
fixed |α| = 10 : |β| = 1 (green dot dashed Line), |β| = 10 (red dotted line), |β| = 15
(cyan dashed line), |β| = 300(blue solid line). Right: |α| = |β| = 10; different lines
within each graph illustrate different values of A,B : A = 1/2, B =
√
3/2 (blue solid
line), A = 1/
√
2, B = 1/
√
2 (cyan dahsed line), A = 1, B = 0 (green dot dashed line),
A = 0, B = 1(red dotted line), and we considered the ratio λq = 3λp . . . . . . . . . 76
4.5 Population inversion (Green dotdashed line), dipole current (blue solid line)
and dipole moment (red dotted line) as a function of interferometric phase
difference ∆γ for different field amplitudes: (a) |α| = |β| = 10, (b) |α| =
|β| = 1 (c) |α| = |β| = 0.1 respectively. Here we considered the ratio
λq = λp. With the normalization condition in mind A
2 + B2 = 1, we start
with A = 0, B = 1 and gradually increase A up to 1. . . . . . . . . . . . . 78
4.6 von Neumann entropy as a function of ∆γ for different |α|; (a) |α| = 30 (b) |α| = 10 (c)
|α| = 1. Here λq = 10−2λp. Different curves show different values of |β|: |β| = 1 (green
dotdashed line), |β| = 10 (red dotted line), |β| = 15 (cyan dashed line), |β| = 30 (blue
solid line). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
xvi
4.7 von Neumann entropy as a function of ∆γ for different |α|; (a) |α| = 30 (b) |α| = 10 (c)
|α| = 1. Here λq = 5λp. Different curves reveal different values of |β|: |β| = 1 (green
dotdashed line), |β| = 10 (red dotted line), |β| = 15 (cyan dashed line), |β| = 30 (blue
solid line). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.8 von Neumann entropy as a function of ∆γ for different |α|; (a) |α| = 30 (b) |α| = 10
(c) |α| = 1. Here λq = λp. Different curves reveal different values of |β|: |β| = 1 (green
dotdashed line), |β| = 10 (red dotted line), |β| = 15 (cyan dashed line), |β| = 30 (blue
solid line). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.9 The phase resolution Rδα(α) as a function of |α| for different ratios λq = rλp, (a) r = 5,
(b) r = 1 and (c) r = 10−2. In this case, the qubit is fixed at x0 = L/4 and we use the
values θ = π/2, φ = −π/2, |β| = 20 and different values of δα: δα = 1 (green dotdashed
line), δα = 2 (red dotted line), δα = 3 (cyan dashed line), δα = 4 (blue solid line). . . 81
4.10 Visibility Exp[=[η]] as a function of |α| . The qubit is fixed at x0 = L/4 and we use
the values θ = π/2, φ = −π/2 and different values of |β|: |β| = 1 (green dotdashed
line),|β| = 10 (red dotted line), |β| = 15 (cyan dashed line),|β| = 300 (blue solid line).
We see a peak for the case λq = 5λp. This occurs at point |α| = |β|. This peak gradually
shifts from this position as λq becomes smaller compared to λp until it dies out. . . . 82
4.11 Plot of the relative phase difference ∆γ vs |α| in the absence of squeezing
(a) and modest squeezing ζ = |1| (b) for the various cat states: even (blue
dashed line), odd (red dot line), and Yuker-Stoler (green solid line) cat states
respectively with θ = π/2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.12 Plot of the relative phase difference ∆γ vs the parameter θ against |α| = 0.5
(a) and |α| = 1.5 (b) for the different cat states: even (blue dashed line), odd
(red dotted line), and Yuker-Stoler (green solid line) cat states respectively
with ζ = |1|. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.13 Plot of the relative phase difference ∆γ vs |α|2 in the absence of squeezing
(a) and modest squeezing ζ = |1| (b) for the various cat states: even (blue
dashed line), odd (red dot line), and Yuker-Stoler (green solid line) cat states
respectively with θ = π/2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.14 With the coherent amplitude varied, this is the photon number distribution
function plotted as a function of the relative phase difference ∆γ for our
cat states a) when n = 4 and (b) n = 5. The red dotted line, blue dashed
line and green solid lies represent the odd, even and Yuker-Stoller cat states
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
xvii
4.15 Plot of the relative phase difference ∆γ vs the Mandel Q parameter with
varying coherent amplitude for the different cat states: odd (red dotted
line), even (blue dashed line) and Yuker Stoler (green solid line) cat states
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.16 Plot of the relative phase difference ∆γ vs 〈(∆X2)〉 (a) and 〈(∆P 2)〉 (b)
with varying coherent amplitude for the different cat states: odd (red dotted
line), even (blue dashed line) and Yuker Stoler (green solid line) cat states
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.17 Plot of the relative phase difference ∆γ vs the mean photon number for the different cat
states: odd (red dotted line), even (blue dashed line) and Yuker Stoller (green solid line)
respectively. Each figure shows the different cases for no squeezing (left figure (a)) and
with ζ = 1% squeeing present (right figure (b)). Inset shows the variation or smaller
range of |α|. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.1 Plot of the inverse temperature β of the thermal state vs the real parameter
ν for the different frequency values ω: 100 (blue solid line), 500 (green





Quantum computing is essentially harnessing and exploiting the laws of quantum mechanics
to process information. What is this information? How is the information processed?
What quantum mechanical laws are applicable? Why quantum mechanics instead of the
traditional classical mechanics? The mere act of answering these questions opens up new
problems; new questions arise as researchers attempt to find answers and solutions to
problems. Two central research directions come to play:
• Experimental : here the goal is to build quantum devices with specified behaviour
• Theoretical :
– Designing algorithms that use quantum mechanical phenomena for computation
– Designing protocols for transmitting and processing quantum information
In this thesis, we do not attempt to answer the above questions, but we will give insight
concerning various issues relevant to these questions. Our direction is theoretical, proposing
schemes for efficient quantum information processing. In processing information, natural
questions arise, such as the following. How much memory do I need to store my infor-
mation? What is the amount of time needed to process the information? What class of
operations are possible? Can I reliably send a message through a noisy line?
Quantum information processing [93] is the act of processing information based on the
principles of quantum physics that are not tractable by classical theories. By definition,
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quantum theories describe nature at the microscopic scale while classical theories do so
at the macroscopic scale. The resulting advantage of processing information based on
quantum theories is that the quantum resources needed are proportionally much smaller
than the associated classical resources.
The fundamental units of information such as the bits for classical information or qubits
for quantum information can be described by what we know as states. A state is a property
that encodes certain information about a system, such as a particle’s motion or behaviour.
While a classical bit (the basic unit of classical information) is limited to only two states,
quantum physics allows a qubit (the basic unit of quantum information ) to exist in a super-
position of states simultaneously [93]. One might wonder what this superposition implies as
to quantum information processing. The existence of the qubit in a superposition provides
advantage in that with smaller resources, it becomes possible to store more information in
a quantum system. The superposition effectively offers a computational parallelism, where
it becomes possible to perform computations at high speed and with greater efficiency.
Intuitively, the future of quantum computing and communication technology relies on the
principle of superposition to create quantum computers.
In spite of this potential, generating superpositions of states is experimentally and the-
oretically challenging. Quantum state superpositions can be very fragile: any interaction
with the environment can perturb the state and cause it to rapidly decohere to a mere
statistical mixture. In fact the difficulty in generating a macroscopic quantum state su-
perposition is the basic reason why quantum computers are hard to build. A quantum
computer will need to repeatedly alter the states of its qubits in the course of any compu-
tation it carries out. Without proper care, these alterations could act as a measurement
processes that project out a particular part of the superposition, taking a quantum com-
puter back to a classical one. Scientists need to realize ways to access the superposition
states and manipulate them with suitable tools.
Interestingly, in addition to quantum superpositions, quantum physics also allows for
the existence of entanglement (quantum correlations) [93] between macroscopic and micro-
scopic objects. Hence a (macroscopic) quantum state superposition can be entangled with
a (microscopic) atom through an interaction process. Such entanglement makes it possible
to manipulate this superposition of states by manipulating the atom. The prototypical
example is the Schrödinger’s cat gedanken thought experiment [118], where a living cat is
trapped together with a radioactive atom in a box. Two processes are possible in the box:
either the atom decays and triggers a death mechanism that kills the cat, or the atom does
not decay and the cat remains alive. In quantum physics, we say the atom’s decay occurs
at some time given by its half-life – at this time the atom has a 50% probability of decay-
ing. Before observation, the atom is in a superposed state of decay or not; consequently,
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the time of death of the cat is unknown until an observation is made (that is the box is
opened). In principle, a measurement apparatus that is capable of measuring the state of
the atom to be in superposition immediately projects the cat into a superposition of life
and death. The observation thus transfers the superposition state of the microscopic atom
into the macroscopic classical world.
This brings us to the phenomenon of entanglement. Now suppose that instead of a single
cat in the box, we have two cats in two different boxes. Again applying the Schrödinger’s
cat experiment to this pair of cats, we expect one of four possible outcomes. Either both
cats are alive, or both cats are dead, or one is alive and the other dead or vice versa,
all with equal probability if this larger system is observed during at the half-life of the
atom. Prior to observation we say the system of both cats is again in a superposition
of states. Quantum mechanics tells us that it is possible, for example, to eliminate the
outcome of the two cats being both alive or both dead from the superposition. We then
have a two cat system such that the outcome would always be one cat alive and the other
cat dead. The state of one cat becomes correlated with the state of the other, such as if
one cat is measured to be alive, then the other cat is definitely dead. This phenomena is
known as quantum entanglement [93] and has some amazing implications. An application
of this includes secure transfer of information because any change in one particle (due to
an eavesdropper, for example) would be seen in the other immediately.
The Schrödinger’s cat thought experiment can actually be realized in an atom-cavity
system by a superposition of coherent states (of light) that are macroscopically (classically)
distinguishable. This entangled superposition state is known as a Schrödinger’s cat state.
Such states play an important role in understanding the classical to quantum boundary,
and in quantum information tasks including quantum computation [108, 52], quantum
teleportation [10], quantum error correction [11, 9], and precision measurements [92]. Just
like other quantum state superpositions, generating a macroscopically distinguishable su-
perposition of coherent states can be experimentally challenging. Macroscopic quantum
state superpositions of coherent states will decohere to a statistical mixture of coherent
states due to any interaction with the environment.
In generating quantum superpositions of coherent states, two things are required. 1)
For fundamental tests of quantum field theory, we need cat states with large amplitudes
(greater than or equal to 2). 2) For applications in quantum information processing, we
require quantum superpositions of coherent states with high fidelity (greater than 0.99).
Thanks to developments of the quantum theory of light, we have a better understanding
of the nonclassical properties of superpositions of states [120, 119]. High quality cavities
are now available to trap and manipulate microwave photons. In recent years, quantum
superpositions of coherent states have been generated from an interaction of these trapped
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photons with Rydberg atoms [68] crossing the cavity [120, 134]. Such interactions, which
belong to the domain of cavity quantum electrodynamics (CQED) [12], represent funda-
mental aspects of measurement theory. While superpositions of coherent states have been
generated in this way, only those with small amplitudes have been realized. Recently, a
simple observation was made that small amplitudes such as α < 1.2 are well approximated
as squeezed single photons. On the other hand, squeezed single photons can be generated
through addition and subtraction of photons from a squeezed vacuum state [85]. This
motivated the generation of single-photon subtracted squeezed states that are close to su-
perpositions of coherent states with small amplitudes (α ≤ 1). Today there are several
proposals to generate squeezed superpositions of coherent states with large amplitudes
Such states are more robust against decoherence than the regular quantum superposition
of coherent states.
The first part of this thesis is aimed at measuring a superposition of squeezed coherent
states. My aim is to propose a scheme that detects the two quantum superposition of states
without significantly altering the state superposition or the entanglement structure. To
go about this, I apply the recently proposed Mode Invisibility (MI) measurement scheme
[97], which is based on the ideas of quantum nondemolition (QND) measurement [16,
35, 56]. The scheme makes use of methods in CQED; in an interferometric setting, a
Fock state trapped in a cavity mode is detected by a resonant two-level atom crossing
the cavity. By taking advantage of the cavity’s geometry it was observed that a two-level
atom in a resonant interaction with the cavity mode gains information about the cavity
field. This idea was extended in [98] to detect coherent states of light. I will extend
the MI measurement scheme to the measurement of quantum superpositions of coherent
states. Intuitively, it is generally believed that I cannot observe quantum superpositions
at macroscopic scale. I show through the MI measurement scheme that I can achieve
distinguishability of the two coherent states even if their amplitudes are large. I exploit
nonlinear effects to squeeze these superpositions of coherent states and find sensitivity to
their quantum features (including phase and amplitude) as well as non-classical effects
associated with their superposition. I show that the problem of decoherence inherent in
measurement involving superposition of coherent states can be circumvented. Our research
gives a new insight to the known properties of Schrödinger cat states and contributes to
our understanding of the quantum-classical boundary problem.
I then proceed to apply the MI measurement scheme to detect an entangled superpo-
sition of coherent states, also known as a Bell cat state [134]. Investigating the dynamics
of the system using a quantum 2-level probe, I demonstrate a way to non-destructively
measure a number of properties of the Bell cat state including the amplitude of the coher-
ent state, the location and relative excitation of the qubit, and the von Neumann entropy.
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These results indicate a connection between this last quantity and the interferometric phase
shift of the probe, thereby suggesting a possible way to experimentally measure entangle-
ment non-destructively.
Outline
The outline of the first part of the thesis is as follows. In chapter 2, I introduce the
concepts of superposition and entanglement. Chapter 3 focuses on the background of our
study. There we give a detailed discussion on two-level systems. I also presented the
electromagnetic (EM) field and how they are quantized in a cavity. Next we described
two important quantum states of EM field: the Bell cat state [134] and the Schrödinger’s
cat state [118] respectively. Finally I present the Unruh-deWitt model [87] for describing
interactions between two-level atom and our relevant quantum states of the EM-field. I
conclude this chapter with a brief review of the QND measurement idea [16, 49, 113], that
characterizes a non-destructive measurement of quantum states of the EM field. Chapter
4 is devoted to my contributions to realizing a QND measurement for Bell-cat states
and Schrödinger cat states respectively. I begin by reviewing the mode-invisibility (MI)
measurement scheme [97, 98]. Then we present two papers from our theoretical study. The
first paper [33] proposed using the MI scheme to characterize the Bell-cat states while the
second paper 2 [95] is a proposal to characterize the Schrödinger’s cat states. We present
the results of the measurement proposals and discuss our findings.
Part two
This part of the thesis investigates quantum thermodynamics for fermionic systems. In
general, due to the complexity of the structure of fermionic systems, the bosonic system
have being a common system where most quantum thermodynamical problems have been
explored in recent years. Some of the problems which are of interest include work extraction
from quantum systems [22] and dynamics of open quantum systems [58]. Hence it is my
aim here to explore the case for fermionic systems.
In the quantum thermodynamical concept, work is said to be done if the average energy
of the system is reduced by a unitary operation acting on the system. From the so-called
passive states, no work can be extracted if only a single copy of the system is available.
That is, given a single copy, the average energy of a passive state cannot be reduced by a
unitary operation acting on it. However, some passive state may have extractable energy if
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several copies of the system are processed together by a global unitary operation. Passive
states for which no work can be extracted, no matter the number of available copies, are
called completely passive states – an example is the thermal Gibbs state. This implies that
any device for unitary work extraction must be out-of equilibrium. In the bosonic setting,
the simplest out-of-equilibrium cycle engine for unitary work extraction is a heat engine
which requires minimum access to two thermal baths at different temperatures. We will
show that this is not the case for two fermionic modes. Instead the minimum number of
baths required to construct a heat engine in the fermionic setting is three [96].
On the other hand, although work can be extracted from non-passive states the unitary
transformation required for this process is difficult to realize. Given that Gaussian unitaries
are easily generated, one may consider extracting work via the restricted class of Gaussian
unitaries, this introduces us to the notion of Gaussian passivity [22].
The idea of Gaussian passivity is to extract work from quantum systems via Gaussian
unitary transformations, which is believed to be easy to realize. In this context, bosonic
Gaussian passive states (and non-Gaussian passive states), from which no (or maximal)
work can be extracted using a Gaussian unitary transformation, were defined [22]. In this
thesis I investigate the corresponding situation for fermionic systems. The main aim is to
see how useful a fermionic system is for work extraction. I characterize general quantum
states in fermionic systems according to their ability to yield work (or not) under such
transformations.
Finally I direct my attention towards understanding the dynamics of open quantum
systems. An open quantum system is one that is in constant interaction with its environ-
ment via exchange of energy or particles. As I have discussed earlier, physical quantum
systems are subject to decoherence and dissipation as a result of their noisy interaction
with the environment. This practically implies that the operation of any realistic quan-
tum information devices (quantum computer for example) would be accompanied by noise
and by loss of quantum information into the environment. Hence understanding the full
dynamics of the system + environment and is challenging.
Gaussian quantum mechanics (GQM), offers a powerful tool for understanding the
dynamics of an open system because of the simple mathematical structure. The basic tools
of GQM are Gaussian states and the corresponding Gaussian operations. Using these tools,
the dynamics of an open bosonic system has been investigated. We extend this tools to
characterize the dynamics of open Markovian non-interacting fermionic system. I introduce
a classification scheme for the generators of the open fermionic Gaussian dynamics. I
simultaneously partition the dynamics along the following four dichotomies: 1) unitary vs.
non-unitary depending 2) active vs. passive, 3) state-dependent vs. state-independent,
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and 4) single-mode vs. multi-mode. Only nine of these sixteen types of dynamics turn out
to be possible unlike in the bosonic case where eleven types of dynamics are possible.
Outline
This part two of the thesis is structured as follows. In chapter 5, we present basic notations
and the definition of fermionic systems, including the algebra associated with fermionic
systems and their corresponding fermionic operators. Next Gaussian states and Gaussian
operations which are the tools for GQM are presented. Finally an application of GQM for
performing tasks such as energy extraction is discussed in chapter 6, and chapter 7 focuses
on classification of Markovian fermionic Gaussian master equations. We close the thesis










The concept of linear superposition holds true for quantum particles but fails for classical
particles. While we know that photon (a quantum particle of light) can simultaneously be
in two possible states, a table (a classical object) is never found in two places at the same
time. Why?
Quantum particles are described by probabilities, which are complex numbers with
phase and amplitude. A typical measurement on a quantum system will yield a probability
amplitude that corresponds to partial amplitudes from different quantum states of the
system. The partial amplitudes add to each other or cancel each other depending on their
relative phases. This leads to interference effects; the characteristic property of microscopic
systems that in a way describe the wave-like properties of quantum particles. Around the
19th century, the concept of wave-like properties in light was established. Louis de Broglie





where p is the momentum of light and h is Planck’s constant. His hypothesis was not
generally accepted until 1801 when Thomas Young performed his double-slit interference
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experiment with light [121]. In his experiment, a beam of light (with momentum p and
wavelength (2.1)) from a single source is fired at a screen with two narrow slits separated by
a distance a, and each having a width of the order of the de Broglie wavelength (2.1). These
slits define two distinct paths for the light. On a detection screen that records the impact
of the incoming beam, an interference pattern was observed establishing the wave nature
of light. This interference experiment has being reproduced with other quantum particles
such as atoms, electrons and molecules, and light. A major concern in the interference
experiment is that each particle crossing the double slit seemed to talk to each other. If
one of the slit is closed, one does not observe the interference effect. A classical mind
would ask the question, through which slit did a given atom cross the scree? A quantum
description of this spooky action is that each particle crosses the screen in a quantum
superposition of two states corresponding to each to a wave packet going through one of
the slits.
Before the end of the 19th century, while scientists understood light to be made of waves,
Max Planck and co workers in their study of the photoelectric effect [121] found that certain
types of materials will eject electrons (photoelectrons) if light of certain frequency shines
on them. Planck and coworkers could not find explanations for these observations, namely
that there was a minimum wavelength of light that could eject electrons from the metal
surfaces. Any wavelength of light above this minimum has no effect even if the intensity
of light is increased. It was at this point that Albert Einstein proposed that light behaves
as particles (or quanta) that he called photons. He observed that the photoelectric effect
could be explained by associating the photon (a particle of light) with discrete energy
Ephoton = hν (2.2)
in an electric field, which the electrons in the metal absorb. Here the frequency of light ν
is related to the energy E of each individual photon via Planck’s constant h.
However light also had wave-like properties, and soon the notion of wave-particle duality
emerged. A natural consequence of the wave-particle duality was recognized by Heisenberg
in what we now call the uncertainty principle: it is impossible to predict, measure, or
know simultaneously the exact position and exact momentum of an object. Intuitively, the
wave-like property of an object is associated with a very large region of space (no fixed
position) with precise momentum, while the particle-like property of the same object is
associated with a (fixed position) small region of physical space. Adding several waves of
different frequencies yields a resultant wave which may be more localized (fixed position),
however with unknown momentum. This is a paradox: the behaviour of a photon becomes
unpredictable, and measurement of its properties is only possible with some particular
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likelihood or probability. Hence a unified theory of wave-particle duality whereby the
apparent paradox is resolved was sought for.
In an attempt to reconcile the wave-particle duality of light and explain the behaviour of
atomic particles, Erwin Schrödinger proposed his probability wave theory, where he wrote
down an equation (now called the Schrödinger wave equation) and its exact solutions. His
work was in agreement with all known predictions on wave-particle duality. Using his wave
equation, it became possible to determine with probability the location of an object in a
region of space at any time.
Schrödinger’s probabilistic theory of waves allows the existence of more than one wave
and therefore of more than one particle. Since photons behave as waves, and since it is
also possible to have a superposition of two or more waves, it is therefore possible to have a
superposition of two or more photons. For example consider shining a beam of light through
transparent glass. Photons are just as likely to pass through the glass (corresponding to
one wave) as to bounce back (corresponding to another wave). Both waves can be in
superposition, which leads to the possibility of a single photon being both reflected and
transmitted, and therefore being on both sides of the glass simultaneously. The principle
of quantum superposition has been verified for many quantum particles such as electrons
[36], fermions [8] and even collections of particles such as Bose Einstein condensates [6, 31].
However, the superposition principle does not hold for macroscopically large objects.
A possible explanation for the absence of superposition in macroscopic objects is deco-
herence. Quantum systems are not isolated from their environment and they lose their
quantum properties at the slightest interaction with the outside world. An attempt to
obtain knowledge of a quantum superpositions causes it to decohere, effectively destroying
the superposition. Decoherence then results in the collapse of a wave function, its transi-
tion from quantum to classical world. We will come back to the topic of decoherence in
Chapter 3.
Although Schrödinger’s wave equation can be used to predict the results of measure-
ment, with extraordinary accuracy and precision, it has the puzzling feature that it ex-
presses motion in terms of probabilities, which is impossible to comprehend intuitively by
our classical minds. Physicists consequently did not agree about the nature of the physical
reality that Schrödinger’s equation described. The founding fathers of physics at that time
tried to come to terms with the philosophical implications of this. Their worries formed
the basis of what we know today as the Copenhagen interpretation of quantum physics. In
1935, Erwin Schrödinger illustrated the concept of decoherence and in general the limita-
tions of quantum mechanics by establishing his famous thought (or Gedanken) experiment
(the Schrödinger’s cat) where the life or death (the biological state) of a (macroscopic) cat
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in a sealed box is entangled with the quantum state of a particular (microscopic) sub-atomic
particle, resulting in a macroscopic quantum superposition state [118]. If the sub-atomic
particle is in one state (for example a nucleus that has not decayed), the cat remains alive;
but if it is in its orthogonal state (for example a nucleus that has decayed), the cat dies.
The particle can be in a superposition of both states, and so the cat remains in a superpo-
sition of both dead and alive until the box is opened (that is until measurement has been
made), and the cat is either dead or alive (that is the superposition would have collapsed
into a single state). While the Schrödinger’s cat idea is believed to provide answers to
questions about the boundary between the quantum mechanical and classical world, many
believe it highlights the mystery of the quantum world. We note that Schrödinger did not
intend to elevate the quantum mystery into the classical world. In spite of this, the curios-
ity on identifying this boundary has led researchers to consider laboratory realizations of
superpositions of macroscopically distinguishable quantum states.
Generating and observing superpositions between distinguishable quantum states is
extremely difficult because any form of interaction with its environment decoheres the
system thus resulting in the loss of superposition. In order to observe the superposition
principle, one need to manipulate particles of matter or light in a much more gentle way.
In quantum optics, the direct generation and detection of single quantum particles without
destroying them has been successful and celebrated in two different studies [136, 59]. In
[136], single atoms were trapped, then controlled and measured with light or photons while
in [59, 60], photons were trapped and manipulated by sending atoms through a trap. These
investigations opened the door to a new era of experimentation with quantum physics. For
example, through a Ramsey interferometric setup it is possible to generate a version of
Schrödinger’s cat through the interaction between an atom and a coherent field trapped
in an optical cavity [39]. The coherent field has a huge number of photons and negligible
noise pattern and so behaves classically. Thus an ensemble of trapped microwave photons
becomes an object of investigation to be observed and manipulated for fundamental tests
and quantum information processing.
Measuring light in practice means the recording of photon statistics. Different states
of light exhibit different photon statistics that characterize them. We can deduce from the
corresponding photon statistics the nature of our quantum state of light – classical or non-
classical – and what distinguishes a given quantum state of light from another. We can also
learn about the features of light from a specific measurement result. For a coherent light
field, a measurement result would include the amplitude and phase of the coherent field.
Unfortunately we encounter difficulties and challenges when we want to experimentally
measure light: It is almost impossible to measure light without significantly perturbing it.
But as discussed in the previous paragraph, it is possible to trap light shielded from its
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environment without destroying it [60].
Measuring non-classical states of trapped light requires cavities that prevent the es-
cape of even single photons during the read out process [129, 60, 104]. Nowadays with
advancement in solid state physics, optical cavities with long storage life are available
where states of light can be trapped and shielded from their environment for more that
a tenth of a second [59]. Various quantum states of light, including a superposition of
coherent states, can be generated [39]. Nondemolition quantum detectors (usually in form
of atoms) [68] are readily available and can be used as probes for light fields trapped in
an optical cavity. With these experimental capabilities, quantum nondemolition (QND)
schemes [24, 130, 47, 55, 16, 94, 35] have been designed to avoid the perturbation produced
by a measurement. For an electromagnetic field mode, a version of QND consists in moni-
toring the photon number without changing it [94]. This may be achieved by coupling the
field mode to a detector via a non-resonant interaction, excluding processes where photons
are created and annihilated. The detector acquires a phase that is dependent on the state
of the field [29]; therefore detecting the probe phase yields a QND measurement of the field
mode.
The mode invisibility (MI) measurement idea was proposed to increase the sensitivity of
the above QND method by coupling the detector to the field mode via a resonant interaction
[97, 98, 33]. Although a resonant probe-field interaction includes photon absorption and
annihilation processes, the cavity field modes have a geometrical property that allows one
to probe the electromagnetic field without changing the field mode [97].
In the MI QND scheme, the detector travels in a superposition of states along the two
paths of an atomic interferometric setup. Such an interferometric setup was first used to
propose a scheme to detect the Unruh effect at low acceleration [87] and to build a quantum
thermometer [86]. For applications in quantum optics, the interferometric setup includes
two optical cavities that store electromagnetic fields. This setup has been used to propose
a scheme to detect various quantum states of light including Fock states [97], squeezed
coherent states [98], entangled superposition of coherent states with two-level atom [33]
and a superposition of coherent states [95].
In detecting a superposition of quantum states, such as superposition of two coherent
states of light, one must take note of the coherence properties of the states that distin-
guish them from an ordinary statistical mixture. The detection of quantum coherence,
distinguishing between various superpositions of coherent states are the key issues when
considering a measuring scheme for detecting a superposition of states.
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2.2 Scope and Aim
In the context of generating and measuring quantum systems without destroying their
quantum nature, our study in this part one of the thesis focuses on measuring Schrödinger
cat states and Bell cat states, without destroying their quantum nature, that is their super-
position and entanglement respectively. A Schrödinger’s cat state and Bell cat state already
generated and successfully trapped in an optical cavity will be our object of investigation
to be observed and manipulated for quantum information processing.
The overall aim of this study is to propose a scheme that probes the two cat states
without significantly destroying their quantum nature. Its specific objectives are:
• Demonstrate how one can detect a superposition of two coherent states, including
the coherence between the individual coherent states that form the superposition, the
amplitude, and phase of the individual coherent states. In defining a Schrödinger’s cat
state, three different types shall be employed: the even cat state, the odd cat state,
and the Yuker-Stoller cat state (defined later). Our aim includes non-destructively
distinguishing between these three various cat states.
• Investigate the entanglement structure in a Bell cat state (that is a quantum state




In this chapter, we present the basic tools and concepts that we use in part 1. First, in
Sec. 3.1, we talk about a detector in the form of two-level atom, which has been applied in
quantum optics to create and directly probe quantum states of light. Then in Sec. 3.2, we
give a description of an electromagnetic field in a cavity mode and show that it is equivalent
to a quantum Harmonic oscillator. We then proceed in Sec. 3.3 with an overview of two
important states of light: a superposition of two coherent states of equal amplitude and
π out of phase, commonly known as Schrödinger’s cat states. We discuss the different
non-classical properties that distinguish a superposition of coherent states from a mere
statistical mixture of coherent states or the constituent coherent states.
The second quantum state of light we will discuss is an entangled state of light. Specif-
ically we consider two kinds of entangled states: a) one made of two-level atoms and
Schrödinger’s cat states, known as Bell cat states [134] b) another made of two Schrödinger
cat states.
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3.1 Definition of two-level systems
Figure 3.1: Pictorial representation of a two-level atomic system where the zero of energy
(E = 0) is taken half way between the two energy levels |e〉 and |g〉.
3.1.1 The Hilbert space
Consider a two-dimensional linear vector space H defined by orthonormal basis vectors êx












We could also use the Dirac notation
êx = |g〉, êy = |e〉 (3.2)
A two level-atom as shown in Fig. 3.1, is described by a two-dimensional Hilbert space
represented by two orthonormal basis vectors |g〉 and |e〉 denoting the ground (lowest)
energy state and excited (highest) energy state of the atom respectively;














A general two-level atomic state |ψ〉 can be represented by the linear superposition
|ψ〉 = ce|e〉+ cg|g〉. (3.5)
The normalization condition for the wave function 〈ψ|ψ〉 = 1, where
〈ψ|ψ〉 = cec∗g〈g|e〉+ cgc∗e〈e|g〉+ |ce|2〈e|e〉+ |cg|2〈g|g〉 (3.6)
with ρ = |ψ〉 〈ψ|, entails that the complex coefficients ce and cg must satisfy
|ce|2 + |cg|2 = 1. (3.7)
Here we use the orthonormality of |e〉 and |g〉: 〈e|e〉 = 1 = 〈g|g〉 and 〈g|e〉 = 0 = 〈e|g〉.
3.1.2 The Hamiltonian
In the absence of perturbation, the two-level atomic system with two energy eigenvalues
Ee and Eg can be described by a constant time independent Hamiltonian Ha. We can








where i = e, g. Since Ha is Hermitian, we can construct the matrix elements of Ha in the




|i〉 〈i|Ha|j〉 〈j| =
∑
i,j
〈i|Ha|j〉 × |i〉 〈j| (3.9)






















We note that this matrix elements can be constructed directly from the eigenvalue equation
(3.8).
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3.1.3 Representation of atomic operators
In principle, a measurement on the two level atomic state (3.5) collapses it to either a
ground state with energy eigenvalue Eg or an excited state with energy eigenvalue Ee.
We will come back to this later, but before we proceed, let us now discuss the atomic
operators that are responsible for transitions between one atomic state to the other. We
can construct such operators from a combination of |g〉 and |e〉. For example
σ̂+ = |e〉 〈g| , σ̂− = |g〉 〈e| ,
with properties
σ̂+|g〉 = |e〉, σ̂−|e〉 = |g〉, σ̂+|e〉 = 0 = σ̂−|g〉 (3.12)
where we note that |e〉 and |g〉 are orthonormal: 〈e|e〉 = 1 = 〈g|g〉 and 〈g|e〉 = 0 = 〈e|g〉.
From (3.12), we see that the action of σ̂− on the excited state |e〉 lowers it to the ground
state |g〉 and is thus called the lowering operator, while σ̂+ on the ground state |g〉 raises
it to the excited state |e〉; we call this the raising operator.
3.1.4 The Pauli matrices






















, the Pauli matrices form a
basis ( 1, σX , σY , σZ) of 2 × 2 matrices. That is, any 2 × 2 matrix can be expressed as a
linear combination of 1, σX , σY , and σZ respectively.
Atomic operators in terms of Pauli matrices
The two-level atom operators can be associated to the matrix representation of the Pauli
















In contrast to the raising and lowering operators σ±, the Pauli operators are Hermitian
and form physical observables. To see how this works, we note that in terms of the ground
and excited states of the two-level atom, Pauli matrices can be written as
1 = |e〉 〈e|+ |g〉 〈g|
σX = |e〉 〈g|+ |g〉 〈e|
σY = i(|g〉 〈e| − |e〉 〈g|)
σZ = |e〉 〈e| − |g〉 〈g| .
and their action on the general atomic state (3.5) is given by
σZ |ψ〉 = ce|e〉 − cg|g〉
σX |ψ〉 = cg|e〉+ ce|g〉
σY |ψ〉 = −icg|e〉+ ice|g〉
In particular, σX swaps the two components |e〉 =⇒ |g〉 (spin flip) and σZ inverts the sign
of the |g〉 component (phase shift), while σY does both.
The Hamiltonian in terms of Pauli matrices
We will now write the two-level atomic Hamiltonian (3.15) in this Pauli basis























Choosing the zero of energy as shown in Fig. 3.1 so that Ee + Eg = 0 , the unperturbed













is the transition frequency accounting for the energy difference between the two energy
eigenstates |e〉 and |g〉.
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3.1.5 The Bloch sphere
In other to relate unitary operations on a qubit state |ρ〉 to rotations on the Bloch sphere
it turns out to be convenient to use the corresponding density operator ρ = |ψ〉 〈ψ|, so
from the general two-level state (3.5),








From this we can construct the matrix elements of the Pauli matrices in the |e〉 and |g〉
basis as follows
rX = 〈ψ|σX |ψ〉 =cgc∗e + cec∗g (3.18)







rZ = 〈ψ|σZ |ψ〉 =|ce|2 − |cg|2 (3.20)
The diagonal elements of the matrix |ce|2 and |cg|2 are the populations of the excited and
ground states, respectively. The atomic inversion is given by (3.20), the expectation value





(1 + r · σ), r = (rX , rY , rZ), σ = (σX , σY , σZ) (3.21)
r is known as the Bloch vector defined later in the section.
Rotation operator
We can construct rotation operators by exponentiating the Pauli matrices. These operators






































3.2 Electromagnetic field mode in a cavity
In this section, we discuss the physics of an electromagnetic wave inside a cavity (box).
Electromagnetic field energy can be confined in a cavity in form of standing waves. This is
because when an electromagnetic field encounters a boundary (perfectly reflecting surface),
nearly all the energy in the wave is reflected from the surface and very little is transmitted
into the boundary. Confining the field in a cavity allows us to gain control together with
the advantage of having a close access to it for experimental purposes.
To treat such a cavity field-system, we start from Maxwell’s equations, define a for-
malism that treats an electromagnetic field mode in free space and show that its classical
energy is related to a harmonic oscillator [50]. These field modes can then be quantized
and treated as quantum harmonic oscillators.
3.2.1 Maxwell’s equations and wave equation
We start with a description of electromagnetic field in free space. Starting from Maxwell’s
equations for the electric field E and magnetic field B, without any source of radiation
(that is no free charges and current):
∇ · E = 0, (3.23)
∇ ·B = 0 (3.24)







ε0 and µ0 are the permittivity and permeability of free space related to the speed of light
c = 1/
√
µ0ε0. Maxwell showed that these equations could be rearranged to form a wave
equation with propagation speed c. To see how this works, it is convenient to express
the electric and magnetic fields in terms of the vector potential A(r, t) which satisfies the
Coulomb gauge condition
∇ ·A(r,t) = 0 (3.27)
Thus
B(r, t) = ∇×A(r, t) (3.28)




We will now show that introducing the vector potential A(r,t) together with the Coulomb
gauge condition (3.27) does not change the nature of the Maxwell’s equations (3.23)-(3.26).
First recall the vector identities for an arbitrary vector F
∇ · (∇× F) = 0 (3.30)
∇×∇F = 0 (3.31)
∇×∇× F = ∇(∇ · F)−∇2F (3.32)
With Eqn. (3.30) in mind, substituting (3.28) in (3.24), we obtain
∇ ·B = ∇ · (∇×A) = 0 (3.33)
Similarly, with the electric field written in the form in Eqn (3.29), we are sure that (3.25)
is satisfied. To derive the wave equation for the vector potential, we now substitute Eqns










From the vector identity (3.32) we can re-write the left hand side so that the wave equation






We note that the Coulomb gauge condition (3.27) implies the longitudinal component of the
vector potential is vanishing so that the wave equation (3.35) contains only the transverse
component of the vector potential.
3.2.2 Mode expansion in a cavity
In this section, we look for solutions to the wave equation (3.35). To this end, we consider
the EM waves confined in a cubic cavity of length L as shown in FIG. 3.2. The idea of the
cavity is to allow us impose a boundary condition on the faces of the cube. For example
with the length of the cavity fixed at L, we can satisfy the boundary condition
A(0, t) = A(L, t) = 0, for all t. (3.36)












Figure 3.2: An EM-field confined in a cubic cavity (left image) and subjected to the
Dirichlet boundary condition would have a standing wave produced in it (right image).
Here ω is the wave frequency and k is the wave vector with its magnitude |k| =√
kx + ky + kz called the wave number. ω and k are related by the dispersion relation
ω = c|k| (3.38)
Our boundary condition (3.36) implies that only certain numbers of k give valid solutions.
To see how this works, we see that at r = 0, we have sin k · r = 0 hence A(0, t) = 0. The

































with the wave vector k = (kx, ky, kz) given as in (3.40) above.
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From here we can find expressions for the electric field E(r, t) and magnetic field B(r, t)
in the mode. The electric and magnetic field can be obtained from (3.37)











Taking 5→ ik, the magnetic field becomes


































where the integral is taken over the entire volume of the cavity and dV is the volume































Later in this chapter, we will show that the total energy in a field mode (3.47) can be
expressed as the energy of a Harmonic oscillator of unit mass and natural frequency ωk.














(ωkXk − iPk)ε̂k (3.49)
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Here the vector nature is taken up by the unit polarization vector εk. Substituting these











which is of the form of a harmonic oscillator of unit mass and natural frequency, ωk.
3.2.3 Quantization of the electromagnetic fields modes
In this section, the main ideas and equations for quantized electromagnetic field are devel-
oped. The nature of the field Hamiltonian (3.50) suggests that we can treat electromagnetic
field modes in a cavity as harmonic oscillators. We will now quantize the field modes fol-
lowing the same procedure as the quantization of harmonic oscillators. The Hamiltonian




(p2 + ω2x2) (3.51)
where x and p are the quantum mechanical operators for position and momentum and obey
the commutation relation [x, p] = i~. Introducing the creation and annihilation operators









Owing to the commutation of x and p, we can obtain a commutation relation a and a† as
follows
[a, a†] = 1 (3.54)

















The number operator n = a†a with property
[n, a] = [a†a, a] = [a† − a]a† = −a, [n, a†] = [a†a, a†] = a†[a, a†] = a† (3.58)
is the number operator that counts the number of quanta of excitation where a destroys
or removes a quanta and a† adds or creates a quanta.
Now that we have shown that the energy of a classical electromagnetic field mode is
in the form of a harmonic oscillator, we will proceed to quantization of the modes. To
do this, we associate the classical variables with quantum mechanical operators. The






































The operators obey the commutation relations
[xk, pk′ ] = i~δk,k′ , [xk, xk′ ] = 0, [pk, pk′ ] = 0 (3.61)
[ak, a
†




k′ ] = 0 (3.62)




































Recalling the expression for the total field energy (3.50), we can write the quantized total































The quantum mechanical operator for the total Hamiltonian in the field mode is given by








3.3 Quantum states of the electromagnetic field
We now present qubit systems using quantum states of the electromagnetic (EM) field.
Quantum states of the electromagnetic field (light) often considered in terms of photons
can be described in terms of waves by their amplitude and phase, or in the cartesian
coordinates by their quadratures X and P . In this section, we present different states of
light which are of interest for our study.
3.3.1 Coherent states
Coherent states denoted as |α〉, are important states of the electromagnetic field which are
useful in many areas of theoretical and experimental physics [53]. A normalized coherent






|n〉, n = 1, 2, 3, · · · (3.69)
where n counts the number of photons in the field state. α = |α|eiθ is the complex amplitude
of the coherent state with amplitude |α| and phase θ. In principle, coherent states can be
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created by a laser corresponding to a displacement operation on the vacuum state

























where a and a† are related by the commutation relation (3.54). Here, α = |α|eiθ is a
complex amplitude, θ and |α| are respectively the phase and amplitude of the coherent
states. D(α) = eαa
†−α∗a is a displacement operator; a unitary operator D(−α) = D†(α)
that acts as a displacement operator upon the field creation and annihilation amplitudes
â† and â respectively.
D†(α)aD(α) = a+ α, D†(α)a†D(α) = a† + α∗
We can generalize this operation to squeezed states, that is we can write










+ a†a. S(r) is known as the squeeze operator,
we will come back to this operator later in the section.
Coherent states are equally described as eigenstates of the annihilation operator â
â|α〉 = α|α〉, and 〈α| a† = 〈α|α∗, 〈α|α〉 = 1. (3.72)
This follows from (3.70). Since a|0〉 = 0, we have
0 = D(α)a|0〉 ≡ D(α)aD†(α)D(α)|0〉 = (a− α)D(α)|0〉 (3.73)
Properties of coherent states
Coherent states of light have the following important properties
1. Orthogonality and completeness relation: The overlap between two quantum states
|m〉 and |n〉 is given by the relation 〈m|n〉 = δ(m− n). It follows that two coherent
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states corresponding to different eigenstates |α〉 and |β〉 are not orthogonal. Their
overlap
























and the absolute magnitude of the scalar product (probability ) is∣∣〈β|α〉∣∣2 = exp{−|α− β|2} (3.74)








Figure 3.3: Overlap of two coherent states as a function of their distance in phase space.
Thus two coherent states are not orthogonal. Although the overlap between two
coherent states is not strictly orthogonal, Fig 3.3 shows that their overlap decreases
exponentially with their distance in phase space |α−β| and approaches zero (becomes
orthogonal) when |α− β|  1. For example suppose β = −α, so that the overlap is
now given as
∣∣〈−α|α〉∣∣2 = e−4|α|2 . Thus even for small values of |α| = 2, the overlap
is ≈ 10−7 ≈ 0. In summary, two coherent states are macroscopically distinguishable
(orthogonal) when they are well separated in phase space.
2. Closure relation: Coherent states satisfy the closure relation∫
d2α |α〉 〈α| = π (3.75)
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and this can be easily shown:∫









where we integrate over entire complex plane. We can express the equation in polar
coordinates where






























|m〉 〈n| = π
∑
n
|n〉 〈n| = π.
Since the overlap |〈β|α〉| 6= 0 for α 6= β, we say coherent states {|α〉} form an
overcomplete set and any quantum state can be decomposed in the coherent state
basis.
3. Mean photon number and variance: the mean number of photons 〈n〉 is given by
〈n〉 = 〈α|n|α〉 = 〈α| a†a|α〉 = |α|2
and the variance in the photon number is
(∆n)2 = 〈n2〉 − 〈n〉2 = 〈a†aa†a〉 − |α|4 = 〈a†a†aa〉 − 〈a†a〉 − |α|4 = |α|2
We have taken note of the property (3.54) to write the operators in normal ordering
where all the a terms are on the right and all the a† terms on the left. The mean
equals the variance in photon number, typical of a Poisson distribution.
We mention that the relative fluctuation of photon number in a coherent state is
inversely proportional to the square root of its average. For large fields, we fall in











4. Photon number distribution: coherent states do not have a definite photon number.
The probability of finding m photons in a coherent state |α〉 is given by
Pm(α) =





∣∣2 = e−|α|2 |α|2k
k!
(3.79)
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Figure 3.4: The probability of detecting n photons, the photon number distribution for
coherent states (a) |α|2 = 1 (b) |α|2 = 20
5. Minimum Uncertainty : Heisenberg uncertainty principle states that the more accu-
rately we know the position of a particle (that is the smaller ∆x is), the less accurately




where ∆X and ∆P are uncertainties in position and momentum respectively. Let us
now see what the minimum uncertainty principle says about coherent states.




(a+ a†), P =
i√
2
(a† − a). (3.81)
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and obey the commutation relation [X,P ] = i. Recall the definition of coherent state
|α〉: a|α〉 = α|α〉, 〈α| a† = 〈α|α∗. Thus
〈X〉 = 1√
2
〈α| a+ a†|α〉 = 1
2
(α + α∗), 〈P 〉 = i√
2






〈α| (a+ a†)(a+ a†)|α〉 =1
2
(






(α + α∗)2 + 1
]
〈P 2〉 = −1
2
〈α| (a† − a)(a† − a)|α〉 =− 1
2
(







The fluctuations in these operators
(∆X)2 = 〈α|X2|α〉 − (〈α|X|α〉)2 = 1
2
,
(∆P )2 = 〈α|P 2|α〉 − (〈α|P |α〉)2 = 1
2





From Eq. (3.80), we see that all coherent states irrespective of the value of their
amplitudes, are minimum uncertainty states.
3.3.2 Quantum superposition of coherent states
In the previous section, we discussed how two coherent states, although not strictly orthog-
onal, approach orthogonality when their amplitudes are large. By using coherent states
with equal amplitudes and π out of phase, one could produce a superposition of macro-
scopically distinguishable states known as the Schrödinger’s cat state. In this section, we
will discuss the Schrödinger’s cat states and their quantum properties.




where N is the normalization constant. The coherent states are characterized by the
complex amplitudes α = |α|eiθ and β = |β|eiφ . Now suppose the coherent states have
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Figure 3.5: Pictorial representation of superposition of coherent states with equal ampli-
tude and π out of phase space. We see the two circles do not overlap.
equal amplitudes |α| = |β| but are π - out of phase, that is φ = θ+π. In this case β = −α
and we say that the two states are macroscopically distinguishable. In quantum optics,
a Schrödinger’s cat state is defined as a superposition of two coherent states with equal





The normalization factor N can be calculated by requiring that Tr(ρ) = 1 . This gives
N = 2 (1 + e−2|α|2 cosψ). (3.85)
For |α|  1, we find N ≈ 2.





|α〉 〈α|+ |−α〉 〈−α|+ e−iψ|α〉 〈−α|+ eiψ|−α〉 〈α|
]
(3.86)
The presence of the coherence terms |α〉 〈−α| and |−α〉 〈α| in (3.86) is due to quantum





(|α〉 〈α|+ |−α〉 〈−α|) (3.87)
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and the different coherent states that make up the superposition. For example, the super-
position (3.84) exhibits squeezing [27], higher order squeezing [63], sub-Poissonian photon
statistics and oscillations in the photon number distribution [117, 27]. We need to be able
to detect effects of coherence in other to observe these nonclassical properties.
As discussed in 3.3.1, if |α|  1, the two coherent states |α〉 and |−α〉 become orthog-
onal (that is macroscopically distinguishable) because their overlap approaches zero (see
Fig. 3.3). This suggests that a Schrödinger’s cat state can be produced by superposing
coherent states. Thus a prototype of a Schrödinger’s cat state is a superposition of coherent
states with equal and large amplitudes and opposite phases. Recall the representation of



































Here the odd terms cancel and we have only superposition of even number states. Similarly
subtracting equation (3.89) from (3.88), we get





















Here, the even terms cancel out and we are left with superposition of only odd numbered
states. The disappearance of the odd and even number states in (3.90) and (3.91) is the
result of quantum interference.
Let us now introduce the three Schrödinger’s cat states important for our study, defined
according to our choice of ψ in (3.84).
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According to equations (3.90) and (3.91), the even and odd cat states [27, 42, 117] contain
even and odd photon numbers respectively, which is why they are so called. The even and





(|2n〉 〈2n| − |2n+ 1〉 〈2n+ 1|) (3.95)









〈α| − α〉 = e−2|α|2 (3.97)
according to equation (3.74). The orthogonality between the even and odd cat states
implies that they are macroscopically distinguishable
Another important cat state in quantum optics is the Yuker-Stoler cat state, given when
ψ = π/2. For ψ = π
2





The expectation value of a and a† in the cat states vanishes so that
〈Ψ|ψX|Ψ〉ψ = 0, 〈Ψ|ψ P |Ψ〉ψ = 0. (3.99)
However the expectation values of a combination of the photon operators exist. The three
cat states are normalized eigenstates of the operator a2
a2|Ψ〉ψ = α2|Ψ〉ψ (3.100)
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The mean number of photons in the cat states is given by n = 〈Ψ|ψ a†a|Ψ〉ψ. For the even











For the Yuker-Stoler cat state, nys = |α|2 similar to that of a coherent state and a statistical
mixture.
Several successful attempts have been put forward to realize a superposition of macro-
scopically distinguishable states [34, 138, 79, 26, 134]. However realizing a superposition of
the form (3.84) poses a challenge and such superpositions are never seen in our everyday
world. Why not? The reason is partly because quantum systems are in constant interaction
with their environment in a dissipative way. If we can somehow create a superposition of
coherent states, it will quickly decohere into a statistical mixture (3.87) of coherent states
[59]. We will address the issue of decoherence later. In the next section, we will discuss
the nonclassical properties of a superposition of coherent states.
Nonclassical properties of superpositions of coherent states
The nonclassical properties that classify a superposition of coherent state would be dis-
cussed here.
Photon number distribution
The photon number distribution for the even and odd cat states can be calculated using
the expansion in Fock basis (3.90) and (3.91)
Pn(|Ψψ〉) =
∣∣∣〈n|Ψψ〉∣∣∣2





∣∣∣∣ αn√n! + (−1)nαn√n!
∣∣∣∣2 = e−|α|21 + e−2|α|2 |α|2nn! (1 + (−1)n)
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∣∣∣∣ αn√n! − (−1)nαn√n!
∣∣∣∣2 = e−|α|21− e−2|α|2 |α|2nn! (1− (−1)n)
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Figure 3.6: The probability of detecting n photons, the photon number distribution for




















For Yuker-Stoler cat state, Pn is just a Poisson distribution, identical to that of a coherent
state (3.79) and a statistical mixture 〈n|ρsm|n〉. The oscillatory behaviour we see in Fig.
3.6 distinguishes the even and odd cat states from their statistical mixture (3.87).
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Mandel Q parameter
Another nonclassical effect that describes a superposition of coherent states is the Mandel








Specifically, Q describes the deviations from the Poisson character of the field. The states







Figure 3.7: Mandel Q parameter as a function of coherent amplitude |α| for even cat state
(red dashed curve) and odd cat state (blue dotted curve).
are called Poissonian, sub-Poissonian and super-Poissonian when Q = 0, < 0 and when




|α|2 > 0 (3.105)
For odd cat state, we obtain
Q = − 4 exp(−2|α|
2)
1− exp(−4|α|2)
|α|2 < 0 (3.106)
And Q = 0 for the Yuker-Stoller cat state for all values of |α|. We note that for large
values of |α| ≥ 2 (see Fig 3.7), Q→ 0 for both even and odd cat state.
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Quadrature Squeezing
Another way to distinguish a superposition of coherent states from a statistical mixture
of coherent states (3.87) is by looking at the quadrature squeezing via the quadrature
operators X and P defined in (3.81). A quantized field is said to be squeezed [75] if the
non commuting quadrature operators have any of their variances below their vacuum level.
That is either ∆p < 1
4
or ∆x < 1
4
. The variance of the X and P quadratures for a statistical













(α2 + (α∗)2 + 2|α|2 + 1),












(−α2 − (α∗)2 + 2|α|2 + 1),
where by definition, X2 = 1
4
(a2 + a†2 + 2a†a+ 1) and P 2 = 1
4
(−a2 − a†2 + 2a†a+ 1). If we









Thus there’s no squeezing in the quadratures. For an even cat state we get
〈(∆X)2〉e = 〈ψ|X2|ψ〉even − (〈ψ|X|ψ〉even)2 (3.109a)
〈(∆P )2〉e = 〈ψ|P 2|ψ〉even − (〈ψ|P |ψ〉even)2 (3.109b)
The second terms vanish and so we obtain







α2 + (α∗)2 + 2ne
]
(3.110a)






α2 + (α∗)2 − 2ne
]
(3.110b)





















Recall the complex amplitude α = |α|eiθ so that taking θ = π/2 we obtain α = i|α| and
(3.111) follows from evaluating (3.110)

















Figure 3.8: The uncertainty in X quadrature amplitude (a) and P quadrature amplitude
(b) in even cat state
So reduced fluctuations appear in X quadrature for small values of α evident in Fig.
3.8(a) where we see the curve has a minimum along the curve. We point out that most texts
have assumed the complex parameter α to be real; in this context, reduced fluctuations
would appear in the P quadrature.
For odd cat state







α2 + (α∗)2 + 2no
]
(3.112a)






α2 + (α∗)2 − 2no
]
(3.112b)













































Figure 3.9: The uncertainty in X quadrature amplitude (a) and P quadrature amplitude
(b) in odd cat state

















Figure 3.10: The uncertainty in X quadrature amplitude (a) and P quadrature amplitude
(b) in Yuker-Stoler cat state
Having discussed the properties of the various Schrödinger’s cat states, we are now ready
to describe a method used to detect these properties in quantum optics. The method
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involves an interaction between the field and a detector (usually in form of a two-level
atom). Therefore we first describe the principle of atom-field interaction. Let us recall
Schrödinger’s thought experiment with a live cat and a radioactive atom, both inside a
box. The decaying atom triggers a death mechanism that kills the cat. However without
details of what happens inside the box, the atom and cat are in an entangled superposition
of decayed-and-dead and undecayed-and-alive simultaneously.
The entangled Schrödinger’s cat-atom system with the radioactive atom in a box is




(|g, α〉+ |e,−α〉), (3.117)
trapped in a cavity mode. What do we know about the entanglement of this state? How
does the presence of the two-level atom affect the cat state? To answer these questions,
we first discuss the interaction process between an atom and EM field in free space.
3.4 The atom-field interaction models
Combining the two-level system and a given state of the electromagnetic field in an in-
teraction and in a controlled environment (example a cavity) gives birth to interesting
phenomena [2] such as multimode squeezing [74, 78, 83, 122], superradiance [40], Rabi
oscillations [5] and the corresponding so-called vacuum Rabi oscillations [70], collapse and
revival [43, 109] and atom-field entanglement [13] and Schrödinger’s cat [59, 25]. When
the field and two-level atom states interact, the electron absorbs photon energy and make
a transition into the higher energy level. On the other hand, the electron may also make
a transition from the higher energy level to its ground energy level. The bipartite system
of the two-level system and quantum field is described by a total Hamiltonian
H = H0 +Hint. (3.118)
H0 is a time-independent Hamiltonian given by
H0 = Hatom +Hfield, (3.119)
where Hfield = ~ωa†a is the free field Hamiltonian, a†(a) is the field’s creation(annihilation)
operator and ω is the cavity frequency. Hatom = ~Ωσz is the free atom Hamiltonian, σz
is the Pauli operator and Ω is the transition frequency between the excited and ground
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state of the atom. We note that the spectrum of H0 is known and Hint acts as a pertur-
bation. To describe the interaction process, two important models can be identified–The
Jaynes-Cummings model and the Unruh deWitt-model. In this section, we will give a brief
discussion on these models with focus on the Unruh DeWitt model.
3.4.1 The Jaynes-Cummings model
The Jaynes-Cummings (JC) model [70] is the simplest model describing light-matter in-
teraction where a single two-level atom interacts with a single mode quantized EM field
inside a highly reflective cavity. As we have discussed earlier, for the case of a free EM
field (plane waves), an atom would interact with infinite number of modes, thus the dy-
namics is not well described. By trapping the field inside the cavity (example the optical
cavities, microwave cavities), we confine the field to a space where their dynamics can be
easily described. This is the idea of cavity quantum electrodynamics (CQED). Here in this
section, the Jaynes Cummings model is briefly reviewed and how it models the dynamics
of atom-cavity field system.
To begin, consider a two-level atom with ground and excited states |g〉 and |e〉 respec-





(a+ a†) sin(kx). (3.120)
Before interaction, the atom-field free Hamiltonian can be written as
H0 = ~ωa†a+ ~Ωσz (3.121)
Interaction Hamiltonian
The interaction Hamiltonian is given as
Hint = −d̂ · Ê = d̂λ(a+ a†) (3.122)




is the interaction strength (coupling constant), and d̂ = d̂ · e
is the electric dipole operator. Since the operators
|g〉 〈g| , |g〉 〈e| , |e〉 〈g| , |e〉 〈e| (3.123)
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form a complete basis, we can expand the dipole operator d̂ in this basis.




−, d+ = 〈e| d|g〉, d− = 〈g| d|e〉 (3.124)
We note that an atom exhibits electric dipole moment because we have assumed it is in
a superposition of |e〉 and |g〉 states respectively. In the case where we consider an atom
either in the ground or excited state, then a monopole is described [97]. Thus combining
terms, the interaction Hamiltonian (3.122) becomes
Hint = ~λ (σ+a+ σ−a† + σ−a+ σ+a†) (3.125)
We see that Hint contains four terms
• σ+a←→ absorption of photons while the atom transit from state |g〉 → |e〉.
• σ−a† ←→ emission of photons while the atom transit from state |e〉 → |g〉
• σ+a† ←→ emission of photons and transition of atoms from state |g〉 → |e〉
• σ−a←→ absorption of photons and transition of atoms from state |e〉 → |g〉
To simplify the Jaynes-Cummings interaction Hamiltonian (3.125), the rotating wave ap-
proximation can be employed. First moving from Schrödinger picture to the interaction
picture with respect to H0, through the unitary operator U = e
i
~H0t, the atom and field
operators transform according to the relation
Ua†U † → a†eiωt, UaU † → ae−iωt,
Uσ+U † → σ+eiΩt, Uσ−U † → σ−e−iΩt
Thus Jaynes Cummings Hamiltonian in the interaction picture becomes
Hint(t) = ~λ
(
σ+ae−i(ω−Ω)t + σ−a†ei(ω−Ω)t + σ−ae−i(ω+Ω)t + σ+a†ei(ω+Ω)t
)
(3.126)
The first two terms σ+a and σ−a† are multiplied by exponentials that are slowly oscillating
while the last two terms σ−a and σ+a† are multiplied by exponentials that are rapidly
oscillating. Now usually one is interested in the near resonant case ω ≈ Ω, at which
|ω − Ω|  ω + Ω. (3.127)
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which implies the rapidly oscillating terms will average to zero during the time evolu-
tion. Again, one requires situation where the atom-cavity interaction time is long enough
compared to cavity decay and spontaneous emission rates respectively. This is the strong
coupling regime ( λ
ω
≈ 10−6 − 10−7). Now when we integrate in time over the Hamiltonian
(3.126), the energy conserving terms are related to the ratio λ
ω−Ω that are very dominant
compared to the energy non-conserving terms which are related to λ
ω+Ω
. Hence by consider-
ing a resonant interaction of an atom-field system in CQED, we can disregard contributions
from the counter rotating wave terms σ+a† and σ−a and the effective Jaynes Cummings
interaction Hamiltonian in the interaction picture is given as
Ĥint = ~λ(σ+a e−i(ω−Ω)t + σ−a† ei(ω−Ω)t) (3.128)
Transforming back to the Schrödinger’s picture, we obtain
Ĥint = ~λ(σ+a+ σ−a†) (3.129)




~Ωσz + ~ωa†a+ ~λ(σ+a+ σ−a†) (3.130)
Although eliminating the counter rotating wave terms enabled us to find a simplification
for the Jaynes Cummings Hamiltonian, it is important to know that such terms can be a
limiting factor to some problems in physics. We will show later in the chapter how keeping
the rotating (slowly oscillating) terms can jeopardize our ability of reading information
about the cavity field system.
Understanding the atom-field dynamics
Here we want to understand how the Jaynes-Cummings model describes effectively the
coupling of a single atom to a cavity mode, and we also discuss some basic phenomena
associated with such interactions. To begin, consider an initially excited two level atom
interacting with a field trapped in a cavity mode and containing n photons. We will first
solve the Schrödinger’s equation of motion for the system’s interaction Hamiltonian (3.129).






Now let the initial atom-field state vector be written as a superposition state
|ψ(0)〉 = Ci|i〉+ Cf |f〉. (3.132)
As an initial condition, assume all the population to be in the ground state:
Ci(0) = 1, Cf (0) = 0 (3.133)
Our task is to find the solution to the Schrödinger’s equation. To proceed, the initial
atom-field state is |i〉 = |e, n〉 and at a later time, the only possible transition is to the final
state |f〉 = |g, n+ 1〉. The states |e, n〉 and |g, n+ 1〉 are known as the bare states of the
Jaynes-Cummings model. Substituting the interaction Hamiltonian (3.129) and the state
(3.132) in (3.131), we obtain(










We arrive at the following system of uncoupled equations
Ċi + iλCf
√
n+ 1 = 0, Ċf + iλCi
√
n+ 1 = 0.
Differentiating the uncoupled equations, we obtain the corresponding second order differ-
ential equations
C̈i + λ
2Ci(n+ 1) = 0, C̈f + λ
2Cf (n+ 1) = 0.




























|g, n+ 1〉 (3.135)
Vacuum Rabi oscillations
The probability that the system makes a transition to the final state is








while the probability that the system remains in the initial state is







It is interesting to consider the atomic inversion (W (t)), defined as the difference between
in the excited state and ground state populations:




where we have used the trigonometric identity cos2 x − sin2 x = cos 2x. We see that the
atomic population oscillates with frequency ωR = 2λ
√
n+ 1 back and forth between the
ground and excited states. We notice that even in the absent of the radiation field, that
is in the case of no photons n = 0, we have W (t) = cos(2λt), that is the oscillation is
not absent. This is in contrast to the Rabi oscillation of the atoms induced by classical
external field [5], the vacuum Rabi oscillation is purely a quantum mechanical phenomena.
The dressed states
One of the most striking manifestations of the quantum nature of atom-field interac-
tion is the collapse and revival of the vacuum Rabi oscillations and the splitting in the
spontaneous-emission spectra of atoms in cavity. In this section we will discuss this col-
lapse and revival of the Rabi oscillations.
To begin, we will solve the Schrödinger’s equation for the full Jaynes-Cummings Hamil-
tonian (3.130). Assuming the field initially in a number state |n〉 with n number of pho-
tons. First note that in the Jaynes-Cummings model, the total number of excitation
N̂ = σ+σ− + a
†a is a constant of motion, that is [N̂ , Ĥ] = 0. We can solve the dynamics
of the system for the subspace spanned by the bare states {|n, e〉, |n+ 1, g〉}.
Eigenstates and Eigenenergies
By fixing n, let us now write the full Jaynes-Cummings Hamiltonian (3.130) in the basis
















Here {i, j} ∈ {(n, e), (n+ 1, g)}. This gives





~Ωσz + ~λ(σ+a+ σ−a†)
)






~Ωσz + ~λ(σ+a+ σ−a†)
)
|n+ 1, g〉|n, e〉 〈n+ 1, g|





~Ωσz + ~λ(σ+a+ σ−a†)
)
|n, e〉|n+ 1, g〉 〈n, e|





~Ωσz + ~λ(σ+a+ σ−a†)
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|n+ 1, g〉|n+ 1, g〉 〈n+ 1, g|



























|n+ 1, g〉 〈n+ 1, g|




 2nω + Ω 2λ√n+ 1
2λ
√
n+ 1 2ω(n+ 1)− Ω
 = ~
2
(2n+ 1)ω − δ Ωn




n+ 1, while δ = ω − Ω is the frequency detuning between the field and atomic











δ2 + Ω2n (3.141)
The corresponding eigenstates |±, n〉 associated with the energy eigenvalues are given as
[90]
|+, n〉 = sin θn|e, n〉+ cos θn|g, n+ 1〉, (3.142a)




(∆n − δ)2 + Ω2n
, cos θn =
∆n − δ√
(∆n − δ)2 + Ω2n
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The states |n,±〉 are called the dressed states. We define the Stark shift as the splitting of
the bare states into dressed states. Here ∆n is the Rabi frequency. We see that at exact










The corresponding eigenstates become
|+, n〉 = 1√
2
(|e, n〉+ |g, n+ 1〉), (3.144a)
|−.n〉 = 1√
2
(|e, n〉 − |g, n+ 1〉) (3.144b)
and the bare states are degenerate and separated by the frequency
Ωn(0) = 2λ (3.145)
Experiments to show the vacuum Rabi frequency have been performed recently [25, 129]
The dispersive interaction
In our previous discussion, we have mostly assumed a zero frequency detuning between the
field and two-level atom. That is atomic transition frequency is resonant with the cavity
field frequency. An interesting version of the Jaynes-Cummings model is seen in which
this detuning is large enough such that direct atomic transition is suppressed, however a
dispersive interaction between the atom and cavity field do occur. This dispersive inter-
action regime is important in a number of applications for fundamental tests of quantum
mechanical theories.
In this section, we will discuss the dispersive interaction. Within this dispersive limit,
















In addition to the free field and free atom Hamiltonian, this effective Hamiltonian consti-










We can draw some physical implications from the effective Hamiltonian. When we com-
pare (3.146) and (3.129), we see that during the atom-field interaction in the dispersive
Hamiltonian, the oscillator frequency is shifted by an amount ω = ω± λ2/δ, that depends
on the state of the qubit. To see how this works, let us consider the initial atom-field state
|ψ(0)〉 = |g, α〉, then at a later time under the effective interaction Hamiltonian, we get
|ψ(t)〉 = e−iH′efft/~|ψ(0)〉 = |g〉|αe−iλ2t/δ〉 (3.148)
and for initial atom-field state |ψ(0)〉 = |e, α〉, we get
|ψ(t)〉 = e−iH′efft/~|ψ(0)〉 = e−iλ2t/δ|g〉|αe−iλ2t/δ〉 (3.149)
So the field amplitude is unchanged when the qubit is in the ground state but it is rotated
in phase space by the angle λ2t/δ when the qubit is in the excited state. If now we consider
the atom initial in the state |ψatom〉 = |g〉+ eiφ|e〉 where φ is some local phase. Thus with
the atom-field in the initial state |ψ(0)〉 = |ψatom〉|α〉, we get at a later time






Depending on the choice of λ2t/δ, Eqn. (3.150) is an entangled state analogous to the state





|undecayed atom〉|cat alive〉+ |decayed atom〉|cat dead〉
]
(3.151)
where the state of the two-level atom play the role of the radioactive atom, and the phase-
separated cavity field states play the role of the cat.
3.4.2 The Unruh deWitt model
Another model that describes well the atom-field interaction is the Unruh deWitt (UdW)
model [49]. describes the interaction between a monopole detector coupled to a massless
scalar field. It has been used to study the response of detectors experiencing acceleration,
to provide a proof for the Unruh effect and to probe the dynamics of quantum entanglement
in the context of the recent fields of relativistic quantum information.
The detector described here is usually a two-level system. The UdW interaction Hamil-
tonian in the Schrödinger picture is given by
HUdW = λµs φ̂ [xd(t)] (3.152)
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where xd is the atom’s position, assuming the detector’s monopole moment µs is coupled
through the coupling constant λ to the field amplitude φ along the detector’s trajectory.
The monopole moment µs and the field operator φs in the Schrödinger picture are given
respectively as
µs = σ




















We comment that using a scalar field instead of an electromagnetic field does not introduce
a fundamental difference in the model [88, 119]. The UdW has been applied in many
experimental proposals including [87, 86]. The main caveat is that it models the light-
matter interaction only in the absence of orbital angular momentum.
The similarity between the Unruh-DeWitt type monopole detector and the Jaynes Cum-
mings (JC) model (3.125) is obvious. The main difference is that the monopole moment
is here an extra degree of freedom, whereas the dipole moment in the JC model is directly
related to the position of the electron. Hence the trajectory of the monopole detector can
be arbitrary in our model.
3.4.3 Evolution operator - Perturbative analysis
We have noted that the atom-field interaction system is governed by a free Hamiltonian
H0 with known spectrum and an interaction Hamiltonian Hint - a perturbation that causes
transition between the eigenstates of H0. To study the transitions, let us define the evo-
lution operator U(T, 0) that is capable of causing transitions governed by the interaction
Hamiltonian Hint.
We work perturbatively in the coupling constant λ









where T is a time ordering. Expanding the terms in the exponential,
U(T, 0) = 1 + U (1) + U (2) + · · ·+ U (n) (3.157)
where














dτ · · ·
∫ τ (n−1)
0
dτ (n)Hint(τ) · · ·Hint(τ (n)) (3.160)
















l I−,j ◦ I+,l + σ













dt ei(ωj±Ω)t sin[kjx(t)], (3.161)
and the double integral








dτ ei(ωj±Ω)tei(ωl±Ω)τ sin[kjx(t)] sin[klx(τ)] (3.162)
with the latter relation defining the ◦ operation. In writing the respective unitary terms
U (1) and U (2) we note that our probe is prepared in its ground state |g〉, and so terms with
σ− in front can be neglected since σ−|g〉 = 0.
We are usually interested in evaluating the state of the detector (two-level atom) after
the evolution which can be calculated by tracing out the field from the combined atom-field




0 be the initial density state of the combined atom-field sys-
tem, then at time T the system would evolve according to equation ρT = U(T, 0)ρ0U(T, 0)
†
which according to (3.156), we write as
ρT = [1 + U
(1) + U (2) +O(λ3)]ρ0[1 + U (1) + U (2) +O(λ3)]† (3.163)
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From this we can identify the order correction to the density matrix evolution









Therefore the reduced state of the detector will be given by
ρ
(A)
T = TrF [ρT ] (3.165)
In other scenario, we might be interested in evaluating the evolution of the combined atom-
field system given in vector form. That is suppose |Ψ〉0 = |ψ〉A|ψ〉F is the initial combined
atom-field state in vector form, then at a later time T , the state evolves according to
substituting (3.156), we obtain
|Ψ〉T = |Ψ〉0 + |Ψ(1)〉+ |Ψ(2)〉+O(λ3)
where |Ψn〉 = U (n)|Ψ(n)〉 are the different contributions.
3.5 Decoherence in cavity quantum electrodynamics
We have seen in Sec 3.3.2 that quantum superposition of two coherent states exhibit differ-
ent nonclassical (quantum) properties. However at the classical limit where the amplitude
of the coherent states is apparently large, such state superposition loses its quantum nature
(interference) and decohere to a statistical mixture of coherent states. Quantum decoher-
ence [140] is the evolution of a quantum superposition state into a classical mixture due to
interactions with the environment.
Since quantum physics is assumed to describe our world, one would expect that the
existence of quantum interference (a quantum property) at the microscopic level should be
equally applicable to macroscopic states. The non existence of quantum superpositions at
the macroscopic level has been a long standing problem in quantum mechanics. Proposals
to solve this problem stress the role of decoherence [59, 34, 51, 138, 137, 27]. Due to
interactions with the environment (a dissipative process), quantum coherence between
quantum state superpositions tend to decay faster than the physical observables of the
system. This implies that during a measurement scheme, since the decoherence time is very
short, we lose the quantum coherence that displays the quantum nature of superposition,
even before detecting the state superposition. It is important therefore to imagine an
experiment that accounts for interference effects between macroscopically distinct states
[34].
53
In cavity quantum electrodynamics (CQED), superpositions of coherent states and
entangled superposition of coherent states have been generated [134, 59]. Here the fields
are generated and trapped in superconducting cavities while Rydberg atoms [68] are used
as detectors for these fields. Microwave cavities or optical cavities with high Q factor are
used and are well suited for trapping fields for a long time. Likewise Rydberg atoms are
required because they are strongly coupled to microwaves and they have very long radiative
decay times, making them suited for preparing and detecting strong correlations between
atom and field states [59, 34].
Dissipative effects due to cavity losses and atomic decay are inevitable in these exper-
iments, and they result in decoherence phenomena in the system. We will now discuss
decoherence phenomena in CQED.
Dissipative interactions and decoherence
Dissipation is modelled as a linear coupling between the field mode and an environment
(usually a thermal bath of oscillators at zero temperature). Consider an initial state of a
superposition of coherent state and a quantum state of the environment |E〉 . The problem
is treated with the density operator formalism and demands that we solve a master equation







† − â†âρ̂F − ρ̂F â†â]. (3.166)





|α〉〈α|+ e−iΨ1|α〉〈−α|+ eiΨ1|−α〉〈α|+ |−α〉〈−α|
)
. (3.167)
κ = ωf/Q = 1/tc is the cavity-damping rate which describes the strength of the coupling,
tc is the damping time, ωf is the cavity field frequency and Q the cavity quality factor.















multiplying the coherence terms |±α(t)〉 〈∓α(t)|, is a decay function that quantifies the
state coherence, and α(t) = αe−κt/2. In the transient regime κt  1 where almost no
damping or motion has occurred, then f(t) ≈ e−2|α|2κt where tdecoh = 1/2|α|2κ = tc/2|α|2 is
the decoherence time, that is the characteristic time over which the coherence terms vanish.
Thus whenever the distance |α|2 between the superposed coherent states {|α〉, |−α〉} is
large, that is |α|2  1 or in the steady state regime when κt→∞, their mutual coherence









To summarize, the decoherence time tdecoh is shorter than the energy dissipation time in
the cavity tc by 2|α|2, a factor precisely equal to the size of the field measured by its photon
number |α|2. Therefore for large fields, the decoherence time becomes short. To monitor
this decoherence, an atom is used and sent into an interaction with ρF (T ) [34].
We have seen that decoherence limits our ability to observe the superposition of coherent
states as the field state is often destroyed before observation. One of the goals in this part
of the thesis is to characterize a superposition of coherent states stored in a cavity in
a nondestructive way. Due to the problem of decoherence, the quantum non-demolition
(QND) measurement scheme was introduced as a way to eliminate perturbation inherent
in quantum measurement. We will review the QND scheme in the next section.
3.6 Quantum non-demolition measurement: A review
In the standard approach to quantum measurement [62], consider a pair of non-commuting
physical quantities, represented as operators A and B. Non-commuting observables implies
the commutation relation [Â, B̂] = ÂB̂ − B̂Â 6= 0. Now Heisenberg’s uncertainty relation




∆A and ∆B are standard deviations which quantify the precison in the measurement of
A and B respectively.
∆A =
√
〈A2〉 − 〈A〉2, ∆B =
√
〈B2〉 − 〈B〉2 (3.171)
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Intuitively from the relation (3.172), a precision in a single measurement of A will result
in smaller value of ∆A and hence a larger value of ∆B. Large fluctuations induced in B
when measuring A may eventually couple back to A, which will then also be perturbed,
making it difficult to perform repeated or continuous measurements.
If we consider the position and momentum quadrature operators (3.81), the Heisenberg
uncertainty relation as derived in unit 5 yields the relation
∆x∆p ≥ 1
2
〈[x, p]〉 = ~
2
, (3.172)
where ~ is the reduced Planck’s constant. To evade the problem of such measurement back
action, the concept of quantum non-demolition (QND) measurement [16] was introduced,
in which a strategy is chosen that kept the back-action noise entirely within unwanted
observables.
We remark here that the key features of a QND measurement include its ability to pre-
serve useful information for subsequent processing and its repeatability, in which quantum-
state evolution into a different state is prohibited and successive measurement yields the
same result as the first measurement. In a general measurement scheme, the system to be
measured is coupled to a probe system (which reads out the number of photons without per-
turbing the signal), and the interaction of the two systems correlates the states of the probe
and measured system. A destructive measurement allows for a subsequent measurement
of the relevant state. The relevant observable remains unperturbed by the measurement
process, allowing repeated measurements to be performed with high accuracy.
For the measurement to be a QND measurement, the measurement scheme should
satisfy a set of conditions [16, 29, 120] that we recapitulate below
1. There should be some information about the measured observable that is encoded in
the probe system after the interaction.
2. The measurement should not affect the measured observable after the measurement.
3. The measurement should be repeatable: Identical repeated measurements of the
system should consistently provide the same outcome.
Quantum non demolition measurement of photon number
Detecting photons is usually a destructive process, in that detectors annihilate photons
and convert them into electrical signals, making it impossible to see a single photon twice.
The idea of quantum non-demolition measurement is to eliminate this destructive process.
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Suppose we want to monitor the number of photons in a radiation field. The relevant




where ∆N and ∆Φ are the dispersions in the number of photons N and phase of the light
wave Φ respectively. Quantum non-demolition measurements of light intensity have been
demonstrated [56, 49]. Ideally, according to the basic requirement for QND measurements,
there should be no exchange of energy between the signal and meter. This can be obtained
through a non-resonant atom field interaction, where the frequency of light is detuned from
that of the atomic transition. In this non-resonant situation the exchange of information
is purely dispersive, that is, the atomic wavefunction only picks up a phase shift, which is
proportional to the number of photons in the cavity. Implementing this scheme is difficult
because the fact that the atom-field interaction is non-resonant makes it very weak. An
alternative scheme is to consider a fully resonant atom-field interaction where the field
frequency is set equal to the atomic transition frequency. Together with the extremely
large number of photons in an optical resonator, the atom-field coupling rate is also very
large compared to dissipative couplings to the environment. Although an energy exchange
does occur, the parameters are chosen so that a single photon in the cavity is coherently
absorbed and re-emitted by the atom before it leaves the cavity, hence reversing the energy
exchange. However a phase shift occurs in the atomic wavefunction. caused by a cycle
of photon absorption and emission, which is measured using atomic interferometry. The
phase information is extracted from the meter atom using an interference effect, which
transforms the phase shift into a detectable change in the atomic energy level. A demerit
in this scheme is that to generalize to higher photon numbers would require using a non-
resonant interaction.
A measurement scheme that considers a resonant atom-field interaction and conse-
quently a weak coupling between the atom and field has been described [97]. In this
scheme, which is called the mode-invisibility (MI) scheme, it was observed that one could
take advantage of the geometry of the cavity and let the field be trapped in only ‘even’
cavity modes. In this way, the absorption/emission processes during the first half of an
atom’s motion in the cavity are canceled during the second half, before it leaves the cav-
ity. A phase shift occurs in the atom’s wavefunction, which is further extracted using an
interference effect through an atomic interferometer. This method was proposed for imple-
menting a QND measurement of Fock states of light [97] and later general states of light
such as coherent states and squeezed coherent states [98]. It could distinguish Fock states
from each other.
The MI scheme is indeed a QND measurement for the following reasons:
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1. The interferometric phase encodes information about the number of photons and it
is resolvable to a precision that tells apart few-photon states satisfying the QND
criterion 1.
2. The probability that the measurement takes the system to a different state is ap-
proximately zero (P ∼ 10−22 for physical parameters), showing that the system does
not get perturbed after the measurement.
3. Given this probability for physical parameters, for our measurement outcome to be
significantly altered, the measurement would have to be repeated on the order of
more than 1015 times.
We will generalize the mode-invisibility technique to measure the Bell cat states and a





In the preceding chapter 3, we reviewed the generation of superposition of two coherent








where the normalization factor is given by
N =
[
2(1 + exp(−2|α|2 cosψ)
]−1/2
With ψ = 0, π and π/2, we have the even coherent state, odd coherent state and Yuker-
Stoler states respectively. Quantum superpositions of the form (4.1) are referred to as
Schrodinger cat states at the limit when the component states |α〉 and |−α〉 are macro-
scopically distinguishable, that is for large amplitude |α|. At this limit, decoherence sets






|β〉 〈β|+ |−β〉 〈−β|
)
(4.2)
where β = αe−γt/2, with γ related to the rate of dissipation. The decoherence increases with
increasing |α|. During observation, one must be able to distinguish between the statistical
mixture and between the the different the cat states, which are superpositions of coherent
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|α〉 〈α|+ |−α〉 〈−α|+ e−iψ|α〉 〈−α|+ e−iψ|−α〉 〈α| (4.3)
we need to detect the coherence terms |α〉 〈−α| and |−α〉 〈α|.
Superposition states [117] play a major role in the area of quantum information [108,
139] due to their ability to encode information in a way that is impossible to achieve
by a classical system having the same amount of resources. For practical applications in
quantum computation, superposition states such as (4.1) have the powerful property of
executing large parallel processing. It has been proposed to encode qubits in superposition
states because they are naturally generated in any cavity QED systems [23, 24, 34, 80, 107,
120, 129] compared to multi-qubit states that require a large amount of control. In terms
of quantum resources, architecture with superposition of coherent states provide a simpler
and cheaper error correcting scheme [11].
Another important class of states we discussed at the end of Chapter 3 is an entangled




(|g, α〉+ |e, β〉) (4.4)
The two atomic states |e〉 and |g〉 are here correlated to the two field states |α〉 and |β〉.
Just like the correlated two-qubit states in the Einstein-Podolsky-Rosen (EPR) paradox
[7] that highlights the concept of quantum entanglement [64] in qubits, the Bell cat state
also highlights the concept of quantum entanglement in macroscopically distinguishable
systems. Quantum information necessitates entanglement between multi-qubit states, but
for these states, decoherence sets in and preserving entanglement becomes a difficult task.
An alternative encoding with coherent states would take advantage of the much larger
Hilbert space of the cavity resonator. In this way a redundant qubit encoding is attainable
that simplifies the operations needed to initialize, manipulate and measure the encoded
information. For such a system to be viable as a quantum computing platform, efficient
measurement of such encoded qubit observables must be possible.
Different methods have been proposed for detecting entanglement [64, 107, 134, 132, 91].
The most popular approach to the problem of detecting the presence of entanglement in
“Bell-cat states” is based on violation of Bell-type inequalities [134]. One can also perform
complete quantum-state tomography [62]. However these methods are not only destructive
processes, they also pose both fundamental and technical challenges. Another method
entails measuring entanglement witnesses. This is efficient, but not universal and requires
information about the state prior to its measurement [82, 128].
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In this chapter, we demonstrate efficient measurement of such encoded qubit observ-
ables as well as measurement of Schrödinger’s cat states using the mode invisibility (MI)
measurement scheme.
4.1 Model and method: A review
To begin this section, we first review the mode invisibility measurement scheme [97]. Then
we apply the scheme to characterize the Bell cat state and superposition of coherent states.
4.1.1 Atom interferometry with single atom
Figure 4.1: A schematic representation of an atom interferometer with a single atom input; a form of
Mach Zehnder interferometer. The atom beam is split into two parts by BS1, one of which is coupled
to the signal in the cavity C1, the other being used as reference is coupled to the signal in C2. The two
parts are recombined at BS2 before reading the atom output intensity. M1 and M2 are mirrors, and the
two cavities labeled C1 and C2 store an unknown and known field state respectively. Each partial atom
acquires a phase γi ( where i = 1, 2 labels the different atomic trajectory) due to an interaction with the
cavity field on its path. The atomic states and probabilities are detected by two ionized detectors D1 and
D2.
The setup of the MI measurement scheme is depicted in FIG. 4.1. It is an atom interferom-
eter ( a type of Mach Zehnder interferometer) which is analogous to two-slit experiment.
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In the atom interferometer (FIG. 4.1), an incoming atom beam initially in its ground














































travel along the different interferometric paths, bounce off the two mirrors and recombine
at the second beam splitter BS2. Then two output beams from BS2 are incident on the
two detectors D1 and D2. The intensity yield the interferometric phase difference.
Equal interferometric path length
If we define the different path length ∆L and a phase φ, then the state inside the atom









































So the atom can be registered on one of the two detectors D1, D2 with probabilities
P1 = |D1|2 =
1
4







P2 = |D2|2 =
1
4






In the setup 4.1, the upper and lower path lengths are set to be exactly equal so that φ = 0.
Under these conditions, there is complete destructive interference at the detection zone D2
and constructive interference at the detection zone D1. Intuitively, there is zero probability
for an incident atom to reach detector D2 while the probability to reach detector D1 is
1. Thus any experiment where D2 clicks will yield information about an obstacle on the
upper arm of the interferometer. We will now look at how this works in the succeeding
section.
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4.1.2 Atom interferometer with atom-field interaction
Now let us look at the atom interferometer Fig. 4.1. First note that the detector enters the
atom interferometer at constant velocity v = L/t , where t is the interaction time and L the
cavity length. We assume the field state to be measured is produced and trapped within
a single mode of the upper cavity C1 (with other modes being empty), while the lower
cavity C2 is empty (we model this as the vacuum state |0〉 of an EM field). Before BS2,
the atomic states |g1〉 and |g2〉 from (4.6) travel along paths 1 and 2 thus interacting with
fields in cavities C1 and C2 respectively. Due to this interaction, the wavefunction of the
partial atoms will change by a global phase factor γ1 and γ2 respectively. In the proposed
experimental setup, the states of quantum cavities C1 and C2 are initially prepared to
be separable with the field state in the upper and lower cavities given as |ψ1〉 and |ψ2〉
respectively.
The atom-field state in the upper arm that enters the port of the second beam splitter
BS2 is obtained as:
|Φ1〉 = eiγ1 |g1〉|ψ1〉 (4.11)
and in the lower arm, the atom-field state that enters the next port of beam splitter is
obtained as
|Φ2〉 = eiγ2|g2〉|ψ2〉 (4.12)



















eiγ1 |ψ1〉 − eiγ2|ψ2〉
)
(4.14)
The detectors D1 and D2 measure the state of outgoing atomic states with probabilities


















We see that the interferometric output depends on the phase difference ∆γ = γ1 − γ2, ac-
quired by the partial atoms in the cavities C1 and C2 respectively. Thus measurement of ∆γ
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allows us to determine γ1 which subsequently yields information about the unknown field
state in C1. The phase value has to be significant for a precise and accurate measurement
of γ1
We propose a QND measurement scheme to measure this phase factor for an atom
interacting with an unknown Bell cat state and squeezed superposition of coherent states
respectively. As we shall demonstrate, the phase difference can be significant and thus
measured. If the state of the field is not significantly altered, then repeated measurement
can be used to estimate the phase, thereby revealing information about the unknown field
state [49, 123] such as entanglement in the Bell cat state [134].
Evolution dynamics of the atom-field system
In this section, we will discuss the evolution of the atom-field states (4.11) and (4.12)
respectively.
First consider the state (4.11) in C1 with initial joint atom-quantum field state |ψ(0)〉 =
|g〉⊗ |Φα〉. We have dropped the subscripts here and assumed the field state to be trapped
in the cavity mode α = 1, 2, · · ·∞ of frequency ωα = απ/L. We assume that single atoms
enter the cavity in their ground state |g〉. During interactions, the joint system therefore
undergoes oscillations at angular frequencies (ωα ± Ω) between various possible states.
The heart of our work lies in our ability to “manipulate” the interaction between these
single atoms and field modes trapped in the optical cavity without perturbing the com-
bined quantum system very much. These systems are assumed to be coupled via the
Unruh de-Witt interaction Hamiltonian (3.152) for a short time T , by a unitary evolu-
tion operator U(0, T ) (3.156), so that the joint atom-field state after the interaction is
|ψ(T )〉 = U(0, T )|ψ(0)〉.
Measurement conditions
Recalling that our aim to is implement a QND measurement of the relevant state of light
perturbing the field states as low as possible. To this end we require that the coupling to
the cavity modes is taken to be weak enough so that the effect of the atom-field interaction
when the atom flies through the cavity for short times does not alter the probability
distribution of the joint quantum state. Specifically, the field-atom system starts from an
initial state |ψ(0)〉 and traverses the cavity during a time T . Requiring the probability
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that the whole system remains in the same state to be approximately unity, i.e,∣∣〈ψ(0)|U(0, T )|ψ(0)〉∣∣2 ≈ 1, (4.16)
ensures the minimal possible alteration to the field state. In other words, with the atom
state initially in the ground state, we require that the probability of an atomic transition
into an excited state while crossing the cavity
P|e〉 = 〈e|TrF [U (1)ρ(0)U (1)†]|e〉 ' 0 (4.17)
where TrF is a trace over the cavity field components and ρ(0) = |Ψ(0)〉 〈Ψ(0)| is the
initial density state of the joint atom-cavity field. In writing (4.17), we have considered a
perturbative expansion of the evolution operator U(0, T ) and the leading order in λ (see
Sec 3.4.3).
Under this assumption the final state of the system would be very approximately equal
to the initial state except for a global dynamical phase, and some state orthogonal to the
initial state. Mathematically this is expressed as
|ψ(T )〉 = U(0, T )|ψ(0)〉 ' eiγ1|ψ(0)〉+ |ψ⊥(T )〉 (4.18)
where 〈ψ(0)|ψ⊥(T )〉 = 0. Hence the global phase factor γ1 can be obtained from above as





which is the phase we wish to calculate. Expanding the unitary operator U(0, T ) gives the
different contributions to the phase as
γ
(0)
1 = 1 (4.20a)
γ
(1)
1 = 〈ψ(0)|U (1)|ψ(0)〉 (4.20b)
γ
(2)
1 = 〈ψ(0)|U (2)|ψ(0)〉 (4.20c)
In general γ1 has both real and imaginary parts, γ1 = <(γ1) + i=(γ1). Normalization
implies that
1 = 〈ψ(T )|ψ(T )〉 = e−2=(γ1)(T ) + 〈ψ⊥(T )|ψ⊥(T )〉 (4.21)
As time increases eventually the final state becomes |ψ⊥(T )〉. Thus =(γ1(T )) translates into
a loss of visibility in the interference pattern. However in realistic terms, =(γ(T )) << 1
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for the time the probe is in the cavity so that |Ψ⊥(T )〉 is negligible. Therefore the phase
factor γ to be determined is given by
γ1 = Re(γ1) (4.22)
To summarize, the state of the measuring device (the single atom) remains the same
before and after it exits the cavity except for a dynamical phase. Even in regimes where
the interaction between a single atom and the quantum field is so weak such that the field
state to be measured is unperturbed, we expect that the measured phase value will hold
information about this field state.
For this scheme to work we have to make sure that (a) the hypothesis (4.16) holds and
(b) the phase is significantly measurable in the regimes where this is so. Even with these
conditions satisfied, we note that the information that can be extracted from the joint
system is limited: the only way to measure a global phase is by means of an interferometry
experiment. To this end we have to compare the state of the field with another known
state. The second cavity C2 in FIG 4.1 will serve this purpose. For simplicity, we assume
it is empty (vacuum) with no EM-field although vacuum fluctuations are not negligible.
Thus the interferometric phase difference is given by the relation
∆γ = Re[γ1]− Re[γ2] (4.23)
where γ2 is the phase in cavity C2.
4.1.3 Review of the mode invisibility measurement scheme
We recall that our aim is to implement a QND measurement of the Bell cat states and
superposition of coherent states using the proposed experiment in the preceding section.
For the experiment to be feasible the phase (4.22) acquired by the atom flying through the
cavity must be maximized. This can be achieved if cavity field frequency is on resonance
with atomic transition frequency [94, 119]. When a detector interacts on resonance with
the cavity mode, it does so strongly, in general altering the field state. Such an interaction
enables one to gain significant information about the field (in a case where the atom is used
as a detector to probe a field trapped in a cavity). On the other hand, a strong interaction
leads to alteration of the cavity mode thereby jeopardizing the QND measurement criteria
3.6. One needs therefore a scenario where the alteration in the cavity mode is minimized
whilst permitting acquisition of information.
The mode invisibility (MI) measurement scheme was introduced to minimize the effect
of the resonant mode on the transition probability and still have a strong contribution
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to the phase. The key point is to eliminate the largest contribution to the transition
probability which comes from the resonant modes, while keeping the leading contribution
to the interferometric phase difference.
The idea of the MI scheme is to take advantage of the spatial symmetry of cavity field
modes (as shown in FIG. 3.2) so that the atoms interact with light in a non-destructive
way [114, 21, 116]. Specifically, when the atom interacts (on resonance) with an even mode
of the cavity, we are able to eliminate the resonant mode terms. To see how this works,
in evaluating the atom’s transition probability using the evolution operator (3.156), one











(κπv)2 − L2(ωκ ± Ω)2
. (4.24)
For a resonant interaction (ωκ = Ω), and κ = 2n, (n = 1, 2, · · · ), the rotating wave term
I−,κ vanishes while the counter-rotating wave term I+,κ does not. The mode invisibility
technique is robust against a slight detuning from resonance and can be improved by
carefully selecting the detector’s speed, eliminating any dependence it has on the probed
mode. This makes the mode completely ‘invisible’ to the detector [97].
Intuitively, when the atom interacts (on resonance) with an even mode of the cavity
most of the changes that it will introduce in the field state while flying half the way
through the cavity x ∈ [0, L/2] will be undone when the atom flies through the second
half x ∈ [L/2, L] before it exits the cavity. As a first approximate description of the
phenomenon, whatever the atom absorbs while flying through the first half of the cavity
will be identically re-emitted while flying through the second half so that the state of field
and atom are the same modulo a phase. This is possible because the effective sign of the
coupling to the cavity (λ times the spatial distribution of the mode) reverses half way
through the flight path of the atom.
In the setting this will only be true for the first order terms of the perturbative expan-
sion, since the even orders in the coupling strength λ will not see this effective sign change.
This will have the advantage that we can cancel out the leading order contribution to
the transition amplitude for the field and the detector while keeping constant the leading
order in the phase effects. Hence provided the highly excited state we wish to probe is
prepared in one of those even modes, the mode is invisible to the atom (at leading order
in perturbation theory) and therefore will not perturb it.
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4.2 Mode invisibility as a nondestructive probe of
Bell cat states
Here we characterize the Bell cat state
|ψ〉 = A|g, α〉+B|e, β〉 (4.25)
using the MI measurement technique. A and B are constants satisfying the condition
A2 + B2 = 1. The coherent states |α〉 and |β〉 have amplitudes |α|, |β| and phase θ, φ
respectively.
4.2.1 Quantum evolution of the Bell-cat state
Let us assume that an unknown Bell cat state is prepared in an even mode κ of frequency
ωκ = κπ/L in the upper cavity C1. All the rest of the modes ς are prepared in the vacuum
(or in very low-populated states). Given that our detector is prepared in the ground state







The subscript q denotes the qubit that is entangled with the field state; we refer to this as
the cavity-qubit so as to distinguish it from the state of our probe, which will be given the
subscript p. The lower cavity C2, which serves as a reference, sustains a vacuum state.
In the interaction time t = T , the state (4.26) evolves to a final state given by
|Ψ(T )〉 = U(T, 0)|Ψ(0)〉 (4.27)
where the unitary operator U(T, 0) is governed by the total interaction Hamiltonian
ĤI = λpµ̂p(t)φ̂[xp(t)] + λqµ̂q(t)φ̂[xq]. (4.28)
The terms on the right hand side of (4.45) correspond to the probe-field and qubit-field
interactions, with respective coupling strengths λp and λq. µp(t) and µq(t) are the monopole
moments of the probe and qubit respectively. We model our field system as a massless
scalar field φ[x(t)], where x(t) = vt describes the atomic trajectory through the cavity. For
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simplicity, we assume that the qubit entangled to a field state is at a fixed position x0 in


















for the cavity qubit at a fixed position x0 in a cavity mode. The mode invisibility technique
assumes a resonant interaction between probe and cavity field, so that Ωp = ωκ. We further
assume that the qubit’s transition frequency is set off-resonance relative to the cavity mode
frequency; in other words Ωq 6= ωκ with detuning δ = ωκ − Ωq.
We work perturbatively in the coupling strengths (λp, λq) and extend our calculation
of the evolution operator U(0, T ) to second order. The phase factor η in equation (4.22)
has information about the entangled state (4.25). Our task therefore is to find a way to
evaluate this phase value provided that the criteria (4.16) and (4.18) are satisfied.
Transition Probability
We consider now the effect of the interaction between the probe and the entangled state.
The probe is initially in the state |gp〉 with constant speed v. We calculate the probability
that it gets excited after the interaction time T = L/v. If the entangled state is not
perturbed, we expect that this excitation transition probability is approximately zero.
To compute this probability, we note that the evolution of the system is, to second
order in the coupling constant, given by (3.164)
ρ(T ) = ρ+ U (1)ρ+ ρU (1)† + U (2)ρ+ ρU (2)† + U (1)ρU (1)† (4.29)
where ρ(0) is the initial density operator for the combined state (4.26) and U (1), U (2) are
the first and second order contributions in (λp, λq) to the unitary operator. By tracing
over the entangled state (ES), the only term contributing to the excitation probability is








There are three contributions to this probability; we have the contribution from the excita-
tion probability due to the detector absorbing a photon from the field mode κ. This is the
rotating-wave term corresponding to the integral term X−,κ (see below). The second term
corresponds to the atom getting excited and emitting a photon to the mode κ. This is the
typical counter-rotating contribution corresponding to X+,κ. The third term corresponds
to the vacuum fluctuations due to the rest of the modes (see for instance [119, 71]). As-
suming the detector is tuned to be resonant with the mode of the field we want to probe,
the largest contribution would come from the rotating wave term. This is the principal
contribution that can jeopardize the hypothesis (see equation (4.16)). We can cancel this
contribution from the rotating wave term if the unknown field state (Fig. 4.1) is prepared

























which we refer later in the text, is associated with the cavity-qubit. Before proceeding, we
note that the information gained from this approach is information about the initial state
of the system. Indeed, the qubit-cavity system evolves with time. Provided P|ep〉  1 in
(4.17), the evolution of the system is not disturbed by the probe. Given the Hamiltonian
for the system, the information gained from mode invisibility about the initial state is
sufficient to reconstruct the evolution of the system at any subsequent time.
Furthermore, although we shall ensure that P|ep〉  1 for all of our parameter choices,
we shall find that the phase γ1 in (4.22) is not small. We proceed to compute γ1 in the
next subsection.
Estimating the phase imprint of the probe
We now compute the phase (4.22) acquired by the atom after its interaction time T with
the Bell cat state trapped in the cavity mode in C1. To leading order in coupling constants
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In general γ1 6= 0. It is purely imaginary and so must remain small to ensure that the
contribution of |ψ⊥(T )〉 in (4.21) remains negligible. There are several ways of doing this.
One is to ensure that the qubit sits at a node so that sin[kκx0] = 0. This will cause all
I±,κ integrals to vanish, and the results will be the same as those obtained for B = 0 [98].
Another is to fine-tune the speed of the probe (i.e. v/c) relative to the qubit phase so that
I±,κ vanishes but I±,κ ◦ I∗±,κ will not. A third approach is to choose the relative phase of
the coherent states so that 〈β|α〉 = e− 12 (|β|2+|α|2−2β∗α) = e− 12 (|β|+|α|)2 . Our choice of phase
ensures this relation. The maximal value of this quantity is less than unity, and over the
range of parameters we choose we find that =(γ1) ≤ 10−5 for all |β| and |α|; for most of
this range it is many orders of magnitude smaller than this.
Since γ1 does not depend on any parameters of the probe, we must compute the γ
(2)
1
term in (4.20c) in order for the probe to be a useful diagnostic of the generalized CAT





I∗−κ ◦ I−,κB2|β|2 + I−,κ ◦ I∗−,κA2|α|2 + I+κ ◦ I∗+,κB2|β|2 + I∗+,κ ◦ I+,κA2|α|2




























Again here the double integral



























is associated with the probe. Thus the phase acquired by the detector in cavity C1 is given
as
γ1 = −i ln[1− γ11 − γ21 ] (4.36)
The phase acquired in the cavity C2 that sustains the vacuum state is given by




which depends only on the vacuum terms. Thus we can evaluate the interferometric phase
difference using Eq.(4.23) .
We note that the relevant contribution to the interferometric phase difference (4.23)
is not cancelled out by the ‘mode invisibility’ technique unlike the case for the atomic
transition probability.
Analysis
In the next section, we will characterize the Bell cat state assuming we are able to measure
the interferometric phase difference (4.23). Specifically we will investigate the behaviour
of the Bell cat state by carefully studying the interferometric phase difference within the
coupling range 10−2 ≤ λq/λp ≤ 5. The coupling strength λ for the microwave to the
optical regime lies in the range (10−6 − 10−4)Ω as is typical in quantum optical settings
[59]. To consider a particular case, we present results for an optical microcavity of length
L ∼ 1 µm. We will consider the detector’s (atomic) gap Ω to be resonant with a lower
even harmonic of the cavity κ = 2. In the relevant cavity mode, there is an unknown Bell
cat state whose entanglement as well as the physical properties of the component states
(cat state and qubit) we want to determine.
We consider additionally another cavity prepared with a reference field state (for sim-
plicity we assume the vacuum state) and set up an atomic interferometer as shown in
FIG. 4.1. We need first to make sure that, as claimed, the approximation (4.17) holds
when we send the atom with a given constant speed v = 1013 m/s through the cavity
due to the mode invisibility effect. We find that the transition probability – even for a
relatively strong coupling λp = 10
−4Ωp – remains below 10
−20 for the detection parameters
θ = π
2
= −φ, |β| = |α| = 0.1, and x0 = L4 . This is consistent with our perturbative ap-
proach and the assumption (4.17). Hence for realistic values of the parameters the ‘mode
invisibility’ technique is rather effective: the atom will not significantly modify the state
of the field while flying through it.
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To realistically obtain the atomic interference pattern (4.15) (from which the experi-
mental value of probe-qubit phase is determined), a sequence of repeated measurements
must be made by sending N probe qubits into the cavity one by one [94]. In a QND
experiment, dissipation due to cavity losses and atom decay must be negligible during
such repeated measurements. Suppose the time it takes to perform a single experiment
is T = L/v. Then the time NT it takes to carry out the repeated measurement must be
shorter than both the cavity photon loss-time Tloss and entangled-state decay time Tent.
That is NT < Tloss where Tloss = Q/ωc is the ratio of cavity quality factor Q to the resonant
cavity frequency ωc. So we require NTωc < Q. With the parameters we are considering,
T ∼ 10−5 s and ωc ∼ 1011s−1, we obtain NTωc ∼ N106. We notice that for N ∼ 102 (which
should be sufficient to obtain an interference pattern) we need cavities with Q ∼ 109, which
can be achieved with current optical systems [59].
Similarly computation of Tent (which our analysis has neglected), is sensitive to the
relative magnitudes of the cavity photon loss time and the cavity qubit-field coupling. The
latter dominates in the strong coupling regime in which we are working, in which case the
entanglement decay time Tent is the same as the photon loss time Tloss, and so the preceding
bound on N remains valid. A more detailed investigation of the various loss terms is an
interesting subject for future study.
4.2.2 Characterizing the Bell cat state
Our goal in this section is to be able to compare the different dynamical phases acquired by
different states through an atomic interferometry experiment. For that we need to know
that the global phase acquired depends on the parameters of the relevant states studied.
From (4.22) we see that the global phase acquired by the atom crossing a cavity where a
Bell cat state is prepared, is sensitive to (1) the size of the cat state |α− β|, (2) the position
of the qubit entangled to the cat state, and (3) the velocity of the probe flying through
the cavity. If we were able to measure it we could use it to characterize entanglement in
the Bell cat state, of even the component states (the cat state and qubit).
To characterize the entangled state, we consider two scenarios
1. First, we assume we have knowledge of A and B, the degree of qubit-field entangle-
ment. We then go ahead to evaluate the physical features of the composite of the
entangled state.
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2. Second, we assume we have knowledge of the features of the entangled state. We
then want to measure the entanglement between the field and the qubit after the
interaction.
Case 1: Characterizing the physical features of the Bell cat state
Cavity cat size:
Here we characterize the size |α− β| of the cat state entangled to the qubit assuming the
component states are maximally entangled with A = 1/
√
2 = B. In figure 4.2, we plot
∆γ from Eq. (4.23) as a function of |α| while varying |β|. We see that ∆γ monotonically
increases from −π/2 to +π/2 as |α| increases (see Fig 4.2), with the asymptotic value of
π/2 effectively reached once |α| becomes sufficiently large.






























































Figure 4.2: The phase factor ∆γ (defined in (4.23)) as a function of |α|. Here, the qubit-field system
is maximally entangled with A = B = 1/
√
2. Different lines show different values of |β|: |β| = 1(green
dotdashed Line), |β| = 10 (red dotted line), |β| = 15 (Cyan dashed line), |β| = 300(blue solid line). Inset
shows this relation for a small range of |α| parameter. We compared different ratios of λq = rλp: (a) r = 5,
(b) r = 1, and (c) r = 10−2.
For the special case λq  λp, one would expect that the probe-field interaction domi-
nates and the entangled state behaves as if it were a coherent state in the cavity. We indeed
find this to be the case when we compare FIG. 4.2(c) with the behaviour of a coherent state
in a cavity probed by a qubit as considered in [98]. Note that ∆γ is most efficacious as a
diagnostic for the value of |α| when λq ≥ λp, as FIG. 4.2(a) and 4.2(b) demonstrate: for
a broad range of values of |β| a measurement of ∆γ yields information about the value of
|α|. However this becomes increasingly less so once |β| becomes sufficiently large; as shown
in Fig 4.11(a), we see that ∆γ is insensitive to the value of α except near |β| = |α| = 300.
In a narrow region near |β| = |α| = 300, we observe the sudden rise of ∆γ to π/2, after
which we lose information about the state amplitude |α|. This sudden response deviates
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slightly to the left as λq = λp (see FIG. 4.2(b)) until we have a zero response to |α| (Fig
4.2(c)).
Qubit’s position in the cavity:
Here we demonstrate that the mode invisibility technique can be used to obtain information
about the qubit’s position in a cavity. Recall that we assumed that the transition frequency
of the qubit is detuned from the cavity field frequency. The probe’s interaction with
the entangled qubit-field system imparts a phase shift ∆γ to the entangled state. The
magnitude of this phase shift depends also on the qubit’s position x0 relative to the nodes
and antinodes of the cavity modes.



































Figure 4.3: The phase factor ∆γ (defined in (4.23)) as a function of x0– the qubit’s position in the cavity.
Each graph plots different values of |α| = |β| : (a) |α| = |β| = 10, (b) |α| = |β| = 1 and (c) |α| = |β| = 0.3.





2, B = 1/
√
2 (green line), A = 1, B = 0 (cyan line), A = 0, B = 1(blue line). Here we considered
λq = 3λp.
We illustrate the relationship between the interferometric phase difference as a function
of qubit’s position x0 in Fig 4.3. The phase ∆γ oscillates between maximal and minimal
values that depend on the relative magnitude of |α|/|β|. The amplitude of oscillation varies
as the quantum state (4.25) goes from being one of maximal entanglement to a product
state. In the latter situation, for large |α| = |β| (Fig 4.3(a)) the qubit’s position for
A = 0, B = 1 is completely out of phase relative to the case A = 1, B = 0; with equal but
opposite amplitudes they cancel each other. The maximally entangled case A = B = 1√
2
has near-zero amplitude.
The qubit’s position (up to a wavelength) can therefore be determined from the phase,
providing some advantage for preparing the qubit in an entangled state. As |α| = |β|
decreases in value the distinctions between the two possible product states become increas-
ingly pronounced. This asymmetry is due to the distinction between the less rapidly oscil-
lating counter-rotating (A-coefficient) and more rapidly oscillating rotating (B-coefficient)
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vacuum contributions to η2, which dominate for small |α|, |β|. The increase in phase oscil-
liation frequency makes it somewhat more difficult to determine the location of the qubit.
The phase symmetry for large |α|, |β| becomes increasingly less valid, with large changes
in the phase occuring for A = 0, B = 1 corresponding to small changes for A = 1, B = 0
and vice-versa, as shown in Fig 4.3(c).
Detector’s speed:
We now consider the sensitivity of the relative phase (4.23) to the velocity of the probe. For
our choice of probe velocity v = 1013 m/s, we have seen (figure 4.4) how the relative phase
varies with respect to the parameters (|α|, |β|). In figure 4.4 we illustrate the dependence
of the relative phase on v for various values of these parameters and on the coefficients A
and B.




















Figure 4.4: The phase factor ∆γ (defined in (4.23)) as a function of probe velocity v (m/s). Left:
A = B = 1/
√
2; the different lines within each graph illustrate different values of |β| for fixed |α| = 10 :
|β| = 1 (green dot dashed Line), |β| = 10 (red dotted line), |β| = 15 (cyan dashed line), |β| = 300(blue
solid line). Right: |α| = |β| = 10; different lines within each graph illustrate different values of A,B :
A = 1/2, B =
√
3/2 (blue solid line), A = 1/
√
2, B = 1/
√
2 (cyan dahsed line), A = 1, B = 0 (green dot
dashed line), A = 0, B = 1(red dotted line), and we considered the ratio λq = 3λp
We see that for large v that ∆γ is small and so the sensitivity is low. However for
values of v ranging from 100 m/s to 1200 m/s (an appropriate range for experimental
realization [120, 34], there is sufficient sensitivity to yield information about about the
cavity field. Furthermore, the dependence on probe velocity is smooth, a desirable feature
for experimental realization.
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Understanding the qubit’s dynamics :
We close this section by exploring what properties of the state of the cavity qubit can be
obtained using the mode invisibility technique. The reduced density operator for the qubit





= ρgg|g〉〈g|+ ρge|g〉〈e|+ ρeg|e〉〈g|+ ρee|e〉〈e| (4.38)
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Figure 4.5: Population inversion (Green dotdashed line), dipole current (blue solid line)
and dipole moment (red dotted line) as a function of interferometric phase difference ∆γ
for different field amplitudes: (a) |α| = |β| = 10, (b) |α| = |β| = 1 (c) |α| = |β| = 0.1
respectively. Here we considered the ratio λq = λp. With the normalization condition in















































with the diagonal elements satisfying ρee + ρgg = 1 and the off-diagonal elements are in
general complex and satisfy ρeg = ρ
∗
ge. Eq. (4.38) enables us to study some properties
of the qubit. By definition, {I+,κ, I∗−,κ} = I+,κ ◦ I∗−,κ + I∗−,κ ◦ I+,κ and similarly for other
circle products (defined in (4.34)). From these expressions, we can evaluate the properties
(including population inversion, dipole current, dipole moment) of the qubit entangled to
the cat state.
We plot in Fig. 4.5 these functions against the interferometric phase difference ∆γ.
Starting with B = 1 and A = 0, as we increase A gradually we see that the interferometric
phase difference increases as the population inversion decreases, this relationship is seen
for different range of |α|, |β|. In figure 4.5(a), we see that for large values of |α|, |β|, there
is no dependence on the dipole moment and dipole current. The dipole moment (f) is
proportional Re[〈α|β〉] which is vanishing for large values of |α||β|, while the dipole current
is proportional to Im[〈α|β〉], which is vanishing for all values of |α|, |β| since the argument
of the imaginary operator is real. However while we decrease the values of |α|, |β|, although
a response of the dipole current is never seen, we see a dipole moment response attaining
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a maximum at some intermediate positive value of ∆γ. Within this limitation the phase
difference provides a diagnostic of the cavity qubit’s state.
Case 2: Characterizing entanglement in the Bell cat state
In this section, we consider another possibility for probing states of the form in Eq. (4.25):
we assume we have knowledge of the features of the entangled state and we want to measure
the entanglement between the field and the qubit after the interaction.
Although several entanglement measures exist [9, 10, 11, 64, 132], we choose the von





i πi Log πi if πi > 0
0 if πi = 0
(4.39)
where ρq = ρq(t) = TrFP[ρ(t)] =
∑
i πi|i〉〈i| is the qubit’s reduced density operator given





ρgg + ρee ±
√
4ρgeρeg + (ρee − ρgg)2
)
. (4.40)
Fixing the qubit at x0 = L/4, we consider the values θ = π/2 = −φ. We plot the resultant
von Neumann entropy S(ρq) as a function of ∆γ for three distinct ratios of the couplings:
λq = rλp with r = 10
−2, 5, and 1 in FIG 4.6, 4.7 and 4.8 respectively. We find that
∆γ provides an excellent measure of the entropy over a broad range of |α| and |β| for all
coupling ratios λq
λp
explored. However for small λq/λp, the range of ∆γ becomes increasingly
narrow as |α|/|β| → 1, becoming very sharply peaked in this limit.
We find that the maxima of S(ρq) are less than unity for small values of |α|, |β| ≤ 1.
Setting |α| = |β|, we find that these maxima approach unity as |α| → 1 (see the green curves
in FIG 4.6(c), 4.7(c) and 4.8(c)), with little change for larger values of |α|. Alternatively
if we fix |α|, the maxima increase with increasing |β| until attaining S(ρq) = 1 (within our
limits of numerical precision) after which they gradually decrease.
In summary, the von Neumann entropy for the reduced qubit state (which is equal to
the von Neumann entropy for the cavity cat state) increases with an increase in the cavity
cat amplitudes |α| and |β|. This provides us with a tool for measuring the entropy of a
quantum system after interaction, a question of common interest [93]. Since the mode
invisibility process does not significantly affect the entanglement between the cavity qubit
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and the field, we infer that ∆γ is providing a measure of the constant entropy between
them.







































Figure 4.6: von Neumann entropy as a function of ∆γ for different |α|; (a) |α| = 30 (b) |α| = 10 (c)
|α| = 1. Here λq = 10−2λp. Different curves show different values of |β|: |β| = 1 (green dotdashed line),
|β| = 10 (red dotted line), |β| = 15 (cyan dashed line), |β| = 30 (blue solid line).







































Figure 4.7: von Neumann entropy as a function of ∆γ for different |α|; (a) |α| = 30 (b) |α| = 10 (c)
|α| = 1. Here λq = 5λp. Different curves reveal different values of |β|: |β| = 1 (green dotdashed line),
|β| = 10 (red dotted line), |β| = 15 (cyan dashed line), |β| = 30 (blue solid line).







































Figure 4.8: von Neumann entropy as a function of ∆γ for different |α|; (a) |α| = 30 (b) |α| = 10 (c)
|α| = 1. Here λq = λp. Different curves reveal different values of |β|: |β| = 1 (green dotdashed line),
|β| = 10 (red dotted line), |β| = 15 (cyan dashed line), |β| = 30 (blue solid line).
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4.2.3 Phase resolution and visibility
Phase Resolution
For any given setting, the atom interferometer can resolve the values of the parameters
only to a certain level of precision. The magnitude of the resolution of the interferometric
experiment conditions our ability to distinguish the phase acquired by the state having
amplitude |α + δα| from another of amplitude |α|. Knowing that typical resolutions in
atomic interferometry are of the order of fractions of milliradians [59]. The phase resolution
of the interferometric setting is
Rδα(α) = |γα+δα − γα| (4.41)
and by fixing a value for |β|, Eq. (4.41) defines our ability to distinguish the phase acquired
by the state having amplitude |α + δα| from another of amplitude |α|.












































































Figure 4.9: The phase resolution Rδα(α) as a function of |α| for different ratios λq = rλp, (a) r = 5,
(b) r = 1 and (c) r = 10−2. In this case, the qubit is fixed at x0 = L/4 and we use the values θ = π/2,
φ = −π/2, |β| = 20 and different values of δα: δα = 1 (green dotdashed line), δα = 2 (red dotted line),
δα = 3 (cyan dashed line), δα = 4 (blue solid line).
We illustrate in figure 4.9 the phase resolution for a fixed value of |β| = 20. We see
that we have enough resolution for an interferometric experiment, provided |α| is not too
large, with the best discrimination over the broadest range of |α| occurring for λq = λp.
Interferometric visibility
The last point we need to analyze is how good the visibility of the interferometric pattern
will be, taking into account that we would have second order effects taking us out of the
ground state. They are guaranteed to be small due to their second order nature, but they
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would impact the visibility of the fringes. As discussed in section 4.1.2, γ1 is a complex
number due to contributions from terms orthogonal to our initial chosen quantum state.
This yields an observable loss in the visibility, where
|〈Ψ(T )|Ψ(0)〉|2 = exp[−2=[γ1]] (4.42)
defines the visibility, with |Ψ(T )〉 the final quantum state at time T . This provides a
measure of how non-destructive the probe is. We present in figure 4.10 the visibility factor
as a function of |α| for different regimes of λq and λp.






























































Figure 4.10: Visibility Exp[=[η]] as a function of |α| . The qubit is fixed at x0 = L/4 and we use the
values θ = π/2, φ = −π/2 and different values of |β|: |β| = 1 (green dotdashed line),|β| = 10 (red dotted
line), |β| = 15 (cyan dashed line),|β| = 300 (blue solid line). We see a peak for the case λq = 5λp. This
occurs at point |α| = |β|. This peak gradually shifts from this position as λq becomes smaller compared
to λp until it dies out.
For small values of |β| visibility remains largest over the broadest range of |α| for
λq = λp; |α| < 100 yields non-destructive measurement capacity for the probe at better
than 99%. There is not much decline in visibility over the same range of |α| as λq decreases.
However as λq increases, visibility gets notably weaker over increasingly small ranges of |α|.
However we also see an interesting trend as |β| increases: for a given value of |β| visibility
peaks, with the location of the peak occurring approximately at |α| = |β|. At this point,
we say the two coherent states |α〉, |β〉 coincide.
4.2.4 Conclusion
We have demonstrated the utility of the mode-invisibility measurement technique [97] for
probiing an entangled generalized qubit/cat state in a cavity mode in a non-destruct way.
For realistic physical parameters, and provided that the amplitude of the cavity field is
not too large, the technique provides a good measure for the state, especially in the regime
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where λq ≈ λp. However it breaks down once |α| is sufficiently large, which is where ∆γ
reaches its asymptotic value of π/2. This is confirmed by means of the visibility, where
we get up to 99% non-demolition probe of the state for values of |α| close to |β|. In
regimes where the mode-invisibility technique works, the interferometric phase resolution
is sufficient to perform the experiment.
4.3 Taming an Optical Schrödinger’s cat– quantum
non-demolition approach
In this section, we consider the effect of a squeeze operator on the superposition of coherent
states. Specifically, we study the squeezed superposition of coherent states (SSCS) written
as








Here Sκ(ζ) = e
1/2(ζ∗a2−ζa†2) is a squeeze operator with squeeze parameter ζ = reiδ, squeezing
amplitude r and phase δ. We are interested in the squeezed even, odd and Yuker-Stoler
cat states respectively which is given according to the phase factor ψ; with ψ = 0, π and
π/2 respectively.
As with the setup 4.1, in cavity C1 the relevant field is the SSCS. An atom initially in
the ground state is used as a probe for this field. Thus the the combined atom-field state
before interaction can be written as




where we have assumed that the SSCS is confined in the cavity mode κ and the rest of the
modes γ are empty (approximately the vacuum field mode). During interaction, the joint
system undergoes an evolution governed by the Unruh-De-Witt interaction Hamiltonian
Eq. (3.155)
ĤI = λpµ̂p(t)φ̂[xp(t)] (4.45)
so that the state of the combined atom-field system after interaction time T is given as
|Φψ(T )〉 = U(T, 0)|Φψ(0)〉.
Following the same analysis as in 4.2, we hope to measure the SSCS in a nondestructive
way. To see how this works, we calculated the detector’s excitation transition probability




According to (4.17), we obtained the probe’s excitation transition probability to first order










2 r + nψ(0)(cosh
2 r + sinh2 r)− 2|α|2 cos(δ − 2θ) cosh r sinh r (4.47)




1 + e−2|α|2 cosψ
)
(4.48)
is the mean photon number in a cat state (with no squeezing). Again, we have applied
the mode invisibility scheme to eliminate the resonant terms (|I−,j|), which is the highest
contribution to this transition probability.
Interferometric phase difference
The interferometric phase difference was evaluated according to equation (4.23). In cavity
C1 with the superposition of coherent states, we have the phase [89]





I∗+,β ◦ I+,β + nψ(r) I∗+,κ ◦ I+,κ
)}
, (4.49)
where I−,κ ◦ I−,κ is given as in (3.162). Similarly in cavity C2 with the EM vacuum field,
the phase acquired is








Therefore, we can evaluate the interferometric phase difference (4.23) in the atom interfer-
ometer after the detector-cavity field interaction.
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4.3.2 Characterizing the squeezed superposition of coherent states
From (4.49) we see that the global phase acquired by the atom crossing a cavity where a
SSCS is prepared, is sensitive to (1) the parameter |α|, (2) the squeezing parameter r, and
(3) the angles θ and δ. This means that If we were able to measure (4.23), we could use
it to characterize a superposition of coherent state or a squeezed superposition of coherent
state. We now see how this works.
Analysis
In addition to the parameters discussed in 4.2.1, we consider the field parameters (|α| =
0.5, r = 0.5, δ = π, θ = π
2
) for our analysis and we set the detector’s speed v = 1000m/s
through the cavity. Using these parameters, we find the detector’s transition probability to
be ≈ 10−21, a value which is approximately zero. Our ability to manipulate and control the
detector’s motion through the cavity such that its transition probability is approximately
zero again indicates that we have a measurement scheme where the atom-field interaction
does not significantly perturb the cavity field. Our next goal is to see how the parameters
can be obtained assuming a measurement of the interferometric phase difference.
Amplitude of the cat state
The amplitude of the cat states is defined by the parameter |α|.




























Figure 4.11: Plot of the relative phase difference ∆γ vs |α| in the absence of squeezing (a)
and modest squeezing ζ = |1| (b) for the various cat states: even (blue dashed line), odd
(red dot line), and Yuker-Stoler (green solid line) cat states respectively with θ = π/2.
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In Fig. 4.11 we plot the interferometric phase difference ∆γ as a function of |α|.
Squeezing enhances our ability to distinguish between the three cat states, as the curves
are well separated from one another (see Fig 4.11(a)). In the range of |α| = [1, 1.8], ∆γ is a
strictly decreasing function for the odd cat state (red dotted line), and a strictly increasing
function for even cat state (blue dashed line). This at least distinguishes between the odd
and even cat states. For the Yuker-Stoller cat state, ∆γ is a linear function in |α|. Hence
an experimentalist can verify through the mode-invisibility technique that the state has
macroscopically distinguishable components without significantly destroying the states.
Phase of complex amplitude
We see from (4.49) that the interferometric phase difference ∆γ is a sensitive function of




































Figure 4.12: Plot of the relative phase difference ∆γ vs the parameter θ against |α| = 0.5
(a) and |α| = 1.5 (b) for the different cat states: even (blue dashed line), odd (red dotted
line), and Yuker-Stoler (green solid line) cat states respectively with ζ = |1|.
We illustrate in. Fig. 4.12 the relationship between ∆γ and θ. For 0.5 ≤ |α| ≤ 2, we
see distinct oscillatory behaviour for each of the three cat states. However this behaviour
is damped by the second term in (4.47) resulting from the mean photon number in the
cat states. Choosing θ = π
n
where n is an integer, yields the best result. This offers a
possibility of distinguishing between a squeezed cat state and a cat state.
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Squeeze parameter detection
We also show in fig. 4.13 the interferometric phase differences ∆γ as a function of r and
δ, the amplitude and phase of the squeeze operator respectively. The three different cat
states are distinguishable only from r ≈ 1 corresponding to 10Log10(e2r) & 9dB; a value
which is reachable with present technology [131]. This distinction is also dependent on
the coherent state amplitude |α| and phase θ. We require that |α| < 2 and θ = π
n
with n
being an integer to achieve a good distinguishability of the cat states. We comment here






























Figure 4.13: Plot of the relative phase difference ∆γ vs |α|2 in the absence of squeezing (a)
and modest squeezing ζ = |1| (b) for the various cat states: even (blue dashed line), odd
(red dot line), and Yuker-Stoler (green solid line) cat states respectively with θ = π/2.
that the maximum effect of squeezing is felt when δ = π, where the three cat states have a
minimum.To conclude, we have shown that distinguishing the even, odd and Yuker-Stoller
cat states is best achieved with small amplitudes of the constituent coherent states in the
presence of squeezing resulting from the term 2CrSr|α|2 cos(δ − 2θ).
We will now discuss a detection of some non-classical properties of the cat states that
can be used to distinguish the three states.
4.3.3 Measuring the photon statistics
The resultant relative phase shift ∆γ obtainable from each cat state dependent on the
intensities of light in the state marks an important signature that experimentalists can
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measure and use to describe the characteristic features of these cat states. Here we discuss
the dependence of the interferometric phase and show that the measurement does not alter
the quantum properties of the cat states.
Photon number distribution
Superpositions of coherent states can be distinguished from a statistical mixture of coherent
states by looking at the photon number distribution as discussed in 3.3.2. Fig. 4.14 shows
the relationship between the photon number distribution and the interferometric phase
difference when we vary the amplitude of the three cat states. In Fig 4.14(a), the photon
number is constant at n = 4, we see here that the photon number distribution for the odd
cat state is vanishing (for an even photon number) as expected.


































Figure 4.14: With the coherent amplitude varied, this is the photon number distribution
function plotted as a function of the relative phase difference ∆γ for our cat states a) when
n = 4 and (b) n = 5. The red dotted line, blue dashed line and green solid lies represent
the odd, even and Yuker-Stoller cat states respectively.
In Fig. 4.14(b), the photon number is fixed at n = 5 and we see the distribution
vanishing for the even cat state. Summarizing, we find that our measurement scheme
yields useful information about the photon number probability distribution for the cat
states, thereby offering a possibility for distinguishing between them.
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Mandel Q parameter
Another nonclassical effect that describes a superposition of coherent states is the Man-
del Q parameter 3.3.2. We illustrate the relationship between the Q-parameter and the
interferometric phase difference for the different cat states in Fig. 4.15. Indeed the fig-
ure reveals the Mandel Q properties for the different cat states. We observe that ∆γ is
strictly decreasing, increasing, and constant for the even, odd and Yuker-Stoler cat states
respectively.












Figure 4.15: Plot of the relative phase difference ∆γ vs the Mandel Q parameter with
varying coherent amplitude for the different cat states: odd (red dotted line), even (blue
dashed line) and Yuker Stoler (green solid line) cat states respectively.
Quadrature Amplitude
The last nonclassical property we will consider is quadrature squeezing 3.3.2
Figure 4.16 shows the relationship between the interferometric phase difference and the
quadrature amplitudes. We observe the deep in the X amplitude relation for the even and
Yuker-Stoler cat states corresponding to the X-squeezing in such states. We note that for
|α| ≥ 2, the three cat states have effectively indistinguishable quadrature amplitudes.
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Figure 4.16: Plot of the relative phase difference ∆γ vs 〈(∆X2)〉 (a) and 〈(∆P 2)〉 (b) with
varying coherent amplitude for the different cat states: odd (red dotted line), even (blue
dashed line) and Yuker Stoler (green solid line) cat states respectively.
4.3.4 Conclusion







































Figure 4.17: Plot of the relative phase difference ∆γ vs the mean photon number for the different cat
states: odd (red dotted line), even (blue dashed line) and Yuker Stoller (green solid line) respectively.
Each figure shows the different cases for no squeezing (left figure (a)) and with ζ = 1% squeeing present
(right figure (b)). Inset shows the variation or smaller range of |α|.
We have shown that the mode-invisibility technique provides (at least in principle) a good
measurement scheme for observing the quantum nature of a superposition of coherent
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states. We demonstrated this explicitly for the even, odd, and Yuker-Stoller cat states
respectively. For small values of the magnitude |α| of the coherent state parameter, we
find it straightforward to distinguish these states. The distinguishability of the three cat
states is enhanced by squeezing. Interestingly is the fact that oscillations are present in
the interferometric phase difference only when squeezing is introduced and absent without
squeezing. Therefore our method also offers a scheme to distinguish between cat states
and squeezed cat states.
To summarize, in contrast to the several ways in which the nonclassical properties of
coherent states have been investigated, our method provides a measure for studying the
behaviour of a superposed cat state, most importantly distinguishing between them in a
non-destructive way. We comment that there are limitations to our ability to distinguish
the three states. One of which is visible when |α| ≥ 2. Exploring ways to better distinguish
the three states using the mode invisibility technique are for future studies. Of course the
natural question is how to realize this mode-invisibility technique in the laboratory and









The subject of this part of the thesis is quantum thermodynamics for fermionic systems.
Generally, it is known that fermions are restricted by their property that no two particles of
the same type can be in the same state. This property owing to the Pauli exclusion principle
restricts the N fermionic system to 2N dimensional Hilbert space unlike bosons with iniinite
dimensional Hilbert space. As a result, this properties has many consequences in the use of
fermions and bosons for quantum information processing and quantum thermodynamics.
We investigate the problem of work extraction from non-interacting fermionic systems and
the dynamics of open fermionic systems. Where we note that the case for bosonic systems
have been explored [22, 58].
One of the task in quantum thermodynamics that have attracted the interest of re-
searchers in the field of quantum information processing is the task of work extraction
from quantum systems. Here we ask if a process that performs work on a quantum system
can be thought of as a useful resource [17, 127]. Ideally, work is said to be done if the
average energy of a system is lowered by reversible cyclic processes acting on the system.
From the so called passive states [106] no work can be extracted if only a single copy of
the system is available. That is, given a system S that is described by a density operator
ρ and Hamiltonian H. The state ρ is called passive if [126, 76, 106, 101]
Tr[ρH] ≤ Tr[σH] (5.1)
Intuitively, given only a single copy, the average energy Tr[ρH] of the passive state cannot
be reduced via general unitary transformation U acting on the system; σ = UρU † is
the transformed density state. However most passive states may have extractable work
that can only be accessed given multiple copies of the system and a global (entangling
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) unitary operation. Quantum States from which no work can be extracted unitarily,
irrespective of the number of available copies are called completely passive, an example
is the thermal Gibb’s state [106]. Since thermal states are the only completely passive
states, any resource state for a unitary work extraction (cyclic engine) must be out of
thermal equilibrium. In the bosonic setting, constructing a heat engine (which is arguably
the simplest out-of-equilibrium resource) requires access to two thermal baths at different
temperatures. However, in the fermionic setting, we will show later that constructing a
heat engine requires access to at least three thermal baths at different temperatures.
On the other hand, while work can be extracted from non-passive states using gen-
eral unitary transformations, realizing these unitary transformations may be difficult in
practice. For example, the global unitaries required to extract work from passive but not
completely passive states are not feasible. This motivates the notion of Gaussian passivity
[22] where we concern our selves to work extraction via Gaussian transformations that are
practically realizable. Just like the definition of passive states, Gaussian passive states are
states from which no work can be extracted via Gaussian operations acting on the system.
The characteristics of Gaussian passive state are discussed using the tools of Gaussian
quantum mechanics (GQM) [135, 41].
The theoretical concepts of GQM includes gaussian states and Gaussian transforma-
tions (those that take Gaussian states to Gaussian states). Gaussian states and transfor-
mations have simple mathematical structure and can be easily produced in the laboratory
compared to any general unitary transformation. As a result, GQM has been applied
in areas including quantum information processing [135, 46, 57, 77], quantum comput-
ing [41, 20, 18, 19, 69, 61], quantum entanglement [14, 15, 45, 110], thermodynamics
[54, 99, 133, 38] and quantum thermodynamics [22, 96, 28].
Again, GQM provides us with a powerful tool in simplifying the description of open
quantum systems. In this regard, we will also employ the tools of fermionic GQM to
investigate the dynamics of an open fermionic system. By open quantum system, we mean
a system that is in constant interaction with its environment. Such interaction influences
the dynamics of the relevant system. Because it is almost impossible to isolate a system
of interest from its surrounding, hence it is important to consider the influence of the
environment when we study the dynamical evolution of a physical system [103, 102, 30,
67, 111]. However tracking the dynamical evolution of the full system+environment either
theoretically or experimentally, becomes almost impossible. Several approaches have been
presented to study the dynamics of an open quantum system each depending on the specific
quantum system in question and the demand thereof.
By applying the tools from fermionic GQM, a classification scheme for the generators
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of open fermionic Gaussian dynamics was introduced [95] and the corresponding dynamics
were simultaneously partitioned along the following four lines: 1) unitary vs. non-unitary,
2) active vs. passive, 3) state-dependent vs. state-independent, and 4) single-mode vs.
multi-mode. It was observed that only nine of these sixteen types of dynamics are pos-
sible. This is in contrast to the bosonic case [58] where eleven dynamics are possible.
This difference is attributed to the structure of fermionic systems which is generally more
restricted due to Pauli exclusion principle as compared to bosonic systems with infinite
dimensions.
Using the partitions, the consequences of imposing complete positivity on fermionic
Gaussian dynamics was discussed. In particular, I show that completely positive dynamics
must be either unitary (and so can be implemented without a quantized environment)
or active (and so must involve particle exchange with an environment). The discussion
employs Gaussian quantum mechanics (GQM) and the covariance-matrix (CM) formalism,
which allows to characterize the generators of the dynamics in terms of their action on the
CM by two matrices. These are then decomposed into parts corresponding to the different
dichotomies.
5.1 The fermionic system
In this section we describe the structure of the fermionic system and the corresponding
properties. To begin, the fermionic modes by N canonical modes κ.
5.1.1 Hilbert space
The Hilbert space H =
⊗N
κ=1Hκ (with dimension 2N) of a fermionic system is spanned by
the basis |nκ = 0〉 and |nκ = 1〉 known as the Fock or number state basis.
Since fermions have half-integer spin and obey the Pauli exclusion principle, it follows
that fermionic excitations behave nontrivially when rotated by 2π (denoted R2π) around
any axis. For example a single fermionic system in Fock basis,
|1〉 R2π−−→ −|1〉, |0〉 R2π−−→ |0〉,
and for two fermionic systems in Fock basis,
|01〉 R2π−−→ −|01〉, |11〉 R2π−−→ (−1)2|11〉,
95
Specifically the fermionic excited state picks up a sign change under R2π relative to its
unexcited state. Note that the effect that R̂2π has on elements of the Fock basis is to flip
their sign if the total number of excitations is odd. We may therefore refer to R̂2π here as
just the parity operator, P̂ .
5.1.2 Physical states of a fermionic system
Since a rotation by 2π should not change the state of a quantum system, we can identify
physical states as those whose state vector only changes by a global phase when acted on
by R̂2π = P̂ , that is
P̂ |ψ〉 = eiθ|ψ〉. (5.2)
The fermionic algebra (to be discussed later) together with the Pauli exclusion principle set
limits on permissible quantum states in the fermionic settings. In this regard, all admissible
quantum states are referred to as physical states. It is our aim in this section to describe
what conditions a quantum state must satisfy for it to be regarded as a the fermionic
physical states
To begin, we recall in quantum mechanics that a state |ψ〉 of a quantum system is
described mathematically by a complex valued probability amplitude known as wave func-
tion. The probability amplitude α is a complex number characterized by phase and an
amplitude. Now If |ψ〉 is a state vector of the system, we consider two quantum states |ψ〉
and |φ〉 = eiθ|ψ〉, by definition |φ〉 is also a state vector of the system, where eiθ is a global
phase factor which shows up in interference experiments. Equivalently, the two states
|Ψ〉 = α|ψ〉+ β|φ〉, and (5.3)
|Φ〉 = eiθ(α|ψ〉+ β|φ〉) (5.4)
would also describe the same state where eiθ is a global phase factor. However with
|χ〉 = |ψ〉+ eiθ|φ〉, (5.5)
we may say |Ψ〉 and |χ〉 do not correspond to the same quantum state. As such, certain
superpositions of fermionic excitations are unphysical [3]. For instance the state, |0〉+ |1〉,
is unphysical because
P̂ (|0〉+ |1〉) = |0〉 − |1〉 6= eiθ(|0〉+ |1〉), (5.6)
whereas |00〉+ |11〉 and |01〉+ |10〉 are physical states. Generally, pure states are physical
if they are either superpositions of states with an odd number of excitations, or of states
with an even number of excitations.
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5.1.3 The fermionic algebra
Creation and annihilation operators
The fermionic system is characterized by the creation â† and annihilation â operators which
satisfy the Fermi-Dirac canonical anti-commutation relations (CAR):
{âi, â†j} = δij1 (5.7)
{ai, aj} = {a†i , a
†
j} = 0. (5.8)
where i and j are mode indices indicating different fermionic modes. Here, 1 is the identity
operator, δij is Kronecker delta and {X, Y } = XY + Y X is the anti-commutation symbol
respectively.
Eq. (5.8) implies that aa = a†a† = 0, that is each mode may have at most one excitation
(a manifestation of Pauli exclusion principle).
Fermionic Fock space
We can create and annihilate particles in the fermionic Fock space using the operators â†j
and âj respectively. We define the fermionic Fock space as
|n1, n2, · · ·〉 = (a†1)n1(a
†
2)
n2 · · · (a†N)
nN |0〉. (5.9)
For single fermion modes, the action of the a and a† operators on the fermionic Fock basis
is given by
â|0〉 = 0, a†|0〉 = |1〉 (5.10)
a|1〉 = |0〉, a†|1〉 = 0. (5.11)
Now consider the case for N fermionic system. The total occupation number is given as
N =
∑





HN = H0 ⊕H1 ⊕H2 ⊕H3 ⊕ · · · (5.12)
TheH0 block here spans a the vacuum state |0〉 while theH1 block spans the single particle
state |1〉. Following the convention in Eq. (5.9), we may represent |1〉 = a†|0〉. Similarly,





with j 6= k, where states such as |2, 0〉 with doubly occupied modes are not allowed. Note
that in Eq. (5.13) exchanging j and k results in the same physical state but with an
opposite sign (because a†j and a
†







j|0〉 = −|1k1j〉 (5.14)
similarly for three different modes, the H3 block spans states





etc. In all cases, the order of the modes j, k, l, · · · does not matter physically but affects the
overall sign of the state. Therefore together with the superselection rule that superposition
of fermionic state with odd fermion number is unphysical, it is important to also consider
the issue of the antisymmetric wave function of fermionic system and always adopt the
convention (5.9) when writing product state of fermionic modes.
Free Hamiltonian





where Ej is the j
th mode’s excitation energy and n̂j = â
†
j âj is the number operator for the
jth mode.
Majorana operators
The fermionic creation and annihilation operators defined above are non-hermitian, that is
a†j 6= aj, however from these operators, we can construct a set of 2N dimensional Hermitian






j) and c2j =
i√
2
(aj − a†j) (5.17)
These are the Majorana operators, they are analogous to the canonical momentum and
position operators for bosonic modes. They have the following properties
• they are Hermitian c†j = cj,
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• from the CAR algebra (5.8), it follows that they satisfy the anticommutation relation
{ck, cl} = δkl1 (5.18)
This relation is known as the Clifford algebra (C-algebra)
• the square of the Majorana operator is 1/2, a consequence of the C-algebra




Even and odd fermionic operators
Let us denote the Clifford algebra generated by the set {cm} as C2N . An arbitrary operator
A ∈ C2N can be written as a polynomial in the Majorana operators. A ∈ C2N is said to be
even (odd) if it contains only even (odd) powers of the generator ĉ [15].













So that the CAR reduces to
{xi, xj} = δij1̂ (5.21)
5.1.4 The fermionic quadratic Hamiltonians





















where j and k label the field modes. The Hermicity and canonical anticommutation rela-
tions of H requires that A is Hermitian and B is antisymmetric. Our goal is to discuss the
physical processes that may arise from such a quadratic Hamiltonian. To go about this, we
have grouped the Hamiltonian into two parts: the number conserving case and the number
non conserving case, respectively. This grouping will be particularly important when we
want to discuss the quantum evolutions generated by quadratic Hamiltonian.
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Number-conserving quadratic Hamiltonians




lal. Now we say a Hamiltonian operator
is number conserving if it commutes with the total number operator, that is [N̂ , Ĥ] =







We can deduce two cases from the Hamiltonian. First with j = k, we have Hnc =∑
j Ajja
†
jaj. Physically, the Hamiltonian generates the free evolution of the field modes,





(c2j−1 + ic2j), aj =
1√
2









c2j−1c2j−1 − i c2j−1 c2j + ic2jc2j−1 + c2jc2j
)
Which considering the Majorana basis x = (c2j−1, cj)





































where we note that c2j = 1/2, and σ2 is the Pauli matrix. Note that the term proportional
to 1 can be removed by adding an energy offset (that is -
∑
j Ajj) to the general Hamiltonian
(5.22).
Also, a second class of the number conserving quadratic Hamiltonian can be generated






Such a Hamiltonian, which also preserves the total fermionic number, is associated with
processes that describe the linear interaction between two field modes. An example is a
beam splitter. In terms of the Majorana operators, we obtain





(A ± AT ) denotes the symmetric/antisymmetric part of the matrix A, and
for A = Ajk we have A





































Thus we have a general form of the number conserving quadratic Hamiltonian
Hnc = x
THncx (5.28)
where Hnc = A⊗ σ2 is a Hermitian matrix with real entries.
Number nonconserving quadratic Hamiltonians
As the name implies, a number nonconserving Hamiltonian does not preserve the total
























In the last equality, we applied the anticommutation relation (5.18). This Hamiltonian
is applicable to “pairing” theory in fermionic systems where we observe conservation of
parity but violation of the number operator conservation. We note in writing out the
Hamiltonian explicitly, we neglect terms with j = k, since a†2 = a2 = 0 for fermionic modes.
The Hamiltonian describes physical processes in Fermi systems such as superconductivity,













c2j−1c2k−1 − ic2j−1c2k − ic2jc2k−1 − c2jc2k
]
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and using the fact that B is antisymmetric (Bkj = −Bjk), we collect like terms in the






)( B −B∗ i(B +B∗)

















the off–diagonal terms vanish and we have a general form of the antisymmetric part of the
quadratic Hamiltonian given as
Hnnc = x






To summarize this section, we have a general form of the quadratic Hamiltonian in the













0 B − A
−(B − A) 0
)
(5.33)
is a real antisymmetric matrix.
5.1.5 Standard form of the quadratic Hamiltonian
We turn to the theory that any real antisymmetric matrix such as H in the quadratic
Hamiltonian (5.32) can be brought to a standard form by an orthogonal transformation,








with βj ≥ 0 and ±λj are the Williamson eigenvalues [15] of the Hermitian matrix iH.
We can use this representation to express the quadratic Hamiltonian in the standard
form. To see how this works, consider the inverse transformation H = OT H̃O and define
a new set of transformed Majorana operators x̃ = Ox. Recall Eqn. (5.20), thus the








































c̃2j c̃2j−1 − c̃2j−1c̃2j
)







lOklcl are new Majorana operators.
In the next section, we will discuss an important subclass of states known as fermionic
Gaussian states. These states, which can be written as an exponential in quadratic form
in the fermion Majorana operators, appear as ground and thermal states of the quadratic
Hamiltonian.
5.2 Fermionic Gaussian states
Now that we have reviewed the basic structure and algebra of the fermionic system, we
will discuss the Fermionic Gaussian state (FGS). This is a very important quantum state
that is at the heart of quantum information processing.
Gaussian states have trivial mathematical structure, and it is common with current
technology to produce Gaussian states in the laboratory. We present the general proper-
ties of the FGS and their corresponding mathematical algebra. Despite their simplicity,
Gaussian states are useful for quantum information processing tasks such as entanglement
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distillation, or metrology, probabilistic teleportation. Later in this thesis, we will focus on
the application of Gaussian states to quantum information linked to quantum thermody-
namics.
5.2.1 Basic notation and definition
Consider the system of n fermions in the canonical ensemble. The density matrix of the





where Z = Tr(e−βH) is the normalization factor also known as the partition function which
can be obtained by ensuring the condition tr(ρ) = 1 [93]. H is the system’s Hamiltonian
and β the inverse temperature. For systems described by Hamiltonians that are quadratic












where we have enclosed the inverse temperature β in the definition of the real antisymmetric
matrix H. A fermionic system of j = 1, · · · , N fermionic modes and whose quantum state
is described by the density matrix ρ in (5.36) is called a Fermionic Gaussian system.
Standard form of the fermionic Gaussian state
We recall as discussed in 5.1.5 that the real antisymmetric matrix H that characterizes
the quadratic Hamiltonian (5.36) can be brought to a diagonal form H̃ = OHOT by
an orthogonal transformation O. This allowed us to write the quadratic Hamiltonian in
standard form (5.34). We can equally write the fermionic Gaussian state in the standard












































For example consider the case j = 1. We have (c̃2j−1c̃2j) = c̃1c̃2 = i(ã + ã
†)(ã − ã†)/2 =
i(2ã†ã− 1)/2. Consequently
(ic̃2j−1c̃2j)





















where we have recalled that for fermionic operators ãã = 0 = ã†ã†. Thus expanding the































































2 〈0| ã†ã|0〉+ 2 〈1| ã†ã|1〉 − 〈0| 0〉 − 〈1| 1〉
)
= 0
We have taken note from (5.18) that c̃2j−1c̃2j = 2ã
†
























where we have taken note that tanh(A) = sinh(A)/ cosh(A).
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5.2.2 Statistical properties
The statistical properties including the first and second moments of a quantum state give
information about the state. In this section, we give the definition of the statistical prop-
erties of FGS and see how they interpret the properties of the state.
First moment
The first moment of a FGS ρ known as the displacement vector is defined by:
〈cj〉 = Tr(cjρ), (5.41)
which vanishes for physical fermionic states (that is the even FGS (5.40) ) but not for
odd FGS. By odd FGS, we mean FGS that are characterized by terms linear in Majorana
operators. Our focus is on even FGS, so we consider that the first moment is vanishing.
Second moment
The second moment is referred to as the covariance matrix (CM). The CM for FGS which
we denote as Γ, is a real and anti-symmetric 2N × 2N matrix whose elements in terms of




Tr[ρ(ckcl − clck)] =
{
iTr[ρ(ckcl)], for k 6= l
0, for k = l
(5.42)
that they are completely characterized by only the second moment Γkl [20, 15].
Complete positivity condition
The Pauli exclusion principle together with the anticommutation relation among the fermionic
operators impose a constraint on the CM of fermionic systems. A covariance matrix Γ cor-
responds to that of a physical state if and only if it obeys the positivity condition
iΓ ≤ 12N or equivalently ΓΓᵀ ≤ 12N , (5.43)
where 12N is the 2N dimensional identity matrix. This condition translates to Γ
2 = −1
for pure states. We now comment that the state of an even FGS is completely described
by its CM [19, 20].
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5.2.3 Characterizing the fermionic Gaussian states
In the previous section, we stated that an FGS is completely characterized by its CM so
that all our analysis about a quantum state is based on CM formalism. In this section,
by considering a one-mode system and two-mode systems respectively, we want to look at
some of these characteristics we can describe.
Single mode Gaussian states
















Since Γsm is real-valued and antisymmetric by definition its elements are given as Γ11 =
0 = Γ22 and Γ12 = −Γ21 = ν for some real parameter ν. Thus






and the positivity condition (5.43) on Γsm implies the inequality relation
12 − iνΩ ≥ 0. (5.47)
that is, 12 − iνΩ has nonnegative eigenvalues which restricts ν to the range of values
−1 ≤ ν ≤ 1 . (5.48)
Let us now describe some properties of the single-mode FGS in terms of the CM
1. Expectation value of the number operator: The number operator n̂ = â†â for the
single mode counts the number of quanta in the mode. Its expectation value in
terms of the CM can be calculated
























Since (5.48) holds for ν, thus the allowed values for number of quanta in the single
mode of a fermionic state is in the range 0 ≤ 〈n̂1〉 ≤ 1, a consequence of the Pauli
exclusion principle.
2. Average energy of single mode: The average energy of a system in state ρ with
Hamiltonian H is given by the expectation value of the systems’ Hamiltonian, E =
〈H〉 = Tr[ρH]. Now for a single fermionic mode with the quadratic Hamiltonian





















































c21 − i[c1, c2] + c22
)]
(5.53)










as expected. This is the average energy for a single mode of the state with frequency
ω. for some real symplectic matrix Ω. As we consider non-interacting fermionic
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modes, the average energy of an n-mode state is defined as the sum of the average














where the symplectic matrix for the entire system is Ω =
⊕n
j=1 Ωj.
3. Temperature and frequency of the single mode: Another characteristic of the single
mode we would like to discuss is its temperature and frequency. We note that for
single N = 1 modes, all physical states with respect to their free Hamiltonian H =
ωa†a are thermal states. To see this clearly, the thermal state τ(β) of a fermionic





with inverse temperature β = 1/T and partition function Z = Tr(e−βH) . Here
H = ωa†a is the free Hamiltonian of the mode with frequency ω and a and a† are the
mode annihilation and creation operators respectively. We can expand the thermal






Pnm = 〈n| τ(β)|m〉 =
1
Z
〈n| e−βH |m〉 = 1
Z
〈n| e−βωa†a|m〉





and the partition function
Z = Tr[e−βH ] = Tr[e−βωa†a] =
1∑
n=0
〈n| e−βωa†a|n〉 = 1 + e−βω (5.58)








The covariance matrix of a thermal state can be computed using Eqn. (5.42) with



















, Γ2 < −1
as given in Eq. (5.46). So we see that we can characterize the state of the system
from our knowledge of the covariance matrix. For example, rearranging the equation,





where ω is the mode’s frequency.









Figure 5.1: Plot of the inverse temperature β of the thermal state vs the real parameter ν
for the different frequency values ω: 100 (blue solid line), 500 (green dotdashed line) and
1000 (red dotted line) respectively.
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We show in FIG. 5.1 a plot of the inverse temperature β versus the real-parameter
ν. Note that ν = 1 corresponds to the ground state with 〈n̂1〉 = 0 and T = 0.
Decreasing ν increases the temperature until at ν = 0 the mode is at T = ∞. For
ν < 0 the population is inverted.
Two-mode fermionic Gaussian states
The two-mode FGS is the simplest scenario to investigate the fundamental issue of en-
tanglement in quantum information. Consider a bipartite fermionic system, AB, where
system A is composed of N fermionic modes and system B is composed of M fermionic
modes, assume ωA = ωB = ω. Suppose the joint system is in a Gaussian state. Thus a
generic covariance matrix for N = 2 modes can be written as,
Γtm =

0 ν1 g1 g2
−ν1 0 g3 g4
−g1 −g3 0 ν2
−g2 −g4 −ν2 0
 (5.61)
for some local temperature monotones ν1 and ν2 and four correlation numbers: g1, g2, g3,
























ΓA and ΓB are 2N by 2N and 2M by 2M matrices respectively representing the reduced
state of the individual systems and where ΓAB is a 2(N+M) by 2(N+M) matrix recording
the correlations between the two systems.
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Standard form of CM of two-mode FGS
The CM (5.61) can be brought to the standard form
Γsf =

0 a 0 −e1
−a 0 −e2 0
0 e2 0 b
e1 0 −b 0
 (5.63)
by a local orthogonal operation (LOO) Oloc = Oloc,a⊕Oloc,b, that is Γsf = OlocΓtmOTloc [45].
The average energy of the bipartite system according to equation (5.55) is given in terms




(1− 2a) + ωb
2
(1− 2b) (5.64)
where ωa and ωb are the frequencies of the modes. For two-mode fermionic pure Gaussian
state, the CM in standard form is given by
Γpsf =

0 a 0 −e
−a 0 −e 0
0 e 0 a
e 0 −a 0
 (5.65)
with e = (1− a2)1/2 [15, 45] so that the fermionic system depends only on one parameter
a.
5.3 Evolution of fermionic Gaussian states
In order to apply the Gaussian formalism to some dynamic scenario, one must ensure
that the relevant states not only are initially Gaussian but remain Gaussian throughout
their evolution. Thus the dynamics of the system must also be Gaussian, that is it must
take Gaussian states to Gaussian states. Here we define Gaussian operations as those
operations that preserve the Gaussian properties of a quantum state. Such an operation
can be generated through Gaussian means.
We consider two cases of transformations which map Gaussian states to Gaussian states.
The first is an evolution induced by the unitary operator U = exp(−iHt), with H a
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quadratic Hamiltonian (5.32) of the system. The unitary evolution is described by the von
Neumann equation of motion
d
dt
ρ = −i[Ĥ, ρ], (5.66)
and yields a suitable transformation on the field operators (example the Majorana operators
for fermionic systems) that preserve the anti-commutation relation. These transformations
as we will later show are called orthogonal transformations, which correspond to unitary
transformations on the system’s Hilbert space. Another class of transformations that map










α − {L̂†αL̂α, ρ}
)
, (5.67)
where Lα are Lindblad operators linear in the system’s operators (Majorana operators
for our case) [65, 105, 19]. Therefore for our study, we focus on time evolutions of the
fermionic systems generated by quadratic Hamiltonians and Lindblad operators linear in
the fermionic operators.
5.3.1 Gaussian unitary transformations
In this subsection, we discuss how fermionic operators transform under a quadratic Hamil-
tonian H = H(H). Precisely we focus on closed fermionic systems described by the density
operator ρ and evolving unitarily according to the von Neumann equation
d
dt
ρ = −i[Ĥ, ρ], (5.68)
where [A,B] = AB −BA is the commutation operation. A set of unitary transformations
under the quadratic Hamiltonian gives rise to a class of unitary Gaussian operations, that
is unitaries that map Gaussian states to Gaussian states. Before we discuss such classes,
we will see how the fermionic operators including the Majorana operators and covariance
matrix transform under such dynamics. This knowledge will be particularly instructive for
later discussions in this chapter.
We will generalize this to the dissipative case later in the chapter. We note that an
operator generated by quadratic Hamiltonians are invariant under any canonical trans-
formation. It turns out that a unitary transformation on a system’s Hilbert space under
a quadratic Hamiltonian corresponds to a (special-)orthogonal rotation O(2N) in phase
space [19].
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Unitary evolution of the Majorana operators
First starting from the Heisenberg equation of motion for the set of Majorana vectors x
d
dt
x̂ = −i[Ĥ, x̂], (5.69)
The standard solution to this equation is given as [19]
x̂(t) = ei Ĥ tx̂(0)e−i Ĥ t.
which is a unitary transformation of x on the system’s Hilbert space. We will show below
that this transformation corresponds to an orthogonal transformation of x in phase space,
that is
x̂(t) = eiĤt x̂ e−iĤt = O x̂, (5.70)
where O = eHt. First we can convert Eq. (5.69) into a linear differential equation on x. In
the case where H is a quadratic Hamiltonian in the Majorana operators (5.32), we find
d
dt






















































From here we see that we have the linear differential equation on x
d
dt
x̂ = H x̂. (5.71)
and we can write a solution of this equation as
x̂(t) = Ox̂(0). (5.72)
where O = eHt ∈ SO(2N) with H as the generator of the special orthogonal group O [19].
Unitary evolution of covariance matrix
Fermionic Gaussian states are completely characterized by their CM such that in order
to track the evolution of a FGS Gaussian state, we need only track the evolution of its
covariance matrix. Thus starting from a Gaussian initial state ρ, at some time t, we can
derive an equation for the CM Γ of the time evolved state. We note that we follow similar
derivation as in [19]. Starting from the equation of motion (5.68)
d
dt
ρ = −i[H, ρ]
multiply both sides by icicj and take the trace of both sides, we obtain
d
dt








where we have used the cyclicity of the trace Tr[ABC] = Tr[BCA]. For the quadratic














Using the identity [AB,CD] = [AB,C]D + C[AB,D] we have [cmcn, cicj] = [cmcn, ci]cj +

















































Hjk = −HΓ + ΓHT
To summarize, we have shown that the covariance matrix of a system with density operator
ρ obeys the relation
d
dt
Γ(t) = [Γ(t),H] (5.73)
which has the solution [19]
Γ(t) = O(t)Γ(0)OT(t), O = e−Ht ∈ SO(2N,R) (5.74)
We have shown how Majorana operators and the covariance matrix of a fermionic mode
transform under quadratic Hamiltonians. We will now go ahead to look at some classes of
unitary transformations that can be generated under quadratic Hamiltonian.
5.3.2 Classes of Gaussian unitary transformations
Gaussian unitary transformations can be implemented by means of optical elements such as
phase shifters, beam splitters and squeezers together with Homodyne measurement–these
transformations are experimentally accessible with present technology [124]. Such optical
elements are either capable of changing the number of particles (in our case fermions) in
a quantum system, or they may preserve them. Our goal in this section is to classify









kak in in the Gaussian system. Mathematically, this means that the
quadratic Hamiltonian (5.22) can only have terms of the form a†kal. We can identify two
physical processes; the phase rotation and beam splitting operations.
1. Phase rotation operation: here we have the quadratic Hamiltonian proportional to
Aa†a. This term describes the free evolution of the modes and adds just an over-
all phase shift on the fermionic operators. The transformation is described by the
operator
R(θ) = exp(iθa†a) (5.75)
and acts as a phase rotation on the fermionic creation and annihilation operators
according to the relation
a→ eiθa†aae−ia†a = eiθa, a† → eiθa†aa†e−ia†a = e−iθa† (5.76)
where θ is a phase angle. In obtaining the above relation (5.76), we applied the
Baker-Campbell-Hausdorff (BCH) formula [115] for two operators X and Y
e−XY eX = Y + [X, Y ] +
1
2!
[X, [X, Y ]] +
1
3!
[X, [X, [X, Y ]]] + · · · (5.77)
and the anticommutation relation (5.18) for the fermionic operators. Subsequently,
the action of the phase operator on the Majorana basis x = (c2j−1, c2j)




























cos θ sin θ






which shows that a phase rotation operation on Hilbert space of the Majorana op-
erators corresponds to an orthogonal transformation on phase space. This can be










2. Beam splitting operation: the second process that arises from the Hamiltonian with
terms ga†kal describes linear mixing of two modes which in quantum optics corre-
sponds to a Hamiltonian of the form H ∝ ab† + a†b. This Hamiltonian describes the






where a(a†) and b(b†) define the annihilation (creation) operators of the two modes
and φ is the transmissivity of the beam splitter. In the case of two fermionic modes
specified by the operators a and b and satisfying the CAR {a, a†} = {b, b†} = 1, with
all the other anti commutation relations being zero, in the Heisenberg picture, the












Correspondingly, the Majorana operators in the basis x = (c1, c2, c3, c4)
ᵀ are trans-
formed via the map




where 1 is the identity matrix.
Active Gaussian transformations
Active transformations are transformations that do not preserve the total fermion number
in a fermionic system. Such transformations arise from Hamiltonians with terms of the
form H ∝ a2 + a†2 for single modes and H ∝ ab + a†b† for double modes. This describes
the squeezing process. A consequence of the Pauli exclusion principle is that single-mode
squeezing is not possible for fermionic systems but two-mode is possible. The two-mode






where r quantifies the two-mode squeezing. In the Heisenberg picture, the field operators
under this transformation according to the relation
ã = S(r)aS†(r) = cos(r)a− sin(r)b†
b̃ = S(r)bS†(r) = cos(r)b+ sin(r)a†
Similarly, the Majorana operators in the basis x̂ = (c1, c2, c3, c4)
ᵀ are transformed according
to the relation






where σz = diag(1,−1) is the usual Pauli matrix and 1 is the identity matrix.
It is instructive to check that the passive and active transformations discussed preserve the
anticommutation relation
5.3.3 Gaussian dissipative transformations
In general, real (open) systems would interact with their environment and exhibit some
quantum properties such as decoherence. So instead of the unitary transformation (5.68),
we need to account for the noise/decoherence process by including a dissipative term. Pre-
cisely, we need an equation that governs the dynamics of the composite system+environment.
5.3.4 Covariance matrix formalism
An open fermionic system as we have described would consist of a system of interest we call
A and an environment (a bath) say B both described by the joint density operator ρAB.
Assume systems A and B are composed of N fermionic modes and M fermionic modes
respectively and suppose the joint system is in a Gaussian state. The corresponding CM







where ΓA and ΓB are 2N×2N and 2M×2M covariance matrices respectively representing
the reduced state of the individual systems and γAB is an 2N × 2M matrix recording the
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correlations between the two systems. In other words, tracing out systems A or B from
the joint state ρAB yields a reduced density matrix TrB(ρAB) or TrA(ρAB) with covariance
matrices ΓA and ΓB respectively.
To describe the evolution of subsystem A, we note that a quantum channel (trace-
preserving completely positive map) that preserves the Gaussian nature of system A can
be fully characterized by how they transform the covariance matrix (CM) of the input
states. Given that Gaussian states and their corresponding Gaussian transformations are
easily attainable in the laboratory, the Gaussian formalism therefore offers a powerful tool
for treating the dynamics of open quantum systems.
Deriving the general form of fermionic Gaussian master equation in terms
of the CM
Fermionic Gaussian channel
We assume that subsystems A and B are initially uncorrelated, that is γAB = 0, so that







= (ΓA ⊕ 0) + (0⊕ ΓB) (5.85)
where 0 denotes all zero matrices. To find the CM of the reduced system A from an
initial time t = 0 to a later time t, it is sufficient to compute the evolution of the joint
CM and tracing over the subsystem B. The remaining task is to find an update rule for
the covariance matrix. Recall that the CM of a fermionic Gaussian system undergoes an





















Γ̃A = OA(ΓA ⊕ 0)OᵀA +OAB(0⊕ ΓB)O
ᵀ





Γ̃B = OBA(ΓA ⊕ 0)OᵀBA +OB(0⊕ ΓB)O
ᵀ






Note that OA, OB, OAB are not necessarily orthogonal themselves. We can see that the
reduced state of system A is updated as [28]
ΓA(0)→ ΓA = OA(ΓA ⊕ 0)OᵀA +OAB(0⊕ ΓB)O
ᵀ
AB (5.87)
Eqn. (5.87) defines a fermionic Gaussian quantum map ΦG that takes the initial state with
CM ΓA(0) to a state with CM ΓA(t) at a later time t. We see in general that a fermionic
Gaussian channel ΦG is defined by a 2N by 2M matrix O and an antisymmetric 2N by
2N matrix R as
ΦG : Γ→ OΓOᵀ +R. (5.88)
Positivity condition
As we have earlier discussed, Γ is a valid covariance matrix of a physical fermionic system
if it satisfies the positivity condition
iΓ ≤ 1 or ΓΓT ≤ 1 (5.89)
Now in order for such a Gaussian map to be physical it must map physical states to physical
states. That is if Γ satisfies (5.89) then ΦG[Γ] should too. To see how this works, substitute
the transformed CM in (5.88) in (5.89)
1 ≤ i(OΓOᵀ +R) = iR +OiΓOᵀ
Γ(0) in turn is a valid CM satisfying (5.89), thus
iR ≤ 12N −OOᵀ. (5.90)
The master equation
Now we can find the general form of a fermionic Gaussian master equation by taking the
above Gaussian channel to be differential as
O = 12N + A dt, R = C dt, (5.91)
for some 2N by 2N real-valued matrices A and C, with C antisymmetric. We can write the
complete positivity condition (5.90) in terms of the generators A and C. Upon substitution,
we obtain
iCdt ≤ 12N − (12N + A dt)(12N + A dt, )T (5.92)
≤ −AT dt− A dt (5.93)
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so that
A+ Aᵀ + iC ≤ 0. (5.94)
Now to derive a general form of master equation, substituting Eqn. (5.91) in (5.88) yields
Γ(t) = (12N + A dt, )Γ(12N + A dt)
T + Cdt




Γ(t) = AΓ(t) + Γ(t)AT + C. (5.95)
In the next chapter, we give a classification of the different dynamics this master equation
(5.95) can produce.
Comparison with Lindblad Master equation
Here we will show that any dynamics for the covariance matrix of the form (5.95) satisfying
(5.94) can be equivalently written as a differential equation for the state’s density matrix,
ρ in Lindblad form. First recall that the master equation governing the evolution of the
density matrix ρ(t) of a dissipative system is given in Lindblad form as
dρ
dt













This equation gives an accurate description of the time evolution of a system coupled
to an environment. The first term, which we labeled L0, describes the unitary part of
the dynamics generated by the effective Hamiltonian H of the system. The second term,
labeled LD, describes the dissipative process resulting from interaction of the system with
the environment. L,L0 and LD are superoperators, that is linear operators acting on the
density operator ρ of the system. Lα are Liouville operators which describe the coupling of
the system to the environment. We note that this coupling can be taken to be quadratic
or linear in the system’s operators [65, 105, 19]. However for a transformation that map
Gaussian states to Gaussian states, we require Lindblad operators that are linear in the
Majorana operators [19].
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Lindblad master equation in terms of Majorana operator
We wish to construct a Liouville map L = L0 + LD that maps a Gaussian operator ρ(0)
at time t = 0 to another Gaussian operator ρ(t) at time t. This corresponds to finding the
superoperators L0 and LD respectively. To begin, let us consider the Liouville operators





















where Hjk describes the unitary (orthogonal) dynamics that is the coupling between two
modes. We note that for an arbitrary matrix Hjk, the operator L0 preserves the total
fermionic number N =
∑
j c
†cj in a system, that is [L0, N ] = 0. Next for the dissipative
part













where for physical observables, the map Ljk = (cjρck − ckclρ− ρckcl) can be evaluated on







is a matrix parameterizing the Lindblad operators, that is the dissipative part of the
dynamics.
Lindblad master equation for the system’s covariance matrix
To write a master equation for a system’s covariance matrix, we will follow the derivation
method in [19]. To begin, recall the definition of the covariance matrix Γjk(t) = iTr[ρcjck].










= L(ρ(t)). We have also taken note of the Hilbert Schmidt inner product
Tr[ρA(σ)] = Tr[A†(ρ)σ]. The action of the adjoint Liouvillian L† on an observable O






α, O]Lα, so that












Evaluating this expression gives [105]
d
dt
Γ(t) = XΓ(t) + Γ(t)XT + Y (5.101)
where
X = −H− 2(M + M∗), and Y = 4i(M−M∗) (5.102)
H is a real antisymmetric matrix that characterizes the quadratic Hamiltonian (5.32)
while M as defined in (5.99) is a complex Hermitian matrix parameterizing the Lindblad
operators Lα. X and Y are real valued 2N × 2N matrices with Y being antisymmetric
(that is Y = −YT ). We see that unitary evolution of the CM given by unitary equation
(5.73) can be obtained from (5.101) when M = 0, that is Y = 0 and X = −H.
5.3.5 General application
What we have presented so far is a description of the structure of fermionic systems,
Gaussian fermionic states and their possible characterization in the covariance matrix
formalism. We then briefly talked about the evolution of the Fermionic Gaussian states. We
can apply this knowledge to some physical problems in quantum information and quantum
thermodynamics. One of the main reasons for these applications is because Gaussian states
and their corresponding Gaussian unitaries can be effectively generated in the laboratory.
Secondly the unitary and dissipative dynamics can be efficiently simulated in a classical
computer [19] and master equation is solvable [105]. .
To proceed, our first application, which is discussed in Chapter 6, focus on the prob-
lem of extracting work from quantum (fermionic) systems. Passive state are states from
which work cannot be extracted unitarily if only a single copy of the system is available. It
follows that given several (n) copies of passive states, there may exist extractable energy
in the system via global unitary transformations [73]. Complete passive states are states
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for which no work can be extracted no matter the number of copies of the system that are
available – the only example is the thermal state [106, 125]. Can we identify passive but
not completely passive fermionic states from which work can be extracted? On the other
hand, a problem arises when realizing the global unitary transformation is far-fetched from
current technology. This naturally leads us to consider work extraction via Gaussian uni-
tary transformations [22], that are practically realizable. Just like passive states, Gaussian
passive states are states from which no work can be extracted via Gaussian unitary trans-
formations. Two important questions which we answer in the chapter include 1) What are
the characteristics of Gaussian passive states? 2) What energy is sacrificed using Gaussian
unitaries to extract work rather than arbitrary unitary transformation?
The second application, which is presented in Chapter 7, characterizes the dynamics
of a fermionic open system by taking advantage of the properties of Gaussian states and
Gaussian operations. In the covariance matrix formalism, the Markov master equation
that governs an open system was derived and characterized according to the following di-
chotomies: active and passive dynamics depending on the system’s ability to change and
preserve its energy respectively, and orthogonal and non orthogonal dynamics, depending
on the ability that the dynamics preserves information in the system or exchanges infor-
mation with an external environment. We also consider the multimode vs single mode
case, and lastly state dependent vs state independent dynamics respectively. The classi-
fication reveals that only nine out of the expected sixteen dynamics are possible.We go
ahead to give the physical interpretation of the different classifications and how they relate






Energy is a quantitative property that is transferred to a system in order to perform
work on a system. Obviously energy is of fundamental and practical importance, and
it follows that the process of storing energy and subsequently extracting it is one of the
most important applications of quantum thermodynamics. In this line, a major task in
quantum thermodynamics is to understand which quantum states allow for work extraction
from quantum systems. Such states are called non-passive, while states from which no work
can be extracted are called passive states. Interestingly, passive states can be activated
in a way that they become non-passive. This property, known as activation, is seen when
several copies of passive states are processed as a whole by a global (entangling) unitary
transformation. Thermal (or completely passive) states are those that lack the property
of activation irrespective of the number of available copies. This implies that any device
for unitary work extraction must be out-of equilibrium. In the bosonic setting [22], the
simplest out-of-equilibrium cycle engine for unitary work extraction is a heat engine which
requires minimum access to two thermal baths at different temperatures. We will show
that this is not the case for two fermionic modes. Instead the minimum number of baths
required to construct a heat engine in the fermionic setting is three [96].
On the other hand, while work can be extracted from non-passive and passive (but not
completely passive) states, the relevant cyclic unitary transformation may be difficult to
realize. For feasible technological applications, we require unitary transformations that are
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cost efficient and readily available. Gaussian unitary transformations offer such advantages,
which motivates the notion of Gaussian passivity [22]: a state property requiring that work
may be extracted via Gaussian operations.
The main goal of this current chapter is to characterize those states in fermionic systems
that allow or do not allow for work extraction via 1) cyclic unitary process and 2) Gaussian
unitary process respectively. As a first task, we will find the minimum number of copies of
passive states that achieve activation in non-interacting fermionic systems. This number
will give the minimum number of thermal baths required for constructing a heat engine in
the fermionic setting.
6.2 Cyclic unitary process and work extraction
6.2.1 Cyclic unitary process
Consider an isolated system S in initial state ρ(0), that is driven by the Hamiltonian




εj|j〉 〈j| , εj ≤ εj+1 (6.1)
is the system’s free Hamiltonian and V (t) is any time-dependent interaction applied to the
system for a time T , and accounts for work transfer. A cyclic process is defined as one in
which S is coupled at the time t = 0 to external sources of work, and decouples from them
at the time t = τ . Thus, the potential V (t) vanishes before the process at t = 0 and after
the process at t = τ . That is V (0) = V (τ) = 0.
The corresponding driving gives rise to a unitary evolution operator





dt(H + V (t))
)
(6.2)
with the resulting final state given as
ρ(T ) = U(T )ρU †(T ) (6.3)
Within the framework of cyclic unitary processes, work extracted from a system is given
by the change in average energy of the system
W = Tr[Hρ]− Tr[Hρ(T )] = Ei − Ef (6.4)
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Intuitively, if such U exists, then work is generated from the system when W > 0; that is
Ef = Tr[Hρ(T )] < Tr[Hρ] = Ei. (6.5)
It follows that some quantum states do not allow the reduction of its average energy by a
cyclic unitary process. These are called passive states, while those for which the average
energy can be reduced via cyclic unitary process are called non-passive. We will come back
to the notion of passive and non-passive states.
6.2.2 Work extraction from quantum systems
The process of work extraction from a system starts with an initial non-passive state ρ(0)
of the system. Under the action of a unitary operation, we reach a possible final state
ρ(T ). The work extracted from ρ(0) is maximized if
Wmax = Tr[Hρ]− Tr[Hσp] (6.6)
This suggests that the maximum work extractable from a system is achieved once the final
state is passive. This is called ergotropy [4] - the average work extractable from the state ρ
of a system by means of unitary operations. The task is to identify what form the potential
would take in order to extract maximum work from the quantum system. The unitary
operator minimizing Ef (hence maximizing W) is the one that results in a permutation of
the elements of ρ so that the largest element of ρ is matched with the smallest one of H.
Thus all passive states are diagonal in the eigenbasis of H with probability of occupation
decreasing as the energy associated with the eigenstates of H increases. That is, passive
states σp with Hamiltonian (6.1), are given as
σp :=
∑
pj|j〉〈j|, with pj ≥ pj+1 ∀ j
where 0 ≤ pj ≤ 1 and
∑
j pj = 1.
We will come back to the notion of passive state later in the chapter. We will now
discuss work extraction by considering the case for single and composite quantum systems
respectively.
The case of a single quantum system











We have assumed that H is diagonal in its eigenbasis {|j〉}. Here the maximal work
extracted from a single quantum system is given as in (6.6)
The case of composite quantum systems
Now consider that S is made of n identical d-dimensional noninteracting subsystems. As-
sume each subsystem has the same local Hamiltonian (6.7) and density state (6.8). The to-
tal Hamiltonian H of the system is the sum of the individual local Hamiltonians H =
∑
k hk
and can be written as [66]
H0 = H ⊗ 1⊗(n−1) + 1⊗H ⊗ 1⊗(n−2) + · · ·+ 1⊗(n−1) ⊗H (6.9)
The system is driven by the time-dependent cyclic Hamiltonian
H(t) = H + V (t) (6.10)
where V (t) is a potential that will act on the whole system at time t ∈ (0, T ). The task is
to identify what form the potential would take in order to extract maximum work from the
global system. A classical work strategy would act locally on each ensemble. So assume
if for a single system starting from an active state ρA, the maximum work is Wmax, then
such a classical strategy can extract at most nWmax from the system.
As we have discussed, a permutation operation is required to achieve maximal work
extraction. Now note that after maximal work extraction the final state of the ensemble
is a passive state which is separable because it is diagonal in the eigenbasis of the non-
interacting hamiltonian H, as the initial state. However, permutation operators are not
local and can have maximal entangling power [101, 48]. A consequence of this is that
some passive states may be activated for work extraction, when many copies of them are
processed by global (thus entangling) unitary operations. This leads us to the notion of
passivity, complete passivity and activation, discussed in the next section.
6.2.3 Passivity, complete passivity and activation
Given the state ρ of a finite dimensional quantum system associated with the Hilbert space
H ≡ Cd, and Hamiltonian H =
∑d−1
j=0 εj|j〉 〈j|, with energy eigenstates |i〉 and eigenvalues
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εi. We ask whether the average energy of the system can be lowered by a cyclic unitary
transformation U acting on the system. This question naturally leads us to the notions of
passivity, complete passivity and activation, which we will now describe explicitly.
Passive states
Passive states are states from which no work can be extracted unitarily if only a single copy
of the system is available. Passivity of a quantum state is often expressed as a property
of the state and its Hamiltonian. Consider a state ρ and a reference Hamiltonian H, both
written in their respective eigenbasis,
H :=
∑
En|n〉〈n|, with En+1 ≥ En ∀n, (6.11)
ρ :=
∑
pn|ρn〉〈ρn|, with pn+1 ≤ pn ∀n (6.12)
where 0 ≤ pn ≤ 1 and
∑
n pn = 1. ρ is passive if and only if
1. it is diagonal in the same basis as the Hamiltonian H of the system, that is [ρ,H] = 0.
This can be interpreted as {|ρn〉} coinciding with {|n〉},
2. it has no population inversion, that is populations pj are strictly decreasing as energy
εj increases.
Otherwise we say ρ is non-passive.
Complete passivity and activation
Passive states have the property of activation where it becomes possible to extract work
from many copies of passive states; this leads to a more restricted notion of passivity.
Suppose we have n copies of our system with a total Hamiltonian (6.9) and described by
the state ρ⊗n. It follows that through some global unitary operations, some passive states
can be activated to yield work, provided we have more than one copy of the system. A
state ρ⊗n is completely passive if and only if the state is passive for all n. A result in






with inverse temperature βj are the only completely passive states [106, 81], where Z =
Tr(e−βHj) is the partition function and β = 1
T
is the inverse temperature. If the state ρ⊗n
becomes activable for some n ≥ k then it is said to be k-activable [126].
It was shown in [125] that the notion of passivity and complete passivity of a quantum
system can be equivalently described in terms of virtual temperatures. There by associating
virtual temperatures to the transition between populations of different energy transitions
that passive states are those at which every transition is at positive temperature while
complete passivity are those at which every transition is at the same positive temperature.
We will now go ahead to describe examples of passive states but not completely passive
states and show how work can be extracted from such state.
6.2.4 Thermal states
Many copies of passive states may have extractable energy when processed by global uni-
tary transformations, while from the so-called completely passive states no work can be
extracted no matter the number of available copies of the system. Thermal states are the
only completely passive states.





where Z = Tr[e−βH ] is the partition function. We can represent thermal states in the single
fermionic Fock basis {|n〉} as
τ(β) = (1 + e−βω)−1
1∑
n=0
e−nβω|n〉〈n| n ∈ {0, 1}
= (1 + e−βω)−1
[
|0〉 〈0|+ e−βω|1〉 〈1|
]
(6.15)
Suppose we have a number of fermionic modes initially in a thermal state (6.13). The








with ωj the mode frequencies and the field operators aj, a
†
j satisfy the CAR relation (5.18)
[aj, a
†
k] = δjk. For such a free Hamiltonian describing non-interaction of the modes (see





6.3 Unitary work extraction
So far we have discussed that work can be extracted from non-passive states through
unitary operations. Work can also be extracted by processing several copies of passive but
not completely passive states through global (entangling) unitary operations. Then we
defined thermal (completely passive) states as those from which no work can be extracted
cyclically no matter the number of available copies [126, 125, 106], this implies any resource
state for unitary work extraction (cyclic engine) must be out of thermal equilibrium.
Let us now consider a technical observation of the heat engines. It was shown in
[22] that for two bosonic modes at the same frequency, the product state of two thermal
states with different temperatures is not passive. This implies that in the bosonic setting,
constructing a quantum heat engine (the simplest out-of-equilibrium resource) requires
access to two thermal baths at different temperatures. We will show that this is not the
case for two fermionic modes. However for three fermionic modes at the same frequency,
the product state of three thermal states with different temperatures can be non passive.
Thus suggesting that the minimum number of thermal baths which is required to construct
a quantum heat engine in fermionic setting is three [96]. We will now present a proof for
the case of fermionic systems.
6.3.1 The case for two-mode fermionic system
Consider a non-interacting two-mode fermionic system of equal frequency ω each with local
Hamiltonian hi = ωa
†
iai. The total Hamiltonian H of the system is simply the sum of the




2a2). The fermionic two-mode thermal






e−ω(nβ1+mβ2)|n〉 〈n|1 ⊗ |m〉〈m|2, n,m ∈ {0, 1} (6.18)
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where Z1Z2 = (1 + e−β1ω)(1 + e−β2ω) and up to a common factor, the matrix elements are




We see that Hs commutes with the product state τ(β1, β2). The sum of the occupational
numbers in the state is Ni = m+n. From (6.12), the state τ(β1, β2) is non passive if there
exist pairs of non-negative integers (m,n), (m′, n′) such that
ε′ > ε, while m′ + n′ > m+ n (6.19)




(m′T1+n′T2) is the population, from which up to a common
factor yields the condition
mT1 + nT2 > m
′T1 + n
′T2, while m
′ + n′ > m+ n (6.20)
by making use of the fact that e−AX > e−AY ⇒ X < Y . Given that m,n,m′, n′ ∈
{0, 1}, equation (6.20) cannot be satisfied for any combination of the m,n,m′, n′. We then
conclude that for two-mode fermionic states, regardless of frequencies of the modes and
its temperature, the product of two thermal states is always passive, in contrast to the
bosonic case [22].
6.3.2 The case for three-mode fermionic system
We will now extend the analysis above to a three-mode fermionic system in thermal states
at equal frequencies and different temperatures. The state can be written as





e−ω(nβ1+mβ2+lβ3)|m〉〈m| ⊗ |n〉〈n| ⊗ |l〉〈l| (6.21)










′ + n′ + l′ > m+ n+ l (6.22)
The matrix element is now proportional to e−ω(nβ1+mβ2+lβ3) and m,n, l ∈ {0, 1}. One can
now find a three-dimensional subspace in which a unitary can reduce the average energy,
proving that the state τ(β1, β2, β3) is not always passive. For example, let m
′ = n′ = 1, l′ =
0 and m = n = 0, l = 1, it is obvious that m′ + n′ + l′ > m+ n+ l. Also,
β3 > β1 + β2 (6.23)
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which can hold for sufficiently large β3. In general the condition (6.22) can be satisfied
provided βi  βj, βk for distinct i, j, k. Hence a product of thermal states ρ =
∏n
j τ(βj) =
τ(β1)⊗ · · · ⊗ τ(βn) for fermionic modes can be activated to become non-passive for n ≥ 3.
In other words, the state is 3-activable [126].
6.3.3 Practical implementation
According to our discussion above we see that a system of fermionic modes in a thermal
state, with equal frequencies and at different temperatures, is 3-activable. We will now
present a protocol that extracts work from three mode non-interacting fermionic system
in a thermal state.
Protocol:
Consider the three-mode fermionic system described by the state (6.21). From the non-
passivity condition (6.22), we note that for the above transformation to be possible, the
action of the unitary operation must be such that
• The initial state with a composition of the three modes should consist at least of an
unpopulated mode and a populated mode. That is, initial states of the system of the
form |111〉 and |000〉 are not allowed.
• The action of the unitary should take the initially populated (unpopulated) mode to
an unpopulated (populated) mode of the final state.
• One can always guess the temperature relationship of the different modes: The sum
of the inverse temperature of the initially unpopulated modes must be less than the
inverse temperature of the populated mode.
• If a transformation leaves a mode unaffected, then the temperature of such a mode
does not matter during the transformation process.
We now turn to a practical example of such a transformation. The three mode state





e−ωβ1 |100〉〈001|+ e−ωβ3|001〉〈100|+ e−ωβ2 |010〉〈010|+ e−ω(β1+β3)|101〉〈101|
+ e−ω(β1+β2)|110〉〈011|+ e−ω(β2+β3)|011〉〈110|+ |000〉 〈000|
]
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where we have ignored the term in |111〉 〈111|. Upon expanding the sum in (6.21). Consider
a unitary of the form
U = |101〉〈010|+ |010〉〈101| − |101〉〈101| − |010〉〈010|+ 1 (6.24)
where U induces a transition between the two degenerate states
|010〉 ↔ |101〉 (6.25)
We note that U = U †. This type of unitary has been applied to generate a mixed state
of the Werner- type thermal state [1] necessary for quantum information processing. The
amount of work extracted from the system (the change in its average energy) is given by
[125]





which must be positive for the state to be non-passive. Clearly this will hold whenever
(β1 + β3)− β2 < 0 or in other words
β2 > β1 + β3 (6.26)
which agrees with the non-passivity condition in (6.22). Alternatively one could employ a
unitary that interchanges the |001〉 and |110〉 states and one would obtain (6.23).
The problem of generating a unitary analogous to (6.24) for more copies of fermion
states is rather challenging. In the next section, I will discuss a more restricted class of
unitary transformations.
6.4 Work extraction and Gaussian unitary operations
We have seen in Sec 6.3.1, that a product of two non-interacting thermal states at different
temperatures is passive unlike its bosonic counterpart [22]. Now given that constructing
a quantum heat engine requires access to two thermal baths at different temperatures,
does this suggest that we cannot construct a heat engine out of a product of two thermal
states in fermionic modes? It follows that to extract work, instead of the arbitrary cyclic
unitary transformation, we could consider a set of restricted quantum operations known
as Gaussian unitary transformations. This leads us to the notion of Gaussian passivity, a
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characteristic of a quantum system for which work can be extracted via Gaussian unitary
transformation.
Just like in the definition of passive states, a state (not necessarily Gaussian) is said
to be Gaussian passive if no work can be extracted from it through Gaussian unitary op-
erations. In terms of work extraction, our aim in this section is to see what is achievable
using Gaussian unitary transformations. We work in the covariance formalism that is,
given a Gaussian unitary transformation, we are interested in the effect of the Gaussian
transformation induced by this unitary on an arbitrary state via its effect on the corre-
sponding covariance matrix. We ask for which (not necessarily Gaussian) states of two
non-interacting fermionic modes with frequencies ωa and ωb (ωa ≤ ωb) can energy be ex-
tracted using only Gaussian operations. States from which energy cannot be extracted
using Gaussian operations are called Gaussian passive [22].
6.4.1 Gaussian passive states
We are now ready to characterize a quantum state with covariance matrix Γ for which the
average energy (5.55) can be minimized by a Gaussian unitary transformation.
To begin, consider a fermionic system made up of two non-interacting fermionic modes
a and b respectively. Let ρ and Γ be the density state and covariance matrix of the system
respectively, according to (5.63) Γ is given in the standard form as
Γsf =

0 a 0 −e1
−a 0 −e2 0
0 e2 0 b
e1 0 −b 0
 (6.27)






















In the case of pure fermionic systems, the two-mode covariance matrix in the standard
form is written as
Γpsf =

0 a 0 −e
−a 0 −e 0
0 e 0 a
e 0 −a 0
 (6.28)
with e = (1− a2)1/2 [15, 45] so that the fermionic system depends only on one parameter
a.
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Average energy in terms of state covariance matrix
Recall the average energy of a system with Hamiltonian H and described by the density













for a real symplectic matrix Ω =
⊕n





. For a two mode system,


















(1− 2a) + ωb
2
(1− 2b) (6.30)
where ωa and ωb ≥ ωa are the frequencies of the modes. We will now go ahead to see if a
state with CM (6.27) is Gaussian passive or Gaussian (active) non-passive. From there we
give the general characteristics that describes Gaussian passivity of a system.
We consider the three Gaussian unitaries – local orthogonal transformation, beam split-
ting, two-mode squeezing – and the following steps of operation. Let the initial state of the
system have the covariance matrix Γi and an average energy E. The Gaussian unitary that
acts on Γ will take it to a new CM given as Γf with average energy E
′. By comparison:
1. If E ′ < E, then work has been extracted from the system and we say the state is
Gaussian non-passive. Next we check if there is more extractable work from the
system. If yes, we then apply another Gaussian unitary on Γf to further reduce E
′
until the system’s average energy is minimal. At this point we say there is no more
extractable work from the system and the system is Gaussian passive.
2. If however E ′ ≥ E, then the system is Gaussian passive and work cannot be ex-
tracted from the system via the Gaussian unitary operation that yields Γ′. We can
try other Gaussian unitaries to extract work from the system until we arrive at a
Gaussian passive state from which no more work can be extracted via Gaussian
unitary operation.
The question now is, what is the nature of the CM of the system whose state is Gaussian
passive. Answering this question results in stating the characteristics of Gaussian passivity
of a system as we will now discuss.
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6.4.2 Characteristics of Gaussian passive states.
At this point, we characterize Gaussian passive states:
Theorem 1. Any (not necessarily Gaussian) state of two noninteracting fermionic modes
with frequencies ωb ≥ ωa is Gaussian-passive if and only if its covariance matrix Γ is
(i) in Williamson standard form [15]
Γ =

0 a 0 0
−a 0 0 0
0 0 0 b
0 0 −b 0
 (6.31)
with a > b for ωb 6= ωa, or
(ii) in the normal form
Γ =

0 a 0 −e
−a 0 e 0
0 −e 0 b
e 0 −b 0
 (6.32)
for equal frequencies ωb = ωa.
Proof. Let us now prove the theorem 1
Local Orthogonal Transformations
Let our initial two-mode non-interacting fermionic system be described by the density state
ρ and a corresponding CM Γ. The first Gaussian unitary operation we consider is the local
orthogonal transformation which is applied on each system’s mode.
It is a theorem that the covariance matrix Γ of a two-mode fermionic system can be











By inverting equation (6.33), we can write the local covariance matrix of a two-mode
system as
Γ = OTlocΓsfOloc (6.34)
and we note that the inverse operations are also local orthogonal transformations. Com-



















Evaluating the average energy, we find E(Γ) = E(Γsf). So it becomes clear that applying a
local orthogonal transformation to bring the CM of a system to standard form (6.27) does
not lower the energy of the system. Thus a state with Γ = Γsf is Gaussian passive with
no extractable work via local orthogonal transformations. However, the energy of such a
system may be lowered via global transformations that act on many copies of the system.
Two mode Squeezing
Now suppose a state has a covariance matrix in the standard form (6.33). We have seen
in the previous subsection that such a state is Gaussian passive under a local orthogonal
transformation. In this section, we will apply the global orthogonal transformation (5.83)
to the system and see if its average energy can be reduced. Computing the corresponding
two-mode squeezed covariance matrix Γ̂TM = S(r)ΓsfS(r)
T , we find
Γ̂TM =

0 a′ 0 −e′1
−a′ 0 −e′2 0
0 e′2 0 b
′
e′1 0 −b′ 0
 (6.36)
where
a′ = ac2r − bs2r −
1
2
(e1 + e2)s2r, b
′ = −as2r + bc2r −
1
2




(a+ b)s2r + e1c
2
r − e2s2r, e′2 =
1
2
(a+ b)s2r + e2c
2
r − e1s2r (6.37b)
with cr = cos(r) and sr = sin(r) respectively. To see if this transformation can reduce the








and substituting equations (6.37) into (6.38), we get
E(Γ̂TM) = ωa
[










1 + (e1 + e2) sin(2r)
]
(6.39)
Minimizing this with respect to the squeezing parameter r we find the condition
∂
∂r
























(ωb − ωa)(a− b). (6.42)













1 + λ2 − (a− b)
2
(6.43b)
ẽ′1 = e, ẽ
′
2 = −e (6.43c)
We pause to comment on the interpretation of these matrix elements. In addition to
minimizing the system’s average energy, the squeezing parameter (6.41) reduces the off-
diagonal elements in (6.36) to a single parameter e so that the resulting covariance matrix
is of the form
ΓGP =

0 ã′ 0 −e
−ã′ 0 e 0
0 −e 0 b̃′
e 0 −b̃′ 0
 (6.44)
140
If the state is a two-mode pure fermionic Gaussian state whose covariance matrix is of




0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 (6.45)
with property (ΓpGP )
2 = −1. This corresponds to the covariance matrix of a pure fermionic
Gaussian state in the Williamson normal form [15]. To achieve a Williamson normal form
covariance matrix for the general two-mode fermionic system, we consider further Gaussian
unitary transformations on the system.
Beam Splitting
The last Gaussian operation we have to consider is the beam splitting operation. This





0 A 0 D
−A 0 −D 0
0 D 0 B
−D 0 −B 0
 (6.46)
where
A = ã′ cos2 θ + b̃′ sin2(θ) + e sin(2θ) (6.47a)




(ã′ − b̃′) sin 2θ − e cos(2θ) (6.47c)
The average energy corresponding to ΓBS is
E(ΓBS) =− ωa
[










+ (ωb − ωa)e sin(2θ) (6.49)
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Again energy is minimized for the value of θ satisfying the equation
(ωb − ωa)
[



























1− (ã′ + b̃′)
)
, (6.51)
















1 + µ2 (6.52b)
D = 0 (6.52c)
For equal frequencies ωa = ωb, the average energy is unchanged, that is Emin(Γ̂TM) =
Emin(Γ̂BS) and we conclude that the state with covariance matrix (6.44) is Gaussian passive.
However for different frequencies, assuming w.l.o.g. that ωb > ωa, the covariance matrix




0 A 0 0
−A 0 0 0
0 0 0 B
0 0 −B 0
 , (6.53)
with eigenvalues given as λa = ±iA and λb = ±iB. If a > b, we find that λa > λb and so
the lower frequency mode has the higher population.
We see that the effect of the orthogonal transformation on the fermionic two-mode
covariance matrix is to decompose the modes and bring them into a product of single-mode
locally thermal states diagonal in the Fock basis. An example of a Gaussian passive state
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of two modes with different frequencies is that of a product of single mode thermal states,














As shown in section 6.3.1, within the framework of general operations, the product of
two thermal states at different temperature is passive, regardless of the frequencies of the
modes involved. And from above, we see that such a state is also Gaussian passive showing
that all passive states are obviously Gaussian passive. However the converse may not be
true [22] as we will show in the next section.
6.5 Passivity vs Gaussian passivity
So far we have focused on characterizing a general fermionic state according to whether
work can be extracted or not using Gaussian unitary transformations. We started with
the covariance matrix of a general two-mode non-interacting fermionic system, applied
Gaussian unitary operations to extract energy from the system and then we arrived at the
Gaussian passive state (6.53), where no further energy could be extracted by an additional
Gaussian unitary transformation. A reasonable question then arises: in the process of
characterizing a (not necessarily Gaussian) state, how much extractable work is sacrificed
by using Gaussian unitary transformations instead of general unitary transformations? To
address this question we will follow a procedure similar to that in the bosonic case [22].
The answer to the above question depends on the particular state. We see that in the
characterization process we fixed the second moment of the fermionic state, which only
uniquely identifies states if they are Gaussian. Two steps therefore lead us to answering
the above question. 1) First we must find a (non-Gaussian) pure state that is compatible
with a given Gaussian passive state, or in other words we must find a non-Gaussian state
with the same second moment as that of the Gaussian passive state. 2) We must show that
a general unitary transformation on the resulting (non-Gaussian) pure state can lower its
energy to the minimal value. These observations can be recast in the following lemma
Lemma 1. The second moments of any Gaussian passive state are compatible with a (non
Gaussian) pure state for which the entire energy is extractable by unitary transformation.
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Proof. To proceed, we first note that the covariance matrix of a Gaussian-passive state
(6.53) of an arbitrary number of modes with different frequencies is identical to the co-
variance matrix of a product of locally thermal states with different effective temperature
for each mode. One could then consider a single fermionic mode in a thermal state with
arbitrary temperature and then find a pure state whose second moment is that of this
single mode thermal state. Then one could certainly find pairs of states of this kind whose
tensor product is compatible with a Gaussian-passive locally thermal two-mode state. For
example, in the Fock basis, the fermionic state
|ψ〉 =
√
1− p|0〉+√p|1〉, 0 ≤ p ≤ 1 (6.55)





and so by carefully choosing the continuous parameter p, we can bring the covariance
matrix to look like that of a single-mode fermionic thermal state with inverse temperature
β
Γth =








where ω is the mode frequency. Unfortunately, the state (6.55) is prohibited by a super-
selection rule [3] and so does not exist.
However, another example would be the fermionic vacuum state |0〉 and a single fermion












respectively. Given that the (|1〉, |0〉) states are pure, their covariance matrices satisfy the
condition Γ2|i〉 = −1. We define the free energy of these states as
F (ρ) = E(ρ)− TS(ρ), (6.58)
where S(ρ) = −Tr[ρln(ρ)] is the von Neumann entropy which is vanishing for pure states,
and E(ρ) is the average (internal) energy.
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Now to achieve our first task, consider pairs of the single fermionic systems encoded
into a bipartite Hilbert space Hab = Ha ⊗ Hb of subsystems a and b respectively. The
state is defined by a density operator ρ1ab = |00〉ab〈00| and ρ2ab = |11〉ab〈11| respectively, the
resulting states correspond to direct sum of locally pure fermionic Gaussian states. Their








which is the same as the CM of pure fermionic Gaussian passive state (6.45). For our
second task, given that the constructed states are pure, their free energy is thus identical
to the average energy. Interestingly there is no way to lower the average energy of the
constructed state ρ1ab. However the energy of the state ρ
2
ab can be lowered by applying a
(non Gaussian) unitary transformation that takes the pure state to the vacuum state. This
shows that ρ2ab is Gaussian passive but not passive while ρ
1
ab is both passive and Gaussian
passive, as expected.
6.6 Discussion
We have investigated the problem of work extraction from fermionic systems, finding a
number of similarities and differences with their bosonic counterparts.
Thermal states at positive temperatures are the only completely passive states from
which work cannot be extracted no matter the number of available copies [126, 125, 106].
Any quantum state out-of-equilibrium is a potential resource for work extraction. However
for fermions the situation is somewhat subtle. We have shown that under arbitrary unitary
transformations there is no way to process a product of two fermionic modes in different
thermal states to extract work, independent of mode temperatures and frequency. This
is quite unlike the situation for the bosonic counterpart [22], and suggests that fermionic
systems are not as useful for quantum thermodynamic applications such as construction of
quantum heat engines [73]. However we found that a product of more than two fermionic
modes in different thermal states was non-passive (under a certain temperature constraint),
implying work extraction is possible in this system. The challenge of generating the nec-
essary unitary operation for this work extraction could be a limitation.
We extended the notion of Gaussian passivity to fermionic systems and presented cri-
teria for identifying fermionic states according to their Gaussian (non-Gaussian) passivity;
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that is, according to our ability (inability) to extract work from them using Gaussian uni-
tary transformations. This characterization is based on the second statistical moment of
the two-mode fermionic system, which is known to have complete information about the
system. This implies that our characterization provides information about the Gaussian
ergotropy of the system (that is the maximum extractable energy in a Gaussian unitary
process). Our result showed that under non-Gaussian (general) unitaries, we showed that
work can be extracted from a general two-mode fermionic system.
There is still much that can be done with Fermionic Gaussian systems. A classification
of their dynamics for open systems (analogous to the bosonic case [58]) remains to be
carried out, along with their time evolution under rapid bombardment. This is the subject
of the next chapter.
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Chapter 7
Classification of Markovian fermionic
Gaussian master equation
7.1 Introduction
The general Gaussian master equation (GGME) that governs the dynamics of open fermionic
systems was derived in section 5.3.4 and is written as
d
dt
Γ(t) = AΓ(t) + Γ(t)AT + C. (7.1)
Equation (7.1) is an affine transformation with linear terms AΓ(t) + Γ(t)AT and an affine
term C. A satisfies the complete positivity condition
A+ AT + iC ≤ 0 (7.2)
Any dynamics for the covariance matrix of the form (7.1) satisfying (7.2) can be equiva-




Γ(t) = XΓ(t) + Γ(t)XT + Y (7.3)
We present in this section a classification of dynamics that this master equation can pro-
duce. Our classification of the master equation will be channeled based on the following
dichotomies
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1. Orthogonal vs non-orthogonal: we can identify an orthogonal (non orthogonal) dy-
namics with the dynamics of systems that require (do not require) an external system
in order that particle exchange would occur.
2. Passive vs active: The dynamic could be passive (active) if it preserves (changes)
the total number of particles in the system.
3. State dependent vs state independent: as the name implies, we define state depen-
dent (independent) dynamics as those that depend (do not depend) on the physical
properties of the system.
4. Single mode vs multimode: here, the dynamics may involve single modes of the system
or multimode necessary to study correlations and entanglement.
7.2 Dichotomies of classification
7.2.1 Orthogonal vs non-orthogonal dynamics
We showed in 5.3.1 that a unitary transformation on a system’s Hilbert space corresponds
to an orthogonal transformation on the system’s phase space. It follows that we can define
an orthogonal (non orthogonal) transformation in the same way a unitary (non unitary)
transformation is defined. By definition, a unitary time evolution would give rise to conser-
vation of probability which consequently results in conservation of quantum information in
a system, while a non unitary time evolution results in the loss of quantum information to
an external system. Therefore we define non-orthogonal dynamics as those that require an
external system for an exchange of information whereas orthogonal dynamics are defined
as those that preserve quantum information in the system.
To relate this definition to the GGME, recall the unitary and dissipative evolution
equation for a system’s covariance matrix Γ
d
dt
Γ(t) = −HΓ(t) + Γ(t)HT unitary dynamics (7.4)
d
dt
Γ(t) = XΓ(t) + Γ(t)XT + Y dissipative dynamics (7.5)
where X = −H − 2(M + M∗) and Y = 4i(M −M∗). From these equations, we see that
the dissipative case reduces to a unitary case when M = 0, that is Y = 0 so that X = −H.
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Likewise we see that our derived GGME (7.1) for dissipative systems will reduce to the
case for unitary evolution (7.4), when the affine term C = 0 and the generator of the linear
term A is antisymmetric (that is Ao = A − AT ), where we have denoted the orthogonal
part of the matrix A as Ao. Obviously we can associate
Heff = A0, Heff =
i
2
xT A0 x (7.6)
. In the same way, the non-orthogonal part of the dynamics corresponds to all C 6= 0
and the symmetric part of A (that is A = AT ). Again comparing with the Lindblad
master equation (7.4), we can associate the non-orthogonal dynamics An + Cn = Mjk. To
summarize
Ao = A− AT , Co = 0 (7.7)
An = A+ A
T , Cn = C (7.8)
7.2.2 Passive vs active dynamics
A quantum evolution that is number preserving (non preserving) is called passive (active).
As we already discussed in section 5.3.1, number conserving (non conserving) transforma-
tions would commute (non commute) with the excitation number. Thus we can equivalently
define passive (active) dynamics as those that preserve (changes) the expected excitation
number respectively, so that active dynamics would require an environment for particle
exchange. We will now demonstrate how the GGME (7.1) generates a passive and an
active dynamics.




jaj. This counts the average number of particles









Tr[ρ(c2j−1 + ic2j)(c2j−1 − ic2j)] =
1
2
N − i〈[c2j−1, c2j]〉. (7.9)























N + Tr[ΩΓ] (7.11)
We will now see how the GGME (7.1) produces a passive (active) dynamics. We compute























where we have used the cyclic property of trace and that Ω is antisymmetric. By our above
definition, the dynamics is passive if d
dt
〈n̂〉 = 0 for all Γ. This is only the case if ΩA is
symmetric and ΩC is traceless.
Thus we can identify the part of A which is passive, Ap (active Aa), as that part which








so that Ap + Aa = A. Using the symplectic identities Ω














In order to identify the active and passive parts of C we must split it into parts that
do and do not contribute to the trace of ΩC. This is not trivial and will be discussed in
greater detail once we introduce the other dichotomies in Sec. 7.3.1.
7.2.3 Single mode vs multimode dynamics
Consider a dynamical system composed of many fermionic modes. State evolution may
be established within the same mode, for example, motion of electrons with the nu-
cleus. On the other hand, interactions between two or more modes are possible lead-
ing to physical phenomena such as correlations and entanglement. To understand how
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dissipative fermionic system describes such dynamics, first suppose we have a compos-
ite fermionic Gaussian system described by N Majorana modes in the basis (cj−1, c2j),
with j = 1, 2, · · · , N labelling the modes. In section 5, we were able to construct the
Hamiltonian matrix (5.32), covariance matrix (5.42) and the A and C matrices in (7.1)
by considering the Majorana basis so that adjacent pairs of rows and columns making up
the matrices would correspond to individual modes. Thus in this mode basis, a general
2N × 2N covariance matrix Γν of a fermionic system is written as
Γabν =

Γ1 δ12 . . . δ1N





−δT1N −δT2N . . . ΓN
 , (7.15)
where the 2× 2 block diagonal terms Γj, describe the correlations within each mode, and
the off diagonal terms δjk describe the correlations between the j and k modes. Relating
this to the GGME (7.1), we can describe the block diagonal (block off diagonal) terms in A
and C as those generating the single (multimode) dynamics respectively. So by definition,
a multimode dynamic is one that directly or indirectly couple different modes of the system
through an environment.
7.2.4 State dependent vs state independent dynamics
A state dependent dynamic may be defined as one where update rules are not fixed with
time, but rather changes as a function of the current state of the system.
Now consider again Eq. (7.1). We see that the linear terms generated by the matrix
A, would correspond to state dependent part of the dynamics as its effect on the states’s
covariance matrix depends on the current state of the system. Conversely the affine term
would be the state independent part of the dynamics.
7.3 Partitioning the different dynamics
To understand the distinction between different types of dynamics we discussed above, it























From equation (5.95), we expand A over this basis in the second tensor factor as,
A = AI ⊗ 12 + Aj ⊗ J + Ax ⊗X + Az ⊗ Z (7.17)
We can write Ω = 1 ⊗ J . In the previous section, we partitioned A into its orthogonal
and non-orthogonal parts, Ao and An by isolating its symmetric and antisymmetric parts.
Likewise we partitioned A into its active and passive parts. In this section, we will use the
expansion in (7.17), we will isolate each part of A that we have just described.
The following identities will be useful for our study
anti(Aµ ⊗ Y ). =

anti(Aµ)⊗ Y if Y is symmetric
sym(Aµ)⊗ Y if Y is antisymmetric
(7.18)
where we have defined the linear functions
anti(X) = X −XT , sym(X) = X +XT (7.19)
Similarly
sym(Aµ ⊗ Y ). =

sym(Aµ)⊗ Y if Y is symmetric
anti(Aµ)⊗ Y if Y is antisymmetric
(7.20)
7.3.1 The case for state dependent dynamics
We have discussed in 7.2.4 that A generates the state dependent part of the dissipative
dynamics. In this section, we are going to partition A following two steps. The first step
involves partitioning A into its orthogonal active Aoa, nonorthogonal active Ana, orthogonal
passive Aop and nonorthogonal passive Anp parts respectively. In the next step, we further
partition the results above into single mode and mulitimode parts of A dynamics.
First step of partition
The first thing we do is to find Aoa, the orthogonal active part of A. We note that the
computation is tedious but straightforward, and the procedure can be applied to find
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the other parts Aoa, Aoa, Aoa. To begin, we first compute AO which is given in (7.7) as
anti(A) = A− AT . Using the expansion of A in (7.17),
Ao =anti(A) = anti(AI ⊗ 12 + Aj ⊗ J + Ax ⊗X + Az ⊗ Z)
=anti(AI ⊗ 12) + anti(Aj ⊗ J) + anti(Ax ⊗X) + anti(Az ⊗ Z)
From the identity relation (7.18), we have
Ao = anti(AI)⊗ 12 + sym(Aj)⊗ J + anti(Ax)⊗X + anti(Az)⊗ Z (7.21)
Next we find the active part of Ao which is given in (7.13) as
Ao = Ω
−1anti(ΩAo) (7.22)
Recall that Ω can be written as Ω = 1N ⊗ J , so we first compute ΩAo. Making use of the
identity (A⊗B)(C ⊗D) = (A⊗ C)(B ⊗D) and taking note that
J ⊗ J = −12, J ⊗X = Z, J ⊗ Z = −X, (7.23)
we obtain
ΩAo = (12 ⊗ ω)
(
anti(AI)⊗ 12 + sym(Aj)⊗ J + anti(Ax)⊗X + anti(Az)⊗ Z
)





anti(AI)⊗ J − sym(Aj)⊗ 12 + anti(Ax)⊗ Z − anti(Az)⊗X
)
=sym(anti(AI))⊗ J − anti(sym(Aj))⊗ 12 + anti(anti(Ax))⊗ Z − anti(anti(Az))⊗X
=anti(anti(Ax))⊗ Z − anti(anti(Az))⊗X (7.24)
where we have used that sym and anti are orthogonal projectors, that is for any matrix Y ,
sym(anti(Y )) = sym(Y − Y T ) = (Y − Y T ) + (Y − Y T )T = 0
anti(sym(Y )) = anti(Y + Y T ) = (Y + Y T )− (Y + Y T )T = 0
Finally multiplying the resulting anti(Aoa) (7.24) by Ω
−1 on the left,
Aoa =Ω
−1anti(ΩAo)
=− (12 ⊗ J)(anti(anti(Ax))⊗ Z − anti(anti(Az))⊗X)
= anti(Ax)⊗X + anti(Az)⊗ Z. (7.25)
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In obtaining the last line, we again used the relation (7.23). Thus the orthogonal active
part of A given by Aoa is the sum of two N by N antisymmetric matrices tensored with
X and Z. We can perform similar analysis on the other parts of A yielding
Aoa = Ax,anti ⊗X + Az,anti ⊗ Z, (7.26a)
Aop = A1,anti ⊗ 12 + Aw,sym ⊗ J, (7.26b)
Ana = A1,sym ⊗ 12 + Aw,anti ⊗ J, (7.26c)
Anp = Ax,sym ⊗X + Az,sym ⊗ Z, (7.26d)
where Aµ,sym and Aµ,anti are some symmetric and antisymmetric N by N matrices for
µ ∈ {1, j, x, z}.
Second step of partition
Finally each of these can be further subdivided into its single and multi-mode parts by
isolating their block diagonal elements. Note that in the expansion given by (7.17) the
block diagonal elements of, for instance, the Ax ⊗ X term correspond to the diagonal
elements of Ax. Defining A
D
µ to be the diagonal elements of Aµ we find the single mode
parts of each term to be,
Asoa =A
D
x,anti ⊗X + ADz,anti ⊗ Z = 0 (7.27a)
Asop =A
D
1,anti ⊗ 12 + ADj,sym ⊗ J = ADj,sym ⊗ J, (7.27b)
Asna =A
D
1,sym ⊗ 12 + ADj,anti ⊗ J = AD1,sym ⊗ 12, (7.27c)
Asnp =A
D
x,sym ⊗X + ADz,sym ⊗ Z. (7.27d)
Note that the single-mode orthogonal active state-dependent part of the dynamics (Asoa)
vanishes since the diagonals of an antisymmetric matrices are zero. The multi-mode parts
of each term are given by the difference between the terms and their single mode parts,
Am = A−As. From the classification above, we see that one cannot have dynamics which
is single-mode, orthogonal and active, that is AOA is always multi-mode, while every other
combination is possible.
7.3.2 The case for state independent dynamics
We turn our attention to partitioning the state-independent part of our dissipative dynam-
ics. As discussed already this is given by the antisymmetric matrix C which was shown
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in 7.2.1 to be entirely non-orthogonal Cn = C and Co = 0. So what we need to do is to
compute the single-mode and multi-mode parts of C followed by the active and passive
parts.
To begin, we can expand C over the 2× 2 basis (7.16) as we did for A.
C = Cn = C1 ⊗ 12 + Cj ⊗ J + Cx ⊗X + Cz ⊗ Z, (7.28)
where Cµ are N by N matrices for µ ∈ {1, j, x, z}. Since C must be an antisymmetric
matrix, it follows that its coefficient matrices in the expansion (7.28) must be either sym-
metric or antisymmetric depending on their accompanying tensor factor. Specifically, since
12, X, and Z are symmetric C1, Cx, and Cz must be antisymmetric. Similarly since J is
antisymmetric Cj must be symmetric.
First step of partition
We want to compute the single and multimode parts of Cn. As before this means splitting
Cn into its block-diagonal and block-off-diagonal elements. This again corresponds to
isolating the diagonal elements of C’s coefficient matrices
Csn = C
D
1 ⊗ 12 + CDJ ⊗ J + CDx ⊗X + CDz ⊗ Z
= CDJ ⊗ J, (7.29)
and
Cmn =Cn − Csn (7.30)
where we have again exploited the fact that the diagonals of antisymmetric matrices vanish.
Second step of partition
Next we will divide the resulting Cmn and C
s
n into their active and passive parts respectively,
according to how it affects a system’s average excitation number. Recalling equation (7.12)
we can see that C contributes to the average excitation number through the trace of ΩC.
To see how this works, we will compute C’s contribution to the change of particle number;
that implies computing Tr[ΩC] = Tr(ΩCsn) + Tr(ΩC
m

















S.D. S.I. S.D. S.I.
Table 7.1: The results of the partition performed in Sec. 7.3.1. Note each cell is di-
vided horizontally into a state-dependent (S.D.) and state-independent (S.I.) part. The
superscripts on each term indicate whether or not such terms can be single-mode (S) or
multi-mode (M) or both. An empty cell indicates the dynamics is not possible. Note that
the partition has revealed that only 9 of the potential 16 types of dynamics are realized.
component of C,
Tr(ΩCmn ) = Tr
(




(12 ⊗ CoDn )(J ⊗ 12) + (12 ⊗ CoDn )(J ⊗ J)
+ (12 ⊗ CoDn )(J ⊗X) + (12 ⊗ CoDn )(J ⊗ Z)
)
= 0
where “CoDn ” denotes off diagonal element of the matrix C. The trace is vanishing because
its element is off-diagonal. So we conclude following 7.2.2 that the multimode component
of C is passive. Next we look at the single mode component of Cn
Tr(ΩCsn) = Tr
(




(12 ⊗ CDn )(J ⊗ 12) + (12 ⊗ CDn )(J ⊗ ω)











So the diagonal elements of Cω determine if C is active or not. Thus we are led to identify
the active and passive parts of C as,
Cna = C
D
ω ⊗ ω, (7.31)
Cnp = C − Cna, (7.32)
respectively. Coincidentally these are the same terms we found when dividing C into its




n = Cnp = C
m
np.
The results of this partition are summarized in Table 7.1. Note that the partition has
revealed that only 9 of the potential 16 types of dynamics are realized.
7.3.3 Complete positivity
Table 7.1 shows that an open system in the fermionic setting is capable of producing nine
distinct types of dynamics. It follows that not all of these dynamics are completely positive
in isolation. As we stated earlier, dynamics in the fermionic setting is said to be a valid
dynamics if it satisfies the positivity condition (7.2)
A+ AT + iC ≤ 0. (7.33)
We will show that any non-orthogonal dynamics (either C 6= 0 or An 6= 0) must be
accompanied by a non-zero amount of noise. We prove this by showing that for completely
positive dynamics C 6= 0 implies An 6= 0 which itself implies Tr(An) < 0. Following this we
will show that Asna is the only part of the dynamics which contributes to this trace. Later,
in the chapter we will show why it is appropriate to interpret Asna as generating noise.
Proof. To begin our proof, we note that according to (7.8), we can rewrite (7.33) as
2An + iC ≤ 0, (7.34)
Taking the complex conjugate of (7.34) gives
2An − iC ≤ 0 (7.35)
We see from (7.34) and (7.35) that if An = 0, then iC ≤ 0 and −iC ≤ 0 (or equivalently
iC ≥ 0) respectively. The only way that both of these inequalities in C can be true is if
we have C = 0. Taking the contrapositive of this result gives C 6= 0 implies An 6= 0.
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Properties of a non-positive matrix
By adding (7.34) to its complex conjugate we see that completely positive dynamics has
An ≤ 0. Now the following properties follow for the non-positive matrix An
1. The eigenvalues of An are all real and non-positive, which implies the sum of all
eigenvalues are non-positive.
2. Since it is a theorem that the sum of all eigenvalues of a matrix is equal to its trace,
it follows that
Tr(An) ≤ 0 (7.36)
Given that the eigenvalues of An are non-positive, their sum can only vanish if they are
themselves zero that is if Tr(An) = 0, which implies An = 0. Thus since we cannot have
An vanishing, then neither can Tr(An). So the inequality (7.36) reduces to
Tr(An) < 0, (7.37)
which shows that for completely positive dynamics, the presence of any non-orthogonal
dynamics implies that Tr(An) < 0.
Let us now go ahead to identify which part of the partitions in Table 7.1 contributes





na ) respectively. We start with the contribution from the passive part of the
dynamics Anp given in (7.27a). So
Tr(Anp) = Tr(Ax,sym ⊗X + Az,sym ⊗ Z) (7.38)
= Tr(Ax,sym) Tr(X) + Tr(Az,sym) Tr(Z) = 0
where we have it that Tr(X) = Tr(Z) = 0. With vanishing contribution from the passive
part of the dynamics, this implies that the dynamics that contribute to Tr(An) must be
active. Next we can argue that since the multi-mode parts of A are block-off-diagonal they
cannot contribute to this trace either. Thus the dynamics contributing to Tr(An) must be
single-mode. Thus the only part of the dynamics contributing to Tr(An) is A
s
na.
Hence, completely positive non-orthogonal dynamics must have Asna 6= 0. As we will
see in the next section, this type of dynamics can be interpreted as generating noise. The
fact that non-orthogonal (and more generally non-unitary) dynamics must be noisy is well
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known and holds outside of the Gaussian context we are discussing here. The novel con-
nection here is that for Gaussian fermionic systems this noise must be active. That is
particle-number non-conserving and requiring an environment for its particle exchange.
Though some active dynamics do not necessarily require an environment to exchange par-
ticles with, we also comment that such dynamics are not Gaussian, that is they do not
map Gaussian states to Gaussian states and thus cannot be regarded as fermionic Gaussian
maps.
Any non-trivial interaction with an environment must involve particle/excitation ex-
change with that environment, for at least some initial states. In other words, any com-
pletely positive interaction with an environment having no particle/excitation exchange is
orthogonal and thus can be implemented/explained/modelled without that environment.
Moreover, since any state-independent dynamics is necessarily non-orthogonal it must
also be noisy (Asna 6= 0) in order to be completely positive. Since this noise term is state
dependent, all completely positive fermionic Gaussian dynamics must include a state-
dependent part.
Lastly, it is worth noting that complete positivity can be violated if the dynamics is
non-Markovian [112]. In such cases non-orthogonal dynamics could in principle appear
without an additional noise term.
7.4 Physical interpretation of the different partitions
Having completed the classification and partition of the dynamics, we now study the dif-
ferent types of dynamics that are possible for fermionic systems and how they relate to
the partition we performed above. Note that it is sufficient to consider systems composed
of one or two modes (N = 1, 2) in order to build illustrative examples of every type of
dynamics
7.4.1 Single mode dynamics
The single mode simplifies the state space available to a fermionic system. Specifically,
all physical single-mode states are thermal states with respect to their free Hamiltonian
(5.16). The dynamics of a single mode are equally trivial. Since N = 1 the coefficient
matrices of A and C in (7.17) and (7.28) are just scalars.
159
Let us see how our partitions apply to the single mode dynamics. From (7.27), the
single mode dynamics summarizes to
AN=1 = aop ω + ana 12 + anp,x X + anp,z Z,
for some real parameters aop, ana, anp,x, and anp,z. Likewise,
CN=1 = cnaω,
for some real parameter cna. The complete positivity condition (5.90) here reduces to









Taking the square of (7.39), we obtain
a2na ≥ (anp,x X + anp,z Z −
i
2















na/4 ≥ 0. (7.40)
Note that, as discussed above, the presence of any non-orthogonal dynamics necessitates
the presence of ana 6= 0.
Recall that the covariance matrix for a single mode fermionic system is given by (5.46),






where ν = tanh(βE/2) is a temperature monotone and E is the mode’s excitation energy.





. In order for a state with covariance matrix (7.41) to be a physically valid state we
must have −1 ≤ ν ≤ 1 such that 0 ≤ 〈n̂〉 ≤ 1. We will now go ahead to interpret the
different single mode dynamics.
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Orthogonal single mode dynamics
Table 7.1 shows that our orthogonal single mode dynamics is passive and state dependent.
Such dynamics is generated by Asop as shown in (7.6) and given in the form
Asop = −E ω, C = 0 (7.42)
for a single N = 1 mode, where E is some real parameter. To interpret this type of








Thus we can interpret this dynamics as the free evolution of the mode, where E is its
excitation energy. Similarly, the effect of this dynamics on the system’s covariance matrix
can be computed from (5.3.4)




= −E ν(t) (ωω + ωωT ) = 0 (7.45)
that is, the dynamics that does not change the state of the system. One may have an-
ticipated this by recalling that for one mode (N = 1) all physical states are thermal and
therefore stationary under free evolution. This could also have been anticipated by noting
that this dynamics is passive, and so cannot change 〈n̂〉 (and therefore cannot change ν or
Γ).
Non-orthogonal single-mode dynamics





np) and which we will now discuss in turn.
1. As discussed above, complete positivity requires that any non-orthogonal dynamics
is accompanied by some Asna 6= 0. For one mode (N = 1) the generator of this
dynamics is of the form
Asna = −r 12 (7.46)
for some real parameter r. Complete positivity requires r ≥ 0. Using equation




2 r x̂1, L̂2 =
√
2 r p̂1. (7.47)
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ν(t) = −2r ν(t). (7.48)










and taking the exponential of both sides gives
ν(t) = ν0e
−2rt (7.49)
which is a law that governs the exponential decay of ν at time t. Thus this dynamics
causes ν to decay exponentially to zero at a rate 2 r. Once ν = 0 the state is
maximally mixed. Thus we can identify Asna as adding noise to the system.
2. Next let us now look at state-independent active non-orthogonal single-mode dynam-
ics, that is Csna. This type of dynamics is generated by
Csna = c ω (7.50)
for some real parameter c. In order to be completely positive this dynamics must be
accompanied by a minimum level of noise. Specifically, Asna = −r 12 with r ≥ |c/2|.
Using equation (5.97) we can associate this dynamics with Lindblad operators that
are linear in the Majorana operators.
L̂1 =
√
r − c/2 â1, L̂2 =
√
r + c/2 â†1. (7.51)
Computing the effect of this dynamics on the system’s covariance matrix, we find
ν ′(t) = −2r ν(t) + c. (7.52)
This results in ν being exponentially attracted towards ν(∞) = c/2r at a rate 2 r.
Note that the complete positivity of the dynamics implies that this final state of the
system is physical, i.e. −1 ≤ ν(∞) ≤ 1. In the limiting case where c = ±2r the
system’s final state has ν(∞) = ±1. These are the system’s two pure states, |0〉 and
|1〉. Hence we identify Csna dynamics as purifying the state.
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3. Finally, let us look at state-dependent passive non-orthogonal single-mode dynamics,
that is Asnp. This type of dynamics is generated by
Asnp = bxX + bz Z (7.53)
for some real parameters bx and bz. In order to be completely positive this dynamics






Note that as we discussed in Section 7.2 our classification scheme is invariant under a
change of local basis. Thus without loss of generality, it is sufficient to only investigate
the bx term. Using equation (5.97) we can associate this term with Lindblad operators
that are linear in the Majorana operators.
L̂1 =
√
r − bx (x̂1 + p̂1), L̂2 =
√
r + bx (x̂1 − p̂1). (7.54)
As we saw with free evolution, this dynamics cannot affect ν since it is passive.
However, this does not mean that this dynamics is completely trivial. As we will
see in the next section, this dynamics affects the evolution of the mode’s correlations
with other uncoupled systems.
7.4.2 Multimode dynamics
We recall from (5.61), a generic covariance matrix for N = 2 modes can be written as
Γ =

0 ν1 g1 g2
−ν1 0 g3 g4
−g1 −g3 0 ν2
−g2 −g4 −ν2 0

for some local temperature monotones ν1 and ν2 and four correlation numbers: g1, g2, g3,
and g4. Multi-mode dynamics couples these parameters together via the master equation
(5.95). Specifically, the six parameters of the covariance matrix, g = {ν1, ν2, g1, g2, g3, g4}ᵀ,
will evolve under a system of first order differential equations as,
g′(t) = A g(t) + C (7.55)
for some 6 by 6 real-valued matrix, A, and 6 dimensional real-valued vector, C.
In order to examine the effect of multi-mode dynamics we will convert the dynamics
into the above form and then perform an eigen-decomposition of A.
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Revisiting Single-Mode Dynamics
Before we look at multi-mode dynamics let us look at how single-mode dynamics affect
existing correlations.
First we will look at the effect of free rotation on the system’s correlations. Taking
each mode to have excitation energies, E1 and E2, their free evolution is generated by
A = −E1 ω ⊕−E2ω. (7.56)






0 0 −E2 g2 − E1 g3 E2 g1 − E1 g4




where the lower left triangle is the negation of the upper right one. Note that as expected
the free rotation does not affect the reduced state of either system; ν1 and ν2 are constant.
From this we can read off A as
A =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 −E2 −E1 0
0 0 E2 0 0 −E1
0 0 E1 0 0 −E2
0 0 0 E1 E2 0
 . (7.58)
To analyze how the correlations effect each other we can diagonalize A. However in this
case it is more convenient to diagonalize A2, which is related to the second order differential



























where diag is the usual notation for a diagonal matrix with its non-zero elements given by
the argument. Thus the correlations do rotate among themselves. In particular the g1 + g4
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and g2− g3 correlations oscillate at a rate E1−E2 and the g1− g4 and g2 + g3 correlations
oscillate at a rate E1 + E2.
Next, let us examine the effect of Asnp on multi-mode correlations. Since this dynamics
is non-orthogonal we must introduce a certain amount of noise to make it completely
positive. Restricting our attention to the bx term in (7.53) we can take
A = (−r 12 + bxX)⊕ 02,
where 02 is the 2 by 2 zero matrix and r ≥ |bx| is required for complete positivity.



























such that unless bx = ±r, all of the parameters of the covariance matrix (except ν2) are
driven to zero. That is, eventually the first mode becomes maximally mixed and all of its
correlations with the second mode are broken. The effect of Asnp is to modify the rates at
which the parameters decay. In the limiting case where bx = ±r then the g1±g3 and g2±g4
correlations are completely shielded from this decay. For the purpose of our classification
we will call this dynamics ‘correlation shielding’.



























where r ≥ |bz| is required for complete positivity. Note that as before all of the parameters
of the covariance matrix (except ν2) are again driven to zero unless bz = ±r. If bz = r then
the g1 and g2 correlations are shielded from decay, and if bz = −r the g3 and g4 correlations
are shielded.
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Orthogonal, passive and state-dependent dynamics
For N = 2 the multi-mode orthogonal passive state-dependent dynamics are given by
Aop =
(
02 a112 + Ajω
−a112 + Ajω 02
)
. (7.62)





b1(x̂1x̂2 + p̂1p̂2) +
i
2
bw(x̂1p̂2 − p̂1x̂2) + h.c. (7.63)
Written in terms of the modes’ creation and annihilation operators this is
Ĥeff = (bw + ib1)â1â
†
2 − (bw − ib1)â
†
1â2. (7.64)
Note that every term in this effective Hamiltonian has an equal number of creation and
annihilation operators, such that it is manifestly number conserving/passive. We should
also note that these are the type of terms that would arise from a “rotating wave”-like
approximation.
To analyze the effect of this dynamics let us restrict our attention to the bw term.



























Thus we can see that this dynamics causes the difference in the modes’ excitation level,
ν1 − ν2, and the g4 + g1 correlations to oscillate at a rate 2 bw.
Note that the remaining variables do not grow linearly with time but are constant.
















with all other first derivatives vanishing.
Repeating our analysis on the b1 term we find the same result as above but the g2− g3
correlation oscillates instead.
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Orthogonal active and state-dependent dynamics
For N = 2 the multi-mode orthogonal active state-dependent dynamics are given by
Aoa =
(
02 bxX + bzZ
−bxX − bzZ 02
)
. (7.67)





bx(x̂1p̂2 + p̂1x̂2) +
i
2
bz(x̂1x̂2 − p̂1p̂2) + h.c. (7.68)
Written in terms of creation and annihilation operators this is




2 − (bx − ibz)â1â2. (7.69)
Note that every term in this effective Hamiltonian has an unequal number of creation
and annihilation operators, such that it is manifestly number non-conserving/active. We
should also note that these are the terms which would be dropped when taking the “rotating
wave”-like approximation.
To analyze the effect of this dynamics, let us restrict our attention to the bx term.



























Thus we can see this dynamics causes the total excitation level, ν1 + ν2, and the g1 − g4
correlations to oscillate at a rate 2bx. One can imagine the modes both becoming more
excited and unexcited in unison while correlations between them rise and fall. As before,
the remaining variables do not grow linearly with time but are constant.
Repeating our analysis on the bz term we find the same result as above but the g2 + g3
correlations oscillate instead.
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Non-orthogonal active and state-dependent dynamics
For N = 2 the multi-mode non-orthogonal active state-dependent dynamics are given by
Ana =
(
02 b112 + bwω
b112 − bwω 02
)
. (7.71)
Since this dynamics is non-orthogonal we must introduce a certain amount of noise to make
it completely positive. Restricting our attention to the bw term we first examine
A =
(
−r 12 bw ω
−bw ω −r 12
)
, (7.72)
where r ≥ |bw| is required for complete positivity.
Using equation (5.97) we can associate this term with Lindblad operators that are linear
in the Majorana operators.
L̂1 =
√
r − bw (x̂1 + p̂2), L̂2 =
√
r − bw (p̂1 − x̂2), (7.73)
L̂3 =
√
r + bw (x̂1 − p̂2), L̂4 =
√
r + bw (p̂1 + x̂2). (7.74)




ν1 + ν2 + g1 + g4















ν1 + ν2 + g1 + g4






Note that unless bw = ±r, all of the parameters of the covariance matrix are suppressed to
zero; The modes become maximally mixed and uncorrelated. The effect of this dynamics
is to modify the rates at which the parameters decay. In the limiting case where bw = ±r
the final state may still have some correlations. For example if bw = −r then the sum,
ν1 + ν2 + g1 + g4, is preserved resulting in the final state
Γ(∞) =

0 k k 0
−k 0 0 k
−k 0 0 k
0 −k −k 0
 , (7.76)
where k = 1
4
(ν1 + ν2 + g1 + g4)|t=0.
The b1 term provides similar phenomenology, shielding either the sum ν1 + ν2 + g3− g2
or ν1 + ν2 − g3 + g2.
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Non-orthogonal, passive and state-dependent




02 bxX + bz Z
bxX + bz Z 02
)
. (7.77)
Since this dynamics is non-orthogonal we must introduce a certain amount of noise to make







where r ≥ |bx| is required for complete positivity.
Using equation (5.97) we can associate this term with Lindblad operators which are
linear in the Majorana operators.
L̂1 =
√
r − bw (x̂1 + p̂2), L̂2 =
√
r − bw (p̂1 + x̂2), (7.79)
L̂3 =
√
r + bw (x̂1 − p̂2), L̂4 =
√
r + bw (p̂1 − x̂2). (7.80)





ν1 − ν2 + g1 − g4















ν1 − ν2 + g1 − g4





Once again, unless bx = ±r, all the parameters are suppressed to zero. The effect of this
dynamics is to modify the rates at which the parameters decay. In the limiting case where
bx = ±r the final state may still have excitations and correlations. For example if bx = −r
then the sum ν1 − ν2 + g1 − g4 is preserved resulting in the state
Γ(∞) =

0 k k 0
−k 0 0 −k
−k 0 0 −k
0 k k 0
 , (7.82)
where k = 1
4
(ν1 − ν2 + g1 − g4)|t=0.
The bz term provides similar phenomenology, shielding either the sum ν1− ν2 + g2 + g3
or ν1 − ν2 − g2 − g3.
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Non-orthogonal, passive and state-independent dynamics
The final type of dynamics identified by the partition described above is given by
Csnp =

0 0 c1 c2
0 0 c3 c4
−c1 −c3 0 0
−c2 −c4 0 0
 . (7.83)
This dynamics adds directly to the g1, g2, g3, and g4 correlations.









0 0 c1 c2
0 0 c3 c4
−c1 −c3 0 0
c2 −c4 0 0
 (7.84)



































The solution to these equations have both ν1 and ν2 decaying to zero at a rate 2r, while
the correlation gi decays to gi(∞) = ci/2r at a rate 2r.
Note that as we discussed in Section 7.2 our classification scheme is invariant under
a change of local basis. Using this freedom we can take a representative scenario with
c2 = 0 and c3 = 0. In this case we can assign equation (5.97) to this type of dynamics with
Lindblad operators that are linear in the Majorana operators.
L̂1 =
√
r − c1/2 (x̂1 − i x̂2), L̂2 =
√
r + c1/2 (x̂1 + i x̂2), (7.86)
L̂3 =
√
r − c4/2 (p̂1 − i p̂2), L̂4 =
√
r + c4/2 (p̂1 + i p̂2). (7.87)
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Yes Yes Yes Yes Asop: Free
Evolution
Yes Yes Yes No Not Possible
Yes Yes No Yes Not Possible
Yes Yes No No Not Possible
Yes No Yes Yes Asnp:
Correlation
Shielding
Yes No Yes No Not Possible
Yes No No Yes Asna: Noise
Yes No No No Csna: Purifying
No Yes Yes Yes Amop:
Multi-mode
Rotation
No Yes Yes No Not Possible




No Yes No No Not Possible




No No Yes No Cmnp:
Correlating




No No No No Not Possible
Table 7.2: The partition performed in Sec. 7.3.1 results in nine distinct types of open
fermionic Gaussian dynamics. Examples of each (and justifications for their names) are
presented in the chapter.
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7.5 Comparison with Bosonic Gaussian Dynamics
The mathematical structures underlying bosonic and fermionic GQM are very similar, but
lead to vastly different phenomenology. Additional comparisons of bosonic and fermionic
Gaussian systems can be found in [44] and [28].
Fundamentally their differences begin with how their (anti-)commutation relations are
described on the system’s phase space. In the fermionic/bosonic case we have
{r̂n, r̂m} = δnm1̂ vs. [r̂n, r̂m] = Ωnm1̂.
For fermionic systems symmetric combinations of Majorana operators are associated with
the identity matrix on phase space whereas for bosonic systems antisymmetric combina-
tions of quadrature operators are associated with the symplectic matrix Ω.
In either case, Gaussian states are fully described by the system’s first and second
moments. In the fermionic case, non-trivial linear combinations of the Majorana operators
are unphysical so all first moments vanish. Moreover the symmetric part of the second
moments are fixed by the commutation relations. Thus all that is left is the antisymmetric
covariance matrix Γnm = 〈i[r̂n, r̂m]〉. In the bosonic case, the system may have non-
trivial first moments (allowing for displaced/coherent states) and the symmetric part of
the system’s second moments are non-trivial, that is the system’s covariance matrix σnm =
〈r̂n, r̂m〉. The overall difference is that fermionic Gaussian states are more restricted then
bosonic ones.
In either case, the complete positivity condition is stated as the following matrix in-
equality for both bosonic and fermionic sytems:
−12N ≤ iΓ ≤ 12N vs. iΩ ≤ σ. (7.88)
One critical thing to note here is that in the fermionic case the two-sided bound in (7.88)
above implies that the space of allowed states is compact, whereas in the bosonic case the
state space is unbounded.
In either case, the unitary Gaussian transformations can be seen as linear transforma-
tions on the system’s quadrature/Majorana operators. And in either case these turn out
to be the transformations that preserve the system’s (anti-)commutation relations. In the
fermionic case these are orthogonal transformations (i.e. transformations that preserve the
identity) and in the bosonic case they are symplectic transformations (i.e. transforma-
tions that preserve the symplectic form). An important difference between these groups is
that the special orthogonal transformations form a compact group whereas the symplectic
transformations do not.
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Ultimately, fermionic Gaussian dynamics are notably more restricted than bosonic dy-
namics. The fermionic state space is smaller in several ways: its first moments all vanish
(meaning no displaced states are possible), its covariance matrix is antisymmetric (which
necessarily has less degrees of freedom than a symmetric matrix of the same dimension) and
the state space itself is bounded/compact. As for the dynamics, comparing the fermionic
partition performed here to the bosonic one performed in [58] we find two less types of
dynamics are possible. Furthermore, due to the compactness of the state space, fermionic
Gaussian dynamics must either be cyclic or evolve to a fixed point, there is no infinite
direction for the state to head off towards. This is in contrast to the bosonic case where
the state may be squeezed, displaced or heated to an arbitrary degree without converging
to a fixed point.
7.6 Conclusion
We have introduced a classification of the generators of open fermionic Gaussian dynamics.
Specifically we divided the generators of the dynamics along four lines:
1. unitary and non-unitary
2. active and passive
3. single-mode and multi-mode
4. state-dependent and state-independent
Of the potential sixteen types of dynamics expected of such a division, we find that seven
of them vanish, leaving only nine types of fermionic Gaussian dynamics.
We have provided illustrative examples of each of these types of dynamics. Our analysis
of the complete positivity of these dynamics indicates that the presence of any non-unitary
effects necessitates the presence of noise in the dynamics. Since this noise is active (it
involved particle flux with the environment), completely positive fermionic Gaussian dy-
namics is either unitary or involve particle exchange with its environment.
We have also provided comparison with a similar partitioning of bosonic Gaussian
dynamics [58]. Overall, fermionic Gaussian states and transformation are more restricted
than bosonic ones. For a finite number of modes, there are less degrees of freedom for
both Gaussian states and transformations if the modes are fermionic as compared to if
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they are bosonic. As we discussed these restrictions ultimately stem from the system’s
(anti-)commutation relations.
Work that applies this partition to the dynamics of quantum systems that are bom-





In this thesis, we have investigated some leading problems in quantum physics as related
to quantum computing and quantum information processing.
First is the problem of quantum decoherence; an effect that is attributed to quantum
states that are in macroscopic superposition. Such states are characterized by quantum
coherence and quantum entanglement–fundamental properties in quantum physics that
characterize quantum devices thereby distinguishing them from their classical counterparts.
An example in quantum optics is the quantum superposition of coherent states (SCS) that
have equal amplitude but are 180 degrees out-of-phase. If we are able to harness these
quantum superposition states to detect their various quantum effects and features, we are
certain of developments and innovations in our communication and quantum technologies.
Unfortunately, superposition states are very fragile; due to constant interactions with the
environment, they easily lose their quantum coherence and quantum entanglement and
rapidly decohere to a statistical mixture of coherent states (a counterpart of the quantum
superposition of coherent states).
The loss of coherence in a quantum superposition of states is referred to as decoherence.
Decoherence is the major reason we cannot observe superposition in our macroscopic world
or even generate quantum superpositions of states such as the SCS. It follows that for
applications in quantum information processing and testing quantum theories, we require
quantum SCS that have high fidelity and large amplitude respectively. So far researchers
have been able to generate SCS that only have small amplitudes. A recent proposal shows
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that employing the effect of squeezing would help generate SCS that have large amplitudes
and high fidelity. A detection mechanism that will probe and display the quantum effects
in quantum superposition states is necessary.
In this regard and assuming we have access to a squeezed superposition of coherent
states (SSCS), I presented a scheme that probes the quantum SSCS stored in a cavity.
I do so without significantly modifying the quantum states. This scheme is the mode-
invisibility measurement scheme which was presented first in [97] to probe a Fock state of
light nondestructively. I showed that the mode-invisibility technique provides (at least in
principle) a good measurement scheme for observing the quantum nature of a superposition
of coherent states. I demonstrated this explicitly for the even, odd, and Yuker-Stoler cat
states respectively. For small values of the magnitude α of the coherent state parameter,
I find it straightforward to distinguish these states. The distinguishability of the three
cat states is enhanced by squeezing. Interestingly, oscillations are present in the interfer-
ometric phase difference only when squeezing is introduced and absent without squeezing.
Therefore our method also offers a scheme to distinguish between cat states and squeezed
cat states.
In contrast to the several ways in which the nonclassical properties of coherent states
have been investigated, our method provides a measure for studying the behaviour of a
superposed cat state, most importantly distinguishing between them in a non-destructive
way. Of course the natural question is how to realize this mode-invisibility technique in
the laboratory and use it to study the decoherence properties of these cat states. We leave
this project for future study.
More so I have demonstrated the utility of the mode-invisibility measurement technique
for non-destructively probing the Bell cat state (that is entangled generalized qubit/cat
state) in a cavity mode. In this state, the effect of the qubit-field coupling and probe-
field coupling comes to play. For realistic physical parameters, and provided that the
amplitude of the cavity field is not too large, the technique works very well, especially in
the regime where the probe-cavity field coupling is approximately equal to the qubit-cavity
field coupling. However the method breaks down once the amplitude of the cavity field is
sufficiently large. I also investigated the dynamics of the qubit state and the von Neumann
entropy of the combined system Bell cat state.
The second problem I investigated belongs to the field of quantum information pro-
cessing with a link to quantum thermodynamics - this is the problem of work extraction
from quantum systems, precisely from non-interacting fermionic systems. Passive states
are those states for which work cannot be extracted via unitary transformations, that is
those states whose average energy cannot be lowered through a unitary operation acting
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on them. However some passive states may have extractable work if several copies of the
system are processed through a unitary process acting on the global system– a state may
be passive given only a single copy but can become active for n copies. Completely passive
states remain passive no matter how many copies of the system are available (an example
is the thermal Gibb’s state [106, 81], while those states that become active for some k ≥ n
copies of the system are termed k-activable [125]. I showed that a fermionic mode in ther-
mal state is k-activable, that is a fermionic mode in thermal state although passive, can be
activated to yield work given three or more copies of the system. This number is sufficient
and yields an upper bound on the number of copies needed.
On the other hand, although work can be extracted from non-passive states the uni-
tary transformation required for this process is difficult to realize. Given that Gaussian
unitaries are easily generated, one may consider extracting work via the restricted class of
Gaussian unitaries, this introduces us to the notion of Gaussian passivity [22] which al-
lows work to be extracted from quantum systems via Gaussian unitary operations. In the
bosonic setting, the idea of extracting work from passive but not completely passive states
via Gaussian unitary transformations have been established [22]. I extended the idea of
Gaussian passivity to a system non-interacting fermionic modes in thermal states. I char-
acterize general quantum states in fermionic systems according to their ability to yield
work (or not) under such transformations. Overall, fermionic Gaussian transformations
are more restricted than general unitary transformations for work extraction.
Lastly I studied the dynamics of open fermionic quantum systems. An open quantum
system is one that is in constant interaction with its environment via exchange of energy or
particles. This practically implies that the operation of any realistic quantum information
devices (quantum computer for example) would be accompanied by noise and by loss of
quantum information into the environment. Hence it is important to investigate how our
quantum system in a realistic setting, would behave. In this regard I investigated the
dynamics of an open Markovian non-interacting fermionic system. I have introduced a
classification of the generators of open fermionic Gaussian dynamics. Specifically I divided
the generators of the dynamics along four lines:
1. unitary and non-unitary
2. active and passive
3. single-mode and multi-mode
4. state-dependent and state-independent
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Of the potential sixteen types of dynamics expected of such a division, we find that seven
of them vanish, leaving only nine types of fermionic Gaussian dynamics.
I have provided illustrative examples of each of these types of dynamics. I have also
provided comparison with a similar partitioning of bosonic Gaussian dynamics [58]. Over-
all, fermionic Gaussian states and transformation are more restricted than bosonic ones.
For a finite number of modes, there are less degrees of freedom for both Gaussian states
and transformations if the modes are fermionic as compared to if they are bosonic. As
we discussed these restrictions ultimately stem from the system’s (anti-)commutation re-
lations.
8.2 Outlook
Some recommendations and possible future work are listed in this section.
Exploring the mode-invisibility measurement scheme
We note here that the initial idea of the mode invisibility measurement scheme is to probe
a given state of light without significantly perturbing it. This opens up new ideas to
investigate some problems in quantum optics. I will list these possibilities for future work
below.
Quantum information processing
Quantum superpositions of coherent states or what we have called the Schrödinger’s cat
states have a range of applications that extend from precision measurement, to quantum
lithography and quantum information processing. Over the years, physicists have not
only made critical observations of the superposition principle, but have in fact started
working towards harnessing superposed states to build quantum computers required to
fully implement quantum algorithms at increased power and speed.
With the aim of realizing a quantum computer, proposals to encode and implement a
CNOT quantum gate using a superposition of coherent states in a realistic superconducting
cavity-QED system have been made. Encoding based on superposition of states offer
advantages over the traditional method of encoding based on number state. One is that
the generation of superposition of coherent states in optical cavities are easily achievable
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unlike generation of number states. Another is that superposition of coherent states are
less prone to irreversible errors imposed by the environment than are number states.
Although encoding based on superposition of coherent states offers some advantages,
we note that the slightest bit of perturbation may cause the system to decohere, such that
the superposition is lost. Hence it is necessary to shield the quantum system from external
noise in the surrounding environment.
We have seen that the mode invisibility measurement scheme will be useful for the
purpose described above since it probes a system leaving it significantly unperturbed. Not
only does it leave the system significantly unperturbed, it also acquires strong information
about the system of interest. The main playground in this measurement scheme has
been the elimination of the rotating wave terms in a system’s interaction Hamiltonian
with a detector. However such a term characterizes the Jaynes-Cummings interaction
Hamiltonian. Since most light-matter interactions are described by the Jaynes-Cummings
model, as such the rotating wave approximation in the Jaynes-Cummings model should be
revisited.
Detection of weak force
A research proposal for sensitive force detection using superpositions of coherent states
have been proposed [92]. Here the weak force is modelled as a displacement operation on





it displaces it by
|Ψ〉 = cos θ|+〉+ sin θ|−〉, θ = −Im[αβ∗] (8.2)
where |±〉 = 1√
2
(|α〉 ± |−α〉). The task is to find an optimal measurement scheme to
estimate θ and hence the force parameter ε. The maximum sensitivity is achieved when θ
is maximized for a given displacement, that is when β is purely imaginary. Setting β = iε,
one obtains θ = εα.
Using the MI scheme, we propose to measure θ by considering a detection of the dis-
placed state (8.2). Given that the MI scheme measures the average photon number in the
cat states non-destructively, any disturbance in the measurement will display the presence
of an external influence on the even cat state.
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Generation of Schrödinger cat states
Another application of the MI scheme would be in generation of Schrödinger’s cat state.
Many schemes have successfully generated quantum superposition of coherent states with
small amplitudes (called Schrödinger’s kitten). Realizing Schrödinger’s cat state that is
superposition of coherent states with large amplitudes have been challenging.
We propose to generate one based on the ideas of MI scheme. This would involve
obtaining an effective Hamiltonian in the limit where the necessary approximations are
allowed.
Building quantum heat machines
We have seen that for three fermionic modes, a product of three fermionic thermal states
at different temperatures is non-passive. This shows that the minimum number of baths
required to construct a heat engine in the fermionic setting is three.
Within thermodynamics, heat engines are devices that operate in a thermal context so
as to extract ordered energy in the form of work. The traditional setup involves an engine
that operates cyclically between two temperatures Thot, Tcold and performs a quantity of
mechanical work. The engine operates according to the second law of thermodynamics,
where it absorbs heat from the hot reservoir with temperature Thot, converts some of this
energy to mechanical work and pumps it into the cold reservoir with temperature Tcold.
The largest possible efficiency is given by the Carnot formula: η = 1 − Tcold
Thot
, occurs for
the reversible Carnot engine and provides a fundamental thermodynamic bound on the
amount of ordered energy that can be obtained.
A future work would be to construct quantum heat engines that involves an engine
operating cyclically between three temperatures in the fermionic setting.
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[118] E. Schrödinger. Die gegenwärtige situation in der quantenmechanik. Naturwis-
senschaften, 23(48):807–812, 1935.
[119] Marlan O. Scully and Suhail M.Zubairy. Quantum Optics. Cambridge University
Press, 1997.
[120] Haroche Serge and Raimond Jean-Michel. Exploring the Quantum Atoms, Cavities,
and Photons. Oxford University Press, 2006.
[121] Raymond A. Serway and Jerry S. Faughn. College Physics. Number 1. Saunders
college publishing, 1984.
[122] W. Shuai, Z. Xiao-Yan, and F. Hong-Yi. Oscillation Behaviour in the Photon-Number
Distribution of Squeezed Coherent States. Chin. Phys. B., 21(5), 2012.
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