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Artificial intelligence (AI) plays a key role in the development of medicine, 
industry, education and others. AI is set of technologies that works together to make 
machine sense, learn and act. Machine learning (ML), deep learning (DL), 
computational intelligence (CI) etc. are all part of AI. In order to apply AI in real-world 
problem and to maximize its performance, it should work coherently with classical 
technologies such as image processing and statistical analysis. This dissertation studies 
a combination of AI technologies with classical technologies and introduces it to 
medical and industrial applications. Firstly, it proposes an automatic teeth recognition 
model in dental panoramic X-ray images using a combination of DL and optimization 
technique. Secondly, it proposes a construction method of statistical shape model 
(SSM) of humeral heads. Thirdly, it proposes quantum-behaved bat algorithm-based 
power dispatching method.  
The first chapter consists of introduction and summary of this dissertation as well 
as its research background and motivation.  
The second chapter proposes an automatic teeth recognition model in dental 
panoramic X-ray images using a combination of faster R-CNN technique and 
optimization technique. It reduces diagnosis time and thus, improves overall efficiency 
and accuracy of dental care system. The proposed method automatically detects tooth 
candidates from dental panoramic images using faster R-CNN, and then recognizes the 
tooth numbers with an optimization algorithm with respect to relative positions. 
Experimental results showed that accuracy and F1 score of the proposed model was 
0.968 and 0.982, respectively. These results verify the proposed method’s ability to 
recognize teeth with high degree of accuracy.  
The third chapter proposes a method to construct a SSM of humeral heads based on 
the anatomical landmarks in shoulder 3-D computed tomography (CT) images. 3-D CT 
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imaging is one of the most popular clinical and fast medical imaging techniques to 
detect a variety of diseases and condition. In order to design the artificial humeral head, 
the individual variety of the humeral heads should be investigated. This study proposes 
a definition of anatomical landmarks, and automated detection method. By using the 
determined landmarks, humeral head SSM model can be constructed. The method was 
applied to 22 male subjects with leave-one-out cross validation (LOOCV). The 
proposed method obtained an average Dice coefficient of 0.920 to represent the 
individual shape using the constructed SSM.  
The fourth chapter proposes a method to solve a nonlinear economic load dispatch 
(ELD) problem based on quantum-behaved bat algorithm (QBA). The objective of ELD 
is to find an optimal combination of power generating units to minimize total fuel cost 
of the system, while satisfying all other constraints. QBA was applied in 3-unit, 10-
unit, and 40-unit power generation systems for different load demands. The comparison 
of results with the conventional approaches shows that QBA performs better than the 
above-mentioned methods in terms of solution quality, convergence characteristics and 
computational efficiency. Thus, QBA proves to be an effective and a robust technique 
to solve such nonlinear optimization problem. 
Finally, the fifth chapter summarizes the achievements of this dissertation including 
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Developing reliable, efficient and cost-effective tools is the key concept of 
development, especially in medicine and industry. These tools should be 
computationally efficient, capable of providing reliable and robust results, and suitable 
for real-world applications. Conventional machine learning (ML) techniques and/or 
mathematical model based methods are not always computationally efficient [1] and 
fail to provide reliable and robust results, especially for non-linear systems [2]. 
Therefore, this dissertation proposes advanced artificial intelligence (AI) technologies 
such as deep learning (DL) and computational intelligence (CI) and classical 
technologies such as deterministic optimization and statistical analysis to reliable and 
effective tools in medicine and industry.  
This chapter discusses the motivation of this dissertation as well as different 
approaches taken to develop tools to solve medical and industrial problem. This chapter 
also highlights key contributions of the dissertation along with its structure.  
1.1 Motivation 
The presence of AI has a significant impact on our society. AI is getting smarter 
day by day and with each passing year, it not only becomes more productive but also 
developing intelligence and therefore, accelerating human learning and innovation. It 
became possible for some crucial factors, most notably, for the factors given below. 
1. Big data: availability of vast amount of both structured e.g. databases and 
spreadsheets etc. and unstructured data e.g. text, audio, video and images.  
2. Processing power: powerful and smart processing units e.g. graphical 
processing units (GPUs). 
 
2 
3. Improved algorithm: development of advanced and sophisticated algorithm e.g. 
DL, which imitates an approach of human brain to process information through 
layers of different neural networks. 
A huge amount of medical imaging data (e.g. CT, X-ray, ultrasound and MRI), 
which contains useful and valuable information, is already currently available and 
each day the number of such data captured and generated by the healthcare 
providers is increasing tremendously. Traditional methods are unable to cope up 
with the speed and volume of the generated data [3]. Furthermore, conventional ML 
techniques require careful feature engineering from human experts to collect 
features efficiently for medical applications such as detection, prediction and 
segmentation. It is not only computationally inexpensive but also difficult for the 
non-experts to exploit these methods for medical applications. DL emerges as the 
most suitable alternatives of this problem [4]. It successfully overcomes the 
drawbacks of the conventional ML methods by automatically extracting high-level 
representation of objects or features in images from the raw inputs through multiple 
layers (more than four) of nonlinear or quasi-nonlinear processing [5].  
Not surprisingly, DL tools are well-introduced to solve numerous problems in 
medicine and have experienced rapid and powerful growth in a very short period of 
time. The power of DL has been demonstrated in numerous studies with a variety 
of problems from disease diagnosis [6-8], where DL achieved performance 
comparable or better than expert clinicians, to data mining in health informatics [9], 
where support decision making was employed by discovering the hidden structures 
in healthcare data.  
Being a relatively new field for the researchers, computational intelligence (CI) 
has no such fixed accepted definition [10]. However, researchers have tried to 
define CI through their own understanding about it. Roughly, CI can be said to be 
a heterogeneous field of computer science that can be defined as any biologically, 
naturally or linguistically motivated computational paradigms that include, but not 
limited to, artificial neural network (ANN), connectionist machine, fuzzy system 
(FS), evolutionary computation (EC), and hybrid Intelligent System (IS) in which 
these paradigms are contained [11, 12]. Most of the CI methods are developed by 
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taking inspiration from nature and thus, can appropriately be called nature-inspired 
CI methods [13]. Of them, major fraction of the nature-inspired CI methods is 
influenced and thus based on some characteristics of biological system. These 
nature-inspired CI methods are often referred to biology-inspired or in short bio-
inspired CI methods. Swarm intelligence-based CI methods are a special class of 
bio-inspired CI methods that have been developed using the idea of swarm 
intelligence (SwI). SwI based CI methods are the most popular methods for their 
efficient and robust performance. Genetic algorithm (GA) [14], particle swarm 
optimization (PSO) [15], cuckoo search (CS) [16], grey wolf optimization (GWO) 
and bat algorithm (BA) are some of the most renowned SI-based CI methods.  
CI techniques are gradually replacing classical AI approaches for their broad 
applicability, robustness to dynamic environments and self-optimization capability 
which established its role as an optimization and design tool in various fields such 
as in emerging energy technologies [17], prognostic and health management [18], 
automated insurance underwriting [19], interpretation of medical images [20], 
medical diagnosis [21], plug-in hybrid electrical vehicle (PHEV) charging stations 
[22], supply chain management [23] etc. On the other hand, AI based approaches 
face severe challenges when dealing with multi-object nature of design problems 
as these are purely rule based approach and when taking an action which involves 
a number of parameters to decide upon in combination [12]. Use of synergistic 
combinations of CI methods are proved efficient in multi-object multi parameter 
nature of design problems as it allows combining the strength of several CI methods 
by letting each method to take care of a certain issue constituting the complexity of 
the problem [24]. 
Medical image interpretation often needs to involve an automated system to 
understand raw images and to recover image structure and its meaning. It, therefore, 
requires to involve the use of models to describe and label the expected structure. 
Furthermore, real-world applications are usually characterized by the need to deal 
with complex and variable structure as well as with noisy images that provide 
possibly incomplete evidence. Thus, it is often impossible to interpret a raw image 
without the prior knowledge of the anatomy.   
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The potential solution to all of these difficulties are model based methods. The 
potential confusion resulting from the structural complexity and/or noisy or missing 
data can, in principle, be overcome through the prior knowledge of the problem. 
Geometric model based statistical shape models (SSM) have emerged as a powerful 
tool in such problem [25]. In a very compact way, SSMs can describe a collection 
of semantically similar objects and restrict the automated system to only plausible 
interpretations [26]. Furthermore, average shape as well as their variation in shape 
of many 3-D objects can be represented by SSMs. SSMs have successfully used in 
describing skeletal maturity in children [27], estimating age and gender from 
skeletal findings [28, 29], generating detailed 3D images from the sparse 
radiographical data [30] and many more applications in medicine [31, 32]. 
1.2 Approach  
This dissertation studies total three topics in the relative field of medicine and 
industry. First and second topics are related to medical imaging, whereas third topic is 
related to optimal power dispatching. AI based technologies have been used to address 
the first and third topics, whereas statistical analysis and image processing technique 
are used to address the second topic. 
1.2.1 Deep Learning Combined with Optimization Technique for Automatic 
Teeth Recognition 
First study of this dissertation includes the use of DL technique i.e. faster R-CNN 
along with prior knowledge based discrete unconstrained single objective deterministic 
optimization method for automatic teeth recognition in dental panoramic X-ray images. 
Transfer learning technique is used to bolster the performance of faster R-CNN 
technique. Residual network based ResNet-50 and ResNet-101 are utilized as the base 
networks of faster R-CNN. 
The main objective of this study is to aid dental care professionals with automatic 
teeth recognition system with clinically acceptable accuracy. This computer-aided 
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system will be able to reduce the workload from the dental care professionals, decrease 
human-made error and compensate the experience of junior dental care professionals.  
1.2.2 Construction of Statistical Shape Model (SSM) of Humeral Head 
Replacing the humeral head with an artificial one via surgery is one of the options 
to treat glenohumeral osteoarthritis. Thus, designing the artificial humeral head is an 
important step to alter clinical outcomes. In order to design the artificial humeral head, 
the individual variety of the humeral heads should be investigated. The SSM has been 
attracting considerable attention to grasp 3-D shape variety; however, no method to 
derive the SSM of humeral heads has been studied. This dissertation proposes a method 
to construct an SSM of humeral heads based on the anatomical landmarks in shoulder 
CT images. 
The main objective of this study is to construct 3-D humeral head SSM to perform 
shape analysis using SSM. According to the shape analysis of the humeral head, it has 
been found that the thickness of the humeral head is associated with the individual 
characteristics of the humeral head. Therefore, it can be said that this study can 
contribute towards patient-specific design of artificial humeral head to achieve better 
clinical outcome. 
1.2.3 Quantum Computational Intelligence (QCI) Technique in Non-linear 
Economic Load Dispatch (ELD) Problem 
QCI is the extension of CI into the domain of quantum computing (QC). Quantum 
computing-inspired metaheuristic algorithms have emerged as a powerful 
computational tool to solve nonlinear optimization problems. This dissertation proposes 
a quantum-behaved bat algorithm (QBA) to solve a nonlinear economic load dispatch 
(ELD) problem. Traditionally, the fuel cost function of each generating unit is presented 
using quadratic function approximations. However, in real life valves control the steam 
entering the turbine through separate nozzle groups. A rippling effect is produced in the 
input-output curve, when each steam valve in a turbine starts to open. It is known as a 
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valve-point effect (VPE). This study considers VPE in ELD to make it more close to 
the actual scenario of the thermal power generation system. 
The objective of this study is to find an optimal combination of power generating 
units in order to minimize the total fuel cost of the system, while satisfying all other 
constraints.  
1.3 Contribution 
The main contributions of this dissertation are summarized and presented in this 
section. 
Firstly, the dissertation proposes an automatic teeth recognition system using a 
combination of DL technique and optimization method with clinically acceptable 
accuracy to aid dental care professionals in dentistry. 
Secondly, a method of constructing 3-D SSM of humeral head in CT images is 
proposed in this dissertation. The shape analysis using SSMs of humeral head provides 
useful information towards patient specific design of artificial humeral head to alter the 
clinical outcome in glenohumeral osteoarthritis. 
Finally, the dissertation proposes a quantum-behaved bat algorithm for solving non-
linear economic load dispatch problem in thermal power generation system. The 
outcome of this study shows that quantum-behaved bat algorithm provides reliable, 
robust and efficient results that could be utilized in the real-world power dispatching 
problem.  
1.4 Dissertation Structure 
This dissertation is organized into five chapters. Chapter 2 proposes an automatic 
teeth recognition system using DL based faster R-CNN technique and prior knowledge 
based unconstrained single objective candidate optimization algorithm.  
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Chapter 3 describes a method to construct 3-D SSM of humeral head. The 
construction of 3-D SSM includes extraction of humeral head from shoulder CT images 
followed by position and orientation alignment of the shape of each subject using a 
coordinate system and affine transformation. Finally, construction of SSM using 
principal component analysis (PCA). 
Chapter 4 presents a QBA algorithm to solve non-linear ELD problem for 3-unit, 
10-unit and 40-unit thermal power generation system. A common yet overlooked real-
world scenario i.e. valve-point effect has been considered in ELD to make it more 
nearer to the actual scenario of power dispatch problem.  
Finally, Chapter 5 summarizes the achievements of this dissertation including the 







OPTIMIZATION TECHNIQUE COMBINED WITH DEEP LEARNING 
TECHNIQUE FOR AUTOMATIC TEETH RECOGNITION IN DENTAL 
PANORAMIC X-RAY IMAGES 
2.1 Introduction 
Visual examination by dental care experts during dental treatment alone cannot 
provide sufficient information to diagnose a number of dental anomalies. It is because 
of their location in the mineralized tissues (bone and teeth). Thus, it is indispensable to 
use digital radiographs during dental treatment. Immediate availability of digital 
images, limited radiation dose and the possibility of applying image processing 
techniques (such as image enhancement and image registration) are some of the 
advantages of dental radiographs. However, the possibility of computer aided analysis 
of digital radiographs is one of the most important aspects of using dental radiographs. 
Dental panoramic radiograph or simply pantomograph is a type of dental radiographs 
that provides the dentist an unobstructed view of the whole dentition (both upper and 
lower jaws). It contains detail information of the dentomaxillofacial anatomy [33].  
The usage of dental radiographs is growing day by day and therefore, it is highly 
desirable to assist dentist with computer-aided analysis. Automatic recognition of teeth 
from dental radiographs can be a great way to aid dentists in dental treatment. It will 
not only reduce workload from dental professionals but also reduce interpretation error 
and diagnosis time, and eventually will increase the efficiency of dental treatment. 
Usage of machine learning (ML) and computer vision techniques is not new in dental 
radiographs. Nomir et al. [34] proposed an automatic system that can identify people 
from dental radiographs. The proposed system can segment the radiographs into 
individual teeth automatically, represent and match teeth contours and finally provides 
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matching scores between antemortem (AM) and postmortem (PM) teeth. Nassar et al.  
[35] created a prototype architecture of automated dental identification system (ADIS) 
to address the problem of postmortem identification through matching image feature. 
This matching problem was tackled by high level feature extraction in the primary step 
to expedite retrieval of potential matches followed by image comparison using inherent 
features of dental images. To detect areas of lesions in dental radiographs, a 
semiautomatic framework is proposed by Li et al. [36] by using level set method. The 
framework, at first, segments the radiograph into three meaningful regions. It was done 
by using two coupled level set functions. Then, an analysis scheme influenced by a 
color emphasis scheme prioritizes radiolucent areas automatically. After that the 
scheme employed average intensity profile based method to isolate and locate lesions 
in teeth. The framework improved the interpretation in a clinical settings and enables 
dentist to focus their attention on critical areas. Local singularity analysis based teeth 
segmentation was proposed by Lin et al. [37] in periapical radiographs in order to detect 
periapical lesion or periodontitis. This method works on four different stages that 
include adaptive power law transformation (as image enhancement technique), Hölder 
exponent (for local singularity analysis), Otsu’s thresholding and connected component 
analysis (as tooth recognition) and finally, snake boundary and morphological 
operations (for tooth delineation). The overall accuracy (considering true positive) was 
found to be near 90 percent. Kavitha et al. [38] employed a new support vector machine 
(SVM) method to diagnose osteoporosis (a disease that increases the risk of fractures 
in bone) at early stage to reduce the risk of fractures. They utilized dental panoramic 
radiographs to measure the thin inferior cortices of mandible which is very useful to 
identify osteoporosis in women. 
The limitation of the conventional ML techniques in processing raw natural data 
requires careful engineering to construct feature extractor in order to transform the raw 
data into a suitable representation for detecting or classifying input patterns. This 
limitation was overcome effectively by the introduction of DL techniques. DL 
techniques are representation learning based techniques that allow a machine to be fed 
with raw data and then process the data in different layers to automatically discover 
necessary representations to detect or classify input data. The main advantage of DL is 
that these layers of features are learned directly from the raw data by using a general 
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purpose learning procedure instead of design constructed by the human engineers [39]. 
It has thus caused remarkable improvements in artificial intelligence. DL techniques 
beat records in image [40] and speech recognitions [41], supersedes other ML 
techniques in analyzing particle accelerator data [42], predicting activity in potential 
drug molecules [43], reconstructing brain circuits [44], and produced promising results 
in natural language understanding [45].  
Transfer learning based convolutional neural network (CNN) was utilized by 
Prajapati et al. [46] to classify three kinds of dental diseases from dental radiographs. 
They have utilized a pretrained VGG16 [47] as feature detector. Lin et al. [48] proposed 
an algorithm based on CNN to automatically detect teeth and classify their conditions 
in panoramic dental radiographs. In order to increase the amount of data, different data 
augmentation techniques such as flipping and random cropping are used. They claimed 
to achieve accuracy around 90% using different image enhancement techniques along 
with CNN. Chen at al. [49] proposed faster R-CNN technique that included three post 
processing steps on dental periapical films. The post processing steps included a 
filtering system, a neural network model and a rule-base module to refine and 
supplement faster R-CNN. Although, the detection rate was exceptionally well, there 
classification result was only very close to the level of a junior scientist even after 
applying three post-processing steps. Tuzoff et al. [50] proposed a model that used 
faster R-CNN for teeth detection, VGG-16 based convolutional network for 
classification and heuristic-based algorithm for result refinement. Although, their 
heuristic algorithm heavily depended on the confidence scores produced by the 
convolution network, adequate performance analysis of the convolutional network for 
teeth classification was not present. Muramatsu et al. [51] proposed a fully 
convolutional network (FCN) based on GoogleNet to detect teeth. A ResNet-50 based 
pretrained network was then used to classify tooth by its type i.e. incisors, canines, 
premolars, and molars as well as three different tooth conditions. They tried to improve 
the classification result by introducing double input layers with multisized image data. 
However, their final classification result i.e. 93.2% for teeth classification was fallen 
short to the required accuracy needed for clinical implementation. 
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This study proposes a residual network based faster R-CNN algorithm in panoramic 
radiographs for automatic teeth recognition. Faster R-CNN object detector is the 
modified and upgraded version of R-CNN [52] and fast R-CNN [53]. The main 
advantage of faster R-CNN is that it does not need a separate algorithm for region 
proposals; rather the same convolution network is used for region proposal generation 
and object detection and hence much faster than its predecessors are. Two variants of 
trained residual network i.e. ResNet-50 and ResNet-101 are utilized in this study to 
increase the effectiveness of the proposed system. Residual network is widely known 
for mitigating infamous vanishing gradients problem in deep network [54]. This study 
proposes a candidate optimization algorithm based on prior knowledge of the dataset 
to further refine the detection results obtained by residual network based faster R-CNN. 
The proposed candidate optimization method considers both the position patterns of 
detected boxes as well as the confidence scores of the candidates given by the faster R-
CNN algorithm to refine the detected boxes. The proposed method, thus, combines an 
optimization algorithm with DL technique for teeth recognition in dental panoramic 
radiographs.  
The rest of the chapter is structured as follows; “Materials” section describes about 
the data i.e. dental radiographs used in this study. It also describes the tooth numbering 
systems used for testing the performance of the proposed method. “Proposed method” 
section presents the method and the architecture of the proposed model as well as 
explanation of training and test datasets. It also includes description of the candidate 
optimization method proposed in this study. “Results and discussions” section 
comprises of results and discussions include simulation results. Finally, the chapter is 
concluded with the “summary” section, providing the gist of the study and possible 
future work. 
2.2 Materials 
A total of 1000 panoramic radiographs were collected for this study. The dimension 
of the images was around (1400-3100) × (800-1536) pixels and stored as a jpeg format. 
The images were collected by Narcohm Co. Ltd. from multiple dental clinics under the 
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approval of each clinic. The images were obtained from Narcohm Co. Ltd. with 
permission. Also, the images were anonymously collected so that no additional 
information, like age, gender or height was revealed. For the sake of training and 
validation, all the images were labeled by putting a rectangular bounding box around 
each tooth with proper roots and shape. Figure 2.1 and 2.2 show an example of a 
collected dental panoramic radiograph and an example of dental panoramic X-Ray 
image with bounding box around each tooth, respectively. The panoramic radiographs 
consisted of normal teeth, missing teeth, residual roots, and dental implants. This study 
followed universal tooth numbering (UTN) system. In universal tooth numbering 
system, teeth count starts from upper right part to upper left part as 1 to 16 and then 
lower left to lower right as 17 to 32. Fédération Dentaire Internationale (FDI) [55] is 
another notable tooth numbering system. Figure 2.3 illustrates the UTN and FDI system 
simultaneously. 
Annotated 1000 radiographs were split into total 10 folds, each containing 100 
radiographs; (1) training dataset consisted of total 9 folds and (2) test dataset consisted 
of 1 fold. Therefore, training and test datasets were consisted of 900 radiographs and 
100 radiographs, respectively. Training dataset was used to train faster R-CNN, 
whereas test dataset was used to analyze and validate the performance of the proposed 
method. 
 




Figure 2.2: An example of dental panoramic X-Ray image with bounding box around 
each tooth. 
 
Figure 2.3: Universal tooth numbering (UTN) and Fédération Dentaire Internationale 
(FDI) systems. 
2.3 Proposed Method 
The proposed method consists of two steps; (i) candidate detection and (ii) 
optimization. The first step detects candidates from the panoramic radiographs using 
faster R-CNN and in the second step, the detected candidates are refined using an 
optimization method. Image-based CNN detectors are used in this study and therefore, 
a brief overview of these detectors are given at first. Next, DL-based faster R-CNN 
technique, its architecture and criteria of introducing transfer learning techniques are 
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presented and discussed. Finally, the proposed optimization method based on prior 
knowledge is explained along with brief descriptions of performance evaluation 
metrics. 
2.3.1 Image‑based CNN Detectors and Candidate Detection Using Faster R‑CNN 
Mainly two types of image-based CNN detectors have been developed, they are (i) 
single-stage methods and (ii) two-stage methods. Both types of method utilize multiple 
feature maps of different resolutions for object detection. These feature maps are 
generated by a backbone network e.g. AlexNet [40] or ResNet [54].  
The single-stage name came from the fact that these kind of methods performed 
directly into these multi-scale feature maps for object detection. In contrast, two-stage 
methods at first work on the feature maps to generate region proposals from the anchor 
boxes. Anchor boxes are a set of predefined bounding boxes with different aspect ratio. 
The network that generates region proposals is known as region proposal network 
(RPN) in faster R-CNN. RPN produces region proposals by predicting whether the 
anchor boxes contain an object or not (without classifying which object). Region 
proposals with best confidence scores are then processed into the second stage for 
further classification and regression. Thus, the region proposals are classified and 
regressed twice and that is why usually these kinds of methods achieve higher accuracy. 
However, the second stage computation adds an extra computational burden and the 
system, thus, tends to be less efficient and slow [56]. 
In this study, faster R-CNN [57] technique is used for automatic teeth recognition. 
Faster R-CNN is modified and updated version of fast R-CNN [53]. It utilizes two 
different modules; one is deep convolutional network also known as RPN for region 
proposals and second is fast R-CNN object detector that utilizes proposed regions. Two 
modules, however, work as single unified network for object detection. The main 
advantage of faster R-CNN from its predecessors R-CNN and fast R-CNN is that it 
successfully alleviates the problem of needing a separate algorithm for region proposals 
and thus enabling a cost effective region proposals. A single unified network is used 
for both region proposals and object detection. The technique won 1st place in several 
 
15 
tracks e.g. ImageNet detection, ImageNet localization, COCO detection and COCO 
segmentation of ILSVRC and COCO competitions [57]. 
2.3.1.1 Transfer Learning 
Transfer learning is a technique used in both ML and DL problems to improve the 
learning performance of a particular task through transferring the knowledge gained 
from a different task that has already been learned. Usually it works best when the tasks 
are quite similar. However, it has been found that this technique works well even though 
the tasks are completely different. There are many pre-trained architectures that are 
trained on huge datasets such as AlexNet [40], VGG-16 [47], VGG-19 [47], Inception-
V3 [58], ResNet-50 [54] and ResNet-101 [54]. Probably the most popular such dataset 
is ImageNet. It contains millions of data sample to classify 1000 different categories. 
Transfer learning technique enables the researchers to train models with minimal 
training data by fetching architecture and weights from some popular pre-trained 
model. Furthermore, it drastically reduces the computational cost and therefore the 
training time. 
2.3.1.2 ResNet‑50 & ResNet‑101 
In order to construct the proposed model, the ResNet-50 and the ResNet-101 
architectures are adopted by the faster R-CNN framework separately, i.e. the proposed 
model utilizes both the architectures separately for teeth recognition task. He et al. [54] 
presented a framework based on residual learning to overcome the difficulty of training 
deeper neural network. The degradation problem was addressed by introducing a deep 
residual learning framework. It showed that optimizing residual mapping is easier than 
to optimize the original and therefore, gained accuracy easily from network with greater 
depth. Residual network won the 1st place in classification task of ILSVRC 2015 
competition [54]. ResNet-50 consists of four stages with total 50 layers and hence its 
name. ResNet-101 is the deeper version of ResNet-50, consisting of additional 17 
blocks (3-layer block) in the third stage that made it total 101 layers. The architecture 
of ResNet-50 and ResNet-101 is summarized in Table 2.1. 
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Table 2.1: Architectures of ResNet-50 and ResNet-101 
Layer Name Output Size ResNet-50 ResNet-101 
conv1 112×112 7×7, 64 
conv2_x 56×56 
3×3 max pool 
[
1 × 1, 64
3 × 3, 64
1 × 1, 256
]×3 [
1 × 1, 64
3 × 3, 64






1 × 1, 512
]×4 [
1 × 1, 64
3 × 3, 64





3 × 3, 256
1 × 1, 1024
]×6 [
1 × 1,256
3 × 3, 256





3 × 3, 512
1 × 1, 2048
]×3 [
1 × 1,512
3 × 3, 512




1×1 average pool, classification, softmax 
2.3.1.3 Activation Layer Selection 
In order to use a pre-trained model for a completely different task, few pre-
processing steps should be considered. The steps include the removal of the original 
classifier, add a new classifier according to the task and fine tune the model [59]. There 
are three strategies to fine tune the model. 
1. The first strategy is to train the entire model, i.e. use only the architecture of the 
pre-trained model and train the model according to the available dataset. In 
short, training from the scratch. In order to achieve sufficient accuracy, large 
dataset is required for this strategy. It also involves huge computational cost. 
2. The second option is to train some layers of the model, while leaving other 
frozen. In general, lower layers keep information about general features, 
whereas the higher layers keep information about specific features. As general 
features are problem independent, lower layers can be left frozen in case of 
small dataset. The training then only be done in the higher layers (problem 
dependent). However, when large dataset is available, overfitting does not 
become an issue and lower layers can also be train with the higher layers. 
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3. The third option is to freeze all the convolutional layers, and thus use only the 
classifier. This option can should only be considered where dataset is small and 
sufficient computational power is unavailable.  
Based on the above strategies, activation layer 40 (activation_40_relu) is used as a 
feature extraction layer for ResNet-50 and activation layer res4b22 (res4b22_relu) for 
ResNet-101. 
2.3.2 Candidate Optimization 
The residual network based faster R-CNN together with careful selection of 
parameters can provide very good recognition performance. However, there may still 
be a good number of false positives including double detections for a single tooth. In 
order to cope up with this problem, a candidate optimization algorithm based on prior 
knowledge is proposed in this study. This model selects the best combination of 
candidates in order to filter out the false positives and thus improving overall efficiency 
of the model. 
Assume that tooth x (1 ≤ 𝑥 ≤ 32) has 𝑁(𝑥) candidates detected by faster R-CNN. 
And, in some cases, all candidates are false positives. Therefore, the selection is to find 
the best combination of candidates in ∏ (𝑁(𝑥) + 1)32𝑥=1  combinations. The selection is 
done by optimizing equation 2.1. In this equation, the first term evaluates the 
confidence score, and the second term evaluates the positional relationship position 








where, 𝑷 = {𝒑𝟏, 𝒑𝟐, ⋯ , 𝒑𝟑𝟐} is the combination pattern (T1 to T32), ωc and ωp are 
weights of confidence score and coordinate score, respectively. 𝜇𝑐(𝒑𝒙) is confidence 
score of candidate 𝒑𝒙  obtained from faster R-CNN in the range of [0-1], whereas 










where, 𝒑𝒙  is the tooth candidate under consideration and  𝛿(𝒑𝒙, 𝒑𝒚)  is a function 
created using the prior knowledge of the dataset. The function evaluates the horizontal 
distance between the tooth 𝒑𝒙  and its neighboring teeth 𝒑𝒚  [where, 𝒑𝒚 =
𝒑𝒙−𝟐, 𝒑𝒙−𝟏, 𝒑𝒙+𝟏, 𝒑𝒙+𝟐]. It then calculates and assigns score for each tooth defined as 
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𝑥 are x-coordinate values of center point of candidate 𝒑𝒙 and 𝒑𝒚, respectively. 
The parameters, a, b, c and d determine the shape of the function. The values are 
determined experimentally and set as (a, b, c, d) = (30, 47, 114, 130) when 𝒑𝒚 =
𝒑𝒙−𝟏 or 𝒑𝒙+𝟏, and (a, b, c, d) = (80, 97, 164, 180) when 𝒑𝒚 = 𝒑𝒙−𝟐 or 𝒑𝒙+𝟐. The value 
of k is also determined experimentally and set as 0.35 for this experiment. Figure 2.4 
shows the mechanism of calculating the coordinate score. The different colors refer to 
the different teeth number. The weights of confidence score and coordinate score are 
two of the parameters of this algorithm and they should be selected carefully. There 
may have multiple candidates for a single tooth that the optimization algorithm should 
fix. In that case, the candidates are numbered in accordance with its confidence value, 
i.e. candidate tooth with higher confidence value will be numbered first. For example, 
tooth T1 has two candidates with confidence value 0.950 and 0.700, they will be 
denoted as C1,1 and C1,2, respectively. The first subscript refers to the tooth number. 
And, 𝐶𝑥,0 represents the missing tooth candidate. The candidate optimization processes 
in three steps. 
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Step 1: Initialize pattern 𝑷𝒎𝒂𝒙 = {𝐶1,1, 𝐶2,1, ⋯ , 𝐶32,1} by choosing the candidate 
with the highest confidence value for each tooth. When there are no candidate at tooth 
x, 𝐶𝑥,0 is used as the candidate. The score of pattern Pmax is calculated using equation 
(2.3), and let the calculated score be Smax.  
Step 2: For every tooth x, try all candidates of Cx, where Cx = (Cx,0, Cx,1, Cx, 2 …) 
and calculate the score using equation (2.3). Update Smax, if new best combination is 
found, and set the candidate to Ptmp. 
Step 3: If there are updates for Smax, Pmax is replaced by Ptmp and return to Step 2. 
Else, the algorithm finds the best combination of all. 
 
Figure 2.4: Mechanism of calculating the coordinate score (𝝁𝒑). 
2.3.3 Performance Analysis 
Average precision (AP) [60] is calculated for each category of tooth to evaluate the 
candidate detection performance of the proposed method. At first, the detected boxes 
are compared with the ground truth boxes by calculating the intersection-over-union 







The IOU threshold value is set as 0.5 i.e. if the IOU value is greater or equal to 0.5 
then the detected box is considered as true positive, otherwise is considered as false 
positive. To calculate the evaluation index, i.e. AP, precision and recall are calculated 
using the equations as follows 









where, TP is defined as the number of ground truth boxes that overlap with the detected 
boxes with IOU ≥ 0.5; FP is defined as the number of detected boxes that overlap with 
the ground truth boxes with IOU < 0.5, and FN is defined as the number of teeth that 
are not detected or detected with IOU < 0.5. Finally, the model is tested with a test 
dataset of 100 images. The above mentioned metrics are used to evaluate the detected 
boxes. 
The proposed overall teeth recognition model is illustrated in figure 2.6. The input 
dental radiograph is fed into the residual network based faster R-CNN network. The 
image is then processed into two types of network i.e. region proposal network and fast 
R-CNN network. At the end of the network, softmax layer provides the list of 
candidates with confidence scores, whereas the regressor regresses the bounding boxes 
of the candidates. Finally, candidate optimization algorithm refines and filters the 
candidates and provides the final output with detected teeth. To evaluate the 
performance of candidate optimization algorithm, F1 score is calculated. F1 score is the 
harmonic mean of precision and recall and is defined by the following equation. 
𝐹1 𝑠𝑐𝑜𝑟𝑒 =







Figure 2.5: Illustration of intersection-over-union (IOU). 
 
Figure 2.6: Illustration of proposed teeth recognition model. 
2.4 Results and Discussion 
2.4.1 Experimental Results 
This section presents the overall simulation results using residual network based 
faster R-CNN for teeth recognition. The proposed method was implemented in 
MATLAB 2019a software and executed with Ryzen 7 2700 Eight-Core Processors (16 
CPUs) with clock speed ~ 3.2 GHz. The training and testing were done with TITAN 
RTX 24 GB display memory (VRAM). Table 2.2 refers to the parameter settings of 
faster R-CNN for teeth recognition task. Total number of epoch was set as 10. As each 
training image corresponds to each iteration, thus total number of iteration was 9000. 
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Number of regions to sample from each training image was set as 256, whereas number 
of strongest regions to be used for generating training samples was set as 2000. 
Negative overlap range and positive overlap range were set as [0–0.3] and [0.6–1], 
respectively. To better explain the results of the proposed model, total three test cases 
were considered. 




Initial learning rate 0.001 
Mini batch size 1 
Number of regions to sample 256 
Number of strongest regions 2000 
Negative overlap range [0-0.3] 
Positive overlap range [0.6-1] 
2.4.1.1 Test Case 1 
Total 900 panoramic radiographs were used to train the network, while 100 images 
were used for testing. Both, ResNet-50 and ResNet-101 networks were implemented 
separately as the base networks of faster R-CNN for the evaluation purpose. The 
obtained results using ResNet-50 and ResNet-101 are shown in Table 2.3 and 2.4, 
respectively. Figure 2.7 is presenting the comparison of candidate detection results 
between ResNet-50 and ResNet-101 for each tooth category. It can be seen from the 
figure 2.7 that only T1 achieves less than 0.900 AP while using ResNet-50. Other than 
that the AP of other teeth is above 0.900 and the mAP is 0.974. On the other hand, 
results obtained using ResNet-101 shows extremely good detection performance as 
total seven teeth categories achieve maximum average precision and mAP is 0.981, 
which is better than the results obtained by ResNet-50. Table 2.5 presents precision and 
recall value for each tooth category. Some of the teeth categories achieved perfect recall 
values for ResNet-101 based faster R-CNN i.e. there were no false negative for those 
teeth categories. Figure 2.8 and 2.9 show recall-precision curves for different teeth 
categories using ResNet-50 and ResNet-101, respectively. For better visualization, the 
curves are shown in four different figures, and each figure shows recall-precision curves 
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for eight categories of teeth. Almost all of the curves show ideal behavior and visibly it 
can be seen that the convergence performance is close to that of an ideal one. The 
recognition performance obtained by the proposed model is close to the level of an 
expert dentist. 













T1 0.894 T12 0.987 T23 1.000 
T2 0.953 T13 0.967 T24 0.990 
T3 0.966 T14 0.994 T25 0.990 
T4 0.910 T15 0.964 T26 0.968 
T5 0.941 T16 0.921 T27 0.963 
T6 0.943 T17 0.968 T28 0.989 
T7 1.000 T18 0.989 T29 0.969 
T8 0.990 T19 1.000 T30 0.979 
T9 0.990 T20 0.989 T31 0.975 
T10 0.998 T21 0.999 T32 0.999 
T11 0.987 T22 1.000 mAP = 0.974 













T1 0.966 T12 0.978 T23 1.000 
T2 0.948 T13 0.979 T24 0.991 
T3 0.976 T14 0.978 T25 0.997 
T4 0.928 T15 0.957 T26 0.960 
T5 0.973 T16 0.964 T27 0.999 
T6 0.983 T17 0.963 T28 0.999 
T7 1.000 T18 0.979 T29 0.979 
T8 0.990 T19 1.000 T30 0.988 
T9 0.990 T20 0.989 T31 0.967 
T10 1.000 T21 1.000 T32 0.979 
T11 1.000 T22 1.000 mAP = 0.981 
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Figure 2.7: Average precision for different tooth category. 
Table 2.5: Recall and precision value for each tooth category 
Tooth 
# 
ResNet-50 ResNet-101 Tooth 
# 
ResNet-50 ResNet-101 
Precision Recall Precision Recall Precision Recall Precision Recall 
T1 0.888 0.919 0.923 0.980 T17 0.947 0.964 0.957 0.971 
T2 0.859 0.953 0.940 0.959 T18 0.938 0.953 0.980 0.980 
T3 0.927 0.975 0.941 0.980 T19 0.946 0.985 1.000 1.000 
T4 0.979 0.933 0.948 0.929 T20 0.923 0.985 0.990 0.989 
T5 0.879 0.967 0.879 0.978 T21 0.964 0.995 0.950 1.000 
T6 0.960 0.970 0.970 0.990 T22 0.980 1.000 1.000 1.000 
T7 0.947 0.990 1.000 1.000 T23 0.937 0.975 0.990 1.000 
T8 0.933 0.985 0.971 0.990 T24 0.898 0.965 0.917 1.000 
T9 0.956 0.985 0.970 0.990 T25 0.812 0.930 0.990 1.000 
T10 0.942 0.985 0.980 1.000 T26 0.923 0.965 0.960 0.960 
T11 0.990 0.975 0.980 1.000 T27 0.956 0.985 0.960 1.000 
T12 0.927 0.978 0.938 0.978 T28 0.944 0.979 0.951 1.000 
T13 0.944 0.954 0.960 0.980 T29 0.920 0.958 0.980 0.980 
T14 0.872 0.979 0.931 0.979 T30 0.944 0.979 0.967 0.990 
T15 0.849 0.931 0.873 0.970 T31 0.911 0.684 0.969 0.969 




Figure 2.8: Recall-precision curve of different teeth categories for ResNet-50. The 
curves were generated by MATLAB 2019a software. 
 
Figure 2.9: Recall-precision curve of different teeth categories for ResNet-101.  
The curves were generated by MATLAB 2019a software. 
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2.4.1.2 Test Case 2 
Second test case examines the compatibility and the feasibility of using candidate 
optimization algorithm along with faster R-CNN technique to improve overall 
recognition result. The candidate optimization algorithm based on prior knowledge was 
implemented along with faster R-CNN technique to refine the obtained detected boxes 
by faster R-CNN. In this study, two sets of weights were considered. In set A, weight 
of confidence score (ωc) was set as 0.8, whereas the weight of positional relationship 
score (ωp) was set as 0.2. In set B, both weights were selected as 0.5. Table 2.6 shows 
the recognition results after applying the candidate optimization algorithm. From the 
table, it is clear that for both the networks, the overall F1 scores improves. For ResNet-
50 and ResNet-101, F1 score improves from 0.965 to maximum 0.976 and 0.978 to 
0.983, respectively. The optimization technique also effectively balances the difference 
between precision and recall, which indicates that the algorithm is fully compatible with 
the model and successfully improves its robustness. Figure 2.10 visualizes the result 
given in Table 2.6. In terms of F1 score, set A performed better than set B for ResNet-
50, whereas it remained in balance for ResNet-101. 




ωc = 0.8 
ωp = 0.2 
ωc = 0.5 
ωp = 0.5 
Original 
ωc = 0.8 
ωp = 0.2 
ωc = 0.5 
ωp = 0.5 
Precision 0.942 0.975 0.971 0.964 0.988 0.977 
Recall 0.990 0.978 0.980 0.993 0.978 0.989 
F1 Score 0.965 0.976 0.975 0.978 0.983 0.983 




Figure 2.10: Comparison of results before and after applying candidate optimization 
algorithm (Set A: ωc = 0.8, ωp = 0.2; Set B: ωc = 0.5, ωp = 0.5). 
2.4.1.3 Test Case 3 
In order to check the robustness of the proposed method, K-fold cross validation 
(CV) technique was utilized in this experiment. In this study, K is equal to 10 i.e. the 
whole dataset is divided into 10 different folds. Total 10 runs were required to perform 
tenfold CV. Both, ResNet-50 and ResNet-101 were used with faster R-CNN, separately 
to perform the recognition task. The overall results consisting of AP of all teeth 
categories in all 10 test datasets for ResNet-50 and ResNet-101 are given in Appendix 
A and Appendix B, respectively and mean average precisions (mAPs) are summarized 
in figure 2.11. The obtained results of 10-CV presented in figure 2.11 shows that the 
residual network based faster R-CNN performed quite strongly and consistently with 
the average of mAP is 0.958 for ResNet-50 and 0.960 for ResNet-101. Furthermore, 
the robustness of the method in different test data shows that it is clinically applicable. 
The comparison of different residual networks presented in figure 2.11 shows ResNet-
101 performs better for 7 folds, whereas ResNet-50 performs better in 3 other folds. 
The lowest AP achieved by ResNet-50 is 0.800 for T27 in K7 fold and 0.840 for T1 in 
K7 fold by ResNet-101. However, most of the lower detections came from the eighth 
number fold (i.e. K8) for both of the residual networks. To assess the feasibility and 
robustness of the proposed model after applying candidate optimization algorithm, 
tenfold CV technique was performed and the results are presented in Table 2.7. After 
applying candidate optimization, the average F1 score improves from 0.962 to 0.971 
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for ResNet-50 and 0.975 to 0.976 for ResNet-101, respectively. Furthermore, for all 
cases, the candidate optimization algorithm refined the detected boxes successfully and 
thus, improved the overall recognition performance. 
Figure 2.11: Mean average precision (mAP) for different folds in tenfold cross 
validation. 
Table 2.7: Results (in F1 score) of teeth recognition after applying candidate 
optimization algorithm for tenfold cross validation 
 
Number of  




ωc = 0.8 
ωp = 0.2 
ωc = 0.5  
ωp = 0.5 
Original 
 ωc = 0.8 
 ωp = 0.2 
ωc = 0.5 
ωp = 0.5 
K1 2947 0.957 0.969 0.971 0.975 0.976 0.977 
K2 2890 0.962 0.967 0.967 0.967 0.969 0.970 
K3 2904 0.961 0.969 0.969 0.970 0.973 0.974 
K4 2909 0.962 0.969 0.969 0.967 0.972 0.972 
K5 2958 0.974 0.980 0.979 0.982 0.984 0.984 
K6 2847 0.958 0.969 0.969 0.971 0.975 0.974 
K7 2862 0.974 0.983 0.984 0.984 0.987 0.987 
K8 2796 0.956 0.961 0.963 0.964 0.967 0.967 
K9 2846 0.951 0.962 0.964 0.962 0.968 0.970 
K10 2969 0.965 0.976 0.975 0.978 0.983 0.983 
Average 2893 0.962 0.971 0.971 0.972 0.975 0.976 




The stand-alone residual network based faster R-CNN performed exceedingly well 
in recognizing tooth by its number. Two kinds of residual networks i.e. ResNet-50 and 
ResNet-101 were used as base networks of faster R-CNN. ResNet-101 is deeper 
network than ResNet-50 and it performs marginally better than its shallower 
counterpart. Although, ResNet-101 performs better in terms of recognition, it is 
computationally costlier than ResNet-50. As their recognition performance is not much 
different, authors recommend using ResNet-50 as a base network when computational 
cost is a concern. The inclusion of candidate optimization algorithm further improves 
the recognition performance of the proposed model. Figures 2.12 (a) and (b) show an 
example of how candidate optimization algorithm discards the detected false positive 
and improves the overall recognition result. Figure 2.12 (a) shows detected candidates 
after using residual network based faster R-CNN. It contains one false positive marked 
in the red-dotted rectangle (T15). Figure 2.12 (b) shows that candidate optimization 
algorithm successfully discards the false positive candidate and refines the detected 
candidates. The optimization parameters, however, should be chosen carefully based 
on the dataset in order to have a good impact on the overall recognition results. Figures 
2.13 (a) and (b) show detected teeth in noisy panoramic radiographs. This study 










(a) After applying ResNet based faster 
R-CNN 
(b) After applying candidate 
optimization algorithm 
Figure 2.12: An example of improved results using the candidate optimization 
algorithm. Lower images depict enlarged version of the upper images in the left jaw 
part. The detected boxes were generated by MATLAB 2019a software. 
 
(a) noisy case A 
 
(b) noisy case B 
Figure 2.13: Successful teeth detection in noisy panoramic radiographs. The detected 




This study proposes a method for automatic teeth recognition in dental panoramic 
radiographs. The method is based on candidate detection with residual network based 
faster R-CNN and candidate optimization using a prior knowledge. Two versions of 
residual network i.e. ResNet-50 and ResNet-101 were used as base networks for faster 
R-CNN separately. The combination of residual network with faster R-CNN method 
successfully performs the recognition task with a high degree of accuracy. It achieves 
maximum 0.980 mAP using ResNet-101 based faster R-CNN. A prior knowledge based 
candidate optimization technique is also incorporated to improve the overall 
recognition performance. The introduction of the optimization method improves the F1 
score from 0.965 to maximum 0.976 and 0.978 to 0.983 for ResNet-50 and ResNet-
101, respectively. The K-fold cross validation technique is also implemented with and 
without candidate optimization technique that effectively verifies the feasibility and the 
robustness of the proposed method. The level of performance achieved by the proposed 
model is close to an expert dentist and thus, clinically implementable. Finally, it can be 
said that the proposed model can be used as a reliable and useful tool to assist dental 
care professionals in dentistry.   
  
CHAPTER 3 
CONSTRUCTION OF 3-D HUMERAL HEAD STATISTICAL SHAPE MODEL  
IN CT IMAGES 
3.1 Introduction 
Osteoarthritis has a negative impact on daily activities for millions of elderly people 
around the world [61, 62]. In relation to the aging of articular cartilage or rotator cuff 
dysfunction, glenohumeral joint osteoarthritis prohibits smooth motion between the 
humeral head and glenoid [63]. Previous epidemiology studies show that 32.8% of 
people with over sixty years old are affected by glenohumeral joint osteoarthritis and 
debilitated joint function due to the age-related change [61]. The breakdown of cartilage 
causes the humeral head and glenoid to rub and grind against each other [63]. It induces 
acute pain and loss of function, i.e., mobility of the arm [62]. To compensate for the 
cartilage breakdown, excess cells are produced in the humeral head in the form of bone 
spurs. This leads to even more friction, pain, and limiting of function. Thus, one of the 
most popular treatments of this disease is to surgically remove the humeral head and 
replace it with an artificial one [63]. The design of an artificial humeral head is likely 
to alter the surgical outcome for glenohumeral joint osteoarthritis. Research studies 
showed that artificial humeral head design with some kind approximation (e.g., 
spherical or elliptical) did not bring an adequate outcome [64]. It also limited the range 
of motion (ROM) of the shoulder [65]. Some studies showed that increasing the 
similarity between the artificial humeral head and the actual one could increase the 
ROM of the shoulder [64, 66]. Therefore, the focus of this study was to discuss a 
method that can provide patient-specific design of artificial humeral heads. 
From the previous study in humeral head morphology, the humeral head was 
composed of different curvatures [67, 68]. In addition, Humphrey et al. [69] clarified 
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that use of elliptical heads resulted in improved replication of the normal humeral head 
shape in comparison with use of spherical prosthetic heads. Furthermore, the cadaveric 
study by Jun et al. [64] revealed that the custom, non-spherical prosthetic head more 
accurately replicated the head shape, rotational range of motion, and glenohumeral joint 
kinematics than the commercially available, spherical prosthetic heads when compared 
with the native humeral head. 
However, humeral head size, including inter-individual variation, has not been well 
investigated. The SSM [67] is one of the methods that expresses the inter-individual 
variation of the shape statistically, and is basically used as prior knowledge of various 
algorithms. SSMs were used in number of medical applications, especially related to 
bones and joints. To assess the potential risk factors associated with bone fracture, an 
SSM was used by Gregory et al. [70] in their study. They concluded that SSMs might 
be useful in identifying the individuals at risk of possible femoral fracture. To aid 
detecting vertebral fractures, SSMs of vertebrae were used by Roberts et al. in [71]. 
SSM was used successfully for early identification of developing radiographic 
osteoarthritis of hips by Gregory et al. [72]. Apart from that, SSMs were used to 
automate implant design and screw placement in shoulder arthroplasty [73], surgical 
planning [74], medical image segmentation [67], and implant design [75, 76].  
SSMs avoid arbitrary assumptions by trying to capture the actual patterns of 
variability in a set of objects of same class. It is usually constructed by applying 
principal component analysis (PCA) [77] to feature vectors of multiple individual 
shapes [25]. PCA is used in other statistical modeling as well [78]. Feature vectors can 
be classified into two categories: point-based or distance-based feature vectors [67]. 
The point-based feature vector is calculated from 2-D or 3-D coordinate values of 
feature points. The feature points between individuals should be associated. Thus, it 
requires a feature point extraction method, which limits the application. The distance-
based method segments the target organ first, and then makes distance map from the 
extracted organ contour. The distance value of all pixels in 2-D or voxels in 3-D is 
utilized as the feature vector. The remaining work is to align the position and orientation 
of the target organ, and the alignment method is different for each organ and for each 
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purpose. As of now, there are no studies which investigate the procedure of constructing 
the SSM of a humeral head. 
This study aims to propose a method of constructing the SSM of a humeral head 
towards the design of patient-specific artificial humeral heads. The proposed method 
consists of three steps: humeral head extraction, pose alignment of humeral head, and 
finally, construction of the SSM by applying PCA. This study particularly focuses on 
the shape of the humeral head, whereas our previous study [65] focused on the shape 
of the whole humerus. Furthermore, this experiment demonstrates the effectiveness of 
SSMs by studying the individual shape variability using the SSM. The rest of the 
chapter is structured as follows: Section 3.2 discusses the images used in this study and 
Section 3.3 describes the proposed methods. Section 3.4 presents the experimental 
results. Finally, the chapter is concluded by summarizing the experimental results and 
the achievements of this study. 
3.2 Subjects and Materials 
A total of 22 male subjects with age range from 18 to 79 years and mean ± standard 
deviation (SD) age of 39.0 ± 20.4 years old were considered to construct the humeral 
head SSM. The subjects had no significant disease in their shoulder joints. The local 
ethics committee of Nobuhara Hospital, Tatsuno, Japan approved this study and all the 
subjects provided written informed consent according to the approved procedure. 
Axial CT images of the left shoulder were acquired for each subject to cover the 
whole shoulder joint using a CT scanner (120 kVp, 250 mA; ECLOS, Hitachi Medical 
Corporation, Japan) at the Nobuhara Hospital from 21 February 2013 to 20 November 
2018. The imaging technique that creates 2-D cross sectional images from 3-D body 
structures is known as computed tomography or CT [79]. The combination of volume 
and pixel is known as a voxel, which represents a value in 3-D space on a regular grid. 
Voxels are extensively used in medical and scientific data, especially in medical CT 
scans, for visualization and analysis. The number of images for each subject varied 
from 554 to 734. The thickness, voxels per slice, and pixel resolution on the slice plane 
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were 1.25 mm, 512 by 512, and 0.391–0.841 mm, respectively. Figure 3.1 shows the 
acquired axial CT images. 
 
Figure 3.1: Acquired axial computed tomography (CT) images. 
3.3 Methodology 
SSM is an established algorithm in medical image analysis that represents the shape 
variations of a particular class of shapes. Shape variations are learned from a set of 
training examples and the variation of shape is represented by using the leading 
principle components. The process of constructing the SSM of a humeral head involves 
three steps, including (step 1) extraction of the humeral head, (step 2) position and 
orientation alignment, and finally, (step 3) PCA shape analysis. Detailed description of 
each step is given below. 
3.3.1 Extraction of Humeral Head 
3.3.1.1 Segmentation of Humeral Region from Shoulder Joint 
In order to extract humeral head, segmentation of humeral region from CT shoulder 
joint is needed. In this study, the humeral region is segmented from CT images 
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manually for each subject. Figure 3.2 shows an example of a manually segmented 
humerus region from shoulder CT images.  
 
(a)                    (b) 
Figure 3.2: Manual segmentation of the humerus from shoulder CT image: (a) CT 
image and (b) corresponding humeral region. 
3.3.1.2 Extract Humeral Head Region from Segmented Humerus 
To extract the humeral head from the segmented humerus region, the anatomical 
neck points are acquired manually. Coordinate values of total eight points are acquired. 
Figure 3.3 shows an example of the acquired point. Next, the anatomical neck points 
are approximated by a plane using the least squares method. Figure 3.4 depicts the flow 
of humeral head extraction from a segmented humerus. 
 
Figure 3.3: An example of the acquired coordinate value in the anatomical neck. 
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The position and orientation of shapes of all subjects are aligned in the same 
reference space (X-Y-Z left-handed rectangular coordinate system) by affine 
transformation. Figure 3.5 shows an example of the coordinate system. 
 
Figure 3.4: The flow of extracting the humeral head from the humerus (S: superior, I: 
inferior, L: lateral, M: medial). 
3.3.2 Position and Orientation Alignment 
To align the inter-individual position and orientation difference of humeral head 
shape of each subject, a 3-D anatomical coordinate system is defined. The origin of the 
coordinate system O = [Ox, Oy, Oz] is the center of the gravity of the anatomical neck 
points. The most lateral point of the anatomical surface, PL, is acquired from the plane 
approximation. An example of the most lateral point can be seen in Figure 3.3. The X-
axis is a vector, which is directed from the origin O to the most lateral point of the 
anatomical surface PL. The Z-axis, which is a vector directed from the origin toward the 
curvature of the humeral head, is the normal vector of the plane. Finally, the Y-axis is 
the cross product of Z-axis and X-axis. By determining this 3-D anatomical coordinate 
system, the position and orientation of each subject’s shape is aligned. 
The position and orientation of shapes of all subjects are aligned in the same 
reference space (X-Y-Z left-handed rectangular coordinate system) by affine 








(a) AP direction 
 
(b) SI direction 
Figure 3.5: The 3-D coordinate system for the humeral head (A: anterior, P: posterior). 
3.3.3 Principal Component Analysis of Shape Matrix 
A distance transform [22], which assigns positive distances from the surface to the 
outer of the humerus, is applied to the aligned volume of the humeral region. The 6 
neighborhood Manhattan distance is used as the distance function. The Manhattan 
distance d(A, B) between two points 𝐴 = (𝑥0, 𝑦0, 𝑧0) and 𝐵 = (𝑥1, 𝑦1, 𝑧1) is calculated 
using the equation below 
𝑑(𝐴,𝐵) = |𝑥0 − 𝑥1| + |𝑦0 − 𝑦1| + |𝑧0 − 𝑧1| 3.1 
The distance on the humerus bone surface voxel is zero. The obtained 3-D distance 
image of subject i is converted to a 1-D vector to create a feature vector matrix 𝑭𝒊 (1 ×
𝑁𝑣 ). The conversion is applied to all training data, and Ns vectors are obtained. Nv is 
the number of voxels, and Ns is the number of subjects. Equation 3.1 shows a feature 
vector matrix F, in which the number of rows equals to the number of voxels in the 
image Nv (256 × 256 × 256), and the number of columns equals to the number of 
subjects Ns. 






𝑓(1)1,1,1 ⋯ 𝑓(𝑖)1,1,1 ⋯ 𝑓(𝑁𝑠)1,1,1
𝑓(1)2,1,1 ⋯ 𝑓(𝑖)2,1,1 ⋯ 𝑓(𝑁𝑠)2,1,1
⋮ ⋯ ⋮ ⋯ ⋮














where Fi is the feature vector matrix of i
th subject. Covariance matrix C of feature vector 









The eigenvalue decomposition of the covariance matrix (C) is used to calculate the 
eigenvalue (𝝀) and the eigenvector (V). Covariance matrix C can be expressed in terms 
of the eigenvalue (𝝀) and the eigenvector (V) using the equation below. 
𝑪𝑽 = 𝝀𝑽 3.5 
where the eigenvalue 𝝀 and the eigenvector V can be expressed by the equations below. 
𝝀 = [
𝝀𝟏 𝟎 … 𝟎
𝟎 𝝀𝟐 … 𝟎
⋮ ⋮ ⋱ ⋮
𝟎 𝟎 … 𝝀𝑵𝑬
]   𝑽 = [
𝒆𝟏𝟏 𝒆𝟏𝟐 … 𝒆𝟏𝑵𝑬
𝒆𝟐𝟏 𝒆𝟐𝟐 … 𝒆𝟐𝑵𝑬
⋮ ⋮ ⋱ ⋮
𝒆𝑵𝒗𝟏 𝒆𝑵𝒗𝟐 … 𝒆𝑵𝒗𝑵𝑬
]   3.6 
where 𝝀𝟏 , 𝝀𝟐 , …, 𝝀𝑵𝑬  refer to the eigenvalues of corresponding ranks, and NE 
represents the maximum number of dimensions of the reduced matrix that is determined 
by the cumulative contribution rate. ej = [e1j, e2j,…, eNvj]T refers to the eigenvector of j
th 
rank, where each column is arranged by the rate of contribution. The principle 
component (PC) score (θi) of the feature vector of the ith subject is calculated using the 
following equation 
𝜽𝒊  = (𝑭𝒊 − ?̅? )𝑽 3.7 
Subject shape ?̃?𝑖 can be reconstructed with the mean shape, eigenvector (V), and 
PC score 𝜽𝒊 as shown in the equation below. 
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?̃?𝒊 = ?̅? + 𝜽𝒊𝑽
𝑻 3.8 
By assigning a PC score (θi), an arbitrary shape can be synthesized within the range of 
individual difference. 
In this study, they are synthesized by changing the coefficients along each 
eigenvector to the mean shape (middle) using the following equation 
𝑆𝑆𝑀 = ?̅? + 𝑞𝑠𝜎1𝒆𝟏 + 𝑟𝑠𝜎2𝒆𝟐 3.9 
where ?̅? is the mean shape; 𝜎1 and 𝜎2 are the eigenvalues of the first and the second 
PC, respectively; and qs and rs are parameters. e1 and e2 are the eigenvectors. The 
reconstructed signed distance map is then converted to a binary image. 
3.3.4 Shape Parameter Definition Using Statistical Shape Model 
To quantitatively evaluate the inter-individual variations of humeral head shape, the 
following measurements are performed. Figure 3.5 shows the anatomical direction of 
the humeral head. At first, the thickness of the humeral head is measured, which is in 
the superior-inferior (SI) direction as shown in Figure 3.5a. In the projection of the Z-
axis direction, which is the SI direction, shown in Figure 3.5b, the vertices that are 
parallel to the Y-axis and have the longest line segment connecting the two boundary 
points are defined as P1 and P2, respectively. The vertices that are parallel to the X-axis 
and have the longest line segment connecting the two boundary points are defined as 
P3 and P4, respectively. The point of intersection of line segments P1–P2 and P3–P4 is 
point O. Next, the distances between two points (i.e. P1–P2, P3–P4, P1–O, P2–O, 




3.4 Results and Discussion 
3.4.1 Experimental Results 
3.4.1.1 Construction of Humeral Head SSM and Its Performance Evaluation 
This study involved a total of 22 subjects, as described earlier in the materials 
section. The signed distance was used to create the feature vector matrix. Eigenvector, 
mean vector, and PC scores were calculated using PCA. Figure 3.6 shows shape 
variations of the humeral heads synthesized by using the SSM. The horizontal direction 
of Figure 3.6 corresponds to the first PC, whereas the vertical direction corresponds to 
the second PC. Figure 3.7 shows the cumulative contribution rate (CCR) corresponding 
to the number of PCs. It shows that the SSM can represent around 95% of shape 
variation by using the first five PCs. 
 
Figure 3.6: Humeral head shape variation synthesized by the statistical shape model 
(SSM), where the horizontal direction corresponds to the first principle component (PC) 




Figure 3.7: Cumulative contribution rate (CCR) of the SSM corresponding to the 
number of principal components; the SSM can represent 95% shape variation from the 
first five PCs. 
An SSM can express the inter-individual variation of the shape by the mean (i.e., 
average shape), the eigenvectors, and the PC scores (i.e., shape parameter). It can also 
reconstruct the original individual shape [65]. The shape of one subject was chosen as 
the test data, whereas the shapes of all other subjects were used to build an SSM. The 
shape parameter of the test data was calculated by PCA. The test data were 
reconstructed by using the SSM and the calculated parameter by Equation 3.8. 
Therefore, verification of the generalization ability [80] of the SSM was evaluated by 
comparing the test data shapes with the reconstructed one. The Sørensen–Dice 
coefficient (DSC) was used as an evaluation metric. Figure 3.8 shows a schematic 
diagram of the overall process. 
The leave-one-out cross validation (LOOCV) procedure [80] was used to validate 
the generalization ability of the SSM. As the total subjects were 22, LOOCV became a 
22-fold cross validation process in this case. For every left-out subject (test subject), a 
new SSM was computed from the remaining training subjects. The parameters of the 
left-out subject were computed to reconstruct the subject. In this experiment, a total of 




number of PCs was six because the cumulative contribution ratio of the PCs was 95% 
or more. 
 
Figure 3.8: Schematic diagram of SSM validation. 
3.4.1.2 Humeral Head Shape Analysis Using Statistical Shape Model 
To evaluate the inter-individual humeral head shape quantitatively, the 
measurements were done for 25 SSMs constructed by changing the standard deviation 
along the first PC from −3σ1 to +3σ1 at intervals of 0.25σ1, where σ1 is the Eigen 
value of the first PC. The measurement was performed on the shape of each subject. 
Table 3.1 shows the average and variance of the measured values between different 
points. The results showed that the first PC had a large variance in the distance between 
P1–P2 and P3–P4, i.e., the inter-individual variation in the anterior-posterior to lateral-
medial (AP-LM) direction was large. In particular, it was found that the variance of the 
distance P1–O was large. The results showed that the variance in the distance P1–O was 
large in both of the measurements, i.e., measurement from the SSM and measurement 
from the subject’s shape. Thus, it confirmed that the SSM by the proposed method can 
grasp the tendency of the subject population. Table 3.1 also shows the measured values 
for original data. Figure 3.9 and Table 3.2 show the correlation coefficients between 
the thicknesses and the distances between different points, i.e., P1–O, P2–O, P3–O, and 
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P4–O, considering both the measurements. These results showed that the thicknesses 
and distances of P1–O and P3–O had a strong positive correlation (>0.8) when using the 
proposed method, by the SSM. In other words, it could be considered that the prosthesis 
should be deformed by considering the same tendency at each size, because the head is 
not just a scale-up, but rather the extension of anterior and lateral is dominant. 
Table 3.1: The average and the variance of the measured values between different points 
on the humeral head (in mm) 
Measured Points Proposed Method (SSM) Original Data 
Thickness of humeral head 17.2  5.7 17.6  2.3 
Distance between P1 and P2 43.2  20.5 44.0  8.1 
Distance between P3 and P4 41.4  24.2 41.9  7.4 
Distance between P1 and O 20.1  20.3 19.9  15.8 
Distance between P2 and O 23.1  3.9 24.2  10.3 
Distance between P3 and O 18.7  12.8 18.4  10.3 
Distance between P4 and O 22.6  5.5 23.4  10.0 
 
 
(a)  Proposed method (SSM)  
 
(b) Original data  
Figure 3.9: Relationship between the thicknesses and the distances of different points 
on the humeral head. 
Table 3.2: The correlation coefficient between thickness and each measured values of 
different points on the humeral head 
 P1–O P2–O P3–O P4–O 
Proposed method (SSM) 0.87 0.24 0.89 0.67 




In glenohumeral osteoarthritis treatment, one of the most preferred ways is to 
replace the humeral head surgically with an artificial one. Popular consensus among 
experts is that accurate replication would bring better functional outcome [64, 81-83].  
Although it is well documented that the humeral head is ovoid [64, 81-84], the use of 
spherical artificial humeral heads during the reconstructive surgery of the shoulder is 
general practice. Even small alterations (4–5 mm) of size and position of the articular 
surface could cause adverse effects on the biomechanics of the glenohumeral during 
arthroplasty surgery on the glenohumeral [64, 85, 86]. A potential concern arises from 
this, as the spherical artificial humeral head often exceeds a 4 mm mismatch, when 
compared with the anatomical measurement of a normal humeral head [87]. Thus, this 
study proposed a method to construct a humeral head SSM for the design of a patient-
specific artificial humeral head. The generalization ability of SSMs was verified using 
the LOOCV technique, and the results indicated that its generalization ability was quite 
strong. The study also investigated the inter-individual shape of the humeral head 
quantitatively using the SSM. The investigation demonstrated a strong correlation 
between individual characteristics of the humeral head and the thickness of the humeral 
head, which the conventional method failed to identify by simply analyzing the subject 
data. In line with the hypothesis, this newly obtained knowledge might be useful in 
designing patient-specific artificial humeral heads. On the contrary, the reliability of 
the study was impacted by the absence of a sufficient number of subjects. On top of 
that, the methodological choices were constrained by manual segmentation, which was 
a very tedious and inefficient process, especially for the persons involved in it. Thus, to 
improve the reliability and acceptability of the proposed method, the number of subjects 
should be increased. In addition, the manual segmentation process should be replaced 
by automatic segmentation. 
3.5 Summary 
One of the most important criteria for a successful glenohumeral osteoarthritis 
treatment is that the shape of the artificial humeral head be similar to the actual shape 
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of the humeral head from the viewpoint of the ROM. This study proposed a method to 
construct a humeral head SSM from CT images. The SSM expressed the inter-
individual shape variation of the humeral head, and the generalization ability of the 
SSM was validated by calculating the DSC, which was 0.918. Humeral head shape 
analysis using the SSM was conducted, and the anatomical features of the humeral 
heads were obtained in that process. The quantitative analysis of the humeral head SSM 
discovered the fact that the thickness of the humeral head had a strong positive 
correlation with the anterior and lateral expansion of the humeral head. The information 
obtained by quantitative humeral head SSM shape analysis could be considered as an 
important tool towards successful design of artificial humeral heads. Future works 
should be directed to increase the reliability of the model by increasing the number of 
subjects, optimize the extraction method of the humeral head, and elucidate the 






QUANTUM-BEHAVED BAT ALGORITHM FOR SOLVING THE ECONOMIC 
LOAD DISPATCH PROBLEM CONSIDERING A VALVE-POINT EFFECT 
4.1 Introduction 
Thermal plants mainly utilize fossil fuels like coal, gas and oil to generate 
electricity. Capacity to deliver fossil fuels as per their growing demand is very much 
limited due to the shortage of fossil fuel supply and lack of adequate infrastructures 
[88]. Moreover, fossil fuels are not always easily accessible to all as the reserves of the 
fossil fuels are concentrating into a small number of countries. Furthermore, the 
reserves of the fossil fuels are declining and it will be distinct and too expensive in near 
future. Thus, economic load dispatch (ELD) plays one of the most crucial parts in 
electrical power generation system. ELD deals with the minimization of fuel cost, while 
satisfying all other constraints [89]. The simplification of traditional ELD problem fails 
to offer satisfactory results in real-world system as they consider that the efficiency of 
power plant increases linearly or quadratically. However, in real-world system separate 
nozzle groups help the valves to control the steam entering the turbine. The system tries 
to achieve its highest efficiency by activating the valves in a sequential way and thus 
resulting a rippled efficiency curve. This phenomenon is known as valve-point effect. 
In this study, valve-point effect is considered as a practical operation constraint of 
generator. Considering valve-point effect helps to model ELD problem more accurately 
and closer to actual power generation system at the cost of adding extra complexities 
in the system.  
Traditional methods like Newton-Raphson [90], linear and nonlinear programming 
techniques [91] were used to solve ELD problem, where the ELD problem is 
represented using linear quadratic function. They proved to be fast and reliable against 
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linear ELD problem. But, when considering the nonlinear characteristics of power 
system like consideration of valve-point effect, the traditional methods were proved to 
be ineffective and inefficient [92]. They are prone to trap into the local optima and have 
sensitivity to the initial point [93]. 
Different heuristic and metaheuristic techniques have later used to overcome the 
shortcomings of the traditional methods to solve nonlinear ELD problem. Genetic 
algorithm (GA) [94], simulated annealing (SA) [95], evolutionary programming (EP) 
[96], tabu search (TS) [97], enhanced Lagrangian artificial neural network (ELANN) 
[98], generalized ant colony optimization (GACO) [99], improved fast evolutionary 
programming (IFEP) [100], particle swarm optimization (PSO) [101], pattern search 
(PS) method [102], Biogeography based optimization (BBO) [103], improved harmony 
search (IHS) [104], chaotic artificial immune network (CAIN) [105], bat algorithm 
(BA) [106], chaotic teaching-learning-based optimization (CTLBO) with Lévy flight 
[107] and swarm based mean-variance mapping optimization (MVMOS) [108]are some 
of the techniques used for solving nonlinear ELD problem. These methods can provide 
global or near global solutions [109]. However, they cannot always guarantee finding 
global solutions in finite computational time and many problem specific parameters to 
tune. Traditional methods like Newton-Raphson [90], linear and nonlinear 
programming techniques [91] were used to solve ELD problem, where the ELD 
problem is represented using linear quadratic function. They proved to be fast and 
reliable against linear ELD problem. But, when considering the nonlinear 
characteristics of power system like consideration of valve-point effect, the traditional 
methods were proved to be ineffective and inefficient [92]. They are prone to trap into 
the local optima and have sensitivity to the initial point [93]. 
Researchers propose and develop hybrid methods to avoid the problems found in 
the conventional and stand-alone heuristic/metaheuristic methods. They start with PSO-
EP [110], PSO-sequential QP (SQP)[111], chaotic differential evolution (CDE)-
quadratic programming (QP) [112], GA-SQP [113], chaotic PSO- implicit filtering 
local search (IFLS) method [114], variable scaling hybrid differential evolution 
(VSHDE) [115], GA-PSO [116] and GA-PS-SQP [117], and finished with fuzzy 
adaptive PSO-Nelder Mead (FAPSO-NM) [118], cultural self-organizing migrating 
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algorithm (CSOMA) [119], interior point method (IPM)-DE [120], a hybrid particle 
swarm optimization with time-varying acceleration coefficients- bacteria foraging 
algorithm (HPSOTVAC-BFA) [121], hybrid grey wolf optimizer (HGWO) [122] and 
hybrid Big Bang-Big Crunch Algorithm (HBB-BC) [123]. Hybrid methods are quiet 
successful than stand-alone metaheuristic techniques to achieve global solutions. 
However, they often add complexities in the algorithm with long computational time, 
which make them computationally inefficient and hard to implement. 
The use of quantum computing (QC) inspired metaheuristic techniques is popular 
current trend to solve optimal power dispatch problem. They provide excellent strategy 
to solve nonlinear and nonconvex optimization problem in a very fast and efficient way. 
Quantum inspired evolutionary algorithm (QEA) [124], quantum inspired GA (QGA) 
[125] and quantum inspired PSO (QPSO) [109] are so far used to solve ELD problem. 
Meng et al. [109] in their research showed that QPSO successfully outperformed 
different versions of EP and PSO techniques. The use of quantum inspired methods in 
similar power dispatch problem is addressed in [88, 126]. 
In this study, a novel approach is followed using quantum-behaved bat algorithm 
(QBA) to solve ELD problem considering valve-point effect. QBA is a modified and 
upgraded version of BA. It considers the behavior of bat in a structured way and thus, 
effectively overcome the limitations of the original BA. QBA is found to produce better 
results than its predecessors PSO and GA. The main contribution of this study is to 
investigate the feasibility of using recent advanced quantum computing powered 
technique like bat algorithm in solving nonlinear optimization problem like ELD with 
valve-point effect. QBA is applied to three different kind of systems with different load 
demands to assess the possibility of using such technique in real-world scenario. This 
study also tries to answer the effectiveness of QBA in handling power generation 
system of different sizes and load demands. The next section presents the mathematical 
formulation of ELD considering valve-point effect. Methodology section provides brief 
description on BA and QBA algorithms with necessary equations and pseudo code. 
Result and analysis section shows the obtained simulation results with comparison and 
short analysis. Finally, the study is concluded with conclusion section that describes the 
gist of the chapter with some future research directions. 
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4.2 Problem Formulation 
4.2.1 Economic Load Dispatch (ELD) 
The main objective of ELD problem is to find an optimal combination of power 
generation in order to minimize the total fuel cost of the system, while satisfying all 
other constraints. ELD is considered here as a single objective optimization problem. It 
can be represented using quadratic function as bellow. 
𝐹𝐶(𝑃) =∑𝑒𝑓𝑐𝑖𝑃𝑖




where FC(P) is the fuel cost function in ($/hr), l is the total number of generating units, 
Pi is the real output power of i
th generating unit; efci, ffci, and gfci are the cost coefficients 
of the generating unit i.  
4.2.2 Valve-point Effect 
A rippling effect is produced in the heat rate function [127], when steam valves in 
a turbine of thermal generator start to open. This rippling effect makes the cost function 
highly nonlinear. This is known as a valve-point effect. Figure 4.1 shows input-output 
curves with and without valve-point effect. The dotted line indicates the approximate 
input-output curve without valve-point effect. However, in reality, due to the rippling 
effect caused by the opening of steam valves in turbine (to allow steam into the thermal 
generator), the input-output curve produces rippling effect as shown in the figure 4.1. 
In this study, valve-point effect is considered, which makes the model closer to the 
actual power generation system, while making the cost function highly nonlinear and 
complex. The ELD problem with valve-point effect can be formulated as the 
superposition of sinusoidal function and quadratic function as follows. 
𝐹𝐶(𝑃) =∑𝑒𝑓𝑐𝑖𝑃𝑖
2 + 𝑓𝑓𝑐𝑖𝑃𝑖 + 𝑔𝑓𝑐𝑖
𝑙
𝑖=1
+ |𝑚𝑖 × sin(𝑛𝑖 × (𝑃𝑖,𝑚𝑖𝑛 − 𝑃𝑖))| 4.2 
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where mi and ni are the fuel cost coefficients of i
th generating unit with valve-point 
effect. Pi,min is the minimum power output of generating unit i. 
 
Figure 4.1: Input–output curve with and without valve-point effect. 
4.2.3 Constraints 
In power generation system, we need to consider many equal and inequality 
constraints in order to optimize the actual scenario of the system [89]. This study has 
considered mainly three most important constraints i.e. power balance, transmission 
loss and generator limit constraints. The constraints are discussed in the following 
subsections. 
4.2.3.1 Power Balance Constraint 
Total output power generation PT (in MW) must satisfy total load demand (in MW). 
Thus, total output power must be equal to the summation of total load demand and total 
power loss (in MW). It can be defined as 






where PD and PL are total load demand (in MW) and real power transmission loss (in 
MW), respectively. 
4.2.3.2 Transmission Loss Constraint 
Generated electrical power in power generation system encounters loss during its 
transmission to grid due to energy dissipation in the conductors, transmission line, 
transformer, magnetic losses in transformers etc. This loss is known as transmission 
loss, which is one of the major constraints in combined economic emission dispatch 







where Bij is a square matrix that is also known as a loss coefficient of George’s formula.  
4.2.3.3 Generator Limit Constraint 
For stable operation in power generating unit, the output power of each generating 
unit must lie within its maximum and minimum limit. This constraint can be expressed 
as 
𝑃𝑖,𝑚𝑖𝑛 ≤ 𝑃𝑖 ≤ 𝑃𝑖,𝑚𝑎𝑥 4.5 
where Pi,min and Pi,max refer to the minimum and maximum output power of i
th 
generating unit, respectively. 
4.3 Methodology 
QBA is an extension of BA into the domain of quantum computing. BA is relatively 
a new nature-inspired metaheuristic algorithm based on the echolocation characteristics 
of bats. BA shows better performance than most other heuristic algorithms like GA and 
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PSO [129]. It utilizes the major advantages of its predecessor i.e. GA and PSO in a 
structured way [130]. 
The original BA is based on three idealized rules: (i) echolocation technique of bats 
to sense distance and to calculate difference between their prey and background 
barriers, (ii) bats vary their wavelength (s0) and loudness (A0) to search for their prey. 
They also regulate frequency and rate of their emitted pulses, depending on the distance 
of their prey, (iii) assuming that the loudness is varied from a large (A0) value to a 
minimum constant value (Amin). The positions (xi) and velocities (vi) of the virtual bats 
are updated using the following equations. 










where α, fi, fmin and fmax are random vector in the range of [0, 1], frequency of pulse, 




t-1 and gt stand 
for velocity of ith bat at iteration t, velocity of ith bat at iteration (t-1), position of ith bat 
at iteration t, position of ith bat at iteration (t-1) and current best global location found 
by the bats at iteration t, respectively. 
In QBA, new position (solution) of bat is updated using the following equation. 
𝑥𝑖𝑑
𝑡+1 = 𝑔𝑡 × [1 + 𝑗(0, 𝜎2)] 
𝜎2 = |𝐴𝑖
𝑡 − 𝐴𝑡| +  
4.7 
where, j(0, σ2) is a Gaussian distribution with mean 0 and standard deviation σ2. 
𝑥𝑖𝑑
𝑡+1 and AT are the position of ith bat at iteration t+1 and average loudness of all bats at 
iteration t, respectively. Ai
t is the loudness of ith bat at iteration t. ε is integrated here to 
ensure the standard deviation σ2 remains positive. The loudness Ai and pulse emission 












0 and ri refer to loudness of i
th bat at iteration t, loudness of ith bat at 
iteration t+1, initial pulse emission rate of ith bat and pulse emission rate of ith bat at 
iteration t+1, respectively. δ and γ are constants whose range are [0,1] and greater than 
0 (γ>0), respectively. 
To make the algorithm more similar to the actual scenario of bats and thus make it 
more efficient, two more idealized rules have been considered along with the three 
idealized rules [129] found in the original BA. They are: (1) bats have different foraging 
habitats rather than one single foraging habitat that depends on a stochastic selection, 
(2) bats have the self-adaptive capability to compensate for Doppler Effect in echoes. 








, 𝑢(0,1) < 0.5 
𝑥𝑖𝑑
𝑡 = 𝑔𝑑




, 𝑢(0,1) ≥ 0.5 
4.9 
where 𝑥𝑖𝑑
𝑡 , u and mbest refers to the position of ith bat in dimension d at iteration t, the 
random number in the range of [0,1] and the average best location, respectively. 
Consideration of bats self-adaptive compensation for Doppler Effect changes the 














𝑡 = (𝑤 × 𝑣𝑖𝑑
𝑡−1) + (𝑔𝑡 − 𝑥𝑖𝑑








where 𝑓𝑖𝑑  refers to the frequency of i
th bat in dimension d; 𝑣𝑔
𝑡−1 refers to the velocity of 
the global best position at iteration t-1 and 𝐶𝐷𝐸𝑖  is a positive number of i
th bat in the 
range of [0, 1]. For simplicity, we can assume if the value of CDE is 0, then bat cannot 
compensate for Doppler Effect in echoes and if CDE=1, it means bat can fully 
compensate for Doppler Effect in echoes. Inertia weight w is introduced here to update 
the velocity and has similar characteristics like the inertia weight found in PSO [131]. 
Pseudo code and flowchart of QBA is given below in algorithm 4.1 and figure 4.2, 
respectively. 
Algorithm 4.1 Quantum-behaved Bat Algorithm 
Define,  
basic BA parameters: α, γ, fmin, fmax, A0 and r0; 
Initialize, 
the number of individuals (N) contained by the population,  
iterations (tmax),  
probability of habitat selection (Phab),  
inertia weight (w), compensation rates for Doppler Effect in echoes (CDE), 
contraction/expansion coefficient (β),  
the frequency of updating the loudness and emission pulse rate (G); 
Evaluation of objective function value for each individual. 
while (iteration< tmax)  
if (rand(0,1) <Phab) 
 generate new solutions using equations in 4.9 
else 
 generate new solutions using equations 4.6 and 4.10 
end if 
if (rand(0,1)>ri) 
 generate a local solution around the selected best solution using equation 4.6 
end if 
evaluate the objective function value of each individual. 
update solutions, the loudness and emission pulse rate using equations 4.7 
rank the solutions and find the current best gt 
if gt does not improve in G time step. 








Figure 4.2: Flowchart of quantum-behaved bat algorithm (QBA). 
4.4 Simulation Results 
In this section, QBA was applied into different generating systems for solving ELD 
problem considering valve-point effect. The simulation results were divided into total 
three test cases for 3-unit, 10-unit and 40-unit systems, where the load demand was 850 
MW, 2000 MW and 10500 MW, respectively. All the simulations were done using 
MATLAB R2015a and executed with core i5-M 480 CPU @ 2.67 GHz (4 CPUs), ~2.7 
GHz and 4GB RAM laptop. Table 4.1 shows the parameter settings of QBA for solving 
ELD problem. The standard parameter settings of QBA [109] was considered here. 
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However, the population size and number of iteration were considered through trial and 
error method. Population size in 3-unit system did not need to be as large as 2000, rather 
it converged to the desired value with the population size as low as 500. However, in 
order to set a common parameter for all the three systems, this study had considered 
population size 2000. All the data for 3-unit system were collected from [132], whereas 
the data for 10-unit and 40-unit systems were collected from [133]. Total 30 runs were 
considered for all the test cases. The average of the total runs is reported in this section. 
Table 4.1: Parameter settings of QBA for ELD problem with valve-point effect 
Parameter Value 
Maximal generations (iterations) 100 
Population size (3-unit/10-unit/40-unit) 500/2000/2000 
The maximal and minimal pulse rate 1 and 0, respectively 
The maximal and minimal frequency (fmax and fmin) 1.5 and 0, 
respectively 
The maximal and minimal loudness 2 and 1, respectively 
Delta, δ 0.9 
Gamma, γ 0.9 
The frequency of updating the loudness and emission pulse rate, G 10 
The maximum and minimum probability of habitat selection 0.9 and 0.6, 
respectively 
The maximum and minimum compensation rate for Doppler Effect 
(CDE,max and CDE,min) 
0.9 and 0.1, 
respectively 
The maximum and minimum contraction expansion coefficient 
(βmax and βmin) 
1 and 0.5, 
respectively 
The maximum and minimum inertia weight (wmax and wmin) 0.9 and 0.5, 
respectively 
4.4.1 Test Case 1: Three-Unit Power Generation System 
Table 4.2 shows the comparative results among various types of techniques to solve 
ELD problem in 3-unit system considering nonlinear valve-point effect. From this table, 
it can be seen that the best result of QBA is much better than all other methods reported 
in the literature such as classical EP (CEP), fast EP (FEP), improved FEP (IFEP) [132], 
fuzzy self-adaptive immune algorithm (FIA) [134] and QPSO [109]. Again, the best 
average result also comes from QBA. Therefore, it can be concluded that the idea of 
integrating quantum-computing phenomenon with other nature inspired optimization 
techniques like BA provides improved and robust results. 
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Table 4.2: Comparison of results among different approaches to solve 3-unit ELD 
problem with valve-point effect 
Algorithms Best result ($) Average result ($) 
CEP 8234.07 8235.97 
FEP 8234.07 8234.24 
MFEP 8234.08 8234.71 
IFEP 8234.07 8234.16 
EGA 8234.07 8234.41 
FIA 8234.07 8234.26 
SPSO 8234.07 8234.18 
QPSO 8234.07 8234.10 
QBA [proposed method] 7659.29 7684.63 
 
Figure 4.3: Convergence graph of QBA for solving ELD problem in 3-unit system 
(PD=850). 
4.4.2 Test Case 2: Ten-Unit Power Generation System 
In the second case, QBA was applied to 10-unit power generating system. Table 
4.3 shows the comparative results for 10-unit system among hybrid artificial bee 
colony-particle swarm optimization (ABC-PSO) [135], differential evolution (DE) 
[136], simulated annealing (SA) [137] and QBA. The table also mentions the optimized 
dedicated generations (in MW) in each of the generating units. The comparison of the 
result i.e. total cost (in $) show that QBA outperforms other methods by calculating 
least amount of cost for nonlinear ELD problem. However, transmission loss is found 
to be little higher in QBA than SA and ABC-PSO. These two investigations confirm 
the feasibility of using QBA in small and medium-ranged power generating units. 
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Table 4.3: Comparison of results among different approaches to solve 10-unit ELD 
problem with valve-point effect 
PD=2000 MW ABC-PSO DE SA QBA 
P1 (MW) 55.00 55.00 54.99 54.99 
P2 (MW) 80.00 79.89 80.00 80 
P3 (MW) 106.93 106.83 107.64 107.80 
P4 (MW) 100.57 102.83 102.59 99.88 
P5 (MW) 81.49 82.24 80.70 83.26 
P6 (MW) 83.01 80.44 81.12 81.91 
P7 (MW) 300.00 300.00 300.00 300.00 
P8 (MW) 340.00 340.00 340.00 340.00 
P9 (MW) 470.00 470.00 470.00 470.00 
P10 (MW) 470.00 469.90 470.00 470.00 
Losses (MW) 87.034   - 87.04 87.84 
Fuel cost ($/hr) 111500.00 111500.00 111498.66 111310.70 
 
Figure 4.4: . Convergence graph of QBA for solving ELD problem in 10-unit system 
(PD=2000). 
4.4.3 Test Case 3: Forty-Unit Power Generation System 
In third and last case, QBA was applied to 40-unit power generation system in order 
to verify its effectiveness in handling large number of generating units of a power 
generation system. This case did not consider transmission loss for this case. The 
obtained result was accumulated and compared with DE [136], which was the only 
method found previously applied in 40-unit system considering valve-point effect. The 




Table 4.4: Comparison of results for 10-unit ELD problem with VPE 
PD=2000 MW DE QBA 
P1 (MW) 110.95 113.97 
P2 (MW) 113.30 114.00 
P3 (MW) 98.62  120.00   
P4 (MW) 184.15  97.00   
P5 (MW) 86.40  140.00    
P6 (MW) 140.00  300.00   
P7 (MW) 300.00  300.00   
P8 (MW) 285.46  300.00   
P9 (MW) 297.51  300.00   
P10 (MW) 130.00  272.59 
P11 (MW) 168.75  122.89 
P12 (MW) 95.70  172.26 
P13 (MW) 125.00  500.00 
P14 (MW) 394.35  500.00 
P15 (MW) 305.52  173.21 
P16 (MW) 394.71  452.72 
P17 (MW) 489.80  500.00 
P18 (MW) 489.36  296.20 
P19 (MW) 520.90  550.00 
P20 (MW) 510.64  489.18 
P21 (MW) 524.53  550.00 
P22 (MW) 526.70  316.25 
P23 (MW) 530.75  487.03 
P24 (MW) 526.33  550.00 
P25 (MW) 525.65  550.00 
P26 (MW) 522.95  11.68 
P27 (MW) 10.00  18.77 
P28 (MW) 11.55  17.01 
P29 (MW) 10.00  97.00 
P30 (MW) 89.91  190.00 
P31 (MW) 190.00  190.00 
P32 (MW) 190.00 101.59 
P33 (MW) 190.00  136.64 
P34 (MW) 198.84  200.00 
P35 (MW) 174.18  200.00 
P36 (MW) 197.16  110.00 
P37 (MW) 110.00  110.00 
P38 (MW) 109.36  110.00 
P39 (MW) 110.00 550.00 
P40 (MW) 110.95  272.59 




Figure 4.5: Convergence graph of QBA for solving ELD problem in 40-unit system 
(PD=10500). 
The comparison of result demonstrates that QBA effectively outperforms DE in 40-
unit system. Therefore, in all three cases, whether small, medium or large generation 
system, QBA performs better than any other existing method found in the literature. 
Figures 4.2-4.4 show the convergence graphs of QBA for 3, 10 and 40-unit system, 
respectively. The vertical axis describes the total cost (in $), whereas the horizontal axis 
describes the number of iteration. The figures verify and demonstrate QBA’s powerful 
computational and convergence characteristics. QBA takes around 20 iterations for 10-
unit system, whereas takes less than 10 iterations for 3-unit and 40-unit systems. From 
the figures, the study concludes that QBA converges very quickly and thus can be said 
that this method is computationally powerful and efficient. Although, the population 
size of 3-unit system is taken similar as for the other systems to make a fair comparison, 
it does not require that much of population size. Furthermore, QBA successfully 
provides solutions without trapping into the local optima, which is a major problem for 
many of the existing methods when dealing with nonlinear optimization problem. The 
consideration of self-adaptive capability and multiple foraging habitats play a pivotal 
role for such well distributed and stronger searching performance of QBA in solving 
such nonlinear power dispatch problem. 
4.5 Summary 
In this study, QBA was successfully applied to solve ELD problem considering 
valve-point effect for 3-unit, 10-unit and 40-unit power generation systems for 850 
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MW, 2000 MW and 105000 MW loads, respectively. The comparison of the obtained 
results with other well-known methods verifies that QBA is more powerful in solving 
nonlinear optimization problem like ELD than other reported methods in the literature 
in terms of solution quality, computational efficiency and convergence characteristics. 
The successful implementation of QBA in 40-unit system verifies QBA’s effectiveness 
in large power generation system. It largely overcomes the limitations found in other 
methods found in the literature. The main achievement of this study is to justify the 
feasibility of using quantum computing based traditional nature inspired metaheuristic 
algorithm like bat algorithm in solving nonlinear optimization problem. The obtained 
results verify that QBA can be implemented in power generation system of different 
sizes and loads. Therefore, the method can be used as a useful tool in real-world 
nonlinear optimization problem like dispatch and unit commitment problem of power 






This dissertation presents three studies that includes automatic teeth recognition 
system in dental panoramic radiographs using DL and optimization technique, a method 
to construct humeral head SSM and shape analysis using SSMs and quantum-behaved 
bat algorithm for solving economic load dispatch problem considering valve-point 
effect. In Section 5.1, the outcome and summary of all these three studies are presented. 
Section 5.2 outlines the key contributions of this dissertation. Finally, Section 5.3 
unfolds some future research directions in order to further improve the tools to deal 
with more sophisticate and complex real-world problem. 
5.1 Summary 
Recently, computer-aided diagnostic is gaining massive attentions from the 
researchers and clinicians. Due to the availability of massive imaging data in medicine 
that contains valuable information for diagnostic and treatment, it is necessary to utilize 
them efficiently to develop useful tools that will make significant difference in the field 
of medicine. DL is one of the fascinating solutions of this problem. The unique and 
extra-ordinary capability of DL together with some supporting algorithm can achieve 
break-through performances in medicine. The first study of this dissertation tried to 
create such computer-aided system to help the dental care professionals in dentistry. 
The study combined DL with optimization technique to automatically detect teeth in 
dental panoramic radiographs. Residual network based faster R-CNN was used to 
detect the teeth candidates, whereas a deterministic unconstrained optimization method 
used the prior knowledge to further refine and improve the detection results of this 
system. The model achieved F1 score 0.982 using the prior knowledge based 
optimization along with ResNet-101 based faster R-CNN. The result shows that the 
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proposed model can performed with the efficiency close to that of an expert dental care 
professional. 
Surgically removing the damaged humeral head with an artificial one is one of the 
most popular and successful treatment of glenohumeral osteoarthritis. However, the 
current approximations (elliptical or spherical) are often not sufficient towards 
successful clinical outcome. Furthermore, any mismatch could limit the range of motion 
(ROM) of the shoulder. To overcome these problems, better shape analysis is needed 
to extract useful and important information to design patient specific artificial humeral 
head. This dissertation proposed a method to construct SSMs of humeral head for shape 
analysis towards the design of patient specific artificial humeral head. The 
generalization ability of the constructed SSM was validated by calculating the Dice 
coefficient. The method was applied to 22-male subjects with LOOCV. The obtained 
Dice coefficient was found to be around 0.920. From the quantitative shape analysis of 
humeral head SSM, it had been found that the humeral head’s thickness had a strong 
positive correlation with the anterior and lateral expansion of the humeral head. The 
newly discovered information could be an important step towards the design of patient 
specific artificial humeral head design. 
Due to the scarcity of fossil fuel and shortage of its supply, it is important to utilize 
fossil fuel in thermal power generation system in a certain way that would minimize its 
usage. The final study of this dissertation addressed this problem by applying quantum-
behaved bat algorithm for economic load dispatch problem considering the valve-point 
effect. QBA was applied to 3-unit, 10-unit and 40-unit power generation systems 
successfully. In all systems, QBA outperformed the existing methods in term of 
providing fast, reliable and robust solutions. The convergence characteristics also 
verified QBA’s ability to solve such non-linear problem. 
5.2 Key Contribution 




Firstly, the dissertation provides a general overview of the necessity of using 
advanced AI technologies in the relative field of medicine and industry. It briefly 
describes about DL, CI and SSMs with their advantages and applications. 
Secondly, a transfer learning based DL technique is utilized along with optimization 
method to automatically detect teeth in dental panoramic radiographs. The obtained 
results show that the method achieved recognition results that is close to the level of an 
expert dental care providers. 
Thirdly, a method to construct SSM of humeral head from shoulder 3-D CT images 
was proposed. Shape analysis in medical imaging is a crucial step towards successful 
diagnosis and treatment in medicine. The construction of humeral head SSM is 
necessary to analysis the shape of humeral towards the design of patient specific 
artificial humeral head in glenohumeral osteoarthritis treatment. 
Finally, a quantum computing idea was introduced in BA i.e. QBA to solve non-
linear ELD problem. The feasibility and effectiveness of quantum computational 
intelligence technique in such non-linear optimization problem was demonstrated and 
verified. 
5.3 Future Research Directions 
The automatic teeth recognition was the first step towards the computer-aided 
diagnostic and treatment in dentistry. Some other important features should be 
considered such as prosthetic recognition, automatic dental anomaly detection and 
recognition. The existing method has some performance issues when the image size 
and contrast deviates significantly. Steps should be taken to address these problem to 
make it more robust before applying in real-world scenario. 
The construction of humeral head SSM lacks adequate number of subjects. 
Additional subjects should be considered to better analysis the shape characteristics of 
the humeral head. Also, automatic segmentation method should be considered to reduce 
the computational time and human-made error. 
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One of the challenges with QBA is it has many parameters to tune. Efforts should 
be made to reduce the parameters in QBA. Furthermore, ELD problem should consider 
other real-world objectives such as environmental dispatching and reliability, and 
constraints like prohibited operating zones, ramp-rate limit and dynamic dispatching to 
make it more implement friendly technique in modern power generation system. In 
addition, renewable energy technologies should be considered along with this power 
dispatch problem to make it more environmental friendly, long lasting and 
economically viable. Other advanced quantum computing powered metaheuristic 
techniques like quantum cuckoo search (QCS) algorithm should be explored to solve 
this power dispatch problem. CS algorithm utilizes Levy flight technique that could be 
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10-FOLD CV RESULTS FOR FASTER R-CNN USING RESNET-50 
Tooth # K1 K2 K3 K4 K5 K6 K7 K8 K9 K10 
T1 0.86 0.93 0.93 0.96 0.93 0.99 0.91 0.92 0.87 0.89 
T2 0.98 0.97 0.98 0.95 0.99 0.97 1.00 0.92 0.97 1.00 
T3 0.99 0.90 0.98 0.98 1.00 1.00 0.95 0.89 0.95 0.99 
T4 0.98 0.92 0.98 0.94 1.00 0.99 0.98 0.96 0.94 0.99 
T5 0.97 0.96 0.97 0.97 1.00 0.97 0.96 0.93 0.97 0.97 
T6 0.96 0.97 0.97 0.90 1.00 0.95 0.97 0.99 0.98 0.99 
T7 0.96 0.95 0.97 0.93 0.98 0.99 0.98 0.98 0.85 0.96 
T8 0.85 0.87 0.92 0.97 0.98 0.99 0.93 0.98 0.87 0.92 
T9 0.95 1.00 0.96 0.97 0.93 1.00 0.96 1.00 0.96 0.97 
T10 0.99 0.95 0.96 0.99 0.92 0.98 0.98 0.96 0.93 0.99 
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T15 0.97 0.99 0.96 0.93 0.99 0.99 0.92 0.97 0.98 1.00 
T16 0.96 0.95 0.89 0.97 0.99 0.92 1.00 0.92 0.98 1.00 
T17 0.93 0.96 0.89 0.94 0.96 0.92 0.96 1.00 0.93 0.99 
T18 0.91 0.89 0.90 0.89 0.93 0.90 0.90 0.97 0.89 0.99 
T19 0.97 0.85 0.87 0.89 0.95 0.92 0.91 0.95 0.93 0.97 
T20 0.98 0.92 0.95 0.88 0.98 0.98 0.80 0.88 0.94 0.96 
T21 0.94 0.94 0.99 0.96 0.99 0.98 0.98 0.98 0.98 0.99 
T22 0.93 0.93 0.93 0.93 0.93 0.95 0.95 0.98 0.97 0.97 
T23 0.92 0.94 0.94 0.96 0.96 0.99 0.98 1.00 0.92 0.97 
T24 0.95 0.96 0.91 0.97 0.94 0.98 0.99 1.00 0.97 0.98 
T25 0.99 0.95 0.96 0.99 0.98 0.98 0.95 1.00 0.92 0.98 
T26 1.00 0.94 0.96 0.98 1.00 0.98 0.95 0.99 0.97 1.00 
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10-FOLD CV RESULTS FOR FASTER R-CNN USING RESNET-101 
Tooth Number K1 K2 K3 K4 K5 K6 K7 K8 K9 K10 
T1 0.90  0.95  0.97  1.00  0.92  1.00  0.84  0.87 0.87  0.97  
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T16 0.90  0.89  0.96  0.96  0.96  1.00  0.92  1.00 0.91  0.96  
T17 0.96  0.96  0.92  1.00  0.95  1.00  1.00  1.00 0.94  0.96  
T18 0.99  0.96  0.96  0.97  0.94  0.99  0.98  1.00 0.95  0.98  
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T27 0.95  0.93  0.91  0.98  0.97  0.97  0.96  0.92 0.94  1.00  
T28 0.97  0.90  0.95  0.94  0.98  0.96  0.94  0.95 0.98  1.00  
T29 0.96  0.95  0.96  0.94  0.94  0.95  0.94  0.95 0.95  0.98  
T30 0.95  0.97  0.94  0.97  0.98  0.98  0.99  0.97 0.95  0.99  
T31 0.97  0.96  0.98  0.96  0.99  0.97  0.91  0.97 0.95  0.97  
T32 0.97  0.93  0.91  0.98  0.99  0.98  0.96  1.00 0.87  0.98  
mAP 0.95  0.93  0.95  0.97  0.98  0.98  0.97  0.96  0.94  0.98  
 
