Energy-efficiency is one of the main concerns in the wireless information dissemination system. This paper presents a wireless broadcast stream organization scheme which enables complex queries (e.g., aggregation queries) to be processed in an energy-efficient way. For efficient processing of complex queries, we propose an approach of broadcasting their pre-computed results with the data stream, wherein the way of replication of index and pre-computation results are investigated. Through analysis and experiments, we show that the new approach can achieve significant performance enhancement for complex queries with respect to the access time and tuning time.
Introduction
As the wireless technologies are rapidly gaining popularity, wireless information systems are currently realized in a real environment [1] - [20] . In the wireless information systems, mobile clients carry small, battery powered handheld devices such as PDA's and mobile phones with limited data processing capabilities. In wireless environments, data broadcasting is widely used due to the bandwidth restriction of wireless communication [1] , [3]-[6], [8]- [20] . The server disseminates data through a broadcast channel, and mobile clients listen on the channel and retrieve desired information without sending requests to the server.
In wireless data broadcasting, indexing and replication approaches are widely used for energy and latency efficiency reasons. The index information, which is broadcast on the air intermixed with data, is a kind of directory information -commonly represented as a set of <data ID, address> tuples. By reading the index information, mobile clients can be informed of the address of their target data. So, they can access the data directly without scanning the full wireless data stream. Also, by replicating hot data items more frequently than cold ones, the overall access time performance can be improved.
In gregation queries such as AVG and SUM. If the broadcast data stream were indexed by one of the previous methods, the mobile clients would have to read the entire data stream for processing these complex queries, and thus, much tuning energy would be consumed.
In this work, we suggest a novel broadcasting paradigm where the pre-computed results of selected complex queries are delivered on the broadcasting channel in company with the data and index stream. For this paradigm, we propose a broadcast stream organization scheme, where the data records, index records, and pre-computed query results are optimally placed on the stream. We also consider replication of the query results, as well as index information, within the broadcast stream to improve the access time performance of complex query processing. We provide analytical and experimental evaluation on the performance of the proposed methods with respect to the access time and tuning time. Also, through the application of the proposed scheme to a real system environment, the energy-efficiency improvement is observed.
The rest of the paper is organized as follows. We first discuss some background information and related work in Sect. 2. After introducing the approach of broadcasting precomputed query results in Sect. 3, new scheduling methods are proposed and analyzed in Sect. 4. We evaluate effectiveness of the proposed methods through various experiments and practical implications in Sect. 5 and draw a conclusion in Sect. 6.
Background and Related Work
Data broadcasting has many applications in wireless information systems due to its beneficial characteristics such as bandwidth-efficiency (i.e., the broadcast channel is shared by many clients), energy-efficiency (i.e., listening on the broadcast channel requires no energy for sending request messages to the server, where the amount of energy required for sending data is tens of hundreds of that for receiving data), and scalability (i.e., the number of clients listening on a broadcast channel is not limited) [2], [10], [13] .
In data broadcasting systems, a data server periodically broadcasts data items or records to a large client population. Each period of the broadcast is called a broadcast cycle, while the content of a broadcast cycle is called the bcast. Each client listens to the broadcast and fetches data as they 
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The access time is determined by two components: probe-Wait and bcastWait. The probeWait is the time required for finding the index area, which is in probability a half of the time between two consecutive index regions. The bcastWait is the time required for downloading target data records after index reading. Therefore, the average access time of a normal query AvgAT(NQ) is computed in terms of the number of buckets as follows: 
AvgTT(NQ)=1+•uƒ¢INDEX/2•v+1
For the complex queries, the mobile clients do not use index. Instead, they search the PQR region and find the precomputed results of their target queries. So, the average access time of a complex query AvgAT(CQ) is determined by the sum of the probeWait (for PQR) and bcastWait as follows: AvgAT The tuning times are not dependent on the replications of index and PQR. Therefore, they are the same to those of non-replicated streams as follows: 
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Experiments and Results
In this section, we demonstrate effectiveness of the proposed broadcast generation scheme by experiments. We developed a simulation system for generating and accessing a broadcast data stream and implemented two methods, (1, 1, 1) and (1, m, n), presented in Sect. 4, as well as the conventional (1, 1) and (1, m) methods [8] which do not consider complex queries. For experiments, different types of broadcast streams were synthetically generated by those methods. They contain 16, 384 data records and sequential index information in a bcast. The sizes of a data and index records are 256 bytes and 8 bytes, respectively, hence the sizes of a data and index regions are 4MB and 128KB. The streams produced by the (1, 1, 1) and (1, m, n) methods also include PQR regions of 512 records, each of which stores a definition of a complex query and its pre-computed result. The PQR record size is 128 bytes long and thus the size of a PQR region is 64KB. For the experiments on the (1, m) and (1, m, n) methods, we generated the streams having various numbers (from 1 to 20) of replicas of index and/or PQR information in a bcast. To evaluate performance of data accesses in a client, we executed 50,000 queries over each broadcast stream and measured access times and tuning times in the number of buckets. The same queries were evaluated on the different types of broadcast streams to compare the performances of the proposed and previous methods. We suppose that 20% of the test queries are complex aggregation queries and the rest are normal data searches. We also assumed that the streams were transmitted and accessed in the unit of a bucket whose size is 4KB. Figure 6 shows the average tuning time and access time of the test queries over the broadcast streams generated by the considered methods. As shown in Fig. 6 (a), the (1, 1, 1) and (1, m, n) methods have the same tuning time performance in processing complex queries, which is an order of magnitude better than that of (1, 1) and (1, m) methods. The average tuning times in processing normal queries are the same for all the methods. The tuning time of a query is independent on the number of replications of index or PQR information in (1, m) and (1, m, n) methods. Figure 6 (b) , (c), and (d) show the access time performances of the considered methods. For (1, m) and (1, m, n shorter than that of (1, 1) method on average.
As shown in Fig. 6 (b), (1, 1, 20) Access time performances of (1, 6, n) methods with different values of n. 6 index replicas and 4 PQR replicas shows the best access time performance in the experiments. Finally, we evaluated average tuning time and access time performances of the proposed methods for the whole queries as increasing the portion of the complex queries within the given set of user queries from 0 to 1 by 0.1. Figure 8 shows the results of the best instances of (1, m) and
(1, m, n) methods for each value of the ratio, as well as the performances of (1, 1) and (1, 1, 1) methods. The upper figure indicates that as the complex query ratio increases, the average access times of (1, 1, 1) and (1, m, n) methods decrease linearly while those of (1, 1) and (1, m) methods increase almost at the same rate. This clearly presents the impact of additional placement and replication of PQR information within a bcast stream on the access time performance as the portion of complex aggregation queries grows in the set of client queries. We can observe that (1, 1, 1) method outperforms (1, m) method when the portion of complex queries becomes lager than about 30% of the whole queries. Thus, in that case, it is more desirable to add a region of pre-computed results for the complex queries instead of replicating index information in the bcast. We also note that the higher the complex query ratio is, the better the access time performance of (1, m, n) method is with respect to (1, m) method which replicates only index information in the bcast. The lower figure shows the average tuning time of (1, m) method grows in proportion to the complex query ratio since the entire data should be read for processing each complex query, while that of (1, m, n) method, which is very short due to the use of pre-computed results in the PQR region in processing complex queries, decreases more as the complex query ratio increases.
Practical Implications
In this section, we show the significance of our work by applying the proposed method into a real world wireless environment such as the Quotrex system [13] . Quotrex is a wellknown real-time information delivery system which broadcasts stock-price records on an FM band. In this paper, as the wireless communication, we assume WCDMA (esp. HS-DPA), since it is one of the most advanced and popularly used cellular technologies in the world. Mobile clients are assumed to carry PDA-like devices equipped with the Qualcomm's MSM6280 chipsets [21] . The maximum data rate (DL in HSDPA mode) of this chipset is 3.6Mbps, and the energy consumption rates are 800mA and 8mA for active and doze modes, respectively. For convenience, we focus on the energy consumption required for data communication, excluding data computing, data storing, GUI, and so on. Table 1 The average access/tuning times and energy usage of an NQ. Table 2 The average access/tuning times and energy usage of a CQ. Table 3 The weighted access/tuning times and energy usage.
could never be diminished with the advance of wireless information delivery applications, the use of pre-computation approach and thus the proposed method of broadcast program generation will be recognized an important technique for wireless information systems.
Conclusion
In this paper, we proposed a new broadcast generation scheme to support efficient processing of complex queries over the broadcast data in mobile clients. Firstly, we suggested a new paradigm of broadcasting pre-computation results of complex queries in combination with pure data and index on the broadcast stream. The complex query denotes a query which cannot be processed efficiently using conventional index paths because it requires full scanning of the broadcast stream. For the pre-computation paradigm, we studied the placement and replication of index, data and precomputation results on the stream, and found the optimal replication plan of them. We carried out performance analysis, experiments and practical implications of the proposed scheme with respect to the access/tuning time and the amount of energy consumption. The results of experiments showed that, compared with the previous index replication method, our PQR replication scheme can achieve significant improvement on the access time and tuning time performance in processing complex queries while it scarcely increases the access time for normal queries. For future work, we plan to investigate the problem of selecting an optimal set of complex queries for pre-computation considering their access frequencies .
