Two popular life testing models exponential and one where its generalization is gamma are considered. Estimation of scale parameter from a general Type-II doubly censored sample is attempted by the principle of maximum likelihood method. Resulting equations found to be giving iterative solutions. As an alternative to iterative solution certain admissible modifications to the estimating equations are suggested in special cases. The resulting estimates are compared with the exact maximum likelihood estimates analytically or through simulation. The results are also extended for reliability estimation.
Introduction
Exponential distribution is the distribution of a continuous life time random variable and is the focal distribution of any reliability study just as normal distribution in classical statistical inference. The gamma distribution is an extension of exponential distribution and its shape parameter  is more than one. Such an IFR model specifying  = 2 is considered so that the resulting density is a weighted exponential distribution/length biased version of exponential distribution. The probability density function, the cumulative distribution function, the reliability function, the failure rate of such a distribution are respectively 
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Generally the life time sample data are generated through a life testing experiment of a sample items giving rise to observations as soon as a sample items fail. The observations flow in a natural order giving rise to ordered sample data (the weaker items fail earlier, stronger items later). In view of the nature of a life testing experiment, it is possible to sometimes have an incomplete data with missing observations on either extremes of the sample -because of very early failures before data collection itself or because some items not failing at all even after a long waiting. Such a sample is called a doubly Type II censored sample. If n items are originally put to test in which it was not possible to have data on lives of the weakest r 1 items, strongest r 2 the sample would be as follows Estimation of  in a gamma distribution using the well-known ML method is attempted by many researchers from complete as well as censored samples. Whenever a particular method of estimation is resulting in iterative solutions as values of the estimator in any density some admissible adhoc modifications are suggested to that method of estimation by many researchers in order to overcome iterative solution and get a reasonably efficient estimator. In this context Tiku (1967) , Mehrotra and Nanda (1974) , Cohen and Whitten (1982) , Balakrishanan and Cohen (1990) , Tiku and Suresh (1992) , Rosaiah et al. (1993a) , Rosaiah et al. (1993b) , Rosaiah et al. (1997) , Kantam and Srinivasa Rao (2002) , Srinivasa Rao and Kantam (2004) , Kantam et al. (2007) , Rosaiah et al. (2007) and the references therein are some instances. Motivated by the modified methods of estimation reported in the literature some modifications are proposed to estimate the scale parameter  of gamma distribution from a doubly Type II censored sample starting with the well-known maximum likelihood method of estimation. Later modified estimates are used to obtain the reliability estimates also, in addition an attempt is made to establish the asymptotic equivalence of the proposed modifications. Small sample comparisons are also presented. Results of exponential distribution are also given. The findings about estimation of  are described in the following section and those of reliability estimation are given in the section with that heading. 1,..... i r n r
Parametric Estimation
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It can be observed that Equation (10) must be solved iteratively to obtain the MLE of . However the complete sample situation (r 1= r 2 =0) gives ^2 x   . The failure censored sample situation (r 1 =0, r 2 = r) simplifies Equation (10) to the form
where A 2(n-r)
.
It can be proved that the quadratic Equation (11) will have only one positive root and hence is the maximum likelihood estimate of  , which is 2 4 2
The exact variance of MLE in Equation (13) cannot be obtained analytically and has to be computed only through simulation and the results were given in Table 4  (all Tables can be found (5), (6) Tiku (1967) Balakrishanan and Cohen (1990, Ch.6 ), Tiku and Suresh (1992) are of relevance in the present investigation. Apart from these, specifically for gamma distribution, Mehrotra and Nanda (1974) suggested that the expression in (16) be approximated by its expected value to get simpler estimates of . Their approximation resulted in the well-known trimmed mean adjusted for unbiasedness as the approximate maximum likelihood estimator of .
The commonness in the modifications of Tiku (1967) , Balakrishnan and Cohen (1990) and Tiku and Suresh (1992) 
Where q=1-p. Let (z', z") be the solutions of the equations F (z') = P' and F (z") = P' where F(z) is given by Equation (6). Thus (z', z") is an interval in which 1 r   is expected to fall. For this purpose the values of F(z) for z = 0 (0.01) to 11.89 have been tabulated and these are given in Table 1 when z = 0.6, F(z) = 0.121901, when z = 0.61, F(z) = 0.125205 we take z* = 0.6. Similarly when z = 1.82, F(z) = 0.543087, when z = 1.83 F(z)=0.54603. We take z** = 1.83. By the non-decreasing property of distribution function the interval (z', z") falls in the interval (z*, z**). Table 1 was utilized to obtain the intervals of the type (z*, z**) for n = 3(1)10 r=1,2,…n-2. The functions h 1 (z) and h 2 (z) given by Equations (17), (18) respectively are then evaluated at various values of z over (z*, z**). The Karl
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Pearson's product moment correlation coefficient is computed between (z, h 1 (z)), (z,h 2 (z)) for z  (z*, z**) with the chosen combinations of n & r. These are given in Table 2 .
From Table 2 it may be observed that  2 is larger than  1 uniformly. Therefore it may be concluded that linearization of h 2 (z) is preferable to linearization of h 1 (z) for z(z*, z**). Because (z', z") is subset of (z*, z**) we approximate the expression 
of Equation (16) by a linear equation.
i.e., 
This is a linear estimator and its variance can be found using the moments and cross moments of standard ordered gamma statistics given by Prescott (1974) , Balasooriya (1992) , provided values of  and  are known. Three different methods for calculating  ,  are now considered. The basic works relevant to these three methods are - Tiku (1967) , Balakrishnan and Cohen (1990, Ch.6), Tiku and Suresh (1992) . The methods of getting  and  are described using these works.
Here it should be reemphasized that linearization by earlier authors is for h 1 (z), whereas the linearization herein is for h 2 (z), because h 2 (z) was found to be more linear than h 1 (z) as evidenced from sample Table 2 .
Method I:
Consider the equations F(z') = P', F(z " ) = P " where 1 1
. The values of (z', z") can be obtained from Table 2 .1 for a given, z, n. The values of  and  are given by
The values of  ,  for n=3(1)10 and r = 1,2,….,n-2, were calculated and are presented in Table 3 . With a specific choice of n and r the modified maximum likelihood estimate by this method is given by Equation (22), Let it be denoted by ^1. The bias, variance and mean square error of ^1 are calculated using the moments of standard gamma order statistics, given by Gupta (1960), Prescott (1974) . These are given in Table 5 .
Method II:
In this method Taylor's series expansion of h 2 (z) in the neighborhood of (r+1) th quantile of the population up to the first derivative is considered, so that h 2 (z r+1 ) is
Here 1 r   is the solution of
Calculating 1 r   by interpolation from Table 1 for n=3(1)10 and r = 1,2,….,n-2, which in turn are used in Equations (25), (26) to obtain  and  . These values of  and  can be used in Equation (22) to get another linear estimator as modified 332 maximum likelihood estimator say ^2 . For the chosen combinations of n and r the values of  and  by this method are given in Table 3 . As described in Method I the bias, variance and mean square error of ^2 are given in Table 5 .
Method III:
In this method the Taylor's series expansion of h 2 (z) in the neighborhood of expected value of (r+1) 
Using the moments of gamma order statistics given by Gupta (1960)  and  for n=3(1)10 and r = 1,2,…., n-2 have been evaluated, these are given in Table 3 .
Substituting the values of  and  in Equation ( Table 3 for a specific choice of r and n. Because ^3 is also a linear estimator its bias, variance and mean square error can be calculated using the moments of gamma order statistics. These three sampling characteristics of ^3 are given in Table 5 . For the sake of comparison of ^1^2, ^3 which are linear estimators the variance of BLUE from a left censored sample of a gamma distribution borrowed from Kantam et al. (1989) is also included in Table 5 .
As a matter of academic interest and comparison between CFR and a specific IFR model the calculations for exponential distribution have also been included. Table 6 gives the, values for n and r. Table 7 gives the bias, variance, MSE of ^1^2, ^3 respectively.
Asymptotica Variance
The log-likelihood equation to estimate ^ from the left censored sample (r 1 = r, r 2 = 0) can be written as
In the suggested three methods of modifications h 2 (z) as z in the neighborhood of population's r+1 quantile or population's mean value of (r+1) sample order statistics were approximated. Because sample quantiles are consistent estimators of population quantiles, sample moments are consistent estimators of population moments, in all the three methods of modification the function h 2 (z) is approximated as a linear function of z. For large values of n the neighborhood of population quantile or population mean value becomes narrower thereby giving more linearity of h 2 (z) in that neighborhood, that is the closeness of h 2 (z) to z is stronger, the larger the sample size. Hence for large n,
MMLEs of Method I, Method II, Method III have the same asymptotic bias, asymptotic variance as that of MLE. Also BLUE of  is asymptotically as efficient as MLE and conversely MLEs are asymptotically linear (David 1981, p. 136., p. 273) . As such the three MMLEs are asymptotically equivalent to BLUE, exact MLE in the case of left censored samples. For a right censored sample it is the exact MLE and BLUE that stand in competition, which are asymptotically equal.
Small Sample Comparison
The following comparative conclusions from Table 4 are drawn about the performance of exact MLE, BLUE in right censored sample. With respect to variance as well as MSE, it is maximum likelihood estimator that is preferable to BLUE from right censored samples. In case of left censored samples, from Table 5 MMLE under Method I is the recommended estimator.for exponential population also the MMLE under Method I is most preferable.
Reliability Estimation
The reliability of any item whose life time variate follows gamma distribution is given by
where  a scale parameter and x is is the time instant at which the reliability is desired. If  is not known reliability is to be estimated through estimators of  or otherwise Next an attempt is made to estimate reliability using the BLUE, MLE, MMLEs of three methods of Section 2. It is proposed that the corresponding estimate of reliability with  in R(x) replaced by ^. This is analogous to the wellknown invariance property of ML method of estimation. Though the non ML methods of estimation in this discussion are not established to have invariance property it is exploited here as per remark in Sinha (1986) . For a gamma distribution with shape 2 and scale parameter, Equation (31) becomes
where z = x/. Therefore all the five reliability estimates are asymptotically equally efficient as explained in Section 2. At the same time the small sample variances of the reliability estimates are not mathematically tractable. Monte-Carlo simulation method was used to assess the small sample behavior. 3,000 samples of size n = 3(1)10 are generated from a gamma distribution. For each sample after ordering all possible right censored situation with r = 1(1) n-2 are extracted. For each right censored sample the exact MLE as the unique positive root of quadratic Equation (11) is computed say ^M. In order to get the BLUE of  for the right censored sample the coefficients of uncensored observations for a gamma distribution need to be supplied by a general formula of Lloyd (1952) in scaled densities. As these coefficients are not exhaustively available in published form, they have been evaluated making use of the expected values of Gupta (1960) and variance covariances of Prescott (1974) of gamma order statistics. These coefficients are used to get the BLUE of  from a right censored sample say ^B. The gamma reliability function R(x;) is calculated with  replaced by ^M, ^B in succession at values of x corresponding to R(x) = 0.1(0.1)0.9. The bias, the variance and MSE of the estimated reliabilities for a given x, n, r a method of estimation across the 336 3,000 simulated runs are evaluated and these empirical sample characteristic are presented in Table 8 .
For left censored samples the exact MLE ^M for each simulated sample is obtained as an iterative solution of Equation (15) by Newton-raphson method. The BLUE ^B is computed as narrated in the case of right censored samples with the distinction that the weights are calculated for the suffixes of available observations. The three modified maximum likelihood estimators ^1 , ^2 , ^3 of the Methods I, II, III respectively are also calculated for each simulated sample using the constants of linearization given in Table 3 in Equation (22).The reliability estimate of left censored sample is obtained in five different ways by successively replacing  in R(x;) with ^M ,^B ,^1 , ^2 , ^3 at values of x corresponding to R(x) = 0.1(0.1)0.9 for all left censored samples with n = 3(1)10, r = 1(1)n-2 . The empirical bias, variance, MSE of all the reliability estimates across the 3,000 simulation runs are presented in Table 9 for R(x)=0.9 only a byproduct this entire work is carried out for exponential distribution also in the case of left censored sample only. These results are given in Table 10 .
The competition of rating for preferability fell between the use of MLE/BLUE to estimate the gamma reliability function from right censored samples. In the case of left censored samples Method I or Method II of MMLE are therefore suggested. In the case of single parameter exponential distribution the use of BLUE is suggested, although the use of MML Method I or the MML Method II are equally good.
Appendix A Table 5 . Gamma (2) distribution empirical sample characteristics of MMLEs of σ from left censored sample Table 5 (contd.). Gamma (2) distribution empirical sample characteristics of MMLEs of σ from left censored sample Table 7 . Exponential distribution empirical sample characteristics of MMLEs of σ from left censored sample 
