One may well ask: What role might the theoretical and experimental study of coordinated movement play in a conference on the Physics of Structure and Complexity? There are at least. two reasons for it.s inclusion. One is that. t.he movements of animals and people are ordered spatiotemporal structures that. arise in a system composed of very many neural, muscular and metabolic components that operate on different time scales. The order is such that we are often
able to classify it, like the gaits of a horse, for example, or the limited number of basic sounds (the so-called phonemes), that are common to all languages. Structure, then, emerges from complexity in a fashion reminiscent of the spontaneous formation of structure in open, nonequilibrium systems (e.g., Haken, 1983a; 1983b) .
A second reason for allying movement to a physics of complexity is that biological systems are behaviorally complex. They are multifunctional in the sense that they are capable of producing a wide variety of behaviors often using the same set of anatomical components (e.g., speaking and chewing). In certain cases, this behavioral complexity may, nevertheless, have a common basis. For example, common to many creatures-vertebrate and invertebrate-is the ability to generate rhythmical acts such as walking, flying, and feeding. Since rhythmic behaviors are supported by such a diversity of neural processes, they may be a good starting place to look for laws underlying behavioral complexity.
How then is order in biological coordination to be characterized? Ideally, one would like to have a model system that affords the analysis of pattern and change in pattern, both in terms of experimental data and theoretical tools. Here we describe an ongoing program of research in which theory and experiment have gone (literally), hand in hand, and whose main aims are to understand: The formation of ordered, cooperative states in biological motion; the stability of these observed states; and the conditions that give rise to switching cooperative states. Although our experimental paradigms are concerned with movement control, we believe they might also offer a window into stability and change in general, in a biological system whose real-time behavior can be monitored continuously. We start with some basic facts obtained by ourselves and others. Then we map these observations onto an explicit model that in turn predicts additional aspects that are also studied.
Phase Transitions in Biological Movement
Our experiments deal with rhythmical finger (or hand) movements in human subjects. We monitor the kinematic characteristics of these movements using infrared light-emitting diodes attached to the moving parts. The output of these diodes is detected by a Selspot optoelectronics camera system. On occasion, we also record from relevant muscles using surface or fine-wire platinum electrodes as the occasion demands (see e.g., Kelso & Scholz, 1985) . Thus the behavioral phenomena can be examined at both kinematic and neuromuscular levels. All data are recorded on a 14-channel FM recorder for later off-line digitization at 200 samples/sec., and consequent computer analysis.
Following a paradigm introduced by Kelso (1981 Kelso ( , 1984 , subjects oscillate their index fingers bilaterally in the transverse plane (i.e., abduction-adduction) in one of two patterns (in-phase or anti-phase). In the former pattern, homologous muscles contract simultaneously; in the latter, the muscles contract in an alternating fashion. Using a pacing metronome, the frequency of oscillation is systematically increased from 1.2.5 Hz to 3..50 Hz in 0.25 Hz steps every 4 sec (see Kelso & Scholz, 1985; Kelso, Scholz, & Schoner, 1986) .
Data from the last 3 sec of each frequency plateau (600 data samples) are used for the calculation of averages to secure stationarity. Figure 1 shows a time series when the system is prepared initially in the anti-phase mode. Obviously, at a certain critical frequency the subject switches spontaneously into the in-phase mode. No such switching occurs when the subject starts A. TIME SERIES
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. . . Kelso, Saltzman, & Tuller, 1986) . Relative phase is then just the difference between these individual phases. In Figure 1 the relative phase fluctuates before the transition and stabilizes thereafter (cf. Kelso, 1984; Kelso & Scholz, 1985; .
Dynamical Modeling
In order to understand temporal order and the observed change of such order in terms of dynamics, we need to address the following questions: First, what are the essential variables (order parameters) and how can their dynamics be characterized? Second, what are the 'control' parameters that move the system through its collective states? Third, given a model, what new observations does the model predict? In a first step, relative phase, </J may be considered a suitable collective variable that can serve as order parameter.
The reasons are as follows: 1) relative phase, </J, characterizes the observed, coordinative modes; 2) </J changes abruptly at the transition and is only weakly dependent on parameters outside the transition; 3) </J has very simple dynamics in which the ordered phase-locked states are characterized by fixed point attractors. Since the prescribed frequency of oscillation, manipulated during the experiment, is followed very closely, frequency does not appear to be system dependent and can be considered the control parameter.
It is thus possible to determine the dynamics of </J from a few basic postulates: 1) The observed stationary states of </J at 0 deg and ±180 deg are modeled as point attractors. The dynamics are then assumed to be purely relaxational. This is a minimality strategy in which only the observed attractor type (point attractor) appears in the model. 2) The model must reproduce the observed bifurcation diagram (i.e., bistable in a certain parameter regime, monostable in another parameter regime). 3) Pursuing again a minimality strategy, only the point at tractors of the bifurcation diagram should appear. 4) Due to the angular character of </J the dynamics have to be 21T-periodic. 5) From the left-right symmetry found in the data, the model is required be symmetric under the transformation </J -t -</J. The most general model obeying 1) to 5) is:
where
(cf. Haken, Kelso, & Bunz, 1985) . This is an explicit model of the dynamics of the relat.ive phase with two paramet.ers, a and b. Haken et al. (1985, Figure .5) show that. equations (1) and (2) indeed capture the bifurcation diagram, which has minima at ¢ = 0 and ¢ = ±180 deg for a/b < 4 with the lat.ter minimum turning int.o a maximum for a/b > 4. The order parameter dynamics (1), (2) for <p can be derived from nonlinear oscillator equations for the two hands with a. nonlinear coupling between them . We shall postpone discussion of the individual component's dynamics to Section 7.
A chief strategy of the foregoing dynamical analysis is to map the reproducibly observed states of the system onto attractors of a corresponding dynamical model. Thus, stability is a central concept, not only as a characterization of the two attractor states, but also because it is loss of stability that plays a chief role in effecting the transition. Stability can be measured in several ways. (1) If a small perturbation applied to a system drives it away from its stationary state, the time for the system to return to its stationary state is independent of the size of the perturbation (as long as the latter is sufficiently small). The "local relaxation time", T reI, (i.e., local with respect to the attractor) is therefore an observable system property that measures the stability of the attractor state. The smaller Trel is, the more stable is the attractor. The case Trel -+ 00 corresponds to a loss of stability.
(2) A second measure of stability is related to noise sources. Any real system described by low dimensional dynamics will be composed of, and be coupled to, many subsystems. These act to a certain degree as stochastic forces on the collective variables (cf. Haken, 198380, Sect. 6 .2 and references therein). The presence of stochastic forces and hence of fluctuations of the macroscopic variables, is not m,erely a technical issue, but of both fundamental and practical importance (cf. Haken, 198380, Sec. 7.3) . In the present context, the stochastic forces act as continuously applied perturbations and therefore produce deviations from the attraet.or state. The size of these fluctuations as measured, for example, by the variance or SD of <p around the attractor state, is a metric for the stability of this state. The more stable the attractor, the smaller the mean deviation from the attractor state for a given strength of stochastic force. Let us see how these stability measures behave experimentally.
Pattern Change: Loss of Stability
Even cursory examination of typical experimental trajectories (see Fig. 1 ) reveals the presence of fluctuations. One may even suspect a non-trivial dependence on the control parameter frequency in that the relative phase plots look increasingly noisy near the transition (critical fluctuations?) as well as slower in returning from deviations (critical slowing down?). The task, then, is to test these features rigorously.
4.1 Critical Fluctuations: The mean relative phase and its standard deviation were calculated for each frequency plateau (and averaged over ten runs). Figure 2 shows the results for a typical subject.
The mean relative phase stays roughly constant if parameter scaling begins in the in-phase mode, but exhibits a transition if scaling starts in the anti-phase mode. A striking feature is the enhancement of fluctuations (as measured by SD) in the anti-phase mode before and during the transition. In contrast, a roughly constant level of fluctuations is observed in the in-phase mode. We draw the reader's attention especially to the enhanced SD on the pre-transitional plateau, where the system is still stationary (cf. Kelso & Scholz, 198.5; . This provides experimental evidence for the presence of critical fluctuations and a quantitatively consistent fit between data and theory (within the limits of precision in such an approach, see Schoner, Haken, & Kelso, 1986 , and Section .5). function of driving frequency (in Hz) for a set of 10 experimental runs. On a given run, the mean and SD were calculated for the last 3 sec. (600 samples) at a given frequency (from Kelso, Scholz, Schoner, 1986). 4.2 Critical Slowing Down: Direct evidence of critical slowing down has been obtained from perturbation experiments carried out recently by Scholz (1986) as part of his Ph.D. dissertation (Scholz, Kelso, & SchoneI', submitted) . The basic experiment involved perturbing one ofthe index fingers with a torque pulse (50 ms duration) as subjects performed in the two basic coordinative modes (d. Kelso et aI., 1981) . The apparatus consisted of a freely rotating support for each index finger t.hat allowed flexion and extension about the metacarpophalangeal joint in the horizontal plane (see Kelso & Holt, 1980 , for description.) Electronics provided for the direct transduction of position, velocity, and acceleration, and for the application of a predetermined magnitude of t.orque to eit.her of the index fingers. In Scholz's experiment, only the right index finger was perturbed at random times during a trial and the torque onset was electronically timed to the peak flexion velocity of that finger. Torque magnitude was set individually for each subject in order t.o produce readily observable displacement of the finger into extension. Subjects (N =.5) were asked to move their fingers rhythmically in one of two modes of coordination: in-phase (rC'lative phase::::: 0 deg), and anti-phase (relative phase::::: 180 deg). Scaling trials consisted of increasing the frequency of oscillation in nine 0.2 Hz steps every ten sec starting at 1.0 Hz. When scaling began in the anti-phase mode of coordination, a transition invariably occurred to the in-phase mode.
Phase-Locked Modes
Mean Relaxation Time: Subject EB Relaxat.ion t.ime was operat.ionally defined as t.he t.ime from t.he offset. of t.he pert.urbat.ion unt.il t.he cont.inuous relat.ive phase-calculat.ed from t.he difference between each hand's phase plane t.rajectory-returned t.o it.s previous st.eady-st.at.e value. Except for t.he lowest movement. frequencies (e.g., 1.0 to 1.2 Hz), relaxation time of the anti-phase mode was significantly longer than t.hat of the in-phase mode for all five subjects. Furthermore, as the crit.ical frequency for mode transition was approached, the relaxat.ion time increased linearly. The result is revealed by a significant positive correlation bet.ween the pacing frequency and relaxat.ion t.ime up to t.he transition (p < .001). No such increase occurred when scaling was carried out over the same frequency range beginning in the in-phase mode. Here, either no relationship exist.ed between pacing frequency and relaxation time (N=3/.5), or relaxat.ion t.ime actually decreased wit.h increasing frequency of movement (N = 2/.5; p < .001). The results of one of the subjects are presented in Figure 3 .
Addit.ional, though more preliminary evidence for crit.ical slowing down has also been found (see Kelso et al., in press ). The method for det.ermining relaxat.ion time in t.his case uses the power spectrum of t.he cont.inuous relat.ive phase calculat.ed for the stat.ionary port.ion of each frequency plat.eau. Due t.o t.he Weiner-Khinchin t.heorem, t.his function is just. t.he Fourier t.ransform of t.he relat.ive phase aut.ocorrelation function. It has a low frequency peak that. reflects t.he relaxat.ional dynamics of relative phase. Stochast.ic theory (see Section .5) t.ells us t.hat. t.he line widt.h of this low frequency peak is a measure of relaxation rate (the reciprocal of relaxation time). 4 is a plot of relaxation time, Trel, as determined from the line width of the power spectrum of relative phase for one subject (the same data as shown in Figure 2 ).
The strong enhancement of Trel before the transition can be clearly seen. Nevertheless, a lot of work remains to be done on this topic. An algorithm for determining the line shape of the relative phase spectral density function has to be developed. Detailed modeling is necessary to compare theory and experiment with respect to relaxation time in a quantitative fashion.
Stochastic Model of the Phase Transition
With respect to the previously discussed features of the phase transition the model (l), (2) is as yet incomplete because it lacks a representation of fluctuations. Including fluctuations in the model allows us to: 1) test the consistency of the dynamical model experimentally (via time scales relations); 2) determine model parameters quantitatively; and 3) make non-trivial predictions that can be further tested experimentally. The latter point. aims at. finding lawful relat.ions on the level of dynamics rather than a mere redescript.ion of observations.
To account for fluctuat.ions, and again guided by several reasonable assumptions, we add a stochastic force to equation (1). We assume: 1) the source of the noise consists of many, weakly int.eracting degrees of freedom (e.g., on the neuromuscular level); 2) the noise sources are correlated over short times compared to the observed macroscopic dynamics (otherwise they are included in the deterministic part of equation (1))j and 3) the noise sources are regular during the transition. These assumptions imply that stochastic forces can be modeled as additive, gaussian, white noise~t:
where the parameter Q measures the noise strength ). This stochastic model is still incomplete, however. In order to solve equ. (3) and compare its solution to experimental data, we have to furnish initial conditions. Finding the appropriate initial conditions requires a discussion of several relevant time scales of the present system. Because this is an important point for modeling biological dynamics in many situations, we will be somewhat more general here.
To characterize the state of a biological system within a stochastic dynamical description three types of time scales are relevant. The first is the typical time scale on which the system is observed, Tob$ (i.e., how long the experimenter observes the system in a given preparation).
The second is the previously discussed'local relaxation time T rei (cf. Sect. 3) , that is specific to a given attractor. The third one is the so-called equilibration time (or global relaxation time), T equ which is defined as the time it takes the system to achieve the stationary probability distribution from a typical initial distribution. In a bist.able situat.ion like ours, below the transition T equ is determined mostly by t.he typical time it. takes t.o cross t.he potential hill (see e.g. Gardiner, 1983) .
If t.hese t.ime scales fulfill the following relation (5) then t.he int.erpretat.ion of observed st.at.es as attractor states is consistent. That is, t.he system has relaxed to a stationary state on t.he observed time scale, but is not yet distributed over all coexisting attractors according to the stationary probability distribution. When stationary states in an experiment are referred to, what. is meant is that the time scales relation (5) is obeyed.
It is import.ant to realize t.hat. much of the work in dynamical modeling of biological syst.ems uses deterministic models only and t.hus implicitly makes the assumption that (5) holds (see, for instance, the contributions to t.he 1982 Conference on Nonlinearities in Brain Function (Garfinkel & Walter, 1983) for typical examples). To neglect fluctuations and assume (5) throughout is dangerous, however, because (a) the relation (.5) breaks down at critical points; (b) fluctuat.ions are an important feature of bifurcat.ion phenomena, and (c) fluctuations are essent.ial in bringing about transitions. Let. us examine these three points in more detail.
In our system (3), as the transition is approached (i.e., t.he anti-phase mode loses it.s stabilit.y), the local relaxation time (with respect to the anti-phase mode) increases, while the global relaxat.ion time decreases (because the pot.ent.ial between 0 and 180 deg vanishes). At t.he crit.ical point., however, both are of the same order as t.he observed t.ime and one can see t.he t.ransition. Thus, at. t.he transition point., the time scales relat.ion (S) is violated and an addit.ional time scale assumes importance, namely the time scale of parameter change, T p ' This reflects the fact t.hat. in our system (as often in biological systems) the control parameter that brings about t.he instabilit.y is itself changed in time. The relation of the time scale of parameter change to the other system times plays a decisive role in predicting the nature of the phase transition. If, for example,
then the system changes state only as the old state actually becomes unstable. This transition behavior is sometimes referred to as a second order pha8e tran8ition (because of an analogy with equilibrium phase transitions, see Haken, 1983a, Sect. 6.7) . In that case features of critical phenomena (such as critical fluctuations or critical slowing down, see below) are predicted. If, on the other hand
then the system, with overwhelming probability, always seeks out the lowest potential minimum. It therefore switches state before the old state actually becomes unstable. Jumps and hysteresis (among other features) are generally predicted. This behavior is also called a fir8t order tran8ition, again in reference to equilibrium phase transitions [Note: In catastrophe theory, these two different transition behaviors are sometimes referred to as conventions, although they can, of course, be derived from the experimentally accessible relations (6) and (7). It is the failure to treat fluctuations that renders catastrophe theory incomplete in this respect.]
Following these more general remarks, let us return to the concrete stochastic model (3). Because T p and Tob$ are of the same order in the experiment, we expect time scales relation (6) to hold up to the transition. At the transition all time scales may then be of the same order. This requires us to differentiate two parameter regimes: (a) The noncritical regime, where the system is stationary in the sense of (5); and (b) The critical regime, where the system exhibits transient behavior. In these regimes one can now solve the stochastic equation (3) via the corresponding Fokker-Planck equation (SchoneI' et al., 1986) . For the noncritical regime, stationary probability distributions of local models (that have only one stationary state at either o or 180 deg) can be determined. From these the standard deviation (SD) as a measure of the width of the distribution can be calculated. As the transition is approached, the SD of the local model of the anti-phase mode increases, reflecting the enhancement of fluctuations. Using the experimental information on the local relaxation time and the SD in the noncritical regime, one can determine all model parameters a, b, and Q . In the critical regime the full Fokker-Planck equation can now be solved numerically, using an appropriate distribution from the pre-transitional regime as an initial condition. Without further adjustable parameters the model accounts nicely for the transient behavior ).
The stochastic model contains another feature that can be compared experimentally. This is the duration of the transient from the anti-phase state to the in-phase state-which we call the 8witching time. The basic idea is that during the transition the probability density of relative phase-initially concentrated at <p ::::: ±180 deg flows to <p ::::: 0 deg and accumulates there until the "new" peak at <p ::::: 0 deg is dominant and stationary. The model predicts the duration of this process both in terms of its distribution and its mean . These switching times have been extracted from the experimental data described in Section 4.2 above. In most cases they were easy to calculate as the time between the relative phase value immediately before the transition and the value assumed immediately following the transition. The distribution of switching times for all five subjects is shown in Figure 5 . The match between theoretical prediction (d. Schoner et al., 1986, Fig. 11 ) and empirical data is impressive, to say the least, even to the shapes of the switching time distributions. This new aspect is particularly interesting, because it shows that the switching process itself is quite closely captured by the stochastic dynamics of (3). Using the language of phase transitions may thus be adequate to understand the present phenomenon -even beyond the more superficial level of analogy.
6. Phase-Locked Modes: The "Sea Gull Effect"} In our discussion so far we have always assumed that the system has only two phase-locked patterns-in-phase and anti-phase-at its disposal. Is this assumption really valid? The experiments described in Sections 2 and 4 probe only these two states and their local environment (local in relative phase). We shall now discuss experiments (Tuller & Kelso, 198.5; Yamanishi et al., 1980) , that allow us to establish the stabilities of all relative phase values, thus affording a view of the whole "potential landscape."
In Tuller and Kelso (1985) , the subject's task was simply to tap with the left index finger every time a light for the left hand flashed, and to tap with the right index finger every time a light for the right hand flashed. The set of condit.ions involved different lag times between onsets of the two lights varying in 100 ms steps from synchrony to a .500 ms lag (or ..5 out-of-phase) and back to synchrony. The cycle time for the lights was constant at 1 sec. The phases of the lights did not change within a trial. Four 24-sec trials of each of ten phase conditions were presented randomly.
} The reason we dub this t.he "sea gull effect" is obvious from the shape of the function shown in Figure 6 (bottom). Perhaps our proximity to the Atlantic Ocean played a role in naming it the way we did (for another example, see Yamanishi et al., 1980, Figure 2 ). The top portion of Figure 6 shows the mean deviation from required relative phase as a function of the required phase difference. The bottom portion of Figure 6 shows the standard deviation (SD) of the observed relative phase between the hands as a function of the required relative phase. The different symbols refer to different subjects and the open triangles connected by straight lines are the means across subjects. Obviously in-phase (at zero) and anti-phase (at 0.5) movements are the most stably produced. [This is the case in both musicians and nonmusicians as well as in split-brain patients (Tuller & Kelso, 1985) ]. Moreover, the top portion of Figure 6 shows how these two states attract neighboring states-the difference between observed and required phase passes through 0.0 and 0.5 with a negative slope. These findings are highly consistent with our basic modeling assumption, namely, that in-phase and anti-phase are the two basic stable phase-locked patterns. To make the implications of this experiment more stringent, however, we have to generalize our model to include the externally imposed required phase.
A simple way to include the external pacing in the equation (3) for relative phase is to alter the potential. The potential (2) represents the system's intrinsic cooperativity. We assume that this remains valid under the paced conditions. Thus, we represent the required phase by adding a term to the potential that attracts the 'intrinsic' relative phase toward the required phase. The simplest function that does this (while conforming to certain periodicity requirements, see Schoner, Kelso, and Tuller, forthcoming, for details) is cos ( ¢;1/.' ), where 4' is the required phase.
The new potential thus reads: (Note that t.he new t.erm breaks the </J~-</J symmetry as the pacing does in the experiment.). The zero of this potential are the new stationary states. [Unfortunately the corresponding transcendental equat.ion cannot be solved analytically. We determined the stationary states numerically, using for parameters a and b values similar to those previously established to account for experimental data , and choosing c sufficiently large to see an effect of t,he new t.erm. No systematic attempt to opt.imize parameters has yet been made, however.] In the top portion of Figure 7 the deviation of the stationary solution for relative phase from the required phase (</J~tat -7!') is plotted as a function of required phase, 7/J. Obviously our model captures the attractivity of the two basic modes. To determine the stochastic properties we proceed as in the previously discussed case of noncritical properties for the model (3) (d. section .5; SchoneI' et al., 1986) : Expanding the potential about its stationary solution and determining the stationary probability distribution of the resulting local model allows us to calculate the SD in this approximat.ion. The bottom portion of Figure 7 shows the SD as a function of required phase 4' (where a, b, and c are as in the t.op portion and Q is chosen as in the model for the phase transition ). Obviously this function captures the qualitative features of the experimental data (although it is a somewhat edgy "sea gull"!). Our modeling here acquires additional credibility through the fact that t.he potential (8) can again be derived from a model of the oscillat.ory component.s of the system, in which t.he ext.ernal pacing has been incorporat.ed. This is briefly discussed in the following section. A more det.ailed analysis of t.hese models will be published elsewhere (Schoner, Kelso, & Tuller, fort.hcoming) . In summary, t.he global st.abilit.y measurement performed in this experiment. together wit.h a, theoretical model shows t.he consistency of our conceptual approach. We consider this continued close match of t.heory and experiment to be quite remarkable.
Modeling the Subsystems
A key feature of the approach thus far has been to characterize coordinated states entirely in terms of the dynamics of macroscopic, collective variables (in this case relative phase is an order parameter). Here we address the nature of the subsystems themselves and how these can be coupled so as to produce coordinated states. We start at the next level down, as it were, which is the individual hands themselves. Experimentally, the behavior of the individual hands is observed as finger position, x, and velocity, X. The stable and reproducible oscillatory performance of each hand is modeled as an att.ractor in the phase plane (x, x), in t.his case a limit cycle. Several experimental features constrain the modeling. Kinematic relationships, such as t.hose between amplitude, frequency, and peak velocity, have been measured (Kay et al., 1987) . Figure 8 (from Kay et al., 1987) shows the amplitude-frequency relation for oscillatory movements of only one hand. The observed monotonic decrease of amplitude with frequency can be modeled by a combination of the well-known van del' Pol and Rayleigh oscillators Kay et. al., 1987) :
x,x =ax+ x +,xx +w x
In mapping the observed oscillatory state onto a limit cycle the notion of stability is, once again, a key feat ure of our theory. This can again be tested by measuring the relaxation time after a perturbation of the hand in a fashion similar to that described in Section 4. Such experiment.s have been recently performed by Kay (1986) under the direction of the first author. Along with the observed kinematic relations, relaxation time measures allow one to determine all parameters in (9), (10).
Another assumption implicit in (9), (10) is that the oscillation is essentially autonomous. This can be experimentally tested in the perturbation paradigm by phase resetting techniques (see e.g., Winfree, 1980) . The basic idea is that t.he phase of an autonomous oscillator is marginally stable, unlike t.hat. of a driven oscillator, which is locked to the driving function. This assumption has also been checked in Kay's experiments. Preliminary results show that the oscillation is indeed autonomous (in the absence of external pacing).
How can the components with t.heir dynamics (9) and (10) give rise to the phase-locked coordinative modes? Obviously their dynamics have to be coupled. Haken et al. (1985) have determined coupling structures that can account for the observed phase-Iockings. The simplest model that achieves this is a van-der-Pol-like coupling of the form:
where f is the oscillator function (10) and A and B are coupling const.ant.s. The experimental observation, t.hat t.he kinemat.ic relat.ions (e.g., amplitude-frequency relation) are not. significant.ly different. between t.he coordinative modes and the single hand movement.s, shows t.hat t.he coupling constants A, B are small compared to t.he corresponding coefficients a" of the oscillator function (10) [Kay et al., 1987] . In spit.e of this t.he coupling structure (11), (12) gives rise to the two phaselocked states. Indeed Haken et al. (198.5) were able to derive the equation for relative phase (1), (2) from (11), (12) using the slowly varying amplitude and rotating wave approximations. These results not only provide further support for the dynamical model on the collective variable level, but also establish in a rigorous fashion the relation of the two levels of description.
Finally, we indicate briefly how the pacing of both hands in the "sea-gull effect" (Section 6) may be incorporated into the model at the component level. The basic idea is similar to that used to determine the potential (8): We assume that the system's intrinsic dynamics are still intact and the pacing acts as an additional external force. For the oscillator equations this can be done by adding a periodic driving force to their oscillator function, for example,
Here F is the coupling constant of the driving force and ¥' the required relative phase. For convenience we have chosen the natural frequency of the oscillators as identical to the driving frequency. In fact, the ability of the subjects to entrain their rhythmic movements without a phase lag to the external pacing lights is an interesting subject in its own right and deserves further theoretical and experimental study. Using again the slowly varying a.mplitude a.nd the rotating wave approximations we were able to derive the following equations for the relative phase 4> and the phase sum 0: 
with the potential Vv' of equ (8). Thus again we have derived the collective variable dynamics from the component level. The details of these calculations will be published elsewhere (SchoneI' et 801., forthcoming).
Conclusions: "Phenomenological Synergetics"
The laws governing the dynamic patterns produced by complex, biological systems that possess very many degrees of freedom (such as the human brain which has~10 14 neurons and neuronal connections) are, in general, not known. Unlike certain physical systems, the path from the microscopic dynamics to the collective order parameters-as in Haken's .'Jlaving principle-is not readily accessible to theoretical analysis. Here we suggest that an understanding of biological order may still be possible via an alternative approach, namely one in which the nature and dynamics of the (low-dimensional) order parameters are first empirically determined, particularly near nonequilibrium phase transitions (or bifurcations). Then the relevant subsystems and their dynamics can be identified. This approach, which we may call "phenomenological synergetics," has provided the conceptual framework for the empirical studies of spatiotemporal order in bimanual coordination that we have reported here. Parenthetically, we have preliminary, but exciting evidence that the approach is useful for understanding another system, namely the multiple articulator movements that structure the sounds of speech (Kelso et 801., 1986) .
"Understanding" is sought, in the present approach, not through some privileged scale of analysis, but within the abstract level of the essential (collective) variables and their dynamics, regardles.'J of scale or material substrate. Not only may the language of dynamics be appropriate at the behavioral level (e.g., in the patterns among muscles and kinematic events), but also, we hypothesize, at the more microscopic scale of neurons and neuronal assemblies. Many of the dynamical features we have observed and modeled in our experiments, for example, synchronization, phase-locking, switching, etc., can also be observed in the neuronal behavior of even the lowliest creatures, for example, in the buccal ganglion of the snail, Helisoma (as in Kater and colleagues' work, d. Kater, 1985, for review) or in the motoneuronal firing patterns of Pleurobranchaea during feeding (d. Mpitsos & Cohan, 1986, for review) . Thus the long sought-for link between neuronal activities (microscopic events) and behavior (macroscopic events) may actually reside in the coupling of dynamics on different levels (d. Section 7 above). Relatedly, the classical dichotomy in biology between structure and function may be one of appearance only. The present theory promotes a unified treatment, with the two processes separated only by the time scales on which they live.
Finally, we want to stress-after Bridgeman (19.53) and Haken (1985) -the operational nature of the present approach. That is, dynamics are formulated for observable variables only and predictions are made that can be experimentally tested. As much as possible, a minimality strategy is followed in which all consequences of a theoretical formulation are checked for their empirical validity. Insight is not necessarily gained by increasingly accurate quantitative descriptions of data, or by using increasingly complicated dynamical equations. Rather, we seek to account for a larger number of experimental features with a smaller number of theoretical concepts.
