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Abstract
We study the existence, multiplicity and shape of positive solutions of the system −ε2u + V (x)u = K(x)g(v), −ε2v +
V (x)v = H(x)f (u) in RN , as ε → 0. The functions f and g are power-like nonlinearities with superlinear and subcritical growth
at infinity, and V , H , K are positive and locally Hölder continuous.
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1. Introduction
In his paper [40], Rabinowitz considered a problem of the form
−ε2u+ V (x)u = f (u) in RN, u > 0, u(x) → 0 as |x| → ∞, (1.1)
where N  3, V is continuous and f has superlinear and subcritical behavior (see Section 2 for the precise assump-
tions), and proved the existence of a mountain-pass solution for small ε whenever
0 < inf
RN
V < V∞ := lim inf|x|→∞ V (x). (1.2)
In the case of a pure-power nonlinearity (f (u)u = |u|p with 2 < p < 2N/(N − 2)), X. Wang [45] showed that this
solution concentrates around a global minimum point of V , and observed that concentration of any family of solutions
with uniformly bounded energy may occur at critical points of V only.
Previous and subsequent work on the concentration of solutions around critical points of V can be found in nu-
merous papers. Without being exhaustive, we recall here the work of Ambrosetti, Badiale and Cingolani [5], Bartsch
and Z.Q. Wang [8], Cao and Noussair [13], Dancer and Wei [15], Dancer and Yan [16], D’Aprile and Wei [17], Ding
and Ni [24], Floer and Weinstein [27], Grossi [28], Li and Nirenberg [31,32], Ni, Takagi and Wei [33–35], Oh [36],
Pistoia [37].
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procedure which seem, at this stage, difficult to extend to the systems we have in mind; this is mainly due to the fact
that an analog of Kwong’s uniqueness result [30] for systems seems not to be known so far.
On the other hand, Del Pino and Felmer [18–22] (see also Del Pino, Felmer and Miyagaki [23]) proposed a
penalization method which, under rather general assumptions on f and V , allows to derive multi-spike solutions
concentrating around any given topologically nontrivial critical points of V .
The case where infRN V = 0 was treated by Byeon and Z.Q. Wang [12] and Bonheure and Van Schaftingen [9],
while e.g. Kang and Wei [29] studied the existence of multibump solutions concentrating around local maximum
points of V . We further mention the multiplicity result of Cingolani and Lazzo [14], where it was shown that, under
assumption (1.2) and for small ε, the number of solutions of the above problem is bounded below by (essentially)
the Ljusternik–Schnirelmann category catM(M), where M := {ξ ∈ RN : V (ξ) = minRN V } (see also the work of
Ambrosetti, Malchiodi and Secchi [6] for related multiplicity results). Finally, we refer the paper of X. Wang and
Zeng [46] where the authors considered the more general equation
−ε2u+ V (x)u = H(x)f (u) in RN.
Precisely, by introducing the quantity H∞ := lim sup|x|→∞ H(x) < ∞, the following autonomous problems were
considered:
−u+ V (ξ)u = H(ξ)f (u) in RN (ξ ∈RN )
and, in case V∞ < ∞,
−u+ V∞u = H∞f (u) in RN, (1.3)
with corresponding ground-state critical levels c(ξ) and c∞ respectively (c∞ := +∞ in case V∞ = ∞); then, assum-
ing that
inf
{
c(ξ): ξ ∈RN}< c∞, (1.4)
one solution was shown to exist for small ε, which concentrates around a global minimum point of the real valued
function ξ → c(ξ) (see [46] for more general nonlinearities and related results). We observe that (1.4) reduces to (1.2)
in case H ≡ 1.
The latter result was extended by Alves and Soares [2] to a class of gradient systems of the form
−ε2u+ V (x)u = ∂F
∂u
(u, v), −ε2v +W(x)v = ∂F
∂v
(u, v), (1.5)
with model potential given by F(u, v) = |u|α|v|β , α,β > 1, α+β = p, 2 <p < 2N/(N −2), under assumption (1.2)
(and a similar one for W(x)) as well as (1.4). As before, c(ξ) and c∞ denote the ground-state critical levels of the
associated autonomous systems. Still regarding system (1.5), we refer the recent work of Alves [1], where a local
result in the spirit of the papers [18,19] is derived, and the paper of G.M. Figueiredo [26], where a multiplicity result
in the spirit of the one in [14] is obtained, assuming V = W and (1.2).
In the present paper we deal with strongly coupled Hamiltonian systems of the form
−ε2u+ V (x)u = K(x)g(v), −ε2v + V (x)v = H(x)f (u), (1.6)
with u,v > 0, u(x) → 0 and v(x) → 0 as |x| → ∞. Alves, Yang and Soares [4] considered the case where V ≡ 1,
f (s)s = |s|p , g(s)s = |s|q with 1
p
+ 1
q
> N−2
N
(see also Ávila and Yang [7] for a related result on a bounded domain),
while the case H ≡ K ≡ 1 (but allowing different terms V (x) and W(x) in the two linear terms of the system) was
considered in [3] under the basic assumption (1.4) (or rather its analog for system (1.6)) and the further assumptions
that V is bounded, that V∞ is an actual limit at infinity and that f and g are pure-power nonlinearities. In these papers,
the proofs are based on a dual variational formulation of the problem. In order to cover more general nonlinearities f
and g, the author and Soares [41] have used instead a direct approach to the problem, by assuming H ≡ K ≡ 1 and
(1.4) (which reduces, in this case, to (1.2)). This direct approach to the study of Hamiltonian systems was introduced
in [43] and subsequently developed in [38,39,41,42].
In Section 2 of the present paper we extend the previous results to system (1.6), under mild assumptions on the
functions f , g, V , H and K , while keeping (1.4). Here c(ξ) denotes the ground-state critical level of the autonomous
problem in RN ,
−u+ V (ξ)u = K(ξ)g(v), −v + V (ξ)v = H(ξ)f (u),
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I (u, v) :=
∫
RN
(〈∇u,∇v〉 + V (ξ)uv −H(ξ)F (u) −K(ξ)G(v)).
We postpone to Section 2 (cf. Theorem 2.5) the precise statement of the result. Here we merely mention that, as is well
known for the scalar equation (1.1) or the gradient system (1.5), the main issue here concerns the lack of compactness,
which is in turn prevented by a condition such as (1.2), thanks to the monotonicity property of the ground-state (or
mountain-pass) critical levels with respect to the values of the potential V . Now, due to the strongly indefinite character
of the functional I , it is not straightforward to deduce such a monotonicity property for system (1.6). On the other
hand, in [41, Section 3] the latter property was indeed proved to hold provided the Palais–Smale condition holds. We
deal with this feature by developing the arguments in [41], which consist, loosely speaking, in working with suitable
truncated problems for which the analysis of the compactness is a simple matter.
We also mention that we are not able to obtain the full extension of the multiplicity results in [6,14,26] to sys-
tem (1.6). From a technical point of view, this is related to the already mentioned absence of a uniqueness result
similar the one in [30]. However, as observed in Corollaries 2.7 and 2.8, this will not be a problem in the case where
either inf{c(ξ): ξ ∈RN } is attained at a finite number of points only, or else H ≡ K ≡ 1.
In Section 3 we let H ≡ K ≡ 1 and we deal with the problem of finding solutions concentrating around a prescribed
critical point of V which is not necessarily a minimum point. Namely, in Theorem 3.1 we give a partial answer to the
question raised in [42, Section 1], by extending to system (1.6) the result in [22, Theorem 1.1]. Here, however, we
have to restrict ourselves to lower dimensions (3 N  6) and we leave as an open problem the question of finding
multi-peak solutions, in the spirit of [22, Theorem 1.2].
2. Ground-state solutions
In this section we deal with the following system
−ε2u+ V (x)u = K(x)g(v), −ε2v + V (x)v = H(x)f (u), u, v ∈ H 1 ∩L∞(RN ), (2.1)
where ε > 0 is a small parameter and f , g are C1 functions satisfying:
(H1) f (0) = g(0) = f ′(0) = g′(0) = 0;
(H2) lims→+∞ f (s)sp−1 = lims→+∞ g(s)sq−1 = 0, for some p,q > 2 with 1p + 1q > N−2N ;
(H3) 0 < (1 + δ′)f (s)s  f ′(s)s2 and 0 < (1 + δ′)g(s)s  g′(s)s2, for some δ′ > 0.
We look for positive solutions of (2.1) and therefore we let f (s) = g(s) = 0 for s  0. We denote F(s) := ∫ s0 f (t) dt ,
G(s) := ∫ s0 g(t) dt . We also assume that V,H,K ∈ C(RN ;R) are locally Hölder continuous and
(H4) 0 < infRN V , 0 < infRN H  supRN H < ∞, 0 < infRN K  supRN K < ∞.
We will denote
V∞ := lim inf|x|→∞ V (x), H∞ := lim sup|x|→∞ H(x), K∞ := lim sup|x|→∞ K(x).
Along this section we assume that (H1)–(H4) hold. Moreover, without loss of generality (see the proof of Theorem 2.5)
we will impose the following additional conditions on f and g:
(H2)′ |f ′(s)| + |g′(s)| C(1 + |s|p−2) with 2 <p < 2N/(N − 2).
(H3)′ For every μ> 0 there exists Cμ > 0 such that∣∣f (s)t∣∣+ ∣∣g(t)s∣∣ μ(s2 + t2)+Cμ(f (s)s + g(t)t), s, t ∈ R.
We will deduce Theorem 2.5 below from a series of lemmas that we now state. Our first lemma is essentially
proved in [42, Proposition 2.5].
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inf
x∈RN
min
n∈N
{
Vn(x),Hn(x),Kn(x)
}
> 0, sup
x∈RN
max
n∈N
{
Hn(x),Kn(x)
}
< ∞,
and denote
In(u, v) :=
∫
RN
(〈∇u,∇v〉 + Vn(x)uv −Hn(x)F (u) −Kn(x)G(v)),
for (u, v) ∈ En ×En, En := {u ∈ H 1(RN):
∫
RN
Vn(x)u
2 < ∞}. Suppose (un, vn) ∈ En ×En are such that
(a) In(un, vn) → c > 0;
(b) μn := sup{I ′n(un, vn)(un + φ,un − φ): φ ∈ En, ‖φ‖n  1} → 0.
Then (un, vn) is bounded in En ×En (that is, ‖un‖2n :=
∫
RN
(|∇un|2 + Vn(x)u2n) C < ∞ and similarly for vn) and
sup
{
In(tun + φ, tvn − φ): t  0, φ ∈ En
}= In(un, vn)+ O(μ2n)
as n → ∞.
Up to a change of variables x → x/ε, solutions of (2.1) correspond to critical points of the functional
Iε(u, v) =
∫
RN
(〈∇u,∇u〉 + V (εx)uv −H(εx)F (u) −K(εx)G(v)), (u, v) ∈ Eε ×Eε,
where Eε := {u ∈ H 1(RN):
∫
RN
V (εx)u2(x) dx < ∞}. In the sequel, the following autonomous problem will play
a key role:
−u+ V∞u = K∞g(v), −v + V∞v = H∞f (u), u, v ∈ H 1
(
R
N
)
, (2.2)
with energy functional given by
I∞(u, v) =
∫
RN
(〈∇u,∇u〉 + V∞uv −H∞F(u)−K∞G(v)), (u, v) ∈ H 1(RN )×H 1(RN ).
We denote by c∞ the corresponding smallest positive critical value, that is
c∞ := inf
{
I∞(u, v): I ′∞(u, v) = 0, (u, v) = (0,0)
}
,
with the understanding that c∞ = +∞ if V∞ = +∞. It follows from the results in [41,42] that c∞ can be described
as
c∞ = inf
(u,v) =(0,0) sup
{
I∞(tu+ φ, tv − φ), t  0, φ ∈ H 1
(
R
N
)}
. (2.3)
Moreover, c∞ is attained at some positive functions u,v which satisfy the system (2.2). By elliptic regularity, u and v
decay exponentially and they are radially symmetric with respect to some (common) point of RN (cf. [11]). Finally,
we recall from [41, Lemma 3.1] that c∞ is a continuous function of the parameters V∞, H∞, K∞; it increases with
respect to V∞ (and c∞ → +∞ as V∞ → +∞) and it decreases with respect to H∞ and K∞.
Proposition 2.2. For every ε > 0, Iε satisfies the Palais–Smale condition at every level c < c∞.
Proof. The proof uses arguments from [41] and therefore we will be sketchy.
(1) For simplicity of notations we will take ε = 1 and denote Iε = I . Let (un, vn) ∈ Eε × Eε be such that
I (un, vn) → c < c∞ and I ′(un, vn) → 0. It is trivial to check that, up to a subsequence, un ⇀ u and vn ⇀ v weakly
in Eε , for some functions u, v, and we must prove that strong convergence holds. This can be checked easily in case
V∞, H∞ and K∞ are actual limits of V , H and K respectively. In the general case (see the proof of [41, Lemma 3.2]),
it is enough to prove the following claim:
if c > 0, un ⇀ 0 and vn ⇀ 0 weakly in Eε, then c c∞. (2.4)
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the corresponding ground-state level, call it c, satisfies c < c∞; we must prove that
I (un, vn) c + o(1) as n → ∞. (2.5)
(3) In order to deduce (2.5) we may assume that V (x) V , H(x)H and K(x)K for every x. Otherwise we
replace V , H and K by respectively Vˆ = max{V,V }, Hˆ = min{H,H } and Kˆ = min{K,K}, and we observe that,
for the corresponding energy functional Iˆ , it holds Iˆ (un, vn) = I (un, vn) + o(1) and Iˆ ′(un, vn) → 0, by the weak
convergences un ⇀ 0, vn ⇀ 0.
(4) Similarly, we can assume that un and vn have compact supports contained in balls BRn(0) ⊂ RN , with Rn → ∞.
Otherwise, we replace un and vn by unϕn and vnϕn, where ϕn is a suitable cut-off function.
(5) Let us take continuous functions Vn  V , Hn  H , Kn  K such that Vn(x) = V (x) (respectively Hn(x) =
H(x), Kn(x) = K(x)) if |x| Rn and Vn(x) = V (respectively Hn(x) = H , Kn(x) = K) if |x| Rn + 1. We denote
by In the associated energy functionals and, similarly to (2.3), we let
cn = inf
(u,v) =(0,0) sup
{
In(tu+ φ, tv − φ), t  0, φ ∈ H 1
(
R
N
)}
. (2.6)
It is clear that In(un, vn) = c + o(1) and I ′n(un, vn) → 0, and so Lemma 2.1 implies that c cn + o(1).
(6) Now, assume by contradiction that (2.5) does not hold, so that cn < c for n sufficiently large. Since Vn, Hn and
Kn have finite limits at infinity given by V , H and K respectively and since cn < c, as mentioned above it is trivial
to check that In satisfies the Palais–Smale condition at level cn. It then follows as in [41] that cn is a critical value
of In. (This follows also by a straightforward constrained minimization argument, see the proof of Theorem 2.5.)
The same conclusion applies for the convex combinations Vn,λ = λVn + (1 − λ)V , Hn,λ = λHn + (1 − λ)K , Kn,λ =
λKn + (1−λ)K , 0 < λ 1, and then an argument by continuity based upon Lemma 2.1 shows that the corresponding
ground-state critical levels cn,λ decrease with λ, as λ approaches 0. By letting λ → 0 we conclude that c = cn,0 
cn,1 = cn < c. This contradiction yields (2.5) and concludes the proof of Proposition 2.2. 
We now study the asymptotic behavior as ε → 0. Similarly to (2.3), for each ε > 0 we denote
cε := inf
(u,v) =(0,0) sup
{
Iε(tu+ φ, tv − φ), t  0, φ ∈ Eε
}
, (2.7)
while for each ξ ∈ RN we denote by c(ξ) the ground-state critical level associated to the autonomous problem
−u+ V (ξ)u = K(ξ)g(v), −v + V (ξ)v = H(ξ)f (u), u, v ∈ H 1(RN ). (2.8)
Proposition 2.3. Let (uε, vε) ∈ Eε ×Eε be such that
0 <μ Iε(uε, vε) cε + o(1) and I ′ε(uε, vε) → 0
as ε → 0, for some μ> 0. Then, up to a subsequence, there exist ξε ∈RN and nonzero functions u,v ∈ H 1(RN) such
that uε(x + ξε)⇀ u and vε(x + ξε)⇀ v weakly in H 1(RN). Moreover,
(a) if |εξε| → ∞, then Iε(uε, vε) c∞ + o(1);
(b) if εξε → ξ0, then Iε(uε, vε) c(ξ0)+ o(1) and the above convergences hold strongly in H 1(RN).
Proof. (1) It is trivial to check that (uε, vε) is bounded, that is
∫
RN
(|∇uε|2 + V (εx)u2ε)  C and similarly for vε .
Now, in case vanishing occurs, namely,
sup
y∈RN
∫
B1(y)
(
u2ε + v2ε
)→ 0 as ε → 0,
it would follow from P.L. Lions’s lemma that
∫
RN
(|uε|p + |vε|p) → 0. Then, thanks to property (H3)′, this would
imply that Iε(uε, vε) → 0, which is impossible. We deduce that, up to a subsequence (still denoted by (uε, vε)) there
exist ξε ∈RN and (u, v) = (0,0) such that uε(x) := uε(x + ξε)⇀ u and vε(x) := vε(x + ξε)⇀ v weakly in H 1(RN).
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∀δ > 0 ∃R,ε0:
∫
{|x|R}
(|∇uε|2 + |∇vε|2 + V (εx + εξε)(u2ε + v2ε )) δ ∀0 < ε  ε0. (2.9)
Indeed, assume by contradiction that for some sequences εn → 0 and Rn → ∞ we have∫
{|x|Rn}
(|∇un|2 + |∇vn|2 + Vn(x)(u2n + v2n)) δ, (2.10)
where we have denoted un(x) := uεn(x + ξεn), vn(x) := vεn(x + ξεn), Vn(x) = V (εnx + εnξεn). (Below we use similar
notations for Hn and Kn.) Since u,v ∈ H 1(RN) we may further assume that εn is so small with respect to Rn that∫
{Rn|x|2Rn}
(
u2n + v2n + |un|p + |vn|p
)→ 0 as n → ∞. (2.11)
Let u˜n := unϕn, v˜n := vnϕn where ϕn ∈D(RN) is such that ϕn = 1 in BRn(0) and ϕn = 0 in RN \B2Rn(0). Let In de-
note the functional In(u, v) =
∫
RN
(〈∇u,∇v〉+Vn(x)uv−Hn(x)F (u)−Kn(x)G(v)). By comparing I ′n(˜un, v˜n)(φ,ψ)
and I ′n(un, vn)(ϕnφ,ϕnψ) = o(1) and using (2.11) we see that
sup
{
I ′n(˜un, v˜n)(φ,ψ):
∫
RN
(|∇φ|2 + |∇ψ |2 + Vn(x)(φ2 +ψ2)) 1
}
= o(1)
as n → ∞. In particular I ′n(˜un, v˜n)(˜vn, u˜n) → 0 and so we cannot have lim sup In(˜un, v˜n) 0; otherwise, by a simple
computation this would yield
∫
RN
(|∇u˜n|2 +|∇v˜n|2 +Vn(x)(˜u2n+ v˜2n)) → 0, contradicting the fact that un ⇀ u, vn ⇀ v
weakly and (u, v) = (0,0). So, up to a subsequence, we may assume that In(˜un, v˜n) → c for some c > 0. Then, by
Lemma 2.1,
In(˜un, v˜n)+ o(1) cn := cεn,
and so, by our assumption on (un, vn),
In(˜un, v˜n) In(un, vn)+ o(1). (2.12)
Since I ′n(˜un, v˜n)(˜un, v˜n) = o(1) and I ′n(un, vn)(un, vn) = o(1), (2.12) reads as∫
RN
(Hn(x)
(
f (˜un)˜un − 2F (˜un)+Kn(x)
(
g(˜vn)˜vn − 2G(˜vn)
))

∫
RN
(
Hn(x)
(
f (un)un − 2F(un)
)+Kn(x)(g(vn)vn − 2G(vn)))+ o(1).
This implies that∫
{|x|Rn}
(
Hn(x)f (un)un +Kn(x)g(vn)vn
)= o(1)
and so, thanks to property (H3)′, also∫
{|x|Rn}
(
Hn(x)f (un)vn +Kn(x)g(vn)un
)= o(1). (2.13)
On the other hand, we have that I ′n(un, vn)(vn(1 − ϕn),un(1 − ϕn)) = o(1) which, together with (2.13) implies that∫ (|∇un|2 + |∇vn|2 + Vn(x)(u2n + v2n))= o(1).{|x|2Rn}
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Lp(RN).
(3) In case εξε → ξ0 ∈ RN along a sequence ε → 0, it is clear that (u, v) = (0,0) satisfies a limit system
−u+ V (ξ0)u = K(ξ0)g(v), −v + V (ξ0)v = H(ξ0)f (u), (2.14)
and our conclusion (b) follows immediately.
(4) We next assume that |εξε| → ∞ along a sequence ε → 0. We fix V ,H,K , c similarly to the proof of Proposi-
tion 2.2 (step (2)) with the aim of showing that
Iε(uε, vε) c + o(1) as ε → 0. (2.15)
For that, we may assume that V (x)  V , H(x)  H and K(x)  K for every x. Otherwise we proceed similarly
to step (3) in the proof of Proposition 2.2; here we use in a crucial way the property stated in (2.9) and the fact
that |εξε| → ∞. Now, assuming that (2.15) does not hold, we have that cε < c for ε small and therefore Proposi-
tion 2.2 implies that Iε satisfies the Palais–Smale condition at level cε . Using convex combinations λV (x)+ (1−λ)V ,
λH(x)+ (1 − λ)H , λK(x)+ (1 − λ)K , 0 λ 1, we deduce that the corresponding ground-state critical levels cλ,ε
decrease as λ approaches 0, hence c = c0,ε < c1,ε = cε < c. This contradiction shows the validity of (2.15) and estab-
lishes Proposition 2.3. 
Lemma 2.4. We have 0 < lim infε→0 cε  lim supε→0 cε  c0 := infξ∈RN c(ξ).
Proof. Concerning the first (strict) inequality, given (u, v) = (0,0) it can be proved (cf. [42, Proposition 2.5]) that
the supremum in (2.7) is attained at some (u, v) = (tu + φ, tv − φ), with I ′ε(u, v)(u, v) = 0 and I ′ε(u, v)(v,u) = 0.
Combining these inequalities with (H3)′ yields that Iε(u, v)  ν for some ν > 0. On the other hand, given μ > 0,
let ξ ∈ RN be such that c(ξ) < c0 + μ. Accordingly, we can fix radially symmetric functions u,v > 0 satisfying
(2.8) with energy level c(ξ). We fix a smooth cut-off function η with compact support such that η(0) = 1 and we let
uε(x) = u(x − ξε )η(εx − ξ), vε(x) = v(x − ξε )η(εx − ξ). It is straightforward to check that Iε(uε, vε) = c(ξ) + o(1)
and I ′ε(uε, vε) → 0 as ε → 0. Then, by Lemma 2.1, c(ξ) cε + o(1). This proves that lim supε→0 cε  c0. 
Now we can state our main existence result.
Theorem 2.5. Assume (H1)–(H4) and moreover that
c0 := inf
ξ∈RN
c(ξ) < c∞. (2.16)
Then there exists ε0 > 0 such that, for every 0 < ε  ε0, problem (2.1) admits a positive ground-state solution (uε, v),
uε, v ∈ H 1(RN)∩C2(RN). Both functions attain their maximum value at some unique and common point xε ∈ RN ;
the sequence (xε) is bounded and whenever it converges to some ξ0 ∈ RN along a subsequence ε → 0, we have that
c(ξ0) = c0. Moreover,
uε(x)+ vε(x) γ e−β |x−xε |ε , ∀x ∈RN, (2.17)
for some γ,β > 0 independent of ε.
Before we proceed with the proof of Theorem 2.5 we need to introduce a suitable framework. Let Jε : Eε → R be
the C1 functional defined by
Jε(u) = Iε(u +ψu,u−ψu), (2.18)
where ψu is defined by
Iε(u+ψu,u−ψu) = max
ψ∈Eε
Iε(u +ψ,u−ψ). (2.19)
It can be shown (cf. [42, Proposition 2.1]) that the map u → ψu is C1 and
J ′ε(u)ϕ = I ′ε(u+ψu,u−ψu)(ϕ,ϕ), ∀u,ϕ ∈ Eε. (2.20)
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J ′′ε (u)(ϕ,ϕ) = I ′′ε (u+ψu,u−ψu)(u + φu,u− φu)(ϕ,ϕ), ∀u,ϕ ∈ Eε,
where we have denoted φu = Dψu(ϕ). It follows from (2.19) that I ′ε(u+ψu,u−ψu)(ϕ,−ϕ) = 0 ∀ϕ ∈ Eε , and then
(2.20) shows that the map u → (u+ψu,u−ψu) is a homeomorphism between critical points of Jε and critical points
of Iε , respectively. This suggests the use of the following (Nehari type) manifold
Nε =
{
u ∈ Eε: u = 0, J ′ε(u)u = 0
}
.
In an equivalent form,
Nε =
{
u ∈ Eε: u = 0, θε(u) = 1
}
,
where
θε(u) :=
∫
RN
(H(εx)f (u+ψu)u +K(εx)g(u −ψu)u)
2
∫
RN
(|∇u|2 + V (εx)u2) , u = 0. (2.21)
We observe that both ψu and φu vanish at u = 0, and so θε can be extended to the whole space Eε as a C1 function;
anyway, since θε(0) = 0, the elements of Nε are bounded away from zero, and therefore Nε is a closed set.
It is also contained in the proof of [42, Lemma 2.3] that θ ′ε(u)u > 0 ∀u ∈ Nε , hence Nε is a complete C1 Finsler
manifold (of codimension 1). It is clearly a natural constraint for the functional Jε and it can be proved easily that
if (un) ⊂ Eε is a Palais–Smale sequence for Jε|Nε then (un + ψun,un − ψun) is a Palais–Smale sequence for Iε in
Eε ×Eε; in particular, if Iε satisfies the Palais–Smale condition at some level c, so does Jε|Nε .
Finally, it follows from (2.19) that the number cε can also be described as
cε = inf
Nε
Jε. (2.22)
Proof of Theorem 2.5 completed. At first we mention that the truncation argument in [42, Section 5] reduces our
problem to the case where (H2)′ and (H3)′ hold. It follows from Proposition 2.2, Lemma 2.4 and the assumption (2.16)
that Jε|Nε satisfies the Palais–Smale condition at level cε , for small ε. By Ekeland’s variational principle, the infimum
(2.22) is thus attained. By our previous considerations, this give rise to smooth positive solutions uε , vε of system (2.1).
Let xε ∈RN be such that uε(xε) = maxRN uε . Similarly to the proof of Proposition 2.3, one can show that the sequence
(xε) is bounded; moreover, if xε → ξ0 ∈ RN along some sequence then, up to a subsequence, uε(εx + xε) → u and
vε(εx + xε) → v strongly in H 1(RN), where (u, v) is a nonzero solution of the system (2.14) with energy level c(ξ0)
(cf. Lemma 2.4). The remaining conclusions of Theorem 2.5 are standard (cf. [11], [43, Lemma 2.1]). 
It follows from Theorem 2.5 that, under assumption (2.16), cε → c0 as ε → 0 and the subset of RN
M := {ξ ∈ RN : c(ξ) = c0}
is nonempty and compact. One expects that the assertions of Theorem 2.5 can be complemented with the additional
information that (2.1) admits at least catMδ(M) solutions, where, for a small δ > 0, Mδ denotes a δ-neighborhood of M
and catMδ(M) denotes the Ljusternik–Schnirelmann category. We provide below two partial results in this direction.
For any u ∈ Nε , let
βε(u) := 1∫
RN
u2(x) dx
∫
RN
u2(x)χ(εx)dx,
where χ :RN → RN is a smooth, bounded function such that χ = Identity in a neighborhood of the set M .
Lemma 2.6. Given δ > 0 there exist ε0,μ > 0 such that
u ∈ Nε, 0 < ε  ε0, Jε(u) cε +μ ⇒ dist
(
βε(u),M
)
< δ.
Proof. Let uε ∈ Nε be such that Jε(uε) − cε → 0 as ε → 0. By Ekeland’s variational principle we may assume
that J ′ε(uε) → 0. Thus I ′ε(uε + ψε,uε − ψε) → 0 and then, by Proposition 2.3, there exists ξε ∈ RN such that, up
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βε(uε)
∫
RN
u2ε(x) dx =
∫
RN
u2ε(x + ξε)χ(εx + εξε) dx → ξ0, and the conclusion follows. 
Corollary 2.7. Under the assumptions of Theorem 2.5, suppose furthermore that M is finite, namely
M := {ξ ∈RN : c(ξ) = c0}= {ξ1, . . . , ξk}.
Then (2.1) admits at least k ground-state solutions, each one concentrating near ξi , i = 1, . . . , k, in the sense of
inequality (2.17).
Proof. Fix δ > 0 such that B2δ(ξi)∩B2δ(ξj ) = ∅ for every i = j . Now we work in the manifold
N˜ε := Nε ∩ {Jε < cε +μ},
where μ is given by Lemma 2.6. (We observe that N˜ε ∩ {u: Jε(u)  c} is a complete set, for every c < cε + μ.) In
fact, by our assumption N˜ε is the disjoint union of the open sets N˜ε,i := N˜ε ∩ {u: βε(u) ∈ Bδ(ξi)}, i = 1, . . . , k, and it
remains to show that these are indeed nonempty sets.
Given ξ ∈ M , let (u, v) be a ground-state solution of (2.8) (with energy level c0) and, similarly to Lemma 2.4,
define uε(x) = u(x − ξε )η(εx − ξ), vε(x) = v(x − ξε )η(εx − ξ), where η ∈D(RN) is a smooth cut-off function such
that η(0) = 1. We claim that if ε > 0 is sufficiently small then there exists a number tε > 0 such that
tε
2
(uε + vε) ∈ Nε.
This amounts to prove that there exists tε > 0 such that
α(t, ε) := I ′ε,ξ
(
tuη(εx)+ψt, tvη(εx)−ψt
)(
uη(εx), vη(εx)
)
vanishes at t = tε . Here Iε,ξ is the functional given
Iε,ξ (u, v) =
∫
RN
(〈∇u,∇v〉 + V (εx + ξ)uv −H(εx + ξ)F (u)−K(εx + ξ)G(v))
and ψt = ψt,ε is such that
Iε,ξ
(
tuη(εx)+ψt, tvη(εx)−ψt
)= max{Iε,ξ (tuη(εx)+ ϕ, tvη(εx)− ϕ), ϕ ∈ Eε},
that is
I ′ε,ξ
(
tuη(εx)+ψt, tvη(εx)−ψt
)
(ϕ,−ϕ) = 0, ∀ϕ ∈ Eε. (2.23)
It is easily seen that the map (t, ε) → α(t, ε) is continuous. Moreover, similarly to [42, Proposition 3.2] one can show
that α(1 + δ,0) < 0 < α(1 − δ,0) if δ is sufficiently small. In particular, there exists ε(δ) such that α(1 + δ, ε) < 0 <
α(1 − δ, ε) ∀0 < ε  ε(δ) and the existence of the number tε follows.
For later purposes (cf. Corollary 2.8) we prove the uniqueness of such number. It is sufficient to show that
∂α
∂t
(t, ε) < 0 if both t − 1 and ε are close to zero. In view of a contradiction, we assume that ∂α
∂t
(tn, εn)  0 for
some sequences tn → 1, εn → 0. We denote ψn := ψtn,εn and φn := ∂ψ∂t (tn, εn); thus φn ∈ Eεn is the unique solution
of the following (linearized) equation:
−2φn + 2Vn(x)φn = Kn(x)g′n(x)
(
vη(εnx)− φn
)−Hn(x)f ′n(x)(uη(εnx)+ φn)−((v − u)η(εnx))
+ Vn(x)(v − u)η(εnx),
where f ′n(x) = f ′(tnu(x)η(εnx) + ψn(x)), g′n(x) = g′(tnv(x)η(εnx) − ψn(x)), Vn(x) = V (εnx + ξ), Hn(x) =
H(εnx + ξ) and Kn(x) = K(εnx + ξ). It is easy to show that ψn → 0 strongly in H 1(RN). On the other hand,
by multiplying the above equation by φn and integrating we deduce that (φn)n is bounded, hence we may assume that
φn ⇀ φ0 weakly in H 1(RN) for some function φ0. Thus, by an explicit computation of
∂α
(tn, εn) = I ′′εn,ξ
(
tnuη(εnx)+ψn, tnvη(εnx)−ψn
)
(ϕn, ϕ˜n)(ϕn, ϕ˜n),∂t
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ϕn := uη(εnx)+ φn, ϕ˜n := vη(εnx)− φn,
and by using Fatou’s lemma we conclude that
0 lim sup
n→∞
∂α
∂t
(tn, εn) I ′′0,ξ (u, v)(u + φ0, v − φ0)(u + φ0, v − φ0).
However, since I ′0,ξ (u, v) = 0, by [42, Lemma 2.2] the above quantity is negative, regardless of the function φ0. This
contradiction shows that tε is indeed unique.
To complete the proof of Corollary 2.7 we observe that, since tε → 1 as ε → 0 we have that Jε( tεwε2 ) → c0 < cε +μ
for small ε, where we have denoted wε := uε + vε , and also that
‖wε‖2L2(RN)βε(wε) =
∫
RN
(u+ v)2(x)η2(εx)χ(εx + ξ) dx →
∫
RN
(u+ v)2 dx ξ.
In conclusion, tε2 (uε + vε) ∈ N˜ε,i , for every ξ = ξi , i = 1, . . . , k.
This yields solutions uε,i , vε,i of system (2.1) such that uε,i(x) + vε,i(x)  γ e−β
|x−εξε,i |
ε , for some γ,β > 0 in-
dependent of ε, and ξε,i ∈ RN such that εξε,i → ξi . In particular, if xε,i is such that uε,i(xε,i) = maxRN uε,i , then
|xε,i − εξε,i |  Cε, showing that the maximum points of uε,i (and vε,i ) approach ξi and that uε,i(x) + vε,i(x) 
γ ′e−β
|x−xε,i |
ε
. 
As explained in Section 1, the case where M is an infinite set seems more difficult to handle. By following the proof
of Corollary 2.7 we can deal with special situations such as the case where M = {ξn: n ∈ N} ∪ {ξ} for a sequence of
distinct points (ξn)n having ξ ∈RN as limit point (cf. [14, Remark 1.3]). Another simple case goes as follows.
Corollary 2.8. Under the assumptions of Theorem 2.5, suppose furthermore that H(x) ≡ K(x) ≡ 1. Then, for small
δ, ε > 0, system (2.1) admits at least catMδ(M) positive solutions.
Proof. In the case where H(x) ≡ K(x) ≡ 1, assumption (2.16) reduces to infRN V < V∞ and the number c0 is
completely determined by an (arbitrary) fixed ground-state solution of system (2.8) with V (ξ) = infRN V . The proce-
dure described in the proof of Corollary 2.7 yields then a compact set Aε ⊂ Nε such that supAε Jε = c0 + o(1) and
catN˜ε (Aε) catMδ(M). The conclusion is then a straightforward consequence of [44, Theorem 3.1]. 
3. A local result
In this section we specialize (2.1) to
−ε2u+ V (x)u = g(v), −ε2v + V (x)v = f (u), u, v ∈ H 1 ∩L∞(RN ), (3.1)
where ε > 0 is a small parameter. We will assume (H1)–(H3) together with the following conditions:
(H5) f,g are C2 and 3N  6;
(H6) f ′(s)s2  Cf (s)s and g′(s)s2  Cg(s)s, ∀0 s  1.
As for the function V , we will assume
(H7) V is C1 and 0 < infRN V  supRN V < +∞.
In place of the global assumption (2.16), we now deal with the case where V has a topologically nontrivial critical
value, namely:
(H8) There exists a smooth bounded domain Λ such that V |Λ admits a critical value C∗ of linking type.
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consider the class of maps
Γ := {γ ∈ C(B;Λ): γ |B0 = Id},
then the following holds:
(a) supB0 V < C∗ := infγ∈Γ supx∈B V (γ (x));(b) for every x ∈ ∂Λ such that V (x) = C∗ there exists a direction τ , tangent to ∂Λ, such that 〈∇V (x), τ 〉 = 0.
Then, similarly to [22, Theorem 1.1] we get the following result.
Theorem 3.1. Assume (H1)–(H3), (H5)–(H8). Then there exists ε0 > 0 such that, for every 0 < ε  ε0, problem (3.1)
admits a positive solution (uε, v), uε, v ∈ H 1(RN) ∩ C2(RN). Both functions attain their maximum value at some
unique and common point xε ∈ Λ and V (xε) → C∗, ∇V (xε) → 0 as ε → 0. Moreover,
uε(x)+ vε(x) γ e−β |x−xε |ε , ∀x ∈RN,
for some γ,β > 0 independent of ε.
We do not give a complete proof of Theorem 3.1 since it would merely combine the arguments in [22] with the
framework and computations explained in the previous section. Indeed, we start by observing that f and g can be
truncated at infinity, leading to the properties (H2)′–(H3)′ of Section 2 and moreover
(H4)′ 0 f (s)s + f ′(s)s2 + g(s)s + g′(s)s2  C|s|p , ∀s (2 <p < 2∗).
We work then with a functional of the form
Iε(u, v) =
∫
RN
(〈∇u,∇v〉 + V (εx)uv − F(εx,u)−G(εx, v)), (u, v) ∈ H 1(RN )×H 1(RN ),
where F(x, s) and G(x, s) are suitable penalizations of F(s) and G(s) respectively, as defined in [22]. Similarly to
(2.18) we can get rid of the indefiniteness of the functional by working with the associated reduced functional Jε on
the manifold Nε = {u = 0: J ′ε(u)u = 0}. The linking structure of the critical value C∗ of V can be transmitted to the
functional Jε|Nε , leading to a critical value cε of Jε and a corresponding critical point uε . Then, for small ε and up to
a change of scale, the pair (uε +ψuε ,uε −ψuε) is a true solution of system (3.1) with the required properties.
There is only one matter that needs clarification. Unlike the single equation case, in general Nε will not be a C1,1
manifold, even if, say, sf ′(s) and sg′(s) are locally Lipschitz functions. Of course, using the (non-smooth) theory in
e.g. [10,25,44] one can still get a critical point uε of Jε . However, in [22] a further argument is needed to show that
concentration occurs indeed inside the set Λ and not on its boundary, and this requires the use of the flow associated
to the vector field
Fε = ∇Jε − λε∇θε,
where θε(u) = J ′ε(u)u and λε = 〈∇Jε,∇θε〉/‖∇θε‖2; roughly speaking, this is mainly due to the property that Sobolev
spaces W 2,r (RN) are invariant for the flow η′(t) = −Fε(η(t)).
Nevertheless, if (H5) holds then it can be seen that Iε is C2,1loc in H 1(RN)× H 1(RN). So, by the Implicit Function
Theorem (cf. (2.19)), in this case Nε is indeed a C1,1 manifold, and thus the argument in [22] can be applied. As for
the regularity properties of the flow, we can repeat step by step the proof in [22, pp. 15–17] once we have made the
vector field Fε more explicit.
To that purpose, we need to introduce some notation. We recall that for each u ∈ H 1(RN) we have denoted by ψu
the unique solution of the equation
−2ψu + 2V (εx)ψu = g(u−ψu)− f (u+ψu), ψu ∈ H 1
(
R
N
)
. (3.2)
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Let
B(u) := 1
2
(
g′(u−ψu)+ f ′(u+ψu)
)
, C(u) := 1
2
(
g′(u−ψu)− f ′(u+ψu)
)
,
and denote by φu the unique solution of the equation
−2φu + 2V (εx)φu = C(u)u −B(u)φu, φu ∈ H 1
(
R
N
)
. (3.3)
Finally, let
h(u) := −g(u−ψu)− f (u+ψu)+ λ(u)
[
g(u−ψu)+ f (u+ψu)+ 2B(u)u − 2C(u)φu
]
.
Then it can be checked that
Fε(u) = 2u
(
1 − 2λ(u))+ (−+ V (εx))−1h(u).
Using (H4)′ we see that∣∣h(u)∣∣ C(1 + λ(u))(|u|p−1 + |ψu|p−1 + |φu|p−1).
This, together with equations (3.2) and (3.3) is sufficient to apply the bootstrap argument in [22, pp. 15–17]. Taking
the previous remarks into account, one can complete the proof of Theorem 3.1.
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