R
ecent trends in science have made computational capabilities an essential part of scientific discovery. This combination of science and computing is often referred to as enhanced scientific discovery, or eScience. The collection of essays in The Fourth Paradigm describes how science has evolved from being experimentally driven to being collaborative and analysis-focused. 1 eScience has been integral to high-energy physics for several decades due to the volume and complexity of data such experiments produce. In the 1990s, the computational demands of sequencing the human genome made eScience central to biology. More recently, eScience has become essential for neuroscientists in modeling brain circuits and for astronomers in simulating cosmological phenomena.
Biology provides an excellent example of how eScience contributes to scientif ic discover y. Much modern biological research is about relating DNA sequences (genotypes) to observable characteristics (phenotypes) -as when researchers look for variations in DNA that promote cancer. The human genome has approximately 3 billion pairs of nucleotides, the elements that encode information in DNA. These base pairs encode common human characteristics, benign individual variations, and potential disease-causing variants. It turns out that individual variation is usually much more common than are disease-causing variants. So, understanding how the genome contributes to disease is much more complicated than looking at the difference between genomes. Instead, this analysis often requires detailed models of DNAmediated chemical pathways to identify disease processes. The human genome's size and the complexity of modeling disease processes typically require large-scale computations and massive storage capacity. 2 A common pattern in eScience is to explore many possibilities in parallel. Computational biologists can align millions of DNA "reads" (produced by a DNA sequencer) to a reference genome by aligning each one in parallel. Neuroscientists can evaluate a large number of parameters in parallel to find good models of brain activity. And astronomers can analyze different regions of the sky in parallel to search for supernovae.
That a high degree of parallelism can advance science has been a starting point for many efforts. For example, Folding@Home 3 is a distributed computing project that enables scientists to understand the biochemical basis of several diseases. At Google, the Exacycle project provides massive parallelism for doing science in the cloud.
Harvesting Cycles for Science
Often, scientific discover y is enhanced by employing large-scale computation to assess if a theory is consistent with experimental results. Frequently, these computations (or jobs) are structured as a large number of independently executing tasks. This job structure is called embarrassingly parallel. Scientific discovery is transitioning from a focus on data collection to an emphasis on analysis and prediction using large-scale computation. With appropriate software support, scientists can do these computations with unused cycles in commercial clouds. Moving science into the cloud will promote data sharing and collaborations that will accelerate scientific discovery.
Science in the Cloud
The Exacycle project aims to find unused resources in the Google cloud to run embarrassingly parallel jobs at a ver y large scale. We do this by creating a system that's both a simplification and a generalization of MapReduce. Exacycle simplifies MapReduce in that all Exacycle tasks are essentially mappers. This simplification enables more efficient resource management. Exacycle generalizes MapReduce by providing automation that monitors resources across the Google cloud and by assigning tasks to compute clusters based on resource availability and job requirements. This generalization provides massive scaling for embarrassingly parallel jobs.
Google is very efficient at using computing resources, but resource utilizations still var y depending on time of day, day of the week, and season. For example, Web users most frequently use search engines during the day, and search providers typically direct traffic to data centers close to users to reduce latency. This leads to low data center utilizations during the data center's local night time.
Still, low resource utilization doesn't necessarily enable more tasks to run in the cloud. Many tasks require considerable memory, or moderate amounts of memory and CPU in combination. Such tasks can run in the cloud only if at least one machine satisfies all the task's resource requirements. One way to quantify whether tasks can run is to determine if suitably sized "slots" are available. For example, recent measurements of the Google cloud indicate that it has 13 times more slots for tasks requiring only one core and 4 Gbytes of RAM than there are slots for tasks requiring four cores and 32 Gbytes of RAM. In general, finding slots for tasks that require fewer resources is much easier. For this reason, an Exacycle task typically consumes about one core and 1 Gbyte of memory for no more than an hour.
For cloud computing to be efficient, it must adapt quickly to changes in resource demands. In particular, higher-priority work can preempt Exacycle tasks, which must then be re-run. However, Exacycle throughput is excellent because in practice preemption is rare. This is due in part to the manner in which Excycle locates resources that run tasks.
As Figure 1 shows, Exacycle is structured into multiple layers. At the top is the Daimyo global scheduler, which assigns tasks to clusters. The second layer is the Honcho cluster scheduler, which assigns tasks to machines. The Peasant machine manager in the third layer encapsulates tasks, and the bottom layer caches task results. The Honchos and Peasants cache information but are otherwise stateless. This simplifies failure handling.
Exacycle implements the same communication interfaces between adjacent layers. Communication from an upper to a lower layer requires the upper layer to cut data into pieces that it then passes on to the lower layer. Typically, this communication provides data to tasks within the same job. Communication from a lower layer to an upper layer involves bundling data to produce aggregations. These interlayer interfaces are scalable and robust with minimal requirements for managing distributed state.
The primar y mechanism Exacycle uses to scale is eliminating nearly all intercluster networking and machine-level disk I/O. An Exacycle task typically can't move more than 5 Gbytes of data into or out of the machine on which the tasks executes. Exacycle reduces network usage by managing data movement on tasks' behalf. Typically, the thousands to millions of tasks in an Exacycle job share some of their input files. Exacycle uses this knowledge of shared input files to coschedule tasks in the same cluster. This strategy improves throughput by exploiting the high network bandwidths between machines within the same cluster. Furthermore, Exacycle uses caching so that remote data are copied into a cluster only once. When Exacycle assigns a task to a machine, a timeout and retry hierarchy handles failures. This combination 
The Exacycle project began two years ago. The system has been running eScience applications in production for roughly a year, and has had continuous, intensive use over the past six months. Recently, Google donated 1 billion core hours to scientific discovery through the Exacycle Visiting Faculty Grant Program (http://research.google.com/ university/exacycle_program.html). To support this, Exacycle consumes approximately 2.7 million CPU hours per day, and often much more. As of early February, visiting faculty had completed 58 million tasks.
Visiting faculty are addressing various scientific problems that can benefit from large-scale computation:
• The enzyme science project seeks to discover how bacteria develop resistance to antibiotics, a growing problem for public health.
• The molecular docking project seeks to advance drug discovery by using massive computation to identify small molecules that bind to one or more of the huge set of proteins that catalyze reactions in cells. The potential here is to greatly accelerate the design of drugs that interfere with disease pathways.
• The computational astronomy project plays an integral role in the design of the 3200 Megapixel Large Synoptic Survey Telescope. As one example, the project is doing large scale simulations to determine how to correct for atmospheric distortions of light.
• The molecular modeling project is expanding the understanding of computational methods for simulating macromolecular processes. The first application is to determine how molecules enter and leave the cell nucleus through a channel known as the nuclear pore complex.
Google has selected these projects based on their potential to produce scientific results of major importance. One measure of impact will be publishing in top journals such as Science and Nature. To better illustrate the potential for science in the cloud, we next look at one problem in detail.
Simulating Molecular Dynamics
Exacycle has undertaken a project that relates to a class of molecules called G protein-coupled receptors. GPCRs are critical to many drug therapies. Indeed, about a third of pharmaceuticals target GCPRs. Despite this, scientists still don't fully understand the molecular basis of GPCR action.
A bit of science is needed to appreciate the computational problem that Exacycle is addressing. GPCRs are critical to trans-membrane signaling, an important part of many disease pathways. Scientists know that GPCRs embed in cell membranes to provide communication bet ween extracellular signals and intracellular processes. This communication occurs when certain molecules bind to sites on GPCRs that are accessible from outside the membrane. However, scientists don't fully understand the sequence of changes that then lead to communication across the cell membrane.
To gain a better understanding of GPCR activity, Exacycle is doing large-scale simulations of GPCR molecular dynamics. This is a challenging undertaking because of the detail required to obtain scientific insight. In particular, biomolecules at body temperature undergo continuous fluctuations with regard to atoms' location and the 3D shape of molecules (referred to as their conformation). Many changes occur at a time scale of femtoseconds to nanoseconds (10 -15 to 10 -9 seconds). However, most chemical processes of interest occur at a time scale of microseconds to milliseconds. The term trajectory refers to a sequence of motions of a set of atoms under study over time. Figure 2 depicts the insights possible with trajectories of different durations. Understanding GPCR actions requires simulations that generate data over milliseconds.
Exacycle simulates the trajectories of approximately 58,000 atomsthe number of atoms in a typical GPCR system, including the cell membrane and water molecules. It does so at femtosecond precision over trillions of time steps by computing trajectories using embarrassingly parallel jobs.
The GPCR data analysis pipeline uses trajectories in two ways. The first is to construct models of GPCR behavior. For example, researchers can use trajectories to create a Markov model with states in which protein str uctures are described according to their 3D structure and kinetic energy. Second, researchers analyze trajectories for changes that are important for activating signaling across the cell membrane.
It takes approximately one core day to simulate half a nanosecond of a single trajectory on a modern desktop. So, obtaining scientific insight requires millions of core days to generate a millisecond of trajectory data. Clearly, massive computational resources are required.
Exacycle provides these resources to compute trajectories in parallel. However, some thought is required to use Exac ycle effectively. For GPCR trajectories, the challenge is that it takes millions of core hours to compute an interesting trajectory, but an Exacycle task typically executes for no more than one core hour. So, Exacycle constructs trajectories by executing a series of tasks. This requires passing partially computed trajectories from one task to the next in a way that maintains high throughputs.
The approach for computing trajectories has several parts. A driver script generates tens of thousands of tasks and submits them to Exacycle. The script also monitors task states and registers events such as task completions or failures. To maintain high throughput, this script then propagates partial trajectories that tasks compute to other tasks. Exacycle provides mechanisms for monitoring task executions and supporting the investigation and resolution of task and system failures.
Thus far, Exacycle has computed more than 150,000 trajectories with durations totaling more than 4 milliseconds. At peak, Exacycle simulates approximately 80 microseconds of trajectory data per day. This corresponds to roughly 600 teraflops.
Exacycle has produced hundreds of terabytes of trajectory data. Analyzing these data presents a huge challenge. One approach is to use MapReduce to calculate summary statistics of trajectories and then place the results into a relational database of trajectory tables. Scientists have obtained considerable insight by doing SQL queries against the trajectory tables. However, this requires the database to have the scalability of technologies such as Dremel, 4 which provides interactive response times for ad hoc queries on tables with billions of rows.
A mazon, Microsoft, Google, and others offer capabilities for running science applications in the cloud. The appeal of these services is that scientists don't need to buy expensive, dedicated clusters. Instead, they pay a modest rent for on-demand access to large quantities of cloud computing resources. Although doing science in the cloud has appeal, it could have hidden costs. For example, scientists might have to recode applications to exploit cloud functionality or add new code if some features aren't present in the cloud.
Science in the cloud offers much more than a compute infrastructure. A recent trend is that scientific contributions require that researchers make large datasets publicly available. Some examples are the Allen Institute's Brain Atlas and the US National Center for Biotechnology Information (NCBI) genome database. Both are repositories that researchers widely use to do computation-intensive analysis of data that others have collected. Hosting these datasets in public clouds is much easier than requiring individual scientists (or even universities) to build their own data-hosting systems. Much more is on the way in this arena. Using the cloud for computation and data storage will facilitate scientists sharing both data and computational tools. Indeed, substantial efforts are already under way, such as Sage Bionetworks' idea of a "data commons" (http://sagebase.org/research/ Synapse1.php). Sharing data and code will let scientists more rapidly build on their peers' results. Longer term, the big appeal of science in the cloud is promoting planetary-scale collaborations that power scientific discovery in the 21st century.
