Abstract-Electroencephalograph (EEG) is a one of recording
I.INTRODUCTION
Human concentration is a one of the most important activities that indicate the power of focusing attention on a certain task. EEG is a one of measuring tool that can recognize the human concentration. Several studies [1, 2, 3] have been carried out and it were found that the human brain through EEG signals will undergo a significant change when the subject is in the concentration state as compared to nonconcentration state. During the state of concentration, the alpha and beta band of frequency show most significant changes [1, 2, 3] .
In the past studies, features such as power spectrum, average power, energy and index of frequency bands have often been investigated in EEG signal classification for the state of concentration [1, 2] . The standard deviation, variance and entropy of EEG frequency bands have also often been evaluated [4] . However, these researches do not indicate which features are more important in comparison with the others for classification of human concentration using EEG signals.
In various engineering applications [1, 5] , determining the important features can be done by implementing feature scaling method. Generally, the available features are scaled by assigning weights based on their importance. To date, various feature scaling methods have been introduced [6] including information gain ranking (IG) [7] , correlation-based (CFS) [8] , ReliefF [9] , consistency-based [10] , 1R Ranking (1RR) [11] and particle swarm optimization (PSO) [12, 13] . Conventional technique of attaining testing accuracy from direct classification will result in much lower accuracy. Thus, implementation of feature scaling is necessary for a better quality results. PSO is an ideal feature scaling technique for this experiment as it can easily handle large dimensions data and the parameters can be easily tuned for satisfactory results.
The aim of this study is to introduce a feature scaling method that assigning weights to find important features for distinguishing between the human concentration and nonconcentration states. All features are computed from the frequency bands (e.g., gamma, beta, alpha, theta, and delta) that are generated from wavelet transform (WT) [14, 15, 16] . Four features were employed in this study including average power, standard deviation, variance and entropy [4] as it provide a much higher flexibility to the model trained by ELM [17, 18] later. The features are scaled by PSO [12, 13] before classifying using ELM.
II. TECHNIQUE USED
This section describes about the theories of the techniques used in this research. Basically, this research involves the implementation of WT, PSO and ELM.
A. Wavelet Transform
Wavelet transform (WT) is a method of converting a signal into a series of signals known as wavelets [14] . Since EEG signals is non-stationary, WT is a very suitable tool for analyzing EEG signals. WT provides a manner for analyzing waveforms bounded in both frequency and time domain in better resolution and localization performance [15] . For the information that contain high frequency, short interval windows will be used while long interval windows will be used for low frequencies information .Therefore, this technique has optimal time-frequency resolution [16] .
Consider a signal ( ) t x which is continuous, continuous wavelet transform (CWT) is given in Equation (1)
where ( ) t ψ represents the mother wavelet, α represents the scaling factor that determines the center frequency and length of the wavelet. τ epresents the translation parameter that localizes the wavelet at the time
Due to the fact that the translation parameter, τ and scaling factor, α are changing continuously, the wavelet coefficient for every scale that is possible will lead to redundancy in the information quantity [16] . As a result, analyzing signals with CWT is not practicable as it may lead to expensive calculation and huge data size. Discrete wavelet transform (DWT), which results from the discretization of translation τ and scale α is able to reduce redundancy. The translation parameter τ is discrete in nature and the scaling factor α is generally based on powers of 2. By selecting
be written in Equation (2) ( )
2 ,
WT works on a multiscale basis [16] . Consider the multiresolution decomposition of a signal ( ) n x which is a process that involves double channel filtering. In each stage of the procedure, there will be 2 digital filter and 2 subsampling by 2. The detail coefficient of the original signal will be produced as the output of the high pass filter with response ) (n g followed by subsampling by 2. On the other hand, approximation coefficient of the original signal will be produced as the output of the low pass filter with response ( ) n h followed by subsampling by 2.
This technique utilizes two sets of functions namely the scaling function and wavelet function which are associated with the low pass and high pass filter respectively. In other word, a signal is subjected to a halfband high pass filter with response ) (n g and halfband low pass filter with response ( ) n h . After the filtration, half of the samples will be eliminated based on Nyquist's rule and the new signal produced have the highest frequency of half the original frequency [15] .Therefore, the signals can be down sampled by 2. The procedure mentioned so far comprise of a single level decomposition. The mathematical expressions of the outputs of high pass and low pass filter after being down sampled by 2 as given in Equation (3) and Equation (4) . [ ] k y low represents the output of high pass filter followed by down sampling by 2 and the output of low pass filter followed by down sampling by 2 respectively [15] . For the level of decomposition higher than 1, the output of the low pass filter after down-sampling will undergo similar process of decomposition as above.
B. Particle Swarm Optimization
Particle Swarm Optimization (PSO) is a state of the art algorithm utilized for function optimization with the objective to find the best parameters for the maximization or minimization of a fitness function. This algorithm uses special equations to move the swarm of particles iteratively around the search space or parameter space to search for the best parameters [12, 13] . Every one of the particle represents a particular position within the parameter space and might be the possible solution to the problem. In mathematical term, particle in the PSO is a vector within the N-dimensional parameter space. Its position x and its velocity v vary according to the equations as follow: c as well as the two independent random variables 1 r and 2 r control the effect of p and g on the motion of the particle.
Apart from that, the motion of the particle is also influenced by the previous iteration's velocity. This effect is controlled by another parameter known as inertia parameter, ω [13] .
The value of the constant parameters, 1 c and 2 c are set by the researcher and this value will determine the balance between the exploration for new and better solution, which is the movement towards p and the exploitation of a potential solution, which is the movement towards g . As a result, p and g will be updated at each iteration if the position with a better solution for improving the fitness function is found [13] . In some simpler term, every particle in PSO utilizes the information of its history as well as the history of the swarm, alongside with random perturbation, in order to search for the global best solution. The positions as well as the velocity of each particle will be updated at from one iteration to another enabling the particles to move around the parameter space until the best global solution for the desired fitness is found. For most practical cases, the search space is normally limited to [ ] max min , j j X X [13] along each th j dimension. The reason for this constraint is to limit the search space to feasible values EEG channel selection.
Inertia weight play an important role in controlling the last step influence in the evolvement of new solution. Large inertia weight results in exploration that avoid local minima while small inertia weight results in exploitation which is the converging towards the optimal solution [19] . Linearly decreasing inertia weight (LDIW) was introduced into the original PSO to improve the performance of PSO greatly through experimental study [20] . The mathematical expression of LDIW is as shown on the following equation. 
C. Extreme Learning Machine
Extreme Learning Machine (ELM) is used in this research as a classifier to distinguish whether the brain signal refers to a person concentrating or not. ELM is a feedforward neural network. ELM is typically used for the regression and classification with single hidden node [17, 18] . The basic model structure of ELM is as shown in Fig. 1 [21] . [21] . For N distinct sample with 1, 2,…., N) , the hidden layer's output can be expressed by Equation (8) . Meanwhile, the output layer's output can be expressed by Equation (9) [21] .
( )
Also, Equation (9) can be expressed in a more simple term as in Equation (10) Y HV = (10) The procedure of computing the output weights V using ELM can be processed into three steps as follow [23] :
1. The input weights and the hidden layer biases are set by randomly selecting numerical values between 0 and 1.
2. The calculation of output matrix, H . 3. The calculation of output weights V with the formula as follow: (11) where * H is the generalized inverse matrix of the output matrix H [21] .
III. METHODOLOGY
This section will discuss about the experimental procedure of this research from data acquisition to classification. The proposed framework of the study is shown in Fig. 2 .
A. EEG Signal Detection Device
In this research, a highly portable mobile sensor known as Neurosky Mindwave Mobile was used collect raw brain signals. This device consists of a single dry sensor. The sensor is located at fp1 location of the International 10-20 System. A person's mental state and activeness are governed by different parts of the brain in the forehead region. Therefore, observing EEG signals in this region is sufficient enough to tell whether a person is concentration or not [1] . The sampling frequency of the device is 512Hz.
B. Data Acquisition
Five subjects participated in this experiment voluntarily. All the subjects are healthy with no hearing impairment and never participate in any EEG related training before. The experiment was carried out in a silent room with all parameters such as lighting and fan speed fixed. The experiment was carried out on one subject at a time. The subjects were briefed about the purpose of the research and the experimental procedures before the experiment is conducted.
As the experiment begin, the subject will be given 5 seconds of rest. This period prepares the subject for the upcoming tasks. Next, the subject is required to perform back calculation from 100 to 0 for 1 minute. Backward calculation is a kind of concentration exercise which can induce concentration on the subject [22] . For the next 60 seconds, a relaxing music will be played and subjects are required to relax their mind with their eyes closed. The whole experiment last for 2 minutes and 5 seconds per subject. A laptop are used to display the PowerPoint slide to guide the subject throughout the experiment while the other laptop was used to collect the EEG signals from Neurosky Mindwave Mobile via Bluetooth.
A. C. Preprocessing
Basic preprocessing was carried on the raw data which are sampled at the sampling rate of 512Hz. The 2 nd order Butterworth bandpass filter with lower cutoff frequency of 0.1Hz and higher cutoff frequency of 60Hz [23] 
D. Feature Extraction
DWT of level 7 decomposition with wavelet function of "db7" were carried out on all the samples [24] . On top of that, investigation on different mother wavelet function such as 'db6', 'coif5' and 'sym7' were also carried out to determine which function gives the best result. From the DWT of the preprocessed signals, only the gamma, beta, alpha, theta and delta frequency bands are taken into consideration and the others are considered as unwanted EEG signals as EEG signal has maximum frequency in gamma region. Each frequency band is treated as a new signal.
Since every frequency band can be treated as new signal, features can be extracted from each of the frequency band. Both linear (standard deviation, variance, average power) and non-linear (entropy) features were extracted from each frequency band in order to classify the nature of EEG patterns in the state of concentration and non-concentration. Both linear and non-linear features were extracted from each frequency band of all the samples based on the following formulas of average power, variance, standard deviation and entropy below respectively. (15) where N is the number of samples, ( ) n x is the signal at the th n sample and ( ) x p is the probability of a certain outcome in an event. As a results, we will have samples with 20 distinctive features as there are four features for five frequency bands per sample.
E. Feature Scaling
Before passing the samples into ELM, PSO was applied to the training samples to optimize the features used for classification. Linear decrease weight inertia will be applied to the PSO to improve the performance of the PSO [19] . The maximum velocity and minimum velocity of the particles was set at 0.9 and 0.4 respectively to ensure the stability of the system. Both the constant parameters 1 c and 2 c are set to be 1.42 to have optimal performance. The maximum iterations set for the system is 200 and the number of particles within the space is set to 30. PSO will iteratively utilizes the 30 particles to search for the best solution that optimizes the fitness function in order to find the best combination of features that separate the state of concentration and non-concentration.
Next, PSO assigns different weight into the important features so that the more important features will outstand the less important features.
F. Classification
The training samples were passed into the ELM classifier to train the model. ELM type was set to classification with sigmoidal activation function. The training samples will then passed into ELM to test the accuracy of the model. Several hidden neurons number were tested and the one that give us the best testing accuracy was chosen. Basically, ELM will create a hyperplane that will separate two different categories of data and all the parameters need to be tuned to obtain maximum accuracy. This procedure was carried out on 10 different combinations of training and testing samples that were optimized using PSO to compute their respective testing accuracy. The procedure is repeated on similar combinations of training and testing samples that did not pass through PSO. For both cases, the mean, maximum, minimum and standard deviation are computed.
IV. EXPERIMENT, RESULTS AND DISCUSSION
The setting of the procedure of inducing concentration on subjects is quite a challenging task. Several different procedures were tested and the one that give up the best data was chosen. Table I shows the parameter setting used for the experiment.
On top of that, different wavelet functions from different wavelet families were tested ('db6', 'db7', 'coif5' and 'sym7'). It was found that 'db7' wavelet function provide us the best results at the end. This finding is similar to [24] as they found out that 'db7' wavelet function exhibit great compatibility with EEG signals. Table III shows the overall performance of the classification with and without PSO using 'db7' wavelet function. Based on the results from Table III, the overall performance with PSO is better than that without PSO. Several testing were done on the number of hidden neurons use in ELM and the 150 was used as it shows better accuracy.
As can be seen from the table above, it is clear that the classification with the samples optimized through PSO produce a better accuracy. PSO selects the most distinctive features that better separate the samples between the categories of concentration and non-concentration. Ten different combinations of samples were used in the research and for all the combinations, the testing accuracy shows improvement after using PSO. Classification with ELM merely will provide us with random and lesser accuracy due to the random assigns of input weights and hidden layer bias. The averages of the testing accuracy for three trials were taken as the testing accuracy without PSO. For most cases, 1 run with PSO features is able to provide us with the optimal testing accuracy that are fixed. However, several runs were still carried out for confirmation. A boxplot of the features are shown in the Fig. 3 .
As shown in Fig. 3 , the weightage of the entropies are generally higher with the maximum of 1. On top of the that, the features for alpha (standard deviation, variance, entropy and average power) have relatively high weightage which mean these features are the important features for the classification between the state of concentration and nonconcentration. Instead of observing merely the classification performance, we carried out investigation on the frequency bands of each samples as well. It was found out that beta band and alpha band are the most dominant bands with highest average power for most samples of concentration data [3] as can be seen in Fig. 4 which depict the comparison of entropies between frequency bands during the state of concentration and nonconcentration.
All the four features computed shows distinctive difference during the state of concentration and non-concentration. Alpha and beta bands are always the most dominant bands during the state of concentration and the values of both of the bands drop dramatically as the subjects transition from concentration state to non-concentration state.
V. CONCLUSION
In this study, PSO algorithm was utilized to scale the weight of each feature to improve the performance of classification. Classification with ELM merely was provided lesser accuracy while the classification using ELM with PSO features was provided an optimal testing accuracy with one run of the code most of the time. The PSO also assigns different weights into important features to distinguish which combinations of features are important for a better classification.
The model that utilized PSO to optimize the features shows better testing accuracy during classification. The reason behind this is that the particles in the PSO search for the best solution in the space. The solution in this case is the combination of features that best separate the data into the category of concentration and non-concentration in order to optimize the fitness function of PSO. By passing the training samples through ELM for optimization before testing it, On top of that, this research also find out that 'db7' wavelet function have strong compatibility with EEG signals as it is able provide us with higher average testing accuracy comparing to other wavelet families tested ('db6', 'coif5', 'sym7').
Lastly, the beta band and alpha band are the most dominant bands for most of the concentration samples which once again validate the research of [3] that beta band increases during concentration. In future, a further investigation to be carried out using different optimization algorithm for feature scaling. 
