Introduction
We consider the problem of finding the sharp (exact) constant in the "magnetic" embedding theorem
where A ∈ L 1 (0, 2π), and minimum is taken over all 2π-periodic absolutely continuous functions.
It is easy to see that µ q (A) is attained and does not change if we change A → A + k, k ∈ Z. Moreover, the substitution u(x) → u(x) exp i 
A(t) dt,
shows that we can assume without loss of generality A ≡ α and |α| ≤ 1 2 .
Trivially the value µ q (0) ≡ 0 is attained by any constant function. Further, if q ≤ 2 then due to the evident estimate u Lq ≤ (2π)
the constant function also is a minimizer of µ q (α), and µ q (α) = (2π)
Thus, the constant function is a natural candidate to the minimizers of µ q (α). In this paper we show that in fact for α = 0 it is minimizer only for sufficiently small q > 2, namely, for (q + 2)α 2 ≤ 1. In particular, for α = ± 1 2 and q > 2 the minimizer is always non-constant. Remark 1. For q = ∞ the sharp constant in (1) was found in [2] , see also [3] .
In what follows we assume 2 < q < ∞. It is convenient to normalize u by u q Lq = 2π, and we arrive at the problem
1 To study the problem (2) we use the phase plane method. In a similar way in [4] , [5] the problem
was studied, and the sharp condition of symmetry breaking in this problem was found. See also [1, Lemma 5] .
2 The constant and non-constant minimizers of (2) Denote r = |u| and ϕ = arg(u) + αx. Then (2) can be rewritten as follows:
Here r and ϕ ′ are 2π-periodic functions, and
The Euler equation with respect to ϕ reads:
The first term vanishes due to 2π-periodicity, and we obtain
The Euler-Lagrange equation with respect to r reads:
and we obtain −r ′′ + rϕ ′2 = λr q−1 .
Taking into account (5) we arrive at
It is easy to see that the function r ≡ 1 is a solution of (6). Moreover, in this case relations (5) and (4) give a = α, and thus λ = α 2 .
Theorem 2.1. Let (q + 2)α 2 > 1. Then the function r ≡ 1 cannot provide minimal value in the problem (3) , and thus we have µ q (α) < (2π)
Proof. Taking into account (5) we conclude that the second order necessary condition of minimum is positivity of the quadratic form
on the space of 2π-periodic function with zero mean value. Substituting r ≡ 1, a = α, and λ = α 2 we obtain
For (q + 2)α 2 > 1 this inequality fails for h = sin(x).
Then the function r ≡ 1 provides minimal value in the problem (3) , and thus we have µ q (α) = (2π)
Proof. Integrating ODE (6) we obtain
On the another hand, we can multiply (6) by r and integrate over [0, 2π] . This gives in view of the normalization condition . If r is not a constant then the right-hand side of (7) has two zeros corresponding to minimal and maximal values of r at the period. Denote these values by r 1 and r 2 respectively. By the normalization condition we have
Thus, any non-constant periodic positive solution of ODE (6) corresponds to the motion along an oval given by equation (7) in the phase plane (r, r ′ ). Since this oval is symmetric w.r.t. r ′ axis, without loss of generality we can assume that r(0) = r(2π) = r 1 and r(π) = r 2 . Consider a half of the oval corresponding to r ′ > 0. Then we have from (7)
r .
By (4) and (5) we obtain 
Here t 1 , t 2 are the roots of the equation t − γt q 2 +1 − 1 = 0, and
The statement of Theorem follows from Lemma which will be proved in Section 3.
Lemma 2.1. For all γ ∈ (0; γ max ) we have
Moreover,
Namely, it follows from (11) and (12) that if (q + 2)α 2 ≤ 1 then M q (γ) > 2πα for all γ ∈ (0; γ max ). Therefore, the equation (10) has no solutions, and the constant function is a unique stationary point of the problem (3). This completes the proof. 
Proof of Lemma 2.1
We introduce the notation f (t) = t − γt
Then
It is easy to see that f ′ (t 1 ) > 0 and f ′ (t 2 ) < 0. Denote by t 0 a unique root of f ′ .
To prove (12) we observe that by the Rolle Theorem for any t ∈ (t 1 , t 2 ) there exists t(t) ∈ (t 1 , t 2 ) such that
, where t and t are some points in (t 1 , t 2 ). To prove (11) we proceed similarly to [4, Sec. 2] and [5] .
Lemma 3.1. For γ ∈ (0, γ max ) the following identity holds:
where
