Abstract-Flexible signal processing on programmable platforms are increasingly important for consumer electronic applications and others. Scalable video algorithms (SVAs) using novel priority processing can guarantee real-time performance on programmable platforms even with limited resources. Dynamic resource allocation is required to maximize the overall output quality of independent, competing priority processing algorithms that are executed on a shared platform. In this paper, we describe basic mechanisms for dynamic resource allocation and compare the performance of different implementations.
I. INTRODUCTION
The principle of priority processing provides optimal realtime performance for scalable video algorithms (SVAs) on programmable platforms with limited system resources [1] . According to this principle, SVAs provide their output strictly periodically and processing of images follows a priority order. Hence, important image parts are processed first and less important parts are subsequently processed in a decreasing order of importance. After creation of an initial output by a basic function, processing can be terminated at an arbitrary moment in time, yielding the best output for given resources.
To distribute the available resources, i.e. CPU-time, among competing, independent priority processing algorithms, a decision scheduler (DS) has been developed [2] . The DS aims at maximizing the total relative progress of the algorithms on a frame-basis. The relative progress of an algorithm is defined as the fraction of the number of already processed blocks and the total number of blocks to be processed in a frame. The DS divides the available resources within a period into fixed-sized quanta, termed time-slots, and dynamically allocates these time-slots to the algorithms.
Strategies for dynamic resource allocation have been addressed in [2] . In this paper, we identify the underlying mechanisms for dynamic resource allocation and compare the performance of different implementations.
II. RELATED WORK
In [3] , a control strategy is presented for a single, workpreserving SVA. The strategy selects a quality level for processing the next frame upon completion of the previous frame, i.e. synchronous with processing. In this paper, we consider mechanisms for dynamic resource allocation to multiple, priority-processing based SVAs. Our control strategy selects the SVA to execute next upon completion of a timeslot, i.e. synchronous with time. Because each SVA must provide output at the end of each period, we need appropriate mechanisms to preliminary terminate SVAs.
Dynamic resource allocation has much in common with reservation-based resource management [4] . The distinguishing characteristics of our approach are first the lack of admission control which is superfluous for priority processing due to its capabilities to handle fluctuating resource availability. Secondly, the need for preliminary termination of SVAs requires synchronization between processing and time.
III. DYNAMIC RESOURCE ALLOCATION
We identified three basic mechanisms for dynamic resource allocation: preliminary termination, resource allocation and monitoring. A brief description of these mechanisms and their implementations is given below.
A. Preliminary termination: Priority processing relies on mechanisms to preliminary terminate an SVA at the end of each period, and perform a roll forward to the next frame. Preliminary termination can be done by means of either (i) cooperative termination through polling on regular intervals or (ii) signalling of tasks by the DS control component.
B. Resource allocation: To allocate CPU time, a task implementing an SVA is assigned the processor by means of either (i) suspending and resuming the task or (ii) manipulating the task priority such that the native fixed priority scheduler (FPS) of the platform can be used. The latter option implicitly reduces unnecessary blocking of tasks, and allows the consumption of gain-time [3] . Gain-time is the amount of time allocated to but not used by an algorithm, and therefore becomes available as additional time to other algorithms.
C. Monitoring: The amount of time consumed by an SVA is measured in terms of time-slots allocated to that SVA. Gaintime is therefore accounted to a gain-time provider rather than its consumer. In this paper, we assume that SVAs have the entire processor at their disposal, and that each period of length T contains N time-slots with a fixed size ∆t s , i.e. T = N × ∆t s . After each time-slot the DS is activated which can be achieved by either (i) putting the DS in a highest priority task which is periodically activated or (ii) activating the DS by means of a software-interrupt.
IV. EXPERIMENTS AND RESULTS
The priority processing applications are implemented in a Matlab/Simulink environment and executed on a multicore platform under Microsoft Windows XP using standard 978-1-4244-4316-1/10/$25.00 ©2010 IEEE sequences from the Video Quality Experts Group (VQEG). The application is put in the so-called real-time class and scheduled using fixed priority scheduling (FPS). The SVAs are executed on a single core. The DS is executed on another core.
A. Preliminary termination
For preliminary termination, we want to minimize the following two measurable performance attributes: 1) Termination latency: Based on extensive tests, we derived that the lower bound on termination latency for cooperative termination through polling on Windows is determined by the granularity of the operating system scheduler rather than the granularity of polling. In particular, there is no measurable difference in polling each block-or pixel-computation. Typical termination latencies are in the order of 40∼45 µs. Termination of tasks by external signalling are tested on GNU/Linux platforms. Signalling is less reliable and causes relative high and unpredictable latencies in the order of 70∼90 µs.
2) Computational overhead: Polling involves computational overhead and affects signal processing, in particular on pipelined architectures. In our simulation environment on a general purpose machine, there is just a small computational overhead measurable of maximal 3%.
B. Resource allocation
In [2] , two strategies for allocating time-slots to algorithms have been investigated, one based on round-robin (RR) and another based on reinforcement learning (RL). Experiments with RR show no performance differences between two alternatives for the resource allocation mechanism, suspending/resuming of tasks versus priority manipulation, when gain-time consumption is disallowed. Unlike RR, the RL strategy typically assigns multiple consecutive slots to the same algorithm. An initial implementation of this strategy by means of suspendresume caused unnecessary context-switching overhead, as shown in Figure 1 . This overhead can be reduced by only suspending algorithms in favor of other algorithms.
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Suspend time(t) t activate t deadline period(T ) ∆t s Fig. 1 . Grey areas show the time lost due to context-switching upon resuming an SVA-task. This overhead can be reduced, when multiple consecutive slots are assigned to a task (i.e. the shaded-grey areas can be removed). At the end of the period t deadline , all pending SVAs must be preliminary terminated.
Alternatively, an efficient way to reduce this overhead is to manipulate priorities, which has an additional advantage that gain-time can be consumed by algorithms with a lower priority. The RL strategy can take advantage of the resulting reduction of control overhead and gain-time consumption, as illustrated in Figure 2 . Relative gain for the RL strategy of scheduling based on priority manipulation compared to suspend/resume. Priority manipulation gives a significant improvement over suspend/resume due to reduced control overhead and gain-time consumption. Measurement data is obtained from an example application composed from two independent priority processing algorithms for deinterlacing and sharpness enhancement of video content.
C. Monitoring
Monitoring mechanisms keep track of the consumed time on a time-slot scale. We assume ∆t s = 1 ms, based upon earlier research results [2] . Software interrupts on a 1 ms scale on a Windows platform showed relative high overhead, causing violation of periodic constraints. We therefore implemented the periodic activation of the DS by means of a busy-waiting loop in our simulation environment. In a real-time environment it is more straightforward to implement the DS with a software interrupt by making use of high-resolution timers. V. CONCLUSION We described three basic mechanisms for dynamic resource allocation to competing priority processing algorithms, i.e. preliminary termination, resource allocation, and monitoring, and compared the performance of different implementations of these mechanisms. For preliminary termination, cooperative termination is preferred, since most platforms, including Windows, do not support reliable termination of tasks through signalling. Resource Allocation can be efficiently implemented by priority manipulation, using the native operating system's scheduler, e.g. FPS of Windows. Monitoring is done on a time-slot scale and relies on the availability of high-resolution timers.
