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Abstract 
Vision has historically been subdivided into two major systems. 
The vision-for-perception system is thought to be responsible for generating 
visual representations in service of recognition and identification. Conversely, 
the vision-for-action system is thought to transform visual information towards the 
goal of guiding motor behavior. Both systems have been linked to distinct 
anatomical pathways - the ventral pathway, originating in early visual cortex and 
terminating in the temporal lobe, is thought to mediate vision-for-
perception, while the dorsal pathway, originating in early visual cortex and 
terminating in the parietal lobe, is thought to mediate vision-for-action. While 
serving as a fertile and influential theoretical framework, a growing body of 
evidence suggests these processing streams may not be as independent as 
once thought. Our current investigation is predicated on the observation that 
many visuomotor behaviors (mediated through the dorsal pathway), such as the 
manipulation of man-made tools, are contingent on the successful identification 
of the object (mediated through the ventral pathway). Here we investigate the 
nature of these interactions using High-Density Electroencephalography (HD-
EEG), Multivariate Pattern analysis (MVPA) & EEG source localization. In 
experiment 1, participants viewed images of animate objects (birds & insects) 
and inanimate objects (tools & graspable objects). The frequency-tagging 
approach and the Fast Fourier Transform was used to examine frequency 
domain amplitude differences between the object categories. In experiment 2, 
 ii 
evoked potentials from the same stimuli categories were used to explore the 
temporal dynamics of object processing. Next, source localization was used to 
explore the temporal dynamics of object processing within the dorsal and ventral 
pathways. Experiment 3 recapitulated the analyses used in experiment 2 on a 
different stimulus set (a stimulus set that controlled for the shape confound that 
exists between tools and graspable objects). Our results do not support the main 
hypothesis (i.e., we do not observe a temporal difference in the classification of 
tools vs. graspable objects between the dorsal and ventral pathway). 
Nonetheless, successful classification between the aforementioned stimulus 
categories is observed at the sensor level (EEG time course MVPA) as well as at 
the source level (source localized MVPA) in both neural pathways. These results 
may provide interesting implications regarding the spatiotemporal dynamics of 
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General Introduction & Specific Aims 
The mammalian visual system faces myriad and multifaceted challenges 
in creating our experience of the world. The sliver of reality that is accessible to 
human vision is composed of many physical attributes that must be integrated 
quickly and with relative accuracy so as to allow the extraction of useful 
information. Over the past century, science has made great strides in exploring 
the cognitive aspects as well as the physiological correlates of the visual 
process. A multiplicity of visual regions have been identified and categorized 
based on their functional properties; from regions whose neural populations show 
tuning properties towards simple features of the environment, to areas that 
appear specialized for processing complex classes of objects.  
 Not only can neural populations that show similar tuning properties be 
organized into functional regions, it also appears that these functional regions 
can be viewed as larger networks that are involved in broader aspects of visual 
processing. Based on evidence spanning neuropsychology (Karnath et al., 2009; 
Goodale et al., 1991), psychophysics, brain imaging (Monaco et al., 2014) and 
animal physiology (Murata et al., 2000; Fogassi et al., 2001; Desimone, Albright, 
Gross & Bruce, 1984; Ungerleider & Mishkin, 1982), the functions of the 
mammalian visual system have been organized into two macro categories. 
Firstly, the visual system needs to create representations of the surrounding 
world that allows the organism to extract useful information regarding properties 
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and identity of objects. This has been deemed vision-for-perception.  However, in 
addition to perceiving the world, an organism must be able to interact with its 
surroundings in an efficient manner. Such interactions necessarily require the 
integration of sensory input in the service of motor actions. This aspect of visual 
processing has been deemed vision-for-action (Goodale & Milner, 1992).  
 The bifurcation of visual processing into the aforementioned components 
(vision-for-perception & vision-for-action) is further corroborated by the existence 
of two separate neural pathways that appear to subserve the two visual systems. 
The ventral pathway, which originates in early visual cortex and terminates in the 
temporal lobe, is composed of brain regions whose tuning properties appear 
suited for the processing of object identity. Hence, the ventral stream is thought 
to underlie vision-for-perception. On the other hand, the dorsal stream, which 
also originates in primary visual cortex but terminates in the parietal lobe, seems 
maximally suited for the processing of visual space and the mediation of 
organism-environment interactions. Hence, the dorsal stream is thought to 
underlie vision-for-action (Goodale & Milner, 1992).         
 The dorsal-ventral dichotomy has served as a useful theoretical construct 
that has spurred much research and as a result deepened our understanding of 
the visual system. However, it is unlikely that the dorsal and ventral pathways 
operate in complete independence of one another. At some point, integration 
needs to occur between dorsal and ventral stream information so as to allow 
successful interaction with objects in the environment. For example, while all 
manipulable objects likely afford some graspability in a bottom-up manner, that is 
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to say, based on their physical properties, a subset of such objects are also 
associated with specific motor plans. Consider the example of a screwdriver. The 
physical properties of this object allow for numerous manipulations in addition to 
a specific motor plan which defines a screwdriver’s common usage. Such motor 
plans, however, are not inherent to the object’s physical properties. Rather, these 
motor plans must be acquired through learning and become linked to the 
conceptual category under which the object is classified. In order for the dorsal 
pathway to successfully construct specific motor plans (as opposed to mere 
graspability) for the manipulation of such objects, information regarding identity 
must be initially computed. In the absence of identifying knowledge, the motor 
plans for such objects would be largely incomprehensible.  
 This dissertation will examine the nature of dorsal-ventral interactions in 
the processing of visual stimuli, specifically as it relates to the processing of 
animate/inanimate and graspable object categories. The central hypothesis is 
that when processing certain categories of graspable objects that are associated 
with a particular motor plan (i.e., tools), the object must first be represented at the 
level of identity (in the ventral pathway) before the appropriate motor can be 
successfully computed (in the dorsal pathway). This hypothesis makes specific 
predictions regarding temporal relationships between the two pathways. Such 
relationships can be explored with the use of electroencephalography (EEG), 
source localization and Multivariate Pattern Analysis (MVPA).      
The following sections will outline the specific aims of the proposed project 
and provide a review of the dorsal-ventral dichotomy, the properties of each 
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pathway as well as evidence suggesting the interdependence of the two 
pathways. Following a review of the pertinent literature, a series of experiments 
will be proposed, the purpose of which is to elucidate that nature of these dorsal-
ventral interactions.  
 
Specific aim 1: Determine if the object categories are differentiable within 
the EEG data 
 Numerous experiments have used fMRI to show that objects belonging to 
different categories activate different regions of cortex (Reddy & Kanwisher, 
2006; Haxby, 2006). Before proceeding to the main hypotheses of the proposed 
experiment, it is important to demonstrate that the stimuli categories chosen for 
this study are differentiable using EEG. To achieve this goal, we utilized the 
frequency-tagging approach (Norcia et al., 2015) during which participants 
viewed objects from each of the four categories presented at a particular 
frequency rate (see figure 6). The resulting frequency-tags are used to identify 
neural differences between the stimulus categories.  
 
Specific aim 2: Explore the time course of category classification using 
MVPA  
 One of the advantages of EEG is the fine scale temporal resolution at 
which data can be collected. The time course of classification across different 
categories can be used to shed light on the nature of object processing in the 
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human brain. The purpose of experiment 2 was to use EEG and MVPA to 
explore the time course of neural category classification.  
 The following is a description of hypothetical results. Early on, 
classification accuracy will likely be at chance for both superordinate (animate vs. 
inanimate) and subordinate (tool vs. graspable object vs. insect vs. bird) 
categories (figure 1A). Next, the superordinate categories of animate and 
animate should become decodable (figure 1B). Finally, later in the time course 
after it becomes possible to decode animate vs. inanimate categories, we might 
expect above chance classification for the individual subordinate object 
categories of birds, insects, tools and graspable objects (figure 1C). 
 
Figure 1: Hypothetical Results of MVPA Time Course. 
(A) Confusion matrix showing that early in time, nothing can be decoded above 
chance. (B) Confusion matrix showing above chance decoding accuracy for the 
animate vs. inanimate (but not the subordinate categories). (C) Confusion matrix 
representing above chance performance for each object category.   
 
Conversely, if all graspable objects (irrespective of motor plan specificity) 
really are processed at level of identity in the dorsal pathway, then given the 








categories corresponding to the inanimate objects should become dissociable 
from one another prior to the subordinate categories of the animate condition 
(figure 2).  
  
Figure 2: Hypothetical results of MVPA time course (alternative model). 
(A) Confusion matrix showing that early in time, nothing can be decoded above 
chance. (B) Confusion matrix showing above chance decoding accuracy for 
categories in the inanimate condition at the subordinate level as well as for 
animate objects, but not subordinate categories belonging to the animate 
condition. (C) Confusion matrix representing above chance performance for each 
object category.   
 
Specific aim 3: Explore temporal relationships between dorsal and ventral 
pathways    
 Following successful classification on the time course data, the next step 
was to perform source localization on the EEG signal. To increase accuracy, 
source localization was informed by individual MRI scans (for a subset of the 
subject pool) as well as 256 channel coverage. Next, MVPA classification was 
performed in regions of interest (ROIs) corresponding to the dorsal and ventral 
pathways. Within the purview of the current hypothesis, (objects with specific 








in the dorsal pathway) we predicted that classification between graspable objects 
and tools should occur in ventral ROIs prior to dorsal ROIs.   
 Our hypothesis suggests that the identity of objects with specific motor 
plans must be ascertained in the ventral pathway prior to the formation of any 
specific motor program by the dorsal pathway. While neural populations in the 
dorsal pathway may be capable of extracting basic physical features in the 
service of simple interactions, the specific and arbitrary motor plans associated 
with such objects are contingent upon accurate recognition and classification. 
Thus, we predicted that when processing tools, classification should occur in the 
ventral pathway prior to the dorsal pathway. Hypothetical results in support of this 
hypothesis are plotted in figure 3. Conversely, if objects with specific motor plans 
can be processed by the dorsal pathway independent of the ventral pathway, we 









Figure 3: Hypothetical Results of MVPA Decoding in Source Space. 
Hypothetical confusion matrices depicting MVPA decoding accuracies in dorsal 
and ventral ROIs over time. The graphs show the following pattern of results: the 
inanimate category of graspable objects becomes decodable at early stages of 
the time course in dorsal ROIs. Next, superordinate categories become 
dissociable from one another in ventral stream ROIs, followed by successful 
classification of the four subordinate categories (also in the ventral pathway). 
Finally, the subordinate categories of the inanimate condition become dissociable 
from one another in dorsal ROIs.  
 
 
Figure 4: Hypothetical Results of MVPA Decoding in Source Space (Alternative 
Model). 
Hypothetical confusion matrices depicting MVPA decoding accuracies in dorsal 
and ventral ROIs over time. The graphs show the following pattern of results: the 
inanimate category of graspable objects becomes decodable at early stages of 
the time course in dorsal ROIs. Next, the subordinate categories of the inanimate 
condition become dissociable from one another in dorsal ROIs. Importantly, this 
happens prior to successful classification of subordinate categories in the ventral 
ROIs.      
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Evidence for Dorsal and ventral Pathways 
 Evidence suggesting the existence of multiple visual pathways stems back 
more than half a century. In 1967, Ingle described two separate neural 
mechanisms in fish. One underlying orientation behavior towards moving targets, 
and the other for processing object identity. Similar distinctions have been 
described in a number of other nonhuman species (Schneider, 1967; Ingle, 
1973). On the basis of these studies, as well as other ablation research in 
animals, Schneider (1969) proposed the existence of two separate neural 
pathways: one for localization and the other for identification.      
 In 1982, Ungerleider and Mishkin used brain ablation in monkeys to 
identify the specific anatomical correlates of the 2 pathways. What they 
discovered is that lesioning the ventral pathway results in behavioral difficulties 
with object recognition while lesioning the dorsal pathway inhibits performance 
on tasks involving spatial processing. Based on this double dissociation between 
object recognition and spatial processing, they proposed a “what” pathway, 
mediated by the ventral stream, for subserving object recognition, and a “where” 
pathway, mediated by the dorsal stream, for subserving spatial knowledge. 
Early evidence for the existence of analogous pathways in humans came 
from neuropsychology. These studies led to the discovery of a double 
dissociation between perceptual abilities related to object identification and those 
related to the guidance of motor movements. One of the most famous and 
influential patients who helped elucidate the two-pathway hypothesis in humans 
is known as DF. Patient DF suffers from severe visual agnosia as a consequence 
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of damage to the occipto-temporal lobes from carbon monoxide poisoning. In 
spite of her agnosia, DF can successfully interact with objects under visual 
guidance (Goodale, Milner, Jakobson & Carey, 1991). Conversely, numerous 
cases have been documented in which damage to regions in the parietal cortex 
have resulted in various visuomotor deficits (Perenin & Vighetto, 1998; Ratcliff & 
Davies-Jones, 1972). A specific visumotor deficit often resulting from posterior 
parietal damage is optic ataxia. This condition can be summarized as a loss of 
accuracy in visually guided arm & grasping movements (Jakobson, Archibald, 
Carey, & Goodale, 1991). Despite their motoric deficits, these patients retain their 
ability to consciously perceive the world around them as well as the identities of 
objects.     
On the basis of these findings, Milner and Goodale (1992) reformulated 
the functions of the dual pathways in humans. Specifically, the function of the 
dorsal stream was expanded beyond the mere processing of visual space (a 
“where” pathway) to include information concerning visually guided interactions 
with objects in an organism’s environment (a “how” pathway).   
 
Contrasting Dorsal & Ventral Pathways 
 At the most general level, it can be said that that the function of the ventral 
pathway is to mediate vision for the identification of objects in the world, while the 
function of the dorsal pathway consists of mediating visually guided behaviors. It 
would follow that these functional specializations would result in differences 
along a number of specific processes carried by the two pathways. Norman 
 11 
(2002) outlines a number of such differences that are briefly summarized below. 
 Given its role in the processing of identity, the ventral pathway shows 
greater sensitivity to high spatial frequencies. In other words, the ventral pathway 
is specialized for the processing of fine details so as to facilitate the 
recognition/identification of objects through vision. This is in part due to the fact 
that the ventral pathway receives parvocellular in addition to magnocellular input, 
leading to greater detail at the expense of processing speed. In order to mediate 
the process of object identification, the ventral pathway has access to long-term 
mnemonic storage of semantic information. Hence, the disruption of these 
processes often results in conditions such as associative agnosia, where 
semantic categories can no longer be correctly matched to incoming visual input. 
Next, the ventral pathway represents objects from an allocentric frame of 
reference so as to create object-centered representations. Finally, the activity 
throughout the ventral pathway tends to be associated with one’s conscious 
experiences of the environment, hence its title as vision-for-perception. 
 By contrast, the dorsal pathway is less sensitive to spatial frequency but 
shows greater sensitivity towards temporal frequency. This property makes the 
dorsal pathway better suited for processing most kinds of motion information, as 
would be required for interaction with objects. Secondly, since the dorsal 
pathway does not appear to be involved with object recognition, it exhibits only a 
fleeting short-term memory required for the execution of transient motor 
behaviors. Given the myriad challenges of successfully manipulating objects in 
the environment, such as the adjusting and updating of hand position in real time, 
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the dorsal pathway is faster compared to ventral pathway and receives primarily 
magnocellular input. Next, given the nature of these challenges, the dorsal 
pathway creates egocentric representations of objects and visual space for the 
extraction of physical properties relative to the observer. Lastly, unlike the ventral 
pathway, activity in the dorsal pathway does not correlate as strongly with one’s 
conscious experience. Motor activities such as the adjustment of grip size, 
calculation of distance between observer and object or commensurate 
application of force in the lifting of objects mostly happen automatically. This is 
corroborated by neuropsychological case studies, such as those involving DF, 
where the patient is able to perform visuomotor tasks in absence of awareness 
towards the relevant features.                     
       
Properties of the Ventral Pathway 
 Since the original formulation of the two-pathway hypothesis in relation to 
vision, a number of studies have corroborated the role of the ventral pathway in 
relation to the processing object identity. The anatomical regions comprising the 
ventral pathway were initially defined by Ungerleider and Mishkin (1982) as 
beginning in V1 and projecting through V2, V3, V4, TEO (posterior region of the 
inferior temporal area) and terminating in IT (inferior temporal cortex). The neural 
populations along this pathway appear to be organized in a hierarchical manner; 
increasing both in receptive field size and stimulus selectivity as one moves from 
V1 to IT (Kravitz et al., 2013). 
 Along the ventral pathway, neurons exist that are tuned to contour, 
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curvature, position and 3D configuration (Kobatake & Tanaka, 1994; Brincat & 
Connor, 2004; Yamane et al., 2008). Monkey physiology has uncovered neurons 
in IT that respond to numerous objects as well as neurons that are selective to 
specific object categories (Gross, Rocha-Miranda & Bender, 1972; Desimone, 
Albright, Gross & Bruce, 1984). Furthermore, neurons that show selectivity 
towards a particular category of objects often exhibit viewpoint invariance. Such 
neurons exhibit similar rates of firing irrespective of the conditions or angles from 
which the object is viewed, suggesting that these neurons code specifically for 
objects as opposed to low-level image properties (Booth & Rolls, 1998). 
 Neurons throughout the temporal cortex have been shown to undergo 
plastic changes in response to experience. For example, Erickson, Jagadeesh & 
Desimone (2000) recorded from neuron pairs in the perirhinal cortex in an 
attempt to understand modifiable response properties involved in learning as 
monkeys viewed novel and familiar stimuli. While the similarity of response 
properties between neurons decreased with distance (nearby neurons show 
more similar response properties compared to distant neurons) for both 
categories of stimuli, the correlation between response properties for nearby 
neurons was greater for familiar objects compared to novel objects. Baker, 
Behrmann & Olson (2002) also used single-cell recordings in awake monkeys to 
investigate the role of learning on neural response properties. Their results 
suggest that exposure to a learned stimulus (from discrimination training) 
changes selectivity in IT neurons. Specifically, neural selectivity increases in 
response to familiar as opposed to novel stimuli. Together, these findings 
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demonstrate experience dependent plasticity relating to long-term memory 
formation in the ventral pathway.     
 In humans, brain-imaging studies have revealed numerous regions 
throughout the temporal cortex that respond to different categories of objects 
(Reddy & Kanwisher, 2006; Haxby, 2006). Object categories for which a 
corresponding neural region has been documented include faces (Kanwisher et 
al., 1997), places (Aguirre et al., 1998; R. Epstein et al., 2003), bodies (Downing 
et al., 2001) and words (Cohen & Dehaene, 2004). Another region in the 
temporal cortex that appears to play a role in the processing of objects in the 
environment is the lateral occipital complex (LOC). The LOC shows increased 
firing rates in response to object shapes and contours (Malach et al., 1995; 
Kourtzi & Kanwisher, 2001). Furthermore, the LOC shows robust responses to 
shape contours irrespective of the manner in which the contour is defined, the 
size of the image, or viewing perspective (Grill-Spector et al., 1998; Kourtzi & 
Kanwisher, 2000; Vuilleumier, Henson, Driver & Dolan, 2002; James et al., 2002; 
Sawamura et al., 2005). These findings are in line with the idea that LOC activity 
specifically represents the processing of object identity (as opposed to a 
response to low-level image properties) and contributes to the perceptual 
phenomenon of object constancy.   
 The IT cortex appears to be organized in a manner similar to the abstract 
semantic relationships of object categories. The population responses of neurons 
in IT cortex show clearly distinguishable patterns between animate and inanimate 
object categories (Kriegeskorte et al., 2008). Furthermore, the animate category 
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can be subdivided into bodies, hands and faces (Kiani et al., 2007). Cluster 
analysis reveals that these neural population codes echo an intuitive category 
structure that is hierarchical with respect to sematic relationships (Kiani et al., 
2007). Bell et al. (2009) used fMRI to explore the functional properties of IT 
cortex in both humans and monkeys. Their results also suggest an anatomical 
organization based on hierarchical semantic relationship with animate categories 
activating dorsolateral regions and inanimate categories activating ventromedial 
regions. Secondly, each superordinate category (animate vs. inanimate) could be 
further subdivided into subordinate categories (i.e., bodies & faces vs. places & 
objects) that activate contiguous areas of IT cortex.  
However, considerable debate has ensued as to whether these regions 
along the ventral pathway are really category specific or if the observed 
selectivity can be accounted for by other variables. For example, some have 
argued that the neural boundary between animate & inanimate can be accounted 
for by low-level visual features that naturally covary within the aforementioned 
categories (Andrews, Watson, Rice & Hartley, 2015). Others have proposed that 
these differences in selectivity may be accounted for by covarying differences in 
real-world size (Konkle & Oliva, 2012), manipulability (Mahon et al., 2007) or the 
potential for self-initiated behavior (Martin & Weisberg, 2003). While low-level 
features as well as other covarying properties likely contribute to visual 
discrimination between conceptual categories, mounting evidence suggests 
these variables do not fully account for the response properties of the ventral 
pathway. Bracci & Op de Beeck (2016) showed that both shape as well as 
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category exist as separate, albeit interacting, dimensions within ventral stream 
representations. Similarly, the results of Proklova, Kaiser & Peelan (2016), 
suggest that neither texture nor shape alone can account for the 
animate/inanimate organization that has been documented in the ventral 
temporal cortex. Thus, the preponderance of data appears to substantiate the 
role of the ventral pathway in the recognition of objects, as well as the conceptual 
categories to which those objects belong.            
 
Properties of the Dorsal Pathway 
 According to Ungerleider and Mishkin (1982), the dorsal pathway, like the 
ventral pathway, originates in V1. Its projections can be traced through V2, V3, 
middle temporal area (MT), medial superior temporal area (MST) and posterior 
parietal cortex (PPC). The intraparietal sulcus (IPS) contains within it a number of 
regions whose properties support the hypothesized vision-for-action functions of 
the dorsal stream. These regions include the anterior intraparietal sulcus (AIP), 
lateral intraparietal sulcus (LIP), ventral intraparietal sulcus (VIP), caudal 
intraparietal sulcus (CIP) and medial intraparietal sulcus (MIP). While these 
areas have been described in monkeys through the use of lesion techniques and 
physiological recordings, functionally comparable regions have also been 
discovered in the human brain.   
 Area LIP is thought to be involved in eye movements. Microstimulation of 
LIP has been shown to produce saccades (Their & Anderson, 1996). This region 
is also associated with the intention to produce eye movements as well as the 
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allocation of attention to particular locations of visual space (Snyder, Batista & 
Anderson, 2000). It is also thought that the neurons in LIP have an eye-centered 
representation of visual space (Colby, Duhamel & Goldberg, 1996). The human 
analogue to monkey LIP is thought to reside in the medial IPS (Grefkes & Fink, 
2005). This region has been shown to respond while humans perform saccade 
tasks that are identical to those that drive LIP activation in monkeys (Koyama et 
al., 2004).   
 The role of the AIP has to do primarily with the processing of grasping 
movements and related motor actions. In humans, the analogous area is thought 
to be the anterior IPS (Grefkes & Fink, 2005). This region has been shown to 
become active during tactile manipulation of objects (Binkofski et al., 1999). 
Furthermore, it responds to passive viewing of grasping hand movements as well 
as passive viewing of tools (Icoboni, 1999; Chao & Martin, 2000). In monkeys, 
AIP neurons are responsive to the shapes of graspable objects (Murata et al., 
2000) and it is thought that AIP neurons work in unison with premotor regions to 
guide visuomotor transformations of an object’s physical properties into the 
appropriate hand movements (Fogassi & Luppino, 2005; Frey et al., 2005).  
 Area VIP receives significant input from area MT (Ungerleider & 
Desimone, 1986), and studies have routinely implicated the role of MT in the 
processing of motion (Dukelow et al., 2001). VIP neurons also show sensitivity to 
motion, specifically motion towards the face, and may be involved in optic flow 
(Colby, Duhamel & Goldberg, 1993) as well as the representation of space from 
a head-centered frame of reference (Avillac et al., 2005). Another interesting 
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property of VIP neurons is that they are bimodal, exhibiting receptive fields for 
both visual as well as tactile stimuli (Duhamel, Colby & Goldberg, 1998). The 
human equivalent to area VIP is appears to reside in the fundus of the IPS 
(Grefkes & Fink, 2005). Like in monkeys, this region of the human cortex 
responds to tactile, visual and moving stimuli (Bremmer et al., 2001).   
 Although less is known regarding the function of area MIP, available 
studies suggest that its functions include planning and monitoring of movement 
(Grefkes & Fink, 2005). Monkey physiology studies have demonstrated MIP 
activity when subjects make hand movements towards a target (Eskandar & 
Assad, 2002) suggesting a role of MIP neurons in hand coordination. Area MIP 
has also been implicated in the detection of movement errors as well as 
positional coordinates of a target (Desmurget & Grafton, 2000; Kalaska et al., 
2003). In humans, these functions are thought to be carried out by the medial 
intraparietal cortex (Grefkes & Fink, 2005). 
 Finally, area CIP is involved in 3D perception. Neurons in monkey CIP 
have been shown to respond to features of 3D objects (Sakata, 2003) as well 
binocular disparity (Taira et al., 2000). Interestingly, neurons in CIP have also 
been shown to respond to monocular depth cues (Tsutsui et al., 2001). Thus, the 
purpose of the CIP, in the context of visuomotor actions, appears to be the 
integration of 2D and 3D depth cues for stereopsis. In humans, fMRI studies 
implicate the caudal regions of the right IPS as the analogue to the monkey CIP 
(Grefkes & Fink, 2005).  
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Object processing in the dorsal pathway 
 While the traditional view of the dorsal-ventral dichotomy suggests that 
object shape and identity are processed primarily in the ventral pathway, the role 
of the dorsal pathway in object processing has also been explored. Numerous 
studies have shown that the neural populations in the dorsal pathway appear to 
show some selectivity towards certain shapes and possibly sematic categories of 
objects. However, the exact nature of object processing in the dorsal pathway 
remains an open question. Below is an overview of some relevant findings. 
  Early indications that the dorsal pathway may be involved in the 
processing of certain object categories comes from neuropsychological cases in 
which individuals with parietal damage display difficulties in naming tools while 
conceptual knowledge of other categories remains intact (Tranel, Damasio & 
Damasio, 1997). Another neurological condition involving the conceptual 
knowledge of tools is known as ideational apraxia. This disorder is characterized 
by an inability to conceptualize and execute motor behaviors associated with tool 
use. Unlike ideomotor apraxia, in which patients are unable to initiate motor 
programs while retaining conceptual knowledge of an object’s proper usage 
(Goldenberg & Liepmann, 2003), patients with ideational apraxia appear to have 
lost the sematic knowledge of an object’s purpose (Buxbaum, Schwartz & 
Montgomery, 1998). Interestingly, some studies have found a link between 
ideational apraxia and damage to the left temporoparietal junction (Renzi & 
Lucchelli, 1988; Ochipa, Rothi & Heilman, 1989) suggesting a possible 
contribution of the dorsal pathway in the conceptual knowledge of tools. 
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 As was alluded to in the previous section, neurons throughout the parietal 
lobe exhibit selectivity towards certain shapes. For example, Sereno and 
Manusell (1998) discovered neurons in macaque LIP that are selective for simple 
2-diemnsional shapes. Furthermore, these results suggest that some neurons 
throughout the dorsal pathway are capable of representing simple shapes 
independent of reaching, eye-movements or any other motor manipulations; 
hence in manner somewhat analogous to ventral stream processing. The 
neurological cases described above (i.e., ideational apraxia) suggest that the 
dorsal pathway in humans might contain identity information that is more 
complex than mere 2-D geometric shape. A study by Chao and Martin (2000) 
used fMRI in human subjects to investigate the neural response properties to 
manipulable man-made objects (tools). Their results demonstrate that viewing 
pictures of tools as well as naming tools uniquely generates activity in the left 
posterior parietal cortex. Importantly, this was not observed for other object 
categories (i.e., faces, animals, houses). The authors interpret these findings as 
evidence that successful recognition and identification of certain object 
categories (tools) requires both dorsal and ventral contributions. Similarly, Fang 
& He (2005) used fMRI to show increased activity for images of tools vs. images 
of faces in the dorsal pathway, even when the images were rendered ‘invisible’ 
via the use of interocular suppression.  
 Almeida et al. (2008, 2010) used continuous flash suppression (CFS) to 
further investigate the nature of processing conducted by the dorsal pathway. 
Previous work has suggested that in utilizing CFS, an image is rendered invisible 
 21 
perceptually, thus disrupting the processing of the ventral pathway. The dorsal 
pathway, however, is thought to remain intact even in the absence of conscious 
awareness (Fang & He, 2005; Norman, 2002; Milner, 2008). Taking advantage of 
this phenomenon, Almeida and colleagues found priming effects in the form of 
reduced reaction times to visible tools when the masked prime was also a tool. 
Conversely, when the masked prime contained an image of an animal, the 
priming effect towards both visible categories (tools & animals) was lost.  
 Do the above results suggest that the dorsal pathway is involved in 
processing certain categories of stimuli (tools) at the level of identity, or can 
these results be explained in terms of a different hypothesis? This question was 
examined by Sakuraba et al. (2012) who utilized the same CFS paradigm as 
Almeida et al. (2008, 2010) to further investigate the nature of dorsal pathway 
processing and address one key confound of the Almeida et al. study as well as 
other studies investigating object processing in the dorsal pathway. Specifically, 
most of these studies have relied on images of tools whose shape tends to be 
elongated. To address this issue, Sakuraba et al. (2012) included a condition 
containing non-elongated tools and discovered that these images failed to elicit 
the priming effects reported by Almeida and colleagues. Furthermore, Sakuraba 
et al. (2012) conducted additional follow-up experiments showing that images of 
elongated rectangles and even elongated vegetables were capable of producing 
priming effects similar to those of regular tools. These results seemingly question 
the aforementioned hypotheses regarding the processing of tools in the dorsal 
pathway. Rather, the Sakuraba et al. (2012) study suggests that it is not the 
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category of tools being processed in the dorsal pathway, but rather a common 
attribute (elongation) that is shared by many tools and graspable objects.  
 This conclusion is partially in line with the results of another study by 
Ganel & Goodale (2003) that examined how the two visual systems (vision-for-
action and vision-for-perception) process information. The study focused on the 
ability of each visual system to process the various dimensions of a single object 
independently. Subjects were asked to make perceptual judgments regarding the 
width (relevant dimension) of a rectangle (vision-for-perception) or grasp the 
rectangle across the width (vision-for-action) while the length of the rectangle 
(irrelevant dimension) was varied. The findings demonstrate that perceptual 
judgments are affected by the irrelevant dimension of length, while grasping 
behaviors remain unaffected by the irrelevant dimension. The authors interpret 
these results to suggest that the ventral pathway creates holistic representations 
of objects wherein all dimensions of the object are perceptually intertwined. By 
contrast, the dorsal pathway engages in an analytical mode of processing so as 
to extract the rudimentary features (such as shape, size, orientation) required for 
basic, motor interactions. This is also consistent with studies that have identified 
a discrepancy between the dorsal and ventral pathway in the processing of 
certain optical illusions. Specifically, while optical illusions can skew the accuracy 
of perceptual judgments, grasping motions towards the stimulus often remains 




Affordances, Tools & Graspability 
 In 1979, Gibson proposed that some objects in the world possess certain 
properties, the perception of which relates to an organism the possible 
interactions associated with the object. This association between an object’s 
physical features and the actions made possible by those features is known as 
affordances. Objects that contain Gibsonian-like affordances do appear to be 
processed differently by the visual system. For example, 3D graspable objects 
have been shown to prime behavioral responses towards the relevant 
manipulation verb (for example: a cup would prime the words “to grasp”). 
Interestingly, the effects were stronger when the 3D prime was presented at a 
graspable distance, as opposed to a distance that placed the object beyond 
reach (Costantini et al., 2011). Thus, objects afford graspability not merely by 
virtue their physical characteristics, but also based on egocentric factors such as 
reachability. Affordances may facilitate other aspects of perceptual processing as 
well. Fischer & Dahl (2007) had subjects respond to the color change of a dot 
superimposed onto pictures of cups. Their results show that subjects were faster 
at this task when the cup was rotated so that the handle was in view, suggesting 
that affordances may modulate the processing of features that are not directly 
relevant to the affordance itself.      
 At the level of the brain, objects that contain affordances have been 
shown to activate regions associated with motor interactions. For example, a 
picture of a hammer will activate regions of the motor cortex that would be active 
when the hammer is actually being used (Buccino et al., 2009). A particular 
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region in the ventral motor cortex (area F5) contains neuronal populations that 
appear to be involved in the perception of graspable objects. For example, 
canonical neurons have been shown to fire when a monkey simply views an item 
that is graspable and within reaching distance (Rizzolatti, Fogassi & Gallese, 
2002).  
 Up to this point, the dorsal stream has been discussed in the general 
context of visuomotor interactions and what one might call basic ‘graspability’. 
While numerous objects in the environment offer simple affordances in the form 
of basic grasping actions, some objects are associated with significantly more 
sophisticated motor plans that develop through experience and practice. Such 
objects are typically referred to as tools and can be distinguished from non-tool 
objects by the fact that their motor plans extend beyond simple graspability. 
However, what evidence is there that neural populations along the dorsal 
pathway are engaged in more than simply visuomotor transformations in the 
service of simple grasping behaviors? 
 Valyear et al (2007) examined brain activity in regions along the 
intraparietal sulcus that have previously been associated with tool processing 
and tool use. The question pertained to whether this activity is driven by the mere 
graspability of tools or rather by the specific functional motor plans associated 
with these objects. While recording BOLD activity using fMRI, the participants 
were instructed to silently name images belonging to different categories (non-
graspable objects, graspable objects & tools). The results of the study reveal a 
particular region in the left intraparietal cortex that was active in response to tools 
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but not to the graspable non-tools. These findings suggest that the neural activity 
corresponding to tool use is dissociable from activity related to mere graspability.  
 Weisberg, Turennout & Martin (2007) developed a paradigm in which they 
were able to track neuroplastic changes as graspable non-tools were 
transformed into tools via experience and training. In their study, the 
experimenters created novel objects with no pre-established motor plans or 
functional relevance. Next, participants were trained to use the different objects 
to perform particular tasks that required specifically defined movements. Thus, 
the objects went from having the affordance of regular graspability to becoming a 
tool by virtue of a specific function and motor plan. The experimenters measured 
fMRI before and after training sessions to assess how the acquired knowledge 
associated with function reflects changes in the neural representation of these 
objects. Viewing images of the objects post-training activated a number of new 
regions including the left middle temporal gyrus, premotor cortex and IPS; 
regions that in the past have been associated with the motoric properties as well 
as the manipulation of tools. More specific neural changes have also been 
documented in monkeys trained in the use of tools. For example, the formation of 
new neural connections has been observed between ventrolateral prefrontal 
cortex and intraparietal areas (Hihara et al., 2006), in addition to changes in the 
receptive fields of bimodal neurons associated with body schema (Iriki, Tanaka & 
Iwamura, 1996), and the release of neurotropic factors in the central nervous 
system (Ishibashi et al., 2002).    
 Another study by Mruczek, von Loga & Kastner (2013) also used fMRI in 
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humans to explore the neural representation of tool and graspable non-tool 
items. Their findings suggest that graspable non-tools show similar activity to 
tools in the posterior regions of the IPS but weaker activity (relative to tools) in 
anterior IPS. The authors suggest that these findings may reflect a functional 
organization in which posterior regions of IPS extract simple visual features 
pertaining to graspability, whereas the anterior IPS synthesizes this information 
along with stored knowledge pertaining to functionality and motor plans in the 
service of more sophisticated visuomotor interactions.  
 Finally, studies on patients with ideomotor apraxia (difficulty imitating or 
pantomiming tool use) have shown that some of these patients can still shape 
their hands in the appropriate manner when these motor transformations are 
based on simple features, such as the size or orientation of an object (Buxbaum 
et al., 2005).  In other words, there is a dissociation between graspability and the 
learned functional attributes that govern tool use. Thus, by considering the above 
studies, we can conclude that some objects afford more than graspability. 
Specifically, some graspable objects are characterized by precise motor 
programs and functional properties that emerge as a product of learning and can 
be distinguished, at the neural level, from other objects that afford only general 







 The above discussion suggests that the dorsal pathway may have the 
capacity to process some basic features objects that required for immediate 
interaction (shape, size, etc.,) while information pertaining to recognition and 
identification is processed in the ventral pathway. Yet, this account is incomplete 
given that the computation of the appropriate motor program for manipulating an 
object often requires knowledge of the object’s identity. This is especially the 
case for man-made manipulable objects in which similar shapes are often 
associated with different motor programs based on the object’s identify and 
functional purpose. For example, while a handheld screwdriver and chisel may 
be quite similar along the physical parameters of size and shape, the motor 
programs associated with these items differ significantly and can only be 
unlocked following successful identification. Thus, at some point, integration 
needs to occur between information in the dorsal and ventral pathways so as to 
allow successful interaction with objects in the environment.  
In what manner might such an interaction occur? One possibility is that 
information from both ventral and dorsal pathways feeds into higher areas where 
it is subsequently integrated. Some support for this comes in the identification of 
neurons in the prefrontal cortex that show tuning for objects and locations (Rao, 
Rainer, & Miller, 1997). Another possibility is that information is processed in 
parallel across both ventral and dorsal pathways (Konen & Kastner, 2008). A 3rd 
possibility is that there is continuous cross-talk between the two streams of 
processing, with information being directly shared at several stages along the 
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network (Hann & Cowey, 2011). Various anatomical connections between dorsal 
and ventral regions have been previously discovered (Cloutman, 2013; Grafton, 
2010) suggesting possibility of such cross-talk. Recently, Takemura et al. (2015) 
used magnetic resonance imaging (MRI) along with diffusion tensor imaging 
(DTI) to uncover a major white matter tract connecting ventral and dorsal regions. 
Specifically, the ventral occipital fasciculus (VOF) was shown to connect ventral 
regions hV4 & VO-1 with dorsal regions V3A & V3B. The significance of this 
discovery is that it provides a pathway for communication between ventral areas 
that encode object properties and dorsal areas that encode spatial & motoric 
information.          
 In addition to neural routes enabling the sharing of information between 
the pathways, a number of behavioral studies suggest that the successful 
transformation of visual input into a motor program by the dorsal pathway is, at 
least in part, informed by information computed in the ventral pathway. For 
example, let us revisit the case of DF; a case that was very influential in the 
formulation of the two-pathway model of perception. Recall, DF’s inability to 
consciously recognize objects did not affect her ability to successfully interact 
with those objects even when the interactions were contingent on the consciously 
inaccessible object features (Goodale, Milner, Jakobson, Carey, 1991). However, 
a closer examination reveals the DF’s spared visuomotor performance is 
confined to relatively simple tasks and targets (Goodale et al., 1994). When 
asked to interact with tools, DF makes numerous errors such as grasping the tool 
in non-functional ways (Carey, Harvey & Milner, 1996). Similarly, successful tool 
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use can be disrupted in patients suffering from sematic dementia; a condition 
characterized by a selective loss of semantic memory or semantic components of 
language. Hodges et al. (2000) not only showed that object use was impaired in 
patients suffering from semantic dementia, but that the degree of impairment was 
strongly correlated to the severity of semantic knowledge deficits.        
More evidence comes from studies examining fingertip forces (i.e., the 
amount of strength that is commensurate with the handling of a particular object). 
These studies suggest that the appropriate computation of fingertip forces is 
based on perceived object size as well as memory (Schenk & McIntosh, 2010). 
Brenner & Smeets (1995) show that illusory changes in an object’s size do not 
influence grasping distance between digits but do influence the amount of force 
with which an object is lifted, thus implying an interaction between perception and 
action. Similarly, Brouwer et al. (2006) demonstrated that visual cues regarding 
weight information (thought to be processed in the ventral pathway) are used to 
update lifting movements within a narrow time window. These findings 
corroborate the position that successful motor behaviors involving manipulable 
objects with a priori functions are contingent on identifying information of the sort 
computed by the ventral pathway. 
 
Outstanding questions and proposed experiments 
 The previous sections have provided a basic overview concerning the 
relationship between ventral and dorsal pathway processing. While serving as an 
effective catalyst for scientific investigation, the traditional dichotomy between 
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vision-for-perception and vision-for-action is not likely to be absolute. The studies 
discussed above suggest that the dorsal and ventral pathway routinely interact to 
facilitate an organism’s ability to not only perceive but also manipulate its 
surroundings. While the dorsal pathway on its own may be capable of guiding 
rudimentary visuomotor processes, the evidence seems to suggest that 
increasingly complex motor behaviors rely on recognition and identification; 
functions carried out by the ventral pathway.  
A prime example comes in the form of graspable objects that are 
associated with specific motor plans (i.e., hammer). In order to correctly carry out 
the idiosyncratic action associated with such objects, a successful motor program 
would have to rely on the identification of the item, which in turn would render 
accessible the purpose and proper action corresponding to the item in question. 
If the ability of the dorsal stream to construct complex motor plans is informed by 
identifying information being communicated from the ventral pathway, then a 
number of predictions should hold. Centrally, it should be possible to decode 
category information corresponding to such objects in the ventral stream prior to 
the dorsal stream. The proposed experiments are designed to test this prediction 
thereby further exploring the relationship between the ventral and dorsal 
pathway.       
 Given the fine-order temporal relationships that this study seeks to 
investigate, the best-suited method to utilize is EEG given its millisecond 
temporal resolution. Next, MVPA can be used to decode neural activity over time 
and compare classification in ventral vs. dorsal stream regions (by comparing 
 31 
classification latency between categories processed by the ventral pathway vs. 
categories processed by the dorsal pathway).  
In experiment one, EEG activity was recorded across the scalp while 
utilizing the frequency-tagging technique (Norcia et al., 2015). Subjects passively 
viewed images from two superordinate categories (animate & inanimate), each 
containing two subordinate categories (animals & birds | graspable objects & 
tools). Experiment two utilized the same stimuli but adopted an event-related 
potential (ERP) analysis. Once it could be established that successful 
classification can be performed within the frequency domain and time domain, 
the next step involved performing source localization on the recorded EEG data. 
Using source localization techniques on EEG data conferred the benefits of 
temporal as well spatial resolution. This analysis was designed to reveal the 
evolution of brain activity as it traverses the neural hierarchy of the dual 
pathways. Furthermore, performing MVPA in source space, at a millisecond 
temporal resolution, served to divulge when category information becomes 
available to different neural regions and allowed for the direct comparison of 







Experiment 1: Frequency-Tagging 
 
Introduction 
 Before performing multivariate patterns analysis at the level of electrodes 
or in source space, it is important establish whether the EEG signal is sensitive 
enough for the stated goals of the project. Thus, the goal of experiment 1 was to 
examine whether category relevant information was present within the EEG 
signal. This was accomplished using the frequency-tagging technique (Norcia et 
al., 2015) to extract the neural correlates corresponding the object categories 





Ten, right handed, neurotypical adults with normal or corrected to normal 
visual acuity participated (6 male, ages 19–40) and provided informed written 
consent. The Institutional Review Board at the University of Nevada, Reno 
approved all protocols.  
 
Apparatus 
Stimuli were displayed on a Mitsubishi Diamond Pro270 CRT monitor 
(20in, 1024x768) with a 120-Hz refresh rate, running via a 2.6Mhz MacMini and 
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presented using the PsychToolbox (Brainard, 1997; Pelli, 1997; Kleiner et al, 
2007) for MATLAB (MathWorks Inc., Natick, MA). Viewing distance was 57 cm.  
 
EEG Data Acquisition 
The electroencephalogram (EEG) was continuously recorded using a 256 
channel HydroCel Geodesic Sensor Net via an EGI Net Amps Bio 300 amplifier 
(Electrical Geodesics Inc., Eugene, OR) sampling at 1000 Hz. The digital data 
were recorded using Netstation 5.0(1) software. Impendence values were kept at 




The stimuli used in experiments one and two were chosen from two 
superordinate categories of animate and animate objects. Each superordinate 
category was in turn composed of two subordinate categories, each consisting of 
5 exemplars (resulting in a total of 20 unique, monochrome images). In the case 
of animate objects, the two categories were bird and insect while in the case of 
inanimate objects, the two categories were tool and graspable (non-tool) object. 
The relevant distinction between the tool and graspable non-tool categories has 
to do with the existence of a stereotypical motor plan. While all inanimate objects 
were imbued with “graspability” (i.e., bottom-up affordances of a Gibsonian 
variety), the objects labeled as tools were characterized by a specific motor plan 
that is not intrinsic to the object’s physical properties (i.e., the stereotypical 
 34 
twisting motion associated with using a manual screwdriver). All stimuli were 
processed using the SHINE toolbox (Willenbockel et al., 2010) to normalize the 
images along the parameter of luminance.  
 
Figure 5: Stimuli used for Experiments 1 & 2.  
Two superordinate categories of animacy (animate & inanimate). Both 
superordinate categories are composed of 2 subordinate categories (animate: 
bird & insect, inanimate: tools & graspable objects). Images were processed 




 Participants were instructed to perform a passive viewing task while 
maintaining central fixation. The experiment consisted of 16 blocks, with each of 
the four object categories (bird, insect, tool, graspable object) being presented for 
4 blocks. The presentation order was counterbalanced using a Latin square 
design. Each of these blocks consisted of 540 images, with each of the 5 
exemplars being presented 135 times. However, these blocks were in turn 
broken down into 6 smaller blocks lasting 15 seconds each (this was done to 
allow small breaks for participants). During each block, exemplar images within 
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an object category were presented in pseudorandom order at a rate of 6 images 
per second (the temporal accuracy was confirmed with the aid of a photodiode). 
Images were presented centrally (15° x 15°) on a grey background.  
 
Description of the Frequency-Tagging procedure 
 This section describes the frequency tagging approach (Norcia et al., 
2015) that was utilized in experiment one. When a stimulus is presented a 
particular frequency, each presentation causes a transient evoked potential that 
can be recorded from the scalp via EEG. Using a Fourier analysis to transform 
the data into the frequency domain allows for the measurement of frequency-tags 
corresponding to a flickering stimulus. For example, a stimulus that is presented 
at a rate of 6 Hz will elicit 6 overlapping evoked potentials as well as increased 
power at the 6 Hz component following a Fourier transform. This 6 Hz 
component, as well as harmonics of the fundamental frequency (i.e., 12 Hz, 18 





Figure 6: Frequency-Tagging Technique. 
(A) One second of an experimental trail demonstrating stimulus presentation 
within a frequency-tagging paradigm. Stimuli in experiment 1 were presented in 
blocks at a rate of 6 Hz. During each block, participants viewed exemplar images 
from the same object category (for example: birds). (B) A hypothetical segment 
of EEG data lasting 1000ms that contains six superimposed evoked potentials, 
each corresponding to the presentation of a single image. (C) Performing a 
Fourier transform on the 1000ms segment of EEG data will produce increased 
power at the 6 Hz component, which corresponds to the fundamental frequency 
(f1). In addition, the increased power will be reflected at the harmonics of the 
fundamental frequency that occur at multiples of f1 (i.e., f2: 12 Hz, f3: 18 Hz).    
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EEG Data Preprocessing 
 The EEG data were processed using Netataion 5.0 (Electrical Geodesics 
Inc., Eugene, OR) along with custom Matlab scripts. A band pass filter of 0.5 was 
applied to the data to remove slow drift noise. Next the data was re-referenced 
from Cz to an average reference and segmented into blocks lasting 15 seconds 
each. The temporal offset that existed between the physical presentation of the 
stimulus and the registration of the stimulus marker in the acquisition computer 
was measured using a photodiode and corrected for during segmentation. 
Custom Matlab scripts were used to detect bad channels. Channels found to be 
defective were replaced using interpolation from nearest neighbors. Blocks of 
data were then grouped by category resulting in a total of four conditions (bird, 
insect, tool & graspable object).    
 
Frequency-Tagging: Evoked Analysis 
 The 15-second blocks of data discussed in the previous section were 
grouped into four conditions based on category membership and averaged 
together within each condition. This was followed by a Fourier transform to 
isolate the fundamental and harmonic frequencies associated with presentation 
rate. Components were extracted corresponding to the fundamental frequency (6 
Hz), the second harmonic (12 Hz), the third harmonic (18 Hz) and the fourth 
harmonic (24 Hz). In order to compare activation between different categories, 
index values were created using the power values at each of the 256 electrodes. 
A hypothetical index value comparing birds vs. insects would be computed in the 
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following manner: f1bird – f1insect/ f1bird + f1insect. Such index values range between 
+1 and -1 where positive values would correspond to greater activity for birds and 
negative values would correspond to greater activity for insects. Finally, index 
values were averaged across subjects and one sample t-tests were performed at 
each electrode to evaluate whether the indices were significantly different from 
zero. 
 
Frequency-Tagging: Split-Half correlations 
 A split half-correlation analysis was performed to test whether information 
distinguishing the subordinate categories from one another was present in the 
data. First, individual trials corresponding to each stimulus category were split 
into two halves (each half was composed of either odd or even trials). Next, the 
analysis described in the previous section was performed on each half, 
independently, across the four conditions. Frequency tag indices from each 
electrode (described in the previous section) were extracted for each of the four 
conditions. Next, between-category correlations and within category correlations 
were performed across all of the categories. For example, one half of the bird 
trials were correlated with the second half of the bird trails, as well as with one 
half from each of the three remaining categories. This resulted in a 4x4 matrix 
with each cell containing a Pearson r-value that corresponds to a single pairwise 
comparison. These values were averaged across subjects. Finally, for each 
condition, the between-category correlations were averaged together to allow for 
comparisons against within-category correlations. These differences are 
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represented as bar graphs with error bars corresponding to the standard error of 
the mean. The above analysis was performed for the fundamental frequency (6 





 In order to visualize averaged index values, they were plotted on topo 
maps. Figure 7 depicts the index values as well as regions of statistical 
significance. We highlight the following observation: the frequency-tagging data 
suggest that the object categories used in the current study are indeed 
differentiable within the EEG signal. This is true when examining topographical 
differences between the superordinate categories of animacy (Figure 7A), or 
subordinate categories of bird vs. insect (Figure 7B) and tools vs. graspable 
objects (Figure 7C). 
 
Split-Half Correlation 
 The results of the split-half correlation analysis are summarized in Figure 
8. Each cell of the 4x4 matrix contains a Pearson r-value, with the diagonal cells 
depicting within-category correlations and the off-diagonal cells depicting 
between-category correlations. We observe that across all four harmonics (f1, f2, 
f3, f4), the diagonal cells show a higher correlation compared to the off-diagonal. 
These differences are further quantified in the adjacent bar graphs which show 
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that the within-category correlations are significantly higher than the within 
category correlation across all four conditions and the across the first three 
harmonics. On the fourth harmonic, the within-category correlations were 
significantly higher than the between-category correlations for the animate but 
not inanimate categories. This analysis further highlights the existence of 
category specific information in the EEG data pertaining to each of the four 







Figure 7: Index Values Depicting Differences Across Object categories.  
(A) Index values comparing activity between animate and inanimate object 
categories. Red regions correspond to topographical areas where activity was 
greater for the animate categories. Blue corresponds to areas where activity was 
greater for the inanimate categories. (B) Index values comparing activity between 
the animate categories of bird and insect. Red regions correspond to 
topographical areas where activity was greater for the bird images. Blue 
corresponds to areas where activity was greater for insect images. (C) Index 
values comparing activity between the inanimate categories of tool and 
graspable object. Red regions correspond to topographical areas where activity 
was greater in response to tools. Blue corresponds to areas where activity was 
greater in response to images of graspable objects. The bottom row in each 
category highlights differences that were significant at an alpha of 0.05. Each 
column corresponds to a different harmonic (f1: 6 Hz, f2: 12 Hz, f3: 18 Hz).   
 




Figure 8: Split-Half Correlations of the Frequency-Tagging Data.  
Bar graphs compare correlations for within-category stimulus to the average of 
the between category stimuli. Error bars correspond to standard error of the 
mean and asterisks represent statistical significance. The 4x4 matrices depict 
correlation values between all possible categories. Increased correlations across 
the diagonal relative to the off-diagonal cells suggest the presence of category 
specific information for the corresponding category. Split-half correlations are 

















 The following experiment attempts explore the temporal dynamics of 
object processing using stimuli belonging to animate (bird & insect) and 
inanimate (tool & graspable object) categories. Participants performed a passive 
viewing task as electrophysiological data was recorded from 256 electrodes. To 
explore the temporal dynamics associated object processing, we examined event 
related potentials elicited by the stimuli in the aforementioned categories. 
Secondly, multivariate pattern analysis is performed on the EEG time course in 
order to ascertain when category specific information emerges in the 
electrophysiological data.  
While EEG offers the temporal resolution necessary to explore the stated 
questions, the ability to draw conclusions regarding the cortical source of the 
EEG signal is precarious. In order to circumvent this issue, source localization is 
performed on EEG data so as to examine both spatial and temporal domains. 
Subsequently, MVPA is performed on cortical sources extracted from dorsal and 
ventral ROIs with the stated goal of exploring temporal relationships between the 














 Twenty, right handed, neurotical adults with normal or corrected to normal 
visual acuity participated (12 male, ages 18–38) and provided informed written 
consent. The Institutional Review Board at the University of Nevada, Reno 
approved all protocols.  
 
Apparatus 
Stimuli were displayed on a Mitsubishi Diamond Pro270 CRT monitor 
(20in, 1024x768) with a 120-Hz refresh rate, running via a 2.6Mhz MacMini and 
presented using the PsychToolbox (Brainard, 1997; Pelli, 1997; Kleiner et al, 
2007) for MATLAB (MathWorks Inc., Natick, MA). Viewing distance was 57 cm.  
 
EEG Data Acquisition 
The electroencephalogram (EEG) was continuously recorded using a 256 
channel HydroCel Geodesic Sensor Net via an EGI Net Amps Bio 300 amplifier 
(Electrical Geodesics Inc., Eugene, OR) sampling at 1000 Hz. The digital data 
were recorded using Netstation 5.0(1) software. Impendence values were kept at 






 The stimulus set used in experiment 2 was the same as the stimulus set 
used in experiment one. See Figure 5 for details. 
 
Experimental Procedure 
 The experiment consisted of passive viewing with a fixation task. For each 
trial, an image from the aforementioned stimulus set was presented at the center 
of the screen (15° x 15°) for 300 ms followed by an inter stimulus interval lasting 
between 0.8-1.2 ms (see Figure 9). During each trial, participants were instructed 
to maintain central fixation with the aid of a black fixation square in the center of 
the screen. Of the 20 exemplars that made up the four categories (bird, insect, 
tool, graspable object), each was presented 84 times. This led to a total 1680 
trials during the experiment and 420 trials per each condition. Order of 
presentation was randomized. On 5% of the trials, the image was presented at 
50% reduced luminance. On such trials, participants were instructed to press the 
space bar. These trials were subsequently removed from further analysis.    
 
Figure 9: Experiment 2 Design. 
Images from the four categories are presented in a random order. Participants 






EEG Data Preprocessing 
 
 The EEG data were processed using the Fieldtrip Toolbox (Oostenveld et 
al., 2011) along with custom Matlab scripts. A band pass filter (0.5 - 40 Hz) was 
applied to the data so as to remove slow drift and electrical noise. Next the data 
was re-referenced from Cz to an average reference. The filtered data was 
segmented into 550ms epochs (this includes a 50ms baseline and 500ms of 
electrophysiological data post stimulus onset). Segmentation was performed 
using trigger makers that were sent to the acquisition computer at the onset of 
each trial. The temporal offset that existed between the physical presentation of 
the stimulus and the registration of the stimulus marker in the acquisition 
computer was measured using a photodiode and corrected for during 
segmentation. Next, ocular artifacts (blinks & saccades) were identified using 
fieldtrip trip functions. Any trial contaminated by the presence of an ocular artifact 
was removed from further analysis (trials that were part of the fixation task were 
also removed). Using custom Matlab scripts and visual inspection, bad EEG 
channels were detected for each trial. These faulty EEG channels were fixed via 
a weighted average interpolation from the surrounding neighbors.  
 
Univariate Analysis of EEG Data 
 For each participant, the EEG epochs described above were grouped into 
4 conditions: bird, insect, tool & graspable object. However, trial rejection led to 
an unequal number of trials between the four conditions. To remedy this issue, 
the condition with the least amount of trials was identified, and of the remaining 
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three conditions, a subset of trials equaling the number of trials in the 
aforementioned condition was selected while excess trials were removed. This 
resulted in each condition having an equal number of trials for each participant. 
Next, these trials were averaged together to create evoked potentials for each 
condition. Also, two new conditions were created: animate, by averaging across 
all animate stimuli (birds and insects), and inanimate, by averaging across all 
inanimate stimuli (tools and graspable objects). Next, grand averages were 
created by averaging the aforementioned conditions across all participants. 
Finally, to examine univariate differences between conditions of interest, a 
dependent samples t-test was performed on each millisecond of the time series 
data between the following categories: bird vs. insect, tool vs. graspable object, & 
animate vs. inanimate.  
  
Multivariate analysis of electrophysiological data 
 To determine the degree of object information present in the 
electrophysiological data, we performed multivariate pattern analysis with the aid 
of the CosmoMVPA Matlab toolbox (Oosterhof, Connolly & Haxby, 2016). Given 
the abundance of trials for each condition, we were able to perform sub-averages 
in order to increase the signal-to-noise ratio. Trials within each condition were 
grouped by exemplars, split into subsets consisting of 5 trials (all of the same 
exemplar) and averaged within these subsets. For example, if a condition initially 
contained 420 trials (84 trials of each exemplar), then performing the sub-
average reduced the number of trials within that condition to 84 (each trial being 
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an average of 5 trials of the same exemplar). Measures were once again taken to 
ensure that each condition contained the same amount of trials for each 
participant. Next, MVPA classification was conducted independently for each 
participant using the new sub-averaged trials discussed above. A naïve Bayes 
classifier was trained to discriminate patterns of neural activity evoked by sub-
averaged trials across the conditions of interest. Classifier performance was 
evaluated using the k-fold cross validation method. For each millisecond, the 
EEG data was organized into a matrix consisting of samples by features, where 
samples refer to amplitude values for each sub-averaged trial at the 
corresponding time point, and features refer to EEG electrodes (257 for this 
experiment). Next, the data were split into 10 chunks and organized into test and 
training sets such that 9 of the chunks were randomly placed into the training set 
and 1 chunk was held out as the test set. This was done 10 times such that on 
each iteration the test data was comprised of a different subset. MVPA 
performance was evaluated by comparing classification of the test sets across 
the 10 folds with the actual identity of the trial. Results were expressed as 
percent correct for each time point and evaluated via comparison to chance 
using a one-sample t-test. The contrasts of interest on which MVPA was 
performed are as follows: animate (bird vs. insect), inanimate (tool vs. graspable 
object), animacy (animate vs. inanimate), all categories (bird vs. insect vs. tool 




Temporal Cross Decoding 
 In a temporal cross decoding analysis, a classifier is trained at each time 
point and then tested on every subsequent time point within the experimental 
epoch. Regular decoding of time-resolved MEEG data is inconclusive regarding 
the nature of mental representations being decoded and how those 
representations change across time. However, the temporal cross decoding 
method offers a window into the nature of these representations. By quantifying 
how a neural representation generalizes across time, it becomes possible to 




 Source localization was performed with Brainstorm (Tadel et al., 2011), 
which is documented and freely available for download online under the GNU 
general public license (http://neuroimage.usc.edu/brainstorm). Source 
localization was performed on all twenty subjects, however, in the case of ten of 
these subjects, the source localization was further informed by anatomical T2 
MRI scans collected form the participants on a previous occasion. For the 
remaining participants, the default Colin27 MNI brain was used to constrain the 
results of the source analysis. These anatomical images were transformed into a 
unique cortical space for each participant consisting of 15,000 (7500 per 
hemisphere) hypothetical sources oriented orthogonal to the cortical sheath. 
Next, the Boundary Element Method (Gramfort et al., 2005) was used to create 
three surfaces modeling the inner skull, outer skull and head surface of each 
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participant. Using EGI GPS Solver software, the locations of all electrodes during 
the experiment were triangulated for each subject. These electrode locations 
were then imported into Brainstorm and co-registered with existing head 
surfaces. In the case of participants for whom only the default anatomy was 
available, their generated surfaces (source space, inner skull, outer skull & head 
surface) were warped to match the head shape generated by the electrode 
location file. Next, a forward model was computed for each participant using the 
OpenMEEG software (Kybic et al., 2010) followed by a noise covariance matrix 
computed on the basis of all individual trials within a single participant. Finally, 
the inverse model (contextualized in the next section) was performed for each 
participant independently. The method utilized was Minimum norm imaging, with 
a current density map as the measure. The orientation of the dipoles was 
constrained (normal to cortex).   
 
Figure 10: Regions of Interest Used in Source Localization.  
(A) Dorsal pathway ROIs in the left and right hemisphere. (B) Ventral Pathway 
ROIs in left and right hemisphere.    
A B
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Source Localized MVPA 
 
 MVPA was performed within two broadly defined ROIs, each covering a 
substantial swathe of cortex. Spatial resolution on the order of centimeters (or 
even decimeters) is sufficient for the testing of our hypothesis, hence we can 
remain agnostic to the specific location of the cortical sources. This allows us to 
avoid some of the potential limitations and imprecisions associated with EEG 
source localization. The two ROIs included a ventral and dorsal area (Figure 10). 
Each ROI was collated using multiple regions extracted from the Desikan-Killiany 
Atlas (Desikan et al., 2006). The bilateral dorsal ROIs were composed of the 
following regions: superiorparietal, inferiorparietal & supramarginal. The bilateral 
ventral ROIs were composed of the following regions: fusiform, inferiortemporal, 
parahippocampal & entorinal. To perform MVPA in source space, individual 
preprocessed trials from each participant (described in EEG Data Preprocessing 
section) were averaged together to create sub-averages, each composed of 10 
trials. The trials that composed each sub-average were of the same exemplar 
image and the total number of newly created sub-averaged trials were held 
constant across all conditions. Next, source localization (see previous section for 
details) was performed on each sub-averaged trial, and individual sources from 
each ROI were extracted. This resulted in a distribution of cortical sources for 
each millisecond of the experimental epoch for each ROI. Given the substantial 
number of individual sources within each ROI and the fact that this number 
differed between the ROIs, principal component analysis (PCA) was performed 
on the data. The first 40 components were retained to be used as features for the 
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subsequent MVPA analysis. The classification methods used in source space 
recapitulated those used in the EEG analysis at the sensor level. At each 
millisecond, the data were divided into ten chunks; nine of which would serve as 
the training set and one as the test set. Next, the 10-folds method was used 
where on each fold a different chunk was held out as the test set. A Naïve Bayes 
classifier was trained and tested during each fold and the accuracy was 





 The results of dependent samples t-test for the ERP data are plotted in 
Figure 11. These figures contain T-stats for each time point across different 
topographically defined electrode clusters. Highlighted regions correspond to 
areas that were statistically significant at an FDR corrected alpha threshold 
(q<0.1). For all three conditions (animate vs. inanimate, bird vs. insect and tool 
vs. graspable object), we observe significant differences at variable latencies 
across most electrodes. In the bird vs. insect condition, significant differences 
between the conditions start emerging across most electrode groups at around 
70ms post stimulus onset with a second, more pronounced component occurring 
at around 170ms. In the case of tools vs. graspable objects, the most 
pronounced differences between these categories occur at slightly later times, 
beginning at around 190ms and lasting approximately 50ms. For the animate vs. 
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inanimate condition, the data suggests two time windows during which the 
experimental categories differ, the first window spanning ~100-160ms and the 
second spanning ~ 220-280ms across most electrode clusters. Overall, 
significant differences within the inanimate category (tool vs. graspable object) 
occur at a later latency relative to the differences within the animate category 
(bird vs. insect). Secondly, the data suggest that differences between the 
subordinate categories emerge prior to the differences between the 










Figure 11: Experiment 2 Univariate results.  
A heat map plotting t-stats for all 257 electrodes across time. Electrodes are 
grouped into clusters based on topological proximity (y-axis) and time is 
expressed in milliseconds (x-axis). Highlighted regions of the heat maps 
represent t-stats that were statistically significant at an FDR corrected p-value. 
(A) T-stats highlighting differences between the animate and inanimate object 
categories. (B) T-stats highlighting differences between the bird and insect object 
categories. (C) T-stats highlighting differences between the tool and graspable 










Time Course MVPA 
 
  Figure 12 depicts the results of the MVPA analysis performed on the time 
course EEG data. Above chance classification was observed in all examined 
conditions. The onset for significant classification occurred at around 60ms post 
stimulus onset in all conditions and slightly earlier (around 50ms) for the 
individual exemplar condition. In comparing the classification performance 
between the animate and inanimate conditions, the above-chance classification 
onset occurs at the same latency (~70ms). However, in the tool vs. graspable 
object condition, we observe a pronounced peak from approximately 200-240ms 
that is not evident in the animate condition. While classification accuracy 
suggests the presence of information that is relevant in distinguishing between 
categories of interest, this measure says relatively little regarding the nature of 
the information that is driving the classification. This question can be further 
probed using the temporal cross-decoding method in which a classifier is trained 
at every time point and tested on every other time point. The resulting cross-
decoding matrix illustrates whether the neural representation at any single time 
point generalizes to other latencies, hence providing a window into the neural 
dynamics of the underlying representation. The results from this analysis 
(corresponding to the aforementioned conditions) are plotted in Figure 13 and 
depict roughly the same pattern. The narrow diagonal region of significant 





Figure 12: Experiment 2 Multivariate Results. 
Decoding performance averaged across participants, plotted for each millisecond 
(x-axis) of the experimental epoch, quantified as percent correct (y-axis). Shaded 
regions around the curve represent standard error of the mean. The black 
horizontal line represents chance performance (calculated as 100 divided by the 
number of categories fed into the classifier). Asterisks below the line of chance 
represent time points at which classification was statistically significant at one of 
three different alpha thresholds (0.05, 0.01 & 0.0001) signified by color changes 
in brightness (low to high, respectively). (A) Decoding of individual exemplars (20 
exemplars, chance = 5%). (B) Decoding between the four subordinate categories 
(insect vs. bird vs. tool vs. graspable object; chance = 25%). (C) Decoding of 
animate (bird vs. insect) and inanimate (tool vs. graspable objects) object 
categories (chance = 50%). (D) Decoding of animacy (animate vs. inanimate; 












Figure 13:  Experiment 2 Temporal Cross-Decoding Results.  
Temporal cross-decoding matrix averaged across participants. Classifiers trained 
on each time point of the experimental epoch (y-axis) were then tested on every 
other time point (x-axis). Values plotted in the matrix represent classifier 
accuracy at each combination of points. Highlighted regions signify time points 
that were statistically significant at an FDR corrected p-value. (A) Time 
generalization matrix between object subordinate categories (insect vs. bird vs. 
tool vs. graspable objects). (B) Time generalization matrix for animate (bird vs. 
Insect) object categories. (C) Time generalization matrix for inanimate (tool vs. 
graspable object) object categories. (D) Time generalization matrix for animacy 


















Source Localized Time Course MVPA 
 Time course classification performance based on data extracted from 
dorsal and ventral ROIs is plotted in Figure 14. For both the animate and 
inanimate condition (Figure 14A & Figure 14B, respectively), above chance 
performance is observed for the dorsal and ventral ROIs.  In regard to the latency 
of onset for significant classification performance, there did not appear to be a 
difference in either the dorsal or ventral pathway for either condition. For both 
conditions, the latency at which classification reaches significance within both 
dorsal and ventral regions occurs at approximately 75ms. Regions shaded in red 
represent time windows during which classification differs significantly between 
the dorsal and ventral pathway. In the tool vs. graspable object condition, 
significantly higher classification is observed in the dorsal pathway from 100-
130ms. This increased performance in the dorsal pathway is also observed 




Figure 14: Experiment 2 Multivariate Results of Source Localized Data.  
Decoding performance averaged across participants, plotted for each millisecond 
(x-axis) of the experimental epoch, quantified as percent correct (y-axis). Shaded 
regions around the curve represent standard error of the mean. Regions shaded 
in red represent time windows during which accuracy differed significantly 
between the two curves. The black horizontal line represents chance 
performance (calculated as 100 divided by the number of categories fed into the 
classifier). Asterisks below the line of chance represent time points where 
classification was statistically significant (from chance) at one of three different 
alpha thresholds (0.05, 0.01 & 0.0001) signified by color changes in brightness 
(low to high, respectively). (A) Decoding animate categories (bird vs. insect). (B) 





Experiment 3: Decoding Shape and Toolness  
 
Introduction 
 Following data collection for experiment 2, we observed a potentially 
serious confound pertaining to the inanimate category (tools and graspable 
objects) stimulus set. Specifically, the confound pertains to systematic 
differences in shape that can be seen between the aforementioned categories. 
Tools tend to be elongated along the principle axis, while graspable objects tend 
to be characterized by a “stubbier” profile. Previous research suggests that the 
selectivity towards tools observed within the dorsal pathway may be at least 
partially explained by the fact that most tools are elongated along the principal 
axis (Sakuraba et al., 2012).  
     Thus, it is not clear whether the above chance classification observed 
for tools vs. graspable objects in experiment 2 is driven by the shape, rather than 
by the “toolness” of the stimuli. To address this issue, experiment 3 replicates the 
analysis performed on tools & graspable objects with a different stimulus set; one 
designed to control for differences in shape. This new stimulus set contains novel 
exemplars of tools and graspable objects with each category containing both 
elongated and stubby stimuli. Furthermore, it allows for the disambiguation of 
shape from toolness, and an examination of how these parameters contribute to 
the neural representation of objects. 
 





Twenty, right handed, neurotypical adults with normal or corrected to 
normal visual acuity participated (11 males, ages 18–43) and provided informed 
written consent. The Institutional Review Board at the University of Nevada, 
Reno approved all protocols.  
 
Apparatus 
Stimuli were displayed on a Mitsubishi Diamond Pro270 CRT monitor 
(20in, 1024x768) with a 120-Hz refresh rate, running via a 2.6Mhz MacMini and 
presented using the PsychToolbox (Brainard, 1997; Pelli, 1997; Kleiner et al, 
2007) for MATLAB (MathWorks Inc., Natick, MA). Viewing distance was 57 cm.  
 
EEG Data Acquisition 
The electroencephalogram (EEG) was continuously recorded using a 256 
channel HydroCel Geodesic Sensor Net via an EGI Net Amps Bio 300 amplifier 
(Electrical Geodesics Inc., Eugene, OR) sampling at 1000 Hz. The digital data 
were recorded using Netstation 5.0(1) software. Impendence values were kept at 






 The stimuli used in experiment 3 were composed of 20 unique, 
monochrome images that varied along two dimensions: shape & toolness. Along 
the toolness dimension, each image could be grouped as a tool or graspable 
object (see the introduction section for an elaboration regarding the distinction 
between these categories). Along the dimension of shape, each image could be 
grouped as either elongated or stubby. Thus, the stimuli could be organized into 
the following 4 non-overlapping categories: stubby tool, stubby graspable object, 
elongated tool, elongated graspable object. The significance of this stimulus set 
is that it can be used to tease apart the contribution of shape vs. category to 
performance of the classier. Unlike the stimulus set used for experiments one & 
two, these stimuli were not processed with the SHINE toolbox.  
 
Figure 15: Stimuli used for experiment 3.  
Stimuli were composed of tools and graspable objects. Furthermore, each 
category was composed of ten exemplars, five of which were stubby and five 








 The experiment consisted of passive viewing with a fixation task. On each 
trial, an image from the aforementioned stimulus set was presented at the center 
of the screen (15° x 15°) for 300 ms followed by an inter stimulus interval lasting 
between 0.8-1.2 ms. During each trial, participants were instructed to maintain 
central fixation with the aid of a black fixation square in the center of the screen. 
Of the 20 exemplars that made up the four categories (elongated tools, 
elongated graspable objects, stubby tools, stubby graspable objects), each was 
presented 84 times. This led to a total 1680 total trials during the experiment and 
420 trials per each condition. Order of presentation was randomized. On 5% of 
the trials, the image was presented at 50% reduced luminance. On such trials, 
participants were instructed press the space bar. These trials were subsequently 
discarded from further analysis.    
 
EEG Data Preprocessing 
 The preprocessing pipeline was identical to the one used in the previous 
experiment. See the corresponding section in experiment 2 for details.  
 
Univariate Analysis of EEG Data 
The univariate analysis was identical to the one used in the previous 
experiment. See the corresponding section in experiment 2 for details. The 
conditions chosen for this analysis were shape (all long stimuli vs all stubby 
stimuli) and toolness (all tools vs all graspable objects, irrespective of shape).  
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Multivariate Analysis of Electrophysiological Data 
 The multivariate analysis was identical to the one used in the previous 
experiment. See the corresponding section in experiment 2 for details.  
 
Temporal Cross-Decoding 
 Temporal cross-decoding methods used in experiment 3 were the same 




 Source localization methods used in experiment 3 were the same as those 
from experiment 2. See the corresponding section in experiment 2 for details 
 
Source Localized MVPA 
Source localized MVPA methods used in experiment 3 were the same as 












 The results of dependent samples t-test for the ERP data are plotted in 
Figure 16. These figures contain T-stats for each time point across different 
topographically defined electrode clusters. Highlighted regions correspond to 
areas that were statistically significant at an FDR corrected alpha threshold 
(q<0.1). For both conditions (toolness and shape), we observe significant 
differences across numerous electrode clusters. For the shape condition (long 
vs. stubby), significant differences between the conditions are observed at 
approximately 80ms post stimulus onset and lasting until approximately 150ms. 
A second time window during which differences arise occurs from ~ 300-350ms. 
In the toolness conditions, significant differences between the tool and non-tool 




Figure 16: Univariate results comparing shape and toolness object categories.  
A heat map plotting t-stats for all 257 electrodes across time. Electrodes are 
grouped into clusters based on topological proximity (y-axis) and time is 
expressed in milliseconds (x-axis). Highlighted regions of the heat maps 
represent t-stats that were statistically significant at the FDR corrected p-value. 
(A) T-stats highlighting differences between the long and stubby object 
categories. (B) T-stats highlighting differences between the tool and Graspable 






Shape: Long vs Stubby Shape: Long vs Stubby 
Toolness: Tool vs Graspable Object 
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Time Course MVPA 
 Figure 17 depicts the results of the MVPA analysis performed on the time 
course EEG data. Above chance classification was observed in all examined 
conditions. Figure 17A compares classification of shape (long vs stubby) and 
toolness (tool vs graspable object). Classification of object shape reaches 
significance at ~50ms, while classification of toolness reaches significance 
approximately 50ms later (~100ms). The stimuli used in classifying tools vs 
graspable objects included both stubby and elongated exemplars within each 
category. Figure 17B examines classification between tools and graspable 
objects when shape is held constant. The results demonstrate that even when 
shape is completely controlled for (long tool vs long graspable object or stubby 
tool vs stubby graspable object) tools can still be decoded from graspable objects 
above chance. Overall, classification was better in decoding long tools from long 
graspable objects. The onset of significant classification for this condition begins 
at approximately 70ms. While classification between stubby tools and stubby 
graspable objects was weaker, it still reached significance starting at 




Figure 17: Experiment 3 Multivariate results. 
Decoding performance averaged across participants, plotted for each millisecond 
(x-axis) of the experimental epoch, quantified as percent correct (y-axis). Shaded 
regions around the curve represent standard error of the mean. The black 
horizontal line represents chance performance (calculated as 100 divided by the 
number of categories fed into the classifier). Asterisks below the line of chance 
represent time points at which classification was statistically significant at one of 
three different alpha thresholds (0.05, 0.01 & 0.0001) signified by color changes 
in brightness (low to high, respectively). (A) Decoding of toolness & shape (B) 






Figure 18:  Experiment 2 Temporal Cross-Decoding Results.  
Temporal cross-decoding matrix averaged across participants. Classifiers trained 
on each time point of the experimental epoch (y-axis) were then tested on every 
other time point (x-axis). Values plotted in the matrix represent classifier 
accuracy at each combination of time points. Highlighted regions signify time 
points that were statistically significant at an FDR corrected p-value. (A) Time 
generalization matrix for shape (long vs. stubby). (D) Time generalization matrix 
for toolness (tool vs. graspable object).  
 
Source Localized Time Course MVPA 
 Time course classification performance based on data extracted from 
dorsal and ventral ROIs is plotted in Figure 19. As is demonstrated in Figure 19A, 
shape can be successfully decoded in both ROIs beginning at 55ms in the 
ventral pathway and 66ms in the dorsal pathway. Classification accuracy for both 
ROIs remains fairly similar until approximately 305ms, after which significantly 
better performance is observed in the dorsal ROI. Figure 19B plots classification 
performance between tools and graspable objects (with each category consisting 
of both elongated and stubby exemplars). Classification for this condition was 
fairly weak overall, with slightly better performance within the dorsal ROI that 
reaches significance earlier (73ms post stimulus onset). Significant decoding in 
A B
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the ventral ROI was confined to a relatively small time window between 100-
150ms post stimulus onset. The data displayed in Fig 19C examines 
classification performance between elongated tools and stubby graspable 
objects. This contrast was chosen as it most closely approximates the stimulus 
set used in experiment 2. As is evidenced by the data, failure to control for shape 
between the stimulus sets does result in higher accuracy. Above chance 
classification occurs in the ventral pathway at 44ms post stimulus onset, whereas 
dorsal classification reaches statistical significance at 65ms. Finally, figures 19D 
& E suggest that category information regarding toolness is present in the data 




Figure 19: Experiment 3 Multivariate results.  
Decoding performance averaged across participants, plotted for each millisecond 
(x-axis) of the experimental epoch, quantified as percent correct (y-axis). Shaded 
regions around the curve represent standard error of the mean. Regions shaded 
in red represent time windows during which accuracy differed significantly 
between the two curves. The black horizontal line represents chance 
performance (calculated as 100 divided by the number of categories fed into the 
classifier). Asterisks below the line of chance represent time points at which 
classification was statistically significant at one of three different alpha thresholds 
(0.05, 0.01 & 0.0001) signified by color changes in brightness (low to high, 
respectively). (A) Decoding of shape (long vs. stubby). (B) Decoding of toolness 
(tool vs graspable object). (C) Decoding toolness without controlling for 







 The purpose of this set of experiments was to investigate the roles of the 
dorsal and ventral pathways in the processing of different object categories. We 
hoped to elucidate the role of the dorsal pathway in light of various findings 
suggesting that the dorsal pathway may exhibit object selectivity; a functional 
property traditionally associated with the ventral pathway. Specifically, we 
hypothesized that inanimate object categories composed of tools and graspable 
objects (stimuli that have previously been shown to activate the dorsal pathway) 
must first be processed at the level of identify in the ventral pathway. To explore 
this hypothesis, we employed EEG, MVPA and source localization that together 
allows for the analysis in both the spatial and temporal domains. Three specific 
aims were investigated in the service of this hypothesis (1) Determine if the 
object categories are differentiable within EEG. (2) Explore the time course of 
category classification using MVPA. (3) Explore temporal relationships between 
dorsal and ventral pathways. These aims are revisited below in light of the 
results. 
  
Are object categories differentiable within the EEG signal? 
 Experiment 1 served to establish the presence of category specific 
information within the EEG signal using the frequency-tagging approach. As can 
be seen in figure 7, index values derived from frequency-tags create unique 
topographical patterns within the animate and inanimate conditions, as well as 
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the superordinate category of animcay. Secondly, a split-half correlation analysis 
(Figure 8) reveals higher correlations for within category relative to between 
category stimuli. Furthermore, these effects can be detected as far out as the 4th 
harmonic, suggesting a robust neural signature associated with each object 
category.  
Analyses examining event related potentials in experiments two & three 
also show significant differences between the chosen object categories and 
provide insights into the temporal dynamics of neural object representations. In 
experiment two, significant differences in the ERP amplitudes are observed 
between bird and insects, tools and graspable objects as well as animate and 
inanimate stimuli. In terms of latency, significant differences for the superordinate 
category of animacy (animate vs inanimate) are observed happening later 
relative to the subordinate categories of animate (bird vs insect) and inanimate 
(tool vs graspable object) objects. Between the subordinate conditions, 
significant differences between the animate stimuli appear to arise earlier relative 
to the inanimate stimuli. In experiment 3, when shape and toolness is examined 
independently, significant differences between ERP amplitudes can also be 
observed for both categories, however, shape appears to be a more salient 
feature relative to toolness. These results suggest that the categorical 
boundaries and associated stimuli chosen for the experiment map onto 
distinctions recognized by the brain and are thus appropriate for exploring the 
paper’s stated goals. 
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What is the time course of category classification? 
 The second aim of the study focused on exploring the temporal dynamics 
of object processing using MVPA analysis of the EEG time course data. In 
experiment 2, above chance classification was observed for all primary 
categories of interest (bird vs. insect, tool vs. graspable object) as well as for 
animacy, subordinate categories and even individual exemplars (Figure 12). 
When comparing the latencies of peak classifier accuracies, we observe 
evidence for object processing that proceeds in a hierarchical manner; starting at 
the level of individual exemplars, followed by subordinate categories (i.e., 
bird/insect/tool/graspable object), followed by superordinate categories (i.e., 
animate/inanimate). These results are consistent with previous findings 
suggesting that the temporal dynamics of object recognition indicate a neural 
representation that proceeds from lower to higher levels of abstraction (Carlson 
et al., 2013; Cichay et al., 2014). Consistent with this, results of the temporal 
cross-decoding analysis indicate that the underlying neural representation is not 
stable, rather it appears transient and evolving given that generalization only 
occurs within a narrow time window.    
 When examining classification latencies between animate and inanimate 
object categories, we observe very similar onset latencies for above chance 
performance, but markedly different peaks. For classification between tools and 
graspable objects, a pronounced peak is observed at approximately 200ms post 
stimulus onset, compared to peak performance between birds and insects that 
occurs at ~130ms post stimulus onset. This pattern of results is generally in line 
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with the original hypothesis. Specifically, the relatively late emergence of the 
tool/graspable object peak may imply the necessity of ventral pathway 
recognition prior to the dorsal-based formation of the corresponding motor plan. 
However, given the presence of the shape confound between tools and 
graspable objects in the original data set, the time course classification between 
these categories is revisited in experiment 3, where a different stimulus set 
allows the disentanglement of shape and category. 
 Experiment 3 shows that information pertaining to both shape and object 
category information (tool vs graspable object) is present in the EEG signal as 
evidenced by above chance classification performance for both conditions 
(Figure 17). These results do validate the concerns regarding shape as a 
potential confound, seeing as the classification of shape (long vs. stubby) is more 
robust than classification of toolness (tool vs. graspable object). However, we 
show that tools can still be decoded from graspable objects even when shape is 
held constant across categories (stubby tools vs. stubby graspable objects or 
long tools vs. long graspable objects). Interestingly, classification performance is 
better when the objects being decoded are elongated rather than stubby. This 
may reflect the fact that tools tend be elongated in real life and hence may 
constitute better exemplars of the tool category. 
When controlling for differences in shape, we are still able to successfully 
decode tools from graspable objects. Furthermore, in both the long and stubby 
condition (Figure 17B) we observed peak performance at approximately 200ms 
post-stimulus onset (similar to experiment 2). However, it should be noted that 
 76 
overall classification performance was lower when shape is held constant. To 
summarize, both shape information as well as category information likely 
contribute to the neural representations that underlie successful classification 
observed in experiment 2 for tools/graspable objects.    
                
What are the temporal differences between dorsal and ventral pathways? 
 The MVPA analyses of the time course EEG data reveal that tools can be 
successfully decoded from graspable objects and that the latencies of peak 
classification are consistent with the main hypothesis. However, classification 
performance in sensor space precludes the drawing of conclusions regarding the 
cortical sources of the EEG signal. To circumvent this issue, the third aim of the 
study explored MVPA classification in dorsal and ventral ROIs by performing 
source localization of EEG time course data. To reiterate the central prediction, 
we hypothesized that classification of tools vs. graspable objects should occur in 
the ventral pathway prior to the dorsal pathway.  
 Contrary to this prediction, the results of experiment 2 do not reveal any 
noticeable differences regarding the onset of above chance classification 
between dorsal and ventral pathways. However, it is not clear whether onset of 
above chance classification is an appropriate measure of neural dissociations at 
the categorical level. Previous studies suggest that latencies under 100ms post 
stimulus onset are roughly consistent with activation of early visual cortex 
(Carlson et al., 2013). Thus, above chance classification at these early latencies 
may be driven by differences in low-level features between the stimuli. However, 
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even when restricting the analysis to time windows of peak classification, we 
observe a prominent peak in the dorsal pathway ROI, occurring at approximately 
at 125ms post stimulus onset, while peak classification performance occurs at 
approximately 200ms post stimulus onset in the ventral ROI. Interestingly, this 
peak latency observed in the ventral ROI corresponds to the peak latency 
observed in the time course MVPA that was performed in sensor space. 
However, it remains unclear whether the source localized MVPA results in 
experiment 2 are driven by the shape confound alluded to throughout the paper. 
 The source localized MVPA results of experiment 3 (Figure 19) once 
again suggest that shape likely did play an important role in the classification 
performance between tools and graspable objects observed in experiment 2. 
Figure 18A demonstrates robust classification of shape in both dorsal and ventral 
pathways. Furthermore, peak classification performance for both dorsal and 
ventral pathways occurs at approximately 125ms post stimulus onset. This time 
window corresponds to the peak classification performance observed in the 
dorsal pathway for tools vs. graspable objects in experiment 2 suggesting that 
this peak may indeed correspond to shape differences between the two 
conditions. This is further corroborated by Figure 18C where classification occurs 
between elongated tools and stubby graspable objects. In this condition, peak 
classification latencies in both pathways match those of shape (Figure 18A). 
However, we do not observe the increased decoding performance around 200ms 
(as was observed in experiment 2 for tools vs. graspable objects) in either of the 
above contrasts. 
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 Figures 19D & 19E show classification of tools vs. graspable objects in 
dorsal and ventral pathways when shape is held constant. Overall, classification 
performance appears less robust relative to shape (Figure 19A) or contrasts in 
which shape is not controlled (Figure 19C). Nonetheless, classification between 
tools and graspable objects appears possible even when shape is held constant. 
However, contrary to the main predication, we do not observe compelling that 
tools vs. graspable objects are dissociated in ventral pathway prior to the dorsal 
pathway.         
 
The Dorsal Pathway: Beyond Action 
 Although we did we not see the predicted differences pertaining to the 
temporal dynamics of object processing in the dorsal and ventral pathways, other 
observations in the results are worth discussing. Firstly, the data suggest that 
both shape and categorical information coexist in both the ventral and dorsal 
pathway. These findings compliment a growing scientific literature that has begun 
to redefine the traditional roles of these visual pathways. For example, Bracci 
and Op de Beeck (2016) also show that category and shape independently 
contribute to representations in both pathways, albeit in the service of different 
functions. Similarly, Chen et al., 2017 show that both toolness as well as shape 
(elongation) are independently coded throughout various areas within the tool 
network.  
 Interestingly, the MVPA analysis conducted in the dorsal pathway 
revealed above chance classification for not only inanimate categories (tool vs. 
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graspable object) but also for animate categories (bird vs. insect). While these 
exemplars were processed with the SHINE toolbox to control for some low-level 
differences between the stimuli, the shape between birds and insects was not 
controlled for. Hence, it is difficult to say whether above chance classification for 
these categories is driven by shape differences or other aspects of the images.  
In light of these findings, as well as a growing body of research implicating 
dorsal involvement in object processing, what might this dorsal activity 
represent? Given the amount of cross-talk and interactions between the two 
pathways (Schenk & Maintosh, 2010; de Hann & Cowey, 2011), it seems 
increasingly more plausible that dorsal activity influences the ventral pathway 
and vice versa. This has even led many to question the utility of the dorsal-
ventral dichotomy (Pisella et al., 2006; de Hann & Cowey, 2011).  
Visual signals tend to propagate faster through the dorsal pathway relative 
to the ventral pathway (Norman, 2002). Such latency differences certainly allow 
for the possibility of dorsal stream activity to facilitate ventral computations 
pertaining to object processing and recognition. For example, Sim et al. (2014) 
found that dorsal activation elicited by movie primes of motor movements 
representing tool use appears to modulate ventral activity related to semantic 
object recognition. A deeper examination of the neuropsychological literature 
also suggests that the two pathways may not as independent as previously 
thought. Specifically, a number of studies have shown that damage to regions 
along the dorsal pathway affect not only visuomotor behavior, but also perceptual 
abilities including global shape perception, as well as 3D processing (Dromme, et 
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al., 2016; Gilbert et al., 2015; Lestou et al., 2014). In fact, under certain 
circumstances, an agnosic patient with a spared dorsal pathway might 
outperform somebody with the opposite pattern of damage in the context of 
visual object processing. For example, when viewing objects defined only by 
disparity, agnosic patients with damage along the ventral pathway were still able 
to identify the presence of the object, while patients with dorsal damage were 
unable to detect the object at all (Viana, 1989). Furthermore, extracting 3D 
structure from motion may be another functional process that is facilitated by the 
dorsal pathway (Vanduffel et al., 2002). 
However, dorsal involvement in object processing is not confined to tasks 
involving motion or extraction of 3D information. Several studies, including this 
dissertation, suggest dorsal pathway object selectivity even for 2D images that 
do not contain motor plans or affordances (Konen & Kastner, 2008; Sereno & 
Maunsell, 1998; Zachariou et al., 2014; Chao & Martin, 2000). Furthermore, the 
investigations carried out by Konen & Kastner (2008) show that object 
representations are not only found in the dorsal pathway, but that those object 
representations mimic functional properties traditionally associated with the 
ventral pathway (size, retinal position and view-point invariance). Other research 
has found that the dorsal pathway may be involved in other functional tasks 
typically required for object recognition. For example, Zachariou et al., (2017) 
found that facial recognition, a task involving configural processing, may be 
facilitated by dorsal activation. Firstly, using fMRI, they found stronger dorsal 
activation in response to configural vs. featural face differences that also 
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correlated with behavioral performance. Secondly, deactivation of posterior 
parietal cortex using TMS adversely affected behavioral tasks involving 
configural but not featural face detection.  
One issue pertaining to the above discussion, as well as the 
methodological approach of this dissertation, is that it ostensibly refers to the 
dorsal pathway as a single homogenous module, as opposed to a multitude of 
interconnected but functionally distinct regions. When adopting the later view, a 
different perspective emerges; one that appears to provide greater context for 
interpreting the disparate findings related to the functional role of the dorsal 
pathway. Specifically, the functional properties of the dorsal pathway can be 
broadly defined using a posterior-to-anterior gradient. Posterior dorsal regions, 
those closer the occipital cortex, appear to show greater sensitivity for properties 
such as object shape and 3D cues (Tsutsui, et al., 2001; Frued et al., 2017). For 
example, the Konen & Kastner (2008) study that found ventral-like invariance 
along the dorsal pathway, reports these results in IPS0 & IPS1, but not in more 
anterior regions. Erlikhman et al., (2016) have also shown that global form can 
be decoded in IPS0-1. Conversely, anterior regions of the dorsal pathway, those 
that feed into the motor cortex, appear to be more sensitive to hand position, 
motor plans and other types of information that must be computed in service of 
object manipulation (Shmuelof & Zohary, 2015; Stark & Zohary, 2008; Frued et 
al., 2017). This view is consistent with the idea that activity in the dorsal pathway 
corresponds to the transformation of visual information into motor plans.  
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While these findings do not overturn the notion that each pathway, broadly 
speaking, is specialized for subserving different goals (ventral pathway for 
perception, and dorsal pathway for action), there do appear to be interesting 
parallels and areas of overlap between the functional profiles of these neural 
regions. Further work is needed to elucidate the exact nature of dorsal object 
representations, the extent to which dorsal activity modulates object recognition, 
as well as the plasticity of these functional specializations.      
 
Limitations 
 The results of the current studies are constrained by a number of 
methodological limitations. Firstly, attempting to explore both the temporal and 
spatial domains of the EEG data required the use of source localization 
techniques. However, source localization results should be interpreted with 
caution since it is an indirect estimation of cortical activity. Nonetheless, 
measures were taken to ensure that the spatial accuracy of the source 
localization performance was adequate to pursue that goals of this dissertation, 
and that using default MRI scans did not significantly affect the interpretation of 
the results (see supplemental materials section: evaluating source localization). 
To further circumvent potential problems related to source localization accuracy, 
ROIs were defined very broadly; each constituting a substantial swathe of the 
dorsal or ventral pathway. However, this approach precluded the possibility of a 
more refined analysis whereby classification can be performed in specific, 
perhaps functionally defined ROIs. 
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 Other potential issues have to do with the stimuli used in experiments 2 & 
3. For instance, the exemplars comprising the tool and graspable object 
categories are different between the two studies. Furthermore, the choice was 
made to avoid using the SHINE toolbox to control for low-level differences 
between the stimuli used in experiment 3. This decision was made in light of 
evidence suggesting that the dorsal pathway may be sensitive to texture and 
shading cues (Freud et al., 2016). Unfortunately, this makes it even more difficult 
to rule out the possibility that successful decoding may be driven by low-level 
differences between the stimuli. Still, differences in low-level features may exist 
even for the SHINE processed stimuli, in addition to shape confounds that exist 
not only between tools and graspable objects but also within the animate 
categories. Even in experiment 3, when shape was controlled for, subtle 
differences in shape may still be observed as well as differences in real-world 
size that were not perfectly matched between the conditions.  
Finally, objects were also not matched in terms of familiarity. This may 
especially be an issue when defining an object as a tool since tools differ from 
other graspable objects by virtue of a specific, culturally instantiated motor plan. 
Perhaps future studies may try to control these confounds by better matching 
exemplars within a stimulus set along the parameters of low-level features, real 
world size and familiarity. However, controlling for all of these confounds in a 
single study is often unrealistic. Perhaps the most promising approach is to adopt 
a paradigm similar to the one used Weisberg, Turennout & Martin (2007). In this 
experiment, participants were presented with novel graspable objects. Over 
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numerous training sessions, participants learned to use each object in a specific 
manner; in other words, each object transitioned from a graspable object to a tool 
by virtue of acquiring a specific motor plan. Comparing neural activation before 
and after training can control not only for shape, low-level features and familiarity, 
but also ensure that the demarcation between tools and graspable objects maps 
onto the participant’s experience with those items.               
 
Conclusions 
 To reiterate the main results in the context of the original predictions: we 
did not find evidence of earlier classification for tools vs. graspable in the ventral 
relative to the dorsal pathway. However, we note the following periphery findings 
concerning the spatiotemporal dynamics of object processing. (1) Successful 
decoding is observed for multiple levels of object categorization; from single 
exemplar classification to subordinate level classification (i.e., tools/graspable 
objects/birds/insect, etc.) as well as superordinate level classification (i.e., 
animacy). (2) Our findings are consistent with a model of object processing that 
proceeds from lower to increasingly higher levels of abstraction. (3) The neural 
representation underlying the first 500ms of object processing is not stable, but 
rather continually evolving. (4) Shape and category information appear to be 
represented independently in both the dorsal and ventral pathway. (5) Successful 
category classification within the dorsal pathway was not confined to tools and 
graspable objects but was also observed for animate categories (birds vs. 
insects).  
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 Understanding the neural basis of object processing remains an important 
challenge. The role of the dorsal and ventral pathways is still not fully understood 
as their functional profiles continue to be redefined. The experimental methods 
used in this set of studies can offer a promising framework for exploring the 
spatiotemporal dynamics of object processing and further elucidating the 
contribution of the dorsal and ventral pathways. Furthermore, the successful 
decoding animate object categories in the dorsal pathway, as well as the general 
similarities observed between the two pathways, raises intriguing questions 
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Source localized MVPA: Hemispheric Analysis 
 
 The source localized MVPA analysis was also performed separately within 
each hemisphere. For a description of the source localization and source 
localized MVPA, see the corresponding sections in the experiment 2 methods. 
Supplemental figure 1 depicts the source localized MVPA data for each 
hemisphere of the dorsal and ventral pathway corresponding to the animate 
(supplemental figure 1A) and inanimate (supplemental figure 1B) conditions.        
 
Confusion Matrix Correlation Analysis 
 
 To further explore the spatiotemporal dynamics of object categorization, 
we correlated the confusion matrices from each time point of the experimental 
epoch with different hypothetical models of object categorization (supplemental 
figure 2). The MVPA confusion matrix is a representation of classifier 
performance given that for each test trail, the classifier must perform categorical 
decision regarding identity of the input. This allows for the visualization of (1) 
accuracy of the classifier & (2) distribution of classifier errors. The confusion 
matrices used for the subsequent analyses are derived from the “all” condition in 
which the classifier is trained to distinguish between the four subordinate 
categories (bird, insect, tool or graspable object). This results in a 4x4 matrix 
where the y-axis depicts the true identity of a test trial while the x-axis 
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corresponds to the categorical decision made by the classifier. Supplemental 
figure 2A depicts what the confusion matrix would look like if a classifier could 
distinguish between animate and inanimate categories only (in other words, a 
bird might be mistaken for an insect, but not a tool or graspable object). 
Supplemental figure 2B depicts the confusion matrix if each subordinate category 
can be disambiguated from the rest. Supplemental figures 2C & 2D show what 
the classifier performance would like if the animate, but not inanimate 
subordinate categories could be disambiguated from one another or vice versa, 
respectively. Supplemental figure 3 shows the correlation at each time point 
between the confusion matrix and each of the four models for MVPA results 
performed in sensor space (i.e., at the electrodes). Supplemental figures 4A & 4B 
show the correlations at each time point between the confusion matrix and each 
of the four models for MVPA results performed in source space (within ventral 
and dorsal ROIs).      
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Supplemental Figure 1: Experiment 2 Source Localized MVPA by Hemisphere. 
Decoding performance averaged across participants, plotted for each millisecond 
(x-axis) of the experimental epoch, quantified as percent correct (y-axis). Shaded 
regions around the curves represent standard error of the mean. Black horizontal 
line represents chance performance (calculated as one hundred divided by the 
number of categories fed into the classifier). Asterisks below the line of chance 
represent time points where classification was statistically significant (from 
chance) at one of three different alpha thresholds (0.05, 0.01 & 0.0001) signified 
by color changes in brightness (low to high, respectively). (A) Classification 
performance between birds and insects in left and right ROIs of the dorsal and 
ventral pathways.  (B) Classification performance between tools and graspable 








Supplemental Figure 2: Experiment 2 Models of Classifier Performance. 
Hypothetical confusion matrices that were correlated with actual confusion 
matrices from the MVPA classifier. (A) Classification at the superordinate 
category level. (B) Classification at the subordinate level. (C) Classification 
between animate categories but not inanimate categories. (D) Classification 





Supplemental Figure 3: Experiment 2 Sensor - Confusion Matrix Correlation. 
A time course of correlations between each model (supplemental Figure 2) and 
actual confusion matrices. Confusion matrices were derived from classifiers 
trained to distinguish between the four subordinate categories (bird vs. insect vs. 
tool vs. graspable object) in EEG sensor space.  
 
EEG Confusion Matrix: Correlation
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Supplemental Figure 4: Experiment 2 Source - Confusion Matrix Correlation. 
A time course of correlations between each model (supplemental Figure 2) and 
actual confusion matrices. Confusion matrices were derived from classifiers 
trained to distinguish between the four subordinate categories (bird vs. insect vs. 
tool vs. graspable object) in EEG source space. (A) Data from dorsal ROI. (B) 







Correlating Neural Data with Behavior 
 
 To further explore neural object representations, we attempted to correlate 
behavioral measures of perceived object similarity with neural measures of 
similarity.   
 
Behavioral Similarity Judgements 
 
 To derive a measure of perceived similarity, 8 participants (from the same 
sample that ran in experiment 2) performed a behavioral sorting task using the 
multiple arrangement method. On a monitor, participants saw the stimuli used in 
experiment 2 arranged around the border of a circular arena (see supplemental 
Figure 5). They were instructed to “arranged the objects according to how similar 
they appear to you” with Euclidean distance between objects serving as a proxy 
for perceived similarity. In the context of this task, similarity was defined as 
belonging to the same category (as opposed to similarity of real-world size, 
orientation, shape, etc.). No other information pertaining to the stimuli or the 
categories from which they were chosen was provided. To complete the task, 
participants used a mouse to simply click on an image and drag it into the circular 
arena. Each participant completed a varying number of trials that fit into a pre-
specified time window (40 mins). Each trial resulted in a partial dissimilarity 
matrix and these trials were subsequently combined to create a final dissimilarity 
matrix for all of the stimuli used in experiment 2 (see supplemental figure 6A). 
The resulting 20x20 matrix is symmetric around the diagonal and contains 




Supplemental Figure 5. Behavioral Dissimilarity Task. 
Participants performed a behavioral sorting task in order to compute each 
individual’s unique dissimilarity matrix. To complete the task, participants used a 
computer program which allowed them to drag and drop each exemplar stimulus 
into the white circle. The instructions were to arrange the stimuli into clusters 
based on perceived similarity (with Euclidian distance between any two images 
or clusters of images serving as a proxy for similarity). In this case, similarity was 
broadly defined as category membership (as opposed to similarity in shape, size, 
etc.). Participants were not told in advance which categories the stimuli came 











Neural Similarity    
 
Neural similarity matrices were derived from EEG trials collected in 
experiment 2. For each of the 8 participants who performed the behavioral 
sorting task described above, EEG trials were grouped by exemplar images, 
resulting in 20 conditions. Next, the trials in each condition were averaged 
together to create 20 averaged ERP waveforms at each of the 256 electrodes. A 
dissimilarity matrix was computed at each millisecond of data by taking the vector 
of values at a particular time point and correlating that vector with every other 
vector (including itself). Similarity for each pair of stimuli was quantified by taking 
(1-correlation). This analysis resulted in 550 dissimilarity matrices for each of the 
8 participants.  
 
Correlating Behavioral and Neural Measures 
 
For each participant, the behavioral dissimilarity matrix (supplemental 
figure 6A) was correlated with each of the 550 neural dissimilarity matrices 
(supplemental figure 6B). Data from each participant were then averaged 
together to create a single waveform consisting of Pearson r-values 
(supplemental figure 7). One sample t-tests were performed at each millisecond 
in order to discover time windows during which the correlation between the 
neural and behavioral dissimilarity matrices were significantly above zero. 







Supplemental Figure 6.  Correlating Behavior with EEG. 
(A) Data from the behavioral sorting task (left) was used to derive a unique 
dissimilarity matrix (right) for each participant. This resulted in a 20x20 matrix 
with each cell serving as a quantification of perceived similarity between any two 
exemplar stimuli (only half of the matrix is shown since the data below the 
diagonal is identical to the data above the diagonal). (B) Averaged EEG data 
from each exemplar image was used to create a neural dissimilarity matrix. This 
was done at each millisecond of data (resulting 550 neural dissimilarity matrices). 
Each neural dissimilarity matrix could then be correlated to the behavioral 



























Supplemental Figure 7. Behavioral-EEG Dissimilarity Correlations. 
The behavioral dissimilarity matrix that was computed for each participant was 
correlated with each the dissimilarity matrix that was derived from the neural 
EEG data (one at each millisecond). The resulting correlations were averaged 
across participants and are plotted in the above curve. Shaded regions represent 
standard error of the mean. Asterisks below the black line represent time points 
where correlations were significantly greater than zero at one of three different 
alpha thresholds (0.05, 0.01 & 0.0001) signified by color changes in brightness 



























Source localized MVPA: Hemispheric Analysis 
 
 The hemispheric source localized MVPA analysis was also performed for 
experiment 3. For a description of source localization and source localized 
MVPA, see the corresponding sections in the experiment 2 methods section. 
Supplemental figure 8 depicts the source localized MVPA data for each 
hemisphere of the dorsal and ventral pathway. The conditions analyzed are the 
same as those in the source localized MVPA section of experiment 3.  
 
Confusion Matrix Correlation Analysis 
 
 The confusion matrix correlation analysis (described in the experiment 2 
section under supplemental materials) was also performed for experiment 3. The 
two models used in the analysis (supplemental figure 9) are toolness (tool vs. 
graspable object) and shape (long vs. stubby). Supplemental figure 10 shows the 
correlation at each time point between the confusion matrix and each of the two 
models for MVPA results performed in sensor space (at the electrodes). 
Supplemental figures 11A & 11B show the correlations at each time point 
between the confusion matrix and each of the two models for MVPA results 






Supplemental Figure 8: Experiment 3 Source Localized MVPA by Hemisphere. 
Decoding performance averaged across participants, plotted for each millisecond 
(x-axis) of the experimental epoch, quantified as percent correct (y-axis). Shaded 
regions around the curves represent standard error of the mean. Black horizontal 
line represents chance performance (calculated as one hundred divided by the 
number of categories fed into the classifier). Asterisks below the line of chance 
represent time points where classification was statistically significant (from 
chance) at one of three different alpha thresholds (0.05, 0.01 & 0.0001) signified 
by color changes in brightness (low to high, respectively). (A) Classification 
performance between birds and insects in left and right ROIs of the dorsal and 
ventral pathways.  (B) Classification performance between tools and graspable 









Supplemental Figure 9: Experiment 3 Models of Classifier Performance. 
Hypothetical confusion matrices that were correlated with actual confusion 
matrices from the MVPA classifier. (A) Classification of toolness (tool vs. 




Supplemental Figure 10: Experiment 2 Sensor - Confusion Matrix Correlation. 
A time course of correlations between each model (supplemental figure 6) and 
actual confusion matrices. Confusion matrices were derived from classifiers 
trained to distinguish between the four subordinate categories (long tool, long 
graspable object, stubby tool, stubby graspable object) in EEG sensor space.  
 
A B ToolnessShape
EEG Confusion Matrix: Correlation
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Supplemental Figure 11: Experiment 3 Source - Confusion Matrix Correlation. 
A time course of correlations between each model (supplemental Figure 6) and 
actual confusion matrices. Confusion matrices were derived from classifiers 
trained to distinguish between the four subordinate categories (long tool, long 
graspable object, stubby tool, stubby graspable object) in EEG source space. (A) 









Evaluating Source Localization  
  
 Accurate source localization of EEG data depends on a number of 
parameters. For example, realistic modeling of the cortex, inner skull, outer skull 
and head surface, accurate co-registration of electrode locations, etc. Given the 
numerous challenges involved in source localization, dorsal and ventral ROIs 
were defined very broadly. However, further measures were taken to ensure that 
the activity extracted from the two ROIs can be reasonably expected to represent 
actual signal from those regions. We evaluate source localization by (1) 
simulating data from dorsal/ventral ROIs, and (2) comparing source localized 
MVPA between participants with individualized MRI scans vs. those for who 
default MRIs were used.     
 
Source Localization of Simulated Data   
Source localization was performed on simulated waveforms that were 
generated by implanting sources within the dorsal and ventral ROIs. Sources can 
be artificially implanted within a known cortical region while holding activity in all 
other areas constant. Next, this simulated activity can be projected to the scalp 
by multiplying the signal within the ROI by the forward model. Once 
corresponding EEG waveforms have been generated, they can be localized back 
into the cortex. The presence of a known source allows for the evaluation of the 
forward and inverse model in terms of spatial accuracy. This procedure was 
carried out for one representative participant using the steps described the 
source localization section under experiment 2 methods. Univariate results for 
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simulated dorsal activity is plotted in supplemental figure 12. Section A shows 
activity within the dorsal pathway unfolding across the experimental epoch at six 
equidistant time points. Supplemental figure 12B shows the ventral view of the 
same data. Supplemental figure 13 shows source localized data when a source 
was implanted in ventral ROIs. A qualitative inspection of the data suggests that 
activity originating from dorsal or ventral pathway can be correctly localized. 
Importantly, activity localized to dorsal ROIs does not appear to contaminate 
activity in ventral ROIs, and vice versa.   
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Supplemental Figure 12. Simulation of Dorsal ROIs. 
Sources were artificially implanted in the dorsal ROIs, bilaterally. Activity from 
these artificially implanted dipoles were then projected to the surface electrodes. 
Finally, source localization was performed to the resulting, simulated waveforms. 
The ensuing diploe activity is plotted at 6 different time points. (A) View of dorsal 
ROIs (highlighted with teal). (B) View of ventral ROIs (highlighted in pink).    
 
Simulation of Dorsal ROIs (dorsal view)A












Supplemental Figure 13 Simulation of Ventral ROIs. 
Sources were artificially implanted in the dorsal ROIs, bilaterally. Activity from 
these artificially implanted dipoles were then projected to the surface electrodes. 
Finally, source localization was performed to the resulting, simulated waveforms. 
The ensuing diploe activity is plotted at 6 different time points. (A) View of dorsal 
ROIs (highlighted with teal). (B) View of ventral ROIs (highlighted in pink).    
Simulation of Ventral ROIs (dorsal view)A










Comparing Default with Individualized MRIs 
A potential issue stems from the fact that only half of the participants 
(N=10) had individualized MRI scans, requiring the use of default MRI scans for 
the second half (N=10). To ensure that the usage of default MRI scans provided 
results comparable to individualized MRI scans, the two groups were analyzed 
separately using steps described in the source localized MVPA section under the 
methods section of experiment 2. The results are plotted in supplemental figure 
14, where sections A & B show source localized MVPA performance for the bird 
vs. insect condition in the dorsal and ventral pathway, respectively. Sections C & 
D show source localized MVPA performance for the tool vs. graspable object 
condition in the dorsal and ventral pathway, respectively. In each graph, the blue 
curves depict performance for participants for who default MRI scans were used 
while green curves depict performance for participants for who individualized MRI 
scans were used. Regions highlighted in red show time windows where the two 
curves differ significantly from one another as evidenced by independent sample 
t-tests performed at each time point. Some differences between the two groups 
can be observed, especially in supplemental figure 14D, where pronounced 
differences arise between ~100ms - 160ms. However, the source localized 
MVPA performance between the two groups still show marked similarities, 
including onset and peak latencies of significant decoding. These data suggest 
that using default MRI scans did not significantly skew the results of this 
experiment. Data was only analyzed from experiment 2 under the assumption 
that these findings should also generalize to experiment 3.   
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Supplemental Figure 14. Default vs. Individualized MRIs Comparison. 
For a subset of participants (N=10), anatomical MRI scans were available for the 
purposes of source localization. As for the rest of the participants (N=10), default 
MRI scans were used to model the cortex, skull and head surface. To compare 
these conditions, the two populations were analyzed separately. Source localized 
MVPA results using the stimuli and contrasts from experiment 2 are plotted 
above. The blue curves correspond to participants for whom the default MRI 
scan was used, while the green curves depict data from participants whose 
individualized anatomical MRI scans were used to generate the cortex and 
surrounding surfaces. Shading around the curves depicts standard error of the 
mean. The black horizontal line represents chance performance (calculated as 
one hundred divided by the number of categories fed into the classifier). 
Asterisks below the line of chance represent time points where classification was 
statistically significant (from chance) at one of three different alpha thresholds 
(0.05, 0.01 & 0.0001) signified by color changes in brightness (low to high, 
respectively). Regions shaded in red represent time windows during which MVPA 
results differed significantly between the two populations.    
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