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Abstract
We set the foundation for a series of works aimed at proving strong relations between uniform
random planar maps and Liouville quantum gravity (LQG). Our method relies on a bijective
encoding of site-percolated planar triangulations by certain 2D lattice paths. Our bijection
parallels in the discrete setting the mating-of-trees framework of LQG and Schramm-Loewner
evolutions (SLE) introduced by Duplantier, Miller, and Sheffield. Combining these two corre-
spondences allows us to relate uniform site-percolated triangulations to
√
8/3-LQG and SLE6.
In particular, we establish the convergence of several functionals of the percolation model to con-
tinuous random objects defined in terms of
√
8/3-LQG and SLE6. For instance, we show that
the exploration tree of the percolation converges to a branching SLE6, and that the collection of
percolation cycles converges to the conformal loop ensemble CLE6. We also prove convergence
of counting measure on the pivotal points of the percolation. Our results play an essential role
in several other works, including a program for showing convergence of the conformal structure
of uniform triangulations and works which study the behavior of random walk on the uniform
infinite planar triangulation.
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1 Introduction
We study critical site-percolation on random planar triangulations, and its relation to Liouville
quantum gravity (LQG) and Schramm-Loewner evolutions (SLE). Recall that LQG is a random
fractal 2D surface [DS11, RV14] which is defined by considering the standard Euclidean metric
distorted by the Gaussian free field (GFF). LQG was originally introduced by Polyakov in the 1980s
as a model for the random surface corresponding to the space-time evolution of a string [Pol81a,
Pol81b, Pol90]. LQG and the GFF have since then appeared in several other mathematical physics
contexts. Recall also that SLE curves are random fractal curves in the plane [Sch00, Wer04, Law05]
which arise as the scaling limit of the interfaces in a wide range of statistical physics models on 2D
lattices. See Section 1.2 for further details.
In this paper we show the convergence in law of several important observables of the percolation
model on random planar triangulations. The continuum limits are expressed in terms of
√
8/3-LQG
and SLE6. We show that, in a precise sense, the continuum limit of the percolation model on random
planar maps is the random surface
√
8/3-LQG [DS11, RV14], decorated with an independent
instance of the conformal loop ensemble CLE6 (an infinite collection of random loops closely related
to SLE6). Precisely, upon choosing a suitable embedding of the random planar triangulations in the
plane, the continuous limit of the vertex distribution has the law of the
√
8/3-LQG area measure,
while the continuous limit of the percolation interfaces has the law of CLE6.
Our work is based on a bijective correspondence between site-percolated triangulations and
certain 2D lattice walks known as Kreweras walks. This bijective correspondence stems from a new
interpretation and extension of a bijection of the first author [Ber07]. A lot of information about
the percolated map can be read conveniently from the walk through the bijection (see Table 1).
Convergence in a strong sense of Kreweras walks to 2D Brownian motion is then exploited to deduce
our results about percolated maps. In particular, we obtain a convergence result for the exploration
tree of the percolated map, which is the spanning tree obtained by a depth-first search (DFS)
exploration of the percolation interfaces. We also obtain convergence of the percolation cycles,
which separate clusters of different colors. Furthermore, we prove convergence of the counting
measure on macroscopic pivotal points, which are the vertices of the percolated map whose change
of color changes the connectivity of percolation clusters on a macroscopic scale. Although our
convergence results are first expressed in terms of the 2D Brownian motion, a fundamental work
of Duplantier, Miller and Sheffield [DMS14] allows us to translate these results to results about√
8/3-LQG and SLE6 curves.
Before we state one of our main result in Section 1.3, we will briefly introduce the relevant
objects in Sections 1.1 and 1.2. The results of the current paper play a fundamental role in several
other works on planar maps and LQG, and in Section 1.4 we give a brief overview of these further
developments.
1.1 Site-percolation on triangulations and Kreweras walks
Let us first define more precisely our percolation model on maps. A planar map is a decomposition
of the 2D sphere into a finite (or countable) number of vertices, edges and faces, considered up
3
to (orientation preserving) homeomorphism. We only consider planar maps in this article, and
call them simply maps. Also, our maps will all be rooted (see Section 2.1 for precise definitions).
A near-triangulation is a map in which all the non-root faces have degree 3. A site-percolation
configuration on a map M is any coloring of its vertices in black and white.
Building on a work by the first author [Ber07], we present in Section 2 a bijective encoding
of site-percolated near-triangulations by certain 2D lattice walks. We shall call Kreweras walk a
lattice walk on Z2 made of the three types of steps a = (1, 0), b = (0, 1), and c = (−1,−1). This
appellation is in honor of Germain Kreweras who first enumerated this type of walks confined in
the first quadrant N2 in relation with plane partitions [Kre65].1
We now describe informally an important special case of the bijection Φ obtained in Section 2.3.
Let us call Kreweras k-excursion a Kreweras walk starting at (0, 0) ending at (0,−k) and remaining
in the quadrant {(i, j) | i ≥ 0, j ≥ −k}. The bijection Φ induces a bijection between the set of
Kreweras k-excursions and the set T (k)P of (2-connected) site-percolated near-triangulations with
k+ 2 outer vertices: 1 white vertex, and k+ 1 black vertices. This correspondence is illustrated in
Figure 1. We shall also extend the bijection Φ to the infinite volume setting in Section 2.5. Recall
that the uniform infinite planar triangulation (UIPT) is the local limit of uniform triangulations
as defined by Angel and Schramm [AS03] (see Section 2.5 for more details). In the infinite setting,
the mapping Φ gives a measure-preserving correspondence between bi-infinite Kreweras walks and
site-percolated UIPT.
a
b
c Φ
Figure 1: The bijection Φ maps the Kreweras 2-excursion pictured on the left, to the site-percolated
near-triangulation pictured on the right.
As mentioned earlier, the bijection Φ is related to a bijection Ω obtained in [Ber07].2 However
the bijection Ω is presented as a correspondence between Kreweras walks and pairs made of a
near-triangulation M and a depth-first search (DFS) tree τ∗ of the dual map M∗ (in fact, all the
definitions in [Ber07] are in terms of M∗). A bijective correspondence between the site-percolation
configurations of M and the DFS trees of M∗ is established in Section 4.1. This establishes the
link between the bijection Ω and (the base case of) our bijection Φ.
The bijection Φ has the nice property that many important quantities about percolated triangu-
lations can be expressed as simple functionals of the corresponding Kreweras walks. For example,
1Kreweras actually considered the reverse steps (−1, 0), (0,−1), and (1, 1), so our walks would usually be called
reverse Kreweras walks. We mention that several simplifications and alternatives to Kreweras’ original counting
technique have been proposed over the years [Ber07, BM05, Ges86, FIM99, KZ08, KR12, BBMR15].
2There is a rich literature on bijections for planar maps. In particular, a bijection between loopless triangulations
and a family of decorated trees was obtained in [PS03] (see also [BF12] for a far-reaching generalization). However,
this bijection is not related to the bijection Ω obtained in [Ber07].
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Percolated triangulations Kreweras walks
(M,σ) ∈ T P w ∈ K
inner triangles a-steps and b-steps
triangle incident to an active left/right edge unmatched a-step/b-step
white/black in-vertices c-steps of type a/b
outer in-vertices unmatched c-step
spine-looptrees decomposition Spine(M,σ) Spine(w)
triangles on percolation path spine-steps of w (i.e., steps of pi(w))
white/black bubbles of Spine(M,σ) of length k steps a¯k−1, b¯k−1 of pi(w)
sub-triangulation inside a bubble subwalk enclosed by a spine-step matching
exploration tree τ∗ = dfs-tree(M,σ) dfs-tree(w)
edges of τ∗ a-steps and b-steps
in-edges of M∗/τ∗ c-steps
spanning tree τ = dfs-dual(M,σ) of M dfs-dual(w)
tree of clusters cluster-tree(M,σ) unicolor contraction of dfs-dual(w)
percolation cycles of length k envelope excursions with k spine steps
Table 1: The correspondences induced by the bijection Φ between parameters of site-percolated
triangulations and parameters of Kreweras walks.
we are interested in the DFS tree τ∗, the percolation cycles Γ, and the counting measure on piv-
otal points of the percolation. Using the correspondences between the percolation observables and
the Kreweras walk, we express the scaling limit of many important quantities about percolated
triangulations in terms of 2D Brownian excursions with correlation 1/2.
This could be the end of a beautiful story, but there is much more. Indeed, in [DMS14], Du-
plantier, Miller, and Sheffield establish a measure-preserving correspondence between 2D Brownian
excursions with correlation 1/2 and pairs made of an instance of
√
8/3-LQG disk and an instance
of a space-filling SLE6 curve in the disk (see below for more details). Hence we can further express
our scaling limit results in terms of such pairs. The motivation for this further expression is that
our bijection Φ should in fact be considered as the exact discrete analog (defined in terms of random
maps) of the correspondence of Duplantier, Miller, and Sheffield (defined in terms of
√
8/3-LQG).
By composing the two correspondences, a strong relation between random maps and
√
8/3-LQG
is obtained here and in subsequent papers [GHS, HS].
1.2 SLE6 on
√
8/3-LQG and mating of trees
We now give a very brief and informal introduction to SLE6 on
√
8/3-LQG and the mating-of-trees
construction as needed to state Theorem 1.1 below. We refer to Section 6 for a more detailed
description.
The mating-of-trees construction is a measure-preserving correspondence introduced by Du-
plantier, Miller and Sheffield in [DMS14]. This construction can be thought as a continuum analog
of the bijection Φ defined in Section 1.1, as we now explain. The continuum analog of the planar
map is an instance of a
√
8/3-LQG surface. Let h be (some variant of) the random distribution
known as the Gaussian free field3 (GFF) [She07] in the unit disk D. We obtain a
√
8/3-LQG
3For many continuum random variables throughout the paper we use bold letters. In cases where a discrete
random variable converges in law to a continuum random variable we will typically use the same symbol for the
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disk by considering the random area measure µ ≡ µh informally defined by e
√
8/3h dx dy, where
dx dy denotes Lebesgue area measure in D. This definition does not make literal sense since h
is a distribution and not a function, but µ may be defined rigorously by considering regularized
versions of h [DS11, RV14, Ber17]. The area measure µ almost surely assigns positive measure to
any open set. The field h also induces a length measure to the boundary ∂D. We assume h is
conditioned such that µ(D) = 1, and such that the length of ∂D is 1.
The continuum analog of the percolation σ is encoded by a variant of the random curve known
as the Schramm-Loewner evolution (SLE). Recall that SLE is a family of random fractal curves
which describes the scaling limit of the interfaces of a wide range of statistical physics models on
2D lattices [LSW04, Smi01, SS09, CS12, CDCH+14, KS16, LV16]. SLE curves are indexed by a
parameter κ, where κ = 6 corresponds to the scaling limit of percolation interfaces [Smi01]. An
instance of SLE6 in D almost surely divides D into smaller disjoint domains (called “bubbles”) by
hitting its past and ∂D. A space-filling variant η of SLE6 can be obtained by filling in recursively
each bubble by a random space-filling SLE6 loop right after it is enclosed (see Section 6.1 and
references therein for more details).
In [DMS14] the authors consider a pair (h,η) as above, where h and η are independent. The
curve η is parametrized by
√
8/3-LQG area, meaning that the time-parametrization is chosen so
that µ(η([s, t])) = t− s for any 0 ≤ s < t ≤ 1. The pair (h,η) defines a process Z = (Lt,Rt)t∈[0,1]
which describes how the length of the left and right frontier of η evolves in time. It is proved
in [DMS14] that Z has the law of a two-dimensional Brownian excursion with correlation 1/2,
conditioned to start at (1, 0), end at (0, 0), and stay in the first quadrant. Furthermore, (h,η) and
Z are related by a continuum version of the bijection in Section 1.1, since it can be proved that
the two objects generate the same σ-algebra. The construction of (h,η) using Z is known as the
mating-of-trees construction of LQG4.
The space-filling SLE6 η encodes two other random variables of interest: the conformal loop
ensemble CLE6 Γ and the branching SLE6 τ
∗ = (η̂z)z∈D. The three random objects η, Γ, and
τ ∗ can be coupled in such a way that they determine each other (in the sense that they generate
the same σ-algebra). The conformal loop ensemble [She09] Γ is a random countable collection
of non-crossing loops with the same local properties as SLE6 curves. This ensemble is known to
describe the scaling limit of percolation interfaces for critical site-percolation on the triangular
lattice [Smi01, CN06]. The branching SLE6 τ
∗ is a tree such that each branch η̂z for fixed z ∈ D
has the law of a (non-space-filling) SLE6 from 1 to z. In the canonical coupling between η, Γ,
and τ ∗, the space-filling SLE6 η is obtained by a depth-first exploration of the tree τ ∗, while the
branches η̂z are defined by an exploration of the loops Γ. The field h induces a length measure
along the CLE6 loops γ ∈ Γ and the branches η̂z of τ ∗, which we may use to parametrize these
curves.
Pivotal points are points where a CLE6 loop hits itself or other loops. The significance of a
pivotal point is defined in terms of the LQG area enclosed by the relevant loops. For ε > 0 the set
of pivotal points with significance at least ε is a random fractal with dimension 3/4. The field h
induces an LQG-measure νε supported on these points.
discrete and continuum random variable, except that the continuum one is bold. See Table 2.
4The name mating-of-tree comes from the fact that each coordinate of Z encodes an infinite-volume continuum
random tree [Ald91a, Ald91b, Ald93], and (h,η) may be viewed as a gluing or mating of these two trees such that
η describes the interface between the two trees. In that perspective, the construction in [DMS14] is a “bijective”
encoding of (h,η) in terms of a pair of mated trees.
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1.3 Scaling limit of percolation observables
In this paper, we prove that a number of percolation observables converge jointly to a continuum
limit which may be defined in terms of SLE6 and
√
8/3-LQG. In this introduction we only give
an informal statement of our result for finite volume maps with disk topology (that is, for finite
random triangulations with a single simple boundary). We refer to Section 7 for a more formal
statement and for the cases of planar maps with whole-plane topology (IUPT) and sphere topology
(finite triangulations without boundary). For n ∈ Z≥2, let Mn be a loopless triangulation with a
simple boundary of length dn1/2e, having n interior vertices. Let σn be a coloring of the vertices,
such that the boundary vertices are white, except a single black vertex. Let the root-edge be the
unique boundary edge which is directed in counterclockwise direction towards the black edge.
Given an embedding φn : V (Mn)→ D of the map Mn into the unit disk D, we study the follow-
ing observables of the percolation configuration on the embedded map: vertex counting measure,
percolation cycles, exploration tree, space-filling exploration path, and pivotal measure. A precise
definition of these objects and the topological spaces to which they belong is given in Section 7,
but we give a brief description here:
• The vertex counting measure µn is a measure on D given by counting measure on V (Mn),
where each vertex has mass n−1.
• A percolation cycle is a cycle separating two percolation clusters (see Section 2). We label
the percolation cycles γn0 , γ
n
1 , . . . , such that the number of vertices enclosed by the cycles is
decreasing. We view the cycles as elements in the space of parametrized curves in D, where
the parametrization is such that each edge is crossed in n−3/4 units of time.
• The bijection described in Section 1.1 defines an ordering of all edges of Mn through a
particular depth-first search (DFS), which defines the exploration tree τ∗n on the dual map
M∗n. For any z ∈ D the percolation exploration η̂zn from en to z is the branch in τ∗n from the
root-edge to z, where the parametrization is such that each edge is traced in n−3/4 units of
time.
• The space-filling exploration path ηn is a path which visits the edges of M in chronological
order as determined by the DFS, starting at the root-edge, such that it takes n−1 units of
time to go from one edge to the next.
• A pivotal point v ∈ V (Mn) of the percolation σn is a vertex such that changing its color
makes percolation cycles merge or split. The significance of a pivotal point is defined in
terms of the number of vertices enclosed by the relevant percolation cycles. We define νεn to
be renormalized counting measure in D on pivotal points of significance at least ε, where each
pivotal has mass n−1/4.
The continuum counterpart of the percolated map (Mn, σn) is a pair (h,η), where h is the field
associated with a
√
8/3-LQG disk of area 1 and boundary length 1, and η is an independent space-
filling SLE6. Recall from Section 1.2 that an instance of η determines an instance τ
∗ = (η̂z)z∈D
of a branching SLE6 and an instance Γ of the conformal loop ensemble CLE6. Also recall that h
induces an area measure µ in D and a measure νε supported on the pivotal points of Γ. See Table 2
for an overview of the discrete and continuum correspondences.
Theorem 1.1. For n ∈ N+ let (Mn, σn) be a site-percolated map as above, chosen uniformly at
random. There exists a map φn : V (Mn)→ D such that the following quantities converge jointly in
law towards their continuum counterpart (h,η) as n→∞:
• The vertex counting measure µn on D converges weakly to the
√
8/3-LQG area measure µ
associated with h.
• The embedded percolation interfaces γn1 , γn2 , . . . in D converge to the CLE6 loops Γ = (γ1,γ2, . . . )
as parametrized curves.
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Discrete variable Notation Continuum variable Notation
Uniform infinite planar triangulation M
√
8/3-LQG cone h
Uniform triangulation of disk M
√
8/3-LQG disk h
Vertex counting measure µ
√
8/3-LQG area measure µ
Space-filling percolation exploration η Space-filling SLE6 η
Kreweras walk (bi-infinite) w Brownian motion (Zt)t∈R
Bijections: walk − percolated map Φ,Φ,Φ∞ Mating-of-trees construction
Reduced word pi(w−) Le´vy process (Ẑt)t≤0
Spine-looptrees decomposition Spine(w−) Forested lines of past wedge flL,flR
Depth-first search tree τ∗ Branching SLE6 τ ∗
Branch of DFS tree η̂z SLE6 η̂
z
Percolation cycles Γ CLE6 loops Γ
Envelope interval of perc. cycle Envelope interval of CLE6 loop env(γ)
Pivotal point counting measure ν CLE6 double point measure ν
Crossing events (percolation) Eb, Ew Crossing events (SLE6) Eb,Ew
Table 2: The table illustrates the close correspondence between the discrete and continuum models.
• The finite marginals of the DFS tree τ∗n converge to the finite marginals of the branching
SLE6 τ
∗. In particular, for each fixed t ∈ (0, 1) and z := η(t) the percolation exploration η̂zn
converges to the SLE6 η̂
z.
• The space-filling percolation exploration ηn converges uniformly to the space-filling SLE6 η.
• The pivotal measure νεn converges to νε for each ε > 0.
We remark that, although the above theorem is stated in terms of a particular embedding
φn, one can deduce from the theorem that we have joint convergence in law of several interesting
functionals of the percolation configuration which are not defined in terms of an embedding. For
example, we have joint convergence in law of the lengths, enclosed areas, connectivity properties,
and pivotal measure of the macroscopic percolation cycles. Furthermore, we have convergence of
certain crossing events, and, as we will explain in Remark 7.5, the so-called looptree associated
with each percolation cycle converges in the Gromov-Hausdorff topology.
LQG has long been conjectured to be related to the scaling limit of random planar maps, and
much more recently some relations have been rigorously proved. The conjectures initially appeared
in the physics literature, but without precise statements. The relations which have been rigorously
proved depend on various choices of topologies which can be put on the set of maps and on the
particular planar map distribution. Let us now review briefly these known relations and how
they compare to our result. Of course, there is a huge literature about both planar maps and LQG
surfaces, and we cannot attempt to list all of the relevant references (although we will try to discuss
all the references about concrete relations between planar maps and LQG surfaces). The first results
about the scaling limits of maps are in terms of their metric properties (a planar map defines a
metric space, which is obtained by endowing the vertex set with the graph distance). Using bijective
results do to Schaeffer and others [Sch98, BDG04], Le Gall and Miermont independently proved that
uniformly random quadrangulations considered as metric spaces converge in the Gromov-Hausdorff
topology to a random metric space known as the Brownian map (which is homeomorphic to a sphere
and of Hausdorff dimension 4) [LG07, MM06, LG13, Mie13]. This major result was subsequently
extended to other classes of planar maps (see e.g. [AAB17, AHS]). In another breakthrough, Miller
and Sheffield [MS15a, MS16b, MS16c] proved that the Brownian map is equivalent to
√
8/3-LQG in
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the sense that the two surfaces can be coupled together so they generate the same σ-algebra. These
results are for uniformly random planar maps without statistical physics models, and are not giving
any information about embeddings of planar maps in the plane. By contrast the result in [GMS17]
deals with the embedding of a non-uniform classes of maps which are defined in terms of γ-LQG
for γ ∈ (0, 2): it is shown that a particular random map defined by a coarse-graining of a γ-LQG
surface converges to the γ-LQG area measure when embedded into C using the Tutte embedding.
Let us also mention that the convergence of random planar maps decorated with statistical physics
models in the so-called peanosphere topology has been established for several universality classes of
statistical physics models [She16b, GMS19, GS17, GS15, GKMW16, KMSW15, GHS16b, LSW17].
However, the peanosphere topology is defined in terms of the Brownian motion Z associated to
the pair (h,η), hence a convergence result in this topology does not imply convergence of the map
itself, but rather of the pair consisting of the map and an instance of a statistical physics model
on the map.
1.4 Future works and directions
The bijection and convergence results of the current paper already play an essential role in a number
of recent works and works in progress:
• The present paper gives a first convergence result for percolated triangulations to SLE6-
decorated
√
8/3-LQG surfaces. Building on this work, the second and third authors of this
paper together with collaborators strengthen the notion of convergence in future works, cul-
minating with the proof that the conformal structure of the triangulation is converging [HS].
It is shown there that the embedding used in Theorem 1.1 (which uses the mating-of-trees
construction, and depend on a sequence of coupled percolated maps) is not too different from
the so-called Cardy embedding (which only depend on the map itself). This proves the con-
vergence of the planar map and several percolation observables for the Cardy embedding. See
also Section 7.3 for additional details.
• In [GHS] a first such improvement of the notion of convergence is obtained. It will be proved
in [AHS] that loopless triangulations M converge in the Gromov-Hausdorff topology to a
limiting metric space known as the Brownian disk. It will be proved in [GHS] that the
convergence in Gromov-Hausdorff topology is joint with the convergence established in this
paper. This is helpful for studying dynamical percolation on triangulations in [HS]. Indeed,
it implies that the limiting LQG surface will stay fixed if we resample the percolation.
• The bijection introduced in this paper allows us to encode properties of the planar map M in
terms of the word w. Using a strong coupling between w and the mating-of-trees Brownian
motion Z, this allows us to relate properties of the planar map M to properties of Z and the
associated SLE6-decorated
√
8/3-LQG surface. This approach is used in [GHS17] to study
distances in planar maps in several universality classes. In particular, the second and the
third author of this paper together with Gwynne use known results for the UIPT to study
distances in the so-called mated-CRT map for κ = 6. The mated-CRT map is a map defined
in terms of Z and is studied in for instance [GMS17, GHS16a, GM17c, GH18].
• In [GM17c, GH18] strong coupling between w and Z is used to transfer properties of random
walk on the mated-CRT map to properties of random walk on the UIPT. In particular, it is
proved in [GM17c] that the spectral dimension of the UIPT is 2, and that a random walk
on the UIPT typically travels at least n1/4+o(1) units of graph distance in n units of time.
In [GH18] the matching upper bound to the latter result is proved.
The results of this paper also opens several future research directions:
• One may attempt to find bijections between other planar maps models and random walks.
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As illustrated above, these are powerful tools for analyzing the planar maps and their scaling
limits. The Gessel walks, which have steps {(−1, 0), (0, 1), (1, 1), (−1,−1)}, are one potential
candidate for such a bijection. This set of walks is exactly solvable [BKR17, KKZ09, BM16,
BBMR15] and is known to have an algebraic generating function. Since the coordinates of
the walks have correlation 1/
√
2 = − cos(3pi/4), it corresponds to the universality class of the
Ising model [DMS14, Theorem 1.13]. One could also try to find bijections for maps decorated
with O(n) models.
• One could try to extend the bijection of this paper to maps on other surfaces. A bijection
for percolated maps on the torus may improve the understanding of the Brownian torus
(an analogue of the Brownian map with torus topology). One goal could be to relate the
construction of the Brownian torus given in [Bet10, Bet12] to the construction of the
√
8/3-
LQG torus given in [DRV15].
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2 A bijection between Kreweras walks and percolated triangula-
tions
2.1 Basic definitions: maps, site-percolation, and Kreweras walks
We define [n] := {1, 2, . . . , n}. For k ∈ Z, we define Z≥k := {n ∈ Z | n ≥ k}. The sets Z≤k,Z>k
and Z<k are defined similarly. Lastly, we denote N := Z≥0 and N+ := Z>0.
Basic definitions about maps.
Unless otherwise specified, our graphs are finite and undirected; self-loops and multiple edges are
allowed. The length of a path or cycle in a graph is its number of edges. For instance, self-loops
are cycles of length 1. A bridge is an edge whose deletion would disconnect the graph.
A planar map (or map for short) is a proper embedding of a connected planar graph in the
2-dimensional sphere, considered up to deformation (orientation preserving homeomorphism). The
faces of a map are the connected components of the complement of the graph. For a map M we
denote by V (M), E(M), and F (M) its set of vertices, edges, and faces respectively. A map is
rooted if one of its edge is distinguished as the root-edge and oriented. The origin of the root-edge
is called root-vertex, and the face at the right of the root-edge is called root-face. When drawing
maps on the plane (as in Figure 2), the root-face is usually taken as the infinite face. We call outer
the vertices and edges incident to the root-face, and inner the other. We also call inner faces the
non-root faces.
The degree of a vertex or face is the number of edges incident to it, counted with multiplicity
(an edge is counted twice if it is twice incident). A triangulation is a map in which every face
has degree 3. A loopless triangulation is a triangulation without self-loops. A near-triangulation
is a map in which every inner face has degree 3. A near-triangulation such that the boundary of
root-face is simple (that is, has no cut-point) is called triangulation with a simple boundary. We
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root-edge
root vertex
root face
root-edge
top-edge
right edge
left edges
top-left vertex
top-right vertex
(a) (b) (c)
Figure 2: (a) A rooted triangulation with a simple boundary M ∈ T . (b) The rule for drawing
the percolation interfaces. (c) A site-percolation configuration σ on M . The percolation cycles and
paths are indicated in bold lines. The configuration satisfies the root-interface condition. In fact,
(M,σ) is in TP and is equal to Φ(w) for w = abbaabbcaccbcaaaabcbbbbacacc.
denote by T the set of rooted loopless triangulations with a simple boundary.5 An example is given
in Figure 2(a). By convention, the rooted map M0 with a single edge and two vertices is considered
to be an element of T .
Basic definitions about percolation.
A site-percolation configuration on a map M is a coloring of its vertices in two colors: black or white.
A site-percolated map is a pair (M,σ), where M is a map and σ is a site-percolation configuration.
An edge of (M,σ) is unicolor if its endpoints are of the same color, and bicolor otherwise. Keeping
only unicolor edges of (M,σ) gives a disjoint union of maps called percolation clusters, which can
be either black or white.
Suppose now that M is a near-triangulation. The inner triangles in (M,σ) are either unicolor,
or bicolor in which case they are incident to two bicolor edges. In Figure 2(b) we have drawn in
each bicolor triangle a curve joining the middle of the two incident bicolor edges. The result is a
set of disjoint curves which are either cycles, or paths starting and ending on the boundary of M .
These curves (which can be thought as simple paths and cycles on the dual map M∗) are called
percolation interfaces, and are separating the black and white clusters of (M,σ); see Figure 2(c).
The percolation interfaces which are cycles are called percolation cycles, and the ones which are
paths starting and ending on the boundary of M , are called the percolation paths of (M,σ). The
length of a percolation cycle or path is the number of triangles it crosses.
Basic definitions about Kreweras walks.
We denote by {a, b, c}∗ the set of finite words (sequence of letters) on the alphabet {a, b, c}. We
identify the words in {a, b, c}∗ with the finite lattice walks on Z2 starting at (0, 0), and made of
steps a = (1, 0), b = (0, 1) and c = (−1,−1). We refer to such lattice walks as Kreweras walks.
We denote by K ⊂ {a, b, c}∗, the set of words w such that any prefix contains no more c’s than
a’s, and no more c’s than b’s. Equivalently w ∈ K is a walk staying in the quadrant N2.
For a word w = w1w2 · · ·wn ∈ {a, b, c}∗, we say that wi is a a-step if wi = a; and similarly
5In the probability literature (e.g. [AS03]) triangulations are sometimes said to be of type I, II or III, depending
on whether loops and multiple edges are allowed. In that terminology, our triangulations are of type II (loops are
forbidden, but multiple edges are allowed).
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for b and c. We say that an a-step wi and a c-step wj are matching if i < j, there are as many
a-steps and c-steps in wiwi+1 · · ·wj , and for all k ∈ [i..j − 1] there are more a-steps than c-steps
in wiwi+1 · · ·wk (in terms of lattice walks, the subwalk wiwi+1 · · ·wk is a “right-excursion” in the
sense that it stays strictly to the “right” of the steps wi, wk). The matching of b-steps and c-steps
is defined analogously. Clearly each a-step or b-step has at most one matching c-step, and we call
unmatched the ones that do not have a matching c-step. Also each c-step wk has at most one
matching a-step, and at most one matching b-step. Let wk be a c-step with both a matching a-step
wi and a matching b-step wj . We say that the c-step wk is of type a if i < j and of type b otherwise.
Note that K is the set of walks such that all the c-step have both a matching a-step and a matching
b-step. Moreover, if the walk w ∈ K has x unmatched a-step and y unmatched b-step, then its
endpoint has coordinates (x, y).
2.2 The bijection: restricted case
We will now define a bijection between site-percolated near-triangulations and Kreweras walks.
This bijection is represented in Figure 3.
Let us first define the set TP of site-percolated near-triangulations involved. We say that a
site-percolated near-triangulation (M,σ) satisfies the root-interface condition if the root-edge is
oriented from a white vertex to a black vertex, and no other outer edge goes from a white vertex
to a black vertex in counterclockwise direction around the root-face; see Figure 2(c). Observe that
this condition ensures that there is a unique percolation path, and that this path starts at the
root-edge.
Definition 2.1. We denote by TP the set of site-percolated near-triangulation (M,σ) such that
• M is in T (that is, M is a rooted loopless triangulation with a simple boundary),
• σ is a site-percolation configuration satisfying the root-interface condition,
• the unique percolation path goes through all the inner triangles incident to an outer edge.
A pair (M,σ) in TP is represented in Figure 2(c). Note that for such a pair (M,σ) ∈ TP the
percolation path connects the root-edge to another bicolor outer edge. We call this bicolor outer
edge the top-edge of (M,σ), and we call its white and black endpoints the top-left and top-right
vertices respectively. We call left vertices (resp. right vertices) the white (resp. black) outer
vertices. We call left edges (resp. right edges) the unicolor white (resp. black) outer edges.
a b b a a b b c a
c c b c ca
Figure 3: Bijection Φ for the word w = abbaabbcaccbcac.
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Definition 2.2. For a walk w ∈ K, the pair (M,σ) = Φ(w) is constructed step by step, by reading
the steps of w and following the rules illustrated in Figure 4. Formally, the rules for the steps a, b, c
are given by mappings φa, φb, φc from TP to TP defined below, and for w = w1 · · ·wn we define
Φ(w) := φwn ◦ · · · ◦ φw1(M0, σ0), where (M0, σ0) ∈ TP is the percolated map with a single root-edge
going from a white vertex to a black vertex.
• For (M,σ) ∈ TP , the map φa(M,σ) is obtained by gluing a triangle with two white vertices
and one black vertex to the top-edge of (M,σ).
• For (M,σ) ∈ TP , the map φb(M,σ) is obtained by gluing a triangle with two black vertices
and one white vertex to the top-edge of (M,σ).
• For (M,σ) ∈ TP having both a left edge and a right edge, we define φc(M,σ) as follows (see
Figure 4). Let e` be the left edge incident to the top-left vertex v`, and let er be the right
edge incident to the top-right vertex vr. Let P be the percolation path of (M,σ), and consider
P as starting at the root-edge and ending at the top-edge e. By definition of TP , the inner
triangles t` and tr incident to e` and er respectively are on P ; and one of them t ∈ {t`, tr} is
the last triangle on P incident to a left or right edge. If t = tr, then we recolor the vertex vr
in white, and we glue the edges e and e` together (so that v` becomes an inner white vertex).
Symmetrically, if t = t`, then we recolor the vertex v` in black, and we glue the edges e and
er together.
φcφbφa
(a) (b) (c)
e
e` er
Figure 4: The mappings φa, φb, and φc.
Remark 2.3. Observe that the coordinates of the lattice walk w = w1w2 · · ·wn ∈ K (viewed as a
lattice walk on Z2) describe the evolution of the number of left and right edges of the map as we
apply the mappings φw1 , φw2 , . . . , φwn successively. In particular, if w ends at (i, j), then Φ(w) has
i left edges and j right edges. Indeed, this is clear by induction on the length of w, since applying
φa (resp. φb) increases the number of left (resp. right) edge by 1, while applying φc decreases the
number of left and right edges by 1.
In particular, for any word w = w1 · · ·wn ∈ K, the composition Φ(w) = φwn ◦ · · · ◦ φw1(M0, σ0)
is well-defined, in the sense that the mapping φc is only applied to pairs (M,σ) ∈ Tp having both
a left edge and a right edge.
It will be convenient to introduce some explicit correspondences between the steps of w ∈ K and
the vertices, faces, and edges of Φ(w). These correspondences defined below naturally correspond
to the step-by-step construction of Φ(w).
Definition 2.4. Let w = w1 · · ·wn ∈ K and let (M,σ) = Φ(w) = φwn ◦ · · · ◦ φw1(M0, σ0).
• We call in-edges of (M,σ) the edges which are neither a left, right or top edge. Let E be the
set of in-edge of (M,σ). We define the mapping ηe from [n] to E as follows. For each step
wi, applying φwi makes the top-edge become an in-edge e of (M,σ), and we set ηe(i) = e.
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• Let V and F be the sets of inner vertices and inner triangles of M respectively. We define
the mapping ηvf from [n] to V ∪F as follows. If wi is an a-step or a b-step, then applying φwi
adds one inner triangle f to (M,σ) and we set ηvf(i) = f . If wi is a c-step, then applying
φwi adds one inner vertex v to (M,σ) (more precisely, either the top-left or top-right vertex
becomes an inner vertex v) and we let ηvf(i) = v.
• For an unmatched a-step (resp. b-step) wi, it is easy to see that the triangle ηvf(i) is incident
to a left (resp. right) edge e of (M,σ), and we set ηlr(i) = e.
Theorem 2.5 (Bijection: restricted case). The mapping Φ is a bijection between K and TP . More-
over, for a walk w ∈ K and its image Φ(w) = (M,σ), we have the following correspondences.
(i) The mapping ηe is a one-to-one correspondence between the steps of w and the in-edges of
(M,σ).
(ii) The mapping ηvf gives a one-to-one correspondence between the a-steps and b-steps of w and
the inner triangles M . The mapping ηvf is also gives a one-to-one correspondence between
the c-steps of w of type a (resp. b) with the white (resp. black) inner vertices of (M,σ).
(iii) The mapping ηlr gives a one-to-one correspondence between the unmatched a-steps (resp. b-
steps) of w and the left (resp. right) edges of (M,σ).
Theorem 2.5 will be proved in Section 8.2. The proof is based on a non-trivial reinterpretation
of a bijection of the first author [Ber07].
Note that Theorem 2.5 implies in particular that the subset K(0,0) of non-empty walks in K
ending at (0, 0) (i.e. non-empty words with no unmatched steps) is in bijection with the set T (0,0)P of
pairs (M,σ) ∈ TP with two outer edges. Upon removing the top-edge of (M,σ) ∈ T (0,0)P , we obtain
a site-percolated triangulation (without boundary). Clearly this operation allows to identify T (0,0)P
with the set of site-percolated loopless rooted triangulations such that the root-edge is oriented
from a white vertex to a black vertex. We summarize:
Corollary 2.6. The mapping Φ induces a bijection Φ0 between the set K(0,0) of non-empty walks
in K ending at (0, 0) and the set of site-percolated loopless rooted triangulations (without boundary)
such that the root-edge is oriented from a white vertex to a black vertex. Moreover, if w ∈ K(0,0)
and Φ(w) = (M,σ), then the mapping ηe gives a one-to-one correspondence between the steps of w
and the edges of M .
2.3 Bijection: general case
In this section, we generalize the bijection Φ to a larger class of Kreweras walks K ⊃ K. As a special
case, we obtain a bijective encoding of all site-percolated triangulations with a simple boundary
satisfying the root-interface condition.
Remember that K is the set of words in {a, b, c}∗ such that every c-step has both a matching
a-step and a matching b-step. We denote by K the set of words in {a, b, c}∗ such that every c-step
has at least one matching step. We now define the sets T P of percolated triangulations which are
in bijection with K.
Definition 2.7. We denote by T P the set of pairs (M,σ) such that
• M is in T (i.e. a rooted loopless triangulation with a simple boundary), and its outer edges
are marked as either active or inactive,
• the marking of the outer edges is such that the top-edge e is active, the root-edge e′ is inactive
(except in the case e′ = e), and the active edges are consecutive around the root-face of M ,
• σ is a site-percolation configuration satisfying the root-interface condition,
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φc
(a) (b)
e
er
Figure 5: (a) A pair (M,σ) in T P , and its percolation interfaces. The inactive edges are indicated
by crosses. (b) The mapping φc.
• the percolation path goes through all of the inner triangles incident to an active outer edge.
A pair (M,σ) in T P is represented in Figure 5(a). Note that TP can be thought as the subset of
pairs (M,σ) in T P such that all the non-root outer edges are active. Next, we define the mapping
Φ, which extends Φ from K to K. An example is given in Figure 6. Let φa, φb, φc, and (M0, σ0) be
as in Definition 2.2. For w = w1 · · ·wn in K, we define Φ(w) = φwn ◦ · · · ◦ φw1(M0, σ0), where φa,
φb, and φc are extensions of φa, φb, φc defined as follows.
• The mappings φa and φb are defined exactly as φa and φb: see Figure 4(a,b). The outer edges
created by applying φa and φb are marked as active.
• The mapping φc is defined on the set of pairs (M,σ) in T P with at least one active left or
right edge. For pairs (M,σ) such that there is both an active left edge and an active right
edge, the mapping φc does the same as φc: see Figure 4(c) (and the outer edges keep their
active/inactive status). For pairs (M,σ) without an active left edge, we consider the top-
edge e, the top-right vertex vr and the incident right edge er. The pair φc(M,σ) is obtained
by recoloring vr in white (so e becomes a left edge and er becomes the top-edge) and setting
the edge e to be inactive (while er remains active). This is illustrated in Figure 5(b). For
pairs (M,σ) without an active right edge, φc(M,σ) is defined symmetrically.
Remark 2.8. It is easy to check (by induction on the length of the walk w) that the numbers
of active left and right edges of Φ(w) are equal to the numbers of unmatched a-steps and b-steps
respectively. Moreover, for w = w1 · · ·wn ∈ K, each c-step wi of w ∈ K has at least one matching
a-step or b-step, so the prefix w′ = w1 · · ·wi−1 has at least one unmatched a-step or b-step. Thus
for w = w1 · · ·wn ∈ K, the composition Φ(w) = φwn ◦ · · · ◦ φw1(M0, σ0) is well-defined, in the sense
that the mapping φc is only applied to pairs (M,σ) ∈ Tp having at least one active left or right
edge.
Before stating the generalization of Theorem 2.5, we need some additional definitions.
Definition 2.9. Let w = w1 · · ·wn ∈ K and let (M,σ) = Φ(w). The c-steps of w having both a
matching a-step and a matching b-step are called matched, while those without a matching a-step
(resp b-step), are called unmatched c-step of type a (resp. type b).
We now extend Definition 2.4 of the mapping ηe, ηvf , and ηlr.
• We call in-edges of (M,σ) the edges which are not active outer edges, and we let E be the
set of in-edges. The mapping ηe : [n] → E is as in Definition 2.4: for each step wi, the
application of Φwi turns the top-edge into an in-edge e of (M,σ) and we denote ηe(i) = e.
• We call in-vertices the vertices not incident to an active outer edge. Let V be the set of
in-vertices and let F be the set of inner triangles. The mapping ηvf : [n] → V ∪ F is as in
15
Definition 2.4, except that if wi is an unmatched c-step, then we define ηe(i) to be the top-left
or top-right vertex which becomes an in-vertex by application of Φwi.
• The matching ηlr is defined as before (on the set of indices of unmatched a-steps and b-steps).
Theorem 2.10 (Bijection in the general case). The mapping Φ is a bijection between K and T P .
Moreover, if w ∈ K, and Φ(w) = (M,σ) then we have the following correspondences.
(i) The mapping ηe is a one-to-one correspondence between the steps of w and the in-edges of
(M,σ). Moreover, the unmatched c-steps of type a (resp. type b) correspond through ηvf to
the left (resp. right) inactive outer edges of M .
(ii) The mapping ηvf gives a one-to-one correspondence between the a-steps and b-steps of w and
the inner triangles M . Moreover, the unmatched a-steps (resp. b-step) correspond through
ηvf to the triangles incident to a white (resp. black) active outer-edge. The mapping ηvf also
gives a one-to-one correspondence between the matched c-steps of w of type a (resp. b) and
the white (resp. black) in-vertices of (M,σ). Moreover, the unmatched c-steps of type a (resp.
b) correspond to the white (resp. black) outer in-vertices.
(iii) The mapping ηlr gives a one-to-one correspondence between the unmatched a-steps (resp. b-
steps) of w and the left (resp. right) active edges of (M,σ).
b b b c a c c a a c
Figure 6: The construction of Φ(w) for w = bbbcaccaac. Inactive edges are indicated by crosses.
Theorem 2.10 is proved in Section 8.3. Note that the restriction of Theorem 2.10 to the set
K ⊂ K of walks is exactly Theorem 2.5. We now obtain another important specialization by
considering the subset
←−K ⊂ K of walks without any unmatched a-step nor unmatched b-step.
Definition 2.11. We denote by
←−TP the set of pairs (M,σ) such that
• M is in T (i.e. a rooted loopless triangulation with a simple boundary),
• σ is a site-percolation configuration satisfying the root-interface condition.
Clearly, the set
←−TP identifies with the set of elements in T P without active left edges nor active
right edges. Thus Theorem 2.10 immediately imply the following correspondence.
Corollary 2.12. The mapping Φ induces a bijection between the set
←−K of walks (walks such that
all the a-steps and b-steps are matched, and the all the c-steps have at least one matching step), and
the set
←−TP of percolated triangulations defined in Definition 2.11. Moreover, for a site-percolated
triangulation (M,σ) ∈ ←−TP and the corresponding walk w ∈ ←−K , we have the following correspon-
dences.
(i) The a-steps and b-steps of w are in one-to-one correspondence with the inner triangles M .
(ii) The matched c-steps of type a (resp. b) are in correspondences with the white (resp. black)
inner vertices of (M,σ).
(iii) The unmatched c-steps of type a (resp. b) are in one-to-one correspondence with the white
(resp. black) outer vertices not incident to the top-edge.
Remark 2.13. An important special case of Corollary 2.12 mentioned in the introduction, cor-
responds to site-percolated triangulations having all the outer vertices of the same color, except
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one. Precisely, Φ induces a bijection between site-percolated triangulations in
←−TP having n interior
vertices, and k+ 2 outer vertices of which only one is white (hence having 3n+ 2k+ 1 edges by the
Euler formula), and the set of all walks w having 3n + 2k steps in {a, b, c}, which start at (0, 0),
end at (0,−k) and stay in the quadrant {(x, y) |x ≥ 0, y ≥ −k}. This correspondence is illustrated
in Figure 1.
2.4 Future/past decomposition and an alternative description of the bijection
In this subsection we give an alternative presentation of the bijection Φ. We then define a canonical
decomposition of a site-percolated triangulation with a marked edge into two near-triangulations
separated by a cycle: a “past” near-triangulation and a “future” near-triangulation.
Alternative description of the bijection Φ. Consider the site-percolated maps Ta, Tb, Ta˜, Tb˜
represented in Figure 7, and that we shall call bricks. The bricks have both a root-edge indicated
by a single arrow, and a top-edge which is an oriented edge indicated by a double arrow.
root-edge root-edge root-edge root-edge
Ta Tb Ta˜ T˜b
top-edge top-edge
top-edge top-edge
Figure 7: The bricks Ta, Tb, Ta˜, and Tb˜.
Given a walk w in K, we consider the word w˜ = w˜1 · · · w˜n ∈ {a, b, a˜, b˜} obtained from w by
replacing every c-step of type a by a˜ and every c-step of type b by b˜. We then construct a site-
percolated near-triangulation Tw from the bricks Tw˜1 , . . . , Tw˜n by gluing them by the following
process (which is illustrated in Figure 8):
• For all i ∈ [n − 1] (in this order), we glue the top-edge of Tw˜i to the root-edge of Tw˜i+1
(respecting their orientation) and if the colors of the glued vertices differ, we keep the color
of the vertices of Tw˜i+1 . We denote by T˜w the site-percolated near-triangulation obtained at
this stage.
• The map T˜w has a root-edge (the root-edge of Tw˜1) and a top-edge (the top-edge of Tw˜n).
We call left-sides (resp. right-sides) of T˜w the edges-sides followed when turning around the
root-face of Tw in clockwise (resp. counterclockwise) direction from the root-edge to the top-
edge. The left-sides are said to be opening if they correspond to edges of bricks of the form
Ta or Tb and closing if they correspond to edges of bricks of the form Ta˜ or Tb˜. Note that the
sequence of opening and closing left-sides of T˜w (in clockwise order around the root-face) is
the same as the sequence of a-steps and c-steps in w. We say that an opening and a closing
left-side are matching if the corresponding a and c steps are matching. It is easy to see that
one can glue all the pairs of matching left-sides together in a planar manner. Symmetrically,
the opening and closing right-sides correspond to the b-steps and c-steps of w, and the pairs
of matching right sides can all be glued together in a planar manner. We denote by Tw the
site-percolated triangulation obtained at the end of this gluing process.
The color of the vertices of Tw are determined as follows: if a vertex v of Tw comes from
gluing the vertices v1, . . . , vk of T˜w together, we consider the last brick T of Tw incident to
one of these vertices (the bricks are considered ordered from Tw˜1 to Tw˜n), and v take the color
of the (unique) vertex vk incident to the last brick T .
17
Lastly, we mark as active (resp. inactive) the unmatched opening (resp. closing) sides of Tw.
a
a
a
b
b
b
bc c
cc
c
c
b
a
a
c
c
1
1
4
9
3
3
5
5
5
5
5 6
56
7
8
8
1
43
5
6
7 8
T˜w Tw
top-edge
top-edge
root-edgea
root-edge
cc
root-edge
2
1
9
top-edge
2
Figure 8: Alternative description of the bijection Φ for the walk w = acabbaabbcaccbca. Here w˜ =
ab˜abbaabba˜ab˜b˜cba˜a. Left: the triangulation with boundary T˜w, with the left and right sides labeled
by the steps of w they correspond to (so that closing sides are labeled by the letter c). Middle:
the matching of the opening and closing sides (indicated by dashed lines), and the identification
of vertices that gluing these sides in pair will imply. The unmatched closing sides are marked by
a cross. Right: the map Tw obtained by gluing the matching sides. The triangulation Tw has 9
vertices, that we labeled (arbitrarily) from 1 to 9; these are the label given in the middle figure.
Moreover, for all v ∈ [9], the “last vertex” v′ of T˜w corresponding to v is boxed in the middle figure
(as defined above, the color of this last vertex v′ in T˜w determines the color of v in Tw).
The following result is proved in Section 8.4.
Proposition 2.14. For any walk w ∈ K, the site-percolated near-triangulations Φ(w) and Tw are
equal.
Remark 2.15. An interesting special case of the bijection Φ is for walks w in K having no con-
secutive c-step. In this case, the walk w belongs to the set of words {a, b, ac, bc}∗, and instead
of considering the bricks Ta, Tb, Ta˜, and Tb˜ as above, one can consider the “blocks” Ta, Tb, T˜ac,
and T˜bc represented in Figure 9. This special case of Φ can easily be identified with the version of
Mullin’s bijection described in [She16b].
root-edge root-edge
Ta Tb T˜ac
top-edge top-edge
T˜bc
a a
root-edge
top-edge
c
top-edge
c
root-edge
Figure 9: The “blocks” Ta, Tb, T˜ac, T˜bc relevant when Φ is applied to w ∈ {a, b, ac, bc}∗ ⊂ K.
Future/past decomposition. We will now define a canonical decomposition of a site-percolated
triangulation with a marked edge into two near-triangulations separated by a cycle: a “past” near-
triangulation and a “future” near-triangulation.
Let w ∈ K be a Kreweras walk returning to (0, 0), and let (M,σ) = Φ(w) be the corresponding
site-percolated triangulation. Recall that each step of w corresponds to an edge of M via the
mapping ηe. Given a decomposition w = uv of w into a prefix u and a suffix v, we will now describe
the corresponding decomposition of (M,σ) in two parts: one part called “past” made of the edges
of M corresponding to the steps in u, and another part called “future” made of the edges of M
corresponding to the steps in v.
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Observe that all the c-steps of u are matched (hence u is in K), and that all the a-steps and
b-steps of v are matched. Now consider the c-steps of v having neither a matching a-step nor
a matching b-step: these c-steps separate (possibly empty) subwords of v in
←−K . Let us write
v = v1cv2c · · · cvk with vi ∈ ←−K this decomposition. Let (M,σ) = Φ(w), let (P, α) = Φ(u), and
let (Qi, βi) = Φ(vi). We now describe the process for obtaining (M,σ) from the pairs (P, α) and
(Qi, βi). This process is illustrated in Figure 10.
Q1
Q2
Q3
Q4
P
unmatched c-steps of type a
unmatched c-steps of type b
“Past”
“Future”
Figure 10: The future/past decomposition of (M,σ) = Φ(uv). Here (P, α) = Φ(u) corresponds
to the ”past”, while the site-percolated triangulation with boundary (Q, β) obtained by gluing
(Q1, β1) = Φ(v1), . . . , (Qk, βk) = Φ(vk) together corresponds to the “future”.
We denote by (Q, β) the site-percolated near-triangulation obtained by gluing together the maps
(Q1, β1), . . . , (Qk, βk) according to the following future rule. For all i ∈ [k−1], if the c-step between
the subwords vi and vi+1 is of type a (resp. type b) in w, then the top-right (resp. top-left) vertex
of (Qi, βi) is recolored in white (resp. black) and glued to the white (resp. black) endpoint of the
root-edge of (Qi+1, βi+1). We take the root-edge of (Q, β) to be the root-edge of (Q1, β1) and we
call top-edge of (Q, β) the top-edge of (Qk, βk). We call left-sides (resp. right-sides) of (Q, β) the
edge-sides followed while walking around the root-face of (Q, β) in clockwise (resp.counterclockwise)
direction from the root-edge to the top-edge. We claim that the number n` of left edges of (P, α)
is equal to the number n′` of left-sides of (Q, β). Indeed n` is the number of unmatched a-steps of
u, while n′` is the number of c-step of v without a matching a-step. Similarly, the number nr of
right edges of (P, α) is equal to the number n′r of right-sides of (Q, β). We can now state our result,
which is proved in Section 2.14
Proposition 2.16. Let w = uv be a walk in K returning to (0, 0). With the above notation, the
site-percolated near-triangulation (M,σ) = Φ(w) is obtained by first gluing the top-edge of (P, α)
to the root-edge of (Q, β), and then gluing the left and right edges of (P, α) to the non-top outer
edges of Q in the unique planar manner, while keeping the color of the outer vertices of (Q, β)
(irrespective of the color of the vertices of (P, α) to which they are glued).
2.5 Bijection: infinite case
Infinite planar maps and the UIPT. In this section we consider infinite planar maps. We call
infinite graph, a graph with an infinite but countable number of vertices and edges, which is locally
finite (that is, every vertex has finite degree). An infinite graph G is said to be one-ended if for any
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finite subgraph H, G\H contains exactly one infinite connected component. We call infinite planar
map an embedding of an infinite planar graph in the sphere without edge crossing, considered up
to orientation-preserving homeomorphism. An infinite planar map is rooted if an edge is marked
and oriented. Note that a one-ended infinite planar map M can be drawn in the sphere with a
single accumulation point; equivalently M can be drawn in the plane without accumulation point.
An infinite triangulation is a infinite planar map such that every face has degree 3.
Definition 2.17. We denote by T ∞ the set of rooted one-ended infinite loopless triangulations.
We denote by T ∞P the set of pairs (M,σ) such that M is in T ∞, and σ is a coloring of its vertices
in black and white.
Recall that in [AS03], Angel and Schramm defined the uniform infinite planar triangulation
(UIPT) of types I, II, and III. The UIPT of type II, which is also called the loopless UIPT, is a
probability measure on the set of infinite rooted loopless planar triangulations, which corresponds
to the local limit of finite loopless triangulations. By this, we mean that for any k ∈ N the
probability distribution Pk of the ball of radius k (for the graph distance) around the root-vertex
of the UIPT is equal to the limit in law of the probability distribution Pk,n of the ball of radius
k around the root-vertex of a uniformly random rooted loopless triangulation with n vertices. In
[Ang03, Ang05], Angel further considered the critical site-percolated loopless UIPT, in which the
vertices of the UIPT (of type II) are independently colored in black and white with probability 1/2.
The UIPT (of any type) is almost surely one-ended, hence the critical site-percolated loopless UIPT
is almost surely in T ∞P . Therefore we may view the law of the UIPT as a probability distribution
on T ∞.
Definition 2.18. The UIPT distribution on T ∞ is defined to be the law of the UIPT viewed as a
probability distribution on T ∞. We say that an element (M,σ) of T ∞P has been sampled from the
distribution of the percolated UIPT if M has the law of the UIPT on T ∞ and σ is a uniform and
independent coloring of the vertices of M .
A near-triangulation with infinite boundary, is a one-ended infinite map with every face of de-
gree 3, except one face of infinite degree. It is a near-triangulation with infinite simple boundary
if the boundary of the infinite face is a simple (bi-infinite) path. Such maps are sometimes said to
have half-plane topology, since they can be drawn in the plane without accumulation points with
the infinite face being the half plane R× R+.
Infinite Kreweras walks and normality. We denote by {a, b, c}Z the set of bi-infinite words on
the alphabet {a, b, c} (that is, words whose steps are indexed by Z). For w ∈ {a, b, c}Z, we denote
by w− = . . . w−2w−1 the infinite prefix of w made of all steps indexed by negative integers, and
we denote by w+ = w0w1 . . . the infinite suffix of w made of all steps indexed by non-negative
integers. As before we identify words in {a, b, c}Z with infinite lattice walks in Z2 with steps
a = (1, 0), b = (0, 1), and c = (−1,−1) such that the steps are indexed by Z and the position of
the walk just before step w0 is (0, 0).
We call a word in {a, b, c}Z fully-matched if every a-step and every b-step has a matching c-step,
and every c-step has both a matching a-step and a matching b-step. Let w = w−w+ ∈ {a, b, c}Z
be a fully matched word. We call cut-time of w+ a c-step of w+ such that its matching a-step and
b-step are both in w−. We call split-time of w− a step w−k such that the subword w−kw−k+1 · · ·w−1
is in K. We call w ∈ {a, b, c}Z normal if it is fully-matched, and moreover w+ has infinitely many
cut-times, and w− has infinitely many split-times. We denote by K∞ the set of normal words
w ∈ {a, b, c}Z. We will prove the following result in Section 8.9.
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Lemma 2.19. Let w ∈ {a, b, c}Z be a random word such that the steps are sampled uniformly and
independently at random. Then w ∈ K∞ (i.e., w is normal) with probability 1.
We will typically sample words from the distribution of the above lemma, which motivates the
following definition.
Definition 2.20. The uniform distribution on {a, b, c}Z is defined to be the probability distribution
where the steps are sampled uniformly and independently at random. By Lemma 2.19, we may view
the uniform distribution as a distribution on K∞, and we will call it the uniform distribution on
K∞.
Bijection in the infinite setting. Let w = w−w+ ∈ K∞ be an infinite normal Kreweras walk.
Consider the decomposition w+ = w+1 cw
+
2 cw
+
3 c . . . with the subwords w
+
i separated by cut-times
of w+ (and containing no cut-times), and the decomposition w− = . . . w−3 w
−
2 w
−
1 with the subwords
w−i starting with a split-time of w
− (and containing no other split-time). Since w is normal, all
the subwords w−i and w
+
i are finite. Note moreover that for all i, w
+
i is in
←−K and w−i is in K.
We let Φ(w−i ) = (Pi, αi) ∈ TP and Φ(w+i ) = (Qi, βi) ∈ T P . To w we associate two site-percolated
near-triangulations:
• The past site-percolated near-triangulation (M−, σ−) (corresponding to w−) is obtained by
gluing the root-edge of (Pi, αi) to the top-edge of (Pi+1, αi+1) for all i ≥ 1.
• The future site-percolated near-triangulation (M+, σ+) (corresponding to w+) is obtained by
applying the future rule described in Section 2.4 to the sequence of pairs (Qi, βi).
By definition, (M−, σ−) and (M+, σ+) are near-triangulations with infinite boundaries.
The past and future site-percolated near-triangulations can be glued as in Figure 10: the top-
edge of M− (i.e. the top-edge of P1) is glued to the root-edge of M+ (i.e. the root-edge of Q1), and
then the other outer edges of M− are glued to the other outer edges of M+, with the colors of the
vertices in M+ determining the color of the glued vertices. This creates an infinite site-percolated
loopless triangulation with a marked edge (the root-edge of M+) that we denote by Φ∞(w). It is
easy to see that Φ∞(w) is in T ∞P . Given w ∈ K∞, and (M,σ) = Φ∞(w), we define the bijections
ηe : Z → E and ηvf : Z → V ∪ F as in Definition 2.4, where V,E, F are the set of vertices, edges
and faces of M respectively.
The following result is proved in Section 8.9.
Theorem 2.21. Let w ∈ {a, b, c}Z, and assume the steps of w are sampled uniformly and inde-
pendently at random. Recall that w is normal (equivalently, w ∈ K∞) with probability 1, so the
infinite site-percolated triangulation Φ∞(w) ∈ T ∞P is well-defined almost surely. We consider the
random infinite rooted triangulation (M,σ) obtained from Φ∞(w) by taking the marked edge as the
root-edge and orienting it with probability 1/2 in either direction. Then (M,σ) is distributed like
the percolated UIPT (Definition 2.18). Furthermore, the walk w is almost surely determined by
(M,σ).
Remark 2.22. Observe from Theorem 2.21, that although the mapping Φ∞ is not a bijection
between K∞ and T ∞P (for instance, percolated triangulations with every vertex white are not in
the image), it is a (measure preserving) bijection between two subsets of measure 1. Observe
also that for (M,σ) ∈ T ∞P chosen according to the percolated UIPT distribution, the past and
future site-percolated near-triangulations (M−, σ−) and (M+, σ+) are almost surely determined by
(M,σ).
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3 Discrete dictionary I: Spine-looptrees decomposition
In this section, we explore the geometry of the percolation path of a percolated triangulation (M,σ)
in T P or T ∞P . In Section 3.1, starting from a (finite) percolated triangulation (M,σ) ∈ T P we
define a submap Spine(M,σ) encoding the geometry of percolation path. In Section 3.2 we explain
how this submap can be obtained directly as a function of the walk w = Φ
−1
(M,σ). The infinite
volume case is treated in Section 3.3.
3.1 Spine-looptrees decomposition of a site-percolated triangulation
Let us first define precisely the geometric information we will capture about the percolation path.
Definition 3.1. Let (M,σ) ∈ T P , and let T be the set of inner triangles on the percolation path.
We denote by Spine(M,σ) the site-percolated map obtained from (M,σ) by
1. deleting all the inner edges not incident to one of the triangles in T ,
2. replacing each unicolor edge incident to two triangles in T by a double edge,
3. replacing each unicolor inactive outer edge incident to a triangle in T by a double edge.
The outer edges of Spine(M,σ) can be identified with the outer edges of M , and are still marked as
either active or inactive.
(M,σ) Spine(M,σ)
Figure 11: A percolated near-triangulation (M,σ) ∈ T P , and the associated site-percolated map
Spine(M,σ). The percolation path is indicated by a bold line, and the inactive outer edges are
indicated by crosses.
The definition of Spine(M,σ) is illustrated in Figure 11. The percolated map Spine(M,σ) has
three parts: the white cluster, the black cluster, and the set of bicolor edges. As we now explain, it is
natural to think of Spine(M,σ) as a “shuffle of two looptrees” (corresponding to the two clusters)
as represented in Figure 12. We will then show that this shuffle of two looptrees is bijectively
encoded by the walk in Z2 obtained from w = Φ−1(M,σ) by replacing each “cone excursion” by a
single step.
A discrete looptree is a rooted map such that every edge is incident both to the root-face and to
an inner face. A discrete looptree is represented in Figure 13. Clearly, each inner face of a discrete
looptree is bounded by a simple cycle, that we call a bubble. Discrete looptrees can therefore be
thought as obtained by gluing simple cycles along vertices in a tree-like fashion. Looptrees have
been used extensively by Curien et al. to study the peeling process on the UIPT [CK14, CK15].
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Figure 12: Generic decomposition of the percolated map Spine(M,σ) as a “shuffle” of two discrete
looptrees. Note that the active left (resp. right) edges of M are bridges of the white (resp. black)
cluster of Spine(M,σ), but that there is no other bridges in these clusters.
To a discrete looptree L with k edges, we associate the clockwise code cw-code(L), which is a
lattice path on Z defined as follows. The path cw-code(L) starts at 0 and has k steps s1, . . . , sk cor-
responding to the k edges e1, . . . , ek followed when turning around L in clockwise direction starting
just after the root-edge (so that the root-edge is ek): if ei is the last edge of a bubble with d edges
then si = −d + 1, and otherwise si = 1. The clockwise code is given in Figure 13. The coun-
terclockwise code ccw-code(L) is defined similarly excepts one turns around L in counterclockwise
direction (the root-edge being still visited last). We omit the proof of the following easy lemma.
Lemma 3.2. The mapping cw-code (resp. ccw-code) is a bijection between discrete looptrees and
the set of lattice paths on Z starting and ending at 0, remaining non-negative, and having steps at
most 1.
(a) (b)
clockwise-code
Figure 13: (a) A discrete looptree L. (b) The clockwise-code cw-code(L).
Note that for any percolated near-triangulation (M,σ) ∈ T P , the white (resp. black) cluster of
Spine(M,σ) is made of a sequence of discrete looptrees attached to the path made of the active left
(resp. right) outer edges of M . The two clusters are attached along the sides of the triangles on
the percolation path, so that Spine(M,σ) can be thought as a shuffle of two sequences of discrete
looptrees. Figure 12 represents the generic situation.
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3.2 Spine-looptrees decomposition as a function of the Kreweras walk
We now describe a way to construct a site-percolated map Spine(w) from a walk w in K. We will
then show that Spine(M,σ) = Spine(w) for (M,σ) = Φ(w). Let w = w1 · · ·wn ∈ K. If wk is a
c-step and wi is a matching a-step or b-step, we say that the steps wi+1 · · ·wk−1 are enclosed by
the matching wi, wk. Let wk be a c-step and let wi and wj be its matching steps with i < j < k.
We say that wi, wk form a far-matching (and we say that wi is far-matched), while wj , wk form a
close-matching (and wj is close-matched). If the c-step wk has a unique matching step wj , then
the matching wj , wk is considered a close-matching.
Let us describe the geometry of the subwalk w′ = wj , wj+1, . . . , wk bounded by a close-matching
wj , wk. Note first that all the a-steps and b-steps of w
′ have a matching c-step in w′ (because both
matching steps of wk appear before wj+1). Moreover, if wj is an a-step (resp. b-step), then all the
c-steps in w′ have a matching a-step (resp. b-step) in w′ (because wj , wk are matching). Thus w′ is
in
←−K . Moreover considering w′ as a lattice walk, all the steps wj+1, . . . , wk−1 are strictly above and
to the right of the step wk, but wj is not. In fact, these properties exactly characterize subwalks
bounded by a close-matching; see Figure 14. We call w′ the cone excursion starting at wj . The
size of the cone excursion w′ is its number of steps k − j + 1 (which is ≥ 2), and its height is the
distance between its starting point and ending point (which is ≥ 1).
wj=a
wk=c wk=c
wj=b
Figure 14: Left: cone excursion wj , wj+1, . . . , wk starting with an a-step. Right: cone excursion
wj , wj+1, . . . , wk starting with a b-step.
Definition 3.3. Let w ∈ K. We call spine step of w an a-step or b-step which is not enclosed by
any close-matching.
• We denote by pi(w) the subword of w made of its spine steps.
• We denote by T (0), T (1), . . . , T (s) ∈ N the indices of the spine steps of w, so that pi(w) =
wT (0)wT (1)wT (2) · · ·wT (s).
• We denote by pi(w) the word on the infinite alphabet {a, b} ∪ {a¯k, b¯k, k ≥ 1} obtained from
pi(w) by replacing each close-matched a-step (resp. b-step) wi by b¯k (resp. a¯k), where k is the
height of the cone excursion starting at wi.
We identify pi(w) with a walk in Z2 starting at (0, 0) and with steps a = (1, 0), b = (0, 1),
a¯k = (−k, 0), and b¯k = (0,−k). This walk is obtained from the walk w by replacing each (maximal)
cone excursions by single steps with the same endpoints. This is represented in Figure 15. Next,
we define Spine(w) in terms of pi(w).
Definition 3.4. Let w ∈ K having i unmatched a-steps, j unmatched b-steps, i′ unmatched c-steps
of type a, and j′ unmatched c-steps of type b.
• We denote by pi`(w) the word on Z obtained from pi(w) by deleting the steps in {b}∪{b¯k, k ≥
1}, replacing the steps a by 1 and replacing the steps a¯k by −k for all k, and finally adding i′
steps 1 at the beginning and one step −i at the end.
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c
a
b
w = abbcabaabccaccabc p̂i(w) = aba¯1b¯2aa¯1
a
b
b¯k
a¯k
p̂i`(w)
p̂ir(w)
Figure 15: The walk w = abbcabaabccaccabc ∈ K, and the corresponding walk pi(w).
• We denote by pir(w) the word on Z obtained from pi(w) by deleting the steps in {a}∪{a¯k, k ≥
1}, replacing the steps b by 1 and replacing the steps b¯k by −k for all k, and finally adding j′
steps 1 at the beginning and one step −j at the end.
• We denote by pis(w) the word on {a, b} obtained from pi(w) by replacing every step in {a} ∪
{a¯k, k ≥ 1} by a and every step in {b} ∪ {b¯k, k ≥ 1} by b.
Definition 3.4 is illustrated in Figure 16 (left). Roughly speaking, pi`(w) and pir(w) encode the
projection of pi(w) on the x-axis and y-axis respectively (modulo time change because we do not
record the 0 steps), and pis(w) encode the way these two walks are shuffled. Note that pi`(w) and
pir(w) are walks on Z starting and ending at 0, and remaining non-negative (moreover their steps
are at most 1 and only the last step can be 0).
Definition 3.5. Let w ∈ K. We denote by Spine(w) the site-percolated map obtained as follows.
• Let L`(w) and Lr(w) be the discrete looptrees such that ccw-code(L`(w)) = pi`(w), and
cw-code(Lr(w)) = pir(w). We color in white the vertices of L`(w) and in black the vertices
of Lr(w). We call inactive the i
′ + 1 (resp. j′ + 1) first outer edges of L`(w) (resp. Lr(w))
in counterclockwise (resp. clockwise) order around its root-face, starting with the root-edge.
The other edges are called active.
• Let Ps(w) be the site-percolated triangulation Φ(pis(w)). We denote by Spine(w) the map
obtained by gluing the left edges of Ps(w) to the active edges of L`(w), gluing the right edges
of Ps(w) to the active edges of Lr(w), and then deleting the root-edges of L` and Lr.
The map Ps(w) viewed as a submap of Spine(w) is called the spine of Spine(w).
Definition 3.5 is illustrated in Figure 16 (left column and bottom row). We now state the main
result of this section.
Theorem 3.6. Let w be a walk in K and let (M,σ) = Φ(w) be the associated site-percolated
triangulation. Then the site-percolated maps Spine(M,σ) (obtained by Definition 3.1) and Spine(w)
(obtained by Definition 3.5) are equal. Moreover, we have the following correspondences.
(i) The spine-steps of w, are in one-to-one correspondence, via the mapping ηvf , with the tri-
angles on the percolation path of (M,σ). Equivalently, the steps of pi(w) are in one-to-one
correspondence with the bicolor triangles of Spine(M,σ).
(ii) The steps a¯k (respectively, b¯k) of pi(w), or equivalently the spine b-steps (respectively, a-steps)
of w starting a cone excursion of w of height k, are in one-to-one correspondence with the
white (resp. black) inner faces of Spine(M,σ) of degree k + 1.
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w = abcaacabbaaabccbabaabbccacaccbabbccaabcc
pi(w) = aa¯1ab¯1abbab¯1bb¯2baa¯2b¯1
pi`(w) = (1,−1, 1, 1, 1, 1,−2,−2) pir(w) = (1,−1, 1, 1,−1, 1,−2, 1,−1, 0)
pis(w) = aaababbabbbbaab
Φ
Spine(M,σ)
Spine(w)
(M,σ)
cw-codeccw-code
Φ
L`(w) Lr(w)
Ps(w)
Figure 16: This figure illustrates Theorem 3.6. The top row represents a walk w ∈ K and the
corresponding percolated triangulation (M,σ) = Φ(w). The walk w has i = 2 (resp. j = 0)
unmatched a-steps (resp. b-steps) and i′ = 0 (resp. j′ = 1) unmatched c-steps of type a (resp.
b). The right column shows how to obtain Spine(M,σ). As usual, inactive edges are indicated by
crosses. The left column shows how to obtain Spine(w): we find the words pi`(w), pir(w) and pis(w),
and then we compute the maps L`(w), Lr(w), and Ps(w), before gluing them together (bottom
row).
(iii) By (ii), each step x of pi(w) of the form a¯k or b¯k corresponds to both a bicolor triangle t and to
a unicolor face f of Spine(M,σ). Furthermore, the site-percolated near-triangulation (M ′, σ′)
of (M,σ) formed of t and all the vertices and edges of (M,σ) inside and on the boundary of
f is equal to Φ(w′), where w′ is the cone excursion of w corresponding to x.
Theorem 3.6 is illustrated in Figure 16. It is proved in Section 8.5. As Theorem 3.6 shows,
the site-percolated map Spine(M,σ) is very naturally encoded by the walk pi(w) obtained from by
w = Φ
−1
(M,σ) by replacing each maximal cone excursion by a single step.
Remark 3.7. We can reformulate Property (iii) in Theorem 3.6 as follows. Let f be the unicolor
face of Spine(M,σ) associated with a step x on the form a¯k or b¯k, let w
′ be the cone excursion
associated with x, and let w′′ be obtained from w′ by removing the first letter (which is a or b) and
the last letter (which is c). If w′′ is the empty word, then f has boundary length 2 and there are no
vertices of M which are enclosed by f (recall steps 2 and 3 in Definition 3.1 for this convention.).
If w′′ is not the empty word, then consider the submap S formed of all the vertices and edges of
(M,σ) inside and on the boundary of f . We choose the root-edge of S to be the edge e0 of S
incident to t, and we change the color of one of the endpoints of e0 so that this edge goes from a
white to a black vertex. The resulting site-percolated near-triangulation (M ′′, σ′′) is in T P , and
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Property (iii) implies that (M ′′, σ′′) = Φ(w′′). See also Figure 41.
We can now use this property to define a total order on the set E(M) of edges of M . This
ordering is defined recursively as follows. In the setting above, if e1, e2 are two edges on the
percolation path, then e1 is ordered before e2 if and only if e1 is crossed before e2 by the percolation
path. For any triangle t on the percolation path as above, exactly two edges of t are crossed by
the percolation path. Let e1 (resp. e2) be the edges on t which is crossed first (resp. last). In the
case where w′′ is empty, we order the third edge of t after e1 and before e2. In the case where w′′ is
non-empty, all the edges of (M ′′, σ′′) are ordered after e1 and before e2, and the relative order of the
edges of (M ′′, σ′′) is determined iteratively by considering Spine(M ′′, σ′′). It follows from Property
(iii) that the ordering on E(M) defined in this recursive manner equals the one determined by ηe.
Relation with other constructions in the literature. Let us mention a connection between
our bijection Φ, and the peeling process which has been used extensively to study the percolation
model on random maps. The peeling process is a way of constructing a percolation path of a random
site-percolated triangulation “one triangle at a time”. If one endows the set of finite site-percolated
triangulations with a Boltzmann distribution, then the law of the peeling process takes a simple
form. See Section 9.1.4 for the definition of the critical Boltzmann triangulation. Here we have
shown that Spine(w) encodes the law of the percolation path, and hence is closely related to the
peeling process: in fact, the law of the peeling process is given by the law of the path pi(w) (via the
correspondences (i-iii) of Theorem 3.6). As explained above, Φ(w) can be obtained from Spine(w)
by filling each monochromatic face of Spine(w) by the site-percolated triangulations encoded (via
the bijection Φ) by the cone excursions corresponding to the negative steps of pi(w). This shows
that the bijection Φ can be thought as a “recursive”, “space-filling” version of the peeling process.
We use this in our proof of Lemma 9.13, and refer to that proof for further details.
Let us also mention a connection between our bijection Φ, and Mullin’s bijection [Mul67] which
underlies the influential “inventory” construction of Sheffield [She16b]. Mullin’s bijection can be
interpreted as a bijection between the set A of walks on N2 starting and ending at (0, 0) and made
of steps in {(1, 0), (0, 1), (−1, 0), (0,−1)} and the set B of rooted maps with a marked spanning tree.
Now consider the subset H of K made of walks in w ending at (0, 0) and having no consecutive
c-steps. For w ∈ H, pi(w) is simply obtained from w by replacing the subwords ac and bc by
b¯1 = (0,−1) and a¯1 = (−1, 0) respectively. In fact, pi induces a bijection between H and A.
Moreover for w ∈ H the unicolor faces of Spine(w) all have degree 2, and Φ(w) is obtained from
Spine(w) by collapsing each unicolor face into a single edge. Thus for w in H, the map Φ(w) has
one white cluster which is a tree, one black cluster which is a tree, and a path of bicolor triangles
“snaking” between the two trees. As observed in Remark 2.15, this is essentially the version of
Mullin’s bijection described in [She16b]. In order to get an element of B from Φ(w) (and recover
Mullin’s bijection) one needs to keep the white vertices, the unicolor white edges (which form the
marked spanning tree), and also add the dual of every unicolor black edge: every black edge is the
diagonal of a square made of two bicolor triangles and needs to be replaced by the other diagonal of
that square. Conversely, one can also view the bijection Φ as a special case of Mullin’s bijection by
replacing each step c by a sequence of two steps (−1, 0), (0,−1) in a suitable order. See [GHS16a,
Section 3.2] for details. Using this relation greatly simplifies the analysis of distances in the so-called
mated-CRT map for γ =
√
8/3 in [GHS16a].
3.3 Spine-looptrees decomposition in the infinite volume setting
In this section, we give an analogue of Theorem 3.6 in the infinite volume setting. To be more
precise, we will consider the percolation path of the “past” near-triangulation associated to w ∈
{a, b, c}Z.
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Let w ∈ K∞. We write w = w−w+ as in Section 2.5. Let (M,σ) = Φ∞(w) ∈ T ∞P , and let
(M−, σ−) be the past site-percolated near-triangulation associated to w− (see Section 2.5). Recall
that M− is a near-triangulation with an infinite simple boundary. Moreover the marked top-edge
separates the boundary into two semi-infinite paths: the left-boundary with black vertices, and the
right-boundary with white vertices. Hence, there is a single infinite percolation path of (M−, σ−)
ending at the top-edge. We now define Spine(M−, σ−) as in Definition 3.1.
Recall that (M−, σ−) is obtained by gluing together the site-percolated near-triangulations
(Pi, αi) ∈ TP corresponding to the finite walks w−i ∈ K in the decomposition w− = . . . w−3 w−2 w−1
at split-times. Hence the percolation path γ of (M−, σ−) is the concatenation of the percolation
paths of the finite maps (Pi, αi), and γ goes through all the triangles incident to the outer edges of
M−. Also, Spine(M−, σ−) is made by concatenating all the percolated maps Spine(Pi, αi).
We now explain how to obtain Spine(M−, σ−) directly from w−.
Definition 3.8. Let w− = . . . w−2w−1 ∈ {a, b, c}Z<0 be a word whose letters are indexed by negative
integers. We call spine step of w an a-step or a b-step which is not enclosed by any close-matching.
• We denote by pi(w−) the subword of w− made of its spine steps.
• We denote by . . . , T (−2), T (−1), T (0) ∈ Z<0 the times associated with the spine steps of w−,
so pi(w−) = . . . wT (−2)wT (−1)wT (0).
• We denote by pi(w−) the word on the infinite alphabet {a, b} ∪ {a¯k, b¯k, k ≥ 1} obtained from
pi(w−) by replacing each close-matched a-step (resp. b-step) wi by b¯k (resp. a¯k), where k is
the height of the cone excursion starting at wi.
• We denote by pis(w−) the word obtained from pi(w−) by replacing the letters in {a}∪{a¯k, k ≥
1} by a and the letters in {b} ∪ {b¯k, k ≥ 1} by b. We denote by pi`(w−) (resp. pir(w−) ) the
word obtained from pi(w−) by replacing the letters a (resp. b) by 1, replacing the letters a¯k
(resp. b¯k) by −k, and deleting the letters in {b} ∪ {b¯k, k ≥ 1} (resp. {a} ∪ {a¯k, k ≥ 1}).
A discrete forested line is a collection of discrete looptrees, each associated to a different integer
n ∈ Z called its root. We now associate discrete forested lines to pi`(w−) and pir(w−). Let L˜ be the
lattice walk on Z ending at 0 having steps given by pi`(w−). We denote by (L˜m)m∈Z≤0 the successive
values of L˜ (so that, L˜0 = 0). An excursion interval for L˜ is an interval I = {m1,m1 + 1, . . . ,m2}
of Z≤0 such that m1 ≤ m2 and
L˜m1 = L˜m2 < inf{L˜m : m ∈ {m1 + 1, . . . ,−1, 0} \ {m2}}.
We call level of the excursion I the value L˜m1 = L˜m2 . Because w is normal, the walk L˜ has one
excursion interval In of each level n ∈ Z≤0. We now associate to L˜ a discrete forested line made of
the discrete looptrees Ln = ccw-code
−1(L˜|In) with root n for all n in Z≤0, where L˜|In is the subwalk
of L˜ corresponding to the interval In. We finally create a map L`(w
−) as follow: we consider a
semi-infinite path P with vertices v0, v−1, v−2, . . . and we attach the root of the looptree Ln to vn,
on the right of P (with P oriented toward v0). This is represented in Figure 17.
Similarly, we can consider the walk R˜ ending at 0 having steps given by pir(w
−). This walk has
one excursion I ′n of each level n ∈ Z≤0. We then consider the discrete forested line made of the
discrete looptrees L′n = cw-code
−1(R˜|I′n) of root n for all n in Z
≤0. We finally create a map Lr(w−)
by creating a semi-infinite path P ′ with vertices v′0, v′−1, v′−2, . . . and attaching the root of L′n to
v′n, on the left of the path P ′ (with P ′ oriented toward v′0).
We now define Spine(w−) similarly as in the finite case given by Definition 3.5; see Figure 16
for the finite volume case. More precisely, we denote Ps(w
−) the site-percolated triangulation
corresponding to the walk pis(w
−). We glue the vertex v0 of L`(w−) to the top-left vertex of
Ps(w
−) and we glue the vertex v′0 of Lr(w−) to the top-right vertex of Ps(w−). We then glue the
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L˜L`(w
−)
L0
L−2
L−5
L−6
I−2
I−5
I−6
I0
v0
v−2
v−3
v−4
v−5
v−6
v−1
Figure 17: Left: The walk L˜ associated to pi`(w
−). Right: the corresponding forested line L`(w−).
Each looptree of L`(w
−) corresponds to an excursion of L˜ via the clockwise code. We have also
drawn a canonical path Pv (in red) from a vertex v of L`(w
−) to −∞. Note that the height of walk
L˜ describes how the length the canonical path Pv varies as one trace the contour of L`(w
−).
left edges of Ps(w
−) to the edges on L`(w−) in a planar manner (with all vertices of L`(w−) colored
white) and we glue the right edges of the Ps(w
−) to the edges on L`(w−) in a planar manner (with
all vertices of Lr(w
−) colored black). The resulting map Spine(w−) is a site-percolated map with
half-plane topology.
The following result is the infinite volume analogue of Theorem 3.6.
Theorem 3.9. Let w− ∈ {a, b, c}Z<0 be such that the steps are sampled uniformly and indepen-
dently at random. Almost surely, w− has infinitely many split-times, hence the associated past
percolated near-triangulation (M−, σ−) is well-defined. Moreover the infinite site-percolated maps
Spine(M−, σ−) and Spine(w−) are the same almost surely. Furthermore, the correspondences (i-iii)
of Theorem 3.6 still hold (with (M,σ) replaced by (M−, σ−) and w replaced by w−).
Theorem 3.9 follows immediately from Theorem 3.6 by decomposing w− = . . . w−3 w
−
2 w
−
1 at
split-times, and applying Theorem 3.6 to each finite walk w−i .
Remark 3.10. By definition, a downward jump of L˜ corresponds to the completion of a loop of a
looptree of L`(w
−). Hence, downward jumps occur when one visits a cut-vertex of L`(w−) for the
second (or more) time when tracing the contour of L`(w
−); see Figure 17. By Theorem 3.9, the cut-
vertices of L`(w
−) correspond to pivotal point of the outer white cluster of (M−, σ−) (see Section 5.5
for definitions of pivotal points). Thus, downward jumps of L˜ and R˜ correspond to pivotal points
of outer clusters of (M−, σ−). This property will be important to prove the convergence of the
counting measure on pivotal points.
4 Discrete dictionary II: Exploration tree
In this section, we describe how to associate to a percolated near-triangulation (M,σ) ∈ T P a
spanning tree τ∗ of the dual map M∗. The spanning tree τ∗, called exploration tree, is related to
an exploration of the map M∗ which “tries to follow the percolation interfaces whenever possible”.
The mapping ∆M which associates the exploration tree τ
∗ to the percolation configuration σ is
a bijection between inner colorings of M and DFS-trees of M∗ (see Theorem 4.8 for a precise
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statement).6 We will first establish important properties of the exploration tree τ∗ and of the
mapping ∆M in Section 4.1. Then, in Section 4.2, we explain how to directly obtain τ
∗ as a
functional of the walk w = Φ
−1
(M,σ).
4.1 Exploration tree associated to a site-percolation configuration
Basic definitions about trees and planar duality. A tree is a connected acyclic graph. A
rooted tree is a tree with a vertex distinguished as the root-vertex. For a rooted tree, we adopt the
usual vocabulary about parents, children, etc. For instance, an ancestor of a vertex v is any vertex
on the path between the root-vertex and v. By convention, a vertex is considered both an ancestor
and a descendant of itself. We call parent-edge of a non-root vertex v, the edge joining v to its
parent. A spanning tree of a connected graph G is a subgraph containing every vertex of G, and
which is a tree. We often identify a spanning tree with its edge set.
The dual of a map M , denoted by M∗, is the map obtained by placing a vertex of M∗ in each
face of M and an edge of M∗ across each edge of M . Duality is represented in Figure 18. Each
vertex, edge, or face x of M naturally corresponds to a face, edge, or vertex of M∗ that we call
dual of x and usually denote by x∗. If M is rooted with root-edge e0, then M∗ is rooted with
root-edge e∗0 oriented from the right of e0 to the left of e0; see Figure 18. With this convention, if
the root-face of M is f0, then the root-vertex of M
∗ is f∗0 .
If T is a spanning tree of M , then the dual tree is the spanning tree T ∗ of M∗ made of the dual
of the edges of M not in T . This is represented in Figure 18. Note that T ∗ is indeed a spanning
tree of M∗ (indeed, T ∗ is acyclic because T is connected, and T ∗ is connected because T is acyclic).
(M,T ) (M ∗, T ∗)
(a) (b) (c)
f0
e0
f ∗0
e∗0
Figure 18: (a) A rooted map M and a spanning tree T (bold edges). (b) The dual map M∗. (c)
The dual map M∗ and the dual spanning tree T ∗ (bold edges).
We call cubic a map such that every vertex has degree 3, and near-cubic a map such that
every non-root vertex has degree 3. Note that duality transforms triangulations (resp. near-
triangulations) into cubic maps (resp. near-cubic maps), and transforms loopless maps into bridge-
less maps. Let M be a near-triangulation, and let σ be a site-percolation configuration. We can
obviously identify σ with a coloring of the faces of M∗ in black and white. Note now that the
percolation interface of a percolated near-triangulation (M,σ) ∈ T P as defined in Section 2.1 can
be interpreted as the set of edges of M∗ which separate two faces of different colors, and are not
6The mapping ∆M is not entirely new: it was used in several special cases in order to associate a tree to a
percolation configuration (see for example [She09]). But its bijective nature seems to have been overlooked (for
instance, there is no claim of injectivity nor a characterization of the image). On the other hand, a combinatorial
argument showing that the DFS trees of M∗ are equinumerous to the inner colorings of M was given in [Ber07], but
no bijection was given between the two sets.
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incident to the root-vertex of M∗.
From percolation configurations to DFS trees: the mapping ∆M .
We now establish a bijective correspondence between site-percolation configurations of a near-
triangulation M ∈ T and certain types of spanning trees of M∗ related to the depth-first search
algorithm. Let us first recall the definition of the depth-first search algorithm.
Definition 4.1. Let G be a connected graph and let v0 be a vertex. A depth-first search (or DFS
for short) of G starting at v0 is a visit of its vertices by a “chip” according to the following rule. At
the beginning of the process, the chip is placed at v0. The vertex v0 is considered visited, whereas
all the other vertices are considered unvisited. After that, we repeat the following step, where u
denotes the vertex where the chip is placed:
• Case (a): there exists some edge between u and an unvisited vertex. In this case, we choose
such an edge e = {u, v} and move the chip from u to v. Then, we mark v as visited, call u
the parent of v, and call e the parent-edge of v.
• Case (b): there is no edge between u and an unvisited vertex. In this case, if u 6= v0, then the
chips moves to the parent of u, while if u = v0, then the DFS stops.
The tree associated to a DFS of G is the spanning tree of G made of the set T of all the parent-edges.
We now recall a well-known characterization of the spanning trees which can be obtained by a
DFS of G starting at v0 (see for example [CLR90, Section 23.3]). For a spanning tree T of G rooted
at v0, we say that two vertices are T -comparable if one is the ancestor of the other in the tree T .
Claim 4.2 (Folklore). A spanning tree T of G can be obtained by a DFS of G starting at v0 if and
only if any two adjacent vertices of G are T -comparable. We call such a tree a v0-DFS tree of G.
Next, we define a set of DFS trees and a set of percolation configurations, and the bijection
between them.
Definition 4.3. Let M be a near-triangulation in T , let M∗ be the dual map, and let v0 be the
root-vertex of M∗. We call inner-coloring of M a coloring of the inner vertices of M in black or
white. We denote by PercM the set of inner-colorings of M . We denote by DFSM∗ the set of
v0-DFS trees T of M
∗ such that the root-edge e∗0 of M∗ is in T .
We point out that, for all M ∈ T , the trees in DFSM∗ contain no edge incident to v0 apart from
the root-edge e∗0 (otherwise v0 would have several children and the characterization of v0-DFS trees
given by Claim 4.2 would be violated somewhere). Observe that this implies that during a DFS of
M∗ starting at v0, the chip does not visit v0 except at the first and last step. We now introduce
some additional vocabulary. During a DFS of M∗, for any vertex v 6= v0 which has already been
visited, we consider the incident edges e1, e2, e3 in clockwise order around v, with e1 being the
parent-edge of v. We call e2 the left forward edge of v, and e3 the right forward edge of v. We call
the face f containing the corner between e2 and e3, the forward face of v. We can now define the
bijection ∆M between PercM and DFSM∗ .
Definition 4.4. Let M , M∗ and v0 be as in Definition 4.3. Given an inner-coloring σ◦ ∈ PercM ,
we consider the corresponding coloring of the faces of M∗ with the convention that the faces of M∗
dual to the outer vertices of M are colored white. We define ∆M (σ
◦) as the spanning tree of M∗
obtained by the DFS of M∗ defined as follows:
(i) The chip starts at the root-vertex v0 of M
∗, and first moves along the root-edge e∗0 of M∗.
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v0
(a) (c)
M ∗
(b)
σ◦ ∈ PercM τ ∗ ∈ DFSM∗
∆M
ΛM
e∗0
Figure 19: (a) A near-cubic map M∗ with root-vertex v0. The map M∗ is the dual of a map M ∈ T .
(b) An inner-coloring σ◦ ∈ PercM represented as a coloring of the faces of M∗ not incident to the
root-vertex v0. (c) The v0-DFS tree τ
∗ = ∆M (σ◦).
(ii) Subsequently, each time the algorithm is in Case (a) of Definition 4.1 and several edges are
possible to move the chip, the choice is made according to the following rule. Let u be the
current position of the chip, and let f be its forward face. If f is black, then the chip moves
along the forward left edge, whereas if f is white, then the chip moves along the forward right
edge. This rule is represented in Figure 20(a).
The mapping ∆M is illustrated in Figure 19.
e1
uu
e1
e2 e3e3e2
white face fblack face f
e∗
v2
v1
v0
(b)(a)
u∗
v2
v1
v0
white faceblack face
e∗
τ∗ τ∗
ee uu
u∗
Figure 20: (a) Rule of the mapping ∆M for choosing the next edge e = {u, v} of the DFS (Case (a)
of Definition 4.1): the chip “turns left” when encountering a black face of M∗, and “turns right”
when encountering a white face of M∗. Here f is the forward face and e2, e3 are the left and right
forward edges respectively. (b) Rule of the mapping ΛM for choosing the color of the inner vertex u
of M . The edge e∗ of M∗ is the unique edge of M∗ incident to the face u∗ such that the cycle inside
τ∗ ∪ {e∗} separate u∗ from the root-face. Let v1, v2 be the endpoints of e∗ with v1 the ancestor of
v2. If e
∗ is on the left (resp. right) of τ∗ at v1, then u is colored white (resp. black).
Remark 4.5. In order to define ∆M above we adopted the convention that the outer vertices of
M were all colored white. But in fact any convention for the color of the outer vertices of M would
result in the same tree ∆M (σ
◦). This is a direct consequence of the following claim.
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Claim 4.6. Let M , M∗ and v0 be as in Definition 4.3 and let σ◦ ∈ PercM . Let τ∗ be a spanning-
tree of M∗ obtained from a DFS of M∗. For a face f of M∗, we denote by vf the first vertex
incident to f visited during the DFS. Suppose that the DFS of M∗ is as in Definition 4.4 except
that, when the current chip position u is not equal to vf , where f is the forward face of u, then we
may choose the left forward edge or the right forward edge to move the chip, independently of the
color of f . In this case, the tree τ∗ is still equal to ∆M (σ◦).
Claim 4.6 will be proved in Section 8.1. It shows that certain choices in the DFS do not affect
the resulting DFS tree, but only the order in which the vertices are visited. We will define later a
particular DFS of M∗, called space-filling-DFS, which satisfies the hypothesis of Claim 4.6, and is
such that the order in which the vertices of M∗ are visited corresponds to the order in which they
are created during the bijection Φ.
From DFS trees to percolation configurations: the mapping ΛM .
Definition 4.7. Let M , M∗ and v0 be as in Definition 4.3. Consider a v0-DFS tree τ∗ ∈ DFSM∗,
and the dual spanning tree τ of M . We define the inner-coloring ΛM (τ
∗) of M by deciding the
color of any inner vertex u of M according to the following rule:
Let e be the parent-edge of u in the spanning tree τ of M dual to the spanning tree τ∗ of M∗.
By Claim 4.2, the edge e∗ ∈M∗ \ τ∗ joins a vertex v1 to one of its descendants v2 in τ∗. Note that
v0, v1, v2 are distinct vertices. Then we color u white, if the edge e
∗ is on the left of the path of τ∗
from v0 to v2 at the vertex v1, and we color u black otherwise.
In summary, the inner-coloring ΛM (τ
∗) considered as a coloring of the faces of M∗ is obtained
as follows: the faces of M∗ “on the left of τ∗” are colored white, while the faces of M∗“on the right
of τ∗” are colored black. This rule is represented in Figure 20(b). We now state the main result of
this subsection.
Theorem 4.8. Let M , M∗ and v0 be as in Definition 4.3. The mapping ∆M is a bijection from
PercM to DFSM∗, and ΛM is the inverse bijection.
Moreover, for any inner-coloring σ◦ ∈ PercM and for any site-percolation configuration σ of M
which extends σ◦ (by attributing a color to the outer vertices) and which satisfies the root-interface
condition, the tree τ∗ = ∆M (σ◦) satisfies the following properties.
(i) The percolation path of (M,σ) is contained in τ∗.
(ii) For any percolation cycle C of (M,σ), every edge of C except one is in τ∗.
(iii) Consider the coloring of the faces of M∗ corresponding to the configuration σ. Then any
edge of τ∗ separating a black face and a white face of M∗ has the white face on its left when
oriented from parent to child.
Theorem 4.8 is illustrated in Figure 19. It will be proved in Section 8.1. We now state an
immediate corollary.
Definition 4.9. Let M , and M∗ and v0 be as in Definition 4.3.
• For a non-root outer edge e of M , we denote by PerceM the set of site-percolation configura-
tions of M satisfying the root-interface condition, such that e is bicolor, and such that the
percolation path visits every inner triangle of M incident to an outer edge.
• For a non-root outer edge e∗ of M∗ incident to v0, we denote by DFSe∗M∗ the set of trees
τ∗ ∈ DFSM∗ such that the non-root vertex v1 incident to e∗ is the descendant in τ∗ of every
vertex of M∗ adjacent to v0.
For τ∗ ∈ DFSe∗M∗, we denote by Λe
∗
M (τ
∗) the unique site-percolation configuration of M extending
the inner-coloring σ◦ = ΛM (τ∗) and satisfying the root-interface condition with e bicolor.
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Note that a pair (M,σ) is in TP if and only if M ∈ T and σ ∈ PerceM for some non-root outer
edge e of M .
Corollary 4.10. Let M , and M∗ and v0 be as in Definition 4.3. Let e be a non-root outer edge of
M , and let e∗ be the dual edge. The mapping Λe∗M is a bijection between DFS
e∗
M∗ and Perc
e
M .
Proof. Let σ = Λe
∗
M (τ
∗). By Theorem 4.8, τ∗ = ∆M (σ0), where σ0 is the inner-coloring of M
induced by σ. By Property (i) of Theorem 4.8, the percolation path P of (M,σ) is the path of
the tree τ∗ going from the root-vertex v0 to the other endpoint v1 of e∗. Thus P visits every inner
triangle of M incident to an outer edge if and only if v1 is the descendant in τ
∗ of every vertex of
M∗ adjacent to v0. Hence Corollary 4.10 follows immediately from Theorem 4.8.
4.2 Exploration tree as a function of the Kreweras walk
For (M,σ) ∈ T P , we denote by dfs-tree(M,σ) := ∆M (σ◦) the DFS tree of M∗ corresponding to
the inner-coloring σ◦ of M induced by σ. In this subsection, we will describe how to obtain the
tree dfs-tree(M,σ) directly from the walk w = Φ
−1
(M,σ).
We first recall the definition of the height-code of a tree. A rooted plane tree is a rooted map
whose underlying graph is a tree. The contour of a rooted plane tree T is the walk around T in
clockwise direction (that is, keeping T on the right of the walker) starting at the root-vertex v0,
just before the root-edge. The contour of a tree is represented in Figure 21(a). The prefix order of
the vertices of T is the order in which vertices appear along the contour of T (the root-vertex is
first in this order). The height of a vertex v in T is the number of edges on the path from v to v0
(so that the height of v0 is 0). The height code of T is the tuple h-code(T ) := (h0, h1, h2, . . . , hn),
where hi is the height of the vertices v0, v1, . . . , vn in prefix order; see Figure 21(b). It is well-known
that the mapping h-code establishes a bijection between rooted plane trees with n+ 1 vertices and
(n+ 1)-tuples of integers (h0, h1, . . . , hn) such that h0 = 0, and for all i ∈ [n], 1 ≤ hi ≤ hi−1 + 1.
v0
v1
v2
v3
v4 v5 v6
v7
v8
T
height-code(T )
21 3 4 5 6 7 8
1
2
3
0
(a) (b)
Figure 21: (a) A rooted plane tree T with root-vertex v0, its contour, and its vertices v0, v1, . . . , v8
labeled in prefix order. (b) The height-code of T .
Definition 4.11. Let w ∈ K. Let n be the total number of a-steps and b-steps of w. For i ∈ [n],
let w(i) be the prefix of w ending just after the ith step of w which is either an a-step or a b-step.
We denote by dfs-tree(w) the rooted plane tree having height code (h0, . . . , hn), where h0 = 0
and for all i ∈ [n], hi is the number of spine steps of the walk w(i) (see Definition 3.3 of spine
steps).
The tree dfs-tree(w) is represented in Figure 22.
Theorem 4.12. Let w be a walk in K, let (M,σ) = Φ(w) be the associated site-percolated triangu-
lation, and let σ◦ be the inner-coloring of M induced by σ. Then, the rooted plane tree dfs-tree(w)
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i w(i) pi(w(i)) hi = |pi(w(i))|
1 b b 1
2 ba ba 2
3 bab bab 3
4 babcb babb 4
5 babcba babba 5
6 babcbab babbab 6
7 babcbaba babbaba 7
8 babcbabaa babbabaa 8
9 babcbabaab babbabaab 9
10 babcbabaabcca babbabaa 8
11 babcbabaabccacca babbaa 6
12 babcbabaabccaccacb babbaab 7 1 2 3 4 5 6 7 8 9 10 11 12
2
3
4
5
6
7
8
1
0
dfs-tree(w)0
9
Figure 22: The tree dfs-tree(w) for the word w = babcbabaabccaccacb ∈ K.
(obtained by Definition 4.11) and the rooted plane tree dfs-tree(M,σ) := ∆M (σ
◦) (obtained by Def-
inition 4.4) have the same underlying rooted tree (although their planar embeddings may differ).
Moreover, we have the following correspondences.
(i) The mapping ηe gives a one-to-one correspondence, via duality, between the a-steps and b-
steps of w and the edges of M∗ in the tree dfs-tree(M,σ). Moreover, the spine steps of w
correspond to the edges of M∗ on the percolation path.
(ii) The mapping ηe also gives a one-to-one correspondence, via duality, between the c-steps of w
and the edges of M∗ which are not in the tree dfs-tree(M,σ) and are not dual to active outer
edges of M .
v0
Figure 23: The percolated near-triangulation (M,σ) ∈ T P corresponding to the walk w =
babcbabaabccaccacb ∈ K. The DFS tree dfs-tree(M,σ) := ∆M (σ◦) is indicated in bold red lines
(where σ◦ is the inner-coloring of M induced by σ). The tree dfs-tree(w) had been computed in
Figure 22, and one can check it has the same underlying rooted tree as dfs-tree(M,σ).
Theorem 4.12 is illustrated in Figure 23. It is proved in Section 8.6. We mention that Theo-
rem 4.12 is actually more transparent in terms of the bijection Ω from [Ber07] which is recalled in
Section 8.2.
In the rest of this subsection we describe, for any pair (M,σ) ∈ T P , a DFS of M∗ for which
the order of visit of the vertices corresponds to the order of creation of these vertices during the
bijection Φ.
Definition 4.13. Let (M,σ) ∈ T P . We call space-filling exploration of M∗ the DFS of M∗ defined
as follows.
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(i) The chip starts at the root-vertex v0 of M
∗, and first moves along the root-edge e∗0 of M∗.
(ii’) Subsequently, each time the algorithm is in Case (a) of Definition 4.1 and several edges are
possible to move the chip, the choice is made according to the following rule. Let u be the
current position of the chip, and let f be its forward face.
(1) If none of the ancestors of u is incident to f , and f is black (resp. white), then the chip
moves along the left (resp. right) forward edge of u.
(2) If some ancestor of u is incident to f , then we consider the last ancestor v of u incident
to f (by last we mean the one closet to u in the DFS tree). If v = v0 and f is black
(resp. white), then the chip moves along the right (resp. left) forward edge of u. If
v 6= v0, we consider the edge e incident to v on the path from v to u in the DFS tree. If
e is the left (resp. right) forward edge of v, then the chip moves along the right (resp.
left) forward edge of u.
Observe that by Claim 4.6, the DFS tree defined by the space-filling exploration of M∗ is
dfs-tree(M,σ). The space-filling exploration defines an order of visits of the vertices of M∗. We
now define an order of treatment of the edges of M∗. We call in-edge of M∗ the edges of M∗ which
are dual to in-edges of M , and active edges the edges of M∗ which are dual to active outer edges
of M . An edge of the DFS tree τ∗ is said to be treated during the space filling exploration of M∗,
when the chip first moves along it (for the first time) during the space-filling exploration of M∗. An
in-edge e = {u, v} of M∗ not in τ∗, with u the ancestor of v, is said to be treated the first time that
the chip is at v and either all the other edges incident to v have been treated, or there is a path of
yet untreated edges (not using e) between v and an ancestor of u. It is clear that all the in-edges
of M∗ will be treated during the space-filling exploration of M∗. By convention, the active edges
of M∗ are considered to be treated after the space-filling exploration is complete (that is, after all
the in-edges have been treated).
Proposition 4.14. (i) Let t1, . . . , tk be the inner triangles of M , and let t
∗
1, . . . , t
∗
k be the cor-
responding vertices of M∗ visited in this order during the space-filling exploration. Then
η−1vf (t1), . . . , η
−1
vf (tk) is increasing.
(ii) Let e1, . . . , en be the in-edges of M , and let e
∗
1, . . . , e
∗
n be the corresponding in-edges of M
∗
treated in this order during the space-filling exploration. Then η−1e (e1), . . . , η−1e (en) is increas-
ing.
Proposition 4.14 will be proved in Section 8.6.
4.3 Exploration tree in the infinite setting
In this subsection we define the infinite volume analogues of the bijections ∆M and ΛM , and obtain
an analogue of 4.12 for describing the exploration tree as a function of the Kreweras walk. All the
proofs are given in Section 8.9.
Let G be an infinite graph. Given a one-ended spanning tree T of G, we say that a vertex u
is an ancestor of v if u is on the path of T from v to ∞, and we say that u, v are T -comparable
in this case. We call DFS tree of G a one-ended spanning tree T such that every edge of G joins
T -comparable vertices. For M ∈ T ∞, we denote by DFSM∗ the set of (one-ended) DFS trees of
M∗.
We recall that the dual tree of a one-ended spanning tree on an infinite planar graph is also
a one-ended spanning tree (see e.g. [BP93, Lemma 7.1]). Hence for τ∗ in DFSM∗ and u a vertex
of M , the notion of parent-edge of u in the dual spanning tree τ of M is well defined. Given τ∗
in DFSM∗ , we define the percolation configuration ΛM (τ
∗) of M as in Definition 4.7. In short,
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vertices of M are white if the corresponding face of M∗ is “on the left” of the tree τ∗, and are black
otherwise.
Theorem 4.15. Let (M,σ) ∈ T ∞P be chosen according to the percolated UIPT distribution. Then,
the following properties hold almost surely.
(i) There exists a unique spanning tree τ∗ ∈ DFSM∗ such that ΛM (τ∗) = σ. In this case, we
write τ∗ = ∆M (σ).
(ii) The tree τ∗ satisfies Properties (ii) and (iii) of Theorem 4.8. Moreover, the percolation path
P of the past percolated near-triangulation (M−, σ−) is contained in τ∗. Precisely, if we
denote by u and v the vertices of M∗ corresponding to the triangles incident to the root-edge
of M , with u the ancestor of v in τ∗, then the percolation path of (M−, σ−) is the branch of
τ∗ from ∞ to u.
The proof of Theorem 4.15 will provide an explicit way to obtain ∆M (σ) from (M,σ) by a
certain DFS procedure (see the proof of Lemma 8.7). The recursive step of this procedure is as
described in Definition 4.4.
Let w ∈ K∞, and let (M,σ) = Φ∞(w). As we now explain, the infinite DFS tree ∆M (σ)
(assuming it is uniquely determined) can be obtained directly from the walk w similarly as in the
finite volume case. We first need to extend the notion of height-code to infinite plane trees. An
infinite rooted plane tree is an infinite planar map with a single face having a marked vertex called
the root-vertex. Let T be a one-ended infinite rooted plane tree, and let v0 be its root-vertex. The
relative height of a vertex v of T is the “difference of length” between the path P from v to∞ in T
and the path P ′ from v0 to ∞ in T (this difference makes sense because P, P ′ coincide except on a
finite portion). The height-code of T is the bi-infinite sequence h-code(T ) = (hi)i∈Z of the relative
heights of the vertices seen in clockwise order around T , with time 0 corresponding to being at the
first corner of v0. We adopt the convention hi = −∞ if there are less than i vertices appearing after
v0 around the tree. It is not hard to see that h-code is a bijection between the set of one-ended
infinite rooted plane trees and the set of sequences (hi)i∈Z with hi ∈ Z ∪ {−∞} such that h0 = 0,
lim infi→−∞(hi) = lim infi→+∞(hi) = −∞, and for all i ∈ Z, hi+1 ≤ hi + 1.
Let w ∈ K∞. Let w(0) be the prefix of w ending right after the last a-step or b-step x0 of w−.
For all i ∈ Z, let w(i) be the prefix of w ending just after the ith step of w which is either an a-step
or a b-step, where we count these steps relative to step x0. Let (T
i(k))k∈Z≤0 be the sequence of
indices of the spine steps of w(i), and let pi(w(i)) = . . . wT i(−2)wT i(−1)wT i(0). Since w is normal
there exists a split time t of w(max(0,i)) preceding min(0, i), and it is not hard to see that the spine
steps of w(0) and w(i) before the split time t are equal. Hence there are numbers ki, k
′
i ∈ Z≤0 such
that
T i(ki − j) = T 0(k′i − j), ∀j ∈ N,
{T i(ki + 1), . . . , T i(0)} ∩ {T 0(k′i + 1), . . . , T 0(0)} = ∅.
(1)
We define hi := ki − k′i, and call (hi)i∈Z the spine length sequence of w.
Definition 4.16. For w ∈ K∞, we let dfs-tree(w) be the infinite rooted plane tree having height-code
equal to the spine length sequence (hi)i∈Z of w.
We now state the infinite volume analogue of Theorem 4.12.
Theorem 4.17. Let w ∈ K∞, let (M,σ) = Φ∞(w) be the associated percolated triangulation, and
assume that the spanning tree ∆M (σ) (described in Theorem 4.15) is uniquely defined. Then the
rooted plane tree dfs-tree(w) (obtained by Definition 4.16) and the rooted plane tree ∆M (σ) have
the same underlying rooted tree (although their planar embeddings may differ).
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In the rest of this section we state the infinite volume analogue of Proposition 4.14. Given
w ∈ K∞ and (M,σ) = Φ∞(w), we want to describe a DFS of M∗ whose order of visit of vertices
coincides with the order of creation of these vertices during Φ∞. We first need to define DFS of
infinite graphs.
Definition 4.18. Let G be an infinite graph. A depth-first search of G is a surjective map s : Z→
V (G) which describes a walk of a “chip” on G (so that s(k), s(k + 1) are adjacent vertices for all
k ∈ Z) which must satisfy the following conditions. First, for any v ∈ V (G), mv = min(k, s(k) = v)
must be finite, and we call s(mv−1) the parent of v. Second, for any k ∈ Z the value s(k+1) must
be compatible with s|Z≤k in the following sense. Call s(k) the position of the chip at time k, and
call {s(i), i ≤ k} the set of visited vertices at time k. Then s(k + 1) must satisfy the following:
• Case (a): if there is a neighbor of s(k) which is unvisited at time k, then s(k + 1) is one of
these unvisited vertices.
• Case (b): otherwise s(k + 1) is the parent of s(k).
The tree associated to a DFS of G is the spanning tree having one edge between each vertex of G
and its parent.
The following claim is easy to check.
Claim 4.19. The tree associated to a DFS of an infinite graph G is indeed a spanning tree of G.
Moreover Claim 4.2 still holds: a one-ended spanning tree T of an infinite graph G is associated to
a DFS if and only if every edge of G join T -comparable vertices.
The following analogue of Proposition 4.14 holds in the infinite volume setting.
Proposition 4.20. Let (M,σ) ∈ T ∞P be chosen according to the percolated UIPT distribution.
Recall that τ∗ = ∆M (σ) ∈ DFSM∗ is well-defined almost surely.
(i) The tree τ∗ is associated to a DFS of M∗ such that every time we are in Case (a) of Defini-
tion 4.18, the next position of the chip v = s(k + 1) is chosen according to the rule (ii’) of
Definition 4.13. We call it the space-filling exploration of M∗.
(ii) Let (ti)i∈Z be the triangles of M such that the associated vertices t∗i of M
∗ are ordered by
the time they are first visited in the space-filling exploration of M∗. Then (η−1vf (ti))i∈Z is
increasing.
(iii) For the space-filling exploration of M∗, we define the treatment of edges as above the statement
of Proposition 4.14. Let (ei)i∈Z be the edges of M such that the associated edges e∗i of M
∗
are treated in this order. Then (η−1e (ei))i∈Z is increasing.
Let (M,σ) ∈ Φ∞(w) for some w ∈ K∞. We will now explain that if we are given M ∈ T ∞ and
τ∗ ∈ DFSM∗ , then it is easy to recover w. Indeed, one can first determine σ as in Definition 4.7,
and then, by Proposition 4.20(iii), one can determine the order of treatment of the edges of M∗,
and further determine the letter wi by examining the ith treated edge e
∗
i (with e
∗
0 being the root of
M∗) as follows. If e∗i is not in τ
∗, then wi = c. If e∗i = {u, v} is in τ∗ with u the parent of v, then
we consider the edges ei, e`, er in clockwise order around the face of M dual to v, and get wi = a
if er is treated before e`, and wi = b otherwise.
5 Discrete dictionary III: tree of clusters, envelope excursions,
and pivotal points
In this section, we explain how to obtain information about the clusters of a percolated triangulation
(M,σ) in T P or T ∞P in terms of the associated walk w = Φ
−1
(M,σ). In particular we will describe
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the tree of clusters (describing the nesting structures of the clusters), the envelope closing times
(corresponding to the completion of clusters), and the pivotal points in terms of the walk w.
5.1 Tree of clusters, and its relation to the exploration tree
We first define the tree of clusters of a site-percolated near-triangulation (M,σ) ∈ T P . Recall
that the white (resp. black) clusters are the connected components of the subgraph of M induced
by the white (resp. black) vertices. Since σ satisfies the root-interface condition, there is a single
white cluster containing the white outer vertices of M , which we call the outer white cluster of
(M,σ). The outer black cluster is defined similarly, and the other clusters are called inner clusters
of (M,σ).
We say that a cluster C is incident to a percolation cycle or percolation path γ if γ goes through
at least one edge incident to C. For instance, the outer clusters are the only clusters incident to
the percolation path of (M,σ). For an inner cluster C of (M,σ) there is a percolation cycle γ(C)
called outside-cycle of C which is the percolation cycle incident to C which separates C from the
root-face of M .
Definition 5.1. The tree of clusters of (M,σ) ∈ T P , denoted cluster-tree(M,σ), is the graph whose
vertices are the clusters, and whose edges joins vertices if they correspond to clusters incident to a
common percolation cycle or percolation path.
It is easy to see that the tree of clusters T = cluster-tree(M,σ) is indeed a tree. The tree
encodes the nesting structure of the percolation cycles as illustrated in Figure 24. Each vertex of
T corresponds to a cluster and we can talk about its color (black or white). Note also that every
edge of T is bicolor and corresponds to a percolation cycle or percolation path.
(a)
A
B
D
E
A
(c)(b)
T
τB
E
τ ∗
C
C D
Figure 24: (a) A percolated near-triangulation (M,σ) ∈ T P and the percolation interfaces. (b)
The clusters of (M,σ) and the corresponding tree of clusters T . (c) The spanning tree τ∗ =
dfs-tree(M,σ) of M∗ and the spanning tree τ = dfs-dual(M,σ) of M . One can check that T is
obtained from τ by contracting every unicolor edge.
We now explain the relation between the tree of clusters and the exploration tree.
Definition 5.2. Let (M,σ) ∈ T P be a site-percolated near-triangulation, and let τ∗ = dfs-tree(M,σ) ∈
DFSM∗ be its exploration tree as defined in Section 4.2. We denote by dfs-dual(M,σ) the spanning
tree of M which is dual to τ∗ (that is, τ is made of the dual of the edges of M∗ not in τ∗).
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Proposition 5.3. Let (M,σ) ∈ T P be a site-percolated near-triangulation. The tree of clusters
T = cluster-tree(M,σ) is obtained from the spanning tree τ = dfs-dual(M,σ) of M by contracting
every unicolor edge (and forgetting the planar embedding). Moreover, for each vertex v of T , the
number of vertices in the cluster of (M,σ) corresponding to v is equal to the number of vertices of
τ contracted to v.
Proposition 5.3 is illustrated by Figure 24.
Proof. Let T ′ be the tree obtained from τ by contracting every unicolor edge. By Property (ii)
of Theorem 4.8, there is exactly one edge of τ across each percolation cycle or percolation path
of M . Hence the path of τ between two vertices in a same cluster of (M,σ) only goes through
unicolor edges (because otherwise it would have to cross the same percolation cycle twice which is
impossible). Hence each cluster of (M,σ) will contract to a single vertex of T ′. Conversely if two
vertices of τ belong to different clusters, they will not be contracted to the same vertex of T ′. This
creates a bijection between the vertices of T ′ and the clusters of (M,σ). Moreover, two clusters
of (M,σ) are adjacent if and only if the two corresponding vertices of T ′ are adjacent. Hence,
T ′ = T .
5.2 Tree of clusters as a function of the Kreweras walk
Motivated by Proposition 5.3, we would like to express the spanning tree dfs-dual(M,σ) of M as a
function of the walk w = Φ
−1
(M,σ).
We first need to expand on the vocabulary about Kreweras walks established at the beginning
of Section 3.2. Let w = w1w2 . . . wn ∈ K. We say that a matching wi, wk is an ancestor of a
matching wi′ , wk′ if wi and w
′
i are either both a-steps or both b-steps, and wi′ , wk′ are enclosed by
the matching wi, wk. We say that wi, wk is the parent-matching of wi′ , wk′ if wi, wk is an ancestor
of w′i, w
′
k and there is no ancestor of wi′ , wk′ enclosed by the matching wi, wk.
Let w = w1w2 . . . wn ∈ K and let w˜ = wab be the walk obtained from w by appending an
unmatched a-step and an unmatched b-step at the end of w which we call the top steps. Let Aw be
the set of unmatched a-steps of w˜, let Bw be the set of unmatched b-steps of w˜, and let Cw be the
set of c-steps of w˜. Let V˜w = Aw ∪Bw ∪ Cw, and let Vw be the set obtained from V˜w by removing
the two top steps. We now define two functions p and ~p from Vw to V˜w.
• For an unmatched a-step (resp. b-step) wi, we set p(wi) = wj , where wj is the next unmatched
a-step (resp. b-step) in w˜.
• For an unmatched c-step of type a (resp. b) wi, we set p(wi) = wj , where wj is the next
unmatched c-step of type a (resp. b) in w˜ if there is such an c-step, and wj is the first
unmatched a-step (resp. b-step) in w˜ otherwise.
• For a matched c-step wk ∈ Cw we consider the corresponding far-matching wi, wk. If wi, wk
has a parent-matching wi′ , wk′ , then we set p(wk) = wk′ . Otherwise, if c is of type a (resp. b),
then we set p(wk) = wj , where wj is the first unmatched a-step (b-step) or unmatched c-step
of type a (resp. b) following wk in w˜.
An element of V˜w is said to be white if it is an a-step or a c-step of type a, and black otherwise.
For v ∈ Vw, we set ~p(v) = pm(v), where m is the minimum positive integer such that pm(v) has
the same color as pm−1(v) (note that if pk(v) is a top step, then pk−1(v) and pk(v) have the same
color, so m ≤ k and ~p(v) is well-defined).
Definition 5.4. We denote by dfs-dual(w) the tree with vertex set V˜w and edge set {(a˜, b˜)} ∪
{(v,~p(v)) | v ∈ Vw}, where a˜, b˜ are the top steps of w˜.
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The construction of dfs-dual(w) is illustrated in Figure 25(b). We now define a correspondence
λv between the vertices of dfs-dual(w) and the vertices of (M,σ) = Φ(w). For x ∈ Cw, we let
λv(x) be the in-vertex of M associated to the c-step x by the mapping ηvf . For x ∈ Aw (resp.
Bw), we consider the edge e of M associated to x by the mapping ηe. The edge e is crossed by
the percolation path of (M,σ), and we let λv(x) be the white (resp. black) endpoint of e (which
is an outer-vertex). Lastly, for the top a-step (resp. b-step) x, we let λv(x) be the top-left (resp.
top-right) vertex of M . It is clear from Properties (i-ii) of Theorem 2.10, that λv is a one-to-one
correspondence between the vertices of dfs-dual(w) and the vertices of M .
(a)
τ
w˜ = a b b a a b b c a c c b c b b a c c a a a b c b b b a c a c c a b
w˜ = a b b a a b b c a c c b c b b a c c a a a b c b b b a c a c c a b
w˜ = a b b a a b b c a c c b c b b a c c a a a b c b b b a c a c c a b
(b)
Figure 25: Illustration of Theorem 5.5 for w = abbaabbcaccbcbbaccaaabcbbbacacc ∈ K. (a) The
percolated near-triangulation (M,σ) = Φ(w) and the spanning-tree τ = dfs-dual(M,σ). (b) The
walk w˜ = wab and the construction of dfs-dual(w). The c-steps of type a (resp. b) and the
unmatched a-steps (resp. b-steps) are indicated by a black (resp. white) box. The top row indicates
the matching pairs a, c (above w˜) and the matching pairs b, c (below w˜). The far-matchings are
drawn in bold lines while the close-matchings are drawn in thin lines. The middle row shows the
arrows from each boxed step wk toward p(wk). The bottom row shows the arrows from each boxed
step wk toward ~p(wk).
Theorem 5.5. Let w ∈ K and let (M,σ) = Φ(w). The tree dfs-dual(w) (given by Definition 5.4)
and the spanning tree dfs-dual(M,σ) of M (given by Definition 5.2) are isomorphic trees. In fact,
the mapping λv gives the isomorphism between these trees, and the color of vertices coincide through
this isomorphism.
Theorem 5.5 is illustrated in Figure 25. It is proved in Section 8.7.
Remark 5.6. It is not hard to define a canonical embedding of dfs-dual(w) so that dfs-dual(w)
and dfs-dual(M,σ) coincide as plane trees but this is omitted as it is not relevant to our study.
5.3 Tree of clusters for infinite maps
In this section we briefly explain how to adapt Sections 5.1 and 5.2 to the infinite volume setting.
Let (M,σ) ∈ T ∞P be sampled from the distribution of the percolated UIPT. We define the tree
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of clusters cluster-tree(M,σ) as in definition 5.1. The spanning tree dfs-tree(M,σ) of M∗ is well-
defined almost surely, so we can define the spanning tree dfs-dual(M,σ) of M as in Definitions 5.2.
We recall from [Ang03] that almost surely all the clusters of (M,σ) are finite. This implies
that cluster-tree(M,σ) is almost surely locally finite and one-ended. Observe also that the proof
of Proposition 5.3 carries to the infinite setting so we obtain:
Proposition 5.7. The relation between cluster-tree(M,σ) and dfs-dual(M,σ) stated in Proposi-
tion 5.3 holds in the infinite setting.
We will now define dfs-dual(w) similarly as in Definition 5.4. Let w ∈ K∞ be sampled with
the uniform distribution. Let Vw be the set of c-steps of w. For all wk ∈ Vw we may define p(wk)
exactly as in Section 5.2: since w is in K∞, the far-matching wi, wk has a parent-matching w′i, w′k
and we set p(wk) = wk′ . Since w is sampled with the uniform distribution, it is easy to see that
almost surely, for every v ∈ Vw there exists a positive integer m such that pm−1(v) and pm(v) have
the same color. In this case, we define ~p(v) = pm(v) for the minimum such m. Finally, we define
dfs-dual(w) as the tree with vertex set Vw and edge set {(v,~p(v)) | v ∈ Vw}.
A vertex x ∈ Vw is white (resp. black) if it is a c-step of type a (resp. b), and we define λv(x)
to be the vertex of (M,σ) = Φ∞(w) associated to the c-step x by the mapping ηvf . We now state
the infinite volume analogues of Theorem 5.8. The proof is given in Section 8.9.
Theorem 5.8. Let w ∈ K∞ be sampled from the uniform distribution and let (M,σ) = Φ∞(w).
The tree dfs-dual(w) and the spanning tree dfs-dual(M,σ) of M are almost surely well-defined and
are isomorphic trees. In fact, the mapping λv gives the isomorphism between these trees, and the
color of vertices coincide through this isomorphism.
5.4 Envelope excursion of a percolation cycle
We now define subwalks of a Kreweras walk which correspond to the construction of clusters. Let
(M,σ) be in T P or in T ∞P , and let γ be a percolation cycle. If (M,σ) ∈ T P , then the inside-region
of γ is the region enclosed by γ not containing the root-face of M . If (M,σ) ∈ T ∞P , then the
inside-region of γ is the bounded region enclosed by γ. We say that a vertex or edge x of M is
inside γ if x is (entirely) in the inside-region of γ.
As stated in Theorem 4.8 (Property (ii)) and Theorem 4.15, every percolation cycle γ of (M,σ)
has a unique edge e∗ of M∗ which is not in the exploration tree dfs-tree(M,σ). We call e∗ the
envelope edge of γ. Recall from Theorem 4.12 (ii), that the mapping ηvf gives a one-to-one corre-
spondence between the c-steps of w and the in-edges of M∗ not in dfs-tree(M,σ). We call envelope
step of γ the c-step of w corresponding to its envelope edge. Note that in the finite case (M,σ) ∈ T P ,
the envelope edge is dual to an inner edge of M , hence the envelope step is always a matched c-step.
We call envelope excursion a subwalk wiwi+1 . . . wk of w such that wi is far-matched to wk and wk
is an envelope step. The time k is called the envelope closing time of γ. The following result is
immediate from Theorems 5.5 and 5.8.
Corollary 5.9. Let w be in K or K∞. Let w′ = wi . . . wk be a subwalk of w, with wk = c. The
subwalk w′ is an envelope excursion if and only if wi is the far-match of wk and ~p(wk) is of different
color than wk.
Definition 5.10. To a percolation cycle γ of (M,σ), we associate a discrete looptree L(γ) which,
roughly speaking, corresponds to the boundary of the cluster enclosed by γ. Precisely, let C be the
percolation cluster for which γ is the outside-cycle. Let V be the set of vertices of M which are in
C and incident to an edge crossed by γ, and let E be the set of edges of M incident to a triangle
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crossed by γ and joining two vertices of C. We denote by L(γ) the (unrooted) discrete looptree
obtained from the submap Mγ of M with vertex-set V and edge-set E by replacing every bridge of
Mγ by a double edge. We define the root edge e0 of L(γ) as follows: denoting by e
∗ ∈ E(M∗) the
envelope edge of γ, by e ∈ E(M) the edge dual to e∗, and by v the endpoint of e inside γ, we define
e0 as the first edge of L(γ) following e in counterclockwise direction around v.
Lemma 5.11. Let w ∈ K and (M,σ) = Φ(w), or let w ∈ K∞ and (M,σ) = Φ∞(w). Let γ be a
percolation cycle of (M,σ), let w′ = wiwi+1 . . . wk be the corresponding envelope excursion, and let
w˜ = wiwi+1 . . . wk−1.
(i) The envelope step wk corresponds via ηe to an edge of M crossing γ (the dual of its envelope
edge). The envelope step wk also corresponds via ηvf to a vertex of M inside γ. The step wi
corresponds via ηvf to a triangle crossed by γ.
(ii) All the edges of M which are either inside γ or crossing γ correspond via ηe to steps in the
envelope excursion w′. All the vertices of M inside γ, and all the triangles inside γ or crossed
by γ correspond via ηvf to steps in the envelope excursion w
′.
(iii) The triangles crossed by γ (or, dually, the vertices of M∗ on γ) correspond via ηvf to the spine
steps of w˜, that is, the a-steps and b-steps of w′ not enclosed in any close-matching inside w˜.
(iv) If wk is of a c-step of type a (resp. b), then we consider the discrete looptree L = L`(w˜) (resp.
L = Lr(w˜)) given by Definition 3.5. The root-edge of L is on a bubble B of degree 2. Upon
deleting the two edges of B from L, we get an isolated vertex and an unrooted map L′, which
we canonically root at the edge of L′ following B in counterclockwise direction around L (see
Figure 26). Then L′ is equal to L(γ).
w˜ = bbcabbaaabccbabaabbccacaccbabbccaabcc
pi(w˜) = ba¯1abbab¯1bb¯2baa¯2b¯1
pir(w˜) = (1, 1, 1,−1, 1,−2, 1,−1,−1)
Φ
cw-code
L′ = L(γ)
L
e∗
e
e′
B
Figure 26: Illustration of Lemma 5.11(iv). Here the envelope excursion of γ is w′ = w˜c, where
w˜ = bbcabbaaabccbabaabbccacaccbabbccaabcc. The construction of the looptree L is indicated on
the left. The map Φ(w˜) is indicated on the right. Note that the edges e and e′ would be identified
in (M,σ), and their dual e∗ is the envelope edge of γ.
Lemma 5.11 is proved in Section 8.7, together with the following claim.
Claim 5.12. If w′, w′′ are envelope excursions of w, then either w′, w′′ are disjoint or one is
included in the other.
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5.5 Pivotal points of the percolation
Let (M,σ) be in T P or in T ∞P . Let Γ be the set of percolation cycles of (M,σ). For v ∈ V (M),
let Γv be the set of percolation cycles of the percolated map obtained from (M,σ) by flipping the
color of v, and let Lv be the symmetric difference of Γ and Γv. We say that v is a pivotal point
of (M,σ) if Lv contains at least three cycles. Equivalently, a pivotal point is a vertex of M , such
that flipping the color of v results in some splitting or merging of some percolation cycles. We
are mainly interested in macroscopic pivotal points, which are pivotal points such that at least
three cycles in Lv are macroscopic in the scaling limit (equivalently, they enclose a linear number
of edges).
Definition 5.13. We call area of a percolation cycle γ of (M,σ) the number of vertices of M in
the inside-region of γ. Given α > 0, we say that a vertex v ∈ V (M) is an α-pivotal point if there
are at least three cycles in Lv with area at least α.
γ
γ
γ
γ
Figure 27: Pivotal points (marked in orange) of the four types 1, 2, 3, and 4 (from left to right).
We say that a pivotal point is an α-pivotal point of type 1 (resp. type 3) if there are two non-
nested cycles in Lv ∩ Γv (resp. Lv ∩ Γ) each with area at least α. We say that a pivotal point is an
α-pivotal point of type 2 (resp. type 4) if there are two nested cycles in Lv ∩Γv (resp. Lv ∩Γ) such
that the areas A,B of the inner and outer cycles satisfy A ≥ α and B − A ≥ α. See Figure 27.
Observe that a pivotal point may be of multiple types. However, by combining our scaling limit
result in Section 7 with the result of Camia and Newman [CN06, Theorem 2] (which we recall in
Lemma 6.7) it follows that, for any fixed M < ∞ and ε > 0, with probability converging to 1 as
n→∞, each εn-pivotal point v for which |η−1vf (v)/n| < M is an εn-pivotal point of a unique type.
Furthermore, by the same results, with probability converging to 1 as n→∞, for any v for which
|η−1vf (v)/n| < M , the set Lv contains at most 3 cycles of area at least εn.
Given a percolation cycle γ of area at least α we say that an α-pivotal point v is associated with
γ if the condition for α-pivotal of type 1 or 2 is satisfied and γ ∈ Lv ∩ Γ, or if the condition for
α-pivotal of type 3 or 4 is satisfied for γ, γ′ ∈ Lv ∩ Γ, γ, γ′ have area at least α, and the envelope
excursion of γ starts after the envelope excursion of γ′.
We now describe a way of detecting the pivotal points associated with a cycle γ in terms of its
envelope excursion.
Let w ∈ {a, b, c}Z. As in Section 3.3, we write w = w−w+, and we define T and pi(w−) as in
Definition 3.8. We denote by (L̂k, R̂k)k∈Z≤0 the walk on Z2 with steps given by pi(w−) and such
that (L̂0, R̂0) = (0, 0). Let η̂e : Z≤0 → E(M) be defined by η̂e(k) = ηe(T (k)). Note that the image
of η̂e is the set of edges crossed by the percolation path of (M
−, σ−) (not including the root edge).
Define η̂v : Z≤0 → E(M) by letting η̂v(k) be the unique vertex on the face ηvf(T (k)) ∈ F (M) which
is not an endpoint of η̂e(k). We point out that η̂v is not the composition of ηvf and T (in fact η̂v is
not injective, and its image is the set of vertices incident to the triangles on the percolation path
of (M−, σ−)). If w ∈ K and w− is a given prefix of w, then we define pi(w−), η̂e, and η̂v similarly.
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Recall the notation L˜, R˜,L`(w
−),Lr(w−) of Section 3.3: the walk L˜ (resp. R˜) is obtained from
L̂ (resp. R̂) by removing the 0-steps, and encodes a forested line L`(w
−) (resp. Lr(w−)). The
following result will be proved in Section 8.7.
Lemma 5.14. In the setting above, if i ∈ Z≤−1 is such that
L̂i < L̂i−1, and L̂i ≥ min{L̂j | i < j ≤ 0, L̂j 6= L̂j−1}, (2)
then η̂v(i) is a vertex on at least two bubbles of the forested line L`(w
−) encoded by L̂ (see Section 3.3
for the definition of L`(w
−)). By symmetry, the same statement holds with R̂ instead of L̂.
Conversely, let γ be a percolation cycle of (M,σ), and suppose that w is recentered in such a
way that w0 is the envelope step of γ. Let s > 0 be the length of the cycle γ. If v is an α-pivotal
point of type 1 or 2 associated with γ, then the following holds:
(a) there exists i ∈ {−s + 1, . . . , 0} such that v = η̂v(i) and either L̂i < L̂i−1 and the looptree
encoded by the excursion of L̂ ending at i (that is, the walk L̂m, L̂m+1, . . . , L̂i, where m =
min{n | ∀j ∈ [n, i], L̂j ≥ L̂i}) encloses at least α vertices of M , or the same holds with R̂
instead of L̂.
For any percolation cycle γ′ of (M,σ) there is a set Sγ,γ′ of at most 3 vertices such that if v /∈ Sγ,γ′
is an α-pivotal point of type 3 or 4 associated with γ such that flipping the color of v merges the
cycles γ and γ′, then the following holds:
(b) there exists i ∈ {−s + 1, . . . , 0} such that v = η̂v(i) and either L̂i < L̂i−1 and i is a global
running infimum for L̂ relative to time −s (that is, L̂i < L̂j for all j ∈ {−s, . . . , i − 1}), or
the same holds with R̂ instead of L̂.
6 The mating-of-trees correspondence
In this section, after recalling basic concepts of SLE6 and
√
8/3-LQG in Sections 6.1 and 6.2,
respectively, we will review the mating-of-trees theorem (Theorem 6.1) in the infinite volume case
in Section 6.3. Then in Sections 6.3-6.7, we present the continuum analogue of the future/past
decomposition and spine-looptree decomposition and use them to construct branching SLE6, CLE6,
and LQG pivotal measure in the mating-of-trees framework, as the continuum analogs to the DFS
tree, percolation cycles, and the counting measure on percolation pivotal points, respectively. In
Section 6.8, we present the finite volume variants of these constructions. Finally, in Section 6.9, we
elaborate on the mating of trees aspect of percolation crossing events. The reader is advised to look
at Table 2 while reading this section, to see the discrete-continuum correspondences. In some sense,
this section can be viewed as a mini-survey for the mating-of-trees theory for γ =
√
8/3 and κ = 6
based on [DMS14] and related papers (see references in this sections). However, Sections 6.6, 6.7
and 6.9, which are the most crucial parts to this paper, are new to the best of our knowledge7.
6.1 Schramm-Loewner evolutions
The “classical” SLE6 is a family of random continuous curves modulo parametrization indexed by
a triple (D,x, y), where D ⊂ C is a simply connected domain whose boundary ∂D is a continuous
curve, and x 6= y are two points such that x ∈ ∂D, y ∈ D. For each triple (D,x, y), SLE6 indexed
by (D,x, y) is a random curve in D starting at x and ending at y. SLE6 is characterized by the
following three properties:
7Section 6.6 has some overlap with an unpublished manuscript of Gwynne and Miller (in particular, the concept
of envelope interval), but neither of the two perspectives we take on CLE6 loops here is explicitly explored in that
manuscript.
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• Conformal invariance: Given (D,x, y) and (D′, x′, y′) and a conformal map ϕ : D → D′ such
that ϕ(x) = x′ and ϕ(y) = y′, suppose η̂ has the law of an SLE6 indexed by (D,x, y), then
ϕ ◦ η has the law of an SLE6 indexed by (D′, x′, y′).
• Domain Markov property: Let (D,x, y) = (H, 0,∞) or (D,x, y) = (D, 1, 0), where H is the
upper half plane and D is the unit disk centered at 0. Suppose η̂ is sampled from SLE6 indexed
by (D,x, y) and is under the so-called capacity parametrization8(see for example [Law05]).
Then for any t > 0, conditioning on η̂([0, t]), the law of η̂([t,∞) is the SLE6 indexed by
(Dt, η̂(t), y), where Dt is the connected component of D \ η([0, t]) containing y.
• Target invariance: Given (D,x, y) and (D,x, y′) with y 6= y′, suppose η̂ and η̂′ are sampled
from the SLE6 indexed by (D,x, y) and (D,x, y
′), respectively. Let τ be the first time η̂
separates y and y′; more precisely,
τ = inf{t ≥ 0 : y and y′ are in different connected components of D \ η̂([0, t])}.
Similarly, let τ ′ be the first time η′ separates y and y′. Then the curves η̂|[0,τ ] and η̂′|[0,τ ′]
modulo parametrization have the same law.
It is proved by Schramm [Sch00] that if a family of curves satisfies the first two properties and that
Wt denotes the driving function for the Loewner chain encoding the curve indexed by (H, 0,∞)
with the capacity parametrization, then there exists a κ > 0 such that Wt has the law of a
linear Brownian motion with variance κ. Moreover, the driving function of the random curve
indexed by (D, 1, 0) as a radial Loewner chain has the law of eiWt . These two curves are called
the chordal SLEκ on (H, 0,∞) and the radial SLEκ on (D, 1, 0), respectively. Finally, if the family
further satisfies the target invariance property, then κ = 6. By the Riemann mapping theorem
and conformal invariance, this uniquely specifies the law of SLE6 indexed by any (D,x, y). When
y ∈ ∂D (respectively, y ∈ D), we call it the chordal SLE6 on (D,x, y) (respectively, the radial SLE6
on (D,x, y)).
Although the Loewner chain perspective on SLE6 is important and fruitful, we will not give
more details on this perspective but only refer to [Law05], since one can understand much of
the mating-of-trees perspective on SLE6, including everything in this paper, without going into
Loewner evolutions. Here we recall two topological properties of SLE6 which are important to this
paper. First, both chordal and radial SLE6 are curves whose trace has zero Lebesgue measure, but
which creates “bubbles” (bounded simply connected domains) by hitting its past and the domain
boundary infinitely often [RS05]. Second, recall the domain Dt in the definition of the domain
Markov property above. Both of the two arcs on ∂Dt from η̂(t) to y are simple curves almost surely
(equivalently, all the cut points of Dt separate η̂(t) and y). In fact, by the so-called SLE duality,
before hitting ∂D, the two curves evolve as variants of SLE8/3 [Dub09a].
Let us now define the branching SLE6 which was first introduced in [She09]. Let D be a domain,
let x ∈ ∂D and let y1, · · · , yk be distinct points in D \ {x}. In light of the target invariance and
domain Markov property of SLE6, the SLE6 on (D,x, yi) (1 ≤ i ≤ k) can be coupled together in
such a way that the k curves agree before the set {y1, . . . , yk} is separated into two complementary
connected components of the curve. After the separation time, the remaining parts of the k curves
evolve independently in each component in the same fashion, until all the k points are in k different
connected components. Then we finish the k curves by running independent SLE6 curves in these
8Capacity parametrization is only to make sure that η̂ is progressively adapted, namely, for any time t > 0 in the
domain of definition of η̂, the number t can be determined purely by the segment η̂|[0,t] modulo parametrization.
Any progressively adapted parametrization will work here.
46
k components targeted at y1, · · · , yk, respectively. Fixing a countable dense subset Y of D, we can
extend the collection of branching coupled SLE6 curves on (D,x, z) to all z ∈ Y . Write the SLE6
on (D,x, z) in this coupling as η̂z for all z ∈ Y . For any z ∈ D, by taking a limit, we can almost
surely obtain a curve from x to z, which we denote by η̂z. By locality of SLE6, this curve has
the law of an SLE6 on (D,x, z). The collection of curves {η̂z}z∈D\{x} is the branching SLE6 on
D rooted at x. Given any fixed z, the almost surely well-defined curve η̂z has the marginal law
of SLE6 on (D,x, z). We call η
z the branch of {η̂z}z∈D\{x} targeted at z. In Section 6.8, we will
give a version of branching SLE6 on D which is almost surely defined for all points z ∈ D \ {x}
simultaneously.
More recently, a space-filling version of SLE6 has been constructed. The construction of such
an object as a continuous curve is a major achievement of the theory of imaginary geometry
[MS16d, MS16e, MS16a, MS17] and an essential input to the mating-of-trees theory [DMS14] (see
Theorem 6.1). We start from the chordal variant. Intuitively, a chordal space-filling SLE6 on
(D,x, y) η is obtained from running a chordal SLE6 on (D,x, y) such that whenever a bubble is
disconnected from the target y, the curve immediately fills the bubble by a space-filling SLE6 curve
before heading to y. To make it precise, let us start from a sample of branching SLE6 {η̂z}z∈D\{x}
rooted at x. Given two rationals q 6= q′ in D, we can run the curves η̂q and η̂q′ until the split, which
is exactly the time when they separate q and q′ into two complementary connected components,
one of which contains y. We write q ≺ q′ if q′ and y are in the same component. Then ≺ defines a
total ordering on Q2 ∩D. It is proved in [MS17] that with probability 1, there exists a continuous
curve η such that η visits Q2 ∩D in the order is given by ≺. This provides a rigorous definition of
η. See [MS17] for another equivalent definition of η based on imaginary geometry flow lines.
In this paper, we will also consider a variant of space-filling SLE6 where the initial and terminal
point of the curve is the same. More precisely, let D be a domain as above, and let x ∈ ∂D and
yn ∈ ∂D be such that yn approaches x from the left side as n→∞. Then the chordal space-filling
SLE6 on (D,x, yn) weakly converges to a random space-filling curve on D starting and ending at x,
which we call the counterclockwise space-filling SLE6 on (D,x, x). If yn approaches x from the right
side, then the curve obtained from the same limiting procedure is called the clockwise space-filling
SLE6 on (D,x, x). We may construct an instance of a chordal space-filling SLE6 η on (D,x, y) by
filling in the bubbles created by a chordal SLE6 η̂ on (D,x, y) by independent space-filling SLE6
curves starting and ending at the point where the bubble is enclosed. The orientation of the SLE6
curves in each bubble is opposite to the orientation of the boundary of the bubble as defined by
the order of visit by η. Conversely, given a sample η of the chordal space-filling SLE6 on (D,x, y),
we can obtain a chordal SLE6 on (D,x, y) by skipping the times t when y and η(t) are not on the
boundary of the same connected component of D \ η([0, t]).
As in the discrete, we will also consider the infinite volume version of these SLE6 curves. Let
η̂R be the radial SLE6 indexed by (RD, R, 0). The whole-plane SLE69 is defined by taking the local
limit around 0 of η̂R as R → ∞. More precisely, for any fixed R0 > 0, the law of η̂ ∩ R0D is the
weak limit of the law of η̂R ∩R0D.
Similarly, whole-plane branching SLE6 is defined as the local limit around 0 of the branching
SLE6 on RD rooted at R, and the whole-plane space-filling SLE6 is defined as the local limit
around 0 of the chordal space-filling SLE6 on RD from R to −R. (See Figure 29 for an illustration
of branching and space-filling SLE6 near 0.) Given an instance of the whole-plane branching SLE6,
one can define a total ordering ≺ on Q2 similarly as above (in the case D ( C) with ∞ playing
the role of the target point y. This ordering almost surely defines a curve which has the law of
9 More precisely, this curve should be called whole-plane SLE6 from ∞ to 0. By using Mo¨bius transform over
C ∪ {∞}, we may define whole-plane SLE6 from x to y for any x 6= y ∈ C ∪ {∞}.
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the whole-plane space-filling SLE6. Therefore, both in the disk case and in the whole-plane case,
the space-filling SLE6 is a function of the branching SLE6. As will be explained in Remark 6.4,
in this coupling of space-filling SLE6 and branching SLE6, the former also determines the latter
almost surely via an explicit function. Therefore, they encode the same amount of information,
and they can be thought of as two different ways of representing the full scaling limit of planar
critical percolation. A third way called CLE6 will be discussed in Sections 6.6- 6.8 and a fourth
way called quad crossings will be alluded in Section 6.9.
6.2 Liouville quantum gravity
Liouville quantum gravity is a theory of random surfaces which is our continuum analogue of
random planar maps. We first recall that the Gaussian free field (GFF) [She07] is a random planar
Gaussian distribution which is defined as follows. Let D ( C be a simply connected domain, let
C∞0 (D) be the set of C∞ functions compactly supported in D, and let H0(D) be the Hilbert space
closure of C∞0 (D) equipped with the Dirichlet inner product :
(f, g)∇ =
1
2pi
∫
D
∇f(z) · ∇g(z) dz, f, g ∈ C∞0 (D).
Let (φn)n∈N be an orthonormal basis for H0(D).10 The zero-boundary GFF h on D can be expressed
as a random linear combination of these basis elements
h =
∞∑
n=1
αnφn, where αn are independent standard normal variables.
This sum does not converge in H0(D) but does converge almost surely in H
−1(D), the Sobolev space
with index −1 ([Dub09b, Section 4.2]). In particular, h is a random distribution. For f ∈ H0(D),
and cn = (φn, f)∇ for n ∈ N, the random series
∑
n cnαn converges in L
2 to a Gaussian variable
with mean zero, which we denote by (h, f)∇. For all f, g ∈ H0(D) the covariance between (h, f)∇
and (h, g)∇ is (f, g)∇. By integration by parts, for each f ∈ C∞0 (D) we have (h,∆f) = −2pi(h, f)∇
almost surely. The free-boundary GFF on D may be defined similarly by replacing (φn)n∈N by an
orthonormal basis for the Hilbert space closure H(D) of the set of functions f in C∞(D) with finite
Dirichlet energy (f, f)∇.
Let h be a GFF in some domain D ⊂ C. For γ ∈ (0, 2), γ-Liouville quantum gravity (γ-LQG)
may be heuristically defined as the Riemannian manifold with metric tensor given by the Euclidean
metric tensor times eγh. This heuristic definition of γ-LQG does not make literal sense since h is
a distribution and not a function. However, one can make sense of the area measure
µ = µh = e
γhdxdy. (3)
by regularizing the field. Consider the area measure µε = e
γhεdxdy, where dxdy is the Lebesgue
area measure and hε is a “regularized version” of h (for example hε = (h, fε,z) + 0.5γ ln(ε), where
fε,z is a positive smooth function supported on Bε(z) such that
∫
Bε(z)
fε,z(w) dw = 1). One can
show that for many definitions of hε this area measure converges as ε → 0, and that the limiting
measure is independent of the exact definition of hε. For a free-boundary GFF h in some domain
D ( C, the field h also induces a length measure along ∂D. If ∂D contains a line segment `, then
the LQG boundary length measure along ` is defined heuristically as the measure
ν = νh = e
γh/2d`, (4)
10Precisely, (φn)n∈N constitute a basis in the sense of Hilbert spaces, that is, every element of H0(D) can be written
uniquely as an infinite linear combination
∑
n cnφn with
∑
n c
2
n <∞.
48
where d` is the Euclidean length (although, as for the LQG area, a regularization procedure is
needed to make this definition rigorous). It is clear that the above measures can also be defined for
certain other fields, for example fields which can be written as the sum of a GFF and a continuous
function (possibly with logarithmic singularities). See [DS11, RV14, Ber17, She16a, DMS14, Aru17]
for further details.
Consider the collection of pairs (D,h), where D ⊂ C is simply connected and h is a distribution
defined on D. We say that two pairs (D,h) and (D˜, h˜) are γ-equivalent if there is a conformal map
φ : D˜ → D such that
h˜ = h ◦ φ+Q log |φ′| where Q = 2/γ + γ/2. (5)
A γ-LQG surface is a γ-equivalence class of pairs (D,h) for h a Gaussian free field or a related
kind of distribution. The LQG area measure is preserved when applying the coordinate change
formula, in the sense that almost surely, for any open set A ⊂ D˜ it holds that µh(φ(A)) = µh˜(A).
The LQG boundary measure is preserved in a similar way.
In this paper we will primarily be considering three γ-LQG surfaces for γ =
√
8/3: the
√
8/3-
LQG cone, the
√
8/3-LQG sphere, and the
√
8/3-LQG disk, which we now define.
Consider a zero-boundary GFF h on D. In short, the
√
8/3-LQG cone is the local limit around
a point sampled from the LQG area measure of the
√
8/3-LQG surface (D,h + C) for C → +∞.
However, convergence as LQG surfaces is a subtle notion of convergence, as µh+C clearly does not
have limit as a random measure. To obtain a meaningful limit, we follow [DMS14, Appendix A].
Conditioning on h, let z0 ∈ D be sampled from the probability measure µh/µh(D). For C > 0,
let R be chosen such that µhC (D) = 1, where hC(z) = h(R−1(z + z0))) + C − Q logR. Then hC
converges in law as a random distribution to a random distribution h on C, which can be written
as the so-called whole-plane GFF plus a radially symmetric continuous function. Moreover, µhC
converges in law to the random measure µh on C associated with h as in (3) such that µh(D) = 1.
The morale behind this procedure is that one specifies a representative in the equivalence class (that
is, the embedded surface) consistently before taking the limit. In the example of the quantum cone
studied here we choose the representative which gives unit mass to D, and in the limit we obtain an
embedded surface which also gives unit mass to D. We could have chosen another representative,
whose limit would be a different representative of the same
√
8/3-LQG surface. In this paper, when
we refer to a
√
8/3-LQG cone, we always refer to the particular representative (C,h) which gives
unit mass to D. However, all the results proved in this paper will hold regardless of the embedding.
The unit boundary length
√
8/3-LQG disk can be constructed similarly by a limit [DMS14,
Proposition 5.10]. Consider a smooth bounded domain D with a linear segment L of ∂D. Let
h be a GFF on D with free-boundary conditions on L and zero-boundary conditions on ∂D \ L.
Fix C, ε > 0 and condition h on the event that ν satisfies {√C ≤ νh(L) ≤
√
C(1 + ε)}. Let
ĥ = h −√3/8 logC, which gives 1 ≤ ν
h˜
(L) ≤ 1 + ε. Then (D, ĥ) converges as a √8/3-LQG
surface to the unit boundary length
√
8/3-LQG disk when we first send C → ∞ and then send
ε → 0. In this limit, the segment L will collapse to a boundary marked point on the surface. For
concreteness we will specify a representative (D,hD) of the unit boundary length
√
8/3-LQG disk
in Section 6.8, where 1 is the marked point. Given (D,hD) and a random variable C independent of
hD, the LQG surface (D,hD +C) is called the
√
8/3-LQG disk with boundary length L := e
1
2
√
8/3C .
For a fixed A > 0, conditioning on µhD+C(D) = A, the resulting surface is called the
√
8/3-LQG
disk with boundary length L and area A.
The unit area
√
8/3-LQG sphere can be constructed by a limiting procedure in a similar manner
as the disk [DMS14]. We will provide such a limiting construction in Section 6.8, where we will
also specify a particular representative (C ∪ {∞},hS) for concreteness.
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6.3 Mating of trees
In this subsection we present the mating-of-trees construction by Duplantier, Miller, and Sheffield
[DMS14], which can be thought as the continuum analogue of (the different versions of) our bijec-
tion Φ. This construction relates LQG surfaces to planar Brownian motion.
We will use the following terminology for Brownian motion. For β > 0, a two-sided linear
Brownian motion with variance β is a stochastic process (Xt)t∈R indexed by R such that (Xt)t≥0
and (X−t)t≥0 are two independent standard linear Brownian motions multiplied by
√
β. For α ∈
(−1, 1) and β > 0 a stochastic process Z˜ = (L˜t, R˜t)t∈R is called a planar two-sided Brownian
motion with correlation α and variance β if L˜+ R˜ and L˜− R˜ are two independent two-sided linear
Brownian motions with variance 2(1 + α)β and 2(1− α)β, respectively.
Let us now recall the mating-of-trees construction for LQG cones. Consider a pair (h,η), where
h is the field on C associated with a
√
8/3-LQG cone and η is a whole-plane space-filling SLE6
which is independent with h as a curve modulo parametrization. We parametrize η such that
η(0) = 0 and µ(η([s, t])) = t − s for any s < t, where µ = µh is the area measure associated
with h. At any time t the boundary of η((−∞, t]) can uniquely be written as the union of two
semi-infinite non-crossing curves ξLt , ξ
R
t ending at η(t), such that ξ
L
t , ξ
R
t evolve continuously in t.
The curves ξLt , ξ
R
t are called the left frontier and the right frontier, respectively, of η((−∞, t]),
with the convention that the set η((−∞, t]) is on the right of the left frontier when this frontier
is oriented toward η(t); see Figure 29. By SLE duality, for any t ∈ R each of the two frontiers of
η((−∞, t]) is an SLE8/3-like curve11. By [She16a, DMS14] we can define an LQG length measure
along such curves by using the definition of the LQG boundary measure. More precisely, we consider
a conformal map from the complement of the SLE8/3-type curve such that the curve is mapped
to a straight line, and we define the LQG length measure by considering the pullback of the LQG
boundary length measure as defined in Section 6.2. Let Z = (Lt,Rt)t∈R be defined such that Lt
(respectively, Rt) is the length of the left (respectively, right) frontier of η((−∞, t]), relative to the
length of the frontier at time 0. We call Z the boundary length process of (h,η).
Theorem 6.1 ([DMS14]). Let (h,η) and Z be as above. The stochastic process Z is well-defined,
and there exists β > 0 such that Z has the law of a planar two-sided Brownian motion with
correlation 1/2 and variance β. Furthermore, the pair (h,η) modulo rotation about the origin is
measurable with respect to the σ-algebra generated by Z.
Remark 6.2. The variance of the planar two-sided Brownian motion Z is not evaluated explicitly
in [DMS14]. Throughout the paper we use β to denote this unknown constant. The third named
author is working on a project with Gwynne and Remy on evaluating the constant explicitly by
combining the constructive field theory [DKRV16] and the mating-of-trees approaches to LQG.
Theorem 6.1 gives a construction of LQG and SLE often referred to as the mating-of-trees. This
name comes from the following interpretation of the construction. Observe that the left frontier of
η(−∞, t] at different t’s are rays from η(t) to ∞ that merge upon intersection. This produces a
“spanning tree” of C rooted at ∞. Another “dual spanning tree” can be obtained by consider the
right frontier. Then η can be thought of as the Peano curve snaking in between the two spanning
trees. The LQG boundary length and area measures endow the two trees with a metric-measure
structure. In this point of view, Theorem 6.1 says that the two trees are both continuum random
trees (CRT) in the sense of Aldous [Ald91a, Ald91b, Ald93]. Moreover, their contour function L
and R form a two-sided planar Brownian motion with correlation 1/2. (See Figure 28.) However,
11More precisely, these frontiers have the law of a whole-plane SLE8/3(−2/3) [MS17].
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C −Lt
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η(t0)
η(t1)
t1t0
Figure 28: Left: A segment of the Brownian motion Z in Theorem 6.1. The L-coordinate is drawn
upside down by considering the graph of C − L for a large constant C. Right: The whole plane
space-filling SLE6 drawn at times t0, t1, and 0 (recall that η(0) = 0).
this pair of CRT’s should not be confused with the continuum analogue of the DFS tree that we
will introduce in Section 6.4.
There are also “finite volume versions” of Theorem 6.1 corresponding to the LQG disk and the
LQG sphere [DMS14, MS15b], which we will present in Section 6.8. We also remark that there is an
analogue of Theorem 6.1 (and of its finite volume variants) for space-filling SLEκ and the γ-LQG
cone for arbitrary κ > 4 and γ = 4/
√
κ-LQG. The correlation of the planar Brownian motion in
the general case is − cos((4pi)/κ) [DMS14, GHMS17].
We will now present the continuum analogue of the future/past decomposition presented in
Section 2.4. Let (h,η) and Z be as in Theorem 6.1 . We call the closed set η(−∞, 0] ⊂ C the past
wedge of (h,η) (relative of 0). The open set C \ η((−∞, 0])) is called the future wedge (relative to
0). See Figure 29 for an illustration. It is clear that the past wedge and the closure of the future
wedge have the same law. However, they are presented in a asymmetric manner since, in analogy
to the discrete, it is more instructive to think of the past wedge as a connected set with a curve
in it (see Section 6.5) and the future wedge as a chain of simply connected domains. To illustrate
this point of view for the future wedge, let us define the set
Cut(0) = {t > 0 : Ls > Lt and Rs > Rt for all s ∈ (0, t)}.
The connected components in the future wedge are exactly the collection the interiors of η([s, t])
for (s, t) a connected component of (0,∞) \ Cut(0). The set Cut(0) has the law of the range of
a stable subordinator, hence it has a local time [Ber99]. Restricting (h,η) to the components in
the future wedge and parametrizing them by the local time of Cut(0), the future wedge can be
viewed as a Poisson point process of
√
8/3-LQG surfaces decorated with space-filling curves from
one boundary point to another. Conditioning on the area and length of these surfaces, they are
independent
√
8/3-LQG disks [DMS14] decorated with chordal space-filling SLE6. We refer to
[GM17a, GM17b] for a detailed account of the mating-of-trees theory for these curve-decorated
LQG surfaces. We need some theory from these works in Section 6.6, which we will review then.
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0 0
η̂0
0
z
η̂0
η̂z
Figure 29: Left: The past wedge is shown in green, and the blue (respectively, red) curve from 0
to ∞ is the left (respectively, right) frontier of η((−∞, 0]). The blue and red curves starting from
η(t0) and η(t1), respectively, show the left and right frontier of η((−∞, t0]) and η((−∞, t1]) (with
t0 < 0 < t1). Middle: The branch η̂
0 of the branching SLE6 τ
∗ from ∞ to 0 has the law of a
whole-plane SLE6. The frontier of this curve (in blue and red) defines the boundary of the past
wedge. Right: The whole-plane SLE6 η̂
0 (respectively, η̂z) is the concatenation of the black curve
and the purple (respectively, red) curve. The two branches η̂0 and η̂z of the branching SLE6 τ
∗
agree until the target points 0 and z lie in different complementary components of the curve.
6.4 Branching SLE6
We now present the continuum analogue of the exploration tree defined in Section 4.
Let us first introduce some notations related to cone excursions. For t1 < t2, a one-dimensional
path (L˜t)t∈[t1,t2] is called an excursion if L˜t1 = L˜t2 < L˜t for all t ∈ (t1, t2). A two-dimensional
path (L˜t, R˜t)t∈[t1,t2] is called a cone excursion if L˜t > L˜t2 and R˜t > R˜t2 for all t ∈ (t1, t2), and if
either L˜t1 = L˜t2 or R˜t1 = R˜t2 . In particular, note that one of the coordinates L˜ and R˜ define an
excursion, while the other coordinate attains a running infimum at time t2.
Let (h,η) and Z be as in Theorem 6.1. A cone interval is an interval I = [t1, t2] such that Z|I
is a cone excursion. By definition of cone intervals and elementary properties of Z, it is easy to see
that with probability 1, for any pairs of cone intervals I = [s, t] and J = [s′, t′], we have
I ∩ J = ∅ or I ⊂ J or J ⊂ I. (6)
If Lt1 > Lt2 (respectively, Rt1 > Rt2), then I is called a left (respectively, right) cone interval
and Z|I is called a left (respectively, right) cone excursion. If s > t is such that for all t′ ∈ (t, s),
Lt′ > Ls and Rt′ > Rs, then we say that s is an ancestor of t. For u ∈ R, we say that a time
t < u is ancestor-free relative to time u if it has no ancestors in [t, u]. The set of ancestor-free times
relative to time u is denoted by AnFr(u). Equivalently,
AnFr(u) = {t < u | there exists no cone interval [t1, t2] ⊂ (−∞, u) such that t ∈ (t1, t2)}.
The set η(AnFr(0)) is the trace of a continuous curve inside the past wedge relative to 0, denoted
by η̂0 (see Figure 29). The curve η̂0 has the law of a whole-plane SLE6 from ∞ to 0. In each
connected component of the interior of the past wedge, η̂0 evolves as a chordal SLE6 conditioned
on filling the domain boundary (see [MS17] for a precise definition of this variant of SLE6).
Given any point z ∈ C, let tz = sup{t ∈ R : η(t) = z}. Then η(AnFr(tz)) is the trace of a
continuous curve in the past wedge relative to time tz. This curve is from ∞ to z, and we denote
it by η̂z. See Figure 29.
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Definition 6.3. The collection of curves τ ∗ := {η̂z}z∈C is called the branching SLE6 associated
with (h,η). The curve ηz is called the branch of τ ∗ targeted at z.
Remark 6.4. As explained in [DMS14], for a fixed point z ∈ C, one can get η̂z almost surely by
running η from −∞ to z and skipping all the times t when η(t) and z are not at the boundary of
the same connected component of C \ η((−∞, t]). In particular, τ ∗ modulo parametrization can
be determined by η modulo parametrization without any reference to h. Moreover, combined with
[MS17], the law of τ ∗ is the whole-plane branching SLE6 as defined in Section 6.1. To be precise,
τ ∗ is a version of the whole-plane branching SLE6 as a stochastic process indexed by C in the sense
that they share the same finite marginal distribution. Finally, the coupling of η and τ ∗ coincides
with the one described in Section 6.1. In particular, in this coupling, modulo parametrization η
and τ ∗ determine each other.
Now we assume that u is a fixed deterministic time. As explained in [DMS14], the set−AnFr(0) :=
{t : −t ∈ AnFr(0)} has the law of a range of a stable subordinator. In particular, it is possible
to define the local time `u = (`t)t≤0 of AnFr(u), such that `u(0) = 0 and `u is a continuous and
non-decreasing process which is constant on intervals disjoint from AnFr(u). This local time is only
uniquely defined up to a multiplicative constant, which we will fix in Section 9.1.1 (see Remark 9.5).
Note that by our convention that `u(0) = 0, `ut < 0 for all t < 0. By definition, d`
u induces a
measure supported on AnFr(u). Let
T ut = inf{s ≤ u : `us > t} for t ≤ 0. (7)
We call (T ut )t≤0 the inverse of `u. Now for the point z = η(u), it is almost surely the case that
tz = u. We parametrize η̂
z by requiring η̂z(t) = η(T ut ). This parametrization is called quantum
natural parametrization of η̂u [DMS14].
For each fixed u, we have defined the quantum natural parametrization of the branch of τ ∗
targeted at η(u). This definition works well if u is replaced by another backward stopping time
of Z. However, we will not define the quantum natural parametrization for all branches of τ ∗
simultaneously. For an arbitrary random time the set AnFr(u) is challenging to understand. For
example, for any fixed z ∈ C \ {0}, the time tz is not a backward stopping time and Z|[−∞,tz ] does
not evolve as a Brownian motion. So the above definition via local time of the range of stable
subordinators fails. However, in Section 6.6, we do manage to extend the definition of local time
of AnFr(t) for a particular kind of random times called the envelope stopping time, and use it to
define a parametrization of CLE6. There is yet another point of view on the quantum natural
parametrization, which is as a Gaussian multiplicative chaos over the Minkowski content of SLE
curves (see [Ben17, HS18]). This perspective may allow the definition of the quantum natural
parametrization for all branches of τ ∗. But we will not pursue this direction as it is not needed for
our work.
6.5 Looptree and forested lines
We now present the continuum analogue of the discrete looptrees and the spine-looptrees decom-
position defined in of Section 3.
Let (h,η) and Z be as in Theorem 6.1. Fix a time u ∈ R. Here and in the rest of the paper,
whenever the reference time u is clear from the context, we will drop the u-dependence of objects
viewed from u. For example, we will write `,T , η̂ respectively for the local time `u, its inverse
T u and the curve η̂z for z = η(u). With this notation, define Ẑ = (L̂t, R̂t)t≤0 by Ẑt = ZTt . By
[DMS14], if u is a deterministic time, then (the ca´dla´g modification of) the processes (L̂−t)t≥0 and
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(R̂−t)t≥0 are independent 3/2-stable Le´vy processes with only positive jumps. We call Ẑ the Le´vy
process relative to time u, although for a random u the associated Ẑ is not necessarily distributed
as a Le´vy process. In this section we assume that u is a deterministic time and describe the spine-
looptrees decomposition of the past wedge relative to time u. In Section 6.6, the time u will be a
particular random variable.
We start by explaining the concept of looptree as introduced in [CK14]. A looptree is a metric
space which is a continuum analogue of the discrete looptrees described in Section 3.1. Heuristically,
a looptree can be thought as the metric space obtained by arranging circles of various lengths, called
bubbles, in a tree-like fashion. However, there are additional difficulties in the continuum, and one
cannot really define looptrees by gluing some bubbles together. As we recall now, looptrees can be
associated to Le´vy excursions in a way which is analogous to the clockwise-code of discrete looptree
given by Lemma 3.2.
We call backward infimum time for L̂ a time t ≤ 0, such that L̂t < L̂s for all s ∈ (t, 0]. To a
backward infimum time t for L̂, we associate a time
st := inf{s ≤ t : L̂s′ ≥ L̂t ∀s′ ∈ [s, t]}. (8)
Let L̂t = infs∈[t,0] L̂s for all t ≤ 0. The set {(st, t) : t is a backward infimum time for L̂ and st 6= t}
is almost surely equals the set of connected components of (−∞, 0) \ {s : L̂s = L̂s}. Let t and st
be as above, and let X := (L̂ − L̂)|[st,t] (we drop the dependence of X on t for simplicity). By
the fluctuation theory of Le´vy process [Ber96], X has the law of a 32 -stable Le´vy excursion with a
random duration [st, t] (see [CK14] for more details on stable Le´vy excursions).
Given the excursion X, one consider the equivalence relation on [st, t] defined by t1 ∼X t2 if
and only if
Xt1 = Xt2 = inf
s∈[t1,t2]
Xs. (9)
It was shown in [CK14], that one can almost surely associate to the excursion X a metric dX on
the quotient space ([st, t]/ ∼X , dX) which makes it a compact metric space. This metric space is
called the (metric) looptree associated with X and is denoted by LX . Let piX be the quotient map
from [st, t] to LX = [st, t]/ ∼X . We call piX(st) = piX(t) the root of LX .
We will not give the explicit formula of dX (see [CK14, Equation (2.5)]) since it is quite no-
tationally involved and is not relevant to our later discussion12. But LX as a compact connected
topological space (which we would call the topological looptree) is explicitly prescribed by (9) (in
other words, the metric space (LX , dX) is homeomorphic to [st, t]/ ∼X). We will give a variational
characterization of dX now. For all s ∈ [st, t], let ∆Xs = Xs− −Xs. Suppose t2 is a jumping time
for X so that ∆Xt2 > 0. Let t1 be the almost surely unique time t1 such that (9) holds. For each
x ∈ (0,∆Xt2 ], let I(x) = sup{s < t2 : Xs −Xt2 = ∆Xt2 − x}. Then I(∆Xt2) = t1. By convention
we assume I(0) = t2. Then by the definition of ∼X , the mapping piX ◦I : [0,∆Xt2 ]→ LX defines a
cycle embedded in LX , which we call the bubble of LX associated with the jump ∆Xt2 and denote
by Bt2 . We call piX(t1) = piX(t2) the base point of Bt2 . Moreover, the metric of Lt restricted to
Bt2 is simply given by
dX(piX ◦ I(x), piX ◦ I(y)) = min{|x− y|,∆Xt2 − |x− y|}, (10)
which means that dX restricted to Bt2 is a metric cycle of length ∆Xt2 . Moreover, piX ◦ I specifies
this isometry after quotienting the endpoints of [0,∆Xt2 ]. This associates every jump of X with
12In fact, the paper [CK14] consider stable excursions Xexc with only positive jumps. To put our excursion X in
their framework and define dX , one takes X
exc to be the ca´dla´g modification of the time reversal of X and then plugs
Xexc into [CK14]. The equivalence relation ∼X is extracted from [CK14, Equation (2.5)] under this identification.
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a bubble in LX . One way to characterize dX on LX is to say that it is the smallest metric on the
topological looptree LX such that (LX , dX) is a geodesic metric space (i.e., every pair of points
can be joined by an arc isometric to a compact interval of the real line) and (10) holds. Here by
smallest we mean given any metric d with the said properties on the LX and two points p1, p2 on
LX , we have d(p1, p2) ≥ dX(p1, p2)
It is elementary to see that, almost surely for X, it does not exist three times st ≤ t1 < t2 <
t3 ≤ t such that dX(t1, t2) = dX(t2, t3) = 0. Equivalently, almost surely the cardinality of pi−1X (p)
is ≤ 2 for all p ∈ LX . We call p a double point of LX if LX \ {p} has at least two connected
components. We denote the set of doubles points of LX by dblX . By definition, piX(t2) is a base
point of a bubble in LX if and only ∆Xt2 > 0. This countable set of base points of bubbles only
occupy a tiny portion of dblX . In fact, a non-atomic measure will be defined on dblX in Section 6.7.
Given st ≤ t1 < t2 ≤ t such that X have jumps at t1, t2, let B1, B2 be the corresponding bubbles
on LX . We say that B2 is an ancestor of B1 in the looptree LX if and only if Xt2 < infs∈[t1,t−2 ]Xs.
This defines a tree structure on bubbles. Intuitively, the looptree is obtained by “gluing” together
its bubbles according to this tree structure. However in the looptree LX the gluing is not so
straightforward as one can check that almost surely any two bubbles are disjoint. The gluing is
achieved by filling the gaps between bubbles with “dust” (which are points not on any bubbles) so
that we obtain a compact connected space.
Although our discussion above is for the particular Le´vy excursion X on [st, t] and its looptree
LX , the discussion directly extends to any process X
′ whose law is a 32 -stable Le´vy excursion with
only negative jumps. Hence we can associate a looptree LX′ to any such excursion. In particular,
given a jump time t2 and Xt1 = Xt2 as in (9), running X backward from t2 to t1, we obtain a
countable collection of Le´vy excursions away from the running infimum of X relative to time t−2 ,
each of which gives a subspace of LX which itself is a looptree with root on the bubble corresponding
to ∆Xt2 .
So far LX is only an compact metric space determined by the excursion X. We now describe
LX as an embedded topological space in the
√
8/3-LQG cone. By Theorem 6.1 the boundary
length process Z is well-defined as a continuous function. By the definition of Z as the boundary
length process, t1 ∼X t2 implies that η̂(t1) = η̂(t2). Therefore there exists a unique continuous
map φX from LX to C such that η̂(s) = φX ◦ piX(s) for all s ∈ [st, t]. In other words, the curve
η̂([st, t]) is the image of LX under the embedding φX . Below we describe the geometric properties
of LX under this embedding.
Consider a jump ∆Xs of X where s ∈ (st, t). By definition of Ẑ, the jump ∆Xs corresponds
to a cone excursion of Z. Precisely, denoting Ts− := limr→s,r<s Tr, the walk Z|[Ts− ,Ts] is a left
cone excursion. In particular, the set η([Ts− ,Ts]) is the closure of a simply connected domain
whose boundary is a Jordan curve. Reasoning as above, the image by φX of the bubble Bs of
LX corresponding to ∆Xs is the boundary of the set η([Ts−,Ts]) and the base point is mapped to
η(Ts−) = η(Ts). Moreover, φX restricted to Bs is an isometry of ∂η([Ts−,Ts]) parametrized by the√
8/3-LQG boundary measure. In particular, the total length of this bubble equals the size ∆Xs
of the jump. Since LX is embedded in C, we call the interior of η([Ts− ,Ts]) the interior of Bs. The
field h for the
√
8/3-LQG cone restricted to the interior of Bs defines a
√
8/3-LQG surface with
total area Ts − Ts− . Conditioning on boundary lengths and areas, the collection of
√
8/3-LQG
surfaces inside each bubble of LX are independent
√
8/3-LQG disks. We call the looptree LX
along with the
√
8/3-disks inside each bubble the LQG looptree associated with X and still denote
it by LX . Unlike the metric structure, the LQG surface structure of LX is extrinsic in the sense
that it depends on its embedding to the
√
8/3-LQG cone.
By our convention of left and right frontiers, η̂|[st,t] can be viewed as a curve tracing LX in
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Figure 30: Left: The figure illustrates flu and flr in the spine-looptrees decomposition of the past
wedge relative to time u. This is to be compared with the discrete encoding in Figures 16 and 17.
Right: The figure illustrates (L̂, R̂) for a CLE6 loop restricted to an envelope interval and the
associated looptrees.
counterclockwise direction. For any s ∈ [st, t], by the definition of L̂, the quantum length of the
counterclockwise arc from η̂(s) to the root of LX on the outer boundary of η̂([st, s]) equals Xs. We
callX the counterclockwise code of LX . For R̂, we can similarly define the backward infimum times,
the countable collection of Le´vy excursion, and their associated looptrees. The only difference is
that now the curve η̂ traces these looptrees in clockwise direction and hence the Le´vy excursion
should be considered the clockwise code of the looptree.
We now turn our attention to the concept of forested line. Recall that L̂ is the first coordinate
of the Le´vy process relative to time u. We define an equivalence relation ∼L on (−∞, 0] in the
same spirit as ∼X above. For each t1 ≤ t2 ≤ 0, t1 ∼L t2 if and only if L̂t1 = L̂t2 = infs∈[t1,t2] L̂s.
Restricted to any interval [st, t] such that t is a backward infimum time of L̂ and st 6= t, the
equivalence relation ∼L is the same as ∼X . Let flL be the quotient space (−∞, 0]/ ∼L and let piL
be the quotient map. Then piL([st, t]) is the looptree LX as a subspace of flL. Given x ∈ (−∞, 0],
let IL(x) := sup{s : L̂s = x}. Then pi ◦ IL defines a continuous ray in flL emanating from piL(0)
which consists of the roots of all the looptrees LX as well as points that are not in any of these
looptrees. Let dL be the smallest metric (in the same sense as for dX above) on flL such that
1. the embedding from each LX to flL is isometric, and
2. the embedding piL ◦ IL from (−∞, 0] to flL is isometric.
The topology of flL easily implies that such dL exists. Replacing L̂ with R̂, we can define the
equivalence relation ∼R, the topological space flR = (−∞, 0]/ ∼R, the quotient map piR, and the
metric dR. See Figure 30 for an illustration of flL and flR.
Definition 6.5. The metric space flL under dL is called the left forested line relative to time u.
The metric space flR under dR is called the right forested line relative to time u.
As in the looptree case, both flL and flR are naturally embedded in the
√
8/3-LQG cone
through η̂. Note that for any t1 < t2 ≤ 0, if t1 ∼L t2 or t1 ∼R t2, then η(t1) = η(t2). Therefore
there exist unique embeddings φL : flL → C and φR : flR → C such that η̂ = φL◦piL = φR◦piR. The
curve η̂ can be viewed as the image of flL and flR under φL and φR, respectively. The embedding
φL restricted to each individual looptree LX coincide with the embedding φ defined above, which
allows us to define the LQG surface structure of flL by thinking of each LX as an LQG looptree.
The same holds for flR. The image of the ray piL ◦IL (respectively, piR ◦IR) under φL (respectively,
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piR) is the left (respectively, right) frontier of the past wedge relative to u, with the pushforward
of the metric on the ray agreeing with the
√
8/3-LQG boundary length on the frontier. The curve
η̂ goes from ∞ to 0 and traces bubbles in flL (respectively, flR) in counterclockwise (respectively,
clockwise) direction. Therefore, we may call L̂ (respectively, R̂) the counterclockwise (respectively,
clockwise) code of flL (respectively, flR).
We now discuss the relation between the double points of flL, flR, and η̂. Recall that η̂ is the
image of flL under φL, but that the embedding φL is not injective. To simplify the notation, for
each s ∈ (−∞, 0] we denote the point piL(s) (respectively, piR(s)) on flL (respectively, flR) by flL(s)
(respectively, flR(s)). Since SLE6 has no triple points almost surely [MW17, Remark 5.3], there
are no points on flL (respectively, flR) whose pre-image under piL (respectively, piR) has cardinality
strictly larger than 2. Let dblL (respectively, dblL) be the set of points on flL (respectively, flR)
whose pre-image under piL (respectively, piR) has cardinality exactly 2. Then p ∈ dblL if and
only if p is a double point of a looptree in flL or the unique point of the looptree on the infinite
line. Using the fact that L and R are independent 32 -stable process, we have that for t1 < t2 ≤ 0,
flL(t1) = flL(t2) implies flR(t1) 6= flR(t2) almost surely, while flR(t1) = flR(t2) implies flL(t1) 6= flL(t2)
almost surely. Furthermore, flL(t1) 6= flL(t2) and η̂(t1) = η̂(t2) if and only if flR(t1) = flR(t2), and
the same statement holds if we swap left and right. Let dblη̂ be the set of double points of η̂, that
is, points whose pre-image under η̂−1 is has cardinality 2. Then
dblη̂ = φL(dblL) ∪ φR(dblR) and φL(dblL) ∩ φR(dblR) = ∅. (11)
We conclude this section by the promised spine-looptrees decomposition of the past wedge.
Cutting the past wedge η((−∞, u]) along the “spine” η̂ decomposes the wedge into a left part and
a right part. The left (respectively, right) part is the forested line flL (respectively, flR) where each
bubble is attached with a
√
8/3-LQG quantum disk according to the boundary measure such that
each looptree in flL becomes a LQG looptree. We call the left (respectively, right) part the left
(respectively, right) LQG forested line relative to u. Conversely, the past wedge can be obtained by
gluing together these two LQG forested lines by identifying the points flL(s) and flR(s) to η̂(s) in
such a way that η̂ becomes the interface between flL and flR.
6.6 Envelope intervals and CLE6
The conformal loop ensemble CLE6 Γ is a random countable collection of loops [She09]. The loops
are closed SLE6-like curves which cannot cross themselves and each other. However, they may
touch each other and be nested, and their union form a dense subset of the considered domain.
They describe the scaling limit of the collection of percolation cycles for critical percolation on the
triangular lattice [CN06]. Let (h,η) and Z be as in Theorem 6.1. In this section we describe the
CLE6 associated with (h,η) and Z in analogy to Section 5.4.
Given Z, an envelope interval is a cone interval (see Section 6.4) [t1, t2] with the particular
property that for some ε > 0 there are no cone intervals J such that [t1 + ε, t2 − ε] ⊂ J ( [t1, t2].
It can be shown via elementary Brownian motion argument that with probability 1, any interval
[t1, t2] with the property that Lt1 = Lt2 = mint∈[t1,t2]Lt and Rt ≥ Rt2 for all t ∈ [t1, t2] is a
cone interval. The same holds if L is replaced by R. By (6) and the preceding, for any fixed
finite interval I, the intersection of all cone intervals enclosing I is almost surely a cone interval.
Therefore, there exists a smallest cone interval, which we denote by env(I), such that almost surely
I ( env(I) and hence env(I) is an envelope interval. Conversely, any envelope interval is of the
form env(I) for some interval I = [s, t] with s, t ∈ Q. In particular, there are countably many
envelope intervals.
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Figure 31: Left: construction of a CLE6 loop γ as the concatenation of a past segment γ1 (red
curve) and a future segment γ2 (blue curve) relative to 0. The light blue region D is the component
of the future wedge containing the future segment. The green region is the connected component of
η(env(γ)) \ γ containing 0. Right: The cone excursions corresponding to env(γ) and [t01, t02]. Since
in this example these two intervals are of opposite types, we have 0 = η(0) ∈ reg(γ).
In this section we explain how to associate a loop γ with an envelope interval [t1, t2]. We will
provide two perspectives, both of which are useful in our proofs in Section 9. The first perspective
is to view γ as a concatenation of two SLE6 curves, one in past wedge and one in the future
wedge relative to a fixed time u. This perspective allows us to provide a definition of CLE6 via
Theorem 6.1. The second perspective is to view γ as an embedded looptree, which will be useful
for the study of pivotal measures in Section 6.7.
We start with the first perspective, which is illustrated in Figure 31. Let [t1, t2] be an envelope
interval. Without loss of generality, we assume that 0 ∈ (t1, t2), and we consider the past wedge
and the future wedge relative to time 0. Recall the time set Cut(0) defined in Section 6.3. Let
t02 = sup{t < t2 : t ∈ Cut(0)}. (12)
Then by the definition of envelope intervals, we have t2 ∈ Cut(0) and t02 < t2. Hence, the interior
of η([t02, t2]), which we denote by D, must be a connected component of the future wedge relative
to time 0. It is shown in [GM17a] that conditioning on the total boundary lengths of the two arcs
of ∂D from η(t02) to η(t2), (D,h,η|[t02,t2]) is a
√
8/3-LQG disk with specified boundary lengths,
decorated with a chordal space-filling SLE6 on D from η(t
0
2) to η(t2). By definition of Z, the
subwalk Z|[t02,t2] describes the LQG length evolution of the left and right arcs of the boundary of
D \ η([t02, t]) between the points η(t) and η(t2) as t runs from t02 to t2.
Consider the set AnFr(t2)∩ [t02, t2], which are the ancestor-free time relative to t2 in [t02, t2]. As
explained in [GM17a, Section 7.4], which is based on [DMS14], although t2 is a random time, it is
possible to define a local time ` on AnFr(t2) ∩ [t02, t2] in the same manner as in Section 6.4 for a
fixed time. Namely, there exists a process ` on [t02, t2] such that `(0) = 0 and ` is a continuous and
non-decreasing process which is constant on intervals disjoint from AnFr(t2). Again ` is uniquely
determined up to a multiplicative constant and we fix it to be consistent with the convention when
t2 is a fixed time. More precisely, for any rational u ∈ [t02, t2], the Stieltjes measures d`u and d`
agree on AnFr(u) ∩ AnFr(t2) ∩ [t02, t2]. Let Tt = inf{s ≤ t2 : `s > t} be the inverse of ` as in
Section 6.4, and for each `t02 ≤ t ≤ 0, let η̂(t) = η(Tt). Then, γ2 := η̂|[`t02 ,0] is the classical chordal
SLE6 corresponding to the space-filling chordal SLE6 η|[t02,t2]. The SLE6 curve γ2 is the segment
of the curve γ lying in the future wedge relative to 0.
To complete the definition of γ we need to define its segment lying in the past wedge. Let
t01 = sup{t ≤ 0 : Lt = Lt02 or Rt = Rt02}. (13)
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Figure 32: Left: A CLE6 loop γ. The light blue region is filled by η(env(γ)). The curve γ is oriented
in counterclockwise direction and env(γ) is a right cone interval. The three colored points are three
different reference points one can use to decompose γ into a future and a past segment. The red
point is inside reg(γ) while the other two are not. Right: The cone excursion [t1, t2] = env(γ)
is the middle segment in non-green colors. Each of the three smaller cone excursions with colors
corresponds to the connected component of η(env(γ)) \ γ containing the marked point in the left
figure with the same color.
Since t01 is a backward stopping time for Z, the two processes Z|(−∞,t01] and Z|(−∞,0] have the same
law. Note that AnFr(0)∩ (−∞, t01] = AnFr(t2)∩ (−∞, t02). We can extend the definition of the local
time ` defined above for [t02, t2] to the entire (−∞, t2] in such a way that ` is a continuous and non-
decreasing process which is constant on intervals disjoint from AnFr(t2) (in particular `t01 = `t02).
The multiplicative constant for ` is fixed by requiring that d` agrees with d`0 on AnFr(0)∩(−∞, t01].
We also extend Tt = inf{s ≤ t2 : `s > t} and η̂(t) = η(Tt) to all t ∈ (−∞, t2]. The curve η̂ is a
called the quantum natural parametrization of the branch of τ ∗ targeted at η(t2).
We call the curve γ = η̂|[`t1 ,0] the CLE6 loop associated with the envelope interval [t1, t2]. We
write [t1, t2] as env(γ) and call t2 the envelope closing time of γ, which is the last time when η
visits γ. We say that the orientation of γ is clockwise (respectively, counterclockwise) if γ traces
the boundary of the unbounded component of C \ γ in clockwise (respectively, counterclockwise)
direction. The region enclosed by γ, denoted by reg(γ) is defined to be the union of all bounded
connected components of C\γ whose boundary is traced by γ in the orientation of γ. As promised,
the segment γ1 := η̂|[`t1 ,`t01 ] is the segment of γ lying in the past wedge relative to 0, while
γ2 := η̂|[`
t02
,0] is the segment lying in the future wedge. If we choose another rational u ∈ (t1, t2),
the definition of ` and γ almost surely stay the same, although the decomposition of γ into future
and past segments could change.
Note that [t01, t
0
2] is a cone excursion inside env(γ) containing 0. Moreover, [t
0
1, t
0
2] is maximal
inside env(γ) in the sense that if J is a cone interval with [t01, t
0
2] $ J ⊂ env(γ), we must have
J = env(γ). In general, for a deterministic time u ∈ [t1, t2], the maximal cone interval [tu1 , tu2 ] inside
[t1, t2] containing u can be almost surely found in the same manner as [t
0
1, t
0
2] (see (12) and (13)).
The interior of η([tu1 , t
u
2 ]) is the connected component of η(env(γ))\γ containing η(u). If env(γ) is a
left (respectively, right) cone interval, then γ is clockwise (respectively, counterclockwise) oriented.
If [tu1 , t
u
2 ] is a left (respectively, right) cone interval, then γ visits ∂η([t
u
1 , t
u
2 ]) in counterclockwise
(respectively, clockwise) direction. In particular, for any rational u ∈ env(γ), η(u) ⊂ reg(γ) if and
only if [tu1 , t
u
2 ] and env(γ) are of different types. See Figure 32 for an illustration of γ and env(γ).
Definition 6.6. Associating each envelope interval of Z with a loop as above gives a countable
collection of loops on C which we call the CLE6 associated with (h,η) and denote by Γ. Moreover,
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Figure 33: Left: Three CLE6 loops γ0,γ1,γ2, where γ1,γ0 are unnested, while γ2,γ0 are nested.
The blue region is η(env(γ0)). Right: Cone excursions corresponding to env(γi) for i = 0, 1, 2.
Both env(γ1) and env(γ2) are subintervals of env(γ0).
each curve has a parametrization which we still call the quantum natural parametrization.
The discrete analogue of this construction of CLE6 is explained in the proof of Lemma 9.14. In
Section 6.8, it will be shown that the CLE6 of Definition 6.6 coincides (modulo parametrization)
with the CLE6 classically defined as in [She09].
Let γ ′ 6= γ be two CLE6 loops. By (6), we have almost surely
env(γ) ∩ env(γ ′) = ∅ or env(γ) ⊂ env(γ ′) or env(γ ′) ⊂ env(γ). (14)
We claim that
env(γ) ⊂ env(γ ′) implies γ ∩ γ ′ ⊂ ∂η(env(γ)). (15)
In fact, as explained above Definition 6.6, any connected component of η(env(γ ′)) \ γ ′ is the
interior of the image by η of a maximal cone intervals. In light of (6), env(γ) ⊂ env(γ ′) implies
that η(env(γ)) is contained in the closure of a connected component of η(env(γ ′)) \ γ ′. Therefore,
any touching of γ and γ ′ must be on ∂η(env(γ)).
Given γ,γ ′ ∈ Γ such that γ 6= γ ′, we say that γ and γ ′ are nested if either γ ⊂ reg(γ ′) or
γ ′ ⊂ reg(γ). Otherwise, we say that γ and γ ′ are unnested. Recall the relation explained above
between the orientation of CLE6 loops and the type of the cone excursions. Suppose γ ∩ γ ′ 6= ∅. If
η(env(γ)) ⊂ reg(γ ′), then the orientations of γ and γ ′ are opposite. If η(env(γ)) ⊂ η(env(γ ′)) \
reg(γ ′), then the orientations of γ and γ ′ are the same. Therefore when γ ∩ γ ′ 6= ∅, they have the
same orientation if and only if they are unnested. See Figure 33.
Now we build on the previous description of CLE6 to establish our second perspective on
CLE6, which is based on looptrees. Let γ be a CLE6 loop. Without loss of generality, we assume
0 ∈ env(γ). Recall `,T , η̂ defined above as the local time, its inverse, and the branch in τ ∗ relative
to t2. As in Section 6.5, for all t ≤ 0, let Ẑt = (L̂t, R̂t) := ZTt be the Le´vy process relative to time
t2
From the discussion above, if t2 is the envelope closing time of a loop γ with 0 ∈ env(γ), then t2
is the right endpoint of a connected component of [0,∞)\Cut(0). In fact, the converse is also true.
Let t2 be the right endpoint of a connected component of [0,∞)\Cut(0), let t02 be the left endpoint
of the same component, let t01 be defined by (13), and let t1 = inf{t ≤ t01 : Lt ≥ Lt01 and Rt ≥ Rt01}.
Then [t1, t2] is an envelope interval containing 0.
We now specify an enumeration of CLE6 loops whose envelope interval contains 0. In fact, the
particular enumeration is not important to us, because we will be discussing properties which holds
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almost surely for all CLE6 loops simultaneously. However, the following one has the advantage
that the law of Ẑt relative to each t2 is explicit, which allows us to extend the constructions in
Section 6.5 to CLE6 loops. Fix ε > 0, k ∈ N. Let (t02, t2) be the kth component of [0,∞) \ Cut(0)
(reading forward) such that Lt02 +Rt02 − Lt2 −Rt2 ≥ ε. Let t1 be such that [t1, t2] is an envelope
interval. By varying ε and k, we exhaust all envelope intervals containing 0. Doing the same for
all q ∈ Q in place of 0 provides an exhaustion of the CLE6 Γ.
We first recall the construction of γ from the interval [t1, t2] obtained for fixed ε, k. Let t
0
1 be as
in (13), and let s0 = `t01 = `t02 . Let s = inf{t ≤ 0 : Ẑt′ ∈ Zt2 + [0,∞)2, ∀ t′ ∈ [t, 0]}. Then s = `t1 .
We call −s > 0 the quantum natural length of γ. The curve η̂|[s,0] is γ equipped with its quantum
natural parametrization starting and ending at η(t1) = η(t2).
Next, we describe the law of Ẑ (still for fixed ε, k). Our choice of t2 implies that t
0
1 is a
backward stopping time for Z and hence the walk Z|(−∞,t01] − Zt01 recentered at t01 has the same
law as Z|(−∞,0]. Thus Ẑ|(−∞,s0) − Zt01 has the same law as Ẑ0|(−∞,0) after time shift, where Ẑ0
is the Le´vy process relative to 0, and is independent of Z|[t01,∞). At time s0, Ẑ has a jump from
Ẑs−0
= Zt01 to Ẑs0 = Zt02 .
It remains to describe the law of Ẑ|[s0,0], which is a process from Zt02 to Zt2 . Let (`, r) =
Zt02−Zt2 . Conditioned on ` and r, the pair (η([t02, t2]),h) has the law of a
√
8/3-LQG disk decorated
with an independent chordal space-filling SLE6, such that the boundary length of the two boundary
arcs is ` and r, respectively. The law of Ẑ|[s0,0] given `, r is explicitly given in [GM17b, Theorem
1.2]. The law can be described as the process Ẑ0 +Zt02 until it hits the boundary of the quadrant
Zt2 +(0,∞)2, conditioned on the exit location being the corner Zt2 . Again, this is a conditioning on
a zero probability event, but [GM17b] make sense of it by giving its Radon-Nikodym derivative with
respect to the unconditioned process when bounded away from the exit time from the quadrant.
This concludes our description on Ẑ.
By inspecting the explicit description of Ẑ and using basic properties of stable process, one can
check that conditioned on Zs, the law of Ẑ|[s,0] is mutually absolutely continuous with respect to
a more standard Le´vy type process which we describe now. For concreteness we assume now that
[t1, t2] is a right cone interval (the discussion extends to the other case by left/right symmetry). Let
t′ be a negative random variable with unbounded support and let r be a positive constant. Let Y
be a 32 -stable Le´vy excursion with only negative jumps on [t
′, 0] and t = sup{t ≤ 0 : Yt′ < r ∀ t′ ≤
t′ < t}. Conditioning on t, let X be a 32 -stable Le´vy excursion with only negative jumps on [t, 0]
independent of Y . Upon conditioning on {Rs = r}, the law of Ẑ|[s,0] and (X,Y )|[t,0] are mutually
absolutely continuous.
Let LX ,LY be the pair of looptrees encoded by X[t,0] and Y |[t′,0]. Then L̂|[s,0] defines a looptree
LL which is mutually absolutely continuous with respect to LX , and which we call the left looptree
of γ. All the discussion on the looptree LX in Section 6.5 extends to LL. In particular, the
region reg(γ) enclosed by γ is the LQG looptree corresponding to LL, which is obtained by gluing
independent
√
8/3-LQG disks to each bubble of LL and embedding it in the
√
8/3-LQG cone via
η. Moreover, R̂|[s,0] defines a compact metric space LR which is mutually absolutely continuous
with respect to LY restricted to [t, 0] (more precisely, its image under the quotient map). We abuse
notation and call LR the right looptree of γ, although LR is not really a looptree but rather part
of one. See Figure 30 for an illustration of LL and LR. As in the spine-looptrees decomposition
of the past wedge in Section 6.5, the CLE6 loop γ decomposes η([t1, t2]) into LL and LR. In the
remaining part of the paper, similarly as in Definition 5.10, we use the symbol L(γ) to denote the
looptree of γ whose LQG looptree structure is given by h restricted to reg(γ). In other words, for
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a right (respectively, left) cone interval, we denote L(γ) = LL (respectively, L(γ) = LR).
6.7 Pivotal points and pivotal measure
Given the CLE6 Γ of Definition 6.6, a point p ∈ C is called a double point of a CLE6 loop γ ∈ Γ if
γ visits p at least twice. The set of double points of γ is denoted by dblγ . A point p ∈ C is called a
pivotal point of Γ if it is a double point of a loop or the intersection of two loops. The set of pivotal
points of Γ is denoted by piv. Let us recall a result of Camia and Newman about pivotal points.
Lemma 6.7 ([CN06], Theorem 2). Almost surely, the sets dblγ for γ ∈ Γ, and the sets γ ∩ γ ′ for
γ 6= γ ′ ∈ Γ are all disjoint.
Remark 6.8. Lemma 6.7 is proved for pivotal points of the CLE6 as defined in the classical [She09].
We can apply it to the collection Γ of Definition 6.6, since as mentioned above, we will show in
Section 6.8 that these two notions of CLE6 agree modulo parametrization. Alternatively, we expect
that Lemma 6.7 could be proved from Theorem 6.1 purely based on properties of 32 -stable process.
In this section we will first define natural measures on double points of looptrees and then use
it to define the LQG pivotal measure on piv associated with (h,η).
Let X be a 32 -stable Le´vy excursion on [`, 0] with only negative jumps. At this point of general
discussion, ` could be an arbitrary negative random variable but later we will take it to be the
quantum natural length of a CLE6 loop γ or one of the values t
′ or t defined at the end of Section 6.6
(for the related processes X,Y ). Let LX be the looptree associated with X. Recall the equivalence
relation ∼X on [`, 0] defined by (9). Unlike in Section 6.6, we now write the quotient map from
[`, 0] to LX as piX to indicate the dependence on X.
For any s ∈ [`, 0], let
AX(s) = {t ∈ (s, 0] : inf
t′∈[s,t]
Xt′ = Xt} (16)
be the set of forward running infima of X relative to time s. By the fluctuation theory of Le´vy
process with only negative jumps, for any fixed s, the law of AX(s) is the range of a stable
subordinator of Hausdorff dimension 13 . Therefore, one can almost surely define a local time for
AX(s). Let pX(s) be the Stieltjes measure of this local time
13, which is supported on AX(s).
Let dblX be the set of double points of LX , that is, points on LX with more than one pre-image
under piX . Then
dblX(s) := piX(AX(s)) ⊂ dblX and dblX = ∪s∈[`,0]dblX(s).
Note that νX(s) represents the set of double points of LX separating piX(s) from the root. For
each fixed s, let νX(s) be the push-forward of the measure pX(s) onto LX by piX . It is clear that
for any fixed s 6= s′, the measures νX(s) and νX(s′) almost surely agree on dblX(s) ∩ dblX(s′).
Therefore, it is tempting to define a measure ν on dblX such that when restricting to any fixed
s, it agrees with νX(s). However, there are two caveats here. The first and obvious one is that
νX(s) is only almost surely well defined for any fixed s while [`, 0] is uncountable. The second one
is more subtle and serious. It turns out that νX is extremely big, in the sense that almost surely,
νX(piX([t1, t2]) ∩ dblX) =∞ (17)
for any ` ≤ t1 < t2 ≤ 0. Therefore we consider exhaustions of dblX when studying νX . In the
following we introduce two such exhaustions for different purposes.
13The local time pX(s) is only defined up to multiplication by a constant. We will set this constant in (66). Recall
the related discussion for the set of ancestor-free times in Section 6.4.
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The first exhaustion is depending onX. Let {Qn} be a sequence of increasing subsets of [`, 0]∩Q
with finite cardinality such that ∪nQn = [`, 0] ∩Q. We claim that
dblX = ∪∞n=1 ∪q∈Qn dblX(q). (18)
Although being intuitive, it is not obvious that (18) holds. However, it will become an immediate
consequence of Lemma 6.9 stated below. Since νX is almost well-defined on each ∪q∈QndblX(q) by
putting {νX(q)}q∈Qn together, we have a measure νX defined on the entire double point set dbl.
The second exhaustion is extrinsic and requires the LQG structure of LX . More precisely,
conditioning on LX , we glue independent
√
8/3-LQG quantum disks to all bubbles of LX so that
the boundary measure of the disk agrees with the metric on the bubble, making LX an LQG
looptree. Given a double point p ∈ LX , the set LX \{p} has two connected components. For ε > 0,
we say that p is ε-significant if for the closure of each connected component of LX \ {p}, the sum
of quantum area of the
√
8/3-LQG disks associated with all bubbles is at least ε. Let dblX,ε be
the set of double points of LX which are at least ε-significant. It is clear that dblX = ∪εdblX,ε
almost surely. The next lemma, whose proof is postponed to Section 9.1.3, justifies (18).
Lemma 6.9. Let {Qn}n∈N be the set of rationals as above. For any fixed ε > 0, there almost surely
exists an N ∈ N such that
dblX,ε ⊂
⋃
q∈QN
dblX(q). (19)
We see that νX(dblX,ε) < ∞ almost surely for any ε > 0 by using this lemma and that
νX(dblX(q)) <∞ for any rational q.
Both exhaustions of dblX are useful. From the first exhaustion, we rigorously defined the
measure νX on the entire dblX via local time on the running infima of Le´vy excursions. This
is convenient for the study of ν in Section 9.1.5 and 9.3 via the well established theory of Le´vy
processes. The second exhaustion has the advantage of not relying on X, which will be convenient
for the study of νX via GFF and SLE once the LQG looptree is embedded to
√
8/3-LQG cone (see
Remark 6.12). In this paper we mainly use the LQG exhaustion of dblX as an objective rather
than a tool. But the GFF/SLE perspective of ν will be a crucial input in [HS].
Now we turn our attention to the particular looptrees associated with CLE6 loops. We retain
the notions and setup introduced in Section 6.6 for the looptree perspective on CLE6. Let γ be
a CLE6 loop chosen from the exhaustion of Γ defined there. Let s < 0 be such that −s is the
quantum natural length of γ. Let u be the envelope closing time of γ, and let (L̂, R̂) be the Le´vy
process relative to the envelope closing time of γ. As in Section 6.6, we assume for concreteness
that env(γ) is a right cone interval (the other case being symmetric). Let LL and LR be the left
and right looptree of γ.
As in Section 6.6, we use X|[t,0] and Y |[t′,0] to denote the two independent 32 -stable excursions
such that (L̂, R̂)|[s,0] and (X,Y )|[t,0] are mutually absolutely continuous. Therefore we can reweigh
the law of (X,Y )|[t,0] and then couple this pair with (L̂, R̂)|[s,0] such that s = t and (L̂, R̂)|[s,0] =
(X,Y )|[t,0]. Under this coupling, LL = LX and LR is a subspace of LY . Therefore the measure νX
on dblX turns into a measure νL on dblL. Furthermore, the measure νY restricted to dblY ∩ LR
defines a measure νY . To describe dblY ∩LR purely in terms of R̂, let AR(s) be defined as in (16)
with R̂ in place of X. For p ∈ LR, we call p a double point of LR if pi−1Y (p) has more than one
point in [s, 0]. Let dblR be the set of double points of LR. Then dblY ∩ LR = dblR ∪AR(s) and
dblR∩AR(s) 6= ∅ almost surely (see the right side of Figure 30, where the set AR(s) is represented
as lying on the dotted line). Although we are using X,Y , it is clear from the construction that
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the sets dblL, dblR,AR(s) and the measures νL and νR are explicitly determined by L̂, R̂ without
external reference.
Let piL and piR be the quotient maps of from [s, 0] to LL and LR, respectively. As in Section 6.5,
there exist unique embeddings φL of LL and φR of LR such that φL◦piL(t) = γ(t) and φR◦piR(t) =
γ(t) for all t ∈ [s, 0]. Then (11) holds with γ in place of η̂. Moreover, φR(AR(s)) equals the
intersection of γ and the boundary of η(env(γ)). The pushforward of νL under φL and νR under
φR define a measure νγ supported on dblγ ∪ (γ ∩ ∂η(env(γ))). In particular, by restriction, νγ
induces a measure νγ on dblγ .
Recall (15). For any CLE6 loops γ
′ 6= γ, the intersection γ∩γ ′ belongs to either γ∩∂η(env(γ))
or γ ′∩∂η(env(γ ′)), depending on whether env(γ) ⊂ env(γ ′) or vice versa. Therefore by restriction,
νγ induces a measure νγ,γ′ on γ
′ ∩ γ for any env(γ) ⊂ env(γ ′). By convention, we set νγ,γ′ = 0 if
env(γ) ∩ env(γ ′) = ∅ or env(γ ′) ⊂ env(γ) (recall (14)).
Definition 6.10. Summing νγ over γ ∈ Γ and νγ,γ′ over all γ 6= γ ′, we obtain a measure ν
supported on piv. We call ν the LQG pivotal measure of Γ associated with (h,η).
Since νγ restricted to γ ∩ ∂η(env(γ)) is almost surely finite for any γ ∈ Γ, the measure ν
restricted to the intersection of two distinct loops is finite. However, (17) implies that the ν-
mass of any open set is infinite. Again, to say anything meaningful about ν, one needs to take an
approximate exhaustion of piv. We now define one which is closely related to the second exhaustion
for double points of looptrees.
Given z ∈ piv, a new loop configuration Γz can be obtained as follows. If z ∈ dblγ for some
γ ∈ Γ, we split γ into two loops intersecting at z, so that the orientation of the two new loops are
consistent with γ. If z ∈ γ∩γ ′ for some γ,γ ′ ∈ Γ such that γ 6= γ ′, we obtain Γz by merging γ and
γ ′ into one loop. Recall that γ and γ ′ have the same orientation if and only if the are unnested.
The new loop after merging γ and γ ′ can be singly orientated in a way which is consistent the
orientation of both γ and γ ′. By Lemma 6.7, Γz is almost surely well-defined. We call flipping the
color of z, the operation of changing Γ to Γz. Let Γ∆Γz denote the symmetric difference between
Γ and Γz. Almost surely, Γ∆Γz always consists of exactly three loops, each of which encloses a
region with a positive µh-area. Let sig(Γ, z) be the minimum over the three areas. We call sig(Γ, z)
the significance of z. Intuitively, the higher the significance of z, the more dramatic change it will
cause when flipping the color of z. Let z ∈ piv and ε > 0. We say that z is ε-significant if
sig(Γ, z) ≥ ε. The set of ε-significant points is denoted by pivε. It is clear from the definition that
piv = ∪ε>0pivε.
Definition 6.11. By restriction, ν induces a Borel measure on C supported on pivε, which is
denoted by νε. We call νε the ε-pivotal measure of Γ associated with (h,η).
We now argue that the measure νε is locally finite. Given a loop γ ∈ Γ, let LL and LR be its left
and right looptrees, respectively. Let dblL,ε (respectively, dblR,ε) be the set of ε-significant double
points of LL (respectively, LR) defined in the second exhaustion of double points of looptrees. Then
pivε ∩ dblγ = φL(dblL,ε) ∪ φR(dblR,ε). (20)
In particular, ν(pivε ∩ dblγ) < ∞. Recall also that ν(γ ∩ γ ′) < ∞ for any γ 6= γ ′. Now, given
a bounded domain D and ε > 0, there are only finitely many loops in Γ that have nonempty
intersection with D and LQG area larger than ε > 0 [CN06]. Therefore, νε(D) < ∞. So νε is
locally finite.
Remark 6.12. In [GPS13a], the authors introduced another exhaustion of piv based on the so-
called four-arm events. Under this exhaustion, they constructed a random local finite Borel measure
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λ. The construction is via establishing the scaling limit of the counting measure over pivotal points
of critical site percolation on the regular triangular lattice. In [HLS18], it is proved that the 3/4-
dimensional Minkowski content of pivε exists and defines λ. In [HS], the second and third author of
this paper prove that ν and e
1
4
√
8/3h dλ agree up to a multiplicative constant, where the constant 14
comes from the KPZ relation applied to the set of pivotal points. Our scaling limit result for pivotal
measure is a random triangulation version of the result in [GPS13a] for the triangular lattice.
We conclude the section by introducing the notion of types for CLE6 pivotal points in analogy
to Section 5.5. Given a loop γ ∈ Γ, recall that γ decomposes η(env(γ)) into two looptrees, where
L(γ) is the one corresponding to reg(γ). We say that a double point of γ is a pivotal point of
type 1 if it comes from a double point of L(γ) and of type 2 otherwise. If a point p is a point of
intersection of two distinct unnested (respectively, nested) CLE6 loops γ,γ
′ ∈ Γ, we call p a pivotal
point of type 3 (respectively, type 4 ). It is straightforward to see that this definition of types agrees
with the one in Section 5.5 based on color flipping (see Figure 27).
6.8 Constructions for the disk and sphere
In Section 6.3-6.7, we explained the mating-of-trees theory for the
√
8/3-LQG cone. Starting from
(h,η) and Z, we defined the associated branching SLE6, CLE6, and LQG pivotal measure. In
this section, we first present the disk variant of Theorem 6.1. In this case, CLE6 is a well-known
and well-studied subject in the literature (see for example [CN06, She09]). In this section we will
also explain that the disk variant of Definition 6.6 agrees with the more classical construction in
[She09]. Finally, we will briefly describe the sphere variant of Theorem 6.1.
Given the foundation we laid for the
√
8/3-LQG cone case in Sections 6.3-6.7, we will not start
from scratch for the disk case. Instead, we embed the
√
8/3-LQG disk into the
√
8/3-LQG cone
and trivially extend everything in Sections 6.3-6.7 to the disk case. Let (h,η) and Z be as in
Theorem 6.1. Let D be the connected component of η((−∞, 1]) \ η̂z containing 0, where η̂z is
the branch of τ ∗ targeted at z = η(1). Equivalently, D is the bubble of fl1L or fl
1
R that contains 0,
where fl1L and fl
1
R are the left and right, respectively, forested lines relative to time 1, and bubbles
are considered to be filled with
√
8/3-LQG disks as explained in Section 6.5. Let [s, t] be the cone
interval corresponding to D, that is, η([s, t]) = D. For concreteness, we condition on the event that
[s, t] is a right cone interval so that Ls = Lt. Let H = Rs−Rt and A = t−s. According to [MS15b],
conditioning on H, the law of (D,h|D) as an LQG surface is absolutely continuous with respect to
the
√
8/3-LQG disk with boundary length H, with Radon-Nikodym derivative proportional to A
(see the more precise statement below (22)). This reweighing by A is an instance of the inspection
paradox for renewal processes. Moreover, conditioning on (D,h|D),
t (or equivalently, −s) is uniform in (0, A), (21)
and the curve η|[s,t] modulo parametrization is the counterclockwise space-filling SLE6 in D starting
and ending at η(s) = η(t) independent of t.
In light of the above discussion, from now on we work under the reweighed probability measure
dP˜ :=
c
A
1Rs>RtdP, (22)
where P is the probability measure for (h,η) and c is a renormalizing constant. Let ϕ be the
conformal map from D to D such that ϕ(0) = 0 and ϕ(η(s)) = 1. Let hD = h◦ϕ−1+Q log |(ϕ−1)′|−
2
γ logH, where γ =
√
8/3 and Q is as in (5). Then, under the new measure P˜, the LQG-surface
(D,hD) is a representative (in the sense of the γ-equivalence of LQG-surfaces) of the unit boundary
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length
√
8/3-LQG disk as defined in Section 6.2. Moreover, under P˜, the field hD satisfies the
following two properties.
• Bulk re-rooting invariance: Let (z,hD) be coupled such that conditioning on hD, the law of
z is a point on D sampled from µhD . Let ϕz be the Mo¨bius transform from D to D that maps
0 to z and preserves 1. Then hD ◦ ϕz +Q log |ϕ′z| d= hD.
• Boundary re-rooting invariance: Let (z,hD) be coupled such that conditioning on hD, the
law of z be a point on ∂D sampled from νhD . Let ϕz be the Mo¨bius transform from D to D
that maps 1 to z and preserves 0. Then hD ◦ ϕz +Q log |ϕ′z| d= hD.
The bulk re-rooting invariance follows from (21) and the boundary one is proved in [DMS14]. These
re-rooting invariances characterize hD among the representatives of the unit boundary length
√
8/3-
LQG disk. Indeed, if (D,h′) is a representative of the unit length
√
8/3-LQG disk, and h′ satisfies
the two re-rooting invariance properties listed above, then h′ and hD are equal in law as a random
fields.
Let ηD be the image of η|[s,t] under ϕ. Then, modulo parametrization, ηD is a counterclockwise
space-filling SLE6 on D starting and ending at 1 which is independent of hD. Let a := µhD(D) =
A/H2. We reparametrize ηD such that ηD(0) = 1 and µhD(ηD([0, t])) = t for all 0 ≤ t ≤ a. Let
ZD be the right cone excursion on [0, a] defined by
ZDt := (L
D,RD) = H−1(ZtH2+s −Zs) ∀ t ∈ [0, a]. (23)
For t ∈ (0, a), we call the clockwise (reps. counterclockwise) arc from ηD(t) to 1 on the boundary
of D \ ηD[0, t] the left (respectively, right) frontiers of ηD([0, t]). Then LDt and RDt equals the νhD-
length of the left and right, respectively, frontiers of ηD([0, t]). Therefore we call Z
D the boundary
length process of (hD,ηD). The law of Z
D = (ZDt )t∈[0,a] can be described as the Brownian motion
Z starting at (0, 1) and conditioned to exit the first quadrant [0,∞)2 at the origin at time a. See for
example [MS15b, Section 2] for a rigorous meaning of this zero-probability conditioning. We call
the law of ZD the Brownian cone excursion with correlation-12 starting from (1, 0) with variance β,
or Brownian cone excursion from (0, 1) for short. The duration a of ZD is a random variable with
inverse Gamma distribution.
The following theorem is the disk variant of Theorem 6.1.
Theorem 6.13 ([MS15b]). Let (D,hD) be the representative of the unit boundary length
√
8/3-
LQG disk satisfying the above mentioned bulk and boundary re-rooting invariance properties. Let
ηD be a counterclockwise space-filling SLE6 on D starting and ending at 1 which is independent of
hD modulo parametrization. Let ηD be parametrized by its quantum area and Z
D be its boundary
length process. Then ZD is a Brownian cone excursion from (0, 1). Moreover, the pair (h,η) is
measurable with respect to the σ-algebra generated by ZD.
The measurability statement in Theorem 6.13 is inherited from the corresponding statement in
Theorem 6.1. Here there is no need to consider (D,hD) modulo the rotation about the origin as the
boundary point 1 has been marked. This is the disk version of mating-of-trees theorem in [MS15b].
Theorem 6.13 still holds if counterclockwise is replaced by clockwise and (0, 1) is replaced (1, 0).
This corresponds to reweighing the law P of (h,η) by cA−11Ls>Lt .
Recall the branching SLE6 τ
∗, the CLE6 Γ and the pivotal measure ν associated with (h,η).
We can define the corresponding objects for (hD,ηD). There are two ways to do it. The first
is to start from Theorem 6.13 and repeat everything. Note that τ ∗,Γ and ν are described as
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almost sure explicit functions of η and Z. Our construction of (hD,ηD,Z
D) is done by reweighing
and restriction of (h,η,Z). Therefore, these explicit functions can be applied to (ηD,Z
D) with
straightforward adaption. This construction does not require a reference to (h,η,Z). We omit the
details here. Another equivalent construction is to simply map the restriction of τ ∗,Γ and ν from
the domain D to the unit disk D through the conformal map ϕ. Now we will elaborate on the
detail of this construction.
We start with τ ∗. Let w ∈ D \ {η(s)}. Since [s, t] is a cone interval, it is necessarily the case
that η(s) is the entrance point of the branch of τ ∗ targeted at w. Let z = ϕ(w), and let η̂zD be the
image of the segment on η̂w from η(s) to w. Modulo parametrization, τ ∗D := {η̂zD}z∈D\{1} is called
the branching SLE6 associated with (hD,ηD). As in Remark 6.4, for any fixed z ∈ D, η̂zD is an SLE6
on (D, 1, z). Moreover, τ ∗D is a version of branching SLE6 on D rooted at 1 defined in Section 6.1,
and (ηD, τ
∗
D) are coupled as in Section 6.1. Given a fixed u > 0, on the event that u < a, one
can still almost surely parametrize the branch of τ ∗D targeted at z = ηD(u) by its quantum natural
time. In fact, let w = ϕ−1(z). Since s is a backward stopping time for Z, the quantum natural
parametrization can be defined almost surely for η̂w via the local time on ancestor-free times. Let
s0 < 0 be such that η̂
w(s0) = η(s). The quantum natural parametrization of η̂
z
D is given by
η̂zD(s) = ϕ ◦ η̂z(s0 + sH3/2) ∀s ≥ 0 such that s0 + sH3/2 ≤ 0, (24)
where the scaling exponent 32 = 2 × 34 comes from the fact that the time of the Brownian motion
is scaled by H2 as (23), while the Hausdorff dimension of ancestor-free time is 34 .
We now turn our attention to CLE6. For each γ ∈ Γ such that γ ⊂ D, γD := ϕ ◦γ is a loop on
D. Suppose γ is under its quantum natural parametrization, then as in (24), we parametrize γD by
γD(s) = ϕ ◦γ(s0 + sH3/2) where −s0 is the quantum natural length of γ and s0 ≤ s0 + sH3/2 ≤ 0.
We call this parametrization the quantum natural parametrization of γD. Let ΓD be the collection
of such loops γD. Then ΓD is called the CLE6 associated with (hD,ηD)
Starting from a sample of τ ∗D, Sheffield [She09] defined the so-called CLE6 on D rooted at 1, which
we denote by Γ′D. Combining [She09] and [MS17], viewed as curves modulo parametrization, Γ
′
D
can be expressed as an explicit function of τ ∗D and ηD. Now we explain that modulo parametrization
ΓD = Γ
′
D almost surely, thus addressing the issue left in Remark 6.8. Let us first consider how to
use τ ∗D to describe the outermost loop in ΓD whose region contains 0. By definition, it amounts to
find the loop γ ∈ Γ with the biggest envelope interval such that 0 ∈ reg(γ) ⊂ D.
Recall the bijection between envelope intervals and CLE6 loops in Section 6.6. Let env(γ) =
[t1, t2] and t
0
2 and t
0
1 be defined as in (12) and (13), respectively. Then [t
0
1, t
0
2] ⊂ [t1, t2] ⊂ [s, t].
Since we are on the event that [s, t] is a right cone interval, γ must be counterclockwise thus
env(γ) is a right cone interval. Therefore, [t01, t
0
2] is a left cone interval. Let I be the maximal (i.e.,
largest) cone interval inside [s, t] containing 0 and recall that env(I) is the smallest cone interval
containing I. Then there exists a loop γ ′ ⊂ D such that env(I) = env(γ ′). Since env(γ ′) ⊂ env(γ)
by definition, if γ ′ 6= γ, we must have γ ′ ⊂ reg(γ) and thus env(γ ′) ⊂ [t10, t20], which contradicts
the maximality of I. Therefore γ ′ = γ and hence [t10, t20] can be identified as the maximal left
cone interval inside [s, t] and env(γ) is the smallest cone interval containing [t10, t
2
0]. Let ` be the
local time of AnFr(0). Then `t01 = `t02 is the first time after `s when η̂
0 finishes tracing a bubble
containing 0 in counterclockwise direction, and η|[t01,t02] fills this bubble.
Recall the decomposition of γ it into a past segment γ1 and a future segment γ2 inside the
past and future wedge relative to time 0. In the previous paragraph we explained how to find the
endpoint p = η(t02) of γ1, or equivalently, the staring point of γ2, in a way which only depends
on topological properties of η̂0 in D. To find the other endpoint q of γ1 and γ2, we let D
′ be the
component of the future wedge relative to time 0 whose boundary contains p. Then q is the other
intersection point of the left and right frontier of η((−∞, 0]).
67
From the discussion above, after applying the conformal map ϕ, the outermost loop γD in ΓD
containing 0 can be recovered from (τ ∗D,ηD) as follows. Run branch η̂
0
D of τ
∗
D targeted at 0 until the
first time when this branching finishes tracing a bubble containing 0 in counterclockwise direction.
Let p be the last point on this bubble visited by ηD. Let F be the closure of the set of points visited
by ηD after its last visit of p. Then p must be on the boundary of a unique connected component
∆ of the interior of F . Moreover, the exists a unique point q 6= p on the boundary of ∆ such that
q is an intersection of the two boundary arcs of F between p and 1. Now we first trace η̂0D from
q to p and denote this path by γD,1. Restricting ηD to ∆, we obtain a space-filling chordal SLE6
curve on (∆, p, q). By skipping bubbles, we obtained a chordal SLE6 curve on (∆, p, q), which we
denote by γD,2. Then γD is the concatenation of γD,1 and γD,2. Combining [She09] and [MS17],
the concatenation of γD,1 and γD,2 also almost surely gives the outermost loop in Γ
′
D containing 0.
To summarize, we have proved that the outermost loop in ΓD and Γ
′
D containing 0 are almost
surely identical as curves modulo parametrization. Replacing 0 by any other rational, the same
argument implies that the collection of outermost loops of ΓD and Γ
′
D are almost surely the same as
collection of curves modulo parametrization. Recall that in [She09] Γ′D is constructed recursively
by further considering outermost loops inside each complementary component of the union of
outermost loops. On the (D,hD) side, each such component is the interior of the range of ηD
restricted to a certain cone interval, inside which we can repeat the argument above. This shows
that ΓD = Γ
′
D almost surely as collection of curves modulo parametrization.
Remark 6.14. Since ηD and τ
∗
D determine each other, ΓD is also a function of τ
∗
D. In fact, the
original paper [She09] defined CLE6 only in terms of branching SLE6 without an explicit reference
to ηD. Our construction above is adapted from the original construction in [She09] since this makes
the agreement of ΓD and Γ
′
D more transparent. It is also possible to describe the branching SLE6
as a function of CLE6, so that CLE6 also contains the same amount of information as branching
and space-filling SLE6 thus can be viewed as a third representation of the scaling limit of critical
planar percolation. We will not review these better known constructions in detail since they are
not needed for the rest of the paper.
We define the pivotal points for ΓD similarly as we did for Γ in the whole-plane setting. We
denote the set of pivotal points of ΓD by pivD. The pivotal measure ν
D is simply the pushforward
of ν under ϕ appropriately rescaled as a function of H (similarly as in (23) and (24)). For each
γ1,γ2 ∈ ΓD such that γ1 6= γ2, let γ˜1 and γ˜2 be the pre-image of γ1 and γ2 under ϕ−1. Let
νDγ1 = H
1
2 νγ˜1 and ν
D
γ1,γ2 = H
1
2 νγ˜1,γ˜2 . (25)
The exponent 12 =
3
2 × 13 comes from the fact that the quantum natural length scales like H3/2
while the set AX(s) defined in (16) has dimension
1
3 . The measure LQG pivotal measure associated
with (hD,ηD), which is denoted by ν
D, is the summation over all the measures νDγ1 and ν
D
γ1,γ2 as
in Definition 6.10. The set of ε-significant point pivD,ε is defined to be ϕ(pivε′), where ε
′ = H2ε
since the function sig(·) is defined via the µh-mass, which scales as H2. Then {pivD,ε}ε>0 provides
an exhaustion for pivD. Let νD,ε be the Borel measure induced by restricting ν
D to pivD,ε. Then
νD,ε is almost surely finite.
We conclude our discussion on the disk variant of mating of trees by stating the fixed-area version
of Theorem 6.13. Fix a constant m > 0. We call the law of ZD in Theorem 6.13 conditioned on
a = m the Brownian cone excursion with duration m from (0, 1). This conditioning is another easy
Brownian motion exercise (details can be found in [MS15b]). Then Theorem 6.13 readily gives the
following result.
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Corollary 6.15 ([MS15b]). Fix a constant m > 0. Let (D,hD) be the
√
8/3-LQG disk with length
1 and area A. Let ηD and Z
D be defined in the same way as in Theorem 6.13. Then ZD is a
Brownian cone excursion with duration m starting from (0, 1). Moreover, (h,η) is measurable with
respect to the σ-algebra generated by ZD.
Here we abuse notation and still use hD,ηD,Z
D to denote the objects in Theorem 6.13 under
conditioning. The field hD is still characterized (among the representatives of the
√
8/3-LQG disk
with length 1 and area A) by the bulk and boundary re-rooting invariance. All the mating of trees
theory for the random area case in Theorem 6.13 extends to the fixed area case with straightforward
modifications.
In the rest of this subsection, we will describe the sphere version of Theorem 6.1. Again, in
order to take advantage of the foundation we have already laid, we will think of the sphere as
the disk with boundary length 0. Suppose (hD,ηD) and Z
D are as in Theorem 6.13. For C ∈ R
and ε > 0, we define the event EC,ε = {1 ≤ µhD−C(D) ≤ (1 + ε)}. On the event EC,ε, let
r = inf{r′ ≥ 0 : µhD−C(r′D) = 12}. Similarly as in the construction of
√
8/3-cone in Section 6.2, let
hCD be the field on r
−1D defined by hCD(z) = hD(rz) +C +Q log r so that (r−1D,hCD) is equivalent
to (D,hD −C) with µhCD(D) =
1
2 . According to [MS15b], by first sending C →∞ and then ε→ 0,
the law of the random measure µhD conditioned on EC,ε converges weakly to the random measure
supported on the entire C, which can be viewed as the
√
8/3-LQG measure of a random field hS.
Namely, µhD equals e
√
8/3hSdxdy in the sense of (3). We call the
√
8/3-LQG surface represented
by (C ∪ {∞},hS) the unit area
√
8/3-LQG sphere. This surface has the topology of a sphere with
a marked point at ∞, since the disk boundary collapse into a single point ∞.
Remark 6.16. There are various constructions of the unit area
√
8/3-LQG sphere in the literature.
A limiting construction similar to the one in Section 6.2 for the disk case is provided in [DMS14],
as well as an explicit description of the field in polar coordinates. More constructions related to
the mating-of-trees are considered in [MS15b]. Our limiting construction above is immediate from
the mating-of-trees perspective (see Theorem 7.10). In [DKRV16], the field for the unit area
√
8/3-
LQG sphere is constructed as a conformal field theory (CFT) on the Riemann sphere. In [AHS17],
it is shown that the CFT construction is equivalent to the ones in [DMS14, MS15b]. Finally, there
is a random metric space called the Brownian map, which is the Gromov-Hausdorff limit of the
random triangulations considered in our paper (seen as metric spaces), as well as many other similar
random planar maps model [LG13, Mie13]. Recently, Miller and Sheffield [MS15a, MS16b, MS16c]
managed to conformally embed the Brownian map into the Riemann sphere to obtain an instance
of the unit area
√
8/3-LQG sphere.
Now we investigate ηD and Z
D as we perform the above conditional limit. Since ηD mod-
ulo parametrization is independent of hD, the limit of ηD does not depend on the conditioning.
The limiting curve ηS modulo parametrization is exactly the whole-plane space-filling SLE6. We
parametrize ηS such that ηS(0) =∞ and µhS(η([0, t])) = t for all t ∈ [0, 1]. Let ZS := (LS,RS) be
the boundary length process defined as the process Z in Theorem 6.1 but with (h,η) replaced by
(hS,ηS). Let
ZD,Ct = e
− 1
2
√
8/3CZD
te
√
8/3C
∀t ∈ [0,µhD−C(D)].
By definition of EC,ε, the process Z
S is the weak limit of ZD,C conditioned on EC,ε as C →∞
and ε → 0. Note that the time/space rescaling makes ZD,C a Brownian cone excursion with
variance β starting from (0, e−
1
2
√
8/3C) instead of (0, 1). The conditioning on EC,ε means that
the duration of this excursion is in [1, 1 + ε]. Therefore it is elementary to see that the limiting
process ZS exists (see for example [MS15b]) and can be interpreted as Z|[0,1] conditioned on {Zt ∈
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η̂(τb)
η̂(τb)
η̂(τw) η̂(τw)
Eb(0) Ew(0)Eb(A4) = Ew(A2)
c
A1 A1 A1
A2A2A2
A3 A3 A3
A4 A4 A4
ηD([t
′
2, t2])
ηD([t
′
2, t2])
0 0
ηD([t4, t
′
4])
η̂|[0,τb]
η̂|[0,τb]
η̂|[0,τw]
Figure 34: Illustration of the three events Eb(0), Eb(A4) = Ew(A2)
c, and Ew(0).
(0,∞)2 ∀t ∈ (0, 1) and Z0 = Z1 = (0, 0)}. We call the law of ZS the Brownian excursion in the
first quadrant of duration 1.
Now we are ready to state the sphere variant of Theorem 6.1.
Theorem 6.17. Let (hS,ηS) be defined as above and let Z
S be its boundary length process. Then
ZS has the law of the Brownian excursion in the first quadrant with duration 1. Moreover, (hS,ηS)
modulo rotations about the origin is measurable with respect to ZS.
As in the disk case, there are two ways to carry out our constructions in Sections 6.1-6.7 in
the sphere case. If we replace the field h by hS in these constructions, the construction of the
branching SLE6 τ
∗
S , the CLE6 ΓS, and the LQG pivotal measures ν
S,νSε associated with (hS,ηS)
can be defined in the same way with small modifications. On the other hand, they can also be
constructed by taking the weak limit of the disk case as above. We leave the details to the reader.
The laws of ΓS (on S = C ∪ {∞}) and of Γ (on C) are the same modulo parametrization. The
only difference lies in the parametrization introduced by hS and h. The same comment applies to
τ ∗S . As in the disk case, ν
S
ε is a finite measure for all ε > 0.
6.9 Percolation crossing events and chordal SLE6
Macroscopic crossing events is a family of classical observables for percolation. Suppose D is a
simply connected domain as in Section 6.1, with the triangular lattice of mesh size n−1 on top of
it. Consider also the Bernoulli-12 site-percolation σn on the triangular lattice. Given four distinct
points A1, A2, A3, A4 clockwise aligned on ∂D, one considers the black crossing event, which is
the event that there is a black crossing between the clockwise arcs A4A1 and A2A3 on ∂D. It is
proved by Smirnov [Smi01] that as the mesh size goes to zero, the probability of this crossing event
converges to an explicit formula predicted by Cardy [Car92], in which the limiting probability only
depends on (D,A1, A2, A3, A4) through its cross ratio, hence is conformally invariant. It is a crucial
observation due to Schramm [Sch00] that crossing events are functions of the percolation interfaces,
hence the conformal invariance of their probabilities is a shadow of the conformal invariance of SLE6
(and CLE6). In this section, we explain Schramm’s insight and its realization in the context of
mating-of-trees on a
√
8/3-LQG disk. As a byproduct, we give the mating-of-trees representation
of chordal branches of the branching SLE6, as well as the future/past decomposition relative to a
boundary point.
Suppose η̂ is a chordal SLE6 on (D,A1, A3), which is the scaling limit of the percolation interface
from A1 to A3 if we assign black (respectively, white) boundary condition on the counterclockwise
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(respectively, clockwise) arc A1A3 on ∂D. Let τb be the first time η̂ hits the clockwise arc A2A3
and define
Eb(v) := {v and A3 are in same connected component of D \ η̂([0, τb])} ∀v ∈ D. (26)
This event is represented in Figure 34. It has been shown (see e.g. [SS11]) that the black crossing
event defined above (for critical percolation on the triangular lattice) weakly converges to Eb(A4).
More generally, in the context of critical percolation on the triangular lattice, one can define the
event E4b (v) that {A3, v} and the clockwise arc A1A2 are separated by a black crossing, that is to
say, there is a black path separating D into two components, one containing {A3, v} and the other
containing A1A2. It is elementary to check that the event E
4
b (v) (for both v = A4 and v ∈ D)
agrees with the discrete analogue of Eb(v) defined using the percolation interface from A1 to A3 in
place of η̂. Moreover, it has been shown [SS11] that for each v ∈ D, Eb(v) is the scaling limit of
E4b (v).
Let τw be the first time η̂ hits the clockwise arc A3A4 and define
Ew(v) := {v and A3 are in same connected component of D \ η̂([0, τw])} ∀v ∈ D. (27)
Then by symmetry Ew(A2) is the scaling limit of the event that there is a white crossing between
the clockwise arcs A1A2 and A3A4 (for critical percolation on the triangular lattice). Furthermore,
for v ∈ D, Ew(v) is the scaling limit of the event that there is a white path separating {A3, v} and
the clockwise arc A4A1; see Figure 34.
Now we consider the setup in Theorem 6.13, where (D,hD) is a particular representative of
the unit length
√
8/3-disk with an independent counterclockwise space-filling SLE6 η on (D, 1),
parametrized by µhD-mass. Let Z
D = (LD,RD) be the boundary length process of (hD,ηD). Let
`, `′, r, r′ be four constants such that 0 < `′ < `, 0 < r′ < r and `+ r = 1. We specify {Ai}1≤i≤4 on
∂D by setting A1 = 1 and requiring that the νhD-length of the clockwise and counterclockwise arc
A1A3 is ` and r respectively, while the νhD-length of the clockwise arc A1A2 (respectively, A4A1)
is `′ (respectively, r′). Define
t3 = inf{t ≥ 0 : RDt < `}.
Then t3 is the almost surely unique time that ηD visits A3. Let η̂D be the branch of τ
∗
D targeted at
A3. Then conditioning on hD, the curve η̂D is a chordal SLE6 on (D, A1, A3). The space-filling curve
ηD|[0,t3] can be obtained by considering the curve η̂D, and filling a bubble (i.e., a complementary
component) of η̂D by a space-filling curve immediately after enclosure if and only if the bubble
does not share a non-empty boundary arc with the clockwise arc A1A3. The set ηD|[0,t3] is the disk
version of the past wedge relative to time t3. The curve η̂D can be considered as the spine inside
this past wedge.
The set D \ η([0, t3]) is the disk version of the future wedge relative to t3, which is exactly
the union of the connected components of D \ η̂D that share a non-empty boundary arc with the
clockwise arc A1A3. These components are filled by ηD|[t3,a], where a = µhD(D). Let Cut(t3) be
the set of times at which both processes LD and RD achieve a running infimum relative to time t3,
that is,
Cut(t3) = {t ∈ [t3, a] : LDt′ > LDt and RDt′ > RDt , ∀ t′ ∈ [t3, t)}.
Then, similarly as in the case of the
√
8/3-LQG cone, the connected components of D \ η([0, t3])
are filled by ηD restricted to the connected components of [t3, a] \ Cut(t3). Let
t2 = sup{t ∈ Cut(t3) : RDt > `′} and t′2 = inf{t < t2 : LDt′ > LDt2 , ∀ t′ ∈ [t, t2]}. (28)
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Then t2 is the left endpoint of the connected component I of [t3, a] \Cut(t3) such that A2 ∈ ηD(I).
Furthermore, [t′2, t2] is a cone interval containing t3. In fact, ηD([t′2, t2]) is the closure of the
connected component of D \ η̂([0, τb]) with A3 on its boundary, where τb is as in (26) with D, η̂
replaced by D, η̂D. Moreover, t′2 (respectively, t2) is the first (respectively, last) time ηD visits
η̂D(τb). Therefore we get the following mating-of-trees description for crossing events:
Eb(0) = {0 ∈ [t′2, t2]} and Eb(A4) =
{
inf
t∈[0,t′2]
RDt > 1− r′
}
. (29)
Next we give the mating-of-trees representation of Ew(A2) and Ew(0). Since Ew(A2) (respec-
tively, Eb(A4)) is the event that η̂ hits the arc A2A3 (respectively, A3A4) before the arc A3A4
(respectively, A2A3), the event Ew(A2) is complementary to Eb(A4), thus can be treated by (29).
To treat Ew(0), we need to consider the past wedge ηD([0, t3]). As in the infinite volume case in
Section 6.4, we say that a time 0 ≤ t < t3 is ancestor-free relative to time t3 if it has no ancestors
in [t, t3] (equivalently t is not contained in the interior of a cone interval I ⊆ [0, t3)), and we let
AnFr(t3) be the ancestor-free times relative to t3. Let
t4 = inf{t ∈ AnFr(t3) : RDt ≤ 1− r′}. (30)
Then η(t4) = η̂D(τw), where τw is as in (27) with D, η̂ replaced by D, η̂D. Note that t4 is the last
time ηD visits η̂D(τw), which is the position where η̂D hits the clockwise arc A3A4. Let
t′4 = inf{t ∈ Cut(t3) : LDt < inf
s∈[t4,t3]
LDs }. (31)
Then ηD([t4, t
′
4]) is the closure of the connected component of D\η̂([0, τw]) with A3 on its boundary.
Therefore we have
Ew(0) = {0 ∈ [t4, t′4]}. (32)
The discrete analogues of (29) and (32) are established in Section 8.8.
Above we have considered two natural crossing events Eb(v) and Ew(v). It is equally natural
to consider the events that there is a black or white crossing separating {Ai, 0} and {A1, A5−i} for
i = 2, 3. As pointed out in Remark 6.4, ΓD determines ηD. It is proved in [MS17] that the law
of the CLE6 ΓD associated with (hD,ηD) modulo parametrization is invariant under all Mo¨bius
transformations of D, even if the root 1 is not preserved. By the boundary re-rooting invariance
of (D,hD), ΓD almost surely determines a clockwise and a counterclockwise space-filling SLE6
on (D, Ai) for i = 1, 2, 3, 4 by re-rooting. By Theorem 6.13, this induces eight Brownian cone
excursions coupled together as boundary length processes, each of which has its own advantage in
describing certain above mentioned crossing events. However, none of them will determine all the
crossing events simultaneously in a simple manner, due to the fact that introducing the root breaks
the rotational symmetry.
It is not surprising that CLE6 determines crossing events in a more symmetric manner [CN06,
GPS13a]. In fact, using CLE6, one can determine the scaling limit of crossing events even when
(D,A1, A2, A3, A4) is replaced by any (D
′, A′1, A′2, A′3, A′4) where D′ ⊂ D and A′i ∈ ∂D′ for
i = 1, 2, 3, 4. The collection of all such crossing events provides a fourth description of the full
scaling limit of critical planar percolation which is called the quad crossings and was first intro-
duced in [SS11]. The mating-of-tree framework is suitable for encoding certain partial information
about quad crossings, but is not suitable for encoding all quad crossing information simultaneously.
This is a shortcoming of the mating-of-trees approach to the scaling limit of random percolated
triangulations. The second and third named authors’ forthcoming work [HS], based on this pa-
per as well as [GHS, GHSS18, HLS18], will overcome this issue and eventually establish a much
stronger scaling limit result for percolated random triangulations. See Remark 7.9 and 7.12 for
further comments.
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7 Convergence of percolated triangulations to CLE6 on
√
8/3-LQG
In this section we state our main convergence results. The proofs are given in Section 9.
We first specify a notion of convergence for parametrized curves. For a metric space (B, dB),
some intervals I1, I2 ⊂ R, and some functions f1 : I1 → B and f2 : I2 → B, we define
dp(f1, f2) = inf
ψ
sup
t∈I1
(
|ψ(t)− t|+ dB(f1(t), f2(ψ(t)))
)
, (33)
where the infimum is taken over all increasing bijections ψ : I1 → I2. Let dS2 denote the spherical
metric on C obtained by considering stereographic projection of the Riemann sphere to C ∪ {∞}.
When we discuss convergence of curves below we will often use the metric dp with (B, dB) =
(C, dS2). We say that a sequence of curves ξn : In → C converge as parametrized curves in (C, dS2),
if they converge for the metric dp. If B = Rm for some m ∈ N+ we assume dB is equipped with
the Euclidean metric, except for B = C, where we assume dB = dS2 .
7.1 Scaling limit for infinite percolated triangulation (whole-plane setting)
Let us give a quick preview of this subsection. Let (h,η,Z) be as in Theorem 6.1. We will consider
a sequence of uniformly random words wn ∈ K∞, coupled with (h,η,Z) in such a way that the
associated properly rescaled lattice walks Zn converge almost surely to Z. By Theorem 2.21, each
walk wn corresponds to a percolated UIPT (Mn, σn). We then use the curve η (and its discrete
analogues ηe and ηvf) to define an embedding φn of (Mn, σn) in C. Roughly speaking, the vertices
of (Mn, σn) are drawn along the curve η in such a way that about n vertices appear along each piece
of η parametrized by a unit interval. We then use φn to define the pushforward of the counting
measure of the vertex set V (Mn) onto C, an embedding of the exploration tree τ∗, an embedding
of the percolation loops and the pushforward of the counting measure of εn-pivotal points onto
C. Our main result (Theorem 7.2) is that under suitable normalization, these quantities converge
jointly to their continuum counterparts defined in terms of (h,η) in Section 6.
We now give the precise definitions. Let w ∈ {a, b, c}Z be a bi-infinite word, and let Z =
(Lk, Rk)k∈Z be the associated bi-infinite Kreweras walk on Z2 satisfying Z0 = (0, 0). Recall the
constant β > 0 mentioned in Remark 6.2. For n ∈ N, let Zn = (Znt )t∈R be the rescaled version of
Z defined by
Znt :=
1
2
√
β/nZb3ntc (34)
Let (h,η,Z) be as in Theorem 6.1. Then it is easy to see that if w is uniformly random in {a, b, c}Z,
then Zn converges in law to Z in local uniform topology. Hence we can consider a coupling of
(Zn)n∈N+ and (h,η,Z) such that Zn almost surely converges to Z uniformly on compact sets. For
n ∈ N+, let wn be the bi-infinite word associated with Zn.
Let (Mn, σn) = Φ
∞(wn). Recall from Theorem 2.21, that (Mn, σn) is defined almost surely and
has the law of the percolated loopless UIPT. We now define an embedding φn of (Mn, σn) in C.
Recall the bijections ηe : Z → E(Mn) and ηvf : Z → V (Mn) ∪ F (Mn) (for simplicity we omit the
dependence in n in the notation of the functions ηe and ηvf) in Definition 2.4. For each n ∈ N+,
we define an embedding φn : V (Mn) ∪ E(Mn) → C of Mn as follows. For a vertex v ∈ V (Mn) we
define
φn(v) = η
( 1
3n
η−1vf (v)
)
∈ C. (35)
We also define the embedding φn on edges, by defining the image of e = {u, v} ∈ E(Mn) to be
φn(e) =
φn(u) + φn(v)
2
∈ C. (36)
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The following proposition, which is an immediate consequence of Lemma 9.20, shows that φn
is a reasonable embedding.
Proposition 7.1. The following convergence holds in probability as n→∞
sup
u,v∈V (Mn) : {u,v}∈E(Mn)
dS2(φn(u), φn(v))→ 0.
In fact, although this will not be proven in the present article, the preceding asymptotic result
holds when the supremum is taken over pairs of vertices u, v of Mn at graph distance o(n
1/4).
Next, we define the vertex measure µn on C as the renormalized counting measure of (the
embedding of) V (Mn), where we assign mass 1/n to each vertex. In other words, for any Borel set
A ⊂ C,
µn(A) =
1
n
·#{v ∈ V (Mn) : φn(v) ∈ A}, (37)
where # represents the cardinality of a set.
The embedded space-filling percolation exploration ηn is a piecewise linear path in C which visits
the edges of Mn in the order they are treated in the space-filling exploration of (Mn, σn) described
in Section 4.3. In other words, ηn : R→ C is the parametrized curve defined by
ηn(t) := φn(ηe(3tn)) if 3tn ∈ Z, (38)
and by linear interpolation for other values of t ∈ R.
We now define notions related to the convergence of the DFS tree τ∗n = ∆Mn(σn) (introduced
in Section 4.3) toward the branching SLE6 τ
∗ = {η̂}z∈C associated with (h,η) (see Definition 6.3).
Recall that although the branches of τ ∗ are simultaneously defined for all points on C as curves
modulo parametrization, their quantum natural parametrization is only defined when
tz := sup{t ∈ R : η(t) = z}
is a backward stopping time or an envelope closing time. Therefore the convergence we will consider
is in the sense of finite marginals (see the definition below) and not in terms of contour function or
Gromov-Hausdorff distance, which is commonly used in the context of continuum random trees.
In order to talk about finite marginal convergence, one needs to select finitely many points on
the
√
8/3-LQG cone in the continuum and on the percolated UIPT in the discrete. There are
various ways of doing so that work equally well. We will consider a way based on CLE6 loops and
percolation cycles. We postpone the precise description to the statement of Theorem 7.2 and for
now we introduce the following generic notation. For a tuple P ∈ Ck, let τ ∗|P denote the subtree
consisting of the branches {ηz}z∈P∪{0} of τ ∗.
In the discrete, for an edge e ∈ E(Mn), we call path of τ∗n toward e the path of τ∗n from ∞
to u, where u ∈ V (M∗n) is the endpoint of the dual edge e∗ = (u, v) which is the ancestor of the
other endpoint v. Recall from Definition 3.8 and Theorem 3.9 that the set of times (T (k))k∈Z≤0
are defined so that the edges ηe(T (k)) are dual to the set of edges on the branch of τ
∗
n toward ηe(0)
(equivalently the percolation path of the past map (M−n , σ−n )). Let (Tns )s≤0 be given by
Tns = (3n)
−1Tbsn3/4c. (39)
Define the embedded percolation exploration toward 0, η̂0 = (η̂0n(s))s≤0, by
η̂0n(s) := ηn(T
n
s ) = φn(ηe(Tsn3/4)), for sn
3/4 ∈ Z≤0, (40)
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and by linear interpolation for other s. For any z ∈ C, we define η̂zn in the exact same way, except
that we consider the branch of τ∗n toward the edge ηe(bntzc). We call η̂zn the embedded percolation
exploration toward z ∈ C.
We now define an embedding of the full exploration tree τ∗n. For an edge e∗ of M∗n dual to an
edge e of M , we define the embedding φn(e
∗) = φn(e). We define the embedding of τ∗n into C, by
drawing a straight line between φn(e
∗
1) and φn(e
∗
2) for each pair of edges e
∗
1, e
∗
2 of τ
∗
n incident to a
common vertex of M∗n. Note that the embedding of τ∗n is the union of the embedded percolation
explorations η̂zn (but it could have some edge crossings).
Fix k ∈ N+. For each n ∈ N+, consider a tuple Pn = (pn1 , . . . , pnk) ∈ Ck and the embedded
“subtree” τ∗n|Pn , which is the union of the branches η̂0n and η̂p
n
1
n , . . . , η̂
pnk
n . We say that the sequence
of trees τ∗n|Pn converges if there is a tuple (p1, . . . , pk) ∈ Ck such that, for all i, j ∈ [k + 2] with
the convention pnk+1 = pk+1 = 0 and p
n
k+2 = pk+2 = ∞, the branch τ∗i,j,n of τ∗n|Pn between pni and
pnj converges as a parametrized curve to a curve between pi and pj for the metric space (C, dS2),
when τ∗i,j,n is considered as a curve parametrized in such a way that it takes time n
−3/4 to trace
each edge as in (40).
Next, we discuss the convergence of the percolation cycles to the CLE6 Γ associated with (h,η)
(Definition 6.6). In order to talk about convergence of individual cycles, it will be convenient to
enumerate CLE6 loops in Γ in such a way that the same enumeration rule can also produce an
enumeration of the percolation cycles of (Mn, σn). There are various ways of doing so which would
work equally well. Here we choose an enumeration based on the area enclosed by the cycles.
In the continuum, for each γ ∈ Γ recall that reg(γ) is the region enclosed by γ. To simplify
notation, we write µh(reg(γ)) as area(γ). Let γ
′ ∈ Γ be the CLE6 loop with the smallest enclosed
region such that 0 ∈ reg(γ ′) and area(γ ′) ≥ 1. For each γ ∈ Γ, let anc(γ,γ ′) be the CLE6 loop
with the smallest enclosed region that encloses both γ and γ ′. Define the value of γ by
val(γ) := area(anc(γ,γ ′)) + area(γ)−1, (41)
Note that for each r > 0, the number of CLE6 loops with value smaller than r is finite and a.s.
no two cycles have the same value. The CLE6 loops can be enumerated so that their values are
increasing. We denote this enumeration by Γ = {γj}j∈N+ .
In the discrete, for γ a percolation cycle of (Mn, σn), we denote by arean(γ) the number of
vertices enclosed by γ, divided by n. Let γ′n be the smallest percolation cycle such that arean(γ′n) ≥
1, and such that both endpoints of the edge ηe(0) are enclosed by γ
′
n. For a percolation cycle γ of
(Mn, σn), we let anc(γ, γ
′
n) be the smallest common ancestor of γ and γ
′
n in cluster-tree(Mn, σn)
(Definition 5.1) when we identify a percolation cluster with its outside-cycle (this is well-defined
since cluster-tree(Mn, σn) is one-ended almost surely, see the Section 5.3). Define the value of γ by
val(γ) := arean(anc(γ, γ
′
n)) + arean(γ)
−1. (42)
As in the continuum, for each r > 0, the number of percolation cycles with value smaller than
r is finite. Therefore the cycles can be enumerated so that their values are non-decreasing, with
draws resolved in an arbitrary way. We denote the enumerated percolation cycles of (Mn, σn) by
{γnj }j∈N+ .
We now define a parametrized embedding of the percolation loops. Recall that each percolation
cycle γ of (Mn, σn) crosses a set of bicolor edges of Mn separating two clusters. Let |γ| denote
the number of edges on the percolation cycle γ. For j ∈ N+, let T j(0) < · · · < T j(|γnj | − 1)
be the set of times t ∈ Z such that ηe(t) is an edge crossed by the percolation cycle γnj . Let
Tn,j = (Tn,js )s∈[0,n−3/4|γnj |) be defined by the following rescaling,
Tn,js = (3n)
−1T j(bsn−3/4c) (43)
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We define the embedding γnj : [0, n
−3/4(|γnj | − 1)]→ C of γnj by setting
γnj (s) := ηn(T
n,j
s ) = φn
(
ηe
(
T j(sn−3/4)
))
for sn3/4 ∈ {0, . . . , |γj | − 1}, (44)
and by linear interpolation for other u. We are slightly abusing notation here by using the same
symbol for the percolation cycle γnj of the triangulation and its parametrized embedding into C.
Lastly we turn our attention to the pivotal measure. Recall the LQG pivotal measure ν given
by Definition 6.10 and its restriction νε to the set pivε of ε-pivotal points given by Definition 6.11.
Recall also the four types of pivotal points defined at the end of Section 6.7. We now define a
partition of νε as in Definition 6.10 based on Lemma 6.7 and the notion of types. For j ∈ N+,
let νε,1j (respectively, ν
ε,2
j ) denote νε restricted to the ε-significant pivotal points of γj of type 1
(respectively, 2). Recall the measure νγ,γ′ of Definition 6.10. For i 6= j ∈ N+, write νγj ,γi as νj,i for
simplicity. Recall that no cutoff ε is needed because the measure νj,i is finite. By our convention,
νj,i = 0 if env(γi) ⊂ env(γj). We do not introduce further notation to distinguish pivotal points of
type 3 and type 4, since it can be determined by considering whether the two loops involved are
nested or not. Note that by definition,
νε =
∑
j∈N+
(νε,1j + ν
ε,2
j ) +
∑
(j,i)∈Sε
νj,i, (45)
where Sε is the set of pairs (i, j) ∈ N2+ such that γi, γj have area at least ε and either they are
unested, or they are nested and the area between them is at least ε.
Now we define the corresponding discrete pivotal measures. Given j ∈ N+, let Pε,1j ⊂ V (Mn)
(respectively, Pε,2j ⊂ V (Mn) ) be the set of εn-pivotal points v ∈ V (Mn) of type 1 (respectively,
type 2) associated with γnj , and let
νε,kj,n := n
−1/4 ∑
v∈Pε,kj
δφn(v) for k ∈ {1, 2}. (46)
Let i 6= j ∈ N+. If the envelope closing time of γnj is larger than that of γni , then we define
Pj,i ⊂ V (Mn) as the set of pivotal points between γni and γnj . Otherwise, we define Pj,i = ∅.
Finally, let
νj,i,n := n
−1/4 ∑
v∈Pj,i
δφn(v). (47)
Theorem 7.2. Consider the setting above, where (h,η,Z) is as in Theorem 6.1 and the sequence
(Zn) of rescaled random walks is coupled with (h,η,Z) in such a way that (Zn)n∈N converges almost
surely to Z. Let Γ = {γi}i∈N+, τ ∗ = (η̂z)z∈C, and ν,1j , ν,2j ,νi,j be the CLE6, the branching SLE6,
and the LQG pivotal measures associated with (h,η). Then the following quantities converge jointly
in probability as n→∞.
(i) Area measure: the vertex counting measure µn restricted to any ball converges in the weak
topology to the
√
8/3-LQG area measure µh.
(ii) Space-filling percolation exploration: ηn = (ηn(t))t∈R converges uniformly to the space-filling
SLE6 η.
(iii) Percolation cycles: the embedded percolation cycles γn1 , γ
n
2 , . . . converge to the CLE6 loops
γ1,γ2, . . . as parametrized curves in (C, dS2). For all i, j ∈ N+, 1γni ⊂reg(γnj ) converges to
1γi⊂reg(γj), and arean(γ
n
j ) converges to area(γj).
(iv) Pivotal measures: for any fixed  > 0 and i, j ∈ N+, the pivotal measures ν,1j,n, ν,2j,n, and νi,j,n
converge in the weak topology to ν,1j , ν
,2
j , and νi,j. Furthermore, ν
n
ε converges to νε in the
weak topology.
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Given any m ∈ N+, let Emn ⊂ E(Mn) (respectively, Em ⊂ C) denote the set of edges of Mn
(respectively, points of C) which are in the inside-region of at least one of the percolation cycles
γn1 , γ
n
2 , . . . , γ
n
m (respectively, γ1,γ2, . . . ,γm). For any k ∈ N+, we may sample edges en1 , . . . , enk ∈
E(Mn) uniformly and independently at random from E
m
n and extend the coupling in such a way that
Pn := (φn(e
n
1 ), . . . , φn(e
n
k)) converges in probability to a tuple P of k points independently sampled
from µh restricted to E
m.
(v) exploration tree finite marginals: the subtree τ∗n|Pn converges to τ ∗|P . Furthermore, for any
fixed t ∈ R and z := η(t) the curve η̂zn converges uniformly to η̂z.
Remark 7.3. Observe that (as explained right after Theorem 1.1) Theorem 7.2 gives convergence
of many interesting observables of the percolated UIPT which do not depend on the particular
embedding we chose.
Remark 7.4. The scaling n−1 for area in (37), n−3/4 for the length of percolation loops in (44),
n−1/2 for the magnitude of the random walk in (34) (equivalently, length of the frontiers of the
near-triangulation), and n−1/4 for pivotal measure in (46) and (47), correspond to the scaling of
H2, H3/2, H,H1/2 for their continuum analogs in (24), (23), (25) (with H2 corresponding to the
area). The ratios 4 : 3 : 2 : 1 between the scaling exponents is an instance of the KPZ relation
(see [DS11] and reference therein) between the scaling exponents of planar fractals in Euclidean
geometry and LQG geometry. The planar fractals involved here are: SLE6 curves, SLE8/3 curves,
and pivotal points of CLE6.
Remark 7.5. Beside the convergence results stated in the above theorem, it will be clear from
the proof that the discrete looptrees L(γn1 ),L(γ
n
2 ), . . . (Definition 5.10) converge in the Gromov-
Hausdorff topology14 to the corresponding continuum looptrees L(γ1),L(γ2) . . .. This convergence
result is immediate from [CK14, Theorem 4.1] and results in Section 9, since the convergence of the
walk encoding a looptree implies the convergence of the looptree itself in the Gromov-Hausdorff
topology, provided the height of the tree of bubbles times the renormalization factor for the walk
goes to zero. The constraint is satisfied in our case since the height of the tree of bubbles is of order
n1/4 = o(n1/2), as it is encoded by an excursion of a walk with increments that are in the domain
of attraction of a 3/2-stable random variable [Duq03, Kor13].
7.2 Scaling limit for finite percolated triangulations (disk and sphere settings)
In this section, we state our main scaling limit result for finite volume maps.
We start with the setup for the disk. In the continuum, fix a constant m > 0, and let
(hD,ηD,Z
D) be defined as in Corollary 6.15: (D,hD) is the representative of the
√
8/3-LQG
disk with length 1 and area m specified by the bulk and boundary re-rooting invariance; ηD is the
counterclockwise space-filling SLE6 on (D, 1) parametrized in such a way that ηD(0) = ηD(m) = 1
and µhD(η([0, t])) = t for all t ∈ [0,m]; ZD is the boundary length process of (hD,ηD), which is a
Brownian cone excursion of duration m from (0, 1). Let u be the almost surely unique time such
that ηD(u) = 0. Recall that by (21), conditioning on (hD,ηD), the time u is uniform on (0,m).
We now define the discrete counterparts of hD,ηD,Z and u. Let {hn}n∈N+ and {mn}n∈N+ be
two sequences of non-negative integers such that
lim
n→∞
hn
2
√
β/n = 1 and lim
n→∞mn/n = m,
14More precisely, we are considering here the discrete looptrees L(γni ) as compact metric spaces (V
n
i , d
n
gr), where
V ni is the vertex set of L(γ
n
i ) and d
n
gr is the graph distance rescaled by n
1/2.
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where β is the constant defined in Remark 6.2, and we assume 3mn + 2hn < 3mn. Let Mn be a
uniformly chosen triangulation with a simple boundary having hn + 2 outer vertices and mn inner
vertices. Let en be the root edge of Mn. Conditioning on Mn, let vn be a uniformly sampled
inner vertex and let σn be the site-percolation on Mn where each inner vertices is colored black or
white independently with probability 12 . Moreover every outer vertex of Mn is colored black except
the origin of en which is colored white, so that (Mn, σn) ∈ T P . Recall Corollary 2.12 about the
bijection Φ. Let Z = Φ
−1
(Mn, σn) ∈ ←−K . Moreover all the a-steps and b-steps in Z are matched.
All the c-steps have a matching a-step, and all but hn c-steps have a matching b-step. Recall that
the walk Z starts at (0, 0), ends at (0,−hn) and has 3mn + 2hn steps. As in (34), let
Znt :=
1
2
√
β/n(Zb3ntc + (0, hn)), (48)
so that Zn starts at (0,
√
β/n · hn/2) and ends at (0, 0). Let un be such that ηvf(3nun) = vn (see
Definition 2.4).
By Lemma 9.22, there exists a coupling of (Mn, σn, vn)n∈N+ and (hD,ηD,u) such that limn→∞ Zn =
ZD in uniform topology and limn→∞ un = u almost surely. In the disk case we will work under
such a coupling throughout this section.
Now let us define the embeddings φn : V (Mn) ∪ E(Mn)→ D by (35) and (36) as in the UIPT
case. In this case the image of φn is inside D. We still define the measure µn by (37), where the
support of µn becomes D. Let the space-filling percolation exploration (ηn(t))t∈[0,m] still be defined
as in the UIPT case (see (38)) with the range of t being [0,m] instead of R. Note that under the
coupling above φn(en)→ 1 and φn(vn)→ 0 as n→∞.
In the disk case, besides the area measure, it is also natural to consider the boundary measure.
For n ∈ N+, let νn be the uniform probability measure on the outer vertices of Mn embedded into
D via φ. Note that νn is a measure on D, not on ∂D.
Recall the branching SLE6 τ
∗
D = {η̂zD}z∈D\{1} associated with (hD,ηD) (see Section 6.8) and the
exploration tree τ∗n = dfs-tree(Mn, σn) (see Section 4.2). For each z ∈ D\{1}, let η̂zn be the embedded
percolation exploration from en to the edge η
−1
e (d3ntze) with tz = sup{t ∈ R : ηD(t) = z}. For
k ∈ N+ and a k-tuple P ∈ (D \ {1})k, let τ ∗D|P be the subtree {η̂zD}z∈P∪{0} of τ ∗D, and let τ∗n|P
be the embedded subtree of τ∗n defined as in the UIPT case. We adopt the same notion of finite
marginal convergence of τ∗n.
Recall from Section 6.8 the CLE6 ΓD and the pivotal measure νD,ε associated with (hD,ηD).
We define an enumeration of the ΓD which we again denote by γ1,γ2, . . . . But since µhD(D) <∞,
we do not rely on val in (42) but simply require that area(γj) is decreasing. Similarly, for the
percolation cycles of (Mn, σn), we enumerate them as γ
n
1 , γ
n
2 , . . . in such a way that arean(γ
n
j ) is
non-increasing, with ties broken in an arbitrary manner. The embeddings γnj of the percolation
cycles and the times (Tn,js )s∈[0,n−3/4|γnj |) are defined as in (44) and (60). We still define the type of
a pivotal point of ΓD and the measure ν
ε,1
j , ν
ε,2
j , and νi,j supported on pivotal points of various
types in the same way as in the
√
8/3-LQG cone case. In the discrete, let νε,1j,n, ν
ε,2
j,n, and νi,j,n be
defined as in (46) and (47). This time all these pivotal measures are supported on D.
Finally, we define quantities related to crossing events. Fix 0 < `′ < ` and 0 < r′ < r such that
` + r = 1 as in Section 6.9. Let A1, A2, A3, A4 be four points on ∂D clockwise aligned such that
A1 = 1 and the νhD-length of the clockwise and counterclockwise arc A1A3 is ` and r respectively,
while the νhD-length of the clockwise arc A1A2 (respectively, A4A1) is `
′ (respectively, r′). Recall
the event Eb(v) and Ew(v) for v ∈ D defined in (26) and (27).
We now define the discrete analogues of Eb(v) and Ew(v). Let (M,σ) be a percolated trian-
gulation with a simple boundary. Let a1, a2, a3, a4 be distinct outer edges of M appearing in this
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order in clockwise direction around the root face of M , with a1 being the root edge. For i, j ∈ [4],
we denote by (ai, aj) the set of outer vertices of M situated between ai and aj in clockwise order
around the root face (including one endpoint of ai and one endpoint of aj).
a2 a4
a1
a3
A2
v
A4
P
` edges r edges
r′ edges`′ edges
a2
a1
A2
a3
e`
Q̂
(a) (b)
(M,σ) (M ′, σ′)
Figure 35: (a) The event Eb(v) for the map (M,σ), with a path P satisfying Conditions (a-c).
(b) Illustration of characterization of Eb(v) given by Fact 8.1. The edge e` and the map Mb (the
dashed edges crossed by Q̂ are not in Mb). The 1-component of Mb containing a3 is represented
in gray, while the path P discussed in the proof of Fact 8.1 is indicated in blue.
For a vertex v ∈ V (M), we denote by Eb(v) the event (depending on (M,σ) and a2, a3) that
there exists a simple path P on M such that
(a) P has one endpoint in (a2, a3) and one endpoint in (a3, a1),
(b) all the non-endpoint vertices of P are inner black vertices of (M,σ),
(c) either v ∈ P or v is on the same side of P as the edge a3.
The event Eb(v) is illustrated in Figure 35(a). We define the (symmetric) event Ew(v) in the same
way except that Conditions (a-b) are replaced by
(a’) P has one endpoint in (a3, a4) and one endpoint in (a1, a3),
(b’) all the non-endpoint vertices of P are inner white vertices of (M,σ).
For (M,σ) = (Mn, σn) as in the above coupling, let a1, a2, a3, a4 be the 1st, d`′hne-th, d`hne-th,
and d(1− r′)hne-th outer edges in clockwise order around Mn respectively (starting from the root
edge en = a1). Let A2,n (respectively, A4,n) be the endpoint of a2 (respectively, a4) in (a1, a2)
(respectively, (a4, a1)). For a vertex v ∈Mn, we denote the events Eb(v) and Ew(v) by Enb (v) and
Enw(v), respectively, to indicate the dependence on n.
Theorem 7.6. In the coupling of (Mn, σn, vn)n∈N+ and (hD,ηD,u) described above, the following
quantities converge jointly in probability as n→∞.
(i) Area and boundary length measure: the measures µn and νn converge in the weak topology to
the
√
8/3-LQG area and boundary length measures µhD and νhD, respectively. Here we view
all the measures (also the boundary measures) as measures on D (rather than ∂D).
(ii) Space-filling percolation exploration: ηn converges in the uniform topology to the space-filling
SLE6 ηD.
(iii) Percolation cycles: the embedded percolation cycles γn1 , γ
n
2 , . . . converge to the CLE6 loops
γ1,γ2, . . . as parametrized curves in D.
(iv) Pivotal measures: the pivotal measures ν,1j,n, ν
,2
j,n, and νi,j,n converge in the weak topology to
ν,1j , ν
,2
j , and νi,j for any fixed  > 0 and i, j ∈ N+.
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For any k, k′ ∈ N+, let e1, . . . , ek and e′1, . . . , e′k′ be k + k′ edges sampled independently at random
from E(Mn), such that the first k (respectively, last k
′) edges are sampled uniformly at random from
the set of inner (respectively, outer) edges, respectively. Then we may extend the coupling above so
that the tuple Pn := (φn(e1), . . . , φn(ek), φn(e
′
1), . . . , φn(e
′
k′)) converges in probability to a tuple P
which consists of k + k′ points on D sampled independently (k points from µhD and k′ points from
νhD).
(v) DFS tree finite marginals: τ∗n|Pn converges to τ ∗D|P . Furthermore, for any fixed ` ∈ (0, 1), sup-
pose that either z = η(`m) ∈ D, or z ∈ ∂D is such that the νhD-length of the counterclockwise
arc from 1 to z is `. Then the curve η̂zn converges uniformly to η̂
z
D.
(vi) Crossing events: The events Enb (A4,n), E
n
b (vn), E
n
w(A2,n), E
n
w(vn) converge to Eb(A4), Eb(0),
Ew(A2), Ew(0) respectively.
Another natural random triangulation model is the critical Boltzmann disk.
Definition 7.7. Given an integer ` ≥ 2, the law of the critical Boltzmann triangulation with
boundary length ` is a probability measure on near-triangulations with a simple boundary of length `
such that the probability assigned to each such near-triangulationM is proportional to (2/27)#V (M).
Since Theorem 7.6 holds for all m > 0, we have the following immediate corollary.
Corollary 7.8. In Theorem 7.6, if Mn is a critical Boltzmann triangulation with boundary length
hn+2, and hD,ηD,Z
D are as in Theorem 6.13, then all the convergence statements in Theorem 7.6
still hold as convergence in law.
Remark 7.9. As mentioned at the end of Section 6.9, one can define other crossing events by
rotating A1, A2, A3, A4. However, since the encoding of these other events are more complicated
in terms of the random walk/Brownian motion, it is more challenging to establish convergence for
these alternatives. For example, if we re-root Mn at a2,n and color the boundary properly, one
would obtain a new random walk Z˜n with the same law as Zn. However, the joint convergence of
Z˜n and Zn to their continuum counterparts is not easy. However, in the forthcoming work [GHS]
by the second and third author and E. Gwynne, it is proved that the percolation cycles on the
uniform triangulation with simple boundary converges as curve-decorated metric measure spaces.
Moreover the convergence is jointly with the one in Theorem 7.6. By the re-rooting invariance of
CLE6, the joint convergence of Z˜
n and Zn follows. This would give the joint convergence of the
crossing events in Theorem 7.6 and their variants after re-rooting.
We also remark that the convergence in law of crossing events similar to those in Theorem 7.6
were established in [Ang05], where the limiting probabilities were expressed in terms of Le´vy pro-
cesses instead of CLE6 on
√
8/3-LQG. But the convergence of other observables in Theorem 7.6
characterizing the full scaling limit of critical planar percolation was not considered there.
Finally we state the sphere version of our convergence results. In the continuum, recall the
setup in Theorem 6.17, where (C ∪ {∞},hS) is a particular representative of the unit area
√
8/3-
LQG sphere; ηS is a space-filling SLE6 parametrized in such a way that ηS(0) = ηS(1) = ∞ and
µhS(ηS([0, t])) = t for all 0 ≤ t ≤ 1; ZS is the boundary length process of (ηS,ηS) which has the
law of a Brownian excursion in the first quadrant with duration 1.
In the discrete, for n ∈ N+ let Mn be a uniformly chosen triangulation of the sphere with
n vertices and a (directed) root edge en. Let σn be a coloring of V (Mn) in black and white,
where we require that root edge is oriented from a white to a black vertex, while all the other
vertices are colored black or white independently with equal probability. Recall the bijection Φ0
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in Corollary 2.6. Let Z = Φ−10 (Mn, σn) ∈ K(0,0) and Zn be renormalized as in (34). Then Zn
converges to ZS in law. In the rest of this section we consider a coupling of (Mn, σn)n∈N+ and
(hS,ηS) such that limn→∞ Zn = ZS in uniform topology almost surely.
Observe that the sphere bijection Φ0 is a special case of the disk bijection Φ (after doing a local
modification of the walk and the map, respectively) when we require the boundary length of the
disk to be exactly 3. We may therefore define the percolation observables exactly as in the disk
case. The main difference is that we choose to embed the limiting
√
8/3-LQG surface into C instead
of D. We also need to enumerate the percolation cycles differently, since there is no well-defined
largest CLE6 loop in the scaling limit. Any percolation cycle γ of Mn divides the vertex set V (Mn)
into two disjoint sets V γ1 and V
γ
2 with union V (Mn), and we order the percolation cycles so that
min{#V γ1 ,#V γ2 } is non-increasing with ties broken in an arbitrary way.
In the continuum, recall the branching SLE6 τ
∗
S and the CLE6 ΓS associated with (hS,ηS). For
a k-tuple P , the subtree τ ∗S |P of τ ∗S is defined in the way as in the case of τ ∗|P in Section 7.1. We
enumerate the CLE6 loops so that min{area(γ), 1 − area(γ)} is decreasing. For j 6= i ∈ N+, the
pivotal measures νε,1j ,ν
ε,2
j and νj,i are defined in the same way as in the cone and disk cases.
Theorem 7.10. In the coupling of (Mn, σn)n∈N+ and (hS,ηS) described above, the following quan-
tities converge jointly in probability as n→∞.
(i) Area measure: the vertex counting measure µn converges in the weak topology to the
√
8/3-
LQG area measure µhS.
(ii) Space-filling percolation exploration: ηn converges in the uniform topology to the space-filling
SLE6 ηS.
(iii) Percolation cycles: the embedded percolation cycles γn1 , γ
n
2 , . . . converge to the CLE6 loops
γ1,γ2, . . . as parametrized curves in (S
2, dS2).
(iv) Pivotal measures: the pivotal measures ν,1j,n, ν
,2
j,n, and νi,j,n converge in the weak topology to
ν,1j , ν
,2
j , and νi,j for any fixed  > 0 and i, j ∈ N+.
For any k ∈ N+, let e1, . . . , ek be k independently sampled edges in E(Mn). Then we may extend
the coupling above so that the k-tuple Pn := (φn(e1), . . . , φn(ek)) converges in probability to a tuple
P which consists of k points sampled independently from µhS.
(v) DFS tree finite marginals: τ∗n|Pn converges to τ ∗S |P . Furthermore, for any fixed t ∈ (0, 1) and
z = ηS(t) the curve η̂
z
n converges uniformly to η̂
z
S.
7.3 Towards dynamical percolation and Cardy embedding
Although our Theorems 7.2, 7.6, and 7.10 imply the convergence of many observables of percolated
triangulations to their counterparts in
√
8/3-LQG, a major drawback is that the embedding φn
is implicit and depending on more information than the map Mn itself. In light of the conformal
invariance of the scaling limit, a more natural embedding for Mn would be discrete approximations
to the Riemann mapping, such as circle packing or Tutte embedding with proper boundary condi-
tions. In [HS], the second and third named author will introduce such an embedding called Cardy’s
embedding, based on the probability of crossing events discussed in Section 6.9. More precisely, in
the setting of Theorem 7.6, for each v ∈ Mn, let Cardynx(v) = P[Enb (v)], where we set `′ = 1/3
and ` = 2/3 when defining Enb (v). Moreover, let Cardy
n
y(v) and Cardy
n
z (v) be defined in the same
way with (a1, a2, a3) permuted to (a2, a3, a1) and (a3, a1, a2), respectively. Our Cardy embedding is
defined to be
Cardyn(v) = (Cardynx(v),Cardy
n
y(v),Cardy
n
z (v)) ∈ [0, 1]3 ∀ v ∈ V (Mn).
In [Smi01], it is proved that conditioning on Mn being the triangular lattice restricted to a simply
connected domain D whose boundary is a continuous curve, Cardyn converges to the Riemann
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mapping from D to the simplex ∆ = {(x, y, z) : x + y + z = 1 and x, y, z ≥ 0}. It will be proved
in [HS] that as n → ∞, all the results in Theorem 7.6 hold if the embedding φn is replaced by
Cardyn. The only difference is that now the unit length
√
8/3-LQG disk is embedded in ∆ instead
of D. Moreover, the graph distance of Mn under the embedding Cardyn also has a scaling limit,
which is the metric defined by Miller and Sheffield in [MS15a, MS16b, MS16c] and is isometric to
the Gromov Hausdorff limit of Mn called the Brownian disk [BM17, AHS].
The approach taken in [HS] is the so-called dynamical percolation, where one starts from a
percolation but each vertex on V (Mn) updates its color independently according to an exponential
clock. Some elementary ergodic theory considerations imply that the convergence of the Cardy
embedded triangulation to the
√
8/3-LQG disk (embedded in ∆) would follow from the mixing
property of the dynamical percolation at the correct time scale15. Reviewing the full landscape of
this program would be too ambitious here. In this section, we make an important step (namely,
we obtain the joint convergence of the percolation loop ensembles before and after the color-flip of
a significant pivotal point, and simultaneously the joint convergence of the pivotal measures before
and after the color-flip) and explain how it fits into the general program.
Recall from Section 6.7 that, given an instance Γ of CLE6 on D and a pivotal point z, we
obtain a new loop configuration Γz by flipping the color of z (the definition in Section 6.7 were
for the CLE6 on C, but the same definition works for CLE6 on D). Define the convergence of a
loop configuration as in assertion (iii) of Theorem 7.6, that is, as the uniform convergence of the
loops viewed as parametrized curves in C. Define pivotal points and ε-significance for Γz in the
same way as for Γ (Section 6.7). Then the set of pivotal points for Γ and Γz is the same, but the
set of ε-significant pivotal points is different. By the first of these observations, for each ε > 0 we
may define a measure ν̂D,ε supported on the set of ε-pivotals for Γz, such that ν̂D,ε agrees with the
measure νD,ε′ for arbitrary ε
′ > 0 on the intersection of their supports.
We adopt similar definitions in the discrete. Let (Mn, σn) ∈ ←−TP be as in Theorem 7.6. Let Γn
be the collection of percolation cycles of (Mn, σn) ∈ ←−TP , let Γnzn be the collection after flipping an
εn-significant pivotal point zn, and let ν̂
n
D,ε denote counting measure on the εn-pivotal points of
Γnzn such that each pivotal has mass n
−1/4.
Proposition 7.11. Recall the setting of Theorem 7.6. For ε > 0, let zn ∈ D be sampled uniformly
at random from the set of εn-pivotal points of (Mn, σn). Let z ∈ D be sampled from νD,ε renor-
malized to be a probability measure. We may extend the coupling of Theorem 7.6 so that zn → z
in probability. Letting Γnzn ,Γz, ν̂
n
D,ε, ν̂D,ε be as above, it holds that Γ
n
zn (resp. ν̂
n
D,ε) converges in
probability to Γz (resp. ν̂D,ε).
Remark 7.12. It is well known that the scaling limit of the dynamical percolation on the triangular
lattice is governed by the color updates on significant pivotal points [GPS13b]. Proposition 7.11
can be used to show that the variant of dynamical percolation on planar triangulations where only
εn-significant pivotal points are allowed to update has a scaling limit. In [HS], it will be proved
that as ε → 0, this ε-variant of the scaling limit converges to the so-called Liouville dynamical
percolation introduced in [GHSS18], whose mixing property is also established in the same article
by considering quad crossing events. The mixing property of the process is then used to deduce
convergence of the triangulation to
√
8/3-LQG under the Cardy embedding. Theorem 7.6(vi) (plus
the variants of this result with the vertices permuted) guarantees that we have convergence of the
15One needs to be careful about the topology under which the dynamics lives in when invoking the ergodic theory.
The one based on the embedding φn in Theorem 7.6 would not be sufficient given the strong dependence of φn on σn.
By incorporating the metric structure of Mn, the work [GHS] will allow us to work under a more amenable topology
called the Gromov-Hausdorff-Prokhorov-Uniform topology.
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observables used to define the Cardy embedding, which is also essential to guarantee convergence
of the embedded triangulation.
8 Proofs of the bijective correspondences
8.1 Proofs for Section 4.1: link between percolation configurations and DFS
trees.
In this subsection, we prove Theorem 4.8 and Claim 4.6. We start with a basic claim about
depth-first search processes.
Claim 8.1. Let G be a graph and let v0 be a vertex. Let T be a tree obtained by a DFS of G starting
at v0. Consider an arbitrary step of the DFS of G. Let u be the position of the chip at that step,
and let U be the set made of u and all yet unvisited vertices of G. If a vertex v ∈ U is reachable
from u by a path of G using only vertices in U , then v will be a descendant of u in T .
Proof. Consider a path u = v1, . . . , vk = v with all the vertices vi in U . By Claim 4.2, for all
i ∈ [k − 1], the vertices vi and vi+1 are T -comparable. Since the vertices v1, . . . , vk are in U , they
cannot be ancestors of u in T . Hence, by induction on i ∈ [k], the vertex vi is a descendant of u in
T .
Next, we prove Claim 4.6. From now on, we let M , M∗ and v0 be as in Definition 4.3.
Proof of Claim 4.6. Consider a DFS X of M∗ satisfying the hypotheses of Claim 4.6, and let τ∗
be the associated spanning tree. We want to show that τ∗ = ∆M (σ◦). For this it suffices to show
that changing the choices of made during the DFS X when the chip position u is not equal to vf
(where f is the forward edge at u) does not affect the final DFS tree τ∗.
Consider a step in the DFS X where there are several edges between the chip position u and
some unvisited vertices. Let f be the forward face of u and let us suppose that u 6= vf . By
Claim 8.1, all the vertices incident to f are descendant of vf in τ
∗, so u is a descendant of vf and
all the vertices on the path P from vf to u in τ
∗ have already been visited.
Let e2 and e3 be the forward edges at u and let u2 and u3 be their endpoints. By hypothesis
there are several edges toward unvisited vertices, hence u2, u3 are yet unvisited vertices. We let U2
and U3 be respectively the set of unvisited vertices reachable from u2 and from u3 through unvisited
vertices. We now observe that there is no path of unvisited vertices between u2 and u3, because
such a path would have to cross P (indeed P has both endpoints on f and u2, u3 are on different
sides of P at u). Therefore U2∩U3 = ∅ and the DFS X will visit independently the two sets U2, U3:
the chip will visit one set entirely, then backtrack to u, then visit the other set entirely. Thus, the
choice of the DFS between the forward edges e2 and e3 at this step will not affect the final DFS
tree τ∗ (it will only change the order of visit of the vertices).
We now state another easy claim which will be used in the proof of Theorem 4.8.
Claim 8.2. Let σ◦ ∈ PercM and let f be a face of M∗ dual to an inner vertex of M . We consider
the DFS of M∗ corresponding to ∆M (σ◦) (see Definition 4.4). Let u be the first vertex of M∗
incident to f encountered during this DFS (note that f is the forward face of u). Then, the tree
τ∗ = ∆M (σ◦) will contain exactly one of the forward edges at u. Namely, if f is black (resp. white)
τ∗ will contain the left forward edge e2 (resp. right forward edge e3), but not the other forward
edge.
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Proof. It is obvious from the definition of ∆M that if f is black (resp. white) τ
∗ will contain
e2 (resp. e3). So we only need to show that τ
∗ does not contain both e2 and e3. Suppose by
contradiction that both e2 and e3 are in τ
∗, so that u has two children u1, u2 in τ∗. Since all the
vertices of M∗ incident to f are unvisited at the time the DFS arrives at u, Claim 8.1 ensures that
they will all be descendants of u in τ∗. So there must exist two adjacent vertices v1, v2 incident to
f , with v1 descendant of u1 and v2 descendant of u2. In this case, v1, v2 are not τ
∗-comparable,
which contradicts Claim 4.2.
Proof of Theorem 4.8. We first prove that ∆M is injective. Let σ
◦
1, σ
◦
2 be distinct inner colorings
of M , and let F be the set of faces of M∗ having different colors in σ◦1 and σ◦2. Let u be the first
vertex of M∗ incident to a face in F encountered during the DFS of M∗ corresponding to ∆M (σ◦1).
It is clear that u is also the first vertex of M∗ incident to a face in F encountered during the
DFS corresponding to ∆M (σ
◦
2). Note also that the parent-edge e1 of u is the same in ∆M (σ
◦
1) and
in ∆M (σ
◦
2). Now, Claim 8.2 ensures that the trees ∆M (σ
◦
1) and ∆M (σ
◦
2) each contain a different
forward edge of u. Hence ∆M (σ
◦
1) 6= ∆M (σ◦2). Thus ∆M is injective.
Next we show that ∆M ◦ ΛM = Id. Let τ∗ ∈ DFSM∗ , let σ◦ = ΛM (τ∗), and let τ ′ = ∆M (σ◦).
Suppose by contradiction that τ ′ 6= τ∗. Let e be the first edge in τ ′ \ τ∗ added to τ ′ during the DFS
corresponding to ∆M (σ
◦). Let u, v be the endpoints of e, with u the parent of v in τ ′. Observe
that the path P from v0 to u is the same in τ
∗ and in τ ′ (by the choice of e). Let e1 be the
parent-edge of u in τ∗ (or equivalently, in τ ′). Let f be the forward edge at u and let e2 and e3
be the left-forward and right-forward edges respectively. In other words, e1, e2, e3 are the edges
incident to u in clockwise order, with e1 in P and f is the face of M
∗ between e2 and e3. By
Claim 4.2 we know that the vertices u, v are τ∗-comparable. Moreover, v cannot be an ancestor
of u in τ∗ (because it is not on P ), hence it is a descendant of u in τ∗. Let Q be the path of τ∗
from u to v. Note that Q∪ {e} form a cycle of M∗, and that P and f are on different sides of this
cycle because the paths P,Q ⊂ τ∗ cannot cross. In particular, f is not incident to v0 (hence f is
the dual of an inner face of M). In fact, u is the first vertex incident to f encountered during the
DFS corresponding to ∆M (σ
◦) (otherwise by Claim 8.1, u would have to be a descendant in τ ′ of
the first vertex incident to f). Thus by definition of ∆M , the face f is black if e = e2 and white if
e = e3. However, by definition of ΛM , the face f is white if e = e2 and black if e = e3. We reach a
contradiction, hence τ ′ = τ∗ and ∆M ◦ ΛM = Id.
Since ∆M ◦ ΛM = Id and ∆M is injective, we see that ∆M is a bijection and that ΛM is the
inverse mapping. We now need to prove the statements (i-iii) about percolation interfaces. Let σ,
σ◦, and τ∗ be as in Theorem 4.8. In the definition of τ∗ = ∆M (σ◦) (Definition 4.4) we have used
the convention that the faces of M∗ dual to outer vertices of M are considered white. However, by
Remark 4.5, we would have gotten the same tree τ∗ by using the colors in σ of the outer-vertices
of M . Now consider the DFS of M∗ resulting from this convention. It is clear from the definitions,
that this DFS the chip will first visit all the vertices on the percolation path (from v0 to its other
end) before visiting any other vertex. This proves (i). Similarly, for any percolation cycle C of
(M,σ), we can consider the first time the DFS reaches a vertex v of M∗ on the cycle C. It is clear
from the definitions that in the next few steps of the DFS, the chip will follow the edges of the
cycle C starting at v (without visiting any vertex not on C) until it reaches the second neighbor of
v on C. This proves (ii). Moreover, by definition, the direction in which the percolation interface
C is followed is such that the black faces are on the right and the white faces are on the left. This
proves (iii).
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8.2 Proofs for Section 2.2: the bijection Φ and its relation to the bijection from
[Ber07].
In this Section we prove Theorem 2.5 using the results from [Ber07]. Roughly speaking, our
bijection Φ between K and TP is obtained by composing the bijection Ω obtained in [Ber07] (and
whose definition is recalled below) with the bijection ΛM described in Section 4.1 (Definition 4.7).
The bijection Ω was actually defined in the “dual setting”, that is, in terms of near-cubic maps
instead of near-triangulations, and we refer the reader to Section 4.1 for definitions about duality.
We first recall how the bijection Ω was defined in [Ber07]; see Figure 36 for an example. The
bijection Ω is between the set K of Kreweras walks and a set CT of near-cubic maps with a marked
spanning tree. More precisely, CT is the set of triples (M∗, e∗, τ∗), where M∗ is the dual of a near-
triangulation M ∈ T , e∗ is an edge of M∗ incident to the root-vertex v0, and τ∗ is in DFSe∗M∗ (see
Definition 4.9). We call head-edge the edge e∗ and we call head-vertex the endpoint of e∗ distinct
from v0 (if e
∗ is a self-loop, the head-vertex is v0).
The definition of Ω follows a similar scheme as the Definition 2.2 of Φ, in the sense that the
image Ω(w) of a walk w = w1 · · ·wn ∈ K is defined as the result of applying successively some
elementary construction steps Ωw1 , Ωw2 , . . . , Ωwn . In our figures we adopt a convenient drawing
convention (used in [Ber07]) for the elements (M∗, e∗, τ∗) of CT . Namely, we do not draw the map
M∗ itself, but rather the map M∗ obtained from M∗ by “ungluing from v0 all the non-root edges
incident to v0”: these edges become edges incident to special non-root vertices of degree 1 called
buds (so M∗ would be obtained from the drawn map M∗ by gluing all the buds to v0). See Figure 36
for an example.
We now give the precise definition of Ω from [Ber07]. Let M∗0 be the rooted map with one vertex
and one self-loop, let e∗0 be its root-edge, and let τ∗0 be the unique spanning tree of M∗0 . For w =
w1 · · ·wn ∈ K, the image Ω(w) is defined as the triple (M∗, e∗0, τ∗) = Ωwn◦· · ·◦Ωw2◦Ωw1(M∗0 , e∗0, τ∗0 ),
where the mappings Ωa,Ωb,Ωc are defined in Definition 8.3 and represented in Figure 37.
Definition 8.3. Let C = (M∗, e∗, τ∗) ∈ CT , let v0 be the root-vertex of M∗ and let v be the
head-vertex.
• The image Ωa(C) (resp. Ωb(C)) is obtained from C by replacing e∗ by a new vertex u incident
to three new edges e1, e2, e3 in clockwise order around u, with e1 joining u to v, and e2, e3
joining u to v0 (hence the edges e2, e3 are drawn as incident to buds in our figures). The edge
e1 is added to the tree τ
∗, and the edge e3 (resp. e2) becomes the new head-edge.
• In order to define Ωc(C) we consider the edges e∗` , e∗r preceding and following, respectively,
the head-edge e∗ in counterclockwise order around v0. The image Ωc(C) is only defined if the
edges e∗` , e
∗
r are both distinct from the root-edge of M
∗. In that case, we consider the non-root
endpoints v`, vr of e
∗
` , e
∗
r. Since τ
∗ is in DFSe
∗
M∗ the vertices v`, vr are both ancestors of v, so
one is an ancestor of the other. If v` is an ancestor of vr, then Ωc(C) is obtained by deleting
e∗ and e∗` and replacing them by an edge between v and v`, while e
∗
r becomes the new head-edge
(see Figure 37). If vr is an ancestor of v`, then Ωc(C) is obtained by deleting e
∗ and e∗r and
replacing them by an edge between v and vr, while e
∗
` becomes the new head-edge.
The following result is proved in [Ber07].
Theorem 8.4 ([Ber07]). The mapping Ω is a bijection between K and CT .
In order to make the relation between the mappings Ω and Φ more obvious, we represent the
mapping Ωa,Ωb,Ωc in the dual setting in Figure 38. It is easy to see, by comparing Figures 4
and 38, that the composition of the bijection Ω with the mapping Λe
∗
M of Definition 4.9, is equal
to the mapping Φ. More precisely, for a walk w ∈ K, if Ω(w) = (M∗, e∗, τ∗), then Φ(w) = (M,σ),
85
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c
a
c b c cba
a
v0
Figure 36: The bijection Ω defined in [Ber07], applied to the walk w = aabcbbaaabccbcc. Here
the elements (M∗, e∗, τ∗) ∈ CT are drawn according to the following conventions: (1) Instead of
drawing M∗, we draw the the map M∗ obtained from M∗ by “ungluing from v0 all the non-root
edges incident to v0” these edges become incident to special vertices of degree 1 called buds which
we draw as white squares, (2) the DFS tree τ∗ is indicated by bold red lines, (3) the root-edge e∗0
and the head-edge e∗ are indicated by arrows: the arrow pointing toward a bud is e∗.
(root-edge)
v
C = (M∗, e∗, τ∗) Ωa(C)
e∗0
Ωb(C) Ωc(C)
(head-edge)e∗
e3e2 e3e2
e∗`e∗r
v
e∗0
e1
v
e∗0
e1
v
e∗0
Figure 37: The elementary steps Ωa,Ωb,Ωc applied to an element C = (M
∗, e∗, τ∗) ∈ CT . The
element C is represented on the left, with v being the non-root vertex incident to the head-edge
e∗. The tree τ∗ is not represented, except for the path P of τ∗ from the root-vertex v0 to the
head-vertex v which is represented in bold red line. As in Figure 36, the non-root edges incident
to the root-vertex in M∗ are not represented as incident to v0, but instead as edges incident to
“buds”. Since τ∗ is in DFSe
∗
M∗ , any bud is adjacent to a vertex on the path P .
where σ = Λe
∗
M (τ
∗). By Theorem 8.4 and Corollary 4.10, this shows that Φ is a bijection between
K and TP . This concludes the proof of Theorem 2.5, as the other statements in this theorem are
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ΩcΩbΩa
(a) (b) (c)
e` er
Figure 38: The mapping Ωa,Ωb,Ωc presented in the dual setting. Here, instead of representing
(M∗, e∗, τ∗) ∈ CT we represent the triangulation M , the edge e∗ (blue arrow) and the path of τ∗
from the root-vertex v0 to the head-vertex (this is the percolation path in the associated percolation
configuration σ = Λe
∗
M (τ
∗)).
clear from the definition of Φ.
8.3 Proofs for Section 2.3: extending Φ to K
Here we prove Theorem 2.10 starting from Theorem 2.5.
Proof of Theorem 2.10. We first give an alternative description of the mapping Φ in terms of Φ.
Let w = w1w2 . . . wn in K\K, and let (M,σ) = Φ(w). We now describe an alternative construc-
tion of (M,σ), which is represented in Figure 39. Let i and j be the number of unmatched c-steps
in w of type a and b respectively. Let aibj be the word made of i consecutive a-steps, followed by j
consecutive b-steps, and let w′ := aibjw. Clearly w′ := aibjw is in K, so we can apply Φ to w′. Let
(M ′0, σ′0) = Φ(aibj), and let (M ′, σ′) = Φ(w′) = φwn ◦ · · · ◦ φw1(M ′0, σ′0). Let (M ′′, σ′′) be obtained
from (M ′, σ′) by deleting the root-edge and all the edges corresponding to inner edges of M ′0, and
setting the new root-edge of M ′ to be the top-edge of M ′0 (oriented from the top-left vertex of M ′0
to the top-right vertex of M ′0). This operation is illustrated in Figure 39 (right-column). The outer
edges of M ′′ which correspond to outer edges of M ′0 are marked as inactive, and the others are
marked as active.
w = bbbcaccaac
w′ = aabbbbcaccaac
Φ
Φ
θ
(M,σ) = (M ′′, σ′′)
(M ′, σ′)
Figure 39: The mapping Φ in terms of the bijection Φ. Here w = bbbcaccaac has i = 2 (resp.
j = 1) c-steps without matching a-step (resp. b-step). The pair (M,σ) = Φ(w) was computed in
Figure 39. The first i + j = 3 triangles on the percolation path of (M ′, σ′) = Φ(w′) are indicated
in gray.
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We claim that (M ′′, σ′′) = (M,σ). In order to show this, let us define a mapping θ on T P
(see Figure 39). Let (M¯, σ¯) ∈ T P with i inactive left edges and j inactive right edges. We define
θ(M¯, σ¯) as the percolated near-triangulation obtained by gluing (M¯, σ¯) and (M ′0, σ′0) = Φ(aibj) as
follows: the root-edge of (M¯, σ¯) is glued to the top-edge of (M ′0, σ′0), and then the inactive left and
right edges of (M¯, σ¯) are glued to the left and right edges of (M ′0, σ′0). It is easy to see that θ(M¯, σ¯)
is in TP , and that the inner triangles of (M ′0, σ′0), are the first i + j triangles on the percolation
path of θ(M¯, σ¯).
In order to show (M ′′, σ′′) = (M,σ), it suffices to show that θ(M,σ) = θ(M ′′, σ′′) (since θ
can be inverted by removing the first i + j triangles on the percolation path). Moreover, it is
clear from the definition that θ(M ′′, σ′′) = (M ′, σ′) = Φ(w′). Hence it remains to show that
θ(M,σ) = (M ′, σ′). Now, it is easy to see from the definitions that the processes for constructing
(M,σ) = φwn ◦· · ·◦φw1(M0, σ0) and (M ′, σ′) = φwn ◦· · ·◦φw1(M ′0, σ′0) are almost identical. The only
difference is when treating the c-steps of w without matching a-step or b-step. For a c-step without
matching a-step (resp. b-step), the step φc in the construction of (M,σ) makes the top-edge an
inactive left edge (right-edge), while the step φc in the construction of (M
′, σ′) glues the top-edge
to a left edge (resp. right edge) of (M ′0, σ′0). It is easy to see that all of these extra “edge gluings”
occurring in the construction of (M ′, σ′) can be delayed to the end of the construction, without
affecting the final result. Thus (M ′, σ′) = θ(M,σ). Hence (M ′′, σ′′) = (M,σ).
We now argue that Φ is a bijection. We first show injectivity. Suppose w and w˜ are walks in K
such that Φ(w) = Φ(w˜). The numbers i and j of unmatched c-steps of type a and b are the same in w
and w˜ since they are equal to the number of inactive left and right edges of Φ(w) = Φ(w˜). Moreover,
the process described above for constructing (M ′′, σ′′) = Φ(w) from (M ′, σ′) = Φ(aibjw) is clearly
injective (with inverse θ). Hence Φ(aibjw) = Φ(aibjw˜). Since Φ is injective by Theorem 2.5, this
implies w = w˜.
We now show surjectivity. Let (M,σ) ∈ T P , and let i and j be the number of inactive left and
right edges of (M,σ) respectively. We want to find a preimage of (M,σ) by Φ. Let (M ′, σ′) =
θ(M,σ). Since (M ′, σ′) ∈ TP there exists w′ ∈ K such that Φ(w′) = (M ′, σ′). We also claim that
w′ is of the form aibjw for some walk w in K. This property can be deduced from the fact that
the percolation path of (M ′, σ′) start by i+ j triangles having i+ j + 2 distinct vertices, with the
first i triangles having 2 white vertices and the j subsequent vertices having 2 black vertices. The
“distinct” condition above is the key: it guarantees that the beginning of the percolation path of
(M ′, σ′) are the first triangles that have been created during the construction of Φ(w′), and remains
part of the percolation path at every successive step of the construction. Furthermore, it is easy to
see that w has i unmatched c-steps of type a and j unmatched c-steps of type b (indeed the i+ j
first steps of w′ = aibjw are matched since the i+j first triangles on the percolation path of (M ′, σ′)
are not incident to the left or right edges). Hence it is clear (from the alternative description of Φ
given above) that Φ(w) = (M,σ), which proves the surjectivity of Φ.
Lastly, the stated correspondences between the steps of w and the vertices, faces and edges of
Φ(w) are clear from the definitions.
8.4 Proofs for Section 2.4: alternative description of Φ and future/past decom-
position
We now prove Proposition 2.14 and Proposition 2.16.
Proof of Proposition 2.14. Let w = w1 . . . wn ∈ K. We claim that the site-percolated maps Tw and
Φ(w) are obtained by gluing some triangles in the exact same way: the only difference is that the
gluings corresponding to the c-steps are made “one at a time” in the definition of Φ(w), while they
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are all “delayed until the end” in the definition of Tw. Let us justify this statement briefly. Let
k ∈ [n] and let (Mk, σk) = Φ(w1w2 . . . wk). If wk+1 = a (resp. b), then it is clear that applying
φwk+1 to (Mk, σk) is the same as gluing the root-edge of the brick Ta (resp. Tb) to the top-edge of
(Mk, σk).
Consider now the case where wk+1 = c is a matched c-step of type a. Let t` (resp. tr) be the
last triangle on the percolation path of (Mk, σk) incident to a left (resp. right) edge. Note first that
the triangles t` are tr are the triangles created when treating the a-step and b-step matched to the
current c-step. Hence, the left and right edges incident to tr and tl are active and the last triangle
t on the percolation path is equal to tr (this situation is represented in Figure 4). Moreover, it is
easy to check that the gluing and recoloring performed by applying φc to (Mk, σk) in this case is
the same as gluing the brick Ta˜ to the top edge e of (Mk, σk) (that is, gluing the root-edge of Ta˜
to e, and gluing the left and right sides of the brick Ta˜ to the sides of t` and tr respectively, all
that while keeping the colors of the brick Ta˜). Symmetrically, if wk+1 is a matched c-step of type
b, then applying φc to (Mk, σk) is the same as gluing the brick Tb˜ to the top edge of (Mk, σk).
Next consider the case where wk+1 is an unmatched c-step of type a. In this case, (Mk, σk) has
no active left edge. Moreover the last triangle tr on the percolation path of (Mk, σk) incident to a
right edge was created when treating the b-step matched to the current c-step. Hence it is easy to
check that the gluing and recoloring performed by applying φc to (Mk, σk) in this case is the same
as gluing the brick T
b˜
to the top edge e of (Mk, σk) (that is, gluing the root-edge of Ta˜ to e, and
gluing the right side of the brick Ta˜ to the side of tr, all that while keeping the colors of the brick
Ta˜). The case where wk+1 is an unmatched c-step of type b is symmetric.
Proof of Proposition 2.16. By Proposition 2.14, we can think of Φ(w) as obtained by gluing some
bricks Ta, Tb, Ta˜, Tb˜. Now, we know that the past near-triangulation (P, α) is obtained by gluing the
bricks corresponding to steps in u together, and it is easy to see that the future near-triangulation
(Q, β) is obtained by gluing the bricks corresponding to steps in v together. Lastly, the gluing of
(P, α) with (Q, β) is easily seen to correspond to performing the remaining gluings between the
bricks corresponding to u and the bricks corresponding to v.
8.5 Proofs for Section 3: the percolation path as a function of the Kreweras
walk.
In this subsection we prove Theorem 3.6. Let w ∈ K. We consider the description of the percolated
near-triangulation (M,σ) = Φ(w) given by Proposition 2.14. Let w˜, T˜w, and Tw = Φ(w) be as in
Section 2.4. By definition, Tw is obtained from T˜w by gluing the matching pairs of opening and
closing sides of T˜w. We now think of performing these gluings in two stages: first we glue the
matching sides of T˜w corresponding to steps inside a common cone-excursion, and then we glue the
other matching sides of T˜w. We demote by T
◦
w the site-percolated triangulation obtained after the
first stage. We will now describe T ◦w and its relation to Spine(M,σ).
Let wj be a spine step of w which is matched, and let w
′ be the cone excursion starting at wj .
Let T ◦w′ be the sub-triangulation of T
◦
w corresponding to the cone-excursion w
′. By definition of
T ◦w, all the matching sides of T ◦w′ are glued, so T
◦
w′ = Φ(w
′). We now describe the sub-triangulation
T ◦w′ = Φ(w
′). For concreteness, let us assume that wj is an a-step (the case of a b-step being
symmetric). Let k be the height of the cone excursion w′. We claim that T ◦w′ has k+2 outer vertices
of which exactly one is white. Moreover all the unicolor outer edges are inactive (equivalently, they
correspond to closing edges of T ◦w). Lastly, the outer white vertex is incident to a unique inner
triangle which corresponds to the brick Twj , and we call it spine-triangle of T
◦
w′ . This situation is
represented in Figure 40. These claims are direct consequences of Remark 2.13. Indeed, we can
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write w′ = aw′′c where w′′ is a walk in
←−K starting at (0, 0) and ending at (1−k, 0). By Remark 2.13,
the associated percolated triangulation Tw′′ = Φ(w
′′) has k+ 1 outer-vertices of which one is white.
Hence the claims follow upon observing that T ◦w′ is obtained from Tw′′ by gluing a brick Ta (to
the root-edge) and a brick T
b˜
(to the top-edge). We call shell of T ◦w′ the map obtained from T
◦
w′
by erasing the inner vertices and the inner edges, except for the edges of the spine triangle, and
if there were no inner vertices replacing the unicolor edge of the spine triangle by a double edge.
In other words, the shell of T ◦w′ is made of the spine triangle attached along its unicolor edge to a
simple unicolor cycle of length k + 1; see Figure 40.
w′
Φ
k
k + 1 black outer-vertices
Figure 40: A cone excursion w′ and its image T ◦w′ = Φ(w
′).
Now we can think of T ◦w as obtained by gluing several bricks and sub-triangulations correspond-
ing to the spine steps of w: one brick Ta for each unmatched a-step of w, one brick Tb for each
unmatched b-step of w, and one sub-triangulation T ◦w′ = Φ(w
′) for each cone excursion w′ starting
with a spine step of w. Hence, these sub-triangulations of T ◦w are in one-to-one correspondences
with the steps of pi(w): the steps a (resp. b) in pi(w) correspond to the bricks Ta (resp. Tb), while
the letters a¯k (resp. b¯k) correspond to sub-triangulations made of a spine triangle attached to a
percolated near-triangulation with k + 1 white (resp. black) outer vertices. This is represented in
Figure 41.
a
a
a
a
a
b
b
b
T ◦w
Tw = (M,σ)
T ◦bc
T ◦abaabbccacacc
T ◦aabcc
T ◦aabcc
T ◦bbcc
Ta
T ◦ac
Tb
Ta
Ta
Ta
Tb
Tb
Ta
Tb
c
c
c
c
c
c
c
c
c
Figure 41: The percolated near-triangulations T ◦w and Tw = Φ(w). Here, w =
abcaacabbaaabccbabaabbccacaccbabbccaabcc so that pi(w) = aa¯1ab¯1abbab¯1bb¯2baa¯2b¯1 as in Figure 16.
90
From the above description, we see that the set of triangles on the percolation path of T ◦w is
made of the bricks Ta and Tb corresponding to the a-steps and b-steps of pi(w), and of the spine
triangles of the near-triangulations corresponding to the steps a¯k and b¯k of pi(w). More precisely, the
sub-triangulation of T ◦w made of the triangles on the percolation path is Φ(pis(w)) (see Definition 3.4
of pis(w)). Observe also that all the vertices on the left side (resp. right side) of T
◦
w are white (resp.
black). Hence the vertices will not change color when gluing the matching sides of T ◦w in order to
obtain Tw = Φ(w). Hence the triangles on the percolation path of T
◦
w and Tw are the same. Also,
for any cone excursion w′ corresponding to a letter a¯k or b¯k of pi(w), the inner vertices of T ◦w′ will
not be incident to the triangles on percolation path of Tw. So the map Spine(Tw) is obtained by
1. replacing each sub-triangulation T ◦w′ = Φ(w
′) of T ◦w corresponding to letters a¯k or b¯k of pi(w)
by its shell (which is a spine triangle attached to a cycle of length k + 1),
2. performing the gluing of the matching sides of T ◦w: the side edges of the shells are closing in
T ◦w, while the side edges of the bricks Ta, Tb are opening in T ◦w (and the opening and closing
sides are matched like a parenthesis system).
It remains to prove that the counterclockwise code of the white cluster of Spine(Tw) = Spine(Φ(w))
is pi`(w) and the clockwise code of the black cluster of Spine(Tw) = Spine(Φ(w)) is pir(w). In order
to do this proof, we can assume that w is in K. Indeed, consider w ∈ K having i′ and j′ un-
matched c-steps of type a and b respectively. Then it is clear that from the relation between Φ(w)
and Φ(ai
′
bj
′
w) established in the proof of Theorem 2.10, that the white (resp. black) cluster of
Spine(Φ(w)) is equal to the white (resp. black) cluster of Spine(Φ(ai
′
bj
′
w)). So let us now assume
that w ∈ K. Note first that the letters a¯k (resp. b¯k) of pi(w) correspond to inner faces of degree
k + 1 of the white (resp. black) cluster of Spine(Tw). Furthermore, we claim that the counter-
clockwise code of the white cluster C` of Spine(Tw) is pi`(w) (see Definition 3.4 of pi`(w)). Indeed,
as we have established, the walk pi(w) describes the succession of triangles along the percolation
path of Tw. Hence the steps of pi(w) which are in {a} ∪ {a¯k, k ≥ 1} (hence correspond to triangles
with a unicolor white edge) corresponds to the edges of C`. And, moreover, the steps a¯k in pi(w)
correspond to the last edge along some face of degree k + 1 of C`. Similarly, the clockwise code of
the black cluster Cr of Spine(Tw) is pir(w) (see Definition 3.4 of pir(w)). This completes the proof
of Theorem 3.6.
8.6 Proofs for Section 4.2: the exploration tree as a function of the Kreweras
walk.
In this subsection, we prove Theorem 4.12 and Proposition 4.14. The proofs of these results are
actually easier to state in terms of the bijection Ω defined in Section 8.2. But we first need to
extend the mapping Ω (which is defined on K) into a mapping Ω defined on K.
The bijection Ω is illustrated in Figure 42. Roughly speaking, it is obtained by translating the
bijection Φ in terms of cubic maps with a marked DFS tree. We now give a direct definition. Let
CT be the set of triples (M∗, e∗, τ∗), where
• M∗ is the dual of a near-triangulation M ∈ T ,
• the edges of M∗ incident to the root-vertex v0 are marked as either active or inactive. The
root-edge is inactive and the active edges are consecutive around v0
• e∗ is an active edge of M∗ (incident to v0). The edge e∗ is called the head-edge and its
non-root endpoint is called the head-vertex (if e∗ is a self-loop, the head-vertex is v0).
• τ∗ is a DFS tree in DFSM∗ such that all the non-root vertices of M∗ incident to active edges
are ancestors of the head-vertex.
We now define the mapping Ω from K to CT . An instance of Ω is represented in Figure 42(b).
Let M∗0 be the rooted map with one vertex and one edge e∗0 (which is self-loop which is both the
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root-edge and the head-edge), and let τ∗0 be the unique spanning tree of M∗0 . For w = w1 · · ·wn ∈ K,
the image Ω(w) is defined as the triple (M∗, e∗0, τ∗) = Ωwn◦· · ·◦Ωw1(M∗0 , e∗0, τ∗0 ), where the mappings
Ωa,Ωb,Ωc are defined as follows. The mapping Ωa and Ωb are equal to Ωa and Ωb (see Definition 8.3
and Figure 37) with the newly created edges incident to v0 marked as active. We now consider
C ∈ CT and want to define Ωc(C). Let e∗` , e∗r be respectively the edges preceding and following
the head-edge e∗ in counterclockwise order around v0. The image Ωc(C) is only defined if at least
one of the edges e∗` , e
∗
r is active. If the edges e
∗
` , e
∗
r are both active, we define Ωc(C) = Ωc(C) (see
Definition 8.3 and Figure 37). If e∗` (resp. e
∗
r) is inactive, then Ωc(C) is obtained by deleting e
∗ and
creating an edge between the head-vertex v and v0, while e
∗
r (resp. e
∗
l ) becomes the new head-edge
(see Figure 42(a)).
It is immediate from Theorem 2.10 and Theorem 4.8 that Ω is a bijection between K and CT .
v v
Ωc
v0 v0
a a a c b c c1
v0 v0 v0 v0 v0 v0 v0 v0
1 1 1 1 1 1
2
3 3
2
3
2
3
22 4 4 4
5 5
6
3
2 4
5
6
7
(a) (b)
e∗r
e∗`
Figure 42: The bijection Ω. In this figure, a special convention was used to represent the edges of
M∗ incident to the root-vertex v0. Indeed only the inactive edges of M∗ are represented as incident
to v0; the active edges are instead represented as edges incident to special vertices of degree 1 called
buds. So the map M∗ is the map which would be obtained by identifying all the buds to v0. (a)
The mapping Ωc when the edge e
∗
` is inactive (this represents the treatment of an unmatched c-step
of type a). (b) The bijection Ω applied to the word w = aaacbcc ∈ K. The edges are labeled by
the order in which they are created (that is to say, the order in which they become in-edges).
Proof of Theorem 4.12. Let w ∈ K, let (M,σ) = Φ(w) and let τ∗ = dfs-tree(M,σ). Let wt1 , . . . , wtn
be all the a-steps and b-steps of w, and let w(1), . . . , w(n) be the prefixes of w ending with the steps
wt1 , . . . , wtn respectively.
Recall from property (ii) of Theorem 2.10 that the a-steps and b-steps of w correspond via ηvf
(and duality) to the non-root vertices of M∗. Let v1, . . . , vn be the vertices of M∗ corresponding
to these steps. Note that the root-edge of M∗, which is in τ∗, joins the root-vertex v0 to v1. By
property (i) of Theorem 3.6, for all k ∈ [n] the length hk of pi(w(k)) is equal to the number of
non-root vertices on the percolation path of Φ(w(k)), which is a path Pk of M
∗ going from v1 to
vk. Moreover, by property (i) of Theorem 4.8 the percolation path Pk is contained in τ
∗ (since it
is contained in dfs-tree(Φ(w(i)))). Hence hk is the height of the vertex vk in τ
∗.
Thus h1, . . . , hn represent the respective height of the non-root vertices v1, . . . , vn of τ
∗. Recall
from Definition 4.11 that the height-code of dfs-tree(w) is (0, h1, . . . , hn). So in order to show
that the rooted trees underlying τ∗ and dfs-tree(w) are equal, it suffices to show that the order
v0, v1, · · · , vn of the vertices of M∗ corresponds to a pre-order of the vertices of the tree τ∗, that
is, an order for which any vertex v precedes all its descendants in τ∗, and all the descendants of v
precedes all the non-descendants of v appearing after v. This property is easy to check from the
definition of Ω.
This completes the proof of Theorem 4.12 because the additional properties (i-ii) are direct
consequences of the definitions.
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Proof of Proposition 4.14. Let w ∈ K, let (M,σ) = Φ(w), and let (M∗, e∗, τ∗) = Ω(w). We denote
by v0 the root-vertex of M
∗. Recall that the functions ηe and ηvf indicate the order in which
the in-edges and inner triangles of M are created during the bijection Φ. Equivalently, ηe and ηvf
indicate the order in which the in-edges and non-root vertices of M∗ are created during the related
bijection Ω. Here our convention is that we consider the in-edges of M∗ to be created during Ω
when they become in-edges (while the active edges of M∗, including the head-edge, are considered
to be created after all the other edges); see Figure 42(b).
It is clear from the definition of Ω that the vertices of M∗ are created according to a DFS
of M∗ with associated DFS tree τ∗ = dfs-tree(M,σ). We call this the creation-DFS of M∗.
Proving Claim (i) of Proposition 4.14 amounts to showing that the creation-DFS and space-filling
exploration of M∗ are equal. In other words, we need to prove that the creation-DFS follows rules
(ii’-1) and (ii’-2) of Definition 4.13.
Since we already know that the creation-DFS and space-filling exploration of M∗ give the same
DFS tree τ∗, we can unambiguously talk about the forward face, and forward edges of any non-root
vertex of M∗. Let u be a non-root vertex of M∗ and let f be its forward face. We denote by vf the
first vertex of M∗ incident to f visited during the creation-DFS. Note that vf is the ancestor in τ∗
of all the other vertices of M∗ incident to f (hence vf is also the first vertex incident to f visited
during the space-filling exploration).
Suppose first that u = vf . By Claim 8.2, only one forward edge of u is in τ
∗: its forward left
edge if f is black, and its forward right edge otherwise. This shows that the creation-DFS follows
rule (ii’-1) of Definition 4.13.
It remains to prove that the creation-DFS follows the rule (ii’-2) of Definition 4.13. We first
need to reformulate this rule. We consider the set P all the paths of τ∗ from a vertex incident to
f to another vertex incident to f (and not incident to f in between). Let P ∈ P. We say that a
vertex or edge x of M∗ \ P is enclosed by P if P together with the interior of f separates x from
the head-edge. Observe that all the vertices of M∗ enclosed by P have an ancestor on P (since P
separate them from v0). Moreover one of the endpoints of P is an ancestor of all the other vertices
on P (otherwise, the common ancestor x on P would have 2 children x1, x2 on P and there would
be an edge enclosed by P between some descendant of x1 and some descendant of x2, which is
impossible by Claim 4.2). We now denote by v−P and v
+
P the endpoints of P with v
−
P the ancestor of
v+P . We denote by e
−
P the forward edge at v
−
P enclosed by P , and we denote by e
+
P the forward edge
at v+P not enclosed by P . The situation is illustrated in Figure 43(a). By the preceding discussion,
v−P is the ancestor of all the vertices on P and enclosed by P . Moreover, all the vertices enclosed
by P and incident to f are descendants of v+P (otherwise Claim 4.2 would be violated for some edge
incident to f and enclosed by P ). Hence e−P /∈ τ∗. We will now prove the following claim.
Claim 8.5. For any path P ∈ P, during the application of the bijection Ω the vertices and edges
enclosed by P are all created before the edge e+P .
Note that Claim 8.5 implies that the creation-DFS follows rule (ii’-2) of Definition 4.13. Indeed,
Claim 8.5 shows that rule (ii’-2) applies when the chip position is u = v+P . We now consider a path
P ∈ P, and prove that Claim 8.5 holds for P by induction on the number of paths in P enclosing
P .
Let us first suppose that P is not enclosed by any path in P, and that f is not incident to v0
(equivalently, vf 6= v0). The situation is represented in Figure 43(b). Let ef be the edge incident
to vf and to f and which is not in τ
∗. Let xf be the endpoint of ef distinct from vf (note that
xf is a descendant of vf in τ
∗). Consider the path Pf of τ∗ between vf and xf . We say that a
vertex or edge of M∗ \ P ∗ is enclosed by Pf if it is separated from the head-edge by the cycle
Pf ∪ {ef}. Since P is not enclosed by any path in P, the path P must be part of the path Pf ,
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v+Q
v−Q
e−Q xQ
Q
P ⊂PQ
e+Q
(a) (b) (d)
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e′f
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e+P
Figure 43: Notation for the proof of Claim 8.5. The paths P ∈ P are indicated in bold and oriented
from parents to children. (a) A path P ∈ P, its endpoints v−P , v+P , and the enclosed region (dashed).
(b) The case where P is not enclosed by any path in P, and f is a white face not incident to v0.
(c) The case where P is not enclosed by any path in P, and f is a white face incident to v0. (d)
The case where P is enclosed by another path Q ∈ P.
and all the vertices and edges enclosed by P are enclosed by Pf . Moreover, it is easy to see from
the definition of Ω that all the vertices and edges enclosed by Pf are created before ef during the
application of the bijection Ω (since the cycle Pf ∪{ef} separates them from the head-edge). Now,
we still need to prove that the vertices and edges enclosed by P are created before the edge e+P .
Note that e+P is either equal to ef (in which case we are done) or on the path of Pf between v
+
P
and xf . Suppose now that e
+
P 6= ef . Let VP (resp. V ′P ) be the strict descendants of v+P enclosed by
P (resp. not enclosed by P ). We know that either all the vertices in V ′P are created before all the
vertices in VP or the converse is true (because the creation-DFS is a DFS). Now, since the vertices
in VP are created before ef which is incident to xf ∈ V ′P , we conclude that all the vertices in VP
are created before all the vertices in V ′P . Hence, all the vertices in VP are created before e
+
P . As
mentioned earlier, the set VP includes all the vertices incident to f and enclosed by P . Hence the
edges incident to f and enclosed by P are all created before e+P . This implies that all the vertices
and edges enclosed by P will be created before the edge e+P (because P together with the edges
incident to f separate the head-edge from all the vertices and edges enclosed by P ).
Next we consider the case where P is not enclosed by any path in P, and f is incident to v0.
This case is treated almost exactly as the previous one, except we need to adjust our definitions
slightly; see Figure 43(c). Let e2, e3 be edges preceding and following f in clockwise order around
v0. If f is white (resp. black) we set e
′
f = e2 (resp. e3). Note that e
′
f is not the root-edge of M
∗
hence is not in τ∗. We denote by x′f the non-root endpoint of e
′
f , and we denote by P
′
f the path in
τ∗ from vf to xf . With this notation (illustrated in Figure 43(c)), this case is treated exactly as
the previous one, upon replacing xf , ef , Pf by x
′
f , e
′
f , P
′
f ; see Figure 43(c).
Next suppose that P is enclosed by another path in P. Consider the path Q ∈ P enclosing P
and not enclosing any other path Q′ ∈ P enclosing P . The situation is represented in Figure 43(d).
Let xQ be the endpoint of e
−
Q distinct from v
−
Q. Recall that e
−
Q /∈ τ∗ and that xQ is a descendant
of v+Q. We consider the path PQ of τ
∗ from v+Q to xQ. It is clear that the path P must be part
of the path PQ. By the induction hypothesis, we also know that the edges enclosed by Q are all
created before e+Q. We contend that e
−
Q is created just before e
+
Q. Indeed, by definition of Ω, the
edge created just before e+Q must be incident to f and join a descendant of v
+
Q to an ancestor of
v+Q; and e
−
Q is the only such edge. From this point, we follow the same line of argument as above,
with v−Q, xQ, e
−
Q, PQ playing the role of vf , xf , ef , Pf . This concludes the proof of Claim 8.5 and of
Claim (i) of Proposition 4.14.
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It remains to prove Claim (ii) of Proposition 4.14, which is a statement about the order in
which the in-edges of M∗ are created during the bijection Ω. We need to prove that this order of
creation is equal to the order of treatment of the in-edges defined for the space-filling exploration
of M∗. We will prove that the creation-order and treatment-order coincide, and that moreover for
any in-edge e of M∗, the head-vertex u at the time of the creation of u is equal to the chip position
at the time of the treatment of e. First observe that, from Claim (i) of Proposition 4.14, we already
know that this property holds when restricting these orders to the set of edges in the tree τ∗. We
now extend it to the set of all in-edges.
Let e be an in-edge of M not in τ∗. Let {u, v} be the endpoints of e, with u the ancestor of v in
τ∗. It is clear from the definition of Ω that when e is created, the head-vertex is at v. Now consider
a time during Ω at which the head-vertex is v, and e has not yet been created. It is clear that if all
the other edges incident to v have already been created (that is to say, are in-edges), then the next
step during the bijection Ω will be to create the edge e. Next we suppose that another edge e′ of
M∗ incident to v has not yet been created. Then the next step in the bijection Ω will be either to
create e or to create e′. We consider the set E′ of edges of M∗ distinct from e which have not yet
been created. We want to show that e is the next edge to be created if and only if there is a path
in E′ between v and an ancestor of u. Let us first suppose that e is the next edge to be created.
This means that after e is created, e′ becomes the head-edge. If the head-vertex stays a descendant
of v until the end of the bijection Ω, then there is a path between v and v0 in E
′, namely the path
of τ∗ from v to the head-vertex of M∗ followed by the head-edge of M∗. If the head vertex cease
to be a descendant of v during the bijection Ω, then the edge e′′ ∈ E′ created just before this event
joins a descendant v′ of v to an ancestor of u. Hence the path made of the path of τ∗ from v to
v′ followed by e′′ is a path in E′ joining v to an ancestor of u. Thus if e is the next edge to be
created, then there is a path in E′ between v and an ancestor of u. Suppose conversely that there
is a path P in E′ between v and an ancestor of u. We want to prove that e is the next edge to be
created. Suppose by contradiction that this is not the case. Then all the descendants of v and the
incident edges will be created before e is created. In particular, since the path P ⊆ E′ exists, there
is an edge e′′ ∈ E′ between a descendant of v and an ancestor of u which will be created before e is
created. Thus, it is easy to see that just before e is created, there is no active edge incident to the
vertices on the path Q of τ∗ between u and v (roughly speaking, the edge e′′ prevents the existence
of such active edges on one side of Q, while the edge e prevents the existence of such active edges
on the other side of Q). This contradicts the rule of Ωc when creating e. We reach a contradiction,
hence if there is a path in E′ between v and an ancestor of u, then e is the next edge to be created.
We have proved that the order of creation of the in-edges of M∗ follows the same rule as the
order of treatment of the edges during the space-filling exploration. This proves Claim (ii) of
Proposition 4.14.
8.7 Proofs for Section 5: dual of the DFS tree and pivotal points in terms of
the walk
In this subsection we prove Theorem 5.5 as well as Lemmas 5.11 and 5.14, and Claim 5.12.
Proof of Theorem 5.5. We prove the result by induction on the length of the walk w ∈ K. The
result is clearly true when w is the empty word. We now consider a non-empty walk w = w′wn,
where wn is the last step. Let (M,σ) = Φ(w), and let (M
′, σ′) = Φ(w′). By the induction
hypothesis, we know that the trees τ ′ = dfs-dual(M ′, σ′) and τ˜ ′ = dfs-dual(w′) are isomorphic, with
λv giving the isomorphism between vertices. We want to show that the trees τ = dfs-dual(M,σ)
and τ˜ = dfs-dual(w) are isomorphic. We consider the three cases wn = a, b or c, and check that the
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changes from τ ′ to τ are isomorphic to the changes from τ˜ ′ to τ˜ . The changes from τ ′ to τ are easy
to understand and are represented in Figure 44. We now analyze the changes from τ˜ ′ to τ˜ . Below
we denote by a˜ and b˜ the top-steps of w˜ := wab, and by a˜′ and b˜′ the top-steps of w˜′ := w′ab.
φcφcφa
(a) (b) (c)
λv(wi) λv(wj)
λv(wn)
λv(a˜
′) λv(˜b′)λv(wn)
λv(wj)
λv(a˜
′) λv(˜b′) λv(a˜)
λv(˜b)
λv(a˜
′) λv(˜b′) λv(wn)
λv(a˜)
λv(˜b)
λv(a˜)
λv(˜b)
Figure 44: The changes induced on the tree dfs-dual(M,σ) by the mappings φa and φc. (a) The
changes from τ ′ to τ when applying φa. (b) The changes from τ ′ to τ when applying φc in the case
of an unmatched c-step of type a. (c) The changes from τ ′ to τ when applying φc in the case of a
matched c-step of type a.
We first consider the case wn = a. In this case wn is an unmatched a-step. Hence the vertices of
τ˜ ′ having a˜′ as their parent, have wn as their parent in τ˜ , while wn has a˜ as its parent. Nothing else
changes from τ˜ ′ to τ˜ . It is clear that the changes are the same from τ ′ to τ (see Figure 44(a)). So τ
and τ˜ are isomorphic, with λv giving the isomorphism. The case where wn is a b-step is symmetric.
Next, we consider the case where wn is an unmatched c-step of type a. Let wj be the b-step
matched to wn. The changes from τ˜
′ to τ˜ are as follows.
• The vertex wj of τ˜ ′ is deleted (it corresponds to an unmatched b-step of w˜′). The vertices of
τ˜ ′ which had wj as their parent in τ˜ ′ now have b˜ as their parent in τ˜ . So, in some sense, the
vertex wj of τ˜
′ is replaced by b˜.
• The vertex wn is added. The vertices of τ˜ ′ which had a˜′ as their parent in τ˜ ′ now have wn as
their parent in τ˜ . So, in some sense, the vertex a˜′ of τ˜ ′ is replaced by wn.
• The vertex wn has a˜ as its parent in τ˜ . Moreover, the vertices of τ˜ ′ which had b˜′ as their
parent in τ˜ ′ (these are matched c-steps of type b following wj) now have a˜ as their parent in
τ˜ (because if wk had b˜
′ as its parent in τ˜ ′, then in w˜ one has p(wk) = wn and ~p(wk) = a˜). So,
in some sense, the vertex b˜′ of τ˜ ′ is replaced by a˜.
It is easy to see that these changes from τ˜ ′ to τ˜ are isomorphic to the changes from τ ′ to τ ; see
Figure 44(b). The case where wn is an unmatched c-step of type b is symmetric.
Lastly we consider the case where wn is a matched c-step. Let wi and wj be the steps matching
wk, with i < j. Let us suppose for concreteness that wi = a (the case wi = b being of course
symmetric). The changes from τ˜ ′ to τ˜ are as follows.
• The vertices wi and wj of τ˜ ′ are deleted. The vertices of τ˜ ′ which had wi (resp. wj) as their
parent in τ˜ ′, have a˜ (resp. b˜) as their parent in τ˜ . So, in some sense, the vertices wi and wj
of τ˜ ′ are replaced by a˜ and b˜ respectively.
• The vertex wn is added and its parent is a˜. Moreover, the vertices of τ˜ ′ distinct from wi which
had a˜′ as their parent in τ˜ ′ (these are matched c-steps of type a whose far-match appears
after wi), have wn as their parent in τ˜ . So, in some sense, the vertex a˜
′ is replaced by wn.
• The vertices of τ˜ ′ distinct from wj which had b˜′ as their parent in τ˜ ′ (these are matched
c-steps of type b whose far-match appears after wj), have a˜ as their parent in τ˜ . In summary,
the children of a˜ are wn together with the vertices of τ˜
′ which were the children of either wi
or b˜′. So in some sense, the vertex a˜ is obtained by merging wi and b˜′.
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It is easy to see that these changes from τ˜ ′ to τ˜ are isomorphic to the changes from τ ′ to τ ; see
Figure 44(c). So τ and τ˜ are isomorphic, with λv giving the isomorphism.
Proof of Lemma 5.11. The listed properties are easy consequences of Theorem 3.6 (for (M,σ) ∈
T P ) and Theorem 3.9 (for (M,σ) ∈ T ∞P ). Let us suppose for concreteness that w ∈ K, and that
the envelope step wk is a c-step of type a (that is, wi = a); the other cases are treated in the exact
same manner.
Let w′′ = w1 . . . wk−1 be the prefix of w ending just before the envelope step wk, and let
(M ′′, σ′′) = Φ(w′′). Let v` be the top-left vertex of (M ′′, σ′′), let etop be the top-edge and let
e` be the left edge incident to v`. Let also ttop and t` be the inner triangles of M
′′ incident to
etop and e`. Since the steps wi and wk form a far-matching, it is clear that ηvf(i) = t`, and that
φwk(M
′′, σ′′) is obtained from (M ′′, σ′′) by gluing the edges etop and e` together. Hence, ηe(k) is
the edge e obtained by gluing etop and e` together, and ηvf(k) = v`. By definition, the envelope
edge e∗ (which is the dual of e) is the only edge of γ which is not in τ∗. Hence the path P = γ \ e∗
is the path τ∗ between the endpoints t∗` and t
∗
top of e
∗. Thus Property (i) of Lemma 5.11 holds.
Moreover, P is the part of the percolation path of (M ′′, σ′′) from the triangle ηvf(i) = t` to the
top-edge, hence by Theorem 3.6 the triangles crossed by P are in one-to-one correspondence via
ηvf to the spine steps of w
′′ appearing after wi. It is clear that these steps are exactly the spine
steps of wiwi+1 · · ·wk−1. Hence Property (iii) holds.
Next, observe that all the vertices, edges and faces of M inside γ or crossed by γ are in-edges
of Φ(w1w2 · · ·wk) (since all the edges of γ are in-edges, and the top edge is outside γ). Hence these
vertices, edges and faces correspond via ηvf or ηe to steps in w1w2 . . . wk. Note conversely that t
∗
`
is the ancestor in τ∗ of all the vertices of M∗ on γ or inside γ. Hence, none of the vertices, edges
and faces inside γ or crossed by γ are in-edges of Φ(w1w2 · · ·wi−1). Thus Property (ii) holds.
It remains to prove Property (iv). It is clear from the definitions that L(γ) corresponds to a
part of the white cluster W of Spine(M ′′, σ′′). Precisely, it corresponds to the part of W “rooted” at
the vertex v`. By Theorem 3.6, Spine(M
′′, σ′′) = Spine(w′′), hence the white cluster W is encoded
by L`(w
′′). Moreover, it is clear from the definition of L` that the looptree of W rooted at v`
correspond to the steps of pi`(w
′′) appearing after wi (because it is the last unmatched a-step of
w′′). Property (iv) then follows without difficulty.
Proof of Claim 5.12. Suppose by contradiction that there exist overlapping envelope excursions
w′ = wi . . . wk and w′′ = wi′ . . . wk′ with i < i′ < k < k′. Since the matchings wi, wk and wi′ , wk′ are
crossing, the steps wi, wi′ are different (one is an a-step and the other is a b-step). Let ws, wt (resp
ws′ , wt′) be the parent-matching of wi, wk (resp. wi′ , wk′). Since w
′, w′′ are envelope excursions,
both ws, wt and ws′ , wt′ are close-matchings, hence they do not cross any other matchings. Thus
s, s′ < i, k′ < t, t′, and either the matching ws, wt encloses ws′ , wt′ or the matching ws′ , wt′ encloses
ws, wt. But if ws, wt encloses ws′ , wt′ , then ws, wt cannot be the parent-matching of wi, wk (because
the matching made of wt′ and its far-match encloses wi, wk). Similarly if ws′ , wt′ encloses ws, wt,
then ws′ , wt′ cannot be the parent-matching of wi′ , wk′ . We reach a contradiction.
Proof of Lemma 5.14. We first prove the first part of Lemma 5.14 using Theorem 3.9. As in
Section 3.3, we denote by L˜ and R˜ the walks obtained from L̂ and R̂ by removing all the 0-steps.
We also denote L` := L`(w
−) and Lr := Lr(w−) the forested lines they encode. The condition (2)
for a time i thus correspond to a time i˜ < 0 such that
L˜i˜ < L˜i˜−1 and L˜i˜ ≥ min{Lj | i˜ < j ≤ 0}. (49)
Recall also that the negative steps of L˜ correspond to the completion of a bubble of a discrete
looptree in the forested line L`. In fact, Condition (49) corresponds to the completion of a bubble
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which is either not incident to the semi-infinite path of L` (if Li˜ > min{Lj | i˜ < j ≤ 0}), or incident
to the semi-infinite path at a point where at least two bubbles are attached (if Li˜ = min{Lj | i˜ <
j ≤ 0}). In both cases, the vertex η̂v(i) is the vertex of M where the bubble is attached, hence it
is incident to at least two bubbles of L`.
Next we prove Property (a) about pivotal points of type 1 or 2. The situation is illustrated in
Figure 45(a). Let us assume for concreteness that the percolation cycle γ is the outside-cycle of a
white cluster C. If v is a pivotal point of type 1 associated with γ, then v is a cut-point of the white
looptree at level 0, denoted by L0, of the forested line L`. Recall that L0 is encoded (via ccw-code)
by the non-zero steps of L̂|[−s,0]. Hence, the last time i ∈ [−s+1, 0] corresponding to the completion
of a bubble of L` attached to v satisfies Property (a) (with L̂i < L̂i−1). Similarly, if v is a pivotal
point of type 2 associated with γ, then v is a cut-point of the black forested line, surrounded by
the part of the percolation path corresponding to γ. Since this part of the black forested line is
encoded by R̂|[−s,0], we can find i ∈ [−s+ 1, 0] satisfying Property (a) (with R̂i < R̂i−1).
γ
γ′
γ
u′0
u′1
u2
u1
u0
v1
v2
v0
(a) (b)
v′1
v′1
v1
Figure 45: (a) Pivotal points (indicated in orange) of type 1 (white) and type 2 (black) associated
with γ. We represented the portion of the percolation path of (M−, σ−) going through γ. (b)
Pivotal points of type 3 in Vγ,γ′ (the situation for pivotal points of type 4 would be identical except
for the dotted part of γ′ which would surround γ clockwise). We represented the portion of the
percolation path P− of (M−, σ−) going through γ′ and γ. Note that the figure illustrates the
situation in (M−, σ−), as opposed to (M,σ): in (M,σ) the vertices v1 and v′1 would be identified,
and some of the vertices would be of a different color.
It remains to prove Property (b) about pivotal points of type 3 and 4. The situation is illustrated
in Figure 45(a). We again assume that the percolation cycle γ is the outside-cycle of a white cluster
C. Let γ′ be a percolation cycle which is the outside-cycle of a cluster C ′, such that the envelope
excursion of γ′ starts before the envelope excursion of γ. Let Vγ,γ′ be the set of vertices of (M,σ)
such that flipping the color of v connects the two clusters C,C ′; these are pivotal points of type 3
or 4 (depending on the color of C ′) associated with γ. We want to show that all but 3 vertices in
Vγ,γ′ satisfy Property (b). A crucial point is to show that these vertices are incident to some edges
e, e′ of M− (as opposed to M) crossed by γ and γ′ respectively.
We introduce some notation which are illustrated in Figure 45(b). Let τ∗ = dfs-tree(M,σ) and
let P = γ ∩ τ∗. We know that P is a path in τ∗ containing every edge of γ except one. Let u0, u1
be the endpoints of P with u0 the ancestor of u1. We define P
′, u′0, u′1 similarly for γ′. Let e0 be
the parent edge of u0 in τ
∗, and let v0, v1 ∈ V (M) be the endpoints of the edge e∗0, with v0 on the
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right of the edge e0 oriented toward u0. Let u2 be the first common ancestor of u1 and u
′
1 in τ
∗.
Let f2 ∈ F (M∗) be the forward face of u2, and let v2 = f∗2 ∈ V (M). Let P− be the percolation
path of (M−, σ−). Observe that the vertices on P− are the ancestors of u1 and that P ′ ∩ P− goes
from u0 to u2.
Let v in Vγ,γ′ \ {v0, v1, v2}. We will show that v satisfy Property (b). Since v ∈ Vγ,γ′ , it is
incident to an edge e of M crossing γ and to an edge e′ of M crossing γ′. Dually, there are edges
e∗ ∈ γ, e′∗ ∈ γ′ incident to the face v∗ of M∗. Moreover, v 6= v1 implies that e∗ is not the envelope
edge of γ so e∗ ∈ γ ∩ P−. We now show that e′∗ ∈ γ′ ∩ P−. Indeed, let us assume by contradiction
that e′∗ /∈ P−. In this case, the endpoints x′, y′ of e′∗ are descendants of u2 which are ancestors of
u′1, while the endpoints x, y of e∗ are descendants of u2 which are ancestors of u1. The vertices
x, y, x′, y′ are all incident to the face v∗, and since τ∗ is a DFS tree, the vertices x, y must be
separated from the vertices x′, y′ by some ancestors of u2 around the face v∗. Since we need two
separators around v∗, it is easy to see that planarity imposes that one of them is u2, and that v∗ is
the forward face at u2. This means v = v2, which is a contradiction. Thus, v is incident to an edge
e of M− crossing γ ∩ P− and an edge e′ of M− crossing γ′ ∩ P−. Thus, v is on the black forested
line Lr, and it disconnects v0 from the semi-infinite line of Lr. Hence v is a cut point of Lr and
corresponds to a negative step of R̂. More precisely, let us consider the first triangle t incident to v
and crossed by γ ∩ P−, and the last triangle t′ incident to v and crossed by γ′ ∩ P−. The triangles
t, t′ corresponds to some steps i, i′ of the walk (L̂k, R̂k), which satisfy η̂v(i) = v, i′ ≤ −s < i ≤ 0
(because the last s steps correspond to the triangles on γ), and Ri = Ri′−1 > min{Rj | i′ ≤ j < i}
(because the black edge incident to t′ starts a bubble of Lr which ends with the black edge incident
to t). Hence Property (b) holds (with Ri < Ri−1).
8.8 Description of the crossing events in terms of Kreweras walks
In this section we describe the crossing events Eb(v), Ew(v) defined in Section 7.2 for a percolated
near-triangulation (M,σ) in terms of the associated Kreweras walk. Our goal is to obtain the
discrete analogues of (29) and (32).
Let (M,σ) be a percolated triangulation with a simple boundary of length h+ 2 such that the
only white outer vertex is the root vertex. By Remark 2.13, such maps are in bijection, via Φ,
with Kreweras walks from (0, 0) to (0,−h) staying in the quadrant {(x, y) | x ≥ 0, y ≥ −h} (in this
bijection, the h right edges of (M,σ) are considered inactive). Let w = w1 . . . wn = Φ
−1(M,σ) ∈ ←−K .
Let a1, a2, a3, a4 be distinct outer edges of M appearing in this order in clockwise direction
around the root face of M , with a1 being the root edge. Recall the notation (ai, aj), and the
definition of the crossing events Eb(v) and Ew(v) (depending on (M,σ) and a2, a3, a4). The event
Eb(v) is illustrated in Figure 35(a). We denote by `
′ and ` the number of vertices in (a1, a2) and
(a1, a3) respectively, minus 1. Similarly, we denote by r
′ and r the number of vertices in (a4, a1)
and (a3, a1) respectively, minus 1.
We first characterize the events Eb(v) and Ew(v) in terms of percolation paths. Let (M,σ
′) be
the percolated near-triangulation obtained from (M,σ) by recoloring all the vertices in (a1, a3) in
white. We denote by Q̂ the percolation path of (M,σ′). We consider the path Q̂ as oriented from
a1 to a3. Let e` (resp. er) be the first edge crossed by Q̂ which is incident to a vertex in (a2, a3)
(resp. (a3, a4)). Let Mb (resp. Mw) be the map obtained from M by deleting all the edges crossed
by Q̂ strictly before reaching e` (resp. er).
Recall that the 1-components of a connected graph are the maximal sets of vertices which are
not separated by cut-points (vertices whose deletion produces an non-connected graph), and the
edges between these vertices.
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Fact 8.1. The event Eb(v) (resp. Ew(v)) occurs if and only if v and a3 are in the same 1-component
of Mb (resp. Mw).
Let us briefly sketch the justification of Fact 8.1. If v and a3 are in the same 1-component
of Mb, then there is a path P satisfying the Conditions (a-c) of Eb(v) which is made of e` and
some unicolor black inner edges incident to the triangles crossed by the portion of the percolation
path Q̂ from a1 to e`. This is illustrated in Figure 35(b). Conversely, if v and a3 are not in the
same 1-component of Mb, then the white vertices incident to the edges crossed by the portion of
the percolation path Q̂ from a1 to e` prevent the existence of a path path P satisfying Conditions
(a-c).
Let A2 (resp. A4) be the endpoint of a2 (resp. a4) in (a1, a2) (resp. (a4, a1)). It is easy to see
from Fact 8.1 that Eb(A4) (resp. Ew(A2)) occurs if and only if e` appears before (resp. after) er
along Q̂. Hence Eb(A4) occurs if and only if Ew(A2) does not occur.
Next, we characterize the event Eb(v) in terms of the past/future decomposition of (M,σ)
at the edge a3, which is represented in Figure 46(a). Let ηe be the bijection between [n] and
the non-top edges of (M,σ) given by Definition 2.9. Let t3 = η
−1
e (a3), let w
− = w1 . . . wt3−1,
and let w+ = wt3 . . . wn. Note that a3 is the top-edge of the past map (M
−, σ−) = Φ(w−) and
becomes inactive at time t3. Hence all the right edges of (M
−, σ−) are inactive, while all the left
edges are active; see Figure 46(a). We consider the decomposition w+ = cv1cv2c · · · cvk with vi
in
←−K , separated by c-steps without matching steps in w+ (note that w+ starts with a separating
c-step). We denote by (M+, σ+) the future near-triangulation obtained by gluing together the
maps (Qi, βi) = Φ(v
i). Since all right edges of (M−, σ−) are inactive, the separating c-step of w+
are all of type b. Hence for all i ∈ [k] the top-left vertex of (Qi−1, βi−1) is identified with the black
endpoint of the root edge of (Qi, βi), with the notational convention (Q0, β0) = (M
−, σ−). For
i ∈ [k + 1], let v+i and e+i be the top-left vertex and top-edge respectively of (Qi−1, βi−1). Note
that the vertices v+1 , . . . , v
+
k are all white in (M,σ
′). This shows that the left vertices of the map
(M−, σ−) are white in (M,σ′), hence that the percolation path of (M−, σ−) is the same as the
percolation path Q̂ of (M,σ′); see Figure 46(a). In particular, the edge e` considered in Fact 8.1 is
an inner edge of (M−, σ−) which is incident to a left vertex v− of (M−, σ−) which will be identified
with one of the vertices in {v+1 , . . . , v+k }. More precisely, v− will be identified with v+i∗ , where a2 is
a right edge of (Qi∗ , βi∗); see Figure 46(b). We can now state another characterization of Eb(v).
Fact 8.2. The event Eb(v) holds if and only if either v = v
+
i∗ or η
−1
vf (v) ∈ [t−` , t+` ], where t−` = η−1e (e`)
and t+` = η
−1
e (e
+
i∗).
Let us justify Fact 8.2 using Fact 8.1. Note that η−1vf (v
+
i∗) = η
−1
e (ε) > t3, where ε is the
outer edge following e+i∗ in counterclockwise order around M . For a vertex v 6= v+i∗ such that
η−1vf (v) > t3 (equivalently, such that v ∈ M+), it is easy to see that v and a3 are in the same
connected component of Mb if and only if v is in (Qi, βi) for i < i∗. Indeed, the other vertices are
separated by the cutpoint v+i∗ because the path Q̂ crosses all the triangles of M
− incident to left
edges of M−. Thus for a vertex v 6= v+i∗ such that η−1vf (v) > t3, the event Eb(v) holds if and only
if η−1vf (v) ∈ (t3, t+` ]. For a vertex v such that η−1vf (v) ≤ t3 (equivalently, such that v is an in-vertex
of M−, or the top-right vertex of M−), it is easy to see that Eb(v) holds if and only if v is not an
in-vertex of (M`, σ`) = Φ(w1 . . . wt−` −1). Indeed, the percolation path of (M`, σ`) is the part of Q̂
occurring before e`, and all the right active vertices of (M`, σ`) will remain distinct black vertices of
(M,σ). Hence the right active edges of (M`, σ`) together with e` will form a path P satisfying the
Conditions (a-c) of the event Eb(v); see Figure 46(b). Thus, for a vertex v such that η
−1
vf (v) ≤ t3,
the event Eb(v) holds if and only if η
−1
vf (v) ∈ [t−` , t3].
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a1
Q̂
(M+, σ+)
(M−, σ−)
a3
e`
v+1
v+2 = v
+
i∗
a2
v+3
a1
M`
(a) (b)
v+4
e+i∗
Figure 46: (a) Past/future decomposition of (M,σ) at time t3 − 1. Here k = 3. (b) Illustration of
Fact 8.2.
We are now ready to give a characterization of Eb(v) in terms of w. For i ∈ {0, . . . , n}, let
(M (i), σ(i)) := Φ(w1, . . . , wi). Let (Li, Ri)i∈{0,...,n} represent the coordinates of the lattice walk
w, with the convention that the walk starts at (L0, R0) = (0, h) and ends at (0,0) (note that
this convention is different than the one used in Section 2, but aligns better with the mating-of-
trees convention of Section 6.9). Note that Li is the number of (active) left edges of M
(i) while
Ri = h+ri−r′i, where ri and r′i are the number of active and inactive right edges of M (i) respectively.
It is easy to check the following fact.
Fact 8.3. Let k ∈ [h] and let bk be the kth right edge of (M,σ) in clockwise order around the
root-face, starting from the top-edge. Then, η−1e (bk) = inf{i | Ri < k}.
We now characterize the times t+` , t
−
` of 8.2 in terms of w. Note that a3 = b`, hence by Fact 8.3,
t3 = inf{t | Rt < `}. (50)
Let cut(t3) be the set of indices in [t3, n] corresponding to the separating c-steps of w
+ = cv1cv2c · · · cvk.
Note that t ∈ cut(t3) if and only if ηe(t) ∈ {e+1 , . . . , e+k }. Hence it is easy to see that t+` = t2, where
t2 = sup{t ∈ cut(t3) | Rt ≥ `′}. (51)
Moreover, observing that t−` − 1 is the first time the vertex v+i∗ is created (as the top-left vertex of
(M`, σ`)), we get t
−
` − 1 = t′2, where
t′2 = inf{t | Lt′ ≥ Lt2 , ∀t′ ∈ [t, t2]}. (52)
Summarizing, we get the following characterization of Eb(v) in terms of w.
Fact 8.4. Let v be a non-top vertex of (M,σ). The event Eb(v) holds if and only if either v = v
+
i∗
or η−1vf (v) ∈ [t′2 + 1, t2], where t2 and t′2 are given by (51) and (52) respectively.
Note that this characterization of Eb(v) parallels the one given in (29) for its continuum analogue
Eb(v). We can also get a similar characterization for Eb(A4).
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Fact 8.5. The event Eb(A4) holds if and only if inf
t∈[0,t′2]
Rt ≥ h− r′.
Indeed, by Fact 8.3, inft∈[0,t′2]Rt < h−r′ if and only if η−1e (a4) ≤ t′2. The latter condition occurs
if and only if a4 is an inactive right edge of (M`, σ`), hence if and only if A4 and a3 are not in the
same 1-component of Mb.
It remains to characterize Ew(v) in terms of w. First we give a characterization in terms of the
past/future decomposition of (M,σ) at time t3 − 1 (see Figure 46(a)). Let t−r = η−1e (er), and let
(Mr, σr) = Φ(w1 . . . wt−r −1). Let j∗ be the smallest value j ∈ [k + 1] such that v
+
j is identified to a
left vertex of (Mr, σr). We now state our second characterization of Ew(v).
Fact 8.6. The event Ew(v) holds if and only if either v = v
+
j∗ or η
−1
vf (v) ∈ [t−r , t+r ], where t−r =
η−1e (er) and t+r = η−1e (e
+
j∗) if j∗ ∈ [k], and t+r = n if j∗ = k + 1.
The proof of Fact 8.6 is similar to the proof of Fact 8.2 and is left to the reader. We now express
t±r in terms of w. First, it is easy to check that the number of left edges of (M−, σ−) which are
also left edges of (Mr, σr) is inf
s∈[t−r ,t3−1]
(Ls). Hence it is easy to check that t
+
r = t
′
4, where
t′4 = inf{t ∈ cut(t3) | Lt ≤ inf
s∈[t−r ,t3−1]
(Ls)}. (53)
We now characterize t−r . By Fact 8.3, a4 = bh−r′ = ηe(t) for t = inf{i | Ri < h− r′}. Let us denote
by anfr(t3) the set of indices t ∈ [t3] such that either t = t3 or wt is a spine step of w−. Recall from
Theorem 3.6 that e ∈ E(M) is crossed by the percolation path Q̂ if and only if η−1e (e) ∈ anfr(t3).
We now claim that t−r = t4, where
t4 = inf{t ∈ anfr(t3) | Rt < h− r′}. (54)
Indeed, with this definition, wt4−1 is the c-step ending the maximal cone excursion w′ of w−, such
that a4 is a right edge of Φ(w
′). To summarize, we obtain the following characterization of Ew(v)
which is analoguous to its continuum counterpart (32).
Fact 8.7. Let v be a non-top vertex of M . The event Ew(v) holds if and only if either v = v
+
j∗ or
η−1vf (v) ∈ [t4, t′4], where t4 and t′4 are given by (54) and (53) respectively.
8.9 Proofs for the infinite volume results
Here we prove Theorems 2.21, 4.15, 4.17, and 5.8 as well as Lemma 2.19 and Proposition 4.20.
Proof of Lemma 2.19. First we argue that w+ a.s. has infinitely many cut-times. It is clear that the
set S ⊆ N of cut-times of w+ is a renewal process. That is to say, there exist i.i.d. random variables
{Xi}i∈N supported on Z>0 = {1, 2, . . . } such that S = {
∑n
i=1Xi : n ∈ N}. We need to show that
|S| =∞ a.s., or equivalently that each Xi is finite a.s. If the probability that X1 is finite was q < 1
then |S| would be a geometric variable (of parameter 1 − q) and would have a finite expectation.
Therefore it suffices to show E[|S|] = ∞. Now, observe that for all k ≥ 0 the event k ∈ S has
the same probability as the event that a uniformly random walk with steps {(−1, 0), (0,−1), (1, 1)}
starting at (0, 0), starts with a step (1, 1) and stays in the quadrant {(i, j) | i, j > 0} for at least
k − 1 additional steps. By [DW15, Theorem 1], the probability that a random walk stays inside a
cone for a long period of time is asymptotically the same as for the limiting Brownian motion. By
using the exponent for cone excursions of the Brownian motion [Shi85, equation (4.3)], we get that
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P[k ∈ S] ∼ Ck−3/4 for some constant C (here the cone angle is 2pi/3). This implies E[|S|] =∞ as
desired.
The proof that w+ a.s. has infinitely many split-times is done in the exact same way. Again
the set of split-times is a renewal process, and we estimate the probability that a given time is a
split-time by using the Brownian motion exponent for cone excursions.
We now embark on the proof of the main results. We first need to define a notion of local
convergence of several functionals of the percolated triangulations. For n ∈ N+, let (Mn, σn) be a
pair made of a rooted loopless triangulation Mn of the sphere with n+ 2 vertices (hence 3n edges),
and a percolation configuration σn of Mn such that the root-edge goes from a white vertex to a
black vertex. By Corollary 2.12, (Mn, σn) is encoded bijectively (through Φ) by a walk w˜
n ∈ ←−K of
length 3n − 1, such that every step is fully-matched, except one c-step which is only matched to
a single a-step or b-step. Let en ∈ E(Mn) be a non-top edge of Mn chosen uniformly at random
among the non-top edges (equivalently, en is in the image of ηe : [3n− 1]→ E(M)).
We now consider some additional functionals of (Mn, σn, en). We denote by w
n the walk obtained
by recentering w˜n in such a way that the 0th step corresponds to the edge en, and we adjust
the domain of ηe correspondingly, that is to say, w
n = wn−kw
n
−k+1 . . . w
n
0 . . . w
n
3n−k−2 for some
k ∈ {0, . . . , 3n − 2} chosen such that η−1e (en) = 0. Let τ∗n = dfs-tree(Mn, σn) be the DFS tree of
the dual map M∗n of Mn (as defined in Section 4.2). Let hn be the height code of τ∗n recentered (in
time and height) in such a way that hn = (hn−k′ , . . . , h
n
2n−k′) with h
n
0 = 0, where k
′ is the number
of a and b steps in wn−kw
n
−k+1 . . . w
n−1. We obtain a tuple (wn,Mn, σn, en, τ∗n, hn). We say that this
tuple converges locally if the walks wn and hn converge on compact sets of indices, and if for any
R ∈ N, we have convergence of Mn, σn, and τ∗n restricted to the ball of radius R of Mn centered at
en.
Observe that the triple (Mn, σn, en) is chosen uniformly at random if and only if w
n is chosen
uniformly at random from the walks of length 3n−1 in←−K with a single unmatched c-step, recentered
at a uniformly random time.
Lemma 8.6. Consider the random tuple (wn,Mn, σn, en, τ
∗
n, h
n) defined as above, with (Mn, σn, en)
chosen uniformly at random. Then the following hold.
(i) The tuple (wn,Mn, σn, en, τ
∗
n, h
n) converges locally in law to a limiting tuple (w,M, σ, e, τ∗, h).
(ii) In the limiting tuple, w ∈ {a, b, c}Z has steps chosen uniformly and independently at random,
M has the law of a loopless UIPT rooted at the undirected edge e, σ is an instance of critical
site-percolation on M (that is, the color of the vertices are uniformly random), and τ∗ ⊂
E(M∗).
(iii) In the limiting tuple, the walk w determines the tuple (M,σ, e, τ∗, h). Furthermore, (M,σ) =
Φ∞(w).
(iv) In the limiting tuple, τ∗ is a one-ended spanning tree of the dual map M∗ which is in DFSM∗.
Moreover ΛM (τ
∗) = σ. Lastly, τ∗ satisfies the property (ii) of Theorem 4.15, τ∗ satisfies the
properties of Proposition 4.20, and σ = ΛM∗(τ
∗).
(v) The rooted plane trees τ∗ and dfs-tree(w) have the same underlying rooted tree (although their
planar embeddings may differ).
(vi) The assertions of Theorem 5.8 about dfs-dual(M,σ) and dfs-dual(w) are true.
Proof. The walk wn converges locally in law to a walk w with uniform and independent increments;
this can be proved by proceeding as in [She16b, Section 4.2]. Define (M ′, σ′) = Φ∞(w). First we
will argue that, given any R ∈ N+, there a.s. exists some (random) K = K(R,w) ∈ N+ such that
w−K . . . wK determines (M ′, σ′) restricted to the ball of radius R around the root of M ′. Since w
is uniformly random in K∞, it is easy to see that M ′ is almost surely locally finite. Hence the ball
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of radius R+ 1 of M ′ is finite. Hence there exists K ′ = K ′(R,w) ∈ N+ such that the preimage by
ηe of all the edges in this ball is in [−K ′,K ′]. Hence there exist `± ∈ N+ such that w−K′ . . . wK′
is a subword of w−`− . . . w
−
1 w
+
1 c . . . cw
+
`+
. The subword w−`− . . . w
−
1 w
+
1 c . . . cw
+
`+
determines (M ′, σ′)
restricted to the radius R ball, which implies that some appropriate K can be found a.s., since we
can choose K such that w−`− . . . w
−
1 w
+
1 c . . . cw
+
`+
is a subword of w−K . . . wK . By Proposition 2.16
and the infinite volume construction in Section 2.5, the pair (Mn, σn) is determined from the walk
wn in a local way in exactly the same way as Φ∞(w) is obtained from w. These observations
imply that (wn,Mn, σn, en) converges locally to (w,M, σ, e), where (M,σ) = Φ
∞(w) and e is the
(undirected) root-edge of (M,σ).
In the finite volume case and for e ∈ E(Mn) with dual e∗ ∈ E(M∗n), we have e∗ ∈ τ∗n if and
only if wη−1e (e) ∈ {a, b}. This implies the convergence of τ∗n to a limit τ∗ if we view τ∗n and τ∗ as
subsets of E(M∗n). Moreover w determines τ∗. Let h be the spine length sequence of w (as defined
in Section 4.3). We claim that hn converges locally to h. Indeed, each value hni of h depends on
a finite portion of w. Moreover, it is easy to see using Proposition 4.12, that each value hni of
hn is obtained from wn in exactly the same way as hi is obtained from w. So h
n converges to h.
Combining this with the results of the previous paragraph, we obtain assertions (i) and (iii) of the
lemma.
Recall from Section 2.5 that the UIPT is defined as the local limit of a uniformly random rooted
triangulation of size n (local limit around its root-edge). Now, taking a uniformly random rooted
triangulation of size n and re-rooting it at a uniformly random non-top edge again gives a uniformly
random triangulation. Moreover, the total variation distance between en and a uniformly random
edge goes to 0, so the total variation distance between Mn and a uniformly random rooted loopless
triangulation goes to 0. Hence, it is immediate from assertion (i) of the theorem that the map M has
the law of the loopless UIPT. We verified above that w has steps chosen uniformly and independently
at random, and the remaining claims of assertion (ii) are immediate since (w,M, σ, e, τ∗, h) is the
local limit of (wn,Mn, σn, en, τ
∗
n, h
n). In particular, the claim that σ is uniform follows since for
any R ∈ N the ball of radius R in Mn centered at en converges in law as n→∞, so the probability
that the root-edge of Mn (which has non-random colors) is contained in this ball converges to 0.
So far τ∗ has been defined as a subset of E(M∗). Now we will argue that τ∗ is a spanning
tree of M∗. Since τ∗ is the limit of a tree, we know that it does not contain any cycles. To
conclude that τ∗ is a tree, we need to show that it is a.s. connected. We denote by (M−, σ−) the
past site-percolated near-triangulation encoded by the past word w−. We denote by M∗− the map
obtained from the dual of M− by deleting the vertex of infinite degree (which corresponds to the
infinite face of M−). Let τ∗− = {e ∈ τ∗ : η−1e (e) < 0} be the restriction of τ∗ to edges M∗−. It is
easy to see from the definition of M− that τ∗− is a spanning tree of M∗−. Indeed, consider the pairs
(Pi, αi) = Φ(w
−
i ) corresponding to the decomposition w
− = . . . w−2 w
−
1 with w
−
i in K. It is easy to
see that the restriction τ∗−i of τ
∗− to (Pi, αi) is a spanning tree of P ∗i and the dual of the root-edge
of Pi is always in τ
∗−, so the trees τ∗−i are all connected.
It is clear that τ∗− is one ended, and we consider the infinite path P of τ∗ from ∞ to the vertex
t∗ of M∗−, where t is the triangle of M− incident to the top-edge. Now, recall that the future
site-percolated triangulation (M+, σ+) is defined in terms of the decomposition w+ = w+1 cw
+
2 c . . .
with w+i in
←−K . The restriction τ∗i of τ∗ to (Qi, βi) = Φ(w+i ) is a spanning tree of Q∗i and the dual
of the root-edge of Qi is always in τ
∗, attached to P . This can be seen by observing that an edge
e ∈ E(M∗) is in τ∗ if and only if wη−1e (e∗) ∈ {a, b}, so by using that (Qi, βi) = Φ(w
+
i ) for w
+
i ∈
←−K
we see that the only edge on the boundary of Qi which is dual to an edge in τ
∗ is the root-edge.
So the set τ∗ is obtained from τ∗− by gluing the finite subtrees τ∗i to the path P . Hence it is a
one-ended spanning tree. Moreover, since the restrictions τ∗−i, τ
∗
i of τ
∗ are DFS trees of P ∗i and
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Q∗i , it is not hard to see that all the edges of M
∗ join τ∗-comparable vertices. In other words, τ∗
is in DFSM∗ . It is clear that ΛM (τ
∗) = σ, since ΛM (τ∗n) = σn and (M,σ, τ∗) is the local limit of
(Mn, σn, τ
∗
n). Furthermore the percolation path P of (M
−, σ−) is contained in τ∗. Hence it is clear
that τ∗ satisfies Property (ii) of Theorem 4.15 (since it is satisfied by τ∗n).
We now show that τ∗ satisfies the properties of Proposition 4.20. We first need to show that
there exists a DFS of M∗ which follows rule (ii’) of Definition 4.13, and that the associated tree is
τ∗. By Proposition 4.14, applying the DFS rule (ii′) of Proposition 4.20 to (P ∗i , αi) (resp. Q
∗
i , βi))
gives the DFS tree τ∗−i of P
∗
i (resp. τ
∗
i of Q
∗
i ). By applying Proposition 4.20 to subwords of the
form wk,l = w
−
−k . . . w
−
1 w
+
1 c . . . cw
+
` in K we see that applying the DFS rule (ii′) of Proposition 4.20
to the submap of M∗ corresponding to (Pi, αi) (resp. (Qi, βi)) still gives τ∗−i (resp. τ
∗
i ). Now it is
easy to see that we can concatenate all the DFS corresponding to these submaps into a DFS of M∗
which follows rule (ii’) of Definition 4.13. Moreover, by applying Proposition 4.14, to subwords of
the form wk,l in K we see that τ∗ satisfies the properties of Proposition 4.20.
We obtain assertion (v) by using that the analogous result holds in the finite setting (Theo-
rem 4.12), and that both h and τ∗ are determined from w in a local way. Similarly, assertion (vi)
follows easily from the fact that (w,M, σ, e, τ∗, h) is the local limit of (wn,Mn, σn, en, τ∗n, hn).
Observe that Properties (ii-iii) of Lemma 8.6 proves Theorem 2.21 except for its last sentence
(uniqueness of w ∈ K∞ such that Φ∞(w) = (M,σ)). Moreover, Property (iv) of Lemma 8.6 shows
that for (M,σ) ∈ T ∞P chosen according to the percolated UIPT distribution, there exists almost
surely τ∗ ∈ DFSM∗ such that ΛM (τ∗) = σ (but it does not imply the uniqueness of τ∗). Lemma 8.6
also proves Theorems 4.15, 4.17, and 5.8 as well as Proposition 4.20, except for Theorem 4.15(i)
(uniqueness of τ∗). The next lemma proves the last sentence of Theorem 2.21 and Theorem 4.15(i).
Lemma 8.7. Let (M,σ) be an instance of the percolated UIPT. Then there is a.s. a unique w ∈ K∞
and a unique τ∗ ∈ DFSM∗ such that Φ∞(w) = (M,σ) and σ = ΛM (τ∗).
Note that the combination of Lemmas 8.6 and 8.7 imply that almost surely each of the following
objects determine the other two: w, (M,σ, e), and (M, τ∗, e). The proof of Lemma 8.7 below uses
Theorem 7.2, which will not be proved until Section 9. However, in our proof of Theorem 7.2 we
only need Lemma 8.6.
In our proof of Lemma 8.7, we will use the following result, which follows directly from the
description in Section 6.6.
Lemma 8.8. Recall the definitions of Section 6.6 about the conformal loop ensemble CLE6 Γ on
C. Let γ ∈ Γ be a CLE6 loop oriented clockwise, let s be the quantum natural length of γ, and let
Ẑ = (L̂, R̂) be the Le´vy process relative to the envelope closing time u of γ. Then the set of pivotal
points of type 2 associated with γ is given by{
η̂η(u)(t) : t ∈ (−s, 0),∃δ > 0 such that L̂t = inf
t′∈[t−δ,t]
L̂t′ > inf
t′∈[−s,t]
L̂t′
}
.
If γ is oriented counterclockwise, then the same result holds with R̂ instead of L̂.
Proof of Lemma 8.7. Let w ∈ K∞ be chosen according to the uniform distribution. Let (M,σ) =
Φ∞(w), and let ηe be the corresponding bijection Z→ E(M). Let τ∗ be the set of edges e∗ of M∗
such that wη−1e (e) is an a-step or a b-step. From Lemma 8.6 we know that (M,σ) has the law of the
percolated UIPT, and that τ∗ is in DFSM∗ and satisfies ΛM (τ∗) = σ. We want to show that a.s.
for w, if w˜ ∈ K∞ and τ˜∗ ∈ DFSM∗ are such that Φ∞(w˜) = (M,σ) and ΛM (τ∗) = σ, then w˜ = w
and τ˜∗ = τ∗. Let B(k) be the event (depending on w) that for all i ∈ {−k, . . . , k} we have w˜i = wi,
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Figure 47: Illustration of the proof of Lemma 8.7. Left: Illustration of the notation for the event
A(k). Right: Illustration of the event described in part (ii) of the proof. The CLE6 loop γ is traced
in clockwise direction starting and ending at η(u). The gray region is the region covered by η
between time u and the time at which the complementary component D of γ has just been filled
in. The yellow curve indicates the left boundary of η at this time. The two red points in the upper
part of the figure are pivotal points.
and ηe(i) is in τ˜
∗ if and only if ηe(i) is in τ∗. It suffices to show that for all k ∈ N, B(k) holds
almost surely.
Let us fix k ∈ N. We now define an event A(k) (depending on w) such that A(k) implies
B(k) and we will later show that A(k) holds almost surely. Figure 47 (left) indicates our notation.
Recall that each cluster C of (M,σ) has an associated outside-cycle γC and an associated looptree
LC = L(γC) (Definition 5.10). By bubble of C we mean the submap of M made of the vertices and
edges which are on or inside one of the bubbles of the looptree LC . We define A(k) to be the event
that there is a cluster C, having a bubble B and a vertex v0 (pivotal of type 2) of B such that the
following holds. First, the interior of the bubble B contains all the edges ηe(i) for i ∈ {−k, . . . , k}.
Second, flipping the color of v0 splits the percolation cycle γC into several cycles γ1 . . . γi, with γ1
in the inside-region of γ2, and B in the inside-region of γ1.
Let us now show that A(k) implies B(k). We break this proof into a series of facts. For
concreteness we suppose throughout that C is a white cluster.
Fact 8.8. The DFS tree τ˜∗ can be obtained from a DFS of M∗ where, each time the algorithm is
in Case (a) of Definition 4.18 and several edges are possible to move the chip along, the choice is
made according to the rule (ii) of Definition 4.4.
Since τ˜∗ ∈ DFSM∗ , we know that τ˜∗ is associated to a DFS ofM∗. Now suppose by contradiction
that τ˜∗ is not associated to a DFS of M∗ satisfying rule (ii) of Definition 4.4. This implies that
there is a DFS Y of M∗ associated to τ˜∗, and a face f of M∗ such that when the DFS Y reaches
the first vertex vf ∈ V (M∗) incident to f the rule (ii) of Definition 4.4 is not respected. We can
indeed assume that the rule is not respected at the first vertex vf incident to f , because if the rule
is not respected at a vertex v 6= vf incident to f , the choice made by the DFS at v does not affect
the resulting DFS tree τ˜∗ (so we could change the choice at v to ensure that rule (ii) is satisfied
there). Let eL and eR be the left forward and right forward edges at vf , and let vL and vR be the
incident vertices. Let us assume for concreteness that f is black. Since the DFS Y violates rule (ii)
at vf , the chip moves through the edge eR in Y , so vR is the child of vf in τ˜
∗. Since vf is the first
vertex incident to f to be reached during Y , the vertex vR will be an ancestor of vL in τ˜
∗. Hence,
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it is easy to see that the color of the vertex f∗ is white in ΛM (τ˜∗) (since e∗L will be the parent-edge
of f∗ in τ˜). We reach a contradiction, so Fact 8.8 holds.
We set some additional notation indicated in Figure 47. Let T be the set of triangles of M
outside of B but incident to an edge of B. Let e1 (resp. e2) be the edges preceding (resp. following
v0) in clockwise order along the boundary of B, and let t1 ∈ T (resp. t2 ∈ T ) be the triangle incident
to e1 (resp. e2) lying outside B. Let γ
′
1 be the part of γ going from t
∗
1 to t
∗
2 in counterclockwise
around B.
Fact 8.9. In the tree τ˜∗, t∗1 is an ancestor of t∗2, moreover γ′1 ⊂ τ˜∗. In particular t∗2 is the descendant
of all the vertices of M∗ dual to triangles in T . Moreover, denoting s2 the triangle of M incident
to e2 inside B, t
∗
2 is the parent of s
∗
2, and s
∗
2 is the ancestor of all the vertices of M
∗ inside B.
Consider a DFS X associated to τ˜∗ as specified by Fact 8.8. Let u0 ∈ V (M∗) be the first vertex
on γ visited during this DFS. We claim that u0 does not belong to γ
′
1. Indeed γ
′
1 is a part of γ1
which is nested inside γ2. This implies that the the vertices of M
∗ on γ \ γ′1 together with the
interior of the face v∗0 ∈ F (M∗) separates γ′1 from ∞. Thus u0 does not belong to γ′1. By definition
of the DFS X, once the DFS X reaches u0, it will follow the edges of γ, with the white cluster C
on its left, until it has gone through all the edges of γ except one. Since u0 does not belongs to
γ′1, the DFS X will reach t∗1 before t∗2 and will follow the edges of γ′1 from t∗1 to t∗2. Hence γ′1 ⊂ τ˜∗,
and t∗1 is an ancestor of t∗2. Moreover, at the time the DFS X reaches t∗2, the vertices of M∗ inside
B are unvisited and reachable from t∗2. Moreover, any path of unvisited vertices starting at t∗2 and
ending inside B goes through s∗2. This shows that t∗2 is the parent of s∗2, and s∗2 is the ancestor of
all the vertices of M∗ inside B.
Fact 8.10. The restrictions of the trees τ˜∗ and τ∗ to the submap B coincide.
By Fact 8.9, when the DFS of τ˜∗ enters B it is by following the edge e∗2 from t∗2 to s∗2, and at
that time all the vertices of M∗ inside B are unvisited, while all the adjacent vertices of M∗ not
in B (that is the vertices dual to the triangles in T ) are visited. Hence the DFS of τ∗ will visit
all the vertices inside B before backtracking from s∗2 to t∗2. Since τ˜∗ is arbitrary, the same holds
for the DFS associated to τ∗. Since the DFS associated to τ˜∗ and τ∗ follow the same rule (ii) of
Definition 4.4, they will perform exactly identically while inside B, which proves Fact 8.10.
Fact 8.11. For all i ∈ {−k, . . . , k}, w˜i = wi.
Let η˜e (resp. η˜vf) be the bijection giving the order of creation of the edges (resp. vertices and
faces) of M during the application of Φ∞(w˜). Recall that the order of creation of the triangles of M
given by η˜vf corresponds to the order of visit of the vertices of M
∗ for a DFS of M∗ associated with
τ∗ (although it is not equal to the DFS defined by Fact 8.8). Hence, by Fact 8.10 all the triangles
in T are created after all the triangles inside B during Φ∞(w˜). This shows that the preimage
{η˜e−1(e), e ∈ E(B)} of the edges of B forms an interval of integers I = {a, a + 1, .., b}. Moreover
we claim that the word w˜I = w˜a . . . w˜b is in K, and Φ(w˜I) = (B′, σ′), where (B′, σ′) is obtained
from the restriction of (M,σ) to B by flipping the color of v0 (and taking e2 as the root-edge).
Indeed, we know from the definition of Φ that the color of v0 in Φ(w˜I) is black. Moreover the color
of the vertices in Φ(w˜I) and in (M,σ) have to be the same except for those on the boundary of
the past-triangulation corresponding to the subword of w˜− = . . . w˜b−1w˜b, and the only such vertex
is v0. Since w˜ is arbitrary the same holds for w, so there is an interval of integers J such that
Φ(wJ) = (B
′, σ′). By injectivity of Φ we get wJ = w˜I . Moreover, by definition, ηe(0) = η˜e(0) is
the root vertex of (M,σ), which is inside B. So I = J ⊇ {−k, . . . , k}. This proves Fact 8.11, and
completes the proof of the fact that A(k) implies B(k).
107
It only remains to prove that A(k) holds almost surely. Consider words wn ∈ K∞ coupled in
such a way that the convergence in Theorem 7.2 is almost sure. Precisely, each word wn ∈ K∞ has
uniform distribution, and they are coupled in such a way that the associated renormalized walks
Zn converge to a limiting Brownian motion Z as n→∞. In order to prove that A(k) holds almost
surely for a uniformly random word w ∈ K∞ it suffices to prove that for all ε > 0, there exists
n = n(ε) such that wn satisfies A(k) with probability at least 1− ε. To prove this fact we will use
Theorem 7.2, and adopt the notation of that theorem.
We claim that in the limiting CLE6 Γ, with probability 1 we can find some loop γ ∈ Γ and
a bounded complementary component D of γ, such that 0 ∈ D and D is not in the inside-region
of γ. The latter property means that if γ is traced in clockwise (resp. counterclockwise) direction
then ∂D is traced in counterclockwise (resp. clockwise) direction. The claim follows since for each
annulus of the form {k < |z| < 2k} for k ∈ Z>0 it holds with positive probability that we can find
an appropriate loop γ contained in the annulus, and the event that this occurs is independent for
each annulus.
For concreteness, we assume that γ is traced in clockwise direction. Let u be the envelope
closing time of γ, and let z = η(u). The situation is represented in Figure 47 (right). Define
T = (Tt)t≤0, η̂z = (η̂z(t))t≤0, and Ẑ = (L̂t, R̂t)t≤0 as in Section 6.6 when we recenter Z at the
envelope closing time u, and let s be the quantum natural length of γ. Let t < 0 be the time for
η̂z at which η̂z encloses D. If we flip the color of η(t), then γ is split into two nested loops, and D
is a complementary component of the inner loop. In particular, η(t) is a pivotal point of type 2 for
γ. By Lemma 8.8 this means that L̂ has a local running infimum at time `t which is not a global
running infimum relative to time −s. Furthermore, by properties of Le´vy excursions, there exists
δ > 0 such that the mass assigned to such running infima of L̂ (equivalently, to pivotal points of
type 2) in the interval [`t, `t + δ] is positive. If we flip the color of such a pivotal point then γ
is split into two nested loops, and D is a complementary component of the inner of these loops.
By the convergence of the pivotal measure and of the CLE6 loops (Theorem 7.2), this implies the
existence of C,B, v0 as prescribed in the event A(k) for the percolated UIPT (Mn, σn) = Φ
∞(wn)
with probability converging to 1 as n → ∞. More precisely, the preceding convergence result
implies the existence of C,B, v0 if we remove the requirement that the pivotal point v0 belongs to
the bubble B. But it is easy to see that if there is a such a vertex v0 (possibly not in B), then there
is another vertex v′0 belonging to B such that C,B, v′0 are as prescribed in the event A(k).
9 Proofs of the scaling limit results
This section contains the proofs of the scaling results stated in Section 7. In Section 9.1 we prove
Theorem 7.2. In Section 9.2 we deduce Theorems 7.6 and 7.10 from this result. In Section 9.3 we
prove Proposition 7.11. We use the following notation throughout this section.
Notation 9.1. If A and B are two quantities which depend on a parameter s we write A = os(B)
if A/B → 0 as (depending on the context) s→ 0 or s→∞.
Notation 9.2. If (Xn)n∈N are random variables (in a topological space) we write Xn ⇒ X to
indicate that (Xn)n∈N converges in law to X as n→∞.
9.1 Infinite volume case
Throughout this section we work in the setting of Theorem 7.2. In particular, Zn is the renormalized
random walk in (34), coupled with (h,η,Z) as in Theorem 6.1 so that Zn almost surely converges
uniformly to Z on compact sets. This section is devoted to proving Theorem 7.2.
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9.1.1 Random walk
We start by introducing the discrete analog of the Le´vy process relative to time u for u ∈ R (see
Section 6.5). Let β > 0 be as in Remark 6.2. Recall from (34) that
Z ≡ (Zk)k∈Z = (2
√
n/β Znk/(3n))k∈Z
is the unscaled walk which is associated with the word w ∈ {a, b, c}Z, and that the steps of w are
chosen uniformly and independently at random. Here the dependence of Z and w on n is dropped
for simplicity. For each u ∈ R, we write w = w−,uw+,u where the first step of w+,u is wb3nuc.
Recall Definition 3.8. We denote by . . . , T u(−2), T u(−1), T u(0) ∈ Z<0 the times associated with
the spine steps of w−,u so that pi(w−,u) = . . . wTu(−2)wTu(−1)wTu(0). For m ∈ Z, let `um := −#{k ∈
Z≤0 | T (k) ≥ m}. Finally, let Ẑum = ZT (m).
For all t ∈ R and s ≤ 0, let
Ẑu,ns := (L̂
u,n
s , R̂
u,n
s ) =
1
2
√
β/n Ẑubsn3/4c, T
u,n
s = (3n)
−1T u(bsn3/4c), `u,nt = n−3/4`ub3ntc. (55)
Then `u,n, T u,n, and Ẑu,n are the discrete analogs of `u,T u, and Ẑu, respectively, defined in
Sections 6.4 and 6.5. The main result in this subsection is the joint convergence of the triple
(`u,n, T u,n, Ẑu,n) to their continuum counterparts.
Lemma 9.3. In the setting of Theorem 7.2 with the above defined notions, for any fixed u ∈ R,
(Ẑu,n, T u,n, `u,n) converges in probability to (Ẑu,T u, `u) on any fixed compact set, where the first
two coordinates are in the Skorohod topology and the third coordinate is in the uniform topology.
To prove Lemma 9.3, we consider the time-reversal of the walk Z. Define Zrev = (Lrevk , R
rev
k )k∈N
by Zrevk = Z−k for k ∈ N. Then Zrev is a two-dimensional random walk with steps independently
and uniformly distributed on {(0,−1), (−1, 0), (1, 1)}. Let T rev(0) = 0, and for m ≥ 1 define
T rev(m) = −T (−m+ 1) with T as in Definition 3.8. Using the definition of T , we get
T rev(m) = inf
{
t > T rev(m− 1) |Lrevt ≤ LrevT rev(m−1) or Rrevt ≤ RrevT rev(m−1)
}
.
Define Ẑrev = (Ẑrevm )m∈N by Ẑrevm = ZrevT rev(m) for m ∈ N.
Lemma 9.4. The process (T rev(m))m∈N is a random walk with independent steps, whose step
distribution is supported on N+ and satisfies the following asymptotics:
P (T rev(1) = k) =
1√
2 Γ(−3/4)k
−7/4 (1 +O(1/
√
k)). (56)
The process (Ẑrevm )m∈N is a random walk with independent steps in
⋃
k∈−1∪N+{(k, 0), (0, k)}.
The distribution of the steps are given by P[Ẑrev1 = (k, 0)] = P[Ẑrev1 = (0, k)] = 12P(J = k), where J
is a random variable satisfying P[J = −1] = 2/3 and for all k > 0,
P (J = k) =
1
4k(2k − 1)(k + 1)
(
2k
k
)
=
1
2
√
pi
k−5/2 (1 +O(1/k)). (57)
Proof. We only prove (56) and (57) as other statements are easy observations. Let K0 (respectively,
K1) be the set of finite walks starting at the origin, staying (respectively, staying strictly) in the
first quadrant, and ending on the y = 0 line. Observe that there is a bijection between K0 and
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K1: Given a walk in K0 we obtain the associated walk in K1 by adding (1, 1) in the beginning
and (0,−1) at the end. Note that the size of the excursion increases by two, and the height of
the excursion increases by one when we apply the bijection. Also observe that the excursion we
consider in the lemma is contained in K1. In our analysis it will be more convenient to study walks
in K0. Therefore we define J0 = J − 1 and T0 = T rev(1)− 2. Let
K(x, z) =
∑
P∈K0
xi(P )z|P |,
where |P | is the number of steps and (i(P ), 0) is the ending point of P . The series K = K(x, z)
is known to be algebraic [Kre65] over Q(x, z). The following equation is readily obtainable from
[BM05, Theorem 1]:
16K6x6z10 − 48x4z8(x− 2 z)K5 + 8x2z6(6x3z2 + 7x2 − 24xz + 24 z2)K4
−32 z4(x− 2 z)(3x3z2 + x2 − 2xz + 2 z2)K3
+z2(48x4z4 + 64x3z2 − 264x2z3 + 192xz4 + 9x2 − 32xz + 32 z2)K2
−(x− 2 z)(48x2z4 + 16xz2 − 72 z3 + 1)K + 16x3z4 + 8x2z2 − 72xz3 + 108 z4 + x− 2 z = 0
Next we will prove that
P (J0 = k) =
2
9
[xk]K(x, 1/3), and P (T0 = k) =
2
9
[zk]K(1, z/3). (58)
There are constants c1, c2 > 0 such that
K(x, 1/3) = c1
∞∑
k=0
P[J0 = k]xk, K(1, z/3) = c2
∞∑
k=0
P[T0 = k]zk. (59)
In order to prove (58) it is sufficient to show that c1 = c2 = 9/2. The probabilities in each sum
in (59) sum to 1/3 (since with probability 2/3 there is no excursion, due to the walk starting with
(0,−1) or (−1, 0)), and therefore we have K(1, 1/3) = c1/3 = c2/3. We have P[T0 = 0] = P[T =
2] = 2/9, since T = 2 if the first two steps are (1, 1),(0,−1) or (1, 1),(−1, 0). The number of
walks in K1 of duration 2 is equal to 1 (since this happens if the walk starts with (1, 1),(0,−1)),
which implies 1 = c2P[T = 2]. Combining the above we get 1 = c2P[T0 = 2] = 2c2/9, which gives
c1 = c2 = 9/2 as desired, and (58) follows.
Let
J0 ≡ J0(x) =
∞∑
k=0
P (J0 = k)x
k :=
2
9
K(x, 1/3)
and
T0 ≡ T0(z) =
∞∑
k=0
P (T0 = k)z
n :=
2
9
K(1, z/3).
By specializing the above equation for K(x, z), we get
1
324
(9J20x
2 − 18J0x+ 12J0 + 4x+ 24)(9J20x2 − 18J0x+ 12J0 + 4x− 3)2 = 0,
and
T 60 z
10 + 2 z8 (2 z − 3)T 50 + 2/3 z6
(
10 z2 − 24 z + 21)T 40
+
16 z4 (2 z − 3) (5 z2 − 6 z + 9)T 30
27
+ 1/27 z2
(
80 z4 − 264 z3 + 288 z2 − 288 z + 243)T 20 (60)
+
(4 z − 6) (16 z4 − 72 z3 + 48 z2 + 27)T0
81
− 32 z
3
27
+ 4/9 +
496 z4
729
+
32 z2
81
− 8 z
27
= 0.
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The coefficients of J0(x) must be positive. Therefore the former equation gives
9x2J0
2 + 6 (2− 3x) J0 + 4x− 3 = 0, (61)
since we can exclude the first factor as it would lead to J0 = −2− (10/3)x− 8x2 + ...., which has
negative coefficients. From (61), we get
J0(x) =
2 (1− x)3/2
3x2
− 2
3x2
+
1
x
.
Applying the binomial theorem and Stirling’s formula gives (57). In order to obtain (56) from
(60) we can apply the techniques of [FS09, Chapter VII.7]. More precisely, we first check (by
computing the discriminant of (60)) that z = 1 is the unique dominant singularity, and then obtain
the asymptotic behavior
T0(z) =z→1
1
3
− 2
√
2
3
(1− z)3/4 + 4
3
(1− z) +O((1− z)5/4),
from which (56) follows.
Remark 9.5. Due to the explicit asymptotics of the tail of T rev in (56) and the fact that T u is a
stable subordinator, T u,n converges in law to a constant c times T u for each fixed u ∈ R. Recall
that `u is only defined up to a multiplicative constant. We fix that multiplicative constant by
requiring that c = 1.
Proof of Lemma 9.3. To simplify the notation, we drop the dependence on u and write Ẑu,n, T u,n,
`u,n, Ẑu, T u, `u as Ẑn, Tn, `n, Ẑ, T , `, respectively.
We first show that (Znt )t∈R and (Tns )s≤0 converge jointly in law to (Zt)t∈R and (Ts)s≤0. The
convergence of the two marginal laws is immediate. We need to show that there is a unique joint
subsequential limit which is as desired. By Skorokhod embedding, we may assume that (Zn, Tn)
converges almost surely along a subsequence to a limit (Z,T ′) with T ′ d= T . To conclude we need
to show that (Ts)s≤0 = (T ′s)s≤0 almost surely, where T is determined from Z as in Section 6.6. Let
an− = sup{s < −1 : s is in the image of Tn} and an+ = inf{s > −1 : s is in the image of Tn}.
Let a′− and a′+ be the limit of an− and an+, respectively, and let
a− = sup{s < −1 : s ∈ AnFr(u)} and a+ = inf{s > −1 : s ∈ AnFr(u)}.
In the discrete we have Lnt ≥ Lnan+ and R
n
t ≥ Rnan+ for all t ∈ (a
n−, an+). By convergence of (Ln, Rn)
to (L,R), this gives Lt ≥ La′+ and Rt ≥ Ra′+ for all t ∈ (a−,a+), so a′+ is an ancestor of all
points in (a′−,a′+). Furthermore, Z|[a′−,a′+] is a cone excursion. Therefore (a′−,a′+)∩AnFr(u) = ∅,
so [a′−,a′+] ⊆ [a−,a+] and further a′+ ≤ a+. Furthermore, since both Z|[a′−,a′+] and Z|[a−,a+] are
cone excursions, we must have a− ≤ a′−. On the other hand, a− d= a′− and a′+ d= a+, so we must
have a− = a′− and a′+ = a+ almost surely. The same argument is true if we replace the time −1 in
the definition of an−, an+, a−, and a+ by any other negative rational. This implies that the image
of T ′ is equal to AnFr(0), which implies further (since T d= T ′ and these two processes are stable
subordinators) that T ′ = T .
Observe that (Zn, Tn)⇒ (Z,T ) implies (Zn, Ẑn, Tn)⇒ (Z, Ẑ,T ), since Ẑn is tight by Lemma
9.4, and since if (Zn, Tn)→ (Z,T ) almost surely, then almost surely for any fixed u ≥ 0,
Ẑns =
1
2
√
β/nẐbun3/4c =
1
2
√
β/nZT (bun3/4c) → ZTu = Ẑs.
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Since Tn ⇒ T , it is immediate from the definition of Tn,T , `n, ` that (`n, Tn)⇒ (`,T ). Recall
that for sequences of random variable (xn), (yn), and (zn), if (xn, yn) converges jointly to (x, y),
(xn, zn) converges jointly to (x, z), and xn determines zn and x determines z, then (xn, yn, zn)
converges jointly to (x, y, z). Hence, combining the above results with the fact that Tn (respectively,
T ) determines `n (respectively, `), we conclude the proof.
9.1.2 Envelope intervals
In this section, we extend the coupling in Theorem 7.2 and establish the convergence of envelope
intervals. Before stating this result, we need to define a notion of convergence for intervals.
Notation 9.6. When we discuss convergence of intervals in the remainder of this section we mean
convergence for the following pseudometric d on the set of intervals. For closed intervals I = [a1, a2]
and J = [b1, b2] define dI(I, J) := |a1− b1|+ |a2− b2|. The metric is defined in the same way if one
or both of the intervals is open or half-open.
For a bounded interval I, recall from Section 6.6 that env(I) is the smallest envelope interval
containing I. For fixed I ⊂ R it is almost surely the case that env(I) is also the smallest cone
interval containing I.
In the discrete, we say that an interval [s, t] is a cone interval for w if ns, nt ∈ Z and the steps
ns+ 1 and nt of the walk w form a close-matching (in other words, the subwalk of Z between time
ns and nt is a cone excursion). For an interval I we let conen(I) be the smallest cone interval of w
containing I.
Lemma 9.7. The coupling in Theorem 7.2 can be extended in such a way that the convergence of
(Ẑu,n, T u,n, `u,n) in Lemma 9.3 holds almost surely for all u ∈ Q. Under such a coupling, for any
fixed bounded interval I ⊂ R, we have conen(I)→ env(I) almost surely.
Proof. The existence of a coupling such that the convergence of (Ẑu,n, T u,n, `u,n) in Lemma 9.3
holds almost surely for all u ∈ Q is immediate by a diagonal argument.
We now consider a bounded interval I. Observe that for q ∈ R, I and the image of T q are
disjoint if and only if there exists a cone excursion ending at a time < q which contains I. By
varying q ∈ Q and recalling that env(I) is the smallest cone interval containing I, it follows that
we have convergence of the right endpoint of conen(I) to the right endpoint of env(I). Letting
t∗ denote the left endpoint of env(I) it holds that −t∗ is a stopping time for the time reversal
Zrev = (Z−t)t∈R of Z. Therefore both coordinates of (Zrevt−t∗ − Zrev−t∗)t∈R take both positive and
negative values immediately after t = 0. Since Zn → Z uniformly on compact intervals, this
implies that the left endpoint of conen(I) converges to the left endpoint of env(I). This concludes
the proof.
We now briefly recall the description of discrete envelope excursions in terms of the walk w.
Given e ∈ E(Mn), let k2 = η−1e (e) and let wk1 be the far-match of wk2 . Recall the definition of ~p
from Section 5.3. By Corollary 5.9, e is an envelope edge and wk1 . . . wk2 is an envelope excursion if
and only if ~p(wk2) has a different color than wk2 . In this case we call [(3n)
−1(k1 − 1), (3n)−1k2] an
envelope interval of w. By Claim 5.12, for any fixed interval I there exist a smallest envelope interval
containing I, and we denote this interval by envn(I). Note that in contrast to the continuum,
conen(I) 6= envn(I).
The following lemma gives convergence of envelope intervals. Since the discrete description of
envelope intervals in terms of the walk is not a direct analog of the continuum description, we need
to use probabilistic techniques to study the behavior of the walk near a typical envelope interval.
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tcn
tan
s′′n
s′n
t∗ = pn(tcn)
I
Ln
Rn
Figure 48: Illustration of the proof of Lemma 9.8. The label next to a point indicates the time at
which the point is visited by Zn.
Lemma 9.8. Let I ⊂ R be a fixed interval, and consider a coupling as in Lemma 9.7. With
probability converging to 1 as n → ∞, it holds that envn(I) ⊂ conen(I). Furthermore, envn(I)
converges to env(I) in probability.
Let tcn (respectively, s
c
n) denote the right end-point of conen(I) (respectively, envn(I)). With
probability converging to 1 as n → ∞, if conen(I) if a right (respectively, left) cone interval then
Lnscn − Lntcn = 0.5
√
β/n (respectively, Rnscn −Rntcn = 0.5
√
β/n).
Proof. We advise to look at Figure 48 while reading the proof. To simplify notation let [tan, t
c
n] =
conen(I), [sn, s
c
n] = envn(I), and [t
a, tc] = env(I). Without loss of generality assume that env(I)
is a right cone excursion, that is, Lta = Ltc . By Lemma 9.7, we may assume throughout the proof
that Lntan = L
n
tcn
, since this holds with probability 1− on(1) by Lemma 9.3.
First we introduce some notation. Assume t ∈ (3n)−1Z is such that w3tn = c. We say that s ∈
(3n)−1Z is the close-match (respectively, far-match) of t if w3sn+1 is the close-match (respectively,
far-match of w3tn. In this case we say that the a-match of t is equal to its far-match (respectively,
near-match), while the b-match of t is equal to its near-match (respectively, far-match). Observe
that tan is the close-match of t
c
n, and that sn is the far-match of s
c
n. We say that t ∈ (3n)−1Z is of a-
type (respectively, b-type) if the far-match of w3tn is an a-step (respectively, b-step). Define pn(t) ∈
(3n)−1Z to be the smallest t′ > t such that w3t′n = c, and such that the a-match (respectively,
b-match) of t′ is smaller than the b-match (respectively, a-match) of t on the event that t is of type
a (respectively, b). Notice that p(w3tn) = w3t′n with p as in Section 5.2 if and only if pn(t) = t
′.
We will prove that the following happens with probability 1− on(1):
(i) pn(t
c
n) is of the same type as t
c
n.
(ii) Let
s′n := inf{t ≥ sup(I) : Lnt = Lntcn +
1
2
√
β/n}.
Then s′n is the right endpoint of an envelope interval Jn satisfying I ⊂ Jn ⊂ conen(I),
Jn → env(I) as n→∞, and pn(s′n) = tcn.
(iii) The envelope interval Jn in (ii) equals envn(I).
First we argue that (i-iii) imply the lemma. By (ii) and (iii), we see that envn(I) = Jn ⊂ conen(I).
Combining (ii) and (iii), we have that envn(I) = Jn → env(I). The last assertion of the lemma is
satisfied by the definition of s′n.
Proof of (i): Conditioned on conen(I) and Z
n|conen(I), the increments of Zn|R\conen(I) are uni-
form and independent. Let t∗ := inf{t > tcn : Rnt < Rntcn}. Then pn(tcn) = t∗ by definition
of pn, since the b-match of t∗ is smaller than the b-match of tcn. With probability 1 − on(1)
we have t∗ ∈ (tcn, tcn + n−0.99), |Lnt∗ − Lntcn | < n−0.49, and |Rnt∗ − Rntcn | = n−1/2/2 < n−0.49. By
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uniform convergence of (Ln, Rn) to (L,R) on compact sets, with probability 1 − on(1), we have
inft∈(tan−n−0.97,tan)(L
n
t −Lntcn) < −n−0.49 and inft∈(tan−n−0.97,tan)(Rnt −Rntcn) > n−0.49, and the far-match
of tcn is smaller than t
a
n−n−0.97. Since pn(tcn) = t∗ it follows that with probability 1− on(1), pn(tcn)
is of the same type as tcn.
Proof of (ii): Let s′′n = sup{t < s′n : Lnt = Lns′n}. By uniform convergence of (Ln, Rn) to (L,R)
on compact sets, there exists a random constant c > 0 independent of n, such that with probability
1−on(1), Lnt > Lntcn +c and Rnt > Rntcn +c for all t ∈ I. Therefore, by the intermediate value theorem
applied to Ln, we have s′n ∈ (sup(I), tcn) and s′′n ∈ (tan, inf(I)). Furthermore, we have s′′n − tan → 0
and s′n− tcn → 0, which gives that Jn = [s′′n, s′n]→ env(I). By definition of conen(I) as the minimal
cone interval containing I, we see that Jn is not a cone interval, s
′′
n is the far-match of s
′
n, and s
′
n
is of a different type than tcn. Moreover, pn(s
′
n) = t
c
n. Using (i), we conclude that Jn is an envelope
interval, which completes the proof of (ii).
Proof of (iii): By (ii) we have envn(I) ⊆ Jn ⊂ conen(I) with probability 1− on(1). To conclude
we need to show that scn = s
′
n. First we will show that
pn(s
c
n) = t
c
n. (62)
On the one hand, we must have pn(s
c
n) ≥ tcn, otherwise pn(scn) would be the end of a cone excursion
contained in conen(I) and containing I, which is a contradiction to the definition of conen(I). On
the other hand pn(s
c
n) ≤ tcn, by the definition of pn, since both the near-match and the far-match
of tcn are smaller than sn. This gives (62). We have pn(s
c
n) = pn(s
′
n) and [sn, s
c
n] ⊆ [s′′n, s′n], hence
scn = s
′
n.
Assumption 9.9. In the remainder of the section we consider an extension of the coupling in
Theorem 7.2 such that the convergence in Lemma 9.3 holds almost surely for all u ∈ Q, and such
that the convergence in Lemmas 9.7 and 9.8 hold almost surely for all intervals I whose endpoints
are both rational.
In Theorem 7.2 the enumeration of the percolation cycles is based on the number of vertices
enclosed by the various cycles. To argue that the jth cycle in the discrete converges to the jth
cycle in the continuum, the following lemma will be useful.
Lemma 9.10. Let I ⊂ R be a fixed interval, and let γn (respectively, γ) be the percolation cycle
with envelope interval envn(I) (respectively, env(I)). Then arean(γ
n) → area(γ) in probability as
n→∞.
Proof. To simplify notation, define Jn = envn(I) and J = env(I), and let un ∈ R (respectively,
u ∈ R) denote the terminal endpoint of Jn (respectively, J). Denote the complementary components
of AnFr(u) ∩ J by JLi and JRi for i ∈ N, such that Z|JLi (respectively, Z|JRi ) is a left (respectively,
right) cone excursion. By symmetry we can assume that γ is traced in counterclockwise direction.
In this case, the discussion above Definition 6.6 gives
area(γ) =
∑
i∈N
|JLi |,
where we use | · | to denote the length of an interval.
We will use a similar formula in the discrete setting to conclude. Since γ is traced in counter-
clockwise direction, Z|J is a right cone excursion. Hence by Lemma 9.8, with probability 1− on(1)
the percolation cluster for which γn is the outside-cycle is white. We condition on this event in the
remainder of the proof. Define i and k such that envn(I) = [i/(3n), k/(3n)]. By Lemma 5.11(iv),
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L`(wi . . . wk−1) = L(γ). Furthermore, by Theorem 3.6, each step x of pi(w) of the form a¯k corre-
sponds to both a bicolor triangle t and to a unicolor face f of Spine(M,σ). The site-percolated
near-triangulation (M ′, σ′) of (M,σ) formed of t and all the vertices and edges of (M,σ) inside and
on the boundary of f is equal to Φ(w′), where w′ is the cone excursion of w corresponding to x.
By Remark 2.13, the number of vertices in (M ′, σ′) is equal to 2 plus the number of c-steps in w′.
All these vertices are enclosed by γ, except one of the vertices on t. Let JLi;n denote intervals on the
form [i′/(3n), k′/(3n)] for w′ = wi′ . . . wk′ such that [i′, k′] ⊂ [i, k], Zn|JLi;n is a left cone excursion,
and [i′, k′] is not contained in any other interval satisfying these properties. Assuming JLi;n and J
L
i
are ranked by decreasing length, it follows from the scaling limit result for Tn that dI(J
L
i;n, J
L
i )→ 0
in probability for each i. Furthermore, since #c = (|w′| + h)/3 where h = Ri′−1 − Rk′ = o(|w′|),
the number of c-steps in the word w′ associated with some interval JLi;n, divided by n, converges to
|JLi | in probability. Combining the above results, we get that arean(γn) converges in probability to
area(γ) =
∑
i∈N |JLi |.
9.1.3 Definition of the continuum pivotal measure
Recall that Definitions 6.10 and 6.11 are contingent on fixing unspecified normalizing constants,
and on the covering Lemma 6.9. Before heading to technical discussions on pivotal measures, we
first address these two issues and complete the definition of pivotal measures for CLE6 loops.
Recall that we are still using the notation of Theorem 7.2 and Assumption 9.9. For u ∈ R,
recall the quantities defined in (55). In this section as well as in Sections 9.1.4 and 9.1.5, when we
consider Ẑu,n, L̂u,n, R̂u,n, T u,n, and `u,n relative to a single time u, which is clear from the context,
we simply write Ẑn, L̂n, R̂n, Tn, and `n. Similarly, in the continuum we adopt the convention of
Section 6.5 and use Ẑ, L̂, R̂, T , ` to represent quantities relative to u. (In fact, the only u’s which
will be considered are deterministic times and envelope closing times.)
Let us recall and complete the definition of pivotal measure introduced in Section 6.7. Let
(L̂t, R̂t)t≤0 denote the Le´vy processes relative to time u (see Section 6.5). As in (16), let
AL(s, u) = {t ∈ (s, 0] | inf
t′∈[s,t]
L̂t′ = L̂t}
be the set of forward running infima of L̂ relative to time s. As explained in Section 6.7 below
(16), one can define a measure pL(s, u) supported on [s, 0] via the local time at AL(s, u). Define
AR(s, u) and pR(s, u) similarly and set
A(s, u) = AL(s, u) ∪AR(s, u) and p(s, u) = pL(s, u) + pR(s, u). (63)
Recall from Section 6 that the local time on the set of running infima of a 3/2-stable Le´vy process
with only negative jumps is only defined up to a multiplicative constant. Lemma 9.11 will fix the
convention for this constant in our paper in order to match the definitions from the discrete.
Let us now define the corresponding quantities in the discrete. For s < 0, let AnL(s, u) be the
set of t ∈ [s, 0] such that L̂n has a forward running infimum at time t relative to time s, that is,
AnL(s, u) = {t ∈ (s, 0] | ∀t′ ∈ [s, t), Lnt′ > Lnt }.
Roughly speaking, the set AnL(s, u) should be thought of as the set of times that correspond to
cut-points of the white forested line L`(w
−) that separate the vertex of the percolation path of
(M−n , σ−n ) corresponding to time s from the infinite line of L`(w−) (see Figure 17). We define
AnR(s, u) similarly from R̂
n, and let An(s, u) = AnL(s, u) ∪AnR(s, u).
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Then let pnL(s, u) (respectively, p
n
R(s, u)) denote the measure on (−∞, 0] given by counting
measure on AnL(s, u) (respectively, A
n
R(s, u)), where each point is given mass n
−1/4. In other words,
an interval I ⊂ (−∞, 0] is assigned mass the following mass for pnL(s, u)
n−1/4 ·#(AnL(s, u) ∩ I), (64)
and a similar relation holds for pnR(s, u). Note that p
n
L(s, u) and p
n
R(s, u) are supported on [s, 0].
Let
pn(s, u) = pnL(s, u) + p
n
R(s, u). (65)
Lemma 9.11. In the above setting, it is possible to choose a normalizing constant when defining
the local time on the set of strict running infima of a 3/2-stable Le´vy process with only negative
jumps such that
E[pL(−1, 0)] = lim
n→∞E[p
n
L(−1, 0)]. (66)
Using this normalization, for any fixed deterministic u ∈ R and s < 0, it holds that pnL(s, u)
(respectively, pnR(s, u)) converges to pL(s, u) (respectively, pR(s, u)) as n→∞ in probability.
Proof. This is immediate by Lemma 9.4 and [CD10, Theorem 2].
Proof of Lemma 6.9. Let {Bi}i∈N+ be an enumeration of all the bubbles in LX . Let ti be the jump
time ofX corresponding to Bi. Let N be a random integer such that
∑∞
i=N+1µh(Bi) < ε. Consider
an ε-pivotal point p ∈ dblX,ε. Since p is pivotal, there exists sp < tp such that p = piX(sp) = piX(tp),
where piX is the quotient map as in Section 6.5. Since p is ε-pivotal, there exists i ≤ N such that
sp < ti ≤ tp. Moreover, if ti 6= tp then p ∈ dblX,ε(ti), while if ti = tp then p = piX(ti). For all
i ∈ [N ], one can choose qi ∈ Q such that piX(qi) ∈ Bi and Xqi > Xti . With this choice we get
dblX,ε ⊆ ∪Ni=1dblX(qi). This concludes the proof.
9.1.4 Percolation cycles
Combining Lemma 5.14 and 9.11 give some notion of convergence for pivotal measure. However,
in our proof of Theorem 7.2 we need to obtain a version of Lemma 9.11 where u is replaced by
an envelope closing time. Controlling the behavior of the walk near an envelope closing time is
challenging since the walk is conditioned on a complicated random walk event. We resolve this by
studying critical percolation on critical Boltzmann triangulations (see Definition 7.7).
The following lemma shows that critical Boltzmann triangulations arise naturally in the site-
percolated UIPT. The continuum analog is that each connected component of the future wedge is
an independent
√
8/3-LQG disk (see Section 6.3).
Lemma 9.12. Let w ∈ K∞ be chosen according to the uniform distribution. Write w = w−w+ and
w+ = w+1 cw
+
2 cw
+
3 c . . . as in Section 2.5. The percolated maps Φ(w
+
1 ),Φ(w
+
2 ), . . . in
←−TP (which are
used to define the future percolated near-triangulation) are independent and identically distributed.
Conditioned on their boundary lengths, they have the law of critical Boltzmann triangulations dec-
orated with a uniformly sampled percolation satisfying the root-interface condition (see Section 2.2
for the definition).
Proof. Since the c-steps in the decomposition w+ = w+1 cw
+
2 cw
+
3 c . . . correspond to simultaneous
running infima for both coordinates, these c-steps are stopping times. Using this and that the
steps of w are independent and identically distributed, we get that w+1 , w
+
2 , . . . are independent
and identically distributed. This implies that the associated maps Φ(w+1 ),Φ(w
+
2 ), . . . are also
independent and identically distributed. Let (M1, σ1) = Φ(w
+
1 ). Let (M0, s0) be an arbitrary fixed
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percolated map in
←−TP , let v0 = Φ−1(M0, s0) ∈ ←−K , and let n (respectively, m) be the number of
inner (respectively, outer) vertices of M0. By Corollary 2.12,
P[(M1, σ1) = (M0, s0)] = P[w1 . . . w|v0|+1 = v0c] = 3−|v0|−1 = 3−(3n+2m−4)−1. (67)
For fixed m there are m− 1 ways to choose s0 restricted to the boundary ofM0, and there are 2−n
ways to choose s0 restricted to the interior of M0. Therefore, for fixed m, P[(M1, σ1) = (M0, s0)]
is proportional to 2−nP[M1 = M0]. Using (67) it follows that, for fixed m, P[M1 = M0] is
proportional to (2/27)n, which implies that M1 has the law of a critical Boltzmann triangulation.
By (67), all the allowable percolation configurations occur with the same probability.
Our next lemma will rule out certain pathological behaviors of the percolation cycle near the
envelope closing time. Fix ξ > 0. Let M ′n be a critical Boltzmann disk with boundary length
dξn1/2e ≥ 2, and let σ′n be a uniformly sampled percolation satisfying the root-interface condition
as in Lemma 9.12. Denote the root-edge of M ′n by e1 and the edge at the other end of the
percolation path of σ′n by e2. Let f1 ∈ F (M ′n) (respectively, f2 ∈ F (M ′n)) be the unique inner face
of M ′n which is adjacent to e1 (respectively, e2). Note that (M ′n, σ′n) ∈
←−TP . By Corollary 2.12, we
let wn = Φ
−1
(M ′n, σ′n) ∈
←−K and τ∗n = ∆M ′n(σ′n). Consider the branch in the DFS tree τ∗n from f∗1
to f∗2 , let 0 = T (0) < · · · < T (k′) ∈ N be the set of times such that this branch consist of the
faces (equivalently, vertices of the dual map (M ′n)∗) ηvf(T (j)), and let t1 = (3n)−1T (k′). Define
`m := min{k ≥ 0 : T (k) ≥ m} for all m ∈ Z. With Z denoting the walk on Z2 associated with wn
and Ẑu = (L̂u, R̂u) = ZT (u) for u ∈ {0, . . . , k′}, define
Znu =
1
2
√
β/nZb3nuc, Ẑnu =
1
2
√
β/nẐbun3/4c, `
n
t = n
−3/4`b3ntc, Tnu =
1
3
n−1T (bun3/4c).
Then define the measures pnL, and p
n
R on R as in (64) and let pn = pnL + pnR. In other words, pnL
(respectively, pnR ) counts the renormalized number of strict running infima for L̂
n (respectively,
R̂n) in any given interval, such that each strict running infimum has mass n−1/4.
Lemma 9.13. In the setting above, for each ε > 0 there exists δ > 0 depending only on ε and ξ
but not on n such that
P
[
`nδ < ε; p
n([0, `nδ ]) < ε; |`nt1 − `nt1−δ| < ε; pn([`nt1 − `nt1−δ, `nt1 ]) < ε
]
> 1− ε. (68)
We prove Lemma 9.13 by comparing the Boltzmann disk with the uniform infinite half-planar
triangulation (UIHPT), which is the weak local limit of a critical Boltzmann triangulation rooted
at an outer edge [Ang05].
Proof of Lemma 9.13. For δ > 0 define the following events A0 = A0(δ) and A
′
0 = A
′
0(δ).
A0(δ) = {`nδ < ε} ∩ {pnL([0, `nδ ]) < ε}, A′0(δ) = {|`nt1 − `nt1−δ| < ε} ∩ {pnL([`nt1 − `nt1−δ, `nt1 ]) < ε}.
Assume that the numbers of left edges and the number of right edges of M ′n are both bigger than
b2δn1/2/5c. Note that this assumption is satisfied with probability 1− oδ(1).
For δ, δ′, δ′′ > 0, let A(δ, δ′, δ′′) denote the following event
A(δ, δ′, δ′′) = {Tnδ′ > δ} ∩ {pnL([0, δ′′]) < ε} ∩
{
inf
t∈[0,δ′′]
L̂nt < inf
t∈[0,δ′]
L̂nt
}
∩
{
inf
t∈[0,δ′′]
R̂nt < inf
t∈[0,δ′]
R̂nt
}
.
(69)
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First we will argue that for any δ′, δ′′ ∈ (0, ε),
P[A0(δ)] ∧ P[A′0(δ)] ≥ P[A(δ, δ′, δ′′)]. (70)
It is immediate that P[A0(δ)] ≥ P[A(δ, δ′, δ′′)] since A(δ, δ′, δ′′) ⊂ A0(δ). To prove that P[A′0(δ)] ≥
P[A(δ, δ′, δ′′)] recall the space-filling exploration of the edges of (M ′n, σ′n) described in Section 4.2.
Consider two paths from f2 to f1: the time reversal of the space-filling path from e1 to e2, and the
space-filling path from e2 to e1. The latter path is defined in exactly the same way as the former
path, but for the map rooted at e2 instead of e1. The percolation interface between black and white
is the same for the two paths, but for the former (respectively, latter) path the complementary
components of the percolation path are visited after (respectively, before) their boundary is traced
by the percolation interface. Due to the symmetry between e1 and e2, the latter process is equal
in law to the forward exploration. Let Tˇn and ˇ`n be defined just as Tn and `n, respectively,
but for the percolated map rerooted at e2. Observe that if Tˇ
n
δ′ > δ then {ˇ`nδ < ε} and further
{|`nt1 − `nt1−δ| < ε}. Recall the function η̂v defined in Section 5.5, and assume that in our setting
this function is parametrized by the integers between 1 and the length of the percolation interface.
Observe that on the event A(δ, δ′, δ′′), by the requirement on L̂n and R̂n in (69), and by the
interpretation of L̂n and R̂n as boundary length processes, all pivotal points which were visited for
the first time by the percolation interface before time δ′ (in the sense that the pivotal point is given
by η̂v(i) for some i < n
3/4δ′) are visited for the second time by the percolation interface before time
δ′′ (in the sense that the pivotal point is given by η̂v(i) for some i < n3/4δ′′). If the pivotal point
is visited for a second time at time n−3/4i, then the measure pn will have a point mass at n−3/4i.
Therefore the event A′0(δ) occurs if the event A(δ, δ′, δ′′) occurs for the percolated map rerooted at
e2. We conclude that (70) holds.
By (70) and symmetry between pL or pR, in order to conclude the proof it is sufficient to show
that P[A(δ, δ′, δ′′)] > 1− ε/4.
Consider an instance of the uniform infinite half-planar triangulation (UIHPT) M˜ with root-
edge e˜1 on the boundary. Then consider the following peeling process of M˜ (see also Section 3.2).
The triangles of M˜ are explored one by one, starting with the triangle which is adjacent to e˜1. The
triangle we peel in step u + 1 shares an edge with the triangle peeled in step u, and is connected
to infinity by a path of unexplored triangles, where adjacent triangles on the path are required
to share an edge. If there are two possible such triangles, we choose one uniformly at random.
Observe that the sequence of triangles revealed in this peeling process have the same law as the
triangles on the chordal percolation interface, assuming the left (respectively, right) frontier is white
(respectively, black). Let (Lˇt)t∈N (respectively, (Rˇt)t∈N) be the process describing how the length
of the left (respectively, right) boundary evolves for this peeling process, and let Lˇn, Rˇn denote the
renormalized versions, that is, Lˇnt =
1
2
√
β/nLˇbtn3/4c and Rˇ
n
t =
1
2
√
β/nRˇbtn3/4c.
The peeling process defines a percolation interface which separates triangulated disks with
monocolored boundary from infinity. We will now relate the peeling process to the DFS defined in
Section 4.2, and explain how we can obtain a space-filling exploration of E(M˜) by proceeding as
in that section. Recall from Section 4.2 that for a percolated map (M,σ) ∈ T P the ordering of the
edges as defined by the word Φ
−1
(M,σ) ∈ K via ηe can be obtained by a DFS of the dual map M∗
for M . Since the UIHPT is the local limit of the critical Boltzmann triangulation, we may define a
space-filling exploration of (M˜, σ˜) by following the rules of Definition 4.13. By Definition 4.13(ii’),
we see that this exploration is defined by following the percolation interface between white (left) and
black (right), that is, by exploring the map via peeling as described above, except that every time
we separate a finite submap (Mˇ, σˇ) from infinity by visiting a face f for which all three incident
vertices are on the boundary of the explored region, we do a space-filling exploration of (Mˇ, σˇ)
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before continuing to explore the unbounded unexplored part of M˜ . The space-filling exploration of
(Mˇ, σˇ) is done by following the rules of Definition 4.13.
Define T˜ and p˜ similarly as in the exploration of the disk, that is, for k ∈ N, T˜ (k) is the number
of edges explored by the space-filling path when we peel the kth face in the peeling process, p˜L
(respectively, p˜L) is counting measure on the running infima of Lˇ (respectively, Rˇ), and p˜ = p˜L+ p˜R.
Let T˜n and p˜n denote the renormalized processes, and let A˜ = A˜(δ, δ′, δ′′) denote the following event
A˜ = A˜(δ, δ′, δ′′) = A˜1(δ, δ′) ∩ A˜2(δ′′) ∩ A˜3(δ′′) ∩ A˜4(δ′, δ′′),
where
A˜1(δ, δ
′) =
{ ∑
t∈[0,δ′] : L˜nt 6=L˜nt−
(T˜nt − T˜nt−) > δ
}
, A˜2(δ
′′) = {p˜nL([0, δ′′]) < ε},
A˜3(δ
′′) =
{
sup
t∈[0,δ′′]
|L˜nt | ∧ |R˜nt | < ε2/100
}
,
A˜4(δ
′, δ′′) =
{
inf
t∈[0,δ′′]
Lˇnt < inf
t∈[0,δ′]
Lˇnt
}
∩
{
inf
t∈[0,δ′′]
Rˇnt < inf
t∈[0,δ′]
Rˇnt
}
.
Let e˜3 be the outer edge of M˜ such that the left endpoint of e˜3 is dξn1/2/5e vertices to the left
of the left endpoint of e˜1 along the boundary of M˜ . Consider the peeling process of M˜ as described
above starting from e˜3. Let f be the first face we explore, and let u be the vertex incident to f
which is not an endpoint of e˜3. Let B˜ be the event that u is an outer vertex of M˜ which is exactly
dξn1/2e − 1 vertices to the right of the right endpoint of e˜3, that is, when this face is peeled we
enclose a disk of boundary length dξn1/2e with e˜1 on its boundary. On the event B˜, the enclosed
disk has the law of a critical Boltzmann triangulation [AC15]. By the definition of A˜ and the
locality of percolation, this implies that P[A] ≥ P[A˜|B˜]. Using this and Bayes’ rule,
P[A] ≥ P[A˜|B˜] = P[B˜|A˜]P[A˜]
P[B˜]
.
We will show that
(i) P[A˜] > 1− ε/8 and (ii) P[B˜|A˜]/P[B˜] > 1− ε/8,
which is sufficient to conclude the proof of the lemma.
(i) By for example [Ang03, Section 3], (L˜n, R˜n) is a random walk with increments that are
independent and identically distributed such that L˜n
d
= R˜n and P[L˜n1 > a] ∼ ca−5/2 for a > 1
and some constant c > 0. By [CD10], counting measure on the running infima of a random walk
converging to a Le´vy process converges in law to the local time on the running infima of the
limiting Le´vy process (if 0 is regular for the limiting process, which is the case for us). This result
implies that P[A˜2(δ′′)] > 1− ε/50 for sufficiently small δ′′. Using that L˜n and R˜n converge to Le´vy
processes in the scaling limit, we also get that P[A˜4(δ′, δ′′)] > 1 − ε/50, P[A˜1(δ, δ′)] > 1 − ε/50,
and P[A˜3(δ′′)] > 1− ε/50 by first choosing δ′′ sufficiently small, then choosing δ′ sufficiently small
compared to δ′′, and finally choosing δ sufficiently small compared to δ′. We conclude by a union
bound that P[A(δ, δ′, δ′′)] > 1− ε/8.
(ii) Define k′ := dξn1/2e+L˜nδ′+R˜nδ′ , and observe that on the event A˜(δ, δ′) we have |k′−dξn1/2e| <
ε2/50. By for example [Ang03, Section 3], P[B˜] = cdξn1/2e−5/2(1 + on(1)) for some constant c > 0.
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By the Markov property of the peeling process, P[B˜ |σ(A˜, k′)] = c(k′)−5/2(1 + ok′(1)) on the event
that A˜ = A˜(δ, δ′) occurs. It follows that on the event A˜,
P[B˜ | A˜, k′]
P[B˜]
=
dξn1/2e−5/2(1 + on(1))
(k′)−5/2(1 + ok′(1))
.
On the event A˜ and for large n, the ratio on the right side is larger than 1− ε/8.
Recall the looptree perspective on CLE6 described in Section 6.6. There are two looptrees
associated with a CLE6 loop γ: the left and right looptrees. The looptree L(γ) is mutually
absolutely continuous with respect to LX for X a 3/2-stable Le´vy excursion with only negative
jumps. The other looptree is mutually absolutely continuous with respect to a part of LX (more
precisely, its encoding process may be described as X restricted to the latter part of its domain of
definition). In particular, we have the following properties:
(1) almost surely p(s, u) does not have an atom at 0;
(2) almost surely the quantum natural parametrization of γ does not accumulate mass around
η(u) in the sense that if T is the Le´vy process relative to the envelope closing time of γ then
T−δ → 0 as δ → 0.
Using Lemmas 9.12 and 9.13 along with properties (1) and (2) above, we obtain convergence
of quantum natural time and pivotal measure when exploring the map toward an envelope closing
edge.
Lemma 9.14. Fix ε > 0, and let u (respectively, un) be an envelope closing times for a CLE6
loop γ ∈ Γ (respectively, percolation cycle γn of (Mn, σn)) such that the envelope interval of γn
converges in probability to the envelop interval of γ. Let `,T (respectively, `n, Tn) be defined as
above, but with the Brownian motion Z (respectively, the walk Zn) recentered at u (respectively,
un). Then `
n (respectively, Tn) converges in probability to ` (respectively, T ) in the uniform
topology (respectively, Skorokhod topology). Furthermore, for any fixed s < 0, the measure pn(s, un)
converges in probability to p(s, u).
Proof. Without loss of generality, we assume that 0 ∈ reg(γ) and env(γ) is a left cone interval.
Define t2 = u and let t1 be such that [t1, t2] = env(γ). Recall from Section 6.6 the decomposition of
γ into two segments γ1 and γ2 in the past and future wedge relative to 0. See in particular Figure
31. Let [t01, t
0
2] be the maximal cone interval inside env(γ) containing 0. Then, η([t
0
1, t
0
2]) is the
closure of the connected component of η(env(γ)) \ γ containing 0. Recall that γ2 is the segment
of γ restricted to η([t02, t2]). Let D be the interior of η([t
0
2, t2]). Let x = η(t
0
2) and y = η(t2). By
[GM17a], conditioning on (D,x, y) the curve η|[t02,t2] is a chordal space-filling SLE6 on the interior
of (D,x, y) and γ2 is the associated chordal SLE6 on (D,x, y).
Let {qi}i∈N+ be an increasing rational sequence greater than t02 tending to t2 = u with the
following property. For each i ∈ N+, η(qi) is contained in a connected component Bi of D \ γ2
whose boundary has nonempty intersection with ∂η(env(γ)). Let [si, ti] be such that η([si, ti]) is
the closure of Bi. Then it is easy to see that limi→∞ si = t2. Let `i be the local time of AnFr(qi).
Then for each t < si, we have that `si − `t = `isi − `it. Hence, since `si → `t2 = 0,
`i − `isi converges in probability to `, (71)
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uniformly on compact sets. Similarly, let pi be the Borel measure supported on [s, `si ] defined
as follows. Given any interval I, pi(I) equals the p(s − `si + `isi , qi)-mass of the shifted interval
I − `si + `isi . Then
pi converge in probability to p(s, u). (72)
In the discrete, for q1 defined as above, let t
n
2 (respectively, t
n,0
2 ) be such that 3nt
n
2 (respectively,
3ntn,02 ) is the index of the first (respectively, last) c-step after (respectively, before) 3nq1 in w that
does not have an a-match nor a b-match in w+, so in particular 3ntn,02 and 3nt
n
2 are two consecutive
cut-times for w+ (note that tn2 and t
n,0
2 exist with probability 1 − on(1)). Let tn1 (respectively,
tn,01 ) be such that 3nt
n
1 (respectively, 3nt
n,0
1 ) is the index of the near match of w3ntn2 (respectively,
w
3ntn,02
). Equivalently, [tn1 − (3n)−1, tn2 ] is the smallest cone interval which contains both 0 and
q1, while [t
n,0
1 − (3n)−1, tn,02 ] is the largest cone interval containing 0 but not q1. By Lemma 9.7
and Assumption 9.9, we have [tn1 , t
n
2 ] → [t1, t2] and [tn,01 , tn,02 ] → [t01, t02] in probability, which gives
that [tn,02 , t
n
2 ] → [t02, t2] and [tn1 , tn,01 ] → [t1, t01] in probability. Moreover, suppose I is an interval
with rational endpoints such that env(I) = [t1, t2]. Then with probability 1 − on(1) we have
conen(I) = [t
n
1 , t
n
2 ]. Given i ∈ N+, let tni be such that 3ntni is the index of the first c-step after 3nqi
without a b-match in w|
[tn,02 ,t
n
2 ]
. Let sni be such that 3ns
n
i is the index of the near match of w3ntni .
Then [sni , t
n
i ] converges to [si, ti] in probability.
By Lemma 9.12, w|
[tn,02 ,t
n
2−(3n)−1] gives a critical Boltzmann disk M
′
n decorated with a uniformly
sampled percolation σ′n satisfying the root-interface condition (see Figure 49). Moreover, the total
number of outer edges in M ′n divided by
√
n converges in probability as n→∞. Since limn→∞ sni =
si in probability and limi→∞ si = t2 for each i ∈ N, combining Lemmas 9.3, 9.11, and 9.13 and
Assertions (71) and (72), we see that Lemma 9.14 holds with un replaced by the right endpoint of
conen(I), which is t
n
2 .
We will now argue that the lemma still holds with un instead of t
n
2 . Since [t
n
1 − (3n)−1, tn2 ] =
envn([0, q1]) and un is the terminal endpoint of envn([0, q1]), Lemma 9.8 gives that un < t
n
2 with
probability converging to 1 as n → ∞, and that |un − tn2 | converges to 0 as n → ∞. Con-
sider the process Tn,un = Tn (respectively, Tn,t
n
2 ) relative to un (respectively, t
n
2 ), which defines
a parametrization of the times t at which ηe(3nt) is on the path of the exploration tree toward
ηe(3nun) (respectively, ηe(3nt
n
2 )). We first claim that the range of T
n,un is contained in the range
of Tn,t
n
2 with probability 1− on(1). The claim follows from the last assertion of Lemma 9.8, since
this implies that with probability 1 − on(1) there is no cone excursion ending between un and tn2
and starting before un, so any letter which is enclosed by a near-matching before the 3nt
n
2 th letter
is also enclosed by a near-matching before the 3nunth letter. Since |un − tn2 | converges to 0 as
n → ∞, by Lemma 9.13, and since we argued above that the lemma holds with tn2 instead of un,
our claim implies that the lemma also holds with un.
Lemma 9.15. Let j ∈ N+, and let envnj ⊂ R (respectively, envj ⊂ R) be the envelope interval
corresponding to γnj (respectively, γj). Then env
n
j → envj in probability.
Proof. Recall from (42) that a percolation cycle γ may be associated with a value val(γ). For any
fixed interval I let valn(I) (respectively, val(I)) be the value of the percolation cycle γ
n (respectively,
CLE6 loop γ) with envelope interval envn(I) (respectively, env(I)). Recall from Lemma 9.10 that
arean(γ
n)→ area(γ) in probability as n→∞, and recall from Lemma 9.8 that envn(I)→ env(I)
in probability. Let Tn and T be defined by (7) and (43), respectively, relative to the envelope
closing time of γn and γ. Then Tn → T by Lemma 9.14.
By symmetry we can assume that Z|env(I) is a left cone excursion. Furthermore, we may
assume without loss of generality that γn is the outside-cycle of a black cluster, since this holds
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e2
e1
e0
M ′n
τ∗n
Figure 49: Illustration of the proof of Lemma 9.14. The triangulation made of the blue faces is
M ′n, and the red tree is the part of τ∗n which is explored before the time t
n,0
2 at which e1 is treated.
Observe that the green chordal path in M ′n is the last segment of the percolation cycle around the
large white percolation cluster. The edge e0 = ηe(0) is the root-edge.
for all sufficiently large n. If J ⊂ env(I) is a complementary component of the range of T , then
Z|J is a cone excursion. The set η(J) is in the interior of γ if and only if this cone excursion is
a right cone excursion. A similar description holds in the discrete. Indeed, by Theorem 3.6, if Jn
is an interval ending before the envelope closing time of γn such that Zn|Jn is a cone excursion,
and if Jn is not contained inside any larger interval satisfying these two properties, then Zn|Jn
encodes a bubble B of one of the looptrees of the spine-looptrees decomposition relative to the
envelope closing time of γn. Furthermore, Zn|Jn is a right (respectively, left) excursion if and only
if B is part of the black (respectively, white) looptree. Therefore, B is enclosed by γn if and only
if Zn|Jn is a right excursion and Jn ⊂ envn(I). It follows from the above discussion that for any
fixed intervals I, I ′ ⊂ R such that I ⊂ I ′ and for all sufficiently large n, the percolation cycle with
envelope interval envn(I) is enclosed by the percolation cycle with envelope interval envn(I
′) if and
only if this holds for the associated CLE6 loops.
Let γ′ and γ′n be as in (41) and (42), respectively. Then the envelope interval of γ′n converges
to the envelope interval of γ′ for the metric dI as n→∞, by Lemma 9.10, and since the preceding
paragraph implies that for any fixed I ⊂ R and all sufficiently large n, the percolation cycle with
envelope interval envn(I) surrounds the origin if and only if this holds for the CLE6 loop with
envelope interval env(I). By the preceding paragraph we also get that the envelope interval of
anc(γn, γ′n) converges toward the envelope interval of anc(γ,γ ′). Now applying Lemma 9.10, we
get that for any fixed interval I,
valn(I)→ val(I) (73)
in probability as n→∞.
Let ε > 0. Let k1 ∈ N be such that with probability at least 1−ε, the event E(k1) = {val(γj) <
2k1−3} occurs. Let Ik denote the set of closed intervals such that both endpoints are contained
in (2−kZ) ∩ [−k, k]. Then choose an integer k2 > k1 such that with probability at least 1 − ε the
following event E(k2) occurs:
(i) for all j′ ∈ [j], if envj′ = [s1, s2] is such that Z|envj′ is a left (respectively, right) cone excursion
and s0 = inf{t < s1 : Rs > Rs2 ∀s ∈ [t, s1]} (respectively, s0 = inf{t < s1 : Ls > Ls2 ∀s ∈
[t, s1]}), then |s0 − s1| > 2−k2+3, and
(ii) for any loop γ′′ containing the loop γ′ in (41) such that env(γ′′) 6⊂ [−k2, k2] we have area(γ′′) >
2k1 .
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Let E(k1, k2) = E(k1) ∩ E(k2). By a union bound, P[E(k1, k2)] ≥ 1− 2ε.
We will now observe that on the event E(k1, k2), for all j
′ ∈ [j] there exists I ∈ I2 such that
env(γj′) = env(I). It is sufficient to show that if γ = γj′ satisfies env(γ) 6= env(I) for all I ∈ I2 then
val(γ) > 2k1−3 since this contradicts E(k1). If γ = γj′ satisfies env(γ) 6= env(I) for all I ∈ I2, at
least one of the following hold: (a) env(γ) < 2−k2+1, (b) there is a I ∈ I1 such that env(I) ( env(γ)
and env(γ) \ env(I) has Lebesgue measure smaller than 2−k2+1, or (c) env(γ) 6⊂ [−k2, k2]. In either
case we have val(γ) > 2k1−3: In case (a) we use that the value of a percolation cycle is always at
least the inverse length of its envelope interval, in case (b) we use (i) in the definition of E(k2),
which implies that (b) cannot occur, and in case (c) we use (ii) in the definition of E(k2) and
val(γ) > area(anc(γ,γ ′)).
Recall that with probability 1− on(1), for all I ∈ Ik2 we have valn(I)→ val(I) and envn(I)→
env(I). Furthermore, on E(k1, k2), for all j
′ ∈ [j] there exists I ∈ I2 such that env(γj′) = env(I).
Since the percolation cycles and CLE6 loops are ordered by their value, this implies that with
probability 1− on(1), among the percolation cycles whose envelope interval can be written on the
form envn(I) for I ∈ I2, there are at least j distinct percolation cycles with value smaller than
2k1−2, so val(γnj ) < 2
k1−2.
To conclude the proof it is sufficient to argue that with probability at least 1 − 3ε for all
sufficiently large n, for each j′ ∈ [j] we have envnj′ = envn(Ij′) for some fixed Ij′ ∈ Ik2 . This is
sufficient since we know that envn(I)→ env(I) in probability for each I ∈ Ik2 .
We will proceed by contradiction. We condition on the event E(k1, k2), and assume we can
find arbitrarily large n for which there exists j′ ∈ [j] such that envnj′ 6= envn(I) for all I ∈ Ik2 .
Recall that val(γnj ) < 2
k1−2. Let j′ ∈ [j] and n be such that envnj′ 6= envn(I) for all I ∈ Ik2 . Since
the value of a percolation cycle is at least the inverse of the length of its envelope interval, this
implies that envnj′ has length at least 2
−k1+2 for all j′ ∈ [j]. Similarly, using (ii) in the definition of
E(k2) and that val(γ
n
j′) > area(anc(γ
n
j′ , γ
′
n)) (with γ
′
n as in (42)), we get that env
n
j′ ⊂ [−k2, k2] for
all j′ ∈ [j]. Since envnj′ ⊂ [−k2, k2] has length at least 2−k1+2 but is not equal to envn(I) for any
I ∈ Ik2 , there exists I ∈ Ik2 such that env(I) ⊂ envnj′ , and such that the distance between the left
(respectively, right) endpoint of envnj′ and env(I) is less than 2
−k2 .
Let [t1, t2] = envn(I). We may assume without loss of generality that t2 is of b-type. By the
definition of E(k2), for all sufficiently large n,
6 ∃ (t′1, t′2) ∈ [t1 − 2−k2 , t1]× [t2, t2 + 2−k2 ] such that t′1 is the a-match of t′2. (74)
By (74), the right endpoint of envnj′ must be of b-type, so γ
n
j′ is the outside-cycle of a black cluster.
Then pn(t2) is the end of a left cone excursion containing envn(I). Since pn(t2) and t2 are of
different types by the definition of an envelope interval, pn(t2) is not equal to the envelope closing
time of γnj′ . Furthermore, pn(t2) must be strictly smaller than the envelope closing time of γ
n
j′ , by
the definition of pn(t2) and since the two endpoints of env
n
j′ define a b-match. It follows that the
cone interval J ending at pn(t2) satisfies envn(I) ⊂ J ⊂ envnj′ . Let J ′ be the cone interval chosen
as large as possible such that J ⊆ J ′ ⊂ envnj′ . By (74), J ′ is a left cone interval. By Theorem 3.6,
the cone excursion Zn|J ′ encodes a bubble B of the left (i.e., white) looptree in the spine-looptrees
decomposition relative to the envelope closing time of γnj′ . In particular, the bubble B is not a
bubble of L(γ) (Definition 5.10) since this looptree is black. Therefore the area of γ is bounded
above by the length of its envelope interval minus the length of J ′, so area(γ) < 2 · 2−k2 , which is
a contradiction.
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9.1.5 Pivotal points
In this section we prove the convergence of pivotal measures. We adopt the notation Ẑn, L̂n, R̂n,
Tn, `n of Section 9.1.3 (relative to a given time u), and their continuum counterparts Ẑ, L̂, R̂,
T , `. Recall also the measures pnL(s, u), p
n
R(s, u), and p
n(s, u) defined in Section 9.1.3, and their
continuum counterparts pL(s, u), pR(s, u), and p(s, u). We will use the function η̂v : Z≤0 → E(Mn)
defined in Section 5.5 in order to identify the times sampled from the measures pnL(s, u) or p
n
R(s, u)
with vertices of the triangulation Mn.
We first prove a lemma asserting that a pivotal point sampled from one of the measures pnL(s, u)
or pnR(s, u) is εn-significant with probability 1 − oε(1), where the oε(1) is uniform in n. In the
statement and proof of the lemma, if σ is a measure of finite total mass then x ∼ σ means that x
is sampled from σ renormalized to be a probability measure.
Lemma 9.16. (i) For fixed u ∈ R, s < 0, and ξ > 0 there is an ε > 0 depending on s, ξ but not
on n such that if tn+ ∼ pnL(s, u), then η̂v(n3/4tn+) is an εn-pivotal point with probability at least
1− ξ.
(ii) For ξ > 0, j ∈ N+, and (possibly random) s < 0, there is an ε > 0 depending on s, ξ, j but not
on n such that if un is the envelope closing time of the percolation cycle γ
n
j and t
n
+ ∼ pnL(s, un),
then η̂v(n
3/4tn+) is an εn-pivotal point with probability at least 1− ξ.
(iii) For fixed u ∈ R and s < 0 let tn1 ∼ pnL(s, u) and define tn2 = inf{t > tn1 : L̂nt < L̂ntn1 } (on the
event of probability on(1) that this is not well-defined, define t
n
2 arbitrarily). Then, for any
fixed ε > 0, P[Tntn2 − T
n
(tn1 )
− < ε] = 1− on(1), where the notation Tna− stands for limb↑a Tnb .
The assertions (i-iii) still hold with L and L̂n replaced by R and R̂n, respectively.
The following notion will be convenient when dealing with LQG looptrees. Given an LQG
looptree L, we call the total µh-area of the
√
8/3-LQG disks associated with the bubbles of L
the significance of L and we denote it by sig(L). Given ε > 0, we say that L is ε-significant if
sig(L) ≥ ε.
Proof. We first prove (i). Recall the notation flL,flR, piL, piR of Section 6.5 (relative to the time u).
Let t+ ∼ pL(s, u). By Lemma 9.11 we may extend our coupling such that tn+ → t+ almost surely.
Let
s+ = inf{t ∈ [t+, 0] : L̂t′ > L̂t ∀t′ ∈ (t, 0]} and s− = inf{s < s+ : L̂s′ > L̂s+ ∀s′ ∈ (s, s+)}.
Then L̂|[s−,s+] is a 3/2-stable Le´vy excursion encoding a looptree L on flL such that p := piL(t+) ∈ L.
Let t− = inf{t < t+ : L̂t′ > L̂t+ ∀t′ ∈ (t, t+)} which implies piL(t−) = p almost surely. Let L′
be the looptree on flL encoded by L̂|[t−,t+], and let L± be the looptrees on flR containing piR(t±).
We will now argue that z := η̂(t+) is an ε-pivotal point if the following four events occur: (1)
sig(L′) ≥ ε; (2) sig(L)− sig(L′) ≥ ε; (3) sig(L+) ≥ ε; (4) sig(L−) ≥ ε.
By Lemma 6.7, all pivotal points for an instance of CLE6 are of exactly one type 1-4, with
types defined as in Section 5.5. If z is of type 1 then there is a CLE6 loop γ such that φL(L) ⊂ γ.
In this case, (1) and (2) imply that z is an ε-pivotal. If z is of type 2 then there is a CLE6 loop
γ such that φL(L
′), φR(L±) ⊂ γ, and we have that z is an ε-pivotal if (1) and at least one of (3)
and (4) hold. If z is of type 3 or type 4 then there are distinct CLE6 loops γ+ and γ− such that
φR(L
±) ⊂ γ±, and γ+ and γ− are nested if and only if z is of type 4. If z is of type 3 we have that
z is an ε-pivotal if both (3) and (4) hold, while if z is of type 4 it is sufficient if either (1) or (2)
hold in addition to (3). In either case we see that (1)-(4) implies that z is an ε-pivotal.
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0η̂e
η̂e
tn+
tn−sn−
sn+
s
η̂v
η̂v
η̂v
η̂v
L`(w
−)
Figure 50: Left: The discrete forested line (w−) (relative to time u) for (Mn, σn), and the vertices
corresponding to the times s, tn+, t
n−, sn+, sn−. An arrow labeled η̂v indicates the vertex η̂v(n3/4t)
associated to a time t. An arrow labeled η̂e indicates the white endpoint of the edge η̂e(n
3/4t)
associated to a time t. Right: Illustration of the proof of Lemma 9.16(i). A uniformly sampled
pivotal point from the measure pnL(s, u) (in red on the figure) is εn-significant with probability
1− oε(1) uniformly in n. The red arrows indicate pairs of vertices which are identified.
The events (1) and (2) occur with probability 1−oε(1) since sig(L) > sig(L′) > 0 almost surely.
The events (3) and (4) occur with probability 1− oε(1) since L̂, hence t− and t+, are independent
of R̂.
Define the discrete times tn−, sn−, sn+ in the same way as t−, s−, s+ with L̂n, R̂n in place of L̂, R̂.
The meaning of these discrete times is represented in Figure 50 (left). By convergence of (L̂n, R̂n)
to (L̂, R̂), the discrete analog of the events (1-4) also hold with probability 1 − oε(1) for L̂n, R̂n,
where the oε(1) in uniform in n. Note that when defining L
± there may be multiple vertices on the
forested line encoded by R̂n which are connected to the sampled pivotal point η̂v(n
3/4tn+), but, by
convergence of (L̂n, R̂n) to (L̂, R̂), with probability 1− on(1) these can be divided into two disjoint
sets, such that all vertices in the same set are on the same looptree of the forested line encoded
by R̂n. See the right part of Figure 50 for an illustration. By the first assertion of Lemma 5.14,
the vertex v = η̂v(n
3/4tn+) is a pivotal point with probability 1− on(1). By considering separately
the different types of pivotal points 1-4, we see that discrete analogs of (1-4) imply that v is an
εn-pivotal. This implies that the vertex v is an εn-pivotal with probability 1− oε(1). For example,
in the case of a pivotal point of type 1, and with notation as in the continuum case, the percolation
cycle immediately surrounding L will be contained in Lv∩Γ (Definition 5.13), while we will have two
macroscopic percolation cycles in Lv ∩ Γv, one of which immediately surrounds L′. This concludes
the proof of (i).
Next, we prove (ii). By Lemma 9.14, pn(s, un) converges in probability to p(s, u), which assigns
mass 0 to 0. Therefore the mass assigned to [−δ, 0] by pn(s, un) is oδ(1) with probability 1− oδ(1),
where the oδ(1) is uniform in n. Recall that νn(s, un) is the pushforward of pn(s, un) under φ ◦ η̂v.
Uniformly over all A ⊂ C, for all sufficiently large n and for v > 0, the difference between the
νn(s, un)-mass and the νn(s, un−v)-mass of A is bounded above by ov(1) with probability 1−on(1).
Suppose a pivotal point is sampled from νn(s, q) for a fixed q ∈ R. Then the argument in our proof
of Assertion (i) shows that this pivotal point is an εn-pivotal with probability 1 − oε(1). By
approximating un by q ∈ Q the same holds for νn(s, un).
Lastly, Assertion (iii) is immediate by the convergence of L̂n, Tn, and pnL(s, u) established
in Lemmas 9.3 and 9.14, since this gives that tn2 − tn1 converge to zero in probability, and that
Tntn1+δ
− Tntn1−δ = oδ(1) with probability at least 1 − δ for all δ ∈ (0, 1) and n ∈ N sufficiently
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large.
Recall that for s < 0 and u ∈ R we defined the sets AL(s, u),AR(s, u),A(s, u) ⊂ (−∞, 0] in
Section 9.1.3. For t ≤ 0 recall the time st defined by (8). If st 6= t, then X = L̂|[st,t] is a Le´vy
excursion which encodes a looptree L = LX . Let A
L
ε (s, u) be the union of AL(s, u) and the set
of t ≤ 0 such that st 6= t and the associated looptree L is ε-significant. Define ARε (s, u) similarly,
and set Aε(s, u) = A
L
ε (s, u) ∪ARε (s, u). By the looptree perspective on CLE6 loops described in
Section 6.6 and Lemma 6.9, we have the following lemma.
Lemma 9.17. Fix ε > 0. Then the following holds for all CLE6 loops γ almost surely. Let u be
the envelope closing time of γ, and define s < 0 such that |s| is the quantum natural length of γ.
Then we can almost surely find rationals q1, . . . , qk < 0 such that
Aε(s, u) ⊂
k⋃
i=1
A(qi, u) ∪A(s, u). (75)
For j ∈ N+, let Pnε,j ⊂ V (Mn) be the set of εn-pivotal points associated with the percolation
cycle γnj . Recall the sets Sγnj ,γ′ defined in Lemma 5.14, each with cardinality at most three.
Lemma 9.18. For j ∈ N+ let u (respectively, un) be the envelope closing time of γj (respectively,
γnj ), and let −s > 0 (respectively, −sn > 0) be the quantum natural length (respectively, renormal-
ized length) of γj (respectively, γ
n
j ). Let q1, · · · , qk ∈ Q be as in Lemma 9.17 for γ = γj. With
probability converging to 1 as n→∞,
Pnε,j \
⋃
γ′∈Γ\{γnj } : sig(γ′)≥
Sγnj ,γ′ ⊂
{
η̂v(n
3/4t) : t ∈
(
k⋃
i=1
An(qi, un)
)
∪An(sn, un)
}
.
Furthermore, for each v ∈ Pnε,j \
⋃
γ′ Sγnj ,γ′ and q ∈ {q1, . . . , qk, sn} there is at most one t ∈ An(q, un)
such that v = η̂v(n
3/4t).
Proof. For α > 0 we say that a looptree identified with a subset of vertices and edges of a map M
is an α-looptree if the cycle immediately surrounding the looptree has area at least α (Definition
5.13). Let An,Lε (s, un) be defined in the exact same way as A
L
ε (s, u), that is, t ∈ An,Lε (s, un) if and
only if t is a strict running infimum for Ln|[s,0], or if for t− = sup{s < t : Lns = Lnt } the looptree
with counterclockwise code Ln|[t−,t] is an εn-looptree. Define An,Rε (s, un) similarly with R instead
of L, and set Anε (s, un) = A
n,L
ε (s, un)∪An,Rε (s, un). To conclude the proof it is sufficient to show the
following: (i) Anε (sn, un) ⊂
(⋃k
i=1A
n(qi, un)
)
∪ An(sn, un), and (ii) Anε,j \
⋃
γ′ Sγ,γ′ ⊂ {η̂v(n3/4t) :
t ∈ An,Lε (sn, un)}.
Assertion (i) follows from Lemma 9.17 and Assumption 9.9. In fact, if for arbitrarily large n
we can find tn ∈ An,Lε (sn, un) \ An(sn, un) such that tn 6∈
⋃k
i=1A
n(qi, un) with uniformly positive
probability, then as n → ∞, a compactness argument implies that with positive probability there
exists t ∈ ALε (s, u) \A(s, u) such that t 6∈
⋃k
i=1A(qi, u), which contradicts Lemma 9.17.
Assertion (ii) follows from the last assertion of Lemma 5.14.
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9.1.6 Proof of Theorem 7.2
We are now well equipped to prove Theorem 7.2.
Recall that in (33), for a given metric space (B, dB), we defined a metric dp for comparing
parametrized curves on B. Also recall that dS2 denotes the spherical metric on C.
Fact 9.1. For n ∈ N+, let In ⊂ R be intervals and let fn : In → R be such that fn converges in the
dp-metric if we equip R with the Euclidean metric. Let Jn ⊂ R be intervals such that f(In) ⊂ Jn
for all n ∈ R. Given a metric space (B, dB), let gn : Jn → B be such that gn converges in the
dp-metric. Then gn ◦ fn also converges in the dp-metric.
Recall that in (36) when defining the embedding φn|E(Mn) of the edges of Mn we identified
an edge e = {u1, u2} with the mid-point between φn(u1) and φn(u2). However, in our proof it is
more convenient to consider an embedding where e is mapped to η((3n)−1η−1e (e)) ∈ C. We will
use Lemma 9.20 to argue that the two embeddings are asymptotically equivalent, in the sense that
uniformly over all choices of e, the distance between the two embeddings of e is on(1). The proof
of Lemma 9.20 uses Lemma 9.19, which we state and prove first.
Recall the future/past decomposition described in Section 2.4. For i ∈ N+ let ξL+(i) (respec-
tively, ξR+(i)) denote the ith vertex along the left (respectively, right) boundary of the future near-
triangulation, such that the end-points of the root-edge are ξL+(1) and ξ
R
+(1). Similarly, let ξ
L−(i)
(respectively, ξR−(i)) denote the ith vertex along the left (respectively, right) boundary of the past
near-triangulation, such that the end-points of the top-edge are ξL−(1) and ξR−(1). For a bounded
interval J ⊂ R let V L+ (J) ⊂ V (Mn) (respectively, V R+ (J) ⊂ V (Mn)) be the set of vertices v on the
left (respectively, right) boundary of the future near-triangulation such that (3n)−1η−1vf (v) ∈ J . Let
V L− (J) ⊂ V (Mn) (respectively, V R− (J) ⊂ V (Mn)) be the set of vertices v on the left (respectively,
right) boundary of the past near-triangulation such that for some edge e with end-point v in the
interior of the past near-triangulation, we have (3n)−1η−1e (e) ∈ J .
Lemma 9.19. For any bounded interval J ⊂ (−∞, 0] or J ⊂ [0,−∞) the following convergence
results hold in probability for the Hausdorff distance
{0.5
√
β/n · (ξL−)−1(v) : v ∈ V L− (J)} → {Lt : t ∈ J,Lt = inf
t′∈[t∧0,t∨0]
Lt′} for J ⊂ (−∞, 0],
{0.5
√
β/n · (ξL+)−1(v) : v ∈ V L+ (J)} → {Lt : t ∈ J,Lt = inf
t′∈[t,0]
Lt′} for J ⊂ [0,∞).
By symmetry, the same result holds with L and L replaced by R and R, respectively.
Proof. By uniform convergence of Zn to Z on compact sets it is sufficient to establish the following
for J ⊂ [0,∞)
{0.5
√
β/n · (ξL+)−1(v) : v ∈ V L+ (J)} = {Lnt : t ∈ J, Lnt < inf
t′∈[0,t)
Lnt′} (76)
and the following for J ⊂ (−∞, 0], where (Li)i∈Z<0 is the unscaled lattice walk
With v ∈ V L− (J) and e = ηe(i) as in the definition of V L− (J) we have
i = 3tn, Li ∈ {(ξL−)−1(v) + 1, (ξL−)−1(v) + 2}, and min
i′∈{i,...,−1}
Li′ ≥ Li − 1. (77)
These identities follow from the interpretation of Zn as a boundary length process and the bijection
between vertices/faces (respectively, edges) and steps of the walk (see Remark 2.3 and Definitions
2.4 and 2.9). In particular, for any vertex v on (say) the left boundary of the future site-percolated
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triangulation, if v = ηvf(i) then in step i of the bijection we apply the mapping φc (see Section 2.3
for the definition) for the case where there is no active left edge, and the edge between (ξL−)−1(v)
and (ξL−)−1(v) + 1 is the top edge immediately before this step. This gives (76). For any vertex v
on the left boundary of the past site-percolated triangulation, if e is an interior edge of the past
site-percolated triangulation with end-point and ηe(i) = e, then we have Li = −(ξL−)−1(v) + 1
(respectively, Li = −(ξL−)−1(v) + 2) if wi ∈ {b, c} (respectively, wi = a). This gives (77).
Lemma 9.20. Given e ∈ E(Mn) with endpoints u1, u2 ∈ V (Mn), define
t0e :=
1
3n
η−1e (e), t
1
e :=
1
3n
η−1vf (u1), t
2
e :=
1
3n
η−1vf (u2).
This is well-defined if we require that t1e < t
2
e. Then it holds almost surely that
sup
e∈E(Mn)
dS2(η(t
0
e),η(t
1
e)) + dS2(η(t
0
e),η(t
2
e))→ 0 as n→∞.
Proof. Let  > 0. It is sufficient to show that with probability at least 1−  for sufficiently large n,
sup
e∈E(Mn)
dS2(η(t
0
e),η(t
1
e)) < , (78)
since the case of t2e (instead of t
1
e) can be treated in the exact same way. For all ε˜ > 0 there exists
K > 0 such that for all t /∈ [−K,K], η(t) is in the ε˜-ball around ∞ for the metric dS2 . Therefore it
is sufficient to prove that the following holds with probability at least 1 −  for an arbitrary fixed
K and sufficiently large n,
sup
e∈E(Mn),{t10,t1e}∩[−K,K] 6=∅
dS2(η(t
0
e),η(t
1
e)) < . (79)
We start by proving the weaker statement that the following holds with probability at least 1 − 
for all sufficiently large n
sup
e∈E(Mn),{t10,t1e}⊂[−K,K]
dS2(η(t
0
e),η(t
1
e)) < . (80)
Notice that we always have t0e ≤ t1e (with equality if and only if w3t1e = c). Since η|[−K,K] admits a
modulus of continuity we may assume that for some a > 0 depending only on ε we have t1e− t0e > a.
Therefore, by invariance under recentering at any fixed time q ∈ R, when proving (80) we may
assume that t0e < 0 < t
1
e. In other words, it is sufficient to show that the following holds with
probability at least 1−  for all sufficiently large n
sup
e∈E(Mn), t0e∈[−K,0), t1e∈(0,K]
dS2(η(t
0
e),η(t
1
e)) < . (81)
For δ > 0 let E1 = E1(K, ε, δ) be the event that for all t ∈ [−K − δ,K] the set η([t, t+ δ]) ⊂ C
has diameter smaller than /2 for the spherical metric. Then limδ→0 P[E1] = 1. Fix δ > 0 such
that P[E1] > 1− /2.
Let I1, . . . , IS for S ∈ N be an enumeration of the intervals of the form [(k − 1)δ, kδ] for k ∈ Z
which intersect [−K,K]. Assume the intervals are ordered such that the right end-point of Ij is
equal to the left end-point of Ij+1. We say that two intervals Ij ⊂ (−∞, 0] and Ij′ ⊂ [0,∞) are
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adjacent if η(I) and η(I ′) share a non-trivial boundary arc (i.e., a connected set with more than
one point). Define
UXj = {Xt : t ∈ J,Xt = inf
t′∈[t∧0,t∨0]
Xt′}, for (X,X) = (L,L), (R,R).
By the mating-of-trees construction in Section 6.3 (see also [GHS16a, equation (1.3)]), if Ij ⊂
(−∞, 0] and Ij′ ⊂ [0,∞) are not adjacent then ULj and ULj′ (respectively, URj and URj′ ) have positive
distance almost surely in the sense that
inf{|x− x′| : x ∈ UXj , x′ ∈ UXj′ } > 0, for (X,X) = (L,L), (R,R).
For (X,X) = (L,L), (R,R) define
UX,nj = {0.5
√
β/n · (ξX−)−1(v) : v ∈ V X− (Ij)} for Ij ⊂ (−∞, 0],
UX,nj′ = {0.5
√
β/n · (ξX+)−1(v) : v ∈ V X+ (Ij′)} for Ij′ ⊂ [0,∞).
For δ˜ > 0 let E2 = E2(K, , δ, δ˜, n) be the event that for all Ij ⊂ (−∞, 0] and Ij′ ⊂ [0,∞) which
are not adjacent, UX,nj and U
X,n
j′ have distance greater than δ˜ for X = L,R, that is,
inf{|x− x′| : x ∈ UX,nj , x′ ∈ UX,nj′ } > δ˜. (82)
Then lim
δ˜→0 limn→∞ P[E2] = 1. Fix δ˜ > 0 and n0 ∈ N such that P[E2] > 1− /2 for all n ≥ n0.
Assume E1 and E2 both occur. Let e ∈ E(Mn) and u1 ∈ V (Mn) be as in the statement of
the lemma such that t0e ∈ [−K, 0) and t1e ∈ (0,K]. Let j, j′ be such that t0e ∈ Ij and t1e ∈ Ij′ .
Then u1 is on the boundary of the future wedge, while e is an interior edge of the past wedge.
Without loss of generality assume that u1 is on the left boundary of the future wedge. Since
the past and the future near-triangulations are “glued together” according to boundary length,
0.5
√
β/n · (ξL+)−1(u1) ∈ UL,nj ∩ UL,nj′ . In particular, the condition (82) is not satisfied, so by
occurrence of E2 the intervals Ij and Ij′ are adjacent. By occurrence of E1 this implies that
dS2(η(t
0
e),η(t
1
e)) < 2 · /2. Since e and u1 were arbitrary this implies that (81) is satisfied, so
P
[
sup
e∈E(Mn),t0e∈[−K,0),t1e∈(0,K]
dS2(η(t
0
e),η(t
1
e)) ≥ 
]
≤ P[Ec1 ∪ Ec2] ≤ .
We have established (81), which implies (80).
In order to prove (79), first observe that for any ε > 0 and fixed K > 0 we can find K ′ > K
such that with probability at least 1− ε, the following event E occurs
E =
{(
inf
t∈[−K′,−K]
Lt
)
∨
(
inf
t∈[K,K′]
Lt
)
< inf
t∈[−K,K]
Lt
}
∩
{(
inf
t∈[−K′,−K]
Rt
)
∨
(
inf
t∈[K,K′]
Rt
)
< inf
t∈[−K,K]
Rt
}
.
For t0e and t
1
e as above assume that w3t0e ∈ {a, b} (as remarked above, if w3t0e = c then t0e = t1e,
so this case is immediate when proving (79)). By the interpretation of Zn as a boundary length
process and assuming without loss of generality that u1 is on the left frontier of the map at time
t1e, we have t
1
e = inf{t > t0e : Lnt < Lnt0e}. By this identity, on the event E and with probability
converging to 1 as n → ∞, if {t0e, t1e} ∩ [−K,K] 6= ∅ then {t0e, t1e} ⊂ [−K ′,K ′]. Therefore (79)
follows from (80).
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Proof of Theorem 7.2(i-iii) and (v). We verify the four assertions separately.
(i) Since the measures µn are tight for the Prokhorov topology, and the set of space-filling SLE6
segments η([q1, q2]), q1, q2 ∈ Q, is a Π-system that generates the Borel σ-algebra (since any open
subset of C can be written as a countable union of SLE6 segments), it is sufficient to show that for
any fixed q1, q2 ∈ Q, we have µn(D)→ µ(D) almost surely for D := η([q1, q2]). Defining
Xn := #
{
v ∈ V (Mn) : 1
3n
η−1vf (v) ∈ [q1, q2]
}
, Yn := #
{
e ∈ E(Mn) : 1
3n
η−1e (e) ∈ [q1, q2]
}
,
in order to conclude it is sufficient to show that almost surely,
lim
n→∞
Xn
Yn
→ 1
3
, and lim
n→∞
Yn
3n
→ q2 − q1. (83)
The second part of (83) is immediate by the definition of φn. For the first part, note that Xn
(respectively, Yn) represents the number of c-steps (respectively, steps) in a word of length Θ(n).
By concentration for the sum of Bernoulli(1/3) random variables, for any fixed ε > 0,
P[|Xn/Yn − 1/3| ≥ ε] decays exponentially in n, with a rate depending on ε. (84)
(ii) Recall that we defined ηn(t) = φn(ηe(3tn)) for tn ∈ Z, where φn(e) for e = {u, v} ∈ E(Mn)
is the midpoint between φn(u) = η((3n)
−1η−1vf (u)) and φn(v) = η((3n)
−1η−1vf (v)). If we instead
had defined ηn(t) = η((3n)
−1ηe(tn)) then the result would have been immediate by continuity of
η. We deduce the result for our choice of φn by using Lemma 9.20.
(iii) Recall that in Section 6.6 we showed that it is possible to define the local time `u, and its
inverse T u (defined as in (7)) relative to a time u defined as the envelope closing time of a CLE6
loop. For j ∈ N+, T uj is defined relative to the envelope closing time uj of γj . Recall the definition
of Tn,j given in (43). By Assumption 9.9 and Lemma 9.14, we get that Tn,j → T uj for the metric
dp given by (33). By an application of Fact 9.1, we get that γ
n
1 , γ
n
2 , . . . converge to γ1,γ2, . . . as
parametrized curves. By Lemmas 9.10 and 9.15, arean(γj)→ area(γj).
It remains to prove that 1γni ⊂reg(γnj ) converges to 1γi⊂reg(γj). Without loss of generality, assume
that γj is oriented counterclockwise and let s denote the quantum natural length of γj . Consider
the forested line relative to the envelope closing time u of γj and let L be the looptree on this
forested line for which γj is the outside cycle. We have γi ⊂ reg(γj) if and only if γi is contained
inside one of the bubbles of L; equivalently, if and only if env(γi) ⊂ J for J a complementary
component of range(T u|[−s,0]) (so η(J) is a bubble of L). With probability 1−on(1) the description
of the discrete event γni ⊂ reg(γnj ) in terms of envn(γni ) and T u,n is the same, which implies that
1γni ⊂reg(γnj ) → 1γi⊂reg(γj).
(v) The existence of tuples (en1 , . . . , e
n
k) and P = (z1, . . . , zk) with the correct marginal laws
such that Pn = (φn(e
n
1 ), . . . , φn(e
n
k)) converges to P is immediate by (i) and (iii). Fix j ∈ [k], and
let un,j = (3n)
−1η−1vf (e
n
j ). Then un,j converge almost surely to uj := sup{t ∈ R : η(t) = zj}. Let
Tn and T be as in (55) and Section 6.4, respectively, where we have recentered at the time un,j and
uj , and we do not indicate the j dependence to simplify notation. Then we have convergence of T
n
to T in probability by Lemma 9.3. Combining this result with Fact 9.1, (40), and the convergence
of ηn, gives convergence of the branch from ∞ to each point of Pn ∪ {0}.
To conclude we need to argue that the path of τ∗n between any pair of points φn(eni ), φn(e
n
j ) ∈ Pn
converges. This does not follow from the preceding paragraph, since we do not know that the point
where the two branches from infinity merge, also converges. For z ∈ C, let tz = sup{t ∈ R : η(t) =
z}, and assume tzi < tzj . In the continuum there are disjoint time sets U,Ui, Uj ⊂ R such that
U ∪ Ui = AnFr(tzi) and U ∪ Uj = AnFr(tzj ), and such that sup(U) ≤ inf(Ui) < sup(Ui) ≤ inf(Uj).
130
By Theorems 3.9 and 4.15 (see also (1)) there are time sets Un, Uni , U
n
j ⊂ R with the same properties
in the discrete setting. In particular, t ∈ Un ∪ Uni (respectively, t ∈ Un ∪ Unj ) if and only if the
dual of ηe(3nt) is on the branch of τ
∗
n from ∞ to φn(eni ) (respectively, φn(enj )). By convergence
of the process Tn defined relative to un,i and un,j , respectively, counting measure on U
n, Uni , and
Unj , converges to the local time of U,Ui, and Uj , respectively. Using this we get convergence of the
branch in τ∗n connecting φn(eni ) and φn(e
n
j ), since this branch is the concatenation of the branch
from φn(e
n
i ) to ηn(sup(U
n)) of length n−3/4|Uni |, and the branch from ηn(sup(Un)) to φn(enj ) of
length n−3/4|Unj |.
Theorem 7.2(iv), which has not yet been proved, is immediate by the following lemma. Recall
the notation Γz introduced in Section 6.7 for a pivotal point z. We adopt the analogous notation
Γnzn , where zn ∈ C is the image by φn of a pivotal point of (Mn, σn). Convergence of Γnzn = (γ̂nj )j to
Γz = (γ̂j)j means uniform convergence of each percolation cycle γ̂
n
j to γ̂j , where percolation cycles
are viewed as parametrized curves in C and the percolation cycles of Γnzn and Γz are ordered by
their value.
Lemma 9.21. Assertion (iv) of Theorem 7.2 holds, that is, for any fixed  > 0 and i, j ∈ N+,
the pivotal measures ν,1j,n, ν
,2
j,n, and νi,j,n converge in the weak topology to ν
,1
j , ν
,2
j , and νi,j,
respectively, and, furthermore, νn converges in the weak topology to ν
.
For j ∈ N+ and ε > 0, let zn ∈ C (respectively, z ∈ C) have the law of a uniformly sampled
εn-pivotal point associated with γnj (respectively, γj). There exists a coupling of zn and z such that
zn → z almost surely. In such a coupling let Γnzn (respectively, Γz) be the collection of percolation
cycles after flipping the color of zn (respectively, z). Then Γ
n
zn converges in probability to Γz.
Proof. Throughout the proof we identify points φn(v) ∈ C with the associated vertex v of Mn. Let
u (respectively, un) denote the envelope closing time of γj (respectively, γ
n
j ), and let q ∈ (−∞, 0)∩Q
be such that |q| is at most the quantum natural length of γj . Let ν(q, u) be the pushforward of
the measure p(q, u) defined in (63), and recall that νn(s, un) is the pushforward of pn(s, un) under
φn ◦ η̂v(n3/4 ·). By Lemmas 9.14 and 9.15, we can find a coupling where yn ∈ C (respectively,
y ∈ C) is sampled from νn(q, un) (respectively, ν(q, u)) renormalized to be a probability measure,
such that yn converges to y almost surely. By Lemma 9.16(i), the pivotal point yn is an εn-pivotal
point with probability 1−oε(1). Let L = L(γnj ) be the looptree associated with γnj (Definition 5.10).
Upon taking a subsequence we may assume that all the pivotal points yn are of the same type,
and that the cluster for which γnj is the outside-cycle is always of the same color. In the remainder
of this paragraph (except at the very end) all convergence statements concern convergence along
this subsequence. Assume the cluster for which γnj is the outside-cycle is white, and that yn is
a vertex on this looptree (equivalently, yn is of type 1); the other cases will be discussed in the
next paragraph. Under these assumptions, there is a finite collection of white looptrees L′1,L′2, . . .
such that if i1 6= i2 then the only vertex on both L′i1 and L′i2 is yn, the union of the vertices of
L′1,L′2, . . . is the set of vertices of L, and for each L′i there is a unique bubble Bi which has yn on
its boundary. By [CN06, Theorem 2] (which we recalled in Lemma 6.7), the limiting CLE6 has
no triple points, so except for at most two values of i the outside-cycle of L′i has diameter on(1)
when embedded into C. Since the
√
8/3-LQG area measure µ has no atoms, if the outside-cycle
of a looptree has diameter on(1) when embedded into C then the looptree encloses less than εn
vertices for all sufficiently large n. Therefore, with probability 1−on(1)−oε(1) (with oε(1) uniform
in n) exactly two of the looptrees L′1,L′2, . . . (say, L′1 and L′2) enclose at least εn vertices and
have diameter at least  when embedded into C, while each of the other looptrees enclose on(n)
vertices and have diameter on(1). The bubbles B1 and B2 enclose area on(1) by Lemma 9.16(iii).
It follows that with probability 1− on(1)− oε(1), Lyn ∩Γnyn contains exactly two percolation cycles
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γ′n and γ′′n enclosing at least εn vertices (since they enclose at least L′i \Bi). Since η is a continuous
curve when parametrized by LQG area measure, and since the edges in B1 (resp. B2) are visited
consecutively in the space-filling exploration of Mn, we see see that the diameter of B1 and B2 is
on(1) when embedded into C. Combining the above, the two percolation cycles γ′n and γ′′n converge
to non-trivial percolation cycles γ ′ and γ ′′ in the scaling limit, such that γ is the concatenation
of γ ′ and γ ′′ and y is the common point of γ ′ and γ ′′. In particular, Γnyn converges to Γy in the
scaling limit, at least along the considered subsequence. Since Γy is a deterministic function of Γ
and y this implies that we do not only have subsequential convergence of Γnyn converges to Γy, but
convergence along n ∈ N. Furthermore, y has the same type 1-4 as yn with probability 1− on(1).
Now we will discuss the case of pivotal points of types 2-4. Again we may assume without loss
of generality that yn is white, but now yn is not a vertex on the cluster for which γ
n
j is the outside
cycle, so this cluster is black. Again, locally near yn we will see a picture similar to that illustrated
in Figure 50 (except for the case of pivotal points of type 2, where there will be one instead of
two black looptrees on the black forested line which contain a vertex adjacent to yn). Let L be
the white looptree on the white forested line relative to time un which contains yn, and (as before)
let L′1,L′2, . . . be the white looptrees such that if i1 6= i2 then the only vertex which is on both
Li1 and Li2 is yn, and for each L
′
i there is a unique bubble Bi which has yn on its boundary. As
before, [CN06, Theorem 2] implies that all except two of these looptrees have diameter on(1), since
there will be one or two percolation cycle(s) which trace the interface between the white and black
looptrees nearby yn on the forested line; if yn is of type 2 we use that no CLE6 loops have triple
points, and if yn is of type 3 or 4 we use that there is no point which is both a double point of a
CLE6 loop and a point where two CLE6 loops meet. We can now complete the argument similarly
as in the paragraph above.
By Theorem 7.2(i) and since the µ-mass of the δ-neighborhood of any CLE6 loop converges to
0 as δ → 0, we see that the if yn is εn-pivotal for arbitrarily large n then y is almost surely an
ε-pivotal, and vice versa. We have proved that if En(yn) (respectively, E(y)) denotes the event
that yn (respectively, y) is an ε-pivotal of type 1 associated with γ
n
j (respectively, γj), then the
pair (yn,1En(yn)) converge jointly to the pair (y,1E(y)) in the scaling limit. This implies further
that if ν̂ε,1j,n(q, un) (respectively, ν̂
ε,1
j (q, u)) denotes ν(q, u) (respectively, ν(q, u)) restricted to the
set of ε-pivotal points of type 1, then ν̂ε,1j,n(q, un) converges to ν̂
ε,1
j (q, u) in the scaling limit. By
Lemma 9.17 we know that the ε-pivotal points associated with γj can be covered by finitely many
sets A(q0, u), . . . ,A(qk, u) (with q0 denoting the quantum natural length of γj and the other q
′
is as
above). By Lemma 9.18 the same result holds in the discrete for the same choice of times qi (if we
ignore the sets Sγnj ,γ′ , which have negligible mass in the scaling limit). Defining
ν̂ε,1j =
∑
ν̂ε,1j (qi, u), (85)
the measure νε,1j can be obtained from ν̂
ε,1
j by reweighing by a Radon-Nikodym derivative η̂
η(u) ◦f
for f : [−q0, 0] → [0,∞). The function f has a particularly simple form, since it can be chosen to
be piecewise constant with values strictly between 1/(k + 1) and 1. More precisely, for each i and
i′ such that qi < qi′ the interval [−qi, 0] can be written as a union of three closed intervals with
disjoint interior Ji, Ji′ , Ji,i′ (ordered by increasing left endpoint), such that ν̂
ε,1
j (qi, u) is supported
on the image of Ji ∪ Ji,i′ under η̂η(u), and f(t) is equal to the inverse of the number of i such that
t ∈ Ji ∪ Ji,i′ . This description follows by using that the pullback of ν̂ε,1j by η̂η(u) is supported on
either the set of local running infima for L̂ or the set of local running infima for R̂. We can describe
νε,1j,n in the exact same way in the discrete setting by reweighing a measure ν̂
ε,1
j,n of the form (85) by
a Radon-Nikodym derivative φn ◦ fn. By using that fn → f and ν̂ε,1j,n(qi, un) → ν̂ε,1j (qi, u) we get
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that νε,1j,n → νε,1j .
It remains to argue that νn converges in the weak topology to ν
. Let νεi,j,n (respectively, ν
ε
i,j)
denote νi,j,n (respectively, νi,j) restricted to the set of εn-pivotals (respectively ε-pivotals). By
Theorem 7.2(i,iii), since νi,j,n converges weakly to νi,j , and since the µ-mass of the δ-neighborhood
of any CLE6 loop converges to 0 as δ → 0, we see that νεi,j,n converges weakly to νεi,j . We con-
clude by using that νn (respectively, ν
) is the sum of the measures νε,1j,n, ν
ε,2
j,n, ν
ε
i,j,n (respectively,
νε,1j ,ν
ε,2
j ,ν
ε
i,j) summed over all i, j ∈ N+.
9.2 Finite volume case
The proof of Theorem 7.6 is very similar to the proof of Theorem 7.2 modulo two new inputs:
Proposition 9.23 and Lemma 9.25. Therefore, in this section we will only elaborate on the dif-
ferences. We also omit the proof of Theorem 7.10 as it can be proved in the exact same way as
Theorem 7.6.
Recall the setting of Section 7.2 for Theorem 7.6, where we study (Mn, σn), Z
n, and (hD,ηD,Z
D).
Let Z = (L,R) be the unscaled lattice walk related to Zn by (48). Then Z is associated with a
word w ∈ ←−K . Here we still adopt the convention of hiding the dependence on n for unscaled
discrete quantities. Let vn be a uniformly sampled inner vertex of Mn and let un be such that
ηvf(3nun) = vn. Let u be the almost surely unique time such that ηD(u) = 0. The following
lemma ensures the existence of the coupling in Theorem 7.6.
Lemma 9.22. The pair (Zn, un) converges to (Z
D,u) in law.
Proof. We first claim that the analog of (83) holds in the finite volume setting. The second part of
(83) is verified exactly as before. To show the the first part, let En = {Z3n+2hn = (0,−hn), Zk ∈
[0,∞)2 ∀k ∈ {0, . . . , 3n + 2hn}}. Under the law of the infinite volume setting, where Z has
independent and identically distributed increments, P[En] decays polynomially in n. Therefore
(84) still holds in the finite volume setting since the two settings differ by a conditioning on En,
while the probability in (84) is exponentially small.
Recall that u is uniform in (0,m) and independent of ZD. Let ûn be sampled independently
from (Mn, σn) such that 3nûn is uniform in {1, . . . , 3n + 2hn}. Let ên = ηe(3nûn). Note that ên
is an edge sampled uniformly at random from Mn (except that the top-edge cannot be sampled).
Conditioning on Mn, σn, ên, uniformly pick one of the two endpoints of ên and denote it by v̂n.
Then v̂n is sampled from the uniform measure on the vertex set of Mn weighed by the degree (where
we do not count the top-edge when considering the degree of its two end-points).
By the finite volume analog of (83), the Prokhorov distance between (Zn, un) and (Z
n, ûn) is
1− on(1). Since (Zn, ûn) converge to (ZD,u) in law, we are done.
As in the UIPT case, the area convergence part of Assertion (i) and Assertion (ii) in Theorem 7.6
are almost immediate by the definition of φn. To prove the former statement, we proceed as in the
infinite volume case, and note that the analog of (83) holds as explained in the proof of Lemma 9.22.
To prove Assertion (ii), first observe that Lemma 9.20 also holds in the finite volume setting. Indeed,
the proof works in the same way once we use Theorem 6.13 instead of Theorem 6.1. Lemma 9.20
implies convergence of the space-filling percolation exploration as in the infinite volume case.
To prove the rest of Theorem 7.6, we will use the following result, which first appeared in
[LSW17]. The proposition allows to transfer properties of infinite volume maps to finite volume
maps. In [LSW17] the result was stated for general centered random walks whose increments have
some finite exponential moment, but for us it is sufficient to consider walks with increments (1, 0),
(0, 1), and (−1,−1). Recall that m > 0 denotes the√8/3-LQG area of the√8/3-LQG disk. Let Pn
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be the law of Zn|[0,m] with Zn0 = (1, 0) and independent and identically distributed steps, and let P
be the law of Z|[0,m] for Z a planar Brownian motion with correlation 1/2 started from Z0 = (1, 0).
For  ≥ 0 let En, be the event that the walk stays in (−,∞)2 for t ∈ (0, 1) and |Znm| ≤ , and
define Pn, to be Pn given En,. Define P similarly in the continuum, observing that P0 may be
defined as the limit of P as ε→ 0. Then Pn,0 converges weakly to P0.
Proposition 9.23 ([LSW17]). Fix ξ ∈ (0, 1/2), and let Fξ be the sub-σ-algebra of C([0, 1],R2)
generated by the evaluation functional at t for all t ∈ [ξ,m − ξ]. Suppose Y n and Y are Fξ-
measurable random variables. If the Pn-law of (Zn, Y n) converges weakly to the P-law of (Z,Y ),
then the Pn,0-law of (Zn, Y n) converges weakly to the P0-law of (Z,Y ).
Lemma 9.24. Assertions (iii) and (iv) in Theorem 7.6 hold.
Proof. (iii): We will argue convergence in probability of the processes T j,n. This is sufficient to
conclude, since convergence of T j,n implies convergence of γnj by the same argument as in the
infinite volume case by Fact 9.1. Fix m ∈ N+ and ε > 0. It is sufficient to prove the result only for
j = 1, . . . ,m and only on an event of probability 1− ε.
Let δ > 0 be such that with probability at least 1− ε/10 we have area(γm) > 2δ. If we sample
a point uniformly at random from the
√
8/3-LQG area measure there will be a CLE6 loop (in fact,
infinitely many loops) surrounding this point almost surely. Therefore we can find m′ ∈ N+ such
that except on an event of probability ε/10 the set of points which are not enclosed by γ1, . . . ,γm′
have
√
8/3-LQG area at most δ. Then let ξ > 0 be such that except on an event of probability
ε/10 the envelope intervals of the percolation cycles γ1, . . . ,γm′ are contained in [2ξ, 1− 2ξ].
For j = 1, . . . ,m′ we can find intervals Ij with rational endpoints such that env(Ij) is the
envelope interval of γj . Envelope intervals are encoded by the random walk and the Brownian
excursion in a local way, in the sense that for two fixed intervals I ⊂ J the event env(I) ⊂ J is
measurable with respect to Z|J , and the event envn(I) ⊂ J is measurable with respect to Zn|J
with probability 1− on(1). By using this, Lemma 9.8, and Proposition 9.23, the intervals envn(Ij)
converge to the intervals env(Ij) in probability. This result, Lemma 9.14, and Proposition 9.23 imply
we can find kn1 , . . . , k
n
m′ ∈ N+ such that T kj ,n converges to T j in probability for j = 1, . . . ,m′. To
conclude the proof it is sufficient to show that with probability to converging to 1 we have kj = j for
j = 1, . . . ,m. By convergence of µn to µ and convergence of arean(γkj ) to area(γj) for j = 1, . . . ,m
′,
with probability at least 1 − 3 · ε/10 for sufficiently large n, the number of vertices which are not
enclosed by any of the percolation cycles γkj is at most 1.1δn, and the percolation cycles γkj for
j = 1, . . . ,m all enclose at least 1.9δn vertices. Since the percolation cycles are ordered by enclosed
area, this implies that k1, . . . , km ∈ {1, . . . ,m′}. By Proposition 9.23, arean(γkj ) converges to
area(γj) for j = 1, . . . ,m
′. Therefore we have kj = j for j = 1, . . . ,m.
(iv): We proceed similarly as in (iii). First we use Proposition 9.23 to obtain the finite volume
version of Lemmas 9.14 and 9.18, which can be viewed as statements about random walk. This
further implies the convergence of the pivotal measures νε,1j,n, ν
ε,2
j,n, and νi,j,n.
By Corollary 2.12 and Remark 2.13, monocolored outer edges on the percolated disk (Mn, σn)
are in one-to-one correspondence to c-steps in w that only have an a-match. For k ∈ {1, . . . , hn}, let
λ(k) be the index of the c-step corresponding to the k-th monocolored outer edge when enumerating
the edges in clockwise order around ∂Mn. Then by Fact 8.3,
λ(k) = inf{m ≥ 0 : Rm < k}.
For s ∈ [0, 1], let
λn(s) = (3n)−1λ(bshnc) and λ(s) = inf{t ≥ 0 : RDt ≤ s}. (86)
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Since Zn converges to ZD, by Donsker’s invariance principle, if we uniformly sample U ∈ (0, 1),
then λn(U) converges to λ(U) in probability. This implies that the boundary measure νn on Mn
converges to νhD in probability.
In order to prove Assertions (v) and (vi) in Theorem 7.6, in addition to Proposition 9.23, we
need to deal with the branches of the DFS trees whose terminal points are at the boundary of Mn.
In particular, we need to rule out pathological behaviors at the endpoints. This is essentially done
in Lemma 9.13. Let us explain it in more detail.
Fix constants `, r > 0 such that ` + r = 1. Let e˜n be the d`hne-th outer edge when clockwise
tracing the outer edges from the root edge en. (The edge e˜n is the same as the edge a3 defined in
Section 7.2, but we use e˜n since our discussion is meant to be for a generic branch of τ
∗
n terminating
at the boundary.) Let u be such that 3nu is the index of the d`hne-th c-step in w which does not
have a b-match.
Let us consider the future/past decomposition of w relative to u. Write w = w−w+ where the
first step in w+ is w3nu. We denote by . . . , T (−2), T (−1), T (0) ∈ Z≤0 the times associated with
the spine steps of w− so that pi(w−) = . . . wT (−2)wT (−1)wT (0). For m ∈ Z≤0, let `m := −#{k ∈
Z≤0 | T (k) ≥ m}. Finally, let Ẑm = ZT (m) +ZT (0) where the shift by ZT (0) is to be consistent with
(48). We also define the rescaled versions of T, `, Ẑ as in (55) and denote them by Tn, `n, Ẑn.
In the continuum, let x˜ ∈ ∂D be such that the νhD-length of the clockwise arc from 1 to x˜
equals `. Let u˜ be the almost surely unique time such that ηD(u˜) = x˜. Let `, T , and Ẑ be the
local time, inverse local time, and Le´vy process, respectively, relative to u˜. (Again x˜ and u˜ are
just A3 and t3 but for the same reason as above we relabel them.) Now Assertions (v) and (vi) of
Theorem 7.6 are easy consequences of the following.
Lemma 9.25. (i) In the setting of Theorem 7.6 and the two paragraphs above, the triple (Ẑn, Tn, `n)
converges in probability to (Ẑ,T , `), where the first two coordinates are equipped with the Sko-
rokhod topology and the third coordinate is equipped with the uniform topology.
(ii) Given a constant `′ such that 0 < `′ < `, let s and t be defined as t2 and t′2, respectively,
in (28), with u˜ in place of t3. Let s (respectively, t) be the index of the last
16 (respectively,
first) c-step in w+ before (respectively, after) λ(d(1 − `′)hne) that has neither an a-match
nor a b-match within w+. Let sn = (3n)−1s and tn = (3n)−1t. Then limn→∞ sn = s and
limn→∞ tn = t in probability.
Proof. To prove Assertion (i), we first consider the setting of Corollary 7.8 and not the setting
of Theorem 7.6. In the corollary, Mn is a critical Boltzmann triangulation with boundary length
hn + 2, and the definitions of (Ẑ
n, Tn, `n) and (Ẑ,T , `) are changed accordingly. In this case, on
the one hand, away from the two endpoints of the interval of definition of (Ẑn, Tn, `n), Assertion (i)
follows from Lemma 9.3 and Proposition 9.23. More precisely, we use a variant of Proposition 9.23
for walks of random duration, but this variant is immediate from the fixed duration variant since
we can condition on the duration. On the other hand, Lemma 9.13 yields that the boundary
contribution is negligible. This proves Assertion (i) in the setting of Corollary 7.8.
Back to the original setting of Theorem 7.6, we observe that the law of random walk Ẑn in this
theorem restricted to its initial interval ending at u is absolutely continuous with respect to the law
in the random area setting considered in the above paragraph. This allows us to transfer Assertion
(i) from the Boltzmann case to the fixed size case.
Assertion (ii) in Lemma 9.25 is a direct consequence of the convergence of Zn to ZD.
Lemma 9.26. Assertions (v) and (vi) in Theorem 7.6 hold.
16We remark that the s here corresponds to the time t2 defined in Section 8.8.
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γ′nγn γ
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n
Figure 51: The figure shows the percolation interface between two (or more) clusters before (left)
and after (right) the color of a pivotal point has been flipped. It follows from Lemma 9.16(iii) that
the red “excursions” inside the two white bubbles on the right figure are microscopic, which we use
in the proof of Proposition 7.11.
Proof. (v): The convergence of the branches away from ∂D follows from Proposition 9.23 and
Assertion (iii) of Theorem 7.2. The fact that the boundary effect is negligible follows from Assertion
(i) of Lemma 9.25 and its proof.
(vi): Given the mating-of-trees description of the crossing events given in Section 6.9, and their
discrete counterparts given in Section 8.8, Assertion (vi) follows from Lemmas 9.22 and 9.25.
9.3 Proof of Proposition 7.11
In this section, we finish the proof of Proposition 7.11. We retain the notions defined in Section 7.3.
The technical bulk of this section is the convergence of pivotal measures after flipping the color of
a vertex. We start by proving an infinite volume version of Proposition 7.11. The loops in Γz are
ordered by the same rule as the loops in Γ, that is, by their value.
Lemma 9.27. Consider the setting of Lemma 9.21. For j ∈ N+ and ε > 0 let zn ∈ C (respectively,
z ∈ C) have the law of a uniformly sampled εn-pivotal (respectively, ε-pivotal) point associated with
γnj (respectively, γj), such that zn → z almost surely. Let Γnzn (respectively, Γz) be the collection of
percolation cycles after flipping the color of zn (respectively, z). Then Γ
n
zn converges in probability
to Γz. Furthermore, for any j ∈ N+, the counting measure on the εn-pivotal points associated with
the jth percolation cycle of Γnzn converge in probability to the ε-pivotal measure associated with the
jth loop of Γz.
Proof. It was proved in Lemma 9.21 that Γnzn converges in probability to Γz. Now we will prove
convergence of the pivotal measure of Γnzn . Fix ε
′ > 0. Let ∆n be the set of vertices which are εn-
significant for Γnzn but which are not ε
′n-significant for Γn. We claim that the desired convergence
follows from
n−1/4 ·#∆n = oε′(1), (87)
where oε′(1) may depend on ε and j but not on n. Before proving (87), we will show how we use
it to conclude the proof of the lemma.
Recall that the percolation cycles in Γnzn and Γz are ordered by their value. However, it is
sufficient to prove the lemma for an arbitrary other ordering, and in the proof we will reorder the
cycles in Γnzn and Γz so the ordering is closer to the ordering of the cycles in Γ
n and Γ. Fix k ∈ Z≥3.
Let Dn(ε, k) ⊂ C (respectively, Dnzn(ε, k)) be the set of εn-pivotal points associated with the first
k percolation cycles of Γn (respectively, Γnzn). Here the percolation cycles in Γ
n are ordered using
their value as defined by (42), while the percolation cycles in Γnzn are ordered as follows. We may
assume that the set Lzn contains exactly three percolation cycles of area at least εn, since this
holds with probability 1 − on(1) by [CN06, Theorem 2]; see the first paragraph in the proof of
Lemma 9.21 for an argument. If there is exactly one percolation cycle in Γnzn ∩Lzn of area at least
εn then we let this percolation cycle be the first percolation cycle of Γnzn , and we let the remaining
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Figure 52: Illustration of objects defined in the proof of Lemma 9.27. The pivotal points P(v) for
v ∈ A(zn) are of type (vi). The pivotal point marked in green is of type (v). Most new εn-pivotal
points which appear after flipping the color of zn are of one of these kinds.
percolation cycles have the same relative ordering as for Γn. If there are two percolation cycles in
Γnzn ∩Lzn of area at least εn then we let the percolation cycles in Γnzn ∩Lzn be the first and second,
respectively, percolation cycle of Γnzn , and we let the remaining percolation cycles have the same
relative ordering as for Γn. The percolation cycles of Γnzn ∩Lzn of area less than ε will be given the
largest possible rank such that all percolation cycles with smaller rank have a smaller value. The
percolation cycles of Γz are ranked in a similar way in the continuum.
Let k > 3. Let z′n ∈ C be sampled uniformly at random from Dnzn(ε, k − 2). Let z′ be a
point sampled from the measure on the ε-pivotal points associated with the first k− 2 CLE6 loops
of Γz. We want to prove that z
′
n converges in law to z
′. With the new ordering of Γnzn , for
any γ ∈ Γnzn ∩ Γn, the rank of γ in Γnzn and the rank of γ in Γn differ by at most 2. Therefore
Dnzn(ε, k − 2) \Dn(′, k) ⊂ ∆n. By (87), for ε′ ∈ (0, ε) and with probability 1− on(1),
z′n ∈ Dn(ε′, k) with probability 1− oε′(1), (88)
where oε′(1) may depend on ε and k but not on n. Let z
′′
n be sampled uniformly at random
from Dn(ε′, k) ∩ Dnzn(ε, k − 2), and let z′′ be sampled uniformly at random from the ε-pivotal
measure supported on the continuum counterpart of this set. Let z′′′n be sampled uniformly at
random from Dn(ε′, k), and let En be the event that z′′′n ∈ Dn(ε′, k) ∩ Dnzn(ε, k − 2). Define z′′′
and E similarly in the continuum. Then z′′′n and 1En converge jointly to z′′′ and 1E by Lemma
9.21. Since z′′n (respectively, z′′) has the law of z′′′n (respectively, z′′′) conditioned on the event En
(respectively, E), the convergence of z′′′n to z′′′ implies that z′′n converges in law to z′′. By (88)
and its continuum counterpart, the convergence of z′′n to z′′ implies that z′n converges in law to
z′. This shows that the probability measure associated to Dnzn(ε, k − 2) converges to its continuum
counterpart. Lastly, since the εn-pivotal counting measure associated with Γnzn is identical to the
εn-pivotal counting measure associated with Γn on the intersection of their supports, this shows that
the (non-normalized) measure associated to Dnzn(ε, k − 2) converges to its continuum counterpart.
This proves Lemma 9.27. It remains to prove (87). We advise to study Figure 52 and the left part
of Figure 51 while reading the proof. Without loss of generality, assume zn is white. The pivotal
point zn is associated with some percolation cycle γ (recall the definition of association from Section
5.5). Consider the pair of forested lines relative to the envelope closing time of γ. Let L0 on the
left forested line containing zn (Definition 5.10) as in the left part of Figure 52. We prove (87)
by considering separately different classes of vertices which are candidates for vertices contained
in ∆n. Before defining these classes we will describe the typical picture we see on the map locally
near zn, and we need to introduce some notation.
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We say that a vertex v is on a looptree L (respectively, a bubble B of a looptree) if it is contained
in the vertex set of L (respectively, B). We say that a vertex v is inside a bubble B of a looptree
if it is not on B but is separated from ∞ by B. We say that a vertex v on a looptree L is pivotal
for L if we can find two bubbles B1 and B2 of L such that v is on both B1 and B2.
We will now argue that the percolated map (Mn, σn) in a neighborhood around zn is rather
similar to the neighborhood around a pivotal point sampled from a measure pn(s, u) for u ∈ R and
s < 0 deterministic. More precisely, the following hold with probability 1− on(1). Let L̂n and R̂n
be the renormalized Le´vy walks relative to the envelope closing time of γ. Then L0 is a discrete
looptree on the discrete forested line encoded by L̂n. If we flip the color of zn then L0 is split into
exactly two looptrees which are macroscopic (i.e., looptrees which enclose at least ε′n vertices with
probability 1− oε′(1), uniformly in n), plus possibly some looptrees which enclose area on(1); this
follows by properties of the scaling limit L̂ of L̂n. Let A(zn) denote the set of black vertices that
are adjacent to zn and not inside any bubble of L0. By properties of the scaling limit R̂ of R̂
n, with
probability 1 − on(1) there are either one or two looptrees such that all vertices of A(zn) are on
one of these looptrees. We assume in the remainder of the proof that there are two (not one) such
looptrees, but the case of one looptree can be treated in a similar way. Denote the two looptrees
by L1 and L2. Let A(zn) = A1(zn)∪A2(zn), where vertices in A1(z1) (respectively, A2(z2)) are on
L1 (respectively, L2).
Let v be a vertex on L1, and let v0 denote the root-vertex of L1. We can find bubbles B1, . . . , Bk
of L1 such that Bi and Bi+1 share a vertex for all i, v is on B1, v0 is on Bk, and Bi 6= Bj for all
i 6= j. Let P(v) ⊂ V (Mn) denote the set of vertices v′ on L1 for which we can find an i such that
v′ is on both Bi and Bi+1. Define P(v) in the exact same way if v is a vertex on L2.
When studying vertices in ∆n we consider the following classes of vertices v∗ ∈ V (Mn) sepa-
rately:
(i) v∗ is inside a bubble B of L0, L1, or L2, such that zn is not on B,
(ii) v∗ is inside a bubble B of L0, such that zn is on B,
(iii) v∗ is on L0,
(iv) v∗ is on L1 or L2 but is not a pivotal point for this looptree,
(v) v∗ is a pivotal point for L1 or L2, but is not contained in P(v) for any v ∈ A(zn),
(vi) v∗ ∈ P(v) for some v ∈ A(zn), and
(vii) v∗ is not covered by any of the cases above.
By Definition 5.13, notice that the significance of a vertex v∗ of class (i), (iii), (iv), or (vii) for
Γnzn is smaller than or equal to the significance of v∗ for Γ
n. Therefore, and since ε′ < ε, the set
considered in (89) contains no vertices of these classes. Moreover, with probability 1−on(1) vertices
of class (ii) enclose area on(1), which implies that such vertices are not ε
′n-significant pivotal points
for Γnzn with probability 1 − on(1). Hence it only remains to deal with vertices of class (v) and
(vi). Let V(v) ⊂ V (Mn) (respectively, V(vi) ⊂ V (Mn)) denote the set of vertices v∗ satisfying (v)
(respectively, (vi)). The above shows that with probability 1− on(1),
n−1/4 ·#(∆n \ (V(v) ∪ V(vi))) = on(1). (89)
Next we deal with vertices of class (vi). We will prove that with probability 1− on(1),
n−1/4 ·#(∆n ∩ V(vi)) = oε′(1). (90)
This is equivalent to showing that with probability 1− on(1),
n−1/4 ·#
⋃
v∈A(zn)
P(v) ∩∆n = oε′(1). (91)
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First we argue tightness of #A(zn). Let t−, t+ < 0 be chosen as small as possible such that L̂n|[t−,t+]
encodes a looptree rooted at zn which encloses area at least ε, and such that L̂
n
t > L̂
n
t− = L̂
n
t+ for
all t ∈ (t−, t+). Observe that in any bounded neighborhood of n3/4t+ (respectively, n3/4t−), (L̂, R̂)
converges in law for the total variation distance to a bi-infinite walk with independent and identically
distributed increments as for the time-reversal of the walk in Lemma 9.4, except that the walk is
conditioned to have a strict running infimum at time n3/4t+ (respectively, a strict running infimum
in backwards direction at time n3/4t−). Furthermore, note that by Lemma 5.14 and with η̂v defined
as above this lemma, if t′ > t+ is such that infs∈[n3/4t+,n3/4t′] L̂s < L̂n3/4t+ then there are no t
′′ > t′
such that η̂v(t
′′) = zn, if t′ < t− is such that infs∈[n3/4t′,n3/4t−] L̂s < Lnt− then there are no t
′′ < t′
such that η̂v(t
′′) = zn, and by the definition of t± there are no t′′ ∈ (t−, t+) such that η̂v(t′′) = zn.
Combining these two results we get tightness of #A(zn). In fact, we get convergence in law of
#A(zn), but this stronger result is not needed.
For each v ∈ A(zn), #P(v) has magnitude of order n1/4, since it follows from the definition
of the mappings cw-code and ccw-code (see also Lemma 5.14), that there is a bijection between
#P(v) and the set of strict running infima for R̂n relative to η̂−1v (v) (if we exclude the root-vertex
of the looptree L1 or L2 containing v). Furthermore, with probability 1− on(1),
n−1/4 ·#(P(v) ∩∆n) = oε′(1).
Combining this with tightness of #A(zn), we get (91).
It remains to consider vertices of class (v). We will prove that with probability 1− on(1),
n−1/4 ·#(∆n ∩ V(v)) = oε′(1). (92)
Vertices v∗ ∈ ∆n of class (v) must satisfy the following, where we assume without loss of generality
that v∗ is on L1. Since v∗ is a pivotal point for L1, we can find a finite collection of looptrees
L′1,L′2, . . . such for any i 6= j the only vertex on both L′i and L′j is v∗, and such that the union of
the vertices on L′1,L′2, . . . equals the set of vertices on L1. Since the significance of v∗ increases when
the color of zn is flipped, and by the definition of points of class (v), one of these looptrees (say,
L′1) encloses area at least ε, and another looptree (say, L′2) contains the root of L1 and all vertices
in A(z0), and encloses area less than ε′. Uniformly over all v ∈ A(zn), the bubbles B1, . . . , Bk on
the path in the definition of P(v) enclose at least area ε′ with probability 1 − oε′(1). Therefore,
with probability 1− oε′(1) a looptree L′2 as just described does not exist, which implies (92).
Combining (89), (90), and (92) we obtain (87), which concludes the proof of the lemma.
Proof of Proposition 7.11. This is immediate by an application of Lemma 9.27 and Proposition 9.23.
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