The aim of this paper is to reveal the discrete convexity of the minimum-cost packings of arborescences and branchings. We first prove that the minimum-cost packings of disjoint k branchings (minimum-cost k-branchings) induce an M ♮ -convex function defined on the integer vectors on the vertex set. The proof is based on a theorem on packing disjoint k-branchings, which extends Edmonds' disjoint branchings theorem and is of independent interest. We then show the M-convexity of the minimum-cost k-arborescences, which provides a short proof for a theorem of Bernáth and Király (SODA 2016) stating that the root vectors of the minimum-cost k-arborescences form a base polyhedron of a submodular function. Finally, building upon the M ♮ -convexity of k-branchings, we present a new problem of minimum-cost root location of a k-branching, and show that it can be solved in polynomial time if the opening cost function is M ♮ -convex.
Introduction
Packing arborescences in digraphs, originating from the seminal work of Edmonds [12] , is a classical topic in combinatorial optimization. Up to the present date, it has been actively studied and a number of generalizations have been introduced [3, 4, 5, 10, 14, 21, 28, 30, 31, 35, 43, 47, 50] .
Hereafter, for a positive integer k, we refer to the union of arc-disjoint k arborescences as a k-arborescence and that of arc-disjoint k branchings as a k-branching. Among the recent work on k-arborescences, Bernáth and Király [4] presented a theorem stating that the root vectors of the minimum-cost k-arborescences form a base polyhedron of a submodular function (Theorem 4), which extends a theorem of Frank [15] stating that the root vectors of k-arborescences form a base polyhedron. This theorem suggests a new connection of the minimum-cost k-arborescences (or k-branchings) to the theory of submodular functions [20] and discrete convex analysis [39] . However, this connection is not explored in [4] : the theorem is just obtained along the way to the main result of [4] . Indeed, while some discrete convexity of the minimum-cost branchings is analyzed in [42, 48, 49] , to the best of our knowledge, discrete convexity of the minimum-cost packings of branchings has never been discussed in the literature.
In this paper, we reveal the discrete convexity of the minimum-cost k-branchings and minimum-cost k-arborescences. More precisely, we prove that the minimum-cost k-branchings induce an M ♮ -convex function defined on the integer vectors on the vertex set (Theorem 11). To prove this theorem, we derive a theorem on packing disjoint k-branchings (Theorem 10), which follows from an extension of Edmonds' disjoint branchings theorem due to Bérczi and Frank [1] and is of independent interest.
We then show that the minimum-cost k-arborescences induce an M-convex function on the integer vectors on the vertex set (Theorem 13). This M-convexity provides a short proof for the theorem of Bernáth and Király [4] . The proof in [4] requires a primal-dual argument of the linear program for the minimum-cost k-arborescences, matroid-restricted k-arborescences [18] , and near supermodular functions. Instead of these concepts, we exploit a fundamental property of M-convex functions: the set of the minimizers of an M-convex function is an M-convex set, namely a base polyhedron (Theorems 5 and 6).
Finally, as an application of the M ♮ -convexity of the minimum-cost k-branchings, we present a new problem of minimum-cost root location of a k-branching and show that it can be solved in polynomial time if the opening cost function is an M ♮ -convex function on the integer vectors on the vertex set.
The organization of the rest of this paper is as follows. In Section 2, we review fundamental results on arborescences, branchings, submodular functions, and M( ♮ )-convex functions. In Section 3, we prove a theorem on packing disjoint k-branchings. Based on this theorem, in Section 4, we prove that the minimum-cost k-branchings induce an M ♮ -convex function. We then show that the minimum-cost k-arborescences induce an M-convex function, and present a short proof for the theorem of Bernáth and Király [4] . In Section 5, we describe the minimum-cost root location problem.
Preliminaries
In this section, we describe the definitions and fundamental results on branchings, arborescences, submodular functions, and M( ♮ )-convex functions. For more details, the readers are referred to thorough survey papers [2, 29] and textbooks [19, 20, 39, 46] .
Branchings, arborescences, and submodular functions
Let D = (V, A) be a digraph. For an arc set F ⊆ A and a vertex set X ⊆ V, let ρ F (X) denote the number of arcs in F from V \ X to X. If X is a singleton {v} for a vertex v ∈ V, then ρ F ({v}) is abbreviated as ρ F (v).
An arc set F ⊆ A is called a branching if ρ F (v) ≤ 1 for every v ∈ V and F contains no undirected cycle. For a branching F ⊆ A, a vertex v with ρ F (v) = 0 is called a root of F. If a branching F has a unique root, then F is called an arborescence.
Let k be a positive integer. Recall that an arc set F ⊆ A is called a k-arborescence if it is the union of k arc-disjoint arborescences, and is called a k-branching if it is the union of k arc-disjoint branchings. For a k-branching F, its root vector r F ∈ Z A + is defined by
In other words, the integer r F (v) represents the number of branchings among the k branchings in F which has a root v. Note that, when a k-branching F is given, the k arc-disjoint branchings whose union forms F are not uniquely determined, whereas the root vector r F of F is well defined.
The following fundamental theorem [12] characterizes the existence of k-branchings with prescribed root vectors. For a vector x ∈ R V and X ⊆ V, let x(X) = v ∈X x(v). For a positive integer k, let [k] denote the set of positive integers less than or equal to k. Theorem 1 (Edmonds [12] ). Let D = (V, A) be a digraph and k be a positive integer. For vectors
Among many extensions of Theorem 1, here we describe that by Bérczi and Frank [1] , which will be used in the next section. 
Let c ∈ R A be a cost vector on the arc set A. For an arc set F ⊆ A, its cost c(F) is defined by c(F) = a ∈F c(a). A k-branching F ⊆ A is called a minimum-cost k-branching if c(F) ≤ c(F ′ ) for every k-branching F ′ ⊆ A. A minimum-cost k-arborescence is also defined in the same manner.
Let S be a finite set. A function b : 2 S → R ∪ {+∞} is submodular if it satisfies
For a submodular function b on 2 S , the base polyhedron B(b) associated with b is described as
For a digraph D = (V, A) and an arc set F ⊆ A, it is well known that ρ F : 2 V → Z + is a submodular function. Connection between k-arborescences and submodular functions is observed in [15, 19] : the following theorem is a consequence of Theorem 1.
Then, the set of the root vectors of the k-arborescences is described as
Hereafter, in discussing k-arborescence, assume that D has a k-arborescence, i.e., the set (1) is nonempty. Theorem 3 implies that the convex hull of the root vectors of the k-arborescences is a base polyhedron. A stronger theorem is proved in [4] : Theorem 4 (Bernáth and Király [4] ). Let D = (V, A) be a digraph and c ∈ R A be a cost vector. Then, the convex hull of the root vectors of the minimum-cost k-arborescences is a base polyhedron.
In Section 4, we present a short proof for Theorem 4 building upon the M-convexity of the minimum-cost k-arborescences (Theorem 13).
M-convex functions
Let S be a finite set. For u ∈ S, let χ u ∈ Z S denote a vector such that χ u (u) = 1 and χ u (v) = 0 for every
A nonempty set B ⊆ Z S is called an M-convex set [36, 39] if it satisfies the following exchange axiom:
The following theorem shows a connection between M-convex sets and submodular functions. [36, 39] if it satisfies the following exchange axiom: For x, y ∈ dom f and u ∈ supp + (x − y), there exists v ∈ supp − (x − y) such that
The next theorem is a fundamental property of M-convex functions.
Theorem 6 (Murota [36, 39] ). For an M-convex function f : Z S → R∪{+∞}, argmin f is an M-convex set if it is not empty.
M ♮ -convex sets and M ♮ -convex functions [39, 41] generalize M-convex sets/functions. A nonempty set B ⊆ Z S is called an M ♮ -convex set if it satisfies the following exchange axiom:
For x, y ∈ B and u ∈ supp + (x − y), it holds that x − χ u ∈ B and y + χ u ∈ B, or there exists
It is known that an M ♮ -convex set is precisely the set of the integer points in an integral generalized polymatroid [17, 23] , and the convex hull of an M ♮ -convex set is an integral generalized polymatroid (see [20, 39] ).
A function f : Z S → R∪{+∞} is called an M ♮ -convex function if it satisfies the following exchange axiom:
For x, y ∈ dom f and u ∈ supp + (x − y), it holds that
For M ♮ -convex functions, a counterpart of Theorem 6 is established as follows.
Theorem 7 (see Murota [39]). For an
There is a strong relation between M-convex functions and M ♮ -convex functions (see Murota [39] for details). We focus on the following relation, which plays a key role in our proof for Theorem 4. For an M ♮ -convex function f : Z S → R∪{+∞} and an integer k ∈ Z, define a function f k : Z S → R∪{+∞} by
Theorem 8 (Murota and Shioura [41, Theorem 3.1]). For an integer k with
A relation between M ♮ -convex functions and minimum-cost branchings is presented by Takazawa [49] : the minimum-cost branchings induce an M ♮ -convex function defined on the integer vectors on the vertex set V.
Theorem 9 (Takazawa [49] ). Let D = (V, A) be a digraph and c ∈ R A be a cost vector. Then a function f :
is an M ♮ -convex function.
Packing disjoint k-branchings
In this section, we prove a theorem on packing disjoint k-branchings. This theorem is used in showing the M ♮ -convexity of k-branchings (Theorem 11), and is of independent interest as an extension of Theorem 1.
The following theorem characterizes the existence of p arc-disjoint k-branchings with prescribed root vectors q 1 , . . . , q p ∈ {0, 1, . . . , k} V . Here we prove this theorem by utilizing Theorem 2, while in Appendix A we present an alternative proof, which extends that for Theorem 1 by Lovász [34] and implies a strongly polynomial algorithm to find desired k-branchings. D = (V, A) be a digraph, k and p be positive integers, and q 1 , . . . , q p ∈ {0, 1, . . . , k} V be vectors such that
Theorem 10. Let
Proof. . It follows from Theorem 2 that the latter is equivalent to the following condition:
whereρÃ(X) denotes the number of arcs inÃ fromṼ \X toX. By letting X denoteX ∩ V, Condition (3) is equivalent to
Now fix X ⊆ V . Then, the right-hand side of (4) is maximized byX * = X ∪ S * , where
and it follows that
This completes the proof for Theorem 10.
Remark 1.
Let us describe a couple of remarks on Theorem 10. First, the case k = 1 of Theorem 10 exactly coincides with Theorem 1. Second, Theorem 10 discusses pk arc-disjoint branchings in total, but it essentially differs from Theorem 1 where k is replaced with pk: we do not have pk prescribed root vectors for all branchings. Moreover, Theorem 10 is properly stronger than the characterization of the existence of one pk-branching with root vector i ∈[p] q i : the arc set of the pk-branching should be partitioned into k-branchings F 1 , . . . , F p with root vectors q 1 , . . . , q p . Finally, if p = 2, the condition (2) is equivalent to the following condition, which would also be intuitive:
Discrete convexity of minimum-cost k-branchings and k-arborescences
In this section, by using Theorem 10, we prove that the minimum-cost k-branchings induce an M ♮ -convex function on Z V , which extends Theorem 9. We then show that the minimum-cost karborescences induce an M-convex function on Z V , and derive a short proof for Theorem 13. Let D = (V, A) be a digraph and c ∈ R A be a cost vector. Define a function f b : Z V → R ∪ {+∞} associated with the minimum-cost k-branchings in the following manner. First, the effective domain dom f b is defined by dom f b = {x ∈ Z V : x = r F for some k-branching F ⊆ A}.
Then, the function value f b (x) is defined by
Proof. Let x, y ∈ dom f b and u ∈ supp + (x − y). Denote the k-branchings attaining f b (x) and f b (y) by F x and F y , respectively. That is,
, and two if a ∈ F x ∩ F y . Let x ′ = x − χ u and y ′ = y + χ u . Suppose that A ′ can be partitioned into two k-branchings F ′ 
Suppose that A ′ cannot be partitioned into two k-branchings F ′ x and F ′ y satisfying r F ′
It is straightforward to see that
It follows from Theorem 10 that ρ A ′ (X) − g(X) ≥ 0 for each nonempty set X ⊆ V and there exists a nonempty set X ′ ⊆ V such that ρ A ′ (X ′ ) − g ′ (X ′ ) ≤ −1. We then obtain from (7) that ρ A ′ (X ′ ) − g ′ (X ′ ) = −1, which is the minimum value of the submodular function ρ A ′ − g ′ . Let X * ⊆ V be the inclusion-wise minimal set X ′ with ρ A ′ (X ′ ) − g ′ (X ′ ) = −1. Since ρ A ′ (X * ) ≥ g(X * ), it follows that u ∈ X * and
By (8), it holds that x(X * ) ≤ k, whereas y(X * ) ≥ k follows from (9) . Since u ∈ X * ∩supp + (x − y), these imply that there exists a vertex v ∈ X * ∩supp − (x − y). Then, for x ′′ = x − χ u + χ v and y ′′ = y + χ u − χ v , it follows from the minimality of X * that ρ A ′ (X) ≥ max{0, k − x ′′ (X)} + max{0, k − y ′′ (X)} for each nonempty set X ⊆ V . Thus, it is derived from Theorem 10 that A ′ can be partitioned into two k-branchings F ′′ x and F ′′ y satisfying r F ′′ x = x ′′ and r F ′′ y = y ′′ . It then holds that
Therefore, we have shown that f b satisfies the exchange axiom of M ♮ -convex functions.
Remark 2.
The above proof of Theorem 11 is a nontrivial extension of the proof for Theorem 9 in [49] . In [49] , the M ♮ -convexity of minimum-cost branchings is derived from the exchangeability of branchings [45, 46] , which is proved by using Edmonds' disjoint branchings theorem [12] . In our proof of Theorem 11, the M ♮ -convexity of minimum-cost k-branchings is derived from the exchangeability of k-branchings, which is proved by using Theorem 10, an extension of Edmonds' disjoint branchings theorem [12] . We also remark that Theorem 11 essentially requires the concept of M ♮ -convexity. Indeed, the effective domain of the M ♮ -convex function f in Theorem 9 is contained in {0, 1} V , and hence f is essentially a valuated matroid [8, 9] . In contrast, the effective domain of the M ♮ -convex function f b induced by the minimum-cost k-branchings lies over {0, 1, . . . , k} V , and hence f b is an M ♮ -convex function which is essentially beyond valuated matroids.
We now present two consequences of Theorem 11. Firstly, by Theorem 11, the following extension of Theorem 4 is immediately derived from Theorem 7. Secondly, we exhibit the discrete convexity of the minimum-cost k-arborescences. Similarly as the function f b defined by (5) and (6), define a function f a : Z V → R ∪ {+∞} associated with the minimum-cost k-arborescences by
It is straightfoward to see that the function f a is the restriction of f b to the hyperplane x(V ) = k. We thus obtain the following theorem from Theorems 8 and 11.
Theorem 13. The function f a is an M-convex function.
We remark that an alternative proof for Theorem 13 can be obtained by adapting the above proof for Theorem 11 to f a . Now Theorem 13 leads to the following proof for Theorem 4.
Proof for Theorem 4. By Theorems 6 and 13, the set R ⊆ Z V of the root vectors of the minimum-cost k-arborescences, which is nothing other than argmin f a , is an M-convex set. Then, by Theorem 5, R is the set of integer points in the base polyhedron B(b) associated with some integer-valued submodular function b: 2 V → Z ∪ {+∞}. For an integer-valued submodular function b, it holds that B(b) is exactly the convex hull of the integer points in B(b). We thus conclude that the convex hull of R is a base polyhedron B(b).
Application: Minimum-cost root location
As an application of Theorem 11, in this section we present a new problem of minimum-cost root location of a k-branching, a variation of the facility location problem. We show that our problem admits a polynomial-time exact algorithm if the opening cost function is M ♮ -convex. The problem is formulated as follows. Let D = (V, A) be a digraph, and suppose that a function f p : Z V → Z ∪ {+∞} representing the opening cost and an arc-cost vector c ∈ Z A are given. In order to simplify the complexity issue, in this section we assume that f p and c are integer-valued and an evaluation oracle for f p is available. The objective of the problem is to find a k-branching F ⊆ A with root vector r F ∈ Z V + minimizing
Intuitively, we open r F (v) facilities at each vertex v ∈ V, and construct a k-branching F so that each vertex u ∈ V is served by k facilities connected by a directed path to u. The total cost is the sum of the opening cost f p (r F ) and the connecting cost c(F).
In a special case where k = 1 and the function f p is separable, i.e., f p (x) = v ∈V f v (x(v)), where f v is a univariate function for each v ∈ V , the problem is easy: it is reduced to the minimum-cost branching problem by redefining the arc cost c ′ (a) = c(a) + f v (0) − f v (1) for each arc a ∈ A entering v for each v ∈ V. Thus, it can be solved in strongly polynomial time [6, 7, 11, 22] .
In more general cases, however, it is not trivial whether the problem is tractable or not. In the case where the function f p is M ♮ -convex, building upon Theorem 11, we can solve the problem in polynomial time in the following manner.
Recall the function f b defined by (5) and (6) . The objective function (10) is restated as f p (r F ) + f b (r F ), which is the sum of two M ♮ -convex functions by Theorem 11. Although the sum of two M ♮ -convex function is no longer M ♮ -convex in general, its minimization is a generalization of weighted matroid intersection [13, 16, 24, 32] or valuated matroid intersetion [37, 38] , and can be done in polynomial time [26, 27, 39, 40] . After computing a minimizer r * of f p (r F ) + f b (r F ), we can find an k-branching of minimum cost among those with root vector r * in polynomial time by a weighted matroid intersection algorithm (see, e.g., [2] ).
Theorem 14. A k-branching F ⊆ A minimizing (10) can be found in polynomial time if the function
Alternative proof for Theorem 10. Necessity is obvious. We prove sufficiency by induction on
Suppose that (2) holds. The case where q i (v) = k for every v ∈ V and i ∈ [p] is trivial:
Let W ⊆ V be a inclusion-wise minimal set satisfying
Note that such W always exists, since W = V satisfies (11)- (13) . Let
,
In order to apply induction, we prove that there exists an arc a = uv ∈ A such that v ∈ W (+) ∪ W (0) and resetting A := A \ {a}, q 1 (v) := q 1 (v) + 1 retains (2). Suppose W (0) ∅. Then g 1 (W (0) ) = k, and hence it follows from (12) that
Since
This implies that there exists an arc a = uv ∈ A with u ∈ W (k) ∪ W (+) and v ∈ W (0) . The fact that resetting A := A \ {a} and q 1 (v) := q 1 (v) + 1 retains (2) can be verified as follows. Suppose to the contrary that X ⊆ V violates (2) after resetting. Then we have that ρ A (X) = g(X) before resetting, and the resetting decreases ρ A (X) by one while it does not change g(X). This implies that q 1 (X) ≥ k before resetting, u ∈ V \ X, and v ∈ X. Hence u ∈ W \ X, and X ∩ W W. We now prove that X ∩ W satisfies (11)- (13) to derive a contradiction to the minimality of W.
Before resetting, it holds that
where the last inequality follows from Lemma 15. Since ρ A (X ∩W) ≥ g(X ∩W) by (2), the inequalities in (15) holds with equality, and in particular it holds that
It follows from (17) that g 1 (X ∩ W) = g 1 (W), since q 1 (X) ≥ k implies g 1 (X) = 0 and g 1 (X ∪ W) = 0. By (14) , we have g 1 (X ∩ W) < k, and hence
follows from the definition of g 1 . Finally, we have
since v ∈ (X ∩ W) \ V (k) . Therefore, from (16) , (18) , and (19), we conclude that X ∩ W satisfies (11)- (13 This implies that there exists an arc a = uv ∈ A with u ∈ W and v ∈ W (+) , and the above argument applies. If |W (+) | = 1, let W (+) = {v}. Since ρ A is submodular and g is supermodular, ρ A − g is submodular and hence there exists a unique minimal set X * which minimizes ρ A − g among the sets containing v. By (2) and (11), we have that W minimizes ρ A − g, and thus ρ A (X * ) − g(X * ) = 0 and X * ⊆ W. Suppose that X * violates (2) after resetting A := A \ {a} for an arc a entering v and q 1 (v) := q 1 (v) + 1. This implies that the resetting does not change g 1 (X * ) and hence g 1 (X * ) = 0 before resetting. Since g 1 ({v}) = k − q 1 (v) ≥ 1 by v ∈ W (+) , we have that g 1 ({v}) > g 1 (X * ). Since g i ({v}) ≥ g i (X * ) for each i ∈ [p], it follows that ρ A ({v}) ≥ g({v}) > g(X * ) = ρ A (X * ). We thus have an arc a * = uv ∈ A with u ∈ X * . Then a new resetting of A := A \ {a * } and q 1 (v) := q 1 (v) + 1 retains (2). Now we can apply induction and add a to F 1 . We now show that F 1 remains a k-branching when a is added to complete the proof. It directly follows from the above argument that ρ F 1 (X) ≥ g 1 (X) (∅ X ⊆ V) is maintained throughout. Then, Theorem 1 implies that F 1 is a k-branching with root vector q 1 .
Note that the above proof implies the following algorithm to find desired k-branchings F 1 , . . . , F p . A k-branching F 1 can be constructed by repeatedly finding an arc a ∈ A such that the resetting A := A \ {a}, q 1 (v) := q 1 (v) + 1 retains (2). This can be done by at most | A| times of the minimization of a submodular function ρ A − g [25, 33, 44] . By iterating this procedure for each i ∈ [p], we can find F 1 , . . . , F p in strongly polynomial time.
