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Abstract
The notion of elementary diameter is introduced to provide, in the context of Locale Theory,
a constructive notion of metrisability. Besides foundational aspects, elementary diameters allow
to express metrisability in locales more simply with respect to the existing (non-constructive)
approach based on diameters. By relying on the presentation of Locale Theory provided by
formal topology, the notions to be presented may be conceived as phrased within (Martin-L,of)
Type Theory. A type-theoretic version of Urysohn metrisation theorem is thus obtained. As an
application, a set (data type) of indexes for the points of locally compact metrisable formal
spaces is shown to exist.
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0. Introduction
Locale Theory lacks a constructive theory of metrisability. The concept of metris-
able locale was 7rst introduced by Isbell [13]. Later, Pultr [22,23], based on the notion
of (metric) diameter, gave Isbell’s de7nition a more concrete form, at the same time
providing a point-free axiomatisation of the notion of metric in spaces. However, the
resulting theory is non-constructive (in the sense of both non-intuitionistic and impred-
icative) and, in particular, could not be phrased in the foundational setting provided
by Martin-L,of’s Type Theory [18,21], nor within Aczel’s constructive set theory [1].
This paper is intended to suggest an alternative approach: elementary diameters are
introduced to equip Locale Theory with a constructive and predicative framework for
the notion of metrisability. Although a close relation may be established between ele-
mentary diameters and diameters in the sense of Pultr, the notion of elementary diameter
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formalises a diDerent intuition: whereas diameters range conceptually over second-order
objects—the (open) subsets of a space—elementary diameters deal with ‘atoms’, in-
tuitively the basic neighbourhoods of a space (thus, for instance, it is meaningless
to consider the elementary diameter of the union—join—of two or more neighbour-
hoods). This particularly ‘7nitary’ character of elementary diameters, then, allows us
to formulate the notion of metrisability in the context of Type Theory (Section 3).
Of course, a locale is metrisable in the sense of Isbell/Pultr if and only if it is
so in the sense of this paper (in particular, any constructive proof of a metrisation
theorem in the present sense produces a constructive proof of a metrisation theorem
in the sense of Pultr). Elementary diameters, however, appear as conceptually, and
somewhat technically, simpler than existing localic (metric) diameters, and thus, besides
foundational aspects, provide a simpler notion of ‘concrete’ metrisability also in non-
constructive contexts.
The basic technical tool for metrisability in the present setting is the ‘measurably
inside’ relation: intuitively, this asserts that a certain neighbourhood is properly a better
approximation than the neighbourhood in which it is measurably inside, where this
being ‘properly better’ may be quantitatively stated using elementary diameters. A
locale L is then said to be metrisable if an elementary diameter can be de7ned on
(a base for) L so that each (basic) element is covered by the (basic) elements that are
measurably inside it.
The notion of ‘measurably inside’ was essentially isolated in the context of Domain
Theory in [31]. Considered in the present localic context, the measurably inside relation
will be seen as providing a mean to relate, diDerently than in the existing literature, 1
the way-below and well/really inside relations. It is shown (Sections 2 and 3) that, in
suitable—but very general—situations, all these diDerent formalisations of a concept
of approximation can be identi7ed: in particular, the proof of one such identi7cations
coincides with proving (a constructive choice-free version of) Urysohn metrisation
theorem (Section 4).
A roˆle similar to the one advocated in this setting for the measurably inside rela-
tion is played in Pultr’s approach by the relation being at the basis of the notion of
admissibility of a system of coverings (cf. [22,23,3]): the point here is that the no-
tion of ‘measurably inside’ allows us /nitarily and e0ectively (because entirely within
Type Theory) to deal with diDerent concepts of approximation (the mentioned way-
below, well and really inside relations, predicatively reformulated, cf. Section 2). In
this sense, this work aims at a localic solution to the problem of giving mathemati-
cal form to the notion of eDective (maximal) approximation 7rst faced by Lacombe
[16], 2 and then taken over by Martin-L,of [17]. (Note that, in both [16,17], disguised
1 See, for instance, [14,11].
2 [...]pour entamer l’Ketude rKecursive d’un ensemble E, il faut toujours supposer—implicitement ou
explicitement—l’existence d’une structure topologique sur E. Ainsi, par example, un KelKement r1ecursif de
E est un KelKement dont on peu dKeterminer “eDectivement” des “approximations” aussi serrKees qu’on le dKesire.
Le problNeme initial, c’est de donner une forme mathKematique prKecise Na des mots comme “approximation”,
“eDectif”, etc. (cf. [16]).
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versions of the measurably inside relation play an essential roˆle in de7ning the notion
of approximation).
By adopting the predicative presentation of Locale Theory provided by formal topol-
ogy [26,27], the above notions and results may be intended as phrased within the setting
of (Martin-L,of) Type Theory. This, in particular, allows us to show (Section 5) how
a type-theoretic property can be derived from a topological assumption: a set (data
type) of particularly informative indexes is shown to exist for points of locally compact
metrisable formal spaces. 3
This paper is written using essentially the standard mathematical formalism, so that
even readers unacquainted with Type Theory can read it. However, Section 5. is es-
pecially intended to be considered in an eDective context, particularly Type Theory.
Section 5 is also the only one in which a choice principle is used in an essential
way.
1. Preliminaries
The notion of frame (or locale) is obtained as a generalisation of that of topological
space by concentrating on the structure of open sets: a frame is a complete lattice L
satisfying the complete distributivity law
x ∧ ∨
i∈J
yi =
∨
i∈J
(x ∧ yi):
Frames with maps preserving 7nite meets and arbitrary joins form the category Frm,
the opposite of which is the category Loc of locales. Thus, as long as we are concerned
with the object-part of the category, the terms ‘frame’ and ‘locale’ denote the same
thing (the standard reference on this subject is [14]).
By basing on the notion of formal topology [26], one obtains a (constructive and
predicative) presentation of Locale Theory which may be phrased within Martin-
L,of’s Type Theory [18,21]. The basic de7nitions and facts concerning formal topol-
ogy follow. 4 Essentially the usual mathematical formalism is to be adopted, the only
relevant notational diDerence consists of the i-notation to indicate membership of an
element to a subset 5 (readers not interested in the actual formalisation in Type Theory
can simply read the symbol ‘i’ as the usual set-theoretic ‘∈’).
3 It is well known, for instance, that computable reals may be indexed by a data type: the result to be
proved then provides a topological motivation to this fact.
4 For a detailed presentation of the topic, see e.g. [27,8].
5 This is meant to emphasise the diDerence between the notions of sets and subsets in constructive contexts
(cf. [4,18]). In the context of Martin-L,of’s Type Theory, whereas a set is just a data type, a subset U of
a set S is de7ned in general as a unary predicate on S, U (x)(x∈ S) (i.e. a dependent type); the notation
aiU (cf. [28]) is thus used to mean a∈ S and U (a) true. A set-indexed family of subsets is then a binary
predicate U (x; i)(x∈ S; i∈ I) on the sets S and I where, for each Pi, U (x; Pi)(x∈ S) is the subset of index Pi
(for simplicity, we also use the traditional notations {a∈ S : U (a)}, to indicate the subset U , and Ui(i∈ I),
or U (i)(i∈ I), for a family of subsets). These de7nitions are introduced and justi7ed in [28].
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Formal topology is a point-free approach to topology, in the sense that the notion
which is assumed as primitive is not that of point of a topological space, as in classical
topology, but, intuitively, that of basic open. Points are subsequently reconstructed as
particular subsets of basic opens. A formal topology is given by specifying the fol-
lowing data: a set S, a relation ✁ (x; U ), for x∈ S and U ⊆ S (written x✁U ), and a
unary predicate Pos(x), for x∈ S. We may think of S as a set of indexes for a basis of
a topological space, and of the relation ✁ (x; U ) as a formal way of expressing in-
clusion between basic opens and subsets of basic opens (that is, x✁U is true intu-
itively when the basic open of index x is covered by the basic opens whose indexes
are in U ); the positivity predicate may then be thought of as a way of expressing
positively the information that a basic open is non-empty. 6 The following de7nition
formalises this intuitive picture.
1.1. A (formal) topology is a triple S≡ (S;✁; Pos) where S is a set, called the base,
and ✁ is a relation between elements and subsets of S, called the cover, which satis7es
the following conditions:
re5exivity
aiU
a✁U
;
transitivity
a✁U U ✁V
a✁V
;
↓ -right a✁U a✁V
a✁U ↓ V ;
where
U ✁V ≡ (∀uiU )u✁V;
U ↓ V ≡ {d ∈ S : (∃uiU ) (d✁ {u}) & (∃viV ) (d✁ {v})}:
Lastly, Pos is a subset of S, the positivity predicate, which satis7es
monotonicity
Pos(a) a✁U
(∃biU )Pos(b) ; positivity
a✁U
a✁U+
where U+≡{biU : Pos(b)} (we read a✁U as ‘U covers a’, and Pos(a) as ‘a is
positive’). For simplicity, we often loosely identify singleton subsets {a} with elements
a (so that, for instance, we write a✁ b instead of a✁ {b}). We also write Pos(U ) for
(∃aiU )Pos(a). Note that one has ¬ Pos(U ) ⇐⇒ U =S ∅, while Pos(U ) ⇐⇒ U =S ∅
cannot be obtained constructively in general (cf. [26]).
6 The presence of a positivity predicate in the structure de7ning a formal topology corresponds to the
property of being open for a locale. The requirement of openness is known to be essential to obtain intu-
itionistically some relevant classical results (cf. [15]). In the following, however, the positivity predicate is
very rarely required (more exactly, only the monotonicity rule is applied), and thus used just when (at least
apparently) necessary.
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A formal open is just a subset of S. Two formal opens U; V are de7ned to be equal,
U =S V , exactly when U ✁V & V ✁U . Finally, for U ⊆ S, the (pseudo-)complement
U ∗ of U is given by U ∗≡{b : (b ↓U )✁ ∅}.
1.2. A formal point of a formal topology S is a subset ⊆ S such that
(i) (∃a)(ai),
(ii) (ai & bi)→ (∃c)(cia ↓ b & ci),
(iii) ai a✁ U(∃b∈U )(bi) ,
(iv) ai→ Pos(a).
The collection of formal points is denoted by Pt(S) (condition (iv) may actually be
derived from (iii) and positivity, and may thus be omitted 7).
The localic notion of spatiality (cf. [14]) may then be formulated in the present
context as follows: the spatial topology on Pt(S) has as base the family ext(a) for
a∈ S, where ext(a) is the collection of points  such that ai. Thus a topology S is
spatial exactly when ext(a)⊆ ⋃biU ext(b) ⇐⇒ a✁U .
1.3. As already pointed out, Formal Topology may be used to give a predicative
presentation of Locale Theory. Here is a sketch of how this is obtained (for a de-
tailed discussion of this subject, see [26,27]): de7ne for U ⊆ S, SU to be the subset
{a∈ S : a✁U}; we say that U is saturated if U = SU . Denoting by Sat(S) the col-
lection of saturated subsets of S, Sat(S) endowed with the operations
SU ∧ SV ≡ SU ∩ SV = S(U ↓ V ) and ∨
i∈I
SUi ≡ S
(⋃
i∈I
Ui
)
forms a locale (actually an open locale, because of the presence of the positivity pred-
icate, cf. [12,8]. Note that, non-constructively, any locale is open). From an impred-
icative viewpoint, the converse is also valid (that is, any open locale may be obtained
as the locale of saturated subsets of a formal topology S), and the category of formal
topologies (with suitably de7ned morphisms, [26,27]) can be proved to be equivalent
to the category of (open) frames. Finally, the points of a formal topology S are easily
shown to correspond to completely prime 7lters on Sat(S).
Note that, whenever in the following we consider a topological property (such as
compactness, or complete regularity) on a formal topology S, Sat(S) always has the
corresponding localic property.
1.4. The following ‘structural’ properties are easily seen to be valid in any formal
topology S, and are used even without explicit mention. 8
(I) Let V;W; Z be subsets of S, and Ui(i∈ I) a family of subsets of S. Thus,
(i) V ∪ (W ↓Z)=S (V ∪W ) ↓ (V ∪Z),
(ii) (
⋃
i Ui) ↓V =
⋃
i (Ui ↓V ).
7 A proof is recalled in [20]. Note, however, that a generalised notion of formal topology has been
considered [27] in which Pos is not required to satisfy positivity.
8 A proof (involving an inessential use of the positivity predicate) is presented in [10].
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(II) Let Ui(i∈ I) be a family of subsets of S. Thus, (
⋃
i Ui)
∗=
⋂
i (U
∗
i ); in particular,
for U; V ⊆ S, (U ∪V )∗=U ∗ ∩V ∗=U ∗ ↓V ∗.
(III) Let b and V be respectively an element and a subset of S; if S ✁ b∗ ∪V , then
b✁V .
1.5. A formal topology S is said to be compact if, whenever S ✁U , there exists
a 7nite 9 subset U0⊆U such that S ✁U0.
For a; b in S, we say that b is well covered by a if S ✁ a∪ b∗; de7ning wc(a) to be
the subset of neighbourhoods b which are well covered by a, wc(a)≡{b : S ✁ a∪ b∗},
a formal topology S is then said to be regular if, for all a in S, a✁wc(a) (cf.
[27,7]). We here de7ne a regular topology S as enumerably regular if wc, as a
binary relation, can be enumerated, that is, if a function f : N→ S × S exists such that
range(f)= {(a; b) : biwc(a)}.
Lemma. Let S be a formal topology. For all a; a′; b; b′ in S, we have
b′✁ b; biwc(a); and a✁ a′ imply b′iwc(a′)
Proof. Immediate, from the de7nition of wc(a).
2. Completely regular formal topologies
In this section we provide a predicative formulation of the notion of complete regu-
larity, and show that, with a few modi7cations, well-known results relating (complete)
regularity to (local) compactness (the well/really inside relations to the way-below
relation) may be obtained also predicatively.
2.1. Let Q be the set of rational numbers. In the following, I always indicates the
subset {i∈Q : 06i61}. Recall that, given two open subsets O and O′ in a topological
space (X;#(X )), a scale from O′ to O is a family of open subsets indexed on the set
I such that
O0 =O′, O1 =O, and
for all p; q in I, if p¡q in I, the closure of Op is contained in Oq.
It may thus be shown by standard arguments that a topological space (X;#(X )) is
completely regular if and only if each open O in (a base B of) #(X ) is contained
in the union of some opens O′ (of B), satisfying the property that a scale of open
subsets exists from O′ to O. This motivates the following de7nition.
Given a formal topology S, and U; V subsets of S, we de7ne a scale from U to
V as a family of subsets Ui (i∈ I) of S such that U0 =U , U1 =V and, for all p; q
9 Here and in the following a set or subset is considered to be ‘7nite’ if its elements can be listed. Also,
we make use tacitly of the fact that, if a 7nite subset U0 is contained in the union of two subsets V;W ,
then there are two 7nite subsets V0⊆V , W0⊆W such that U0 =V0 ∪W0.
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in I, p¡q→ S ✁U ∗p ∪Uq. If we know that a scale from U to V exists, we say that
U is really covered by V .
We then de7ne a formal topology S as being completely regular if it comes
equipped with an indexed family rc(a) (a∈ S) of subsets of S such that
(i) for all a∈ S, a=S rc(a), and
(ii) for all a; b in S, if birc(a), {b} is really covered by {a}. 10
Observe that a completely regular topology is also regular since, for all a, rc(a)⊆wc(a).
2.2. The property stated in Lemma 1.5 for the relation wc does not hold in general
for rc. However, this can be obtained by simply ‘swelling’ the subsets rc(a):
Lemma. For any family rc(a) (a∈ S) satisfying conditions (i), and (ii) above, there
is a family rc(a)↓↓(a∈ S) still satisfying (i) and (ii) and such that, for all a; a′; b; b′
in S,
b′✁ b; birc↓↓(a); and a✁ a
′ imply b′irc↓↓(a
′):
Proof. De7ne rc↓(a) (a∈ S) by: for all a ∈ S, rc↓(a) = rc(a)∪{c∈ S : (∃birc(a))
c✁ b}. Then de7ne rc↓↓(a) (a∈ S) as rc↓↓(a)= rc↓(a)∪{c∈ S : (∃b∈ S)b✁ a &
circ↓(b)}. Easy calculations show that the required properties are satis7ed.
In the rest of this paper, any family rc(a) (a∈ S) making S into a completely regular
topology is always assumed to satisfy the above property. Finally, we say that S is
enumerably completely regular if we are able to endow S with a family rc(a) (a∈ S)
satisfying (i) and (ii) above, and such that a function f : N→ S × S exists with the
property that range(f)= {(a; b) : birc(a)}.
Examples of enumerably completely regular formal topologies are those giving rise
to formal reals, the n-dimensional Euclidean space, 11 Cantor and Baire space. 12 Note
that, in all these cases, the base is countable and, for all elements a, the subsets
wc(a) (and rc(a)) are decidable. Indeed, all (completely) regular topologies having
a countable base, and such that the subsets wc(a) (respectively rc(a)) are decidable
10 Note that, unlike the subset of elements that are well covered by a given basic element a, the subset
of elements that are really covered by a cannot be considered within a predicative foundation, since its
de7nition would require a quanti7cation over families of subsets.
11 See, e.g., [6] for the de7nition of the topology R used to introduce the continuum; the subsets wc((p; q))
and rc((p; q)), for (p; q) basic neighbourhood in R, are given by wc((p; q))= rc((p; q))=R {(r; s) :
p¡r6s¡q}.
12 A de7nition of the (formal) Cantor space appears in [8]; informally, a base for the Cantor and Baire
space is given by the sets of 7nite lists of elements of {0; 1} and N, respectively; all basic elements are
positive, and the cover is generated by postulating that every basic open l= (l1; : : : ; lk) is, in both cases,
covered by each of the pre7xes (the initial segments of l), and by the subset of all possible one-letter
extensions of l (see also [12]). Since, in both cases, S / l∪ l∗, we have liwc(l); hence, the topologies are
enumerably completely regular, where rc(l)( =wc(l)) is given, for all l∈ S, by the basic elements which l
covers, i.e., the subset of all extensions of l.
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for all a, are enumerably (completely) regular. Thus, in this context, the notion of
enumerability of wc and rc corresponds to the countability of the base in the classical
sense.
2.3. The next lemma is needed in the following.
Lemma. Let S be any formal topology. Let a; b be in S, and U0 = {c1; : : : ; cn} be a
/nite subset of S such that b✁U0. If a scale exists from cj to a for all j=1; : : : ; n,
then a scale also exists from b to a.
Proof. For all j, there are families Ucjp (p∈ I) such that Ucj0 = cj, Ucj1 = a and for all
p; q, p¡q→ S ✁ (Ucjp )∗ ∪Ucjq . Then de7ne the scale Up (p∈ I) as follows: U0 = b,
U1 = a and, for all p∈Q; 0¡p¡1, Up=Uc1p ∪ · · · ∪Uckp . Let p; q be such that
0¡p¡q61; then (by 1.4) U ∗p ∪Uq≡ (Uc1p ∪ · · · ∪Uckp )∗ ∪Uq=((Uc1p )∗ ↓ · · · ↓
(Uckp )
∗)∪Uq=S ((Uc1p )∗ ∪Uq) ↓ · · · ↓ ((Uckp )∗ ∪Uq). Then, since for all j, S ✁ (Ucjp )∗
∪Ucjq and Ucjq ⊆Uq, we obtain S ✁U ∗p ∪Uq. Now let p=0; q¿0. To prove that
S ✁U ∗0 ∪Uq, let r be such that 0¡r¡q; then, by the preceding argument, we have
S ✁U ∗r ∪Uq. It thus suUces to prove that U ∗r ✁ b∗=U ∗0 . Since cj ✁Ucjr for all j, and
b✁ c1 ∪ · · · ∪ ck , we have b✁Ur , whence U ∗r ⊆ b∗: let indeed ciU ∗r , i.e. (Ur ↓ c)✁ ∅;
since b✁Ur , any d in b ↓ c, i.e. any d such that d✁ b and d✁ c, is also covered by
Ur . Then, by ↓ -right, diUr ↓ c, and by transitivity, d✁ ∅. This proves b ↓ c ✁ ∅, i.e.,
cib∗. In conclusion, thus, for all p; q such that p¡q, we have S ✁U ∗p ∪Uq.
2.4. A formal topology S can be said to be normal if, given any two subsets U
and V of S such that S ✁U ∪V , two subsets W and Z can be constructed such that
U ∪W =S S =S V ∪Z and (W ↓Z)✁ ∅ (cf. [14]). Simply rephrasing, in our frame-
work the proof that a normal regular locale is completely regular (cf. [14, p. 129])
we obtain our version of Urysohn lemma. The proof consists of demonstrating that
(in the presence of normality) the concept of being ‘well covered’ satis7es a sort
of interpolation property, and then of applying the principle of countable dependent
choice:
Proposition. Let S be a normal formal topology, and let U; V be subsets of S such
that S ✁U ∗ ∪V . Then a scale Ui (i∈ I) can be constructed from U to V. A normal
regular topology is thus completely regular with rc(a) being the maximal one for all
a, i.e., rc(a)=wc(a).
Proof. Let (qn)n∈N be an enumeration of I≡{i∈Q : 06i61} such that q0 = 0 and
q1 = 1. Given U; V subsets of S such that S ✁U ∗ ∪V , we de7ne the subsets Uqk
by induction on k. Let U0 =U and U1 =V . Now suppose Uq0 ; : : : ; Uqn have been
de7ned such that qi¡qj implies S ✁U ∗qi ∪Uqj . Then let qk ; ql be, respectively, the
greatest rational in {q0; q1; : : : ; qn} less than qn+1 and the least rational in the same
subset greater than qn+1. So S ✁U ∗qk ∪Uql . By normality, we obtain W and Z such
that S ✁U ∗qk ∪W , S ✁Uql ∪Z and (W ↓Z)✁ ∅. Then Z ✁W ∗, whence S ✁Uql ∪W ∗.
We thus de7ne Uqn+1 as being W . If the topology is also regular, then it is trivially
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also completely regular, by de7ning rc(a) (a∈ S) as being wc(a) (a∈ S): indeed, given
biwc(a), the above construction yields the required scale.
2.5. In [7] it is shown that a compact regular formal topology S 13 is normal (and,
moreover, that the subsets W and Z satisfying the property required in the de7nition
of normality can be chosen to be 7nite). Hence:
Corollary. A compact (enumerably) regular formal topology S is (enumerably)
completely regular with rc(a) and the maximal one for all a, i.e., rc(a) = wc(a)
for all a.
In [6], the spaces L(A) of linear functionals of norm 61 from a semi-normed
space A to the reals are presented via a formal topology and proved to be compact; 14
regularity of these topologies can also easily be proved (by simply reformulating in this
context, the corresponding arguments in [19]). By this corollary, both Cantor space and
the topologies giving rise to the spaces L(A) are (compact and) completely regular.
Remark. The application of choice principles may be avoided in the following by
requiring ‘complete regularity’ in place of ‘regularity’ in any hypothesis involving
compact regular topologies. Note that the topologies of all previous examples can be
proved to be completely regular without using choice. Note also that, in any com-
pact completely regular topology, the members of the rc family may still be taken to
coincide with that of the wc family, i.e., the maximal ones (this can be proved via
an easy application of Lemma 2.3).
We now consider locally compact formal topologies.
2.6. A locale L is de7ned to be locally compact if it is a continuous lattice in the sense
of Scott [29]: recall that, for a; b in L, b is said to be way-below a (or b approximates
a) if for all directed subsets U of L, a6
∨
U implies that there is c∈U such that
b6c. In more geometrical terms, b is way-below a if and only if every open covering
of a contains a 7nite covering of b.
Then, L is locally compact if and only if, for every a∈L, a is equal to the supremum
of a subset of elements b which are way-below a.
We essentially follow [20] by de7ning a formal topology S as locally compact
if it can be equipped with an indexed family wb(a)(a∈ S) of subsets of S such that
(i) a=S wb(a) for all a∈ S, and
(ii) for all biwb(a), b is way-below a,
13 Because of the (non-constructive) equivalence between the category of compact regular locales and that
of compact HausdorD spaces (cf. [14]), compact regular formal topologies are called in [7] formal compact
Hausdor0 spaces.
14 Linear functionals are obtained as formal points of a formal topology, the base of which is intuitively
given by a base for the weak∗ topology.
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where b is way-below a means that, given U ⊆ S, a✁U implies b✁Ub, Ub being
a 7nite subset of U . 15
We want the wb family to satisfy the property stated in Lemmas 1.5 and 2.2 for the
well and really covered relations. We employ the same trick we used in 2.2.
Lemma. For any family wb(a) (a∈ S) satisfying conditions (i) and (ii) above, there is
a family wb(a)↓↓ (a∈ S) that still satis/es (i) and (ii) and such that, for all a; a′; b; b′
in S,
b′✁ b; biwb↓↓(a) and a✁ a
′ imply b′iwb↓↓(a
′):
Proof. De7ne wb(a)↓ (a∈ S) and wb(a)↓↓ (a∈ S) as in the proof of Lemma 2.2,
replacing rc with wb. Standard calculations show that the required properties
obtain.
From now on, we thus assume that any family wb(a) (a∈ S) making S a locally
compact topology satis7es the property stated in the above lemma.
2.7. It is a well-known fact that, in a regular locale, b ‘way-below’ a implies b ‘well
inside’ a. The next proposition establishes the corresponding relation between subsets
wb(a) and wc(a) in a locally compact regular topology (the proof is presented in [10]).
Proposition. In a regular formal topology, b way-below a implies b well covered by a.
Hence, in a locally compact regular topology, wb(a)⊆wc(a) for all a in S. A locally
compact formal topology is thus regular if and only if wb(a)⊆wc(a) for all a.
2.8. If the topology is also completely regular, we can say more about subsets wb(a).
Recall that I is the set {i∈Q : 06i61}.
Proposition. Let S be a locally compact completely regular topology. For all a; b∈ S,
if b is way-below a, then b is really covered by a. Thus, in a locally compact com-
pletely regular topology, we can choose rc(a) (a∈ S) as the family wb(a) (a∈ S).
Proof. Let b be way-below a; then, since a✁ rc(a), there is a 7nite subset Ub≡
{c1; c2; : : : ; ck} of rc(a) such that b✁Ub. Thus, by Lemma 2.3, b is really covered
by a. Finally, since a✁wb(a) for all a, the family wb(a)(a∈ S) satis7es conditions
(i) and (ii) of 2.1.
2.9. The next proposition (also proved in [10]) again corresponds to a well-known
property of compact regular locales; in our context, it provides a useful way of de7ning
the family wb(a) (a∈ S) in compact regular formal topologies (by Proposition 2.7, the
members of this family will also be the maximal ones).
15 Also here (cf. footnote 10), the subset of elements that are way-below a given element a cannot be
de7ned, since this would require an impredicative quanti7cation over subsets.
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Proposition. If S is compact regular, S is locally compact (completely) regular,
with wb(a)=wc(a) for all a.
In compact regular topologies, thus, ‘way-below’ and ‘well=really covered’ turn out
to coincide.
The (topologies giving rise to) n-dimensional Euclidean spaces are examples of
locally compact completely regular topologies, as are, by the above proposition, Cantor
space and spaces L(A).
3. Metric formal topologies
The notion of (dia-)metric locale ([25] or [3]; see also [13,23]) provides in the
context of Locale Theory a notion of metrisability and a point-free axiomatisation
of metrics in spaces. The obtained theory, however, is both impredicative and non-
constructive, and thus cannot be expressed within Martin-L,of’s Type Theory.
When considering localic diameters in a predicative context, impredicativity arises
mainly because the axioms required for diameters unavoidably refer to (conceptually)
second-order objects. A delicate notion (playing an essential roˆle in expressing metris-
ability) is in particular that of admissibility of the system of coverings generated by a
given diameter [3], resting on the impredicative formalisation of a quantitative (metri-
cal) analogue of the well and really inside relations. 16
In the context of Domain Theory, Weihrauch and Schreiber [31] represented (Polish)
metric spaces by assuming on !-algebraic dcpo’s two primitive notions as counterpart
of metrics, a weight and a distance (intuitively, a vestigial form of diameter and the dis-
tance of subsets in the usual sense). Based on these two primitives, they introduced, in
particular, a relation that makes it possible to describe quantitatively (and in elementary
terms) a neighbourhood as being properly contained into another neighbourhood.
Ideas from both these approaches allow us to introduce a constructive and predicative
notion of metrisability, and a point-free axiomatisation of the theory of metrics in
spaces, which may be expressed in the foundational setting of Type Theory, and that
has the same generality as the existing localic formulations.
3.1. Rather than the properties of a diameter in the general sense (referring intuitively
to the notion of powerset), here we describe the notion of diameter of ‘basic (or atomic)
elements’—that is, of a supposed 7nitary (described by a 7nite amount of information)
well-formed object. We can thus no longer expect our diameter to be de7ned on the
union (join) of two (or more) of the objects under consideration: thus, the property
axiomatising the correspondent for diameters of the triangular inequality—namely, the
conditioned sub-additivity (requiring the diameter of two overlapping neighbourhoods
to be less than or equal to the sum of the diameters of the two neighbourhoods,
cf. [3])—here no longer makes sense.
16 Cf. also the de7nition in [2] of the strong inclusion associated to a given (localic) uniformity.
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In the contexts in which the axioms for general diameters are adopted, the possibility
of considering the diameter of a join of more elements allows to evaluate distances (for
instance, the distance of two points of a metric locale is the in7mum of the diameters
of the neigbhourhoods belonging to both points. There is then no reason for assuming
all such neighbourhoods to be basic). In the present setting, then, it becomes necessary
to de/ne an auxiliary tool, 17 intended to provide a measure of the mutual distances
of basic elements.
We endow a topology S with a binary relation d(x; r), de7ned between basic opens
and positive rational numbers. The intended meaning of d(x; r) is that the width of x is
less than r. 18 A measure of the mutual distances of basic opens is then obtained from
d, again in the form of a relation: .d(x; y; s) will hold true for x; y in S and s∈Q+,
when a chain of basic neighbourhoods connecting x; y exists such that the sum of the
diameters of the neighbourhoods in the chain is less than s.
From now on, Q+ indicates the set of positive rational numbers. A chain in S is a
list (a0; : : : ; an) of elements of S, such that Pos(ai ↓ ai+1), for i=0; : : : ; n−1. 19 De7ne
C(S) to be the subset of chains of S. The following terminology is also adopted:
given a set (or subset, or collection) X , we say that a relation R(x; r) (x∈X; r ∈Q+)
approximates a (non-negative possibly in/nite) real-valued function if R satis7es, for
all x∈X ,
1. R(x; r) & r¡r′→R(x; r′),
2. R(x; r)→∃r′(r′¡r & R(x; r′)).
(a relation satisfying 1, 2 and 3. ∃rR(x; r) is said to approximate a 7nite real-valued
function).
Let then d(a; r) (a∈ S; r ∈Q+) approximate a real-valued function. We say that
d is an elementary diameter if
(o) a=S ∅→ (∀r)d(a; r),
(i) b✁ a→ (d(a; r)→d(b; r)),
(ii) S ✁ {a : d(a; 1)}, for all 1 in Q+.
De7ne .d(x; y; r) as
(∃(z0; : : : ; zn)iC(S))(∃r1; : : : ; rn−1 ∈ Q+)(
z0 = x & zn = y & (d(z1; r1) & : : : & d(zn−1; rn−1)) &
n−1∑
1
ri¡r
)
:
The relation .d(x; y; r), to be interpreted in the manner already indicated, provides
a way to evaluate the ‘distance’ between the basic opens x and y. For 3∈Q+, de7ne
b✁3 a ≡ (∀c)(.d(b; c; r) & d(c; s) & (r + s) ¡ 3→ c✁ a):
17 One can also consider the possibility of assuming it as primitive, see also footnote 23.
18 T. Coquand and D.S. Scott (although in connection with the diDerent axiomatisation discussed in [9])
suggested to use a relation instead of a function; this permits to avoid the notion of real number, at the
same time keeping full generality. Cf. also [5].
19 The (constructively) weaker notion of chain in which Pos(ai ↓ ai+1) is replaced by ¬ (ai ↓ ai+1) / ∅
would also suUce for the following, except that in 3.7 (in relation with complete regularity of metric formal
topologies) and in the proof of Proposition 3.8.
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(Cf. the notion of ‘strongly approximating’ in [31]; note that here b✁3 a implies b✁ a,
by (ii) above). Intuitively, b✁3 a means that b and a surrounding of b of width 3 are
covered by a. For any a in S, let
mc(a) ≡ {b : (∃3 ∈ Q+)b✁3 a}:
We read bimc(a) as b is measurably covered by a. We then say that an elementary
diameter d is compatible if it also satis7es
(iii) a=S mc(a) for all a in S.
Compatibility imposes the metric structure to agree with the topological structure
(cf. the notion of compatibility for metric locales [25,3]).
We are allowed, then, to state that a topology S is metrisable if a compatible
elementary diameter d is known to be de7nable on S. The pair Sd≡ (S; d) will be
called metric formal topology.
Observe that a point  of a metric formal topology contains neighbourhoods of arbi-
trarily small diameter and that, for each neighbourhood a in , there is a neighbourhood
b in  such that bimc(a) (by (ii) and (iii) above and condition (iii) on formal points).
Points of metric formal topologies may thus be regarded as a generalisation of ‘maximal
approximations’, as de7ned in [17] (cf. also [16], and the completion of a R-structure
in [30]).
Note that the requests we made on d are rather minimal. The following two
paragraphs relate the above notions with the usual notion of metric and with localic
diameters.
3.2. Let S be any formal topology in which any two non-empty neighbourhoods are
connected by a chain of elements with 7nite diameter (in formulae, for all a; b = ∅, there
is (b0; : : : ; bn)iC(S) such that b0 = a; bn= b and ∀i∃rd(bi; r)). It is an easy exercise
(using Lemmas 3.4 and 3.5 below) to check that, whenever d is an elementary diameter,
the relation
4(; 5; r) ≡ (∃r′ ¡ r)(∀a; b)(ai & bi5→ .d(a; b; r′));
for ; 5∈Pt(S) and r ∈Q+, de7nes a pseudometric on Pt(S) (that is, 4 approxi-
mates a 7nite non-negative real-valued function and, given ; 5; 6∈Pt(S), one has (1)
∀r4(; ; r), (2) ∀r(4(; 5; r)↔ 4(5; ; r)), and (3) 4(; 6; r) & 4(6; 5; s)→ 4(5; ; r +
s)). Moreover, we have 74⊆E, where 74 is the usual metric topology induced by
4 on Pt(S), and E is the spatial topology on Pt(S) (cf. 1.2).
If d is also compatible, 4 is a metric (that is, we have (1′) ∀r4(; 5; r)↔ = 5),
and the two topologies coincide, 74=E. 20
20 From a classical point-set perspective, this allows us to state that a (sober) topological space (X; #(X ))
is metrisable if and only if any of its point-free representations via a formal topology is metrisable (for the
“only if” part, consider as elementary diameter the usual diameter function on the chosen base). Note also
that, given any metric space (X; d), taking S to be (X ×Q+) (which we think of as a set of indexes for the
collection of open balls), the cover as point-set inclusion (that is, (x; r) /U ≡B(x; r)⊆ ⋃(y;s)∈U B(y; s)) and
as elementary diameter the usual diameter, one obtains a (spatial) metric formal topology whose (spatial)
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3.3. Given a metric formal topology Sd, consider the frame Sat(S) (cf. 1.3). De7ne
then a relation :(U; r), for U ∈ Sat(S); r ∈Q+, by
:(U; r) ≡ (∃r′ ¡ r)(∀a; biPos)(aiU & biU → .d(a; b; r′)):
Then, if d is an elementary diameter, : is a diameter on Sat(S) in the sense of
[25,3] 21 (more precisely, :(U; r) approximates a possibly in7nite diameter, using the
above terminology). If d is also compatible, then : is a compatible diameter on
Sat(S). 22 Conversely, if L is a locale and : is a compatible diameter on L, the
restriction of : to any base of L satis7es the axioms for a compatible elementary
diameter. Thus, the present notion of metrisability is equivalent to those of Isbell and
Pultr, but is based on a conceptually (and somewhat also technically) simpler tool.
3.4. The next lemma easily follows from the de7nition of .d. 23
Lemma. The relation .d (approximates a real-valued function and) satis/es the
following properties: for all a; b; c in Pos 24
.1. b✁ a→ (.d(b; c; s)→ .d(a; c; s)),
.2. ∀s(.d(a; b; s)↔ .d(b; a; s)),
.3. ∀s(.d(a; a; s)),
.d. ((.d(a; c; s) & .d(b; c; t) & d(c; r))→.d(a; b; r + s+ t).
3.5. Overlapping neighbourhoods have a vanishing distance:
Lemma. Let d be an elementary diameter, and let a relation .(x; y; r)(x; y∈ S; r ∈Q+
(approximate a real-valued function and) satisfy the properties listed in the above
lemma. If Pos(a ↓ b), 25 then ∀r .(a; b; r).
Proof. By axiom .1 we have ∀r .(a; c; r) (since c✁ a and ∀r .(c; c; r)); again by
axiom .1, we obtain ∀r .(a; b; r), since c✁ b and ∀r .(a; c; r).
( footnote Continued)
topology is homeomorphic to the point-set metric topology. However, to obtain an isometry we need to
choose as base, instead of the above, the indexes for ‘pairs of balls’: (X ×Q+)× (X ×Q+).
21 Where we read in the axioms for a diameter (cf. [3]) the inequality U ∧V =0, for U; V ∈ Sat(S),
as (the classically equivalent) Pos(U ∩V ).
22 Non-constructively (at least), in this hypothesis, :(U; r) is also a compatible metric diameter on Sat(S).
23 As already recalled, in [31] Weihrauch and Schreiber assume the notion of distance (both as reconstructed
using weight and) as primitive. The distance is required to satisfy axioms corresponding, in that setting, to
the properties listed in this lemma, in which the roˆle of diameter is played by weight. Assuming also in
the present context the notion of distance as primitive may be worthwhile from a predicative point of view
(indeed, in representing a space, we require the base to form a set, and having a distance available as
primitive datum extends the choices for possible bases). However, the axioms for a distance required in [31]
seem to be too weak for our purposes (for instance, these will not suUce to prove Proposition 3.8).
24 If the notion of chain is taken to be the weaker one (cf. footnote 19), the lemma is valid for all
a; b; c = ∅.
25 The constructively weaker hypothesis ∃ci(a ↓ b)¬ c / ∅ suUces, if the weaker notion of chain is adopted
(cf. footnotes 19 and 24).
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3.6. The notion of ‘measurably covered’ may be conceived to some extent as a quan-
titative version of the well=really inside and way-below relations. A more precise for-
mulation to just intuitive similarities is given below. Note, 7rst, that the relation mc
shares the property established in Lemmas 1.5, 2.2, and 2.6, respectively, for wc; rc,
and wb:
Lemma. Let S be a formal topology. Let d be an elementary diameter on S. Then,
de/ning mc as above, we have
b′✁ b; bimc(a); and a✁ a′ imply b′imc(a′):
Proof. Immediate (using Lemma 3.4).
3.7. Given a formal topology S, it is often decidable whether, for all a; b in S,
Pos(a ↓ b) or not. Under this assumption, if S can be endowed with an elementary
diameter, ‘measurably covered’ implies ‘well covered’, i.e.,
mc(a) ⊆ wc(a);
(in particular, thus, metric formal topologies in which Pos(x ↓y) is decidable are
regular). Indeed, let bimc(a), i.e. b✁3 a for some 3; by 3.1, (ii), C = {c : d(c; 3=2)}
covers S. Given any ciC, c is either positive with b (i.e. Pos(b ↓ c))—whence, by
hypothesis and Lemma 3.5, it is covered by a—or c belongs to b∗ (indeed ¬ Pos(c ↓ b)
implies (c ↓ b)✁ ∅, cf. 1.1). We thus have S ✁ b∗ ∪ a≡ biwc(a), as desired.
Again, let S be endowed with an elementary diameter. De7ne, for 1¿0, Ub1 as
the subset of elements having diameter plus distance from b less than 1, Ub1 ≡{c∈ S :
(∃(b0; : : : ; bn)iC(S)) (∃r1; : : : ; rn) (b0 = b & bn= c & d(b1; r1) & : : : & d(bn; rn) &∑
ri¡1)}, and let Ub0 = {b}. If for all x; y∈ S, 1¿0, Pos(Ux1 ↓y) is decidable, 26
then it can be proved by simple calculations that ‘measurably covered’ implies ‘re-
ally covered’; hence, metric formal topologies in which Pos(Ux1 ↓y) is decidable are
completely regular, with rc(a)≡mc(a) for all a.
3.8. In metrisable topologies, the following relation may also be stated between the
notions of ‘way-below’ and ‘measurably covered’. This requires the monotonicity prop-
erty of the positivity predicate.
Proposition. In any metric formal topology (S; d), if b is way-below a, then bimc(a).
Thus, if S is also locally compact, we have wb(a)⊆mc(a), for all a.
Proof. Let b be way-below a. Since a✁mc(a), there are c1; : : : ; ck in mc(a) such that
b✁ {c1; : : : ; ck}. Then let 3= min{31; : : : ; 3k}, where ci ✁3i a for all i. Then b✁3 a.
Indeed, if c is such that d(c; r), .d(b; c; s), and r + s¡3, then also .d(ci; c; s) for
some i: if b0; : : : ; bk is a chain ‘shorter than s’ between b and c, then, by
26 This is, for instance, the case of reals (with d((p; q); r)≡ |p− q|¡r, cf. footnote 11), Cantor and Baire
space (with d(l; r)≡ 2−lg(l)¡r, cf. footnote 12).
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de7nition of chain, Pos(b ↓ b1). Since b✁ {c1; : : : ; ck}, this implies Pos({c1; : : : ; ck} ↓ b1)
(by b ↓ b1✁ ({c1; : : : ; ck} ↓ b1) and monotonicity), whence Pos(ci ↓ b1) for some i (note
that monotonicity of the positivity predicate is essentially used here). Then ci; b1; : : : ; bk
is again a chain still ‘shorter than s’ from ci to c: this proves that .d(ci; c; s) obtains
for some i. Thus, by ci ✁3i a, we obtain c✁ a, which proves b✁3 a.
4. Urysohn metrisation theorem in Type Theory
Metrisation theorems have been obtained in the context of locales in [23,24,3]. Their
proofs, by making use of non-constructive reasoning, and relying on impredicative def-
initions, cannot be formulated in Type Theory. In this section, we prove constructively
(and without any essential use of choice principles) a point-free version of Urysohn
metrisation theorem; by 1.3 and 3.3, this yields automatically also a constructive choice-
free proof of Urysohn metrisation theorem for locales in the sense of Pultr (via a
somewhat simpler proof than that implicit in [24]).
From another viewpoint, this theorem is regarded as providing a way to relate eDec-
tively (because in Type Theory) two diDerent formalisations of the concepts of being
‘a more precise approximation’ previously encountered—the notions of ‘really covered’
and ‘measurably covered’—and thus to relate, and even to identify these two with the
notions of ‘way-below’ and ‘well covered’.
4.1. Theorem (Urysohn). Any enumerably completely regular formal topology S
admits a compatible elementary diameter.
The idea of the proof is to show that we can construct an elementary diameter d
such that
birc(a)→ (∃3)b✁3 a:
This proves the theorem, since the topology is completely regular.
With respect to the proof in [22,23,24], we show that a conceptually and technically
weaker argument can be presented (since an elementary diameter is simpler than a
metric one). In a certain sense, the proof ‘projects’ the metrisation technique devel-
oped in [22,23] on a conceptually simpler plane: the point here is to introduce an
analogous machinery that can work at an elementary (7rst-order) level and eDectively.
We then show that this is made possible by the elementary axiomatisation introduced
in Section 4.
The proof requires several intermediate results. We 7rst de7ne a family of elementary
diameters, which we use to construct a system of increasingly re7ned coverings of
the space. This system, 7nally, allows to de7ne the required compatible elementary
diameter.
4.2. Let S be any formal topology. To each pair (a; b) in S such that a scale exists
from b to a, we associate a relation between basic elements and positive rational
numbers as follows: let Ui (i∈ I) be the scale of subsets of S such that U0 = {b} and
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U1 = {a} (recall that I is the subset {i∈Q : 06i61}; cf. 2.1). De7ne Vi (i∈ I) by
Vi =Ui, for all i¡1, and V1 = S. The relation da; b associated with a; b is
da;b(x; r)≡ (∃i ∈ I)(x ✁ Vi & i ¡ r) ∨ (∃i1)(∃i2)
(x ✁ Vi1 & (x ↓ Vi2 )✁ ∅ & i1 − i2¡r):
Lemma. For all a; b in S such that a scale exists from b to a, da; b de/nes an
elementary diameter.
Proof. Clearly, each da; b approximates a real-valued function. Axioms (o) and (i) of
3.1 are clearly valid. To prove (ii), let 1 in Q+. We can choose pt ∈ I such that
0=p0¡p1¡ · · ·¡pk =1, and pt+2 − pt¡1. By de7nition of Vi (i∈ I), we have
S ✁V ∗pt ∪Vpt+1 , for t=0; : : : ; k − 1. Then de7ne a family {Wt : t=0; : : : ; k − 1} of sub-
sets of S in the following way: W0 =Vp1 , Wt =Vpt+1 ↓V ∗pt−1 . It is enough to prove that
V1 = S ✁
⋃k−1
t=0 Wt , and that, for all t, xiWt implies da; b(x; 1). We prove the 7rst step
showing by induction that for all j, Vpj =S
⋃ j−1
t=0 Wt . For j=1, this is obvious. Then,
by inductive hypothesis, W0 ∪W1 ∪ · · · ∪Wj =S Vpj ∪ (Vpj+1 ↓V ∗pj−1 ) =S (Vpj+1 ↓Vpj)∪ (Vpj+1 ↓V ∗pj−1 ) =S Vpj+1 ↓ (Vpj ∪V ∗pj−1 ) =S Vpj+1 . We now prove that for all t and for all
xiWt , we have da; b(x; 1): for t=0, the claim is easily seen to be true (by de7nition of
da; b(x; r) and by the criterion of choice of the pj’s). Let t¿0: for xiWt , we have
x ↓Vpt−1 ✁Wt ↓Vpt−1 ✁V ∗pt−1 ↓Vpt−1 (using ↓-right). Since obviously (V ∗pt−1 ↓Vpt−1 )✁ ∅,
we then obtain (x ↓Vpt−1 )✁ ∅; then, by Wt ✁Vpt+1 and x∈Wt , we have da; b(x; 1),
since i1; i2 exists (i1 =pt+1; i2 =pt−1) such that x✁Vi1 , (x ↓Vi2 )✁ ∅ and i1 − i2¡1
(cf. [22], 4.6).
In particular:
Corollary. In a completely regular topology S, for all pairs (a; b) such that birc(a),
the relation da; b de/nes an elementary diameter.
4.3. For a purely technical purpose (related to the fact that chains are used here to
deal elementarily with distances of basic neighbourhoods), we now provisionally ‘lift’
elementary diameters da; b(x; r) introduced so far to 7nite subsets (lists). Again, let
(a; b) in S be such that a scale exists from b to a, and let Vi (i∈ I) be de7ned as in
4.2. For u=(a0; : : : ; ak)∈P!(S) and r ∈Q+ de7ne Pda; b(u; r) as
(∃i ∈ I)(u✁Vi & i¡r) ∨ (∃i1)(∃i2)(u✁Vi1 & (u ↓ Vi2 )✁ ∅ & i1 − i2 ¡ r):
Note that Pda; b (obviously approximates a real-valued function and) is monotone also
on 7nite subsets—that is, if u✁ v, then Pda; b(v; r) implies Pda; b(u; r).
We say that a relation R(u; r) between 7nite subsets of S and positive rational
numbers separates b from a if
1. R({b}; r), for all r in Q+, and,
2. for all u in P!(S), ¬ (b ↓ u)✁ ∅ and R(u; 1) implies u✁ a.
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We then have
Lemma. For all a; b∈ S such that a scale exists from b to a, Pda; b(u; r) separates b
from a.
Proof. Trivially, for all r, Pda; b({b}; r). Then let ¬ (b ↓ u)✁ ∅ and Pda; b(u; 1); from
¬ (b ↓ u) ✁ ∅, we obtain ¬ (u ↓Vi)✁ ∅ for all i (since b✁Vi and by ↓-right), that
gives ¬ (∃i2)¬ (u ↓Vi2 )✁ ∅. From Pda; b(u; 1), we thus have (∃i) (i¡1 & u✁Vi); since
Vi✁ a for all i¡1, this implies u✁ a, as desired.
4.4. The next lemma states a sort of (conditioned) sub-additivity of such ‘extended’
elementary diameters with respect to 7nite subsets.
Lemma. For all u; v in P!(S) such that ¬ (u ↓ v)✁ ∅, Pda; b(u; r1) and Pda; b(v; r2) imply
Pda; b(u∪ v; r1 + r2).
Proof. By case analysis: (1) assume (∃i1)(∃i2)(u✁Vi1 & (u ↓Vi2 )✁ ∅ & i1 − i2¡r1),
and (∃i3)(∃i4)(v✁Vi3 & (v ↓Vi4 )✁ ∅ & i3−i4¡r2). Let Pi= max{i1; i3}, i= min{i2; i4}.
Then we have (u∪ v✁V Pi) and ((u∪ v ↓Vi)✁ ∅). Thus, it suUces to prove that Pi −
i¡r1 + r2. If Pi − i= i1 − i2 or Pi − i= i3 − i4, this is true by hypothesis. Then consider
the case that Pi − i= i1 − i4: we have Pi − i= i1 − i4¡r1 + i2 − i4¡r1 + r2 + i2 − i3.
Since Vi3 covers v and ¬ (u ↓ v)✁ ∅, if we had i2¿i3, we would have Vi3 ✁Vi2 , which
implies ¬ (u ↓Vi2 )✁ ∅, against the hypothesis. Thus, i26i3, whence Pi− i¡r1 + r2. The
case Pi − i= i3 − i2 is analogous.
(2) Assume (∃i1)(∃i2)(u✁Vi1 & (u ↓Vi2 )✁ ∅ & i1−i2¡r1) and (∃i)(v✁Vi & i¡r2).
Let Pi= max{i1; i}. We have u∪ v ✁ V Pi. If Pi= i, we reach the conclusion. If Pi= i1, it
suUces to prove that i2¡r2 (indeed, in this case, since we have i1¡r1 + i2, we obtain
i1¡r1 + r2, as desired): then assume that i2¿i. By i2¿i, we have v✁Vi✁Vi2 ; by the
hypothesis ¬(u ↓ v)✁ ∅, we obtain ¬ (u ↓Vi2 )✁ ∅, which yields a contradiction. Thus
i26i¡r2. Now the remaining cases can easily be proved.
4.5. From now on, we assume S to be enumerably completely regular. We thus have
a function f : N→ S × S such that range(f)= {(a; b) : birc(a)}. This clearly allows
us to enumerate the triples (a; b; 1) such that birc(a) and 1∈Q+. To simplify cal-
culations, we do this by using the positive integers: thus we assume to have a map
< : N+→ S × S ×Q+ such that range(<)= {(a; b; 1) : birc(a) & 1∈Q+}. De7ne, then,
a family Ui (i∈N+) of subsets of P!(S) as follows:
Ui = {u ∈ P!(S) : Pda; b(u; 1)};
where (a; b; 1)= <(i) (the subsets Ui can be seen as forming a family of coverings
of S; recall, indeed, that the ‘restriction’ of Pda; b to da; b is an elementary diameter, and
use 3.1 (ii)).
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4.6. Now construct the members of a family Wn (n∈N) of subsets of P!(S), by
de7ning W0 to be P!(S), and
Wn+1 ≡ {u ∈ P!(S) : (∃u1iU1=4
n
1 )(∃u2iU1=4
(n−1)
2 ) : : :
: : : (∃uniU1=4n )(∃un+1iUn+1)(u✁ u1 & : : : & u✁ un+1)};
where U1=4
(n−(i−1))
i is obtained by replacing 1 in the above de7nition of Ui by
1=4(n−(i−1)).
We may think of Wn (n∈N) as a system of increasingly re7ned coverings of S.
We use Wn (n∈N) to construct what we will prove to be our compatible elementary
diameter.
4.7. De7ne a relation Pd(x; r)(x∈P!(S); r ∈Q+) by
Pd(x; r) ≡ (∃n∈N)(∃w ∈ P!(S))(wiWn & x✁w & 2−n¡r):
To show that the restriction of Pd to one-element subsets is the required compatible
elementary diameter, we need two more lemmas:
Lemma. Let x; y; z in P!(S) be such that ¬ (x ↓y)✁ ∅ and ¬ (y ↓ z)✁ ∅. Then Pd(x; r0),
Pd(y; r1) and Pd(z; r2) imply Pd(x∪y∪ z; 2max{r0; r1; r2}).
Proof. Let Pr= max{r0; r1; r2}. We clearly have Pd(x; Pr), Pd(y; Pr) and Pd(z; Pr). By de7ni-
tion of Pd(x; r), there are nx ∈N and wxiWnx such that x✁wx and 2−nx¡ Pr; similarly, for
y; z, there are ny; wy and nz; wz satisfying the corresponding property. Then assume that
nx6ny6nz; if nx =0, the conclusion is trivial (since then Pr¿1; 2 Pr¿2, and whichever
are wx; wy; wz, wx ∪wy ∪wz ∈P!(S)=W0, whence Pd(x∪y∪ z; 2)). Then let nx¿0;
we want to prove that (wx ∪wy ∪wz)iWnx−1: by de7nition of Pd, indeed, this would
imply that Pd((x∪y∪ z); r) is true for all r such that 2−nx+1¡r. Since, by hypothe-
sis, 2−nx¡ Pr= max{r0; r1; r2}, also 2−nx+1¡2 Pr, whence Pd((x∪y∪ z); 2max{r0; r1; r2}),
which would yield the conclusion.
Then let Wnx be given by
{u ∈ P!(S) : (∃v1iV1) : : : (∃vnxiVnx)u✁ v1 & : : : & u✁ vnx)};
where, for k =1; : : : ; nx, Vk = {u∈P!(S) : Pd(a; b)k (u; 1k)}. Thus, by De7nition 4.6, Wnx−1
takes the form
{u ∈ P!(S) : (∃v1iV 4111 ) : : : (∃vnx−1iV 41nx−1nx−1 )u✁ v1 & : : : & u✁ vnx−1)};
where, for k =1; : : : ; nx−1, V 41kk is obtained by substituting 41k for 1k in the expression
de7ning each Vk .
To show that (wx ∪wy ∪wz)iWnx−1, we prove that (wx ∪wy ∪wz) belongs to each Vi
for i=1; : : : ; nx − 1. Indeed, for i=1; : : : ; nx − 1, we have Pd(a; b)i(wx; 1i) (since wxiWnx
and since each Pda; b is monotone), Pd(a; b)i(wy; 1i=4
(ny−nx)) and Pd(a; b)i(wz; 1i=4
(nz−nx)) (by
De7nition 4.6 of Wn, by the assumption nx6ny6nz, and again by monotonicity of each
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Pda; b). By Lemma 4.4, we thus have Pd(a; b)i(wx ∪wy ∪wz; 1i + 1i=4(ny−nx) + 1i=4(nz−nx)).
But 1i + 1i=4(ny−nx) + 1i=4(nz−nx)¡41i, whence (wx ∪wy ∪wz)iWnx−1.
4.8. Lemma. Let x1; : : : ; xn be n /nite subsets in P!(S) satisfying ¬ (xi ↓ xi+1)✁ ∅
for i=1; : : : ; n − 1. Then, if for i=1; : : : ; n we have Pd(xi; ri), we also have Pd(x1 ∪ · · ·
∪ xn; 2
∑n
i=1 ri).
Proof. By induction (cf. [23], 3.9): for n=1, the claim is trivially valid (by 3.1, 1). Let
the claim be proved for k =1; : : : ; n, and consider a list x1; : : : ; xn+1. Since the ri from
the hypothesis are rational numbers, there is k such that
∑k−1
i=1 ri¡(
∑n+1
i=1 ri)=2, and∑n+1
i=k+1 ri6(
∑n+1
i=1 ri)=2. Then, by inductive hypothesis, Pd(x1 ∪ · · · ∪ xk−1; 2
∑k−1
i=1 ri),
which implies Pd(x1 ∪ · · · ∪ xk−1;
∑n+1
i=1 ri) (since 2
∑k−1
i=1 ri¡2(
∑n+1
i=1 ri)=2); similarly
Pd(xk+1 ∪ · · · ∪ xn+1;
∑n+1
i=1 ri). Obviously, Pd(xk ;
∑n+1
i=1 ri), whence, by Lemma 4.7, the
conclusion.
4.9. We can now prove our point-free version of Urysohn metrisation theorem.
Proof of theorem 4.1. We prove that the required compatible elementary diameter
is obtained by ‘restricting’ the relation Pd de7ned in 4.7 to range over basic elements.
For x∈ S; r ∈Q+, de7ne
d(x; r) ≡ (∃n∈N)(∃w ∈ P!(S))(wiWn & x✁w & 2−n ¡ r):
Axioms (1)–(3), (o) and (i) of 3.1 are trivially satis7ed. Then let 1∈Q+. There is
n∈N such that 2−n+1¡1. Then let Wn+1 have the form
Wn+1 ≡ {u ∈ P!(S) : (∃v1iV1) : : : (∃vn+1iVn+1)u✁ v1 & ::: & u✁ vn+1};
where, for k =1; : : : ; n+1, Vk = {u∈P!(S) : Pd(a; b)k (u; 1k)}, for certain 1k¿0. Consider
the subset of basic neighbourhoods
W 1n+1 = {c ∈ S : (∃c1 ∈ S)({c1}iV1) &
: : : & (∃cn+1 ∈ S)({cn+1}iVn+1)(c✁ c1 & : : : & c✁ cn+1)}:
Every c in W 1n+1 is such that d(c; 1) (since c✁ {c}, and {c} belongs to Wn+1), so
it is enough to prove that S ✁W 1n+1. By Lemma 4.2, S ✁ {ciS : d(a; b)k (c; 1k)}, for
k =1; : : : ; n+ 1, whence (by ↓-right)
S ✁ {ciS : d(a; b)1 (c; 11)} ↓ · · · ↓ {ciS : d(a; b)n+1(c; 1n+1)}:
Now the subset {ciS : d(a; b)1 (c; 11)} ↓ · · · ↓ {ciS : d(a; b)n+1(c; 1n+1)} is exactly W 1n+1,
since {ci}iVi⇔d(a; b)i(ci; 1i). Thus, S ✁W 1n+1, which proves axiom (ii).
To prove that axiom (iii) also is satis7ed, recall that, by complete regularity a✁ rc(a),
for all a∈ S. It is thus suUcient to show that, if birc(a), there is 3∈Q+ such that
b✁3 a. Then assume birc(a). We have then to prove that, for some 3,
(∀c)(.d(b; c; r) & d(c; s) & (r + s)¡3→ c✁ a):
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By Lemma 4.2, if birc(a), there is an elementary diameter da; b(x; r) that, when ‘ex-
tended’ to 7nite subsets, separates b from a (Lemma 4.3). Moreover, by 4.5, there is
Pk ∈N+ such that <( Pk)= (a; b; 1) and
U Pk = {u ∈ P!(S) : Pd(a;b)(u; 1)}: (∗)
Then 7x a; b such that birc(a). Let 3=2− Pk , Pk as above, and assume for a given c,
.d(b; c; r), d(c; s) and (r+s)¡3. By de7nition of .d, there are thus z0; : : : ; zn ∈C(S) and
r1; : : : ; rn−1 in Q+ such that z0 = b; zn= c, d(zi; ri), for i=1; : : : ; n−1, and
∑n−1
i=1 ri¡r.
Then, since also d(c; s), by Lemma 4.8 we have Pd({z1; : : : ; zn−1; c}; 2(
∑n−1
i=1 ri + s)):
Since (
∑n−1
i=1 ri)+s¡r+s, we also have Pd({z1; : : : ; zn−1; c}; 2(r+s)). We had assumed
(r + s)¡3=2− Pk , hence 2(r + s)¡23=2− Pk+1, and
Pd({z1; : : : ; zn−1; c}; 2− Pk+1):
By de7nition of Pd, there are thus Pn and wiW Pn such that 2− Pn¡2− Pk+1 and {z1; : : : ; zn−1; c}
✁w. Hence, Pn¿ Pk − 1, which means that the expression (cf. 4.6) of W Pn is
W Pn = {u ∈ P!(S) : (∃u1iU1=4
( Pn−1)
1 ) : : : (∃u PkiU1=4
( Pn− Pk)
Pk
) : : : (∃u PniU Pn)
(u✁ u1 & : : : & u✁ u Pk & : : : & u✁ u Pn)};
where (cf. (∗))
U 1=4
( Pn− Pk)
Pk
≡
{
u ∈ P!(S) : Pd(a;b)
(
u;
1
4( Pn− Pk)
)}
:
Thus, in particular, there is v= u PkiU
1=4( Pn− Pk)
Pk
such that {z1; : : : ; zn−1; c}✁w✁ v. We now
use the information that Pda; b separates b from a to show that v, hence c, is covered by
a: since ¬ (b ↓ {z1; : : : ; zn−1; c})✁ ∅ (because b; z1; : : : ; zn−1; c is a chain between b; c),
also ¬(b ↓ v)✁ ∅. By viU 1=4( Pn−
Pk)
Pk
, we have Pda; b(v; 1=4( Pn−
Pk)), which gives v✁ a, since
Pda; b(x; r) separates b from a. Thus, c✁ v✁ a, as desired.
In conclusion, Theorem 4.1 has shown that, in any enumerably completely regular
topology, the notion of ‘really covered’ can be closely related—and, by 3.7, under a
weak decidability condition, also identi7ed—with that of ‘measurably covered’. If the
topology is also locally compact, Proposition 2.8 allows us to relate these two notions
with that of ‘way-below’. Finally, assuming compactness in place of local compactness,
all these can be identi7ed with the ‘well covered’ relation (by Proposition 2.9 and
again 3.7).
5. How a constructive notion of metrisability can turn a collection into a type
In this section we show, as an application of the above de7nitions and results,
that the points of locally compact metrisable formal topologies can be identi7ed with
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‘shrinking’ and ‘approximating’ sequences of basic neighbourhoods, 27 forming a set
(data-type) in Type Theory. Some purely topological conditions imply thus a type-
theoretic property (the existence of a set of indexes for the collections of points of
the considered spaces; we say that a domain for the space can be identi7ed in Type
Theory). Although such conditions are certainly not the most general ones under which
this property obtains, the set of indexes they do provide is particularly informative: any
such index produces an arbitrarily precise approximation to the point it represents (that
is, given any positive 1, it eDectively provides a neighbourhood of the point of width
less than 1).
It has to be remarked that the construction of indexes as elements of a data-type
(Corollary 5.3) relies on the principle of (countable dependent) choice.
5.1. Let S be a locally compact metric formal topology. A subset  of S satisfying
1. (∃a)(ai),
2. ai & bi↔ (∃c)(cia ↓ b & ci),
3. ai→ Pos(a), and
4. (ai)→ (∃b)(biwb(a) & bi)
is said to be a continuous (/ltrating) subset of S.
A continuous subset is said to be maximal if it contains elements of an arbitrarily
small diameter, i.e., if
5. (∀1∈Q+)(∃a)(ai & d(a; 1)).
The continuous subsets that satisfy condition 5 are maximal between continuous
subsets in the (usual) sense that, if 5 is a continuous subset satisfying 5 and  is any
continuous subset, 5⊆  implies = 5: indeed, let bi. By continuity and Proposition
3.8, there is b′i such that b′✁3 b for some 3. Since 5⊆ , for all ci5, we have
Pos(c ↓ b′) (by 3 and 2). Moreover, since 5 satis7es 5, we can choose ci5 such that
d(c; 3=2). By Lemma 3.5, by b′✁3 b, and by 2 (with a= b), we obtain bi5.
5.2. To state the main result of this section we need an easy lemma.
Lemma. Let S be a locally compact topology and  be a continuous subset of S.
Let a in , U be any subset of S and a✁U . A neighbourhood b in  can then be
found such that b✁Ub, where Ub is a /nite subset of U.
Proof. From ai and 4, we obtain an element b such that bi and biwb(a); by local
compactness, we have b✁Ub, where Ub is a 7nite subset of U .
Note that a formal point  of a locally compact formal topology is also a continuous
subset, since by a✁wb(a) for all a, and by condition 1.2 (iv), ai implies that there
is b in wb(a), bi. (To prove that (∃c∈ S)(cia ↓ b & ci) implies that ai & bi,
simply observe that cia ↓ b means that c✁ a and c✁ b, and use 1.2 (iv)). Further, in
any metric formal topology, formal points contain ‘arbitrarily small’ neighbourhoods
27 In [16] Lacombe gave the name suites d’approximation maximales to conceptually the same objects.
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(cf. 3.1), i.e., condition 5 is satis7ed. Thus, in a locally compact metric formal topology,
points are maximal continuous subsets.
The next theorem states that these properties actually characterise the points of locally
compact metric formal topology.
Theorem. Let S be a locally compact metric formal topology. A subset  of S is
a formal point of S if and only if it is a maximal continuous subset of S.
Proof. We need only show that, if  is a maximal continuous subset, then it is a
formal point. The only non-trivial fact to prove is that, from ai and a✁U , we can
deduce (∃biU )(bi). By Lemma 5.2, it is enough to prove the claim for 7nite U .
Then let U = {a1; : : : ; at}. Since  is a continuous subset, there is b in , biwb(a). By
3.1 (iv), for i=1; : : : ; t, we have ai✁mc(ai). By local compactness, b✁Ub, with Ub
7nite subset of
⋃t
i=1 mc(ai). Let Ub≡{c1; : : : ; ck} where, for all j=1; : : : ; k, cjimc(ai)
for some i, i.e., cj ✁3j ai for some 3j and i. Then let 3= min{3j : 16j6k}=2 and
consider b′ in  such that d(b′; 3) and b′✁ b ( contains neighbourhoods of arbitrarily
small diameter, thus let b′′i be such that d(b′′; 3); from b in  and condition 2
we obtain the required b′). Since b′✁ b✁Ub, by ↓-right and monotonicity, we have
Pos(b′ ↓Ub), i.e., there is k such that Pos(b′ ↓ ck). Since we also have d(b′; 3), 3¡3j
for all j, and also (by Lemma 3.5) ∀r .d(b′; ck ; r), we obtain b′✁ ai (since cj ✁3j ai
for all j), whence aii (by 2, with a; b both equal to ai), as desired.
Recall that a metric topology in which Pos(a ↓ b) is decidable for all a; b is regular.
Thus, by Lemma 2.9, a compact metrisable topology satisfying this property is locally
compact with wb(a)=wc(a), for all a, and thus satis7es the above characterisation.
As an immediate consequence of this theorem (recalling Theorem 4.1, Proposi-
tion 2.8, Corollary 2.5 and Proposition 2.9), we have the following:
Corollary. The formal points of a locally compact enumerably completely regular
formal topology S are precisely the maximal continuous subsets of S, where wb= rc,
and maximality is considered with respect to the diameter provided by Theorem 4.1.
In particular, if S is compact enumerably regular, this holds true with wb=wc.
5.3. Theorem 5.2 allows us to de7ne the announced set of indexes for the points of
the topologies we are considering; de7ne the predicate D((xn))((xn)∈N → S) on the
set of sequences of basic opens as
D((xn)) ≡ (∀i)(xi+1iwb(xi) & d(xi; n−1) & Pos(xi))
By analogy with the similar notion in [16], sequences (xn) such that D((xn)) are called
maximal sequences of approximations. Given (xn) in N→ S, consider the subset
F(xn) ≡ {a ∈ S : (∃i)xi✁ a};
we then have the following.
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Corollary. Let S be a locally compact metrisable formal topology. For all (xn) in
N→ S such that D((xn)), F(xn) is a formal point of S. Conversely, if  ∈ Pt(S), there
is (an)∈N→ S such that, for all i, aii, and D((an)); for any such (an), F(an) = .
Proof. It is immediate to verify that F(xn) is indeed a maximal continuous subset of S,
hence a formal point. Conversely, if  is a formal point, the characterisation established
in Theorem 5.2 and the existential quanti7ers appearing in conditions 1, 4, and 5 of the
de7nition of continuous subset, allow us to extract from  a sequence (an) satisfying
D: for ai, de7ne a0 = a. If an−1 has been de7ned, an then is obtained as follows: by
4 and 5 there are a′i such that a′iwb(an−1), and a′′i such that d(a′′; n−1). By 2,
there is bi such that b✁ a′ and b✁ a′′; obviously, biwb(an−1) and d(b; n−1). Then
put an= b. We have thus constructed (via an application of countable dependent choice)
a sequence (an) belonging to the set N→ S, such that aii for all i and D((an)) true.
It is immediate to prove (by maximality) that, for any such (an), F(an) = .
In Type Theory, the predicate D gives rise to the set
∑
(N→ S;D) of sequences
satisfying D. Topologies whose collection of points can be indexed by a set (or, al-
ternatively, whose collection of points may be identi7ed with a set endowed with an
equivalence relation) will be said to admit a domain in Type Theory. Thus, locally
compact metrisable topologies admit a domain of maximal sequences of approxima-
tions (and so do, by Corollary 5.2, compact enumerably regular topologies, and, more
in general, locally compact enumerably completely regular topologies).
In particular, then, Cantor space and n-dimensional Euclidean spaces admit a domain
of maximal sequences of approximations. This, of course, was well known in these two
cases; the above result, however, provides a uniform topological motivation to this fact.
Postscript. The anonymous referee has remarked that, although the points of locally
compact metrisable topologies can be indexed by a set, this does not mean that
such topologies ‘have (enough) points’. This is the same as saying that a certain
locale=topology is spatial (cf. 1.2), i.e., to prove that ext(a)⊆ ⋃biU ext(b)→ a✁U
(the converse is true for all topologies): spatiality of the Cantor space, then, is known to
be equivalent to the Fan Theorem (recall that the Fan Theorem is not recursively valid).
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