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Abstrat
A key problem of eukaryoti ell motility is the signaling mehanism of hemoattratant gradient sens-
ing. Reent experiments have revealed the moleular orrelate of gradient sensing: Frontness moleules,
suh as PI3P and Ra, loalize at the front end of the ell, and bakness moleules, suh as Rho and
myosin II, aumulate at the bak of the ell. Importantly, this frontness-bakness polarization ours
spontaneously even if the ells are exposed to uniform hemoattratant proles. The spontaneous po-
larization suggests that the gradient sensing mahinery undergoes a Turing bifuration. This has led to
several lassial ativator-inhibitor and ativator-substrate models whih identify the frontness moleules
with the ativator. Conspiuously absent from these models is any aounting of the bakness moleules.
This stands in sharp ontrast to experiments whih show that the bakness pathways inhibit the frontness
pathways. Here, we formulate a model based on the mutually inhibitory interation between the front-
ness and bakness pathways. The model builds upon the mutual inhibition model proposed by Bourne
and oworkers (Xu et al, Cell, 114, 201214, 2003). We show that mutual inhibition alone, without
the help of any positive feedbak, an trigger spontaneous polarization of the frontness and bakness
pathways. The spatial distribution of the frontness and bakness moleules in response to inhbition and
ativation of the frontness and bakness pathways are onsistent with those observed in experiments.
Furthermore, depending on the parameter values, the model yields spatial distributions orresponding to
hemoattration (frontness pathways in-phase with the external gradient) and hemorepulsion (frontness
pathways out-of-phase with the external gradient). Analysis of the model suggests a mehanism for the
hemorepulsion-to-hemoattration transition observed in neurons.
Keywords: Eukaryoti ells, hemotaxis, gradient sensing, diretional sensing, spontaneous polarization,
Turing instability
1 Introdution
When motile ells are exposed to a hemoattratant gradient, they develop a morphologial polarity on-
sisting of a distint front and bak [1℄. The formation of the morphologial polarity is driven by the spatial
segregation of distint sets of intraellular moleules to the front and the rear of the ell (see Figure 1a and
refs. [2, 3, 4, 5℄). The frontness moleules, whih inlude Cd42, Ra, PI3P, PI3K, Arp2/3, and F-atin,
loalize to the front of the ell where they oordinate the extension of an atin-rih extension. The bakness
moleules, whih inlude Rho, Rho kinase, PTEN, and myosin II, migrate to the rear of the ell where they
are thought to ativate ell ontration.
In general, the spatial segregation of the frontness/bakness moleules and the resultant morphologial
polarization ours even if the ells are exposed to a uniform hemoattratant prole (see Figure 1b and
[6, 7, 8℄). This phenomenon has been alled spontaneous polarization to emphasize the fat that the ells
polarize despite the absene of a pereptible external ue [9℄.
The existene of spontaneous polarization is reminisent of the Turing instability in reation-diusion
systems [10℄. Thus, it has led to several models that view spontaneous polarization, either expliitly or
∗
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(a) (b)
Figure 1: Spatial segregation of frontness and bakness moleules. (a) When neutrophils are exposed to
a gradient of fMLP, Rho (represented by its marker, RBD) and PTEN oloalize at the bak of the ells,
and Cd42 (represented by its marker, CBD) loalizes to the front of the ells (from [5℄). (b) The spatial
segregation ours even in the absene of a hemoattratant gradient. When neutrophil-like HL-60 ells are
exposed to a uniform onentration (100 nM) of fMLP, atin polymers (shown in red) loalize at the front
of the ell, and Rho (shown in green) loalizes at the bak of the ell (from [4℄).
impliitly, as the onset of a Turing bifuration [11, 12, 13, 14, 15℄.
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Aording to these models, the ell is
in a stable homogeneous steady state in the absene of hemoattratant. However, exposure of the ell to a
suiently large uniform hemoattratant onentration pushes it past a Turing bifuration point, where the
homogeneous steady state is unstable with respet to ertain non-homogeneous perturbations. The inevitable
presene of noise is then suient to drive the ell towards a nonhomogeneous steady state orresponding
to the polarized state of the ell.
As attrative as these models of spontaneous polarization may be, there is a signiant gap between
the theory and experiments. Indeed, all the models onsist of one or more slow-diusing ativators whose
synthesis is autoatalyti, and whih in onsequene, tend to grow and spread aross the entire ell. The
unonstrained growth and dispersion of the ativator is restrited by hypothesizing the existene of a diusible
inhibitor (whih is a by-produt of ativator synthesis and impedes the growth of the ativator) or substrate
(whih is onsumed during ativator synthesis and stimulates the growth of the ativator). The diusible
ativator/substrate ensures that the growth of the ativator(s) remains onned to a loalized region of the
ell membrane. This region is identied with the front of the ell, and the rest of the ell membrane, suering
from an ativator deit, is presumed to onstitute the bak of the ell. The preditions of these models
are partially onsistent with experiments involving the ativation or inhibition of the frontness moleules.
Indeed, if PI3K is inhibited, the gradient of the frontness moleules suh as PI3P progressively dereases,
until at suiently high levels of inhibition, there is no gradient at all (Figure 2a). On the other hand,
when Ra is overexpressed, high levels of frontness moleules, PI3P and Ra, are found all over the ell
membrane (Figure 2b). Both these features are reprodued by the ativator-inhibitor lass of models [12, 14,
15℄. However, these models annot explain the spatial distribution of the bakness moleules in response to
inhibition of the frontness moleules. Speially, if the ativity of Cd42 is suppressed, Rho is found not only
at the bak but also at the front of the ell (Figure 3a). Likewise, if the Gi proteins are inhibited with pertussis
toxin (PTX), a uropod-like struture forms at the up-gradient edge of the ell (Figure 3b). The models also
oer no insight into experiments involving ativation or inhibition of the bakness moleules. For instane,
1
Alternative models of gradient sensing in whih spontaneous polarization plays no role have also been proposed [16, 17,
18, 19, 20℄. For the most part, they are motivated by experimental systems suh as PDGF-stimulated broblasts [20℄ and
latrunulin-treated Dityostelium ells [16℄, whih do not display spontaneous polarization. In these models, polarization
ours only in the presene of external gradients.
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(a) (b)
Figure 2: Spatial redistribution of the frontness pathways in response to inhibition and ativation of the
frontness pathways. (a) When HL-60 ells are pretreated with intermediate onentrations (100200 µM)
of LY294002, an inhibitor of PI3K, before their exposure to fMLP, the gradient of PH-Akt, a marker for
PI3P, dereases. The gures on the left and right show the spatial distribution and uoresene intensity of
PH-Akt in ontrol and LY294002-treated ells, respetively. At high onentrations (300 µM) of LY294002,
PH-Akt does not polarize at all (from [6℄). (b) When HL-60 ells transfeted with onstitutively ative
Ra are exposed to fMLP, the frontness moleules, PI3P (top) and ative Ra (bottom), spread all over the
membrane (from [21℄).
when Rho is ativated, PI3P fails to polarize (Figure 4a). Conversely, when Rho is inhibited, PI3P spreads
all over the membrane, and the ell extends a single broad pseudopod or multiple pseudopods (Figure 4b).
These results are beyond the sope of the ativator-inhibitor and ativator-substrate models beause the
bakness moleules are not even aknowledged as legitimate variables  they are impliitly assumed to
somehow settle down in regions uninhabited by the frontness moleules. This stands in sharp ontrast to the
experimental data whih shows that bakness pathways downregulate the frontness pathways: Inhibition of
Rho kinase inreases Ra ativity 23 fold [4℄.
One hypothesis regarding the interation between the frontness and bakness pathways is that they inhibit
eah other [4℄. Based on extensive experiments with neutrophils and neutrophil-like HL-60 ells [22, 6, 7, 21,
4℄, Bourne and oworkers arrived at the kineti sheme shown in Figure 5a, whih they desribe as follows
Briey, the attratant binds to a G protein-oupled reeptor (R), whih in turn ativates dierent
trimeri G proteins to generate two divergent, opposing signaling pathways, whih promote polar-
ized frontness and bakness, respetively. In the frontness pathway, Gi, PI3Ps, and Ra promote
de novo formation of atin polymers. One or more positive feedbak loops in this rst pathway
mediate loalized inreases in sensitivity to attratant: one of these requires polymerized atin,
while Ra or Cd 42 may in addition enhane PI3P aumulation more diretly, via an alterna-
tive pathway (dotted urved line in Figure 7 [reprodued here as Figure 5a℄). Bakness signals,
generated by G12 and G13, depend on ativation of a Rho-dependent pathway that stimulates
ativation of myosin II, formation of ontratile atin-myosin omplexes, and myosin-dependent
inhibition of Ra- and PI3P-dependent responses. Bakness signals inhibit frontness signals, and
vie versa (dashed straight lines in Figure 7).
They go on to explain spontaneous polarization in terms of this kineti sheme as follows
The more or less symmetrially distributed atin rues and PI3P aumulation seen at early
times (e.g., 30 s) after appliation of a uniform stimulus presumably mask a ne-textured mosai
of interspersed bakness and frontness signals, some triggering ativation of PI3Ks, Ra, and
3
(a) (b)
Figure 3: Spatial redistribution of the bakness pathways in response to inhibition of the frontness pathways.
(a) When neutrophils devoid of α-Pix, an ativator of Cd42, polarize spontaneously, the bakness omponent
RhoA is found at the bak as well as the front of the ell (along with atin polymers). The panels on the left
and right show the distribution of F-atin (green), RhoA (red) and the overlay in wild-type and α-Pix-null
ells (from [5℄). (b) HL-60 ells treated with PTX, a potent inhibitor of Gi proteins, extend a uropod-like
struture at the edge exposed to the hemoattratant soure (from [4℄). In ontrol ells (top panel), a broad
head is extended toward the fMLP soure. In PTX-treated ells (middle and bottom panel), a knob-like
struture, similar to the tail of ontrol ells, is extended toward the fMLP soure.
4
(a) (b)
Figure 4: Spatial redistribution of the frontness and bakness pathways in response to inhibition and a-
tivation of the bakness pathways (from [4℄). (a) When HL-60 ells transfeted with onstitutively ative
Rho are exposed to fMLP, there is no polarization of PI3P. The top and lower panel show the evolution of
the spatial distribution of PI3P in wild-type and transfeted ells. (b) When HL-60 ells transfeted with
dominant negative Rho are exposed to a uniform onentration of fMLP, PH-Akt, a marker for PI3P, spreads
all over the membrane, and multiple pseudopods develop.
atin polymerization, others promoting ativation of Rho and myosin. Loalized mehanial
inompatibility of the two ytoskeletal responses, ombined with the ability of eah to damp
signals that promote the other (dashed inhibitor lines in Figure 7), then gradually drive them to
separate into distint domains of the membrane.
The goal of this work is to formulate a mathematial model of spontaneous polarization based on the foregoing
mehanism, namely, mutual inhibition of the frontness and bakness pathways.
It turns out that the Bourne model imposes two requirements that are inompatible with Turing insta-
bilities in a two-omponent system onsisting of frontness and bakness pathways. Speially, the mutual
inhibition between the frontness and bakness pathways must be suiently strong to ensure that the homo-
geneous steady state is unstable in the presene of diusion, and yet weak enough to guarantee its stability
in the absene of diusion. These two requirements annot be satised simultaneously in a two-omponent
system, a point that will be disussed in Setion 3.
Thus, we are led to onsider the modiation of the Bourne model shown in Figure 5b. It ontains two
variables, U2, U3, representing the frontness and bakness pathways, respetively, whose ativation is driven
by reeptor ligation, and whih inhibit eah other in a onentration-dependent manner. It is assumed fur-
thermore that the mutual inhibition between U2 and U3 is so strong that they are mutually inompatible
(in a sense that will be made mathematially preise below). We refer to these two variables as ativators.
The model diers from the Bourne piture inasmuh as it assumes the existene of a diusible inhibitor,
denoted U1, whose synthesis is promoted by both ativators, but whih, in turn, inhibits both ativators.
The inhibitor serves to stabilize the oexistene of the otherwise inompatible ativators: Transient inreases
in ativator onentrations at loalized hotspots are eiently suppressed by the onominant inrease
in the onentration of the inhibitor. However, the mobility of the inhibitor imposes onstraints upon its
stabilizing eet beause it tends to diuse away from the hotspot. This is not an issue at low hemoat-
tratant onentrations, for under these onditions, the ativator onentrations, and hene, their mutual
inompatibility, is so small that despite the high diusibility of the inhibitor, it suessfully damps utua-
tions of the ativator levels. However, at high hemoattratant onentrations, the ativator onentrations
and their mutual inompatibility are so large that the diusible inhibitor fails to suppress the two ativators
suiently. The mutual inompatibility of the two ativators now overomes the mollifying eet of the
inhibitor, and the ativators segregate spatially into separate domains.
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Figure 5: Model shemes. (a) Model proposed by Bourne and o-workers for spontaneous polarization of
neutrophils and HL-60 ells (from [4℄). The hemoattratant binds to G-protein-oupled reeptors, R. The
Gi-oupled reeptors ativate the frontness pathway whih inludes PI3P, Ra, and atin polymers. The
G12/13-oupled reeptors ativate the bakness pathway whih inludes Rho and myosin. The frontness
pathway is subjet to positive feedbak from atin polymers (full line from atin polymers to PI3P) and
possibly Ra (dashed line from Ra to PI3P). The frontness and bakness pathways inhibit eah other
(dashed lines with a bar at the end). (b) The model sheme onsidered in this paper. Reeptor ativation
stimulates the synthesis of frontness and bakness subsystems, denoted U2 and U3, respetively. The frontness
and bakness subsystems stimulate their own synthesis (dashed lines), but inhibit eah other both diretly
(line from U2 to U3, and vie versa), and indiretly through prodution of the inhibitor, U1.
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The mathematial model in this paper quanties the above physial argument. We show that the model
yields spontaneous polarization at suiently high ative reeptor levels. Moreover, if the frontness or
bakness pathways are inhibited or ativated, they redistribute spatially in a manner onsistent with the
experiments desribed above. Finally, we show the model displays steady states orresponding to both
hemoattration and hemorepulsion. Interest in this phenomenon is motivated by the fat that when
neurons are exposed to ativators of the GMP pathway, hemorepulsion turns into hemorepulsion [23℄.
Based on the analysis of the model, we suggest that suh transitions an be triggered by altering the balane
of power in the mutually inhibitory interations between the frontness and bakness pathways.
The mehanism of spontaneous polarization in this model is distint from that in ativator-inhibitor
or ativator-substrate models. Unlike these models, the spatial segregation of the two ativators is driven
entirely by their mutual inhibition  positive feedbak plays no role. In reality, both positive feedbak and
mutual inhibition ooperate to produe symmetry-breaking (Figure 5a). The ontribution of this work is to
highlight the distint role of mutual inhibition, a feature that emphasized in the experimental literature [24,
4℄, but absent from previous ativator-inhibitor and ativator-substrate models.
The paper is organized as follows. In Setion 2, we dene the model and simulate the experiments
desribed above. In Setion 3, we elaborate on the physis underlying the model. Finally, we summarize the
onlusions.
2 Results
2.1 The model
We assume that
1. Both ativators promote the synthesis of the inhibitor, whih in turn, degrades by a rst-order proess.
Thus, the net rate of synthesis of U1 is
−R1u1 +A12u2 +A13u3.
2. The synthesis of U2 is reeptor-mediated. It is autoatalyti at low onentrations and self-limiting at
high onentrations, i.e.,
R2ru2 −A22u
2
2
.
where r denotes the reeptor ativity, and the seond term represents a self-limiting proess that
prevents synthesis rate from inreasing beyond bounds.
3. The synthesis of U2 is inhibited in a onentration-dependent manner by the ommon inhibitor, U1,
and the other ativator, U3. Assuming that these interations follow bimoleular kinetis, the net rate
of synthesis of U2 is
R2ru2 −A22u
2
2
−A21u1u2 −A23u2u3.
4. The synthesis of U3 follows kinetis similar to those of U2, i.e., its net rate of synthesis is
R3ru3 −A33u
2
3
−A31u1u3 −A32u2u3
Given these assumptions, we arrive at the equations
∂u1
∂T
= D1
∂u1
∂X2
−R1u1 +A12u2 +A13u3 (1)
∂u2
∂T
= D2
∂u2
∂X2
+ (R2r −A21u1 −A23u3 −A22u2)u2 (2)
∂u3
∂T
= D3
∂u3
∂X2
+ (R3r −A31u1 −A32u2 −A33u3)u3 (3)
whereX denotes the spatial oordinate, T denotes time, and u1, u2, u3 denote the onentrations of U1, U2, U3,
respetively. We assume the Neumann boundary onditions
∂ui
∂X
= 0 at x = 0, L
7
13
2
u
u
u
3
2
u
u
2
u
u
3
u
2
3
u
u
1
23
β
32
β
1
1
u
1
1
u
(a)
1
32
u
3
2
u
u
3
u
22
u
3
u
u
3
u
2
23
b
1
b
(b)
Figure 6: The bifuration diagram for the homogeneous steady states (a) In the presene of the inhibitor
and (b) in the absene of the inhibitor. The stable and unstable steady states are represented by full and
open irles, respetively.
sine they imply no interation with the environment, whih is onsistent with our desire to study spontaneous
(autonomous) polarization.
It is onvenient to resale the equations. If we dene
t = a11T,x =
X
L
, di =
Di/L
2
R1
,
aij =
Aij
Ri
,ρ2 =
R2
R1
, ρ3 =
R3
R1
,
we obtain the saled equations
∂u1
∂t
= d1
∂u1
∂x2
− u1 + a12u2 + a13u3 (4)
∂u2
∂t
= d2
∂u2
∂x2
+ ρ2 (r − a21u1 − a22u2 − a23u3)u2 (5)
∂u3
∂t
= d3
∂u3
∂x2
+ ρ3 (r − a31u1 − a32u2 − a33u3)u3 (6)
and boundary onditions
∂ui
∂x
= 0 at x = 0, 1.
Our goal is to study the variation of the steady states as a funtion of the reeptor ativity, r. We shall
show, in partiular, that the model has a homogeneous steady state at whih u2 and u3 oexist, but it
beomes Turing unstable at a suiently large r. The non-homogeneous steady state emerging from the
Turing bifuration is suh that u2 and u3 are spatially segregated.
2.2 The homogeneous steady states
A Turing instability ours when a non-homogeneous steady state bifurates from a homogeneous steady
state that is stable in the absene of diusion. It is therefore useful to haraterize the onditions for stability
of the homogeneous steady states in the absene of diusion.
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The model has three types of homogeneous steady states: the trivial steady state, u1 = u2 = u3 = 0,
denoted E000; the semitrivial steady states, u1, u2 > 0, u3 = 0, and u1, u3 >, u2 = 0, denoted E110 and
E101, respetively; and the nontrivial steady state, u1, u2, u3 > 0, denoted E111. The key results, depited
graphially in Figure 6a, are as follows (see Appendix A for details):
1. The trivial steady state, E000, exists for all r > 0, and is always unstable.
2. The semi-trivial steady state, E110, whih lies on the u1u2-plane, exists for all r > 0. It is stable if and
only if
β32 ≡
α32
α22
> 1.
Here, α22 ≡ a22 + a21a12 is a measure of the extent to whih U2 inhibits itself both diretly (a22) and
indiretly through prodution of U1 (a21a12). Likewise, α32 ≡ a32 + a31a12 is a measure of the extent
to whih U2 inhibits U3 diretly (a32) and indiretly through prodution of U1 (a31a12). The foregoing
stability ondition then says that E110 is stable if and only if U2 inhibits U3 more than it inhibits itself.
3. The semi-trivial steady state, E101, whih lies on the u1u3-plane, exists for all r > 0. It is stable if and
only if
β23 ≡
α23
α33
> 1,
where α23 ≡ a23 + a21a13, α33 ≡ a33 + a31a13 are measures of the extent to whih U3 inhibits U2 and
itself, respetively, and β23 is measure of the ross-inhibition relative to the self-inhibition.
4. The oexistene steady state, E111, exists if and only if
β23, β32 < 1 or β23, β32 > 1.
It is stable only if the mutual inhibition of U2 and U3 is suiently weak, i.e., β23β32 < 1.
Figure 6a is reminisent of the bifuration diagram for the Lotka-Volterra model [25℄. This is not surprising
beause U2 and U3 obey Lotka-Volterra dynamis in the absene of the inhibitor. Indeed, the equations
obtained by letting u1 = 0 in equations (56) are idential to the Lotka-Volterra model for two ompeting
speies. It follows that the dynamis of U2 and U3 in the absene of the inhibitor are desribed by a
bifuration diagram very similar to Figure 6a, the only dierene being that β23 and β32 must now be
replaed by b23 ≡ a23/a22, b32 ≡ a32/a33 (see Figure 6b). We shall appeal to this fat below.
2.3 Turing instability of homogeneous steady states
Sine E000 is always unstable, it an never undergo a Turing bifuration. However, the semi-trivial and
non-trivial steady states are stable for all suiently small r > 0. The question then arises whether these
steady states an undergo a Turing bifuration. It is shown in Appendix B that
1. The semi-trivial steady states annot undergo a Turing bifuration.
2. The nontrivial steady state, E111, an undergo a Turing bifuration, but this is so only if
b23b32 > 1, (7)
i.e., the mutual inhibition between U2 and U3 must be suiently strong  so strong, in partiular,
that they annot oexist in the absene of the inhibitor (see Figure 6b).
Both onlusions are a onsequene of the following fat whih will be disussed in Setion 3: In this model,
the only destabilizing mehanism driving the Turing instability is mutual inhibition of U2 and U3, whih
requires the existene of both ativators. Thus, the semi-trivial steady states fail to undergo a Turing
bifuration beause one of the two ativators is absent at suh steady states. The non-trivial steady state,
whih is haraterized by positive onentrations of U2 and U3, allows for a Turing instability, but only if
their mutual inhibition is suiently strong.
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Although the mutual inhibition must be suiently strong to ensure that E111 undergoes a Turing
instability, intuition suggests that it annot be too strong, lest the two ativators beome inompatible even
in the presene of the inhibitor. This is indeed the ase. To see this, observe that (7) an be satised in
three dierent ways (see Figure 6b):
1. b23, b32 > 1, i.e., the mutual inhibition between U2 and U3 is so strong that they display bistable
dynamis in the absene of the inhibitor.
2. b23 < 1, b32 > 1, i.e., in the absene of the inhibitor, U2 inhibits U3 muh more than U3 inhibits U2, so
that U2 ultimately prevails over U3.
3. b23 > 1, b32 < 1, i.e., in the absene of the inhibitor, U3 inhibits U2 muh more than U2 inhibits U3, so
that U3 ultimately prevails over U2.
It turns out that in the rst ase, when both U2 and U3 inhibit eah other strongly, the neessary ondition
(7) is satised. Yet, the Turing instability annot be realized beause a stable oexistene steady state fails
to exist even in the presene of the inhibitor. This follows from the fat that E111 exists and is stable only
if the mutual inhibition is suiently weak in the presene of the inhibitor, i.e.,
β23 =
a23 + a21a13
a33 + a31a13
< 1, β32 =
a32 + a31a12
a22 + a21a12
< 1
whih an be reast in the form
a22
a12
(b32 − 1) < a21 − a31 <
a33
a13
(1− b23) . (8)
Clearly, (8) annot be satised if b23, b32 > 1. Under these onditions, the mutual inhibition of U2 and U3 is
so strong that they annot oexist stably even in the presene of the inhibitor.
We onlude that E111 exists and bifurates via a Turing instability only if the interation between U2
and U3 in the absene of the inhibitor is suh that only one of them prevails ultimately. Furthermore
1. If U2 prevails over U3 in the absene of the inhibitor (b23 < 1, b32 > 1), then a Turing instability obtains
only if b23b32 > 1 and
0 <
a22
a12
(b32 − 1) < a21 − a31 <
a33
a13
(1− b23) . (9)
2. Conversely, if U3 prevails over U2 in the absene of the inhibitor (b23 > 1, b32 < 1), then a Turing
instability obtains only if b23b32 > 1 and
a22
a12
(b32 − 1) < a21 − a31 <
a33
a13
(1− b23) < 0. (10)
These onditions have a simple physial interpretation. Consider, for instane, the ondition (9). It says that
if U2 prevails over U3 in the absene of the inhibitor, a Turing instability obtains only if (a) a21 − a31 > 0,
i.e., U1 inhibits U2 more than it inhibits U3. The stronger inhibition of U2 by U1 is neessary in order to
ompensate for its intrinsi superiority over U3. (b) The magnitude of this dierene must be neither too
small nor too large to prevent under- or over-ompensation that would prelude the oexistene of U2 and
U3 even in the presene of the inhibitor.
It is shown in Appendix B that the onditions (9) or (10) are not only neessary but almost suient
for E111 to undergo a Turing instability. It sues to impose the additional ondition that d1 be suiently
larger than d2 and d3.
2.4 Simulation of experiments
To simulate the data shown in Figure 1b, wherein the frontness and bakness omponents segregate spon-
taneously in response to a uniform hemoattratant prole, we hose parameter values satisfying (9), shown
in the olumn labeled U2 wins of Table 1. Linear stability analysis shows that given these parameter
values, the oexistene steady state, E111, undergoes a Turing instability at r ≈ 0.6 and wavenumber k ≈ 1
10
Table 1: Parameter values for the simulations. The diusion oeient of the inhibitor, D1, is assumed
to muh larger than the diusion oeients, D2, D3, of the frontness and bakness pathways. The rate
onstants, Ri, Aij , were hosen in order to satisfy the onditions (9) or (10). These two ases are shown in
the olumns labeled olumn labeled U2 wins and U3 wins, respetively.
Parameter U2 wins U3 wins Parameter U2 wins U3 wins
D1 3 3 A13 1/3 4
D2 0.001 0.001 A21 3 1
D3 0.005 0.005 A22 1 1
R1 1 1 A23 1 2
R2 2 1 A31 1 3
R3 1 2 A32 2 1
A12 4 1/2 A33 1 1
(Figure 11a). Computations with the ontinuation software pakage CONTENT [26℄ onrm the existene
of this instability (Figure 7a). The homogeneous steady state is stable for 0 < r . 0.6, and Turing unstable
therafter. The onentration proles of the non-homogeneous steady state reated at the Turing bifura-
tion point are onsistent with the data. Figure 7b shows that the non-homogeneous steady state at r = 1
is suh that U2 and U1 are in phase, and U2 and U3 are out of phase. The latter is onsistent with the
data in Figure 1b. We refer to this steady state as the hemoattration steady state for the following rea-
son. To a rst degree of approximation, the steady state obtained in the presene of a reeptor gradient,
r(x) = 1 + ǫ cos(πx), 0 < ǫ ≪ 1, is idential to the steady state shown in Figure 7b. Thus, the prole of
the frontness pathways is in phase with the distribution of the ative reeptors, whih is harateristi of
hemoattration.
Figures 2 and 3 show the redistribution of the frontness and bakness pathways in response to inhibition
and ativation of the frontness pathways. To simulate these experiments, we omputed the variation of
the hemoattration steady state at r = 1 with respet to R2. Figure 8a shows that as R2 dereases, so
does umax
2
until it beomes zero, i.e., the hemoattration steady state eases to exist, and is replaed by
the homogeneous steady state, E101, in whih u2 = 0 throughout the spatial domain. The variation of the
onentration prole for the frontness pathway is onsistent with the data shown in Figure 2. Figures 8b
shows that as R2 dereases, so does the gradient of the frontness moleules until it vanishes at R2 ≈ 1.5, whih
is in qualitative agreement with the data shown in Figure 2a. Conversely, at suiently large values of R2,
the non-homogeneous steady state is replaed by the homogeneous steady state, E110, haraterized by high
levels of the frontness moleules uniformly distributed throughout the spatial domain (see Figure 2b). The
variation of the onentration prole for the bakness pathway is also onsistent with the data. Figures 8
shows that as R2 dereases, the bakness pathway progressively advanes into the pre-existing front until it
oupies not only the bak but also the front of the ell. This is onsistent with the data shown in Figure 3a.
Simulations in whih r is held at 1.0 and R3 is progressively hanged give analogous results (simulations
not shown). As R3 inreases, the frontness pathways oupy a progressively smaller portion of the ell until
there is no frontness throughout the ell. The simulations did not yield multiple peaks orresponding to the
multiple pseudopods shown in Figure 4b. Numerial alulations of the ritial wavenumber, k0, show that
it inreases as R3 dereases, whih is the orret trend. However, the steady state eases to exist before k0
an exeed 2.
To investigate the existene of steady states orresponding to hemorepulsion, we hose parameter values
satisfying (10) so that U3 prevails over U2 in the absene of the inhibitor (olumn labeled U3 wins of
Table 1). Here, the oexistene steady state, E111, undergoes a Turing bifuration at r ≈ 0.65 and k = 1
(Figures 11b). The non-homogeneous steady state that emerges from this bifuration is suh that U2 and
U3 are one again out of phase,
2
but it is U3, instead of U2, that is in phase with U1 (Figure 9b). This
non-homogeneous steady state represents the hemorepulsion steady state, sine it approximates the steady
2
It is shown in Appendix B that regardless of the parameter values, U2 and U3 will always be out-of-phase in the non-
homogeneous steady state bifurating from E111.
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Figure 7: Symmetry-breaking of the non-trivial steady state when the parameters are hosen suh that
U2 wins in the absene of the inhibitor. (a) The bifuration diagram depiting the variation of u
max
2 ≡
max0≤x≤1 u2(x) as a funtion of the ative reeptor onentration, r. The thin line represents the homoge-
neous non-trivial steady state, E111; the dashed portion of this line indiates that E111 is Turing unstable.
The thik line represents the non-homogeneous steady state emerging from the Turing bifuration at r ≈ 0.6.
(b) The proles of u1, u2, and u3 at the non-homogeneous steady state orresponding to r = 1. The steady
state was attained by perturbing the homogeneous steady state at r = 1, i.e., by integrating equations (46)
with initial onditions, u1(0, x) = u˜1, ui(0, x) = u˜i[1 + 0.01 cos(πx)], i = 2, 3, where u˜i = 1, 2, 3 denotes the
non-trivial homogeneous steady state at r = 1.
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Figure 8: Variation of the hemoattration steady state with respet to R2 at r = 1. (a) The bifuration
diagram showing the variation of umax
2
as a funtion of R2. The thik line represents the non-homogeneous
steady state. The thin line represents the homogeneous semi-trivial steady state, E101. As R2 dereases, so
does umax
2
until it intersets the branh, umax
2
= 0, whih orresponds the homogeneous semi-trivial steady
state, E101. (b) As R2 dereases, the onentration prole of U2 dereases in magnitude and oupies a
progressively smaller proportion of the ell until u2 is identially zero. () As R2 dereases, the onentration
prole of U3 inreases in magnitude and advanes into the pre-existing front until u3 aquires the uniform
prole of E101.
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Figure 9: Symmetry-breaking of the non-trivial steady state when the parameters are hosen suh that
U3 wins in the absene of the inhibitor. (a) The bifuration diagram depiting the variation of u
max
3 ≡
max0≤x≤1 u3(x) as a funtion of the ative reeptor onentration, r. The thin line represents the ho-
mogeneous non-trivial steady state, E111; the dashed portion of this line indiates that E111 is Turing
unstable. The thik line represents the non-homogeneous steady state emerging from the Turing bifuration
at r ≈ 0.65. (b) The proles of u1, u2, and u3 at the non-homogeneous steady state attained by perturbing
the homogeneous steady state at r = 1.
state that would be obtained in the presene of a reeptor gradient, r(x) = 1 + ǫ cos(πx), 0 < ǫ ≪ 1, and
the prole of the frontness pathways are, in this ase, out of phase with the ative reeptor distribution.
Given the symmetry of the equations, it is not surprising that the model admits a hemorepulsion steady
state. For, if hoose the parameters orresponding to the olumn U2 wins in Table 1, but interhange u2
and u3, the hemoattration steady state in Figure 7b turns into a hemorepulsion steady state. However,
the analysis of the model suggests a mehanism for the transition. Speially, the onditions (910) imply
that transitions from hemorepulsion to hemattration, suh as those observed in neurons [23℄, an be
triggered by pharmaologial agents that seletively inhibit the bakness pathway so that the frontness
pathway beomes intrinsially superior in the absene of the inhibitor.
3 Disussion
We have shown that a model based on mutual inhibition of the frontness and bakness pathways an yield
spontaneous polarization involving spatial segregation of the two pathways. The frontness and bakness
pathways are mutually inompatible in the absene of the inhibitor (eq. 7), but oexist in the presene of
the inhibitor beause it suppresses the growth, and hene, the mutual inompatibility, of the frontness and
bakness pathways. Sine the inhibitor is diusible, it an suppress the nominal inompatibility manifested
at low reeptor levels. However, it fails to ahieve this goal at high reeptor levels, resulting in spatial
segregation of the frontness and bakness pathways (see Figures 1 and 7).
Sine the model takes due aount of the bakness pathways, we ould explore the eet of frontness
inhibition or ativation on the bakness pathways, and the eet of bakness modiation on the frontness
and bakness pathways. The simulations in Setion 2 yielded results that are in qualitative agreement with
the data shown in Figures 14. These results are beyond the sope of ativator-inhibitor or ativator-substrate
models of gradient sensing sine they do not aount for the bakness pathways.
The partiular manner in whih the two pathways segregate depends on their behavior in the absene of
the tempering inuene of the inhibitor. If the frontness pathways dominate over the bakness pathways,
their spatial segregation is onsistent with hemoattration. Conversely, if the bakness pathways dominate,
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the emergent spatial pattern orresponds to hemorepulsion. The model therefore suggests that transitions
between hemoattration and hemorepulsion an be provoked by agents that shift the balane of power
between the frontness and bakness pathways.
The model proposed here is the simplest possible model of spontaneous polarization driven by mutual
inhibition. By this, we mean the following
1. A model ontaining a smaller number of variables will not yield spontaneous polarization.
2. The model is simpler than any other model in whih the symmetry-breaking is driven entirely by
mutual inhibition.
In what follows, we justify these onlusions, sine they are required to explain ertain points raised above.
To see that a model ontaining 2 variables will not yield spontaneous polarization driven by mutual
inhibition, let u = [u1, u2]
t
be a homogeneous steady state of a two-omponent reation-diusion system
∂ui
∂t
= Di
∂ui
∂x2
+ fi(u1, u2), i = 1, 2
and let J(u) denote the Jaobian at u. Then, u an undergo a Turing instability only if [27℄
J11 + J22 < 0, J11J22 − J12J21 > 0, D1J22 +D2J11 > 0. (11)
The rst and third onditions imply that J11J22 < 0, i.e., one of the omponents, say U1, must inhibit its
own synthesis (J11 < 0), and the other, say U2, must ativate its own synthesis (J22 > 0). Now, if the
two omponents inhibit eah other, then J12, J21 < 0, so that J12J21 > 0 and J11J22 − J12J21 < 0, whih
violates the seond ondition for Turing stability. Thus, a two-omponent model in whih eah omponent
inhibits the other omponent annot yield spontaneous polarization. Indeed, suh a model an yield a Turing
instability only if J12J21 < 0, i.e., the interation between U1 and U2 is asymmetri. If U1 inhibits U2, then
U2 must ativate U1; this orresponds to the ativator-inhibitor model; onversely, if U1 ativates U2, then
U2 must inhibit U1, whih orresponds to the ativator-substrate model. No other ross-interations are
admissible. It follows that if spontaneous polarization is to be driven by mutual inhibition, there must be
at least three omponents. Thus, we were led to modify the Bourne model by postulating the existene of
an additional omponent, namely, a diusible inhibitor.
To show that the model is simpler than any other model in whih symmetry-breaking is driven entirely by
mutual inhibition, we appeal to the fat that in a general reation-diusion system, a homogeneous steady
state annot beome Turing instable unless it ontains an unstable subsytem [28℄.
3
The three-omponent
model onsidered here has three 1-omponent subsystems, {U1, U2, U3}, and three 2-omponent subsystems,
{U1U2, U2U3, U1U3}. It turns out that in the neighborhood of the non-trivial steady state, E111, all three
1-omponent subsystems are stable, i.e. J11, J22, J33 < 0 (see 13). In other words, the self-interations of the
individual omponents are stabilizing. Notably, U2 and U3 are stable subsystems even though their synthesis
was assumed to be autoatalyti. This is beause the kinetis of their synthesis are suh that the feedbak is
positive only when u2 and u3 are small. However, in the neighborhood of E111, u2 and u3 are so large that the
self-limiting eet dominates, and the feedbak is, in fat, negative. Now, sine the 1-omponent subsystems
are stable, E111 an be Turing unstable only if at least one of the 2-omponent subsystems is unstable, i.e.,
the ross-interation of at least one 2-omponent system is destabilizing. Suh destabilizing ross-interations
an our only if the interation between the 2 omponents is mutually inhibitory or synergisti, i.e.,
J12J21 > 0 or J13J31 > 0 or J23J32 > 0.
The rst two onditions annot be satised sine the interation between U1 and eah of the two ativators,
U2 and U3 is neither mutually inhibitory nor mutually synergisti  U1 inhibits U2 and U3, but U2 and U3
3
A subsystem refers to any proper subset of the model variables. For example, the two-omponent model disussed above
has two subsystems, {U1, U2}. A subsystem is said to be unstable if it beomes unstable as soon as the remaining omponents of
the system are somehow rendered onstant. In other words, without the stabilizing eets of the other variables, the subsystem
diverges from its values at the homogeneous steady state. In the 2-omponent model, the ativator is an unstable subsystem:
If the inhibitor or substrate level is somehow held onstant, the ativator diverges from the homogeneous steady state due to
positive feedbak (J22 > 0). As shown above, the existene of suh an unstable subsystem is neessary for the full system to
undergo a Turing instability.
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ativate U1. Thus, {U1, U2} and {U1, U3} are stable subsystems, and {U2, U3} is the only unstable subsystem
in the model. Consequently, the spatial segregation of the frontness and bakness pathways is driven entirely
by mutual inhibition between U2 and U3  positive feedbak plays no role sine J11, J22, J33 < 0.
It should be noted that reiproal distribution of the frontness and bakness pathways (speially, PI3K
and PTEN) is a entral feature of the loal-exitation-global-inhibition model proposed by Iglesias and
oworkers [19℄. However, the mehanism for spatial segregation of PI3K and PTEN is suh that polarization
ours only in the presene of a hemoattratant gradient. Indeed, aording to this model
1. Exposure to hemoattratant generates binding sites for PI3K and PTEN at the membrane.
2. The rate of generation of binding sites for PI3K and PTEN is proportional to r2 and r, respetively,
where r denotes the ative reeptor onentration.
3. The onentration of PI3P is determined by the relative onentrations of membrane-bound PI3K and
PTEN  the higher the PI3K:PTEN ratio, the larger the onentration of PI3P.
It follows from (2) that when a ell is exposed to a gradient, the leading edge develops a high PI3K:PTEN
ratio, while the trailing edge has a high PTEN:PI3K ratio. Then, (3) implies that the PI3P onentration
at the leading edge is higher than that at the trailing edge. Importantly, the polarized distribution of
PI3P arises only in the presene of a gradient. For, if r is onstant, the PI3K:PTEN ratio, and hene, the
onentration of PI3P, is onstant all over the ell membrane. Thus, the loal-exitation-global-inhibition
model annot apture the spontaneous polarization observed in the absene of gradients.
Although our model aptures spontaneous polarization driven by mutual inhibition of frontness and
bakness pathways, it is missing two important features of the experimental data. First, it is known that
both negative and positive feedbak operate in hemoattratant-mediated polarization (see Figure 5a and
refs. [24, 4℄). Although we assumed the existene of positive feedbak in the model, it played no role in
the spontaneous polarization sine J22, J33 < 0 in the neighborhood of E111. Seond, the model does not
aount for adapation, the proess that enables the ell to ultimately return to the homogeneous steady state
even in the presene of hemoattratant [29℄. A modied model taking due aount of positive feedbak and
long-term adaptation is urrently under investigation.
Two of the model variables (U2, U3) orrespond to the frontness and bakness pathways of the Bourne
sheme. However, the model hypothesizes the existene of an additional variable, namely, a diusible in-
hibitor required to suppress the mutual inompatibility of the frontness and bakness pathways. It is, by
no means, neessary that this diusible omponent be an inhibitor. It ould just as well be a diusible
substrate that is required for the synthesis of the two ativators, but is onsumed in proess of ativator
synthesis. This would reverse the signs of J12, J13, J21, J31, but the key inequalities in the above arguments,
J13J31, J12J21 < 0, would be preserved. A diusible inhibitor was assumed only beause there is some
evidene of their existene.
1. Luo and oworkers have shown that ytosoli inositol phosphates, whose levels surge immediately after
hemoattratant stimulation, inhibit the frontness pathways in both Dityostelium [30℄ and neutrophil-
like HL-60 ells [31℄.
2. Nimnual et al have shown that Ra-mediated prodution of reative oxygen speies downregulates the
bakness omponent, Rho [32℄.
It remains to be seen if these diusible inhibitors play a ritial role in the maintenane of polarity, as
required by the diusible inhibitor of the proposed model.
4 Conlusions
We have formulated a model that provides a mathematial realization of the Bourne sheme for sponta-
neous polarization by mutual inhibition of frontness and bakness pathways [4℄. The model predits several
experimentally observed features that are outside the sope of prevailing models of gradient sensing.
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1. Mutual inhibition of the frontness and bakness pathways plays a ritial role in generating the spon-
taneous polarization.
2. If the frontness pathway is suppressed, the bakness pathways oupy a progressively larger proportion
of the ell. Conversely, if the bakness pathway is suppressed, the frontness pathways invade and
oupy the previous bak of the ell.
3. Depending on the parameter values, the model yields steady states orresponding to both hemoat-
tration and hemorepulsion. Analysis of the model suggests that hemorepulsion-to-hemoattration
transitions observed in neurons an be triggered by agents that inhibit the bakness pathways more
than the frontness pathways.
The model provides a useful starting point for formulating models that aount for the positive and negative
feedbak eets, both of whih have been shown to play a role in gradient sensing.
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A Existene/stability of homogeneous steady states
The homogeneous steady states of (46) satisfy the equations
−u1 + a12u2 + a13u3 = 0
(r − a21u1 − a22u2 − a23u3)u2 = 0
(r − a31u1 − a32u2 − a33u3)u3 = 0.
It follows that there are 4 possible steady states: u1 = u2 = u3 = 0, denoted E000; u1, u2 > 0, u3 = 0,
denoted E110; u1, u3 > 0, u2 = 0, denoted E101; and u1, u2, u3 > 0, denoted E111. In what follows, we show
the existene and stability riteria for all 4 steady states. To this end, it is onvenient to note that the
Jaobian at any point, u1, u2, u3 is
J =

 −1 a12 a13−ρ2u2a21 −ρ2u2a22 + ρ2f2 −ρ2u2a31
−ρ3u3a31 −ρ3u3a32 −ρ3u3a33 + ρ3f3


where
f2 ≡ r − a21u1 − a22u2 − a23u3
f3 ≡ r − a31u1 − a32u2 − a33u3
1. E000 = [0, 0, 0]
t
: It is evident that this steady state always exists. The Jaobian yields no information
regarding the stability sine it is singular at E000. However, we an infer that it is unstable for all
r > 0 by observing that the u2-axis is an invariant manifold. The motion along this invariant manifold
is given by
du2
dt
= ρ2(r − a22u2)u2,
whih drives the system away from E000 for all r > 0.
2. E110 = [u1, u2, 0]
t, u1, u2 > 0: It is easy to hek that this steady state exists for all r > 0, and is given
by
u3 = 0, u2 =
r
α22
, u1 = a12u2,
where α22 ≡ a22 + a21a12, and the Jaobian at E110 is
 −1 a12 a13−ρ2u2a21 −ρ2u2a22 −ρ2u2a31
0 0 ρ3(r − a31u1 − a32u2)

 . (12)
It follows that one of the eigenvalues is
λ1 = ρ3(r − a31u1 − a32u2) = ρ3r
(
1−
α32
α33
)
,
where α32 ≡ a32 + a31a12. The other two eigenvalues satisfy
λ2 + λ3 = −1− ρ2a22ru2 < 0,
λ2λ3 = ρ2a22ru2 + ρ2u2a21a12 > 0,
so that the real parts of λ2, λ3 are negative. Hene, E110 is stable if and only if β32 ≡ α32/α22 > 1.
3. E101 = [u1, 0, u3]
t, u1, u3 > 0: The alulations are analogous to those for E101.
4. E111 = [u1, u2, u3]
t, u1, u2, u3 > 0: This steady state satises the equations
u1 = a12u2 + a13u3
r = α22u2 + α23u3
r = α32u2 + α33u3.
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It follows that E111 exists for all r > 0 if and only if [1, 1]
t
lies between [α22, α32]
t
and [α23, α33]
t
, i.e.,
β23 ≡ α23/α33, β32 ≡ α32/α22 satisfy
β23, β32 < 1 or β23, β32 > 1.
In both ases, the steady state is given by
u2 =
1
α22
1− β23
1− β23β32
r,
u3 =
1
α33
1− β32
1− β23β32
r,
u1 = a12u2 + a13u3.
Evidently, u1, u2, u3 inrease linearly with r.
It turns out that E111 is unstable if β23, β32 > 1, and stable for suiently small r > 0 if β23, β32 > 1.
To see this, observe that the Jaobian at E111 is
 −1 a12 a13−ρ2u2a21 −ρ2u2a22 −ρ2u2a31
−ρ3u3a31 −ρ3u3a32 −ρ3u3a33

 , (13)
so that
tr J = −1− ρ2a22u2 − ρ3a33u3,
detJ = −ρ2ρ3u2u3α22α23(1− β23β32),
Σ J = ρ2ρ3u2u3(a22a33 − a23a32) + ρ2u2α22
+ ρ3u3α33.
If β23, β32 > 1, then det J > 0, and E111 is unstable. Hene, E111 is stable only if β23, β32 < 1. We
are partiularly interested in the ase when a22a33 − a23a32 > 0, sine this is neessary for Turing
instability (see below). Under these onditions, E111 is stable for all suiently small r > 0, sine
tr J < 0, detJ < 0 for all r > 0, and (tr J)(ΣJ)−detJ < 0 for all suiently small r > 0 (Figure 10).
B Turing instability of homogeneous steady states
B.1 Conditions for Turing instability
A homogeneous steady state, u = [u1(r), u2(r), u3(r)]
t
, is Turing unstable if it is stable in the absene of
diusion and unstable in the presene of diusion. Now the stability of the homogeneous steady state, u, in
the presene of diusion is determined by the linearized equation
∂v
∂t
= D
∂v
∂x2
+ J(u)v (14)
where v denotes the deviation from u, J(u) denotes the Jaobian at u, and D = diag(d, d, d). Let µk and
φk(x) denote the eigenvalues and eigenfuntions of the dierential operator,
d2
dx2
, with Neumann boundary
onditions, i.e.,
µk = −(kπ)
2, φk(x) = cos(kπx), k = 0, 1, 2, . . .
If the steady state is perturbed along any eigenfuntion, φk(x), the subsequent evolution of the perturbation
is of the form v(t, x) = sk(t)φk(x) where sk(t) ∈ R
3
. Substituting in (14) yields
dsk
dt
= Cksk, Ck(u) ≡ J(u)− (kπ)
2D.
It follows that the homogeneous steady state is stable if and only if the eigenvalues of Ck(u) have negative
real parts for all k ≥ 0. It is Turing unstable if and only if
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Figure 10: Variation of tr J (), detJ ( ), and (tr J)(ΣJ)−detJ () as a funtion of r. (a) Parameter
values hosen suh that U2 prevails over U3 in the absene of U1. (b) Parameter values hosen suh that
U3 prevails over U2 in the absene of U1.
1. The eigenvalues of C0(u) = J(u) have negative real parts (whih ensures that the homogeneous steady
state is stable in the absene of diusion).
2. The eigenvalues of Ck(u) have positive real part for some k > 0 (whih ensures that the homogeneous
steady state is unstable in the presene of diusion).
The Turing bifuration ours at the ritial value, r = r0 > 0, suh that exatly one of the eigenvalues of
Ck(u) beomes zero, i.e.,
detCk(u) = 0,
d
dk2
detCk(u) = 0
for some k > 0 (Figure 11).
B.2 Turing instability of the homogeneous steady states
It follows from the denition of Ck that [28℄
detCk(u) = △123 − (d1△23 + d2△13 + d3△13)k
2
+ (d1d2△3 + d2d3△1 + d1d3△2)k
4
− (d1d2d3)k
6
(15)
where △i, △ij , i 6= j, △123 are the determinants of the 1-, 2-, and 3-dimensional subsystems of J , i.e.,
△i = Jii(u),
△ij = det
[
Jii Jij
Jji Jjj
]
, i 6= j
and △123 = detJ(u). These results are suient for investigating the possibility that the homogeneous
steady states undergo a Turing bifuration.
We onsider eah of the homogeneous steady states.
1. E000 = [0, 0, 0]
t
: Sine E000 is unstable even in the absene of diusion, it annot entertain Turing
instability.
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Figure 11: Variation of detCk as a funtion of k
2
at various values of r. (a) Parameter values hosen suh
that U2 prevails over U3 in the absene of U1. (b) Parameter values hosen suh that U3 prevails over U2
in the absene of U1.
2. E110 = [u1, u2, 0]
t
: This steady state is stable in the absene of diusion provided β32 > 1. Thus, it
an undergo a Turing instability if and only if there is an r > 0 suh that (15) has a positive root. It
turns out that suh a root does not exist. To see this, observe that sine E110 is stable in the absene of
diusion, △123 = detJ < 0. Inspetion of the Jaobian (12) shows that the △i's are always negative,
and the △ij 's are always positive. Hene, all the oeients of the polynomial (15) are negative for all
r > 0. Suh a polynomial annot have positive roots (k > 0). We onlude that E110 annot undergo
a Turing instability.
3. E101 = [u1, 0, u3]
t
: This steady state is stable in the absene of diusion provided β23 < 1. An
argument analogous to that for E110 shows that it annot undergo a Turing instability.
4. E111 = [u1, u2, u3]
t
: This steady state is stable in the absene of diusion provided β23, β32 < 1 and
r is suiently small. Under these onditions, △123 < 0. Inspetion of the Jaobian (13) shows that
no matter what the value of r, all the △i's are negative, and △12,△13 are positive. Hene, E111 an
undergo a Turing instability only if △23 < 0. This ondition is not only neessary, but also suient.
For, if d2 and d3 are suiently small ompared to d1, the oeient of k
2
is approximately d1△23 < 0,
and the polynomial (15) has a positive root.
The non-homogeneous steady state that bifurates from E111 is suh that U2 and U3 are out-of-phase.
To see this, it sues to observe that to a rst degree of approximation, the non-homogeneous steady
state near the Turing bifuration point has the form v0 cos(k0x), where k0 be the ritial wavenumber,
and v0 is the eigenvetor orresponding to the zero eigenvalue of Ck0 , i.e., Ck0v0 = 0. The null spae
of the rank-2 matrix, Ck0 , is spanned by the vetor, [c1, c2, 1], where
c2 ≡ −
Ck0,22 − Ck0,12Ck0,21/Ck0,11
Ck0,23 − Ck0,21Ck0,13/Ck0,11
.
Substitution of the oeients of Ck0 shows that c2 is always negative, whih implies that U2 and U3
are out-of-phase.
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