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1. Introduction 
 
Lens antennas are a promising device for realizing the anti-collision radars needed in 
intelligent transport systems (ITS) and multibeam antennas for satellite communication. 
They have simple structure, high gain and no feed blockage. Especially if the operating 
frequencies are above the microwave band, the resulting apertures with several tens of 
wavelengths, become practical.  
In advance ITS application, the antenna is expected to resolve several objects in azimuth 
plane. In satellite application, the terrestrial station should catch multiple satellites at 
various directions. These applications demand multibeam antennas. 
Typical antennas with multibeam attributes include the dual-reflector bifocal antenna (Rao, 
1974). Another proposal is the bifocal lens (Brown, 1956), its multibeam characteristics has 
been evaluated (Peebles, 1988). Multibeam antennas have to form high gain and low 
sidelobe radiation patterns at different directions. The bifocal lens is guaranteed to equalize 
the aperture phase distribution on the specified design directions in the scanning plane. 
However, it is not guaranteed on the transverse plane due to its astigmatism, and no 
previous report has adequately addressed the design issues, especially the resulting 
degradation of the radiation pattern. Another multibeam lens antenna is the Luneburg lens 
(Luneburg, 1964). Though it offers many focal points at arbitrary directions, it has 
manufacturing problems, tapered dielectric constant, and heavy weight. 
Our solution is to propose an effective method that optimizes multibeam lens antennas by 
gain, beamwidth, and sidelobe level. Antenna designs based on GA are very attractive and 
various methods have been proposed (Altshuler & Linden, 1997; Jones & Joines, 1997); we 
have already proposed a Yagi-Uda antenna design based on the pareto-GA (Kuwahara, 
2005).  
This chapter presents the design of a multibeam lens antenna based on the pareto-GA. The 
coordinates of the lens shape and the feed position are given as variables and are associated 
with GA chromosomes. From the variables, the radiation patterns are calculated. The values 
of the objective functions are evaluated from the radiation pattern. The objective functions 
are given as the gain and the sidelobe level on the scanning plane and the transverse plane.  
To balance these objective functions, we adopt the pareto-GA (Fonseca & Fleming, 1993). In 
the pareto-GA, individuals are ranked through multiple objective functions and selection 
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and crossover are carried out. To obtain rapid convergence, elitist preserving selection (Jong, 
1975) is applied. As a result, various lenses that offer well balanced performance including 
the gain-tuned lens and the sidelobe level-tuned lens are obtained.  
For the collision avoidance radar in the short range, it is necessary to search targets over 
wide angle in the azimuth plane. In addition, considering the road inclination, the 
beamwidth in the elevation plane should be wide enough so as not to miss any of the 
targets. That is, the antenna should form multibeams with the fan beam in the elevation 
plane. To achieve such characteristics, we introduce the elliptical aperture. We demonstrate 
the proposed method can balances three objects; the desired beam width in the elevation 
plane in addition to multibeams with high gain and low sidelobe levels. 
 
2. Multi-objective Optimization by the Genetic Algorithm 
 
2.1 Overview 
The Genetic algorithm (GA) is one of the techniques used for solving the optimization 
problem under specified constraint conditions. The antenna is designed to obtain structural 
parameters that satisfy the requirements of various performances such as gain, beam width, 
largest side lobe level, and input impedance. In the case of an optimization method such as 
the steepest gradient method, it is difficult to apply a suitable initial parameter because 
structural parameters have complex influences on antenna performances. The GA is very 
attractive because it can globally obtain optimal solutions (Haupt & Haupt, 1998; Rahmat-
Samii & Michielessen, 1999; Werner & Mittra, 2000; Alshuler & Linden, 1997; Jones & Joines, 
1997).  
Using the GA, the structural parameters of the Yagi-Uda antenna were optimized.   And the 
gain, backlobe, and input impedance obtained by the GA and the values obtained by the 
steepest gradient method were compared (Jones & Joines, 1997).  They have reported that 
the design parameters obtained by the GA yield better performances than those obtained by 
the gradient method. In their paper, the objective function of the GA is expressed by 
weighting the sum of a large number of objective functions to optimize multiple 
performances. In other words, the multi-objective optimization problem was transformed 
into a simple optimization problem with a single objective function. Although the weight 
determination method was not mentioned in their paper, it can be considered that they have 
repeatedly conducted computer experiments using empirical values. 
The Pareto GA addresses a multi-objective optimization problem with a Pareto-optimal set 
(non-dominated solutions) in a very efficient manner (Fonseca & Fleming, 1993) since it can 
obtain a Pareto-optimal set in a single trial of a numerical simulation. Recently, the Pareto 
GA has been applied to the electromagnetic field and antenna design. The multi-layer 
microwave absorbers were optimized and the trade-off between reflectivity and thickness 
were studied (Weile et al., 1996; Weile & Michielssen, 1997). Further, they applied the Pareto 
GA to the array antenna with digital phase shifters for a low beamwidth and side lobe level 
(Weile & Michielssen, 1996). Furthermore, the feed circuits of a wing mounted Log-Periodic 
monopole array were optimized (Fisher et al., 1999). In their paper, the trade-off among the 
field degradation, feed reflection, and feed inefficiency over the operating band has been 
investigated. Electrically small planar antennas with an inductively coupled feed structure 
were designed (Choo & Ling, 2003). In this case, the trade-off between the efficiency-
bandwidth product and the antenna size has been discussed.  
 
We have also introduced the Pareto GA into the Yagi-Uda antenna design. In order to 
ensure diversity in Pareto-optimal solutions, individual fitness values selected by the Pareto 
ranking (Fonseca & Fleming, 1993) were corrected using fitness sharing (Horn et al., 1994). 
In addition, the elitist preserving selection process (Jong, 1975) was applied to accelerate 
convergence. We have demonstrated that the Pareto GA was able to search various Pareto-
optimal solutions in a single trial of the GA process including the relatively small number of 
generations, and that it was a design method that was able to solve a multi-objective 
optimization problem such as the Yagi-Uda antenna design in a highly efficient manner. 
 
2.2 Various multi-objective optimization 
(1) Transforming a Multiobjective Optimization Problem into a Single Objective 
Optimization Program. 
In order to apply the conventional GA to a multi-objective optimization problem, this 
method weighs multi-objective functions and combines them linearly to form a single-
objective function that is to be solved. Assuming that the parameter vector x represents the 
structure of an antenna, the antenna is designed to determine the x that minimizes the side 
lobe level SLL(x), maximizes the gain G(x), and achieves an input impedance Z(x) of 
approximately 50 Ω. Thus, the objective function y expressed by Equ. (1) is maximized to 
solve a single-objective optimization problem. 
 
)()(Im())(Re(50 xdSLLxZcxZbaGy                                    (1) 
 
where a, b, c, and d are positive weight constants. The only guiding principles for 
determining their values are to increase a when priority is given to the gain, to increase b 
and c when priority is given to the impedance matching, and to increase d when priority is 
given to the side lobe level. In order to obtain Pareto-optimal solutions, the GA process 
should be attempted for several combinations of weight constants (a, b, c, and d). The 
process of determining the weight constants has not been mentioned in literature (Alshuler 
& Linden, 1997; Jones & Joines, 1997). Accordingly, previous studies might have determined 
the weight constants by numerical experiments, resulting in a less efficient calculation. 
(2) VEGA (Scaffer, 1985) 
The algorithm of VEGA (Vector Evaluated GA) begins with the selection of individuals that 
are to be left behind for the next generation, with every objective function to form a new 
population. It then carries out crossover and mutation processes following the random 
selection of individuals on the basis of the size of the original population from which the 
new population is generated. Although VEGA does not require uniquely undeterminable 
weight constants, such as a, b, c, and d, which are used in Equ. (1), it has difficulties in 
obtaining various Pareto-optimal solutions. These difficulties are due to the fact that the 
Pareto-optimal solutions obtained by VEGA have a tendency of lying very close to each 
other in solution space. 
(3) Pareto GA 
In order to efficiently obtain various Pareto-optimal solutions in a single trial of the GA 
process, we apply the Pareto GA. Further, the elitist preserving selection process is applied 
for rapid convergence. 
1)Pareto GA 
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The VEGA is a non-Pareto approach that selects every objective function of the individuals. 
On the other hand, Pareto ranking is a Pareto approach that selects on the basis of the merits 
and demerits of the solutions from among the Pareto-optimal solutions. 
The Pareto ranking procedure for optimizing two objective functions is shown in Fig. 1. The 
horizontal and vertical axes of Fig. 1 indicate the values of the objective functions 1 and 2, 
respectively. The further the point of the objective function is from the origin, the larger is its 
value. The white circle represents the set of values of the objective functions 1 and 2, which 
is a function of each individual xi. The ranking of the Pareto-optimal solution in the group is 
assigned as 1. As regards the individuals that are not Pareto-optimal solutions, the ranking 
is lowered by the number of individuals that are dominated by others. The individual 
denoted by 1 in Fig. 1 is a Pareto-optimal solution. The ranking of individual E is 2 because 
it is dominated by individual B. The ranking of G is also 2 because it is dominated by 
individual C in a similar manner. The ranking of F is 3 because it is dominated by 
individuals B and C. The ranking of individual H is 5 because it is dominated by individuals 
B, C, E, and F. When the Pareto ranking is applied, the fitness f(xi) of an individual xi is 
expressed by Equ. 2. 
 
i
i Nxf
1)(  ,                                                                   (2) 
 
where Ni is the ranking of an individual xi, which is obtained by the Pareto ranking. 
2)Elitist preserving selection 
The following methods are examples of individual selection schemes after crossover. 
(1)SGA (Simple GA), by which children are unconditionally chosen after crossover. 
(2)ER (Elitist Recombination), by which two individuals whose fitness is higher than the 
others are chosen from among four individuals, two parents and two children. 
(3)Elitist preserving selection, by which individuals are chosen on the basis of the original 
population size in a descending order of fitness from among all the individuals of two 
generations, before and after the crossover. 
 
 Fig. 1. Pareto Ranking 
 
 
The elitist preserving selection scheme accelerates convergence because the population after 
the crossover consists of individuals with higher fitness. According to our numerical 
experiments, elitist preserving selection causes acceleration in the convergence speed that is 
several times higher than the SGA. 
 
3. Design of dielectric lens antennas by Pareto Genetic Algorithm 
 
3.1 Radiation Pattern of the Lens Antenna 
(1) Basic Theory 
To calculate the radiation pattern of a lens antenna, it is necessary to obtain the amplitude 
distribution and the phase distribution on the aperture. These are calculated by means of ray 
tracing (Tajima, 2004). The ray tracing model is shown in Fig. 2. Here the inner side of the 
lens is defined as the first plane and outer side is defined as the second plane. The feed is 
placed away from the center axis of the lens. In this situation, the whole lens plane is swept 
by ray tracing to obtain the amplitude and the phase distribution as E(x,y) and Θ(x,y), 
respectively. Θ(x,y) is given by, 
 
Θ(x,y) = - k le(x,y)                                                               (3) 
 
le(x,y)= l1(x,y) + ref l2( x,y) + l3(x,y),                                              (4) 
 
where, k is the wavenumber, le(x,y) is the path length from the feed to the aperture plane, 
and ref is the refractive index of the lens. From the power conservation law, the power 
incident to the first plane is preserved at the aperture plane. The calculation involves 
multiplying the power density by its associated area. Thus E(x,y) can be calculated from the 
next relation (Lee, 1988). 
 
D0(θ0) dS = E(x,y)2dS’                                                         (5) 
 
l1
l2
l3
First plane
Second plane
dS
dS’


z
x
y
E(x,y), 
(x,y)
 Aperture  plane
Lens
 Fig. 2. Ray tracing model 
  
www.intechopen.com
Design of dielectric lens antennas by multi-objective optimization 409
 
The VEGA is a non-Pareto approach that selects every objective function of the individuals. 
On the other hand, Pareto ranking is a Pareto approach that selects on the basis of the merits 
and demerits of the solutions from among the Pareto-optimal solutions. 
The Pareto ranking procedure for optimizing two objective functions is shown in Fig. 1. The 
horizontal and vertical axes of Fig. 1 indicate the values of the objective functions 1 and 2, 
respectively. The further the point of the objective function is from the origin, the larger is its 
value. The white circle represents the set of values of the objective functions 1 and 2, which 
is a function of each individual xi. The ranking of the Pareto-optimal solution in the group is 
assigned as 1. As regards the individuals that are not Pareto-optimal solutions, the ranking 
is lowered by the number of individuals that are dominated by others. The individual 
denoted by 1 in Fig. 1 is a Pareto-optimal solution. The ranking of individual E is 2 because 
it is dominated by individual B. The ranking of G is also 2 because it is dominated by 
individual C in a similar manner. The ranking of F is 3 because it is dominated by 
individuals B and C. The ranking of individual H is 5 because it is dominated by individuals 
B, C, E, and F. When the Pareto ranking is applied, the fitness f(xi) of an individual xi is 
expressed by Equ. 2. 
 
i
i Nxf
1)(  ,                                                                   (2) 
 
where Ni is the ranking of an individual xi, which is obtained by the Pareto ranking. 
2)Elitist preserving selection 
The following methods are examples of individual selection schemes after crossover. 
(1)SGA (Simple GA), by which children are unconditionally chosen after crossover. 
(2)ER (Elitist Recombination), by which two individuals whose fitness is higher than the 
others are chosen from among four individuals, two parents and two children. 
(3)Elitist preserving selection, by which individuals are chosen on the basis of the original 
population size in a descending order of fitness from among all the individuals of two 
generations, before and after the crossover. 
 
 Fig. 1. Pareto Ranking 
 
 
The elitist preserving selection scheme accelerates convergence because the population after 
the crossover consists of individuals with higher fitness. According to our numerical 
experiments, elitist preserving selection causes acceleration in the convergence speed that is 
several times higher than the SGA. 
 
3. Design of dielectric lens antennas by Pareto Genetic Algorithm 
 
3.1 Radiation Pattern of the Lens Antenna 
(1) Basic Theory 
To calculate the radiation pattern of a lens antenna, it is necessary to obtain the amplitude 
distribution and the phase distribution on the aperture. These are calculated by means of ray 
tracing (Tajima, 2004). The ray tracing model is shown in Fig. 2. Here the inner side of the 
lens is defined as the first plane and outer side is defined as the second plane. The feed is 
placed away from the center axis of the lens. In this situation, the whole lens plane is swept 
by ray tracing to obtain the amplitude and the phase distribution as E(x,y) and Θ(x,y), 
respectively. Θ(x,y) is given by, 
 
Θ(x,y) = - k le(x,y)                                                               (3) 
 
le(x,y)= l1(x,y) + ref l2( x,y) + l3(x,y),                                              (4) 
 
where, k is the wavenumber, le(x,y) is the path length from the feed to the aperture plane, 
and ref is the refractive index of the lens. From the power conservation law, the power 
incident to the first plane is preserved at the aperture plane. The calculation involves 
multiplying the power density by its associated area. Thus E(x,y) can be calculated from the 
next relation (Lee, 1988). 
 
D0(θ0) dS = E(x,y)2dS’                                                         (5) 
 
l1
l2
l3
First plane
Second plane
dS
dS’


z
x
y
E(x,y), 
(x,y)
 Aperture  plane
Lens
 Fig. 2. Ray tracing model 
  
www.intechopen.com
Microwave and Millimeter Wave Technologies: 
from Photonic Bandgap Devices to Antenna and Applications 410
 
The left term represents the incident power to the lens. D0(θ0) is the feed power pattern, and 
θ0 is the angle from the direction of the normal to the feed aperture. dS is a small area that is 
perpendicular to the ray. dS' is the projection of dS on the aperture plane. The radiation 
pattern, Er(θ, ), is calculated by the next formula. 
 
),(E r  xyyθxjkyxjyx dd)))(cos)sin((),()exp(,E(                         (6) 
 
is the angle from the x-axis on the xy-plane and θ is the angle from the z-axis on the plane 
including . 
(2) Single Focal Lens 
We describe an analysis for a single focal lens. The coordinate system is shown in Fig.3. 
P1(n) and P2(n) denote coordinates of first and second plane in the cross section including 
the lens’ center axis. Rotating symmetry around the center axis is assumed for the lens. 
When ray tracing from Feed(1) to the reference plane for each path is carried out, all phase 
should be arranged on the reference plane. The reference plane is set above second plane. 
All coordinates are decided so as to satisfy with Equ. (7). 
 
le(n)=const  (n=1···N)                                                       (7) 
 
Fig.4 shows a ray tracing example for the plano-convex lens. The second plane coordinates 
are decided so as to satisfy Equ. (7) and Snell’s law. At z=25 (the reference plane), all path 
lengths are the same and all paths are parallel. The radiation pattern is also shown Fig.5. 
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Then, we describe how to decide the focal points. z1(1) in P1(1) is determined so as to 
maximize the radiation efficiency. The radiation efficiency η of the space feed antenna is 
expressed by Eq.(8). 
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The feed power pattern is assumed by, 
 
D0(0)=2(n0+1)cosn0(0)                                                 (9) 
 
where n0 is a power index, and 0 is an angle from the centre axis. is the angle between the 
z-axis and the line from the origin to the lens edge. When the aperture size is fixed,  is 
becomes a function of z, We assume D0(0) in both the E-plane and H-plane is the same. 
Fig.5 shows the radiation efficiency in case of n0=20. When =28º, η is maximized. z1(1) can 
be determined by the aperture radius and . 
 
(3)Bifocal lens 
We briefly explain the design of a bifocal lens; the results of (Peebles, 1988) are used. P1(1) 
was determined so that the efficiency on the z-axis was maximized. The initial parameters, 
P1(1)= 19.9, the thickness Tb=5.25 and the scanning angle =20º are given, all lens 
coordinates can be calculated iteratively. Fig. 6 shows a ray tracing example for the bifocal 
lens. First, P2(1) is determined by the Snell’s law so that the ray direction from left focal 
point takes a after passing through the lens. Second, after a ray incident to P2(1) from - is 
assumed, P1(2) is determined so as to arrive to right focal point through the lens. These 
procedures are carried out iteratively.  
The focal point of xz-plane and yz-plane differs due to astigmatism. The focal point on the 
scanning plane is 
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pattern, Er(θ, ), is calculated by the next formula. 
 
),(E r  xyyθxjkyxjyx dd)))(cos)sin((),()exp(,E(                         (6) 
 
is the angle from the x-axis on the xy-plane and θ is the angle from the z-axis on the plane 
including . 
(2) Single Focal Lens 
We describe an analysis for a single focal lens. The coordinate system is shown in Fig.3. 
P1(n) and P2(n) denote coordinates of first and second plane in the cross section including 
the lens’ center axis. Rotating symmetry around the center axis is assumed for the lens. 
When ray tracing from Feed(1) to the reference plane for each path is carried out, all phase 
should be arranged on the reference plane. The reference plane is set above second plane. 
All coordinates are decided so as to satisfy with Equ. (7). 
 
le(n)=const  (n=1···N)                                                       (7) 
 
Fig.4 shows a ray tracing example for the plano-convex lens. The second plane coordinates 
are decided so as to satisfy Equ. (7) and Snell’s law. At z=25 (the reference plane), all path 
lengths are the same and all paths are parallel. The radiation pattern is also shown Fig.5. 
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Then, we describe how to decide the focal points. z1(1) in P1(1) is determined so as to 
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The feed power pattern is assumed by, 
 
D0(0)=2(n0+1)cosn0(0)                                                 (9) 
 
where n0 is a power index, and 0 is an angle from the centre axis. is the angle between the 
z-axis and the line from the origin to the lens edge. When the aperture size is fixed,  is 
becomes a function of z, We assume D0(0) in both the E-plane and H-plane is the same. 
Fig.5 shows the radiation efficiency in case of n0=20. When =28º, η is maximized. z1(1) can 
be determined by the aperture radius and . 
 
(3)Bifocal lens 
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was determined so that the efficiency on the z-axis was maximized. The initial parameters, 
P1(1)= 19.9, the thickness Tb=5.25 and the scanning angle =20º are given, all lens 
coordinates can be calculated iteratively. Fig. 6 shows a ray tracing example for the bifocal 
lens. First, P2(1) is determined by the Snell’s law so that the ray direction from left focal 
point takes a after passing through the lens. Second, after a ray incident to P2(1) from - is 
assumed, P1(2) is determined so as to arrive to right focal point through the lens. These 
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R= Fcos2(θ)  ,                                                               (10) 
 
where F is focal length. The focal point on the transverse plane is 
 
R= F.                                                                       (11) 
 
The focal point of xz-plane and yz-plane differs due to astigmatism. Because the phase on 
the transverse plane is not considered, the radiation pattern may be degraded.  
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3.2 Design of the lens for the multi-beam antenna 
In this section, we discuss a multibeam antenna which forms 7 beams in the azimuth plane. 
The beam interval is 10º. That is, the beam directions are -30º, -20º, …, 30º. Our objective is to 
achieve several candidates for performance (gain and sidelobe level) trade off. Where, the 
lens structure is assumed to be rotating symmetry, and we examine 4 beams taking into 
account of symmetric multibeam in the azimuth plane. 
(1)Design procedures 
In our approach, the initial shape of lens is determined so as to yield a single focal lens. Next, 
the shape of the lens is modified so as to obtain the multibeam characteristics. The 
modifying values are given by the chromosomes. The positions of the feeds are also 
determined from the chromosomes. The radiation pattern of each structure is calculated and 
evaluated by the pareto ranking method. The individuals and the calculation procedure are 
shown in Fig. 7. The lens configuration considering the multibeam goal is also shown in Fig. 
7. 
First of all, P1(1) is defined. 
 
P1(1)=[0 z1(1)+z1(1)]’                                                     (12) 
 
When Feed(1) is placed at the origin, z1(1) in P1(1) is determined so as to maximize the 
radiation efficiency. z1(1) is the value yielded by the maximization of the radiation efficiency. 
z1(1) is the correction value derived from the individuals. Though the optimized lens 
including z1(1) may not offer maximum efficiency, it offers better performance from the 
viewpoint of the multibeam characteristics.  
The coordinates of the first plane that starts from P1(1) are determined. The interval, in the x-
direction, of each P1(n) is constant, x1. The difference, in the z-direction, from the previous 
point is defined as z1(n). Accordingly, P1(n) is expressed by the following recursion. 
 
Initialize z1(1)
Modify z1(1)
z1(n) z2(n) R(m)
One individual of GA
z1(1)
Form P1(n)
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 Fig. 7. Calculation procedure and lens configuration 
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where F is focal length. The focal point on the transverse plane is 
 
R= F.                                                                       (11) 
 
The focal point of xz-plane and yz-plane differs due to astigmatism. Because the phase on 
the transverse plane is not considered, the radiation pattern may be degraded.  
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z1(1) is the correction value derived from the individuals. Though the optimized lens 
including z1(1) may not offer maximum efficiency, it offers better performance from the 
viewpoint of the multibeam characteristics.  
The coordinates of the first plane that starts from P1(1) are determined. The interval, in the x-
direction, of each P1(n) is constant, x1. The difference, in the z-direction, from the previous 
point is defined as z1(n). Accordingly, P1(n) is expressed by the following recursion. 
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z1(n) are derived from the individuals. Referring to P1(n), the coordinates of the second 
plane are determined so that a single focal lens can be formed. The criterion of the path 
length is satisfied when the ray from the feed (1) to P1(N) becomes parallel to the z-axis after 
refraction at the lens. Considering this path length and the refraction at the first plane, all 
P2(n) can be determined so that le(x,y) is constant. The result is a single focal lens with 
modified first plane. 
Next, P2(n) are modified to P’2(n) to obtain the desired multibeam characteristics. Similar to 
P1(n),  x2(n) in P2(n) are unchanged and z2(n) are modified to z'2(n). 
 
P’2(N)=[x2(N) z2(N)+z2(N)]T                                                (14) 
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z2(n) are also derived from the individuals.  )(nz)(nz(n)Δz 11' 222   represents the 
accumulation of correction value from the lens edge. Equ.(15) can gradually change toward 
the lens centre. The result is a lens with both planes modified.  
Feed (2) is placed on the line formed by (2) = 10º. When the lens thickness on z-axis is T, the 
intersection point between the z-axis and R(m) is defined as T/ref from P1(1) (Rao, 1974). 
Feed (3) and Feed (4) are placed at 20 and 30 degrees, respectively. Each feed is directed to 
P1(1) to reduce the spillover. The focal lengths have yet to be determined. Because the focal 
point of xz-plane and yz-plane differs due to astigmatism, GA decides the focal lengths. The 
guesses of R(m) are calculated from (Brown, 1956). The focal point on the scanning plane is 
 
R(m)=Fcos2((m))    ( 41m  ),                                             (16) 
 
where F is the focal length shown in Fig. 7. The focal point on the transverse plane is 
 
R(m)=F    ( 41m  ),                                                   (17) 
 
From (16) and (17), the search range of feed locations is determined. The positions are also 
derived from the individuals to obtain better performance. 
To evaluate the modified lens performance, the radiation patterns of the designed shapes 
are calculated by Equ.(6). Here, three cross sections for the pattern calculation are defined. 
They are shown in Fig.8, Fig.8(a) is the scanning plane pattern: φ=0º and  is swept on the 
xz-plane. It is named Erm(). Fig.8(b) is the transverse plane pattern: Θ90, newly defined, is 
swept on the vertical plane from the xz-plane, including the maximum radiating direction as 
m, 1=0º, 2=10º, and so on. It is named Erm(Θ90). Fig.5(c) is the 45º cut plane from the xz-
plane, and includes the maximum radiating direction of each feed. It is named Erm(Θ45). 
 
(a)Scanning plane ( is swept.)
  
(b)Tranverse plane ( is swept on the vertical plane.)
Maximum radiating direction
 
(c)45deg plane ( is swept on the 45deg plane from x-z plane.)
Maximum radiating 
direction
45deg
z
x
y
 Fig. 8. Coordinate system for calculating the radiation pattern 
 
Two objective functions for evaluating the obtained patterns Erm(), Erm(Θ90) and 
Erm(Θ45)are defined. The first object is the minimum gain on the desired angle m (m=1,…,4) 
of each feed. 
 
Obj1=min[Erm(m)]    ( 41m )                                          (18) 
 
The second object is the minimum value of the ratio between the gain and the sidelobe level 
(SLL). 
 
Obj2=min[Erm(m)/SLL(Erm())  Erm(m)/SLL(Erm(Θ90))  Erm(m)/SLL(Erm(Θ45))]  
 
 ( 41m )                                                             (19) 
 
SLL(·) represents the calculated value of the maximum sidelobe level. The shoulder of the 
mainlobe at which the polarity of 2nd order difference for directivity change is included in 
this sidelobe level. The first element in Equ.(19) represents the ratio on the scanning plane. 
The second element represents the ratio on the transverse plane. The third element 
represents the ratio on 45ºcut plane. Equ. (18) and (19) are evaluated for all individuals. 
 Though we calculated the results using Equ. (18) and (19), lens configuration satisfying 
other performance requirements can be achieved by changing or adding objective functions; 
for example, the objective function for every feed can be defined individually, the sidelobe 
condition is defined on the scanning plane and the transverse plane separately instead of 
Equ.(19), or the beamwidth is defined as the objective function.   
(2)Numerical simulation 
A. Simulation Model 
The validity of the proposed method is demonstrated in this section. The simulation 
conditions are shown in Table 1. The lens coordinates on the x-axis are defined up to 10.5λ to 
obtain accurate refraction at the lens edge, i.e., N is set to 22. 
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length is satisfied when the ray from the feed (1) to P1(N) becomes parallel to the z-axis after 
refraction at the lens. Considering this path length and the refraction at the first plane, all 
P2(n) can be determined so that le(x,y) is constant. The result is a single focal lens with 
modified first plane. 
Next, P2(n) are modified to P’2(n) to obtain the desired multibeam characteristics. Similar to 
P1(n),  x2(n) in P2(n) are unchanged and z2(n) are modified to z'2(n). 
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z2(n) are also derived from the individuals.  )(nz)(nz(n)Δz 11' 222   represents the 
accumulation of correction value from the lens edge. Equ.(15) can gradually change toward 
the lens centre. The result is a lens with both planes modified.  
Feed (2) is placed on the line formed by (2) = 10º. When the lens thickness on z-axis is T, the 
intersection point between the z-axis and R(m) is defined as T/ref from P1(1) (Rao, 1974). 
Feed (3) and Feed (4) are placed at 20 and 30 degrees, respectively. Each feed is directed to 
P1(1) to reduce the spillover. The focal lengths have yet to be determined. Because the focal 
point of xz-plane and yz-plane differs due to astigmatism, GA decides the focal lengths. The 
guesses of R(m) are calculated from (Brown, 1956). The focal point on the scanning plane is 
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where F is the focal length shown in Fig. 7. The focal point on the transverse plane is 
 
R(m)=F    ( 41m  ),                                                   (17) 
 
From (16) and (17), the search range of feed locations is determined. The positions are also 
derived from the individuals to obtain better performance. 
To evaluate the modified lens performance, the radiation patterns of the designed shapes 
are calculated by Equ.(6). Here, three cross sections for the pattern calculation are defined. 
They are shown in Fig.8, Fig.8(a) is the scanning plane pattern: φ=0º and  is swept on the 
xz-plane. It is named Erm(). Fig.8(b) is the transverse plane pattern: Θ90, newly defined, is 
swept on the vertical plane from the xz-plane, including the maximum radiating direction as 
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Two objective functions for evaluating the obtained patterns Erm(), Erm(Θ90) and 
Erm(Θ45)are defined. The first object is the minimum gain on the desired angle m (m=1,…,4) 
of each feed. 
 
Obj1=min[Erm(m)]    ( 41m )                                          (18) 
 
The second object is the minimum value of the ratio between the gain and the sidelobe level 
(SLL). 
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SLL(·) represents the calculated value of the maximum sidelobe level. The shoulder of the 
mainlobe at which the polarity of 2nd order difference for directivity change is included in 
this sidelobe level. The first element in Equ.(19) represents the ratio on the scanning plane. 
The second element represents the ratio on the transverse plane. The third element 
represents the ratio on 45ºcut plane. Equ. (18) and (19) are evaluated for all individuals. 
 Though we calculated the results using Equ. (18) and (19), lens configuration satisfying 
other performance requirements can be achieved by changing or adding objective functions; 
for example, the objective function for every feed can be defined individually, the sidelobe 
condition is defined on the scanning plane and the transverse plane separately instead of 
Equ.(19), or the beamwidth is defined as the objective function.   
(2)Numerical simulation 
A. Simulation Model 
The validity of the proposed method is demonstrated in this section. The simulation 
conditions are shown in Table 1. The lens coordinates on the x-axis are defined up to 10.5λ to 
obtain accurate refraction at the lens edge, i.e., N is set to 22. 
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Calculation of all possible combinations of the chromosomes is impractical since 2376 
combinations (about 10113) would have to be assessed. On the other hand, our procedure 
with GA yields improved performance quickly. Mutation probability was gradually 
reduced by the convergence of the results. The radiation pattern of the feed with the 
normalized gain of 0dB is shown in Fig. 9. The two broken lines represent the lens edges for 
Feed (1) in Fig. 7. 
 
Elements Values 
Lens aperture diameter D 20 
Refractive index Ref 1.6 
Interval of x1(n) (=x1) 0.5 
Number of x1(n) N 22 
Range of z1(1) 1  
Range of z1(n) )1( n , z2(n) 05.0  
Distance between lens and feed R(m) Min: Fcos((m))  Max: F  
Exponential index of feed n0 20 
Initial coordinate of first plane z1(1) 19.9 
Number of individual 40 
Number of elements composing one 
individual 
47 
(22 for P1(n), 22 for P2(n), 
3 for R(m=2,3,4)) 
Number of bits for each element 8 (256 levels) 
Number of bits in one individual 376 (=478) 
Number of generations 100 
Mutation probability Start: 0.2     End: 0.1 
Crossover probability 0.01 
Table 1. Simulation conditions 
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 Fig. 9. Characteristics of the feed 
 
 
 
B. Results 
The calculation result is shown below. The values of objective functionsEqu. (18) and (19) at 
the final generation are shown in Fig. 10. The circles in this figure represent each 
individual's performance. The asterisk shows the performance of the bifocal lens with the 
same diameter lens and feed characteristics. From Fig. 10, we can see that the pareto-optimal 
solutions offer high gain and/or low sidelobe level and each individual was diffused. 
Individual A in Fig. 10 is pareto-optimal. It has almost the same sidelobe level as the bifocal 
lens and its gain is improved by 1.7dB. It has well balanced characteristics. Individual B is 
also pareto-optimal. Its design targeted the sidelobe level. Though it seems that the sidelobe 
level was lowered from the bifocal lens in our criterion, the sidelobe performance is almost 
the same with the bifocal lens for practical use. This is explained later by using the radiation 
pattern. Individual C, also pareto optimal, was designed for enhanced gain. These 
characteristics are listed in Table 2. 
1)Individual A : With regard to individual A, the lens shape and the radiation pattern are 
demonstrated. The lens shape and feed positions are shown in Fig. 11. The lens shape was 
almost plano-convex. The radiation patterns in the scanning plane, the transverse plane and 
45deg-cut plane are shown in Fig. 12, respectively. Solid lines are the characteristics of the 
proposed lens. Broken lines are for the bifocal lens. In figures for the transverse plane and 
45deg-cut plane, each feed was offset by 10 degrees, and the original peak occurs at =0deg. 
Note that the patterns of each feed are not on the same plane. θ of each feed is rotated as 
shown in Fig. 8. The radiation pattern on the 45deg-cut plane had characteristics  
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 Fig. 10. Two objective functions at final generation 
 
Individual Obj1 Obj2 
A 34.7 12.1 
B 33.1 14.5 
C 35.2 8.0 
(Bifocal) 33.0 11.7 
Table. 2. Characteristics of three individuals and bifocal lens 
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individual's performance. The asterisk shows the performance of the bifocal lens with the 
same diameter lens and feed characteristics. From Fig. 10, we can see that the pareto-optimal 
solutions offer high gain and/or low sidelobe level and each individual was diffused. 
Individual A in Fig. 10 is pareto-optimal. It has almost the same sidelobe level as the bifocal 
lens and its gain is improved by 1.7dB. It has well balanced characteristics. Individual B is 
also pareto-optimal. Its design targeted the sidelobe level. Though it seems that the sidelobe 
level was lowered from the bifocal lens in our criterion, the sidelobe performance is almost 
the same with the bifocal lens for practical use. This is explained later by using the radiation 
pattern. Individual C, also pareto optimal, was designed for enhanced gain. These 
characteristics are listed in Table 2. 
1)Individual A : With regard to individual A, the lens shape and the radiation pattern are 
demonstrated. The lens shape and feed positions are shown in Fig. 11. The lens shape was 
almost plano-convex. The radiation patterns in the scanning plane, the transverse plane and 
45deg-cut plane are shown in Fig. 12, respectively. Solid lines are the characteristics of the 
proposed lens. Broken lines are for the bifocal lens. In figures for the transverse plane and 
45deg-cut plane, each feed was offset by 10 degrees, and the original peak occurs at =0deg. 
Note that the patterns of each feed are not on the same plane. θ of each feed is rotated as 
shown in Fig. 8. The radiation pattern on the 45deg-cut plane had characteristics  
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Individual Obj1 Obj2 
A 34.7 12.1 
B 33.1 14.5 
C 35.2 8.0 
(Bifocal) 33.0 11.7 
Table. 2. Characteristics of three individuals and bifocal lens 
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intermediate between those on the scanning plane and those on the transverse plane. Obj2 
for individual A appeared in the radiation pattern of feed(3) on the scanning plane. On the 
other hand, that of the bifocal lens appeared in the radiation pattern of feed(4) on the 
transverse plane. In both cases, the small shoulder of the mainlobe was detected as the 
sidelobe. While the sidelobe level is almost the same, the gain of the proposed lens is 
significantly improved. 
2)Individual B : With regard to individual B, the lens shape and the feeds position and the 
radiation pattern are shown in Fig. 13 to 14, respectively. The pattern on the 45deg-cut plane 
was omitted because Obj2 did not appear on the plane. Individual B was designed for 
improved sidelobe level. Obj2 appeared in the radiation pattern of feed (4) on the transverse 
plane. Compared to the bifocal lens, it seems to have almost the same gain and improved 
sidelobe level. The worst sidelobe level in the case of bifocal lens is always identified as a 
shoulder in the main lobe. The shoulder is very difficult to identify by visual inspection 
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since it is associated to a 2nd order polarity change for directivity. Such a sidelobe on that 
beam is not very dangerous for practical use. 
3)Individual C : With regard to individual C, the lens shape and the radiation pattern are 
shown in Fig. 15 to 16, respectively. In exchange for a rise of the sidelobe level in feed(4), the 
gain of feed(4) is improved up to the same extent as the other feeds. 
 
3.3 Design for the collision avoidance radar antenna 
In this section, we examine the collision avoidance radar. In order to avoid detecting miss 
due to the road inclination, it is necessary to form vertical fan beam. Also, in order to 
detecting miss in the azimuth plane, it is necessary to overlap adjacent 2 beams. That is, we 
should reduce the pattern loss. Fig. 17 shows the requirements in this case. Each feed is 
placed at interval of 10º. The negative side display is symmetrical and so is omitted. 
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First requirement is high gain including pattern loss; the gain should be as large as possible. 
This can achieve by using a large aperture but this narrows the beamwidth. If the 
beamwidth was smaller than that shown in Fig.17(a), deep nulls may appear at intermediate 
angles between the peaks; 5º,15º and 25º. This must be avoided because it could lead to the 
failure to detect targets. Accordingly, it is preferable that the mainlobes created by adjacent 
feeds overlap. Because the minimum detection sensitivity is determined by the gain at the 
overlap point rather than maximum gain, we aim to maximize the gain at the overlap angle. 
This is shown in Fig. 17(a), Requirement 1. This value is determined by the aperture size, 
focal length and radiation pattern of the feed. The second requirement is the suppression of 
the sidelobe level, see Fig. 17(a), Requirement 2. This requirement can be satisfied by 
tapering the electric field of the aperture, which reduces the edge taper level. This technique 
can be realized by moving the feed array closer to the lens or narrowing the beam of each 
feed. However, the gain and/or radiation efficiency should be considered. The requirement 
in the elevation plane is similar to that in the azimuth plane, see Fig. 17(b), Requirement 2'. 
The beamwidth in the elevation plane is the third requirement, see Fig. 17(b), Requirement 
3. A certain value is required to ensure adequate coverage in the vertical plane. Because the 
beamwidth and the gain conflict, these requirements should be balanced. 
(1) Design procedures 
Basic procedure is the same as preceding section. However, in order to form the vertical fan 
beam, the aperture is cut off elliptically. Therefore, the minor and major axis are added to 
chromosomes as new gene. The chromosome structure, calculation procedure and lens 
configuration are shown in Fig. 18.  
In this case, P1(1) is also defined by chromosome. Because it is considered that the optimum 
focal length exists on the midpoint between the optimum for the circular aperture with 
major axis and that with the minor axis. 
 
P1(1)=[0 z1(1)+z1(1)]T                                                        (20) 
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First requirement is high gain including pattern loss; the gain should be as large as possible. 
This can achieve by using a large aperture but this narrows the beamwidth. If the 
beamwidth was smaller than that shown in Fig.17(a), deep nulls may appear at intermediate 
angles between the peaks; 5º,15º and 25º. This must be avoided because it could lead to the 
failure to detect targets. Accordingly, it is preferable that the mainlobes created by adjacent 
feeds overlap. Because the minimum detection sensitivity is determined by the gain at the 
overlap point rather than maximum gain, we aim to maximize the gain at the overlap angle. 
This is shown in Fig. 17(a), Requirement 1. This value is determined by the aperture size, 
focal length and radiation pattern of the feed. The second requirement is the suppression of 
the sidelobe level, see Fig. 17(a), Requirement 2. This requirement can be satisfied by 
tapering the electric field of the aperture, which reduces the edge taper level. This technique 
can be realized by moving the feed array closer to the lens or narrowing the beam of each 
feed. However, the gain and/or radiation efficiency should be considered. The requirement 
in the elevation plane is similar to that in the azimuth plane, see Fig. 17(b), Requirement 2'. 
The beamwidth in the elevation plane is the third requirement, see Fig. 17(b), Requirement 
3. A certain value is required to ensure adequate coverage in the vertical plane. Because the 
beamwidth and the gain conflict, these requirements should be balanced. 
(1) Design procedures 
Basic procedure is the same as preceding section. However, in order to form the vertical fan 
beam, the aperture is cut off elliptically. Therefore, the minor and major axis are added to 
chromosomes as new gene. The chromosome structure, calculation procedure and lens 
configuration are shown in Fig. 18.  
In this case, P1(1) is also defined by chromosome. Because it is considered that the optimum 
focal length exists on the midpoint between the optimum for the circular aperture with 
major axis and that with the minor axis. 
 
P1(1)=[0 z1(1)+z1(1)]T                                                        (20) 
 
www.intechopen.com
Microwave and Millimeter Wave Technologies: 
from Photonic Bandgap Devices to Antenna and Applications 422
 
z1(1), z1(n) z2(n) R(m)
One individual from ‘Initializing’
or ‘Mutation’
Form P1(n)
Form P2(n) (Single focal)
Modify P2(n)
Decide R(m) (2≦m≦M))
Calculate Er
Calculate Obj1, Obj2, Obj3
To ‘Pareto Ranking’
Dx, Dy
Form ellipse aperture
 Fig. 18. Calculation procedure and lens configuration 
 
z1(1) is the correction value derived from the individuals. Applying z1(1) can yield 
superior results in multibeam antenna design. The coordinates of the first plane that starts 
from P1(1) are determined. The interval, in the x-direction, of each P1(n) is constant, x1. The 
difference, in the z-direction, from the previous point is defined as z1(n). Accordingly, P1(n) 
is expressed by the following recursion. 
 
  )2(1)1()( 11111 Nn(n)Δz)(nzΔxnxnP T                  (21) 
 
z1(n) are derived from the individuals. Referring to P1(n), the coordinates of the second 
plane P2(n) are determined so that a single focal lens can be formed. The result is a single 
focal lens with modified first plane. Next, P2(n) are modified to P’2(n) to obtain the desired 
multibeam characteristics. Similar to P1(n), x2(n) in P2(n) are left and z2(n) are modified to 
z'2(n). 
 
P’2(N)=[x2(N) z2(N)+z2(N)]T                                                (22) 
 
 T)(nz)(nz(n)Δz(n)znxnP 11')()(' 222222  )11(  nN      (23) 
 
z2(n) are also derived from the individuals. By rotating the cross section made by P1(n) and 
P2(n) around z axis, form of lens is achieved.  
Feed (2), (3), (4) are placed on the line formed by θ(2) = 10, 20 and 30, respectively. Each 
feed is directed to P1(1) to reduce the spillover. The focal lengths are also derived from the 
individuals to obtain better performance.  
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To investigate the beam width in the elevation plane and the pattern loss in the azimuth 
plane, the major axis Dx, and the minor axis Dy of the lens are incorporated into the 
chromosome as the gene. 
To evaluate the modified lens performance, the radiation patterns of the designed shapes 
Erm(θ, ) are calculated. The patterns from Er1(θ,) to Er4(θ, ) correspond to each feed. Here 
three objective functions are defined. The first object is the minimum gain where two beams 
intersect. 
 
Obj1=min[Erm(cross(m)0)]     ( 31m )                                      (24) 
 
θcross(m) is an angle intersecting mth beam with m+1th beam. The second object is the 
minimum value of the ratio between the gain and the sidelobe level. 
 
Obj2=min[Erm((m)0)/SLL(Erm())  Erm((m))/SLL(Erm((m)))]  ( 41m )  (25) 
 
SLL(·) represents the calculated value of the maximum sidelobe level. The first half of 
Equ.(25) represents the multibeam pattern in the azimuth plane. The second half of Equ.(25) 
represents the fan beam pattern in the elevation plane. Here, evaluation on 45ºcut-plane 
described in the preceding section is omitted, since the maximum sidelobe must not appear 
on 45ºcut-plane. The third object is formation of sector beam in the elevation plane. Here, it 
is assumed to form beamwidth of 20. 
 
Obj3=min[ -|3dBm-20| ]     ( 41m )                                 (26) 
 
3dB(m) is beamwidth of vertical pattern of mth beam. Equ. (24), (25) and (26) are evaluated 
for all individuals. 
(2) Feed design 
In the past, we used the Vivaldi slot line (Yun & Chang, 2001) antenna as the feeds. 
However, there were some drawbacks as sidelobe, beamwidth, and pattern symmetry. We 
have tried to use the Fermi antenna with corrugation (Sugawara et al., 1998) as the feeds. It 
is featured by low sidelobe, good symmetric radiation pattern and wide frequency range.  
Configuration of the antenna is shown in Fig. 19. The antenna has taper slot represented by 
Fermi function and corrugation at both sides. Fermi function is expressed by 
 
)(1)( cxbe
axf                                                       (27) 
Where, a, b and c are parameters that determine the taper.  
We have examined design parameters, that is, Fermi function, aperture width, antenna 
length, corrugation pitch, and corrugation depth by FDTD. The design policies are large 
difference between beamwidth of the elevation and azimuth plane, low sidelobe, good 
symmetric radiation pattern and impedance. We have used Diclad 522 which thickness is 
0.8mm and the dielectric constant is 2.6 as the substrate. The designed configuration is 
shown in Fig. 20. Parameters in Equ.(27) are a=4[mm] , b=0.048, c=25[mm] . The radiation 
pattern is shown in Fig. 21. The VSWR was lower than 2.7 from 20 to 27GHz. Beamwidth of 
the azimuth and elevation plane is 36° and 30°, respectively. Sidelobe level of the azimuth 
and elevation plane is -13 and -19dB, respectively. 
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To investigate the beam width in the elevation plane and the pattern loss in the azimuth 
plane, the major axis Dx, and the minor axis Dy of the lens are incorporated into the 
chromosome as the gene. 
To evaluate the modified lens performance, the radiation patterns of the designed shapes 
Erm(θ, ) are calculated. The patterns from Er1(θ,) to Er4(θ, ) correspond to each feed. Here 
three objective functions are defined. The first object is the minimum gain where two beams 
intersect. 
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SLL(·) represents the calculated value of the maximum sidelobe level. The first half of 
Equ.(25) represents the multibeam pattern in the azimuth plane. The second half of Equ.(25) 
represents the fan beam pattern in the elevation plane. Here, evaluation on 45ºcut-plane 
described in the preceding section is omitted, since the maximum sidelobe must not appear 
on 45ºcut-plane. The third object is formation of sector beam in the elevation plane. Here, it 
is assumed to form beamwidth of 20. 
 
Obj3=min[ -|3dBm-20| ]     ( 41m )                                 (26) 
 
3dB(m) is beamwidth of vertical pattern of mth beam. Equ. (24), (25) and (26) are evaluated 
for all individuals. 
(2) Feed design 
In the past, we used the Vivaldi slot line (Yun & Chang, 2001) antenna as the feeds. 
However, there were some drawbacks as sidelobe, beamwidth, and pattern symmetry. We 
have tried to use the Fermi antenna with corrugation (Sugawara et al., 1998) as the feeds. It 
is featured by low sidelobe, good symmetric radiation pattern and wide frequency range.  
Configuration of the antenna is shown in Fig. 19. The antenna has taper slot represented by 
Fermi function and corrugation at both sides. Fermi function is expressed by 
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Where, a, b and c are parameters that determine the taper.  
We have examined design parameters, that is, Fermi function, aperture width, antenna 
length, corrugation pitch, and corrugation depth by FDTD. The design policies are large 
difference between beamwidth of the elevation and azimuth plane, low sidelobe, good 
symmetric radiation pattern and impedance. We have used Diclad 522 which thickness is 
0.8mm and the dielectric constant is 2.6 as the substrate. The designed configuration is 
shown in Fig. 20. Parameters in Equ.(27) are a=4[mm] , b=0.048, c=25[mm] . The radiation 
pattern is shown in Fig. 21. The VSWR was lower than 2.7 from 20 to 27GHz. Beamwidth of 
the azimuth and elevation plane is 36° and 30°, respectively. Sidelobe level of the azimuth 
and elevation plane is -13 and -19dB, respectively. 
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Fig. 19. Fermi antenna with corrugation 
 
                                    Fig. 20. Design results 
 
 elevation plane(nE=20)                                       azimuth plane(nH=13) 
Fig. 21. Radiation pattern and cosn approximation 
Index  value 
a  12.75 
b  50 
c  5.25 
d  8.25 
e  1 
f  0.25 
lc  2 
g  3 
h  3.5 
i  1 
j  6.5 
 
 
 (3) Numerical simulation 
A. Simulation model 
A design obtained by the proposed method is demonstrated in this section. The calculation 
conditions are shown in Table 3. We assumed the feed pattern as power of cosine function 
as shown in Fig. 21. The power index in Equ.(9) are nE=20 or nH=13. The radiation pattern of 
the feed is modified.  
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In order to calculate the refraction at the lens edge accurately, the lens was formed up to 
+0.5λ from Dx and Dy and ray tracing was carried out up to Dx and Dy. Mutation probability 
is gradually reduced by the convergence of the results. Crossover probability is set at a 
relatively low value because mutation with elitist preserving selection yielded better 
performance rather than crossover. Calculation of all possible combinations of the 
chromosomes is impractical since 2392 combinations (about 10118) would have to be assessed. 
Considering calculation loads, our procedure with GA is far more practical. 
Elements Values 
Direction interval of feeds, 10º 
Power index of the feed, n nE=20, nH=13 
Range of aperture diameter, Dx, Dy 1.5 to 9 
Range of lens offset against feed(1), z1(1) 1 to 12 
Interval of x1(n) (=x1) 0.5 
Range of z1(n)and z2(n) 05.0  
Distance between lens and feed R(m) Fcos((m)) to F 
Refractive index, Ref 1.6 
Number of individual 50 
Number of elements composing one individual 
49 
(Dx, Dy, z1(1), z1(n)x21, z2(n) x 22, 
R(m) x 3) 
Number of bits for each element 8 (256 levels) 
Number of generations 100 
Mutation probability Start : 0.2     End : 0.1 
Crossover probability 0.01 
Table 3. Simulation conditions 
 
B. Results 
A calculation result is shown below. The values of objective functions Equ.(24), (25) and (26) 
at the final generation are shown in Fig. 22. The increasing extent of each axis represents 
superior performance. The circles in this figure represent each individual's performance. We 
can see that pareto-optimal solutions with various characteristics were obtained. The design 
specialized for one object yielded relatively decreased values in other objective functions.  
On the other hand, when the restriction of Obj1 was reduced, design parameters yielding 
improvements in Obj2 and Obj3 were obtained. Considering balance between objective 
functions, we have selected the filling individual in Fig. 22. The lens shape and feed 
positions are shown in Fig. 23. The radiation patterns in the azimuth and elevation planes 
are shown in Fig. 24. 
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 Fig. 22. distribution of the results 
 
 Fig. 23. Antenna configuration (f=24GHz) 
 
 (a) azimuth plane                                                (b) elevation plane 
Fig. 24. Radiation patterns in the 
 
 
 
4. Trial model and evaluation 
 
We have manufactured a trial model based on the feed shown in Fig.20 and antenna 
configuration shown in Fig.23.  
 
4.1 Feed 
We have manufactured the trial model and have evaluated the performance. The trial model 
and the measured VSWR are shown in Fig.25. The VSWR is lower than 2.4 from 20 to 
27GHz. The radiation patterns are shown in Fig.26. Beamwidth of the horizontal and 
vertical plane is 35° and 29°, respectively. Sidelobe level of the horizontal and vertical plane 
is -12 and -15dB, respectively. These values are almost same as the numerical simulation 
results. 
  
         
Fig. 25. Trial model 
 
 Elevation-plane                                                    Azimuth-plane 
Fig. 26. Measured Radiation Pattern 
 
4.2 Multibeam lens antenna 
We have manufactured a trial model. Lens shape is shown in Fig.27. 3 arms are used for 
installation. The top view of whole structure is shown in Fig.28. Since we have confirmed 
that the aperture center of Fermi antenna is on the tips by phase pattern measurements, the 
tips are placed on the focal positions.  
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The measured radiation patterns are shown in Fig.29. The peak gain is 18 to 21dB, and 
inequality between multibeams is observed. The inequality is because of manufacturing 
error of the feed. The sidelobe level is -10 to -14dB. It is considered that the sidelobe rises up 
by interference between the feeds. The shoulders along the mainbeam are also observed. 
The shoulders are appeared by interference between the feeds and reflection of the antenna 
structure. The vertical beamwidth is 18°. It is almost the same value of the design. We were 
not able to measure the sidelobe in the vertical plane due to limitations of measuring 
system. 
 
   top view                                         back view                                 side view 
Fig. 27. dielectric lens 
 
 Fig. 28. Whole structure (Top view) 
 
 (a) Azimuth plane                                                  (b) Elevation plane 
Fig. 29. measured pattern 
 
 
5. Conclusions 
 
We have proposed the design scheme for multibeam dielectric lens antennas that well 
balances the conflicting aims of high gain and low sidelobe level. The scheme is based on 
pareto-GA and lens shape is associated with GA chromosomes.  
In the first, two objective functions are defined: the gain and the sidelobe level. Individuals 
are renewed yielding pareto optimal solutions that identify various lens shape. Some 
examples of lens shape and their radiation patterns were demonstrated by numerical 
simulation. Our design scheme provides various forms that offer well balanced performance 
including the gain-tuned lens and the sidelobe level tuned lens. 
Second, as an example of 3 objectives, multibeam dielectric lens antennas with the fan beam 
has examined. To optimize the lens antennas balancing the gain including pattern loss of 
multibeam and sidelobe level of the scanning and transverse patterns taking into account of 
beamwidth of the vertical pattern, the pareto-genetic algorithm is successfully introduced. 
The validities have been confirmed by numerical simulation. 
Then, Fermi antenna with corrugation has been examined for feed. We have confirmed the good 
performances of Fermi antennas with corrugation for the feed at 24GHz band through trial 
manufacturing and evaluation tests. And, trial model has been manufactured and evaluated. 
Although we were able to confirm certain degrees of performance, the evaluation results 
were not satisfied with our goals. The main problem is interference between feeds. We 
confirmed that the performance were dramatically improved when feeds separated away. 
Therefore, we are to design with constrain of focal length. Of course, the feed pattern must 
be examined.   
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