We study the properties of the quantile regression estimator when data are sampled from independent and identically distributed clusters, and show that the estimator is consistent and asymptotically normal even when there is intra-cluster correlation. A consistent estimator of the covariance matrix of the asymptotic distribution is provided, and we propose a specification test capable of detecting the presence of intra-cluster correlation. A small simulation study illustrates the finite sample performance of the test and of the covariance matrix estimator.
Introduction
In many applications estimation is performed using micro data sampled from a number of groups or clusters, and it is assumed that observations from different groups are conditionally independent but intra-cluster correlation is not ruled out. In these cases, the validity of routine inference procedures depends on the availability of a consistent estimator of the covariance matrix of the asymptotic distribution of the estimator when intra-cluster correlation is allowed for. This was the motivation for the work of Liang and Zeger (1986) and Arellano (1987) , who extended the results in White (1984) to obtain covariance matrix estimators that are valid when there is heteroskedasticity and intra-cluster correlation.
Although these estimators were initially developed with panel data in mind, they are also useful with dyadic data and even in cross-sections, where the clusters can be defined for example by regions or industries. A well-known example where it is important to allow for intra-cluster correlation occurs when crosssectional regressions using micro data contain some regressors observed only at a more aggregate level; see Kloek (1981) and Moulton (1986 Moulton ( , 1990 . The ubiquitous use of the so-called clustered standard errors in applied econometrics shows how prevalent these kinds of situations are (see , for a recent survey on inference with clustered data).
The asymptotic distribution of least squares, instrumental variables, maximum likelihood, and generalized method of moments (GMM) estimators allowing for intra-cluster correlation have been widely studied (see, e.g., Bhattacharya 2005 , and the references therein), and popular software packages now implement covariance matrix estimators that are valid in this case (see, e.g., Rogers 1993) . However, it appears that so far the case of quantile regression has not been explicitly considered.
1 This is unfortunate because quantile regression can suffer from the "Moulton problem," and because pooled quantile regression and correlated random effects quantile regression are gaining popularity in applied panel-data econometrics (see, e.g., the influential paper by Abrevaya and Dahl 2008) . In these cases practitioners perform inference by using bootstrap procedures, but we are not aware of any formal proof that these methods are valid in this context. 2 Moreover, bootstrapping quantile regression is somewhat impractical when the problem involves very large samples and many regressors, because in this case the computation of the bootstrap covariance matrix using a reasonable number of bootstraps is still very time-consuming.
3
In this paper we extend the results of Kim and White (2003) and show that the traditional quantile regression estimator (Koenker and Bassett 1978 ) is consistent and asymptotically normal when there is withincluster correlation of the error terms. Additionally, we present a consistent estimator for the covariance matrix of the asymptotic distribution of the quantile regression estimator with intra-cluster correlation, and propose a specification test capable of detecting the presence of this kind of correlation. A small simulation study is used to illustrate the finite sample performance of the proposed methods. An Appendix provides the proofs of all theorems.
Quantiles with Clusters

Set-up and Asymptotic Properties
Consider the case in which the researcher is interested in estimating the θ-th quantile of the conditional distribution of y given x, denoted Q θ (y|x), and assume that
where x and β 0 are k × 1 vectors, and for simplicity we omit that the vector of parameters is indexed by θ. 4 We are interested in the case where estimation is to be performed using a sample {(y gi , x gi ), g = 1,…, G, i = 1,…, n g }, where g indexes a set of G predefined groups or clusters, each with n g elements. That is, we are interested in estimating
In what follows we will consider the properties of the estimator of β 0 , with n g fixed and G→∞, for the case in which the disturbances u gi are assumed to be conditionally independent across clusters but are permitted to be correlated within clusters. To simplify the notation, and without loss of generality, we consider only the case where n g = n.
The quantile regression estimator for clustered data is defined by
where ρ θ (a) = a(θ-I[a < 0]) is known as the check function and I[e] is the indicator function of the event e. The consistency of β can be proved under the following assumption:
of the covariance matrix of the quantile regression estimator requires the definition of a method to estimate the conditional density at zero, a problem that is not considered in Bhattacharya (2005) . Assumption 1 (a) is made for simplicity but can be relaxed to allow some dependence across g, although some of the remaining regularity conditions would have to be strengthened. Assumption 1 (b) and (c) are standard (see Theorem 2.11 of Newey and McFadden 1994, 2140) , but can be relaxed (see Koenker 2005, 118) .
Assumption 1 (a)
We are now able to establish consistency. 
is positive definite. Assumption 2 (a), (c), and (d) are standard (see Koenker 2005, 120) . Assumption 2 (b) is stronger than that considered by Machado and Santos Silva (2005) in the standard i.i.d. setting, but coincides with that required by Powell (1984) and Kim and White (2003) .
In the Appendix we prove the following theorem:
Theorem 2 Under Assumptions 1 and 2 we have
Consistent Covariance Matrix Estimation
For the estimator β to be useful it is necessary to have a consistent estimator of Ω. As mentioned before, practitioners often use bootstrap procedures to estimate Ω (see, e.g., Abrevaya and Dahl 2008) but the validity of standard bootstrap methods in the context considered here has not been formally proven (see, however, Hagemann 2014). More importantly, bootstrap methods are still somewhat impractical in realistic applications, especially in models for which quantile regression takes many iterations to converge. In what follows we provide consistent estimators of A and B that can be used to obtain a consistent estimator of Ω.
5
A consistent estimator of A is given by
Assumptions 1 and 2, Loève's c r inequality (Davidson 1994, 140) , and a uniform weak law of large numbers, imply that Â A. p → A more challenging task is to obtain a consistent estimator of B. Following Powell (1984 Powell ( , 1986 and Kim and White (2003) , we consider the estimator
5 Related estimators of this covariance matrix have recently been used in empirical applications by Penner (2008) and by Fitzenberger, Kohn, and Lembcke (2013) . However, the authors did not provide a proof of the consistency of the proposed estimators.
where the bandwidth ˆG c may be a function of the data. To establish the consistency of B we require the following additional assumption, which was also considered by Powell (1984) and Kim and White (2003) : AB .
− −
In order to implement this estimator it is necessary to define a practical method of choosing the bandwidth ˆ.
G c
The solution used in the simulations presented in Section 3 is based on the method described by Koenker (2005, 81) . In particular, we define
where h nG is (see Koenker and Machado 1999 , 1301 or Koenker 2005 2/ 3 1/ 3 1 2 1/ 3 1 1 2 0.05
and κ is a robust estimate of scale. After some experimentation, we decided to define κ as the MAD (median absolute deviation) of the θ-th quantile regression residuals. 
A Specification Test
In this section we propose a simple test for the presence of intra-cluster correlation. In the spirit of White (1980) , we use a test statistic based on the difference between the covariance matrix Ω = B -1 AB -1 introduced in Section 2 and the one obtained by Chamberlain (1994) and Kim and White (2003) for the case where the functions ψ θ (u gi ) and ψ θ (u gj ) are conditionally uncorrelated for i≠j, which is given by Ω * = B The presence of intra-cluster correlation can, therefore, be tested by checking the validity of the moment condition ( )
where z gi = g(x gi ) and g(·) is a scalar function. Following White (1980) and Kim and White (2003) , it is also possible to develop a version of the test where g(·) is a vector function, but we do not consider that extension here. Further insights into the nature of the proposed test can be gained by noting that
and hence that (4) is implied by the following sets of moment conditions:
The moment conditions in (5) are closely related to the first order conditions of the estimator defined in (3), and can be used to test the correct specification of (1) and (2) by checking for the omission of the variables z gi z gj . Additionally, because the variables whose omission is checked depend both on x gi and x gj , the validity of (5) requires a form of strict exogeneity (see below for details). The set of moment conditions in (6) will hold if u gi and u gj are conditionally independent for i≠j, and are of particular interest in the context we are considering. Therefore, (5) and (6) make clear that a test based on (4) will check the conditional independence between u gi and u gj (for i≠j) and, depending on the choice of z gi , can also be used to check the validity of (2).
Formally, we propose a test for the joint null hypothesis 0 ,
where
Notice that H 0 implies (4) but the reverse is not true; H 0 summarizes the additional conditions that would be needed to ensure that the results of Chamberlain (1994) and Kim and White (2003) are valid in the context of clustered data, and which are implicitly relaxed in establishing the results in Section 2. The proposed test is based on the following statistic, which is obtained from the sample analog of (4):
In order to obtain the asymptotic distribution of T we define
and make the following additional assumption: 
,
and therefore a test based on T is very easy to implement. However, the test requires the choice of z gi , which plays an important role in the interpretation of its outcome. In the simulation study to be presented below we focus on the case where z gi = 1 and the model has an intercept. In this case the sample analog of (5) will necessarily hold because it is implied by the first order conditions of the estimator of β 0 , and consequently the test has non-trivial power only against departures from the assumption of independence between errors in the same cluster; i.e., only (6) is being tested. It is also worth noting that in this particular case we have that 2 2 2 (1 ) ( 1). D D nn θ θ = = − − The particular form of the test we consider is the quantile regression analog of the test introduced by Wooldridge (2002, 265) , which in turn is the heteroskedasticity and non-normality robust version of Breusch and Pagan's (1980) error components test. However, there are two important differences between the tests. First, the null hypotheses of the two tests are different because Wooldridge's test only checks for intra-cluster correlation, whereas the quantile-based test checks for departures from the assumption that the errors within a cluster are conditionally independent. Second, the quantile-based test is valid even when the errors do not have finite moments.
Simulation Evidence
In this section we present the results of a small simulation study illustrating the finite sample performance of the covariance matrix estimator proposed in Section 2, and of the test introduced in Section 3.
The simulated data were generated as 
v χ ∼ and ξ g , ε gi , α g , and v gi are independent. We considered cases with and without intra-cluster correlation in u gi : in the first case we set d v = 2 and d α = 1, and in the second case d v = 3 and d α = 0.
8 Therefore, in all cases
. gi x χ ∼ For each of the designs, ξ g , ε gi , α g , and v gi were newly generated for each of the 10,000 replications used in the experiment. The performance of the covariance estimator is evaluated for θ∈{0.25, 0.50, 0.75} by estimating the θ-th quantile regression of y gi on x gi and a constant, and testing whether the slope parameter of the regression is equal to its true value (γ 1 +hQ θ (u gi )). All the simulations where preformed in Stata 13 (StataCorp. 2013) using the command qreg2 (Machado, Parente, and Santos Silva 2011) that implements both the covariance matrix estimator and the test studied here. Tables 1 and 2 give the rejection frequencies of the null hypothesis at the 5% level; we report the results obtained using both the covariance matrix estimator proposed in Section 2 and a covariance matrix estimator obtained using 100 cluster-bootstraps.
In line with the findings for the case of independent observations reported by Buchinsky (1995) , our results show that the bootstrap estimator performs well in most of the cases considered. As for the results based on 1 1ˆB
AB ,
we see that there is some tendency to overreject the null when n = 100, and a slight tendency to under-reject for larger samples when the errors are heteroskedastic (h = 1). AB .
− −
The study of the performance of these methods is, however, beyond the scope of the present paper.
The performance of the specification test is again evaluated by computing the rejection frequencies at the 5% level of the null hypothesis, which in this case is defined by (7). The test is based on the statistic ( )
and in these experiments we took G∈{100, 500, 1000} because the power of the test increases quickly with the sample size. Table 3 presents the rejection frequencies under the null (d v = 3 and d α = 0), and Table 4 presents the results under the alternative (d v = 2 and d α = 1). For comparison, the rejection frequencies obtained with the test suggested by Wooldridge (2002, 265) are also included in Tables 3 and 4. Under the null all tests perform generally well and there is little to choose between them. Under the alternative the results depend on the value of h. In the heteroskedastic case (h = 1) the quantile-based tests clearly dominate Wooldridge's test, whereas in with homoskedasticity (h = 0) the situation is reversed for the case with n = 2 and G = 100. However, for realistic sample sizes there is little to choose between the tests because their power quickly approaches 1.
Concluding Remarks
We present the asymptotic results needed to perform inference with quantile regression when the data are obtained by sampling from different groups, and it is assumed that observations from different groups are The table reports the rejection frequencies, at the 5% level, of the hypothesis that the slope parameter of the regression is equal to its true value. The tests are based on t-statistics computed using either the covariance matrix estimator proposed in Section 2, given by B AB − − 1 1ˆˆ, or a covariance matrix estimator obtained with 100 cluster-bootstraps.
conditionally independent but intra-cluster correlation is not ruled out. 9 We propose a consistent estimator of the covariance matrix of the asymptotic distribution of the estimator allowing for possible intra-cluster correlation and propose a simple test to check the presence of this type of correlation. The results of a small simulation study suggest that the proposed tools are likely to work reasonably well in practice.
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9 Although we do not formally consider that problem, it is worth noting that our results are also likely to provide the building blocks needed to perform inference accounting for multiway clustering (see Cameron, Gelbach, and Miller 2011) . The table reports the rejection frequencies, at the 5% level, for the quantile-based test for the null that the errors within a cluster are conditionally independent, and for Wooldridge's test for the null of no intra-cluster correlation; in both cases the null hypothesis is true. 
Homoskedastic errors (h = 0) The table reports the rejection frequencies, at the 5% level, for the quantile-based test for the null that the errors within a cluster are conditionally independent, and for Wooldridge's test for the null of no intra-cluster correlation; in both cases the null hypothesis is false.
Appendix
Throughout the Appendix c r , CS, M, and T denote the c r , Cauchy-Schwarz, Markov, and triangle inequalities, respectively. LLN denotes the Khintchine's Weak Law of Large Numbers, UWL denotes a uniform weak law of large numbers such as Lemma 2.4 of Newey and McFadden (1994) , and CLT is the Lindeberg-Lévy central limit theorem.
Proof of Theorem 1: We use Theorem 2.7 of Newey and McFadden (1994) . Note that
We have to show that S G ( β)-S G ( β 0 ) converges uniformly to a function. In this case pointwise convergence suffices as pointwise convergence of convex functions implies uniform convergence on compact subsets. Note that We adapt the proof of Koenker (2005, 121) . Consider the objective function 
Note that E[R G (δ)] = 0 and that by c r , (8), and CS we have (see Koenker 2005, 122 , and the references therein). ■
Proof of Theorem 3:
The proof is similar to that of Lemma 5 of Kim and White (2003) . Let (Davidson 1994, Corollary 19.9, 301, and Theorem 12.10, 190 ) that B B. 
