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Abstract
This is a review of (q-)hypergeometric orthogonal polynomials and their relation to representation theory
of quantum groups, to matrix models, to integrable theory, and to knot theory. We discuss both continuous
and discrete orthogonal polynomials, and consider their various generalizations. The review also includes
the orthogonal polynomials into a generic framework of (q-)hypergeometric functions and their integral
representations. In particular, this gives rise to relations with conformal blocks of the Virasoro algebra.
To the memory of Ludwig Dmitrievich Faddeev
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1 Introduction
Orthogonal polynomials [1] are a classical chapter in natural science, still a somewhat mystical one. They
were originally introduced in XIXth century in a place, which may look strange from today’s perspectives: in the
theory of contiued fraction, which is now far away from the mainstreams in mathematical physics. Then some
of them appeared in study of the hypergeometric series and entered the textbooks, as the simplest solutions
of the most relevant equations, both in classical and quantum physics at ordinary energies. In XXth century,
they became for some time the main tool in the study of matrix models, the basic example and source of
inspiration for modern quantum field and string theories. Quite recently the hypergeometric polynomials and
their mathematically evident q-deformations re-emerged in the advanced theory of conformal blocks [2] and knot
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invariants [3], they also re-appeared in matrix model in a new avatar [4]. This is one of the immediate reasons
for this paper. It is basically a review of the well and not-so-well known facts from the theory of orthogonal
polynomials, with the emphasize on particular aspects needed for a progress in Painle´ve and Racah theories,
and in matrix models.
We are interested in the interplay of the following subjects:
• Integral representations (e.g. hypergeometric functions, matrix models).
• Ward identities (Virasoro/string equations) from invariance under the change of integration variables.
• Gauss relations (for hypergeometric functions).
• 3-term relations.
• Orthogonal polynomials and matrices.
• Differential equations (of hypergeometric type, spectral curves).
• Free-field formalism in representation and quantum field theories (including hypergeometric screening
integrals).
It is the last item in the list which makes functions of the hypergeometric type very much distinguished in
quantum field theory, while what mattered in classical physics was rather the second-order differential equations
which they often satisfy. This promotion from classical to quantum level dictates also a change of view on
orthogonal polynomials arising from the hypergeometric series∑
k
∏
i(ai)k∏
j(bj)k
· z
k
k!
. (1.1)
The reduction to polynomials happens whenever any of the parameters a is negative integer, a = −n since
then (a)k =
Γ(a+k)
Γ(a) vanishes for all k > n. The resultant from this truncation is a polynomial both in all other
parameters a and in the argument z. The difference is only that the dependence on a’s is ”quantized”, while
on z is classical, in fact, z can be considered as an infinitely-large parameter so that asymptotically (z)k ∼ zk.
Accordingly, a class of polynomials as functions of z is nowadays called ”very classical”, while those considered
as functions of a, just ”classical” (with ”quantum” in this context referring to q-deformations).
Thus, natural for physical applications are the hypergeometric functions, and natural for hypergeometric
functions is a reduction to polynomials. However, what is much less natural for these polynomials is orthogo-
nality. Orthogonal polynomials are distinguished by the peculiar property known as the 3-term relation, while
natural for the hypergeometric polynomials is to satisfy a p-term relation, with p depending on the number of a
and b parameters, i.e. on the type (r, s) of the hypergeometric function rFs. As we explain in the paper, for the
most interesting case of r = s+1 (other values of r−s can be achieved by taking certain limits of these reference
functions) the parameter p is equal to 3 for s ≤ 3, while in general it is rather equal to 2s− 3, i.e. exceeds 3 for
large s. Moreover, if one insists on polynomiality of the z-dependence, i.e. on the ”very classical” polynomials,
the p = 3 bound actually shifts further down to s = 2, i.e. to the ordinary hypergeometric functions. It is this
property that explains at the quantum level the somewhat mysterious limitations on s allowing appearance of
orthogonal polynomials in the celebrated Askey scheme [5, 6]. This, in turn, raises a very interesting question
of the role of polynomials with p-term relations: clearly it should exist and be quite important in quantum field
theory.
A natural point to look at from this perspective would be matrix-model applications of orthogonal polyno-
mials, where the natural conjecture could be that the orthogonality (p = 3) is related to integrability, the basic
property of matrix model partition functions. Perhaps, increasing p could be still another natural deformation
of integrability.
Another side of the story at p = 3 concerns the orthogonality measure of the polynomials. Extremely inter-
esting is the case when the weight function reduces to a finite sum of delta-functions, and the associated finite
set of orthogonal polynomials actually provide orthogonal matrices. Moreover, when they are hypergeometric,
these orthogonal matrices are nothing but the simplest Racah matrices (6j-symbols)! Thus, the interplay be-
tween the hypergeometric functions, p = 3, and the discreteness of the weight function becomes crucial for the
Racah level of representation theory, and, hence, for the corresponding applications like modular properties of
conformal blocks and knot invariants.
This list of ideas explains the logic of the present paper and its composition. We begin in sec.2 from reminding
the basic properties of orthogonal polynomials per se, especially the continuous-fraction relation between the
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3-term relation and the measure, which was the birthplace of the theory of orthogonal polynomials in XIXth
century. Then in sec.3, we describe the standard classical viewpoint (Askey scheme) on the hypergeometric
orthogonal polynomials, which puts the main emphasize on the second order differential (or difference, if the
q-deformation is allowed) equation for them. In sec.4, we explain the alternative ”quantum” viewpoint, where
the relations are generically p-term, and only restriction to s = 3 or 2 makes p = 3 and polynomial orthogonal.
In sec.5, we claim that the explanation of p-term relations can be achieved through integral representations of
hypergeometric series and is associated with division of the integration contour in fragments; this, however, is not
very well elaborated in the present paper and deserves further work. In sec.6, we discuss the discrete orthogonal
polynomials, the typical example being the Racah polynomials, and discuss the relation of these latter with the
Askey-Wilson polynomials. In sec.7, we describe various extensions of the classical orthogonal polynomials: to
multivariable polynomials, which is essential for constructing the Racah matrices for rectangular representations
of SLq(N), and to Askey-Wilson functions, which solve the same second order differential (difference) equation
as the Askey-Wilson polynomials do. We consider the q-deformations of the Askey-Wilson functions both in the
case of 0 < q < 1 and in the case of |q| = 1. These functions are important for constructing the 6j-symbols for
various infinite-dimensional representations, which we discuss in sect.9 in applications to knot theory. Finally,
secs.8 and 9 remind and develop the standard applications of orthogonal polynomials respectively to matrix
models and to Racah matrices and knots, in terms which seem most adequate for further thinking about the
role of p = 3.
It is this last application to knots, which brings the present paper closest to the interests and achievements of
Ludwig Faddeev. Still for us the main inspiration from Ludwig was the need to search for deep cross-disciplinary
links between different branches of theoretical physics. Hopefully this paper provides a good example of this
kind, despite there is a very long way from the feelings that we express to clear and rigorous results. Making
subtle things clear was and remains the trademark of Ludwig Faddeev’s scientific school. We can only dream
about approaching these high standards, but we try at least to clearly describe the setting and the research
domain which looks both traditional and extremely intriguing. We hope that Ludwig would like and appreciate
the emerging challenges.
2 Orthogonal polynomials: a review of standard properties
Standard properties of orthogonal polynomials can be found in the books [1, 7], and those in the q-case
in [6, 8] (see also [9] and references therein).
2.1 Orthogonal polynomials
Given a non-decreasing measure function, µ(x), the orthogonal polynomials can be constructed through the
Gram-Schmidt process, ∫
Pn(x)Pm(x) dµ(x) = ||Pn||2 δm,n, n = 0, 1, 2, . . . . (2.1)
where ||Pn|| is the norm of the n-th orthogonal polynomial. This set of functions can be viewed as a complete
basis of the Hilbert space and there are several equivalent representations:
• Expression through the moments, mn :=
∫
zn dµ(z),
Pn(x) = det
(n+1)×(n+1)

xn . . . mn+2 mn+1 mn
xn−1 . . . mn+1 mn mn−1
...
...
...
...
x . . . m3 m2 m1
1 . . . m2 m1 m0

. (2.2)
• Expression of polynomials through n-fold integrals
Pn(x) =
1
n!
∫ ∏
i<j
(zi − zj)2
n∏
i=1
(x− zi) dµ(zi). (2.3)
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• Three-term recursive relation among monic polynomials (i.e. those with unit leading coefficient)
xPn(x) = Pn+1(x) +KnPn(x) +RnPn−1(x), Rn > 0. (2.4)
Hereafter, we denote the monic polynomials by calligraphic letters.
In fact, if the system of polynomials Pn(x) satisfy the three-term relations, there is always a measure, for
which they are orthogonal and
∞∑
n=0
Pn(x)Pn(y)
||Pn||2 = δ(x − y) ·
dx
dµ(x)
. (2.5)
In addition, there exists a continued fraction expression for the generating function of the moments, namely,
the resolvent,
dρ(x) :=
〈
dx
x− z
〉
=
∞∑
k=0
mk
dx
xk+1
=
dx
x−K0 − R1
x−K1 − R2
x−K2 − . . .
.
(2.6)
Hereafter, we denote through
〈
. . .
〉
the averaging with the measure µ(z):〈
O
〉
=
∫
O dµ(z). (2.7)
2.2 Measure from the 3-term relations
2.2.1 Uniqueness of measure
Explicit shape of the measure dµ(z) depends on the integration contour:
< f > =
∫
C
f(z) dµC(z). (2.8)
All measures giving rise to the same average are considered equivalent. Monic orthogonal polynomials are
described by a unique orthogonality measure [10, p.59] if∑
n
1√
Rn
=∞ (2.9)
Furthermore, if the orthogonality measure has a finite support, it is also unique [7, Ch.2, Th.5.6]. An example
of a non-unique measure can be found in [9, s.3.2].
2.2.2 Resolvent measure and continued fraction
If moments of the z-variable are known, then the resolvent given by the Stieltjes kind transform,
dρ(x) = dx
∫
C
dµC(z)
x− z =
〈
dx
x− z
〉
=
∞∑
k=0
< zk >
xk+1
dx, (2.10)
can be treated as a measure with the contour surrounding infinity:
< zk >= − 1
2πi
∮
∞
xk dρ(x). (2.11)
The inverse transformation from dρ(x) to dµC(x), including the case of C = R the real line, is more tricky.
If we have a set of monic polynomials, satisfying 3-term relation,
zPn(z) = Pn+1(z) +KnPn(z) +RnPn−1(z), (2.12)
then
P0 = 1
P1 = z −K0
P2 = z2 − (K0 +K1)z + (K0K1 −R1)
P3 = z3 − (K0 +K1 +K2)z2 + (K0K1 +K2K2 +K1K2 −R1 −R2)z − (K0K1K2 −K2R1 −K0R2)
. . .
(2.13)
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and
< z > = K0,
< z2 > = K20 +R1,
< z3 > = K30 + (2K0 +K1)R1,
. . .
(2.14)
It is easy to check that these moments guarantee orthogonality of all the polynomials at once,
< Pn(z)Pm(z) >= δn,m · ||P0||2 ·
n∏
i=1
Ri (2.15)
These formulas give rise to the resolvent in the peculiar form of the continued fraction:
dρ(x) =
〈
dx
x− z
〉
=
dx
x−K0 − R1
x−K1 − R2
x−K2 − R3
x−K3 − . . .
=
=
dx
x−K0 +
R1 dx
(x−K0)2(x−K1) +
[
R21 dx
(x −K0)3(x−K1)2 +
R1R2 dx
(x−K0)2(x −K1)2(x−K2)
]
+ . . .
(2.16)
Example. If all Kn = 0 and Rn = R are independent of n, then continuous fraction in (2.16) satisfies
ρ′ = 1/(x−Rρ′) and
dρ(x) =
x−√x2 − 4R
2R
dx (2.17)
which is the genus-zero resolvent of the Gaussian matrix model. In fact, this resolvent describes the measure
dµ(z) =
√
1− z2/(4R) dz (2.18)
at the segment [−2
√
R, 2
√
R] and the system of polynomials orthogonal with respect to this measure is the
Chebyshev polynomials of the second type
Pn(z) = Rn/2
[n2 ]∑
0
(−1)m(n−m)!
m!(n− 2m)!
( z
2
√
R
)n−2m
= P
( 12 ,
1
2 )
n
( z
2
√
R
)
(2.19)
where we denote P
(α,β)
n (z) the Jacobi polynomials (see Appendix B).
For orthogonal polynomials, higher resolvents are expressed through the first one and literally have nothing
to do with the matrix model multi-resolvents, their genus expansion and AMM/EO topological recursion.
2.2.3 Summing continued fractions with the help of orthogonal polynomials
However, in general, summation of continued fractions is a far less trivial problem. In fact, it was the one
that originated the interest to orthogonal polynomials. Let us see how this works in the case of the polynomials
given on the real axis. Let us consider the general three-term recurrence relation
Pn+1(z) = (Anz +Bn)Pn(z)− CnPn−1(z), n ≥ 0. (2.20)
A system of orthogonal polynomials {Pn(z)} satisfies this relations with the initial conditions
P−1(z) = 0, P0(z) = 1. (2.21)
We call these polynomials primary.
However one can generate another set of polynomials {P ∗n(z)} satisfying the same recurrence relation (2.20)
with different initial conditions
P ∗n+1(z) = (Anz +Bn)P
∗
n(z)− CnP ∗n−1(z), n > 0
P ∗0 (z) = 0, P
∗
1 (z) = A0.
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They are also orthogonal polynomials with respect to the same measure dµ(z). We call them secondary poly-
nomials. The secondary polynomials are related to the primary ones with the help of Stieltjes transformation
P ∗n(z) =
∫
R
Pn(t)− Pn(z)
t− z dµ(t). (2.22)
In this non-monic case, the resolvent is given by the continued fraction
dρ(x) =
A0
A0x+B0 − C1
A1x+B1 − C2
A2x+B2 − . . .
dx
(2.23)
If this fraction converges, then
dρ(z) = lim
n→∞
P ∗n(z)
Pn(z)
dz (2.24)
and the measure dµ(z) is related with the continued fraction (resolvent) dρ(z) by the Stieltjes transformation
(2.10)
dρ(x) = dx
∫
R
dµR(z)
x− z (2.25)
In order to find the measure dµ(z), one should use the inverse Stieltjes transformation due to the Stieltjes-
Perron formula:
dµ(z) = lim
ε→0+
dρ(z − iε)− dρ(z + iε)
2πi
(2.26)
One can see that, indeed, the measure (2.18) can be obtained from the resolvent (2.17) this way.
Example: Hermite polynomials. Let us consider the Hermite polynomials and their recurrence relation:
Hn+1(z) = 2zHn(z)− 2nHn−1(z)
An = 2, Bn = 0, Cn = 2n.
According to (2.23), one can write the corresponding continued fraction:
dρ(z)
dz
=
2
2z − 2
2z − 4
2z − 6
2z − 8
2z − . . .
z=1/ξ
= ξ +
1
2
ξ3 +
3
4
ξ5 +
15
8
ξ7 +
105
16
ξ9 +
945
32
ξ11 +O
(
ξ12
)
(2.27)
On the other hand, the first few Hermite polynomials and the corresponding secondary polynomials are explicitly
given as,
P0(z) = 1, P
∗
0 (z) = 0,
P1(z) = 2z, P
∗
1 (z) = 2,
P2(z) = 4z
2 − 2, P ∗2 (z) = 4z,
P3(z) = 8z
3 − 12z, P ∗3 (z) = 8z2 − 8,
P4(z) = 16z
4 − 48z2 + 12, P ∗4 (z) = 16z3 − 40z,
P5(z) = 32z
5 − 160z3 + 120z. P ∗5 (z) = 32z4 − 144z2 + 64.
(2.28)
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By computing the first few ratios between the secondary and primary polynomials,
P ∗1 (z)
P1(z)
=
2
2z
z=1/ξ
= ξ
P ∗2 (z)
P2(z)
=
4z
4z2 − 2 =
2
2z − 2
2z
z=1/ξ
= ξ +
1
2
ξ3 +
1
4
ξ5 +O(ξ7)
P ∗3 (z)
P3(z)
=
8z2 − 8
8z3 − 12z =
2
2z − 2
2z − 4
2z
z=1/ξ
= ξ +
1
2
ξ3 +
3
4
ξ5 +
9
8
ξ7 +
27
16
ξ9 +O(ξ11)
P ∗4 (z)
P4(z)
=
16z3 − 40z
16z4 − 48z2 + 12 =
2
2z − 2
2z − 4
2z − 6
2z
z=1/ξ
= ξ +
1
2
ξ3 +
3
4
ξ5 +
15
8
ξ7 +
81
16
ξ9 +O(ξ11)
one can see that the first n terms of
P ∗n(z)
Pn(z)
coincide with the first n terms of the series (2.27), which illustrates
(2.24). It is also clear that, in the limit of n→∞, this ratio approaches to the following series,
dρ(z)
dz
=
P ∗n(z)
Pn(z)
→ 1
π
∑
k
Γ
(
k +
1
2
)
z−2k−1. (2.29)
The Borel sum of this series is
1
π
∫ ∞
0
dt e−t
∑
k
Γ
(
k +
1
2
)
z−2k−1
tk
k!
=
1
π
∫ ∞
0
dte−t√
z2 − t . (2.30)
This integral converges at pure imaginary z = iζ and is equal (upon substitution t→ y2 + 2yζ) to
dρ(z)
dz
=
1
iπ
eζ
2
erf(−ζ) = 1
iπ
e−z
2
erf(iz) =
1
iπ
∫ ∞
−∞
e−x
2
z − x dx (2.31)
i.e. from (2.25), the measure is the Gaussian one, dµR(x) = e
−x2 .
2.3 Orthogonal polynomials of discrete variable
If the measure µ(x) in (2.1) is a non-decreasing step function with jumps µj > 0 at x = xj , j = 1, 2, . . . , N ,
dµ(x) =
N∑
j=1
µj δ(x− xj) dx. (2.32)
then (2.1) acquires the form
N∑
j=1
Pn(xj) Pm(xj) µj = ||Pn||2 δm,n (2.33)
The counterpart of (2.5) in this case is ∑
n
Pn(xi)Pn(xj)
||Pn||2 =
δi,j
µj
. (2.34)
The usual boundary conditions
P−1(xj) = 0, P0(xj) = 1, ∀j (2.35)
is often added with
PN (xj) = 0, ∀j, (2.36)
at some N . An example of a system of such polynomials can be found in s.6.1.
In the case of polynomials orthogonal with discrete measure (2.33),
Uij = Pi(xj) ·
√
µj
||Pi|| , (2.37)
is an N ×N orthogonal (unitary) matrix.
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3 Classical orthogonal polynomials
3.1 Generalities
Considering orthogonal polynomials with the measure of generic type is too unspecified problem, which,
hence, allows one to make only very general statements about the polynomials, which we listed in the previ-
ous section. There are, however, various possibilities of specifying the family of orthogonal polynomials. In
this section, we briefly describe the family that is called the classical orthogonal polynomials. Following T.
Koornwinder, we differentiate between the classical and very classical polynomials: the latter ones are those
considered in the standard text-books (see Appendix B), while the classical polynomials are those described by
the Askey scheme (see s.3.3). In fact, all classical polynomials can be associated either with the hypergeometric
functions or with their q-deformation. Hence, sometimes we call polynomials of such a type hypergeometric.
Being hypergeometric, all classical polynomials have integral representations which belong to two large
(intersecting) classes:
• The very classical polynomials are all specializations of the Jacobi polynomials, which are standard hy-
pergeometric functions 2F1(x) and, hence, can be realized as one-dimensional integrals,
Pn(x) =
∫
(x − z)ndνn(z), (3.1)
with some measure dνn(z), which depends on n in a relatively simple way.
• Other classical polynomials are of the Askey-Wilson (AW) type (hence, the name AW type polynomials),
where the dependence on x and n is in distinct factors (and can be recast to the powers of linear functions
in z as we explain below):
Pn(x) =
∫
znψ(z, x)dηn(z). (3.2)
These two families of polynomials are related with the idea that, in hypergeometric case, the polynomial is of
the form like
n∑
k=0
n!
k!(n− k)!
Γ(u+ k)
Γ(u)
· skzk, (3.3)
i.e. is a polynomial both in z (the very classical polynomial) and in u (the remaining classical polynomials),
but the methods to make them orthogonal differ in the two classes.
3.2 Classical orthogonal polynomials as hypergeometric polynomials
The hypergeometric functions of one variable are defined as (see Appendix A)
rFs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣ z) := ∞∑
k=0
(a1)k . . . (ar)k
(b1)k . . . (bs)k
· z
k
k!
. (3.4)
These functions become polynomials when any of ai = −n: in these cases, they are polynomials both in z (the
very classical case) and in any other variable aj (the AW type case).
3.2.1 The very classical case
The hypergeometric functions satisfy the following equations(
z
∂
∂z
+ ai
)
rFs
(
a1, . . . , ai, . . . , ar
b1, . . . , bs
∣∣∣ z) = ai rFs
(
a1, . . . , ai + 1, . . . , ar
b1, . . . , bs
∣∣∣ z) ,
(
z
∂
∂z
+ bj − 1
)
rFs
(
a1, . . . , ar
b1, . . . , bj, . . . , bs
∣∣∣ z) = (bj − 1) rFs( a1, . . . , ar
b1, . . . , bj − 1, . . . , bs
∣∣∣ z) ,
(3.5)
and
∂
∂z
rFs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣ z) = ∏ ai∏
bj
rFs
(
a1 + 1, . . . , ar + 1
b1 + 1, . . . , bs + 1
∣∣∣ z) . (3.6)
From the point of view of matrix models these are just the lowest of the Virasoro constraints, see [2].
From these equations, we deduce the following consequences:
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• the hypergeometric differential equations of order max(r, s+ 1), which follows from multiplying (3.5) for
ai shifts and comparing with the product of (3.6) and all (3.5) for bj;
• linear algebraic relations (Gauss’ contiguous relations) between F with shifted parameters a and b.
The Gauss relations imply 3-term relations for the case (r, s) = (2, 1) which can be recast into the form (2.4)
provided a1 = −n and a2 = n + α, where α is an arbitrary constant. This means that the polynomials
2F1
( −n, n+ α
β
∣∣∣ z) satisfy 3-term relations and, hence, they are orthogonal polynomials. These are the
most general very classical orthogonal polynomials, the Jacobi polynomials (see Appendix B), which we denote
as P
(a,b)
n (z):
P (a,b)n (x) :=
(a+ 1)n
n!
2F1
( −n, a+ b+ n+ 1
a+ 1
∣∣∣ 1
2
(1 − x)
)
. (3.7)
3.2.2 Askey-Wilson polynomials
Of all the AW type polynomials, the most general are the AW polynomials themselves [11], all other are
obtained upon suitable specializations. Hence, we describe here the AW polynomials and their properties
following [8, sec.7.5]. In particular, for the sake of generality, we discuss the q-deformation of the polynomials,
which is not too much different from the AW polynomials at q = 1. All the definitions of the basic hypergeometric
series, rφs, and other q-functions can be found in Appendix A.
The AW polynomials are defined through the balanced 4φ3 basic hypergeometric series,
PAWn (x = cos θ|a, b, c, d) := a−n(ab, ac, ad; q)n · 4φ3
(
q−n, abcdqn−1, aeiθ, ae−iθ
ab, ac, ad
∣∣∣z = q) . (3.8)
They are symmetric in a, b, c, d, which can be proved using the Sears transformation formula between two
terminating balanced 4φ3 series [8]
4φ3
(
q−n, a, b, c
d, e, f
∣∣∣z = q) = an (e/a, f/a; q)n
(e, f ; q)n
4φ3
(
q−n, a, d/b, d/c
d, q1−na/e, q1−na/f
∣∣∣z = q) (3.9)
The polynomials satisfy the duality relation
PAWn (aq
m|a, b, c, d) = PAWm (aˆqn|aˆ, bˆ, cˆ, dˆ), aˆ :=
√
abcd
q
, bˆ :=
ab
aˆ
, cˆ :=
ac
aˆ
, dˆ :=
ad
aˆ
(3.10)
The 3-term relation is of the form
2xPAWn (x) = AnP
AW
n+1 (x) +BnP
AW
n (x) + CnP
AW
n−1 (x), (3.11)
with PAW−1 (x) = 0, P
AW
0 (x) = 1, and
An =
1− abcdqn−1
(1− abcdq2n−1)(1 − abcdq2n) ,
Cn =
(1− qn)(1 − abqn−1)(1− acqn−1)(1 − adqn−1)
(1− abcdq2n−2)(1− abcdq2n−1) · (1 − bcq
n−1)(1 − bdqn−1)(1 − cdqn−1),
Bn = a+
1
a
−An (1− abq
n)(1 − acqn)(1− adqn)
a
− Cn a
(1− abqn−1)(1− acqn−1)(1− adqn−1) .
(3.12)
The orthogonality condition at |q| < 1 and with none of the pairwise products of the parameters a,b, c, d equal
to q−k, k ∈ Z≥0 is
1
2πi
∫
C
PAWm
(z + z−1
2
)
PAWn
(z + z−1
2
) (z2, z−2; q)∞
(az, az−1, bz, bz−1, cz, cz−1, dz, dz−1; q)∞
dz
z
= 2
δm,n
hn
∫ 1
−1
w(x)dx,
(3.13)
where C is the unit circle traversed in positive direction with suitable deformations to separate the sequences of
poles converging to zero from the sequences of poles diverging to ∞ and
w(x|a, b, c, d) = h(x|1,−1,
√
q,−√q)
h(x|a, b, c, d)√1− x2 , (3.14)
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h(x|a1, . . . , am) :=
m∏
i=1
(aie
iθ, aie
−iθ; q)∞ =
m∏
i=1
∞∏
n=0
(1− 2aixqn + a2i q2n), (3.15)
∫ 1
−1
w(x)dx =
2π(abcd; q)∞
(q, ab, ac, ad, bc, bd, cd; q)∞
, (3.16)
hn =
(1− abcdq2n−1)
(1− abcdq−1)
(abcdq−1; q)n
(q, ab, ac, ad, bc, bd, cd; q)n
. (3.17)
If two, one or zero pairs of complex conjugate among the parameters a, b, c, d with remaining parameters real
and |a|, |b|, |c|, |d| are all less than 1, the contour is just the unit circle and the orthogonality relation takes the
form ∫ 1
−1
PAWm (x)P
AW
n (x)w(x)dx =
δm,n
hn
∫ 1
−1
w(x)dx, (3.18)
Assume that one of the parameters, say, |a| > 1. Then, one can again deform the contour to the unit circle and
add residues at the poles at all aqk lying outside the circle, the result being∫ 1
−1
PAWm (x)P
AW
n (x)w(x)dx + 2π
∑
k
PAWm (xk)P
AW
n (xk)wk =
δm,n
hn
∫ 1
−1
w(x)dx (3.19)
where
wk =
1− a2q2k
1− a2
(a−2; q)∞
(q, ab, ac, ad, b/a, c/a, d/a; q)∞
(a2, ab, ac, ad; q)k
(q, aq/b, aq/c, aq/d; q)k
( q
abcd
)k
(3.20)
and the sum runs over the points xk = (aq
k + q−k/a)/2 with aqk lying outside the unit circle.
3.3 Askey scheme
As we already noticed, the Askey-Wilson polynomials are the maximal ones within the so-called (q)-Askey
scheme [5,6], which describes the classical orthogonal polynomials. These polynomials all have a representation
through the Rodriguez formula, and their measure is determined from the Pearson operator equation [6].
Let us start with not orthogonal polynomials with q = 1. Consider polynomials that solve an eigenvalue
problem of the form (all classical polynomials are of this kind),
A(x)Pn(Q(x+ γ)) +B(x)Pn(Q(x)) + C(x)Pn(Q(x− γ)) = λnPn(Q(x)), (3.21)
where Q(x) is a second degree polynomial and γ is a parameter. Then, it turns out that there are only 13
families of orthogonal polynomials that solve the eigenvalue problem (3.21). They depend on at most four
parameters and all are obtained by the maximal member of the family, the Askey polynomial. Hence, all of
them are expressed through hypergeometric functions, at most, 4F3. An important property of this kind of
polynomials is that all they can be expressed from the measure through the Rodriguez formula.
The same scheme is equally well applicable in the q-deformed case (note that, apart from limit q → 1, there
is an interesting limit q = −1, where more “classical” polynomials emerge [12]). In this case, we consider the
eigenvalue problem
φ(x)HˆqHˆ1/q(x) + ψ(x)HˆqPn(x) = λnPn(qx + ω) (3.22)
where Hˆq is the Hanh operator:
Hˆqf(x) :=
f(qx+ ω)− f(x)
qx+ ω − x =
Dˆf(x)− f(x)
Dˆx− x
(3.23)
and Dˆf(x) := f(qx+ω) is the dilatation operator. One can prove that φ(x) can be at most quadratic polynomial
and ψ(x), at most linear one:
φ(x) = φ2x
2 + 2φ1x+ φ0, ψ(x) = 2ψ1x+ ψ0 (3.24)
Then the eigenvalues are,
λn = [n]q
(φ2
qn
[n− 1]q + 2ψ1
)
, where [n]q :=
1− qn
1− q . (3.25)
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In this case, the Rodriguez formula is still satisfied. For the monic orthogonal polynomial is looks as
Pn(x) = Kn
µ′(x)
HˆDˆ−nµ′(x)
n∏
i=1
(
Dˆ−i−1φ(x)
)
(3.26)
where dµ(x) = µ′(x)dx is the orthogonality measure, and
Kn = q
n
n∏
i=1
[i]
λn − λn−i (3.27)
In the limit to the classical orthogonal polynomials q → 1, ω → 0, one obtains the standard Rodriguez formula
Pn(x) = Kn
µ′(x)
dn
dxn
(
µ′(x)φ(x)n
)
(3.28)
Note that the weight function µ′(x) satisfies the equation (which follows from the Pearson operator equation [6])
Hˆ
((
D−kµ′(x)
)(
Dˆ−k−1φ(x)
))
= q−k
(
Dˆ−k+1µ′(x)
)(
Dˆ−kψ(x)
)
(3.29)
Example. The Rodriguez formula for the Askey-Wilson polynomials
In the case of the Askey-Wilson polynomials (3.8), the difference equation looks as
(q−n − 1)(1− abcdqn−1)PAWn (z) = A(z)PAWn (qz)−
[
A(z) +A(z−1)
]
PAWn (z) +A(z
−1)PAWn (q
−1z), (3.30)
where z = eiθ and
A(z) :=
(1− az)(1− bz)(1− cz)(1− dz)
(1 − z2)(1 − qz2) . (3.31)
On the other hand, the Rodriguez formula is
µ′(x; a, b, c, d; q)PAWn (x) =
(q − 1
2
)n
qn(n−1)/4Dˆnq µ
′(x; a
√
qn, b
√
qn, c
√
qn, d
√
qn; q) (3.32)
Dˆq = Hˆq|ω=0 and w = µ′ is the orthogonality weight(3.14).
4 Hypergeometric orthogonal polynomials
4.1 Hypergeometric polynomials
In this section, we are going to demonstrate that there is no immediate generalization of the orthogonal
polynomials to the hypergeometric functions higher than 4φ3. That is, for an ansatz generalizing the AW
polynomial, we check the 3-term relation and find that it is fulfil at most for the Askey-Wilson polynomials.
Specifically, we consider two different ansatzes: polynomials in the hypergeometric variable z and in parameters
of hypergeometric functions at constant z.
• Polynomials of the first type are of the following q-hypergeometric form
IQ(r,s)n (B, {bi}, {ci};x) := rφs
(
q−n, Bqn, b1, . . . , br−2
c1, . . . , cs
∣∣∣ z = x) , (4.1)
where {bi}r−2i=1 and {ci}si=1 are arbitrary parameters, which may depend on n and x, while the parameter B is
independent of n and x.
• Polynomials of the second type are (x := cos θ),
IIQ(r,s)n (a,B, {bi}, {ci};x) := rφs
(
q−n, aeiθ, ae−iθ, Bqn, b1, . . . , br−4
c1, . . . , cs
∣∣∣ z = q) ,
=
n∑
k=0
(q−n; q)kh(x|a)k · (Bqn; q)k
∏r−4
i=1 (bi; q)k
(q; q)k
∏s
i=1(ci; q)k
· qk
[
(−)kqk(k−1)/2
]1+s−r
,
(4.2)
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with
h(x|a)k := (aeiθ; q)k(ae−iθ; q)k =
k−1∏
j=0
(1− 2axqj + a2q2j), (4.3)
where parameters a and B are independent on n and x, while {bi}r−4i=1 and {ci}si=1 can be arbitrary.
Since one of the upper parameters in the q-hypergeometric functions (4.1) and (4.2) is q−n with n ∈ Z+,
these are, indeed, polynomials.
4.2 Criteria for the 3-term relation
Let us consider a polynomial Qn(x) of degree n in variable x. We denote a coefficient of the polynomial in
front of xm by [Qn]m. If polynomials Qn(x) satisfy the 3-term relation, then all 4× 4 determinants vanish for
any m such that 3 ≤ m ≤ n+ 1:
det
4×4

[x·Qn]m [Qn+1]m [Qn]m [Qn−1]m
[x·Qn]m−1 [Qn+1]m−1 [Qn]m−1 [Qn−1]m−1
[x·Qn]m−2 [Qn+1]m−2 [Qn]m−2 [Qn−1]m−2
[x·Qn]m−3 [Qn+1]m−3 [Qn]m−3 [Qn−1]m−3
 = 0. (4.4)
This vanishing is not sufficient, but a necessary condition for the 3-term relation. For polynomials (4.2),
we denote these determinants D
(r,s)
n,m . They actually factorize on a codimension-one variety in the space of
parameters b1, . . . , br−4 and c1, . . . , cs, and vanish altogether at a codimension-two variety.
Examples.
• For (r, s) = (4, 3)
D
(4,3)
2,3 ∼ (Ba2q − c1c2c3) = 0 at B =
c1c2c3
a2q
, (4.5)
and the same remains true for all other D
(4,3)
n,m . These Askey-Wilson polynomials are indeed orthogonal.
• For (r, s) = (5, 4)
D
(5,4)
2,3 ∼
5∏
i=2
(Bqi − 1)
1∏
j=0
(b1q
j − 1)
D
(5,4)
7,8 ∼
15∏
i=6
(Bqi − 1)
6∏
j=0
(b1q
j − 1)
(4.6)
but b1 can not be equal to q
−k with k < n, because it reduces the degree of the polynomial Qn(x). Thus,
there are no counterparts of the Askey-Wilson polynomials in this case.
4.3 Conjecture in generic case
In general we expect the following pattern for the q-hypergeometric polynomials (4.1)-(4.2):
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type of Q(x), name in q-Askey scheme (r, s) for which the 3-term
parameters relation is satisfied
type I little q-Jacobi (2, 1)
type I, B =
B˜
xqn−1
big q-Laguerre (2, 1)
type I, b1 = x big q-Jacobi (3, 2)
type I, b1 =
1
x
c1c2
Bq
equiv. to big q-Jacobi (3, 2), see Remark
type II Askey-Wilson (4, 3)
. . . . . .
Remark. These polynomials are equivalent to the big q-Jacobi ones with the help of a particular case of
Sear’s identity (see [8, eq.(3.2.2)]). We write down the corresponding three-term recurrence relation, because
we did not find it in the literature:
AnQn+1 − (Bnx− Cn)Qn −DnQn−1 = 0,
An = bq
2 n+2
(
q4n−2b− 1) (q2nb− 1) (q2nc1 − 1) (q2nc2 − 1) ,
Bn = b
(
q4n−2b− 1) (q4nb− 1) (q4n+2b− 1) ,
Cn = q
2n
(
q4nb− 1) · (q4n+2b2 + q4nb (bc1+bc2+c1c2)− q2n+2b (b+c1+c2)− q2nb (c1c2+b+c1+c2)− q2n−2bc1c2 + q2b+ bc1+bc2+c1c2),
Dn = q
n{q}[n] (q4n+2b− 1) (q2nb− c1) (q2nb− c2) .
(4.7)
Thus, with the help of determinant criteria, one can check what type of recurrence relations emerge for
polynomials. For the polynomials of first type, we have the following recurrence relations
(r, s) number of terms
in recurrence relation
(2, 1) 3
(3, 2) 5
(4, 3) 5
(5, 4) 7
(6, 5) 7
(7, 6) > 7
In order to form a similar table for the polynomials of the second type, one also needs to check if the stability
condition for the q-hypergeometric function is satisfied. The stability condition for the q-hypergeometric function
(A.7) reads
z
r∏
i=1
ai =
s∏
j=1
bj , (4.8)
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Then, we get the following table for the polynomials of the second type:
(r, s) number of terms in recurrence relation imposed stability condition
(3, 2) 3 no
(4, 3) 3 yes
(5, 4) 5 no
(6, 5) 5 yes
(7, 6) 7 no
(8, 7) 7 yes
It is clear that if one obtains an s-term relation for polynomials s+1φs(. . . |z = q) under the stability
condition, one can put ar = bs = 0 and obtain polynomials sφs−1(. . . |z = q) without the stability condition.
This is precisely what we observe in the table above. Condition (4.8) is the one which allows us to substitute all
(a)n and (b)n in the definition of hypergeometric series by q-numbers
[a+n−1]!
[a−1]! and
[b+n−1]!
[b−1]! without any extra
powers of q.
Thus, we see that,
among the hypergeometric polynomials, the ”biggest” available example of the 3-term relations and, hence, of
the orthogonal polynomials is the Askey-Wilson polynomials.
4.4 Orthogonal polynomials made from higher q-hypergeometric functions.
Thus, there are no higher q-hypergeometric functions that are orthogonal polynomials. However, their linear
combinations can easily form a system of orthogonal polynomials. We conclude this section with a simplest
example of this kind, the Ismail-Rahman polynomials [13]. These are the systems of polynomials z
(α,β)
n (x,~t; q)
of degree n in x = 1/2(z + z−1) parameterized by parameters (α, t1, t2, t3, t4) and β = 0, 1:
z(α,β)n (x,~t; q) :=
zt1−2α1
1− t1t2t3t4q2α−2
(qα, t1z; q)∞
(t2t3t4/z, t1t2t3t4qα−1; q)∞
∏
2≤j<k≤4(tjtk, tjtkq
α−1; q)∞∏4
k=2(t1tkq
α, tkz; q)∞
×
×
[(
sα−1(z)− βsα(z)
)
rn+α(z)−
(
rα−1(z)− βrα(z)
)
sn+α(z)
]
,
(4.9)
where
rα(z) :=
(t2t3t4q
α/z; q)∞
(t1zqα; q)∞
∏4
k=2(t1tkq
α; q)∞∏
2≤j<k≤4(tjtkqα; q)∞
( t1
z
)α
8W7
(
t2t3t4/(qz); t2/z, t3/z, t4/z, t1t2t3t4q
α−1, q−α; q, qz/t1
)
,
sα(z) :=
(t1t2t3t4q
2α, t2t3t4zq
α; q)∞
(t2t3t4zq2α+1, qα+1; q)∞
∏4
k=2(tkq
α+1; q)∞∏
2≤j<k≤4(tjtkqα; q)∞
(t1z)
α
8W7
(
t2t3t4zq
2α; t2t3q
α, t2t4q
α, t3t4q
α, qα+1, zq/t1; q, t1z
)
.
(4.10)
5 Integral representations of orthogonal polynomials, Ward identi-
ties and conformal blocks
The hypergeometric series possess integral representations with multiple integrations, which also suggest an
interpretation in terms of conformal blocks. At sub-varieties of high codimension in the space of parameters,
the hypergeometric series rFs reduces to those at much smaller values of r and s and thus can contain less
integrations. In the extreme case of the very-well-poised subvarieties (see s.5.2.1 and Appendix A.2) just a single
integration remains, i.e. the corresponding conformal block contains just a single screening-charge insertion.
In this case, a natural splitting of the integration contour into three segments provides non-trivial identities,
which can be interpreted as 3-term relations. This gives rise to non-trivial families of orthogonal polynomials
including the Askey-Wilson/Racah as the most general known example.
In this section, we also discuss the modular transformations of the hypergeometric functions, which directly
follow from their integral representations. On one hand, this is important for the issue of conformal blocks [14–
16], on the other hand, these encodes essential properties of the corresponding hypergeometric and polynomial
determinant solutions to the Painle´ve [17] and discrete Painle´ve equations [2, 18, 19] (included into the general
framework of CFT/Painle´ve correspondence [20, 21]).
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5.1 Dotsenko-Fateev representations of hypergeometric functions
Using the integral representation of the Euler Beta-function,
B(x, y) :=
∫ 1
0
dt tx−1(1− t)y−1 = Γ(x)Γ(y)
Γ(x + y)
, (5.1)
and the definition of the hypergeometric series (A.1), one can directly derive the recursion relation
rFs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣ z) = Γ(bs)
Γ(ar)Γ(bs − ar)
∫ 1
0
dt tar−1(1− t)bs−ar−1 r−1Fs−1
(
a1, . . . , ar−1
b1, . . . , bs−1
∣∣∣ tz) (5.2)
which implies that there is an integral representation with just min(r, s) integrals, which, however, does not
explicitly respect the Sr ⊗ Ss symmetry between the parameters ai and bi of the hypergeometric function. In
particular,
s+1Fs
(
a0, a1, . . . , as
b1, . . . , bs
∣∣∣ z) = ( s∏
i=1
Γ(bi)
Γ(ai)Γ(bi − ai)
∫ 1
0
tai−1i (1− ti)bi−ai−1dti
)
·
∑
k
(a0)k
k!
·(t1...tsz)
k︷ ︸︸ ︷
(1 − t1 . . . tsz)−a0 (5.3)
or, after the change of variables ti → ti/ti+1,
s+1Fs
(
a0, a1, . . . , as
b1, . . . , bs
∣∣∣ z) =
 s∏
j=1
Γ(bj)
Γ(aj)Γ(bj − aj)
∫ tj+1
0
dtj t
aj−aj−1−1
j
(
1− tj
tj+1
)bj−aj−1 · ta01 (1− t1z)−a0 .
(5.4)
where we put ts+1 = 1.
These representations can be associated with the free field representation of the conformal blocks [23–25]
(see [26] for the q-deformation), see s.5.1.2.
5.1.1 Example: Ward and bilinear identities
As soon as hypergeometric function have integral representations, various relations between these functions
can be interpreted as Ward identities, as explained in [2]. The simplest examples of such relations is
2F1
(
a, b
c
∣∣∣x) = Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
(1− xt)−atb−1(1− t)c−b−1dt = (1 − x)c−a−b · 2F1
(
c− a, c− b
c
∣∣∣x) ,
(5.5)
which can be obtained by the change of integration variable t −→ 1−t1−xt .
Another example is provided by the replace t −→ 1− t and leads to the Euler transformation formula
2F1
(
a, b
c
∣∣∣x) = Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
(1− xt)−atb−1(1− t)c−b−1dt = (1 − x)−a 2F1
(
a, c− b
c
∣∣∣ x
x− 1
)
.
(5.6)
Since
(1− x)−α =
∞∑
n=0
(α)n
n!
xn (5.7)
is also a hypergeometric series, one can also interpret (5.5) as a kind of bilinear identity [27]. In the lowest
orders, it is trivial:
1 +
ab
c
x+ . . . =
(
1 + (a+ b− c)x+ . . .
)(
1 +
(c− a)(c− b)
c
x+ . . .
)
, (5.8)
i.e. ab = (c− a)(c− b) + c(a+ b − c) etc, but in general it looks more interesting:
(a)n(b)n
n! (c)n
=
n∑
j=0
(c− a)j(c− b)j
(c)j
· (a+ b− c)n−j
j!(n− j)! =
(c− a− b)n
n!
n∑
j=0
(−n)j(c− a)j(c− b)j
(c)j(c− a− b − n+ 1)j j! , (5.9)
i.e.
3F2
( −n, c− a, c− b
c, c− a− b− n+ 1
∣∣∣ x = 1) = (a)n(b)n
(c)n(a+ b− c)n , (5.10)
which is nothing but Pfaff-Saalschu¨tz’s identity, [8, s.1.7].
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5.1.2 Hypergeometric vs. modular transformations
Now let us discuss the relation with conformal blocks. Consider the conformal block at c = 1, α4 =
−α1 − α2 − α3 − 1 [17]:
B(αi, α;x)
∣∣∣
α=α1+α2+1
= x2α1α2+2α1+2α2+1(1 − x)2α2α3 2F1
( −2α3, 2α1 + 1
2α1 + 2α2 + 2
∣∣∣ x) ,
B(αi, α;x)
∣∣∣
α=α1+α2
= x2α1α2(1− x)2α2α3 2F1
( −2α1 − 2α2 − 2α3 − 1,−2α2
−2α1 − 2α2
∣∣∣ x) , (5.11)
where αi, i = 1, 2, 3, 4 parameterize the external conformal dimensions, ∆i = α
2
i , while α, the intermediate one,
∆ = α2.
Then, (5.5) can be rewritten as
B(α1, α2, α3, α4, α;x) = (1− x)2(α1+α2)(α1+α3)−2α4B(α2, α1, α4, α3, α;x). (5.12)
It is nothing but a result of modular transformation of the conformal block [28]. Indeed, the generic four-point
function is [29, 30]
〈V∆1(z1)V∆2(z2)V∆3(z3)V∆4(z4)〉 =
4∏
i>j
(zi − zj)dij (z¯i − z¯j)d¯ijG(x, x¯), (5.13)
where dij are determined by the equations ∑
j 6=i
dij = 2∆i (5.14)
x = (z1−z2)(z3−z4)(z1−z3)(z2−z4) and similarly for the complex conjugated part. G(x, x¯) is a bilinear combination of the
conformal blocks B({∆i},∆, , c;x) and B({∆¯i}, ∆¯, c; x¯). Due to the projective invariance, one can choose three
of these four points arbitrarily. If choosing z4 = ∞, z3 = 1 and z1 = 0, one obtains z2 = x, and the 4-point
correlator (5.13) becomes
(1− x)d32 x¯d¯21(1 − x¯)d¯32xd21G(x, x¯). (5.15)
The simultaneous interchange of external lines ~α1 ↔ ~α2 and ~α3 ↔ ~α4 in formula (5.13) does not change x and x¯
and leads to the factor of (1− x)d14 instead of (1− x)d23 , which is exactly the factor (1− x)2(α1+α2)(α1+α3)−2α4
in (5.12):
d23 − d14 = ∆2 +∆2 −∆1 −∆4 = 2(α1 + α2)(α1 + α3)− 2α4 (5.16)
Similarly, the interchange of only external lines ~α1 ↔ ~α2 in formula (5.13) changes x→ x/(x−1) and analogously
x¯ and is described by the Euler transformation formula (5.6).
Note that another modular transformation, which replaces x → 1 − x, is far less trivial [14, 31, 32] and
corresponds in terms of hypergeometric functions to the identity
2F1
(
a, b
c
∣∣∣x) = Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) 2F1
(
a, b
a+ b− c+ 1
∣∣∣ 1− x)+
+(1− x)c−a−bΓ(c)Γ(a+ b− c)
Γ(a)Γ(b)
2F1
(
c− a, c− b
c− a− b+ 1
∣∣∣ 1− x)
(5.17)
In this case, this transformation maps the conformal block to another one with different conformal dimensions.
One can apply the same transformation again and obtain a sequence of conformal blocks with different conformal
dimensions. This sequence is infinite unless the conformal dimensions are specifically constrained. If they are
properly constrained, the sequence becomes finite, the modular transformation becomes a linear transformation
in the finite-dimensional space of the corresponding conformal blocks, and this is exactly the case of minimal
models [23, 29].
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5.1.3 Integral representation of the very classical polynomials
Jacobi polynomials. One could try to use a particular example of formula (5.3) at s = 1 (i.e. the Gaussian
hypergeometric function)
2F1
(
a, b
c
∣∣∣ z) = Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
dt tb−1(1 − t)c−b−1(1− tz)−a, (5.18)
and the definition of the Jacobi polynomials (B.1) in order to obtain an integral representation of these latter
P (a,b)n (z) =
(a+ n)!
2nn!(a+ b+ n)!Γ(−b− n)
∫ 1
0
dt ta+b+n(1 − t)−b−n−1(zt− t+ 2)n. (5.19)
Unfortunately, this integral is never defined at all natural n at once. However, we can proceed in a more tricky
way [33]. First of all, one can obtain Bateman’s integral
2F1
(
a, b
c
∣∣∣ z) = 1
B(c′, c− c′)
∫ 1
0
dt tc
′−1(1− t)c−c′−1 2F1
(
a, b
c′
∣∣∣ zt) , (5.20)
just from the definition of the hypergeometric function as a series (A.1) and evaluating the integrals with the
help of (5.1). Now, combining this formula with (B.1) and with the Euler transformation (5.6), one immediately
arrives at
P (a,b)n (z) =
2a−b
B(a− b, b+ n)
(1 + z)b+n+1
(1 − z)a
∫ 1
z
dt (1− t)b(1 + t)−a−n−1(t− z)a−b−1P (b,b)n (t). (5.21)
Making the substitution ξ2 =
(1− t)(1 + z)
(1 + t)(1 − z) , one obtains the integral formula that expresses the Jacobi poly-
nomials P
(a,b)
n (z) through P
(b,b)
n (z), which are equal to the Gegenbauer (or ultraspherical) polynomials
up to a normalization:
P (a,b)n (z) =
(−1)n21−n
B(a− b, b+ n+ 1)(1 + z)
2
∫ 1
0
dξ ξ2b+1
(
(z − 1)ξ2 − z − 1
)n
(1− ξ2)a−b−1P (b,b)n
(
(1− z2)(ξ2 − 1)
ξ2(z − 1)− z − 1
)
.
(5.22)
P
(b,b)
n (z) have the integral representation1
P (b,b)n (z) =
Γ(b+ n+ 1)
n!Γ
(
b+ 12
)
Γ
(
1
2
) ∫ π
0
dθ sin2b θ
[
z + i
√
1− z2 cos θ
]n
. (5.23)
Hence, one finally obtains an integral representation of the Jacobi polynomials [34]
P (a,b)n (z) =
21−nΓ(a+ n+ 1)
n!Γ(a− b)Γ
(
b+ 12
)
Γ
(
1
2
)×
×
∫ 1
0
dξ
∫ π
0
dθ (1− ξ2)a−b−1ξ2b+1 sin2b θ
[
1 + z − (1− z)ξ2 + 2i
√
1− z2 ξ cos θ
]n
.
(5.24)
1This can be checked by expanding (5.23) into the Newton binomial and using the integrals
∫ pi
0
dθ sin2b θ cosk θ =

0 for k = 2n+ 1,
4bB
(
b+
1
2
, b+
1
2
)
(b+ 1)n
Γ
(
n+ 1
2
)
√
pi
for k = 2n.
This leaves us with a sum of terms z2n−2k(1−z2)k which, upon with the substitution (1−z)/2 = y, i.e. z = 1−2y, 1−z2 = 4y(1−y)
can be expanded into degrees of y. Now one can check that the coefficient in front of each yp coincides with the corresponding
coefficient of P
(b,b)
n (z) as a hypergeometric series (A.1) of y = (1− z)/2.
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This integral exists at a > b > −1/2. At a wider range of parameters a, b > −1/2, there is another, more
symmetric double integral representation for the Jacobi polynomials, [35]2
P (a,b)n (1− 2y2) =
(−4)n
π(2n)!
Γ(a+ n+ 1)Γ(b+ n+ 1)
Γ
(
a+ 12
)
Γ
(
b+ 12
) ×
×
∫ 1
−1
dξ1
∫ 1
−1
dξ2
[
yξ1 ± i
√
1− y2 ξ2
]2n
(1− ξ21)a−1/2(1 − ξ22)b−1/2.
(5.25)
In the following, we shall derive integral representations of the Laguerre and Hermite polynomials, which is
of relevance when we discuss the use of orthogonal polynomials in the study of the matrix model in sec.8.
Laguerre polynomials. Another particular application of formula (5.2) is to the case of the degenerate
hypergeometric function 1F1:
1F1
(
a
b
∣∣∣ z) = Γ(b)
Γ(a)Γ(b− a)
∫ 1
0
dt ta−1(1 − t)b−a−1 0F0(tz) = Γ(b)
Γ(a)Γ(b− a)
∫ 1
0
dt etzta−1(1 − t)b−a−1.
(5.26)
One may try to use the definition of the Laguerre polynomials as degenerate hypergeometric functions (B.8) in
order to obtain their integral representation
L(a)n (z) =
1
Γ(−n)Γ(1− n)
∫ 1
0
dt etzt−n−1(1 − t)n+a. (5.27)
However, this formula requires a regularization because of the zeroes at natural n due to Γ(−n) in the denomi-
nator and divergency of the integral at zero. Hence, we use another formula,
1F1
(
a
b
∣∣∣ z) = Γ(b)
Γ(b− a)e
zz(1−b)/2
∫ ∞
0
dt e−tt(b−1)/2−aJb−1(2
√
tz), (5.28)
where Jb(z) is the Bessel function of order b. This formula is proved by expanding the Bessel function into the
series
Jb(z) =
(z
2
)b ∞∑
k=0
(−1)k
k!Γ(k + b+ 1)
(z
2
)2k
, (5.29)
and calculating the integrals with the help of the first formula in (A.6). The series obtained coincides with the
degenerate hypergeometric series at the l.h.s. Using now the definition of the Laguerre polynomials (B.8), one
finally obtains from (5.28)
L(a)n (z) =
1
n!
ezz−a/2
∫ ∞
0
dt e−ttn+a/2Ja(2
√
tz). (5.30)
Hermite polynomials. In this case, we can use the definition (B.15) and note that
Hn(z) =
 (−4)
mm! L
(− 12 )
m (z
2) n = 2m,
2(−4)mm! zL(
1
2 )
m (z
2) n = 2m+ 1.
(5.31)
Then, the integral representation is read off from (5.30):
Hn(z) =
2n+1√
π
ez
2
∫ ∞
0
dt e−t
2
tn cos
(
2zt− nπ
2
)
=
(2i)n√
π
∫ ∞
−∞
dt tne(z+it)
2
, (5.32)
where we have taken into account that
J± 12 (z) =
√
2
πz
sin
(
z +
π(1± 1)
4
)
, (5.33)
and changed the integration variable t→ t2.
2The simplest way to prove this formula is to expand (. . .)2n in the integrand into the Newton binomial, use (5.1) and then use
the Newton binomial expansion for (1− y2)k again. Then, using
∑
l≤k≤n
k!Γ
(
k + 1
2
)
Γ
(
n− k + 1
2
)
(k − l)!(2k)!(2n − 2k)!Γ(k + a+ 1)Γ(n − k + b+ 1) =
4−npi Γ(a + b+ 2n− l + 1)
Γ(a+ n+ 1)Γ(b + n+ 1− l)Γ(a + b+ n+ 1)(n − l)! .
one easily checks that the coefficients of expansion coincide with the coefficients of series (B.1) in (1 − x)/2 = y2.
5.2 A single-integral representation for the AW type polynomials
This is another integral representation for the AW type polynomials, which requires just one integration.
Defining the Jackson integral ∫ b
a
f(t) dqt = (1− q)
∞∑
n=0
qn
[
bf(bqn)− af(aqn)
]
, (5.34)
the q-hypergeometric function at z = q is
rφs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣z) = ∞∑
n=0
(a1; q)n . . . (ar; q)n
(b1; q)n . . . (bs; q)n
zn
(q; q)n
−→
z=q−→ 1
1− q ·
(a1, . . . , ar; q)∞
(b1, . . . , bs, q ; q)∞
∫ 1
0
dqt
(b1t, . . . , bst, qt; q)∞
(a1t, . . . , art; q)∞
,
(5.35)
i.e. the q-hypergeometric series at fixed z = q is always a single (Jackson) integral. This gives us an integral
representation for any orthogonal polynomials of the second type.
5.2.1 Example: 3-term relation and integral representation for the Askey-Wilson polynomials
Consider the very-well-poised hypergeometric series 8W7 (A.11) at a special point, where it has an integral
representation with just one integration:
8W7(a; b, c, d, e, f
∣∣∣q, a2q2
bcdef
) =
aq − def
adefq(1− q)
(aq, d, e, f, aq/bc, aq/de, aq/df, aq/ef ; q)∞
(q, aq/b, aq/c, aq/d, aq/e, aq/f, def/aq, aq/def ; q)∞
×
×
∫ def
aq
(t/a, qt/def, aqt/bdef, aqt/cdef ; q)∞
(t/de, t/df, t/ef, aqt/bcdef ; q)∞
dqt.
(5.36)
Dividing the integration segment into two pieces:∫ def
aq
=
∫ bdef/a
aq
+
∫ def
bdef/a
, (5.37)
one obtains the Bailey three-term identity:
1
a
(aq/d, aq/e, aq/f, q/ad, q/ae, q/af ; q)∞
(qa2, ab, ac, b/a, c/a; q)∞
8W7(a
2; ab, ac, ad, ae, af |q, q2/abcdef) + (a↔ b) + (a↔ c) = 0.
(5.38)
It remains to note that
8W7(a, b, c, d, e, q
−n|q, a2q2+n/bcde) = (aq, aq/de; q)n
(aq/d, aq/e)n
4φ3
(
q−n, d, e, aq/bc
aq/b, aq/c, deq−n/a
∣∣∣ q, q) . (5.39)
Hence, the Askey-Wilson polynomials,
Pn(x = cos θ; a, b, c, d; q) = (ab, ac, ad; q)na
−n
4φ3
(
q−n, abcdqn−1, aeiθ, ae−iθ
ab, ac, ad
∣∣∣ q, q) , (5.40)
satisfy the three-term recurrence relation that follows from (5.38) and, hence, they are orthogonal polynomials.
There are three technical points behind this line: (i) integral representation (5.36), the proof is in [8, s.2.10];
(ii) the relation between 8W7 and 4φ3, the proof is in [8, s.2.5] and (iii) the orthogonality measure, the manifest
expression being available from [8, s.7.5].
From these formulas, we also immediately obtain the integral representation for the Askey-Wilson polyno-
mials:
PAWn (x = cos θ|a, b, c, d) =
2id
q(1− q)
(ab, ac, bc; q)n
(ab, ac, bc, q; q)∞h(x|d)w(x|a, b, c, d)×
×
∫ qe−iθ
d
qeiθ
d
dqu
(dueiθ, due−iθ, abcdu/q; q)∞
(adu/q, bdu/q, cdu/q; q)∞
(q/u; q)n
(abcdu/q; q)n
(du
q
)n
.
(5.41)
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5.2.2 Mellin-Barnes representation
Eq.(5.35) with arbitrary z is a counterpart of the Mellin-Barnes representation for the classical (q = 1)
hypergeometric series:∏r
k=1 Γ(ak)∏s
k=1 Γ(bk)
rFs(a1, ..., ar; b1, . . . , bs | z) = 1
2πi
∫ i∞
−i∞
∏r
k=1 Γ(ak + t)∏s
k=1 Γ(bk + t)
Γ(−t)(−z)tdt. (5.42)
It is extended to the q-hypergeometric series in the form of an ordinary contour integral:
s+1φs
(
a1, . . . , as+1
b1, . . . , bs
∣∣∣z) = (a1, a2, . . . , as+1; q)∞
(b1, . . . , bs, q ; q)∞
(
− 1
2πi
)∫ i∞
−i∞
(qt+1, b1q
t, . . . , bsq
t; q)∞
(a1qt, a2qt, . . . , as+1qt; q)∞
π(−z)tdt
sinπt
.
(5.43)
6 Racah as hypergeometric discrete orthogonal polynomials
6.1 Racah polynomials as orthogonal polynomials of discrete variable
We describe here the q-Racah polynomials [8] that are maximal discrete hypergeometric polynomials, simi-
larly to the Askey-Wilson polynomials being maximal continuous ones. Consider the Askey-Wilson polynomials
(3.8) without the normalizing factor and impose the requirement ac = q−N with some natural N . Then, one
can define the q-Racah polynomials (with redefined parameters as compared with (3.8)):
Rn(j; a, b, c,N ; q) = 4φ3
(
q−n, abqn+1, q−j , cqj−N
aq, q−N , bcq
∣∣∣ q, q) (6.1)
These are polynomials of the discrete variable xj = q
−j + cqj−N given on a finite set j = 0, 1, . . . , N . In fact,
they are also polynomials of degree j in yn = q
−n+abqn+1, which is a counterpart of the duality relation (3.10)
for the Askey-Wilson polynomials.
The orthogonal relations (2.33),
N∑
j=1
Rn(xj) Rm(xj) µj = ||Rn||2 δm,n (6.2)
is now satisfied with the weight, µj = µ(xj), defined as
µj =
1− cq2j−N
1− cq−N
(cq−N , aq, bcq, q−N ; q)j
(q, cq, cq−N/a, q−N/b; q)j
(abq)−j (6.3)
and the norms of the polynomials are
||Rn||2 = 1− abq
1− abq2n+1
(abq2, 1/c; q)N
(bq, aq/c; q)N
(q, bq, aq/c, abqN+2; q)n
(aq, abq, bcq, q−N ; q)n
(cq−N )n (6.4)
The parameters a, b, c are such that (6.3) and (6.4) are positive.
Note that (2.34) implies that considered as polynomials in yn = q
−n+ abqn+1, the q-Racah polynomials are
also orthogonal with the weight 1/||Rn||2 and the norm square 1/µj:∑
n
Rn(xi)Rn(xj)
||Rn||2 =
∑
n
R˜i(yn)R˜j(yn)
||R˜n||2
=
δi,j
µj
. (6.5)
Consider now the matrix U with the matrix elements
Uij ≡
√
µj
||Ri||Ri(xj) (6.6)
Then, from the orthogonality relation
N∑
j=0
Ri(xj)Rk(xj)µj = ||Ri||2δi,k (6.7)
it follows that U is orthogonal. The dual orthogonality relation (2.34) is the same orthogonality relation for the
transposed matrix U t.
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6.2 Relation between Rn and P
AW
n
From
Rn(x˜j) = 4φ3
(
q−n, a˜b˜qn+1, q−j , c˜qj−N
a˜q, q−N , b˜c˜q
∣∣∣ z = q) =
= 4φ3
(
q−n, abcdqn−1, aeiθ, ae−iθ
ab, ac, ad
∣∣∣ z = q) = an
(ab, ac, ad; q)n
PAWn (x|a, b, c, d)
(6.8)
and x˜j = q
−j + c˜qj−N , x = cos θ we have:
a2 = c˜q−N
b =
a˜q
a
, c =
q−N
a
, d =
b˜c˜q
a
=⇒ abcd = a˜b˜c˜q
2−N
a2
= a˜b˜q2
(6.9)
and
x˜j = a
(
aqj + a−1q−j) = 2a cos θ = 2ax (6.10)
Change of variables does not affect (just redefines) the 3-term relation. As for the measures in these two
cases, let us note that the orthogonality relation (3.18) for the Askey-Wilson polynomials is singular at ac = q−N
for the polynomials with n ≤ N being proportional to (q
−N ; q)n
(q−N ; q)∞
. However, this is exactly the case of the Racah
polynomials. In fact, as it was already noted in s.5.40, in the case of |a| > 1, the orthogonality relation (3.19)
contains an additional sum as compared with (3.18) coming from pole contributions outside the unit circle∫ 1
−1
PAWm (x)P
AW
n (x)w(x)dx + 2π
∑
k
PAWm (xk)P
AW
n (xk)wk =
δm,n
hn
∫ 1
−1
w(x)dx (6.11)
and the sum runs over the points xk = (aq
k + q−k/a)/2. Multiplying the both sides of this identity with the
factor
(q−N ; q)∞
(q−N ; q)n
, one makes the orthogonality relation non-singular, but at n ≤ N the first term at the l.h.s.
vanishes, and one remains with the orthogonality relation for the Racah polynomials with measure (6.3) (one
has to take into account changing the normalization of the Racah polynomials as compared with the Askey-
Wilson ones), the points xk = (aq
k + q−k/a)/2 becoming exactly the proper Racah polynomial variables upon
identification (6.10).
7 Generalizations of orthogonal polynomials
In this section, we consider various generalizations of the hypergeometric polynomials: to the multivariable
polynomials and to functions instead of polynomials. In fact, there are two distinct multivariable generalizations,
we consider also discrete and continuous orthogonal multivariable polynomials.
7.1 Multivariable extensions of Askey-Wilson and Racah polynomials
7.1.1 BC Koornwinder-Macdonald polynomials
The Askey-Wilson (q-Racah) polynomials can be described as simplest (one-variable, or one-row) symmetric
polynomials for the systems of roots of the BCn type [36]. This has been first realized by T.Koornwinder [37]
(hence, the name Koornwinder-Macdonald polynomials). These symmetric polynomials are constructed from
the monomials
mλ =
∑
µ∈G(λ)
zµ11 z
µ2
2 . . . z
µs
n (7.1)
where the sum goes over the orbit G(λ) of the partition λ = {λ1 ≥ λ2 ≥ . . . ≥ 0} under the action of the group
G = Ss × Z2 which permutes λi and changes their signs. This is nothing but the BCs-type Weyl group. Now
defining the second order difference operator [37]
Dˆ =
∑
j
(
P (z; zj)(Tˆj − 1) + P (z; z−1j )(T−1j − 1)
)
(7.2)
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where
P (z; zj) =
∏3
a=0(1− tazj)
(1− z2j )(1− qz2j )
∏
k 6=j
(1 − tzjzk)(1− tzjz−1k )
(1 − zjzk)(1− zjz−1k )
, Tˆjf(z1, z2, . . .) = f(z1, z2, . . . , qzj, . . .) (7.3)
one can construct the set of BC-Macdonald (or Koornwinder-Macdonald) polynomials
PKMλ (z|t0, t1, t2, t3, t) =
∏
µ≤λ
Dˆ− Eµ
Eλ − Eµ
mλ (7.4)
where
Eλ =
s∑
j=1
q−1t0t1t2t3t2n−j−1(qλj − 1) + tj−1(q−λj − 1) (7.5)
and µ ≤ λ is understood as ∑kj=1(λj − µj) ≥ 0 for all k = 1, . . . , s. These polynomials are the eigenfunctions
of the difference operator Dˆ (7.2) with the eigenvalues Eλ:
DˆPKMλ = EλP
KM
λ (7.6)
Considering the case of one variable z, i.e. s = 1, which is equivalent to one-line Young diagram λ corresponding
to symmetric representations, one arrives at the Askey-Wilson polynomials (3.8) with z = eiθ and a = t0, b = t1,
c = t2, d = t3:
PKM[n] (e
iθ|t0, t1, t2, t3, t) = PAWn (cos θ|a, b, c, d) (7.7)
Note that, in this case, the t-dependence automatically disappears from the polynomial.
7.1.2 Multivariable Askey-Wilson and Racah polynomials
Multivariable Askey-Wilson polynomials. There is another multivariable generalization of the Askey-
Wilson polynomials [38–40]:
PAWn (x|αi) =
s∏
i=1
PAWni
(
xi = cos θj
∣∣∣αiqNi−1 , αi
α20
,
αj+1
αj
eiθj+1 ,
αj+1
αj
e−iθj+1
)
(7.8)
where n = (n1, . . . , ns) ∈
(
Z≥0
)s
, x = (x1, . . . , xs), Nk :=
∑k
i=0 nk with the conventions N0 := 0, e
iθ0 = α0
and eiθs+1 = αs+2.
A counterpart of the conditions |a| < 1,|b| < 1, |c| < 1, |d| < 1 for the Askey-Wilson polynomial (3.8) are
the conditions
0 < |αs+1| < |αs| < . . . < |α1| < min(1, |α0|2), |αs+1||αs| < |αs+2| <
|αs|
|αs+1| (7.9)
The orthogonality conditions in this case are∫ 1
0
dx1
2π
√
1− x21
. . .
∫ 1
0
dxs
2π
√
1− x2s
W (x)PAW
n
(x)PAW
m
(x) = Hnδm,n (7.10)
with the weight and norm squared given as:
W (x) =
∏s
i=1(e
2iθi , e−2iθi ; q)∞∏s
j=0
∏
ǫ1,2=±1(αk+1α
−1
k e
iǫ1θk+1+iǫ2θk ; q)∞
Hn =
s∏
i=1
(
α2k+1
α20
qNk−1+Nk−1; q
)
nk
(
α2k+1
α20
q2Nk ; q
)
∞(
qnk+1 ,
α2
k
α20
qNk−1+Nk ;
α2
k+1
α2
k
qnk ; q
)
∞
×
∏
ǫ=±1
(
αs+1α
ǫ
s+2q
Ns , αs+1α
ǫ
s+2α
−2
0 q
Ns ; q
)−1
∞
(7.11)
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Multivariable Racah polynomials. Similarly, at a special value of parameter, one can obtain discrete
orthogonal polynomials, which are multivariable Racah polynomials [38–40]. Indeed, consider
αs+2
αs+1
= qN (7.12)
with a non-negative integer N and put
qJk = eiθkα−1k (7.13)
with some integer Jk’s. Then, the polynomials
Rn
(
x,
∣∣∣N,αi) := s∏
k=1
R˜nk
(
Jk −Nk−1
∣∣∣ α2k
α20
q2Nk1−1,
α2k+1
qα2k
, α2kq
Jk+1+Nk−1 , Jk+1 −Nk−1
)
R˜n(j|a, b, c,N) := (aq, bcq, q−N ; q)n qNn/2c−n/2 Rn(j; a, b, c,N ; q)
(7.14)
are orthogonal on 0 := J0 ≤ J1 ≤ . . . ≤ Js ≤ Js+1 := N with the discrete weight
µJ =
s∏
k=0
(
α2k+1
α2
k
; q
)
Jk+1−Jk
(q; q)Jk+1−Jk
(
α2k+1; q
)
Jk+1+Jk
(qα2k; q)Jk+1+Jk
(
1− α2kq2Jk
)(αk−1
αk
)2Jk
(7.15)
and the norm squared
||Rn||2 =
(
qα2s,
α2s+1
α20
; q
)
N
(α2s+1, qα
2
0; q)N
(α2s+1
α20
qN , α2s+1q
N ,
q−N
α20
, q−N ; q
)
Ns
(
α20
α2s
)N
×
×
s∏
k=1
(q, α2k+1; q)nk
(
α2s
α20
; q
)
Nk+Nk−1(
α2
k+1
qα20
; q
)
Nk+Nk−1
qα20 − α2k+1
qα20 − q2Nkα2k+1
(7.16)
7.2 Askey-Wilson functions
The Askey-Wilson function is defined by [41–44]
Ψλ(z|a, b, c, d) := ĥ
(
z
∣∣∣qaλ
d˜
) (q/(d˜λ), ab, ac, qa/d; q)∞
(a˜b˜c˜λ; q)∞
· 8W7
( a˜b˜c˜λ
q
; az,
a
z
, a˜λ, b˜λ, c˜λ
∣∣∣q, q
d˜λ
)
(7.17)
where
ĥ(z|a) := h(z + z−1|a) (7.18)
and h(z|a) is defined in (3.15). Here we follow the definitions of a˜, b˜, c˜, d˜ as in eq.(6.9). This function is symmetric
in a, b, c and q/d. Using Baily’s transformation [8], one can express the Askey-Wilson function through the
sum of two balanced 4φ3 series,
Ψλ(z|a, b, c, d) = ĥ
(
z
∣∣∣ q
d
)
ĥ
(
λ
∣∣∣ q
d˜
) (ab, ac; q)∞
(q/(ad); q)∞
4φ3
(
az, a/z, a˜λ, a˜/λ
ab, ac, ad
∣∣∣z = q)+
+ĥ(z|a)ĥ(λ|a˜) (qb/d, qc/d; q)∞
(ad/q; q)∞
4φ3
(
qz/d, q/(dz), qλ/d˜, q/(λd˜)
qb/d, qc/d, q2/(ad)
∣∣∣z = q)
(7.19)
We will sometimes also consider the Askey-Wilson function which differs by a factor
Ψ˜λ(z|a, b, c, d) = 1
ĥ
(
z
∣∣∣ q
d
)Ψλ(z|a, b, c, d) (7.20)
which satisfies the same Askey-Wilson difference equation (3.30) and, at λ = a˜qm with positive integer m,
becomes the balanced terminating series 4φ3 and coincides with the Askey-Wilson polynomial up to a constant:
Ψ˜a˜qm(z|a, b, c, d) = (−d)mqm(m−1)/2 (abqm, acqm, bcqm; q)∞ PAWm
(
z +
1
z
∣∣∣a, b, c, d) (7.21)
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It also has a single integral representation that can be read off from (5.36) and is a counterpart of the Mellin-
Barnes representation (sec.5.2.2)
Ψ˜λ(z|a, b, c, d) = (a/z, b/z; q)∞
(q/(cz), q/(dz); q)∞
(q, abλ/a˜, acλ/a˜, bcλ/a˜)∞
(qλ/a˜)∞
×
×
∫
S1
θ
(
c
y
√
ab
qλ ; q
)(√
λ
dc
q
zy ,
√
qabλzy,
√
c
dλqy; q
)
∞(√
qbλ
a y,
√
qaλ
b y,
√
cλ
d
1
y ,
√
ab
qλ
1
zy ,
qyz√
dcλ
; q
)
∞
dy
y
(7.22)
where the integral runs over the unit circle S1 and the renormalized Jacobi θ-function is
θ(x; q) := (x, q/x; q)∞ (7.23)
Note that the Askey-Wilson function (7.17) satisfies the duality relation similar to (3.10)
Ψλ(z|a, b, c, d) = Ψz(λ|a˜, b˜, c˜, d˜) (7.24)
and another duality relation
Ψλ(z|aξ, by, b/y, qξ/a) = Ψξ(y|aλ, bz, b/z, qλ/a) (7.25)
Introduce a discrete set Γ parameterized by an arbitrary parameter ν > 0: {νq−k > 1, k ∈ Z} and its dual Γ˜
parameterized by the dual parameter ν˜ = d˜/(aν). Then, an essential property of the Askey-Wilson functions is
that they are orthogonal for λ ∈ Γ˜,〈
Ψλ,Ψλ′
〉
=
1
2i
∫
S1
Ψλ(z)Ψλ′(z)
h(z2|1)
ĥ(z|a, b, c, q/d)θ(νz; q)θ(ν/z; q)
dz
z
+ 2π
∑
x∈Γ
Ψλ(x)Ψλ′ (x)Wk =
= ||Ψλ||2δλ,λ′ , λ, λ′ ∈ Γ˜
(7.26)
where
Wk :=
1
ĥ(ν|a, b, c, q/d)(q, q; q)∞
(1− q2kν−2)(a/ν, b/ν, c/ν, q/(dν); q)k
(q/(aν), q/(bν), q/(cν), d/ν; q)k
qk(k+1)
(abcν2q
d
)−2k
(7.27)
This gives the Askey-Wilson transform from functions with the scalar product (7.26) to the scalar product with
the dual parameters (a, b, c, d, ν) −→ (a˜, b˜, c˜, d˜, ν˜):〈
Ψλ(x), f(x)
〉
−→ f˜(λ) (7.28)
This transform is unitary with inverse given by the Askey-Wilson functions with the dual parameters.
7.3 Askey-Wilson functions at |q| = 1
Extending the notion of the Askey-Wilson function to the case of |q| = 1 (for extension of the Askey-Wilson
polynomials to the roots of unity, see [45]), i.e. to q = e2πiτ with a real parameter τ is not immediate, since
the main building block, the Pocchammer symbol (a; q)∞ requires some regularization. The most convenient
to regularize is, however, a differently normalized quantity3 in logarithmic variables x→ qx:
q−
(2x−1)2
16
(−qx; q)∞ −→ Γτ (x) := e
iγτ (x), γτ (x) :=
1
2i
∫ ∞
0
dy
y
2x− 1
y
−
sinh
[
(2x− 1)τy
]
sinh y · sinh τy
 (7.30)
This function satisfies
Γτ (x+ 1) = 2 cosπxτ · Γτ (x) (7.31)
3The q-Γ-function is usually defined as [8]
Γq(x) := (1 − q)1−x (q; q)∞
(qx; q)∞
(7.29)
Hence, the notation.
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and has the modular properties
Γτ (x) = Γτ−1(−τx + τ/2 + 1/2), Γτ (−x+ 1) = Γ−1τ (x) (7.32)
Now one can define [43] the Askey-Wilson function at |q| = 1 by the integral like (7.22)
Ψτλ(x|a, b, c, d) :=
2 Γτ
(
1
2τ − γ − x2 + 1
)
Γτ
(
1
2τ − δ − x2 + 1
)
Γτ
(
1
2τ + α− x2
)
Γτ
(
1
2τ + β − x2
) ∫
C
dz F1(z)F2(z) (7.33)
where
F1(z) :=
Γτ
(
1
2τ − l + x2 + z − δ − γ + 1
)
Γτ
(
1
2τ − l − x2 − z + α+ β − 1
)
Γτ
(
− 12τ + l − x2 − z − δ − γ + 1
)
Γτ
(
− 12τ + l + x2 + z + α+ β
)
F2(z) :=
Γτ
(
− 12τ + l − z + γ − δ
)
Γτ
(
− 12τ + l + z + α− β + 12
)
Γτ
(
− 12τ − l+ z + γ − δ + 1
)
Γτ
(
− 12τ − l − z + α− β + 12
)
(7.34)
and
q = e2πiτ , λ = q2l, (a, b, c, d) = (q2α, q2β , q2γ , q2δ) (7.35)
The contour C here is a deformation of the imaginary axis such that F1(z) and F2(z) are analytic on the stirp
around C of width not less than 4. This function solves the Askey-Wilson difference equation (3.30), and is a
counterpart of the Mellin-Barnes representation (sec.5.2.2) at |q| = 1.
8 Orthogonal polynomials, matrix models and integrable systems
8.1 Orthogonal polynomials and matrix models
Orthogonal polynomials are a popular tool for investigation of the eigenvalue matrix models [46–49]. Parti-
tion functions of these models are
ZN [dµ; C] =
〈〈
1
〉〉
N
:=
1
N !
∫
C
∆2(z)
N∏
i=1
dµ(zi) = det
1≤i,j≤N
∫
zi+j−2dµ(z), (8.1)
where ∆(z) := deti,j z
j−1
i =
∏
i<j(zi − zj) is the Vandermonde determinant. Hereafter, for the sake of brevity,
we omit the integration contour C from the arguments of the partition function in most cases. By suitable
rearrangement of the Vandermonde determinant, we can show that these partition functions are consecutive
product of the norms of monic polynomials orthogonal with respect to the measure dµ(x),∫
Pn(x)Pm(x) dµ(x) = ||Pn||2 · δm,n, (8.2)
ZN [dµ] =
N−1∏
i=0
||Pi||2, (8.3)
In addition, the monic orthogonal polynomials can be understood as expectation value of the resolvent deter-
minant with respect to the matrix integral (see (2.3)),
Pn(x) =
〈〈∏n
i=1(x− zi)
〉〉
n〈〈
1
〉〉
n
= xn + . . . . (8.4)
Since multiplication by x is a Hermitian operation in the Hilbert space expanded in terms of orthogonal
polynomials: ∫
Pn(x) · xPm(x)dµ(x) = 0 for m < n− 1, (8.5)
these polynomials satisfy the three-term recursion relation,
xPn(x) = Pn+1(x) +KnPn(x) +RnPn−1(x). (8.6)
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From ∫
Pn(x) · xPn−1(x) dµ(x) = ||Pn||2 = Rn · ||Pn−1||2, (8.7)
we deduce that
||Pn||2 = ||P0||2
n∏
k=1
Rk, and ZN [dµ] = ||P0||2N
N−1∏
n=1
n∏
k=1
Rk. (8.8)
To make a q-deformation of the eigenvalue matrix model, we only need to change the integral into the
Jackson sum ∫ 1
0
f(z)dz −→
∫
f(z)dq(z) =
∞∑
k=0
(1− q)qkf(qk), (8.9)
and the Vandermonde determinant is q-deformed when matrix models are promoted to the β-ensembles, with
∆2β(z) −→ ∆(2)β (z; q) equal to
∆
(2)
β (z; q) :=
∏
i<j
(
zi/zj; q
)
β
(
zj/zi; q
)
β (8.10)
for positive integer β ∈ N , and to
∆
(2)
β (z; q) :=
∏
i<j
(
zi/zj; q
)
∞(
qβzi/zj; q
)
∞
(
zj/zi; q
)
∞(
qβzj/zi; q
)
∞
(8.11)
otherwise.
8.2 Orthogonal polynomials and integrable systems
The relation between matrix models and integrable systems allows one to make a bridge between orthogonal
polynomials and integrable systems. Essentially, the system of orthogonal polynomials is nothing but the Baker-
Akhiezer function (up to an exponential factor) of an integrable forced hierarchy of the Toda type (i.e. with a
discrete type variable) [47, 48, 50]. Let us explain how it works in the simplest case of the model (8.1).
First of all, one can notice [47] that the matrix model partition function (8.1) is the τ -function of the
forced [48, 50, 51] Toda chain hierarchy. Indeed, this τ -function has the generic To¨pliz form [50]
τn = det
1≤i,j≤n
∂i+j−2C(t) (8.12)
where C(t) is the moment matrix that depends on infinitely many time variables tk, and ∂ denotes the derivative
w.r.t. the first time, the dependence on higher times being determined from the compatibility condition
∂C
∂tk
= ∂kC (8.13)
and the initial conditions are
τ0 = 1, τ−1 = 0 (8.14)
This τ -function satisfies an infinite set of Hirota bilinear identities: the differential-difference bilinear Toda
equation
τn∂
2τn − (∂τn)2 = τn+1τn−1 (8.15)
and an infinite hierarchy of differential bilinear equations of the KP type w.r.t. to the time variables tk [50].
The general solution to (8.13) in the Fourier representation is
C(t) =
∫
C
dµ0(z) exp
(∑
k
tkz
k
)
(8.16)
which can be easily related to the general point of the infinite-dimensional Grassmannian describing the space
of solutions to this infinite hierarchy [50, Appendix ???]. On the other hand, comparing (8.1) with (8.12) and
(8.16), one immediately arrives at an identification of the orthogonality measure dµ(z) with the integrand in
(8.16):
dµ(z) = dµ0(z) exp
(∑
k
tkz
k
)
(8.17)
27
and the Toda chain τ -function (8.12) with the matrix model partition function (8.1):
τn = Zn
[
dµ(z) = dµ0(z) exp
(∑
k
tkz
k
)]
(8.18)
i.e. the integrable flows are just a proper parametrization of the orthogonality measures so that the concrete
solution of the integrable hierarchy (i.e. the concrete point of the Grassmannian) is fixed by the choice of
dµ0(z). In matrix model theory, this choice is usually done via a set of Virasoro constraints (in fact, the lowest
constraint plus integrable equations are sufficient to fix the whole algebra of constraints; this lowest constraint
is called the string equation).
There is, however, much more direct connection between the orthogonal polynomials and the integrable
systems, not just through the measure, or through the τ -function being a product of the norms: the orthogonal
polynomials are nothing but (up to a factor) the Baker-Akhiezer functions of the integrable system [47]. Indeed,
the Lax representation for the Toda system is
∂L
∂tk
=
1
2
[
RLk,L
]
(8.19)
where the Lax matrix is
Lmn := δm,n−1 +Knδm,n +Rn+1δm,n+1 (8.20)
and the R-matrix acts on the matrix Aij in accordance with
RAij :=
{
Aij if i > j
−Aij if i ≤ j
(8.21)
Then, the 3-term relation (8.6) can be treated as an eigenvalue problem
LΨ(z; t) = zΨ(z; t) (8.22)
where z plays the role of the spectral parameter. The eigenfunction of the Lax operator is called the Baker-
Akhiezer function, and it is just the orthogonal polynomial in our case. The only subtlety is that in (8.22) the
normalization of the eigenfunction is not fixed, and the normalization of the Baker-Akhiezer function has an
additional factor of exp
(
1
2
∑
k tkz
k
)
as compared with the orthogonal polynomial:
Ψn(z; t) = exp
(1
2
∑
k
tkz
k
)
Pn(z; t) (8.23)
8.3 Orthogonal polynomials as a bridge to matrix models of Kontsevich type
Representations of matrix model partition functions of type (8.1) in terms of orthogonal polynomials allows
one to establish their connections with matrix models of the Kontsevich type. Let us consider again τn =
Zn
[
dµ(z) = dµ0(z) exp
(∑
k tkz
k
)]
with the sum including the term t0 log z and make the change of time
variables tk to the Miwa variables λa, a = 1, ..., N and N is large enough [52, 53]:
tk =
1
k
∑
a
λ−ka , t0 =
∑
a
logλa (8.24)
Now, using the integral representation in formula (8.1), one can easily derive [4, 50] that
Zn
[
dµ(z) = dµ0(z) exp
(∑
k
tkz
k
)]
= τn[dµ(z)] = τn[dµ0(z)]× deta,b Pn+a−1(λb)
∆(λ) (8.25)
where Pn here are the monic orthogonal polynomials w.r.t the measure dµ0(z).
This is the key formula that we need. Now our strategy will be to reduce a matrix model to the eigenvalue
model of type (8.1), and a matrix model of the Kontsevich type to the r.h.s. of (8.25). In fact, one can consider
more general models than (8.1), this question will be addressed elsewhere.
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8.3.1 Hermitian versus Kontsevich models
Let us consider now as our reference example the partition function of the Gaussian Hermitian one-matrix
model [49, 54]
ZHn(t) :=
1
Vol(Un)
∫
DnM exp
(
− 1
2
trM2 +
∑
k=0
tktrM
k
)
= Zn
[
exp
(
− 1
2
z2 +
∑
k
tkz
k
)
;R
]
(8.26)
i.e. the Toda chain τ -function (8.12) with dµ0(z) = exp
(
− z2/2
)
and the integration contour C = R. Here
Vol(Un) is the Haar measure of the unitary group U(n) and DnM is the Cartesian measure on the n × n
Hermitian matrices. This formula implies that one has to consider the Hermite polynomials in (8.25) in order
to deal with this model. Note that the monic Hermite polynomials have the integral representation (see (5.32))
Hn(x) := Hen(x) = 2−n/2Hn
( x√
2
)
=
in√
2π
∫ +∞
−∞
dyynex
2/2−ixy−y2/2 (8.27)
Note also that
Zn
[
exp
(
− 1
2
z2
)
;R+
]
= (2π)n/2
n−1∏
k=0
k! := ZHn(0) (8.28)
The Kontsevich type matrix model is given by an integral over the N × N Hermitian matrix X and depends
on an external N ×N matrix Λ
ZKHN (n,Λ) := (2π)
(n−N)/2inN
( n−1∏
k=0
k!
)
× e
TrΛ2
2
Vol(UN )
∫
DNX exp
(
− 1
2
TrX2 + nTr logX − iTrXΛ
)
. (8.29)
Using the Itzykson-Zuber formula [55],∫
DNU exp
(
TrXUY U †
)
= Vol(UN )
deta,b e
xayb
∆(x)∆(y)
, (8.30)
where DNU is the integral over the unitary N ×N matrix U , and xa, ya are eigenvalues of the matrices X , Y ,
we find that the partition function depends only on the eigenvalues λa of the matrix Λ. The explicit result is
given as
ZKHN (n,Λ) = Z
H
n(0)×
deta,bΦ
H
a (λb)
∆(λ)
, (8.31)
where
ΦHa (z) :=
in√
2π
e
z2
2
∫ +∞
−∞
dxxa−1e−x
2/2+n log x−ixz = Hn+a−1(z), (8.32)
see (8.27). Now, using (8.25)-(8.26) and (8.31)-(8.32), we obtain that
ZHn(t) = Z
KH
N (n,Λ) , (8.33)
with
tk =
1
k
TrΛ−k, t0 = Tr logΛ. (8.34)
8.3.2 Complex Gaussian versus rectangular Kontsevich models
Another example of a similar correspondence is the complex matrix model case. Let us consider instead of
(8.26) the complex Gaussian one-matrix model [54, 56, 57]
ZCn(ν, t) :=
1(
Vol(Un)
)2 ∫ DnMDnM† exp(− tr (MM†) + νtr log(MM†) +∑
k=0
tktr (MM†)k
)
=
= Zn
[
zν exp
(
− z +
∑
k
tkz
k
)
;R+
] (8.35)
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where the integral runs over the complex matrix M with the Cartesian integration measure. This formula
implies that one has to consider this time the Laguerre polynomials in (8.25). The monic Laguerre polynomials
have the integral representation (see (5.30))
L(ν)n (x) = (−1)nexx−ν/2
∫ ∞
0
dze−zzν/2+nJν
(
2
√
xz
)
(8.36)
Note that
Zn
[
zν exp(−z);R+
]
=
n−1∏
k
(k + ν)! k! := ZCn(ν, 0) (8.37)
Now we compare (8.35) with the corresponding rectangular complex Kontsevich model [4]
ZKCN1,N2(n,ΞΞ
†) =
NN1,N2 e
−TrN1 (ΞΞ†)
Vol(UN1)Vol(UN2)
∫
DXDX †e
(
−TrN1(XX †)+TrN1 (ΞX †)+TrN1(XΞ†)+(n+ν)TrN1 log(ΞΞ†)
)
NN1,N2 = 2
N1(N1+1)−ν(ν−1)/2
(
n−1∏
l
(l + ν)! l!
)(
ν−1∏
k=0
k!
)
ν := N1 −N2
(8.38)
where the integral runs over the complex rectangular N1 ×N2 matrix X and its N2 ×N1 Hermitian conjugate
X †. Hence, the external matrix Ξ is this case an N1 ×N2 matrix. We could also choose all the traces in (8.38)
to be taken over the matrices of size N2 ×N2 by inverting the order of all terms in the exponentials in (8.38).
Without loss of generality, we put N1 ≥ N2. The matrix Ξ can be rotated by unitary matrices to a matrix with
N2 non-zero entries ξa on a diagonal, and TrN1f(ΞΞ
†) =
∑N2
a=1 f(ξaξ
†
a).
This integral can be also dealt with using the generalization of the Itzykson-Zuber formula [58]∫
DU1
∫
DU2 exp
(1
2
Tr
[
U1XU2Y + Y†U †2X †U †1
])
= Vol(UN1)Vol(UN2)
2N1(N2−1)−ν(ν+1)/2∏ν−1
k=0 k!
∏N2
a (xaya)
ν
deta,b Jν(xayb)
∆(x2)∆(y2)
(8.39)
where U1 and U2 are the unitary matrices of sizes N1 × N1 and N2 × N2 respectively and xa, ya are the
eigenvalues of the matrices X and Y respectively. Hence, one immediately obtains
ZKCN1,N2(n,Ξ,Ξ
†) = ZCn(ν, 0)×
deta,b≤N2 Φ
C
a (ξbξ
†
b)
∆(ξξ†)
, (8.40)
where
ΦCa (z) = e
zz−ν/2
∫ +∞
0
dxxa−1−ν/2e−x+(n+ν) log xJν(2
√
xz) = (−1)n+a−1L(ν)n+a−1(z), (8.41)
see (8.36). Now, using (8.25), (8.35) and (8.40)-(8.41), we obtain that
ZCn(ν, t) = Z
KC
N1,N2(n,ΞΞ
†) , (8.42)
with
tk =
1
k
TrN1(ΞΞ
†)−k, t0 = TrN1 log(ΞΞ
†). (8.43)
9 Orthogonal polynomials, 6j-symbols and knots
9.1 Colouring knots with orthogonal polynomials
The old classical problem of effective constructing knot polynomials [59–61] has got a new momentum during
last decades and now is one of the most challenging problems in modern mathematical physics.
One of the most effective ways to construct knot polynomials is within the Reshetikhin-Turaev approach
(RT) that was suggested in [62,63] and further developed in [64,65]. The idea is to consider a plane projection
of a given knot, to put an R-matrix or its inverse at each crossing depending on the type of the crossing and
take a specifically defined trace of the product of the R-matrices (in fact, this is the usual trace with insertions
of specific operators). This trace gives a knot polynomial (the HOMFLY-PT polynomial for the SLq(N) R-
matrices). The topological invariance of this expression is guaranteed by invariance w.r.t. to three Reidemeister
moves [66]. The second Reidemeister move is satisfied, since the opposite crossing is described by the inverse
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R-matrix. The third move is nothing but the Yang-Baxter equation for the R-matrices. The most non-trivial
is the first move, it is guaranteed by a properly defined trace.
In fact, technically there are two different descriptions: every knot has a representation as a braid so that
there has been developed a procedure of calculating the knot polynomial for its representation as a braid [65].
There is also a large class of arborescent knots [60,67], which can be calculated in an easier way [3,68]. Moreover,
there is also a mixture of these two approaches [69] that allows one to evaluate knot polynomials in the most
effective way known so far.
The general feature of all these approaches is manifest by constructing the R-matrix acting on the tensor
product V1 ⊗ V2 in the basis of irreducible representations emerging in the decomposition of this product:
V1 ⊗ V2 −→ ⊕iWi. In fact, since some of the representation can appear a few times, one works in the space
of intertwining operators: V1 ⊗ V2 = ⊕WMV1V2W W . In this basis, some of the R-matrices can be chosen to be
diagonal, then, the remaining ones are given by conjugation of these diagonal matrices with the Racah matrices,
or the Wigner 6j-symbols, i.e. matrices intertwining the maps
(V1 ⊗ V2)⊗ V3 −→ V4 and V1 ⊗ (V2 ⊗ V3) −→ V4 (9.1)
The Racah matrices [70] are always orthogonal (or unitary in the complex case) and, hence, satisfy some
orthogonality relations. This means that one can colour the knot with orthogonal polynomials. However, one
has to check each time that the Reidemeister moves are satisfied, which is quite a non-trivial constraint. For
the Racah matrices, they are guaranteed. Hence, we consider in this section various examples of the Racah
matrices that give rise to various orthogonal systems and to knot polynomials. Note that, depending on the
concrete case, the Racah matrices can be discrete orthogonal polynomials (hence, the discrete index), or instead
orthogonal functions (hence, continuous index and distributions). The reference example of the first case is
given by the Racah polynomials, while the second example consists of two cases: the Askey-Wilson functions,
associated with unitary infinite-dimensional representations at 0 < q < 1, and the Racah “matrices” constructed
from the Barnes functions, corresponding to the case of |q| = 1.
3-strand braid. To complete this subsection, we briefly describe the Racah matrices that emerge in descrip-
tion of knot polynomials. First consider as an example the knot presented by a three-strand braid. Then, its
HOMFLY polynomial is described by the formula [65]
HV (q, A) = Tr q
(
Ra1R
b
2 . . .
)
=
∑
Q⊢3|V |
(
R
(Q)
1
)a
i1i2
(
R
(Q)
2
)b
i2i3
. . .
(
R
(Q)
∗
)∗
ini1
dimqQ, A := q
N
(9.2)
where Q ∈ V ⊗3. The R-matrices are equal to (W ∈ V ⊗2)(
R
(Q)
1
)
ij
= ±qκWi δij ,
(
R
(Q)
2
)
ij
= U(V, V, V ;Q)ik
(
R
(Q)
1
)
kj
U(V, V, V ;Q)ij (9.3)
Here U(V, V, V ;Q)ik are the Racah matrices for V
⊗3 → Q, κW is the value of the second Casimir operator in
representationW ∈ V ⊗2, the sign of the eigenvalue of the R-matrix depends on whetherW lies in the symmetric
or antisymmetric square of V , and dimqQ is the quantum dimension of representation Q.
Arborescent knots. Arborescent knots forms a distinguished class of knots introduced by J.Conway in
1967 [60, 67]. His purpose was to give a new classification of knots, which could be more systematic and logic
than already existed. Arborescent knot is a closure of arborescent tangle, which can be obtained from a trivial
tangles with the help of certain operations. Any arborescent knot can be represented as a weighted tree with
any valent vertices [68]. Edges of the tree are 4-strand braids with two strands having an opposite orientation
to the other two. In the vertices of the tree, each edge connects with adjacent edges with 2 strands, therefore,
every edge connects with two other edges.
Thus, to deal with the arborescent knots, one needs 4-strand braids, where two strands have an opposite
orientation to the other two. From the point of view of representation theory, this means that there is a
representation V associated with one orientation and V¯ (a conjugate representation) with the opposite one.
Closure of these braids into an arborescent knot corresponds to a projection on a singlet representation ∅,
which always lives in V ⊗2 ⊗ V¯ ⊗2.
Now we have three R-matrices corresponding to the generators of the braid group: R1, R2, and R3. Usually
one only has to require that R1 and R3 are commuting: [R1, R3] = 0, i.e. that they have a common system of
eigenfunctions. However, the condition of projecting onto the singlet implies that, in the case of multiplicity-free
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representations (in particular, symmetric ones), they just coincide: R1 = R3 [68]. At the same time, for R1 and
R2 (9.3) is still correct, only now W can lie in V ⊗ V¯ as well.
Thus, considering the case of arborescent knots or links with components colored by same representations,
whatever be the representation V , one has only two different R-matrices R1: T acting in V ⊗ V , and T¯ acting
in V ⊗ V¯ . Accordingly, there are also two Racah matrices, because all other Racah matrices arising in the
arborescent calculus can be reduced to these two cases:
S¯ := U(V, V¯ , V ;V ) =
{
Uij
[
V V¯
V V¯
]}
, S := U(V, V, V¯ ;V ) =
{
Uij
[
V V
V¯ V¯
]}
. (9.4)
Given a Young diagram corresponding to V , the Young diagram corresponding to V¯ is a completion to V
of the rectangular diagram of height N and width λ1, where V = {λ1 ≥ λ2 ≥ . . .}. These two Racah matrices
are unitary and are related via
S¯ = T¯−1ST−1S†T¯−1 (9.5)
The elements of (quantum) Racah matrix are related with the (quantum) 6j-symbols by a simple normal-
ization:
Uij = ǫ{V }
√
dimq Vi dimq Vj ·
{
V1 V2 Vi
V3 V4 Vj
}
, (9.6)
where dimq V is a quantum dimension of representation V and ǫ{V } is a sign.
9.2 Racah polynomials and symmetric representations
Thus, as we already stressed there are many orthogonal systems but it is not simple to distinguish those
that provide the Yang-Baxter equations, which we needs for the purposes of knot theory. In order to find
such orthogonal systems, one needs to use the group theory: the orthogonal systems coming as 6j symbols,
or Racah matrices do provide orthogonal systems with the required properties. First, we consider here the
finite-dimensional representations of SLq(2) when the orthogonal system is just a system of discrete orthogonal
polynomials, the Racah polynomials considered in section 6.
9.2.1 Racah for SLq(2)
In the case of SLq(2) representations, all 6j-symbols, or Racah matrix were computed by A.Kirillov and
N.Reshetikhin in [71] (see also [31, 72]). The answers can be given in terms of the q-hypergeometric function
4φ3, that is, in terms of the q-Racah polynomials (6.1), hence, the name of these latter. Let us introduce a new
notation for the q-Racah polynomial, which will be more convenient throughout this section:
R̂n(x; a, b, c, d) := 4φ3
(
q−2n, q2a+2b+2n+2, q−2x, q2x+2c+2d+2
q2a+2, q2c+2, q2b+2d+2
∣∣∣ q2, q2) (9.7)
{
r1 r2 i
r3 r4 j
}
∼ R̂ r1+r3
2 −j
(
r1 + r3
2
− i ; −r3−1,−r2−1,−1
2
(r1+r2+r3+r4+2),
1
2
(r2−r1+r4−r3)
)
The matrix T is a diagonal matrix, see (9.3):
T = diag
(
ǫRm q
c2(Xm)
)
, [r1]⊗ [r2] = ⊕m[r1 + r2 − 2m] =: ⊕mXm, (9.8)
where c2(R) is an eigenvalue of the second Casimir operator and ǫR is a sign.
The matrix S coincides with S¯ in the case of SLq(2), since r = r¯ in this case, and so does T coinciding with
T¯ . The Racah matrix is equal to
Sij = (−1)r+i+j
√
(2i+ 1)(2j + 1) [r]!2[2r + 1]!
[r−i]![r−j]![r+i+1]![r+j+1]! · R̂r−j (r − i ; −r−1,−r−1,−2r−2, 0 ) (9.9)
32
9.2.2 Racah for symmetric representation of SLq(N)
For symmetric representations of SLq(N), the diagonal matrices T and T¯ , which become different, take the
following form
T = diag
(
(−1)m+1 q
−r2+m2+m
Ar
)
, m = 0...r, T¯ = diag
(
(−qm−1A)m
)
, m = 0...r (9.10)
where A := qN .
• Let us consider the matrix S¯ in the case of V1 = V3 = [r], V2 = V4 = [r¯] so that V12 and V23 are
representations of the type Vn = [2n, nN−2] of SLq(N), which emerge in the decomposition:
[r]⊗ [r¯] = ⊕rn=0Vn (9.11)
We denote V12 = Vi → i and V23 = Vj → j, and the Racah matrix is symmetric in i and j. In this case, the
explicit formula was given in [73] and [74] in terms of partial sums. In the paper [?], it was shown that the
corresponding 6j-symbols can be written as{
r r¯ i
r r¯ j
}
=
[i]!2[j]!2[2r+N−1]![N−1]![N−2]!
[r+i+N−1]![r+j+N−1]![r−i]![r−j]![i+j−r]![i+j−r+N−2]! ·
·4Φ3
[
i−r, i−r, j−r, j−r
1−2r−N, i+j−r+1, i+j−r+N−1
∣∣∣∣∣ q, q2
]
,
where we have used a q-hypergeometric function of exponential parameters defined as follows
rΦs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣∣∣ q, z
)
= rφs
(
q2a1 , . . . , q2ar
q2b1 , . . . , q2bs
∣∣∣∣∣ q2, z
)
. (9.12)
In order to obtain alternative expressions for the 6j-symbols, one can use Sears’ transformations for termi-
nating balanced 4Φ3
[
. . . ; q, q2
]
(see [8, 75]):
4Φ3
[
x, y, z, n
u, v, w
∣∣∣∣∣ q, q2
]
=
[v−z−n−1]![u−z−n−1]![v−1]![u−1]!
[v−z−1]![v−n−1]![u−z−1]![u−n−1]! · 4Φ3
[
w − x,w − y, z, n
1− u+ z + n, 1− v + z + n,w
∣∣∣∣∣ q, q2
]
(9.13)
where the numbers x, y, z, u, v, w are integer, and the balanced series condition
x+ y + z + n+ 1 = u+ v + w (9.14)
is fulfilled. Also one can use the invariance of 4Φ3
[
. . . ; q2, q2
]
under permutations of x, y, z, n or u, v, w. Then,
one gets the following expression for the 6j-symbols:{
r r¯ i
r r¯ j
}
=
[i]![j]![N−1]![N−2]!
[i+N−2]![j+N−2]!
[r]![r +N − 2]![2r +N − 1]!
[r−i]![r−j]![r+i+N−1]![r+j+N−1]! · 4Φ3
[
j−r,−r−j−N+1, i−r,−r−i−N+1
−r,−r−N+2,−2r−N+1
∣∣∣ q, q2]
(9.15)
By expanding 4Φ3
[
. . . ; q2, q2
]
in terms of q-factorials, one gets a generalization of the most commonly encoun-
tered formulas in the literature about SL(2) 6j-symbols. Such expansions are related by Sears’ transformations
(9.13) of the balanced hypergeometric series. In terms of the q-Racah polynomials, formula (9.15) takes the
form
{
r r¯ i
r r¯ j
}
=
[i]![j]![N−1]![N−2]!
[i+N−2]![j+N−2]!
[r]![r+N − 2]![2r +N − 1]!
[r−i]![r−j]![r+i+N−1]![r+j+N−1]! · R̂r−j (r − i ; −r−1, 1−r−N,−2r−N, 0 ) (9.16)
It was also found a three-term relation for these 6j-symbols
a1
{
r r¯ i
r r¯ j − 1
}
+ a2
{
r r¯ i
r r¯ j
}
+ a3
{
r r¯ i
r r¯ j + 1
}
= 0 (9.17)
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a1 = [j]
2 [j − r − 1] [r + j +N − 1] [N + 2j]
a3 = [j − r] [j +N − 1]2 [N + r + j] [N + 2j − 2]
a1 + a2 + a3 = −[i] [i+N − 1] [N + 2j − 2] [N + 2j − 1] [N + 2j].
• Now let us consider the matrix S, when V1 = V2 = [r], V3 = V4 = [r¯] so that V23 is still of the type
Vn = [2n, nN−2] since belongs to the decomposition of [r]⊗ [r¯], while V12 belongs to
[r]⊗ [r] = ⊕rn=0[r + n, r − n] (9.18)
We denote V12 = [r + i, r − i] → i and V23 = Vj → j and the Racah matrix is no longer symmetric in i
and j. Below we assume that i < j, otherwise one needs to change i ←→ j in all answers. In this case, the
manifest formulas also can be found in [73] and [74]. With the help of hypergeometric notations and Sears’
transformation (9.13), one can convert this into{
r r i
r¯ r¯ j
}
=
[r]!2[N−1]![N−2]![2r +N − 1]!
[r−i]![r−j+N−2]![r+i+N−1]![r+j+N−1]! · 4Φ3
[
j−r,−r−j−1, i−r,−r−i−N+1
−r,−r,−2r−N+1
∣∣∣∣∣ q, q2
]
,
(9.19)
which, in terms of the q-Racah polynomials (9.7), takes the form{
r r i
r¯ r¯ j
}
=
[r]!2[N−1]![N−2]![2r +N − 1]!
[r−i]![r−j+N−2]![r+i+N−1]![r+j+N−1]! · R̂r−j (r − i ; −r−1,−r−1,−2r−N, 0 ) (9.20)
The corresponding three-term recurrence relation is
b1
{
r r i
r¯ r¯ j − 1
}
− b2
{
r r i
r¯ r¯ j
}
+ b3
{
r r i
r¯ r¯ j + 1
}
= 0 (9.21)
with
b1 = [j]
2 [j + r + 1] [r − j +N − 1] [2j + 2]
b3 = [r − j] [j + 1]2 [N + r + j] [2j]
b1 + b2 + b3 = [i] [i+N − 1] [2j] [2j + 1] [2j + 2].
9.3 Askey-Wilson functions, infinite-dimensional representations and Hikami in-
variants
As we already mentioned, an advantage of obtaining orthogonal systems for constructing knot polynomials
via the Racah matrices is that it guarantees the third Reidemeister move, i.e. the Yang-Baxter equation. In this
way, one can construct both orthogonal polynomials and orthogonal functions. The former case is described
by the Racah matrices of finite-dimensional representations and was discussed in the previous subsection. The
other case corresponds to the Racah matrices of infinite-dimensional representations (of non-compact groups),
and, in that case, one has to check convergency of the proper infinite sums or integrals. One meets this kind of
problems when constructing the knot invariants from affine algebras (see, however, [76]). However, in the case
of finite-dimensional groups, the integrals can be defined. We do not enter the details and discuss here only
the corresponding Racah matrices, postponing explanations of how to construct from them knot invariants to
a separate publication.
9.3.1 Infinite-dimensional unitary representations of SUq(1, 1)
We start from the case of 0 < q < 1 and discuss the Racah matrices for unitary infinite-dimensional
irreducible representations of SUq(1, 1) [44]. In this case, there are five different series of representations [75,77]:
positive and negative discrete series π±k , principal π
P
ρ,ǫ, complementary π
C
λ,ǫ and strange series, where k > 0,
0 ≤ ǫ < 1, 0 ≤ ρ ≤ − π2 log q , and − 12 < λ < −ǫ ( − 12 < λ < ǫ − 1) for 0 ≤ ǫ < 12 (12 ≤ ǫ ≤ 1). For the sake
of illustrative purposes, we write down the Racah matrices in three different cases [44]. To this end, we need
to know how the tensor products of the representations decompose into irreducible irreps in these cases. These
decompositions are:
π+k1 ⊗ π+k2 = ⊕∞j=0 π+k1+k2+j (9.22)
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π+k1 ⊗ π−k2 =
∫ − pi2 log q
0
dρ πPρ,{k1−k2} for k1 + k2 ≥
1
2
, k1 − k2 ≥ −1
2
(9.23)
πPρ,ǫ ⊗ π−k =
∫ − pi2 log q
0
dσ πPσ,{ǫ−k} ⊕j π−j−ǫ+k (9.24)
π+k ⊗ πPρ,ǫ =
∫ − pi2 log q
0
dσ πPσ,{ǫ+k} ⊕j π+j+ǫ+k (9.25)
Here the second subscript {ǫ} in πPρ,{ǫ} is the fractional part of ǫ. Below, we use hat in order to denote the
procedure of replacing q with q2 and using the logarithmic parameters as in (9.7): f̂(qx|a) := f(q2x|q2a). The
Racah matrices corresponding to described products (9.22)-(9.25) are:
• for the product π+k1 ⊗ π+k2 ⊗ π−k3 , when the representations emerging in the decomposition of the first two
factors, (9.22) are labelled by non-negative integers j and those emerging in the decomposition of the
second two factors, (9.23) are labelled by the continuous parameter ρ,
Ujρ
[
k1 k2
k3 τ
]
= N1 · P̂AWj
(
qiρ + q−iρ
∣∣∣k2 − k3 + 1
2
, k2 + k3 − 1
2
, k1 + iτ, k1 − iτ
)
N1 :=
2πq−2jk1qj(j−1)/2(q2k1+2k2+2k3−1+2j+2iτ , q2k1+2k2+2k3−1+2j−2iτ ; q2)∞
(q4k1 ; q2)j(q2, q2, q4k3 , q4k1+4k2+4j , q4iτ , q−4iτ ; q2)∞
×
× θ(q
2k1+2k2−2k3+1+2j+2iτ ; q2)θ(q2k1+2k2−2k3+1+2j−2iτ ; q2)√
(q4k1+4k2+2j , q1−2k1−2k2+2k3−2j+2iτ , q1−2k1−2k2+2k3−2j−2iτ ; q2)j
(9.26)
• for the product π+k1 ⊗ πPρ,ǫ ⊗ π−k3 , when the representations emerging in the decompositions of the both
first two factors, (9.25) and the second two factors, (9.24) are labelled by the continuous parameters σ, ζ,
Uσζ
[
k1 (ρ, ǫ)
k3 τ
]
= N2 · Ψ̂qiζ
(
qiσ
∣∣∣k1 + iρ, k3 + iτ, k3 − iτ, 1− k1 + iρ)
N2 :=
2πθ(q1+2k1−2k3+2ǫ+2iτ ; q2)θ(q1+2k1−2k3+2ǫ−2iτ ; q2)
(q2, q4k1 , q4k3 , q4iτ , q−4iτ , q1+2ǫ+2k1+2iσ , q1+2ǫ+2k1−2iσ, q1−2ǫ+2k3+2iζ , q1−2ǫ+2k3−2iζ ; q2)∞
(9.27)
• for the product π+k1 ⊗ π+k2 ⊗ πPρ,ǫ, when the representations emerging in the decomposition of the first two
factors, (9.22) are labelled by non-negative integers j and those emerging in the decomposition of the
second two factors, (9.25) are labelled by the continuous parameter σ,
Ujσ
[
k1 k2
(ρ, ǫ) τ
]
= N3 · P̂AWj
(
qiσ + q−iσ
∣∣∣k2 + iρ, k2 − iρ, k1 + iτ, k1 − iτ)
N3 := 2πq
1
2 j(j−4k1−1)
∏
ε=±(q
1−2k1−2k2−2ǫ+2iετ ; q2)∞
∏
ε1,2=±(q
2k1+2k2+2j+2iε1ρ+2iε2τ ; q2)∞
(q4k1 ; q2)j(q2, q4k1+4k2+4j , q1−2ǫ+2iρ, q1−2ǫ−2iρ, q4iτ , q−4iτ ; q2)∞
×
×
√
(q1−2k1−2k2−2ǫ−2j+2iτ , q1−2k1−2k2−2ǫ−2j−2iτ ; q2)j
(q4k1+4k2+2j ; q2)j
(9.28)
One can use these Racah matrices in order to construct knot polynomials. We will return to this problem
elsewhere.
9.3.2 |q| = 1 and Hikami invariants
As we observed in s.7.3, there is an extension of the Askey-Wilson functions, i.e. the functions that solve
the Askey-Wilson difference equation (3.30) to the case of |q| = 1, i.e. in the case of real τ , q = e2πiτ . In
fact, their modular properties (that follow from (7.32)) provide that the Askey-Wilson functions in this case
also satisfy the other, modular inverted equation with q˜ := e2πi/τ . This is a consequence of the duality with
respect to interchanging q ↔ q˜, i.e. τ → 1/τ [78–81] and is associated with the modular double of SLq(2)
(which was introduced by L. Faddeev [82]), or with the quantum algebra SLq(2) × SLq˜(2) (see also [83]). In
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this case, a corresponding class of one-parametric representations with weights α∨i was described in [81, 84, 85]
(see also [86]), their Racah matrices [81] being expressed through the Askey-Wilson functions at |q| = 1 (see
also [87] for the non-deformed case):
Uα∨s α∨t
[
α∨1 α
∨
2
α∨3 α
∨
4
]
∼ Ψτqαt
(
− 2αs
∣∣∣qα4−α3+Q/b, qα1−α2+Q/b, qα3+α4 , qα1+α2)
where Q = b+ b−1, τ = b2, αi :=
α∨i
b
− Q
2b
(9.29)
Here α∨s and α
∨
t denote the intermediate representations in the Racah matrices.
Having constructed the Racah matrices, one can further find the R-matrix [82,84,88] (see also [89,90]) and
further knot invariants [22]. These knot invariants are known and called Hikami invariants, or integral state
model [90–93]. For the simplest knots they look like
H(31, x) = e
3x2
~
+ ipix
~ (9.30)
H(41, x) =
∫
dy
Φb(x− y)
Φb(y)
e2πix(2y−x) (9.31)
H(52, x) =
∫
dz
eπi(z
2−x2)
Φb(z)Φb(z − x)Φb(x+ z)
(9.32)
where Faddeev’s quantum dilogarithm [94] is defined as
Φb(x) :=
(
− e2πbx√q; q
)
∞(
− e2πx/b√q˜; q˜
)
∞
(9.33)
Note that the Racah matrix (9.29) is nothing but the modular kernel that gives rise to the modular transforma-
tion of the conformal blocks [81] in the two-dimensional conformal theory with central charge c = 1+ 6Q2, the
parameter α∨ of representations being associated with the conformal dimensions of the fields in the conformal
block in accordance with ∆ = α∨(Q− α∨).
Being the Askey-Wilson function at |q| = 1, the Racah matrix (9.29) satisfies the Askey-Wilson difference
equation (3.30) (see s.7.3). This equation determines the modular kernel as a function of intermediate dimensions
(α∨s and α
∨
t ) and coincides with the equation for the modular kernel obtained within the pq-duality approach [15],
where the conformal blocks are treated as eigenfunctions of the monodromy check operators [95].
10 Conclusion
In this paper, we have reviewed properties of the orthogonal polynomials, mostly hypergeometric polynomi-
als, and discussed several extensions in application to various branches of mathematical physics: to integrable
theories, matrix models, two-dimensional conformal theories and knot theory. Our discussion was inevitably
short and sketchy, since we tried to include all these topics into a general framework. However, the approaches
described here can be immediately pushed forward.
In particular, as was explained in sec.9, with the knowledge of Racah matrices, one can construct knot
invariants. The knot invariants made from the Racah matrices for finite-dimensional representations of SLq(2)
are known, these are the Jones polynomials. However, only recently it was discovered [3,73,74] how to construct
the knot invariants colored with symmetric representations of SLq(N), these are the corresponding HOMFLY-
PT polynomials [61]. The problem of constructing the Racah matrices in non-symmetric representations,
both rectangular (when there are no multiplicities) [96] and non-rectangular [97] (see also [98]) as well as their
interpretation in terms of hypergeometric polynomials remains unsolved. Similarly, the knot polynomials colored
with representations of the modular double of SLq(2) are also known, these are Hikami invariants [91]. However,
the extension of these invariants to other representations (see, e.g., [99]) or to groups of higher ranks has not
been done yet. It can be immediately done using results of sec.9.3.2 and the trick that allowed us to come
from SLq(2) Racah matrices to SLq(N) ones in sec.9.2. Similarly, one could construct knot invariants from
infinite-dimensional unitary representations of SUq(1, 1) and higher rank groups using the results of sec.9.3.1.
We shall return to these issues elsewhere.
Another issue related to the same Racah matrices for the modular double is related to their interpretation as
modular kernels of the modular transformations of conformal blocks. This also waits for its extension to higher
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groups, which corresponds to special conformal blocks of theW -algebras. It would be also interesting to interpret
these results within the pq-duality approach [15], where the conformal blocks are treated as eigenfunctions of
the monodromy check operators [95].
Note that absolutely mysterious here remain extensions of these modular kernels to conformal blocks of the
q-Virasoro algebra. This issue has to be explained within the more general context of the Ding-Iohara-Miki
algebras [100, 101] and the corresponding network matrix models [101, 102].
Note that the integral representations that we discussed in s.5, and the related modular transformations of
secs.5 and 9 have a lot to do with the new emerged topic of constructing solutions to the Painle´ve and discrete
Painle´ve equations in terms of the conformal blocks of the Virasoro and q-Virasoro algebras. This problem also
will be addressed in a separate publication [102].
At last, there is a rather traditional question of relating the eigenvalue type matrix models with those of
the Kontsevich type. So far, this correspondence included at most rectangular complex matrix models and has
been established by using the Laguerre polynomials (see sec.8.3). The correspondence inspired by more general
orthogonal polynomials is not known yet, but it probably could be constructed. Another direction is to construct
a generalization of these relations to the q-deformed case even in the case of the q-Laguerre polynomials [103].
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A Hypergeometric series
In this Appendix, we collect all the definitions and notation related to the (q-)hypergeometric series that we
use throughout the paper. The main textbooks are [1, 8, 104].
A.1 Generalized hypergeometric functions
The generalized hypergeometric functions of one variable are usually defined as an analytical continuation
(or resummations) of the generalized hypergeometric series,
rFs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣ z) := ∞∑
n=0
(a1)n . . . (ar)n
(b1)n . . . (bs)n
· z
n
n!
=
∞∑
n=0
(a1, . . . , ap)n
(b1, . . . , bq)n
zn
n!
, (A.1)
with (a)n :=
Γ(a+ n)
Γ(a)
=
∏n−1
k=0 (a+ k), (a1, . . . , ai)n := (a1)n · . . . · (ai)n.
One way to obtain an integral representation of the generalized hypergeometric function is to use the Euler
integral formula,
r+1Fs+1
(
a1, . . . , ar, a
b1, . . . , bs, b
∣∣∣ z)
=
Γ(b)
Γ(a)Γ(b − a)
∫ 1
0
ta−1(1− t)b−a−1 rFs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣ tz)dt. (A.2)
In the special case r = s+ 1, we get
q+1Fq
(
a0, a1, . . . , aq
b1, . . . , bq
∣∣∣ z)
=
Γ(b1)Γ(b2) . . . ,Γ(bq)
Γ(a1)Γ(a2) . . . ,Γ(aq) · Γ(b1 − a1)Γ(b2 − a2) . . . ,Γ(bq − aq)×
×
q∏
j=1
(∫ tj+1
0
dtj t
aj−aj−1−1
j (1− tj/tj+1)bj−aj−1
)
ta01 (1− t1z)−a0 .
(A.3)
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where tq+1 := 1.
There are also recursions which change the difference r − s, but they involve exponential weights:
r+1Fs
(
a1, . . . , ar+1
b1, . . . , bs
∣∣∣ z) = 1
Γ(ar+1)
∫ ∞
0
dt e−ttar+1−1 rFs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣ zt) (A.4)
and
rFs+1
(
a1, . . . , ar
b1, . . . , bs+1
∣∣∣ z) = Γ(bs+1)
2πi
∫ c+i∞
c−i∞
dt ett−bs+1 rFs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣ z
t
)
(A.5)
where c > 0. These formulas are proved by comparing the coefficients at the both sides of formulas using the
integral representations of the Γ-functions
Γ(z) =
∫ ∞
0
dt e−ttz−1,
1
Γ(z)
=
1
2πi
∫ c+i∞
c−i∞
dt ett−z (A.6)
A.2 Basic hypergeometric series
The q-analogue of the generalized hypergeometric series, called Heine’s basic hypergeometric series, or hy-
pergeometric q−series is defined as,
rφs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣ q, z) := ∞∑
k=0
(a1, . . . , ar; q)k
(b1, . . . , bs; q)k
· z
k
(q; q)k
[
(−1)kqk(k−1)/2
]1+s−r
(A.7)
where
(a1, . . . , ar; q)k :=
r∏
i=1
(ai; q)k, (a; q)k :=
k−1∏
i=0
(1− aqi), (a; q)0 = 1, (a; q)∞ :=
∞∏
i=0
(1− aqi)
(A.8)
Note that, at non-natural k, one usually substitutes (a; q)k with
(a; q)k → (a; q)∞
(aqk; q)∞
(A.9)
We apply this trick in the paper in various places.
The basic hypergeometric series r+1φr is called balanced if
r+1∏
i=1
ai = q
r∏
j=1
bj (A.10)
and very-well-poised if a2 = q
√
a1, a3 = −q√a1, b1 = √a1, b2 = −√a1, bj = qa1/aj+1 for j > 2. We denote the
very-well-poised hypergeometric series
r+1Wr(a1; a4, a5, . . . , ar+1|q, z) :=r+1 φr
(
a1, q
√
a1,−q√a1, a4, . . . , ar+1
√
a1,−√a1, qa1/a4, . . . , qa1/ar+1
∣∣∣ q, z) (A.11)
B Very classical orthogonal polynomials
In this Appendix, we list some of the very classical polynomials: the Jacobi, Laguerre and Hermite polyno-
mials, and their properties. These are the polynomials that we discuss in the paper.
B.1 List of the very classical orthogonal polynomials
Jacobi polynomials
• The Jacobi polynomial as a hypergeometric polynomial
P (a,b)n (x) :=
(a+ 1)n
n!
2F1
( −n, a+ b+ n+ 1
a+ 1
∣∣∣ 1− x
2
)
=
= P (a,b)n (1) 2F1
( −n, a+ b+ n+ 1
a+ 1
∣∣∣ 1− x
2
)
.
(B.1)
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• weight and orthogonal relation∫ 1
−1
P (a,b)m (x)P
(a,b)
n (x) (1 − x)a (1 + x)b dx =
2a+b+1
2n+ a+ b+ 1
Γ(n+ a+ 1)Γ(n+ b+ 1)
Γ(n+ a+ b+ 1)n!
δm,n, a, b > −1
(B.2)
• differential equation
(1 − x2)P (a,b)′′n + [b− a− x(a+ b+ 2)]P (a,b)
′
n + n(n+ a+ b+ 1)P
(a,b)
n = 0 (B.3)
• 3-term relation
2n(n+ a+ b)(2n+ a+ b− 2)
2n+ a+ b− 1 P
(a,b)
n (x) =
=
[
(2n+ a+ b)(2n+ a+ b− 2)x+ a2 − b2] P (a,b)n−1 (x)
−2(n+ a− 1)(n+ b− 1)(2n+ a+ b)
2n+ a+ b− 1 P
(a,b)
n−2 (x)
(B.4)
• Rodriguez formula
P a,bn (x) =
(−1)n
2nn!
(1− x)−a(1 + x)−b d
n
dxn
[
(1 − x)a+n(1 + x)b+n
]
(B.5)
• generating function
2a+b
R (1 − t+R)a (1 + t+R)b =
∞∑
n=0
P (a,b)n (x) t
n. R :=
√
1− 2tx+ t2. (B.6)
• specializations of the Jacobi polynomials
– for a = b = ν − 1/2 we get Gegenbauer polynomials,
C(ν)n (x) :=
(2ν)n
(ν + 1/2)n
P (ν−1/2,ν−1/2)n (x). (B.7)
– For a = b = 0 we get Legendre polynomials,
– for a = b = ± 12 we get Chebyshev polynomials.
Laguerre polynomials
• Laguerre polynomial as a hypergeometric polynomial
L(a)n (x) =
(a+ 1)n
n!
1F1
( −n
a+ 1
∣∣∣x) (B.8)
• weight and orthogonal relation∫ ∞
0
L(a)m (x)L
(a)
n (x)x
a e−xdx =
Γ(n+ a+ 1)
n!
δm,n, a > −1 (B.9)
• differential equation
xL(a)
′′
n + (a+ 1− x)L(a)
′
n + nL
(a)
n = 0 (B.10)
39
• 3-term relation
L(a)n (x) =
(
2− x− a+ 1
n
)
L
(a)
n−1(x)−
(
1 +
a− 1
n
)
L
(a)
n−2(x) (B.11)
• Rodriguez formula
Lan(x) =
exx−a
n!
dn
dxn
[
e−xxn+a
]
(B.12)
• generating function
1
(1− t)a+1 e
− xt1−t =
∞∑
n=0
L(a)n (x)t
n. (B.13)
• as a limit of the Jacobi polynomial
lim
b→∞
P (a,b)n
(
1− 2b−1x) = L(a)n (x) (B.14)
Hermite polynomials
• Hermite polynomial as a hypergeometric polynomial
Hn(x) = (2x)
n
2F0
( −n/2, −(n− 1)/2
−
∣∣∣ − 1
x2
)
=

(−1)mn!
m!
1F1
 −m
1
2
∣∣∣x2
 n = 2m
(−1)mn!
m!
2x 1F1
 −m3
2
∣∣∣x2
 n = 2m+ 1
.
(B.15)
We can check this by deriving the corresponding differential equation.
• weight and orthogonal relation∫ ∞
−∞
Hm(x)Hn(x) e
−x2 dx = 2n n!
√
π δm,n. (B.16)
• differential equation
H
′′
n − 2xH
′
n + 2nHn = 0. (B.17)
• 3-term relation
Hn+1(x)− 2xHn(x) + 2nHn−1(x) = 0. (B.18)
• Rodriguez formula
Hn(x) = (−1)nex
2 dn
dxn
e−x
2
(B.19)
• generating function
e2xt−t
2
=
∞∑
n=0
Hn(x)
tn
n!
. (B.20)
• as a limit of Jacobi polynomial
lim
a→∞
a−
n
2 P (a,a)n
(
a−
1
2x
)
=
Hn(x)
2n n!
. (B.21)
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B.2 Orthogonality of the Jacobi polynomials
For illustrative purposes, we reproduce here a proof of the orthogonality of the Jacobi polynomials (B.2).
Let us denote l.h.s. of (B.2) by J , expand Jacobi polynomials as hypergeometric series (B.1) and get
J =
(a+ 1)n(a+ 1)m
n!m!
∞∑
k,l=0
(−n)k(a+ b+ n+ 1)k(−m)l(a+ b+m+ 1)l
(a+ 1)k(a+ 1)l k! l! 2k+l
×
×
∫ 1
−1
(1− x)k+l+a (1 + x)b dx
(B.22)
To evaluate the integral we use Euler integral representation for beta function:∫ 1
−1
(1− x)k+l+a (1 + x)b dx x=1−2t= −
∫ 0
1
2k+l+a+b+1 tk+l+a (1− t)b dt
= 2k+l+a+b+1
(k + l + a)! b!
(a+ b+ k + l + 1)!
(B.23)
Then after simple algebraic manipulations Eq.(B.22) takes the form
J =
(a+ 1)n(a+ 1)m
n!m!
∑
l
(−m)l(a+ b+m+ 1)l a! b! 2a+b+1
(a+ b+ l + 1)l l!∑
k
(−n)k(a+ b+ n+ 1)k(a+ l + 1)k
(a+ b+ l + 2)k(a+ 1)k k!
(B.24)
The last sum is a hypergeometric function 3F2(...|1). To this function we apply famous Saalschu¨tz’s identity
3F2
(
a, b,−n
c, 1 + a+ b− c− n
∣∣∣1) = (c− a)n(c− b)n
(c)n(c− a− b)n (B.25)
Therefore we get
J =
(a+ 1)n(a+ 1)m
n!m!
×
×
∑
l
(−m)l(a+ b+m+ 1)l a! b! 2a+b+1
(a+ b+ l + 1)l l!
(−b− n)n(−l)n
(a+ 1)n(−a− b− n− l− 1)n
(B.26)
Factors (−m)l and (−l)n give us non-vanishing condition
n ≤ l ≤ m. (B.27)
Then by simple algebraic manipulations we represent a sum over l as a hypergeometric function 2F1(...|1) and
apply identity (B.25) once again:
J =
(a+ 1)n(a+ 1)m (a+ b+m+ 1)l a! b! 2
a+b+1 (−1)n (−b− n)n
n!m! (a+ 1)n(a+ b+ 2n+ 1! (a+ b+m)! (m− n)! ×
×
∑
l
(n−m)l(a+ b+m+ n+ 1)l
(a+ b+ 2n+ 2)l
=
(a+ 1)n(a+ 1)m (a+ b+m+ 1)l a! b! 2
a+b+1 (−1)n (−b− n)n
n!m! (a+ 1)n(a+ b+ 2n+ 1! (a+ b+m)! (m− n)! ×
× (a+ b+ 2n+ 1)!
(n−m)! (a+ b+ n+m+ 1)!
(B.28)
It gives us second condition
n ≥ m. (B.29)
Both conditions (B.27) and (B.29) imply
n = m. (B.30)
It finishes our proof of the orthogonality. In order to get r.h.s. of (B.2) we put n = m in formula (B.28):
J =
(a+ n)! (b+ n)! 2a+b+1
(a+ b+ n)!n! (a+ b+ 2n+ 1)
δn,m (B.31)
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