A two-dimensional shape is generally represented with line drawings or object contours in a digital image. Shapes can be divided into two types, namely ordered and unordered shapes. An ordered shape is an ordered set of points, while an unordered shape is an unordered set. As a result, each type typically uses different attributes to define the local descriptors involved in representing the local distributions of points sampled from the shape. Throughout this paper, we focus on unordered shapes. Since most local descriptors of unordered shapes are not scale-invariant, we usually make the shapes in an image data set the same size through scale normalization, before applying shape matching procedures. Shapes obtained through scale normalization are suitable for such descriptors if the original whole shapes are similar. However, they are not suitable if parts of each original shape are drawn using different scales. Thus, in this paper, we present a scale-invariant descriptor constructed by von Mises distributions to deal with such shapes. Since this descriptor has the merits of being both scale-invariant and a probability distribution, it does not require scale normalization and can employ an arbitrary measure of probability distributions in matching shape points. In experiments on shape matching and retrieval, we show the effectiveness of our descriptor, compared to several conventional descriptors.
Introduction
Shape matching means considering the correspondence between shapes, each of which is generally represented with line drawings or object contours in a digital image. Thus, shape matching is a fundamental issue in digital image processing, line drawing interpretation, and character handwriting recognition [1] - [4] .
Shapes can be divided into two types, namely ordered and unordered shapes, where the former is an ordered set of points, and the latter is an unordered set. In general, ordered and unordered shapes employ different shape attributes to define their local descriptors. For instance, curvature, which is frequently used as a local descriptor [5] - [8] , is applicable to ordered shapes only, because it depends on the ordering of points. On the other hand, unordered shapes make use of attributes that do not depend on the ordering of points. Local descriptors for unordered shapes are, therefore, more versatile in practice, because we do not have to assume an order of the points in the shape. In this paper, we focus on unordered shapes, and henceforth, they are referred to simply as the shapes. Recently, several local descriptors for (unordered) shapes have been proposed [9] , [10] . However, since the descriptors are not scale-invariant, as a preprocess we need to apply scale normalization to the shapes in an image data set to ensure that they are the same size. This is useful for such descriptors in matching shapes if the original whole shapes are similar in shape, but not if parts of each original shape are drawn with different scales. Accordingly, in this paper, we present a scale-invariant descriptor that can deal with shapes of this latter type and does not require scale normalization. Since this descriptor is a probability distribution described by a mixture of von Mises distributions, we can employ an arbitrary measure of probability distributions as the matching cost function of points. Using various shapes in the drawing and gesture data sets, we show that our descriptor is more effective in shape matching and retrieval than several conventional descriptors. This paper is organized as follows. First, we explain the basics of shape matching with local descriptors in Sect. 2. Our descriptor is presented in Sect. 3, and compared with the conventional descriptors in Sect. 4. Finally, we give our conclusion in Sect. 5.
Matching with Local Descriptors
A shape is represented by line drawings or object contours. To reduce the computational cost of matching shapes, we usually sample some points from the shape and focus on these points. A set of points sampled from a shape is called a sample set, and an element in the set is called a sample point. Since a shape is described as a set of points, shape matching is, in fact, finding the correspondence between the sample set of one shape and that of another. Shape recognition relies on this correspondence.
Dissimilarity between Shapes
Let S 1 and S 2 denote shapes, andŜ 1 andŜ 2 their respective sample sets. We generally define a correspondence between the shapes by a many-to-one map M :Ŝ 1 →Ŝ 2 . Given a matching cost function (MCF) C :Ŝ 1 ×Ŝ 2 → R, the optimal correspondence in terms of C is expressed as
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Intuitively, the MCF in (1) quantifies how different the local distributions of sample points around p and M(p) are. Using the optimal correspondence, the dissimilarity between the shapes is defined as
where the second term gives a non-negative real number, which tends to a large value as the difference between the numbers of sample points increases. Dissimilarity is fundamental to shape recognition.
Local Descriptors and their Cost Functions
A number of shape matching methods have been proposed [6] - [12] . The difference between these methods lies essentially in their choice of MCF. A local descriptor representing the local distribution of sample points around one point in the shape is involved in the MCF. In this section, we briefly introduce several local descriptors and their MCFs, which are typically used in shape matching.
(1) Distance Set
The distance set (DS) [9] expresses the local distribution around a sample point of the shape by a set of distances between that point and others. If the number of elements in the set is fixed as n, the set is called the n-DS. For any shape S, the n-DS around p ∈Ŝ is defined by
where l i (p) denotes the Euclidean distance between p and the i-th nearest point inŜ. For all p ∈Ŝ 1 and q ∈Ŝ 2 , the MCF of the n-DS is given by
where l i (p) ∈ s n (p) and l φ(i) (q) ∈ s n (q) hold for all i, and
In short, the DS around a sample point quantifies the distance between that point and another. Since the DS depends on the distance, it is not scale-invariant.
Example 1 (DS):
Consider the sample setŜ={(2, 1), (1, 2) , (3, 4) , (4, 3) , (5, 1), (3, 1)} of a shape S. Let p = (2, 1). Since the Euclidean distances between p and (1, 2), (3, 4) , (4, 3) , (5, 1) , (3, 1) are √ 2, √ 10, 2 √ 2, 3, 1, respectively, the 3-DS around p is written as s 3 
(2) Shape Context
The shape context (SC) [10] expresses the local distribution around a sample point of the shape with a histogram. For any shape S, the SC around p ∈Ŝ with respect to the b-th bin is defined by
where \ denotes the difference between the sets, and bin(b) means the b-th bin for b = 1, . . . , B. B denotes the total number of bins. We should note that p − p is a vector quantity with magnitude and direction. For all p ∈Ŝ 1 and q ∈Ŝ 2 , the MCF of the SC is given by
with the convention 0/0 = 0, wherē
In short, the SC around a sample point depends not only on the distance between the point and another, but also on the angle between the x-axis and the vector formed by the two points. This dependence on distance implies that the SC is not scale-invariant either.
Example 2 (SC):
A bin, illustrated in Fig. 1 , represents a plane region partitioned by some lines passing through the origin and by circles centered on the origin (see [10] for the details). In the figure, the broken line represents the partition between bins, the dot depicts a sample point of the shape, and the number in a bin indicates the bin number. Table 1 gives the SC around p in Fig. 1 .
Scale Effect and Scale Normalization
Usually the raw shape data obtained from line drawings of an image data set are different in scale. Since most local descriptors, such as the DS and SC, are not scale-invariant, as a preprocess we first need to make the shapes the same size by scale normalization, and then we can sample various points of the shapes to create their sample sets. Scale normalization simply means magnifying or reducing the entire shape. It is effective for such descriptors if the original whole shapes are similar, but not so effective if parts of each original shape are represented by different scales. For example, consider the line drawings in Fig. 2 , which appear to depict the same digit. Since the left and right drawings in Fig. 2 (a) have similar proportions, we can readily find the correspondence between the drawings through scale normalization. The right drawing in Fig. 2 (b) has been deformed by uniformly reducing the upper part of the left drawing and by uniformly magnifying the lower part. This means that different parts of the shape are expressed using different scales. Although these whole drawings may differ in similarity, they are the same digit in human recognition. In this case, it is difficult for non-scale-invariant descriptors to yield a correct correspondence even with scale normalization. As a result, such descriptors frequently fail to find the correct correspondence between their shapes. Accordingly, the purpose of this paper is to provide a scale-invariant descriptor that copes well with this problem.
A Novel Local Descriptor
We have explained that conventional descriptors cannot deal with shapes, parts of which are drawn with different scales, even when scale-normalization is applied in advance. In this section, we present a novel local descriptor to manage such shapes.
Mixture of von Mises Distributions
Neither the DS nor the SC is scale-invariant, because they depend on the distance between sample points of a shape. Our descriptor refers only to an angle of deviation, and hence it is obviously scale-invariant. The proposed descriptor expresses the local distribution around a sample point by a mixture of von Mises distributions (vMDs) [13] , [14] . With θ measured in radians, let f be the vMD defined as
for any θ 0 and m > 0. As shown in Fig. 3 , the vMD is periodic with period 2π, and its parameters θ 0 and m correspond to the mean and concentration of the distribution, respectively. For any shape S, the mixture of vMDs around p ∈Ŝ under a fixed m is given by
where ang (q − p) denotes the angle of deviation determined by the angle between the x-axis and the vector q−p. Figure 4 illustrates the angle of deviation. Since the mixture of vMDs is a probability distribution, we can use an arbitrary measure of probability distributions to calculate the MCF. Now, we employ the symmetric divergence (for an example, see [15] ) to define the MCF of the mixture of vMDs as follows. For all p ∈Ŝ 1 and q ∈Ŝ 2 , 
where D is the information divergence, for example,
Other typical measures of probability distributions should be the relative entropy [14] and the RDSP [15] . In fact, we tested these measures in the experiments in Sect. 4, and obtained the almost same results as the symmetric divergence. Hence, in this paper, we use the symmetric divergence to represent a measure involved in the MCF. Since the mixture of vMDs is scale-invariant, if the original whole shapes are similar, then they are the same in terms of matching with the mixture of vMDs. Furthermore, since the mixture of vMDs is a local descriptor, even if parts of each original shape are drawn with different scales, it is effective for matching shapes with such similar parts.
Remark 1 (Measure Selection):
The optimality of measures is strongly application dependent. So, whenever considering an application of shape matching, we need to select an appropriate measure. If there is some knowledge about ideal properties of the MCF in the application, then we might select an effective measure using the most of the properties. For example, if the MCF needs to be symmetric taking an application into account, then we have to use a symmetric measure such as the symmetric divergence. In addition to being symmetric, if the MCF needs to satisfy the triangle inequality, then the RDSP should be better. Thus, we could select an appropriate measure when ideal properties of the MCF is available.
Remark 2 (Rotation Invariance):
The mixture of vMDs is not a rotation-invariant descriptor. However, we can provide a rotation-invariant matching by sliding the mixture of vMDs along the θ-axis, that is, by defining the MCF by
instead, where for example, means
Implementation
Since the mixture of vMDs in (12) is a continuous function, it needs to be discretized in the implementation. Since the vMD has period 2π, we consider it over the discretized interval defined by
Substituting Θ T for the domain of the vMDs gives the following approximations of (11) and (14):
These approximations are used in the experiments. 
Examples of Shape Matching
Using line drawings of the same class, we show that our descriptor can deal with shapes, parts of which differ in scale. The scale normalization and sampling preprocesses used here are as follows.
Scale Normalization: Scale normalization is performed by magnifying or reducing the whole shape so as to make its bounding box a fixed area of 40000 in keeping with the aspect ratio of the box. This is done before sampling. (a) Sample points of a query shape.
(b) Sample points of a database shape.
Fig. 7
Correspondence produced by the DS MCF.
(a) Sample points of a query shape.
(b) Sample points of a database shape. Sampling: Sampling implies uniformly extracting 21 points from each shape to create its sample set. Figures 7 and 8 show examples of sample points obtained through both scale normalization and sampling of the drawings in Fig. 2 (b) with the DS and SC, respectively, applied to these. Meanwhile, since the mixture of vMDs is scale-invariant, it does not require shapes to be scalenormalized. Thus, the mixture of vMDs was applied to the sample points shown in Fig. 9 , obtained through sampling only.
The left shape in each example is called a query shape. The right shape, which is a deformation of the query shape, is called a database shape. We employed the MCFs for the 10-DS, SC, and mixture of vMDs to obtain the optimal cor-(a) Sample points of a query shape.
(b) Sample points of a database shape. Fig. 9 Correspondence produced by the MCF for the mixture of vMDs.
respondence in terms of (1) between the query and database shapes. The parameters for the 10-DS, SC, and mixture of vMDs were set so as to achieve the best respective performance. Concretely, the parameters in each descriptor were determined by running a number of trials with different parameter values. In computing the mixture of vMDs, m = 10 and T = 30 were used.
The resulting correspondences are shown in Figs. 7, 8, and 9, respectively. The sample points of the query shape are labeled with successive numbers between 1 and 21. The numbering of a sample point on the database shape implies a correspondence with the point with the same number on the query shape. Unnumbered points on a database shape have no correspondence with points on the query shape. We see that only the mixture of vMDs yields the correct correspondence. Although the scale-normalized shapes were used differently from those to which the mixture of vMDs was applied, we confirm that the 10-DS and SC failed to find the correct correspondence (see, for example, points labeled 3, 7, and 9 in Figs. 7 (b) and 8 (b) ). One reason for the poor result using the DS is that this descriptor is basically meant to be used to find a one-to-one correspondence, and not the many-to-one correspondence discussed here. These results suggest that our descriptor copes with the scale effect problem explained in Sect. 2.3.
Experiments
Using two shape data sets, we compared our descriptor with several conventional descriptors.
Drawing Data Set
The drawing data set available from [16] is a set of symbol shapes. Figure 10 shows all the line drawings in the data set, which consists of 100 shapes, each of which is classified into one of 25 classes. There are four shapes in each class. We employed the MCFs for the 10-DS, SC, and mixture of vMDs to calculate the dissimilarity in (3). In addition, for reference purposes, we compared all the above descriptors and the integral invariant (INI) descriptor [11] . This comparison examines the differences between matching methods for ordered and unordered shapes. Since shapes used in the INI are required to be ordered and closed, we provided a reasonable order of the shape points using the recorded time of each point and made the shapes closed by simply connecting the first and last points of the shape points in keeping with the INI. In contrast to the matching schema based on a search with MCFs, matching with the INI is based on dynamic programming. The scale normalization and sampling performed here are the same as those discussed in Sect. 3.3. We should note that the second term in (3) is always zero in this case, because all the shapes have the same number of sample points. Moreover, the parameters for the 10-DS, SC, INI, and mixture of vMDs were tuned to achieve the best respective performance. In computing the mixture of vMDs, m = 10 and T = 30 were used.
Each shape was used in turn as the query shape, and matched against all 100 shapes. The retrieval rate was computed by counting the number of shapes in the same class that were found in the first five most similar matches (top five matches). Since the number of shapes in the same class is at most four, the total number of correct matches, when all the shapes are selected in turn as queries, is at most 400. Thus, the overall retrieval rate for the top five was calculated as the ratio of the number of actual correct matches to 400. The retrieval rate for the top ten was defined similarly. The effectiveness of the local descriptor is measured by the retrieval rate, which is frequently employed in shape retrieval evaluation (see [9] , for example). Table 2 gives the resulting retrieval rates for the four descriptors. The values for the 10-DS, SC, and INI in parentheses indicate the retrieval rates derived from the shapes obtained through sampling only. These values imply that scale normalization improves shape matching. We confirm from the table that our descriptor is more effective in shape retrieval than the 10-DS, SC, and INI. Figures 11, 12 , and 13 show examples of the resulting correspondence obtained by the 10-DS, SC, and mixture of vMDs, respectively. The database shape in each example is a deformed query shape drawn by transverse stretch. Again, we see that only the mixture of vMDs produced the correct correspondence. Thus, our descriptor is relatively insensitive to a shape being stretched, because it does not depend on the distance between sample points, but exploits only the angle of deviation in (12).
Gesture Data Set
The gesture data set available from [17] consists of 17 query shapes and 980 database shapes of hand contours. Figure 14 shows the query shapes, each of which depicts a gesture. Each database shape is classified into one of the 17 gesture classes represented by the query shapes. In this data set, the numbers of database shapes in each of the classes are different. We employed the MCFs for the 20-DS, SC, INI, and mixture of vMDs to calculate the dissimilarity in (3). The scale normalization is the same as that discussed in Sect. 3.3, and we uniformly extracted 40 points from each shape in sampling. Moreover, the parameters for the four descriptors were tuned to achieve the best respective performance. In computing the mixture of vMDs, m = 9 and T = 30 were used. Each query shape was matched against all 980 database shapes. The retrieval rate was computed by counting the number of database shapes of the same class that were found in the first 30 most similar matches. The overall retrieval rate for the top 30 was calculated as the ratio of the number of actual correct matches to the total number of possible correct matches. The retrieval rates for the top 40 and 50 were defined similarly. The effectiveness of the local descriptor is measured by the retrieval rates. Table 3 gives the resulting retrieval rates for the four descriptors. In addition, similar correspondences to Figs. 7-9 and Figs. 11-13 were observed. Again, we confirm from the table that our descriptor is more effective in shape retrieval than the others.
Conclusion
We presented a scale-invariant descriptor defined as the mixture of vMDs. Using various shapes in the drawing and gesture data sets, we showed that our descriptor can handle shapes, parts of which are drawn with different scales, and it is more effective in shape matching and retrieval than several conventional descriptors.
Just as the parameter settings of the conventional descriptors, such as the DS, SC, and INI, have a great influence on their performances, so that of the mixture of vMDs has a great influence on its performance. So, establishing an effective method for finding good parameters of the mixture of vMDs is an important future work.
