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The topic of this thesis is control and estimation over unreliable com-
munication networks such as wireless network. It is assumed that the plant and
control unit are connected though unreliable channels. We considered the prob-
lems of estimation and control under two dierent protocols. In the TCP-like
protocol, where the control unit provides acknowledgments successfully delivered
of the packets, while the acknowledgments are absent in case of UDP-like proto-
col. This thesis investigates techniques for designing linear quadratic Gaussian
LQG controller and estimation schemes subject to packet dropout using state and
output feedback. Firstly, LQG optimal controller is designed using optimal the-
ory based on Linear quadratic regulator and a discrete Kalman lter with packet
dropout according to Bernoulli process. Necessary and sucient conditions to
guaranty stability are stated. Then estimation schemes are elaborated for a class
of networked control system with nonstationary data lost. Two observer based
stabilizing controller of networked control systems (NCSs) are designed in case
of zero input and hold input strategies. Sucient conditions for stability are de-
x
rived in terms of using linear matrix inequality (LMIs). Theoretical analysis and
simulation results are presented using MATLAB software for several numerical
examples.
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Chapter 1
INTRODUCTION
1.1 Overview
Communications and control theories are extremely attractive topics with a
slight intersection. However, these two problems had been addressed indepen-
dently up to 1990s due to the fact that the assumption of signal transmission
through the communication channel was implemented with innite precision
in the value for state estimation and control. Hence, the system is operating
well usually when the design and the analytic have been made easier over large
bandwidth systems. In its traditional, control design considers with assumption
1
2that system observations, which are observed by a sensor are feedback, without
failure through innite bandwidth transmission channels to estimation/control
unit where an estimator estimates the state of the operation process. This es-
timate is directed to a controller to optimize a quadratic cost function. Then
a control packet is transmitted to an actuator in the process side to make ac-
tions, see Fig 1.1. In particular, control and observation packets are sent via
a communication path with a limited capacity according to system constraints
and limitations. This becomes a problem for large systems that have a massive
number of packets need to be transmitted immediately. For instance, the com-
munication bandwidth of large-scale control systems for platoons of underwater
vehicles design is severely limited, see [2].
Figure 1.1: A basic traditional control systems structure
In addition, these issues rising and become dicult in the state estimation/control
theory with numerous sensors and actuators sending and receiving signals though
3the same communication network due to the fact that the controller/state es-
timator only can be observed the transmitted consequence of nite-valued. As
a result, complex control systems usually severe from data time delayed, irreg-
ular, time-varying, and packet dropout. Moreover, data transmitted might be
dropout because congestion, unreliable nature of the link or protocol malfunc-
tions. These are considered as weakness of the control and estimation theory,
which assumption that the signal processing and transmission need to be per-
formed instantaneously [5]. In addition, the eect of time delay and data loss on
the performance of the networked control system is studied by many researchers.
The bandwidth limitation and packet size constraints is considered for the com-
munication network [28]. It is known that large size packets are separated into
small packet according to the packet switched networks. As a result, multiple
packets must be transmitted via the communication path. However, for better
performance sensing or actuation packets should be combined in large packet
and transmitted as single packet. Moreover, the suitable and the correct prob-
lem formulation of networked control systems (NCSs) model is very important
in state estimation and control design through NCS systems. In particular,
several problems of state estimation, control design, and stability analysis over
communication links are studied and solved for discrete time model in most of
the research.
Networked Control Systems (NCSs) are closed loop control systems, composed of
various types of actuators, controllers, and sensors connected together through
any communication network. This communication media may be wired or wire-
4less. In general, controllers and actuator are event driven while sensors are time
driven. Although, event driven nodes reduce the time delay, but generate a
diculty in the analysis result in time varying systems.
Many approaches have been used to derive the optimal control law for discrete
time systems with quadratic objective function when the NCSs have Lossy links.
For particular information structures, most of the previous works developed the
optimal control law based on dynamic programming approach for dierent pro-
tocols Transmission Control Protocol TCP and User Datagram Protocol UDP
such as in [1, 2, 10, 12, 15, 16]. In addition, some estimation algorithms for a
class of networked control systems for unreliable communication channels have
been investigated for UDP-like protocol with random data lost,[37, 41, 39, 38].
Examination of the key issues involved in controller and estimator design, when
measurements and control packets are randomly lost due to unreliability of com-
munication links. It is known that there are two actions for the actuator when
the control packets lost. In the rst case, the "last available control" is ap-
plied, called hold-input strategy [17, 42, 45, 46], while in the second case, "zero
control" is applied, called zero-input strategy [1, 17, 41, 44].
In this thesis, sensors, actuators, and controller are assumed to be time driven
rather than even driven [21]. Moreover, this thesis presents some approaches,
in one chapter, to design linear quadratic Gaussian LQG problems for both
TCP-like and UDP-like protocols, where LQGs are used to optimize the innite
horizon cost function based on standard LQR optimal techniques. In addition,
our approach diers drastically, in which the data transmission is assumed to
5be nonstationary packet dropout. Researchers also studied the problem of non-
stationary delay, see [71, 72].
1.2 Fundamental Issues of NCSs
1.2.1 Band-Limited
It is well known that there is specied bandwidth of any communication channel
as result of that packet size, bit rate and amount of transmission are limited.
These constraints aect the stability and the overall performance when large
size packet or huge amount of information need to be transmitted per unit of
time. In addition, the quantization eects on NCS stability and performance
are ignored.[36]
1.2.2 Time Delay
Transmission data through communication channels suers from networking de-
lay, processing delay, and waiting delay. These factors has salient impacts on
the system performance and can be gone to instability.
61.2.3 Packet Dropouts
This issue is our work mainly concerned. Usually packet suer from trans-
mission delay during transmission and sometimes Long transmission delay is
considered as packet dropout. Packet loss has worse impacts on the stability
and the performance of the control system. Data transmitted may be lost as
result of congestion on the path, unreliable nature of the link or protocol mal-
functions. In TCP-like protocol, acknowledgment of packet reception is used,
the transmitter knows if the sending packet is received or not. Even though
retransmission mechanisms is used in TCP case, but sometimes it is not enough
to deliver the lost packet due to time limitations. However, in UDP-like proto-
col the acknowledgment of packet reception is absent. So the receiver and the
transmitter do not know if the sending packet is received or not, [34].
1.3 Why Networked Control Systems (NCSs)?
Networked control systems is a rising area in modern control engineering and
applications, that give exibility and the opportunity for companies to reduce
the overall operation cost, where the companies can site their most expert con-
trol and maintenance engineers in one control facility like in London, and their
control systems located abroad such as in India, China, or Korea. Although,
NCSs are still an academic research, however, the interaction between com-
munication and control is an interesting subject. NCSs are already used in
7some manufactures such as aircraft, automobile, and health care systems, see
[3][5]. In mathematical electrical engineering, a new chapter is concerned about
the communication and control systems. In fact, numeric of control strategies
emerging from classical control theory are considered for NCS systems like PID
control, adaptive control, optimal control, robust and intelligent control as well,
that might make the control over network challenge as given in [4]. This the-
sis presents that at each time k the plant send measurement (sensing) packets
over a lossy communication links and the control unit send a control (actua-
tion) packet to the plant over a lossy network but with dierent probability
of link failure. Packets dropping network have studied when the transmission
media has probability to fail because of the congestion, unreliable of the link
or protocol malfunctions with negligible quantization eects. In addition, the
control/estimation could be performed instantaneously. It is known that packet
dropout normally degrades the performance of the NCS and result to instability.
The unreliable nature of the link from the sensor to the estimation /control unit
and from the later to the actuator are modeled by two independent identically
distributed (i.i.d) Bernoulli processes. The stability of the control system for the
NCS is approved in nite and innite horizon cases of both transmission control
protocol TCP and user datagram protocol UDP, as given in [1][6][15] [8], and
the state-feedback gains are mode-dependent, where many control techniques
are used to calculate the state-feedback gains.
81.4 Thesis Objectives
The main objectives of the thesis are to
 To design Linear Quadratic Gaussian (LQG) controller using optimal the-
ory. In addition, the analysis of a discrete Kalman lter will be considered
in details.
 To design an observer based stabilizing controller with nonstationary packet
drops out on both directions. Furthermore, two compensation strategies
will be used to compensate the control packets dropouts. In addition, a
modied feedback controller will be used in our case.
1.5 Problem Statement
1.5.1 Plant Model
In this thesis, we consider a discrete linear time-invariant (LTI) system. The
plant consists of one or more output elements (sensors) and one or more input
elements (actuators). The state-space model of the system subject to packet
dropout is described by
xk+1 = Axk + kBuk + wk; k = 0; 1; 2:: (1.1)
9yk = kCkxk + vk (1.2)
where xk 2 <n is the state vector, yk 2 <p is the measured output by the
sensors, uk 2 <m; is the control input that applied by the actuator. wk 2 <q
is the input disturbance while vk 2 <p is the measurement disturbance, which
are independent zero mean second-order random vectors and also independent
of k and k. The unreliable of the links from sensor to the controller/estimator
unit and from the later to the actuator are modeled by two i.i.d. Bernoulli
processes k and k respectively. The model matrices are, the dynamic matrix
A 2 <nn, the control input matrix B 2 <nm; and the output observation
matrix C 2 <pn.
Pr(k) =
8><>: ^k; if k = 1;1  ^k = k; if k = 0:
P r(k) =
8><>: ^k; if k = 1;1  ^k = k; if k = 0:
The observer form is given as
x^k+1 = Ax^k + ^kBuk +Kk(yk   y^k) (1.3)
where Kk is the Kalman lter gain while x^k and y^k dene the estimated state
10
Figure 1.2: Lossy networked control systems structure [52]
and measurement respectability. The estimated measurement is given as
y^k = ^kCkx^k
We consider the quadratic cost function in nite horizon as where N > 0 is
a nite horizon, and the weighted matrices Q =QT 0 , where Q 2 <nn,
R =RT >0 , where R 2 <mm; and F =F T 0.
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1.5.2 Hold Input Scheme Model
To compensate the loss of the control packets using last applied control, the
plant model can be presented by
xk+1 = Axk + kBuk + (1  k)Bk + wk (1.4)
k+1 = kk + (1  k)uk (1.5)
The state variable k keeps track the last available control applied by the actu-
ator. The applied control input by the actuator in hold scheme according to k
is
uk =
8><>: uk; if k = 1;uk 1; if k = 0:
The state equation is
xk+1 =
8><>: Axk +Buk + wk; if k = 1;Axk +Buk 1 + wk; if k = 0:
and the observer based is considered as following for hold input method
x^k+1 =
8><>: Ax^k +Buk +Kk(yk   y^k); if k = 1;Ax^k +Buk 1 +Kk(yk   y^k); if k = 0:
12
1.5.3 Zero Input Scheme Model
To compensate the loss of the control packets by zero input, the plant model
can be presented by
xk+1 = Axk + kBuk + wk (1.6)
the plant will receive a control input from the actuator according to the random
values of k according to
uk =
8><>: uk; if k = 1;0; if k = 0:
Then, the state equation is written as
xk+1 =
8><>: Axk +Buk + wk; if k = 1;Axk + wk; if k = 0:
The observer based in terms of the zero input scheme can be written as
x^k+1 =
8><>: Ax^k +Buk +Kk(yk   y^k); if k = 1;Ax^k +Kk(yk   y^k); if k = 0:
As can be seen from the above equation, the compensation schemes are applied
when the control signal get lost. However, the compensation schemes are not
13
used to compensate the lost of the measurement signals
1.6 Thesis Organization
This thesis contains several chapters, the rst of which is the introduction. Chap-
ter 2 showing the previous work on NCSs plants subject to estimation and con-
trol theory that were developed. Chapter 3 contains linear quadratic Gaussian
controller design over lossy communication channels when observation noise is
available for both transmission control protocol TCP and user datagram proto-
col UDP. Chapter 4 is focused on a class of an observer based networked control
system with nonstationary packet Loss in terms of zero and hold input strate-
gies. In chapters conclusions will be drawn and directions for future research
will be presented.
Notations: The Euclidean norm j:j is used for vectors in the n-dimensional
space <n and we denote by jj:jj the corresponding induced matrix norm in <n.
The notation W t, W 1, m(W ) and M(W ) denote the transpose, the inverse,
the minimum eigenvalue and the maximum eigenvalue of any square matrix W ,
respectively. We use W < 0 ( 0) to denote a symmetric negative denite
(negative semidenite) matrix W and Ij to denote the nj  nj identity matrix.
Matrices, if their dimensions are not explicitly stated, are assumed to be com-
patible for algebraic operations. In symmetric block matrices or complex matrix
expressions, we use the symbol  to represent a term that is induced by symme-
14
try. Sometimes, the arguments of a function will be omitted when no confusion
can arise.
Chapter 2
LITERATURE SURVEY
2.1 Literature Review
With the rapid advance in the control engineering and its applications, net-
worked control systems (NCS) acquired a signicant attention currently because
of the advantages that NCS provide. The purpose of this section is to provide
background and motivation that make control and estimation problems over
communication networks subject to packet lost an interesting area.
In 2004s, Gupta Vijay [18], investigated an optimal linear quadratic Gaussian (
LQG) control problem when the sensor to the controller is unreliable link where
15
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the measurements packets drops randomly according to a Markov chain. Packet
dropout was modeled by a switch. It was shown that, the separation principle
exists between the optimal estimate and the optimal control law. The stability
and performance analysis of the algorithm were compared to other methods
presented in the literature.
In [20], a mutual analysis of control and coding for stability and performance
of remotely an LTI plant over communication links was studied. Further, the
authors considered stability of the dierential entropy and mean-square stabil-
ity of the state estimation error with the requisite communication rate. It was
shown, the optimal control law which optimizes a quadratic performance objec-
tive function is linear function of the estimated states. The separation principle
is hold as a result of that. Its solution was dependent on the individual de-
sign of the estimator and the LQR controller. Researchers also reported that
the communication rate requirements was impacted by the estimation problem
when the measured state was quantized.
In [21], dierent policies for a stochastic control with a xed end-time were
investigated. It was focused on distinction between feedback and closed-loop
policies in stochastic control. When the control has a dual eect the feedback
policy can only be actively adaptively. In addition, the separation principle
holds has been expanded if the certainty equivalence property formerly known.
A controller and an estimator can be designed separately.
Great attention has been paid to a solution of the innite horizon control. Gen-
17
erally, a discrete time linear system and a performance index were studied with
independent stochastic parameters. Compared with properties of the determin-
istic systems, authors introduced that mean square m.s. stabilizability property
was a stronger condition while m.s. observability property was a weaker condi-
tion. It is presented that, if the system is m.s stabilizability the innite time
problem will has a solution. Furthermore, the solution will be unique even when
it is m.s. observability as well. On the other hand, m.s. observability does not
guarantee the existence of the solution, see [24].
In [19], the authors proposed an LQG optimal control problem for scalar models
under network limitations, where the quadratic objective function was extended
to involve a quadratic penalty for communication where the optimization prob-
lem has to be quasi-convex in the output matrix C. However, with assumption
that, the system was unstable, the problem was convex. The problem was g-
ured out in a computationally ecient way using semidenite programming.
In [12], they discussed the problem of a discrete LQG under transfer control pro-
tocol (TCP) where measurements and control packets can get lost over sensor to
estimation/control unit and from the later to the actuator respectively. Packets
dropout are on both direction because of unreliable features of the communi-
cation links. It is will known that in TCP-like protocol case, the transmitter
receive an acknowledgment whether the sending packet received or not. How-
ever, authors investigated the problem when the acknowledgment was always
available for the control packet reception. Besides, LQG optimal control was
established to be a linear function of the state. It was shown, the existence of
18
critical arrival probabilities could not able to stabilize the system. Moreover, a
stochastic Linear system is studied with intermittent measurements. This model
is described by
xk+1 = Axk + Buk + wk
yk = (Cxk + vk)
where xk is the state vector, yk is the measured output by the sensors, uk; is the
control input that applied by the actuator. wk and vk are the process and the
observation disturbance. Two i.i.d. Bernoulli random processes,  and  , are
used to model the unreliable of the communication channels from sensor to the
controller/estimator unit and from the later to the actuator respectively.
In [16], authers extended the work of [12] to the case of LQG optimal controller
over user datagram protocol ( UDP), and they proved that the control law was
generally nonlinear. Furthermore, the separation principle is not hold any more
whereas the acknowledgment of the control packet reception was missing. It was
present that, UDP-like protocols provided a much more complex scenario than
TCP-like protocol with impractical solution.[23, 1] However, the UDP optimal
controller is linear when the output matrix C is invertible and there is no output
noise as a special case.
In [1], linear quadratic regulator control problem for a discrete-time linear sys-
tem was introduced when several of the observation and the control packets
were lost. It was assumed that the packet may be lost with two simple indepen-
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dent Bernoulli random processes, and there was no observation noise. Moreover
the structure of the controller counted on the features of the communication
networks. Researchers focused on design of LQR optimal controller using dy-
namic programming approach with quadratic cost function in nite and innite
horizon. The control law is linear with state when the acknowledgment was
always available. Sucient and necessary conditions of mean square stability
were derived. The plant is presented by a discrete LTI model as
xk+1 = Axk + kBuk + wk
yk = kCxk
where xk 2 <n is the state, yk 2 <p is the output, uk 2 <m; is the control
input. wk 2 <q the input noise. However, the authors assumed that there was
no observation noise. The random variable k is the probability of the control
signals to be lost while k is the probability of the observation signals to get
lost.
Generally speaking, an LQG optimal control for networks with a lack of packet
acknowledgment such as the UDP-like case cause analytical complications. In
fact, the controller design is aected by the shortage of delivered acknowledg-
ment. On the other hand, the LQG controller is considered linear if assuming
there are no measurements noise sent whenever the measurement packet ar-
rives, i.e. output matrix C is invertible and weighted R = 0. Additionally, for
UDP-like protocols the critical arrival probabilities for the control and obser-
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vation channels were coupled. Otherwise, the critical arrival probabilities for
the control and observation channels are independent for TCP-like protocols.
In particular, the UDP protocols were considered as the exclusive solution for
extremely lossy channels that guarantee successful delivery of acknowledgment,
see [23].
Besides the models established above, single input single output SISO, LTI sys-
tem was investigated with one-degree-of-freedom control architectures via lossy
communications links. Also, signals might be lost across erasure links with i.i.d.
Bernoulli random process. It was shown that the result of [73] was extended
by considering additional i.i.d. noise channel instead of the the analog erasure
channel, where the controller was designed consequently. A necessary and su-
cient conditions were derived to ensure m.s. stability. In fact, output feedback
controller was designed over UDP like protocols, see [11]
In [14], optimal estimation problem over lossy communication channels were
studied. The control packets, the observation packets in addition to the acknowl-
edgment packets were subject to loss. Packet drop properties were considered
as unknown i.i.d. Bernoulli random variables. Furthermore, the focus of that
research was to design suboptimal control in terms of linear matrix inequalities
(LMIs) with the present of uncertain networks constraints.
In [15], an LQG optimal via TCP-like unreliable communication networks was
considered. Also, all the transmission packets which were damaged sited as i.i.d.
Bernoulli processes, see e.g. [43]. Moreover the work in [41] was extended to
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multi -input -multi -output (MIMO) communication channels. It was shown
that the separation principle was hold, and the optimal control law was linear
function of the estimated state. Sucient and necessary conditions for systems
stability for innite horizon LQG control were given in form of LMIs.
In [17], zero input and hold input schemes were investigated, which are compen-
sation schemes that normally used to compensate the fate of the control input
packets. Bernoulli random processes were used to model the fate of the trans-
mission packets. In zero input scheme, in which zero control is applied by the
actuator when the control input is lost. Nevertheless, the last available control
input is applied in case of hold input scheme. For control applications, the linear
quadratic performance for both compensation schemes using a static feedback
were analyzed. As a conclusion of that, although zero input strategy was used
widely to simplify mathematical problems, but no one of these compensation
scheme was considered as the best strategy for most of the systems.
In [10], authors proposed an LQG discrete problem in two events using dynamic
programming approach. Firstly, the acknowledgment are available constantly,
where the optimal control law considered using hold input strategy was linear.
In the second the event, the acknowledgment can be lost, in which zero input
strategy was considered for simplifying the optimal control problem due to the
fact that the optimal control law was nonlinear and the separation principle was
not hold. As result, a suboptimal LTI approach was investigated. In addition,
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the plant was assumed in the following form
xk+1 = Axk +Bu
a
k + wk
yk = k(Cxk + vk)
uak is the actual control input applied by the actuator under zero and hold
strategies.
An estimation LTI stochastic problem over erase communication channels for
both TCP and UDP protocols was studied. For TCP-like protocol, the impact
of packet retransmissions and acknowledgment mechanisms on the system sta-
bility and performance were discussed. A comparison between UDP and TCP
protocols was shown in two cases. In the rst case, while a single sensor device
communicated via a single path, TCP protocol provided better exhibit than
UDP. In the second case, multi sensors communicated across communication
channels, UDP protocol provided better exhibit than TCP protocol, see [39]
In [37] and [38], estimation strategies over unreliable networked without packet
acknowledgment (e.g. UDP) were studied. It was shown that the standard
observer strategy could not be used in case for user datagram protocol due to the
lack of acknowledgment packets. The main of that works was focused on design
of simple estimator involved of mode and state observer where the measurement
packets were assumed to be regularly delivered to the control/estimation unit.
Furthermore, a discrete time has been modeled using Jump Linear System to
pick up the lost control packets. Moreover in [38], the system was supported by
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an additional control input to ensure recovering the lost control packets . After
that, in [52] the works of [37]and [38] were extended in case the measurement
packets randomly dropped out through a lossy network. Hence, the discrete
linear system is described by
xk+1 = Axk + kBuk + wk
yk = k(Cxk + vk)
Moreover, they assumed that there were two estimators, one to estimate the state
and the other to estimate the fate of the control packets. The state estimator is
considered as
x^k+1 = Axk + kBuk + kLk(yk+1   y^k+1)
where y^k is the estimated output. Furthermore, the fate estimator is given by
^k = argmin kyk+1   y^k+1k2
this fate observer is used to determine the value of ^k
In [55], the authors have considered a model predictive control MPC technique
over lossy communication network. Interestingly, MPC method has the feature
to be a good explanation for the networked control systems constraints, in which
future control packets are sending at the last control input. In fact, the com-
pensation strategy here was totally dierent in its compensate to the fate of the
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control packet by the future control input packet. Moreover a switching strategy
was used to swap various control laws.
In [40] the focus of the research was on the important of packet acknowledgment
and its impact on the communication between the controller/estimator unit and
the plant. To present these aects, a discrete LQG control was investigated
across a lossy channels with two strategies of packet acknowledgment. Firstly,
packet delivered is acknowledged under TCP-like protocol. Hence, the control
system is linear and the separation principle between the controller and the
estimator is hold. In the second case, packet received does not acknowledged
under UDP-like protocol. It is shown that the separation principle between the
controller and the estimator does not hold. The performance and stability are
aected due to the control system nonlinearity.
Recently, In [30] a problem of kalman lter state estimation over wireless sen-
sor networks (WSNs) with the eect of unmatched sensors connected via NCS.
These sensors usually generate measurements disturbances,that transported with
measurements packets to a fusion center. This research was focused on using
partial broadcasting policy to optimize the estimation error covariance. More-
over due to the issues of data lost, battery power, and bandwidth limitation,
partial broadcasting policy could not be an optimal method. As result of that,
a good-sensor-late-broadcasting was investigated using nite horizon LTI dis-
crete system in case of perfect packet transmission without lost. There are
several researches about the optimal estimation and kalman lter estimation,
see ([13],[47],[48], [49], [50], [51], [53], and [54])
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2.2 Stability Criteria of NCSs
Generally speaking, stability analysis of the networked control systems under
networking constraints is a fundamental problem. This section addresses the
stability of feedback loops that are closed over a network with time delay and
package dropout constraints. In fact, there were various technique developed to
establish the stability condition for NCS's with dierent assumptions. As given
in [25], time delay normally exists in most communication network. In particu-
lar, transmission delay takes place on both paths from sensors to controllers as
well as from controllers to actuators. It is well know that time delay can debase
the performance of control systems and may take the system to unstable side. In
addition, long delay of a packet was considered as packet dropout after a spec-
ied time. On the other hand, packet dropout might be occurred on an NCS
tfully when there are link failures or congestion result in buering problem. In
order to avoid these problems, the vast majority of transmission protocols were
supplied by retransmission mechanisms, in which the lost packet was retrans-
mitted until it successfully delivered such as in TCP -like. However, there are
limited time for retransmission process, otherwise the packet was considered as
dropped.
In [27], the conditions mean square m.s. stable were studied of lossy undisturbed
NCS. In the main of this work, authors concentrated on data lost because net-
working errors such as network congestion. It was shown that the uncertainty
threshold principle was employed to clarify the stability under certain condi-
26
tions. In particular, they discussed the impacts of applying the retransmission
strategy and do not applying on the system stability when some packets got
lost.
In [28], a stabilization strategy for a class of unreliable networked control systems
was investigated. The unreliable features of the communication channels were
considered as erase channels. It is well known that control gains aected by
the trade o between packets dropout and instability parameters. Particularly,
researchers extended the work in [22] for addressing upper dimensional dynamic
system under satised conditions.
More specically, an exponential stability with a dynamic output feedback con-
trol was discussed under the inuence of time varying delays and data lost .
Data lost may occur on both direction sensor to controller and the latter to the
plant. The asynchronous dynamic system theory , Lyapunov principle, and LMI
methods were accomplished for the control system stability analysis. Further-
more, the conditions of negative semi-denite matrix with exponential stable
and control design were studied, see [31].
In [32], try-once-discard (TOD) control protocol was considered for MIMO net-
worked control systems, in which several autonomously sensors and actuator
were connected to the network. Primarily, mathematical analysis was done for
global exponential stability for TOD protocol and the traditional protocols (e.g.
statically scheduled protocol) as well. First of all, authors established a con-
troller design for TOD protocol to study the impacts of networks constraints on
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the performance of system. After that, the system performances for both TOD
control protocol and statically scheduled protocol were compared.
In [33], stability analysis of NCS via output feedback control was studied when
data packet lost and packet time delay could be occurred through the networked
control system links. Based on Lyapunov function method, the sucient con-
ditions of stability of NCSs were investigated by using asynchronous dynamical
system (ADS) approach. The idea of this could be found in Nilsson's Ph.D.
dissertation [26].
In [42], the problem of stability analysis and controller design were studied based
on a new model of the NCSs with single and multiple packets transmission. As
considered in the previous works, transmission data may be get lost when the
packet sending from sensor-to-controller as well as from the later-to-actuator.
However, the feature of data dropout characterized by two dierent independent
Markov chains. Sucient and necessary conditions for stochastic stability were
obtained via LMIs.
In [6], the author investigated a discrete LQG optimal problem across analog
erase communication links to study the eects of the acknowledgments (e.g.
TCP) using smart actuator and global actuator which do not have direct access
to the plant. They concluded that, although the acknowledgment with smart
actuator can provided several processing alone, it could not upgraded the stabil-
ity performance region better than that for the global actuator, see also [5]and
[7].
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[29] considered a NCS architecture where the plant normally was nonlinear,
in which a packetized predictive controller uses over lossy network aected by
signal loss. It was shown that the input to state stability was guaranteed by
determining the value of the turning parameters of the control system design,
in which packet lost became limited. Furthermore, the eect of the disturbance
on the constrained nonlinear system has been investigated.
In the next chapter we will consider problems of discrete linear quadratic Gaus-
sian when the transmission data packets prone to failure because of the unreliable
communication channels using hold and zero input strategies.
Chapter 3
LINEAR QUADRATIC
GAUSSIAN (LQG) DESIGN
3.1 Introduction
In this chapter, we introduce an optimal control problem of discrete LTI system
with a quadratic cost objective function. As noted in the literature review,
linear quadratic (LQ) methods are one of the most useful linear optimal control
approaches. It is well known that in LQ methods, a quadratic objective function
is optimized to get a suitable state feedback gain Gk through minimizing the
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estimation error covariance. In fact, the linear quadratic regulator (LQR) is used
when all the true state available for the control. This problem increases for high
order systems and when the control systems contain noise due to the fact that
we can not nd the exact states. Hence, the linear quadratic Gaussian (LQG)
solves that problem by estimating states using a kalman lter, so there is need to
evaluate all the states. Consequently, the classical LQG is LQR linked together
with a kalman lter to eliminate input Gaussian white noise and to estimate
state, see [56][57]. Broadly speaking, we are concerned in the design of linear
quadratic Gaussian over unreliable communication networks. The unreliable
features of the channels are modeled by a Bernoulli stochastic process. The
stability of the control system for the NCS is proved in nite and innite horizon
cases of both transmission control protocol TCP and user datagram protocol
UDP, also see [10, 12, 1, 2]. In particular, we extend the work of [1] and [10]
further to the case where measurement noise is present. Our analytical approach
is based on the linear-quadratic optimal approach [57, 47, 48]. Furthermore,
we discuss the optimal control problem design in terms of both compensation
schemes hold-input and zero-input.
3.2 Problem Formulation
In this chapter, we are specically interested in the design of linear quadratic
Gaussian (LQG) controller using optimal theory. In addition, the analysis of
a discrete Kalman lter will be considered in details. It is known that there
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are two actions for the actuator when the control packets lost in terms of LQG
optimal control approach. In the rst case, the "previous available control"
is applied, while the second case, "zero control" is applied. In this work, we
assume the previous available control input will be applied by the actuator to
compensate the fate of control packets. The plant process given by a discrete-
time state-space model, is described in our work by
xk+1 = Axk + kBuk + (1  k)Bk + wk (3.1)
k+1 = kk + (1  k)uk (3.2)
The state variable k keeps track the last available control applied by the actu-
ator. We can write this system in a new state space form as follows
xk+1 =
264 xk
k
375
=
264 A (1  k)B
0 kI
375 xk +
264 kB
(1  k)I
375uk
+
264 I
0
375wk (3.3)
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In compact form, this is described by the discrete-time model
xk+1 = Akxk + Bkuk + Iwk
yk = kCkxk + vk (3.4)
where
A =
264 A (1  k)B
0 kI
375 ; B =
264 (1  k)B
kI
375 ; I =
264 I
0
375
where xk 2 <n is the state vector, yk 2 <p is the measured output, uk 2 <m
is the control input, wk 2 <q; vk 2 <p are respectively, the input and mea-
surement disturbances, which are independent zero mean second-order random
vectors and also independent of k and k. The stochastic processes k and k
are Bernoulli processes represent the lossy nature of the controller- actuator and
sensor- controller links respectively. Associated with system (3.4), the quadratic
performance function:
J = E[xTNF xN +
N 1X
K=0
xTkQxk + u
T
kRuk]
where N > 0 is a nite horizon, and the weighted matrices Q =QT 0 , where
Q 2 <nn, R =RT >0 , where R 2 <mm; and F =F T 0.
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3.3 LQG Optimal Control Over TCP Protocol
Consider the networked control system presented in gure 3.1. We aim to design
an optimal control policy that optimize the cost function for the best estimation
of error covariance.
Figure 3.1: An NCS structure with TCP-like protocol
3.3.1 Estimator Design
Tthe separation principle is hold and the optimal control policy is linear in case
of TCP-like protocol. As result of that the estimation unit of the controller can
be designed individually. For simplication, we assume Ck=kCk ,and wk= Iwk
then equation (3.4) becomes
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xk+1 = Akxk + Bkuk + wk (3.5)
yk = Ckxk + vk (3.6)
First, dene some variables as
^xk = E[xk] (3.7)
where the estimation error is
ek = xk   ^xk (3.8)
The estimation error covariance matrix is given as The noises wk, and vk are
uncorrelated i.i.d. processes with zero mean, and the covariance matrices corre-
sponding to the orthogonality principle is deduced as
E[ wTk wk] = Sw; E[v
T
k vk] = Sv
E[ wTk vk] = 0; E[xkv
T
k ] = 0
E[ wTk x0] = 0 (3.9)
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The a priori estimate of the process model is given as
E[xk+1] = AkE[xk] + BkE[uk] (3.10)
^xk+1jk = Ak ^xkjk + Bkuk (3.11)
from estimation error equation, we have
ek+1jk = xk+1   ^xk+1
= Akxk + Bkuk + wk   ( Ak ^xk + Bkuk)
= Akek + wk (3.12)
The a priori estimation error covariance can be calculated as
k+1jk = E[ek+1eTk+1] = E[[xk+1   ^xk+1][xk+1   ^xk+1]T ]
= E[[ Akek + wk][ Akek + wk]
T ]
= Akk A
T
k + Sw (3.13)
where the control input uk is considered as deterministic function. It is shown,
there are no dual eect between the estimator and the controller over the TCP
networks according to the separation principle, see [1, 12, 41].
Lemma 3.3.1 [41]: By using the algebraic operations , we have:
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1.
E[(xk   ^xk)^xTk ] = E[ek ^xTk ]
= 0
2. For 8 T > 0; the following fact is true
E[xTk T xk] = E[^x
T
k T ^xk] + tr(Tk)
proof 3.3.1 1.
E[(xk   ^xk)^xTk ] = E[xk ^xTk   ^xk ^xTk ]
= E[xk]^x
T
k   ^xk ^xTk
= ^xk ^x
T
k   ^xk ^xTk ; (from(3:7))
= 0
2.
E[xTk T xk] = E[(ek + ^xk)
TT (ek + ^xk)]
= ^xTk T ^xk + 2tr(T E[ek ^x
T
k ])
+tr(T E[eke
T
k ])
= ^xTk T ^xk + tr(Tk)
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The observer form of the Kalman lter is given as
^xk+1 = Ak ^xk + Bkuk +Kk+1[yk+1   Ck+1 ^xk+1] (3.14)
where
yk+1 = Ck+1xk+1 + vk+1
Rearranging the observer form we get
^xk+1 = Fk+1 ^xk+1 + Bk+1uk+1 +Kk+1yk+1 (3.15)
where Fk+1 = Ak+1   Kk+1Ck+1: The main idea here, we use kalman lter to
lter the observations through the part (yk+1  Ck+1 ^xk+1) so -called observation
innovation so as estimate the state ^xk to minimize the eects of the process and
observation distributions wk and vk respectively. The correction step of TCP is
given as
^xk+1jk+1 = ^xk+1jk +Kk+1(yk+1   Ck+1 ^xk+1) (3.16)
ek+1jk+1 = xk+1jk+1   ^xk+1jk+1 (3.17)
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For the prediction updating, we supposed that, the updating prediction is a
weighed linear function of the discrete system given in (3.12), and an observation.
^xk+1jk+1 = K 0k+1 ^xk+1jk +Kk+1yk+1
= K 0k+1 ^xk+1jk +Kk+1 Ck+1xk+1jk
+Kk+1vk+1jk (3.18)
K 0k+1 is gain matrix with dierent size from the Kalman gain matrix Kk+1.
when the prediction is unbiased:
E[^xk+1jk+1] = E[xk+1jk]
E[^xk+1jk+1] = K 0k+1E[^xk+1jk] +Kk+1 Ck+1E[xk+1jk] (3.19)
According to 3.20, and by assumption E[^xk+1jk+1] = E[xk+1jk], we have
I = K 0k+1 +Kk+1 Ck+1
K 0k+1 = I  Kk+1 Ck+1 (3.20)
then the updating of the prediction can be arranged as
^xk+1jk+1 = (I  Kk+1 Ck+1)^xk+1jk +Kk+1yk+1
= (I  Kk+1 Ck+1)^xk+1jk +Kk+1 Ck+1
^xk+1jk  Kk+1vk+1 (3.21)
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The principle unbiased prediction is represented in Appendix A. The a posteriori
estimation error covariance is described by
k+1jk+1 = E[ek+1jk+1eTk+1jk+1]
= E[[xk+1   ^xk+1jk+1][xk+1   ^xk+1jk+1]T ]
= (I  Kk+1 Ck+1)E[ek+1jkeTk+1jk](I  Kk+1 Ck+1)T
+Kk+1E[vk+1jkvTk+1jk]K
0
k+1
+2(I  Kk+1 Ck+1)E[ek+1jkvTk+1jk]K 0k+1
= (I  Kk+1 Ck+1)k+1jk(I  Kk+1 Ck+1)T
+Kk+1SvK
0
k+1 (3.22)
We can get the Kalman gain by dierentiating the trace of the estimation error
covariance matrix with respect to K.
L = minKK+1tracE[k+1jk+1]
= minKK+1tracE[(I  Kk+1 Ck+1)k+1jk(I  Kk+1 Ck+1)T
+Kk+1SvK
0
k+1] (3.23)
and setting the dierentiation of L equal to zero, we obtain
@L
@KK+1
=  2(I  Kk+1 Ck+1)k+1jk CTk+1
+2Kk+1Sv = 0
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Then, the Kalman gain matrix is
KK+1 = k+1jk CTk+1[ Ck+1k+1jk C
T
k+1 + Sv]
 1 (3.24)
To minimize the error covariance, we rstly rearrange the error covariance equa-
tion (3.23) as
k+1jk+1 = (I  Kk+1 Ck+1)k+1jk(I  Kk+1 Ck+1)T
+Kk+1SvK
0
k+1
= k+1jk  Kk+1 Ck+1k+1jk   k+1jk CTk+1K 0k+1
+Kk+1 Ck+1k+1jk CTk+1K
0
k+1 +Kk+1SvK
0
k+1 (3.25)
Substitute the Kalman gain matrix into the posteriori estimation error covari-
ance (3.26), we deduce
k+1jk+1 = k+1jk+1  Kk+1 Ck+1k+1jk+1 (3.26)
3.3.2 Controller Design
In this section, we investigate the optimal LQR control law by means of the
quadratic performance index
J = E[xTNF xN +
N 1X
K=0
xTkQxk + u
T
kRuk] (3.27)
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Applying Lemma 3.2.1 on the performance index function, we obtain
J = E[^xTNF ^xN +
N 1X
K=0
^xTkQ^xk + u
T
kRuk]
+
N 1X
K=0
[tr(Fk) + tr(Qk)]
= min
u
E[^xTNF ^xN +
N 1X
K=0
^xTkQ^xk + u
T
kRuk] (3.28)
Because of the trace terms are independent of the control input, so they will be
canceled when the quadratic function is minimizing, and we have assuming
^xN = ^xk+1
J = min
u
E[^xTk+1F ^xk+1 +
N 1X
K=0
^xTkQ^xk + u
T
kRuk] (3.29)
We have
uk = Gk ^xk
J = min
u
E[( Ak ^xk + Bkuk)
TF ( Ak ^xk + Bkuk)
+^xTkQ^xk + u
T
kRuk]
= min
u
E[(^xTk A
T
kF
Ak ^xk + u
T
k
BTk F Bkuk
+2^xTk A
T
kF Bkuk + ^x
T
kQ^xk + u
T
kRuk]
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By dierentiating with respect the control input gain and make it equal to zero,
we can get the state feedback Gk as
0 = BTk F Bku

k + B
T
k F Ak ^xk +Ru

k
uk =  (R + BTk F Bk) 1 BTk F Akxk
Then the state feedback gain is
Gk =  (R + BTk F Bk) 1 BTk F Ak (3.30)
3.3.3 Finite and Innite Horizon LQG control
The following theorems summarize the results for the nite and the innite LQG
optimal control problem over TCP protocol:
Theorem 3.3.1 Consider the system in (3.4) and (3.28), and assuming that
( A; S
1
2
w) to be controllable,( A, C) to be observable, and A to be unstable ma-
trix. Then there exists a critical observation arrival probability c such that
the expectation of estimator error covariance is bounded if and only if the ob-
servation arrival probability is greater than the critical arrival probability, i.e.
E[kjk]  M 8k , c < . where M is a positive denite matrix possibly
43
dependent on P0, see [58]
The proof is available in Appendix B. For innite horizon, where k 7! 1 as
N 7! 1, we assume the matrices Ak, Bk, Ck are time-invariant , and we deduce
Ak = A1 = A; Bk = B1 = B; Ck = C1 = C
xk = x1 = x; uk = u1 = u; vk = v1 = v
wk = w1 = w; Fk = F1 = F; Kk = K
Gk = G1 = G; QN = Qk = Q1 = Q; Pk = P1 = P
k = 1 = 
In fact, there are diculty to calculate the minimal of the objective function
analytically without a limit and the exception of the estimation error covariance
matrices E[k]. It is shown that the estimator gain does not converge to a
steady state value, however it is tightly time-varying result since it is a function
of a stochastic parameter k. It is well known that, the optimal LQG regulator
stabilize the system usually in case packets lost. The system become unstable
if the packets lost become below some certain threshold.
xk+1 = xk
= x1 = x
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e1 = x1   ^x1
e = x  ^x
= A^x+ Bu+ w   ( A^x+ Bu)
= Ae+ w (3.31)
1 = E[ek+1eTk+1] = E[[xk+1   ^xk+1][xk+1   ^xk+1]T ]
= [ Ae+ w][ Ae+ w]T
= A1 A+ Sw (3.32)
The observer form of the Kalman lter for the innite horizon system 1 is
given as
^x1 = A1 ^x1 + B1u1 +K1[y1   C1 ^x1] (3.33)
^x = A^x+ Bu+K[y   C ^x] (3.34)
Rearranging the observer form we have
^x = F ^x+ Bu+Ky (3.35)
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Where F = A  K C: The updating prediction at innite horizon gives as
E[^x1] = E[K 01 ^x1
+K1 C1x1 +K1v1]
^x1 = K 01 ^x1
+K1 C1x1 +K1v1
where K is the kalman lter gain
1 = (I  K C)E[eeT ](I  K C)T +KE[vvT ]K 0
+2(I  K C)E[evT ]K 0
= (I  K C)1(I  K C)T +KSvK 0 (3.36)
We can get the Kalman gain by dierentiating the trace of the estimation error
covariance matrix and make it equal to zero, we obtain:
L = min
K1
tracE[1]
= min
K1
tracE[(I  K C)1(I  K C)T +KSvK 0] (3.37)
@L
@K
=  2(I  K C)1 CT + 2KSv = 0 (3.38)
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Then, the Kalman gain matrix is
K = 1 CT [ C1 CT + Sv] 1 (3.39)
The quadratic performance index is
J1 = min
u
E[^xTF ^x+ lim
k!1
1X
K=0
xTQx+ uTRu]
= min
u
E[^xTK+1F ^xk+1 lim
k!1
1X
K=0
^xTQ^x+ uTRu]
+
1X
K=0
[tr(Qk)] (3.40)
Assuming
^xN = ^x1 = ^x
J1 = min
u
E[^xTF ^x+ lim
k!1
1X
K=0
^xTQ^x+ uTRu] (3.41)
The trace terms are independent of the control input, so they will be canceled
when the quadratic function is minimizing, and we have
J = min
u
E[^xTF ^x+
1X
K=0
^xTQ^x+ uTRu] (3.42)
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Therefore,
J1 = lim
N!1
min
u
E[( Ak ^x+ Bku)
TF ( Ak ^x+ Bku)
+^xTQ^x+ uTRu]
= lim
N!1
min
u
E[(^xTk A
T
kF
Ak ^xk + u
T
k
BTk F Bkuk
 2^xTk ATkF Bkuk + ^xTkQ^xk + uTkRuk]
By dierentiating with respect the control input gain and make it equal to zero,
we can get the state feedback gain G as
0 = BTk F Bku
 + BTk F Ak ^x+Ru

u1 =  (R + BTk F1 Bk) 1 BTk F1 Akx1
u =  (R + BTk F Bk) 1 BTk F Akx
Then the state feedback gain is given as
G1 =  (R + BT1F1 Bk) 1 BT1F1 A1 (3.43)
and
G =  (R + BTF B) 1 BTF A (3.44)
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Theorem 3.3.2 Studying the equations that are dened in (3.4) and (3.28) with
the assumptions FN= Fk= F , QN= Qk= Q; and RN= Rk= R, In addition, let
( A, B) and ( A; S
1
2
w) be controllable, and ( A, C) ( A; S
1
2
w) be observable. Besides,
max< and c< Then we have the following.
1. The optimal controller gain at innite horizon be a constant.
lim
k!1
G =  (R + BTF B) 1 BTF A (3.45)
2. The optimal estimator gain Kk, is stochastic and time-varying result in it
depends on the previous observation packets, that arrival sequence j when
j = 1! k
3. The expected minimum cost can be bounded. This theorem is available at
[41].
The proof of this theorem can be found in Appendix B. In this section, equations
the optimal LQG control over TCP-like protocol were derived in which the
estimator and the controller is designed independently due to the fact that the
separation principle is hold here using the standard Kalman lter. In the next
section, we are going to derive the same results for UDP-like protocol.
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3.4 LQG Optimal Control Over UDP Protocol
In this section, we investigate the LQG problem under UDP-like protocol. Fig-
ure 3.1. introduced a simply structure of NCS over UDP protocol. Hence, our
goal is to design an optimal control policy that optimize the cost function that
claim for the best estimation of error covariance. However, because of acknowl-
edgment missing in UDP-like protocol and due to the quantization impacts into
the networked control systems, there will be a dual eect between the estimator
and the controller. So the separation principle does not hold here. In particular,
the quantization impacts will not be considered. To show the dierence between
protocols with and without acknowledgments, we add a stochastic process  in
UDP-like case, and the expectation of this element E[] dene as ^:
Figure 3.2: An NCS structure with UDP-like protocol
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3.4.1 Estimator Design
We assume the discrete system as
xk+1 = Akxk +  Bkuk + wk (3.46)
The Kalman lter estimates of the UDP discrete system is given by
E[xk+1] = AkE[xk] +  BkE[uk] + E[ wk] (3.47)
^xk+1 = Ak ^xk +  Bkuk (3.48)
The estimation error is written as
ek+1 = xk+1   ^xk+1
ek+1 = Ak ^xk +  Bkuk + wk   ( Ak ^xk
+ Bkuk) (3.49)
ek+1 = Akek + (   ) Bkuk + wk (3.50)
the dierence (   ) is available at UDP-like protocol due to the fact that the
estimated value E[k] 6= k and E[k] 6= k result in the acknowledgment is not
available here. Therefore, we assume a random variable  at UDP-like protocol
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case. In addition, the standard Kalman lter is not used anymore in case of
measurement loss and the absent of the acknowledgment. Hence, the estimation
error covariance for UDP-like protocol is
k+1 = E[ek+1e
T
k+1] = E[[xk+1   ^xk+1][xk+1   ^xk+1]T ]
= [ Akek + (   ) Bkuk + wk][ Akek + (   ) Bkuk + wk]T
= Akk A
T
k + (1  ) BkukuTk BTk + Sw (3.51)
From the previous equation (3.51) and (3.52), It is found that the estimation
error and its covariance depend on the input control uk. As a result, there is
a dual eect between the estimator and the controller over the UDP networks,
and the separation principle is not valid anymore. However, we nd that the
correction step of the UDP-like protocol is the same as that for the TCP-like
protocol.
^xk+1jk+1 = ^xk+1jk +Kk+1(yk+1   Ck+1 ^xk+1)
ek+1jk+1 = xk+1jk+1   ^xk+1jk+1
and
k+1jk+1 = k+1jk  Kk+1 Ck+1k+1jk
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The prediction updating is given as
E[^xk+1jk+1] = E[K 0k+1 ^xk+1jk +Kk+1 Ck+1xk+1jk
+Kk+1vk+1jk]
= K 0k+1E[^xk+1jk] +Kk+1 Ck+1E[xk+1jk]
when the prediction is unbiased we have:
^xk+1jk+1 = (I  Kk+1Ck+1)^xk+1jk +Kk+1yk+1
= (I  Kk+1Ck+1)^xk+1jk +Kk+1Ck+1 ^xk+1jk
 Kk+1vk+1
E[^xk+1jk+1] = (K 0k+1 +Kk+1 Ck+1)E[xk+1jk] (3.52)
Then we will deduce that:
I = K 0k+1 +Kk+1 Ck+1
K 0k+1 = I  Kk+1 Ck+1 (3.53)
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where Kk is the Kalman lter gain. We update the estimation error covariance,
and we get
k+1jk+1 = E[ek+1jk+1eTk+1jk+1]
= E[[xk+1   ^xk+1jk+1][xk+1   ^xk+1jk+1]T ]
= (I  Kk+1 Ck+1)E[ek+1jkeTk+1jk](I  Kk+1 Ck+1)T
+Kk+1E[vk+1jkvTk+1jk]K
0
k+1 + 2(I  Kk+1 Ck+1)
E[ek+1jkvTk+1jk]K
0
k+1
Then, we deduce a dierence Riccate equation (DRE) as
k+1jk+1 = (I  Kk+1 Ck+1)k+1jk(I  Kk+1 Ck+1)T
+Kk+1SvK
0
k+1
Following the same procedure of TCP-like protocol to derive the Kalman lter
gain of UDP-like protocol, we have
KK+1 = k+1jk CTk+1[ Ck+1k+1jk C
T
k+1 + Sv]
 1 (3.54)
While the control and the estimator could not be separated in UDP-like protocol,
an LQG suboptimal control strategy will be used. We already have the plant
and the Kalman equation are given respectively as:
xk+1 = Akxk + Bkuk + wk
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^xk+1 = Ak ^xk + Bkuesk +Kk+1[yk+1   Ck+1 ^xk+1]
The error dynamic is written as
ek+1 = xk+1   ^xk+1
= ( Ak  Kk Ck)ek + Bkuk   Bkuesk + wk  Kkvk
where we assume that uesk is the estimated input, and uk is the actual input.
The estimation error covariance of the error dynamic is
k+1 = E[ek+1jkeTk+1jk]
= ( Ak  Kk Ck)k( Ak  Kk Ck)T + BkukuTk BTk
+ Bkuesku
T
esk
BTk   2 BkukuTesk BTk
+Sw +KkSvK
0
k
Then, the estimation error covariance is minimized with respect to uk and set
the derivative equal to zero to get the control law. In addition, using trace
operator properties on the the estimation error covariance, and eliminate the
parts that is independent from the uk, we deduce
tr[ Bkuesku
T
esk
BTk   2 BkukuTesk BTk + BkukuTk BTk ]
Dierentiating trace of the estimation error covariance with respect uk , we
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obtain
0 = Bk B
T
k uk + 0  Bk BTk uesk
Then the control law of the predictive estimation is
uesk = uk (3.55)
For the case of packet missing on the communication links, there are two cases
to be considered. Zero input strategy where we have
uesk =
8><>: uk; if k = 1;0; if k = 0:
and hold input strategy where
uesk =
8><>: uk; if k = 1;uk 1; if k = 0:
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3.4.2 Controller Design
The quadratic performance index is given as
J = min
uesk
E[xTNF xN +
N 1X
K=0
xTkQxk + u
T
eskRuesk]
= min
uesk
E[^xTNF ^xN +
N 1X
K=0
^xTkQ^xk + u
T
eskRuesk]
+
N 1X
K=0
[tr(Fk) + tr(Qk)] (3.56)
J = min
uesk
E[^xTNF ^xN +
N 1X
K=0
^xTkQ^xk + u
T
eskRuesk] (3.57)
The trace terms are independent of the control input, so they will be canceled
when the quadratic function is minimized, and we have assuming
^xN = ^xk+1
Then,
J = min
uesk
E[^xTK+1F ^xk+1 +
N 1X
K=0
^xTkQ^xk + u
T
eskRuesk]
We have
uesk = Gk ^xk
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The objective cost function is given by
J = min
u
E[( Ak ^xk + Bkuesk)
TF ( Ak ^xk + Bkuesk)
+^xTkQ^xk + u
T
eskRuesk]
= min
u
E[(^xTk A
T
kF
Ak ^xk + u
T
esk
BTk F Bkuesk
+2^xTk A
T
kF
Bkuesk + ^x
T
kQ^xk + u
T
eskRuesk]
By dierentiating with respect to uesk and make it equal to zero, we can get the
state feedback Gk as
0 = BTk F Bku

esk + B
T
k F
Ak ^xk +Ru

esk
uesk =  (R + BTk F Bk) 1 BTk F Akxk (3.58)
Then the state feedback gain is giving as
Gk =  (R + BTk F Bk) 1 BTk F Ak (3.59)
For innite time, we can replace k by 1 in the estimation error covariance. A
time-invariant controller could be found at a steady-state using equation (3.59).
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3.5 Numerical Example
In this section, numerical examples and simulations are considered to illustrate
the eectiveness of the proposed approaches and to verify the design method
developed in terms of hold input strategy.
Example 3.5.1
Consider MIMO system represented by the following state space model:
A =
266666664
0:3679 0 0 0
0 0:3679 0 0
0:2864  0:1432 0:6065 0
0 0:0239 0 0:6065
377777775
B =
266666664
0:6321 0
0 0:6321
0:1858  0:0929
0 0:0155
377777775
C =
264 0 0 1 0
0 0 0 1
375
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We consider the state feedback u = G^xk, where the weighted matrices are chosen
as
R =
264 0:01 0
0 0:01
375
and
Q =
2666666666666664
0:01 0 0 0 0 0
0 0:01 0 0 0 0
0 0 0:01 0 0 0
0 0 0 1:0 0 0
0 0 0 0 1:0 0
0 0 0 0 0 1:0
3777777777777775
and the positive denite matrix F is stated as
F =
2666666666666664
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
3777777777777775
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With the initial state x0 = [0; 0; 0; 0; 0]
T : The fate of the control packets is chosen
as  =0:45, while the measurements loss with probability  =0:25: Further, the
time horizon is given as N =300. In TCP-like protocol, and for equations (3.18{
3.31), the Kalman lter gain is
KTCP =
2666666666666664
11:4856  9:9471
11:4856  9:9471
13:2903  11:7519
9:8631  8:3247
5:8631  4:3247
5:8631  4:3247
3777777777777775
the performance index is JTCP =0:8136 , and state feedback gain matrix is given
as
GTCP =
264 0:7536  0:5832 0:3937  0:0198 0:6028  0:1257
 0:6669 0:6616  0:3757 0:0231  0:5258 0:9627
375
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In UDP-like protocol case, using equations (3.47{3.60), the Kalman lter gain
is deduced as
KUDP =
2666666666666664
6:5734  4:7953
6:9555  5:2018
9:2986  7:5411
6:3577  4:6528
2:3577  0:6528
2:3577  0:6528
3777777777777775
As result of our approach, the minimum of the cost function is JUDP = 0:2930,
and state feedback gain matrix is given as
GUDP =
264 0:7536  0:5832 0:3937  0:0198 0:6028  0:1257
 0:6669 0:6616  0:3757 0:0231  0:5258 0:9627
375
Figures 3.3{ 3.8 show the comparison of the estimated states of LQG under
UDP-like protocol and LQG under TCP-like protocol according to our approach
designed in this chapter.
Example 3.5.2
In this example, we investigate single input single output SISO LTI system. To
see the eciency of our proposed approach in designing dierent LTI system
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Figure 3.3: Comparison of the trajectories of the estimated states ^x1 for UDP
and TCP.
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Figure 3.4: Comparison of the trajectories of the estimated states ^x2 for UDP
and TCP.
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Figure 3.5: Comparison of the trajectories of the estimated states ^x3 for UDP
and TCP.
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Figure 3.6: Comparison of the trajectories of the estimated states ^x4 for UDP
and TCP.
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Figure 3.7: Comparison of the trajectories of the sixth estimated states ^x5 for
UDP and TCP.
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Figure 3.8: Comparison of the trajectories of the estimated states ^x6 for UDP
and TCP.
68
structures. The SISO control system is described by
A =
264 0:66 0:209
 0:123  0:5
375
B =
264  1
1
375
C =

2 1

The LQ state feedback control is u =G^xk, where the weighted matrices are given
as R =1:00e 03 and
Q =
266664
0:01 0 0
0 0:01 0
0 0 0:01
377775
and the positive denite matrix F is selected as
F =
266664
1 0 0
0 1 0
0 0 1
377775
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With the initial state x0 =[0;0]
T : Assuming that, the fate of the control packets is
 =0:6, and the measurements dropped with probability  =0:75: Moreover the
time horizon is chosen as N =800. In TCP-like protocol, we get the followings:
The Kalman lter gain is
KTCP =
266664
1:1388
1:0641
1:1316
377775
The performance index as JTCP = 0:4865 , and state feedback gain matrix is
given as
GTCP =

 0:5333  0:4829 0:8173

In UDP-like protocol case, the Kalman lter gain is given by
KUDP =
266664
1:1844
0:6653
1:1475
377775
As result of our approach, the minimum of the cost function is JUDP = 0:2911
, and state feedback gain matrix is given as
GUDP =

 0:5333  0:4829 0:8173

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Figure 3.9{3.11. represent the estimated states of UDP-like and TCP-like pro-
tocols.
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Figure 3.9: Comparison of the trajectories of the estimated states ^x1 for UDP
and TCP
3.6 Conclusion
In this chapter, new results to solve the an LQG state feedback optimal control
problem over network were provided. We extended the works of [1] and [10] to
the case where observation noise is available. We study problems of estimation
and control under two dierent protocols. In the TCP-like protocol, where the
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Figure 3.10: Comparison of the trajectories of the estimated states ^x2 for UDP
and TCP
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Figure 3.11: Comparison of the trajectories of the estimated states ^x3 for UDP
and TCP
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estimation/ control unit provides acknowledgments when successfully the packet
are delivered. On the other-hand, there is no acknowledgments are permitted
in the UDP-like case. We addressed the nonlinearity for UDP protocol using
suboptimal approach.
It is worth while to note that from our examples, the suboptimal controller design
for UDP like protocol using zero input strategy gives better performance than
the standard linear quadratic Gaussian approach in case of TCP-like protocol
using hold input strategy. Moreover the steady state response of the suboptimal
approach for UDP protocol convergence faster than standard LQG approach for
TCP-like protocol as Fig. (3.3{3.11).
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Chapter 4
OBSERVER BASED
NETWORKED CONTROL
SYSTEMS WITH
NONSTATIONARY PACKET
DROPOUT
4.1 Introduction
Due to the rapid evolution of communication and industrial technologies, many
industrial control applications have been devoted more attention to networked
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control systems. It becomes increasingly apparent that stabilization problem
of networked control systems has been addressed in the presence of networks
constraints such as time delay and data lost as given in [25] and [59]. More-
over necessary and sucient conditions have been studied for NCSs stability by
applying state and output feedback [60]-[62].
It is well known that data can be sent across communication networks in packet
form, this makes it possible in NCSs to cover packets time delay and packet
lost by sending a sequence control predirection in one packet for routing control
according the last network condition. However, transmission packet may be
completely lost due to unreliable nature of the communication channels. As
result, the packets transmitted from a sensor to a controller/estimator (S/C) and
from the controller to an actuator (C/A) are randomly loss. In practice, these
communication properties can aect the estimation and control performance.
The eect of packet dropout is proposed by many authors, see [52] and [37].
This chapter investigates an estimation schemes in networked control systems
(NCS). A class of observer based stabilizing controller of networked control sys-
tems (NCSs) is considered with nonstationary packet dropped out. Furthermore,
the fate of control and observation signals are modeled by two mutually inde-
pendent random variables. In particular, there are two compensation strategies
that are used to compensate the control packet fates. Hold input strategy, at
which the last control packet is used for compensation if the control packet get
lost, while in zero input strategy zero control is applied when the control (actu-
ation) packet failed to reach the actuator. It is shown that the observer based
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controller is designed to stabilize Networked systems in means of exponential
stability, where a sucient condition for stability is driven in terms of using
linear matrix inequality (LMIs).
In this chapter, we present an extension the work of [63] by designing an ob-
server based stabilizing control scheme for state and control estimation with
nonstationary packet lost, where data loss occurs due to unreliable nature of the
link, transmission errors and/or congestion or long time delays. We assume that
time delay and quantization error are avoided. It is shown that the observer is
gured out to stabilize NCS in the sense of exponential stability using linear
matrix inequality (LMI). We formulate the design problem on hold-input and
zero-input strategies [17].
4.2 Hold Input Strategy
In this section, we consider a networked control system with a packet drop
over both directions. In addition, probabilities of the control input packet and
the observation packets to get lost are modeled by two mutually independent
random variables. The hold input strategy, where the last control packet is used
for compensation if the control input packet is lost, will be applied. The plants
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we studied are discrete linear time invariant LTI systems given as following:
xk+1 = Axk + kBuk + wk; k = 0; 1; 2::
yk = kCxk + wk
gk = Gxk + wk (4.1)
where xk 2 <n is the state vector, yk 2 <p is the measured output by the
sensors, uk 2 <m is the control input that applied by the actuator. wk 2 <q is
input disturbance in which wk 2 `2[0;1]. The model matrices are, the dynamic
matrix A 2 <nn, the control input matrix B 2 <nm; and the output
observation matrix C 2 <pn. The controlled output is gk 2 <q, which
is the signal to be estimated. The unreliable of the links from sensor to the
controller/estimator unit and from the later to the actuator is modeled by two
i.i.d. Bernoulli processes k and k respectively. Where
P (k) =
8><>: pk; if k = 1;1  pk = pk; if k = 0:
we assume pk discrete values, they take dierent values revolved the following
gures, where P fpk = qkg = rk. Usually, probability mass function that shows
the probability for a discrete random variable, in which qr qr 1 = constant and
r = 2; 3; :::n. These include the case of uniform discrete distribution when we do
not know probabilities of some pk, where we have ri =
1
n
; i = 1; 2; 3; :::; n, and the
case when dierent probabilities of pk take value adopted a symmetric triangle
distribution. This is subsumed of two cases: Symmetric triangle distribution
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for n even, ri = a + jd; j = 0; 1; 2; 3; ::; n=2, and ri = a + (n   j)d; j =
0; 1; 2; :::; n=2 + 1; n=2 + 2; n; also na + dn(n   1)=4 = 1 and Probabilities
of pk follow a symmetric triangle distribution for n odd, ri = a + jd; j =
0; 1; 2; 3; ::; (n 1)=2, along with ri = a+(n j)d; j = 0; 1; 2; 3; :::; (n+1)=2; (n+
2)=2; n; also na + dn(n   1)2=4 = 1. In the cases when the dierent values
of probabilities of pk follow a decreasing linear function and ri = a   jd; j =
0; 1; 2; :::; n, where na   dn(n 1)=2 = 1. In addition, the dierent values of
probabilities of pk may follow an increasing linear function, and ri = a   (n  
j)d; j = 0; 1; 2; :::; n, where na dn(n 1)=2 = 1. Finally, likelihood of random
value of pk follow Binomial distribution, it is shown that pk = X=n; n > 0
and 0  X  n where q > 0, we have: Prob(pk = (ax + b)) =
 
n
x

qx(1  
q)n x; if b > 0 where x = 0; 1; 2; :::; n; an + b < n: By considering that the
measurement packets are prone to loss, where k and k are Bernoulli distributed
white sequence independent of each other. We assume that
yk =
8><>: Cxk + wk; if k = 1;wk; if k = 0:
where
P (k) =
8><>: mk; if k = 1;1 mk = mk; if k = 0:
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The observer is presented by
x^k+1 = Ax^k + kBuk +K(yk   y^k)
(4.2)
Assuming the estimated output y^k is described by
y^k = Cx^k (4.3)
where x^k 2 <n is the state estimation vector of the system state, y^k 2 <p is
the estimation output measurement and K 2 <np is the observer gain. When
we got the state estimation and the actual state. We can dene the estimation
error between the states by ek = xk   x^k at time k, and ek+1 = xk+1   x^k+1 at
time k + 1.
We rewrite this system according to the random values of k and k where the
control input is described by:
uk =
8><>: uk; if k = 1;uk 1; if k = 0:
when k = 1 we have
xk+1 = Axk +Buk + wk
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In case of k = 0, the system is
xk+1 = Axk +Buk 1 + wk
Then, the discrete time LTI is identied as
xk+1 =
8><>: Axk +Buk + wk; if k = 1;Axk +Buk 1 + wk; if k = 0:
Applying the hold input scheme, the observer based is considered as following
x^k+1 =
8><>: Ax^k +Buk +K(yk   y^k); if k = 1;Ax^k +Buk 1 +K(yk   y^k); if k = 0:
The estimation error at time k + 1 comes as ek+1 =xk+1 x^k+1. Then the esti-
mation error when k = 0 is given by
ek+1 =
8><>: (A KC)ek + wk  Kwk; if k = 1;Aek + wk  Kwk; if k = 0:
We apply modied state feedback
uk =
8><>: Lx^k; if k = 1;Lx^k 1; if k = 0:
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where L is the state feedback gain. Lets dene a new augmented state k =[x
T
k
eTk ]
T . According to the fact that k and k are mutually independent, as result
of that we have four Likelihoods or pairs as
 
(k = 1; k = 1); (k = 1; k = 0);
(k = 0; k = 0); and (k = 0; k = 1)

, which imply new subsystems. For the
rst case, when k = 1 and k = 1.
A1 =
264 A+BL  BL
0 A KC
375 ; B1 =
264 0 0
0 0
375
D =
264 wk 0
0 wk  Kwk
375
secondly, when k = 1 and k = 0:
A2 =
264 A+BL  BL
0 A
375 ; B2 =
264 0 0
0 0
375
D =
264 wk 0
0 wk  Kwk
375
for the third case k = 0 and k = 1:
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A3 =
264 A 0
0 A KC
375 ; B3 =
264 BL  BL
0 0
375
D =
264 wk 0
0 wk  Kwk
375
for the last pair k = 0 and k = 0
A4 =
264 A 0
0 A
375 ; B4 =
264 BL  BL
0 0
375
D =
264 wk 0
0 wk  Kwk
375
The new discrete model is considering as
k+1 =
264 xk
ek
375 = Ajk + Bjk 1 +D (4.4)
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where Aj = fAi; i = 1; 2; 3; 4g, and Bj = fBi; i = 1; 2; 3; 4g
gk =

G 0
264 xk
ek
375+ wk
= Gk + wk (4.5)
The goal of this work is to design an observer based stabilizing controller, in
which the equation (4.2) with a compensation input scheme for control packets,
such that the closed loop system is exponential stable. Basing on the switched
time delay systems [74], we present
1 = Prob fk = 1; k = 1g ; E[1] = ^1
2 = Prob fk = 0; k = 1g ; E[2] = ^2
3 = Prob fk = 1; k = 0g ; E[3] = ^3
4 = Prob fk = 0; k = 0g ; E[4] = ^4
4.2.1 Main Results
In this section, we analyze the stability property for nonstationary packet dropout
process, and closed loop problems are considered, where a necessary and a suf-
cient stability conditions for the closed loop system is derived using adopted
packet dropout independent Lyapunov functions, see [75].
V (k) =
2X
i=1
Vi(k) (4.6)
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V1(k) =
4X
j=1
j 
T
k Pjk; Pj = P
T
j > 0
V2(k) =
4X
j=1
k 1X
i=0
j 
T
kQjk; Qj = Q
T
j > 0
It is not dicult to show that there exist real scalars  > 0 and  > 0 such that
 kk2  V (k)   kk2
Remark 4.2.1:
It is proper to take a matrix P to be the same for all operational modes, hence
independent of j, while keeping matrix Qj dependent on model j. To show the
system (4.4) is exponentially stable, we propose the following theorem
Theorem 4.2.1 Assuming the controller and observer gain matrices K and L
to be known. Then the closed loop system (4.4) is exponentially stable if there
exist matrices 0 < P = P T ; and 0 < Q = QT , j = 1; ::; 4 and matrices R, S,
and M such that linear matrix inequality holds
j =
264 1j 2j
 3j
375 < 0; (4.7)
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1j =
264 	j + j1  R + ST
  S   ST
375
2j =
264  R +MT + j2 j3
 S  MT 0
375
3j =
264  M  MT + j4 j5
 j6
375 (4.8)
where
	j =  P +R +RT + ^jQj; j1 = (Aj +Bj)TP (Aj +Bj)
j2 = (Aj +Bj)
TPBj; j3 = (Aj +Bj)
TP
j4 = B
T
j PBj; j5 = B
T
j P ; j6 =  P
by S-procedure, we assume
3j = 3j  
264 0 0
0 I
375
Then,
3j =
264  M  MT + j4 j5
  P   I
375 (4.9)
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proof 4.2.1 Dening yk = xk+1   xk; one has
k 1 = k   yk 1 (4.10)
where
k = yk 1; D = !k
then we have
k   k 1   k = 0 (4.11)
After that, the systems can be transmitted into:
k+1 = (Aj +Bj)k  Bjk + !k (4.12)
For some matrices R, S, and M, we deduce
2[Tk R + 
T
k 1S + 
T
kM ][k   k 1   k] = 0 (4.13)
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Then,
V1(k) = V1(k+1)  V1(k)
=
4X
j=1
j

Tk [j1 +	j]k   2Tk Rk 1
+2Tk 1Sk   2Tk j2k   2Tk Rk
 2Tk j3!k   2Tk 1Sk 1 + Tkj4k
+2Tkj5!k   2Tk 1Sk + 2TkMk
 2TkMk 1   2TkMk + !Tk j6!k

(4.14)
The dierence of V2 is described by
V2(k) =
4X
j=1
j
 kX
i=1
TkQjk  
k 1X
i=0
TkQjk

 TkQjk   Tk 1Qjk 1
+
k 1X
i=0
Ti Qji (4.15)
V2(k) =
4X
j=1
j
 kX
i=1
TkQjk  
k 1X
i=0
TkQjk

 TkQjk   Tk 1Qjk 1
+
k 1 X
i=0
Ti Qji (4.16)
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On combining equation from (4.6)-(4.15), we get
V (k) = V (k+1)  V (k)

4X
j=1
j

Tk [	j + j1]k   2TKRk 1
+2Tk 1Sk   2Tk j2k   2Tk Rk
 2Tk j3!k   2Tk 1[S + ^jQj]k 1
+Tkj4k + 2
T
kj5!k   2Tk 1Sk
+2TkMk   2TkMk 1   2TkMk
+!Tk j6!k

=
4X
j=1
j[
T
k
ejk] (4.17)
where
Tk =

1 2

;
T1 =

k k 1

; T2 =

k !k

(4.18)
and ej, by Schur complements, is similar to (4.7). If j < 0; j =1; ::; 4 holds
90
then
V (k) = V (k+1)  V (k)
=
4X
j=1
j[
T
k
ejk]

4X
j=1
j[ emin(ej)Tk k]
 
4X
j=1
j[j
T
k k] (4.19)
where 0 < j < min[min(ej);max fmax(P ); max(Oj)g][63]. It clear that an
inequality (4.18) indicates V (k+1)   V (k) <  V (k); where  is bounded
variable dene as 0 <  < 1. In manner of [64], we get
kkk2   k0k2 (1  )k +  consider the objective function
Jk =
kX
=0
(gTk gk   2wTk wk) (4.20)
For wk 2 `[0; 1) 6= 0; with zero initial condition, we deuce
Jk =
kX
=0
(gTk gk   2wTk wk +V (x)j1  V (k)j1)

kX
=0
(gTk gk   2wTk wk +V (x)j1)
where V (x)j1 describes the dierence of the Lyapunov functions along the anal-
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ysis of the system (4.1), we have
gTk gk   2wTk wk +V (k)j1
=
4X
j=1
j[
T
k
jk] (4.21)
where j corresponds to the ej in (4.16) by Schur complements. It is shown
that
gTk gk   2wTk wk +V (k)j1 < 0
Basing on  2 [0; k]; which denotes for any wk 2 ` [0;1] 6= 0 that J < 0 result
kgkk2 <  kwkk2
Therefore, it can be proved that the closed loop system (4.4) is exponential stable.
This completes the proof.
It is shown that a solution of problem design of the observer based stabilizing
controller has been provided by the following theorem:
Theorem 4.2.2 The closed loop system (4.6) is exponentially stable if there
exist matrices 0 < X; Y1; Y2, 0 < j; j = 1; ::; 4 such that the following matrices
holds for j = 1; ::; 4 : and also i;i and  i where i = 1; 2: that satised the
following:
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2666666666666664
b1j b2j b
j b
j 0 bX bGT
 b3j 0 0 0 0
    bX bX b T 0 0
     bX 0 0
     2I bT
      I
3777777777777775
< 0; (4.22)
bX =
264 X 0
X X
375 (4.23)
b	j =  bX +1+T1 + j
b1j =
264 b	j  1 +1
  1  T1
375
b2j =
264  1 +  T1 0
 1    T1 0
375
b3j =
264   1    T1 0
 0
375
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by S-procedure, we assume
b3j = b3j  
264 0 0
0 I
375
Then,
b3j =
264   1    T1 0
  I
375 (4.24)
b
Tj =  b
1j 0 0  b
4j  b
5j 
b
1j =
264 XAT + Y T1 BT 0
XAT XAT   Y T2
375 ; 8j
b
4j =
264 Y T1 BT 0
0 0
375 ; j = 1; 4
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b
5j =
264 0 0
0  Y T2
375 ; j = 1; 2
b
4j = 0; j = 2; 3; b
5j = 0; j = 3; 4 (4.25)
where the controller gain matrix L and the observer gain matrix K are given by
L = Y1X
 1; K = Y2X 1Cy
proof 4.2.2 Let

j =

(Aj +Bj) 0  Bj 0

we can display the inequality (4.7) as the following form
j = e + 
jP
Tj < 0 (4.26)
bj =
264 b1j b2j
 b3j
375 < 0; (4.27)
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e1j =
264 	j  R + ST
  S   ST
375
e2j =
264  R+MT 0
 S  MT 0
375
e3j =
264  M+MT 0
  I
375
Put bX = P 1; using Schur complements, the matrix j in (4.24) can be repre-
sented as 2666666666666664
b1j b2j b
j b
j 0 bX bGT
 b3j 0 0 0 0
    bX  b TP 0 0
    P 0 0
     2I bT
      I
3777777777777775
< 0; (4.28)
Employing the congruence transformation
Tj = diag[ bX ; bX ; bX; bX; I ; bX; I; I]
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this apply for matrix inequality in (4.26) and manipulating using (4.22), so we
deduce
j = bXQj bX; j = bXRj bX;  j = bXMj bX !j = bXSj bX
Remark 4.2.2:
Setting bX as represent at (4.22) has benet that the solution of bilinear matrix
inequalities is converted that linear matrix inequalities. It is shown that the
LMI (4.21) subject to dropout models that characterized by E[k], E[k] and
E[i] , which are quite useful in illustrating dierent operating conditions of the
communications network.
4.2.2 Numerical Examples
In this section, numerical examples and simulations are considered to illustrate
the eectiveness of the proposed approaches in terms of previous input strategy.
We assumed ^k = 0:1 and ^k = 0:1. Our purpose is to design an observer-based
stabilizing controller in the form of (4.2).
Example 4.2.1:
We study the uninterruptible power system UPS, in which we try to control the
pulsewidth-modulated inverter to guarantee the output ac voltage is kept at the
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desired setting and undistorted, with the discrete-time model (1) as follows [63]:
A =
266664
0:9226  0:633 0
1 0 0
0 1 0
377775 ; B =
266664
1
0
0
377775
C =

23:737 20:287 0

we obtain the controller and the observer gain matrices as follows:
L =

0:0668  0:0001  0:0008

; and kLk = 0:0668;
K =

0:0064 0:0041 0
T
; and kKk = 0:0076;
the simulation results of the states and the estimated states responses are given
in Fig. 4.1 and Fig. 4.2 respectability, using the proposed the control algorithm.
It is shown from the above gures that the performance of the control and
estimation systems are regarded with nonstationary packet loss. The Bernoulli
distribution of the random values k and k are described in Figs. 4.3 {4.5
Example 4.2.2:
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Figure 4.1: Trajectories of system states for nonstationary packet loss using hold
input scheme
Figure 4.2: Trajectories of the estimated states for nonstationary packet loss
using hold input scheme
99
Figure 4.3: Bernoulli sequences k
Figure 4.4: Bernoulli sequences k
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Figure 4.5: Bernoulli sequences k and k
We consider the following system with the plant parameters
A =
266664
0 1 0
0 0 1
0:0625  0:5 1:25
377775 ; B =
266664
1
0
0:0625
377775
C =

2  7 5

the eigenvalues of the plant were [0:25;0:5  0i;0:5 + 0i]. At each instant k, the
sensor send an output vector yk to the controller/estimator unit, then the input
vector uk was sent to actuator through networked control systems.
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we obtain the state feedback controller and observer gain matrices as follows:
L =

 0:0001 0:0683 0:0055

; and kLk = 0:0686;
K =

0:0227  0:0053  0:0015
T
; and kKk = 0:0233;
the simulation results of the states and the estimated states responses are given
Figure 4.6: States trajectories under nonstationary random dropout using hold
input scheme
in Fig. 4.6 and Fig. 4.7 respectability, using the proposed the control algorithm.
It is shown from the above gures that the performance of the control and
estimation systems are regarded with nonstationary packet loss.
Example 4.2.3:
In this example, we investigate a second order linear system. The state space
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Figure 4.7: Estimated states trajectories under nonstationary random dropout
using hold input scheme
model is described by
A =
264 0:66 0:209
 0:123  0:5
375 ; B =
264  1
1
375 ; C =  2 1 
we obtain the state feedback controller and observer gain matrices as follows:
L =

0:1154 0:0824

; and kLk = 0:1418;
K =

0  0:0237
T
; and kKk = 0:0237;
the real and estimated states trajectories are explained in Fig. 4.8-4.9 re-
spectability. It is shown that the performance of the control and estimation
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systems are suered when the measurements and control packet are sending
over NCSs with nonstationary packet dropout.
Figure 4.8: Trajectories of system states for nonstationary packet dropout using
hold input scheme
4.3 Zero Input Strategy
This section investigate an NCS with nonstationary packet loss in both direction
from the sensor to the estimation/control unit and between the latter and the
actuator, in which the lost of the control packets are compensated by zero input
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Figure 4.9: Trajectories of the estimated states for nonstationary packet dropout
using hold input scheme
control packets. The discrete plant of NCS is described by
xk+1 = Axk + kBuk + wk; k = 0; 1; 2::
yk = kCxk + wk
gk = Gxk + wk (4.29)
where xk 2 <n is the state vector, yk 2 <p is the measured output by the
sensors, uk 2 <m is the control input that applied by the actuator. wk 2 <q
is input disturbance in which wk 2 `2[0;1]. The model matrices are, the dy-
namic matrix A 2 <nn, the control input matrix B 2 <nm; and the output
observation matrix C 2 <pn. The controlled output is gk 2 <q, which is
the signal to be estimated. The unreliable of the links from sensor to the con-
troller/estimator unit and from the later to the actuator is modeled by two i.i.d.
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Bernoulli processes k and k respectively. We assume that, the control packet
can get loss with random probability, which satises Bernoulli distribution as
Prob(k) =
8><>: pk; if k = 1;1  pk; if k = 0:
pk take discrete values, they take dierent values revolved two classes, where
P fpk = qkg = rk.
1. Class 1: pk has a probability mass function that shows the probability for
a discrete random variable, in which qr qr 1= constant and r = 2;3; :::n.
This class covering Uniform discrete distribution, symmetric triangle dis-
tribution, increasing linear function, and decreasing linear function.
2. Class 2: it is shown that the random values pk revolve as pk =X=n, n >0
and 0 X n where q > 0: This follows a Binomial distribution.
In this section, we apple zero input procedure when any packet got lost:
uk =
8><>: uk; if k = 1;0; if k = 0:
then, the discrete time LTI is identied as
xk+1 =
8><>: Axk +Buk + wk; if k = 1;Axk + wk; if k = 0:
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It is shown that the measurement packets are prone to loss, where k and k
are Bernoulli distributed white sequence independent of each other. We assume
that the probability of measurements to get lost
Prob(k) =
8><>: mk; if k = 1;1 mk; if k = 0:
then
yk =
8><>: Cxk + wk; if k = 1;wk; if k = 0:
When some of states are missing with sensing and actuation data might be lost
due to unreliable nature of the links, the observer is design for this desire is gives
by
x^k+1 = Ax^k + ^kBuk +K(yk   y^k) (4.30)
and the estimation of the measurements equation specic as
y^k = ^kCx^k (4.31)
where x^k 2 <n is the state estimation vector of the system state, y^k 2 <p is the
estimation output measurement, and K 2 <np is the observer gain. When we
got the state estimation and the actual state, we can dene the estimation error
between them by ek =xk x^k at time k, and ek+1 =xk+1 x^k+1 at time k + 1.
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and the observer based is considered as following for zero input method
x^k+1 =
8><>: Ax^k +Buk +K(yk   y^k); if k = 1;Ax^k +K(yk   y^k); if k = 0:
and the estimation error at time k+1 comes as ek+1 =xk+1 x^k+1, we gure out
that the estimation error when k = 0 gives as:
ek+1 =
8><>: (A KC)ek + wk  Kwk; if k = 1;Aek + wk  Kwk; if k = 0:
the state feedback in case of using zero input scheme species as
uk = Lx^k (4.32)
when zero input strategy is applied
uk =
8><>: Lx^k; if k = 1;0; if k = 0:
for the rst case, when k = 1 and k = 1,
A1 =
264 A+BL  BL
0 A KC
375 ;
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D =
264 wk 0
0 wk  Kwk
375
secondly, when k = 1 and k = 0:
A2 =
264 A+BL  BL
0 A
375 ;
D =
264 wk 0
0 wk  Kwk
375
for the third case k = 0 and k = 1:
A3 =
264 A 0
0 A KC
375 ;
D =
264 wk 0
0 wk  Kwk
375
for the last pair k = 0 and k = 0
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A4 =
264 A 0
0 A
375 ;
D =
264 wk 0
0 wk  Kwk
375
the new discrete model is considering as:
k+1 =
264 xk
ek
375 = Ajk +D (4.33)
where Aj = fAi; i = 1; 2; 3; 4g.
gk =

G 0
264 xk
ek
375+ wk
= Gk + wk (4.34)
The aim of this paper is design an observer based stabilizing controller corre-
sponding to equations (4.28) and (4.30) such that the closed loop system (4.31)
is exponential stable in sense of mean square see [74], we present
1 = Prob fk = 1; k = 1g ; E[1] = ^1
2 = Prob fk = 0; k = 1g ; E[2] = ^2
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3 = Prob fk = 1; k = 0g ; E[3] = ^3
4 = Prob fk = 0; k = 0g ; E[4] = ^4
4.3.1 Main Results
In this section, we analyze the stability property for nonstationary packet dropout
process, and closed loop problems are considered, where a necessary and a suf-
cient stability conditions for the closed loop system is derived using adopted
packet dropout independent Lyapunov functions, see [75].
V(k) =
4X
j=1
j 
T
k Pjk; Pj = P
T
j > 0 (4.35)
I t is not dicult to show that there exist real scalars  > 0 and  > 0 such that
 kk2 V (k)  kk2, see lemma 3.1 in [63].
Theorem 4.3.1 Assuming, we know the observer and the controller gains, the
closed loop system (4.31) is exponential stable if there exist matrix 0 < P= P T ;
and matrices R, S, and M such that the following matrix inequality holds.
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j =
264 1j 2j
 3j
375 < 0; (4.36)
1j =
264 	j + j1  R + ST
  S   ST
375
2j =
264  R +MT + j2 j3
 S  MT 0
375 ;
3j =
264  M +MT + j4 j5
 j6
375 (4.37)
where 	j =  P +R +RT ; j1 = ATj PAj
j2 = A
T
j P ; j3 = P ; j4 = j5 = j6 = 0
by S-procedure, we assume
3j = 3j  
264 0 0
0 I
375
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Then,
3j =
264  M +MT 0
  I
375 (4.38)
proof 4.3.1 Dening k = yk 1; D = !k then we nd that
k   k 1   k = 0 (4.39)
For the matrices R, S, and M
2[Tk R + 
T
k 1S + 
T
kM ][k   k 1   k] = 0 (4.40)
we have that
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V(k) = V(k+1)  V(k)
=
4X
j=1
j

Tk [j1 +	j]k   2TKRk 1
+2Tk 1Sk + 2
T
k j2!k   2Tk 1Sk
+!Tk j3!k   2Tk 1Sk + 2TkMk   2TKRk
 2TkMk 1   2Tk 1Sk 1   2TkMk

=
4X
j=1
j[
T
k
ejk] (4.41)
where
Tk =

1 2

;
T1 =

k k 1

; T2 =

k !k

(4.42)
and ej corresponds to j by Schur complements. If j < 0; j = 1; ::; 4 holds
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then
V (k) = V (k+1)  V (k)
=
4X
j=1
j[
T
k
ejk]

4X
j=1
j[ emin(ej)Tk k]
 
4X
j=1
j[j
T
k k] (4.43)
where
0 < j<min[min(ej);max fmax(P ); max(Oj)g]
Inequality (4.40) implies that V (k+1)  V (k) <  V (k;
where 0 <  < 1. In manner of [64], we get
kkk2   k0k2 (1  )k + 
consider the objective function
Jk =
kX
=0
(gTk gk   2wTk wk) (4.44)
For wk 2 `[0; 1)6= 0; with zero initial condition, we deuce
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Jk =
kX
=0
(gTk gk   2wTk wk +V (x)j1  V (k)j1)

kX
=0
(gTk gk   2wTk wk +V (x)j1)
where V (x)j1 describes the dierence of the Lyapunov functions along the anal-
ysis of the system (4.27), we have
gTk gk   2wTk wk +V (k)j1
=
4X
j=1
j[
T
k
jk] (4.45)
where j corresponds to the ej in (4.38) by Schur complements. It is shown that
gTk gk   2wTk wk +V (k)j1 < 0
Basing on  2 [0; k]; which denotes for any wk 2 ` [0;1] 6= 0 that J < 0 result
kgkk2 <  kwkk2 Therefore, it can be veried that the closed loop system (4.31)
is exponential stable. This completes the proof.
It is shown that we can solve the observer-based stabilizing controller problem
by using the following theorem
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Theorem 4.3.2 The closed loop system (4.31) is exponentially stable if there
exist matrices 0 < X; Y1;2; j = 1; ::; 4 such that the following matrices holds for
j = 1; 2:; 4:
2666666666666664
b1j b2j b
j b
j 0 bX bGT
 b3j 0 0 0 0
    bX bX b T 0 0
     bX 0 0
     2I bT
      I
3777777777777775
< 0; (4.46)
bX =
264 X 0
X X
375 (4.47)
b	j = X +1+T1
b1j =
264 b	j  1 +1
  1  T1
375
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b2j =
264  1 +  T1 0
 1    T1 0
375
b3j =
264   1    T1 0
 0
375
Using S-procedure, we obtain
b3j = b3j  
264 0 0
0 I
375
Then,
b3j =
264  M +MT 0
  I
375 (4.48)
b
Tj =  b
1j 0 0  b
4j  b
5j 
b
1j =
264 XAT + Y T1 BT 0
XAT XAT   Y T2
375 ; 8j
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b
4j =
264 Y T1 BT 0
0 0
375 ; j = 1; 4
b
5j =
264 0 0
0  Y T2
375 ; j = 1; 2
b
4j = 0; j = 2; 3; b
5j = 0; j = 3; 4 (4.49)
where the gain matrices are given by
L = Y1X
 1; K = Y2X 1Cy
proof 4.3.2 Set

j =

Aj 0 0 0

we can display the inequality (4.34) can be represent as
j = e + 
jP
Tj < 0 (4.50)
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bj =
264 b1j b2j
 b3j
375 < 0; (4.51)
e1j =
264 	j  R + ST
  S   ST
375
e2j =
264  R+MT 0
 S  MT 0
375
e3j =
264  M+MT 0
  I
375
Setting bX =P 1; invoking Schur complements, we write matrix j in (4.42)
equivalently as
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2666666666666664
b1j b2j b
j b
j 0 bX bGT
 b3j 0 0 0 0
    bX  b TP 0 0
    P 0 0
     2I bT
      I
3777777777777775
< 0; (4.52)
Applying the congruence transformation
Tj = diag[ bX ; bX ; bX; bX; I ; bX; I; I]
to matrix inequality in (4.48) and manipulating using (4.44) and
j = bXQj bX; j = bXRj bX;  j = bXMj bX !j = bXSj bX
to matrix inequality in (4.43) and handling by (4.45), we deduce
 = bXR bX;  = bXS bX;   = bXM bX
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4.3.2 Numerical Examples
In this section, a numerical example and some simulations are given to conrm
the eectiveness of the proposed approaches in terms of zero input strategy[17].
We assumed ^k = 0:1 and ^k = 0:1. Our purpose is to design an observer-based
controller in the form of equation (4.31).
Example 4.3.1:
We consider the uninterruptible power system UPS, in which we try to control
the pulsewidth-modulated inverter to guarantee the output ac voltage is kept at
the desired setting and undistorted, the discrete-time model was presented into
[63]:
A =
266664
0:9226  0:633 0
1 0 0
0 1 0
377775 ; B =
266664
1
0
0
377775 ; CT =
266664
23:737
20:287
0
377775
we obtain the controller and observer gain as
L =

0:0000  0:0000 0:2329

; and kLk = 0:2329;
K =

 0:0009  0:0020  0:0000
T
; and kKk = 0:0022;
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the estimated states of the UPS model are presented by Fig. 4.10. using zero
input scheme.
Figure 4.10: Trajectories of the estimated states for nonstationary packet loss
using zero input scheme
Example 4.3.2:
We consider the following system with the plant parameters
A =
266664
0 1 0
0 0 1
0:0625  0:5 1:25
377775 ; B =
266664
1
0
0:0625
377775
C =

2  7 5

the eigenvalues of the plant were [0:25;0:5  0i;0:5 + 0i]. At each instant k, the
sensor send an output vector yk to the controller/estimator unit, then the input
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vector uk was sent to actuator through networked control systems.
we obtain the controller and observer gain matrices as follows:
L =

0:0231 0:0389  0:0001

; and kLk = 0:0453;
K =

0:0016  0:0001 0:0274
T
; and kKk = 0:0275;
the simulation results of the states and the estimated states responses are given
in Fig. 4.11 and Fig. 4.12 respectability, using the proposed the control algo-
rithm. It is shown from the above gures that the performance of the control
and estimation systems are regarded with nonstationary packet loss.
Figure 4.11: Trajectories of system states for nonstationary packet loss using
zero input scheme
Example 4.3.3:
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Figure 4.12: Trajectories of the estimated states for nonstationary packet loss
using zero input scheme
Consider a discrete NCS second order model as following
A =
264 0:66 0:209
 0:123  0:5
375 ; B =
264  1
1
375 ; C =  2 1 
the eigenvalues of the open loop system [0:6374; 0:4774] we obtain the state
feedback controller and observer gain matrices as follows:
L =

0:1241 0:1179

; and kLk = 0:1712;
K =

0  0:0338
T
; and kKk = 0:0338;
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Figure 4.13: Trajectories of system states for nonstationary packet dropout using
zero input scheme
Fig. 4.13. and Fig. 4.14. describe the trajectories of the real and estimated
states respectability. It is shown that the performance of the control and es-
timation systems are regarded when the measurements and control packet are
sending over NCSs with nonstationary packet dropout.
4.4 Conclusion
This chapter investigates the estimation problems over unreliable communica-
tion channels with nonstationary packet loss. Two classes of observers based
stabilizing controller over networked control systems have been considered in
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Figure 4.14: Trajectories of the estimated states for nonstationary packet
dropout using zero input scheme
terms of dierent compensation strategies. Firstly, observer based controller
problem is addressed based on hold input strategy, where the last available con-
trol input applied by the actuator is used when control packet lost. The other
strategy, we employ zero input strategy to design observer based controller where
zero control input is applied by the actuator when the control packet dropped
out. It is shown that the former scheme gives better performance than the later
when compared on the basis of the proposed examples where the response of the
second strategy so-called zero input has more vibration, where the hold input
response converge faster with higher gains. Furthermore, a necessary and suf-
cient conditions for observer stabilizability are addressed using linear matrix
inequalities LMIs. As a result, the proposed schemes have been successfully
evaluated on the given numerical examples.
Chapter 5
CONCLUSIONS AND
FUTURE WORK
In this thesis, we have been interesting in control and estimation over
unreliable communication networks. Problems of packet dropped in the control
loops under two dierent protocols are discussed. TCP-like protocol, where the
control node received acknowledgments for successfully delivered of the control
input packets, while the acknowledgments are absent in case of UDP-like pro-
tocol. In both cases, observations, control, and acknowledgments packets are
assumed to be subject to failure with dierent random probabilities. The sys-
tem performance and stability may be eected by data lost. We consider the
famous two compensation strategies, hold input and zero input, in which they
used to compensate the lost of control packets.
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In general, Chapter 1 was dedicated to an motivation, an introduction, objectives
and thesis contribution of this thesis. A discrete linear time invariant LTI system
was considered, where data transmitted via lossy communication links with
input and measurement disturbances.
More specically, in Chapter 2, literature review has been introduced for some
classes of networked control system, in which lots of problems of estimation and
control over NCSs subject to dierence communication networks constraints
were presented.
In Chapter 3, we studied the problems of discrete linear quadratic Gaussian
LQG when data packets transmitted over lossy networks. It is shown that at
the absent of the acknowledgments such as (UDP protocol case) the separation
principle not hold more. Moreover, new suboptimal approach was developed
for UDP-like protocol, while the separation principle in hold in TCP-like pro-
tocol where the estimator and controller can design separately. In addition, we
assumed that the packets dropped out across networked control systems accord-
ing to dierent independent Bernoulli processes. Moreover, the solution of the
innite horizon LQG control was derived.
In Chapter 4, two estimation schemes were derived for class of networked control
systems with nonstationary data packets dropped out over both communication
channels, from a sensor to a control/estimation unit and from the latter to an
actuator. Furthermore, the fate of control and observation signals are modeled
by two mutually independent random variables. In particular, two observer
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based stabilizing controller of networked control systems (NCSs) are designed
to stabilize networked systems in means of exponential stable for both zero input
and hold input strategies. Essentially, in both problems, we derived sucient
conditions for stability by using linear matrix inequality (LMIs).
In dierent chapters, numerical examples and simulations were used to illus-
trate the eectiveness of the proposed approaches subjects to packet lost. The
simulation results clearly indicated that
 New results to the an LQG state feedback optimal control problem were
provided for both TCP-like and UDP-like protocols. It is worth while
to note that from our examples that, the suboptimal controller design
for UDP like protocol gives better performance that the standard linear
quadratic Gaussian approach in case of TCP-like protocol using hold input
strategy using a quadratic cost function.
 Problems of estimation over loss networked control systems were addressed
with stationary packet dropout for both compensation strategies. Two
classes of observer based controller for NCS with output feedback control
gains were designed using linear matrix inequalities (LMIs). A sucient
condition for stabilization by has been derived using a packet drop depen-
dent Lyapunov function approach.
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Suggestions for future work would be
 Designing LQG controllers over networked control systems with nonsta-
tionary packet drop out and quantization eects.
 Designing LQG controllers when data packet lost according to Markovian
random process with nonlinearity and disturbance.
 Designing an estimation scheme for Markovian random process packet drop
out with modied feedback.
 Designing an observer based stabilizing controller by applying the hold-
zero strategies when the measurements packets get lost as well.
Chapter 6
Appendix
6.1 Appendix A
6.1.1 The Principle Unbiased Prediction: Chapter 3
In this part, we aim to present that, when the prediction is unbiased, the un-
biased minimum variance estimator that given in equation 3.20 is developed
expression of K 0k+1 to get equation 3:21 as
^xk+1jk+1 = K 0k+1 ^xk+1jk +Kk+1yk+1
131
132
Substituting xk+1jk+1 on both sides
^xk+1jk+1   xk+1jk+1 = K 0k+1 ^xk+1jk +Kk+1yk+1   xk+1jk+1
Then, we add and substitute two terms, we deduce
^xk+1jk+1   xk+1jk+1 = K 0k+1 ^xk+1jk +Kk+1( Ckxk+1jk + vk+1)  xk+1jk+1
 K 0k+1xk+1jk +K 0k+1xk+1jk
Rearranging terms gives
= K 0k+1(^xk+1jk   xk+1jk) +Kk+1 Ck+1xk+1jk +Kk+1vk+1   xk+1jk+1
+K 0k+1xk+1jk
For xk+1 to be unbiased, the estimate must meet with E[^xk+1jk+1  xk+1jk+1]= 0.
By taking expectation at both sides, and setting this equal to zero, we obtain
0 = Kk+1 Ck+1xk+1jk   xk+1jk+1 +K 0k+1xk+1jk
where
E[K 0k+1(^xk+1jk   xk+1jk)]= 0; E[Kk+1vk+1]= 0
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the above expression implies
0 = [Kk+1 Ck+1   I +K 0k+1]xk+1jk
Then, according to 3.20, we have
I = K 0k+1 +Kk+1 Ck
K 0k+1 = I  Kk+1 Ck
6.2 Appendix B
6.2.1 Proof Theorem 3.2.1: Chapter 3
This lemma will be used to prove the following theorem see [58]
Lemma 6.2.1 Assuming, we have
(K;X) = (1  )( AkX ATk + Sw) + (FXF t + V ) (6.1)
where F = Ak + K Ck; V = KSvK
T : Let X 2 S = S 2 RnnjS  0; Sv > 0;
Sw  0; and ( Ak; S
1
2
w) is controllable. Then, following facts are true.
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1. With Kx =   AkX CTk ( CkX CTk + Sv) 1; g(X) = (KX ; X):
2. g(X) = minK(K;X)  (K;X);8K:
3. If 1  2; theng1(X)  g2(X)
proof 6.2.1 In this part, we proof the previous facts:
1. Dene F = Ak +Kx Ck; and observe that
FxX Ck +KxSv = ( Ak +Kx Ck)X C
T
k +KxSv
= AkX C
T
k +Kx( CkX C
T
k + Sv) = 0
Then, we deduce
g(X) = (1  )( AkX ATk + Sw) + ( AkX ATk
+Sw   AkX CTk ( CkX CTk + Sv) 1 CkX CTk )
= (1  )( AkX ATk + Sw) + ( AkX ATk + Sw +Kx CkX ATk
= (1  )( AkX ATk + Sw) + (FxX Ak + Sw)
= (1  )( AkX ATk + Sw) + (FxX Ak + Sw) + (FxX Ck +KXSv)KTX
= (KX ; X):
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2. Assume '(K;X) = ( Ak +K Ck)X( Ak +K Ck)
T +KSvK
T +Sw: Note that
min
K
(K;X) = min
K
FXF T + V
= min
K
'(K;X)
Since X;Sv  0; (K;X) is quadratic and convex in the variable K, there-
fore, the minimizer might be found by solving the dierentiation given by
(@'(K;X))=@K = 0, which holds 2( Ak +K Ck)X Ck + 2KSv = 0 ) K =
  AkX CTk ( CkX CTk +Sv) 1: As result of the fact that the minimizer present
according to KX , the proof of fact 2 runs after fact 1.
3. Note that AkX C
T
k (
CkX C
T
k + Sv)
 1  0:
g1(X) = AkX A
T
k + Sw   1 AkX CTk ( CkX CTk + Sv) 1 CkX Ak
 AkX ATk + Sw   2 AkX CTk ( CkX CTk + Sv) 1 CkX Ak
= g2(X):
This completes the proof of the lemma.
proof 6.2.2 This theorem is shown, there are two conditions available. First
of all, if c = 1; we get a standard Riccati dierence equation. As result, it is
converge to a xed point, under the theorem's assumption. Consequently, the
estimator error covariance matrix is bounded for all initial conditions 0  0.
If c = 1; the prediction becomes open loop prediction, and if the matrix A
is unstable, then the estimator error covariance matrix k diverges for some
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initial condition 0  0 . After that we prove the existence of a single point of
transition between both cases. Set 0 < 1 < 1 such that E1 [k] is bounded for
any initial condition . More what, for any 2  1; it is shown that E2 [k] is
also bounded for any initial condition 0  0 as well. Actually, we have
E1 [k+1] = Akk A
T
k + Sw   k+1 Akk CTk ( Ckk CTk + Sv) 1
Ckk Ak]
= Akk A
T
k + Sw   1 Akk CTk ( Ckk CTk + Sv) 1
Ckk Ak]
= E[g1(k)]
 E[g2(k)]
= E2 [(k+1)]
We use part 3 of lemma 6.2.1 to rewrite the last inequality. By choosing c =
finf  :  >  ) E[(k)]; 80  0g is bounded any initial condition The
proof is complete.
6.2.2 Proof theorem 3.3.2: Chapter 3
proof 6.2.3 1. According to the fact that if  > c; then limk!1 Fk = F1 :
8F0  0: As result, equation 3.47 follows from equation 3.46.
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2. Due to the fact that the optimal state estimator gain Kk was derived ac-
cording the random variable of arrival sequences  and , as given (3.5),
(3.14), (3.15), (3.23), and (3.25).
3. For max <  and c < , we have limk!+1k = +1, and limk! 1k =
 1, the estimation error covariance k was dened in (3.14). In addi-
tion, limk!1 Fk = F1 : 8F0  0: Final result, from equation (3.28) -
(3.42), we conclude that the expected minimum cost function can be bounded.
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