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Abstract
We investigated an hybridizable discontinuous Galerkin (HDG) method for a convection dif-
fusion Dirichlet boundary control problem in our earlier work [SIAM J. Numer. Anal. 56 (2018)
2262-2287] and obtained an optimal convergence rate for the control under some assumptions
on the desired state and the domain. In this work, we obtain the same convergence rate for the
control using a class of embedded DG methods proposed by Nguyen, Peraire and Cockburn [J.
Comput. Phys. vol. 302 (2015), pp. 674-692] for simulating fluid flows. Since the global system
for embedded DG methods uses continuous elements, the number of degrees of freedom for the
embedded DG methods are smaller than the HDG method, which uses discontinuous elements
for the global system. Moreover, we introduce a new simpler numerical analysis technique to
handle low regularity solutions of the boundary control problem. We present some numerical
experiments to confirm our theoretical results.
1 Introduction
We study the following Dirichlet boundary control problem: Minimize the cost functional
min J(u) =
1
2
‖y − yd‖2L2(Ω) +
γ
2
‖u‖2L2(Γ), γ > 0, (1.1)
subject to
−ε∆y + β · ∇y = f in Ω,
y = u on ∂Ω,
(1.2)
where Ω ⊂ Rd (d ≥ 2) is a Lipschitz polyhedral domain with boundary Γ = ∂Ω. In the 2D case,
the optimal control problem (1.1)-(1.2) has been proven in [24] to be equivalent to the following
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optimality system
−ε∆y + β · ∇y = f in Ω, (1.3a)
y = u on ∂Ω, (1.3b)
−ε∆z −∇ · (βz) = y − yd in Ω, (1.3c)
z = 0 on ∂Ω, (1.3d)
ε∂nz − γu = 0 on ∂Ω. (1.3e)
Dirichlet boundary control plays an important role in many applications; see, e.g., [20,21,23,27,
34] for flow control problems. Approximating the solution of a Dirichlet boundary control problem
can be very difficult since solutions frequently have low regularity. Rigorous convergence results
have only been recently obtained for Dirichlet boundary control for the Poisson equation using the
continuous Galerkin (CG) method [2, 6, 7, 17, 28–30] and a mixed finite element method [19]. A
potential weakness of the CG method is that the control and state spaces are coupled: the control
space is the trace of the state space. A mixed method allows the control and state spaces to be
decoupled, which provides greater flexibility compared to the CG method; however, the degrees of
freedom are larger than the CG scheme. It is worth mentioning that Apel et al. in [2] is the first
work to obtain a superlinear convergence rate for the control on convex polygonal domains if one
uses a superconvergence mesh.
Recently, researchers have investigated discontinuous Galerkin (DG) methods for Dirichlet
boundary control problems. We used a hybridizable discontinuous Galerkin (HDG) method for
the Poisson equation in [25], and obtained a superlinear convergence rate for the control with-
out using a special mesh or a higher order element. More recently, convection diffusion Dirichlet
boundary control problems have gained more and more attention. Benner et al. in [3] used a lo-
cal discontinuous Galerkin (LDG) method to obtain a sublinear convergence rate for the control.
We considered an HDG method and proved optimal superlinear convergence rate for the control
in [24] if the regularity of the solution is high, i.e., y ∈ H1+s(Ω) with s ≥ 1/2. To overcome the
difficulty for the low regularity case (0 ≤ s < 1/2), we utilized a special projection operator to get
an optimal superlinear convergence rate in [18]; the numerical analysis was more complicated than
in [24]. Furthermore, in contrast to [25], we obtained an optimal superliner convergence rate for
the control by using a discontinuous higher order (quadratic) element.
Although the degrees of freedom of the HDG method are significantly reduced compared to
standard mixed methods, DG methods and LDG methods, they are still larger than the degrees of
freedom of the CG method. In this work, we use embedded DG (EDG) and interior EDG (IEDG)
methods to approximate the solution of the Dirichlet boundary control problem. The EDG and
IEDG methods are obtained from the HDG methods, and the global systems both use the same
continuous elements; this reduces the number of degrees of freedom considerably. To approximate
the control, we use continuous element in the EDG method, and discontinuous elements in the
IEDG method. Although the degrees of freedom of IEDG is slightly larger than the EDG method,
the IEDG method provides greater flexibility for boundary control problems: we can use different
finite element spaces for the control and the state. One possible benefit of the greater flexibility of
the IEDG method is that discontinuous elements for the control may be better for more complicated
problems (such as convection dominated problems) with sharp changes in the solution. For more
details about the EDG and IEDG methods; see Section 2.1.
Cockburn et al. in [14] gave a rigorous error analysis of one EDG method for the Poisson
equation. Recently, Zhang et al. in [35] proposed a new optimal EDG method for the Poisson
equation. Moreover, we used these two EDG methods to approximate the solutions of distributed
control problems for the Poisson equation [37] and a convection diffusion equation [36], respectively.
2
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However, the techniques in the previous EDG works are not applicable for the Dirichlet boundary
control problem since the regularity of the solution may be low. Instead of introducing a special
projection as in [18], we use an improved trace inequality from [5] to deal with the low regularity
solution. We improve the existing EDG error analysis by dealing with the case of low regularity
solutions; also this is the first work to give a rigorous error analysis for the IEDG method. Moreover,
in Section 3 we prove the same convergence rates for the EDG and IEDG methods that we obtained
for HDG methods in [18,24]. We present numerical results in Section 4 for both diffusion dominated
and convection dominated problems. Our experiments indicate that both methods work well for
both cases; in addition, the IEDG method does a good job at computing sharp changes in the
optimal control in the difficult convection dominated case.
2 Background: Regularity and EDG Formulation
Throughout, the standard notation Hm(Ω) is used for Sobolev spaces on Ω, and we let ‖ · ‖m,Ω
and | · |m,Ω denote the Sobolev norm and seminorm. We omit the index m when m = 0 and the
domain Ω if it will not cause confusion. Also, set H10 (Ω) = {v ∈ H1(Ω) : v = 0 on ∂Ω} and
H(div,Ω) = {v ∈ [L2(Ω)]d,∇ · v ∈ L2(Ω)}. We denote (·, ·)K and 〈·, ·〉E the standard L2-inner
products on the domains K ⊂ Rd and E ⊂ Rd−1.
Let ω (1 < pi/ω ≤ 3) denote the largest interior angle of the domain Ω, i.e., Ω is a convex
polygonal domain. Moreover, we assume β satisfies
β ∈ [L∞(Ω)]d, ∇ · β ∈ L∞(Ω), ∇ · β ≤ 0, ∇∇ · β ∈ [L2(Ω)]d. (2.1)
The mixed weak form of the formal optimality system (1.3a)-(1.3e) is
ε−1(q, r)Ω − (y,∇ · r)Ω + 〈u, r · n〉Γ = 0, (2.2a)
(∇ · (q + βy), w)Ω − (y∇ · β, w)Ω = (f, w)Ω, (2.2b)
ε−1(p, r)Ω − (z,∇ · r)Ω = 0, (2.2c)
(∇ · (p− βz), w)Ω = (y − yd, w)Ω, (2.2d)
〈γu+ p · n, µ〉Γ = 0 (2.2e)
for all (r, w, µ) ∈ H(div,Ω)× L2(Ω)× L2(Γ).
The following well-posedness and regularity result is found in [24].
Theorem 1. If f = 0 and yd ∈ Ht∗(Ω) for some 0 ≤ t∗ < 1, then the optimal control problem
(1.1)-(1.2) has a unique solution u ∈ L2(Γ) and u is uniquely determined by the optimality system
(2.2a)-(2.2e). Moreover, for any s > 0 satisfying s ≤ 1/2 + t∗ and s < min{3/2, pi/ω − 1/2}, we
have u ∈ Hs(Γ) and
(q,p, y, z) ∈ [Hs− 12 (Ω)]d ∩H(div,Ω)× [Hs+ 12 (Ω)]d ×Hs+ 12 (Ω)×Hs+ 32 (Ω).
We note that the case of f 6= 0 can be handled by the technique in [1, pg. 3623]. Theorem 1
implies that if yd ∈ Ht∗(Ω) for some t∗ ∈ (1/2, 1), and pi/3 < ω < 2pi/3, then u ∈ Hru(Γ) for
some ru ∈ (1, 3/2), we called this the high regularity case in [24]. In this scenario, q ∈ Hrq(Ω) with
rq > 1/2, which guarantees q has a L
2 boundary trace. We used this property to give a convergence
analysis of HDG methods in [24,25].
However, if t∗ ∈ [0, 1/2) or 2pi/3 ≤ ω < pi, then we are in the low regularity case, i.e., u ∈ Hru(Γ)
for some ru ∈ [1/2, 1), and ‖q‖∂Th is not well-defined. The numerical analysis is more difficult in
this case; see [18] for an HDG method in the low regularity case.
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2.1 A Class of Embedded DG Formulations
To better describe the class of Embedded DG (EDG) methods, we first give some notation.
Let Th be a conforming, quasi-uniform triangulation of Ω. We denote by ∂Th the set {∂K : K ∈
Th}. For K ∈ Th, let e = ∂K ∩Γ denote the boundary face of K if the d− 1 Lebesgue measure of e
is non-zero. For two elements K1,K2 ∈ Th, let e = ∂K1 ∩ ∂K2 denote the interior face between K1
and K2 if the d − 1 Lebesgue measure of e is non-zero. Let Eoh and E∂h denote the sets of interior
and boundary faces, respectively. We denote by Eh the union of Eoh and E∂h . Finally, we introduce
(w, v)Th =
∑
K∈Th
(w, v)K , 〈ζ, ρ〉∂Th =
∑
K∈Th
〈ζ, ρ〉∂K .
HDG methods were proposed by Cockburn et al. in [11] as an improvement of traditional
discontinuous Galerkin (DG) methods and have many applications; see, e.g., [8,9,12,13,15,16,32].
HDG methods are based on mixed formulations and introduce a new variable to approximate the
trace of the scalar variable along the element boundary. To approximate the flux variable and
solution, we use the discontinuous finite element spaces Vh and Wh:
Vh := {v ∈ [L2(Ω)]d : v|K ∈ [Pk(K)]d, ∀K ∈ Th},
Wh := {w ∈ L2(Ω) : w|K ∈ P`(K), ∀K ∈ Th},
where Pk(K) denotes the set of polynomials of degree at most k on a domain K. HDG methods
use the discontinuous finite element spaces to express the approximate flux and solution in an
element-by-element fashion in terms of numerical traces of the scalar variable. Then the globally
coupled system only involves the numerical trace. The high number of globally coupled degrees of
freedom is significantly reduced compared to other DG methods and standard mixed methods.
For the HDG methods, we use the following discontinuous finite element space to approximate
the numerical trace:
MHDGh := {µ ∈ L2(Eh) : µ|e ∈ Pm(e),∀e ∈ Eh}.
Note that MHDGh consists of functions which are discontinuous at the border of the faces. Embedded
discontinuous Galerkin (EDG) methods, which were originally proposed in [22], are obtained from
HDG methods by replacing the discontinuous finite element space for the numerical traces with a
continuous space, i.e.,
MEDGh := {µ ∈ C0(Eh) : µ|e ∈ Pm(e),∀e ∈ Eh}.
Hence, the number of degrees of freedom for the EDG method are much smaller than the HDG
method, and also the same with the CG method (after static condensation). The interior embedded
discontinuous Galerkin (IEDG) method was proposed and investigated for convection dominated
flow problems in [31]. The IEDG method is obtained by a simple change to the space of the
numerical trace from the HDG and EDG methods; specifically,
M IEDGh := {µ ∈ L2(Eh) : µ|e ∈ Pm(e),∀e ∈ Eh, and µ|Eoh ∈ C0(Eoh)}.
The functions in M IEDGh are only continuous on the union of interior edges and are discontinuous
on the union of the boundary edges. This simple change has many benefits even for pure PDE
simulations; see [31] for details. Compared to the EDG methods, the IEDG methods have a great
potential for boundary control problems since they allow us to choose different spaces for the state
and the control, as discussed in the introduction.
4
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In this paper, we perform a numerical analysis for both EDG and IEDG methods for the convec-
tion diffusion Dirichlet boundary control problem. To unify the analysis, we omit the superscripts
EDG and IEDG on the space MEDGh and M
IEDG
h , respectively. We choose the following finite
element spaces:
Vh := {v ∈ [L2(Ω)]d : v|K ∈ [Pk(K)]d, ∀K ∈ Th},
Wh := {w ∈ L2(Ω) : w|K ∈ Pk+1(K), ∀K ∈ Th},
Mh := {µ ∈ L2(Eh) : µ|e ∈ Pk+1(e), ∀e ∈ Eh, and µ|Eoh ∈ C0(Eoh)}.
LetMh(o) andMh(∂) be the spaces defined similarly toMh with Eh replaced by the set of interior
edges Eoh and the set of boundary edges E∂h , respectively. The functions in Mh(o) are continuous
for both the EDG method and IEDG method, while the functions in Mh(∂) are continuous across
the boundary edges for the EDG method and discontinuous for the IEDG method. In addition,
for any function w ∈ Wh and r ∈ Vh, we use ∇w and ∇ · r to denote the piecewise gradient and
divergence on each element K ∈ Th, respectively.
Below, we consider the EDG and IEDG methods simultaneously; the choice of Mh(∂) determines
the method as indicated above. The EDG (or IEDG) method seeks approximate fluxes qh,ph ∈ Vh,
states yh, zh ∈ Wh, interior element boundary traces ŷoh, ẑoh ∈ Mh(o), and control uh ∈ Mh(∂)
satisfying
ε−1(qh, r1)Th − (yh,∇ · r1)Th + 〈ŷoh, r1 · n〉∂Th\E∂h + 〈uh, r1 · n〉E∂h = 0, (2.3a)
−(qh + βyh,∇w1)Th − (yh∇ · β, w1)Th + 〈q̂h · n, w1〉∂Th
+〈β · nŷoh, w1〉∂Th\E∂h + 〈β · nuh, w1〉E∂h = (f, w1)Th , (2.3b)
for all (r1, w1) ∈ Vh ×Wh,
ε−1(ph, r2)Th − (zh,∇ · r2)Th + 〈ẑoh, r2 · n〉∂Th\E∂h = 0, (2.3c)
−(ph − βzh,∇w2)Th + 〈p̂h · n, w2〉∂Th
−〈β · nẑoh, w2〉∂Th\E∂h − (yh, w)Th = −(yd, w2)Th , (2.3d)
for all (r2, w2) ∈ Vh ×Wh,
〈q̂h · n, µ1〉∂Th\ε∂h = 0, (2.3e)
〈p̂h · n, µ2〉∂Th\ε∂h = 0, (2.3f)
for all µ1, µ2 ∈Mh(o), and the optimality condition
γ〈uh, µ3〉E∂h + 〈p̂h · n, µ3〉E∂h = 0, (2.3g)
for all µ3 ∈Mh(∂). The numerical traces on ∂Th are defined as
q̂h · n = qh · n+ (h−1 + τ1)(yh − ŷoh) on ∂Th\E∂h , (2.3h)
q̂h · n = qh · n+ (h−1 + τ1)(yh − uh) on E∂h , (2.3i)
p̂h · n = ph · n+ (h−1 + τ2)(zh − ẑoh) on ∂Th\E∂h , (2.3j)
p̂h · n = ph · n+ (h−1 + τ2)zh on E∂h , (2.3k)
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where τ1 and τ2 are positive stabilization functions defined on ∂Th that satisfy
τ2 = τ1 − β · n. (2.4)
The condition (2.4) for the stabilization functions τ1 and τ2 has now been used in a number of works;
see, e.g., [18, 24] for convection diffusion Dirichlet boundary control problems and [10, 26, 36] for
convection diffusion distributed optimal control problems. This condition causes the optimize-then-
discretize and discretize-then-optimize EDG/HDG approaches to the control problem to produce
equivalent results; see [36] for details concerning an EDG method for a distributed convection
diffusion optimal control problem. Our implementation of the EDG and IEDG methods is similar
to the HDG implementation for a Poisson Dirichlet boundary control problem described in our
earlier work [25].
3 Error Analysis
Next, we provide a convergence analysis of the above EDG and IEDG methods for the convection
diffusion Dirichlet boundary control problem in both high regularity and low regularity cases.
For the high regularity case, tools from the analysis technique in [36] for a convection diffusion
distributed control problem can be modified to apply to the Dirichlet boundary control problem.
For the low regularity case, we introduced a speical projection operator in our earlier HDG work [18]
to avoid the quantity ‖q · n‖∂Th in the analysis; however, this complicated the analysis. In this
work, we use an improved inverse inequality from [5], and simplify the error analysis for the low
regularity case. It is worth mentioning that part of our analysis (step 1 to step 3 in Section 3.3)
improves the existing EDG error analysis by dealing with the case of low regularity solutions. In
this work, we only perform an error analysis for the diffusion dominated case; i.e., in this section,
we assume ε = O(1). The generic constant C may depend on the data of the problem but is
independent of h and may change from line to line.
3.1 Assumptions and Main Result
We assume the solution of the optimality system (2.2a)-(2.2e) has the following regularity proper-
ties:
q ∈ [Hrq(Ω)]d ∩H(div,Ω), p ∈ [Hrp(Ω)]d, y ∈ Hry(Ω), z ∈ Hrz(Ω), (3.1a)
rq > 0, rp > 1, ry > 1, rz > 2. (3.1b)
In the 2D case, Theorem 1 guarantees this regularity condition is satisfied.
We now state our main convergence result.
Theorem 2. Let
sq = min{rq, 1}, sy = min{ry, k + 2},
sp = min{rp, k + 1}, sz = min{rz, k + 2}.
(3.2)
we have
‖u− uh‖E∂h ≤ C(h
sq+
1
2 ‖q‖sq + hsy−
1
2 ‖y‖sy + hsp−
1
2 ‖p‖sp + hsz−
3
2 ‖z‖sz),
‖y − yh‖Th ≤ C(hsq+
1
2 ‖q‖sq + hsy−
1
2 ‖y‖sy + hsp−
1
2 ‖p‖sp + hsz−
3
2 ‖z‖sz),
‖p− ph‖Th ≤ C(hsq+
1
2 ‖q‖sq + hsy−
1
2 ‖y‖sy + hsp−
1
2 ‖p‖sp + hsz−
3
2 ‖z‖sz),
‖z − zh‖Th ≤ C(hsq+
1
2 ‖q‖sq + hsy−
1
2 ‖y‖sy + hsp−
1
2 ‖p‖sp + hsz−
3
2 ‖z‖sz).
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If k ≥ 1, then
‖q − qh‖Th ≤ C(hsq ‖q‖sq + hsy−1 ‖y‖sy + hsp−1 ‖p‖sp + hsz−2 ‖z‖sz).
Specializing to the 2D case gives the following result:
Corollary 1. Suppose d = 2, f = 0 and yd ∈ Ht∗(Ω) for some t∗ ∈ (0, 1). Let pi/3 ≤ ω < pi be the
largest interior angle of Γ, and let r > 0 satisfy
r ≤ rd := 1
2
+ t∗ ∈ (1/2, 3/2), and r < rΩ := min
{
3
2
,
pi
ω
− 1
2
}
∈ (1/2, 3/2].
If k = 1, then
‖u− uh‖E∂h ≤ Ch
r(‖q‖Hr−1/2 + ‖y‖Hr+1/2 + ‖p‖Hr+1/2 + ‖z‖Hr+3/2),
‖y − yh‖Th ≤ Chr(‖q‖Hr−1/2 + ‖y‖Hr+1/2 + ‖p‖Hr+1/2 + ‖z‖Hr+3/2),
‖p− ph‖Th ≤ Chr(‖q‖Hr−1/2 + ‖y‖Hr+1/2 + ‖p‖Hr+1/2 + ‖z‖Hr+3/2),
‖z − zh‖Th ≤ Chr(‖q‖Hr−1/2 + ‖y‖Hr+1/2 + ‖p‖Hr+1/2 + ‖z‖Hr+3/2).
If in addition r > 1/2, then
‖q − qh‖Th ≤ Chr−1/2(‖q‖Hr−1/2 + ‖y‖Hr+1/2 + ‖p‖Hr+1/2 + ‖z‖Hr+3/2).
Furthermore, if k = 0 then
‖u− uh‖E∂h ≤ Ch
1/2(‖q‖Hr−1/2 + ‖y‖Hr+1/2 + ‖p‖H1 + ‖z‖H2),
‖y − yh‖Th ≤ Ch1/2(‖q‖Hr−1/2 + ‖y‖Hr+1/2 + ‖p‖H1 + ‖z‖H2),
‖p− ph‖Th ≤ Ch1/2(‖q‖Hr−1/2 + ‖y‖Hr+1/2 + ‖p‖H1 + ‖z‖H2),
‖z − zh‖Th ≤ Ch1/2(‖q‖Hr−1/2 + ‖y‖Hr+1/2 + ‖p‖H1 + ‖z‖H2).
Remark 1. As in [18, 24], when k = 1 the convergence rates are optimal for the control and the
flux q and suboptimal for the other variables. Compared to the HDG method used in [18, 24], we
obtain the same convergence rates for the EDG and IEDG methods.
3.2 Preliminary Material
We introduce the standard L2-orthogonal projection operators Πkh : [L
2(K)]d → [Pk(K)]d and
Πk+1h : L
2(K)→ Pk+1(K), which satisfy
(Πkhq, r)K = (q, r)K ∀r ∈ [Pk(K)]d, (3.3a)
(Πk+1h y, w)K = (y, w)K ∀w ∈ Pk+1(K). (3.3b)
Moreover, we use the following well-known bounds:∥∥∥q −Πkhq∥∥∥Th ≤ Chsq ‖q‖sq ,
∥∥∥y −Πk+1h y∥∥∥Th ≤ Chsy ‖y‖sy , (3.4a)∥∥∥y −Πk+1h y∥∥∥
∂Th
≤ Chsy− 12 ‖y‖sy , ‖w‖∂Th ≤ Ch−
1
2 ‖w‖Th , ∀w ∈Wh. (3.4b)
where sq and sy are defined in Theorem 2. We have the same projection error bounds for p and z.
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Since we only assume y ∈ Hry(Ω) with ry > 1, certain components of the solution may not
be continuous; for example, we cannot guarantee y is continuous on Ω when d = 3. Therefore,
the standard Lagrange interpolation operator is not applicable; hence we utilize the Scott-Zhang
interpolation operator Ik+1h : H1(Ω)→ W˜h from [33], where
W˜h := {w ∈ C0(Ω) : w|K ∈ Pk+1(K)}.
The following bound is found in [33, Theorem 4.1]:∥∥∥y − Ik+1h y∥∥∥Th ≤ Chsy ‖y‖sy . (3.5)
By an inverse inequality, a trace inequality and Equation (3.5) we obtain∥∥∥y − Ik+1h y∥∥∥
∂Th
≤ Chsy−1/2 ‖y‖sy . (3.6)
Next, for any (qh, yh, ŷ
o
h; r1, w1, µ1) ∈ [Vh ×Wh ×Mh(o)]2 and (ph, zh, ẑoh; r2,
w2, µ2) ∈ [Vh ×Wh ×Mh(o)]2 , define the operators B1 and B2 by
B1(qh, yh, ŷ
o
h; r1, w1, µ1)
= ε−1(qh, r1)Th − (yh,∇ · r1)Th + 〈ŷoh, r1 · n〉∂Th\E∂h
+ (∇ · qh, w1)Th − (βyh,∇w1)Th − (∇ · βyh, w1)Th
+ 〈(h−1 + τ1)yh, w1〉∂Th − 〈(h−1 + τ1 − β · n)ŷoh, w1〉∂Th\E∂h
− 〈qh · n+ (h−1 + τ1)(yh − ŷoh), µ1〉∂Th\E∂h , (3.7)
B2(ph, zh, ẑ
o
h; r2, w2, µ2)
= ε−1(ph, r2)Th − (zh,∇ · r2)Th + 〈ẑoh, r2 · n〉∂Th\E∂h
+ (∇ · ph, w2)Th + (βzh,∇w2)Th + 〈(h−1 + τ2)zh, w2〉∂Th
− 〈(h−1 + τ2 + β · n)ẑoh, w2〉∂Th\E∂h
− 〈ph · n+ (h−1 + τ2)(zh − ẑoh), µ2〉∂Th\E∂h . (3.8)
Using this definition, we rewrite the EDG (or IEDG) optimality system (2.3) as follows: find
(qh,ph, yh, zh, ŷ
o
h, ẑ
o
h, uh) ∈ Vh × Vh ×Wh ×Wh ×Mh(o)×Mh(o)×Mh(∂) such that
B1(qh, yh, ŷ
o
h; r1, w1, µ1) = −〈uh, r1 · n− (h−1 + τ1 − β · n)w1〉E∂h
+ (f, w1)Th , (3.9a)
B2(ph, zh, ẑ
o
h; r2, w2, µ2) = (yh − yd, w2)Th , (3.9b)
〈ph · n+ (h−1 + τ2)zh, µ3〉E∂h = −γ〈uh, µ3〉E∂h , (3.9c)
for all (r1, r2, w1, w2, µ1, µ2, µ3) ∈ Vh × Vh ×Wh ×Wh ×Mh(o)×Mh(o)×Mh(∂).
Next, we present three basic but fundamental results. The proofs follow similar arguments
in [18,24,25] and are omitted.
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Lemma 1. For any (vh, wh, µh) ∈ Vh ×Wh ×Mh(o), we have
B1(vh, wh, µh;vh, wh, µh)
= ε−1(vh,vh)Th + 〈(h−1 + τ1 −
1
2
β · n)(wh − µh), wh − µh〉∂Th\E∂h
− 1
2
(∇ · βwh, wh)Th + 〈(h−1 + τ1 −
1
2
β · n)wh, wh〉E∂h ,
B2(vh, wh, µh;vh, wh, µh)
= ε−1(vh,vh)Th + 〈(h−1 + τ2 +
1
2
β · n)(wh − µh), wh − µh〉∂Th\E∂h
− 1
2
(∇ · βwh, wh)Th + 〈(h−1 + τ2 +
1
2
β · n)wh, wh〉E∂h .
Lemma 2. For any (v1,v2, w1, w2, µ1, µ2) ∈ Vh × Vh ×Wh ×Wh ×Mh(o)×Mh(o), we have
B1(v1, w1, µ1;v2,−w2,−µ2) +B2(v2, w2, µ2;−v1, w1, µ1) = 0.
Proposition 1. There exists a unique solution of the discrete system (3.9).
Next, we introduce the improved trace inequality.
Lemma 3. [5, Lemma 2.4] Let E be a face of K ∈ Th. If q ∈ [Hsq(Ω)]d ∩H(div,Ω) with sq > 0,
then for all µ ∈ Pk+1(E), we have
〈q · n, µ〉E ≤ Ch−1/2‖µ‖E(‖q‖K + h‖∇ · q‖K). (3.10)
3.3 Proof of Theorem 2
To prove Theorem 2, we follow the strategy in [25] and split the proof into seven steps. We consider
the following auxiliary problem: find
(qh(u),ph(u), yh(u), zh(u), ŷ
o
h(u), ẑ
o
h(u)) ∈ Vh × Vh ×Wh ×Wh ×Mh(o)×Mh(o)
such that
B1(qh(u), yh(u), ŷ
o
h(u); r1, w1, µ1) = −〈u, r1 · n− (h−1 + τ1 − β · n)w1〉E∂h
+ (f, w1)Th , (3.11a)
B2(ph(u), zh(u), ẑ
o
h(u); r2, w2, µ2) = (yh(u)− yd, w2)Th , (3.11b)
for all (r1, r2, w1, w2, µ1, µ2) ∈ Vh × Vh ×Wh ×Wh ×Mh(o) ×Mh(o). We begin by bounding the
error between the solutions of the auxiliary problem (3.11) and the mixed form (2.2a)-(2.2d) of the
optimality system.
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3.3.1 Step 1: The error equation for part 1 of the auxiliary problem (3.11a).
Lemma 4. For all (r1, w1, µ1) ∈ Vh ×Wh ×Mh(o), we have
B1(Π
0
hq,Π
k+1
h y, Ik+1h y, r1, w1, µ1)
= 〈u, (h−1 + τ1 − β · n)w1 − r1 · n〉E∂h + (f, w1)Th − ε
−1(q −Π0hq, r1)Th
+ 〈Ik+1h y − y, r1 · n〉∂Th\E∂h − (Π
0
hq − q,∇w1)Th
+ (β(y −Πk+1h y),∇w1)Th + (∇ · β(y −Πk+1h y), w1)Th
+ 〈(h−1 + τ1)(Πk+1h y − Ik+1h y), w1 − µ1〉∂Th\E∂h
+ 〈(h−1 + τ1)(Πk+1h y − y), w1〉E∂h
+ 〈β · n(Ik+1h y − y), w1 − µ1〉∂Th\E∂h + 〈(Π
0
hq − q) · n, w1 − µ1〉∂Th\E∂h
+ 〈(Π0hq − q) · n, w1〉E∂h .
Proof. Using the definition of B1 in (3.7) gives
B1(Π
0
hq,Π
k+1
h y, Ik+1h y, r1, w1, µ1)
= ε−1(Π0hq, r1)Th − (Πk+1h y,∇ · r1)Th + 〈Ik+1h y, r1 · n〉∂Th\E∂h
+ (∇ ·Π0hq, w1)Th − (βΠk+1h y,∇w1)Th − (∇ · βΠk+1h y, w1)Th
+ 〈(h−1 + τ1)Πk+1h y, w1〉∂Th − (h−1 + τ1 − β · n)Ik+1h y, w1〉∂Th\E∂h
− 〈Π0hq · n+ (h−1 + τ1)(Πk+1h y − Ik+1h y), µ1〉∂Th\E∂h .
Using properties of the L2 projections (3.3) gives
B1(Π
0
hq,Π
k+1
h y, Ik+1h y, r1, w1, µ1)
= ε−1(q, r1)Th − (y,∇ · r1)Th + 〈y, r1 · n〉∂Th\E∂h
− ε−1(q −Π0hq, r1)Th + 〈Ik+1h y − y, r1 · n〉∂Th\E∂h
+ (∇ · q, w1)Th + (∇ · (Π0hq − q), w1)Th − (βy,∇w1)Th
+ (β(y −Πk+1h y),∇w1)Th − (∇ · βy, w1)Th + (∇ · β(y −Πk+1h y), w1)Th
+ 〈(h−1 + τ1)(Πk+1h y − y), w1〉∂Th − 〈(h−1 + τ1)(Ik+1h y − y), w1〉∂Th\E∂h
+ 〈(h−1 + τ1)y, w1〉E∂h + 〈β · ny, w1〉∂Th\E∂h + 〈β · n(I
k+1
h y − y), w1〉∂Th\E∂h
− 〈Π0q · n+ (h−1 + τ1)(Πk+1h y − Ik+1h y), µ1〉∂Th\E∂h .
The flux q and state y satisfy
ε−1(q, r1)Th − (y,∇ · r1)Th + 〈y, r1 · n〉∂Th\E∂h = −〈u, r1 · n〉E∂h ,
(∇ · q, w1)Th − (βy,∇w1)Th − (∇ · βy, w1)Th
+ 〈β · ny, w1〉∂Th\E∂h = −〈β · nu,w1〉E∂h + (f, w1)Th ,
〈q · n, µ1〉∂Th\E∂h = 0,
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for all (r1, w1, µ1) ∈ Vh ×Wh ×Mh(o). This gives
B1(Π
0
hq,Π
k+1
h y, Ik+1h y, r1, w1, µ1)
= 〈u, (h−1 + τ1 − β · n)w1 − r1 · n〉E∂h + (f, w1)Th − ε
−1(q −Π0hq, r1)Th
+ 〈Ik+1h y − y, r1 · n〉∂Th\E∂h + (∇ · (Π
0
hq − q), w1)Th
+ (β(y −Πk+1h y),∇w1)Th + (∇ · β(y −Πk+1h y), w1)Th
+ 〈(h−1 + τ1)(Πk+1h y − Ik+1h y), w1 − µ1〉∂Th\E∂h
+ 〈(h−1 + τ1)(Πk+1h y − y), w1〉E∂h + 〈β · n(I
k+1
h y − y), w1〉∂Th\E∂h
− 〈(Π0hq − q) · n, µ1〉∂Th\E∂h
= 〈u, (h−1 + τ1 − β · n)w1 − r1 · n〉E∂h + (f, w1)Th − ε
−1(q −Π0hq, r1)Th
+ 〈Ik+1h y − y, r1 · n〉∂Th\E∂h − (Π
0
hq − q,∇w1)Th
+ (β(y −Πk+1h y),∇w1)Th + (∇ · β(y −Πk+1h y), w1)Th
+ 〈(h−1 + τ1)(Πk+1h y − Ik+1h y), w1 − µ1〉∂Th\E∂h
+ 〈(h−1 + τ1)(Πk+1h y − y), w1〉E∂h
+ 〈β · n(Ik+1h y − y), w1 − µ1〉∂Th\E∂h + 〈(Π
0
hq − q) · n, w1 − µ1〉∂Th\E∂h
+ 〈(Π0hq − q) · n, w1〉E∂h .
Lemma 5. For all (r2, w2, µ2) ∈ Vh ×Wh ×Mh(o), we have
B2(Π
k
hp,Π
k+1
h z, Ik+1h z, r2, w2, µ2)
= (y − yd, w2)Th + 〈Ik+1h z − z, r2 · n〉∂Th\E∂h
− (β(z −Πk+1h z),∇w2)Th + 〈(h−1 + τ2)(Πk+1h z − Ik+1h z), w2 − µ2〉∂Th\E∂h
+ 〈(h−1 + τ2)(Πk+1h z − z), w2 − µ2〉E∂h − 〈β · n(I
k+1
h z − z), w2〉∂Th\E∂h
+ 〈(Πkhp− p) · n, w2 − µ2〉∂Th\E∂h + 〈(Π
k
hp− p) · n, w2〉E∂h .
The proof proceeds in the same way as the proof of the above lemma.
Subtracting part 1 of the auxiliary problem (3.11a) from the equality in Lemma 4 gives the
following result:
Lemma 6. For εqh = Π
0
hq − qh(u), εyh = Πk+1h y − yh(u), εŷh = Ik+1h y − ŷoh(u), we have
B1(ε
q
h, ε
y
h, ε
ŷ
h, r1, w1, µ1)
= −ε−1(q −Π0hq, r1)Th + 〈Ik+1h y − y, r1 · n〉∂Th\E∂h − (Π
0
hq − q,∇w1)Th
+ (β(y −Πk+1h y),∇w1)Th + (∇ · β(y −Πk+1h y), w1)Th
+ 〈(h−1 + τ1)(Πk+1h y − Ik+1h y), w1 − µ1〉∂Th\E∂h
+ 〈(h−1 + τ1)(Πk+1h y − y), w1 − µ1〉E∂h
+ 〈β · n(Ik+1h y − y), w1 − µ1〉∂Th\E∂h + 〈(Π
0
hq − q) · n, w1 − µ1〉∂Th\E∂h
+ 〈(Π0hq − q) · n, w1〉E∂h
for all (r1, w1, µ1) ∈ Vh ×Wh ×Mh(o).
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3.3.2 Step 2: Estimates for εqh.
Lemma 7. For (εqh, ε
y
h, ε
ŷ
h) defined in Lemma 6, we have
‖εqh‖Th + h−
1
2 ‖εyh − εŷh‖∂Th\E∂h + h
− 1
2 ‖εyh‖E∂h
≤ C‖q −Π0hq‖Th + Ch‖∇ · q‖Th
+ Ch−1/2(‖Πk+1h y − y‖∂Th + ‖Ik+1h y − y‖∂Th).
Proof. First, we take (r1, w1, µ1) = (∇εyh, 0, 0) in Lemma 6, and by the definition of B1 in (3.7) we
have
‖∇εyh‖Th ≤ C(‖εqh‖Th + h−1/2‖εyh − εŷh‖∂Th\E∂h + h
−1/2‖εyh‖E∂h )
+ Ch−1/2‖Ik+1h y − y‖∂Th + C‖q −Π0hq‖Th .
(3.12)
Next, taking (r1, w1, µ1) = (ε
q
h, ε
y
h, ε
ŷ
h) in Lemma 1, we get
B1(ε
q
h, ε
y
h, ε
ŷ
h; ε
q
h, ε
y
h, ε
ŷ
h)
= ε−1(εqh, ε
q
h)Th + 〈(h−1 + τ1 −
1
2
β · n)(εyh − εŷh), εyh − εŷh〉∂Th\E∂h
− 1
2
(∇ · βεyh, εyh)Th + 〈(h−1 + τ1 −
1
2
β · n)εyh, εyh〉E∂h .
On the other hand, take (r1, w1, µ1) = (ε
q
h, ε
y
h, ε
ŷ
h) in Lemma 6 to obtain
B1(ε
q
h, ε
y
h, ε
ŷ
h; ε
q
h, ε
y
h, ε
ŷ
h)
= −ε−1(q −Π0hq, εqh)Th + 〈Ik+1h y − y, εqh · n〉∂Th\E∂h − (Π
0
hq − q,∇εyh)Th
+ (β(y −Πk+1h y),∇εyh)Th + (∇ · β(y −Πk+1h y), εyh)Th
+ 〈(h−1 + τ1)(Πk+1h y − Ik+1h y), εyh − εŷh〉∂Th\E∂h
+ 〈(h−1 + τ1)(Πk+1h y − y), εyh〉E∂h + 〈β · n(I
k+1
h y − y), εyh − εŷh〉∂Th\E∂h
+ 〈(Π0hq − q) · n, εyh − εŷh〉∂Th\E∂h + 〈(Π
0
hq − q) · n, εyh〉E∂h
= T1 + T2 + T3 + T4 + T5 + T6 + T7 + T8 + T9 + T10.
For the term T1, the Cauchy-Schwarz inequality gives
T1 = −ε−1(q −Π0hq, εqh)Th ≤ C‖q −Π0hq‖2Th +
1
16ε
‖εqh‖2Th .
For the term T2, the Cauchy-Schwarz inequality and an inverse inequality give
T2 = 〈Ik+1h y − y, εqh · n〉∂Th\E∂h
≤ Ch− 12 ‖Ik+1h y − y‖∂Th‖εqh‖Th
≤ Ch−1‖Ik+1h y − y‖2∂Th +
1
16ε
‖εqh‖2Th .
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For the terms T3, T4 and T5, apply (3.12) and Young’s inequality to obtain
T3 = −(Π0hq − q,∇εyh)Th
≤ C‖Π0hq − q‖2Th +
1
16ε
‖εqh‖2Th +
1
16h
‖εyh − εŷh‖2∂Th\E∂h +
1
16h
‖εyh‖2E∂h ,
+ Ch−1‖Ik+1h y − y‖2∂Th ,
T4 = (β(y −Πk+1h y),∇εyh)Th
≤ C‖y −Πk+1h y‖2Th +
1
16ε
‖εqh‖2Th +
1
16h
‖εyh − εŷh‖2∂Th\E∂h +
1
16h
‖εyh‖2E∂h ,
+ Ch−1‖Ik+1h y − y‖2∂Th ,
T5 = (∇ · β(y −Πk+1h y), εyh)Th ≤ C‖y −Πk+1h y‖2Th +
∥∥∥∥∥
√
−1
2
∇ · βεyh
∥∥∥∥∥
2
Th
.
For the terms T6, T7 and T8, Young’s equality gives
T6 + T7 + T8
≤ Ch−1(‖Πk+1h y − y‖2∂Th + ‖Ik+1h y − y‖2∂Th) +
1
16h
‖εyh − εŷh‖2∂Th\E∂h
+
1
16h
‖εyh‖2E∂h .
For the last two terms T9 and T10, apply the trace inequality Lemma 3 to get
T9 + T10 = 〈(Π0hq − q) · n, εyh − εŷh〉∂Th\E∂h + 〈(Π
0
hq − q) · n, εyh〉E∂h
≤ Ch‖∇ · ((Π0hq − q)‖2Th + Ch−1‖Π0hq − q‖2Th +
1
16h
‖εyh − εŷh‖2∂Th\E∂h
+ Ch‖Π0hq − q‖2∂Th +
1
16h
‖εyh‖2E∂h
= Ch‖∇ · q‖2Th + Ch−1‖Π0hq − q‖2Th +
1
16h
‖εyh − εŷh‖2∂Th\E∂h
+ Ch‖Π0hq − q‖2∂Th +
1
16h
‖εyh‖2E∂h .
Summing the estimates for {Ti}10i=1 gives the result.
3.3.3 Step 3: Estimates for εyh by a duality argument.
Next, we introduce the dual problem for any given Θ in L2(Ω) :
Φ +∇Ψ = 0 in Ω,
∇ ·Φ−∇ · (βΨ) = Θ in Ω,
Ψ = 0 on ∂Ω.
(3.13)
Since the domain Ω is convex, we have the following regularity estimate
‖Φ‖1 + ‖Ψ‖2 ≤ Creg ‖Θ‖Th , (3.14)
Lemma 8. For εyh defined in Lemma 6, we have
‖εyh‖Th ≤ C(‖Πk+1h y − y‖Th + h1/2(‖Πk+1h y − y‖∂Th + ‖Ik+1h y − y‖∂Th))
+ C(h2‖∇ · q‖Th + h‖q −Π0hq‖Th).
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Proof. First, take (r1, w1, µ1) = (Π
k
hΦ,−Πk+1h Ψ,−Ik+1h Ψ) in Lemma 6 and use Ψ = 0 on E∂h to
obtain
B1(ε
q
h, ε
y
h, ε
ŷ
h; Π
k
hΦ,−Πk+1h Ψ,−Ik+1h Ψ)
= −ε−1(q −Π0hq,ΠkhΦ)Th + 〈Ik+1h y − y,ΠkhΦ · n〉∂Th\E∂h
+ (Π0hq − q,∇Πk+1h Ψ)Th − (β(y −Πk+1h y),∇Πk+1h Ψ)Th
− (∇ · β(y −Πk+1h y),Πk+1h Ψ)Th
− 〈(h−1 + τ1)(Πk+1h y − Ik+1h y),Πk+1h Ψ− Ik+1h Ψ〉∂Th\E∂h
− 〈(h−1 + τ1)(Πk+1h y − y),Πk+1h Ψ− Ik+1h Ψ〉E∂h
− 〈β · n(Ik+1h y − y),Πk+1h Ψ− Ik+1h Ψ〉∂Th\E∂h
− 〈(Π0hq − q) · n,Πk+1h Ψ− Ik+1h Ψ〉∂Th .
On the other hand, Lemma 2 and Lemma 5 imply
B1(ε
q
h, ε
y
h, ε
ŷ
h; Π
k
hΦ,−Πk+1h Ψ,−Ik+1h Ψ)
= −B2(ΠkhΦ,Πk+1h Ψ, Ik+1h Ψ;−εqh, εyh, εŷh)
= −(Θ, εyh)Th + 〈Ik+1h Ψ−Ψ, εqh · n〉∂Th\E∂h + (β(Ψ−Π
k+1
h Ψ),∇εyh)Th
− 〈(h−1 + τ2)(Πk+1h Ψ− Ik+1h Ψ), εyh − εŷh〉∂Th\E∂h
− 〈(h−1 + τ2)(Πk+1h Ψ−Ψ), εyh〉E∂h
+ 〈β · n(Ik+1h Ψ−Ψ), εyh − εŷh〉∂Th\E∂h
− 〈(ΠkhΦ−Φ) · n, εyh − εŷh〉∂Th\E∂h − 〈(Π
k
hΦ−Φ) · n, εyh〉E∂h .
Compare the above two equalities and take Θ = εyh to obtain
‖εyh‖2Th = 〈Ik+1h Ψ−Ψ, εqh · n〉∂Th\E∂h + (β(Ψ−Π
k+1
h Ψ),∇εyh)Th
− 〈(h−1 + τ2)(Πk+1h Ψ− Ik+1h Ψ), εyh − εŷh〉∂Th\E∂h
− 〈(h−1 + τ2)(Πk+1h Ψ−Ψ), εyh〉E∂h
− 〈(ΠkhΦ−Φ) · n, εyh − εŷh〉∂Th\E∂h − 〈(Π
k
hΦ−Φ) · n, εyh〉E∂h
+ 〈β · n(Ik+1h Ψ−Ψ), εyh − εŷh〉∂Th\E∂h
+ ε−1(q −Π0hq,ΠkhΦ)Th + 〈Ik+1h y − y,ΠkhΦ · n〉∂Th\E∂h
− (Π0hq − q,∇Πk+1h Ψ)Th − (β(y −Πk+1h y),∇Πk+1h Ψ)Th
− (∇ · β(y −Πk+1h y),Πk+1h Ψ)Th
− 〈(h−1 + τ1)(Πk+1h y − Ik+1h y),Πk+1h Ψ− Ik+1h Ψ〉∂Th\E∂h
− 〈(h−1 + τ1)(Πk+1h y − y),Πk+1h Ψ− Ik+1h Ψ〉E∂h
− 〈β · n(Ik+1h y − y),Πk+1h Ψ− Ik+1h Ψ〉∂Th\E∂h
− 〈(Π0hq − q) · n,Πk+1h Ψ− Ik+1h Ψ〉∂Th ,
=
16∑
i=1
Ri.
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Estimates for the above 16 terms can be easily obtained using the proof techniques in Lemma 7;
we omit the details. We have
‖εyh‖ ≤ C(‖Πk+1h y − y‖Th + h1/2(‖Πk+1h y − y‖∂Th + ‖Ik+1h y − y‖∂Th))
+ C(h2‖∇ · q‖Th + h‖q −Π0hq‖Th).
As a consequence, a simple application of the triangle inequality gives optimal convergence rates
for ‖q − qh(u)‖Th and ‖y − yh(u)‖Th :
Lemma 9. Let (q, y) and (qh(u), yh(u)) be the solutions of (2.2) and (3.11a), respectively. We
have
‖q − qh(u)‖Th ≤ ‖q −Π0hq‖Th + ‖εqh‖Th
≤ C‖q −Π0hq‖Th + Ch‖∇ · q‖Th
+ Ch−1/2(‖Πk+1h y − y‖∂Th + ‖Ik+1h y − y‖∂Th), (3.15a)
‖y − yh(u)‖Th ≤ ‖y −Πk+1h y‖Th + ‖εyh‖Th
≤ C‖Πk+1h y − y‖Th + Ch2‖∇ · q‖Th + Ch‖q −Π0hq‖Th
+ Ch1/2(‖Πk+1h y − y‖∂Th + ‖Ik+1h y − y‖∂Th). (3.15b)
3.3.4 Step 4: The error equation for part 2 of the auxiliary problem (3.11b).
Subtracting part 2 of the auxiliary problem (3.11b) from the equality in Lemma 5 gives the error
equation:
Lemma 10. For εph = Π
k
hp− ph(u), εzh = Πk+1h z − zh(u), εẑh = Ik+1h z − ẑoh(u), we have
B2(ε
p
h, ε
z
h, ε
ẑ
h, r2, w2, µ2)
= (y − yh(u), w2)Th − (Πp− p,∇w2)Th
+ 〈Ik+1h z − z, r2 · n〉∂Th\E∂h − (β(z −Π
k+1
h z),∇w2)Th
+ 〈(h−1 + τ2)(Πk+1h z − Ik+1h z), w2 − µ2〉∂Th\E∂h
+ 〈(h−1 + τ2)(Πk+1h z − z), w2〉E∂h − 〈β · n(I
k+1
h z − z), w2 − µ2〉∂Th\E∂h
+ 〈(Πkhp− p) · n, w2 − µ2〉∂Th\E∂h + 〈(Π
k
hp− p) · n, w2〉E∂h
for all (r2, w2, µ2) ∈ Vh ×Wh ×Mh(o).
3.3.5 Step 5: Estimates for εph and ε
z
h by an energy argument.
Lemma 11. For (εph, ε
z
h, ε
ẑ
h) defined in Lemma 10, we have
‖εzh‖Th + ‖εph‖Th + h−
1
2 ‖εzh − εẑh‖∂Th\E∂h + h
− 1
2 ‖εzh‖E∂h
≤ C‖Πk+1h y − y‖Th + Ch1/2(‖Πk+1h y − y‖∂Th + ‖Ik+1h y − y‖∂Th)
+ Ch2‖∇ · q‖Th + Ch‖q −Π0hq‖Th + Ch1/2‖p−Πkhp‖∂Th
+ C‖p−Πkhp‖Th + Ch−1/2(‖Πk+1h z − z‖∂Th + ‖Ik+1h z − z‖∂Th).
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Proof. First, we take (r2, w2, µ2) = (ε
p
h, ε
z
h, ε
ẑ
h) in Lemma 1 to get
B2(ε
p
h, ε
z
h, ε
ẑ
h; ε
p
h, ε
z
h, ε
ẑ
h)
= ε−1(εph, ε
p
h)Th + 〈(h−1 + τ2 +
1
2
β · n)(εzh − εẑh), εzh − εẑh〉∂Th\E∂h
− 1
2
(∇ · βεzh, εzh)Th + 〈(h−1 + τ2 +
1
2
β · n)εzh, εzh〉E∂h .
Next, take (r2, w2, µ2) = (ε
p
h, ε
z
h, ε
ẑ
h) in Lemma 6 to obtain
B2(ε
p
h, ε
z
h, ε
ẑ
h; ε
p
h, ε
z
h, ε
ẑ
h)
= (Πkhp− p,∇εzh)Th + 〈Ik+1h z − z, εph · n〉∂Th
− (β(z −Πk+1h z),∇εzh)Th + 〈(h−1 + τ2)(Πk+1h z − Ik+1h z), εzh − εẑh〉∂Th\E∂h
+ 〈(h−1 + τ2)(Πk+1h z − z), εzh〉E∂h − 〈β · n(I
k+1
h z − z), εzh − εẑh〉∂Th\E∂h
+ 〈(Πkhp− p) · n, εzh − εẑh〉∂Th\E∂h + 〈(Π
k
hp− p) · n, εzh〉E∂h
+ (y − yh(u), εzh)Th
= T1 + T2 + T3 + T4 + T5 + T6 + T7 + T8.
For the terms T1 − T7, follow the proof of Lemma 7 to get
7∑
i=1
Ti ≤ Ch−1(‖Ihz − z‖2∂Th + ‖z −Πz‖2Th) + Ch‖Πkhp− p‖2∂Th
+ C‖Πkhp− p‖2Th +
1
16ε
‖εph‖2Th +
1
16h
‖εzh − εẑh‖2∂Th\E∂h
+
1
16h
‖εzh‖2E∂h + h
−1‖Ik+1h z − z‖2∂Th .
For the last term T8, we introduce a discrete Poincare´ inequality from [4]:
‖εzh‖Th ≤ C(‖∇εzh‖Th + h−
1
2 ‖[[εzh]]‖Eh)
= C(‖∇εzh‖Th + h−
1
2 ‖[[εzh − εẑh]]‖Eoh + h−
1
2 ‖εzh‖E∂h )
≤ C(‖∇εzh‖Th + h−
1
2 ‖εzh − εẑh‖∂Th\E∂h + h
− 1
2 ‖εzh‖E∂h ),
(3.16)
where [[εzh]]Eoh is the jump of ε
z
h between adjacent elements and [[ε
z
h]] = ε
z
h on E∂h . Note that the
above equality in (3.16) holds since εẑh is single-valued on interior faces, and the last inequality in
(3.16) holds due to the triangle inequality.
We note the inequality in (3.12) is valid with (p, z, ẑ) in place of (q, y, ŷ). This gives
T8 ≤ C‖y − yh(u)‖2Th +
1
16ε
‖εph‖2Th +
1
16h
‖εzh − εẑh‖2∂Th\E∂h +
1
16h
‖εzh‖2E∂h .
Sum the above estimates and use (3.16) to obtain the desired result.
As a consequence, a simple application of the triangle inequality gives optimal convergence rates
for ‖p− ph(u)‖Th and ‖z − zh(u)‖Th :
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Lemma 12. Let (p, z) and (ph(u), zh(u)) be the solutions of (2.2) and (3.11b), respectively. We
have
‖p− ph(u)‖Th + ‖z − zh(u)‖Th
≤ C‖Πk+1h y − y‖Th + Ch1/2(‖Πk+1h y − y‖∂Th + ‖Ik+1h y − y‖∂Th)
+ Ch2‖∇ · q‖Th + Ch‖q −Π0hq‖Th + Ch1/2‖p−Πkhp‖∂Th
+ C‖p−Πkhp‖Th + Ch−1/2(‖Πk+1h z − z‖∂Th + ‖Ik+1h z − z‖∂Th).
3.3.6 Step 6: Estimate for ‖u− uh‖E∂h , ‖y − yh‖Th and ‖z − zh‖Th.
Next, we bound the error between the solutions of the auxiliary problem (3.11) and the discretization
of the optimality system (3.9). This step and the next step are very similar to Steps 6 and 7 in our
previous works [18,24]. We include these proofs here to make this paper self-contained.
For the remaining steps, we denote
ζq = qh(u)− qh, ζy = yh(u)− yh, ζŷ = ŷoh(u)− ŷoh,
ζp = ph(u)− ph, ζz = zh(u)− zh, ζẑ = ẑoh(u)− ẑoh.
(3.17)
Subtracting the auxiliary problem (3.11) and the system (3.9) gives the following error equations
B1(ζq, ζy, ζŷ; r1, w1, µ1) = −〈u− uh, r1 · n− (h−1 + τ1 − β · n)w1〉E∂h , (3.18a)
B2(ζp, ζz, ζẑ; r2, w2, µ2) = (ζy, w2)Th , (3.18b)
for all (r1, r2, w1, w2, µ1, µ2) ∈ Vh × Vh ×Wh ×Wh ×Mh(o)×Mh(o).
Lemma 13. Let (ph(u), zh(u)) be the solution of (3.11), ζy be defined as in (3.17), and u and uh
be the solutions of (2.2) and (3.9), respectively. We have
γ ‖u− uh‖2E∂h + ‖ζy‖
2
Th = 〈γu+ ph(u) · n+ (h
−1 + τ2)zh(u), u− uh〉E∂h
− 〈γuh + ph · n+ (h−1 + τ2)zh, u− uh〉E∂h .
Proof. First, we have
〈γu+ ph(u) · n+ (h−1 + τ2)zh(u), u− uh〉E∂h
− 〈γuh + ph · n+ (h−1 + τ2)zh, u− uh〉E∂h
= γ ‖u− uh‖2E∂h + 〈ζp · n+ (h
−1 + τ2)ζz, u− uh〉E∂h .
Next, Lemma 2 gives
B1(ζq, ζy, ζŷ; ζp,−ζz,−ζẑ) +B2(ζp, ζz, ζẑ;−ζq, ζy, ζŷ) = 0.
One the other hand, we have
B1(ζq, ζy, ζŷ; ζp,−ζz,−ζẑ) +B2(ζp, ζz, ζẑ;−ζq, ζy, ζŷ)
= (ζy, ζy)Th − 〈u− uh, ζp · n+ (h−1 + τ2)ζz〉E∂h .
Comparing the above two equalities gives
(ζy, ζy)Th = 〈u− uh, ζp · n+ (h−1 + τ2)ζz〉E∂h .
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Lemma 14. Let (u, y) and (uh, yh) be the solutions of (2.2) and (3.9), respectively. We have
‖u− uh‖E∂h + ‖y − yh‖Th
≤ Ch−1/2‖Πk+1h y − y‖Th + C‖Πk+1h y − y‖∂Th + C‖Ik+1h y − y‖∂Th
+ Ch3/2‖∇ · q‖Th + Ch1/2‖q −Π0hq‖Th + Ch−1/2‖p−Πkhp‖Th
+ Ch−3/2‖z −Πk+1h z‖Th + C‖p−Πkhp‖∂Th
+ Ch−1(‖Πk+1h z − z‖∂Th + ‖Ik+1h z − z‖∂Th).
Proof. The optimality conditions yield γu+ p · n = 0 and γuh + ph · n+ h−1zh + τ2zh = 0 on E∂h .
Therefore, the above lemma gives
γ ‖u− uh‖2E∂h + ‖ζy‖
2
Th = 〈γu+ ph(u) · n+ h
−1zh(u) + τ2zh(u), u− uh〉E∂h
= 〈(ph(u)− p) · n+ h−1zh(u) + τ2zh(u), u− uh〉E∂h .
Since z = 0 on E∂h , we have
‖ph(u)− p‖∂Th ≤
∥∥∥ph(u)−Πkhp∥∥∥
∂Th
+
∥∥∥Πkhp− p∥∥∥
∂Th
≤ Ch− 12 ∥∥εph∥∥Th + C ∥∥∥Πkhp− p∥∥∥∂Th ,
‖zh(u)‖E∂h = ‖zh(u)−Π
k+1
h z + Π
k+1
h z − z‖E∂h
≤ ‖εzh‖E∂h + ‖Π
k+1
h z − z‖∂Th .
Lemma 11 implies
‖u− uh‖E∂h + ‖ζy‖Th
≤ Ch−1/2‖Πk+1h y − y‖Th + C‖Πk+1h y − y‖∂Th + C‖Ik+1h y − y‖∂Th
+ Ch3/2‖∇ · q‖Th + Ch1/2‖q −Π0hq‖Th + Ch−1/2‖p−Πkhp‖Th
+ Ch−3/2‖z −Πk+1h z‖Th + C‖p−Πkhp‖∂Th
+ Ch−1(‖Πk+1h z − z‖∂Th + ‖Ik+1h z − z‖∂Th).
The triangle inequality and Lemma 9 yield the desired result.
3.3.7 Step 7: Estimates for ‖p− ph‖Th, ‖z − zh‖Th, and ‖q − qh‖Th
Lemma 15. For (ζp, ζz) defined in (3.17), we have
‖ζp‖Th + ‖ζz‖Th
≤ Ch−1/2‖Πk+1h y − y‖Th + C‖Πk+1h y − y‖∂Th + C‖Ik+1h y − y‖∂Th
+ Ch3/2‖∇ · q‖Th + Ch1/2‖q −Π0hq‖Th + Ch−1/2‖p−Πkhp‖Th
+ Ch−3/2‖z −Πk+1h z‖Th + C‖p−Πkhp‖∂Th
+ Ch−1(‖Πk+1h z − z‖∂Th + ‖Ik+1h z − z‖∂Th).
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Proof. By the energy identity for B2 in Lemma 1, and the second error equation (3.18b), we have
B2(ζp, ζz, ζẑ; ζp, ζz, ζẑ)
= ε−1(ζp, ζp)Th + 〈(h−1 + τ2 +
1
2
β · n)(ζz − ζẑ), ζz − ζẑ〉∂Th\E∂h
− 1
2
(∇ · βζz, ζz)Th + 〈(h−1 + τ2 +
1
2
β · n)ζz, ζz〉E∂h
= (ζy, ζz)Th
≤ ‖ζy‖Th ‖ζz‖Th
≤ C ‖ζy‖Th (‖∇ζz‖Th + h
− 1
2 ‖ζz − ζẑ‖∂Th\E∂h + h
− 1
2 ‖ζz‖E∂h )
≤ C ‖ζy‖Th (‖ζp‖Th + h
− 1
2 ‖ζz − ζẑ‖∂Th\E∂h + h
− 1
2 ‖ζz‖E∂h + h
− 1
2 ‖Ik+1h z − z‖∂Th),
where for the last two inequalities we used the discrete Poincare´ inequality (3.16) and also the
inequality (3.12). This gives
‖ζp‖Th + h
− 1
2 ‖ζz − ζẑ‖∂Th\E∂h + h
− 1
2 ‖ζz‖E∂h
≤ Ch−1/2‖Πk+1h y − y‖Th + C‖Πk+1h y − y‖∂Th + C‖Ik+1h y − y‖∂Th
+ Ch3/2‖∇ · q‖Th + Ch1/2‖q −Π0hq‖Th + Ch−1/2‖p−Πkhp‖Th
+ Ch−3/2‖z −Πk+1h z‖Th + C‖p−Πkhp‖∂Th
+ Ch−1(‖Πk+1h z − z‖∂Th + ‖Ik+1h z − z‖∂Th).
(3.19)
Using the discrete Poincare´ inequality (3.16) and (3.12) again yield
‖ζz‖Th ≤ C(‖∇ζz‖Th + h−
1
2 ‖ζz − ζẑ‖∂Th\E∂h + h
− 1
2 ‖ζz‖E∂h )
≤ C(‖ζp‖Th + h−
1
2 ‖ζz − ζẑ‖∂Th\E∂h + h
− 1
2 ‖ζz‖E∂h + h
− 1
2 ‖Ik+1h z − z‖∂Th).
Finally, combine (3.19) and the above inequality to give the desired result.
Lemma 16. If k ≥ 1, then
‖ζq‖Th ≤ Ch
−1‖Πk+1h y − y‖Th + Ch−1/2‖Πk+1h y − y‖∂Th
+ Ch−1/2‖Ik+1h y − y‖∂Th + Ch‖∇ · q‖Th + C‖q −Π0hq‖Th
+ Ch−1‖p−Πkhp‖Th + Ch−2‖z −Πk+1h z‖Th + Ch−1/2‖p−Πkhp‖∂Th
+ Ch−3/2(‖Πk+1h z − z‖∂Th + ‖Ik+1h z − z‖∂Th).
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Proof. Lemma 1 and the first error equation (3.18a) give
B1(ζq, ζy, ζŷ; ζq, ζy, ζŷ)
= ε−1(ζq, ζq)Th + 〈(h−1 + τ1 −
1
2
β · n)(ζy − ζŷ), ζy − ζŷ〉∂Th\E∂h
− 1
2
(∇ · βζy, ζy)Th + 〈(h−1 + τ1 −
1
2
β · n)ζy, ζy〉E∂h
= −〈u− uh, ζq · n+ (β · n− h−1 − τ1)ζy〉E∂h
= −〈u− uh, ζq · n− (h−1 + τ2)ζy〉E∂h
= −〈u− uh, ζq · n− (h−1 + τ2)ζy〉E∂h
≤ C ‖u− uh‖E∂h (‖ζq‖E∂h + h
−1 ‖ζy‖E∂h )
≤ Ch− 12 ‖u− uh‖E∂h (‖ζq‖Th + h
− 1
2 ‖ζy‖E∂h ).
This gives
‖ζq‖Th ≤ Ch
− 1
2 ‖u− uh‖E∂h .
The desired result can be obtained by the above inequality and Lemma 14.
The above lemma, the triangle inequality, Lemma 9, Lemma 12, the estimates in (3.4) and
Lemma 14 complete the proof of the main result, Theorem 2.
4 Numerical Experiments
We consider three examples on a unit square domain Ω = [0, 1] × [0, 1] ⊂ R2, and set γ = 1 and
β = [−x21 sin(x2), cos(x1)ex2 ]. In examples 1 and 2, we computed the convergence rates without
having an explicit solution of the optimality system. We numerically approximated the solution
using a very fine mesh with h =
√
2 × 2−9, and compared this reference solution against other
solutions computed on meshes with larger h.
Example 1. First, we test the high regularity case by setting f = 0 and yd = 1. The numerical
results are shown in Tables 1 to 4. Next, we test the low regularity case by setting f = 0 and
yd = (x
2
1 + x
2
2)
−1/3. The numerical results are shown in Tables 5 to 8.
The convergence rate for the control u and the flux q in Example 1 match our theoretical results
when k = 1, but are higher than our theoretical results for k = 0. The convergence rates for other
variables are higher than our theory. Similar phenomena was reported in [18, 24]. We also note
that the numerically observed convergence rates are higher for IEDG fir y and z in the case k = 0.
Example 2. Next, we demonstrate the performance of the EDG and IEDG methods in the con-
vection dominated case. We do not compute the convergence rates here; instead for illustration we
plot the state yh in Figure 1. Moreover, we also plot the approximate state computed using the
CG method. All computations are on the same mesh with h =
√
2× 2−8 and the data chosen as
ε = 10−6, f = x1x2, and yd = 1.
We observe that the approximate state computed by the CG method is highly oscillatory, but we
only have a small oscillation near the sharp change with the EDG and IEDG methods. Furthermore,
the oscillations in the IEDG solutions are slightly smaller than in the EDG solution.
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h/
√
2 1/16 1/32 1/64 1/128 1/256 EO
‖q − qh‖Th 3.344E-01 2.642E-01 1.847E-01 1.191E-01 7.230E-02
order - 0.34 0.52 0.63 0.72 -
‖p− ph‖Th 1.056E-01 6.199E-02 3.277E-02 1.667E-02 8.368E-03
order - 0.77 0.92 0.97 0.99 0.5
‖y − yh‖Th 1.203E-01 6.647E-02 3.492E-02 1.768E-02 8.679E-03
order - 0.85 0.93 0.98 1.02 0.5
‖z − zh‖Th 1.371E-02 3.955E-03 1.464E-03 6.427E-04 2.972E-04
order - 1.79 1.43 1.18 1.11 0.5
‖u− uh‖E∂h 3.924E-01 2.567E-01 1.481E-01 7.930E-02 4.023E-02
order - 0.61 0.79 0.90 0.98 0.5
Table 1: Example 1, high regularity test, k = 0 and EDG: Errors, observed convergence orders,
and expected order (EO) for the control u, the state y, the dual state z and their fluxes q and p.
h/
√
2 1/2 1/4 1/8 1/16 1/32 EO
‖q − qh‖Th 2.862E-01 2.051Ee-01 1.4036E-01 9.019E-02 5.552E-02
order - 0.48 0.55 0.64 0.70 -
‖p− ph‖Th 8.072E-02 4.827E-02 2.701E-02 1.471E-02 7.754E-03
order - 0.74 0.83 0.87 0.92 0.5
‖y − yh‖Th 4.608E-02 1.759E-02 5.644E-03 1.988E-03 6.866E-04
order - 1.38 1.64 1.50 1.53 0.5
‖z − zh‖Th 2.053E-02 6.196E-03 1.482E-03 3.220E-04 6.930E-05
order - 1.72 2.06 2.20 2.21 0.5
‖u− uh‖E∂h 1.183E-01 6.745E-02 3.904E-02 2.184E-02 1.179E-02
order - 0.81 0.78 0.83 0.88 0.5
Table 2: Example 1, high regularity test, k = 0 and IEDG: Errors, observed convergence orders,
and expected order (EO) for the control u, the state y, the dual state z and their fluxes q and p.
h/
√
2 1/2 1/4 1/8 1/16 1/32 EO
‖q − qh‖Th 1.887E-01 1.056E-01 5.596E-02 2.869E-02 1.446E-02
order - 0.83 0.91 0.96 0.99 1.0
‖p− ph‖Th 2.714E-02 9.111E-03 2.737E-03 7.822E-04 2.176E-04
order - 1.57 1.73 1.80 1.84 1.5
‖y − yh‖Th 1.693E-02 4.892E-03 1.263E-03 3.207E-04 8.168E-05
order - 1.79 1.95 1.97 1.97 1.5
‖z − zh‖Th 2.144E-03 3.460E-04 5.120E-05 7.168E-06 9.818E-07
order - 2.63 2.75 2.83 2.86 1.5
‖u− uh‖E∂h 8.742E-02 3.528E-02 1.332E-02 4.856E-03 1.730E-03
order - 1.30 1.40 1.45 1.48 1.5
Table 3: Example 1, high regularity test, k = 1 and EDG: Errors, observed convergence orders,
and expected order (EO) for the control u, the state y, the dual state z and their fluxes q and p.
21
G. Chen, G. Fu, J. Singler, Y. Zhang
h/
√
2 1/2 1/4 1/8 1/16 1/32 EO
‖q − qh‖Th 1.681E-01 9.613E-02 5.145E-02 2.656E-02 1.346E-02
order - 0.80 0.90 0.95 0.98 1.0
‖p− ph‖Th 2.602E-02 8.400E-03 2.514E-03 7.230E-04 2.026E-04
order - 1.63 1.74 1.79 1.83 1.5
‖y − yh‖Th 1.206E-02 3.290E-03 8.556E-04 2.197E-04 5.589E-05
order - 1.87 1.94 1.96 1.97 1.5
‖z − zh‖Th 2.438E-03 4.037E-04 5.591E-05 7.421E-06 9.718E-07
order - 2.59 2.85 2.91 2.93 1.5
‖u− uh‖E∂h 4.711E-02 1.883E-02 7.101E-03 2.612E-03 9.466E-04
order - 1.32 1.40 1.44 1.46 1.5
Table 4: Example 1, high regularity test, k = 1 and IEDG: Errors, observed convergence orders,
and expected order (EO) for the control u, the state y, the dual state z and their fluxes q and p.
h/
√
2 1/2 1/4 1/8 1/16 1/32 EO
‖q − qh‖Th 4.127E-01 3.277E-01 2.512E-01 1.909E-01 1.440E-01
order - 0.33 0.38 0.39 0.40 -
‖p− ph‖Th 1.398E-01 8.175E-02 4.388E-02 2.275E-02 1.159E-02
order - 0.77 0.89 0.94 0.97 0.5
‖y − yh‖Th 1.545E-01 8.605E-02 4.654E-02 2.429E-02 1.223E-02
order - 0.84 0.88 0.94 0.99 0.5
‖z − zh‖Th 2.072E-02 6.698E-03 2.430E-03 1.002E-03 4.478E-04
order - 1.62 1.46 1.27 1.16 0.5
‖u− uh‖E∂h 5.161E-01 3.236E-01 1.888E-01 1.056E-01 5.706E-02
order - 0.67 0.77 0.83 0.88 0.5
Table 5: Example 1, low regularity test, k = 0 and EDG: Errors, observed convergence orders, and
expected order (EO) for the control u, the state y, the dual state z and their fluxes q and p.
h/
√
2 1/2 1/4 1/8 1/16 1/32 EO
‖q − qh‖Th 3.600E-01 2.788E-01 2.202E-01 1.729E-01 1.372E-01
order - 0.36 0.34 0.34 0.33 -
‖p− ph‖Th 1.072E-01 6.488E-02 3.701E-02 2.036E-02 1.080E-02
order - 0.72 0.80 0.86 0.91 0.5
‖y − yh‖Th 5.983E-02 2.280E-02 8.000E-03 3.088E-03 1.230E-03
order - 1.39 1.51 1.37 1.32 0.5
‖z − zh‖Th 2.883E-02 9.238E-03 2.387E-03 5.672E-04 1.314E-04
order - 1.64 1.95 2.07 2.10 0.5
‖u− uh‖E∂h 1.511E-01 8.549E-02 5.284E-02 3.198E-02 1.911E-02
order - 0.82 0.69 0.72 0.74 0.5
Table 6: Example 1, low regularity test, k = 0 and IEDG: Errors, observed convergence orders,
and expected order (EO) for the control u, the state y, the dual state z and their fluxes q and p.
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h/
√
2 1/2 1/4 1/8 1/16 1/32 EO
‖q − qh‖Th 2.486E-01 1.772E-01 1.347E-01 1.041E-01 7.919E-02
order - 0.48 0.40 0.37 0.39 0.33
‖p− ph‖Th 3.467E-02 1.305E-02 4.971E-03 1.941E-03 7.691E-04
order - 1.40 1.39 1.35 1.33 0.83
‖y − yh‖Th 1.837E-02 5.972E-03 2.199E-03 8.997E-04 3.726E-04
order - 1.62 1.44 1.28 1.27 0.83
‖z − zh‖Th 5.359E-03 1.333E-03 3.007E-04 6.417E-05 1.333E-05
order - 2.00 2.14 2.22 2.26 0.83
‖u− uh‖E∂h 9.307E-02 4.230E-02 2.254E-02 1.288E-02 7.352E-03
order - 1.13 0.90 0.80 0.80 0.83
Table 7: Example 1, low regularity test, k = 1 and EDG: Errors, observed convergence orders, and
expected order (EO) for the control u, the state y, the dual state z and their fluxes q and p.
h/
√
2 1/2 1/4 1/8 1/16 1/32 EO
‖q − qh‖Th 2.431E-01 1.786E-01 1.372E-01 1.072E-01 8.321E-02
order - 0.44 0.38 0.35 0.36 0.33
‖p− ph‖Th 3.411E-02 1.270E-02 4.868E-03 1.905E-03 7.546E-04
order - 1.42 1.38 1.35 1.33 0.83
‖y − yh‖Th 1.535E-02 5.202E-03 1.869E-03 7.186E-04 2.848E-04
order - 1.56 1.47 1.37 1.33 0.83
‖z − zh‖Th 5.255E-03 1.277E-03 2.825E-04 5.940E-05 1.212E-05
order - 2.04 2.17 2.24 2.29 0.83
‖u− uh‖E∂h 6.326E-02 3.179E-02 1.716E-02 9.636E-03 5.458E-03
order - 1.00 0.89 0.83 0.82 0.83
Table 8: Example 1, low regularity test, k = 1 and IEDG: Errors, observed convergence orders,
and expected order (EO) for the control u, the state y, the dual state z and their fluxes q and p.
Figure 1: The computed state yh by CG (left), EDG (middle) and IEDG (right).
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5 Conclusion
In this work, we approximate the solution of a convection diffusion Dirichlet boundary control
problem by EDG and IEDG methods. We obtained an optimal convergence rate for the control for
both high regularity and low regularity cases. Instead of introducing a special projection as in [18],
we used an improved trace inequality for the low regularity case. This simplified the analysis.
Finally, some numerical experiments showed that the EDG and IEDG methods are suitable for
convection dominated problems. It is worth mentioning that the number of degrees of freedom of
EDG and IEDG methods are lower than the HDG method.
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