Fractional diffusion equation with distributed-order material
  derivative. Stochastic foundations by Magdziarz, Marcin & Teuerle, Marek
ar
X
iv
:1
51
0.
00
31
5v
1 
 [m
ath
.PR
]  
1 O
ct 
20
15
FRACTIONAL DIFFUSION EQUATION WITH
DISTRIBUTED-ORDER MATERIAL DERIVATIVE.
STOCHASTIC FOUNDATIONS.
Marcin Magdziarz 1, Marek Teuerle 2
Abstract
In this paper we present stochastic foundations of fractional dynamics
driven by fractional material derivative of distributed order-type. Before
stating our main result we present the stochastic scenario which underlies
the dynamics given by fractional material derivative. Then we introduce
a Levy walk process of distributed-order type to establish our main re-
sult, which is the scaling limit of the considered process. It appears that
the probability density function of the scaling limit process fulfills, in a
weak sense, the fractional diffusion equation with material derivative of
distributed-order type.
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Key Words and Phrases: fractional material derivative, distributed-
order derivative, Le´vy walk, ultraslow diffusion, scaling limits, convergence
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1. Introduction
The scaling limit of the standard random walk with jumps having finite
variance leads to the classical diffusion equation
∂p
∂t
=
1
2
∂2p
∂x2
.
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By adding the heavy-tailed waiting times which are independent of the
jumps, we obtain the continuous-time random walk (CTRW), whose long-
time limit is governed by the fractional diffusion equation [12]
∂p
∂t
=
1
2
0D
1−α
t
∂2p
∂x2
.
The operator 0D
1−α
t , 0 < α < 1, f ∈ C
1([0,∞)), is the fractional derivative
of the Riemann-Liouville type [1].
On the other hand, if both jumps and waiting times are independent
and chosen from the power-law distribution, the density of the correspond-
ing scaling limit solves the space-time fractional diffusion equation [12].
The main difficulty underlying such models with heavy-tailed jumps is the
infinite second moment. As a consequence, the mean square displacement is
not well defined. To overcome this difficulty the so-called Lev´y walks were
introduced [2, 3] (see also [4] for a recent review). Le´vy walk is a special
type of CTRW, for which the length of each jump is equal to the length of
the preceding waiting time. This strong spatiotemporal coupling assures
that the Le´vy walk has finite moments of all orders (long jumps are penal-
ized by long waiting times preceding the jump). Thus, even if the jumps are
heavy-tailed, the mean square displacement is well-defined. Moreover, the
dynamics of the Le´vy walk densities is governed by the so-called fractional
material derivatives
(
∂
∂t ∓
∂
∂y
)α
, see [6]. In the Fourier-Laplace space they
are given by
FyLt
{(
∂
∂t
∓
∂
∂y
)α
f(y, t)
}
= (s∓ ik)αf(k, s).
In this paper we introduce the Le´vy walk model with waiting times dis-
playing very slow logarithmic decay of the tails. This type of distributions
leads to the so-called ultraslow diffusion, which was analyzed in [5, 23].
Because of the strong coupling, in spite of the fact that the jumps can
be extremely long, the introduced model has finite moments of all orders.
Moreover, it explains the stochastic origins of fractional dynamics driven
by fractional material derivative of distributed order-type.
The paper is organized as follows: in the next section we recall the
notion of fractional material derivative and its relation with the classical
Le´vy walks. Next we define he Le´vy walk model with waiting times hav-
ing logarithmic decay of the tails. We derive the corresponding scaling
limit in the cases of first-wait and first-jump scenarios. Finally, we intro-
duce a pseudo-differential operator called fractional material derivative of
distributed-order type and show that the density of the obtained diffusion
limit solves the corresponding fractional diffusion equation.
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2. Stochastic foundations of fractional dynamics with fractional
material derivative
In the following section we recall the formal definition of multidimen-
sional Le´vy walk (LW) and the corresponding overshooting Le´vy walk
(OLW). The scaling limits of these processes lead to the fractional dynamics
which involves fractional material derivatives.
2.1. Definitions of Le´vy walk and overshooting Le´vy walk. LW pro-
cess arises as a special case of CTRW. CTRW is a stochastic process, which
generalizes the classical random walk [7, 8] by assuming that the consecu-
tive random jumps are separated by random waiting times [8, 9, 10, 11, 12].
Definition 2.1. Let {(Ti,Ji)}i≥1 be a sequence of independent and
identically distributed (IID) random vectors such that the following condi-
tions hold:
a) P(Ti > 0) = 1 and Ti is heavy-tailed with index α ∈ (0; 1), i.e.
P(Ti > t) ≈ t
−α as t→∞, (2.1)
b) P(Ji ∈ R
d) = 1 and for each Ji we have
Ji = ViTi, (2.2)
where {Vi}i≥1 is an IID sequence of non-degenerate unit vectors
from Rd, governing the direction of jumps. Sequences {Vi}i≥1 and
{Ti}i≥1 are assumed mutually independent.
Next, let Nt = max{n : T1 + T2 + . . . + Tn ≤ t} be the counting process
corresponding to {Ti}i≥1. Then, the processes
R(t) =
Nt∑
i=0
Ji, (2.3)
R˜(t) =
Nt+1∑
i=0
Ji, (2.4)
are called LW and OLW, respectively.
Physically, the process defined in (2.3) has a very intuitive behaviour
and can be used to model random phenomena at the microscopic level.
Namely, a particle whose position is described by LW, starts its motion at
the origin and stays there for the random time T1, then it makes the first
jump J1. Next, it stays at the new location for the random time T2 before
making next jump J2, and then the scheme repeats. Due to relation (2.2),
the length of each jump Ji is equal to the length of the preceding waiting
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time Ti, while the direction of each jump Ji is governed by the random
vector Vi. Therefore the position of the particle Rt at any moment t
satisfies ‖Rt‖ ≤ t, where ‖ · ‖ is d-dimensional Euclidean norm.
As the reader can notice in the definition of OLW the counting process
Nt is replaced by Nt + 1. This change has a important influence on the
trajectories and properties of the underlying OLW process. In contrary to
LW process, the particle running OLW performs the first jump J1 immedi-
ately after it starts the motion, and waits at the new location for the time
T1, then it performs the second jump J2 to relocate to the next position
and waits there for the time T2, and then that scheme repeats. In fact the
OLW process consists of ’jump-wait’ events (also called ’first jump’ events),
while LW process consists of ’wait-jump’ events (’first wait’ events). One
of the main differences between LW and OLW processes is that the second
moment of the LW process is finite, while it is infinite for OLW process
[13, 14, 15, 16]
2.2. Asymptotic properties of Le´vy walks and overshooting Le´vy
walks. In this section we present the asymptotic behaviour of LW and
OLW processes. We give the detailed description of the corresponding
scaling limit processes.
Recall that {X(t)}t≥0 is a d-dimensional Le´vy process if its Fourier
transform is given by (Le´vy-Khinchin representation, see [29]):
E exp{i〈k,X(t)〉} = exp{tψ(k)}, k ∈ Rd (2.5)
with the characteristic exponent ψ(k) given by:
ψ(k) = i〈k,a〉 −
1
2
〈k,Qk〉+
∫
x 6=0
(
exp i〈k,x〉 − 1−
i〈k,x〉
1 + ‖x‖2
)
ν(dx).
(2.6)
Here, 〈·, ·〉 is the scalar product in Rd, a ∈ Rd is the drift parameter,Q is the
symmetric and positive defined d-dimensional square matrix determining
the Gaussian part of X(t), and ν is the so-called Le´vy measure. It is the
σ-finite Borel measure on Rd \ {0} such that
∫
x 6=0min(‖x‖
2, 1)ν(dx) <∞.
The triplet [a,Q, ν] , which is called the Le´vy triplet, uniquely determines
the Le´vy process X(t).
Let us introduce the following notation: denote byX−(t) = limsրtX(s)
the left-continuous version of a right-continuous processes X(t), and by
Y+(t) = limsցtY(s) the right-continuous version of any left-continuous
process Y(t).
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Theorem 2.1. Let R(t) and R˜(t) be the LW and OLW processes from
Def. 2.1. The following convergences hold in J1 topology as n→∞:
n−1/αR
(
n1/αt
)
⇒
(
L−α
(
S−1α (t)
))+
, (2.7)
n−1/αR˜
(
n1/αt
)
⇒ Lα
(
S−1α (t)
)
.
Here, the process S−1α (t) is defined as follows:
S−1α (t) = inf{τ ≥ 0 : Sα(τ) > t}. (2.8)
The dependence structure between the Le´vy processes Lα(t) and Sα(t) is
given by their joint Le´vy triplet,

∫
x 6=0
x
1 + ‖x‖2
ν(Lα,Sα)(dx),0, ν(Lα ,Sα)

 , (2.9)
with the following Le´vy measure
ν(Lα,Sα)(dx) =
∫
Sd−1
δut(dx1)ν(dt)Λ(du). (2.10)
Here x = (x1, t) ∈ R
d \ {0} × (0,∞), u = x1/‖x1‖ ∈ S
d−1, Sd−1 is the
(d-1)-dimensional sphere, δs(·) is a Dirac delta function at point s, ν is the
Le´vy measure of an α-stable subordinator ν(dt) = αt−α−1/Γ(1 − α) and
Λ(du) = P(V1 ∈ du), where the sequence {Vi}i≥1 is defined in point b) of
Def. 2.1.
P r o o f. For a proof of Theorem 2.1 we refer to the first part of Ap-
pendices B and C in [13]. The results follows immediately when we put
γ = 1 (using notation therein). ✷
The above presented result needs an extended comment. First of all,
the scaling limit processes for LW and OLW, although both having the form
of subordination, differ significantly. In the case of LW, the limit process
is a right-continuous version of the left-continuous α-stable process L−α (s)
subordinated to the inverse α-subordinator S−1α (t). For the OLW scaling
limit we obtain the right-continuous α-stable process Lα(s) subordinated
to the inverse α-subordinator S−1α (t). In both scenarios the inverse α-
stable subordinator S−1α (t) plays the role of internal operational time of
the system (see [17, 18, 19, 20] for similar results). We emphasize that the
difference between scaling limits of LW and OLW processes is due to the
fact that the LW process is composed of ’wait-jump’ events, while OLW
- from ’jump-wait’ events. For an extended discussion on this matter see
[13, 14, 15, 16, 21].
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The α-stable process Lα(s) occurs as scaling limit of the sum of jumps
{J}i≥1 (see Def. 2.1). Since the jumps of the underlying LW and OLW are
heavy-tailed with parameter α, see (2.1) and (2.2), Lα(s) belongs to the
domain of attraction of α-stable laws. Moreover, the spatial properties of
Lα(s) are also inherited from the sequence {Vi}i≥1, (2.2). It appears that
the distribution Λ of unit vector Vi, which governs the possible directions
of jump Ji in (2.2), controls the possible d-dimensional directions of the
jumps of Lα(s).
Moreover, the LW and OLW scaling limits are composed of two process
Lα(t) and Sα(t), which according the their joint Le´vy measure (2.10) are
strongly dependent. The Le´vy measure can be considered as the intensity of
jumps of the joint Le´vy process (Lα(t), Sα(t)). Therefore we can conclude
that the processes Lα(t) and Sα(t) have jumps of the same length, which
occur in the same epochs of time. As mentioned before, the direction of
d-dimensional jumps of Lα(t) is controlled by distribution of Vi.
2.3. Fractional dynamics of the LW and OLW scaling limits in-
cluding fractional material derivative. In what follows, we will use
the results of the previous sections to establish a link between the scaling
limits of LWs and the dynamics driven by fractional material derivative.
It follows from results presented in [13, 21] that the joint Le´vy process
(Lα(t), Sα(t)) has the following Fourier-Laplace exponent
ψ(k, s) =
∫
u∈Sd−1
(s− i〈k,u〉)αΛ(du). (2.11)
The Fourier-Laplace transform presented in Eq. (2.11) uniquely determines
the distribution of the scaling limits obtained in Theorem 2.1. Moreover,
it appears that it is closely related to the d-dimensional fractional material
derivative, which is a d-dimensional generalization of one-dimensional frac-
tional derivative introduced in [22]. The d-dimensional fractional material
derivative is defined as
D
α,Λ
x,t p(x, t) =
∫
u∈Sd−1
(
∂
∂t
+ 〈∇,u〉
)α
p(x, t)Λ(du) (2.12)
for some density function p(x, t). According to (2.11), in the Fourier-
Laplace space it is equal to
FxLt{D
α,Λ
x,t p(x, t)} =
∫
u∈Sd−1
(s− i〈k,u〉)αΛ(du)p(k, s).
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In the above formula p(k, s) is the Fourier-Laplace transform of p(x, t).
Moreover, the operator ∇ denotes the gradient ∇ =
(
∂
∂x1
, ∂∂x2 , . . . ,
∂
∂xd
)T
,
therefore 〈∇,u〉 can be interpreted as the multidimensional directional de-
rivative, see Section 6.5 in [25] for details and examples. The integration
in (2.12) is over (d−1)-dimensional sphere Sd−1 as Λ is the distribution on
Sd−1.
As a consequence the densities of the scaling limits of LW and OLW
in Theorem 2.1 satisfy in the following fractional diffusion equations [13],
respectively:
D
α,Λ
x,t p1(x, t) = δ0(x)
t−α
Γ(1 − α)
, (2.13)
D
α,Λ
x,t p2(x, t) =
α
Γ(1− α)
∞∫
t
∫
u∈Sd−1
δus(dx)s
−αΛ(du)ds. (2.14)
Solutions of these equations are in a weak sense, meaning that thy are
satisfied in the Fourier-Laplace space [21].
In the next section we will introduce the stochastic scheme which leads
to the fractional dynamics given by equations similar to (2.13) and (2.14),
but with the operator Dα,Λ
x,t replaced by the fractional material derivative
of distributed-order type.
3. Stochastic foundations of fractional dynamics with fractional
material derivative of distributed-order type
3.1. Definitons of generalized Le´vy walk and overshooting Le´vy
walk. Before we present our main results of this section, we shortly re-
call results concerning the stochastic scheme underlying distributed order
derivatives.
Let us consider an IID sequence {Bi}i≥1 of random variables, such that
B1 is distributed on interval [0,1] according to probability density function
p(β), which is regularly varying at zero with exponent γ − 1 (here γ > 0),
i.e.
lim
t→0
p(λt)
p(t)
= λγ−1. (3.1)
We also assume that the following property holds
∫ 1
0
p(β)
1− β
dβ <∞. (3.2)
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Then, for any n ≥ 1 let {T
(n)
i }i≥1 be an IID sequence of nonnegative random
variables, which conditionally on B1 = β has the following distribution
P(T
(n)
i > t|Bi = β) =
{
1 for 0 ≤ t < n−1/β ,
n−1t−β for t ≥ n−1/β.
(3.3)
The asymptotic properties of random variables
{
T
(n)
i
}
i≥1
have been inves-
tigated in [23], we summarize them in the following lemma.
Lemma 3.1. For any n let
{
T
(n)
i
}
i≥1
be an IID sequence such that
condition (3.3) holds. Then the following convergence holds in J1 topology
as n→∞:
⌊nt⌋∑
i=1
T
(n)
i ⇒ S
∗
β(t), (3.4)
where the process is a subordinator such that its Le´vy triplet is given by
 ∫
x>0
x
1 + x2
νS∗
β
(dx), 0, νS∗
β

 , (3.5)
with the Le´vy measure νS∗
β
given by
νS∗
β
(dt) =
1∫
0
βt−β−1 p(β)dβdt for t > 0. (3.6)
P r o o f. The proofs follows immediately from Theorem 3.4 and Corol-
lary 3.5 of [23]. ✷
The specific construction of sequence {T
(n)
i }i≥1 leads to the fractional
dynamics given by distributed-order derivative [23]. Therefore, we will use
it to construct the appropriate modifications of LW and OLW processes in
order to obtain the dynamics governed by fractional material derivative of
distributed-order type.
Definition 3.1. For any n ≥ 1 let
{(
J
(n)
i , T
(n)
i
)}
i≥1
be a sequence
of independent and identically distributed (IID) random vectors such that
all the following conditions hold:
a) T
(n)
i ’s fulfill condition (3.3),
b) P(J
(n)
i ∈ R
d) = 1 and for each J
(n)
i we put
J
(n)
i = ViT
(n)
i , (3.7)
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where {Vi}i≥1 is an IID sequence of non-degenerate unit vectors
from Rd, sequences {Vi}i≥1 and {T
(n)
i }i≥1 are mutually indepen-
dent.
For the renewal process N
(n)
t = max{i ∈ N0 : T
(n)
1 + T
(n)
2 + . . .+ T
(n)
i ≤ t},
we define the following processes:
R(n)(t) =
N
(n)
t∑
i=1
J
(n)
i , (3.8)
R˜(n)(t) =
N
(n)
t +1∑
i=1
J
(n)
i , (3.9)
which are called here generalized Le´vy walk (GLW) and generalized over-
shooting Le´vy walk (GOLW), respectively.
3.2. Asymptotic properties of generalized Le´vy walks and gen-
eralized overshooting Le´vy walks. In the next part we present the
asymptotic behaviour of the GLW and GOLW processes introduced in Sec.
3.1. We give detailed description of the resulting scaling limit processes.
Let us start with the technical lemma concerning the asymptotic prop-
erties of the joint process of partial sums for {(J
(n)
i , T
(n)
i )}i≥1.
Lemma 3.2. Let us consider an IID sequence {(J
(n)
i , T
(n)
i )}i≥1 from
Def. 3.1. Then the following convergence holds in J1 topology as n→∞:
⌊nt⌋∑
i=1
J
(n)
i ,
⌊nt⌋∑
i=1
T
(n)
i

⇒ (L∗β(t), S∗β(t)) , (3.10)
where the process
(
L∗β(t), S
∗
β(t)
)
is (d+1)-dimensional Le´vy process defined
by the following Le´vy triplet:

∫
x 6=0
x
1 + ‖x‖2
ν(L∗β ,S
∗
β)
(dx), 0, ν(L∗β ,S
∗
β)

 , (3.11)
with the following Le´vy measure
ν(L∗β ,S
∗
β)
(dx) =
1∫
0
(∫
u∈Sd−1
δtu(dx1)Λ(du)βt
−β−1dt
)
p(β)dβ. (3.12)
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Here x = (x1, t) ∈ R
d \ {0} × (0,∞), u = x1/‖x1‖ ∈ S
d−1, Sd−1 is (d-1)-
dimensional sphere, δs(·) is a Dirac delta function at point s and Λ(du) =
P(V1 ∈ du), where the sequence {Vi}i≥1 is defined in point b) of Def. 3.1.
P r o o f. First, we recall a result concerning finite-dimensional conver-
gence of waiting times defined in (3.3). Namely, from Lemma 3.1 it follows
that
n∑
i=1
T
(n)
i
d
−→ S∗β(1),
holds as n → ∞. Here S∗β(1) is the distribution of the process S
∗
β(t) at
t = 1. Process S∗β(t) is fully described by its Le´vy triplet given by (3.5)
with the Le´vy measure νS∗
β
given by (3.6). Based on Theorem 3.2.2 in [24]
the above mention result implies that as n→∞
nP(T
(n)
1 ∈ dt)→ νS∗β(dt) =
∫ 1
0
βt−β−1p(β)dβdt for any t > 0 (3.13)
and the Gaussian part in Le´vy-Khinchin representation of the process S∗β(t)
is equal to 0.
To prove Lemma 3.2, let us observe that for any Borel sets A1 ∈ B(R
d)
and A2 ∈ B(R+) such that A1 = A1(R,D) = {ru ∈ R
d : r ∈ R,u ∈ D},
where R ∈ B(R+) and D ∈ B(S
d−1), due to the independence between T
(n)
1
and V1 we have that
nP(J
(n)
1 ∈ A1, T
(n)
1 ∈ A2) = n
∫
Sd−1
P(T
(n)
1 u ∈ A1, T
(n)
1 ∈ A2)P(V1 ∈ du)
= n
∫
A2
∫
Sd−1
1(tu ∈ A1)P(V1 ∈ du)P(T
(n)
1 ∈ dt)
(3.14)
where 1(·) is equal 1 if the condition in the brackets is fulfilled and 0 if it
is not. Let us observe that for (x, t) ∈ Rd \ {0} × R+ and u ∈ S
d−1 by
taking the advantage of Fubini’s theorem and asymptotic property (3.13)
it follows from the formula (3.14) that
nP(J
(n)
1 ∈ A1, T
(n)
1 ∈ A2) = n
∫
A2
∫
Sd−1
1(tu ∈ A1)P(V1 ∈ du)P(T
(n)
1 ∈ dt)
−→
∫ 1
0
∫
A2
∫
Sd−1
1(tu ∈ A1)βt
−β−1Λ(du)p(β)dtdβ,
(3.15)
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as n → ∞, where Λ(du) = P(V1 ∈ du). Thus the Le´vy measure of joint
distribution (L∗β(1), S
∗
β(1)) is equal to
ν(L∗β ,S
∗
β)
(dx) =
1∫
0
(∫
u∈Sd−1
δtu(dx1)Λ(du)βt
−β−1dt
)
p(β)dβ.
Here x = (x1, t) ∈ R
d \ {0} × (0,∞), u = x1/‖x1‖ ∈ S
d−1.
Since the distribution S∗β(1) has Gaussian component equal to 0, one
can conclude that due to the tight relation between J
(n)
i and T
(n)
i , also the
joint limit distribution (L∗β(1), S
∗
β(1)) has no Gaussian component. Theo-
rem 3.2.2 [24] assures that the convergence in (3.10) holds in the sense of
distributions. Based on Theorem 4.1 in [26] we conclude that the conver-
gence is also valid in the functional sense (here convergence in Skorokhod
J1 topology, see [27, 28]), which finishes the proof. ✷
In the next theorem we present the main result of this section, which
are the scaling limits of GLW and GOLW processes.
Theorem 3.1. Let R(n)(t) and R˜(n)(t) be the GLW and GOLW pro-
cesses defined in Def. 3.1. The following convergences hold in J1 topology
as n→∞:
R(n)(t)⇒
(
L∗−β
(
S∗−1β (t)
))+
, (3.16)
R˜(n)(t)⇒ L∗β
(
S∗−1β (t)
)
,
where the process S∗−1β (t) is defined as follows:
S∗−1β (t) = inf{τ ≥ 0 : S
∗
β(τ) > t}. (3.17)
The dependence structure between L∗β(t) and S
∗
β(t) processes is given by
their joint Le´vy triplet in (3.11).
P r o o f. In Lemma 3.2 we showed the functional convergence of the
joint process of cumulated jumps and waiting times to (L∗β(t), S
∗
β(t)), which
is fully described by its Le´vy triplet given by (3.11). Moreover, from the
Le´vy triplet of S∗β(t) we can conclude that it is a process with unbounded,
nonnegative and strictly increasing trajectories. Therefore, the convergence
in Skorokhod J1 topology in Theorem 3.1 can be now easily concluded from
Theorem 3.6 in [17]. ✷
The general structure of the scaling limit processes in Theorem 3.1 is
similar to the one in Theorem 2.1. We see the difference for GLW and
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GOLW scaling limits due to the fact that these processes arise form differ-
ent stochastic schemes: ’wait-first’ and ’jump-first’ scenarios, respectively.
For the GLW scheme Le´vy process L∗−β (s) is subordinated to the inverse
subordinator S∗−1β (t). While for the GOLW scaling limit process we obtain
right-continuous Le´vy process L∗β(s) subordinated to the inverse subordi-
nator S−1β (t). Similarly as for S
−1
α (t) in Theorem 2.1, here the inverse sub-
ordinator S∗−1β (t) plays a role of internal operational time of the resulting
scaling limit processes.
It is worth noticing that processes L∗β(s) and S
∗
β(t) are no longer stable
processes. Due to the specific construction of waiting times, see (3.3) and
(2.1), where the heavy-tailed index β being conditionally defined by the
sequence {Bi}i≥1, L
∗
β(s) and S
∗
β(t) belong to the more general class of
Le´vy processes. Processes L∗β(s) and S
∗
β(t) are strongly dependent, which
can be deduced from their joint Le´vy triplet. It appears that their joint
Le´vy measure (3.12) is an integral over the distribution of parameter β of
joint Le´vy measures (2.10) in the LW and OLW case
3.3. Fractional dynamics of the GLW and GOLW scaling limits
including fractional material derivative of distributed-order type.
It follows from results presented in [13, 21] that the scaling limit of processes(
L∗β(t), S
∗
β(t)
)
has the following Fourier-Laplace exponent
ψ(k, s) =
∫ 1
0


∫
u∈Sd−1
(s− i〈k,u〉)β Γ(1− β)Λ(du)

 p(β)dβ. (3.18)
The Fourier-Laplace transform presented in Eq. (3.18) uniquely determines
distributions of the corresponding scaling limits obtained in Theorem 3.1.
Therefore, one can introduce a pseudodifferential operator of fractional
material derivative of distributed-order type:
D
p(β),Λ
x,t p(x, t) =
∫ 1
0


∫
u∈Sd−1
(
∂
∂t
+ 〈∇,u〉
)β
Γ(1− β)p(x, t)Λ(du)

 p(β)dβ
(3.19)
which according to (3.18) is defined for some density function p(x, t) in the
Fourier-Laplace space as
FxLt{D
p(β),Λ
x,t p(x, t)} =
∫ 1
0


∫
u∈Sd−1
(s− i〈k,u〉)β Γ(1− β)Λ(du)

 p(k, s)p(β)dβ.
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In formula (3.19) the first integral is the one with respect to the distribution
p(β) over the integrand which is the usual fractional material derivative
operator (2.12).
In analogy to the result of Section 2 the densities of the scaling limits of
GLW and GOLW in Theorem 3.1 satisfy the following fractional diffusion
equations, respectively:
D
p(β),Λ
x,t p1(x, t) = δ0(x)
∫ 1
0
t−βp(β)dβ, (3.20)
D
p(β),Λ
x,t p2(x, t) =
∫ 1
0
∫ ∞
t
∫
u∈Sd−1
δsu(x)s
−βΛ(du)dsp(β)dβ, (3.21)
where the fractional material derivative operator of distributed order is on
the left-hand side of above equations.
4. Conclusions
In this paper we introduced the Levy walk model of distributed-order
type. Our approach was based on strongly coupled CTRW with the dis-
tribution of waiting times displaying ultraslow (logarithmic) decay of the
tails. This type of distribution is closely related to the so-called ultraslow
diffusion. We have derived the diffusion limit of the Levy walk model of
distributed-order type. It appears that the limit has the form of subordi-
nation (time change) of certain Le´vy process with the inverse subordinator
corresponding to the waiting times with ultra-heavy tails. This type of
superdiffusive dynamics is characterized by trajectories that have very long
jumps (with logarithmic decay of their tails) and finite mean square dis-
placement (in the case of GLW).
The introduced model explains the stochastic origins of fractional dy-
namics driven by fractional material derivative of distributed order-type.
This is manifested by the fact that the probability density function of the
obtained diffusion limit process solves the fractional diffusion equation with
such material derivative.
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