Abstract: This work presents a method to compute the optimal sampling time that makes N MIMO agents converge to the consensus state with minimum energy consumption. In its turn, every agent in the network is composed of n continuous time first order linear systems. The communication is done in discrete time, sampling all the signals associated to every agent at the same sampling time. In order to minimize the energy consumed in the process of communication, we will look for the optimal sampling time such that the consensus is reached in a minimum number of iterations. The analysis is performed by minimizing objective functions that take into account a measure of the convergence rate to reach a consensus. These objective functions mainly depend on the eigenvalues of the sampled transition matrix of the system. The method can be applied to medium/large scale networks, since it requires computing the eigenvalues of the adjacency matrix just once. Finally, we present a case study based on the torus topology, where a MIMO case of communication (1000 systems) is analyzed, obtaining the optimal sampling time to reach the consensus.
INTRODUCTION
This paper presents a method to analyze the best sampling time in a network such that consensus is reached with minimal energy consumption in the communication procedure. We will explore the MIMO case, where the results are more relevant, because each agent is allowed to be composed of several systems. Particularly, in this work we will study the specific case where all the subsystems are decoupled; we consider that the information of an agent is sent at the same time (same sampling time for the systems in an agent) in order to reduce the energy consumption in the communication process.
In the literature there are many works that study different aspects concerning the consensus problem. From the seminal work by Tsitsiklis (1984) , where the consensus problem was firstly studied, many researchers have focused their investigations on this field. In the survey paper Olfati-Saber et al. (2007) and in the references therein, we can find the main problems studied related to consensus. In this survey, the authors compare several problems studied in continuous time and in discrete time, paying special attention to switching networks and time delays ). More recently, in Seuret et al. (2008) and Seuret et al. (2009) in the consensus problem, in Carli et al. (2008) it is shown that randomly time-varying (switching) graphs allow very fast convergence rates for consensus. Besides, in case that every agent is restricted to communicate to a given small number of other agents, it has been proved that the optimal topology of communication is given by a de Bruijn graph (Delvenne et al. (2009) ).
On the other hand, the study of the consensus problem for sampled continuous time systems has been scarcely studied, and very few works are referenced in literature. In Gao et al. (2009) , a study of the consensus problem for multi-agent systems is presented using sampled information, but the analysis is performed considering the sampling period to be small enough. Recently in Rodrigues el al. (2010) , the authors search for an appropriate sampling time such that the stability is ensured given a specific topology for second order systems. On the other hand, the work of Moreau (2005) reveals that more communication does not necessarily lead to faster convergence and may eventually even lead to a loss of convergence. In this sense, in the work Lopez-Martinez el al. (2010) the main novelty was the idea of finding an optimal sampling time depending on an objective function. This objective function, in its turn, will depend on the eigenvalues of the closed loop system. In the work that we present here, we extend these results for the case of networks of agents with multivariable dynamics. In this way, the objective is to find the best sampling time such that the consensus among all the multivariable agents is reached with a minimum number of iterations and thus with minimal energy consumed in the communication process. We compare two objective functions using some recent results developed in Carli et al. (2009) .
The paper is organized as follows. Firstly, section 2 is dedicated to explain the notation used along the paper. In section 3, a very simple motivating example introduces the problem, first for the SISO case and then for the MIMO case. Next, section 4 presents the problem description. In section 5, several optimization problems are defined in order to minimize the energy consumed in the communications, which is mainly related to the number of iterations. In section 6 and section 7, we introduce a method to solve the optimization problems for the case of first order systems and then a complex case study is analyzed. Finally the major contributions of the work are summarized in section 8.
NOTATION
Throughout the paper the following notation will be used:
• z(A k ) is a column vector with the eigenvalues of A k sorted from highest to lowest magnitude, and z i represents the i-th coordinate.
• |z i | represents the i-th largest magnitude of all the eigenvalues.
• log represents the natural logarithm.
• ⊤ represents the transpose.
MOTIVATING EXAMPLES

SISO CASE STUDY
Consider the discrete time feedback interconnection of two identical continuous time first order linear systems, sampled and hold (ZOH) at sampling time T k (see Fig. 1 ). The dy-
Σ1
Σ2 namics of the continuous time closed loop system can then be expressed asẋ
or in a matricial waẏ
and for the sampled closed loop system
or in a matricial way
where a = e −T k and b = 1 − a. From this last relation, it is easy to see that A k has one eigenvalue in z 1 = 1. The other eigenvalue can be obtained by solving the characteristic polynomial
The magnitude of this second eigenvalue is |z 2 | < 1 for all 0 < T k < ∞, and this implies that the sampled closed loop system is critically stable. The eigenvector associated to z 1 is the vector of ones. Thus, for any given initial state, x(0), it is possible to reach a consensus x(∞), where each component is equal to the mean of the components of x(0), that is, x1 (0)+x2(0) 2 . In order to reach consensus with a minimum consumption of energy spent in the communications, we have to minimize the number of iterations. The rate of convergence to consensus (z 1 = 1) depends on the rest of the eigenvalues, and so it can be increased by reducing their magnitude. In this case, just the second one, which depends on the sampling time. Thus, the minimum number of iterations is achieved when z 2 = 0, and this implies to take a specific value of sampling time, which is T k = log 2. Figure 2 shows the evolution of the response of each system with respect to the number of iterations. In this case the optimal sampling time to reduce the number of iterations, and hence the energy consumed in the communication, is given by T k = log 2. It is also interesting to note that the number of iterations to reach the consensus (within a prescribed error) for T k = 0.1 is larger than for T k = 1.5.
MIMO CASE STUDY
Consider now a class of linear systems with two degrees of freedom (two independent states), where the dynamics of each degree of freedom are independent, of first order but with different characteristic times (τ 1 , τ 2 ). Suppose that two systems of this class are interconnected in such a way that there exists a sampled feedback interconnection between the corresponding states. The main idea is to use only just one sampling time, in such a way that each system transmits the information of the two degrees of freedom at the same moment. In this way we reduce the number of times to transmit and hence the energy involved in the process of communication.
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where
As before, the idea is to determine what is the best sample time that we can choose in order to minimize the number of iterations that are necessary to reach a consensus. For that, we study the eigenvalues of matrix A k , obtaining the following solution
In this case, a way to minimize the number of iterations is to choose a sampling time such that the magnitude of the third eigenvalue (ordered by magnitude) is minimized.
Then, to obtain this optimal sampling time T * , we should solve
Assuming that τ 1 > τ 2 , the optimal value of T k corresponds to the value such that
The solution of this equality is found for the interval T k ∈ [τ 2 log 2, τ 1 log 2], and corresponds to the solution of the following trascendental equation
For the sake of clarity, we can take the values τ 1 = 2 and τ 2 = 1 obtaining the graphical solution shown in Fig. 3 , where the optimal sampling time is T * = 0.9624.
Remark 1. In this example, the objective function is minimize the magnitude of the third eigenvalue, the first whose magnitude is less than one. From Fig. 3 , it is clear that this function is not of class C 1 , but the minimization problem can be solved by finding the intersections of the curves.
It is worth mentioning that choosing just one sampling time, neither the solution of taking T k = τ 1 log 2 nor T k = τ 2 log 2 is the optimal one for the objective function to minimize, given by the magnitude of the third eigenvalue. Figure 4 shows the evolution of the states for the interconnection of the two systems mentioned above. It is clear that with respect to the number of iterations, the second simulation is the best, where the sampling time is T k = T * . It is also interesting to note that in this simulation the convergence to the consensus states is faster (number of iterations) with T k = 2 than with T k = 0.1.
PROBLEM DESCRIPTION
Consider a critically-stable continuous time interconnection of N first order linear systems, Σ i , where the continuous time dynamics of each system can be expressed in the following form:
where x i ∈ R is the state vector and u i ∈ R is the input vector. Consider also that they are interconnected such that
Then, the dynamics of the whole system can be expressed aṡ x = (A + BK)x =Āx (12) and the following theorem can be applied. Theorem 1. IfĀ is critically stable (λ 1 = 0, ℜ(λ i ) < 0, i ∈ [2, N ]), and the sum of the elements of each row and each column is equal to 0 (Ā k 1 = 0 and 1
where 1 ∈ R N is a column vector of N ones.
In case the signals of each system are sampled and hold (ZOH) before exchanging the information, the dynamics of each system can then be written as
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. Consider now that they are interconnected such that
Then, the dynamics of the whole system can be expressed as
and the following theorem can be used. Theorem 2. IfĀ k is critically stable (|z 1 | = 1, |z i | < 1, i ∈ [2, N ]) and the sum of the elements of each row and each column is equal to 1 (Ā k 1 = 1 and 1
At this point of the exposition, the problem to solve can be stated as follows:
Given the set of continuous time systems described by (10), verifying Theorem 1, find the best sampling time, such that the sampled consensus algorithm converges (verifying Theorem 2) following a criterion of minimum communication energy consumption.
OPTIMAL SAMPLING TIME FOR MINIMUM COMMUNICATION ENERGY CONSUMPTION
When analyzing the discrete-time interconnections, it is known that the rate of convergence of the consensus algorithm depends on the eigenvalues of matrixĀ k . It is clear that changing the sampling time, the eigenvalues also change. The problem is to determine the optimal sampling time such that the consensus is reached with minimum communication energy consumption.
For the sake of simplicity we will assume that all the agents are in communicating-modality. That is to say, we are not taking into account in this work the energy consumption associated to the go-in-sleeping-modality and the awake-from-sleepingmodality. At this point, it is clear that the less number of communications among the agents implies the less energy consumed. The number of communications in this context is the number of iterations of the consensus algorithm.
Therefore, in order to obtain the optimal sampling time we have to specify a criterion to minimize, which obviously depends on the eigenvalues of the sampled network described byĀ k . Next, we will describe two possible criteria.
Second-eigenvalue criterion
We can state the following criterion, the largest magnitude of the the eigenvalues that is less than 1. Defining |z i | as the ith largest magnitude of all the eigenvalues, we can write this objective function, with some abuse of notation, as J 1 . = |z 2 (Ā k )|, and we will refer to it as the second-eigenvalue criterion.
Then formally, the problem is to find the optimal sampling time T * by solving
All-eigenvalues criterion
As in the previous section, we can look for optimal sampling times that minimize other indexes, commonly used in the discrete-time consensus literature (see, e.g., Carli et al. (2009) ).
Sum of mean quadratic errors: For the special case of considering that the number of iterations is large enough (theoretically for k → ∞), we can derive the following index from the sum of mean quadratic errors with respect to the consensus value.
Then the problem is to find the optimal sampling time T * by solving
CONSENSUS OF SAMPLED FIRST ORDER MIMO SYSTEMS
Consider a critically-stable continuous time interconnection of N agents composed of n different first order linear systems (every agent has n degrees of freedom and every dynamics are of first order), Σ im , where for every agent the continuous time dynamics of each system can be expressed in the following form:
where x im ∈ R is the state, u im ∈ R is the input signal and τ m is the characteristic time of the m − th first order system. Consider also that they are interconnected such that
Then, the dynamics of the closed loop for the systems with characteristic time τ m can be expressed as
where I is the identity matrix and K is the adjacency matrix excluding the elements of the main diagonal, which are set to zero. From this expression, in order to verify Theorem 1, the following conditions must be satisfied
Assuming that the signals of each system are sampled and hold (ZOH) before exchanging the information, the dynamics of each system can be written as
where a m = e −T k /τm and b m = 1 − a m . Consider now that they are interconnected such that
Then, the dynamics of each system yields
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Finally, grouping the N equations we can express the dynamics of the systems with characteristic time τ m as
Optimal sampling time
As shown in section 5, we can state our problem as the optimization of an index (minimization of J 1 or J 2 ) which depends on the eigenvalues of the matrixĀ m,k . In the case of sampled first order systems, the matrixĀ m,k = A m,k + B m,k K, takes the values of A m,k = a m I, B m,k = 1 − a m and a m = e −T k /τm . In this way the eigenvalues of the matrixĀ m,k can be calculated from
For the whole closed-loop system including the n types of first order systems with characteristic times τ m , we can build an extended diagonal matrixĀ k , where each term in the diagonal is given byĀ m,k .
In this way, the eigenvalues of the extended matrix can be expressed as
Notice that the matrix K represents the weighted adjacency matrix of the graph excluding the elements of the main diagonal, which are set to zero. By assumption, the matrix K verifies N i=1 k ij = 1 ∀j and N j=1 k ij = 1 ∀i, which implies that at least one eigenvalue has magnitude one. On the other hand, this matrix does not depend on the sampling time, and thus their eigenvalues only has to be computed once.
CASE STUDY: TORUS TOPOLOGY
The graph that describes the communication topology as the torus is represented in Fig. 5 . We assume that all nodes have self-loops even though these are not plotted in the figure. The matrix K is built using this graph without taking into account self loops. We are going to study the case of a torus of 10x10 agents, where there are 10 agents per ring and every agent belongs to two perpendicular rings. We consider that every agent is communicating with itself and with an adjacent agent in the same ring (in-degree=out-degree=3) as shown in Fig. 5 .
Hence, the matrix K can be written as 
where I is a 10x10 identity matrix, O is a matrix of 10x10 zeros, and R is given by 
For the SISO case study, we consider that each agent is composed just of 1 first order system. Solving the optimization problem for J 1 and J 2 the optimal sampling time for this case is the same, and is given by T * = log 3.
Next, two comparisons are made taking into account different values of sampling times. Figure 6 shows that the number of iterations to achieve the consensus with sampling time T k = log 3 and T k = 3 is less than with sampling time T k = 0.1 sec. This implies that there is a range of sampling times where the network has low energy consumption (less iterations) and requires low bandwidth to reach a consensus.
For the MIMO case, we will consider that each agent is composed of n = 10 first order systems, all of them communicating through the same graph with the same sampling time T k , and verifying as a simplifying assumption that τ m = m (m = 1, . . . , n). For this case study, we obtain that the optimal sampling time that minimizes the index J 1 for the 1000 systems that compose this interconnection is given by T * ≈ 2.2824. Figure 7 shows how for sampling times different from the optimal one, the number of iterations to reach the consensus is larger, and hence the energy needed for the communication purposes. This work has shown the importance of choosing an appropriate sampling time when using consensus algorithms in networked sampled systems. The implications of this sampling time selection are mainly two, reduction of the energy consumption and reduction of bandwidth requirements. For the MIMO case, the results are really relevant, because normally each agent is composed of several systems, and the information is normally sent at the same time (same sampling time for the systems in an agent) in order to reduce the energy consumption in the communication process. The study has revealed that the optimal sampling time to achieve this depends only on the eigenvalues of the adjacency matrix of the communication graph. If this communication graph is constant in time, then their eigenvalues have to be computed just once in order to obtain the optimal sampling time. This makes the algorithm converge very fast.
Here we have considered specific MIMO systems, where all degrees of freedom are decoupled. As a future work, We also want to consider general MIMO systems, where all degrees of freedom may interact with each other.
The results obtained will allow us to reduce the number of communications in networks of sensors, or in networks of autonomous mobile agents, where the equilibrium point of every agent is (asymptotically) stable when its inputs are set to a null value, and the adjacency matrix is chosen in such a way that the equilibrium point of the global network is critically stable and there exists an average-consensus value.
