Abstract-Time series prediction has become more popular in various kinds of applications such as weather prediction, control engineering, financial analysis, industrial monitoring, etc.
I. INTRODUCTION
In general, a time series can be defined as a series of observations taken successively every equally spaced time interval. The primary goal of time series prediction is to forecast the future trend of the data based on the historical records. Therefore, it plays an important role in the decision making for industrial monitoring, business metrics, electrical grid control and various kinds of applications. We can roughly categorize the time series problems as follows. If we want to forecast one time step ahead into the future, which is the most case of time series problems, it is called a one-step or single step prediction. On the other hand, if we make a prediction that is multiple time step ahead into the future, it is called a multi step prediction. There are two approaches to make a multi-step prediction, direct and iterative. The direct approach is to build a model that forecasts multi-step ahead results directly while the iterative approach is to make multiple one-step predictions iteratively until it reaches the required step.
Recently, artificial intelligence is gaining popularity in the time series prediction. Support vector machine (SVM) is one of the most popular tools for time series prediction using artificial intelligence. The major development of SVM was done by Vapnik and his colleagues in the AT&T Bell Laboratories in the 1970s. It was initially set for classification problems and real-world applications such as optical character recognition. In [1] , support vector machine was extended to solve regression problems. Support vector machine is free from local minimum from which neural networks suffer. However, the computa tional burden of solving quadratic programming problems is 151 quite heavy. Least squares support vector machine (LSSVM) was introduced in [2] which transfers the constraint problems into a linear system. The LSSVM reduces the computational costs but the sparsity of the support vectors is lost. The weighed LSSVM was proposed [3] to offer an alternative solution to the sparsity problem. In recent years, LSSVM is adopted in different fields of applications, especially the time series prediction and financial forecasting.
In many real-world cases, we are faced with missing values in time series data. These missing values occurs due to sensor malfunctions or human errors. Various ad hoc techniques have been used to deal with missing values [4] . They include deletion methods or techniques that attempt to fill in each missing value with one single substitute. The ad hoc techniques may result in biased estimations or incorrect standard errors [5] . However, they are still very COlmnon in published re searches [6] [7] [8] . Multiple imputation [9] [10] and maximum likelihood [11] are two reconunended modern missing data im putation techniques. Multiple imputation creates several copies of original missing data and each of the copies is imputed separately. Analyzing each copy yields multiple parameter estimates and standard errors and they will be combined into one final result. On the other hand, maximum likelihood uses all the available data to generate estimates with the highest probability. Multiple imputation and maximum likelihood tend to produce similar results and choosing between them is sort of personal preference.
Performing time series prediction with missing data is a dif ficult task. The temporal significance in time series prediction makes it different from other forms of data analysis. Ignoring those missing values destroys the continuity of a time series. Replacing the missing values with imputation methods alters the original time series and it may severely affect the prediction performance. It is hard to evaluate how the predicted results are affected by forecasting models or imputation methods. In this paper, we develop an approach to solve the prediction problems based on the structure of LSSVM. A series of local time indexes are introduced before the training phase of LSSVM. Time series data as well as local time indexes are fed to LSSVM for doing forecasting without imputation. This paper is organized as follows. In Section II, we give a general idea of the time series data with missing values and what we want to predict. In Section III, we describe how LSSVM works in Section III-A and detail the local time index (LTI) approach in Section III-B. In Section IV, we compare our methods with other imputation techniques on several time series datasets. In Section V, we summarize the results of our study and show the directions of future works. 
III. PROPOSED METHOD
In this section we describe how least squares support vector machine (LSSVM) is applied to time series prediction with missing values. The basic idea is "Local Time Index" (LTI) which ignores the missing values and adopts additional temporal information into the training patterns.
In the case with no missing values, we can formulate the training patterns P from Eq. 5 for the LSSVM as follows:
where q is the query size, t is the time index from 1 to M = m -q -s + 1, and s is the step size. Therefore, m observations generate M training patterns.
A. Least Squares Support Vector Machine
Given a set of time series patterns P t = {Qt, Tt} in Eq. 6.
Our goal is to find the estimated function shown as follows:
We want tot minimize the error between T and T and keep W as small as possible. A large value of W will make this 152 model sensitive to the perturbations in the features which is not favourable. Therefore, the objective function can be written as
i=l subject to Ti = WT ¢(Qi) + b + ei (11) for i = 1, ... , M where ei is the error and C is the regulation parameter which determines the rigorousness of this model. A large number of C allows a small error while a small number of C allows a large error in Eq. 10. An illustration of LSSVM is shown in Figure 1 . We reformulate the objective function and constraints in Eq. 10 and Eq. 11 into Lagrangian formulation. There are two reasons for doing the Lagrangian formulation [12] . The first one is that constraints in Eq. 11 will be replaced by the constraints on the Lagrange multiplier themselves which are easier to handle. The second one is this reformulation will keep the input patterns in the dot products between vectors. There fore, we introduce Lagrange multipliers ai where i = 1, ... , M, one for each constraint in Eq. 11. The constraint equations are multiplied by the Lagrange multipliers and subtracted from the objective function. This gives the following Lagrangian:
Our goal is to mmllll ize Eq. 12. 
These conditions can be written as the solution to the following set of linear equations: We can now formulate the training patterns from the available sets in Eq. 17 and Eq. 18. We take the formulation of the i t h training pattern for s-step prediction as an example. Firstly, we set the lh = (v -i + 1) t h element (At) in Ay as the training target, Ti. Secondly, we fetch the q elements in Ay as the inputs from variable y and we have to maintain the time indexes of those elements smaller than tt -s + 1. For the additional variable x, we fetch the last q elements and we also have to make sure that time indexes should be smaller than tj -s + 1. After all the input elements are fetched, input query
LJi is done and we can obtain a sequence of corresponding global time indexes GT Ii (with the target time index). We define the local time indexes Li as t m i n min(GTIi), Finally, the i t h generated pattern can be written as (20) After all the patterns are generated, we normalize L to the range [ 0,1] by the maximum local time index. The detailed algorithm of local time index is described in Algorithm 1. This algorithm can be extended to more than one additional variable easily. 
end while;
IV. EXPERIMENTAL RESULTS
In this section, we compare our proposed method (LTI) with other imputation methods including mean, hot-deck and auto-regression (AR) imputation. Mean imputation replaces the missing values with the mean value of the other observations. Hod-deck imputation replaces the missing values with other similar observations. In the following experiments, we choose the closest observation to the missing value as the candidate. AR imputation is proposed in [15] and it uses auto-regression model (p = 4) to fill in missing values. They are tested on 3 generated datasets (sine function, sinc function, and Mackey-Glass chaotic time series) and 4 benchmark datasets (Poland electricity load, Sunspot, Jenkins-Box, and EUNITE competition). The experiments are performed in the following manner:
• Create a time series of data with R% missing rate at random.
• Training Phase:
1)
Reconstruct the training time series using a imputation method (by mean, hot-deck and AR imputation).
2)
Train the LSSVM prediction model with the reconstructed series.
3)
For LTI, we generate the training patterns using Algorithm 1 and send them to LSSVM.
• Testing Phase:
1)
Construct the testing query using a imputation method if it contains missing values.
2)
For LTI, we generate the testing query in the same way as in the training phase.
3)
Feed the testing query into the trained model and calculate the result.
The performance of each method is measured by the normal ized root mean squared error (NRMSE) defined below:
where N t is the number of testing data, Yi is the actual output value and Yi is the estimated output value, for i = 1,2, ... , N t .
Note that Ymax and Ymin are the maximum and minimum, respectively, of Yi in the whole dataset. The following experi ments are implemented in Matlab R2012b and executed on a computer with AMD Phenom ™n X4 965 Processor 3.4 GHz and 8 GB RAM.
A. Sine Function
The time series data of the Sine function is generated by the following equation:
where t E [-10,10) and the time interval of t is 0.02 and we generate 1000 time series samples. The first 500 samples are for training and the other 500 samples are for testing. The query size q is 4, step size s is 1, and the parameters of LSSVM are determined in the training phase and they are not changed during the testing phase. The NRMSE and time consumption of each method are shown in Table I . From this table, we can see that LTI offers comparable or even better NRMSE values. Furthermore, LTI runs much faster. The time series data of the Sinc function is generated by the following equation.
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where t E [-10,10) and the time interval of t is 0.02 and we generate 1000 time series samples. The first 500 samples are for training and the other 500 samples are for testing.
The query size q is 4, step size s is 1, and the parameters of LSSVM are determined in the training phase and they are not changed during the testing phase. The NRMSE and time consumption of each method are shown in Table II . Again, 
where T = 17, the initial condition y(O) = 1.2, and the time step /:).t = 1. The data is sampled every 6 points and we generate 1000 data points. The first 500 samples are for training and the other 500 samples are for testing. The query size q is 4, step size s is 1 and the parameters of LSSVM are determined in the training phase and they are not changed during the testing phase. The NRMSE and time consumption of each method are shown in Table III . For this experiment, LTI offers better NRMSE values in particular when R is low to moderate. Still, LTI runs faster than the other methods.
D. Poland Electricity Load
This dataset [17] is a univariate time series data set which records the electricity load of Poland in 1990's. We use the first 1,000 observations for training and the next 500 observations for testing. The query size q is 9, step size s is 1, and the parameters of LSSVM are determined in the training phase and they are not changed during the testing phase. The NRMSE and time consumption of each method are shown in Table IV . For this experiment, LTI runs much faster than the other 
£. Sunspot
This dataset [18] is a univariate time series data set which records the yearly sunspot number from year 1700. The data from year 1700 to 1920 are used for training and the data from year 1920 to 1987 are used for testing. The query size q is 10, step size s is 1, and the parameters of LSSVM are determined in the training phase and they are not changed during the testing phase. The NRMSE and time consumption of each method are shown in Table V . As can be seen, LTI This dataset [19] is a multivariate time series data set [20] .
It consists of 296 pairs of examples { ai , bi} where ai is the input gas rate and bi is the CO2 concentration from the gas furnace. We use these two variables to predict future CO2 155 concentration. The data with time index from 1 to 250 are used for training and those from 251 to 296 are used for testing. The query size q is 6, step size s is 1, and the parameters of LSSVM are determined in the training phase and they are not changed during the testing phase. The NRMSE and time consumption of each method are shown in Table VI . Again, for this dataset, LTI not only offer better estimations but also runs faster than the other methods.
V. CONCLUSION
We have presented a novel method to make prediction for time series data with missing values. We introduce the local time index to the training and testing patterns without using any kind of imputation as other methods do. When making prediction using LSSVM, the kernel function measures not only the values between two patterns, but also the temporal information we provide. The general performance of our proposed method is good and the time complexity is low as well. However, as other methods, over-fitting can be an issue with our method. There are some directions for the future research in this topic. One is to solve the over-fitting problem by applying fuzzy logic on the local time index. Another one is to provide extra weights to the LSSVM model based on the temporal information.
