Abstract Problems with topological uncertainties appear in many fields ranging from nano-device engineering to the design of bridges. In many of such problems, a part of the domains boundaries is subjected to random perturbations making inefficient conventional schemes that rely on discretization of the whole domain. In this paper, we study elliptic PDEs in domains with boundaries comprised of both deterministic and random parts, and apply the method of modified potentials with Green's kernels defined on the deterministic part of the domain. This approach allows to reduce the dimension of the original differential problem by reformulating it as a boundary integral equation posed on the random part of the boundary only. The multilevel Monte Carlo method is then applied to this modified integral equation. We provide the qualitative analysis of the proposed technique and support it with numerical results.
topological uncertainties have been also studied and their importance has been recognized in many applied fields ranging from nano-device engineering and analysis of micro electromechanical systems (MEMS) [1, 49] to the design of bridges [5] . Other applications include flows over rough surfaces [43, 48] , surface imaging [45] , corrosion or wear of surfaces, homogenization of random heterogeneous media [39] and even modelling of blood flow [37] .
Existing numerical methods for PDEs in random domains differ by the way of approximating the spatial and random components of the solution. For example, the random solution of a boundary value problem under the small noise assumption can be often represented as a sum of a deterministic component corresponding to the fixed nominal boundary and a small random perturbation which can be quantified using the methods of the "shape calculus" [19, 17] .
Alternatively, the original problem in a random domain can be transformed to the problem with random coefficients posed on a deterministic reference domain by means of the random change of variables estimated from a series of auxiliary PDEs [46] . In conjunction with the stochastic Galerkin method, this approach was considered in [43, 22, 16] while the stochastic collocation approximation in random space was applied in [7, 8] . An equivalent Lagrangian approach was also proposed in [1] where the mapping to the reference domain was combined with the stochastic spectral boundary element approximation.
Similarly to the domain mapping method, the random displacement field can be applied directly to the mesh-based representation of the geometry producing the new mesh with random coordinates of nodes but the same fixed connectivity. The main advantage of the mesh-based formulation is that the structure of the underlying linear system remains unchanged enabling reusability of the existing deterministic solvers. This idea was proposed in [31] in combination with the polynomial chaos approximation in random space and later was studied in [16] in the context of the Quasi-Monte Carlo method applied to the random interface problem.
In fictitious domain methods, the original problem is reformulated on a larger deterministic domain containing all realizations of the random boundary. The enclosing domain can be chosen arbitrarily allowing for simple discretizations which do not have to conform with the random boundaries at the cost of adding new variables to enforce the true boundary conditions. For example, the authors of [36, 35] enriched the finite element approximation spaces with the suitably constructed functions which allow for the explicit representation of a solution in terms of the random variables describing the geometry. In [39, 23, 34] , this method was successfully applied to a number of problems with stochastic material interfaces. The authors of [6] satisfied the boundary conditions by introducing the Lagrange multiplier which transformed the original elliptic equation into the larger saddle-point problem. However, the information on the random geometry in the resulting linear system was encoded only in the part of the matrix coupling the primal variable and the boundary supported Lagrange multiplier. Such localization property is a certain advantage of this approach over the domain mapping methods which propagate the boundary uncertainty to the whole domain. Additionally, the method requires no assumptions on the size of the random displacements which is a major limitation of the perturbation techniques.
The aim of this paper is to construct an efficient and accurate numerical method with good localization properties in the sense described above. Our motivation for such formulation is driven by the problems with only certain (often relatively small) part of the boundary being subjected to the random perturbations. The fully discrete formulations of conventional solvers for such problems can lack efficiency due to the necessity in the discretization of the whole physical domain. In this regard, the semi-analitical approximations hold a vast potential. Here we propose to adapt the method of Green's potentials for elliptic equations to the case of domains with random boundaries. Green's potentials are the layer potentials with the modified kernels given by the suitably constructed Green's functions. We will show that the proposed method allows to formulate the original boundary value problem in terms of the integral equations on the random part of the boundary only leading to the potentially significant computational savings. The first step towards the practical application of this approach was done in [25] where the socalled method of "modified potentials" was introduced. Later it was successfully applied to both stationary and time-dependent deterministic problems [30, 27] . It is worth noting that the importance of Green's functions has been already recognized in various areas of the uncertainty quantification [11, 4, 32, 33, 24] . Here we apply the Multilevel Monte Carlo (MLMC) method [14] for the statistical approximation. However, we note that any method of collocation type can be trivially adopted to the proposed numerical technique.
The paper is organized as follows. In section 2, we formulate the problem and introduce the equations and necessary analytical tools. In section 3, we discuss the discretization scheme for the given equations. The complexity analysis of the proposed scheme is given in section 4. Finally, the numerical examples in section 5 are provided in support of the obtained analytical results.
Problem setting
Let (Ω, F, P) be a complete probability space with a set of outcomes Ω, a sigma algebra of events F and a probability measure P defined on it. For each outcome ω ∈ Ω, define D(ω) to be the realization of a random domain with a boundary comprised of deterministic and random parts ∂D(ω) := ∂D 1 ∪ ∂D 2 (ω). We are concerned with the solutions of the following boundary value problem
We assume that, for each ω, the solution u(x, ω) to the above problem exists, is unique and belongs to H 1 (D), the space of square integrable functions with square integrable first derivatives. Additionally, we require u(x, ω) to be a Bochner integrable function with values in with the corresponding norm
For compactness, we will use
) in later discussions. Denote by D 1 the reference deterministic domain containing all realizations of the random boundary ∂D 2 (ω). This definition is similar to that used in the fictitious domain methods. However, we explicitly require that the deterministic part of the boundary ∂D 1 is also the boundary of D 1 . This definition is depicted graphically in Figure 1 . Due to linearity of the operators in (1), one can represent the solution u(x, ω) as a superposition of two functions
where u 1 (x) is the deterministic component which satisfies the boundary value problem in the reference domain
and the random component u 2 (x, ω) can be determined from the following homogeneous boundary value problem
with the boundary condition on ∂D 2 (ω) defined by the trace of u 1 (x) as follows
Method of Green's potentials
The particularly simple structure of the problem in (5) is very well suited for the construction of efficient solvers. One of such solvers, namely the method of Green's potentials, is proposed in this section. Firstly, define the Green's function corresponding to the boundary value problem (4) as a solution of the complementary problem
where δ(ξ) is the Dirac measure of unit mass at point ξ. With this function at hand, the solution u 2 (x, ω) of the problem in (5) allows the representation in the form of the single-layer potential [20, 42] 
where µ(ξ ω (t)) = ν 2 (ξ ω (t)) ξ ω (t) and ξ ω (t) defines a parameterization of the random boundary curve. Note that in the above expression, the first integral over the deterministic part of the boundary vanishes because of the Green's function G 1 (x, ξ). Using (6) and the jump conditions of the derivative of the single-layer potential on the boundary, the unknown density µ(ξ ω (t)) of the potential in (9) can be obtained from the following boundary integral equation
which is a Fredholm equation of the second kind. The pure Neumann problem (α 2 = 0, β 2 = 1) yields the similar equation
It is well known that equations of the second kind are well-posed and a score of numerical techniques have been proposed for their efficient treatment [2] . On the other side, Dirichlet boundary conditions (α 2 = 1, β 2 = 0) convert (10) into the Fredholm equation of the first kind
which is intrinsically ill-posed and must be treated with a special care. It has been established that equations of the first kind with logarithmically singular kernels admit unique solutions when the conformal radius of the boundary is not equal to one [47, 9] . Therefore, we assume that all boundaries satisfy this condition. Note that the traditional approach in solving the Dirichlet problems with methods of potential is based on representing the solution in the form of the double-layer potential which results in equations of the second kind. The use of the single-layer potentials, however, has the advantage of satisfying the governing equation on the deterministic boundary. As a result, when the length of the boundary ∂D 1 is large, the method of Green's potentials can lead to significant computational savings compared to the traditional approaches relying on the discretization of the whole boundary.
Of course, the efficiency of the method of Green's potentials relies on the availability of Green's functions for the specific geometries of the domain. Unfortunately, analytical expressions for the Green's functions are known only for very simple domains and the construction of approximations adds an additional level of complexity to the proposed scheme. However, in the case of uncertain domains, the deterministic complementary problem (7)- (8) has to be solved only once and the value of the Green's function at any field point is then readily available through the simple matrix-vector product which can be done very efficiently. The implementation aspects of this approach are discussed in succeeding sections.
3 Discretization scheme
Spatial discretization
The boundary integral equation (10) has been extensively studied in the literature as the classical equation of potential theory [3, 2, 15, 21, 40, 9, 10] . For the sake of completeness, we present here the quadrature technique proposed in [41] for the first kind Fredholm equations with logarithmic kernels on closed curves. It is a fully discrete method of qualocation type based on the composite quadrature rule, i.e., both the integral operator and the Galerkin projection are approximated with suitable quadratures.
We start with the boundary integral operator
and approximate it with the trapezoidal rule on the uniform grid with the step
We then project this approximation on the test space S h of 1-periodic smoothest splines of order r with the discrete inner product where
The problem now can be formulated as follows: find µ h such that
For r = 2, the basis (v 0 , ..., v N −1 ) of S h is represented by the classical hat functions
Given the basis, one can write the discrete formulation of the problem: find µ h such that
where
It was shown in [41] that the following choices of the quadrature points and the weights are optimal in terms of stability of the approximation J = 2,
)
The collocation points ξ ω (kh) and the quadrature points ξ ω (k + ζ j )h for the case of the hat basis functions v k (s) in (14) are depicted in Figure 2 . The choice of nodes in (16) gives the O(h 3 ) order of uniform convergence [41] . The scheme with nodes in (16') has only O(h 2 ) accuracy but the linear system in (15) has the simpler form
After the density of the potential is determined from the linear system in (15) or (17) , one can calculate the solution u 2 (x, ω) at any field point by evaluating the integral with the quadrature rule (13).
Evaluation of Green's functions for arbitrary domains
Recall the definition of the Green's function for the Laplace operator as a solution of the following boundary value problem
It was mentioned previously that the proposed numerical technique relies heavily on the ability to evaluate Green's functions for the domains of arbitrary shapes. We outline here several methods which allow to solve (7)- (8) in a computationally attractive way.
Analytical Green's functions.
In certain cases, it is possible to solve (7)- (8) analytically. The fundamental solution of the 2-D Laplace equation is one of such examples of an exceptional importance. It satisfies the equation (7) in the entire space and has the form
The Green's function to (7)- (8) can then be written as a sum of (18) and a "corrector" function aiming to satisfy the boundary condition in (8)
Defined in this way, the corrector function is called the regular component of the Green's function. It solves the following complementary problem
For simple geometries possessing certain symmetry properties, the problem in (20) 
Dirichlet problem in the disk D 1 (r, ϕ) = {0 ≤ r < a, 0 ≤ ϕ ≤ 2π}
More examples can be found, for instance, in [12, 28] . Additionally, the infinite product representation of Green's functions arising from applying the method of images was discussed in [29, 38] .
Direct numerical approximation of Green's functions.
By its definition, Green's function of the boundary value problem is the inverse of the corresponding differential operator. Numerical methods can be viewed as implicitly approximating such inverse operators. For instance, it was shown in [44] that the finite element solution u h (x) of the boundary value problem with homogeneous boundary conditions has the form
where G h (x, ξ) is the FE-Green's function, i.e., the projection of the exact Green's function on the finite element space V h . Solving for G h (x, ξ) yields Theorem 1 ( [18] ). Let K be the stiffness matrix of the linear system arising after the finite element disretization. The FE-Green's function has the form
where v(x) = (v 1 (x), ..., v M (x)) are the basis functions of the FE-space V h .
For the spectral finite element method, the formula (22) simplifies to
where (v 1 , ..., v M ) ∈ V h are the M leading eigenfunctions of the differential operator and Λ is the diagonal matrix with the corresponding eigenvalues. One can immediately recognize in (23) the truncation of the classical eigenfunction representation of the Green's function which is guaranteed to exist by the Mercer's theorem [13] . Spectral representations of the Green's functions can be found, for instance, in [12] . As an example, we provide the Green's function for the Dirichlet problem in the rectangle
. (24) 3.2.3 Numerical approximation of the regular part of Green's functions.
Green's functions generally do not belong to the function spaces approximated by the span (v 1 (x) , ..., v M (x)) resulting in the very slow convergence of the representations in (22)- (23) . For instance, solutions to the Poisson equation are usually constructed in H 1 (D 1 ) but the solution to the problem in (7)- (8) is
In certain cases, one can obtain uniformly convergent spectral representations by partial summation of the series leading to the explicit extraction of the singularity. Justification of this approach with practical examples can be found in [26] . For instance, the series in (24) is transformed to the following form
2νe 2νa sinh(νa) .
The remainder term R M (x, ξ) of the M -term truncation of the expansion in (25) has the upper bound
n which reveals the extremely high rate of convergence. Similarly, the corrector function ψ(x, ξ) in (19) is harmonic everywhere in D 1 and thus can be efficiently approximated with any conventional numerical method. For instance, the finite element approximation has the form
where K is the same stiffness matrix as in (22) and g * (ξ) encodes the trace of the fundamental solution on the boundary. One can also construct the regular part of the Green's function in the form of the single layer potential
where G * (x, y) is the fundamental solution of the differential operator, µ ψ (t) = ν 1 (ξ 1 (t)) ξ 1 (t) and ξ 1 (t) defines a parameterization of the boundary ∂D 1 . It is natural to build the approximate solution of the above equation with the same method used for the approximation of the original integral equation, e.g., with the scheme given in section 3.1. We will use this approach in the subsequent sections. Two examples of the approximate Green's function obtained in this way are given in Figure 3 .
Statistical discretization
Let u(x, ω) be the solution of the random partial differential equation and denote by f (ω) := f (u(x, ω)) some functional of u(x, ω). The expected value of f (ω) can be approximated by the Monte-Carlo (MC) estimator of the form
where the deterministic functions f m represent i.i.d. realizations of f (ω).
Monte Carlo method is a purely statistical technique which ignores any information about regularity of the functions in the physical space. The multilevel Monte Carlo method can exploit some of this information by relating the sampling error of the estimator to the convergence properties of the spatial discretization [14] . For instance, consider a hierarchical family of nested discretizations with step sizes
where q ∈ N \ 1 is a refinement parameter. Denote by u l (x, ω) the approximation of u(x, ω) at the level l and let f l (ω) = f (u l (x, ω)). Then the solution at the finest discretization level L is given as the telescoping sum
Taking advantage of the linearity of the expectation, we obtain
.., L, the above expression yields the multilevel Monte-Carlo estimator
where ∆ 0 (ω) = f 0 (ω) and M l is the number of random samples at the level l.
Complexity analysis

Asymptotical complexity of the MLMC estimator
Consider the cost function of the MLMC estimator
where M l is the number of samples at the level l and C l is the cost of generating the single realization of f l (ω). The following theorem shows that the above cost can be optimized by appropriately balancing the errors of the Monte Carlo estimators at different levels.
Theorem 2 ([14]). If there exist independent estimators
Monte Carlo samples, each with expected cost C l and variance V l , and positive constants α, β, ρ such that min(β, ρ) ≤ 2α and
there are values L and M l for which the multilevel estimator (27) has a mean-square-error with bound
with a computational complexity C ML with bound
Theorem 2 relies on the estimates for the decay of the errors and the growth of the costs of the numeral approximations at different discretization levels. In the following sections, we analyze these quantities for the proposed numerical scheme.
Error component analysis
Consider the following decomposition of the total error of the MLMC estimator
where u andũ L are the exact and the approximate values of the potential (9) . The error components I and II correspond to the spatial approximation error and the sampling error. To achieve the desired accuracy , it is sufficient to balance the total error between these two components in the following way
The error analysis for each of the components is provided below.
Spatial discretization error.
Jensen's inequality gives
and the estimate of the error component I can be derived from the convergence properties of the spatial discretization scheme. For instance, it was shown in [41] that the scheme in section 3.1 admits the following estimate for the error of the approximation of µ ∈ H t ([0, 1])
provided that s > 1 2 , s + 1 2 < t ≤ s + α and the right hand side of the integral equation is continuous and 1-periodic. In the case of optimal regularity, i.e., for µ ∈ H t ([0, 1]) with t > α + 1/2, the following error bound is valid
due to the embedding of H s (s > 1/2) in C p , the space of 1-periodic continuous functions. The order of convergence is α = 3 and α = 2 for the schemes with the quadrature nodes and weights as in (16) and (16') respectively.
Consider the error in the approximation of the single-layer potential (9) at the level l
where the first term on the right side gives the error of the numerical scheme with the exact Green's function and the second term is the error due to the approximation of the Green's kernel itself. We get for the first component that
where R(x) is the error of the trapezoidal rule in (13) . Since R(x) = O(h 3 l ) for periodic functions and using (31) , one gets
Similarly, the Green's kernel is a harmonic and thus analytic function at any internal point of the domain which gives the estimate for the error in the approximation of the derivatives of the potential
where i = (i 1 , i 2 ) is a multi-index and
. Now consider the approximation of the Green's kernel. From (19) and (26), we have
By analogy with (32) , there holds the error estimate
By combining (31) , (32) and (34), one gets the error bound
The estimate for the first error component follows trivially from (33) as
Hence, the condition in (30) on the spatial discretization error can be satisfied by choosing the number of levels according to
Sampling error.
From the definition of the norm in (2), we obtain 
= 0 and
. Due to the independence of the MC estimators at each level, one gets the error of the MLMC estimator as follows
Thus, the sampling error can be estimated as
The above condition can be satisfied by taking
where the coefficients a l are the weights assigning certain part of the sampling error to each level. It was shown in [14] that the optimal cost in Theorem 2 is achieved with the following choice
Note that, in view of (35) , one has V l = O(h 2α l ), i.e., β = 2α ≥ 4 in Theorem 2.
Complexity of the BIE method
Here we provide the complexity analysis of the scheme in section 3.1 with the boundary integral equations formulated on the whole boundary ∂D = ∂D 1 ∪ ∂D 2 . Consider the overall cost of the MLMC estimator with M l as in (38)
The costs C l of the BIE solver consist of the three components 1. the cost C a l of assembling the matrix of the linear system, 2. the cost C s l of solving the linear system and 3. the cost C e l of evaluating the potential.
With appropriate enumeration of the degrees of freedom, one can write the linear system in (15) as
where the block A 11 involves only points on the fixed boundary ∂D 1 and the remaining blocks depend on realizations of the boundary ∂D 2 (ω). Using the Schur complement, the above system can be reduced to the simpler one
Since A 11 is fixed, it should be inverted only once using, e.g., LU decomposition. Hence the cost of evaluating A One may conclude that the total cost at each level l ∈ [0, L] behaves as
l . Taking into account (39) and since ρ = 3, β = 2α ≥ 4, the -cost of the MLMC estimator follows from Theorem 2 as
4.4 Complexity of the method of Green's potentials
In this section, we study and compare the complexity of the method of Green's potentials for the cases of analytical and approximate Green's kernels.
Analytical Green's kernel.
Denote by C gf the cost of evaluating the analytical Green's function at a single point. Then the cost of assembling the matrix is given byC 
The overall complexity of the MLMC estimator is thus given bỹ
By comparing (42) to (40) it follows that
Approximate Green's kernel.
By (19) and (26), the cost of evaluating the numerical Green's function at a single point is the same as the cost of evaluating the potential over the boundary ∂D 1 , i.e., C gf = O(N 1,l C f s ). Then the cost of assembling the matrix is given byC
The cost of solving the linear system isC s l = O(N γ 2,l ) and the cost of evaluating the potential at P points is C e l = O(P N 2,l C gf ) = O(P N 2,l N 1,l C f s ). The total cost at each level has the following asymptotical behavior
The -cost of the MLMC estimator follows immediately from (40) as 
Numerical results
Example 1. In the first example, we test the accuracy of the proposed discretization scheme for the fixed deterministic boundary. Consider the problem
where D is the square domain with a single aperture. Figure 4 shows the discretization of the boundary for the case of analytical and numerical Green's kernels. For BIE with exact kernel, only the boundary ∂D 2 of the aperture has to be discretized while for BIE with approximate kernel, it is necessary to discretize both boundaries. G 1 (x, ξ) is the Green's function (25) for the square bounded by ∂D 1 with the source located at the center of the aperture. This choice of the boundary condition on ∂D 2 suggests G 1 (x, ξ) as the analytical solution of the above problem. Convergence properties of the scheme (15) with the quadrature nodes in (16') are given in Tables 1 and 2 . The reference density of the potential µ was evaluated with the higher order scheme using the quadrature nodes in (16) . The apparent rates of convergence are defined as α h = log(e l /e l−1 ) log(h l /h l−1 ) . It is seen that the errors have the order of convergence α = 2 in all norms as predicted by analysis. Obviously, the errors in Table 2 have larger values but the difference is not large and the order is not reduced. Results in Tables 1 and 2 are also presented graphically in Figure 5 which illustrates the supremum norm of the error along the isocontours of the boundary. Superiority of the analytical Green's kernel is obvious near the deterministic boundary ∂D 1 but both approaches show good results far from the boundaries. Figure 6 illustrates the costs C a of assembling the matrix and C s of solving the resulting system. As predicted, the cost C s is asymptotically dominant for BIE with analytical Green's kernel while the cost C a dominates in the case of numerical Green's function. Figure 7 depicts the overall empirical computational costs of different methods along with the speedup of the proposed schemes over the standard BIE method which uses Schur complement. It is seen that methods with Table 1 : Convergence with analytical Green's kernel. both analytical and numerical Green's kernels are superior to standard approach and perform exceptionally well for small ratios of
Example 2. For the second example, consider the problem
where the D and ∂D 1 are the same as in Example 1 and ∂D 2 is the aperture with the following parametrization x(t, ω), y(t, ω) = x c (ω), y c (ω) + R(t, ω) cos(t), sin(t) , t ∈ [0, 2π). (39), (41), (43) (left) and corresponding computational speedups of the schemes with analytical and numerical kernels (right).
The radius of the aperture is defined as
with the mean radius R(t) and the random coefficients a n (ω) = U(− √ 3, Table 3 : Empirical rates α of the weak convergence, β of the decay of the variance and ρ of the growth of the cost for boundary integral equations with different kernels. 
where C is the contour parallel to the aperture with an offset d = 0.01. A single realization of the geometry and the corresponding contour C is depicted on Figure 9 along with 200 realizations of the value of the functional. The observed rates α, β, ρ in Theorem 2 for the scheme (15) with the quadrature nodes in (16) are given in Table 3 . It is seen that, due to the second order of convergence of the spatial approximation, the variance decay is much faster than the growth of the cost for all types of kernels. Therefore, the theoreticalcomplexity of the MLMC estimator is proportional to 2 and Figure 10 confirms this prediction. One can also see that the proposed schemes with both analytical and numerical Green's kernels perform better than the standard method in section 4.3 as expected.
Conclusion
In this paper, we considered the problem of approximating solutions to elliptic PDEs in domains comprised of deterministic and random boundaries. We used the numerical scheme based on boundary integral representation of solutions to such PDEs and proposed to use Green's functions as the kernels of the corresponding potentials. The proposed numerical scheme can be applied to problems in arbitrary domains and does not require the explicit knowledge of analytical Green's functions which can be considered as a major contribution of this work. We showed that when a large number of repetitive solutions is required, as is the case of Monte Carlo simulations, the proposed scheme can lead to significant reduction of computational complexity compared to standard BIE techniques.
