Abstract-In order to characterize the fundamental limit of the tradeoff between the amount of cache memory and the delivery transmission rate of multiuser caching systems, various coding schemes have been proposed in the literature. These schemes can largely be categorized into two classes, namely uncoded prefetching schemes and coded prefetching schemes. While uncoded prefetching schemes in general offer order-wise optimal performance, coded prefetching schemes often have better performance at the low cache memory regime. The significant differences in the coding components between the two classes may leave the impression that they are largely unrelated. In this paper, we provide a connection between the uncoded prefetching scheme proposed by Maddah Ali and Niesen (and its improved version by Yu et al.) and the coded prefetching scheme proposed by Tian and Chen. A critical observation is made, where a coding component in the Tian-Chen scheme can be replaced by a binary code, which enables us to view the two schemes as the extremes of a more general scheme. An explicit example is given to show that the intermediate operating points of this general scheme can provide new memory-rate tradeoff points previously not known to be achievable in the literature. This new general coding scheme is then presented and analyzed rigorously, which yields a new inner bound to the memory-rate tradeoff for the caching problem.
I. INTRODUCTION

C
ACHING can be used to relieve contention on communication resources by prefetching data to a local or fast memory space, and thus avoid data retrieval from the remote or slower data source during peak traffic time. Traditionally, caching has mainly been considered in single user settings, e.g., on-CPU caches vs. RAM in computers, where the hit-ratio is the key measure of performance. As networked systems become more prevalent, caching systems involving multiple users have attracted increasingly more research attention.
In their award-winning article, Maddah-Ali and Niesen [1] provided a formal information-theoretic formulation for the caching problem in multiuser settings. In this formulation, there are N files, each of F bits, and K users. Each user has a local cache memory of capacity M F (thus a normalized capacity of M ). In the prefetching (sometimes referred to as the placement) phase, the users can fill their caches with contents from the central server without the knowledge of the requests at the delivery phase. In the delivery phase, each user reveals the request for a single file, and the central server must multicast certain common (and possibly coded) information to all the users in order to accommodate these requests. Since in the prefetching phase, the requests at the later phase are unknown a-prior, the cached contents must be strategically prepared at all the users. The goal is to minimize the amount of multicast information which has rate RF (or equivalently the normalized rate of R), under the constraint on the normalized cache memory M . There is a natural tradeoff between the amount of cache memory M and the delivery transmission rate R, which is often referred to simply as the memoryrate tradeoff or the (M, R) tradeoff. It was shown in [1] that in terms of this memory-rate tradeoff, coding can be rather beneficial, while solutions based on uncoded prefetching and delivery suffer a significant loss. Subsequent works extended it to decentralized caching placements [2] , caching with nonuniform demands [3] , online caching placements [4] , hierarchical coded caching [5] , and many others. There were quite a few recent efforts [6] - [13] aiming to find better codes with improved memory-rate tradeoff, toward the eventual goal of completely characterizing the fundamental limit of this tradeoff. In particular, Yu et al. [11] proposed a strategy that is optimal when prefetching is restricted to be uncoded, which in fact directly improves on the scheme in [1] . In another recent work, Tian and Chen [10] proposed a coded prefetching and the corresponding delivery strategy, which relies on a combination of rank metric codes and maximum distance separable (MDS) codes in a non-binary finite field. In the regime when the memory size M is relatively small and there are more users than files, the scheme in [10] can achieve a better performance than that in [11] . Another code construction using coded prefetching was proposed more recently by Gómez-Vilardebó [13] , which can provide further improvement, over the schemes in [10] and [11] , in the low memory regime for a specific range of (N, K). The characterization of the fundamental limit of the memoryrate tradeoff however remains open, which appears to require both improved coding schemes and stronger outer bounding techniques [14] - [17] .
In this work, we first make a critical observation on a hidden coding structure and show that the scheme in [10] 0733-8716 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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can be slightly modified, where the MDS codes used in the delivery phase can be replaced by a code using only binary additions (XOR). Though the alternative perspective itself does not provide further improvement on the known memory-rate tradeoff, it allows us to make a conceptual connection between the scheme in [10] and that in [11] . It further enables us to view these two schemes as the extremes of a more general scheme in a unified manner. The intermediate operating points of this more general scheme can indeed provide new tradeoff points previously not known in the literature, which we demonstrate using an explicit example for (N, K) = (3, 4) . Extending this example, a general explicit code construction is then provided, which leads to a new information-theoretic inner bound to the fundamental limit of the memory-rate tradeoff region. The inner bound does not have a simple closed form expression, but can be represented as a linear program and thus computable. Although we observe through extensive numerical evaluation that the obtained performance improvement does not appear large and is usually in a limited regime, both of which are perhaps not surprising in light of the known approximate characterization and outer bound [15] - [17] , the contribution of this work is still multifold. Firstly, it provides a single scheme which unifies the two general classes of schemes in [10] and [11] . Secondly, it reveals that known schemes, despite intense recent efforts by multiple research groups [6] - [13] , are still not sufficient to fully characterize the fundamental limit of caching. Thirdly, since the proposed scheme in some cases provides new information-theoretic optimal tradeoff points, its coding components may be important for optimality. Lastly, the new concept of transmission type plays an important role here, which is a notion largely overlooked before this work. As such, our result can be viewed as a meaningful conceptual step toward fully characterizing the fundamental limits of caching.
II. RELEVANT RESULTS AND PRELIMINARIES
In this section, we first briefly review some existing results on the coded caching problem, and then provide some necessary background on rank metric codes. The important new concept of the transmission type is then introduced.
A. Existing Schemes Using Uncoded Prefetching
The scheme given in [1] , which uses uncoded prefetching, can achieve the following memory-rate pairs
Yu et al. [11] gave a scheme achieving the tradeoff points of
These points strictly improve the rate component R in (1) when K − N ≥ t + 1. The schemes in [1] and [11] use the same uncoded prefetching strategy, but the delivery strategy in [11] is a direct improvement to that in [1] . It was shown in [11] that in the restricted class of schemes where only uncoded prefetching is allowed, the tradeoff provided in (2) is in fact optimal. The schemes in [8] and [9] also use uncoded prefetching, the performances of which are subsumed by that in [11] and thus we do not elaborate further. The coding schemes in [1] and [11] can be understood as follows.
Choose a fixed integer t, where 0 ≤ t ≤ K, and partition each file into K t segments of equal size; each segment is thus uniquely associated with a cardinality-t subset S of the full user set {1, 2, . . . , K}, and this segment is placed in the caches of users in S during the prefetching phase. During the delivery phase, consider each (t + 1)-subset B of users: within this group, each user is requesting a segment that is in all the other users' caches, and the server can thus send the XOR of all such segments, from which each user in this group can recover their respectively desired segment. The transmissions formed using this method may in fact have linear redundancy among themselves for certain (N, K) parameters, and eliminating such redundancy results in the scheme in [11] .
Let us examine an example with (N, K) = (3, 4) , where the files are denoted as A, B, C, respectively. Let t = 2, then each file is partitioned into 
B. Existing Schemes Using Coded Prefetching
Even in the pioneering work [1] , it was observed that uncoded prefetching schemes are not sufficient to characterize the fundamental limit of the memory-rate tradeoff, and one code example using coded prefetching was given for the case (N, K) = (2, 2) as an illustration. Chen et al. [6] extended this example to the general case N ≤ K, and showed that the memory-rate pair delivery and helping to resolve the coded cached symbols. To guarantee decodability, the cached contents and the delivery transmissions should be made linearly independent, and thus rank metric codes were adopted to produce the cached linear combinations, and MDS codes to produce the delivery transmissions in [10] .
Let us consider again the example (N, K) = (3, 4) and t = 2. In this case, the linear combinations of the segments
are stored in user 1's cache during prefetching, where each segment is viewed as a symbol in a large finite field. According to the scheme in [10] , there should be a total of 5 linear combinations stored in the prefetching phase. For the requests (A, A, B, C), the server can send the following 9 symbols
where the addition is in the same finite field of the information symbol which is usually not binary. Now user 1 collects from (6) the symbols B 1,2 , B 1,4 , C 1,2 , C 1,3 , which, together with 5 cached linear combinations, leads to a total of 9 linear combinations of the basis in (5) . Since the linear combinations are designed to be linearly independent, all these symbols can be resolved. User 1 can then proceed to recover the other file segments in A. The memory-rate pair achieved by the scheme in [1] is (M, R) = ( 3 ) while the scheme in [10] gives (M, R) = ( 2 ), which are illustrated in Fig. 1 . Amiri and Gunduz provided another tradeoff point in [12] using a coded prefetching scheme. However, it can be verified that this pair is precisely on the time-sharing line between (2) and (4) with t = 1. More recently, Gómez-Vilardebó [13] showed another set of memory-rate tradeoff points are achievable which can offer further improvement when N ≤ K ≤ (N 2 + 1)/2. The lower convex hull provided by [10] , [11] , and [13] provides the best known upper bound to the fundamental limit of (M, R) tradeoff known in the literature.
C. Linearized Polynomial and Rank Metric Codes
can be uniquely identified from evaluations at any P points x = θ i ∈ q m , i = 1, 2, . . . , P , that are linearly independent over q ; see, e.g., [18] . Linearized polynomials satisfy
which is the reason that they are called "linearized". This property implies the following lemma for rank metric code [19] , the proof of which can be found in [10] .
(9) For a fixed set of linearly independent θ i ∈ q m , i = 1, 2, . . . , P o , we can view (v 1 , . . . , v P ) as information symbols to be encoded, and the evaluations
as the coded symbols. This is a (P o , P ) MDS code in terms of rank metric [19] . Lemma 1 says any full rank (rank P ≤ P 0 ) q linear combinations of the coded symbols are sufficient to recover the information symbols. The codes obtained this way are not systematic, but they can be converted to systematic codes by viewing the information symbols (w 1 , w 2 , . . . , w P ) as the first P evaluations [f (θ 1 ), f(θ 2 ), . . . , f(θ P )], which can be used to find the coefficients of the linearized polynomial (v 1 , v 2 , . . . , v P ), and then the additional parity symbols can be generated by evaluating this linearized polynomial at the remaining points (θ P +1 , . . . , θ Po ).
D. Demand Vectors and Transmission Types
For convenience, we write [1 : n] {1, 2, . . . , n}. Denote the N files as W 1 , . . . , W N , and the demands by the users in the delivery phase as
is the index of the file that user-k requests. Recall that once the auxiliary parameter t is fixed, each file W n in the scheme of [1] is the collection of all segments W n,S where S ⊆ [1 : K] and |S| = t, where |S| is the cardinality of the set S.
The notion of the transmission type is associated with each transmission in the scheme of [1] . For a set of users B ⊆ [1 : K] where |B| = t+1, the associated delivery transmission in the scheme of [1] , for a fixed demand vector d, can be compactly written as the binary field summation
Each such transmission, or alternatively the subset B, is thus associated with an N -dimensional vector t, whose n-th coordinate t n specifies the number of users that are demanding file W n in the set B. 
The notion of transmission type should be contrasted to the notion of demand type introduced in [20] . For a fixed demand vector d, denote the set of users requesting W n as
The demand type of d is the length-N vector formed by sorting (m 1 , m 2 , . . . , m N ) . The notion of demand type is also useful in this work, because the symmetry in the proposed code implies that only one demand vector per demand type needs to be considered.
III. A HIDDEN CONNECTION AND PARTIAL DECOMPOSITION
The two schemes in [10] and [1] (and its improved counterpart [11] ) may seem very different at first sight: one uses coded prefeteching and the other uncoded, one is non-binary code while the other is binary, and one relies on sophisticated coding techniques such as rank metric codes and the other only simple combinatorics. Nevertheless, a closer look reveals some curious connections, and we next describe a hidden connection which leads to the main result of this paper.
A. A Hidden Connection
Consider again the example (N, K) = (3, 4) and t = 2. Let us decompose the transmissions in (3) by separating different files in the same linear combination. For example, the linear combination A 2,3 + A 1,3 + B 1,2 is decomposed into a pair of transmissions (A 2,3 + A 1,3 , B 1,2 ). It can be verified that decomposing all the linear combinations in (3) in fact produces exactly the same set of linear combinations in (6), after removing the repeated transmissions. Thus in this example, the delivery transmissions in the scheme [10] can be obtained by fully decomposing the delivery transmissions of the scheme in [1] , when the auxiliary parameter t is chosen to be the same in the two schemes. For other (N, K) parameters, by replacing the MDS code component in the coding scheme in [10] with such decomposed delivery transmissions, an alternative version of the code given in [10] can be obtained. In fact, instead of presenting this alternative scheme, an even more general scheme shall be given, based on an example given next.
We note that the addition in (6) is not in a binary field, while the addition in (3) is indeed in the binary field. However, if a binary extension field 2 m is used in (6), the delivery can indeed be accomplished using only additions of the information symbols in this binary extension field, i.e., the coefficients of the linear combinations are either 0 or 1.
B. Partial Decomposition and a New Code Example
The above observation naturally raises the following question: since the delivery strategy in the scheme of [10] can be viewed as being obtained from fully decomposing the delivery transmissions of the scheme in [1] , will partial decomposition, with a correspondingly modified prefetching strategy, produce new memory-rate tradeoff pairs? Next we provide an example, which shows that the answer to this question is indeed positive.
Consider again (N, K) = (3, 4) and t = 2, but this time each user prefetches 8 (instead of 9 as in Sec. II-A, or 5 as in Sec. II-B) linear combinations of the information symbols of the corresponding uncoded file segments. The linear combination coefficients are not critical at this point, which can be obtained either from rank metric codes (see Section V), or generated randomly in a large finite field.
We next argue that delivering a total of 5 coded symbols is sufficient in this case, which gives an achievable memory-rate pair (M, R) = (4/3, 5/6). The memory-rate pair is strictly better than (4/3, 23/27) achieved by the lower convex hull of the schemes [10] , [11] , [13] , which is currently the best known upper bound in the literature; see Fig. 1 for an illustration. For completeness, a computer-generated outer bound is also included in the figure, which was obtained in a separate work [14] . Interestingly, both (M, R) = (3/8, 2) given by the code in [13] and (M, R) = (4/3, 5/6) obtained in this work are in fact exactly on this outer bound, and thus optimal.
By symmetry, we only need to consider the demand vectors (A, A, B, C), (A, A, B, B), (A, A, A, C), and (A, A, A, A ).
• For demand (A, A, B, C) , instead of fully decomposing the transmissions in (3), we partially decompose them as
User 1 first collects B 1,4 + C 1,3 , and together with the 8 cached linear combinations, can resolve all the symbols in (5) since he has a total of 9 linearly-independent linear combinations of the 9 symbols; user 1 now essentially has uncoded cache contents, and thus can recover the other file segments of A using the remaining transmissions.
Other users can use a similar decoding strategy. For the other demands below, we only list the transmissions, but omit the obviously similar decoding steps.
• For the demand (A, A, B, B) , we can transmit
• For the demand (A, A, A, C), we can transmit
• For the demand (A, A, A, A) , we can transmit
The transmissions here are obtained by partially decomposing the transmissions in the scheme of [1] , and in compensation, the number of cached linear combinations in users' memory is reduced. The number of cached linear combinations needs to guarantee that the coded symbols can all be resolved to their uncoded form, after a sufficient number of symbols have been collected from the delivery. The rest of the paper is devoted to the task of using this idea to build a general scheme which yields a new inner bound to the optimal tradeoff.
IV. A NEW INNER BOUND TO THE OPTIMAL MEMORY-RATE TRADEOFF
We first formally define the partial decomposition patterns, and then present the new information-theoretic inner bound to the memory-rate tradeoff. The coding strategy behind this new bound is presented in the next section.
A. A Formal Description of Partial Decomposition
Fix the auxiliary parameter t ∈ [1 : K], and for now also consider a fixed demand vector d. A valid partial decomposition pattern on a transmission type t is specified by a partition P t,d on ×ÙÔÔ(t), i.e., the elements of P t,d are mutually exclusive and jointly exhaustive subsets of ×ÙÔÔ(t).
For a transmission type t, the decomposed transmissions are formed by keeping the symbols in the same partition in P t,d together, but separating those across partitions. More precisely, for T (B) = t the transmission (10) can be decomposed as
where P ⊆ ×ÙÔÔ(t) enumerates the partitions in P t,d . In the proposed scheme, the transmissions of the same transmission type t are not allowed to use different decomposition patterns. For a given demand vector d, the full set of decomposition patterns is written as P 1, 2, 3) , and t = (1, 1, 1) , let the decomposition pattern be P (1,1,1),(1,1,2,3) = {{1}, {2, 3}}, then the transmissions A 3,4 + B 1,4 + C 1,3 and A 3,4 + B 2,4 + C 2,3 in the scheme [1] will be decomposed into {A 3,4 , B 1,4 + C 1,3 } and {A 3,4 , B 2,4 + C 2,3 }, respectively.
For demand vector d, a special uncoded transmission pattern, denoted asP
d , is also allowed. When K − t ≥ min(N, K), this strategy corresponds to directly transmitting a subset of files in the uncoded form; see Algorithm 1 in the next section. The introduction of this pattern is motivated by the coding strategy in [10] when not all files are requested.
B. A New Information-Theoretic Inner Bound
Define the following quantities for any P (t)
and for k = 1, 2, . . . , K,
where
For the special transmission patternP
d , the corresponding quantities are defined as
In the above, we have used the convention Define the region R (t) to be the collection of the memoryrate pairs (M, R) such that there exists a set of {α d,P
The auxiliary variables {α d,P
} serve a similar role to the time-sharing variables, however the region cannot be directly obtained by a time-sharing argument, and is instead obtained by a more elaborate coding approach. We need the following technical definition to state the main theorem. The proof of the theorem will be given in Section V. We also have the following corollary, whose proof is in the appendix.
Corollary 1: The memory-rate pairs in (2) , i.e., the tradeoff points given in [11] , and those in (4), i.e., the tradeoff points given in [10] (2) and (4) .
Since R (t) is a polytope constrained by the conditions in (23)-(26), cl ∪ t=0,. ..,K R (t) is also a polytope. Using standard technique [21] , cl ∪ t=0,...,K R (t) can be conveniently written as a region constrained by only linear inequalities, and thus efficiently computed using linear programming.
The coding scheme will be given formally in the next section, but an intuitive explanation is provided here. In the proposed scheme, instead of partitioning a file into K t segments, we partition it into r K t segments, which can be viewed as a total of r groups each with K t segments, where the segments in the group are labeled with the t-subsets of [1 : K]; we refer to such a group of file segments from all the files as a coding instance, or simply an instance. During prefetching, a user is given the corresponding segments from all files for all the r instances, and then store the linear combinations of them. During delivery, we allow an instance to use its own decomposition pattern, by which different decomposition patterns are mixed together, such that bad patterns for a user may be compensated by good patterns.
From extensive numerical evaluations we observe that the performance improvement obtained by the proposed scheme is clear but not large, and it is usually limited to the regime of intermediate M when N ≤ K. This is not surprising since existing results on approximate characterization of the memory-rate tradeoff predict that the improvement will be limited to a factor of roughly 2, possibly even less. Moreover, since the scheme in [10] only provides performance improvement over [11] when N ≤ K and the cache memory is relatively small, the proposed unified scheme is expected to provide improvement in the intermediate range of M value, where neither [10] nor [11] clearly dominates the other. The tradeoff points obtained by the proposed scheme for (N, K) = (4, 8) is given in Fig. 2 and this behavior can indeed be observed.
To further illustrate Theorem 1, we verify next that for (N, K) = (3, 4) , the aforementioned new memory-rate pair ( ) is indeed in R (2) . For this purpose, we need to find a set of {α d,P (26) hold. We shall focus on the demands (A, A, B, C),  (A, A, B, B), and (A, A, A, A) , and omit the other case for conciseness. When generalizing the example code discussed in the previous section, some adaptation is necessary to reduce the number of allowed decomposition patterns since otherwise the scheme becomes intractable, and this point is also illustrated and explained in the sequel.
• For d = (A, A, B, C) = (1, 1, 2, 3 ), let α = 1 for the decomposition pattern P (2) (1,1,2,3) 8) ; the circled point in the zoomed-in area is due to the new scheme which provides strict (albeit small) improvement upon the lower convex hull of the existing schemes.
which is exactly the pattern in (12) . It can be computed that
using (17), and
where the only nonzero term comes from the transmission type (1, 1, 1) and partition P = {2, 3} = {B, C} in (19) .
• For d = (A, A, B, B) = (1, 1, 2, 2), we can use the decomposition pattern exactly as in (13) , but alternatively, we can also use two decomposition patterns: the first is the one without any decomposition, and the second is
For the first pattern
and it can be verified that for the second pattern 
2,3 + A
1,4 , B
1,2 , B
1,4 + B
1,3 , B
2,4 + B
2,3 , A
where the superscript (1) and (2) are used to distinguish the two coding instances; it is seen that this is essentially a more symmetric (within each instance) but less compact version of (13) . This shows that the decomposition allowed in the proposed scheme is sufficiently general, and in some cases allows more freedom in forming the delivery transmissions than the case given in Section III. • For d = (A, A, A, A) = (1, 1, 1, 1) , two decomposition patterns are used: the first is the one without any decomposition, and the second is the special uncoded transmission. For the first pattern
and for the second pattern
We can choose α = 5 6 for the first pattern and the conditions (23)- (26) indeed hold. In the scheme, 6 instances can be used. For instances i = 1, ..., 5, we can transmit
and omit the redundant A 
These transmissions deviate from (15) more significantly. This difference is due to the decomposition rule in the proposed scheme: (15) utilizes multiple decomposition patterns for the same transmission type, which is not allowed in the proposed scheme. Thus although the decomposition patterns in the proposed scheme are restricted, it is sufficient for us to obtain the same performance as the example given in the previous section.
V. THE NEW CODING SCHEME
In this section, we shall prove Theorem 1 by first describing the coding strategy, and then proving its correctness, and finally connecting it to the new achievable tradeoff region.
A. The Prefetching Strategy
The prefetching strategy is relatively straightforward, which is to mix the symbols allocated to a user using a rank metric code to produce the linear combinations. However, since we allow coding across multiple instances, a technical issue arises as what is the required number of linear combinations that will be stored during prefetching. To specify it, we need the following quantities. Let r be the number of instances to code across, and let r d,P
be the number of instances that will adopt decomposition P
and further define M r max d∈D M d and R r max d∈D R d , which will be the effective memory-rate pair of this code. With these quantities defined, we can proceed to introduce the prefetching strategy. Each file contains r K t symbols (segments). Each symbol is thus denoted as W
is assumed to be a symbol in 2 m for some sufficiently large m to be specified shortly. Each file symbol will be provided to t users as indicated by S, to be stored as a component of some linear combinations. There are a total of
symbols allocated to each user, however, only P o − P linear combinations of them are stored in the cache, and the parameter P o is directly related to M r as
A (P o , P ) systematic rank metric code is then used to encode the P symbols at each user, and the P o − P parities of this code are placed at each user's cache. For such a rank metric code to exist, m ≥ P o suffices. Note that since the corresponding file symbols from all instances are used together to form the cached linear combinations, the coding strategy is not equivalent to a naive time-sharing among these instances. This more elaborate coding strategy allows a user to collect more useful delivery transmissions from some instances and less from others during delivery, all of which can be used in the decoding of cached contents jointly, and this is a benefit that the time-sharing approach will not provide.
B. The Delivery Strategy
In the proposed delivery scheme, an arbitrary element (e.g.,, the minimum element) in I
[n] will be chosen, denoted as [n] , as the leader of I [n] . The support of vector m is written as ×ÙÔÔ(m), i.e., ×ÙÔÔ(m) = {n|m n > 0}, and its cardinality is denoted as N * = |×ÙÔÔ(m)|, which is the number of files being requested in d. For convenience, also writeÑ min(N, K). For the demand vector d, the transmissions in the proposed scheme are as given in Algorithm 1.
The transmissions on line-6 and line-13 in Algorithm 1 are uncoded, which stem from the special patternP (t) d . We argue next that the steps on line-4 and line-10 are valid, i.e., such a set A * or A can always be found. The latter case is immediate by observing that in this case K − t ≥ N * , and thus N * ≤ min(K −t,Ñ ) ≤Ñ , and we can always find a set A such that
To see that the step on line-4 is also valid, first observe that in this case K − t ≤ N * − 1, and we need to find a set of files A * , such that the given set of users S (where |S| = t) includes all the users that request files in A * . Suppose we cannot find such a set, which means that there are less than N * − K + t such files, or more than N * − (N * − K + t) = K − t files that are being requested by some users not in S; however this is impossible, since there are only K −t users not in the set S. Thus the supposition is not true, and we can always find such a set A * . It is straightforward to count the [n] ) must have a leader. Using this property, we observe when no leader exists in a partition P, a decomposed transmission is omitted, and this omission manifests as − n∈P mn−1 tn in (17) . Thus after the algorithm runs to completion, a total of
The transmissions on line-23 in Algorithm 1 are a subset of the decomposed transmissions given in (16) for the pattern P (t) d , where the difference is exactly the no-leader sets. This strategy thus avoids the redundancy in the transmissions after a naive decomposition. The precise linear dependence relations can be captured in a set of lemmas given next.
C. Three Auxiliary Lemmas
When stating these lemmas, we omit the instance index since it is irrelevant here. We will return to this notation later on when it becomes important. 
Proof: Observe that
Consider any fixed ∈ L, and enumerate all set V by parts V (V,Ṽ), then we have (40) shown on the top of next page. Now consider a fixedV, and consider the inner summation
This is a summation of (t d +1)t d file symbols, each of which is in the form
and the summation form in (41) is symmetric, each file symbol appears exactly twice, which cancel out each other in this binary (extension) field. The proof is thus complete. The above lemma can be used to show that the decomposed transmissions without any leaders are redundant. To see this, notice that (38) can be rewritten as
Clearly the summation in the second parenthesis, which is one of decomposed parts from (16) without any leaders, can be expressed as a linear combination of those in the first parenthesis, which all have some leaders and are indeed in the delivery transmissions given on line-23 in Algorithm 1. Conversely, the transmissions obtained by directly decomposing those in the delivery transmissions of [1] can be reconstructed using the transmissions given on line-23 in Algorithm 1. Lemma 2 is a generalized version of a similar lemma in [11] , which was used to remove the redundancy in the coding scheme in [1] . The next two lemmas essentially state that there is no further linear redundancy in the transmissions to be removed. In order to state the lemmas, the following definition is needed. For any fixed d, t, P ∈ P t,d , and A ⊆ ∪ n∈P I [n] for which A ∩ I
[n] = t n for all n ∈ ×ÙÔÔ(t) \ P, let
The next lemma states that the decomposed transmissions can in fact be separated naturally into mutually exclusive groups. Lemma 3: For any d and P
(t)
d , and any (t , P , A ) = (t , P , A ), where P ∈ P t ,d and P ∈ P t ,d , we have
Proof: Suppose that the two sets have a common element W n,C . Then this implies that, t n = t n = |{k ∈ C : dk = n}| + 1,
i.e., t = t ; let us write this transmission type as t. It also follows that P = P , since n ∈ P and n ∈ P , but P ∩P = ∅ if P and P are distinct; we can thus denote this partition as P. It further follows that A = A = C ∩ (∪ n∈P I [n] ). This is a contradiction, and thus there is no common element between the two sets. The proof is thus complete. Proof: The first statement is through direct inspection. We can prove the second statement by analyzing the rank of the corresponding coding matrix, which is however rather tedious. We instead prove it through a shortcut, by directly utilizing the optimality result established in [11] .
Fix a demand vector d ∈ D, a transmission type t, and a partition P ∈ P t,d . We only need to prove that for a fixed A, the transmissions
when B ranges over all subsets of ∪ n∈P I [n] that satisfy the condition
are indeed linearly independent. For this purpose, the exact choice of A is not relevant, and thus we might as well simply drop it by definingŴ n,B\k
which lead to the representation
where B has the same range as (46). Now consider a caching system with files {Ŵ n : n ∈ P}, users ∪ n∈P I [n] , and a demand vector formed by taking d at the coordinates ∪ n∈P I [n] . The transmissions (48) are in fact part of the transmissions in the scheme in [11] for this system when choosing t = |P| − 1. These transmissions cannot possibly be linearly dependent, because if so, the dependence could have been removed to further improve the delivery transmission rate, but it was shown in [11] that this transmission scheme is in fact optimal for each demand vector. The proof is thus complete. (49) 
D. Correctness of the
linear combinations of the symbols W (i) n,S for which k o ∈ S. In (50), the first inequality is by the definition of M r , and the equality is due to (18) and (21) .
The collected linear combinations from the delivery transmissions are clearly linearly independent due to Lemma 3 and Lemma 4. Since there are exactly rN
for which k o ∈ S, user-k o has a full rank transformation ofR d,P
