The recent availability of high-throughput genetic and genomic data allows the genetic architecture of complex traits to be systematically mapped. The application of these genetic results to design and breed new crop types can be made possible through systems mapping. Systems mapping is a computational model that dissects a complex phenotype into its underlying components, coordinates different components in terms of biological laws through mathematical equations and maps specific genes that mediate each component and its connection with other components. Here, we present a new direction of systems mapping by integrating this tool with carbon economy. With an optimal spatial distribution of carbon fluxes between sources and sinks, plants tend to maximize whole-plant growth and competitive ability under limited availability of resources. We argue that such an economical strategy for plant growth and development, once integrated with systems mapping, will not only provide mechanistic insights into plant biology, but also help to spark a renaissance of interest in ideotype breeding in crops and trees.
INTRODUCTION
The current convergence of two trends, the rapid increase of human populations and climate change with the accompanying negative effects inflicted by both biotic and abiotic stresses, has made it imperative to breed new crop cultivars to solve the global food crisis; these cultivars must have high yield potential and better adaptation to various stresses [1, 2] . Worldwide, the discovery and creation of superior cultivars has been a long-term focus for breeders and crop scientists. By modifying plant architecture, the Green Revolution has successfully bred high-yielding cultivars with shorter and sturdier stems in rice and wheat, which has doubled global production of cereal grains during the past 4 decades [3] . However, given the bottleneck of using traditional breeding approaches, it is extremely challenging to further improve crop production. One strategy for producing higher-yielding cultivars can be based on a full understanding of the molecular and developmental mechanisms underlying important agronomic traits using a multidisciplinary approach [4] [5] [6] [7] .
The past decades have witnessed the astonishing progress of genome technologies that have facilitated the elucidation of the molecular genetics of plant growth and development [8] [9] [10] [11] [12] [13] . Many genes or quantitative trait loci (QTLs) have been identified for plant form, architecture and growth, some of which are shown to be applicable for the improvement of crop production [13] [14] [15] [16] . For example, by characterizing several key genes underlying tiller formation and structure, rice breeders hope to breed new varieties that display an optimal branching architecture that maximizes grain yield [17] [18] [19] [20] . Genome-wide association studies that use high-throughput molecular markers to identify specific QTLs for plant traits have proved to be powerful for gaining a comprehensive view of the genetic control of complex traits [21] [22] [23] [24] , stimulating the promise of designing crop ideotypes, an idealized plant model with a specific combination of traits that optimizes photosynthesis and growth to reach a further improvement of grain production [25] [26] [27] [28] [29] [30] [31] .
In practice, it has still a long way to go in using these genetic results to crop breeding. Current genetic analyses are mostly to dissect individual form and architectural traits, neglecting the cohesive integration of different plant parts that function essentially as a whole in reality. Now, the application of genetic results to design and breed new crop ideotypes can be made possible through systems mapping [32] .
Systems mapping is a computational model that views a complex phenotype as a dynamic system, dissects it into its underlying components, coordinates different components in terms of biological laws through mathematical equations and maps specific genes that mediate each component and its connection with other components [33] [34] [35] [36] . As a bottomtop model, systems approach can identify specific QTLs that govern the developmental interactions of various components, giving rise to the function and behavior of the system. By estimating and testing mathematical parameters that specify the system, systems mapping enables the prediction or alteration of the physiological status of a phenotype based on the underlying genetic control mechanisms.
In this article, we show that, by integrating with plant architecture and ontogeny [37] [38] [39] [40] [41] [42] [43] and carbon economy driving biomass allocation among organs [44] [45] [46] [47] [48] [49] [50] [51] , systems mapping will be practically useful for constructing the genotype-phenotype map of developmental interactions among different components of the target trait and selecting optimal plant architecture based on the underlying QTLs detected. We demonstrate how systems mapping can be used to map pleiotropic QTLs that determine an optimal combination of various plant traits with which plants maximize whole-plant growth and competitive ability under limited availability of resources. The new strategy by integrating systems mapping with plant economy will not only provide mechanistic insights into plant growth and development, but also help to stimulate ideotype breeding in crops and trees.
DESIGN PRINCIPLES OF LIVING SYSTEMS
Under nature selection, biological systems have evolved to produce branching networks that transport a variety of resources, such as water, nutrients, hormones and ions [52] . As one of the few universal principles in biology, such evolution by natural selection has shaped the structural and functional design of organisms to meet two physiological rules over an entire range of living systems [53, 54] . First, organisms tend to produce larger surface areas to maximize their exchange of resources with the environment and, therefore, metabolic capacity to sustain and reproduce life through acquiring sufficient energy and materials. Second, organisms tend to shorten distances and hence the time for transporting materials among organs to maximize internal efficiency. These two rules guide living systems to transform natural energy, in the most efficient and effective way, into biological molecules that are metabolized to build and maintain their complex and highly organized structures [55] .
West et al. [53, 54] argued that simple allometric scaling theory, ubiquitous throughout physics, can surprisingly well explain the underlying principle for the optimal design, organization and dynamic behavior of biological systems. This theory is derived from fundamental biophysical and biochemical processes essential for maximum metabolic capacity and maximum internal efficiency of life; it is mathematically expressed as a simple power equation, i.e. where B is a biological variable, a is a constant, M is the mass of the organism and b is the scaling exponent that relates B to M. Among the many biological variables that obey this scaling power equation are metabolic rate, life span, growth rate, tree height and concentration of RNA. This equation has also been shown to be powerful for describing part-whole allometric relationships and the pattern of biomass partitioning into different organs [49, 56] .
The essence of ideotype breeding in crops and trees lies in the optimal allocation of biomass into living parts to channel a maximum amount of resources to the target of harvest (leaves, stem, roots or fruits) [44, 46, 51] . Also, given its ecological interest [57] , theoretical modeling of biomass allocation patterns has received considerable attention [44, 45, 47, 48] . Modeling work has focused on the understanding of how different organs of a plant coordinate and interact to optimize the capture of nutrients, light, water and carbon dioxide in a manner that maximizes plant growth rate through a specific developmental program. Chen and Reynolds [45] developed coordination theory to model the dynamic allocation of carbon to different organs during growth in relation to carbon and water/nitrogen supply by a group of differential equations. To maintain the growth of a plant, its organs, the leaf, stem, branch, coarse root and fine root, should coordinate as a cohesive whole. Wu et al. [32] integrated the coordination and optimization model to study the pattern of biomass partitioning by incorporating the allometric scaling theory into a system of ordinary differential equations (ODEs), expressed as:
where M L , M S , M B , M CR and M FR are the biomasses of the leaves (L), stem (S), branches (B), coarse roots (CR) and fine roots (FR), respectively, with
a and b are the constant and exponent power of an organ biomass scaling as whole-plant biomass; and l is the rate of eliminating aging leaves or fine roots. The complex interactions between different parts of a plant that underlie design principles of plant biomass growth can be modeled and studied by estimating and testing the ODE
For example, by shifting the partitioning of carbohydrates to processes associated with nutrient uptake at the cost of carbon acquisition, plants are equipped with a capacity to optimize their fitness under low nutrient availability [50] . These parameters can be used to quantify and predict such regulation between different plant parts in response to environmental and developmental changes.
STATISTICAL MODEL
Systems mapping embeds a system of differential equations, like one for quantifying biomass partitioning (2), into a genetic mapping setting [32] . Genetic mapping is based on an experimental or natural population in which segregating individuals are genotyped for DNA markers and phenotyped for different biological traits at a series of time points [58] . If specific QTLs exist to affect the dynamic system (2), the parameters that specify the system should be different among QTL genotypes. Genetic mapping uses a mixture model-based likelihood to estimate QTL genotype-specific parameters. Assuming that the mapping population has n individuals measured at T time points, this likelihood is written as:
where
is the phenotypic vector of leaf, stem, branch, coarse root and fine root biomass trajectories, respectively, at time points t 1 , . . . , t T ; o jji is the conditional probability of QTL genotype j (j ¼ 1, . . . , J), given the marker genotype of individual i, and f j (z i ;? j ,)) is a multivariate normal distribution with expected mean vector for individual i that belongs to QTL genotype j,
and covariance matrix
with R k on the diagonal being ( TÂT) covariance matrices of five time-dependent traits and
. In QTL mapping, it is commonly assumed that the covariance has the common structure across different QTL genotypes [32] . Now, we incorporate ODEs (2) into mixture model (3) to estimate genotypic means (4) specified by ODE parameters for different QTL genotypes, expressed as (a Lj ,b Lj ,l Lj ;a Sj ,b Sj ; a Bj ,b Bj ;a CRj ,b CRj ; a FRj ,b FRj ,l FRj ) for j ¼ 1, . . . , J. As five phenotypic traits obey dynamic system (2), it is reasonable to assume that the derivatives of genotypic means are expressed in a similar way. Let g kjji (t,u kjji ) denote the genotypic derivative for trait k, i.e.
We use u kjji to denote the genotypic mean of variable j for individual i belonging to QTL genotype j at an arbitrary point in a time course [33] . Based on the Runge-Kutta scheme, the value of u kjji in iteration l þ 1 is determined by the present value plus the weighted average of 4 deltas (where each delta is the product of the size of the interval and an estimated slope), expressed as:
where R 1kjji ¼hg kjji t flg ,u flg kjji is the delta based on the slope at the beginning of the interval, using u
is the delta based on the slope at the midpoint of the interval, using u
is again the delta based on the slope at the midpoint, but now using u
is the delta based on the slope at the end of the interval.
The main innovation of systems mapping is to use a group of differential equations (2) to model time-dependent mean vectors of the mixture model (3) for individual QTL genotypes through the form of Runge-Kutta scheme (6) . The Runge-Kutta fourth-order algorithm with step size h ¼ 0.1 is used to approximate the solution in high accuracy, given a trial set of parameter values and initial conditions. There have been a body of literature on the mathematical resolution of differential equations [59, 60] , which can be incorporated into systems mapping to confront various complexities.
Next, we need to model the covariance structure by using a parsimonious and flexible approach, such as autoregressive, antedependence, autoregressive moving average or nonparametric and semiparametric approaches [61] . Zimmerman and NunezAnton [62] discussed the choice of an optimal approach for covariance structuring based on several model selection criteria. The first-order structured antedependence [24] was shown to be powerful for modeling the longitudinal covariance structure between multiple variables using a few number of dependence parameters.
We deploy a hybrid algorithm to estimate the parameters in likelihood (2). The conditional probabilities of QTL genotypes, given marker genotypes, can be expressed as a function of recombination fractions for an experimental cross-population or linkage disequilibria for a natural population [58] . The EM algorithm, implemented to estimate the recombination fractions or linkage disequilibria, provides a general framework, in which the ODE parameters are estimated by the Runge-Kutta fourth-order algorithm and the covariance-structuring parameters estimated by the simplex algorithm. In Wu et al. [32] , a statistical approach for solving ODE parameters within the mixture framework has been developed.
APPLICATION
Systems mapping has shown its potential to reveal the genetic control mechanisms for the pattern of biomass allocation as well as for the physiological rules that govern the dynamic behavior of optimal allocation [32] . Here, in order to show its application to ideotype breeding, we used systems mapping to analyze a real data for soybean mapping.
Mapping population
The plant population used for systems mapping consists of 184 recombinant inbred lines (RILs) derived from the cross between Kefeng No.1 and Nannong 1138-2. A genetic linkage map of this population was first established by Zhang et al. [63] 452 molecular markers distributed among 25 linkage groups (LGs). In 2006, the RILs and their parents were planted in a 14 Â 14 simple lattice design with two replications, at the National Center of Soybean Experiment, Jiangsu, Nanjing Agricultural University, China. Each RIL was planted in a 4 Â 2.5 m 2 plot with five rows spaced 0.5 m apart. The lattice design used can reduce the field experiment error. Ten plants in the second row of a plot for each RIL were randomly selected for measuring dry weights of different organs at multiple times in the whole growing season. For the RILs studied, four to eight repeated measurements were taken.
Dynamic QTLs by systems mapping
As an example, we analyze the dynamic changes of above-ground biomass composed of the stem and leaves, including foliage and branches. Figure 1 provides a typical example of above-ground biomass growth in a soybean plant. The system of ODEs (2) is reduced to a two-dimensional system, expressed as:
where W ¼ M L þ M S is the sum of the foliage and stem biomass. In the Supplementary Material, we describe the mathematical properties of the system (6) that prove the stability of solutions of the system. Similar properties exist for a more complex system (2). We implemented a bivariate first-order structured antedependence model to fit the covariance structure between foliage and stem biomass variables. We implemented ODE (7) into the systems mapping framework to estimate ODE parameters (a L ,b L ,l L ;a S ,b S ) for individual QTL genotypes. Systems mapping was used to scan the entire linkage map for the existence of any possible QTLs that control system (7). Then we calculated and smoothed log-likelihood ratios at each scanning point and identified two peaks of the log-likelihood ratio profile that are beyond the genome-wide critical threshold that claims the existence of a significant QTL. One QTL detected on LG 3 is named dynQ1 and the second on LG 24 is named dynQ2. The two QTLs were found to affect biomass trajectories differently. dynQ1 triggers its effect shortly after seeds are germinated into seedlings (Figure 2A and C) , whereas dynQ2 displays an effect after plants grow to a third of the entire growing season ( Figure 2B and D). At dynQ1, the allele inherited from parent Kefeng No. 1 is favorable for better leaf and stem growth, but for dynQ2, the second parent Nannong 1138-2 provides a favorable allele. The functional relationship between leaf and whole-plant biomass was determined by the QTLs detected. For dynQ1, the genotype with two alleles inherited from parent Kefeng No. 1 grows faster and allocates more biomass to the leaves than the alternative QTL genotype for the Nannong 1138-2 allele (Figure 3) . But for dynQ2, an inverse pattern was detected, i.e. the Nannong 1138-2 genotype grows more slowly and allocates less biomass to the leaves than the Kefeng No. 1 genotype. This finding indicates that the difference in the structural-functional relationship is controlled by QTLs.
Toward ideotype breeding?
After the QTLs that control the dynamic behavior of a biological system are identified, the next step is to incorporate these QTLs in a breeding scheme through marker-assisted selection. We show that the QTLs detected to govern biomass allocation in soybean can be used to select an optimal structure and form of this plant. For example, dynQ1, the Nannong 1138-2 genotype, grows into dense-leafed plants with large above-ground biomass, whereas the Kefeng No. 1 genotype grows into small-sized and sparse-leafed plants with a dominant main stem ( Figure 4) . Thus, by marker-assisted selection of this QTL, we can select an appropriate morphological structure of soybean that is characterized by optimal resource-use efficiency in response to a particular environment.
Computer simulation
Statistical properties of systems mapping have been extensively examined in the previous studies where it was originally published [32] [33] [34] [35] [36] . These studies systematically investigated the influences of different sample sizes, trait heritabilities and numbers of time points on the precision of parameter estimation. Also, the power of systems mapping for gene identification under these different schemes was estimated empirically through simulation studies. Thus, computer simulation for this study focuses on the validation of the results for this particular data set of soybeans from systems mapping. The simulation mimicked the data structure of the soybean mapping population using the ODE parameters of the QTL detected on LG 3. The simulated data were then analyzed by systems mapping. The simulation was repeated 1000 times, from which the means and SDs of parameter estimates were calculated. We found that, given the current sample size (184), the estimated values of the ODE parameters are broadly in agreement with actual values. Also, the precision of parameter estimation is reasonably good, with the SDs of the parameter estimates less than 10-20% of the values. If the two QTLs are estimated simultaneously, we need a much larger sample size (at least 500) to obtain the acceptable accuracy and precision of ODE parameters. The power for gene identification for a modestly inherited trait (of heritability 0.05) under sample size 500 may reach 0.90 or larger when the two QTLs under study display epistatic interactions.
DISCUSSION
Each and every phenotypic trait important to agriculture, biology and biomedicine can be treated as a dynamic system because it is actually formed through complex interactions and coordination of its underlying components expressed at various organizational levels [64] [65] [66] [67] [68] [69] [70] . A full understanding of the genetic machineries for these interactive relationships among components may help shed light on the components of biological systems and predict physiological and pathological states of the systems [70, 71] . This has now been feasible by developing a system of differential equations that describe the dynamic behavior and coordination of a biological system based on natural laws [32] [33] [34] [35] [36] . In this article, we outline the recent development of such systems mapping and, more importantly, pinpoint several areas in which robust mathematical modeling using differential equations will gain and strengthen our mechanistic insights into quantitative relationships between gene action and development. Whereas the previous model enables the identification of how genes regulate the developmental pattern of complex traits, systems mapping has unique power to detect genes for the developmental interactions and coordination of different parts of traits [40] [41] [42] [43] . The results from the systems model enhance the predictability of trait formation and development in the course of time. Systems mapping captures different aspects of a system through well-defined differential equations. Because of use of more information, systems mapping shows more power for gene identification and better estimation precision of genetic parameters.
We have formulated a basic framework for mapping dynamic systems, but a number of statistical and computational issues related to broad biological applications remain unsolved. The biological issues include the environmental or developmental factors. The statistical issues are concerned with more efficient modeling and analysis of various interactions among genes and different environmental factors as well as with meaningful interpretation of dynamic data when a complex system of differential equations is used. Although the description of innovative mathematical algorithms is not a focus of this article, we do present an innovative framework for systems mapping that will largely benefit to carry out cutting-edge research at the interface of multiple disciplines.
Biology is complex in terms of its multifactorial underpinnings, and such a complexity of biology determines the high complexity of any analytical tools used to study biology [55, 67, 69] . The ODEs (2), which includes root biomass, are able to incorporate the relationships between the above-and below-ground parts. To better describe the developmental interactions of different parts of a plant, we need to include more components that are physiologically and functionally relevant [15] . For example, the root system of a plant is composed of fine and coarse roots, each type with distinct physiological functions. The fine roots absorb water and nutrients from soils, whereas the coarse roots carry fine roots in a deep soil. By incorporating different functions for fine and coarse roots in the model, the dimension and accuracy of the model increases, facilitating a comprehensive understanding of the genetic and developmental regulation of biomass partitioning.
Supplementary Data
Supplementary data are available online at http:// bib.oxfordjournals.org/.
Key points
The relative amount of biomass in various organs, leaves, stems and roots, i.e. biomass allocation, is the consequence of a plant's adaptation to changing environments. Our knowledge of the genetic basis for the pattern of biomass allocation is poor, limiting the selection of plant ideotypes that maximize photosynthesis, growth and production through an optimal pattern of biomass allocation. We argue that a computational model, called systems mapping, can be used to map QTLs for biomass allocation by dissolving trait phenotype into its underlying physiological components using a system of differential equations. Systems mapping provides a powerful tool to characterize the genetic architecture of biomass allocation and guide the selection of crop ideotypes for specific breeding goals.
FUNDING
This work is partially supported by the Changjiang Scholars Award, 'Thousand-person Plan' Award and NSF/IOS-0923975.
