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What is the maximum number of edges in a bipartite graph of girth g whose left
and right sides are of size nL; nR? We generalize the known results for g ¼ 6; 8 to an
arbitrary girth. # 2002 Elsevier Science (USA)
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Consider a bipartite graph with nL vertices on the left side, nR vertices on
the right, m edges, and girth g: In this paper, we present a new lower bound
for nL and nR that holds for an arbitrary girth g: Our bound (Theorem 1) is
best presented as a function of the left and right average degrees, dL ¼ mnL and
dR ¼ mnR and of the girth g ¼ 2r:
nL5
Xr1
i¼0
ðdR  1Þ
di=2e ðdL  1Þ
bi=2c; ð1Þ
nR5
Xr1
i¼0
ðdL  1Þ
di=2e ðdR  1Þ
bi=2c: ð2Þ
This bound can be viewed as a generalization of the Moore bound for
d-regular graphs (see [2, p. 180]). If the given bipartite graph is bi-regular,
i.e. all the vertices on the left (resp. right) are of degree dL (resp. dR), then (1),
(2) follow from an easy argument similar to the Moore bound. In this work,
we show that this bound applies also to general bipartite graphs that are not
necessarily bi-regular. Our bound and its proof can be viewed as an
adaptation of the main argument of [1] to the case of bipartite graphs.
Previous relevant bounds for bipartite graphs were known for girth 4,6,8.
For g ¼ 4; (1) reduces to the trivial statement nL5dR: For g ¼ 6 the best
lower bound is due to Reiman ([6], see [3, p. 312, Theorem 2.6]). His bound215
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nL51þ ðdR  1Þ þ ðdR  1Þ ðdL  1Þ:
For the case of g ¼ 8 the best bound is due to Neuwirth [5] (following work
of de Caen and Sz!ekely [4]). This bound can be shown to be the same as (1):
nL51þ ðdR  1Þ þ ðdR  1ÞðdL  1Þ þ ðdR  1Þ
2ðdL  1Þ:
2. THE THEOREM
Theorem 1. Let G ¼ ðVL; VR;EÞ be a bipartite graph of girth g ¼ 2r; with
nL ¼ jVLj and nR ¼ jVRj the number of vertices on the left and right sides, and
m ¼ jEj the number of edges. Assume further that all vertex degrees in G are
52: Then:
nL5
Xr1
i¼0
Ldi=2eR L
bi=2c
L ;
nR5
Xr1
i¼0
Ldi=2eL L
bi=2c
R ;
where LR ¼
Q
v2VR ðdv  1Þ
dv=m; LL ¼
Q
v2VLðdv  1Þ
dv=m and dv is the degree of
the vertex v:
Corollary 1. (1) and (2) follow from Theorem 1. Because the function
ðx 1Þx is log-convex for x52; and all vertex degrees are 52; we get LL ¼Q
v2VLðdv  1Þ
dv=m5dL  1 and LR ¼
Q
v2VR ðdv  1Þ
dv=m5dR  1:
Proof. The main tool in this proof are non-returning walks on the
vertices of the graph. If at time t the walk is at vertex xt; then at time t þ 1 it
can advance to any neighbor of xt other than xt1: To translate this
description into algebraic terms, we record the state of the walk at time t (it
is at xt having arrived from xt1) by the directed edge xt1xt
!:
Regard each (undirected) edge of G as a pair of directed edges, and let ERL
and ELR be the sets of right to left and left to right edges, respectively. Then
jELRj ¼ jERLj ¼ m: We deﬁne the m m matrice A:
A~uv ;~wz ¼
1 v ¼ w and u=z;
0 otherwise;
(
GIRTH AND BIPARTITE GRAPHS 217where ~uv 2 ELR and ~wz 2 ERL: The matrix A (resp. At) records the possible
right to left (resp. left to right) steps of the non-returning walk. Also, we
deﬁne the length of a walk o ¼ ðe0; e1; . . . ; elÞ to be l:
For any ~uv 2 ELR; consider the set of all non-returning walks that
either:
1. start at ~uv and have an even length 4r  1;
2. start at ~vu and have an odd length 4r  1:
All these walks must end in distinct vertices in VR because of the girth
requirement. Therefore the number of these walks is a lower bound on nR:
To proceed, denote by Oe;2i the set of length 2i non-returning walks
starting from e 2 ELR; and the number of such walks by Ne;2i: Then
Ne;2i ¼ jOe;2ij ¼ ððAAtÞ
i1LRÞe;
where 1LR is the all ones vector deﬁned on ELR: Similarly, denote by Oe;2iþ1
the set of length 2iþ 1 non-returning walks starting from e 2 ERL; and the
number of such walks by Ne;2iþ1: Then
Ne;2iþ1 ¼ jOe;2iþ1j ¼ ðAtðAAtÞ
i1LRÞe:
We can now write our lower bound as
nR5
Xbr12 c
i¼0
N~uv ;2i þ
Xbr22 c
i¼0
N~vu;2iþ1: ð3Þ
Since this inequality holds for every ~uv 2 ELR; it follows that
nR5
Xbr12 c
i¼0
X
e2ELR
ðpLRÞeNe;2i þ
Xbr22 c
i¼0
X
e2ERL
ðpRLÞeNe;2iþ1; ð4Þ
where pLR ¼ 1tLR=m is the uniform probability distribution on ELR; and pRL is
the uniform probability distribution on ERL: When no confusion may arise,
we will drop the LR and RL subscripts.
The required lower bound on nR is obtained using the following lemma.
The lower bound on nL follows by symmetry. ]
Lemma 1. For any i50 the following two inequalities hold:X
e2ELR
peNe;2i5LiRL
i
L; ð5Þ
X
e2ERL
peNe;2iþ15LiRL
iþ1
L : ð6Þ
SHLOMO HOORY218Proof. We regard Oe;2i as a probability space. For o ¼ ðe ¼ e0; e1; . . . ;
e2iÞ 2 Oe;2i we let peðoÞ be the probability that a length 2i non-
returning random walk starting at e will be o: The value of peðoÞ is
given by
peðoÞ ¼
Y
~wz2ELR
ðdz  1Þ
n~wz ðoÞ
Y
~zw2ERL
ðdw  1Þ
n~zw ðoÞ; ð7Þ
where nf ðoÞ is the number of times the walk o excited the edge f : In other
words, if o ¼ ðe0; e1; . . . ; elÞ; then nf ðoÞ is the number of indices j5l for
which ej ¼ f :
Analogously, Oe;2iþ1 can be regarded as a probability space. For o 2
Oe;2iþ1; the probability peðoÞ is the probability that a length 2iþ 1 non-
returning random walk starting at e will be o: The value of peðoÞ is again
given by (7).
After these preliminaries we can carry on with the proof of the lemma.
X
e2ELR
peNe;2i ¼
X
e2ELR
X
o2Oe;2i
pepeðoÞ
1
peðoÞ
:
By applying the inequality of the arithmetic and geometric means, we get
X
e2ELR
peNe;2i5
Y
e2ELR
Y
o2Oe;2i
1
peðoÞ
 pepeðoÞ
:
Using (7) we rewrite the peðoÞ in the denominator, and get
X
e2ELR
peNe;2i5
Y
~wz2ELR
ðdz  1Þ
P
e2ELR
P
o2Oe;2i
pepeðoÞn~wz ðoÞ
Y
~zw2ERL
ðdw  1Þ
P
e2ELR
P
o2Oe;2i
pepeðoÞn~zw ðoÞ
: ð8Þ
We now deﬁne the matrix P as the m m transition matrix of the non-
returning random walk, where in the transition from~uv 2 ELR to~vz 2 ERL the
vertex z is chosen uniformly among the dv  1 possible choices.
P~uv;~wz ¼
1=ðdv  1Þ; v ¼ w and u=z;
0 otherwise:
(
GIRTH AND BIPARTITE GRAPHS 219Since in (8) the exponent of ðdz  1Þ is exactly the expected number of times
the non-returning random walk starting with the distribution pLR exits the
edge ~wz; and a similar statement holds also for the exponent of ðdw  1Þ: We
conclude that
X
e2ELR
peNe;2i5
Y
~wz2ELR
ðdz  1Þ
Pi1
j¼0
ðpðPP tÞjÞ~wz
Y
~zw2ERL
ðdw  1Þ
Pi1
j¼0
ðpP t ðPP tÞjÞ~zw :
It is easy to verify that p is the stationary distribution of the non-returning
random walk ðpP ¼ pP t ¼ pÞ; and therefore:X
e2ELR
peNe;2i5
Y
~wz2ELR
ðdz  1Þ
i=m
Y
~zw2ERL
ðdw  1Þ
i=m
¼
Y
z2VR
ðdz  1Þ
dz=m
 !i Y
w2VL
ðdw  1Þ
dw=m
 !i
¼ LiR L
i
L;
proving (5).
The proof of (6) is very similar.
X
e2ERL
peNe;2iþ1 ¼
X
e2ERL
X
o2Oe;2iþ1
pepeðoÞ
1
peðoÞ
5
Y
e2ERL
Y
o2Oe;2iþ1
1
peðoÞ
 pepeðoÞ
¼
Y
~wz2ELR
ðdz  1Þ
P
e2ERL
P
o2Oe;2iþ1
pepeðoÞn~wz ðoÞ
Y
~zw2ERL
ðdw  1Þ
P
e2ERL
P
o2Oe;2iþ1
pepeðoÞn~zw ðoÞ
¼
Y
~wz2ELR
ðdz  1Þ
i=m
Y
~zw2ERL
ðdw  1Þ
ðiþ1Þ=m
¼LiR L
iþ1
L : ]
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