We consider two models of one-dimensional discrete random Schrödinger operators
Introduction
We consider two models of one-dimensional discrete random Schrödinger operators given by the 
in the following two cases, referred to as the critical model and decaying model respectively:
Here ω k are independent random variables with mean 0, variance 1 and bounded third absolute moment.
We show that the eigenvectors are delocalized and the transfer matrix evolution has a scaling limit given by a stochastic differential equation. We show that in both cases eigenvalues near a fixed bulk energy E have a point process limit.
We analyze the limiting point processes, in particular we give bounds on the eigenvalue repulsion, large gap probability, identify the limiting intensity and provide a central limit theorem.
In the decaying model, the limiting processes are the same as the point processes obtained as the bulk scaling limits of the β-ensembles of random matrix theory. In the critical model, the eigenvalue repulsion is much stronger.
The critical model
For very small values of σ, this matrix behaves like the discrete Laplacian -its eigenvalues are locally close to periodic and its eigenvectors are extended. The discrete measure constructed by the square of the coordinates of the normalized eigenvector will not be concentrated on any small set of points. For large σ, the matrix is close to diagonal, with eigenvalues dropped independently at random (Poisson statistics) and eigenvectors are localized. The goal of this paper is to examine the nature of the transition from extended to localized eigenvectors, and the corresponding eigenvalue statistics.
The matrix H n is a perturbation of the adjacency matrix of a 1-dimensional box. When the variance of v k does not depend on n, eigenvectors are localized (Carmona et al, 1987; Kunz and Souillard, 1980; Goldsheid et al, 1977) and the local statistics of eigenvalues are Poisson (Minami, 1996; Molchanov, 1981) . For the perturbed adjacency matrix of higher-dimensional boxes, localization (Aizenman and Molchanov, 1993; Fröhlich and Spencer, 1983) and Poisson eigenvalue statistics (Minami, 1996) hold if the variance is a sufficiently large constant. In dimensions three and higher, for a small constant variance, it is widely conjectured that one gets random-matrix type statistics of eigenvalues and extended eigenfunctions, while for two dimensions the opinions vary.
Our regime, where the variance of the random variables v are of order n −1/2 captures the transition between localization an delocalization. We will use the methods developed in to analyze the asymptotic local spectral properties of H n .
If there is no noise (i.e. σ = 0) then the eigenvalues of the operator are given by 2 cos(πk/(n+1)) with k = 1, . . . , n. The asymptotic density near E ∈ (−2, 2) is given by ρ 2π with ρ = ρ(E) = 1/ 1 − E 2 /4 (3) which suggests that one should scale by n near E to get a meaningful limit. Thus we will study the spectrum Λ n of the scaled operator ρn(H n − E).
We will use the well-known transfer matrix description of the spectral problem for H n . The one-dimensional eigenvalue equation H n ψ = µψ is written as Then µ is an eigenvalue of H n if and only if
for some c ∈ R, or, equivalently (M n ) 11 = 0. In view of (4) we parametrize µ = E + λ ρn
. We will use the notation M λ to emphasize dependence on λ, and use the similar notation for other quantities.
we have M λ = T (E + ε )T (E + ε −1 ) · · · T (E + ε 1 ) for 0 ≤ ≤ n.
The scaling of v = σω / √ n ensures that, with high probability, the transfer matrices M λ are bounded and the eigenfunctions are delocalized.
Theorem 1. Given E ∈ (−2, 2), R < ∞ and σ < ∞, there exists a constant c so that for all sufficiently large n and all t > 0, the following two statements hold with probability at least 1 − c/t.
(1) We have max 0≤ ≤n,|λ|≤R
(2) For each eigenvector ψ of H n , normalized by n =1 |ψ | 2 = 1 and corresponding to an eigenvalue
], we have 2 (n + 1)t 2 < |ψ | 2 + |ψ +1 | 2 < 2t 2 n + 1 , 0 ≤ ≤ n.
In order to understand the interaction of the eigenvalues near E and of the corresponding eigenvectors, one would ideally like to derive a limiting diffusion process for (8). The starting observation is that M λ cannot have a continuous limit. The obstacle is that for large n each transfer matrix T (E + ε k ) in (8) is not close to I but to T (E). Thus we are led to consider, instead of M λ , the matrices
which will evolve regularly. Figure 1: Simulation of the entries of the first row of Q λ with E = 1, λ = 25 and n = 10000.
To control the correction factor T − (E), we diagonalize T (E) = ZDZ −1 with
Theorem 2. Assume 0 < |E| < 2. Let B(t), B 2 (t), B 3 (t) be independent standard Brownian motions
(B 2 (t) + iB 3 (t)). Then the stochastic differential equation
has a unique strong solution Q λ (t) : λ ∈ C , t ≥ 0, which is analytic in λ. Moreover with τ = (σρ)
in the sense of finite dimensional distributions for λ and uniformly in t. Also, for any given 0 ≤ t ≤ τ the random analytic functions Q λ nt/τ converge in distribution to Q λ/τ (t) with respect to the local uniform topology.
Theorem 2 is a one-dimensional version of a more general quasi-one-dimensional theorem that appears in Valkó and Virág (2010) . This proof, which predates the one in that paper, is included here for completeness. The preprint Valkó and Virág (2010) was followed by the preprint of Bachmann and De Roeck (2010) , who, in independent work, also study SDE limits of transfer matrices. Their starting point the so-called DMPK theory in the physics literature, which is essentially the study of diffusive limits of quasi-one-dimensional random Schrödinger operators from a slightly different point of view. We refer the reader to Bachmann and De Roeck (2010) for a discussion of this theory.
One of the novelties of our approach is that it allows for studying the dependence on the eigenvalue λ, which in turn allows us to deduce the scaling limit of the spectrum, the main focus here.
The introduction of T −n (E) in Theorem 2 has the effect of changing the boundary condition for each n, so for the next result, we have to pass to subsequences.
Corollary 3. Suppose that n j is a subsequence so that z n j converges. Then T n j (E) →T and the random matrix-valued analytic functions M λ n j converge in distribution toT Q λ/τ (τ ). Moreover, Λ n j converges in law to the counting measure of the zeros of the random analytic function λ →
Note that the sequence M n j has a limit if z n j converges. For Λ n j to have a limit, only the convergence of z 2n j is needed. If it does, then the possible limits of T n j are ±T and [T Q(τ )] 11 and
have the same zero set.
Since H n is symmetric, the limiting point process will live on R. The point process can be more effectively described by a scalar SDE. We first note that for any a, b ∈ R 2 we have
so Z −1 maps real vectors to vectors with conjugate entries. Since for λ ∈ R the transfer matrix Q λ , and the limiting process Q λ (t) will also be real, we can write
for some complex numbers ψ λ (t) where ψ λ (0) = ρ/2 (the extra i in the above definition makes this and some upcoming formulas nicer). We will define the phase function ϕ λ (t) by
This uniquely determines ϕ λ (t) assuming that it is continuous in t (as long as det Q λ (t) = 0, which follows from (13)). Itô's formula then gives an SDE for the evolution of ϕ λ (t) and we can identify the zeros of [T Q(τ )] 11 . This leads to another description of the point process limit of Λ n j . −20, 20] .
Corollary 4 (Schrödinger random analytic functions). Consider the family of SDE's
coupled together for all values of λ ∈ R where B and W are standard real and complex Brownian motions. This has a unique strong solution and for each time t the function λ → ϕ λ (t) is strictly increasing and real-analytic with probability one.
Moreover, for 0 < |E| < 2 and with τ = (σρ) 2 the point process Λ n − arg(z 2n+2 ) − π converges in distribution to the point process 
Note that the point process Sch τ is invariant under translation by integer multiples of 2π, but not under other translations. To fix this, we consider a translation by an independent uniform random variable:
This version can be described through a variant of the the Brownian carousel introduced in Valkó and Virág (2009) (the same is true for Sch τ , but with more complicated boundary conditions).
The Brownian carousel. Let (V(t), t ≥ 0) be Brownian motion on the hyperbolic plane H. Pick a point on the boundary ∂H and let x λ (0) equal to this point for all λ ∈ R. Let x λ (t) be the trajectory of this point rotated continuously around V(t) at speed λ. Recall that Brownian motion in H converges to a point V(∞) in the boundary ∂H.
Theorem 6 (Brownian carousel description). We have
Section 3 contains the proof of Theorem 6 and a description of the ODE for x λ (t) in the Poincaré disk model of the hyperbolic plane. Amazingly, a (less complete) connection between random Schrödinger operators and Brownian motion in the hyperbolic plane had been found already in Gertsenshtein and Vasilev (1959) .
Note that in the previous theorems we assumed 0 < |E| < 2. The case E = 0 is slightly different, but it gives similar results. Note that in that case z = i.
Theorem 7. Let E = 0. In that case Theorem 2, and Corollaries 3 and 4 hold with the following SDE's in place of (13) and (15):
and
Note that since z = i we just need to fix the remainder of n j mod 4 for z n j to converge and the parity of n j for arg(z 2n j +2 ) to converge.
Properties of the limiting eigenvalue process for the critical model
We now discuss some of the properties of the limit process Sch τ . We describe the eigenvalue repulsion, we compute the intensity of the point process and then give the asymptotic probability of finding a large gap. We also provide a central limit theorem for the number of points in a growing interval. Let Sch τ [a, b] denote the number of points of Sch τ in the set [a, b] .
Theorem 8 (Eigenvalue repulsion). For µ ∈ R and ε > 0 we have
whenever the squared expression is nonnegative.
Remark 9. In case of the classical random matrix models GOE, GUE, GSE the eigenvalue repulsion is a lot weaker: it is of the order of ε 2+β where β = 1, 2 and 4 in the respective cases.
Theorem 10 (Intensity of the point process). The intensity measure A → E Sch τ (A) has density
y 2 at x. This is the density of a centered normal random variable with variance 3 2 τ mod 2π (a theta function).
Remark 11. If the random variables ω have a a bounded probability density g(x)dx, then the general Wegner and Minami's estimates for random discrete Schrödinger operators (Minami, 1996; Graf and Vaghi, 2007; Belissard et al, 2007; Combes et al, 2009) give
Since we rescale the potential by √ n, both (20) and (21) diverge as n → ∞, whereas Theorems 8 and 10 give effective bounds. Moreover, this theorem applies to singular potentials, such as Bernoulli random variables ±1 with probability 1/2.
Theorem 12 (Probability of large gaps). The probability that Sch τ has a large gap is
where o(1) → 0 for a fixed τ as λ → ∞.
The following theorem shows that for large λ the number of points in [0, λ] is close to a normal random variable with mean λ/(2π) and a fixed variance.
Theorem 13 (Central limit theorem). As λ → ∞ we have
where ξ 0 , ξ 1 , ξ 2 are independent mean zero normal random variables with variances τ, τ /2, τ /2, respectively.
In particular, for θ ∈ [0, 2π) and k → ∞ along the integers we have
The decaying model
The decaying model (2) can be thought of as the truncation of a discrete Schrödinger operator on the infinite half line with potential v k = σω k / √ k. Similar operators have been studied in the literature (see Delyon et al, 1985; Kiselev et al, 1998 , and references therein for earlier works). In these works, the standard deviation of the kth diagonal element is on the order of k −α for α > 0.
Depending on α, the operator has different generic spectral properties.
• Slow decay: for 0 < α < 1/2, the spectrum is pure point with probability one.
• Fast decay: for α > 1/2, the spectrum is absolutely continuous with probability one.
• Critical decay: for α = 1/2, and small enough σ, the spectrum is singular continuous on an interval (−c, c) and pure point on (−2, −c) ∪ (c, 2), with probability one.
It is natural to investigate the fine eigenvalue statistics in these three cases. Motivated by this question, Killip and Stoiciu (2009) described the local behaviour of the spectrum in the context of random CMV matrices, the unitary analog of one-dimensional discrete Schrödinger operators.
Our decaying model corresponds to the critical case. It will be convenient to reverse the indices
We scale near E ∈ (−2, 2) \ {0} and define Q λ as before. This process will converge to an SDE similar to (13), but the convergence will only hold on [0, 1).
Theorem 14. We have the following limit on [0, 1):
in the sense of finite dimensional distributions for λ and uniformly on compacts in t.
From (23) and Itô's formula it follows that the phase function ϕ λ (which can be defined the same way as in (14)) will satisfy the following SDE on [0, 1):
Note that since 1 0 1 1−t dt = ∞, the process ϕ λ (t) does not have a limit as t → 1. However the relative phase function α λ = ϕ λ − ϕ 0 will converge and its limit will describe the point process limit of the spectrum.
The function g(λ) = 1 2π
is integer valued and non-decreasing. If n → ∞ then the scaled eigenvalue process (see (4)) converges to a point process Λ with counting function g.
Applying the time change t = 1 − e −βτ /4 for the SDE (25) we get
where B 1 , B 2 are independent standard Brownian motions and β = 2 (σρ) 2 ; this is precisely the SDE that describes the Sine β process given in .
Corollary 16. The point process Λ agrees with the point process Sine β , the bulk limit of the beta Hermite ensembles of random matrix theory with β = 2 (σρ) 2 .
The Hermite β-ensemble is a finite ensemble with joint density
this suggests that the eigenvalue repulsion is of the order of ε 2+β (in the sense of Theorem 8), and this can be proved using (25). In it was proved that Sine β is translation invariant with density (2π) −1 this provides the analogue of Theorem 10. The asymptotic probability of large gaps was identified in Valkó and Virág (2010) . As λ → ∞ we have
with γ β = 1 4 β 2 + 2 β − 3 and 0 < χ β < ∞.
We will also prove the analogue of Theorem 13.
Theorem 17. As λ → ∞ we have
An n → ∞ version of this theorem for finite matrices from circular and Jacobi β ensembles was shown by Killip (2008) .
Section 2 contains the proofs about the various properties of the limiting point processes. Section 3 will describe some connections to the Brownian carousel introduced in and prove the theorem about the carousel representation of the limiting point process. In Sections 4 and 5 we will provide the proofs for the scaling limit of the spectrum for the first model (with the constant variance) together with the delocalization of eigenvectors. Section 6 will deal with the proof in the case of the second model (with the decaying potential). Finally, the Appendix (Section 7) contains the proof for the existence of unique analytic solutions for the discussed SDEs and a technical proposition about the convergence of discrete time Markov chains to stochastic differential equations.
Analysis of the limiting point process
In this section we will provide the proofs for the theorems related to various properties of our limiting point processes.
We will first show a translation invariance property for the phase function ϕ.
Lemma 18 (Invariance). For every θ ∈ R we have
as functions of λ, t.
Proof. From (15) it is clear thatφ λ (t) = ϕ λ−θ (t) + θt satisfies the following one parameter family of SDEs:
is also a standard complex Brownian motion. Thusφ λ satisfies the same SDE system as ϕ λ with a different driving Brownian motion. The uniqueness of solutions shown in the Appendix implies that they indeed have the same distribution.
In order to study the point process Sch τ we will use Corollary 4. Note that for λ ∈ R the function α λ (t) = ϕ λ (t) − ϕ 0 (t) (which we will call relative phase function) satisfies the following SDE system
where Z is a standard complex Brownian motion with dZ = e −iϕ 0 dW. For any fixed λ ∈ R this can be rewritten as
where B λ is a standard Brownian motion with
The quantity 
Proof of Theorem 8 (Eigenvalue repulsion). We will give two proofs of this theorem. The first one uses the SDE representation of Corollary 4. A second proof, at the end of Section 3, uses a geometric approach via the Brownian carousel.
For µ = 0 by (30) we have
and the same holds for other µ, with α λ/τ replaced by ϕ (λ+µ)/τ − ϕ λ/τ , which satisfies the same SDE.
Since this SDE is the only thing we use we can restrict our attention to µ = 0.
Introduce the new process Y = log(tan(α/4)) which is well defined for α ∈ (0, 2π). By (29) and Itô's formula the process Y satisfies the SDE
now the solutionỸ of the SDE (32) with initial conditionỸ (0) = 0. By monotonicity we have
For ε/τ ≤ 1, the inequality |y| ≤ log(τ /ε) implies |ε/τ cosh(y)/2 + tanh(y)/4| ≤ 1.
This means that for any s ≥ 0 we have
Here the last inequality follows from Brownian scaling and
For the proof of Theorem 10 we need the following estimate.
Lemma 19. We have
Proof. Differentiating (15) twice in λ is justified by Theorem 24 in the Appendix. We get that for a fixed λ, with primes denoting λ-derivatives
where B 1 , B 2 are independent real Brownian motions with variance 1/2. This shows that the distribution of the first and second derivatives does not depend on λ, as we already know from the invariance Lemma 18.
From the first SDE we get Eϕ (t) = t. Applying Itô's lemma for ϕ 2 and ϕ 4 and then using
Gronwall's inequality gives that Eϕ (t) 2 and Eϕ (t) 4 are bounded as functions of t only. Itô's lemma applied to ϕ 2 gives
Gronwall's inequality and the fact that Eϕ 4 (s) is bounded leads to the desired bound.
Proof of Theorem 10 (Intensity of the point process). We will evaluate
By Corollary 4 the function ϕ λ (t) is analytic in λ. We will use the notation λ (t) = ∂ λ ϕ λ (t) for the derivative. We will first evaluate the limit in (34) by switching the interval on the right with
. Then we will show that the error we make is asymptotically small.
From (15) we get that λ satisfies the following SDE: (15) and (35) we get that ϕ µ (τ ) is N (µτ, 3 2 τ ) and E µ = τ . Using the independence of ϕ µ (τ ) and µ we get
where p(·) is the density of N (0, 3 2 τ ). The only thing left is to show is that
We start by noting that if Z is a random variable with density f (x) and x ∈ R, y ∈ R + then using the notation f 2π (x) = k∈Z f (x + 2πk) we have
The same upper bound holds if y < 0.
where B is a standard Brownian motion independent of W and X 0 is measurable with respect to the σ-field generated by W. Since the density function of B(τ ) mod 2π is bounded by a τ dependent constant, we may use (37) after conditioning on W, which gives
To bound the right hand side, we use the integral form of the remainder in the Taylor expansion
In the last step we used the Cauchy-Schwarz inequality and Lemma 19. This proves (36) and completes the proof of Theorem 10.
Proof Theorem 12 (Probability of large gaps). Let α = α λ/τ . We bound the desired probability in terms of phase function events:
which is clear from Corollary 4 and the definition of α. To get a lower bound first note that we have
where Z is the driving Brownian motion in the SDE (28) for α. Since B is independent of Z we have
where f 2π (x) is the density of B(τ ) mod 2π. This means that the lower bound in (38) can be estimated with εc τ P (α(τ ) ≤ 2π − ε) from below.
Recall the SDE (29):
In Theorem 13 of the authors analyze lim t→∞ P (α λ (t) ≤ 2π) for a similar SDE:
and with certain weak assumptions on f they get the asymptotics exp(−λ 2 ||f || 
We omit the straightforward details.
The asymptotic gap probability for the Sine β process (see formula (27)) was analyzed to higher precision in Valkó and Virág (2010) . Those techniques may also work here, resulting in an asymptotic expansion of the gap probability. It would be interesting to see how the more precise asymptotics compare to the β-ensemble case.
Proof of Theorem 13 (Central limit theorem).
By (15) we have
Clearly, ξ 0 , ξ 1 and ξ 2 are Gaussians with the appropriate means and variances and ξ 0 is independent of (ξ 1 , ξ 2 ). However, the joint distribution of (ξ 1 , ξ 2 ) is not Gaussian. So we need to prove that as λ → ∞ the joint weak limit of (ξ 1 , ξ 2 ) exists and it is given by a pair of independent normals. Let
We will show that (ξ 1 , ξ 2,1 , ξ 2,2 ) converges weakly to three independent mean zero normals with variances τ /2, τ /4, τ /4. It is enough to prove that for any (a 1 , a 2 , a 3 ) ∈ R 3 the random variable v λ = a 1 ξ 1 + a 2 ξ 2,1 + a 3 ξ 2,2 converges to a mean zero normal with variance τ (a (a 1 + a 2 cos(α λ )) 2 + a 2 3 sin(α λ ) 2 dt for some standard Brownian motion B. All we need to show is that
3 ) in probability.
Using cos(x) 2 = (cos(2x) + 1)/2 and sin(x) 2 = (1 − cos(2x))/2 this reduces to
in probability. We work out the second claim, as the first one can be done the same way. Using (29) and Itô's formula we get
As λ → ∞ the first and third terms converge to 0 a.s., while the second term converges to 0 in L 2 .
This means that their sum will converge to 0 in probability which is what we needed to prove the joint limit theorem for (ϕ 0 (τ ), ϕ λ (τ ) − λ).
The limit (22) follows from
where we also used that ϕ λ (t) is increasing in λ.
The proof of Theorem 17 is very similar.
Proof 17 (Central limit theorem for Sine β ). We will consider (26) recalling that Z is a complex
Brownian motion with independent standard real and imaginary parts and hence
First note thatα(t) = α λ (T +t) with T = 4 β log(βλ/4) satisfies the same SDE with λ = 1. Therefore
log(λ) → 0 in probability. So it suffices to find the the weak limit of
We have
for a certain standard Brownian motionB. In order to prove the required limit in distribution we only need to show that
The first term converges to 8/β. To bound the second term we compute
The integral of the left hand side is
). The integrals of the last two terms in the right hand side are of the order of (λ log λ)
the integral of the second term on the right has an L 2 norm which is bounded by C(log λ) −1 . This means the integral of the first term on the right, (log λ) −1 T 0 e iα λ dt converges to 0 in probability from which the statement of the theorem follows.
The Brownian carousel
The SDE system (28) has a geometric interpretation using the Brownian carousel introduced in . Recall the SDE system (28)
Here Z is a standard complex Brownian motion.
Consider the hyperbolic plane, let x 0 be a point on the boundary and let V(t), t ≥ 0 be hyperbolic Brownian motion. For a given λ ∈ R we rotate the boundary point x 0 about the moving center V(t) with a constant angular speed λ and denote its position by x λ (t). This is the Brownian carousel with constant speed function 1 and in Section 2 of it was proved that the hyperbolic angle determined by the points x 0 , V(t), x λ (t) satisfies the SDE (40).
The evolution of x λ (t) can be described by an ODE. Consider the Poincaré disk model for the hyperbolic plane. Then the boundary points are points on the unit circle which can be described by an angle x λ (t) = e iγ λ (t) . The hyperbolic Brownian motion V in this model satisfies the following SDE:
where Y is a standard complex Brownian motion. If we set x 0 = 1, γ λ (0) = 0 then
It is clear that this ODE system has a unique solution which is analytic and strictly increasing in λ for any t > 0. Note that one usually cannot get α λ (t) from γ λ (t), however α λ (t) ∈ 2πZ if and only if γ λ (t) ∈ 2πZ.
Next we will prove Theorem 6: if we add a random shift to Sch τ then the resulting point process can be described with a Brownian carousel.
Proof of Theorem 6. Let U be uniform on [0, 2π] and independent of Sch τ . By Corollary 4 and Remark 5 the point process Sch τ + U has the same distribution as the solutions of the equation
. This can be rewritten as
Since U is independent of α λ and ϕ 0 , we have
Thus we can just look at the solutions of α λ (τ ) = U mod 2π.
For a given u ∈ [0, 2π) the solution set of α λ (τ ) = u mod 2π can be described by the carousel construction: it is given by the set of those λ ∈ R for which the hyperbolic angle x 0 , V(T ), x λ (T ) is equal to u.
By the Markov property of hyperbolic Brownian motion, the hyperbolic angle
is just uniform and independent of V on the time interval [0, T ], so we may as well call it U . The claim follows.
We also provide an alternate proof to a version of Theorem 8 using the Brownian carousel.
Theorem 20 (Eigenvalue repulsion). For µ ∈ R and ε > 0 we have
Proof. As in the first proof we can assume that µ = 0. By (31) if there are at least two points in [0, ε] then the relative phase function must be at least 2π which means that the Brownian carousel had to take at least one full turn. Thus
where γ is the solution of (42). From (42) we get
which means that
In the Poincaré disk model the hyperbolic distance between the origin and a point z in the unit disk is given by q(z) = log
The probability that the hyperbolic Brownian motion leaves a ball with a large radius r in a fixed time is comparable to the probability that a one-dimensional Brownian motion leaves [−r, r] in the same time. This follows by noting that Itô's formula with (41) gives
for the evolution of q(V) with a standard Brownian motion B. By increasing the drift from coth(q)/4 to ∞1 q∈[0,1] + coth(1)/4 we see that q is stochastically dominated by 1 + t coth(1)/4 + |B(t)|/ √ 2 where B is standard Brownian motion and coth(1) < 4. Thus
2 τ which proves the theorem.
Convergence of the regularized transfer matrix evolution
This section is devoted to the proof of Theorem 2. In order to keep the notation simple, we will only treat the case when m = 1, i.e. when a single value λ ∈ C is fixed. The extension to λ = (λ 1 , · · · , λ m ) for m > 1 is straightforward. We drop λ from the notation. The identity
and the recursion M = T (E + ε )M −1 from (8) implies
This shows that Q , 0 ≤ ≤ n is a Markov chain, the initial term Q 0 = I. As E is fixed, from now on we write T for T (E). We will work in the basis diagonalizing T i.e. we consider
(We have learned that such a change of basis has been considered for a slightly different problem by Schulz-Baldes (2004)). Using T = ZDZ −1 from (12), we obtain after simplification
Therefore X is a Markov chain with the initial condition X 0 = I and given by the recurrence
Because of the oscillating factors z ±(2 ) , the term U X −1 is too rough to approximate a stochastic differential. However, on a mesoscopic scale 1 K n, the difference X +K −X = K j=1 U +j X +j−1 becomes a good approximation for a stochastic differential because the oscillations cancel in the sum. For convenience of the reader, we first present a heuristic derivation of the limiting SDE and then we give a rigorous proof.
We look separately at the drift and the noise contributions, i.e. we split
Since −2 < E < 2, we have |z| = 1 and z 2 = 1, which implies that For the noise term we write
In the limit K → ∞, (ξ ,K , Reζ ,K , Imζ ,K ) is a mean zero Gaussian vector (ξ , Reζ , Imζ ) whose distribution is determined by the covariance matrix. Computing the covariance matrix is equivalent to computing the limits of the expectations of ξ
(E|ζ| 2 − ReEζ 2 ), EξReζ = ReEξζ and EξImζ = ImEξζ.
Using (47) we get
and Eζ 2 = − lim
The first sum in (48) converges to zero. The assumption E ∈ (−2, 2)\{0} implies that |z 4 | = 1, z 4 = 1 and therefore the second sum in (48) converges to zero as well. Thus asymptotically ξ ,K and ζ ,K are independent standard real and complex normals. Collecting our estimates we formally get the SDE
from which Theorem 2 would follow after rescaling time and λ. In the case E = 0, we get Eζ 2 = −1, which implies that asymptotically ξ ,K and Imζ ,K are independent standard normals and Reζ ,K = 0. In this case we formally get the SDE
where B 1 , B 2 are independent standard Brownian motions.
As we will show these computations can be made rigorous.
Proof of Theorem 2. In order to make the convergence argument precise, we use Proposition 26 which is a slight modification of Proposition 23 in . We show the convergence in case of a single λ ∈ C , the proof for finite dimensional marginals in λ is very similar.
We will prove that X n = Z −1 Q n Z converges to the solution of the SDE (49), from this the statement of the theorem follows. We can identify the 2 × 2 complex matrix X n with a vector in distribution of X n +1 − X n given X n = x is the same as that of
From this b n (t, x) and a n (t, x) are computable. The function b n (t, x) will be a vector in R 8 corresponding to the complex matrix
The asymptotic variance a n (t, x) is a bit more cumbersome to write down, it is an 8 × 8 matrix with entries which are linear combinations of terms of the form of A j A k , A jĀk andĀ jĀk with j, k ∈ {1, 2} 2 where
Clearly the coordinates of a n (t, x) are bilinear functions of x andx with bounded coefficients (depending on σρ and various powers of z,z).
The functions a(t, x), b(t, x) can be obtained from a n , b n by writing zeros in place of the (nontrivial) powers of z andz, these are clearly C 2 functions. Condition (67) follows from the fact that n −1 sup j=1 z 2j and n −1 sup j=1 z 4j both converge to 0. Because of this in the integrals of (67) the z terms will vanish in the limit and by the construction of a and b the other terms will cancel.
Condition (68) is straightforward since b, b n are linear and a, a n are bilinear functions of x,x with bounded coefficients. The condition (69) is a consequence of the assumption E|ω | 3 < ∞ and since X n 0 = I the last condition is also satisfied. Thus we can apply Proposition 26 and the only thing left is to show that the functions a(t, x), b(t, x) correspond to the variance and drift functions corresponding to (49). The fact that the drift function agrees is straightforward. To check the variance one needs to turn (49) into a real vector valued SDE which basically means that we need to take independent standard real and complex standard normals B and W and compute the variance of the random vector corresponding to
Using EB 2 = E|W | 2 = 1 and EBW = EW 2 = 0 one can check that we get exactly a(t, x) which finishes the proof of (49). A time-change and the reparametrization λ → λ/τ gives the SDE that is independent of σρ dX = 1 2
and we get the claimed SDE through multiplication on the left by the matrix Z.
The same argument works for the proof of the first part of Theorem 7. The only difference is that in that case z = i thus z 4j =z 4j = 1 and a(t, x) will be defined accordingly.
Convergence of the rescaled eigenvalue process
In this section we prove the delocalization result (Theorem 1) and the point process limit theorems (Corollary 3 and 4).
Tightness bounds
Lemma 21. Let (X k (z) : 1 ≤ k ≤ n, z ∈ C ) be random d 1 × d 2 matrices whose entries have finite second moments. Assume that X k (z) is analytic in z and it is a martingale with respect to a filtration F k . Then for every r 1 < r 2 < ∞ and t > 0
Proof. Since each entry X k (z)(i, j) is analytic in z, the Poisson formula and Jensen's inequality
Summing over all i, j gives
where
As x k is a submartingale, the statement follows from Doob's inequality and Fubini's theorem.
Proof of Theorem 1.
). For large enough n and all complex λ, |λ| ≤ r 2 := 2R, the eigenvalues and eigenvectors of Ξ are close to those of T (E), we can write
all bounded by c/n with c depending on E, R. Since T (E) has unit length eigenvalues we can find another constant C = C(R, E) so that the eigenvalues of Ξ k , |k| ≤ n are uniformly bounded by C. Using this with the decomposition (52) we get that TrΞ k Ξ * k is also uniformly bounded for |k| ≤ n.
Setting S = Ξ − M we have, analogously to (45), that
Since EE = 0 we get
Taking the trace and conditioning on S −1 we get
In the last step we used that if A, B are positive semidefinite matrices of the same dimension then TrAB ≤ TrATrB. Using the (52) and the bounds on Z λ , D λ one gets that Tr(EE * E ) ≤ cσ 2 /n and it follows that for all n ≥ n 0 , 0 ≤ ≤ n and λ ∈ C with |λ| ≤ r 2 we have
Note that (S : 0 ≤ ≤ n) is martingale analytic in the parameter λ. Then Lemma 21 implies that (9) holds for S λ in instead of M λ with probability 1 − c/t. To translate the result for M λ we use the estimate
To prove the second part of the theorem it is enough to show that if we assume that TrM M * is bounded by t uniformly in and λ then (10) holds. Let ψ be a normalized eigenvector of H n corresponding to the eigenvalue e = E + λ ρn
. For each 0 ≤ k, ≤ n, the transfer matrix description of the eigenvalue equation gives
Since for the induced operator norm · 2,2 we have
we get the bound M 2,2 < √ t. But M is a 2 × 2 matrix and det
This leads to M −1 2,2
Summing the last inequality over all 0 ≤ k ≤ n gives 2 < (n + 1)t 2 Ψ 2 and summing over all 0 ≤ ≤ n gives (n + 1) Ψ k 2 < 2t 2 .
Proof of Corollary 3
By (6) and (11) for each n, the rescaled eigenvalues λ k are given by the zeros of the random analytic function g n : C → C :
Our assumption is that along a subsequence n j , B n converges to a vector B ∈ R 2 . It follows from Theorem 2 that for any fixed (
) is the solution to the SDE (13). We need to show that the family of distributions in (55), indexed by (λ 1 , · · · , λ m ) ∈ C m , defines a random analytic function g(λ) and that the mode of convergence g n j (λ) → g(λ) is strong enough to ensure convergence of zeros.
We will use the following notions of convergence. Let A(D, R d ) denote the space of analytic
) is a complete separable metric space and convergence in d is the local uniform
, where B is the Borel σ-field generated by the metric d. The law of f is the induced probability measure
analytic functions is said to converge in law to a random analytic function f ω if ρ f → ρ f in the usual sense of weak convergence.
Proposition 22. Suppose
(2) for each m ≥ 1 and λ = (λ 1 , λ 2 , · · · , λ m ) ∈ C m there is a probability distribution ν λ on C m and
Then there is a random analytic function
Proof. For each disk D r := {λ ∈ C : |λ| < r}, the bound in (56) together with Montel's and Prokhorov's theorems imply that a subsequence of f restricted to D r converges in law to a random analytic function f r on D r . Then by a diagonal argument, there is a subsequence of f k such that for each integer r, the restriction of f k to D r converges to to random analytic function f r on D r .
The distributions of the functions f r are consistent with respect to restricting to smaller discs, and thus there is a random analytic function f on C such that f k → f in law. Condition (2) is strong enough to ensure that f is unique and thus f → f .
Let A = A(C , C ) and A 0 := A\ {0}, i.e. we discard the identically zero function. M denotes the set of nonnegative Borel measures on C , that are finite on bounded subsets of C . We consider the local weak topology on M: a sequence µ ∈ M is said to converge to µ ∈ C if for every continuous function ψ : C → R of compact support, ψdµ → ψdµ. For f ∈ A 0 , we denote by
, where m(z) is the multiplicity of the zero z. As an elementary consequence of Cauchy's integral formula, we have that for f , f ∈ A 0 ,
A random measure in M is a measurable function ω → µ ω to M (with the Borel σ-algebra).
If f ω is a random analytic function in A with P(f ≡ 0) = 0, then µ f ω is a random measure in
If f ω converges in law to f ω and P(f ≡ 0) = P(f ≡ 0) = 0, then the corresponding random measure µ f ω converges in law to µ f ω .
We can now complete the proof of Corollary 3. The appropriate part of Theorem 7 can be proved the same way.
Proof of Corollary 3. The tightness bound (9), Theorem 2 and Proposition 22 guarantee that the random analytic function C λ → Q λ n ∈ M 2 (C ) converges in distribution to the random analytic function C λ → Q λ/τ (τ ) ∈ M 2 (C ) as n → ∞. Then the random analytic function g n j (λ) defined in (54) converges to the random analytic function g(λ) defined in (55). In addition it is easy to see
converges in law to µ g ω .
The phase function
Proof of Corollary 4. The existence and uniqueness of the analytic solution of (15), as well as the monotonicity of ϕ λ (τ ) will be shown in Section 7.
To prove the second part of the theorem we will first assume that z n j +1 converges to e iθ . Then T n j (E) converges to a matrixT and
By Corollary 3 we need to identify the zeros of
whereX λ satisfies the SDE (51). By linearity, X :=XZ −1 satisfies the same SDE, but with initial
Note that if λ ∈ R then X λ is a matrix of the form a b ab . Indeed, this holds for t = 0 and it is preserved by the evolution by (49). So we have
We rewrite the SDE's for the matrix entries as follows:
Itô's formula gives
which shows that X λ 11 (t) is never equal to 0, and the phase function ϕ λ (t) is well-defined via
Itô's formula applied to (58) shows that ϕ satisfies (15) with −dW in place of dW. Also, the zeros of (57) are given by the solutions of Re[
So far we have shown that if z
where the last equality follows by the definition (16) and Lemma 18. It follows that
Since 2 arg(z n+1 ) − arg(z 2n+2 ) is either 0 or 2π and Sch τ d = Sch τ + 2π the statement of the corollary follows.
The limit theorem for the the decaying model
In this section we discuss Theorems 14 and 15. The proof of Theorem 14 can be done exactly the same way as that of Theorem 2. Since we only need to prove the convergence in an interval [0, 1 − ε]
for a given ε > 0, the fact that the coefficient of the noise term blows up at t = 1 will not cause any problems.
Theorem 15 can be proved the way (26) was derived for the β-Hermite ensemble in . The proof that we present below is not fully self-contained, we only highlight the main points of the arguments. 
Note that ϕ λ can be defined as a continuous function in λ for any fixed n which will make α λ a well defined function. Equation (46) can be converted to a recursion for e iϕ λ :
λ is an eigenvalue if
which is equivalent to e iϕ λ n = −z 2n+2 . The discrete version of the Sturm-Liouville theory implies that the number of eigenvalues in a given interval [λ 1 , λ 2 ] is given by the number of solutions of
]. We can also count the eigenvalues using intermediate values of the phase function ϕ λ . We define ϕ λ k as a continuous function in λ recursively using
Then the number of eigenvalues in a given interval [λ 1 , λ 2 ] is given by
The main steps of the theorem are as follows. The first step is straightforward from Theorem 14.
Step 1. For every 0 < ε < 1 we have α λ n(1−ε ) ⇒ α λ (1 − ε) in the sense of finite dimensional distributions where α λ (t) is the solution of SDE (25).
The next step shows that the relative phase function α λ cannot change too much from n(1 − ε)
to n − k.
Step 2. There exist a constant c > 0 depending only on σ, ρ and Λ so that for every |λ| ≤ Λ and k ≤ εn we have
The proof of Step 2 can be done in a similar way as in 
We would like to note that this makes our case a lot easier to deal with than the one in where the dependence of the oscillation on was more complicated and needed much more involved estimates using harmonic analytic tools.
The next step shows that asymptotically in the formula (62) only α λ n−k 'matters'. The proof is analogue to the one presented in Sections 6.3 and 6.4 in .
Step 3. If k = k(n) → ∞ with k/n → 0 then ϕ 
By the previous statements we can find an appropriate sequence k = k(n) → ∞ so that (α
. This means that if we apply formula (62) with λ 1 = 0, λ 2 = λ i then the the length of the interval will converge to α λ i (1) ∈ 2πZ and the endpoint will become uniform modulo 2π. Hence the number of lattice points in the i th interval will converge to 1 2π α λ i (1) which proves the theorem along the found subsequence. But the argument can be repeated to find a converging sub-subsequence of any subsequence, and since we always get the same limit this shows the weak convergence along the original (full) sequence as well.
The appendix contains the proof for the existence of unique analytic solutions for the discussed SDEs and a technical proposition about the convergence of discrete time Markov chains to stochastic differential equations.
Uniqueness and analyticity of the limiting SDE's Proposition 23. The stochastic differential equations (13), (15), (17), (18), (23), (24) all have unique strong solutions which are analytic in λ. Moreover the solutions of (15), (18) and (24) are strictly increasing in λ for any positive t.
Proof. The coefficients of these SDE's are all uniformly Lipschitz so they have unique strong solutions for any finite vector λ ∈ C d . (Note that in the decaying case one may assume t ∈ [0, 1 − ε].)
In order to show that one can realize these solutions for all values of λ together in a way that the dependence on λ is analytic requires some extra work.
One possibility to deal with this problem is to use the smooth dependence of the solution of an SDE on the initial condition. We will use the following theorem which is a slight modification of Theorem 40 in Protter (2005) .
Theorem 24 (Protter, Theorem 40) . 
which is N times continuously differentiable in the open set {x : ζ(x, ω) > t} where ζ is the explosion time of the solution. Moreover the respective derivatives in x will satisfy the formal derivative of equation (64).
We can encode the dependence on λ in (13) into dependence on initial condition by introducing extra variables for Reλ, Imλ and the extra equations dReλ = 0, dImλ = 0. Since for any fixed λ the SDE has globally Lipschitz coefficients we will have ζ = ∞. This shows that there exists a solution to (13) which is twice differentiable in the real variables (x, y) = (Reλ, Imλ). The fact that we also get analyticity in λ ∈ C follows from the fact that the Cauchy-Riemann equations are satisfied.
Indeed, at time t = 0 we have ∂ x X(t) = i∂ y X(t) and it can be checked that the two processes satisfy the same SDE which means that the previous equation is preserved.
The same proof works for (15), (17), (18) . In the case of (23) and (24) the coefficients depend on t as well, but introducing an extra variable for t takes care of this (note that in this case t ∈ [0, 1)).
To prove that the solution ϕ λ (t) of (15) is increasing in λ ∈ R we first compute the SDE for its derivative.
d ∂ λ ϕ λ (t) = dt+Re −i∂ λ ϕ λ (t)e −iϕ λ (t) dW = dt+ ∂ λ ϕ λ (t) Im e −iϕ λ (t) dW , ∂ λ ϕ λ (0) = 0. (65) For a given λ the derivative solves the SDE da = dt + 1 √ 2 adB λ , a(0) = 0
with dB λ = √ 2Im e −iϕ λ (t) , dW and a simple coupling argument shows that this is always positive for t > 0. (Actually, in this case one can even solve the SDE explicitly.) Similar proof works for (18) and (24). Note that using the carousel representation of the Section 3 one can also prove the monotonicity for (15) and (24).
Corollary 25. For a given λ ∈ R the distribution of ∂ λ ϕ λ (t) is the same as s ds.
Proof. Using Itô's formula it is straightforward to check that the process given in the statement of the corollary satisfies the SDE (66).
for all n ≥ 1, t ∈ [0, T ], x ≤ R and y ≤ R. The same inequality holds for a and b.
(3) For every R < ∞ there is a constant d R < ∞ such that
(4) The initial condition X n 0 converges in distribution to X 0 with E X 0 2 < ∞.
Then (X n nT , 0 ≤ t ≤ T ) converges weakly in D[0, T ] to the unique solution of the SDE dX(t) = b(t, X(t))dt + g(t, X(t))dB(t), X(0) = X 0 ,
where B(t) is the d-dimensional Brownian motion and g :
with g(t, x)g(t, x) T = a(t, x).
Note: one can always take g(t, x) := (a(t, x)) 1/2 but it can be useful to make other choices for which a(t, x) has sparser structure than (a(t, x)) 1/2 and the resulting SDE has a simpler noise term.
Proof. This is Proposition 23 in 
(I a n ,X n − I a,X n )1(t ≤ τ 
then X n ⇒ X. The theorem there only deals with the case of time-independent coefficients, but adding time as an extra coordinate extends the results to the general case.
Condititon (72) follows from the uniform third absolute moment bounds (69) and Markov's inequality. Thus we only need to show (71) as well as the analogous statement for a, for which the proof is identical. We do this by bounding the successive uniform-norm distances between
where X n,L = X n K /K with K = nT /L , and X n,L (t) = X n,L nt . In words, we divide [0, nT ] into L roughly equal intervals and then set X n,L to be constant on each interval and equal to the first value of X n occurring there.
If a function f takes countably many values f i , then for any h we have
Since X n,L takes at most L values, we have (1) by (67) where o(1) is uniform in L and refers to n → ∞. From (68), the other terms satisfy
