The main objective of this article was to investigate the extent to which the margin of victory can be predicted solely by the rankings of the opposing teams in NCAA Division I men's basketball games. Several past studies have modeled this relationship for the games played during the March Madness tournament. This work aimed at verifying whether the models advocated in previous studies can accurately predict the margin of victory in regular season games. Indeed, most previous articles have shown that a simple quadratic regression model provides fairly accurate predictions of the margin of victory when team rankings only range from 1 to 16. Does that still hold true when team rankings increase to 351? Do the model assumptions hold? Can semi-or nonparametric methods that yield even better results (i.e. predicted margins of victory that more closely resemble actual results) be found? The analyses presented in this article suggest that the answer is ''yes'' to all three questions!
Introduction
Predicting the outcome of sporting events from team/ player rankings is very popular, especially in tennis and NCAA Division I men's basketball. Most articles on this topic focus on who wins the match (i.e. they estimate winning probabilities); few consider the margin of victory (MOV) as the response variable. In tennis, Del Corral and Prieto-Rodriguez 1 developed three probit models. The most significant explanatory variable was determined to be the difference in Women's Tennis Association/Association of Tennis Professionals (WTA/ATP) rankings between the two opposing players which was the only variable significant across all their models. They also found that rank differences were more important among the top players for both men and women. In other words, the predicted winning probability increased in a more dramatic way between players ranked #1 relative to #11 as compared to players ranked #51 relative to #61.
In NCAA basketball, not only do most articles focus on binary win/loss indicators, but they also only make predictions about postseason games (usually the March Madness tournament). Boulier and Stekler 2 attempted to predict all March Madness games from 1986 to 1995, excluding the Final Four Championship round, where one might encounter a game where both teams have the same rank. They showed that probit regressions improved the accuracy of the predictions, compared to the strategy which consists of simply picking the highest ranked team over the lowest ranked team. Caudill and Godwin 3 have also worked on predicting winning probabilities from March Madness games (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) , excluding the semi-final and final games. Their main conclusion was that the skewed logit model with heterogeneous skewness (i.e. the skewness parameter is allowed to vary from one observation to the next) did better than the logit, probit and skewed logit models. Meanwhile, Caudill 4 demonstrated that the maximum score estimator did slightly better than the probit model. As for Brown and Sokol, 5 they used a modified version of the Logistic Regression/Markov Chain (LRMC) method to predict the outcome of the 2000-2009 March Madness games based on regular season results. Stekler and Klein 6 innovated using ''consensus'' rankings as predictors, which meant averaging each team's ranking from 29 to 45 rating systems (depending on the year). This feature made it unlikely to obtain tied rankings, thus allowing them to also predict winners of the final three games of each March Madness tournament.
Schwertman et al. 7 took a different approach: they used seedings 1-16 in order to predict the probability of each of the 16 seeds winning the regional tournament. They considered 11 different models and evaluated the performance of each. The probability that seed j wins the regional tournament was obtained by adding the estimated probability of each possible ''path'' (only one possible opponent in round 1, two possible opponents in round 2, four in round 3 and eight in round 4, for a total of 64 potential paths) with the help of P(i, j) which is the probability that seed i defeats seed j. Along the same lines, Carlin 8 also focused on predicting regional championship probabilities, but this time based on two important variables: (1) team rankings based on several rating systems like the ''rating percentage index'' (RPI) or Sagarin's, rather than regional seeding that can only vary from 1 to 16 and (2) spreads (i.e. Las Vegas lines) prior to the first round of the March Madness tournament.
More recently, Lopez and Matthews 9 built on the work by Carlin 8 to beat 400 competing submissions on Kaggle, a free analytics contest, for the 2014 NCAA March Madness tournament. In summary, they merged information from pre-tournament Las Vegas lines along with possession-based team efficiency metrics using logistic regressions. As a matter of fact, over the past years there have been a large number of papers proposing various statistical approaches (from more classical approaches to more machine-learning type of predictions) to predict the outcome of the March Madness tournament. The interested reader should refer to the special issue of the ASA's Journal of Quantitative Analysis in Sports dedicated specifically to this challenge 10 for a review of various approaches taken to tackle this problem. Unlike the focus of this article, the methods proposed in these articles used as many predictors as possible as input, not only the team rankings.
Unlike the papers cited above, two articles that predicted the MOV are worth mentioning. First, Smith and Schwertman 11 demonstrated that seed numbers alone provide fairly reliable predictions. Second, Harville 12 forecasted 93 postseason tournament games (March Madness and NIT tournaments) in 2000 based on more than 4000 regular season games. The root mean squared error (RMSE) of the betting line was beaten by basic least squares and a modified least squares procedure, but Harville admitted that this phenomenon might be the result of the limited sample size of only 1 year of data.
The goal of the research was to answer a question that seems to fall in the gap left between the studies cited in the last two paragraphs: can the MOV for regular season games, where range of input is 1-351, as opposed to 1-16 in March Madness games, be reasonably well predicted solely from the playing teams' respective rankings without stringent model assumptions? First, the types of models considered by Smith and Schwertman 11 and Harville 12 were applied to data from regular season games to determine whether model assumptions were respected and how RMSE values compared to the pure error's RMSE. Then, an investigation was made in order to verify whether added flexibility in the response surface improved the predictions, which could be expected with such a wide range for the rankings.
Data description and exploration
A database with the MOV, defined as the number of points scored by the visiting team minus the number of points scored by the home team, of 6024 regular season NCAA Division I men's basketball games played in the 2014-2015 and 2015-2016 seasons with a true home team for which the RPI rankings were available for both teams was developed. This specific ranking system was chosen for several reasons. First, the NCAA has been using the ranking system since 1981, in particular as a tool for selecting teams going to the postseason (the March Madness tournament). Second, unlike other well-known ranking systems, such as the Associated Press and USA Today Coaches that list only the top 25 teams, RPI rankings are provided for all 351 teams. Third, the study aimed at using rankings that were upto-date. Historical weekly rankings on some methods, like the algorithm-based methods such as Massey, Sagarin and Pomeroy, were found, and RPI daily rankings were easily obtainable directly from the NCAA's official website.
The RPI metric is made up of three elements: a team's winning percentage, its opponents' winning percentage and its opponents' opponents' winning percentage. The weights associated with those elements are 25%, 50% and 25%, respectively. Therefore, a team's strength of schedule, which corresponds to the last two parts, accounts for 75% of the index. Road wins are actually worth 1.4 wins, while home wins count as 0.6 win (and inversely for losses). MOVs were not included in the calculations, just like other statistics that may be of interest.
Just to give an idea of the marginal distribution of the MOV in the dataset, its mean is 24.4, its standard deviation is 13.3 and its first and third quartiles are 213.0 and 5.0, respectively. In many studies, it is customary to ''center'' the MOV to adjust for the effect of playing at home by adding 4.5 points to the road team. By doing so, the descriptive statistics for this adjusted MOV become 0.1 for the mean, 13.3 for the standard deviation, 28.5 for the first quartile and 9.5 for the third quartile. In the remainder of this article, only the unadjusted MOV is considered.
Because the objective was to try to predict MOV using nonparametric methods that were subject to overfitting, the models were trained on the data from the beginning of the 2014-2015 season up to the first half of the 2015-2016 season, totaling 4518 games. The trained models were used to predict the MOV of the remaining 1506 games of the second half of the 2015-2016 season. The results obtained with two other random partitions of the data into a training set of size 4518 and a validation set of size 1506 were also reported. The datasets obtained with the original split are referred to as training 1 and validation 1 while those obtained with the random splits are referred to as training j and validation j, j = 2, 3.
Let M i denote the MOV for the ith game of a given dataset and r i and h i be the RPI rankings of the road (visiting) and home teams for this game, respectively. Suppose that in equation (1)
where e i are the random error terms assumed to be iid from some zero mean distribution. The observed MOVs for the training set are depicted in the left panel of Figure 1 , with the axes representing the rankings and the color of the symbol representing the MOV (blue associated with strongly negative values, which means a wide MOV by the home team, and red associated with strongly positive values, which means a wide MOV by the visiting team). The color is roughly constant along lines of slope 1, meaning that the difference between the rankings of the home and visiting teams contains the bulk of the information. To better see this, a 45°counter-clockwise rotation of the axes is performed, that is, the MOV is plotted as a function of equations (2) and (3)
and the result is shown on the right panel of Figure 1 . A few key points transpire from Figure 1 . First and foremost, although the relationship may not be linear, it is clear that there is an association between the MOV and the rankings. Second, smoothing methods will either have to use very small neighborhoods around the point of prediction or be anisotropic, because as seen on the right-hand side panel, the MOV varies greatly in the y-direction, but remains fairly constant along the x-direction. This intuition is clearly confirmed by the models to be considered below. Finally, because the MOV surface does not become constant near the edges of the data domain, smoothing techniques that are less subject to edge effects may potentially lead to better predictions.
Models and predictions
In this section, various models are fitted to try and predict the MOV using the rankings of the road and home teams. The RMSEs obtained with each model are shown in Table 1 at the end of the section. To put these RMSE values into perspective, the pure error RMSEs for each dataset are also provided. The pure error is the variability in the MOV that cannot be explained by the rankings (i.e. games with the same value of h i and the same value of r i will not necessarily have the same MOV) and is simply the square root of the mean squared pure error in a standard regression lack-of-fit test, as explained below.
The quadratic model
Smith and Schwertman 11 and Harville 12 showed how a simple quadratic regression model performed well in predicting MOV from team rankings ranging from 1 to 16 for the March Madness tournament. The question was whether this quadratic relation could be successfully applied between the rankings and the MOV of regular season games with a true home team for the wider range of rankings from 1 to 351. Fearnhead and Taylor 13 did consider a model based on the full range of rankings, but their goal was to approximate the relationship in order to compute the strength of the regular season schedule of teams, and therefore they settled for a linear regression model.
Consider the quadratic regression model given by equation (4)
where e i are assumed iid N(0, s 2 ). The interaction in all training sets considered was not significant and did not improve the training RMSE and was therefore removed. Thus, from hereon, the quadratic model does not include an interaction term. When fitted to the original training set (training 1), the following model was obtained from equation (4) M i = À 5:8 À 0:074r i + 0:10h i + 4:7310 À5 r 2 i À 1:2310 À4 h 2 i + e i , i = 1, . . . , n Its RMSEs on the training 1 and validation 1 sets were 11.51 and 10.96, respectively. To put these figures into perspective, the quadratic models based on team rankings fitted to tournament data in different years had an RMSE of 11.12 for Smith and Schwertmen 11 and 10.73 for Harville. 12 This simple model was actually an excellent summary of the data. Because some pairs of rankings were repeated, a lack-of-fit test was performed to obtain an estimate of the pure error. The former had a p-value of 0.18, and the estimate of the pure error standard deviation was 11.52 (training 1). It is worth noting, however, that for the other two train-validation partitions, the p-values of the lack-of-fit test were 0.0008 and 0.0445, even if the models' RMSEs were virtually equal to the pure error's RMSE. Smith and Schwertman 11 had made a very similar observation, noting that by applying the calculations of Carlin 8 to their data, the best RMSE possible was estimated at 11.2.
The residual plots depicted in Figure 2 do not suggest that there were major problems with the assumption that the error terms were iid zero mean normal. When the normality assumption was tested on the original training set, the Shapiro-Wilk and Shapiro-Francia tests both rejected normality with p-values \ 0:0001, but the Crame´r-von Mises test did not (p-value of 0.075). For the second training set, these p-values, respectively, increased to approximately 0.0003, 0.0002 and 0.204 (and to 0.0004, 0.0002 and 0.078 for training 3). The previous results suggested that the simple quadratic model captured the essence of the relationship between MOV and the team rankings, but that slight gains were probably still possible.
In the remainder of this section, a few semi-and nonparametric generalizations of the model are explored to determine whether some reductions in both the training and validation RMSEs are possible, even though the results above suggest that this might be a difficult task. For instance, Harville 12 was able to obtain a better RMSE than that of the quadratic model fitted with ordinary least squares, but when using a modified least squares approach, that included information other than the team rankings. As it turns out, the results of the following sections show that some reduction in RMSE was still possible, uniformly over all training and validation sets, but these improvements were minor. was fitted to the data, without making any parametric assumption on f rh ( Á , Á ). There exist several methods for doing so, but trying all of them would be beyond the scope of the analysis. First, the local polynomial smoothing (LOESS) method was used, which consisted of fitting local regression models. A detailed treatment of the model and numerical algorithms that can be used to implement the method was given by Cleveland et al. 16 For this analysis, the LOESS function available in R was used to fit local polynomials of degree 1 (local linear) because the analyses presented above (e.g. plots in Figure 3 ) showed that f rh (r i , h i ) did not appear to become constant near the edges of the data, which could lead to serious bias near the edges if local polynomials of even degree were used. The tricubic kernel weights were used. The smoothing parameter (span) was chosen using 10-fold cross-validation on the training sets. The plot in Figure 4 shows that the RMSE was not sensitive to the value of the span parameter, as long as it was between 0.1 and 0.5. A span that included 30% of the data was chosen and yielded an RMSE of 11.49 for the training 1 dataset and 10.95 for the corresponding validation set. In terms of performance, the local linear fit was virtually equivalent to the GAM for all three training sets. The local linear fit was close to, but not quite as good as, GAM on the validation sets.
Isotropic and anisotropic kernel smoothing
The general kernel smoothing technique of Nadaraya-Watson for marked point processes over irregular grids 17 and implemented in the R package spatstat 18 was used. Here, the team rankings ' i = (h i , r i ) were viewed as the coordinates of a spatial location of the ith event of a point process, and the MOV M i was the mark of the process at this location. The prediction (MOV) at a location ' 0 (game involving home team with rank h 0 and road team with rank r 0 ) is given by the kernel smoother shown in equation (7) M 0 =
where as shown in equation (8) w S (' 0 ,
with w Ã (x) the standard normal probability density function. Thus,M 0 in equation (7) is a weighted average of all observed MOVs, but with larger weights given to games played with rankings more similar to (h 0 , r 0 ).
The choice of the matrix S is crucial. Isotropic smoothing gives weights w S (' 0 , ' i ) that only depend on the distance separating ' 0 and ' i (and not on the direction from one point to the other) and amounts to using S = s 2 I 2 with I 2 the 232 identity matrix. To choose the value of s, the leave-one-out cross-validation algorithm that is already implemented in the package for isotropic smoothing was applied to the training sets. For the original training-validation partition, a value of s = 19:4 was obtained and used with both datasets to obtain RMSE of 11.56 for the training set and 11.00 for the validation set. Although this was the worst performance observed, it was not observed in all three splits.
When looking at Figure 1 , the MOV tended to be similar along the south-west to north-east (SWNE) axis and very different along the north-west to southeast (NWSE) axis. Therefore, anisotropic smoothing was performed to make the weight decrease a lot quicker along the NWSE axis than along the SWNE axis. To do so, the (x, y) coordinates in the rotated axes as defined by equations (2) To find the values of s x and s y , 10-fold cross-validation was applied to the training 1 set and yielded s x = 40 and s y = 14, confirming the intuition that MOV tended to be more similar along the SWNE axis than along the NWSE axis.
Allowing anisotropy had a relatively minor impact on the RMSE, with a reduction to 11.54 for the training 1 set and 10.97 for the validation 1 set. Even though it was small, this reduction in RMSE when moving from isotropic to anisotropic smoothing occurred in all six datasets considered. However, it is not good enough to match the performance of the GAM prediction in most cases. As a matter of fact, the coordinates in the rotated axes (x i , y i ) were considered in the quadratic, GAM and LOESS methods instead of the straight rankings (h i , r i ). In these cases, the best RMSE values were obtained when only using the y i coordinate, but they were still not as good as that obtained with each method with the straight rankings (h i , r i ) and thus are not presented here.
Discussion
The quadratic regression model was already known to be effective in modeling the MOV of March Madness tournament games. The goal of this article was to investigate whether the quadratic regression was applicable for modeling regular season games, where the range of the team rankings expanded from 1-16 to 1-351. The analyses confirmed that the model was effective with broader range of rankings. The quadratic regression's RMSE matched the pure error's RMSE on all training sets considered and did not lag far behind on the validation sets.
That being said, the analyses also revealed that minor improvements were still possible and that slight reductions in RMSE were possible with some of the methods considered. GAM and LOESS were able to achieve the best RMSE over all three training sets. On validation sets, GAM and anisotropic smoothing performed better than the other procedures tested. Because of their good overall performance and because they are simple and interpretable, GAM seemed to be the most appealing alternative to the quadratic model among the approaches that were investigated.
If one considers more information than just the team rankings, significant improvements in RMSE can presumably be achieved. For example, the betting line on the original training and validation sets scores RMSE of 10.54 and 10.34, respectively, and with a huge number of variables (teams' previous records, results of face-to-face games, injuries to key players, game preview texts, etc.), predictive methods have been able to match or even beat the betting line over short time periods, such as a given March Madness tournament.
Other nonparametric prediction methods (e.g. nearest neighbor, thin plate splines) have been known to perform well in problems of low to moderate dimension and could certainly have been applied in this study. But as seen, to predict the MOV of regular season games in NCAA basketball solely from the opposing teams' rankings, the quadratic regression model played a solid defense and did not leave much room for improvement to its competitors.
