Abstract-It is commonly accepted that Pareto-based evolutionary multiobjective optimization (EMO) algorithms encounter difficulties in dealing with many-objective problems. In these algorithms, the ineffectiveness of the Pareto dominance relation for a high-dimensional space leads diversity maintenance mechanisms to play the leading role during the evolutionary process, while the preference of diversity maintenance mechanisms for individuals in sparse regions results in the final solutions distributed widely over the objective space but distant from the desired Pareto front. Intuitively, there are two ways to address this problem: 1) modifying the Pareto dominance relation and 2) modifying the diversity maintenance mechanism in the algorithm. In this paper, we focus on the latter and propose a shift-based density estimation (SDE) strategy. The aim of our study is to develop a general modification of density estimation in order to make Pareto-based algorithms suitable for many-objective optimization. In contrast to traditional density estimation that only involves the distribution of individuals in the population, SDE covers both the distribution and convergence information of individuals. The application of SDE in three popular Paretobased algorithms demonstrates its usefulness in handling manyobjective problems. Moreover, an extensive comparison with five state-of-the-art EMO algorithms reveals its competitiveness in balancing convergence and diversity of solutions. These findings not only show that SDE is a good alternative to tackle manyobjective problems, but also present a general extension of Paretobased algorithms in many-objective optimization.
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I. Introduction

O
VER THE PAST few decades, evolutionary algorithms (EAs) have attracted great attention in solving a class of real-world problems that have several competing criteria or objectives. The involved EAs are called evolutionary multiobjective optimization (EMO) algorithms. One of the important reasons for the success of EMO algorithms is due to their ability of achieving a Pareto approximation set of multiobjective optimization problems (MOPs) in a single run. In general, an EMO algorithm, in the absence of any further information provided by the decision maker, pursues two ultimate goals with respect to its solution set-minimizing the distance to the Pareto front (i.e., convergence) and maximizing the distribution over the Pareto front (i.e., diversity) [15] .
Most EMO algorithms are designed with regard to the above two common goals, but different algorithms are implemented to achieve them in distinct ways. So far, EMO algorithms, based on their selection mechanisms, can be generally classified into three groups-Pareto-based algorithms, aggregationbased algorithms, and indicator-based algorithms [10] , [71] .
Since the optimal outcome of an MOP is a set of Pareto optimal solutions, the Pareto dominance relation naturally becomes a criterion to distinguish solutions during the evolutionary process of an algorithm. Behind such Pareto-based algorithms, the basic idea is to compare solutions according to their dominance relation and density. The former is considered as the primary selection and favors nondominated solutions over dominated ones, and the latter is used to maintain diversity and is activated when solutions are incomparable using the primary selection. Most of the existing EMO algorithms belong to this group, and among them, several representative algorithms, such as the nondominated sorting genetic algorithm II (NSGA-II) [13] , strength Pareto EA 2 (SPEA2) [81] , and Pareto envelope-based selection algorithm II (PESA-II) [11] , are being widely applied to various problem domains [69] , [73] , [80] .
In aggregation-based algorithms, the objectives of an MOP are aggregated by a scalarizing function such that a single scalar value is generated. The diversity of a population is maintained by specifying a set of well-distributed reference points (or directions) to guide its individuals to search simultaneously toward different directions [64] . As the earliest multiobjective optimization approach that can be traced back to the middle of the last century [51] , this group has become popular again in recent years. One of the important reasons is due to the appearance of an efficient algorithm, the decomposition-based multiobjective EA (MOEA/D) [79] .
The idea of indicator-based EMO algorithms, which was first introduced by Zitzler and Künzli [84] , is to utilize a performance indicator to guide the search during the evolutionary process. An interesting characteristic is that, in contrast to Pareto-based algorithms that compare individuals using two criteria (i.e., dominance relation and density), indicatorbased algorithms adopt a single indicator to optimize a desired property of the evolutionary population. The indicator-based EA (IBEA) [84] is a pioneer in this group. Recently, the indicator hypervolume [82] has been found to be promising in balancing convergence and diversity, leading to the popularity of several hypervolume-based algorithms, such as the S metric selection EMO algorithm (SMS-EMOA) [5] and multiobjective covariance matrix adaptation evolution strategy (MO-CMA-ES) [34] . Whereas a large computation cost is required in the calculation of the hypervolume indicator, some efforts to address this issue are being made [7] , [74] .
Many-objective optimization refers to the simultaneous optimization of more than three objectives. In the last decade, many-objective optimization has gained increasing attention in the EMO community [12] , [24] , [39] , [57] . One of the important reasons is due to the rapid increase of difficulties with the number of objectives in multiobjective optimization [8] , [68] , [70] . Most current EMO algorithms, which work well on problems with two or three objectives, noticeably deteriorate their search ability when more objectives are involved [46] , [48] , [65] . This greatly motivates researchers to design new algorithms especially for many-objective problems. Recently, some reports have shown that algorithms based on the design idea of group two or group three (i.e., aggregation-based or indicator-based algorithms) are very competitive in manyobjective optimization [33] , [38] , [71] . In this regard, Hughes's multiple single objective Pareto sampling (MSOPS) [32] and Bader and Zitzler's hypervolume estimation algorithm (HypE) [4] are two representatives.
Despite being the most popular approaches in the EMO community, Pareto-based algorithms encounter difficulties in their scalability to many-objective optimization. Most classical Pareto-based algorithms, such as NSGA-II and SPEA2, cannot provide sufficient selection pressure toward the Pareto front for most many-objective optimization problems. 1 A major reason is that the proportion of nondominated solutions in a population tends to become large as the number of objectives increases. This makes the Pareto dominance relation-based primary selection criterion fail to distinguish solutions and the density-based second selection criterion play a leading role in both the mating and environmental selection of an algorithm. This phenomenon is termed active diversity promotion in Purshouse and Fleming's study [65] . Some empirical observations [39] , [71] indicate that the active diversity promotion has a detrimental impact on the algorithm's convergence due to its preference for dominance resistant solutions [35] (i.e., the solutions with an extremely poor value in at least one of the objectives, but with near optimal values in some others). Consequently, the solutions, at the end of the optimization process, may have "good diversity" over the objective space, but can be far away from the desired Pareto front.
Intuitively, there are two ways to deal with the issue that Pareto-based algorithms face in many-objective optimization. One is related to the primary selection criterion (i.e., modifying the Pareto dominance relation to make more solutions comparable) and the other is concerned with the second selection criterion (i.e., modifying the diversity maintenance mechanism to weaken or avoid the active diversity promotion phenomenon).
Much of the current work is on the primary selection criterion, introducing a variety of new dominance concepts to solve many-objective problems, for example, dominance area control [67] , k-optimality [23] , preference order ranking [21] , subspace dominance comparison [2] , [44] , and grid dominance [77] . These enhanced dominance relations can significantly increase the selection pressure among solutions, thereby guiding the search toward the desired direction [12] , [43] . In addition, several classical concepts that are not particularly designed for many-objective problems, such as -dominance [54] and fuzzy Pareto dominance [49] , have also been shown to provide competitive results [19] , [28] , [50] .
In sharp contrast to the above, the work on the second selection criterion has received little attention so far. To the best of the authors' knowledge, there are only two approaches that concern improving the diversity maintenance mechanism. Adra and Fleming [1] employed a diversity management operator (DMO) to adjust the diversity requirement in the mating and environmental selection. By comparing the boundary values between the current population and the Pareto front, the diversity maintenance mechanism is controlled (i.e., activated or inactivated) during the evolutionary process. Wagner et al. [71] demonstrated that assigning the crowding distance of boundary solutions a zero value in NSGA-II can clearly improve the performance in terms of convergence, despite the risk of losing diversity among solutions [38] . This paper focuses on the second selection criterion for Pareto-based algorithms. The aim of our study is to develop a general modification of the second selection criterion in order to make Pareto-based algorithms suitable for many-objective optimization. To this end, a shift-based density estimation (SDE) strategy is proposed. In contrast to traditional density estimation that only involves the distribution of individuals in the population, SDE covers both the distribution and convergence information of individuals. When estimating the density of the surrounding area of an individual in the population, SDE shifts the position of other individuals according to their convergence comparison in order to reflect the relative proximity of the individual to the Pareto front.
The basic idea of SDE is simple-given the preference of density estimators for individuals in sparse regions, SDE tries to "put" individuals with poor convergence into crowded regions. In this way, these poorly converged individuals will be assigned a high density value, thus being eliminated easily during the evolutionary process. In addition, the implementation of SDE is also simple, with negligible computational cost, and it can be applied to any specific density estimator without the need of additional parameters.
The rest of this paper is organized as follows. Section II is devoted to the analysis of traditional density estimation in many-objective optimization, the description of the proposed method, and the application of SDE to three popular Pareto-based algorithms, i.e., NSGA-II, SPEA2, and PESA-II. Section III experimentally validates the proposed SDE based on its implementation into the three aforementioned Paretobased algorithms, resulting in three new EMO algorithms, denoted NSGA-II+SDE, SPEA2+SDE, and PESA-II+SDE, respectively. In Section IV, a further test is carried out to compare one of the three obtained EMO algorithms with five state-of-the-art algorithms in many-objective optimization. Some discussions regarding the proposed method are given in Section V. Finally, Section VI draws the conclusions of this paper.
II. Proposed Method
A. Density Estimation in EMO Algorithms
In a population, the density of an individual represents the degree of crowding of the area where the individual is located. Due to the close relation with diversity maintenance, density estimation is very important in EAs and is widely applied in various optimization scenarios, such as multimodal optimization [62] , dynamic optimization [76] , and robustness optimization [45] .
In multiobjective optimization, usually there is no single optimal solution but rather a set of Pareto optimal solutions. Naturally, density estimation plays a fundamental role in the evolutionary process of multiobjective optimization for an algorithm to obtain a representative and diverse subset of the Pareto front [6] , [53] .
There are a wide range of density estimation techniques that have been developed in the EMO community. They act on different neighbors of an individual, involve different neighborhoods, and consider different measures [47] . For example, the niched Pareto genetic algorithm (NPGA) considers the niche of an individual and measures the degree of crowding in the niche [30] . The strength Pareto EA (SPEA) uses a clustering technique to estimate the crowding degree of an individual [82] . NSGA-II defines a new measure, "crowding distance," to reflect the density of an individual, only acting on the two closest neighbors located in either side for each objective. Most grid-based EMO approaches, such as PESA-II and the dynamic multiobjective EA (DMOEA) [78] , estimate the density of an individual by counting the individuals in the hyperbox where it is located [56] ; yet some recent gridbased approaches consider the crowding degree of a region constructed by a set of hyperboxes whose range varies with the number of objectives [59] , [60] . SPEA2 considers the kth nearest neighbor of an individual in the population [81] . Instead of using the Euclidean distance in SPEA2, Horoba and Neumann used the Tchebycheff distance to determine the k-th nearest neighbor [31] . In [58] , a Euclidean minimum spanning tree (EMST) of individuals in a population is generated, and the density of an individual is estimated by its edges in the EMST. Farhang-Mehr and Azarm calculated the entropy in the population, estimating the density of an individual by considering the influences coming from all other individuals in the population [22] .
Despite the variety of density estimation techniques, they all measure the similarity degree among individuals in the population, i.e., they estimate the density of an individual by considering the mutual position relation between it and other individuals in the population. Formally, the density of an individual p in the population P can be expressed as follows:
where q i ∈ P and q i = p, N is the size of P and dist(p, q) is the similarity degree between individuals p and q, usually measured by their distance, e.g., Euclidean distance. D() is the function of the similarity degree between the interested individual and other individuals in the population. The specific implementation of D(), as stated above, depends on the density estimator used in an EMO algorithm.
In Pareto-based EMO algorithms, in general, when two individuals are nondominated individuals in a population, the one with the lower density is preferable. This rule is very effective for an MOP with two or three objectives since it can provide a good balance between convergence and diversity. However, in many-objective optimization, this rule may fail to guide the population to search toward the optimal direction.
As mentioned before, the proportion of nondominated individuals in the population becomes considerably large when a large number of objectives are involved. Extremely, all individuals in the population may become nondominated with each other. In this case, the density of individuals will play a leading or even unique role in distinguishing them in the selection process of algorithms. As a result, individuals that are distributed in sparse regions (i.e., individuals that have a low similarity degree to other individuals) will be preferred as long as they are nondominated in the population. However, it is likely that such individuals are located far away from the optimal front (e.g., they are slightly better than or comparable with other individuals in some objectives but are significantly worse in at least one objective). For example, considering a population of four nondominated individuals A, B, C, and D with their objective value (0, 1, 1, 100), (1, 0, 2, 1), (2, 1, 0, 1), and (1, 2, 1, 0), individual A performs the worst regarding convergence but is preferable in Pareto-based algorithms.
This density-leading criterion severely deteriorates the search performance of algorithms, which is reflected in both the mating and environmental selection. In the mating selection, there will be a higher probability that those poorly converged nondominated individuals (such as individual A in the above example) are selected to recombine and produce low performance offspring. In the environmental selection, the long-term existence of those poorly converged individuals will lead to the elimination of some well-converged ones due to the restriction of the population size. Consequently, the solutions, at the end of the optimization process, may be distributed widely over the objective space, but far away from the desired Pareto front. Fig. 1 plots the evolutionary trajectories of the convergence results 2 of the original NSGA-II and its modified version where the density estimation procedure is removed for the 10-objective DTLZ2 [20] . Evidently, with the evolution process, the original NSGA-II gradually draws the population away from the Pareto front, while the removal of the crowding distance-based selection (used to distinguish individuals that are nondominated to each other) from NSGA-II noticeably improves the convergence performance of the algorithm. The above observations indicate that the failure of Paretobased EMO algorithms in many-objective optimization is due to their dislike for individuals in crowded regions. Then, can we "put" those poorly converged individuals into crowded regions? In this case, any density estimator can identify these poorly converged individuals as long as it can correctly reflect the crowding degree of individuals. Keeping this in mind, we present a new general density estimation methodologyshift-based density estimation (SDE); to facilitate contrast, we abbreviate the traditional density estimation as TDE.
B. Shift-Based Density Estimation (SDE)
As stated previously, the density estimation of an individual in the population is based on the relative positions of other individuals with regard to the individual. In SDE, we adjust these positions, trying to reflect the convergence of the individual in the population.
When estimating the density of an individual p, SDE shifts the positions of other individuals in the population according to the convergence comparison between these individuals and p on each objective. More specifically, if an individual performs better 3 than p for an objective, it will be shifted to the same position of p on this objective; otherwise, it remains unchanged. Formally, without lose of generality, assuming that we consider a minimization MOP, the new density D (p, P) of individual p in the population P can be expressed as follows: (2) where N denotes the size of P, dist(p, q i ) is the similarity degree between individuals p and q i , and q i is the shifted version of individual q i (q i ∈ P and q i = p), which is defined as follows:
where p (j) , q i(j) , and q i(j) denote the j-th objective value of individuals p, q i , and q i , respectively, and m denotes the number of objectives. Clearly, individual A, which has a low similarity degree with other individuals in the original population, has two close neighbors in its new density estimation, and thus will be assigned a high density value. This occurs because there are two individuals B and C performing significantly better than A in terms of convergence (i.e., being slightly inferior to A in one or some objectives but greatly superior to A in the others). These individuals contribute large similarity degrees to A in its density estimation since the value on their advantageous objective(s) becomes equal to that of A. This means that the individuals that have no clear advantage over other individuals in the population will have a high density value in SDE.
In order to further understand SDE, we next consider four typical situations of the distribution of an individual in the population for a minimum MOP (i.e., performing well in convergence and diversity, performing well in diversity but poorly in convergence, performing well in convergence but poorly in diversity, and performing poorly in both convergence and diversity) in Fig. 3 .
As can be seen from Fig. 3 , only the individual with both good convergence and good diversity has a low crowding degree in SDE. The individual with either poor convergence or poor diversity has some close neighbors, and the individual with both poor convergence and poor diversity has the highest crowding degree in the four situations. In addition, note that the individuals with poor diversity, see Fig. 3 (c) and Fig. 3(d) , are always located in crowded regions no matter how well they perform in terms of convergence, which means that SDE can maintain the distribution characteristic of individuals in the population while reflecting the convergence difference between individuals.
C. Integrating SDE into NSGA-II, SPEA2, and PESA-II
In this section, we apply SDE to three classical Pareto-based EMO algorithms: NSGA-II [13] , SPEA2 [81] , and PESA-II [11] . NSGA-II is known for its nondominated sorting and crowding distance-based fitness assignment strategies. SPEA2 defines a strength value for each individual, and combines it with the k-th nearest neighbor method to distinguish individuals in the population. The main characteristic of PESA-II is its grid-based diversity maintenance mechanism, which is used in both the mating and environmental selection schemes. The density estimators (i.e., the crowding distance, k-th nearest neighbor, and grid crowding degree) in the three algorithms are representative and are briefly described below.
To estimate the density of an individual in the population, NSGA-II considers its two closest points on either side along each objective. The crowding distance is defined as the average distance between the two points on each objective. The nearest neighbor technique used in SPEA2 takes the distance of an individual to its k-th nearest neighbor into account to estimate the density in its neighborhood. This density estimator is used in both the fitness assignment and archive truncation procedures to maintain diversity. PESA-II uses an adaptive grid technique to define the neighborhood of individuals. The density around an individual is estimated by the number of individuals in its hyperbox in the grid. Fig. 4 illustrates the three density estimators used in TDE and SDE.
It is necessary to point out that since the crowding distance mechanism in NSGA-II separately estimates an individual's crowding degree on each objective, individuals may be overlapping on a single axis of the objective space in SDE. For example, when estimating the shift-based crowding degree of A on the f 1 axis in Fig. 4(a) , individuals A, B, and C are overlapping. Here, we keep the original order before individuals are shifted. That is, on the f 1 axis, individual C is still viewed as the left neighbor of A, and individual D is viewed as its right neighbor in the shift-based crowding distance calculation of A. In this case, the crowding distance of A in TDE (shown with a dashed line) is changed to the average distance between A and the shifted C and D in SDE (shown with a solid line).
In Fig. 4 (b), C and B are the two nearest neighbors of A in the original population (shown with a dashed arrow), but, to estimate the density of A in SDE, the two nearest individuals, the shifted D and C, are considered (shown with a solid arrow). Concerning Fig. 4(c) , there is no individual in the neighborhood of A in TDE, but in SDE, the shifted D is the neighbor of A, thereby contributing to its grid crowding degree.
Overall, although the implementation of the three density estimators is totally different, the individuals (like individual D in Fig. 4 ) that do not perform significantly worse than the considered individual will contribute a lot to its density estimation in SDE.
In the next two sections, we will empirically investigate the proposed method, trying to answer the following questionsCan SDE improve the performance of all the three Paretobased algorithms? Among these three density estimators, which one is the most suitable for SDE in many-objective optimization? How would the Pareto-based algorithms, when integrated with SDE, compare with other state-of-the-art algorithms designed specially for many-objective problems?
III. Performance Verification of SDE In this section, we validate SDE by integrating it to the aforementioned three Pareto-based algorithms, which results in three new EMO algorithms, denoted NSGA-II+SDE, SPEA2+SDE, and PESA-II+SDE, respectively. We first separately compare the three new algorithms with their corresponding original version. Thereafter, we put them together to further compare them and investigate the reason for their behavior in many-objective optimization.
Two well-defined test problem suites, the DTLZ [20] and the multiobjective travelling salesman problem (TSP) [12] , are selected in this paper. DTLZ is a continuous problem suite that can be scaled to any number of objectives and decision variables, commonly used in many-objective optimization. Consisting of problems with various characteristics (such as having linear, concave, nonconcave, multimodal, disconnected, biased, and degenerate Pareto fronts), the DTLZ suite is used to challenge different abilities of an algorithm. A detailed description of the DTLZ suite can be found in [20] .
The multiobjective TSP is a typical combinatorial optimization problem and can be stated as follows [12] : given a network L = (V, C), where V = {v 1 , v 2 , ..., v N } is a set of N nodes and C = {c k : k ∈ {1, 2, ..., M}} is a set of M cost matrices between nodes (c k : V × V ), we need to determine the Pareto optimal set of Hamiltonian cycles that minimize each of the M cost objectives. The M matrices, according to [12] , can be constructed as follows. The matrix c 1 is first generated by assigning each distinct pair of nodes with a random number between 0 and 1. Then the matrix c k+1 is generated according to the matrix c k
where c k (i, j) denotes the cost from node i to node j in matrix c k , rand is a function to generate a uniform random number in [0, 1], and TSPcp ∈ (−1, 1) is a simple TSP correlation parameter. When TSPcp < 0, TSPcp = 0, or TSPcp > 0, it introduces negative, zero, or positive interobjective correlations, respectively. In our study, TSPcp is assigned to −0.2, 0, and 0.2 to represent different characteristics of the problem. The characteristics of all the tested problems are summarized in Table I .
To compare the performance of the tested algorithms, the inverted generational distance (IGD) metric [6] , [79] is selected since it can provide a combined information about convergence and diversity of a solution set. IGD measures the average distance from the points in the Pareto front to their closest solution in the obtained set. Mathematically, let P * be a reference set representing the Pareto front, and the IGD value from P * to the obtained solution set P is defined as
where |P * | denotes the size of P * (i.e., the number of points in P * ) and d(z, P) is the minimum Euclidean distance from z to P. A low IGD value is preferable, which indicates that the obtained solution set is close to the Pareto front as well as has a good distribution. In the calculation of IGD, the knowledge of the Pareto front of a test problem is required. Here, IGD is used to evaluate algorithms on the DTLZ problems since their optimal fronts are known. For the problem whose Pareto front is unknown (i.e., the multiobjective TSP), another comprehensive performance metric, hypervolume (HV) [82] , is considered.
The HV metric is a very popular quality metric due to its good properties. HV calculates the volume of the objective space between the obtained solution set and a reference point, and a larger value is preferable. In the calculation of HV, a crucial issue is the choice of the reference point. Choosing a reference point that is slightly larger than the worst value of each objective on the Pareto front has been found to be suitable since the effects of convergence and diversity of the set can be well balanced [3] , [42] . Since the range of the Pareto front is unknown in TSP, we regard the point with 22 for each objective (i.e., r = 22 M ) as the reference point, given that it is slightly larger than the worst value of the mixed nondominated solution set constructed by all the obtained solution sets. In addition, since the exact calculation of the HV metric is infeasible for a solution set with ten objectives, we approximately estimate the HV result of a 199E-1 (5.0E-3) 1.168E-1 (4.2E-3)  † 1.104E+0 (1.7E-1) 6.160E-1 (8.0E-2 096E-1 (3.6E-3) 1.098E-1 (3.1E-3) 7.038E-1 (1.8E-1) 3.388E-1 (3.9E-2 964E-2 (5.1E-3) 3.650E-2 (1.0E-2)  † 1.030E-1 (3.6E-2) 1.503E-1 (3.4E-2)  † 1.887E-1 (1.0E-1) 3.880E-1 (1.7E-1) † DTLZ6 3.367E+0 (1.9E-1) 2.867E+0 (2.4E-1)  † 8.346E+0 (3.7E-1) 7.772E+0 (4.5E-1)  † 9.407E+0 (3.0E-1) 9.701E+0 (2.8E-1) † DTLZ7 1. 626E-1 (6.1E-3) 1.493E-1 (4.7E-3)  † 5.676E-1 (1.7E-2) 5.227E-1 (1.9E-2 solution set by the Monte Carlo sampling method used in [4] . Here, 10 7 sampling points are used to ensure accuracy [4] .
The algorithm PESA-II requires a grid division parameter (div). Due to the integration of SDE, the optimal setting for div in PESA-II+SDE is different from that in PESA-II. The settings of div in Table I can enable the two algorithms separately to achieve the best performance on the test instances.
All the results presented in this paper are obtained by executing 30 independent runs of each algorithm on each problem with the termination criterion of 100,000 evaluations. Following the practice in [42] , the population size was set to 200 for the tested algorithms, and the archive was also maintained with the same size if required. A crossover probability p c = 1.0 and a mutation probability p m = 1/N (where N denotes the number of decision variables) were used. For the continuous problem DTLZ, the simulated binary crossover (SBX) and polynomial mutation with both distribution indexes 20 [16] were used as crossover and mutation operators. For the combinatorial TSP, the order crossover (OX) and inversion mutation were used according to [63] . Table II shows the results of the two algorithms on the DTLZ and TSP problems regarding the mean and standard deviation (SD) values, where IGD and HV were used for the DTLZ and TSP problems, respectively. The better result regarding the mean for each problem is highlighted in boldface. Moreover, in order to have statistically sound conclusions, the Wilcoxon's rank sum test [83] at a 0.05 significance level was adopted to test the significance of the differences between assessment results obtained by two competing algorithms.
A. NSGA-II vs NSGA-II+SDE
As can be seen from Table II , the performance of NSGA-II has a clear improvement when SDE is applied to the algorithm, achieving a better value in 24 out of all 30 test instances. Also, for most of the problems on which NSGA-II+SDE outperforms NSGA-II, the results have statistical significance (21 out of the 24 problems). Especially, for the TSP problem suite, NSGA-II+SDE shows a significant advantage over its competitor, with statistical significance for all nine test instances.
Despite a clear improvement obtained, NSGA-II+SDE actually struggles to cope with many-objective optimization problems. Fig. 5 plots the final solutions of the two algorithms in a single run regarding the 2-D objective space f 1 and f 2 of the 10-objective DTLZ2. Similar plots can be obtained for other objectives of the problem. This particular run is associated with the result that is the closest to the mean IGD value. Clearly, although NSGA-II+SDE tends to perform slightly better than NSGA-II in terms of diversity, both algorithms fail to approach the Pareto front of the problem, given that the range of the optimal front is (0, 1) for each objective. A detailed explanation of the failure of NSGA-II+SDE will be given in Sect. III-D. 074E-1 (4.3E-3) 1.121E-1 (2.1E-3)  † 1.150E+0 (8.5E-2) 2.703E-1 (4.0E-3)  † 2.457E+0 (1.7E-1) 4.906E-1 (4.8E-3) † DTLZ3 7. 200E+0 (6.1E+0) 1.133E-1 (2.8E-3)  † 5.955E+2 (1.1E+2) 2.703E-1 (3.3E-3)  † 1.526E+3 (1.5E+2) 4.947E-1 (8.1E-3) † DTLZ4 1. 242E-1 (1.2E-1) 1.129E-1 (2.3E-3)  † 5.163E-1 (1.1E-1) 2.722E-1 (2.9E-2 3E-2) 2.431E-2 (2.2E-3)  † 9.917E-1 (2.1E-1) 8.052E-2 (1.3E-2)  † 2.261E+0 (3.4E-1) 1.375E-1 (3.0E-2) † DTLZ6 2.444E+0 (1.8E-1) 7.879E-2 (1.8E-2)  † 9.781E+0 (4.4E-2) 1.470E-1 (1.9E-2)  † 9.993E+0 (1.5E-2) 2.784E-1 (2.2E-2) † DTLZ7 1. 336E-1 (2.7E-3) 1.326E-1 (5.0E-3) 7.059E-1 (2.9E-2) 4.217E-1 (8.5E-3 the 30 test instances except the 4-objective DTLZ2, and with statistical significance on 28 instances. Moreover, the advantage of SPEA2+SDE becomes clearer as the number of objectives increases-more than an order of magnitude advantage of IGD is obtained for most of the 10-objective instances (i.e., DTLZ1, DTLZ3, DTLZ5, DTLZ6, and three TSP problems with different conflict degrees among the objectives). Fig. 6 shows the final solutions of a single run of SPEA2 and SPEA2+SDE regarding the objective space f 1 and f 2 of the 10-objective TSP with TSPcp = 0. It is clear from the figure that the convergence performance of SPEA2 is significantly improved when SDE is applied to the algorithm.
B. SPEA2 vs SPEA2+SDE
C. PESA-II vs PESA-II+SDE
Using a grid technique to maintain diversity, PESA-II has been found to outperform NSGA-II and SPEA2 in many-objective optimization [46] . In spite of this, SDE can significantly enhance the performance of PESA-II. Table IV gives the comparative results of PESA-II and PESA-II+SDE on the DTLZ and TSP test problems. PESA-II+SDE achieves a better assessment result than the original PESA-II on all the 30 instances except the 4-objective DTLZ4, and with statistical significance for 28 instances. Especially, on some MOPs where big obstacles exist for an algorithm to converge into the Pareto front, such as DTLZ1, DTLZ3, and DTLZ6, more than an order of magnitude advantage is achieved for all the 4, 6, and 10-objective instances. Fig. 7 plots the final solutions of a single run of the two algorithms regarding the objective space f 1 and f 2 of the 10-objective DTLZ6. A clear difference in terms of convergence between the two solution sets can be observed in the figure.
D. Comparison Among NSGA-II+SDE, SPEA2+SDE, and PESA-II+SDE
Previous studies presented different behaviors of the three Pareto-based algorithms when SDE is integrated to them in many-objective optimization. This section compares the three new algorithms and tries to investigate: 1) why they behave differently, and 2) which density estimator is more suitable for SDE. Table V gives the comparative results of the three algorithms on the DTLZ and TSP test problems.
As can be seen from 227E-1 (6.9E-3) 1.113E-1 (5.3E-3)  † 2.857E-1 (1.1E-2) 2.249E-1 (3.5E-3)  † 5.671E-1 (3.1E-2) 3.756E-1 (3.2E-3) † DTLZ3 7.593E+0 (4.4E+0) 2.365E-1 (2.5E-1)  † 1.303E+2 (3.8E+1) 4.464E-1 (2.9E-1 192E-1 (7.8E-3) 2.752E-1 (2.8E-1) 2.969E-1 (6.2E-3) 2.579E-1 (6.4E-2)  † 6.929E-1 (4.3E-2) 3.955E-1 (1.8E-2) † DTLZ5 1. 008E-1 (1.5E-2) 4.805E-2 (6.5E-3)  † 3.599E-1 (6.3E-2) 3.283E-1 (7.4E-2) 5.202E-1 (1.1E-1) 4.087E-1 (7.0E-2) † DTLZ6 1.797E+0 (1.1E-1) 1.510E-1 (2.7E-2)  † 6.689E+0 (2.4E-1) 5.516E-1 (3.2E-2)  † 8.690E+0 (3.7E-1) 8.679E-1 (1.2E-1) † DTLZ7 1. 415E-1 (6.5E-3) 1.352E-1 (4.8E-3)  † 6.164E-1 (6.5E-2) 4.147E-1 (6.9E-2 Especially, for the 6-and 10-objective DTLZ1 and DTLZ3 problems, the advantage of the first two algorithms over NSGA-II+SDE is more than two orders of magnitude. On the other hand, considering the results between SPEA2+SDE and PESA-II+SDE, the performance difference is also clear. The former has an advantage over the latter in 24 out of the 30 instances. More specifically, SPEA2+SDE achieves better results on all the DTLZ1, DTLZ3, DTLZ5, DTLZ6, and TSP instances as well as on most of the DTLZ7 instances, while PESA-II+SDE performs better on the three instances of DTLZ2, 6-and 10-objective DTLZ4, and 6-objective DTLZ7. In addition, the difference among three algorithms has statistical significance on most of all the 30 test instances: 30 for NSGA-II+SDE versus SPEA2+SDE, 28 for SPEA2+SDE versus PESA-II+SDE, and 28 for PESA-II+SDE versus NSGA-II+SDE. Fig. 8 shows the final solutions of the three algorithms on the 10-objective DTLZ3 by parallel coordinates based on the single run where the result is the closest to the mean IGD value. The DTLZ3 test problem, by introducing a vast number of local optima (3 10 −1), poses a stiff challenge for an algorithm to search toward the global optimal front, especially when the number of objectives becomes large. The global optimal front of the problem is a spherical front satisfying f
For this problem, NSGA-II+SDE fails to approach the Pareto front, with the upper boundary of its solutions exceeding 1600 on each objective, as shown in Fig. 8 . Most of the solutions of PESA-II+SDE can converge into the Pareto front, but fail to cover the whole optimal range. Only SPEA2+SDE can achieve a good balance between convergence and diversity, having a spread of solutions over f i ∈ [0, 1] for all the ten objectives.
Due to the ineffectiveness of the Pareto dominance relation in distinguishing individuals for many-objective optimization, the performance differences among NSGA-II+SDE, SPEA2+SDE, and PESA-II+SDE can be attributed to the different behaviors of their density estimators (i.e., the crowding distance, k-th nearest neighbor, and grid crowding degree) in SDE. In the following, we will investigate them in detail.
Recall that to estimate the density of an individual, the crowding distance estimator considers its two closest points on either side along each objective. Due to this separate consideration of the neighbors on each objective, an incorrect estimation of an individual's density may be obtained when the number of objectives is larger than two. 4 This phenomenon has been reported in Kukkonen and Deb's study [52] . In this A(1, 1, 1) , B(0, 10, 2), C(2, 0, 10), and D(10, 2, 0), as shown in Fig. 9 by parallel coordinates. Clearly, individual A has a low similar degree with the other three individuals and performs significantly better than them in terms of convergence. However, A is assigned a poor crowding distance in both TDE and SDE. In TDE, A has two close neighbors on each objective (i.e., B and C on f 1 , C and D on f 2 , and D and B on f 3 ). In SDE, the upper neighbor of A on each objective remains unchanged, while the lower neighbor moves to the position of A. Thus, the crowding distance of A in SDE is
Unlike the crowding distance, the k-th nearest neighbor and grid crowding degree estimators consider an individual as a whole, thus avoiding the above misjudgment. The inferior Fig. 9 . Illustration of the failure of the crowding distance in TDE and SDE on a tri-objective scenario, showed by parallel coordinates. In a nondominated set consisting of A(1, 1, 1), B(0, 10, 2), C(2, 0, 10), and D(10, 2, 0) , individual A performs well in terms of convergence and diversity. But A will be assigned a poor density value in both TDE and SDE since the crowding distance separately considers its neighbors on each objective. Fig. 10 . Illustration of the inaccuracy of the grid crowding degree. D has two very close neighbors G and H in SDE, but its grid crowding degree is smaller than that of C, which has a relatively distant neighbor F.
performance of PESA-II+SDE against SPEA2+SDE may be due to the coarseness of the grid-based density estimator. As pointed out in [29] , the judgement of density of an individual in grid depends partly on the size of a hyperbox and the position of the hyperbox where the individual is located.
As an explanation for the problem of the grid crowding degree, Fig. 10 shows a bi-objective nondominated set consisting of individuals A, B, C, D, and E. Individual D performs worse than C and E in terms of convergence, thus having two very close neighbors G and H in SDE. However, since they are distributed in different hyperboxes, the grid crowding degree of D is still equal to one. In contrast, individual C, which has a relatively distant neighbor F in its hyperbox, is assigned a higher grid crowding degree (2) . Concerning the k-th nearest neighbor in SPEA2+SDE, it is clear that D has a higher density value than C since the Euclidean distance between D and its nearest neighbor G is smaller than that between C and its nearest neighbor F.
Overall, the performance difference among the algorithms is due to the difference in the degree of accuracy of their density estimators. A density estimator will be well suitable in SDE as long as it can accurately estimate the density of individuals. In the next section, we will test the competitiveness of the proposed method to existing state-of-the-art methods in manyobjective optimization by comparing SPEA2+SDE with five representative algorithms taken from different branches of solving many-objective problems.
IV. Comparison with State-of-the-Art Algorithms
We consider the following five EMO algorithms to verify the proposed method.
1) MOEA/D [79] . As a representative algorithm developed recently, MOEA/D is an aggregation-based algorithm.
The high search ability of MOEA/D on both multi-and many-objective problems has already been demonstrated in the literature [37] , [55] . Two aggregation functions, Tchebycheff and penalty-based boundary intersection (PBI), can be used in the algorithm, and each of them works well on different classes of problems. Here, the PBI function is selected since MOEA/D with PBI has been found to be more competitive when solving problems with a high-dimensional objective space [16] , [17] . 2) MSOPS [32] . MSOPS, based on converting a multiobjective problem into a number of single-objective problems by a predefined set of well-distributed weight vectors, also belongs to the class of aggregation-based approaches. Unlike MOEA/D where an individual corresponds to only one weight vector, MSOPS specifies an individual with a number of weight vectors. MSOPS is a popular algorithm to solve many-objective problems since it can achieve a good balance between convergence and diversity [71] . 3) HypE [4] . HypE is an indicator-based algorithm that uses the hypervolume metric to guide the search for many-objective optimization. HypE adopts a Monte Carlo simulation to approximate the exact hypervolume value, significantly reducing the time cost of the HV calculation and enabling hypervolume-based search to be easily applied on many-objective optimization, even when the number of objectives reaches 50 [4] . 4) -MOEA [19] . -MOEA is a steady-state algorithm using -dominance to strengthen the selection pressure toward the Pareto front. Dividing the objective space into many hyperboxes, -MOEA assigns each hyperbox at most a single solution based on -dominance and the distance from solutions to the utopia point in the hyperbox. Although not specifically designed for many-objective optimization, -MOEA has been found to perform well on many-objective problems [28] , [71] . 5) DMO [1] . Like SDE, DMO modifies the diversity maintenance mechanism of Pareto-based algorithms to improve their performance for many-objective problems. By comparing the boundary values between the current population and the Pareto front, DMO adaptively adjusts the diversity requirement in the mating and environmental selection schemes. If the range of the current population is smaller than that of the Pareto front of the problem by the Maximum Spread test [82] , the diversity promotion mechanism is activated; otherwise, it is deactivated.
Overall, the above peer algorithms are representative algorithms to address many-objective problems, and their performance has been well verified in many-objective optimization [26] , [28] , [57] , [71] , [72] .
Parameters need to be set in some of the peer algorithms. According to their original papers, the neighborhood size and the penalty parameter in MOEA/D were set to 10% of the population size and five, respectively, and the number of sampling points in HypE was set to 10,000. Since increasing the number of weight vectors with the number of objectives benefits the performance of MSOPS, 200 weight vectors were selected in MSOPS according to the experimental results in [71] . In -MOEA, the size of the archive set is determined by the value. In order to guarantee a fair comparison, we set so that the archive of -MOEA is approximately of the same size (200) as that of the other algorithms (given in Table I ). In addition, in MOEA/D the population size cannot be arbitrarily specified since it is equal to the number of weight vectors. As suggested in [42] , we used the closest number to 200 among the possible values as the population size (i.e., 220, 252, and 220 for 4-, 6-, and 10-objective problems, respectively).
A. Comparison on the DTLZ Test Problems
Table VI shows the comparative results of the six algorithms on the DTLZ problem suite. First, we consider the DTLZ1 problem that has an easy, linear Pareto front but having a huge number of local optima (11 5 − 1). For this problem, SPEA2+SDE and MOEA/D perform clearly better than the other four algorithms. More precisely, MOEA/D slightly outperforms SPEA2+SDE on the 4-objective instance, while SPEA2+SDE achieves a lower IGD value when a larger number of objectives are involved.
Although having the same optimal front, the problems DTLZ2, DTLZ3, and DTLZ4 are designed to challenge different capabilities of an algorithm. DTLZ2 is a relatively easy function with a spherical Pareto front. Based on DTLZ2, a vast number of local optima are introduced in DTLZ3, creating a big challenge for algorithms to search toward the global optimal front, and a non-uniform density of solutions are introduced in DTLZ4, creating a big challenge for algorithms to maintain diversity in the objective space. As can be seen from Table VI, for the DTLZ2 problem, generally, -MOEA performs the best, followed by MOEA/D and SPEA2+SDE. On DTLZ3, MOEA/D and SPEA2+SDE are significantly superior to the other algorithms. The former reaches the best result on the two low-dimensional instances, and the latter outperforms the other algorithms when the number of objectives reaches 10. On DTLZ4, SPEA2+SDE is very competitive. Although MSOPS performs slightly better than SPEA2+SDE on the 4-objective instance, SPEA2+SDE has a clear advantage over the other algorithms for the remaining instances. In addition, note that MOEA/D, which works very well on the first three problems (DTLZ1, DTLZ2, and DTLZ3), tends to struggle on DTLZ4, obtaining the worst IGD value on 4-and 6-objective test instances. Similar observations have been reported in [16] .
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lower-dimensional optimal front while working with a higherdimensional objective space. The difference between the two problems is that DTLZ6 is much harder than DTLZ5 by introducing bias in the g function [20] . For such problems, MSOPS and MOEA/D work very well. The former performs the best on DTLZ5, and the latter outperforms the other algorithms on most of the DTLZ6 instances. Nevertheless, SPEA2+SDE show advantages in the low-dimensional DTLZ6, and for the high-dimensional instances, it performs significantly better than the peer algorithms except MOEA/D. On DTLZ5, SPEA2+SDE is always in the third place, better than HypE, -MOEA, and DMO.
With a number of disconnected Pareto optimal regions, DTLZ7 tests an algorithm's ability to maintain sub-populations in disconnected portions of the objective space. For this problem, SPEA2+SDE has a clear advantage over the other five algorithms, obtaining the best IGD value for all the three instances. In contrast, two aggregation-based algorithms, MOEA/D and MSOPS, have great difficulty with this problem. The former performs the worst on the 4-objective instance, and the latter obtains the worst IGD result for the 6-and 10-objective instances. Fig. 11 plots the final solutions of the six algorithms in a single run on the 10-objective DTLZ7 by parallel coordinates. This particular run is associated with the result that is the closest to the mean IGD value. It is clear from Table VI that the solutions of MSOPS, HypE, and DMO fail to converge into the optimal front (the upper bound of the last objective in the Pareto front of DTLZ7 is equal to 2 × M, i.e., f 10 ≤ 20 for the 10-objective instance). MOEA/D and -MOEA struggle to maintain diversity, with their solutions converging into a portion of the disconnected Pareto front.
Only SPEA2+SDE achieves a good approximation and coverage of the Pareto front.
Overall, SPEA2+SDE is very competitive on the DTLZ problem suite. It obtains the best IGD value in nine out of the 21 test instances, followed by MOEA/D, MSOPS, and -MOEA, with the best value in six, four, and two, respectively. Moreover, unlike MOEA/D and MSOPS, whose search ability has sharp contrasts on different problems, SPEA2+SDE has stable performance, ranking well for all the test instances.
B. Comparison on the TSP Test Problems
EMO algorithms ususally show different behavior on combinatorial optimization problems than on continuous ones. One important property of the multiobjective TSP problem is that the conflict degree among the objectives can be adjusted according to the parameter TSPcp, where a lower value means a greater degree of conflict. From the HV results shown in Table VII , the advantage of SPEA2+SDE over the other algorithms on the TSP seems to be greater than that on the DTLZ problems. SPEA2+SDE significantly outperforms the five peer algorithms for all the instances except the 4-objective TSP with TSPcp = 0, where MOEA/D performs slightly better than SPEA2+SDE. Moreover, the performance difference can be better observed with the increase of the number of objectives.
To facilitate visual comparison, Fig. 12 shows the final solutions of a single run of the six algorithms regarding the 2-D objective space f 1 and f 2 of the 10-objective TSP with TSPcp = −0.2. Clearly, the solutions of SPEA2+SDE have a good balance between convergence and diversity. In contrast, the solutions of MSOPS, -MOEA, and DMO are worse than those of SPEA2+SDE in terms of convergence. 
C. Comparison on the Pareto-Box Test Problem
When the dimension of solutions is more than three, it is impossible to have visual and intuitive quality assessment using the Cartesian system. This causes great difficulty in the algorithm design, performance comparison, and decision making [16] . To ease this difficulty, Köppen and Yoshida [50] developed a simple and interesting many-objective test function, called the Pareto-Box problem. There are two important characteristics in the Pareto-Box problem. One is that its Pareto optimal set in the decision space corresponds to a (or several) 2-D closure(s). The other is that the crowding in its decision space is closely related to the crowding in its objective space. This means that when testing an algorithm on this problem, not only do we clearly view the distribution of solutions in the decision space but also we can infer the ability of the algorithm to maintain diversity in the objective space [50] . Recently, Ishibuchi et al. extended the Pareto-Box problem, making it to be easily used in the performance comparison of EMO algorithms for many-objective optimization [42] .
In this paper, we consider a 10-objective Pareto-Box problem whose Pareto optimal region in the decision space is the inside of a decagon. Fig. 13 shows its Pareto optimal region as well as the final solution set of a typical run of the six algorithms in the decision space. In addition, MOEA/D with several other aggregation functions, such as Tchebycheff, denoted as MOEA/D+TCH, and PBI with the penalty parameter value 0.1, denoted as MOEA/D+PBI(0.1), has been found to work well on the Pareto-Box problem [40] , [42] . Here, we introduce these two versions of MOEA/D to further verify the proposed algorithm; the version used in the previous comparative study denoted as MOEA/D+PBI(5.0). The parameter in -MOEA was set to 6.085 in order to make the archive size approximate 200. All other parameters were kept unchanged.
As can be seen from Fig. 13 , the eight algorithms show different behavior although most of their solutions can converge into the Pareto optimal region. The solutions obtained by MOEA/D+PBI(5.0) gather around the center of the decagon, while the solutions of HypE concentrate in some small regions although they reach each angle of the decagon. MSOPS and DMO struggle to maintain uniformity of their solutions. Although -MOEA, MOEA/D+TCH, and MOEA/D+PBI(0.1) perform significantly better than the previous four algorithms, they also have their own shortcomings. -MOEA fails to keep the boundary solutions. Some solutions in the set of MOEA/D+TCH and MOEA/D+PBI(0.1) are almost overlapping, which leads to vacancy in many regions of the decagon.
However, SPEA2+SDE has been found to be very competitive on this problem, with its solutions almost covering the whole decagon. Moreover, unlike the other algorithms, some of whose solutions are located quite densely (or even overlapping), there are few such solutions in the proposed algorithm. This occurrence can be attributed to the fact that the density estimator based on SDE can effectively eliminate the crowded solutions in the population.
V. Discussions
The impressive results of SPEA2+SDE motivate us to deeply explore the density estimation mechanism (i.e., the k-th nearest neighbor) in SPEA2. SPEA2 employs Euclidean distance to measure the similarity degree between individuals. The calculation of Euclidean distance can be viewed as an aggregation of each dimension's difference. In SDE, the dimensions in the aggregation are switched on (or off) when the interested individual performs better (or worse) than its opponent. This means that an individual that has no clear advantage over its opponents will have a high similarity degree with them, thus being assigned a high density value in the population.
In addition, the parameter k in the k-th nearest neighbor approach has no clear influence on the performance of SPEA2+SDE in many-objective optimization. In SPEA2, k is used in the fitness assignment procedure, which serves the purpose of sorting individuals for archiving when the number of nondominated individuals is smaller than the archive size. However, in many-objective optimization, most individuals are nondominated to each other, and usually the number of nondominated individuals is far larger than the archive size. In this case, the archive truncation procedure, which does not need to specify the parameter k, plays a decisive role in the algorithm's performance.
One disadvantage of SPEA2+SDE is that the scaling of objective functions becomes very important. Since the density estimator of SPEA2 does not consider the scaling problem, the dimensions with different scales will have different contributions to the estimation result. In SDE, this is likely to cause an inaccurate estimation of individuals' performance for badly scaled problems. Especially, when embarking on the archive truncation, it is hard to select the worst-performing individual for removal, given that the density estimation cannot determine which dimensions are actually being compared between various candidate individuals. However, fortunately, this problem can be addressed by normalizing each dimension of individuals (according to the minimum and maximum values in the current population) before estimating individuals' density.
In addition, it is also worth mentioning that the behavior of the proposed SDE is related to the shape of the Pareto front of a given multiobjective problem since the proximity of points located in different positions of the Pareto front is different. When the shape of the Pareto front is convex, the search tends to more concentrate on the center of the Pareto front; when the shape of the Pareto front is concave, the search is likely to more concentrate on the edges of the Pareto front. Nevertheless, SDE can work well on most MOPs with Pareto fronts of different shapes, given the fact that the proposed technique is competitive on the tested problems with convex Pareto fronts (such as the multiobjective TSP) and on the problems with concave Pareto fronts (such as DTLZ2-DTLZ6).
The shift-based (or transformation-based) technique is not a new concept in the EMO area. Many existing studies use various transformation-based approaches to deal with multior many-objective optimization problems. For example, using the principal component analysis technique, Deb and Saxena [14] converted the high-dimensional objective space into the low-dimensional objective space according to the information of correlation among objectives. Brockhoff and Zitzler [9] investigated how adding and omitting an objective affects problem characteristics, and introduced a quantification for measuring the change in the dominance structure of the problem for dimensionality reduction. Purshouse and Fleming [66] considered a divide-and-conquer strategy that converts a multiobjective problem into several sub-problems, each of which has an "independent" set of objectives. In addition, some co-evolution and island model based approaches used the idea of parallel search to divide an MOP into several subproblems regarding the objective space [75] or the decision space [61] . However, an interesting difference between SDE and the above approaches lies in that the transformation of all the above approaches tries to make a given problem easier, while the transformation of SDE tries to make Pareto-based algorithms suitable for a type of harder problems-manyobjective optimization problems.
Finally, note that using density estimators that reflect both convergence and density information will reduce the degree of accuracy of density estimation to some extent. This is somewhat like the classical fitness sharing and penalty based approaches [25] , [27] , which change the original fitness value (with respect to convergence) of individuals to reflect their distribution information. Similarly, SDE changes the original density value of individuals to reflect their convergence information in the case of the Pareto dominance relation losing its effectiveness.
VI. Conclusion
Many-objective optimization presents great challenges for traditional Pareto-based EMO algorithms. The imbalance of the role between the Pareto dominance relation and diversity maintenance suggests the need for new methodologies in the EMO community. This paper proposed a shift-based density estimation (SDE) strategy to develop a general modification of traditional density estimation in Pareto-based algorithms for dealing with many-objective problems. By shifting individuals' positions according to their relative proximity to the Pareto front, SDE considers both convergence and diversity for each individual in the population. The implementation of SDE is simple and it can be applied to any specific density estimator without the need of additional parameters.
Systematic experiments were carried out by providing an extensive comparison on several groups of well-defined continuous and combinatorial test problems. SDE was applied to three popular Pareto-based algorithms, NSGA-II, SPEA2, and PESA-II. From the comparative results, it was observed that all the three algorithms after the implementation of SDE achieve an improvement of performance with varying degrees. A further comparative study among NSGA-II+SDE, SPEA2+SDE, and PESA-II+SDE revealed that SDE is well suited for the density estimator that can accurately reflect the density of individuals in the population. Moreover, five state-of-the-art EMO algorithms (MOEA/D, MSOPS, HypE, -MOEA, and DMO) for solving many-objective problems from different angles were used as peer algorithms to validate the proposed SDE strategy. The experimental results showed that SPEA2+SDE is very competitive against the peer algorithms in terms of providing a good balance between convergence and diversity. This leads to the two key contributions of this paper.
1) Pareto-based algorithms, with a general modification, can be appropriate for many-objective optimization, which refutes the common belief that the Paretobased algorithm framework performs worse than the aggregation-based or indicator-based algorithm frameworks in dealing with many-objective problems. 2) When designing a Pareto-based EMO algorithm, researchers only need to focus on tackling lowdimensional (i.e., 2-objective and 3-objective) optimization problems; when addressing an MOP with many objectives, SDE may be easily and effectively adopted, as long as the algorithm's density estimator can accurately reflect the density of individuals.
