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Abstract
We establish some higher differentiability results of integer and fractional order for solu-
tion to non-autonomous obstacle problems of the form
min
{ˆ
Ω
f(x,Dv(x)) : v ∈ Kψ(Ω)
}
,
where the function f satisfies p−growth conditions with respect to the gradient variable,
for 1 < p < 2, and Kψ(Ω) is the class of admissible functions v ∈ u0 +W
1,p
0
(Ω) such that
v ≥ ψ a. e. in Ω, where u0 ∈ W
1,p(Ω) is a fixed boundary datum.
Here we show that a Sobolev or Besov-Lipschitz regularity assumption on the gradient
of the obstacle ψ transfers to the gradient of the solution, provided the partial map
x 7→ Dξf(x, ξ) belongs to a suitable Sobolev or Besov space. The novelty here is that
we deal with subquadratic growth conditions with respect to the gradient variable, i.
e. f(x, ξ) ≈ a(x)|ξ|p with 1 < p < 2, and where the map a belongs to a Sobolev or
Besov-Lipschitz space.
AMS Classifications. 35J87; 49J40; 47J20.
Key words and phrases. Obstacle problems; Higher differentiability; Sobolev coefficients; Besov-Lipschitz
coefficients.
1 Introduction
We are interested in the regularity properties of solutions to problems of the form
min
{ˆ
Ω
f(x,Dv(x)) : v ∈ Kψ(Ω)
}
, (1.1)
where Ω ⊂ Rn is a bounded open set, n > 2, f : Ω × Rn → R is a Carathéodory map, such
that ξ 7→ f(x, ξ) is of class C2(Rn) for a.e. x ∈ Ω, ψ : Ω 7→ [−∞,+∞) belonging to the
Sobolev class W 1,ploc is the obstacle, and
Kψ(Ω) =
{
v ∈ u0 +W
1,p
0 (Ω,R) : v ≥ ψ a.e. in Ω
}
is the class of the admissible functions, with u0 ∈W
1,p(Ω) a fixed boundary datum.
1
2Let us observe that u ∈ W 1,ploc (Ω) is a solution to the obstacle problem (1.1) in Kψ(Ω) if and
only if u ∈ Kψ(Ω) and u is a solution to the variational inequality
ˆ
Ω
〈A(x,Du(x)),D(ϕ(x) − u(x))〉 dx ≥ 0 ∀ϕ ∈ Kψ(Ω), (1.2)
where the operator A : Ω× Rn → Rn is defined as follows
Ai(x, ξ) = Dξif(x, ξ) ∀i = 1, ..., n.
We assume that A is a p-harmonic type operator, that is it satisfies the following p-ellipticity
and p-growth conditions with respect to the ξ-variable. There exist positive constants ν, L, ℓ
and an exponent 1 < p ≤ 2 and a parameter 0 ≤ µ ≤ 1 such that
〈A(x, ξ) −A(x, η), ξ − η〉 ≥ ν|ξ − η|2
(
µ2 + |ξ|2 + |η|2
) p−2
2 , (1.3)
|A(x, ξ) −A(x, η)| ≤ L|ξ − η|
(
µ2 + |ξ|2 + |η|2
) p−2
2 , (1.4)
|A(x, ξ)| ≤ ℓ
(
µ2 + |ξ|2
) p−1
2 , (1.5)
for all ξ ∈ Rn and for almost every x ∈ Ω.
The interest in the study of the regularity properties of solution to obstacle problems has been
strongly increasing in the last decades as a research topic in Calulus of Variations and Partial
Differential Equations.
From the very beginning, obstacle problems were solved applying techniques of functional
analysis, and it was clear soon that the regularity properties of the solutions were strictly
connected to those of the obstacle.
In the linear setting it was observed that the solutions and the obstacle have the same regu-
larity (see [4, 6, 26]), but it is not the same in the nonlinear case.
Hence, along the years, there has been an intense research activity concerning the regularity
properties of solutions to obstacle problems in the nonlinear setting (see [5] and the references
therein).
Many recent works deal with regularity properties of solutions to variational problems in which
the integrand depends on the x−variable trough a function that is possibly discontinuous, such
as in the case of Sobolev-type dependence, under quadratic (see [34]), and super-quadratic
growth conditions (see [19, 20, 21, 22, 28, 33]).
This kind of topics has been object of study also in the framework of obstacle problems (see
[8, 10, 11, 32]), even in the case of (p, q)-growth condition (such as in [7, 14, 15]).
All the quoted papers show that the regularity of the obstacle influences the regularity of the
solution, provided a suitable assumption is made on the map x 7→ f(x, ξ).
Already for unconstrained problems it is known that the sub-quadratic growth conditions
require specific tools and, in general, the expected regularity of the solution, in the case
1 < p < 2 strongly differs from the case p ≥ 2 (for a detailed explaination of this phenomenon
see [3]).
We refer to the pioneering paper [1] in case of equations with Hölder-continuous coefficients
(see also [29, 30, 31]) and to [16, 17] for the case of Sobolev coefficients.
The main aim of this paper is to extend to the sub-quadratic growth case some higher differ-
entiability results for solutions to non-autonomous obstacle problems proved in [11].
First, we show that an higher differentiability property of integer order of the gradient of the
obstacle tranfers to the solution of problem (1.1), provided the partial map x 7→ Dξf(x, ξ)
belongs to a suitable Sobolev class, with no loss in the order of differentiation.
3More precisely we assume that the map x 7→ A (x, ξ) belongs to W 1,nloc (Ω) for every ξ ∈ R
n or,
equivalently, that there exists a non-negative function g ∈ Lnloc(Ω) such that
|DxA(x, ξ)| ≤ g(x)
(
µ2 + |ξ|2
) p−1
2 , (1.6)
(see [24]).
Note that, since f , as a function of the ξ variable, is of class C2, then the operator A is of
class C1 with respect to ξ, and (1.4) implies
|DξA(x, ξ)| ≤ c
(
µ2 + |ξ|2
) p−2
2 , (1.7)
for all ξ ∈ Rn \ {0} and for a. e. x ∈ Ω.
The first result we prove in this paper is the following.
Theorem 1.1. Let u ∈W 1,ploc (Ω) be a solution to the obstacle problem (1.1) under assumptions
(1.3)–(1.6) for 1 < p < 2. Then the following implication holds:
Vp (Dψ) ∈W
1,2
loc (Ω)⇒ Vp (Du) ∈W
1,2
loc (Ω) , (1.8)
with the following estimate
‖DVp(Du(x))‖
L2
(
BR
2
) ≤ C
(
1 + ‖Du‖Lp(B2R) + ‖Vp (Dψ)‖W 1,2(B2R) + ‖g‖Ln(BR)
)σ
, (1.9)
where C and σ are positive constants depending on n, p, q,R, α, ν, L and ℓ.
Our next aim is to prove that the analogous phenomenon holds true in case the obstacle
belongs to a Besov-Lipschitz space, provided we assume a Besov-Lipschitz dependence of the
operator A with respect to the x-variable. This represents, in some sense, the "fractional
counterpart" of Theorem 1.1.
More precisely, instead of (1.6), we assume that, given α ∈ (0, 1) and 1 ≤ q < ∞ there is a
sequence of measurable non-negative functions gk ∈ L
n
α (Ω) such that∑
k
‖gk‖
q
L
n
α (Ω)
<∞,
and at the same time
|A(x, ξ)−A(y, ξ)| ≤ (gk(x) + gk(y)) |x− y|
α
(
µ2 + |ξ|2
)p−1
2 , (1.10)
for each ξ ∈ Rn and almost every x, y ∈ Ω such that 2−kdiam(Ω) ≤ |x− y| ≤ 2−k+1diam(Ω).
We will shortly write then that (gk)k ∈ ℓ
q
(
L
n
α (Ω)
)
. If A(x, ξ) = γ(x)|ξ|p−2ξ and Ω = Rn
then (1.10) says that γ ∈ Bαn
α
,q
.
It is worth noticing that, due to the sub-quadratic growth conditions, the Besov regularity of
the obstacle transfers to the solution with a small loss in the order of differentiations.
Theorem 1.2. Let u ∈ W 1,ploc (Ω) be a solution to the obstacle problem (1.1), under the as-
sumptions (1.3)–(1.5) and (1.10), for 1 < p < 2. Then the following implication holds
Vp (Dψ) ∈ B
α
2,q,loc(Ω)⇒ Vp (Du) ∈ B
αβ
2,q,loc(Ω) (1.11)
for any q ≤ 2∗α =
2n
n−2α and β ∈ (0, 1).
Moreover, for any ball B4R ⋐ Ω, the following estimate holds
4wwwwτhVp (Du)|h|αβ
wwww
Lq
(
dh
|h|n
;L2
(
BR
2
)) ≤ C
(
1 + ‖Du‖Lp(B4R) + ‖Vp (Dψ)‖Bα2,q(B4R)
+ ‖{gk}k‖ℓq
(
L
n
α (B2R)
)
)σ
, (1.12)
where C and σ are positive constants depending on n, p, q,R, α, ν, L and ℓ.
In the Besov-Lipschitz framework, if q = ∞, we still have that a fractional differentiability
property of the obstacle transfers to the solution with a larger loss on the order of differenti-
ation than the one we have when q is finite. This is due to the fact that the regularity of the
type Bαp,∞ is the weakest one to assume both on the coefficients and on the gradient of the
obstacle (see Lemmas 2.7 and 2.9 in Section 2 below).
More precisely, we prove the following.
Theorem 1.3. Let u ∈ W 1,ploc (Ω) be a solution to the obstacle problem (1.1), under the as-
sumptions (1.3)–(1.5) for 1 < p < 2. If there exists α ∈ (0, 1) and a function g ∈ L
n
α
loc(Ω) such
that
|A(x, ξ) −A(y, ξ)| ≤ (g(x) + g(y)) |x− y|α
(
µ2 + |ξ|2
) p−1
2 , (1.13)
for a. e. x, y ∈ Ω and for every ξ ∈ Rn, then, provided 0 < α < γ < 1 the following
implication holds
Vp (Dψ) ∈ B
γ
2,∞,loc(Ω)⇒ Vp (Du) ∈ B
αβ
2,∞,loc(Ω), (1.14)
for any β ∈ (0, 1).
Moreover, for any ball B4R ⋐ Ω, the following estimate holds
[Vp (Du)]
B˙
αβ
2,∞
(
BR
2
) ≤C
(
1 + ‖Du‖Lp(B4R) + ‖Vp (Dψ)‖Bγ2,∞(B4R)
+ ‖g‖
L
n
α (B2R)
)σ
, (1.15)
where C and σ are positive constants depending on n, p, q,R, α, β, γ, ν, L and ℓ.
The main difference between the Sobolev and the Besov setting is due to the fact that, in the
Sobolev case, we can use a very well known linearization technique based on the fact that
solving the problem is equivalent to solve an equation whose right-hand side is different from
zero only in the set where the solution coincides with the obstacle (see [12, 13]). Here we take
advantage from this method thanks to the Sobolev regularity of the gradient of the obstacle.
Differently, in the Besov case, we need to start from the variational inequality, since we can’t
exploit the calculations in the right-hand side of the equation that comes from the lineariza-
tion technique (see (2.5) below).
In both cases, essential tools are the difference-quotient method and Calderòn-Zygmund type
estimates proved in [5]. We take advantage from this Calderòn-Zygmund estimates, since our
assumptions on the map x 7→ A(x, ξ) imply its VMO regularity (see Lemma 2.13 below).
We conclude this introduction with a brief description of the structure of this paper. Section
2 is devoted to the preliminaries: after a list of some classical notations, and some general
results, we recall some classical properties of difference quotients of Sobolev functions, basic
properties of Besov-Lipschitz spaces and, at last, some useful results involving variational
problems with VMO coefficients. In Section 3 we prove Theorem 1.1, in Section 4 the proof
of Theorem 1.2 is given, and the paper concludes with the proof of Theorem 1.3 in Section 5.
52 Notations and preliminary results
In this section we list the notations that we use in this paper and recall some tools that will
be useful to prove our results.
We shall follow the usual convention and denote by C or c a general constant that may vary
on different occasions, even within the same line of estimates. Relevant dependencies on
parameters and special constants will be suitably emphasized using parentheses or subscripts.
The norm we use on Rn, will be the standard Euclidean one.
For a C2 function f : Ω× Rn → R, we write
Dξf(x, ξ)[η] :=
d
dt
∣∣∣
t=0
f(x, ξ + tη) and Dξξf(x, ξ)[η, η] :=
d2
dt2
∣∣∣
t=0
f(x, ξ + tη)
for ξ, η ∈ Rn and for almost every x ∈ Ω.
With the symbol B(x, r) = Br(x) = {y ∈ R
n : |y − x| < r}, we will denote the ball centered
at x of radius r and
(u)x0,r = −
ˆ
Br(x0)
u(x) dx,
stands for the integral mean of u over the ball Br(x0). We shall omit the dependence on
the center when it is clear from the context. In the following, we will denote, for any ball
B = Br(x0) = {x ∈ R
n : |x− x0| < r} ⋐ Ω
−
ˆ
B
u(x)dx =
1
|B|
ˆ
B
u(x)dx. (2.1)
Here we recall some results that will be useful in the following. We will use the auxiliary
function Vp : R
n → Rn, defined as
Vp(ξ) :=
(
µ2 + |ξ|2
) p−2
4 ξ, (2.2)
for which the following estimates hold (see [18] for the case p ≥ 2 and [1] for the case 1 < p <
2).
Lemma 2.1. Let 1 < p <∞. There is a constant c = c(n, p) > 0 such that
c−1
(
µ2 + |ξ|2 + |η|2
) p−2
2 ≤
|Vp(ξ)− Vp(η)|
2
|ξ − η|2
≤ c
(
µ2 + |ξ|2 + |η|2
) p−2
2 , (2.3)
for any ξ, η ∈ Rn. Moreover, for a C2 function g, there is a constant C(p) such that
C−1
∣∣D2g∣∣2 (µ2 + |Dg|2) p−22 ≤ |DVp(Dg)|2 ≤ C ∣∣D2g∣∣2 (µ2 + |Dg|2) p−22 (2.4)
.
Let us conclude this section with a result (see [12, 13]), that is useful to prove Theorem 1.1.
Theorem 2.2. A function u ∈ W 1,ploc (Ω) is a solution to the problem (1.1) if and only if it is
a weak solution of the following equation:
divA (x,Du(x)) = −divA(x,Dψ(x))χ{ u=ψ }(x). (2.5)
62.1 Difference quotients
In order to get the regularity of the solutions to problem (1.1), we shall use the difference
quotient method. We recall here the definition and basic results.
Definition 2.3. Given h ∈ R, for every function F : Rn → R the finite difference operator is
defined by
τhF (x) = F (x+ h)− F (x).
We recall some properties of the finite difference operator that will be needed in the sequel.
We start with the description of some elementary properties that can be found, for example,
in [23].
Proposition 2.4. Let F and G be two functions such that F,G ∈ W 1,p(Ω), with p ≥ 1, and
let us consider the set
Ω|h| := {x ∈ Ω : dist(x, ∂Ω) > |h|} .
Then
(a) τhF ∈W
1,p(Ω|h|) and
Di(τhF ) = τh(DiF ).
(b) If at least one of the functions F or G has support contained in Ω|h| thenˆ
Ω
F (x) τhG(x) dx =
ˆ
Ω
G(x) τ−hF (x) dx.
(c) We have
τh(FG)(x) = F (x+ h)τhG(x) +G(x)τhF (x).
The next result about finite difference operator is a kind of integral version of Lagrange
Theorem.
Lemma 2.5. If 0 < ρ < R, |h| < R−ρ2 , 1 < p < +∞, and F,DF ∈ L
p(BR) thenˆ
Bρ
|τhF (x)|
p dx ≤ c(n, p)|h|p
ˆ
BR
|DF (x)|p dx.
Moreover ˆ
Bρ
|F (x+ h)|p dx ≤
ˆ
BR
|F (x)|p dx.
We also need to recall this result, that is proved in [23].
Lemma 2.6. Let F : Rn → RN , F ∈ Lp(BR) with 1 < p < +∞. Suppose that there exist
ρ ∈ (0, R) and M > 0 such that
n∑
s=1
ˆ
Bρ
|τs,hF (x)|
pdx ≤Mp|h|p
for every h < R−ρ
s
. Then F ∈W 1,p(BR,R
N ). Moreover
‖DF‖Lp(Bρ) ≤M.
and
‖F‖
L
np
n−p (Bρ)
≤ c
(
M + ‖F‖Lp(BR)
)
,
with c = c(n,N, p, ρ,R).
7Before introducing Besov-Lipschitz spaces, we conclude this section recalling a fractional
version of Lemma 2.6, whose proof can be found in [28].
Lemma 2.7. Let F ∈ L2(BR). Suppose that there exist ρ ∈ (0, R), α ∈ (0, 1) and M > 0
such that
n∑
s=1
ˆ
Bρ
|τs,hF (x)|
2dx ≤M2|h|2α,
for every h < R−ρ
s
. Then F ∈ L
2n
n−2β (Bρ) for every β ∈ (0, α) and
‖F‖
L
2n
n−2β (Bρ)
≤ c
(
M + ‖F‖L2(BR)
)
,
with c = c(n,N, p, ρ,R, α, β).
2.2 Besov-Lipschitz spaces
Let us consider 0 < α < 1 and 1 ≤ p, q < ∞ and, for a function v : Rn → R and h ∈ Rn, we
denote, like in the previous section, τhv(x) = v(x + h) − v(x). We say that v belongs to the
Besov-Lischitz space Bαp,q (R
n) if v ∈ Lp(Rn) and
[v]B˙αp,q
=
(ˆ
Rn
(ˆ
Rn
|τhv(x)|
p
|h|αp
dx
) q
p dh
|h|n
) 1
q
<∞. (2.6)
We define a norm in the space Bαp,q (R
n) as follows
‖v‖Bαp,q(Rn) = ‖v‖Lp(Rn) + [v]B˙αp,q
, (2.7)
and with this norm Bαp,q (R
n) is a Banach space.
Equivalently, we could say that a function v ∈ Lp(Rn) belongs to Bαp,q(R
n) if and only if
τhv
|h|α ∈ L
q
(
dh
|h|n ;L
p(Rn)
)
. We can also observe that, in (2.6), one can simply integrate for
h ∈ B(0, δ) for a fixed δ > 0, thus obtaining an equivalent norm, because
(ˆ
{|h|≥δ}
(ˆ
Rn
|τhv(x)|
p
|h|αp
dx
) q
p dh
|h|n
) 1
q
≤ c(n, α, p, q, δ) ‖v‖Lp(Rn) .
Moreover, for a function v ∈ Lp(Rn), we say that v ∈ Bαp,∞(R
n) if
[v]B˙αp,∞
= sup
h∈Rn
(ˆ
Rn
|τhv(x)|
p
|h|αp
dx
) 1
p
<∞, (2.8)
and we define the following norm
‖v‖Bα∞,q(Rn) = ‖v‖L∞(Rn) + [v]B˙α∞,q
. (2.9)
Again, in (2.8), the supremum can be taken over the set {|h| ≤ δ} for a fixed δ > 0, and the
norm that we obtain is equivalent.
By construction, Bαp,q(R
n) ⊂ Lp(Rn). Moreover, the following Sobolev-type embeddings hold
for Besov-Lipschitz spaces.
Lemma 2.8. Suppose that 0 < α < 1.
(a) If 1 < p < n
α
and 1 ≤ q ≤ p∗α =
np
n−αp , then there is a continuous embedding B
α
p,q(R
n) ⊂
Lp
∗
α(Rn).
8(b) If p = n
α
and 1 ≤ q ≤ ∞, then there is a continuous embedding Bαp,q(R
n) ⊂ BMO(Rn),
where BMO denotes the space of functions with bounded mean oscillations.
The following lemma describes the inclusions between Besov-Lipschitz spaces.
Lemma 2.9. Suppose that 0 < β < α < 1.
(a) If 1 < p <∞ and 1 ≤ q ≤ r ≤ ∞ then Bαp,q(R
n) ⊂ Bαp,r(R
n).
(b) If 1 < p <∞ and 1 ≤ q, r ≤ ∞ then Bαp,q(R
n) ⊂ Bβp,r(Rn).
(c) If 1 ≤ q ≤ ∞, then Bαn
α
,q(R
n) ⊂ Bβn
β
,q
(Rn).
For the proofs of Lemmas 2.8 and 2.9 we refer to [25]. We can also define local Besov-Lipschitz
spaces as follows. Let Ω ⊂ Rn be a bounded open set. We say that a function v belongs to
Bαp,q,loc(Ω) if, for any smooth function with compact support in Ω, ϕ ∈ C
∞
0 (Ω), we have
ϕv ∈ Bαp,q(R
n). It is easy to extend the embeddings described in Lemma 2.8 and 2.9 even
to local Besov spaces. The following Lemma is an easy consequence of the definitions given
above and its proof can be found in [2].
Lemma 2.10. A function v ∈ Lploc(Ω) belongs to the local Besov space B
α
p,q,loc(Ω) if and only
if wwww τhv|h|α
wwww
Lq
(
dh
|h|n
;Lp(B)
) <∞
for any ball B ⊂ 2B ⊂ Ω with radius rB. Here the measure
dh
|h|n is restricted to the ball
B(0, rB) on the h-space.
It is known that Besov-Lipschitz spaces of fractional order α ∈ (0, 1) can be characterized in
pointwise terms. Given a measurable function v : Rn → R, a fractional α-Hajłasz gradient
for v is a sequence (gk)k of measurable, non-negative functions gk : R
n → R, together with a
null set N ⊂ Rn such that the inequality
|v(x)− v(y)| ≤ (gk(x) + gk(y)) |x− y|
α,
holds for any k ∈ Z and x, y ∈ Rn \ N are such that 2−k ≤ |x − k| ≤ 2−k+1. We say that
(gk) ∈ ℓ
q (Z;Lp(Rn)) if
‖(gk)k‖ℓq(Lp) =
(∑
k∈Z
‖gk‖
q
Lp(Rn)
) 1
q
<∞.
The following result is proved in [27].
Theorem 2.11. Let α ∈ (0, 1), 1 ≤ p < ∞ and 1 ≤ q ≤ ∞. Let v ∈ Lp(Rn). One has
v ∈ Bαp,q(R
n) if and only if there exists a fractional α-Hajłasz gradient (gk)k ∈ ℓ
q(Z;Lp(Rn))
for v. Moreover,
‖v‖Bαp,q(Rn) ≃ inf ‖(gk)k‖ℓq(Lp) ,
where the infimum runs over all the possible α-Hajłasz gradients for v.
For further needs, we record the following.
9Lemma 2.12. Let Ω ⊂ Rn a bounded open set, 1 < p < 2, α ∈ (0, 1) and 1 ≤ q ≤ ∞. Then
the following implication holds
Vp (Dψ) ∈ B
α
2,q,loc(Ω)⇒ Dψ ∈ B
α
p,q,loc(Ω). (2.10)
Moreover, for any ball BR ⋐ Ω and 0 < ρ < R, the following estimate
[Dψ]B˙αp,q(Bρ)
≤ C
(
1 + ‖Dψ‖Lp(B(R)) + ‖Vp (Dψ)‖Bα2,q(BR)
)σ
(2.11)
holds true for 1 ≤ q ≤ ∞, where C and σ are positive constants depending on n, p, α and q.
Proof. Let us fix a ball BR(x0) ⋐ Ω and 0 < ρ < R.
Since Vp (Dψ) ∈ B
α
2,q,loc(Ω), then, by definition, Vp(Dψ) ∈ L
2
loc(Ω), and so it’s easy to check
that Dψ ∈ Lploc(Ω).
More precisely, using Hölder’s Inequality with exponents
(
2
p
, 22−p
)
and Young’s Inequality
with the same exponents, we have
ˆ
BR
|Dψ(x)|p dx =
ˆ
BR
|Dψ(x)|p
(
µ2 + |Dψ(x)|2
) p(p−2)
4
·
(
µ2 + |Dψ(x)|2
) p(2−p)
4
dx
≤
(ˆ
BR
|Dψ(x)|2
(
µ2 + |Dψ(x)|2
) p−2
2
dx
) p
2
·
(ˆ
BR
(
µ2 + |Dψ(x)|2
) p
2
dx
) 2−p
2
≤cp
(ˆ
BR
|Dψ(x)|2
(
µ2 + |Dψ(x)|2
) p−2
2
dx
) p
2
·
(ˆ
BR
(µp + |Dψ(x)|p) dx
) 2−p
2
≤cε
ˆ
BR
|Dψ(x)|2
(
µ2 + |Dψ(x)|2
) (p−2)
2
dx+ ε
ˆ
BR
(µp + |Dψ(x)|p) dx,
(2.12)
an so, choosing ε sufficiently small and recalling the definition of Vp, given at (2.2), we get
ˆ
BR
|Dψ(x)|p dx ≤C
(ˆ
BR
|Vp (Dψ(x))|
2 dx+ 1
)
, (2.13)
where the positive constant C depends on n and p.
Now, let us consider, first, the case 1 ≤ q <∞.
Using Hölder’s Inequality with exponents
(
2
p
, 22−p
)
, Lemmas 2.1 and 2.5, we have
10
ˆ
BR
2
(0)
(ˆ
Bρ
|τhDψ(x)|
p
|h|pα
dx
) q
p
dh
|h|n
=
ˆ
BR
2
(0)
[(ˆ
Bρ
|τhDψ(x)|
p
|h|pα
)
·
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p(p−2)
4
·
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p(2−p)
4
dx
] q
p
dh
|h|n
≤
ˆ
BR
2
(0)
[ˆ
Bρ
|τhDψ(x)|
2
|h|2α
·
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) (p−2)
2
dx
] q
2
·
[ˆ
Bρ
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p
2
dx
] 2−p
2
· q
p
dh
|h|n
≤c
[ˆ
BR
(
µ2 + |Dψ(x)|2
) p
2
dx
] 2−p
2
· q
p
·

ˆ
BR
2
(0)
(ˆ
Bρ
|τhVp (Dψ(x))|
2
|h|2α
dx
) q
2
dh
|h|n

 , (2.14)
and the right-hand side of (2.14) is finite since, as we proved above, Dψ ∈ Lploc(Ω), and
Vp(Dψ) ∈ B
α
2,q,loc(Ω) by hypothesis.
Let us consider, now, the case q =∞. Arguing as above, we have,
(ˆ
Bρ
|τhDψ(x)|
p
|h|pα
dx
) 1
p
≤c
[ˆ
BR
(
µ2 + |Dψ(x)|2
) p
2
dx
] 2−p
2
· 1
p
·
(ˆ
Bρ
|τhVp (Dψ(x))|
2
|h|2α
dx
) 1
2
, (2.15)
and taking the supremum for |h| < R2 , since, by hypothesis, Vp(Dψ) ∈ B
α
2,∞,loc(Ω), we have
Dψ ∈ Bαp,∞,loc(Ω).
Recalling the definition of the norms in Besov-Lipschitz spaces, and applying Young’s In-
equality to (2.14) and (2.15), for a suitable choice of C and σ, we conclude with the following
estimate
[Dψ]B˙αp,q(Bρ)
≤ C
(
1 + ‖Dψ‖Lp(B(R)) + ‖Vp (Dψ)‖Bα2,q(BR)
)σ
(2.16)
holding true for 1 ≤ q ≤ ∞.
2.3 VMO coefficients
In order to prove our results, we shall use the fact that, if the operator A satisfies (1.3), (1.4),
(1.5) and (1.6) or (1.10), then it is locally uniformly in VMO (see [9]). More precisely, given
a ball B ⊂ Ω, let us introduce the operator
AB = −
ˆ
B
A(x, ξ).
One can easily check that AB(ξ) also satisfies (1.3), (1.4) and (1.5). Setting
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V (x,B) = sup
ξ 6=0
|A(x, ξ) −AB(ξ)|(
µ2 + |ξ|2
) p−1
2
, (2.17)
we will say that x 7→ A(x, ξ) is locally uniformly in VMO if for each compact set K ⊂ Ω we
have that
lim
R→0
sup
r<R
sup
x0∈K
−
ˆ
Br(x0)
V (x,B)dx = 0. (2.18)
Next Lemma will be a key tool to prove our results. Its proof, for p ≥ 2, can be found in [9]
(Lemma 3.1), but i holds, exactly in the same way also for 1 < p < 2.
Lemma 2.13. Let A be such that (1.3), (1.4), (1.5) and (1.6) or (1.10) hold. Then A is
locally uniformly in VMO, that is (2.18) holds.
The following Theorem is a Calderón-Zygmund type estimate for solutions to the obstacle
problem with VMO coefficients, and its proof can be found in [5] (in the case p = p(x)).
Theorem 2.14. Let p > 1, and q > p. Assume that (1.3), (1.4), (1.5) hold, and that
x 7→ A(x, ξ) is locally uniformly in VMO Let u ∈ Kψ(Ω) be the solution to the obstacle
problem (1.1). Then the following implication holds
Dψ ∈ Lqloc(Ω)⇒ Du ∈ L
q
loc(Ω). (2.19)
Moreover, there exists a constant C = C(n, ν, ℓ, L, p, q) such that the following inequality
−
ˆ
BR
|Du(x)|q dx ≤ C
{
1 +−
ˆ
B2R
|Dψ(x)|q dx+
(
−
ˆ
B2R
|Du(x)|p dx
) q
p
}
(2.20)
holds for any ball BR such that B2R.
3 Proof of Theorem 1.1
Proof. In order to apply Theorem 2.2, let us recall that u ∈ W 1,ploc (Ω) is a solution to the
equation (2.5) if and only if, for any ϕ ∈W 1,p0 (Ω),ˆ
Ω
〈A (x,Du(x)) ,Dϕ(x)〉 dx = −
ˆ
Ω
divA (x,Dψ(x))χ{u=ψ }(x)ϕ(x)dx (3.1)
Let us fix a ball B2R ⋐ Ω and arbitrary radii
R
2 < r < s < t < λr < R, with 1 < λ < 2. Let
us consider a cut off function η ∈ C∞0 (Bt) such that η ≡ 1 on Bs, |Dη| ≤
c
R
and |D2η| ≤ c
R2
.
From now on, with no loss of generality, we suppose R < 1.
Let us consider the test function
ϕ(x) = τ−h
(
η2(x)τhu(x)
)
.
For this choice of ϕ, using proposition 2.4, the left-hand side of (3.1) can be written as follows:
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ˆ
Ω
〈
A (x,Du(x)) ,D
(
τ−h
(
η2(x)τhu(x)
))〉
dx
=
ˆ
Ω
〈
τhA (x,Du(x)) ,D
(
η2(x)τhu(x)
)〉
dx
=
ˆ
Ω
〈
A (x+ h,Du(x+ h))−A (x,Du(x)) ,D
(
η2(x)τhu(x)
)〉
dx
=
ˆ
Ω
〈
A (x+ h,Du(x+ h))−A (x,Du(x)) , η2(x)τhDu(x)
〉
dx
+
ˆ
Ω
〈A (x+ h,Du(x+ h))−A (x,Du(x)) , 2η(x)Dη(x)τhu(x)〉 dx
=
ˆ
Ω
〈
A (x,Du(x+ h))−A (x,Du(x)) , η2(x)τhDu(x)
〉
dx
+
ˆ
Ω
〈
A (x+ h,Du(x+ h))−A (x,Du(x+ h)) , η2(x)τhDu(x)
〉
dx
+
ˆ
Ω
〈A (x+ h,Du(x+ h))−A (x,Du(x)) , 2η(x)Dη(x)τhu(x)〉 dx
:=I0 + I + II. (3.2)
Since the right-hand side of (3.1) is not zero only where u = ψ, using the test function given
above, it becomes
−
ˆ
Ω
divA(x,Dψ(x))χ{ u=ψ }(x)τ−h
(
η2(x)τhψ(x)
)
dx, (3.3)
and since the map x 7→ A(x, ξ) belongs to W 1,nloc (Ω) for any ξ ∈ R
n, the map ξ 7→ A(x, ξ)
belongs to C1(Rn) for a. e. x ∈ Ω and Vp(Dψ) ∈W
1,2
loc (Ω), we can write (3.3) as follows
−
ˆ
Ω
{[
Ax (x,Dψ(x)) +Aξ (x,Dψ(x))D
2ψ(x)
]
χ{u=ψ }(x)
· τ−h
(
η2(x)τhψ(x)
) }
dx
=−
ˆ
Ω
{[
Ax (x,Dψ(x)) +Aξ (x,Dψ(x))D
2ψ(x)
]
χ{u=ψ }(x)
· τ−h
(
η2(x) · h
ˆ 1
0
Dψ(x+ hσ)dσ
)}
dx
=−
ˆ
Ω
{[
Ax (x,Dψ(x)) +Aξ (x,Dψ(x))D
2ψ(x)
]
χ{u=ψ }(x)
· h2
ˆ 1
0
[
η2(x− hθ)
ˆ 1
0
D2ψ(x+ hσ − hθ)dσ
+2η(x − hθ)Dη(x− hθ)
ˆ 1
0
Dψ(x+ hσ − hθ)dσ
]
dθ
}
dx
=−
ˆ
Ω
{[
Ax (x,Dψ(x)) +Aξ (x,Dψ(x))D
2ψ(x)
]
χ{u=ψ }(x)
·
ˆ 1
0
ˆ 1
0
h2
[
η2(x− hθ)D2ψ(x+ hσ − hθ)
+ 2η(x − hθ)Dη(x− hθ)Dψ(x+ hσ − hθ)
]
dσdθ
}
dx. (3.4)
Therefore, the right-hand side of (3.1) is given by the following expression
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− h2
ˆ
Ω
Ax (x,Dψ(x))χ{u=ψ }(x)
ˆ 1
0
ˆ 1
0
η2(x− hθ)D2ψ(x+ hσ − hθ)dσdθdx
− 2h2
ˆ
Ω
Ax (x,Dψ(x))χ{u=ψ }(x)
ˆ 1
0
ˆ 1
0
η(x− hθ)Dη(x− hθ)Dψ(x+ hσ − hθ)dσdθdx
− h2
ˆ
Ω
Aξ (x,Dψ(x))D
2ψ(x)χ{ u=ψ }(x)
ˆ 1
0
ˆ 1
0
η2(x− hθ)D2ψ(x+ hσ − hθ)dσdθdx
− 2h2
ˆ
Ω
Aξ (x,Dψ(x))D
2ψ(x)χ{ u=ψ }(x)
·
ˆ 1
0
ˆ 1
0
η(x− hθ)Dη(x− hθ)Dψ(x+ hσ − hθ)dσdθdx
=:− III − IV − V − V I. (3.5)
Inserting (3.2) and (3.5) in (3.1) we get
I0 = −I − II − III − IV − V − V I, (3.6)
and so
I0 ≤ |I|+ |II|+ |III|+ |IV |+ |V |+ |V I|. (3.7)
By assumption (1.3), we have
I0 ≥ ν
ˆ
Ω
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)|
2 dx. (3.8)
Let us consider the term |I|. By assumption (1.6), and using Young’s Inequality with expo-
nents (2, 2), Hölder’s Inequality with exponents
(
n
2 ,
n
n−2
)
, and the properties of η, we get
|I| ≤
ˆ
Ω
|h|g(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−1
2
η2(x) |τhDu(x)| dx
≤ε
ˆ
Ω
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)|
2 dx
+ cε|h|
2
ˆ
Ω
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p
2
g2(x)dx
≤ε
ˆ
Ω
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)|
2 dx
+ cε|h|
2
(ˆ
Bt
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) np
2(n−2)
dx
)n−2
n
·
(ˆ
Bt
gn(x)dx
) 2
n
. (3.9)
For the term II, let us observe that, integrating by parts, for any s = 1, ..., n, we have
−II =− 2h
ˆ
Ω
〈ˆ 1
0
d
dxs
A (x+ hθes,Du(x+ hθes)) dθ, η(x)Dη(x)τhu(x)
〉
dx
=2h
ˆ
Ω
〈ˆ 1
0
(A (x+ hθes,Du(x+ hθes))) dθ,
d
dxs
(η(x)Dη(x)τhu(x))
〉
dx (3.10)
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so we can estimate II as follows
|II| ≤2|h|
ˆ
Ω
ˆ 1
0
|A (x+ hθ,Du(x+ hθ))|
(
|Dη(x)|2 |τhu(x)|
+ η(x)
∣∣D2η(x)∣∣ |τhu(x)|)dθdx
+ 2|h|
ˆ
Ω
ˆ 1
0
|A (x+ hθ,Du(x+ hθ))|
(
η(x) |Dη(x)| |τhDu(x)|
)
dθdx
≤2|h|
ˆ
Ω
ˆ 1
0
|A (x+ hθ,Du(x+ hθ))|
(
|Dη(x)|2
+ η(x)
∣∣D2η(x)∣∣ )dθ |τhu(x)| dx
+ 2|h|
ˆ
Ω
ˆ 1
0
|A (x+ hθ,Du(x+ hθ))| η(x) |Dη(x)| |τhDu(x)| dθdx. (3.11)
Now, recalling the properties of η, assumption (1.5), and using Hölder’s Inequality with ex-
ponents
(
p, p
p−1
)
and Young’s Inequality with exponents (2, 2), we get
|II| ≤2|h|
ˆ
Ω
ˆ 1
0
(
µ2 + |Du(x)|2 + |Du(x+ hθ)|2
) p−1
2
(
|Dη(x)|2
+ η(x)
∣∣D2η(x)∣∣ )dθ |τhu(x)| dx
+ 2|h|
ˆ
Ω
ˆ 1
0
(
µ2 + |Du(x)|2 + |Du(x+ hθ)|2
) p−1
2
η(x) |Dη(x)| |τhDu(x)| dθdx
=2|h|
ˆ 1
0
ˆ
Ω
(
µ2 + |Du(x)|2 + |Du(x+ hθ)|2
) p−1
2
(
|Dη(x)|2
+ η(x)
∣∣D2η(x)∣∣ ) |τhu(x)| dxdθ
+ 2|h|
ˆ 1
0
ˆ
Ω
(
µ2 + |Du(x)|2 + |Du(x+ hθ)|2
) p−1
2
η(x) |Dη(x)| |τhDu(x)| dxdθ
≤
c|h|
R2
ˆ 1
0
(ˆ
Bt
(
µ2 + |Du(x)|2 + |Du(x+ hθ)|2
) p
2
dx
) p−1
p
dθ
·
(ˆ
Bt
|τhu(x)|
p dx
) 1
p
+ ε
ˆ
Ω
η2(x) |τhDu(x)|
2
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
dx
+
cε |h|
2
R2
ˆ 1
0
ˆ
Bt
(
µ2 + |Du(x)|2 + |Du(x+ θh)|2
)p−1
·
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) 2−p
2
dxdθ. (3.12)
Now, by Lemma 2.6, we get
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|II| ≤
c|h|2
R2
ˆ 1
0
(ˆ
Bt
(
µ2 + |Du(x)|2 + |Du(x+ hθ)|2
) p
2
dx
) p−1
p
dθ
·
(ˆ
Bt
|Du(x)|p dx
) 1
p
+ ε
ˆ
Ω
η2(x) |τhDu(x)|
2
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
dx
+
cε |h|
2
R2
ˆ 1
0
[ˆ
Ω
(
µ2 + |Du(x)|2 + |Du(x+ θh)|2
) p−1
2
·
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) 2−p
4
dx
]2
dθ. (3.13)
Let us consider, now, the term III. By (1.6) and the properties of η, we get
|III| ≤|h|2
ˆ 1
0
ˆ 1
0
ˆ
Bλr
g(x)
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p−1
2
·
∣∣D2ψ(x+ hσ − hθ)∣∣ dxdσdθ. (3.14)
Using Young’s Inequality with exponents (2, 2), we get
|III| ≤c|h|2
ˆ 1
0
ˆ 1
0
[ˆ
Bλr
g2(x)
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p
2
dx
+
ˆ
Bλr
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p−2
2
·
∣∣D2ψ(x+ hσ − hθ)∣∣2 dx] dσdθ. (3.15)
Using Young’s Inequality with exponents
(
n
2 ,
n
n−2
)
in the first integral of (3.15), we get
|III| ≤c|h|2
[ˆ
Bλr
gn(x)dx+
ˆ
Bλr
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) np
2(n−2)
dx
]
+ c
ˆ 1
0
ˆ 1
0
ˆ
Bλr
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p−2
2
∣∣D2ψ(x+ hσ − hθ)∣∣2 dxdσdθ.
(3.16)
We estimate the term IV using assumption (1.6), thus getting
|IV | ≤2|h|2
ˆ
Bλr
g(x)
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p−1
2
·
ˆ 1
0
ˆ 1
0
|Dψ(x+ hσ − hθ)| |Dη(x− hθ)| dσdθdx. (3.17)
Let us consider, now, the term V . By assumption (1.7), we get
|V | ≤|h|2
ˆ
Bλr
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p−2
2
∣∣D2ψ(x)∣∣
·
ˆ 1
0
ˆ 1
0
∣∣D2ψ(x+ hσ − hθ)∣∣ dσdθdx. (3.18)
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In order to estimate the term V I, we recall (1.4) again, thus getting
|V I| ≤2|h|2
ˆ
Bλr
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p−2
2
∣∣D2ψ(x)∣∣
·
ˆ 1
0
ˆ 1
0
|Dη(x− hθ)| |Dψ(x+ hσ − hθ)| dσdθdx. (3.19)
Now, plugging (3.8), (3.9), (3.13), (3.16), (3.17), (3.18) and (3.19) in (3.7), recalling the
properties of η and choosing a sufficiently small value of ε, we get
ˆ
BR
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)|
2 dx
≤c|h|2
(ˆ
Bt
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) np
2(n−2)
dx
)n−2
n
·
(ˆ
Bt
gn(x)dx
) 2
n
+
c|h|2
R2
ˆ 1
0
(ˆ
Bt
(
µ2 + |Du(x)|2 + |Du(x+ hθ)|2
) p
2
dx
) p−1
p
dθ
·
(ˆ
Bt
|Du(x)|p dx
) 1
p
+
c |h|2
R2
ˆ 1
0
ˆ
Bt
(
µ2 + |Du(x)|2 + |Du(x+ θh)|2
)p−1
·
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) 2−p
2
dxdθ
+ c|h|2
[ˆ
Bλr
gn(x)dx+
ˆ
Bλr
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) np
2(n−2)
dx
]
+ c|h|2
ˆ 1
0
ˆ 1
0
ˆ
Bλr
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p−2
2
∣∣D2ψ(x+ hσ − hθ)∣∣2 dxdσdθ
+ 2|h|2
ˆ 1
0
ˆ 1
0
ˆ
Bλr
g(x)
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p−1
2
· |Dψ(x+ hσ − hθ)| |Dη(x− hθ)| dxdσdθ
+ |h|2
ˆ 1
0
ˆ 1
0
ˆ
Bλr
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p−2
2
∣∣D2ψ(x)∣∣
·
∣∣D2ψ(x+ hσ − hθ)∣∣ dxdσdθ
+ 2|h|2
ˆ 1
0
ˆ 1
0
ˆ
Bλr
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p−2
2
∣∣D2ψ(x)∣∣
· |Dη(x− hθ)| |Dψ(x+ hσ − hθ)| dxdσdθ. (3.20)
By Lemma 2.1 and the properties of η, the left-hand side of (3.20) can be bounded from below
as follows
ˆ
BR
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)|
2 dx ≥
ˆ
BR
2
|τhVp(Du(x))|
2 dx.
(3.21)
So, by (3.21) and (3.20), recalling the properties of η and using Lemma 2.5, we get
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ˆ
BR
2
|τhVp(Du(x))|
2 dx
≤c|h|2
(ˆ
BR
(
µ2 + |Du(x)|2
) np
2(n−2)
dx
)n−2
n
·
(ˆ
BR
gn(x)dx
) 2
n
+
c|h|2
R2
ˆ
BR
(
µ2 + |Du(x)|2
) p
2
dx
+ c|h|2
[ˆ
BR
gn(x)dx+
ˆ
Bλr
(
µ2 + |Dψ(x)|2
) np
2(n−2)
dx
]
+
c|h|2
R
ˆ
BR
g(x)
(
µ2 + |Dψ(x)|2
) p
2
dx
+ c|h|2
ˆ
BR
(
µ2 + |Dψ(x)|2
) p−2
2
∣∣D2ψ(x)∣∣2 dx
+
c|h|2
R
ˆ
BR
(
µ2 + |Dψ(x)|2
) p−1
2
∣∣D2ψ(x)∣∣ dx. (3.22)
Now we apply Hölder’s Inequality with three exponents
(
n, n, n
n−2
)
to the integral of the fifth
line, Young’s Inequality with exponents (2, 2) to the last integral, and use Lemma 2.1, thus
getting
ˆ
BR
2
|τhVp(Du(x))|
2 dx
≤c|h|2
(ˆ
BR
(
µ2 + |Du(x)|2
) np
2(n−2)
dx
)n−2
n
·
(ˆ
BR
gn(x)dx
) 2
n
+
c|h|2
R2
(ˆ
BR
(
µ2 + |Du(x)|2
) p
2
dx
)
+ c|h|2
[ˆ
BR
gn(x)dx+
ˆ
BR
(
µ2 + |Dψ(x)|2
) np
2(n−2)
dx
]
+ c|h|2
(ˆ
BR
gn(x)dx
) 1
n
·
(ˆ
BR
(
µ2 + |Dψ(x)|2
) np
2(n−2)
dx
)n−2
n
+
c|h|2
R
[ˆ
BR
|DVp (Dψ(x))|
2 dx+
ˆ
BR
(
µ2 + |Dψ(x)|2
) p
2
dx
]
(3.23)
for a suitable constant c = c(n, p, ν, L, ℓ). By Young’s Inequality with exponents
(
n
2 ,
n
n−2
)
,
we get
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ˆ
BR
2
|τhVp(Du(x))|
2 dx
≤c|h|2
[ˆ
BR
(
µ2 + |Du(x)|2
) np
2(n−2)
dx+
ˆ
BR
gn(x)dx+
(ˆ
BR
gn(x)dx
) 1
2
+
ˆ
BR
(
µ2 + |Dψ(x)|2
) np
2(n−2)
dx
]
+
c|h|2
R
[ˆ
BR
|DVp (Dψ(x))|
2 dx+
ˆ
BR
(
µ2 + |Dψ(x)|2
) p
2
dx
]
+
c|h|2
R2
(ˆ
BR
(
µ2 + |Du(x)|2
) p
2
dx
)
. (3.24)
Let us observe that, since Vp (Dψ) ∈ W
1,2
loc (Ω), by Sobolev’s Inequality, Dψ ∈ L
np
n−2
loc (Ω).
Therefore, applying Theorem 2.14 with q = np
n−2 , we have Du ∈ L
np
n−2
loc (Ω) , with the following
estimate:
−
ˆ
BR
|Du(x)|
np
n−2 dx ≤ C
{
1 +−
ˆ
B2R
|Dψ(x)|
np
n−2 dx+
(
−
ˆ
B2R
|Du(x)|p dx
) n
n−2
}
. (3.25)
Using (3.25), estimate (3.24) becomes
ˆ
BR
2
|τhVp(Du(x))|
2 dx
≤c|h|2
{ˆ
B2R
(
µ2 + |Dψ(x)|2
) np
2(n−2)
dx+
[ˆ
B2R
(
µ2 + |Du(x)|2
) p
2
dx
] n
n−2
+
ˆ
BR
gn(x)dx+
(ˆ
BR
gn(x)dx
) 1
2
dx
}
+
c|h|2
R
[ˆ
BR
|DVp (Dψ(x))|
2 dx+
ˆ
BR
(
µ2 + |Dψ(x)|2
) p
2
dx
]
+
c|h|2
R2
(ˆ
BR
(
µ2 + |Du(x)|2
) p
2
dx
)
. (3.26)
Applying Sobolev’s embedding Theorem to the function Vp (Dψ), and exploiting the fact that
p < np
n−p , we get
ˆ
BR
2
|τhVp(Du(x))|
2 dx
≤c|h|2
{[ˆ
B2R
(
|Vp (Dψ(x))|
2 + |DVp (Dψ(x))|
2
)
dx
] n
n−2
+
[ˆ
B2R
(
µ2 + |Du(x)|2
) p
2
dx
] n
n−2
+
ˆ
BR
gn(x)dx+
(ˆ
BR
gn(x)dx
) 1
2
dx
}
+
c|h|2
R
ˆ
BR
|DVp (Dψ(x))|
2 dx+
c|h|2
R2
(ˆ
BR
(
µ2 + |Du(x)|2
) p
2
dx
)
. (3.27)
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So, applying Lemma 2.6, for a suitable choice of C and σ, we get
‖DVp(Du(x))‖
L2
(
BR
2
) ≤ C
(
1 + ‖Du‖Lp(B2R) + ‖Vp (Dψ)‖W 1,2(B2R) + ‖g‖Ln(BR)
)σ
,
(3.28)
that is the conclusion.
4 Proof of Theorem 1.2
This section is devoted to the proof of Theorem 1.2. It is worth noticing that, in this case, our
starting point can’t be equation (2.5), since our assumption on ψ doesn’t allow to calculate
the divergence in the right-hand side.
Proof. Let us fix a ball B4R ⋐ Ω and arbitrary radii
R
2 < r < s < t < λr < R, with 1 < λ < 2.
Let us consider a cut-off function η ∈ C∞0 (Bt) such that η ≡ 1 on Bs and |Dη| ≤
c
t−s . From
now on, with no loss of generality, we suppose R < 1.
Let v ∈W 1,p0 (Ω) be such that
u− ψ + τv ≥ 0 ∀τ ∈ [0, 1], (4.1)
and observe that ϕ := u + τv ∈ Kψ(Ω) for all τ ∈ [0, 1], since ϕ = u + τv ≥ ψ. For |h| <
R
4 ,
we consider
v1(x) = η
2(x) [(u− ψ)(x+ h)− (u− ψ)(x)] , (4.2)
so we have v1 ∈ W
1,p
0 (Ω), and, for any τ ∈ [0, 1], v1 satisfies (4.1). Indeed, for a. e. x ∈ Ω
and for any τ ∈ [0, 1]
u(x)− ψ(x) + τv1(x) =u(x)− ψ(x) + τη
2(x) [(u− ψ)(x+ h)− (u− ψ)(x)]
=τη2(x)(u− ψ)(x+ h) + (1− τη2(x))(u − ψ)(x) ≥ 0,
since u ∈ Kψ(Ω) and 0 ≤ η ≤ 1.
So we can use ϕ = u+ τv1 as a test function in inequality (1.2), thus getting
0 ≤
ˆ
Ω
〈
A(x,Du(x)),D
[
η2(x) [(u− ψ)(x+ h)− (u− ψ)(x)]
]〉
dx. (4.3)
In a similar way, we define
v2(x) = η
2(x− h) [(u− ψ)(x− h)− (u− ψ)(x)] , (4.4)
and we have v2 ∈W
1,p
0 (Ω), and (4.1) still is satisfied for any τ ∈ [0, 1], since
u(x)− ψ(x) + τv2(x) =u(x)− ψ(x) + τη
2(x− h) [(u− ψ)(x − h)− (u− ψ)(x)]
=τη2(x)(u− ψ)(x − h) + (1− τη2(x− h))(u− ψ)(x) ≥ 0.
By using in (1.2) as test function ϕ = u+ τv2, we get
0 ≤
ˆ
Ω
〈
A(x,Du(x)),D
[
η2(x− h) [(u− ψ)(x− h)− (u− ψ)(x)]
]〉
dx, (4.5)
and by means of a change of variable, we obtain
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0 ≤
ˆ
Ω
〈
A(x+ h,Du(x+ h)),D
[
η2(x) [(u− ψ)(x) − (u− ψ)(x+ h)]
]〉
dx. (4.6)
We can add (4.3) and (4.6), thus getting
0 ≤
ˆ
Ω
〈
A(x,Du(x)),D
[
η2(x) [(u− ψ)(x + h)− (u− ψ)(x)]
]〉
dx
+
ˆ
Ω
〈
A(x+ h,Du(x + h)),D
[
η2(x) [(u− ψ)(x) − (u− ψ)(x + h)]
]〉
dx,
that is
0 ≤
ˆ
Ω
〈
A(x,Du(x))−A(x+ h,Du(x+ h)),D
[
η2(x) [(u− ψ)(x+ h)− (u− ψ)(x)]
]〉
dx,
which implies
0 ≥
ˆ
Ω
〈
A(x+ h,Du(x+ h))−A(x,Du(x)), η2(x)D [(u− ψ)(x+ h)− (u− ψ)(x)]
〉
dx
+
ˆ
Ω
〈A(x+ h,Du(x+ h))−A(x,Du(x)), 2η(x)Dη(x) [(u− ψ)(x+ h)− (u− ψ)(x)]〉 dx.
Previous inequality can be rewritten as follows
0 ≥
ˆ
Ω
〈
A(x+ h,Du(x+ h))−A(x+ h,Du(x)), η2(x)(Du(x+ h)−Du(x))
〉
dx
−
ˆ
Ω
〈
A(x+ h,Du(x+ h))−A(x+ h,Du(x)), η2(x)(Dψ(x+ h)−Dψ(x))
〉
dx
+
ˆ
Ω
〈A(x+ h,Du(x+ h)) −A(x+ h,Du(x)), 2η(x)Dη(x)τh (u− ψ) (x)〉 dx
+
ˆ
Ω
〈
A(x+ h,Du(x)) −A(x,Du(x)), η2(x)(Du(x+ h)−Du(x))
〉
dx
−
ˆ
Ω
〈
A(x+ h,Du(x)) −A(x,Du(x)), η2(x)(Dψ(x+ h)−Dψ(x))
〉
dx
+
ˆ
Ω
〈A(x+ h,Du(x)) −A(x,Du(x)), 2η(x)Dη(x)τh (u− ψ) (x)〉 dx
=: I + II + III + IV + V + V I, (4.7)
so we have
I ≤ |II|+ |III|+ |IV |+ |V |+ |V I|. (4.8)
By (1.3) we have
I ≥ ν
ˆ
Ω
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)|
2 dx. (4.9)
Before going further, let us observe that, since Vp (Dψ) ∈ B
α
2,q,loc(Ω) with q ≤ 2
∗
α then, by
Lemma 2.8, Vp (Dψ) ∈ L
2n
n−2α
loc (Ω), and so Dψ ∈ L
np
n−2α
loc (Ω) and, by Theorem 2.14, we also
have Du ∈ L
np
n−2α
loc (Ω).
Let us consider the term II. By assumption (1.4) we have
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|II| ≤ L
ˆ
Ω
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)| |τhDψ(x)| . (4.10)
Now we set
E1 :=
{
x ∈ Ω : |Du(x)|2 + |Du(x+ h)|2 > |Dψ(x)|2 + |Dψ(x+ h)|2
}
and
E2 := Ω \ E1,
so (4.10) becomes
|II| ≤L
ˆ
E1
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)| |τhDψ(x)|
+ L
ˆ
E2
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)| |τhDψ(x)|
=:II1 + II2. (4.11)
Since 1 < p < 2, using Young’s Inequality with exponents (2, 2), the properties of η and
Lemma 2.1, we get
II1 ≤L
ˆ
E1
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
4
|τhDu(x)|
·
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p−2
4
|τhDψ(x)| dx
≤ε
ˆ
E1
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)|
2 dx
+ cε
ˆ
E1
η2(x)
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p−2
2
|τhDψ(x)|
2 dx
≤ε
ˆ
Ω
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)|
2 dx
+ cε
ˆ
Bt
|τhVp (Dψ(x))|
2 dx. (4.12)
For what concerns the term II2, using Young’s Inequality with exponents (2, 2), the properties
of η, and Lemmas 2.1 and 2.5, we have
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II2 ≤L
ˆ
E2
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−1
2
|τhDψ(x)|
≤L
ˆ
E2
η2(x)
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p−1
2
|τhDψ(x)|
≤c
ˆ
Bt
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p−2
2
|τhDψ(x)|
2 dx
+ c
ˆ
Bt
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p
2
dx
≤c
ˆ
Bt
|τhVp (Dψ(x))|
2 dx+ c
ˆ
Bλr
(µp + |Dψ(x)|p) dx
≤c
ˆ
Bt
|τhVp (Dψ(x))|
2 dx+ cR2α
[ˆ
BR
(
1 + |Dψ(x)|
np
n−2α
)
dx
]n−2α
n
, (4.13)
where we used the fact that Dψ ∈
np
n−2α , and since p < np
n−2α we have
ˆ
BR
|Dψ(x)|p dx ≤ (ωnR
n)1−
n−2α
n
(ˆ
BR
|Dψ(x)|
np
n−2α dx
)n−2α
n
,
where ωn is the measure of the ball of radius 1 in R
n.
Plugging (4.12) and (4.13) into (4.11), we get the following estimate for the term II:
|II| ≤ε
ˆ
Ω
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)|
2 dx
+ cε
ˆ
Bt
|τhVp (Dψ(x))|
2 dx+ cR2α
[ˆ
BR
(
1 + |Dψ(x)|
np
n−2α
)
dx
]n−2α
n
. (4.14)
Now we consider the term III. By assumption (1.4), Young’s Inequality with exponents(
p, p
p−1
)
the fact that 1 < p < 2 and the properties of η we have
|III| ≤L
ˆ
Ω
η(x) |Dη(x)|
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)| |τh(u− ψ)(x)| dx
≤ε
ˆ
Ω
η
p
p−1 (x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
· p
p−1
|τhDu(x)|
p
p−1
−2
· |τhDu(x)|
2 dx
+
cε
Rp
ˆ
BR
|τh(u− ψ)(x)|
p dx
≤ε
ˆ
Ω
η
p
p−1 (x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)|
2 dx
+
cε
Rp
ˆ
BR
|τh(u− ψ)(x)|
p dx, (4.15)
and using Lemma 2.5 we get
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|III| ≤ε
ˆ
Ω
η
p
p−1 (x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)|
2 dx
+
cε|h|
p
Rp
ˆ
BλR
|D(u− ψ)(x)|p dx
≤ε
ˆ
Ω
η
p
p−1 (x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)|
2 dx
+
cε|h|
p
Rp−2α
(ˆ
B2R
|D(u− ψ)(x)|
np
n−2α dx
)n−2α
n
, (4.16)
where, in the last line, we used the fact that D(u− ψ) ∈ L
np
n−2α , arguing like in (4.13).
Let us consider, now, the term IV . By (1.10), Young’s Inequality with exponents (2, 2) and
recalling the properties of η we have
|IV | ≤|h|α
ˆ
Ω
η2(x) (gk(x) + gk(x+ h))
(
µ2 + |Du(x)|2
) p−1
2
|τhDu(x)| dx
≤ε
ˆ
Ω
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)|
2 dx
+ cε|h|
2α
ˆ
BR
(gk(x) + gk(x+ h))
2
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p
2
dx, (4.17)
where 2−k R4 ≤ |h| ≤ 2
−k+1R
4 for k ∈ N. Using Hölder’s Inequality with exponents
(
n
2α ,
n
n−2α
)
and Lemma 2.5 we get
|IV | ≤ε
ˆ
Ω
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)|
2 dx
+ cε|h|
2α
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
) 2α
n
·
(ˆ
BR
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) np
2(n−2α)
dx
)n−2α
n
≤ε
ˆ
Ω
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)|
2 dx
+ cε|h|
2α
(ˆ
Bt
(gk(x) + gk(x+ h))
n
α dx
) 2α
n
·
(ˆ
BR
(
µ
np
n−2α + |Du(x)|
np
n−2α
)
dx
)n−2α
n
. (4.18)
Applying estimate (2.20) with q = np
n−2α , we have
−
ˆ
BR
|Du(x)|
np
n−2α dx ≤ C
{
1 +−
ˆ
B2R
|Dψ(x)|
np
n−2α dx+
(
−
ˆ
B2R
|Du(x)|p dx
) n
n−2α
}
. (4.19)
Plugging (4.19) into (4.18) we get
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|IV | ≤ε
ˆ
Ω
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)|
2 dx
+ cε|h|
2α
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
) 2α
n
·
[
1 +
ˆ
B2R
|Dψ(x)|
np
n−2α dx+
(ˆ
B2R
|Du(x)|p dx
) n
n−2α
]n−2α
n
. (4.20)
In order to estimate the term V , we recall the properties of η, consider 2−k R4 ≤ |h| ≤ 2
−k+1R
4
for k ∈ N and use (1.10), Young’s Inequality with exponents (2, 2), and Lemma 2.1, thus
getting
|V | ≤|h|α
ˆ
Ω
η2(x) (gk(x) + gk(x+ h))
(
µ2 + |Du(x)|2
) p−1
2
|τhDψ(x)| dx
≤|h|α
ˆ
Bt
(gk(x) + gk(x+ h))
(
µ2 + |Du(x)|2
) p−1
2
|τhDψ(x)|
·
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p−2
4
·
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) 2−p
4
dx
≤c|h|2α
ˆ
Bt
(gk(x) + gk(x+ h))
2 ·
(
µ2 + |Du(x)|2
)p−1
·
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) 2−p
2
dx
+ c
ˆ
Bt
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) p−2
2
|τhDψ(x)|
2 dx
≤c|h|2α
ˆ
Bt
(gk(x) + gk(x+ h))
2 ·
(
µ2 + |Du(x)|2
)p−1
·
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) 2−p
2
dx+ c
ˆ
BR
|τhVp(Dψ(x))|
2 dx. (4.21)
By Hölder’s Inequality with exponents
(
n
2α ,
n
n−2α
)
and then with exponents
(
p
2(p−1) ,
p
2−p
)
,
(4.21) gives
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|V | ≤c|h|2α
(ˆ
Bt
(gk(x) + gk(x+ h))
n
α dx
) 2α
n
·
(ˆ
Bt
(
µ2 + |Du(x)|2
)n(p−1)
n−2α
·
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) n(2−p)
2(n−2α)
dx
)n−2α
n
+ c
ˆ
BR
|τhVp(Dψ(x))|
2 dx
≤c|h|2α
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
) 2α
n
·
(ˆ
BR
(
µ2 + |Du(x)|2
) np
2(n−2α)
dx
) 2(p−1)
p
·n−2α
n
·
(ˆ
Bt
(
µ2 + |Dψ(x)|2 + |Dψ(x+ h)|2
) np
2(n−2α)
dx
) 2−p
p
·n−2α
n
+ c
ˆ
BR
|τhVp(Dψ(x))|
2 dx.
≤c|h|2α
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
) 2α
n
·
(ˆ
BR
(
µ
np
n−2α + |Du(x)|
np
n−2α
)
dx
) 2(p−1)
p
·n−2α
n
·
(ˆ
BR
(
µ
np
n−2α + |Dψ(x)|
np
n−2α
)
dx
) 2−p
p
·n−2α
n
+ c
ˆ
BR
|τhVp(Dψ(x))|
2 dx, (4.22)
where we also used Lemma 2.5. Using Young’s Inequality with exponents
(
p
2(p−1) ,
p
2−p
)
, we get
|V | ≤c|h|2α
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
) 2α
n
·
[(ˆ
BR
(
µ
np
n−2α + |Du(x)|
np
n−2α
)
dx
)n−2α
n
+
(ˆ
BR
(
µ
np
n−2α + |Dψ(x)|
np
n−2α
)
dx
)n−2α
n
]
+ c
ˆ
BR
|τhVp(Dψ(x))|
2 dx. (4.23)
Using (4.19) to estimate the second integral of the right-hand side of (4.23), we get
|V | ≤c|h|2α
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
) 2α
n
·
[
1 +
ˆ
B2R
|Dψ(x)|
np
n−2α dx+
(ˆ
B2R
|Du(x)|p dx
) n
n−2α
]n−2α
n
+ c
ˆ
BR
|τhVp(Dψ(x))|
2 dx. (4.24)
Now we consider the term V I. Recalling (1.10), taking 2−k R4 ≤ |h| ≤ 2
−k+1R
4 for k ∈ N, the
properties of η and using Hölder’s Inequality with exponents
(
n
2α ,
n
n−2α
)
, and
(
p, p
p−1
)
we
get
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|V I| ≤|h|α
ˆ
Ω
η(x) |Dη(x)| (gk(x) + gk(x+ h))
(
µ2 + |Du(x)|2
) p−1
2
|τh(u− ψ)(x)| dx
≤
c|h|α
R
(ˆ
BR
(gk(x) + gk(x+ h))
n
2α dx
) 2α
n
·
(ˆ
BR
(
µ2 + |Du(x)|2
) n(p−1)
2(n−2α)
|τh (u− ψ(x))|
n
n−2α dx
)n−2α
n
≤
c|h|α
R
(ˆ
BR
(gk(x) + gk(x+ h))
n
2α dx
) 2α
n
·
[(ˆ
BR
(
µ2 + |Du(x)|2
) np
2(n−2α)
dx
) p−1
p
·n−2α
n
·
(ˆ
BR
|τh(u− ψ)(x)|
np
n−2α dx
)n−2α
np
]
. (4.25)
By virtue of Lemma 2.5 we have
|V I| ≤
c|h|α+1
R
(ˆ
BR
(gk(x) + gk(x+ h))
n
2α dx
) 2α
n
·
[(ˆ
BR
(
µ2 + |Du(x)|2
) np
2(n−2α)
dx
) p−1
p
·n−2α
n
·
(ˆ
B2R
|D(u− ψ)(x)|
np
n−2α dx
)n−2α
np
]
≤
c|h|α+1
R1−α
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
)α
n
·
[(ˆ
BR
(
µ
np
n−2α + |Du(x)|
np
n−2α
)
dx
) p−1
p
·n−2α
n
·
(ˆ
BλR
|D(u− ψ)(x)|
np
n−2α dx
)n−2α
np
]
, (4.26)
where we used the fact that {gk}k ⊂ L
n
α (Ω) ⊂ L
n
2α (Ω), with the following estimate
‖gk‖L
n
2α (BR)
≤ cRα ‖gk‖L
n
α (BR)
.
Now, by Young’s Inequality with exponents
(
p, p
p−1
)
and (4.19), (4.26) becomes
|V I| ≤
c|h|α+1
R1−α
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
)α
n
·
[
1 +
ˆ
B2λR
|Dψ(x)|
np
n−2α +
(ˆ
B2λR
|Du(x)|p dx
) n
n−2α
]n−2α
n
. (4.27)
Plugging (4.9), (4.14), (4.16), (4.20), (4.24) and (4.27) into (4.8), recalling the properties of
η and choosing ε = ν6 , and using Lemma 2.1 to estimate the left-hand side, we get
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ˆ
BR
2
|τhVp (Du(x))|
2 dx ≤ cR2α
[ˆ
BR
(
1 + |Dψ(x)|
np
n−2α
)
dx
]n−2α
n
+
c|h|p
Rp−2α
(ˆ
BR
|D(u− ψ)(x)|
np
n−2α dx
)n−2α
n
+ c|h|2α
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
) 2α
n
·
[
1 +
ˆ
B2R
|Dψ(x)|
np
n−2α dx+
(ˆ
B2R
|Du(x)|p dx
) n
n−2α
]n−2α
n
+ c
ˆ
BR
|τhVp(Dψ(x))|
2 dx+
c|h|α+1
R1−α
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
)α
n
·
[
1 +
ˆ
B2λR
|Dψ(x)|
np
n−2α dx+
(ˆ
B2λR
|Du(x)|p dx
) n
n−2α
]n−2α
n
. (4.28)
Now, for β ∈ (0, 1), for suffinciently small values of |h| that will be made clear later, we can
choose R = |h|β, so (4.28) becomes
ˆ
BR
2
|τhVp (Du(x))|
2 dx ≤ c|h|2αβ
[ˆ
BR
(
1 + |Dψ(x)|
np
n−2α
)
dx
]n−2α
n
+ c|h|p(1−β)+2αβ
(ˆ
BR
|D(u− ψ)(x)|
np
n−2α dx
)n−2α
n
+ c|h|2α
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
) 2α
n
·
[
1 +
ˆ
B2R
|Dψ(x)|
np
n−2α dx+
(ˆ
B2R
|Du(x)|p dx
) n
n−2α
]n−2α
n
+ c
ˆ
BR
|τhVp(Dψ(x))|
2 dx+ c|h|α−β+αβ+1
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
)α
n
·
[
1 +
ˆ
B2λR
|Dψ(x)|
np
n−2α dx+
(ˆ
B2λR
|Du(x)|p dx
) n
n−2α
]n−2α
n
. (4.29)
Now, since α, β ∈ (0, 1), if we set
p1 = 2αβ ∈ (0, 2), p2 = p(1− β) + 2αβ ∈ (0, 4),
p3 = 2α ∈ (0, 2), p4 = α− β + αβ + 1 = (α+ 1)(1 − β) + 2αβ ∈ (0, 3)
we have
min
i∈{ 1,2,3,4 }
pi = p1 = 2αβ.
Now let us divide both sides of (4.29) by |h|2αβ .
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ˆ
BR
2
|τhVp (Du(x))|
2
|h|2αβ
dx ≤ c
[ˆ
BR
(
1 + |Dψ(x)|
np
n−2α
)
dx
]n−2α
n
+ c|h|p(1−β)
(ˆ
BR
|D(u− ψ)(x)|
np
n−2α dx
)n−2α
n
+ c|h|2α(1−β)
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
) 2α
n
·
[
1 +
ˆ
B2R
|Dψ(x)|
np
n−2α dx+
(ˆ
B2R
|Du(x)|p dx
) n
n−2α
]n−2α
n
+ c
ˆ
BR
|τhVp(Dψ(x))|
2
|h|2α
dx
+ c|h|(α+1)(1−β)
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
)α
n
·
[
1 +
ˆ
B2λR
|Dψ(x)|
np
n−2α dx+
(ˆ
B2λR
|Du(x)|p dx
) n
n−2α
]n−2α
n
, (4.30)
where we also used the fact that, if |h| < 1 and β, α ∈ (0, 1), then |h|−2αβ ≤ |h|−2α.
In order to conclude, we have to take the Lq norm with the measure dh|h|n restricted to the ball
B
(
0, R4
)
on the h−space, of the L2 norm of the difference quotient of order αβ of the function
Vp(Du). Since we have to integrate with respect to the measure
dh
|h|n on the ball B
(
0, R4
)
and,
for each k ∈ N, the integral in the second-last line of (4.30) is taken for 2−k R4 ≤ |h| ≤ 2
−k+1R
4 ,
it is useful to notice what follows
B
(
0,
R
4
)
=
∞⋃
k=1
(
B
(
0, 2−k+1
R
4
)
\B
(
0, 2−k
R
4
))
=:
∞⋃
k=1
Ek,
and it is also worth noticing that the choice of the radius R = |h|β is possible for small values
of |h|, since, for k ∈ N, 2−k R4 ≤ |h| ≤ 2
−k+1R
4 if and only if 2
− k+2
1−β ≤ |h| ≤ 2
− k+1
1−β .
We obtain the following estimate
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ˆ
BR
4 (0)

ˆ
BR
2
|τhVp (Du(x))|
2
|h|2αβ
dx


q
2
dh
|h|n
≤ c
ˆ
BR
4 (0)
[ˆ
BR
(
1 + |Dψ(x)|
np
n−2α
)
dx
] q(n−2α)
2n dh
|h|n
+ c
ˆ
BR
4 (0)
|h|
qp(1−β)
2
dh
|h|n
·
(ˆ
BR
|D(u− ψ)(x)|
np
n−2α dx
) q(n−2α)
2n
+ c
∞∑
k=1
ˆ
Ek
|h|qα(1−β)
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
) qα
n dh
|h|n
·
[
1 +
ˆ
B2R
|Dψ(x)|
np
n−2α dx+
(ˆ
B2R
|Du(x)|p dx
) n
n−2α
] q(n−2α)
2n
+ c
ˆ
BR
4 (0)
(ˆ
BR
|τhVp(Dψ(x))|
2
|h|2α
dx
) q
2
dh
|h|n
+ c
∞∑
k=1
ˆ
Ek
|h|
q(α+1)(1−β)
2
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
) qα
2n dh
|h|n
·
[
1 +
ˆ
B2λR
|Dψ(x)|
np
n−2α dx+
(ˆ
B2λR
|Du(x)|p dx
) n
n−2α
] q(n−2α)
2n
. (4.31)
Now, in order to simplify the notations, we set
N˜ =
ˆ
B2λR
(
1 + |Du(x)|p + |Du(x)|
np
n−2α + |Dψ(x)|p + |Dψ(x)|
np
n−2α
)
dx, (4.32)
and write (4.31) as follows
ˆ
BR
4 (0)

ˆ
BR
2
|τhVp (Du(x))|
2
|h|2αβ
dx


q
2
dh
|h|n
≤ C
ˆ
BR
4 (0)
|h|
qp(1−β)
2
dh
|h|n
+ C
∞∑
k=1
ˆ
Ek
|h|qα(1−β)
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
) qα
n dh
|h|n
+ C
ˆ
BR
4 (0)
(ˆ
BR
|τhVp(Dψ(x))|
2
|h|2α
dx
) q
2
dh
|h|n
+ C
∞∑
k=1
ˆ
Ek
|h|
q(α+1)(1−β)
2
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
) qα
2n dh
|h|n
, (4.33)
where the constant C now depends on ν, ℓ, L, n, p, q, α,R, N˜ .
Applying Young’s Inequality with exponents (2, 2) to the second and the fourth integral of
the right-hand side of (4.33), we get
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ˆ
BR
4 (0)

ˆ
BR
2
|τhVp (Du(x))|
2
|h|2αβ
dx


q
2
dh
|h|n
≤ C
ˆ
BR
4 (0)
|h|
qp(1−β)
2
dh
|h|n
+ C
ˆ
BR
4 (0)
|h|2qα(1−β)
dh
|h|n
+ C
∞∑
k=1
ˆ
Ek
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
) 2qα
n dh
|h|n
+ C
ˆ
BR
4 (0)
|h|q(α+1)(1−β)
dh
|h|n
+ C
∞∑
k=1
ˆ
Ek
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
) qα
n dh
|h|n
+ C
ˆ
BR
4 (0)
(ˆ
BR
|τhVp(Dψ(x))|
2
|h|2α
dx
) q
2
dh
|h|n
. (4.34)
Now let us observe that, since α, β ∈ (0, 1) and 1 < p < 2, if we set p1 =
p(1−β)
2 , p2 = 2α(1−β)
and p3 = (α+ 1)(1 − β) and, for each i = 1, 2, 3, qi = q · pi, we have
κ := min
i∈{ 1,2,3 }
qi > 0
and since |h| < 1 we can write (4.34) as follows
ˆ
BR
4 (0)

ˆ
BR
2
|τhVp (Du(x))|
2
|h|2β
dx


q
2
dh
|h|n
≤
C
∞∑
k=1
ˆ
Ek
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
) 2qα
n dh
|h|n
+ C
∞∑
k=1
ˆ
Ek
(ˆ
BR
(gk(x) + gk(x+ h))
n
α dx
) qα
n dh
|h|n
+ C
ˆ
BR
4 (0)
(ˆ
BR
|τhVp(Dψ(x))|
2
|h|2α
dx
) q
2
dh
|h|n
+ C
ˆ
BR
4 (0)
|h|κ
dh
|h|n
= I1 + I2 + I3 + I4 (4.35)
Now we notice that
I3 ≤ ‖Vp (Dψ)‖Bα2,q(BR)
, (4.36)
which is finite by hypothesis.
For what concerns the term I4, by calculating it in polar coordinates, we get
I4 = C
ˆ R
4
0
ρκ−1dρ = C(n, p, q, α,R), (4.37)
since κ > 0.
Now let us write the integral I1 in polar coordinates, so h ∈ Ek if and only if h = ρξ for
2−k R4 ≤ ρ < 2
−k+1R
4 and some ξ in the unit sphere S
n−1 on Rn. Denoting by dσ(ξ) the
surface measure on Sn−1, we have
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I1 =C
∞∑
k=1
ˆ rk−1
rk
ˆ
Sn−1
(ˆ
BR
(gk(x+ ρξ)− gk(x))
n
α
) 2αq
n
dσ(ξ)
dρ
ρ
≤C
∞∑
k=1
ˆ rk−1
rk
ˆ
Sn−1
‖τρξgk + gk‖
2q
L
n
α (BR)
dσ(ξ)
dρ
ρ
, (4.38)
where we set rk = 2
−k R
4 . Let us note that, for each ξ ∈ S
n−1 and rk ≤ ρ ≤ rk−1,
‖τρξgk + gk‖L
n
α (BR)
≤ ‖gk‖L
n
α (BR−rkξ)
+ ‖gk‖L
n
α (BR)
≤ 2 ‖gk‖
L
n
α
(
B
R+R4
) . (4.39)
So, recalling the continuous embedding ℓq
(
L
n
α (B2R)
)
⊂ ℓ2q
(
L
n
α (B2R)
)
, by (4.38) and (4.39),
we get
I1 ≤ C ‖{gk}k‖
2q
ℓq
(
L
n
α (B2R)
) . (4.40)
We can argue in a similiar way to estimate the term I2, thus getting
I2 ≤ C ‖{gk}k‖
q
ℓq
(
L
n
α (B2R)
) . (4.41)
Inserting (4.40), (4.41), (4.36), and (4.37) in (4.35), we have
wwwwτhVp (Du)|h|αβ
wwww
Lq
(
dh
|h|n
;L2
(
BR
2
)) ≤C
(
1 + ‖Vp (Dψ)‖Bα2,q(BR)
+ ‖{gk}k‖
2q
ℓq
(
L
n
α (B2R)
)
)
. (4.42)
Recalling explicitly the dependence of the constant C on the value of N˜ given by (4.32), for
a suitable exponent σ = σ(n, p, q, α) > 0, using the fact that np
n−2α > p recalling (2.20) and
using Lemma 2.10 and Lemma 2.8, we can conclude with the estimate
wwwwτhVp (Du)|h|αβ
wwww
Lq
(
dh
|h|n
;L2
(
BR
2
)) ≤ C
(
1 + ‖Du‖Lp(B4R) + ‖Vp (Dψ)‖Bα2,q(B4R)
+ ‖{gk}k‖ℓq
(
L
n
α (B2R)
)
)σ
, (4.43)
that is the conclusion.
5 Proof of Theorem 1.3
This section is devoted to the proof of Theorem 1.3, which is obtained using the same argu-
ments of the previous section, taking into account that, here, the assumption 1.10 is replaced
by the assumption 1.13.
Proof. Since, by the hypothesis, Vp(Dψ) ∈ B
γ
2,∞,loc(Ω) with α < γ < 1 then, recalling the
definition (2.8) and using Lemma 2.7, we have Vp(Dψ) ∈ L
2n
n−2α
loc (Ω), and so Dψ ∈ L
np
n−2α
loc (Ω).
This proof goes exactly like the one of Theorem 1.2 until we arrive at the estimate (4.8),
and the terms I, II and III can be treated in the same way, using (4.9), (4.14) and (4.16)
respectively. We just need to use the assumption (1.13) instead of (1.10), in order to estimate
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the terms IV , V and V I.
For what concerns the term IV , using the assumption (1.13), Young’s Inequality with ex-
ponents (2, 2), Hölder’s Inequality with exponents
(
n
2α ,
n
n−2α
)
, and Lemma 2.5 we get, for
|h| < R4 ,
|IV | ≤ ε
ˆ
Ω
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)|
2 dx
+ cε|h|
2α
(ˆ
Bt
(g(x) + g(x+ h))
n
α dx
) 2α
n
·
(ˆ
BR
(
µ
np
n−2α + |Du(x)|
np
n−2α
)
dx
)n−2α
n
. (5.1)
and using (4.19), we obtain
|IV | ≤ ε
ˆ
Ω
η2(x)
(
µ2 + |Du(x)|2 + |Du(x+ h)|2
) p−2
2
|τhDu(x)|
2 dx
+ cε|h|
2α
(ˆ
Bt
(g(x) + g(x+ h))
n
α dx
) 2α
n
·
[
1 +
ˆ
B2R
|Dψ(x)|
np
n−2α dx+
(ˆ
B2R
|Du(x)|p dx
) n
n−2α
]n−2α
n
. (5.2)
Let us consider, now, the term V to which we apply the assumption (1.13) in place of (1.10),
and by the same arguments that we used in the previous section in order to obtain (4.24), we
have, for all h ∈ BR
4
(0),
|V | ≤ c|h|2α
(ˆ
BR
(g(x) + g(x+ h))
n
α dx
) 2α
n
·
[
1 +
ˆ
B2R
|Dψ(x)|
np
n−2α dx+
(ˆ
B2R
|Du(x)|p dx
) n
n−2α
]n−2α
n
+ c
ˆ
BR
|τhVp(Dψ(x))|
2 dx. (5.3)
For what concerns the term V I, again, using the assumption (1.13), and the same arguments
we used in the previous section in order to get (4.27), for |h| < R4 , we obtain
|V I| ≤
c|h|α+1
R1−α
(ˆ
BR
(g(x) + g(x+ h))
n
α dx
)α
n
·
[
1 +
ˆ
B2λR
|Dψ(x)|
np
n−2α +
(ˆ
B2λR
|Du(x)|p dx
) n
n−2α
]n−2α
n
. (5.4)
Now we plug (4.9), (4.14), (4.16), (5.2), (5.3) and (5.4) into (4.8), choose ε = ν6 , recall the
properties of η and use Lemma 2.1 and Lemma 2.5, thus getting
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ˆ
BR
2
|τhVp (Du(x))|
2 dx ≤ cR2α
[ˆ
BR
(
1 + |Dψ(x)|
np
n−2α
)
dx
]n−2α
n
+
c|h|p
Rp−2α
(ˆ
BR
|D(u− ψ)(x)|
np
n−2α dx
)n−2α
n
+ c|h|2α
(ˆ
BR
(g(x) + g(x+ h))
n
α dx
) 2α
n
·
[
1 +
ˆ
B2R
|Dψ(x)|
np
n−2α dx+
(ˆ
B2R
|Du(x)|p dx
) n
n−2α
]n−2α
n
+ c
ˆ
BR
|τhVp(Dψ(x))|
2 dx+
c|h|α+1
R1−α
(ˆ
BR
(g(x) + g(x+ h))
n
α dx
)α
n
·
[
1 +
ˆ
B2λR
|Dψ(x)|
np
n−2α dx+
(ˆ
B2λR
|Du(x)|p dx
) n
n−2α
]n−2α
n
. (5.5)
Now let us notice that, since, for any β ∈ (0, 1), |h| ≤ |h|
β
4 if and only if |h| ≤ 2
− 2
1−β , we can
choose R = |h|β and divide both sides of (5.5) by |h|2αβ , so we get
ˆ
BR
2
|τhVp (Du(x))|
2
|h|2αβ
dx ≤ c
[ˆ
BR
(
1 + |Dψ(x)|
np
n−2α
)
dx
]n−2α
n
+ c|h|p(1−β)
(ˆ
BR
|D(u− ψ)(x)|
np
n−2α dx
)n−2α
n
+ c|h|2α(1−β)
(ˆ
B2R
g
n
α (x)dx
) 2α
n
·
[
1 +
ˆ
B2R
|Dψ(x)|
np
n−2α dx+
(ˆ
B2R
|Du(x)|p dx
) n
n−2α
]n−2α
n
+ c
ˆ
BR
|τhVp(Dψ(x))|
2
|h|2α
dx+ c|h|(1−β)(α+1)
(ˆ
BR
g
n
α (x)dx
)α
n
·
[
1 +
ˆ
B2λR
|Dψ(x)|
np
n−2α dx+
(ˆ
B2λR
|Du(x)|p dx
) n
n−2α
]n−2α
n
, (5.6)
where we also used Lemma 2.5 and the fact that, for |h| < R4 < R < 1, since α, β ∈ (0, 1),
|h|−2αβ < |h|−2α.
Using Young’s Inequality with exponents
(
n
2α ,
n
n−2α
)
, (5.6) becomes
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BR
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|τhVp (Du(x))|
2
|h|2αβ
dx ≤ c
[ˆ
BR
(
1 + |Dψ(x)|
np
n−2α
)
dx
]n−2α
n
+ c|h|p(1−β)
(ˆ
BR
|D(u− ψ)(x)|
np
n−2α dx
)n−2α
n
+ c|h|2α(1−β)
[ˆ
B2R
g
n
α (x)dx
+1 +
ˆ
B2R
|Dψ(x)|
np
n−2α dx+
(ˆ
B2R
|Du(x)|p dx
) n
n−2α
]
+ c
ˆ
BR
|τhVp(Dψ(x))|
2
|h|2α
dx+ c|h|(1−β)(α+1)
[(ˆ
B2R
g
n
α (x)dx
) 1
2
+1 +
ˆ
B2λR
|Dψ(x)|
np
n−2α dx+
(ˆ
B2λR
|Du(x)|p dx
) n
n−2α
]
. (5.7)
By Lemma 2.12, the hypothesis Vp(Dψ) ∈ B
γ
2,∞,loc(Ω) implies that Dψ ∈ B
γ
p,∞,loc(Ω), and
since 0 < α < γ < 1, by Lemma 2.9, Vp(Dψ) ∈ B
α
2,∞,loc(Ω) and Dψ ∈ B
α
p,∞,loc(Ω).
So we can take the supremum for h ∈ BR
4
(0) at the both sides of (5.7), thus getting
[Vp (Du)]
B˙
αβ
2,∞
(
BR
2
) ≤ C [Vp (Dψ)]B˙α2,∞(BR)
+ C
[
1 +
ˆ
B2R
g
n
α (x)dx+
ˆ
B2λR
|Dψ(x)|
np
n−2α dx+
(ˆ
B2λR
|Du(x)|p dx
) n
n−2α
]σ
, (5.8)
where the exponent σ > 0 depends on n, p and α and the constant c > 0 depends on
n, p, α, ν, L, and R.
Recalling the definition of the norm in Besov-Lipschitz spaces and using Lemma 2.9, we have
[Vp (Du)]
B˙
αβ
2,∞
(
BR
2
) ≤ C ‖Vp (Dψ)‖Bγ2,∞(BR)
+ C
[
1 +
ˆ
B2R
g
n
α (x)dx+
ˆ
B2λR
|Dψ(x)|
np
n−2α dx+
(ˆ
B2λR
|Du(x)|p dx
) n
n−2α
]σ
. (5.9)
Recalling that, for 0 < α < γ < 1, we have p < np
n−2α <
np
n−2γ , we get
[Vp (Du)]
B˙
αβ
2,∞
(
BR
2
) ≤C
(
1 + ‖Du‖Lp(B2λR) + ‖Dψ‖L
np
n−2γ (B2λR)
+ ‖Vp (Dψ)‖Bγ2,∞(BR)
+ ‖g‖
L
n
α (B2R)
)σ
, (5.10)
and applying Lemma 2.7 to the function Vp (Dψ), we get
[Vp (Du)]
B˙
αβ
2,∞
(
BR
2
) ≤C
(
1 + ‖Du‖Lp(B4R) + ‖Vp (Dψ)‖Bγ2,∞(B4R)
+ ‖g‖
L
n
α (B2R)
)σ
, (5.11)
that is (1.15).
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