Different combinations of histone modifications have been proposed to signal distinct gene regulatory functions, but this area is poorly addressed by existing technologies. We applied high-throughput single-molecule imaging to decode combinatorial modifications on millions of individual nucleosomes from pluripotent stem cells and lineage-committed cells. We identified definitively bivalent nucleosomes with concomitant repressive and activating marks, as well as other combinatorial modification states whose prevalence varies with developmental potency. We showed that genetic and chemical perturbations of chromatin enzymes preferentially affect nucleosomes harboring specific modification states. Last, we combined this proteomic platform with single-molecule DNA sequencing technology to simultaneously determine the modification states and genomic positions of individual nucleosomes. This single-molecule technology has the potential to address fundamental questions in chromatin biology and epigenetic regulation.
T he activity of genes and regulatory elements is modulated by their cell type-specific chromatin organization. The fundamental building block of chromatin is the nucleosome. Nucleosomal histones are chemically modified at many amino acid positions (1, 2) , which has led to the hypothesis that combinatorial marks specify distinct regulatory outcomes (the "histone code") (3). However, our understanding of the histone code and other models (4) has been constrained by our limited ability to detect, quantify, and map combinatorially modified nucleosomes. Chromatin immunoprecipitation (ChIP), a prevalent method in chromatin biology, can identify the genomic location of a specific modification but cannot effectively distinguish whether coincident marks coexist on the same nucleosome or originate from different alleles or cells. Mass spectrometry can only compare marks if they are adjacent on the same histone peptide and does not address genomic location (5) . Although alternative approaches (6) , such as passing nucleosomes through nanochannels (7) , show promise, they have limited throughput and/or do not provide genomic information.
We addressed these limitations by establishing a single molecule-based assay for investigating combinatorial histone modifications (Fig. 1A and figs. S1, S2, and S3). We began by isolating mononucleosomes from cells and ligating fluorescent biotinylated oligonucleotide adaptors to their free DNA ends. We captured the ligated nucleosomes in a spatially distributed manner on slides coated with polyethylene glycol (PEG) and streptavidin and incubated them with fluorescently labeled antibodies to histone modifications. We then used total internal reflection (TIRF) microscopy to record the position and modification state of each nucleosome. As proof of principle, we captured adaptor-ligated mononucleosomes from human embryonic kidney (HEK) 293 cells and incubated them with antibody to histone H3 lysine 9 acetylation (H3K9ac). We used a TIRF microscope to simultaneously detect nucleosomes by their fluorescent adaptors (Alexa555, green) and to distinguish the subset with H3K9ac by the antibody label (Alexa647, red) (Fig. 1B) .
We imaged millions of nucleosomes and decoded their modification state. We found that although the nucleosome positions were fixed, the H3K9ac antibodies repeatedly bound and dissociated at a specific subset of these nucleosome positions in a dynamic pattern ( fig. S2 ). Summation of individual binding events over time revealed that~1% of the nucleosomes were marked by H3K9ac (Fig. 1C) . In contrast, when we treated cells with histone deacetylase (HDAC) inhibitors, the fraction of acetylated nucleosomes increased to 7% (Fig. 1, C and D) . When we repeated the analysis with recombinant unmodified nucleosomes, just 0.1% of nucleosomes scored ( Fig. 1E and fig. S4 ). We also fluorescently labeled antibodies to histone H3 lysine 4 trimethylation (H3K4me3), lysine 27 trimethylation (H3K27me3), lysine 27 dimethylation (H3K27me2), and lysine 27 acetylation (H3K27ac); we confirmed their specificities by imaging unmodified recombinant nucleosomes and marked peptides and by probing arrays of modified peptides (Fig. 1, E and F, and figs. S4 and S5).
In embryonic stem cells (ESCs), developmental gene promoters appear to be concomitantly marked by repressive (H3K27me3) and activating (H3K4me3) histone modifications (8, 9) . This bivalent chromatin state has been suggested to poise these genes for alternate fates, but this remains controversial (10) . Sequential ChIP and IP mass spectrometry have provided evidence for the coexistence of the opposing marks (8, 11) but cannot definitely identify an individual bivalent nucleosome. We leveraged our single-molecule platform to quantify directly the coexistence of these key marks on nucleosomes derived from pluripotent ESCs, from ESCs differentiated to embryoid bodies (EBs), and from fully committed lung fibroblasts.
We captured nucleosomes and determined their positions as described above, chemically cleaved their fluorophores, and incubated them simultaneously with H3K4me3 (green) and H3K27me3 (red) antibodies (figs. S6 and S7). TIRF imaging revealed that~6.5% of nucleosomes from ESCs carried H3K27me3 ( Fig. 2A and figs. S8 and S9 ). This fraction was somewhat higher in EBs and lung fibroblasts, consistent with previous findings that this repressive mark expands during differentiation (2) . The fraction of nucleosomes marked by H3K4me3 was relatively constant (ESCs, 2%; EBs,~1.6%; and lung,~1.6%). Single-molecule counting revealed that 0.5% of nucleosomes in ESCs carried both marks and thus were truly bivalent (Fig. 2, A and D, and fig. S8 ). In contrast, in both EBs and fibroblasts, bivalent nucleosomes were much less prevalent and were depleted relative to random expectation ( Fig. 2A) .
A bivalent nucleosome could reflect either the symmetric co-occurrence of H3K4me3 and H3K27me3 on the same histone tail or asymmetric marking on opposite tails. To address this, we extracted individual histone molecules from ESCs, biotinylated them, spatially distributed them on our surface, and detected H3K4me3-and H3K27me3-modified tails (Fig. 2E) . We found that 0.4% of H3K27me3-modified tails also carried H3K4me3. In comparison, just 0.04% of H3K27me3-modified tails scored for H3K27ac, a combination that is chemically prohibited (fig.  S8 ). The 10-fold excess in the detection of bivalent H3 tails relative to the background suggests that symmetric bivalent nucleosomes do exist in ESCs. Nonetheless, we estimate that 94% of bivalent nucleosomes are asymmetric, whereas just 6% are modified on the same tail ( fig. S8 ).
Genomic loci marked by bivalent chromatin in ESCs are frequently deregulated in cancer cells (12) . Moreover, the Polycomb and trithorax complexes that catalyze H3K27me3 and H3K4me3 are often mutated in cancer (12) . We therefore investigated these modifications in cancer cells (Fig. 2 , B and C, and fig. S8 ). We detected bivalent nucleosomes in three cell lines that lack known Polycomb or trithorax mutations-T cell acute leukemia (DND-41), embryonic kidney (HEK293), and glioblastoma (GSC8)-at levels higher than in our differentiated models (EB and lung) but lower than in ESCs. When we examined a leukemia line (SKM-1) with a loss-of-function (LOF) mutation of the PRC2 subunit EZH2 (13), we observed very few H3K27me3-marked nucleosomes (~1%; Fig. 2C ). We also examined a lymphoma cell line (Karpas422) with a gain-of-function (GOF) EZH2 mutation that increases its catalytic activity (14); we detected H3K27me3 on~15% of nucleosomes. Bivalent nucleosomes were prevalent in the lymphoma cells, with roughly half SCIENCE sciencemag.org of all H3K4me3-marked nucleosomes carrying H3K27me3 (Fig. 2 , C and F, and fig. S8 ). The proportion of bivalent nucleosomes is about fourfold greater than expected from random overlap, suggesting that the mutant EZH2 preferentially catalyzes H3K27me3 on nucleosomes that are marked by H3K4me3. This is consistent with the increased H3K27me3 over active promoters that has been observed in EZH2 GOF lymphomas (15) . When we treated these lymphoma cells with an EZH2 inhibitor (16), H3K27me3 was preferentially lost from bivalent nucleosomes (Fig. 2G ).
This may reflect increased nucleosome turnover and/or preferential demethylation in such regions.
We next explored higher-order combinations of H3K27ac [which marks active enhancers (2)], H3K27me2 [which marks intergenic regions (17) ], H3K4me3, and H3K27me3 ( Fig. 3A and fig. S11 ). Monitoring of four or more histone modifications on single nucleosomes was carried out in successive steps of antibody incubation and imaging, which were separated by a wash step to remove antibodies. Single-molecule counting revealed that the proportions of nucleosomes marked by each of the four modifications were similar between ESCs and lung fibroblasts, with the exception that H3K27 methylations were modestly higher in the differentiated cells (Fig. 3A) . When we considered these modifications in combination, however, we observed considerable differences between cell types (Fig. 3B and fig. S11 ).
ESC chromatin was enriched for the bivalent combination and for the pairwise combination of the two active marks, H3K4me3 and H3K27ac. The other pairwise combinations were present in roughly the same proportions as would be Fig.  2A . Opposing modifications were relatively more likely to coexist in ESCs than in lung fibroblasts. (C) ESCs were treated with dimethyl sulfoxide (control), HDAC inhibitor (sodium butyrate), or p300 inhibitor (C646). Nucleosomes were isolated and decoded for H3K27me3, H3K4me3, H3K9ac, and H3K27ac. The plot shows the effects of the inhibitors on each single modification and on the combination of H3K27ac and H3K4me3. ***P < 0.001.
expected from chance overlap. The lung fibroblasts were enriched for the pairwise combination of active marks, like the ESCs, but not for the bivalent nucleosomes. However, the lung fibroblast chromatin was depleted for the other combinations (Fig. 3B) , including the three pairwise states for H3K27 modifications, which are by definition asymmetric. These distinct combinatorial modification patterns probably relate to different chromatin environments in the respective cell types, particularly the hyperdynamic nature of ESC chromatin ( fig. S12) (18) .
We next examined how combinatorial chromatin states change upon treatment with a pan-HDAC inhibitor or with a p300 histone acetyltransferase inhibitor. HDAC inhibition significantly increased levels of H3K9ac and H3K27ac, whereas p300 inhibition had the opposite effect ( Fig. 3D and fig. S11 ). Neither treatment altered H3K4me3 or H3K27me3. However, the changes in histone acetylation occurred preferentially on nucleosomes with specific markings. In the case of HDAC inhibition, increased acetylation preferentially affected H3K4me3-marked nucleosomes, consistent with the modulation of acetylation levels by HDACs at active promoters (19) . In contrast, H3K4me3-marked nucleosomes were less affected by p300 inhibition, consistent with a role for this enzyme at enhancers (20) .
Phosphorylation of the histone variant H2Ax (gH2Ax) is one of the earliest and best-studied marks of DNA damage. We therefore examined gH2Ax levels on individual nucleosomes extracted from ESCs. We found that~2% of the nucleosomes contained gH2Ax at baseline ( fig. S13 ). Combinatorial analysis revealed that gH2Ax was specifically enriched on nucleosomes with activating marks (H3K27ac and H3K4me3). Treatment with HDAC inhibitors led to concomitant increases in acetylation and gH2Ax levels, consistent with studies documenting high baseline levels of gH2Ax associated with decondensed chromatin in ESCs (21) .
Last, we used single-molecule sequencing technology to read the DNA associated with each individual nucleosome (Fig. 4A and fig. S14 ). We captured adaptor-ligated nucleosomes from ESCs and queried their H3K27me3 and H3K4me3 status. We then displaced the histone octamers, leaving behind double-stranded nucleosomal DNA. We enzymatically cleaved the uracil bases that were incorporated into the nonbiotinylated strand of the adaptor, exposing a known sequence that was used as a priming site for single-molecule sequencing-by-synthesis (22) . We used TIRF microscopy to detect repeated cycles of base addition, separated by chemical cleavage of the fluorescent label and terminator.
Integration of TIRF images for antibody-based detection of modifications with subsequent sequencing reaction data collected on the same flow cell allowed us to coordinately determine the modification state and DNA sequence of each nucleosome (Fig. 4) . More than 80% of the~300,000 reads aligned to the mouse genome. We then compared the genomic localization of individual nucleosomes with their modification states. Of the~26,000 reads for which the corresponding nucleosomes scored positively for H3K27me3, 45% aligned to genomic regions within H3K27me3 ChIP sequencing (ChIP-seq) peaks (Fig. 4B) . This is consistent with the 30 to 50% of reads that map to enriched intervals in a typical H3K27me3 ChIP-seq experiment. In comparison, just 12% of H3K27me3-negative nucleosomes aligned to H3K27me3 ChIP-seq peaks. In a subset of these experiments, we probed the sequenced nucleosomes for both H3K27me3 and H3K4me3, yielding~1000 aligned reads for concomitantly marked molecules and thus providing the first definitive localization of individual bivalent nucleosomes (Fig. 4, D and E) .
We have taken a critical step toward defining the nature and importance of combinatorial chromatin modifications. We used single-molecule technology to decode concurrent modifications on individual nucleosomes and sequence the associated DNA. We identified individual bivalent nucleosomes with concomitant repressive and activating marks and mapped their genomic locations. We also documented other combinatorial modification states whose proportions change during cellular specification or upon treatment with epigenetic inhibitors. The single-molecule assay that we describe here requires little starting material and is highly scalable, given that many millions or even billions of nucleosomes may be decoded and sequenced in an automated imaging run. The cilium is a large macromolecular machine that is vital for motility, signaling, and sensing in most eukaryotic cells. Its conserved core structure, the axoneme, contains nine microtubule doublets, each comprising a full A-microtubule and an incomplete B-microtubule. However, thus far, the function of this doublet geometry has not been understood. We developed a time-resolved correlative fluorescence and three-dimensional electron microscopy approach to investigate the dynamics of intraflagellar transport (IFT) trains, which carry ciliary building blocks along microtubules during the assembly and disassembly of the cilium. Using this method, we showed that each microtubule doublet is used as a bidirectional double-track railway: Anterograde IFT trains move along B-microtubules, and retrograde trains move along A-microtubules. Thus, the microtubule doublet geometry provides direction-specific rails to coordinate bidirectional transport of ciliary components.
T he cilium is a conserved organelle that plays a fundamental role in signaling, sensing, and motility. Cilia have a complex microtubule-based structure that is not found in other cellular compartments. This structure includes nine peripheral microtubule doublets, each comprising a complete A-tubule and an incomplete B-tubule. However, the function of this distinctive conserved geometry has so far been unknown.
In addition to serving as platforms for periodically arranged axonemal proteins and protein complexes, ciliary microtubule doublets function as railways for intraflagellar transport (IFT), the process required for the assembly and disassembly of the cilium (1). Large protein complexes, known as IFT trains (2, 3), rapidly traverse up and down the cilium to move ciliary building blocks between the cell body and the ciliary distal tip (4-7), where the assembly of the cilium takes place. Electron microscopy (EM) shows that IFT trains move along the doublets while keeping contact with the ciliary membrane (2, 3, 8) . It has thus far been unclear, however, how the IFT machinery is organized to avoid collisions between anterograde and retrograde trains.
In trypanosome flagella, anterograde IFT trains move at different speeds and can approach each other and fuse, similar to trains shunting, suggesting that anterograde trains might travel on a restricted set of axonemal microtubule doublets (9) . No such interactions are observed between retrograde trains, nor do trains moving in opposite directions collide. To further analyze the dynamics and potential interactions of IFT trains in cilia, we imaged green fluorescent protein (GFP)-tagged trains in Chlamydomonas cells by means of total internal reflection fluorescence (TIRF) microscopy ( fig. S1 and movies S1, S2, and S3). As expected, we observed anterogradeanterograde and retrograde-retrograde train interactions. Typically, a faster train caught up with a slower one moving in the same direction and both would then progress together at the same speed ( fig. S1 and movies S2 and S3). Thus, it appears that IFT trains moving in the same direction often share the same microtubule rail. We never observed collisions between trains that traveled in opposite directions (supplementary text). Because oppositely directed trains passed by each other without changes in the direction of motion ( fig. S1 ), a mechanism must exist to prevent collisions.
Although it is possible that trains could switch to another microtubule when they encounter a train moving in the opposite direction, this would be predicted to cause deceleration, which was not evident in our kymographs (see also the supplementary text). In trypanosomes, IFT trains avoid microtubule doublets that contact the paraflagellar rod (10) , raising the possibility that IFT trains can recognize specific microtubule doublets. This could allow anterograde and retrograde trains to use different axonemal microtubules. However, the resolution required to test this hypothesis cannot be achieved with TIRF microscopy. Only EM offers sufficient resolution to see detailed interactions between IFT trains and microtubules. Previous EM work, comparing IFT trains from flagella of wild-type cells and from those of mutant cells with defective IFT, has suggested that anterograde and retrograde trains can be distinguished on the basis of ultrastructure and size (8) . Long and short IFT trains have been proposed to be associated with anterograde and retrograde transport, respectively (8) . However, the lack of dynamic information has precluded a definitive interpretation of the directionality of IFT trains.
To overcome the technical limitations of static EM, we developed a correlative light and EM (CLEM) approach. Because the currently available CLEM techniques (11) do not provide sufficient spatiotemporal resolution to analyze IFT trains, which move at 2.5 to 4 mm/s, we developed a novel method that allows millisecond resolution in correlative TIRF and three-dimensional (3D) EM
