ABSTRACT In this paper, we propose a home energy management system that employs load shifting strategy of demand side management to optimize the energy consumption patterns of a smart home. It aims to manage the load demand in an efficient way to minimize electricity cost and peak to average ratio while maintaining user comfort through coordination among home appliances. In order to meet the load demand of electricity consumers, we schedule the load in day-ahead and real-time basis. We propose a fitness criterion for proposed hybrid technique, which helps in balancing the load during ON-peak and OFF-peak hours. Moreover, for realtime rescheduling, we present the concept of coordination among home appliances. This helps the scheduler to optimally decide the ON/OFF status of appliances in order to reduce the waiting time of appliance. For this purpose, we formulate our real-time rescheduling problem as knapsack problem and solve it through dynamic programming. This paper also evaluates the behavior of the proposed technique for three pricing schemes including: time of use, real-time pricing, and critical peak pricing. Simulation results illustrate the significance of the proposed optimization technique with 95% confidence interval.
I. INTRODUCTION
For a couple of decades, an exponential growth in power demand of consumers is observed. Due to the massive increase in electricity demand, the traditional grid is experiencing numerous challenges like maintenance, sustainability and reliability. It has been observed that around 30-40% of energy is consumed in buildings throughout the world [1] . According to the International Energy Outlook 2013, the energy consumption will increase by 56% in 2040 [2] . To overcome the challenges of traditional grid, the concept of Smart Grid (SG) has evolved which integrates a two way communication technology in the existing power system to achieve a system which is more reliable, efficient, cost effective and dynamically controllable. In the SG, the Demand Side Management (DSM) plays a vital role by developing strategies in a flexible and diverse way to maintain the grid's stability [3] . The strategic planning of DSM helps to control and manage the increasing load demand of electricity consumers. Basically, the DSM aims at educating electricity consumers to modify their electricity usage patterns in order to reduce stress on the main grid for continuous power supply to the consumer [4] . In order to deal with changes in the consumer load profile, the proposed DSM strategies include load shifting, strategic conservation, peak clipping and VOLUME 6, 2018 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ FIGURE 1. DSM strategic planning.
valley filling as shown in Fig. 1 . Where peak clipping, valley filling and load shifting are known as classic form of load management. Strategic conservation, strategic load growth and flexible load shaping are energy efficiency strategies of the DSM [5] . However, load shifting is the most frequently employed strategy in the literature in which load is managed through a Demand Response (DR) [6] . Basically, the DR aims at motivating electricity consumers to change their energy consumption patterns with respect to the current electricity price signal. This way, most of the consumers get incentives (reduction in the electricity bill) [7] by shifting the load demand from On-peak to Off-peak hours which enables the upstream main utility grid to reduce the stress and minimize the Peak to Average Ratio (PAR). The main focus of the above mentioned strategies is to encourage consumers to use less electricity during On-peak hours and shift the load towards Off-peak hours which can efficiently reduce the electricity cost and PAR more efficiently [7] . Most of the DSM strategies adapted scheduling algorithms optimize the demand pattern by shifting the load using DR programs [7] . This encourages the electricity consumer to make changes in the load according to the price tariff [8] . This is possibly implementable by using twoway communication, smart metering infrastructure, smart appliances, renewable energy sources, etc., Fig. 2 depicts the systematic model of the SG. However, the implementation of the SG and the DSM is a challenge, because the system has to define and achieve the objectives independently. To deal with electricity crises, the DSM has to handle a large number of controllable loads of different regions including residential, commercial and industrial areas. There are many architectures that have been proposed for the energy management of commercial and residential areas, most of researchers in this area target residential areas because of the number of appliances that are used. In this respect, [9] - [13] and [15] - [25] proposed Home Energy Management Systems (HEMSs) which follow different pricing approaches along with renewable and sustainable energy resources. HEMS is defined as the system which provides services to monitor and manage the electricity flow and usage in a smart home [26] . The proposed HEMSs techniques in [9] - [13] and [15] - [25] reduce the electricity cost and PAR during the day when there is a high demand of electricity, and the utilities need extra resources to fulfill the demand. Though, these articles ignore the under developing areas where these resources are not provided. Despite all of these, most of them consider user comfort as minimum waiting time of appliances. However, none of them discussed the situation when a user wants to terminate the working of an appliance during its allocated time-slot and real-time rescheduling of the appliance in the mean time. In addition, it is very difficult to schedule the appliances in realtime at an optimal time slot because of static and sequential inputs. In order to enable the dynamic scheduling in realtime, [27] performed real-time rescheduling using dynamic programing. In this work, the appliance rescheduling is based on priority scheduling to reduce the cost and the power demand. In this article, the prority appliance will be turned ON while another low prority appliance will be turned OFF and scheduled on next the day, this affects the user comfort. Hence, the need for an efficient HEMS emerges which can deal with sudden changes in the load demand without sacrificing the user comfort, dire need of coordination among appliances.
This paper is an extension of [28] , in which the focus of the study is to employ DSM in HEMS for load management to reduce electricity cost, PAR and user discomfort. To minimize user discomfort, we have introduced the concept of coordination among home appliances to handle the interrupts in an emergency situation. It allows the user to interrupt an appliance and to allocate the remaining time-slot to any other user preferred appliance(s) by rescheduling using dynamic programming. This way, the extra time can be utilized to reduce the waiting time of high priority appliances. To check the effectiveness of the system, we propose a Hybrid Bacterial Foraging and Genetic algorithm (HBG) optimization technique. The proposed technique is evaluated using different price signals.
The contributions of this paper are as follows:
• HBG: In this paper, we focus on designing a hybrid optimization technique. We demonstrate the performance of already existing optimization approaches. After analyzing the GA and the BFA, it is observed that there is a need to develop such an optimization method which can further improve search efficiency and which is adequate to handle multiple constraints. Based on these heuristic techniques, a hybrid technique is proposed considering the system objectives. Extensive simulations are conducted to validate the results. The efficiency of the proposed technique is validated by analyzing the performance metrics, which show high cost savings with minimum user PAR.
• In order to incorporate coordination among home appliance, dynamic programming is used which helps to reschedule the appliances in the real-time.
• We formulate the binary optimization problem through Multiple Knapsack Problem (MKP). MKP helps in the effort of finding an optimal solution while employing dynamic programming and respecting the total capacity of available amount of time. The rest of the paper is organized as follows. Section II reflects the state of the art in SG and DSM. Section III highlights the related problem regarding the peak hours and its consequences on grid and electricity consumers. Section IV incorporates the proposed solution of highlighted problems with detailed description of previously used approaches GA and BFA, and our proposed algorithm. Results are illustrated and verified using simulation VOLUME 6, 2018 in Section V. Finally, the conclusion of the research with future work is discussed in Section VI.
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I
User [9] - [13] and [15] - [32] , also their systematic review is given in Table 1 . Due to the importance of DSM and its emergent need, it has been an active topic from a couple of decades. Articles [9] - [13] and [15] - [32] target the user comfort, cost minimization on the consumer side and PAR reduction which directly or indirectly benefits the utility using mathematical, statistical and some bioinspired artificial intelligence optimization techniques. These approaches reduce the utility's load by shifting the electricity power load on self-generated energy resources and achieve the user comfort under various constraints. Authors in [9] - [11] , [13] and [15] - [25] formulate the problem as SOO, where [12] , [27] , and [29] formulate the problem as a MOO.
In this regard, in articles [9] - [13] and [15] - [18] , authors have discussed local optimization methods for energy demand optimization. Article [9] formulated the finite time horizon by considering the 30 minutes time-slot and modeled mixed integer non-linear programming using Real Time Price (RTP) tariff for scheduling. The proposed scheme schedules the electrical and thermal appliances of a smart home. This scheme reduces 22.2% cost for peak price and 11.7% for normal price scheme while shifting the peak load on the thermal resources. Authors in [10] proposed a linear programming based optimal scheduling technique to minimize the electricity cost while focusing on the energy storage. The discussed technique saved 20.39% average cost and reduced 21.6% average peak load. Similarly, researchers in [11] , target the cost minimization and peak reduction in order to balance the load for a single home using mixed integer linear programming. Simulation results formulated the real-time tariffs in the Czech Republic. The objectives of [12] and [13] are: minimization of the overall electricity production cost and the individual electricity bill. The formulated model in [12] depends on the socio-economic factors (employment status, family decomposition and number of occupants) and user preference. Simulation results are conducted on real data provided by the Department of Energy & Climate Change UK [14] , with real-world electricity prices by implementing the multi-objective mixed integer programming. Authors in [13] and [15] used double cooperative game for energy management system. Simulations are conducted by considering multiple utilities and multiple consumers with plug-in electric vehicles by [13] and [16] and plug-in electric bicycles used in the study in [15] which are allowed to discharge electricity and sell out surplus power back to respective utilities. Results illustrate that the proposed approach satisfies both the electricity provider and the consumer. The peak demand determination's model in a residential area is presented by [17] under RTP for four different scenarios. In order to express the finite number of appliances, quasi random process is implemented and recursive formula is developed to determine the peak demand. The results achieved from this approach are compared with undefined number of appliances which may cause serious peak. Smart HEMS algorithm is proposed in [18] to reduce the cost and overall electricity usage under Time of Use (TOU) pricing scheme without compromising user comfort.
In [19] - [25] bio-inspired artificial intelligence based techniques are used. In this regard, a distributed framework to overcome the cost is defined in article [19] for multiple users under a grid, where greedy iterative algorithm is proposed to schedule the appliances according to different modes (low, medium and high) and the RTP signals. Each user has prior knowledge of electricity price which is to be contingent on the aggregated load on the grid. In this work, a penalty function is defined to establish the coordination among users. Experimental results show that this algorithm reduces the consumer's electricity cost and minimizes generation cost with respect to the peak load. Article [20] reported an autonomous system that adapts the GA as an AI based technique, and advances a communication technology. The proposed system in [20] grounded on Distributed Generation (DG) patterns allowed two way energy flow to maximize user comfort in case of minimum wait and electric energy purchasing cost. Experimental results of four different scenarios demonstrated the 32.73% highest electric cost saving among all scenarios. However, authors have completely ignored DG's maintenance and installation cost. VOLUME 6, 2018 The DR problem like user discomfort is studied in [21] . In this research article, the authors formulate the energy management problem as a reinforcement learning problem based on Markov's decision process model. Simulation results are expressed by using a Q-learning algorithm to design the scheduler. Another phenomena of DR peak shaving in microgrid is studied by [22] . Rabiee et al., in [22] handled the peak shaving, load curve amendment and compensate the uncertainties of photovoltaic and wind power. Binary Particle Swarm Optimization (BPSO) algorithm is used for simultaneous scheduling of responsive load and electric vehicles in the presence of photovoltaic and wind power. Simulation results show that this approach reduced the cost and emission. Rahim et al., in [23] present DSM controller to avoid peak by using GA, BPSO and Ant Colony Optimization (ACO) algorithm. Simulation results show that the GA performs well as compared to the rest of the approaches. User comfort is formulated as cost minimization and reduction in appliance's waiting time by [24] . In this article, Wind Driven Optimization (WDO) algorithm is adapted and the home appliances scheduling problem is formulated as a minmax regret-based knapsack to minimize the cost and peak load. The observational results show 8.7% PAR reduction and 39.04% electricity cost saving for TOU price tariff. Besides all of these problems like high cost, user comfort and peak load reduction, researchers also focused on the day-ahead load forecasting to handle the situation for day-ahead price tariffs. In this respect, authors in [25] adapt artificial neural network for day-ahead load forecasting and achieve 97.11% accuracy.
Authors in [27] targeted both SOO and MOO, where the dynamic programming is adapted for a single objective optimization with the targeting objectives: minimization of electricity cost and CO 2 emissions, and maximization of total allowed power demands. On the contrary, MOO is solved by adopting the Evolutionary Algorithm (EA). The targeted conflicting objectives in this article are: minimizing the electricity cost, maximization of the total number of allowed power demand requests, minimization of CO 2 emission and the maximization of the total number of allowed power demand requests. To solve the MOO problem, [29] presents different comfort levels to compute the user's comfort level. Simulation is performed using a modified PSO to solve the conflicting objectives like: cost minimization and user comfort maximization.
In the literature, proposed SG and DSM systems mounted with RES and storage devices must have charging and the maintenance cost. Some techniques, as discussed above like [9] , [10] , [13] , [15] and [21] - [32] , implemented RES and storage devices. However, [13] ignored the charging cost and [21] , [24] , and [25] did not analyze their installation and maintenance cost. Whereas, in this article proposed HEMS reduces the electricity cost and PAR without using any storage or renewable device, while establishing the coordination among user and scheduler, and the scheduler and home appliances.
III. PROBLEM STATEMENT
Since its existence, the DSM came up with numerous challenges like: load shifting, communication, fairness, security and privacy [30] . DSM strategies are developed to overcome the irregular usage of electric load on the consumer end. This irregular usage is a challenging task to handle, because it increases the load on the utility and generation units. The extra generation of electricity is required because of high demand in some specific hours (On-peak hours) resulting in high electricity cost. In this regard, efficient algorithm for HEMS is required which helps users to shift the load from On-peak to Off-peak hours in a balanced way. Though, many systems like [9] - [13] and [15] - [35] have been developed to minimize the cost, PAR and discomfort, however, the trade-off always occurs between cost and PAR, and cost and comfort. The discussed targets have trade-off and are not fully considered by all researchers, as authors in [10] , [11] , [15] , [17] , and [19] did not consider user comfort. The PAR is ignored by [12] , [17] , [19] , and [20] which has burdened the utility and generation units by creating the peak on Off-peak hours, this is problematic, especially for day-ahead or seasonally defined price signals.
As it is clear that the cost and PAR can be reduced by employing load shifting or using some other strategies, e.g., proposed solutions in [10] , [13] , [15] , [21] , [24] , and [25] have incorporated Renewable Energy Resources (RES) to reduce cost and PAR. Also fluctuation in the generation of RES is possible because of varying weather conditions seasonally as cited by [22] . In particular, when conditions for RES do not meet the needed energy (e.g., solar system may produce low energy during the winter and cloudy days).
Efficiency does not only mean to reduce the On-peak hours load or cost minimization, besides, other factors are also involved. As discussed earlier, user comfort with respect to the waiting time of appliance is an important factor. On the other hand, scheduler's suppleness can deal with sudden changes without effecting demanded load and overall cost. Researchers in [12] dealt with changes made by the user in scheduling. However, demanded changes are executed during a next day period. Authors in [27] performed rescheduling on the basis of power demand. In this regard, high priority appliance(s) are switched ON according to user requirements in real-time and rescheduled to any other scheduled appliance during another hour, which can create peak on end hours because of static inputs for day-ahead scheduling. In order to enable dynamic scheduling as per the consumer requirements, rescheduling the appliance's operation needs flexibility such that neither it creates peak nor it has much effect on the total cost and PAR.
IV. PROPOSED SYSTEM MODEL
Due to energy constraints, HEMS is widely accepted to efficiently utilize the energy. The overall framework of HEMS consists of a control, monitoring and a management unit. The monitoring unit monitors the user power demand, price signals and electricity generation for the current time. The management unit schedules the home appliances and the control unit decides which appliance to turn ON or OFF according to the assigned working hours. The success of HEMS depends on the fair coordination between the user and the system. In this way, the proposed system model focuses on a scheduler working under the management unit. Dealing with user run-time demand and electric appliances' scheduling are the responsibilities of a management unit.
An overview of the proposed system model and the information flow between the system components are illustrated in Fig. 3 . This demonstrates the information exchange and power flow between the service provider and the smart home. The service provider ensures power reliability by enabling the power transfer from the power generation plants to transmission lines. The upstream utility grid sends the price of the generated power to the smart meter deployed in each smart home, where each smart home is equipped with a HEMS. The smart meter acts as a gateway to exchange the information between the consumer and the utility. In addition, a smart meter consists of many components like embedded computing platform, etc. The embedded computing platform schedules the activities of the smart meter. Further, the proposed optimization technique for HEMS schedules the load demand of a consumer on day-ahead and realtime basis using meta-heuristic and dynamic programming. The real-time scheduling is implemented using a dynamic programming by enabling coordination between the user and the scheduler when an interrupt is generated by the user.
The main objective of our proposed framework is: load shifting to reduce the electricity cost and the PAR. During load shifting, the load curve should be as close as possible to the objective load curve. As explained in [8] , if the objective is to reduce the electricity cost, then the chosen objective load curve should be inversely proportional to the electricity market price. It also helps to make the system flexible in order to respond to changes in real-time. In our scenario, the targeted objective load curve is based on the defined constraints of fitness function given in Equation 4a. The second main objective is that our proposed system can provide VOLUME 6, 2018 real-time scheduling. This will make the system flexible which in turn will provide users' comfort.
A. PROBLEM FORMULATION
The proposed HEMS shifts the load on a day-ahead and real-time scheduling basis. Considering both of the scheduling techniques, we focus on achieving multiple objectives. The day-ahead objective includes the minimization of the electricity cost, PAR and minimizing the distance between the objective load curve and the actual energy consumption pattern. The MOO model for home load management is given by the following:
1) MOO MODEL FOR DAY-AHEAD AND REAL-TIME HOME LOAD MANAGEMENT a: LOAD SHIFTING
The proposed algorithm schedules the appliances to bring consumption schedule load curve closer to the objective load curve. The power load shifting technique is mathematically formulated as given in [8] :
The objective load curve obj hour l curve has an inverse relation with E hour price , this relation is mathematically modeled as follows:
where E sch hour load is the per hour scheduled electric power load calculated using Equation 3 . Where E load represents the aggregated load of ON appliances during a particular time.
℘ = 1, 0 is the ON or OFF status of an appliance during a particular hour. The above targeted obj hour l curve is obtained using the constraints in Fitness Function (F f ) presented in Equation 4 . This defined function helps to find out the optimal solution from the search space, F f selects the fittest individual from the given population PoP, to avoid the peak during the Off-peak hours.
where F PoP is calculated using Equation 4a,
(4a)
where the value of η is chosen such that the minimum load limit for On-peak hours should be less than the minimum limit of Off-peak hours. In our case η = 2 and Load h N is in the normalized form for uniform distribution ∀h ∈ {1, 2, ....., 24}. The Off-Peak power limit (P l 1 ) and On-Peak power limit P l 2 are calculated using Equations 4b and 4c, respectively, so that fair load distribution at the user's end can be achieved by the home load management scheduler. Where, E i PoP load is the calculated load for a single chromosome or bacteria i from the generated solution space using Equation 3. On-peak hour is mathematically represented as H on p > mean(E price ) greater than the mean of electric price list E price and Off-peak hour is mathematically represented as H off p ≤ mean(E price ) less than or equal to the mean of the price list.
b: ELECTRICITY COST MINIMIZATION
The second objective is the cost minimization which can be mathematically written as follows:
The electric cost is minimized by the following objective load curve, so O 1 defined in Equation 1 is used as a constraint here.
where E hour cost per hour cost is calculated using Equation 7 ,
App d
P rate
of each appliance is given in Table 2 .
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c: PAR REDUCTION
Ensuring the grid's stability is one of our core objectives which is achieved by minimizing the PAR. Mathematically, it can be written as follows:
which is automatically accomplished by Equation 1. Formally, the PAR can be written as:
where
d: USER COMFORT MAXIMIZATION
In a practical situation, consumers require some flexibility to schedule home appliances, where a user can switch OFF an appliance and can demand to reschedule any other appliance(s) according to the requirement. This rescheduling somehow reduces the waiting time of user to turn ON the required appliance. When an appliance is rescheduled on demand, then its waiting time is considered zero regardless of the user previous demand time. We focus on maximizing the user's comfort, which can be mathematically expressed as:
Where comfort is achieved by incorporating the coordination between the scheduler and the user, when the scheduler gets interrupt Î by the user to switch OFF an appliance and a request for real-time rescheduling from App α c . This can be formally expressed as:
The user comfort and waiting time App d
W t
have an inverse relation, this relationship can be mathematically presented as follows:
is the waiting time of a particular appliance d, it can be calculated as:
2) MODEL TRANSFORMATION
The proposed MOO model discussed in Section IV-A.1 is transformed into SOO. The proposed HEMS model is divided into two parts, one is day-ahead scheduling and second is, real-time rescheduling. The targeted objectives are: electricity cost, PAR minimization and user comfort maximization. However, due to the dependency of performance parameters on each other, a trade-off always exists. In order to minimize the trade-off between electricity cost and PAR for day-ahead scheduling, we have used a constraint based MOO method.
In this scenario, O 1 is considered as the main objective which is accomplished using the linear Equations 4a and 5. These equations are used as constraints of O 1 . The graphical representation of the linear Equation 4a is shown in Fig. 4 for On-peak and Off-peak hours. This graphical representation illustrates that the selected feasible solution from the defined feasible region not only reduces the cost, but also maintains the load curve which further helps to avoid the peak formation (i.e., O 3 ). On the other hand, for real-time rescheduling, objective O 4 is considered. In order to minimize the tradeoff, we use the weighted sum MOO method as given in [29] which is mathematically expressed as:
such that 4a, 5 and 13. (14) Where λ = 1 shows that during day-ahead scheduling the user comfort is ignored.
B. PROPOSED ALGORITHM
The purpose of our work is to incorporate scheduling and encourage coordination between a user and the scheduler. Moreover, its flexible nature allows the user to request terminating an appliance and reschedule another appliance(s) at any time during working hours. Our proposed home load management scheduler has two distinct algorithms as discussed below:
1) DAY-AHEAD SCHEDULING
Algorithm 1 is designed for day-ahead scheduling where optimal solution is selected on the basis of Equation 4 from the search space provided by HBG. The HBG, is proposed to find out an efficient solution that has qualities of both bio-inspired optimization techniques BFA and GA. There are many reasons to adopt bio-inspired meta-heuristic optimization techniques, such as: simplicity, flexibility and ergodicity [33] . First, most of these algorithms VOLUME 6, 2018 for k = 1 → N r do 3: for j = 1 → N c do 4: for i = 1 → N p do 5: Tumble the bacteria and find new position
for s = 1 → N s do 7: if J i < J last then 8:
Move bacteria according to the current position 10: else 11: Tumble bacteria and move in that direction 12: end if 13: end for 14: end for 15: end for 16: Calculate F f and select the best bacteria form search space using Equation 4 17: end for 18: Elimination-dispersal step using GA Start GA for maximum iteration End GA 19: Sch(l) ← best 20: end for are simple to implement as compared to other deterministic techniques. Second, it is flexible in a sense that these can deal with a broad range of problems. Last, some of the techniques have the ability to deal with ergodicity because they can easily escape from the local minima. Ergodicity occurs due to some nature process like crossover and mutation, and statistical models such as random walks. Using metaheuristic techniques, one can get an optimal solution with multiple objectives within one run. In addition, non-metaheuristic techniques require many assumptions whereas, meta-heuristic techniques make few or no assumptions at all [34] .
Authors in [35] highlighted that searching ability of any optimization technique can be divided into local and global search ability. The BFA emphasizes on a local search whereas, the GA focuses on a global search. Both techniques are known as best searching approaches; however, both techniques have some shortcomings. The GA has a convergence problem, i.e., it requires maximum iterations and huge search space. On the other hand, the elimination and dispersal step of BFA diverges from the optimal solution. To avoid these limitations, the HBG is proposed which has qualities of both the GA and the BFA algorithms.
a: GA
An evolutionary meta-heuristic algorithm generates an optimal solution search space for optimization problems. The basic structure of the GA is based on the chromosomes. In this section, we elucidate the steps of GA defined in [36] . The GA starts its working with the population size N p of chromosomes which we generate randomly in a binary form, because of ON or OFF status of appliances. Each chromosome has a fitness value F f . Roulette wheel, a probabilistic based selection method is used to select two parents to produce new offspringsusing crossover with probability pc, and mutation probability pm = 1 − pc. After maximum generations, the best solution is selected on the basis of constraints defined in Equation 4(a).
b: BFA
A meta-heuristic optimization technique was introduced by Passino in [37] . Its working architecture is based on poor foraging strategies. The detailed working strategy of BFA is illustrated in Fig. 5 . The algorithm's statistic behavior that allowed the cell to swarm stochastically and collectively towards the optimal solution, encouraged us to implement the BFA for optimal scheduling. In this section, we discuss the steps of BFA to solve the scheduling problem. The BFA starts by randomly generating a population of fixed size N p , where each swarm is considered as bacteria and each bacteria contains D bacterium. Initially, we calculate the fitness J i of each bacteria. There are three main steps of BFA: 1) 'chemotaxis' length of life time of bacteria is measured by the number of chemotactic steps. The fitness J i of bacteria is calculated by the proximity to each bacterium's new position θ d i after a tumble along the manipulated cost surface one at a time by adding step size C. The value of J i is calculated using the function of Rosenbrock given in Equation 15. A random direction vector i for i th bacteria is generated to represent the tumble movement. 2) 'Reproduction' where only those cells will contribute to the next generation that performed well over their lifetime. 3) 'Elimination-dispersal' where cells are discarded and new random samples are inserted with a low probability. At the end of all these steps, the best one is selected as a schedule, based on F f from the updated PoP.
Where θ i is calculated using Equation 16 .
c: HBG
The optimal search space in HBG is created using BFA and GA. In order to explain each step of the proposed algorithm precisely, HBG is explained in Algorithm 1. In HBG, the steps of BFA are followed as explained in previous section with the difference in elimination and dispersal step. In BFA, after the reproduction step, the bacteria that survives for the next generation are randomly eliminated and dispersed. In HBG, the random elimination and dispersal step is performed using crossover and mutation.
2) REAL-TIME SCHEDULING
To reschedule the appliances during the working hour is a challenging task, where we have to shift the working hour of an appliance while considering the user comfort. However, we cannot neglect the On-peak and Off-peak hours and the electricity cost. Here, it is worth mentioning that 26: end for end for 28: Start process to select the optimal solution forí = n → 1 do 30: if S(i, VAR) == 1 then Sol Set (í) ← 1
32:
VAR ← VAR − List int time (í) else 34: Sol Set (í) ← 0 end if 36: end for end if 38: Update the Sch according to the Sol Set Switch OFF APP of and switch ON APP α according to Sol Set 40: end for in our approach an appliance can be turned ON or OFF during a given time interval through coordination as shown in Fig. 6 . In order to elaborate coordination between a user and the scheduler, Algorithm 2 is given. Algorithm 2 starts its processing when an interrupt is generated by the user. VOLUME 6, 2018 FIGURE 6. Coordination among appliances: an example scenario.
As an example: the scheduler maintains a list α of appliances that a user wants to reschedule. The rescheduling problem is formulated as a knapsack problem, where knapsack capacity is considered as an available time interval. The weight of an item is taken as available operational time of an appliance and its value as cost during a particular hour according to the price signal and operational time. The optimal solution is computed by selecting the small items having a minimum weight with a maximum value. Moreover, the total weight of selected individuals should be less or equal to the knapsack capacity.
Dynamic programming is used to solve the knapsack problem, which was introduced by Bellman [38] . It divides a complex problem into overlapped subproblems which are solved with the help of recursive bottom-up method. In a real-time scenario, dynamic programming provides the appropriate basis for compiling results. Based on the dynamic programming strategy, the knapsack problem is divided into n subproblems and solution of each problem is maintained in a table. In our work, small items having largest values, i.e, electricity cost are selected for Off-peak hours, where a large item with small values are used to represent On-peak hours. Results are computed using Equation 18 and maintained in T [í,j]. The possible solution which covers the maximum capacity and maximum benefit is stored in S[í,j] and optimal solution is selected using Equation 19 .
V. SIMULATION RESULTS AND DISCUSSION
In this section, the performance of the proposed system is validated through performing simulations in MATLAB and the results are discussed hereafter. The results are conducted for three pricing tariffs RTP, TOU and Critical Peak Pricing (CPP) using HBG before and after coordination. Further, results of our proposed technique are compared with GA and BFA. We consider a single home with nine appliances, i.e., M=9 that needs to be scheduled. For simulation purposes, these appliances are grouped into three categories: group A, group B and group C. These appliances are selected because of their extensive usage throughout the year (e.g., AC used for both cooling and heating purposes). Group A contains the interruptible burst load appliances which includes vacuum cleaner, water heater, water pump and dish washer. These appliances can be turned ON at any time during the day. Group B contains base load interruptible like refrigerator, air conditioner and oven. Group C has non-interruptible appliances that cannot be interrupted during their operational cycle, e.g., washing machine and cloth dryer. In our work, we consider that the cloth dryer will always be scheduled after the washing machine. However, a user will be allowed to turn OFF any appliance at any time.
In this scenario, to incorporate coordination, the vacuum cleaner and dish washer are selected for rescheduling, because their working time is less than or equal to an hour and can be called out 6 to 8 times in a day. A user will define the operational time for a specific slot before scheduling, here for simulations, the operational time is allocated randomly. In this case, the knapsack weight capacity is the maximum available time interval that is calculated as: Time aval = 60-Interp t , where Interp t is the time when a user requests to switch ON an appliance and demands another appliance's rescheduling. The knapsack weight of an item in our case is the available working time-slot of appliance in list α. Where the item's value is the cost during a particular interrupted hour calculated using Equation 7. The power rating of appliance's and daily usage is listed in Table 2 . Fig. 10(a-c) right axis shows the price signals, Fig. 10 (a) represents the RTP price signals which are taken from [7] . TOU price tariff is taken from [39] and highlighted in Fig. 10(b) , here the price tariff is divided into three time zones: On-peak hours 11:00am-4:00pm, MID-peak hours 7:00am-10:00am and 5:00pm-6:00pm and Off-peak 1:00am-6:00am and 7:00pm-12:00pm. Where Fig. 10(c) shows the CPP rate taken from [39] , this price tariff has 11:00 am-4:00 pm On-peak and 1:00am-10:00am and 5:00pm-12:00pm Off-peak hours. To perform simulations for the TOU tariff, only On-peak and Off-peak hours are considered. Where shoulder or MID-peak hours are taken as On-peak hours.
A. PRICE TARIFF
As discussed earlier, the performance of the proposed system is evaluated using three price tariffs. These tariffs are discussed in the following subsection.
1) RTP
The RTP known as a dynamic price rate is grounded on the hourly usage of electricity [40] . Utilities regulate the RTP in two parts and the overall bill is the sum of these parts:
(a) Base bill is calculated on the basis of standard defined tariff for a particular customer depending on Customer Baseline Load (CBL). (b) Hourly prices are applied according to the consumer usage that is the difference between the actual and the CBL usage. Each user has to pay a wQ * fixed hourly charges regardless of what pricing scheme has been adopted. When a customer chooses a pricing scheme like RTP, it means that the user is saving amount (P h − W s ) Q H , where P h is the energy rate an applicant requests, Q H is the unit of electricity. The RTP energy rate P RTP shown in Equation 20 is set between c market price and standard energy tariff's charges W s . The standard of the RTP defines when the energy rate is P L and customer wants to upturn the electricity usage above the level Q L . Such customer has to pay W s for each unit up to Q * , moreover will pay variable costs P L for each unit after Q * [40] .
2) TOU TOU is known as the time based pricing scheme, prices are set by [41] for the On-peak and Off-peak hours, where a day is divided into multiple blocks and price for a particular block remains fixed. D TOU represents the total amount of saving shared between Local Distribution Company (LDC) and customer. Cost reduction (σ 0 −σ 1 ) is achieved by shifting a maximum load demand and the total cost ζ saving fraction that LDC passes. This is applicable for those customers who consume cost Q TOU after taking the option.
3) CPP
Critical events may occur during a specific period of time when utilities observe high market price rate or during the system emergency conditions that usually occur in hot summer weekdays. The electricity rates during this time period are usually high. Two variants of CPP have been defined: one where the time and duration of peak price are predefined and second, when the increase in price may depend on the electricity need to reduce the load. These critical hours are not allowed to occur more than fifteen times during a season [40] . The simulation results are discussed in two subsections: the effect of scheduling on electricity cost and PAR before and after coordination. Unscheduled values represent user demand and its consequences on daily electricity charges and PAR. 
B. RESULTS BEFORE COORDINATION
To evidently analyze the generic behavior of the proposed solution, three different pricing rates: RTP, TOU and CPP are tested. Fig. 11 and Fig. 12 show that price for unscheduled load is high for all three price tariffs. Fig. 11 and Fig. 12 depict the total unscheduled electricity cost 1840 cents for the RTP rate, 1790 cents for TOU and 7190 cents for a particular critical day using CPP. The simulation results before coordination are clear from Figs. 7, 9, 11 and 13. The electricity load before and after scheduling for 24 hours is revealed in Fig. 7 which affect the results in Fig. 9, Fig. 11 and Fig. 13 . Where implemented optimization approaches help in shifting the load as shown in Fig. 7 which directly affects the cost. HBG shows relatively low price signals for high peak hours. Another observation is worth mentioning that the scheduled load curve is almost near to the objective load curve. Fig. 9 is a graphical representation of per hour cost for an unscheduled and HBG proposed approach along with GA and BFA. The results demonstrate that the cost payed during On-peak hours is low compared to an unscheduled load, because the load during the On-peak hours has been shifted to Off-peak hours without creating peak.
The trade-off between the cost and the PAR is elucidated in Table 3 . The RTP signal has a minimum PAR 1.88 for the HBG which is 58.45% less as compared to unscheduled PAR, where it has reduced the cost by 14% for HBG. On the other hand, the waiting time for the HBG scheduler is comparatively less as compared to the other three techniques as shown in Fig. 16(a) . For the TOU tariff, the HBG performs better as compared to the other two approaches as it has reduced 50% PAR and 18% cost. Though, the cost reduction percentage of BFA is the same as HBG, on the other hand its PAR and waiting time are comparatively higher than the HBG. Where for the CPP, HBG again outperformed and reduced 44% PAR and 42% cost. Though, PAR reduction of GA is 59%, however, the cost and waiting time reduction ratio of HBG is good. The overall results show that, HBG has influence on the two approaches, where it shows minimum cost and high PAR reduction with low convergence rate as well as overall less waiting time as compared to BFA and GA.
C. RESULTS AFTER COORDINATION
After coordination, the real-time rescheduling algorithm just takes 0.0096 second(s) to complete the task. This reveals that switching of appliances takes only 0.0096 second(s). Due to the random user's behavior, we have different coordination loads for distinct adopted approaches. As discussed earlier, Fig. 8 right y-axis shows the price signals. It is clearly demonstrated from Fig. 7 and Fig. 8 that any change during coordination did not affect the bonding between the objective load curve and the scheduled load curves. Fig. 10 illustrates that the electricity cost is relatively high during On-peak hours. The unscheduled cost is high for all three pricing schemes during On-peak hours. Fig. 8 shows the load on the grid for a single home using three pricing tariffs for a day. This shifted load from On-peak to Off-peak hours reflect the effect on the total cost as represented in Fig. 12 and on PAR as shown in Fig. 14 .
Regardless of adopted electricity price, Fig. 12 shows that a swarm based approach has low price and PAR as compared to evolutionary one's, where their hybrid outperformed both techniques. Fig. 12 evidently revealed 5%, 8% and 8% less cost than the without coordination scheduled for GA, BFA and HBG, respectively, using RTP. Where 5% maximum cost is reduced by HBG with 9% increase in PAR and 15% decreased waiting time. The maximum reduction in waiting time is observed 42% using HBG and BFA as 
FIGURE 13
. PAR for all proposed and adopted approaches without coordination. illustrated in Fig. 16 . The overall graphs clearly illustrate the difference between before and after coordination because of reduction in the total demanded load and increase in the peak load.
During coordination, the load curtailment occur which reduced the cost, however, the PAR increases because sometime it passes heavy load appliances which show the tradeoff between cost and PAR. Fig. 15 and Fig. 16 illustrate the waiting time of appliances. It is envisioned that the waiting time after coordination is less as compared to before coordination. This effect can be observed clearly for interruptible load because the called appliances belong to the category of interruptible loads and we consider the waiting time of called appliances as zero.
D. DISCUSSION
Results demonstrate that a defined F f not only reduced the electricity cost, but it has also reduced PAR during day-ahead scheduling which also helps in avoiding during real-time rescheduling. Further, results show that there is a trade-off among different performance parameters, which are comfort (rescheduling), electricity cost and PAR. In addition, our proposed algorithm enables the coordination mechanism among scheduler and user, and between the appliances to maximize the user comfort. However, this effects the cost and PAR in some extent as shown in Table 3 and 4. Our proposed algorithm develops the coordination to maximize the user comfort. Table 5 shows the affect on electricity cost, PAR and waiting time after coordination. From these results, it is analyzed that after coordination, electricity cost and the waiting time is reduced where PAR is increased. In the example scenario, before and after waiting time difference is calculated for base load interruptible appliances only because, listed re-schedulable appliances belong to this category. The waiting time of rescheduled appliances is calculated and is zero after dynamic scheduling which shows the considerable difference between the waiting time of appliances before and after the coordination as illustrated in Table 5 . The simulation results revealed the high performance of HBG compared to the other two approaches as it does not have much difference for all pricing schemes. The performance of an optimization technique is not only measured on the basis of output especially when dealing with random input, because each time the system shows different results. As discussed in the day-ahead scheduling section, the BFA and GA get trapped in local minima and global mimina, respectively. For this purpose, to evaluate the system performance, the confidence interval is calculated for the average results to check the variation and convergence percentage. Table 6 shows the confidence interval of 95% between lower and upper endpoints for an average of five iterations. HBG has shown 3.5% least percentage difference between lower and upper cost and only 10% for PAR using RTP where GA has highest difference for cost about 73%. On the other hand, for TOU, this difference is 2% and 35% for cost and PAR, respectively. For CPP, HBG again outperforms with the minimum difference of 17% for cost and 0% for PAR where this difference comparatively high for simple GA and BFA. These results show that the confidence interval of HBG is high compared to the GA as there is less fluctuation between the lower and upper output even in case of random input, i.e., the performance level of a hybrid approach is comparatively good. From the above discussion, we conclude that our proposed technique outperforms other techniques in terms of electricity cost, PAR ratio and waiting time reduction.
Regardless of the optimization techniques used, and in terms of price tariffs, the TOU is more economical than the other two discussed price tariffs. The CPP tariff shows a maximum cost and PAR reduction ratio than the other two tariffs because its On-peak hours duration is relatively very high.
VI. CONCLUSION AND FUTURE WORK
In this work, a HEMS is proposed, in which the load shifting strategy of DSM is implemented to achieve the desired objectives. This study considers a single home which consists of multiple home appliances. Each appliance in the smart home is scheduled using the proposed optimization technique, HBG. The proposed technique helps to find the most optimum schedule of each home appliance considering system constraints. The scheduling is done based on dayahead and real-time basis. The real-time rescheduling procedure helps to handle interrupts generated by the energy consumer to turn on some other home appliance. Therefore, the most feasible solution is to allow dynamic scheduling through the coordination of appliances. For this purpose, we have incorporated a coordination among home appliances using dynamic programming techniques. Whereas, the performance of the HEMS is evaluated using different pricing schemes. From the simulation results we conclude that the coordination in real-time rescheduling does not effect the electricity cost and PAR significantly. Moreover, we compare the results of the proposed approach with the GA and the BFA to check its efficiency. Results show that the PAR and electricity costs are reduced upto 50% and 40%, respectively. Further, we analyze the behavior of RTP, TOU and CPP to check the performance of HEMS. However, these price signals do not affect the performance of the scheduler as we analyze the behavior of these pricing schemes. This shows that our proposed approach efficiently schedules home appliances using all the pricing signals. However, TOU is economical as compared to the rest of other techniques.
In the future, we will investigate the relationship of the electricity cost, PAR, and waiting time in order to optimize the performance of the system. In addition, to make the scheduling dynamic, we have planned to incorporate the concept of coordination among the homes to maximize the user comfort and to minimize the electricity cost. 
