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Water molecules adsorbed on inorganic substrates play an important role in several technological applications.
In the presence of light atoms in adsorbates, nuclear quantum effects (NQE) influence the structural stability
and the dynamical properties of these systems. In this work, we explore the impact of NQE on the dissociation
of water wires on stepped Pt(221) surfaces. By performing ab initio molecular dynamics simulations with van
der Waals corrected density functional theory, we note that several competing minima for both intact and
dissociated structures are accessible at finite temperatures, making it important to assess whether harmonic
estimates of the quantum free energy are sufficient to determine the relative stability of the different states.
We thus perform ab initio path integral molecular dynamics (PIMD) in order to calculate these contributions
taking into account conformational entropy and anharmonicities at finite temperatures. We propose that
when when adsorption is weak and NQE on the substrate are negligible, PIMD simulations can be performed
through a simple partition of the system, resulting in considerable computational savings. We then calculate
the full contribution of NQE to the free energies, including also anharmonic terms. We find that they result
in an increase of up to 20% of the quantum contribution to the dissociation free energy compared to the
harmonic estimates. We also find that the dissociation process has a negligible contribution from tunneling,
but is dominated by ZPE, which can enhance the rate of dissociation by three orders of magnitude. Finally
we highlight how both temperature and NQE indirectly impact dipoles and the redistribution of electron
density, causing work function to changes of up to 0.4 eV with respect to static estimates. This quantitative
determination of the change in work function provides a possible approach to determine experimentally the
most stable configurations of water oligomers on the stepped surfaces.
I. INTRODUCTION
The characterization of the interface between water
and metallic surfaces is an area that has been exten-
sively explored theoretically and experimentally in the
past decades. Such interest does not only stem from
the catalytic processes in which these systems are in-
volved, such as water gas shift reactions, natural gas
steam reforming, and photocatalytic water splitting, but
also from their ability to provide fundamental under-
standing on the structure of water at electrochemical in-
terfaces, as well as on corrosion and wetting processes1–3.
Despite the amount of studies and data available in the
literature, as experimental setups and theoretical meth-
ods advance, new structures of water at these interfaces
are still found and our understanding of which funda-
mental physical aspects stabilize certain structures and
processes is revised4,5.
For this class of systems, especially when water dissoci-
ation is involved, a potential energy surface based on elec-
tronic structure theory can provide quantitative physical
understanding. Theoretical studies of water adsorbed
on metallic surfaces, however, are most often based on
static calculations of the potential energy, without ac-
counting for temperature effects. This approach, albeit
successful at times5,6, encounters limitations when barri-
ers between different structural motifs are shallow, allow-
ing the system to adopt many different conformations at
a given temperature, which are often experimentally rel-
evant. Anharmonic connections among different minima
in the potential energy surface call for approaches beyond
the harmonic approximation. Moreover, the structural,
dynamic, and electronic properties of water are known to
be heavily affected by the quantum nature of the nuclei
even at room temperature7–14. In fact, nuclear quantum
effects (NQE) have also been shown, through several ex-
periments and a few theoretical works, to play a crucial
role in the behaviour of organic adsorbates on metallic
surfaces15–24. It is thus to be expected that both con-
formational entropy and nuclear quantum contributions
impact the physics underlying the processes of water ad-
sorption and dissociation on metallic surfaces.
In this paper we address the dissociation of water at
Pt(221) surfaces as a model system of interest. This sur-
face is relevant due to its stepped geometry25, since it
is well established that surface defects like steps or va-
cancies are reactive centers where most surface reactions
happen. It has also been previously shown, based on
minimum energy calculations where harmonic zero point
energies (ZPE) were added, that ZPE can be decisive in
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2favoring dissociated water structures in this system6. We
here present a study, based on ab initio molecular dynam-
ics (MD) and ab initio path integral molecular dynamics
(PIMD) where we establish the magnitude of the NQE
contributions to various aspects of the dissociation pro-
cess at finite temperature and discuss the impact of these
effects on electronic structure properties of the system,
like charge rearrangements and work function changes.
Due to the high cost especially of ab initio PIMD simula-
tions, we also propose a simple and general scheme based
on a spatial partition of the system, which is combined
with ring-polymer contraction26,27 to accelerate PIMD
simulations when only physisorption of the adsorbate is
involved and one is interested in NQE in the adsorbate.
This paper is organized as follows: In section II, we
present the details of the simulations and define our
spatially localized contraction scheme (SLC). In sections
III A to III C we present and discuss our results for static
calculations of different minima and the characterization
of dissociation pathways and rates. We present MD and
PIMD results in III D where we discuss the quantum con-
tributions to the free energy of dissociation, and in sec-
tion III E we present finite-temperature geometrical and
electronic properties of the system. Finally, in section
IV we summarize the most important conclusions of the
present work.
II. METHODS
A. Static evaluations of structures and energies
For all the static structure and energy calculations we
have modeled our system of water adsorbed on Pt(221)
using a unit cell containing one step and two water
molecules, with periodic boundary conditions. We have
aligned the surface perpendicular to the z direction. We
have imposed a vacuum of 60 A˚ and a dipole correction28
in order to isolate the systems in the z direction. Unless
otherwise specified, our calculations were performed us-
ing a 4 layer-thick slab, where only the first two top layers
were allowed to relax and the others were kept fixed in
their bulk positions, as well as a 4x4x1 k-point sampling.
We compare our results to a converged simulation of 8
surface layers and 20x20x1 k-points in order to determine
the magnitude of our remaining errors.
Energies, electronic densities, and forces were calcu-
lated through density-functional theory (DFT) in the
generalized gradient approximation, using the functional
by Perdew, Burke, and Ernzerhof (PBE)29 with a pair-
wise van der Waals correction (vdW) specifically tailored
for surface calculations30. In our calculations we only in-
clude pairwise vdW corrections within the adsorbate and
between the adsorbate and the surface, thus ignoring the
dispersion forces among Pt atoms. This proved necessary
due to the lack of electronic screening in this correction,
which would produce unphysically short lattice constants
for Pt. All the electronic structure calculations are per-
formed using the all-electron FHI-aims program31 with
both light and tight basis sets and numerical settings. .
Reaction paths were found with the string method32
combined with the climbing image technique33 using 9
replicas. Charge distribution analysis was performed
with the Hirshfeld partition scheme34, unless otherwise
specified.
B. Ensemble average simulations
To calculate ensemble average properties with both
classical and quantum nuclei we have used the i-PI
code35. The forces to evolve molecular dynamics trajec-
tories were obtained from the FHI-aims code and passed
to i-PI through an interface based on internet sockets.
For dynamics, we have modelled our system with light
numerical and basis sets settings31 and used four layers
for the slabs. For the ab initio molecular dynamics simu-
lations, we coupled our system to a Langevin thermostat
(τ = 40 fs) and for the ab initio path integral molecular
dynamics simulations we coupled the ring polymer to the
colored noise PIGLET thermostat36, thus obtaining con-
verged results using 6 and 12 beads for 300 K and 160K
simulations respectively. In all cases we used a 0.5 fs time
step for the integration of the equations of motion. The
simulations were run for at least 10 ps and at least 5 ps
for 300 K and 160 K, respectively.
C. Spatially Localized Contraction
The purpose of this section is to present a simple
scheme that can be used to accelerate path integral
molecular dynamics simulations of weakly bound surface
adsorbates. Ideas involving spatial partitions of systems
in order to treat different regions with different methods
have been previously proposed in the literature.37 For
example, in the approach by Kreis et. al38 a position
dependent mass Hamiltonian is used, which allows the
definition of a quantum, a hybrid and a classical region.
However, in surface science applications, where a “natu-
ral” partition of space is possible, the essential idea can
be implemented much more transparently, using a ring-
polymer contraction scheme in which the adsorbate is
treated fully quantum mechanically in the gas phase, and
the interaction with the surface (that is often mediated
by weak non-covalent forces) is treated with a reduced
number of beads, as we show below.
In the following, we consider the ring polymer Hamil-
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FIG. 1. Schematic representation of the spatially localized contraction. P and P ′ represent the number of beads used to
calculate each system.
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where q
(k)
j and p
(k)
j represent the position and momen-
tum of the j-th degree of freedom (representing both par-
ticle index and Cartesian direction), at the imaginary
time slice k, (q(P+1) ≡ q(1)), and ωP = (βP~)−1 with
(kBT )
−1 = PβP . The full potential Vf depends on both
the positions of atoms in the molecule qm and those of the
surface, qs. Usually the surface constitutes the largest
fraction of the system, and it involves heavy atoms that
are weakly quantized. In these cases it can be useful
to apply a ring-polymer contraction (RPC) scheme, in
which the full potential is computed on a reduced number
of replicas P ′, and the fully-quantized calculation is per-
formed only on the isolated molecule. In other terms, the
full ring-polymer potential VP (q) =
∑P
k=1 Vf(q
(k)) is ap-
proximated as a “spatially-localized contraction” (SLC)
potential,
V˜P (q) ≈ P
P ′
P ′∑
k=1
[
Vf(q˜
(k))− Vm(q˜(k)m )
]
+
P∑
k=1
Vm(q
(k)
m ),
(2)
where q˜
(k)
m refers to the coordinates of a “contracted” ring
polymer obtained by Fourier interpolation of the full ring
polymer26. A schematic representation of our scheme
can be found in Fig. 1. We have included this partition
scheme in the i-PI code, combining it seamlessly with the
RPC/Multiple-time-stepping (MTS) implementation39.
An error analysis for this procedure – that applies more
in general to any Fourier RPC scheme – is discussed in
Appendix A. To provide a more physical understand-
ing of the approximations involved in the use of Eq. (2),
let us assume that one can formally break down the full
potential (Vf) into two fragments corresponding to the
molecule and the surface (Vm, Vs) and an interfragment
component (Vms):
Vf(q) = Vs(qs) + Vm(qm) + Vms(qs,qm). (3)
The SLC does not require this decomposition to be per-
formed explicitly since one only computes the full poten-
tial and the energy of the isolated molecular fragment,
but this is a useful illustrative analysis.
Adding and subtracting the potential evaluated on the
contracted ring polymer from that computed on P beads
one can separate the different contributions:
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One can see that taking the SLC approximation amounts
to neglecting the terms in Eqs. (6) and (7). Neglecting
the quantization of the surface is very well justified when-
ever the atoms are heavy and behave classically (e.g.
when studying adsorption on a transition metal, as we
do here) or when the quantization of the surface does
not change its reactivity. In the latter case, the quanti-
zation of the surface would impact the absolute quantum
thermodynamics of the system, but would not be impor-
tant if one focuses on the adsorbate or the adsorption
process. An example of a case in which Eq. (7) can-
not be neglected would be that of a hydroxilated surface
that changes its pKa due to quantum fluctuations. Ne-
glecting the interfragment term (7) can only be justified
4when the interaction involves relatively weak interactions
that do not change dramatically the high-frequency vi-
brations of the molecule. As we will discuss below, here
we present examples for which this approximation is jus-
tified, and some for which it breaks down, providing a
practical demonstration of the scope of applicability of
the SLC technique.
III. RESULTS AND DISCUSSION
A. Minimum energy structures
We performed exploratory molecular dynamics runs at
300 K starting from intact and partially dissociated con-
figurations of the water dimer. During our MD simula-
tions the system visited several different, seemingly meta-
stable, conformations. In particular, beyond the struc-
tures already reported in the literature for this system6,
we found two relevant different structures, one for the dis-
sociated case and the other for the intact case. We show
all structures in Fig. 2, and coin them “Izz” and “Ilw”
for intact water molecules, and Dt and Dh for the disso-
ciated water molecules. These labels were chosen given
the shape of the pattern formed by the water molecules
on the step and the preferred adsorption site of the disso-
ciated hydrogen, namely a zigzag-wire and an “L”-wire
for the intact cases, and the preference of the dissoci-
ated hydrogen to adsorb on the top or fcc-hollow site for
the dissociated structures. We note that the Ilw struc-
ture is also reported in Ref.40 on the Pt(533) surface.
For these four relevant structures we performed geom-
etry minimizations and computed ZPE and vibrational
free energies in the (quantum) harmonic approximation
at 0 K and two other pertinent temperatures: 160K, the
experimental temperature where the water chain can be
isolated by thermal programmed desorption (TPD)41–43,
and 300 K – room temperature. The results are shown
in Table I. Our comparison between the results obtained
with light settings, tight settings for basis sets and numer-
ical grids, and a converged model containing 8 surface
layers and a 20× 20× 1 k-point mesh shows that there is
a fortuitous error cancellation in the numbers obtained
with light settings, and thus at this level our errors are of
about 30 meV on relative energies. For the subsequent
dynamics discussed in Section III E we cannot afford tight
settings or a larger slab. We also note that on the “con-
verged” level, adding van der Waals contributions to this
system strengthens the H-bonds and makes the intact Izz
structure 15 meV more stable with respect to the disso-
ciated one. In other studies of water adsorbed on flat Pt
surfaces and on Pt(211), this effect has been reported to
be negligible44,45.
Regarding the intact-molecules case, the Ilw structure
is computed to be more stable than the Izz structure at
any temperature within our model by up to around 100
meV per water dimer. Experimental data from oxygen
K-NEXAFS spectra suggest a chain on the step com-
posed of one hydrogen donation and one hydrogen ac-
ceptance per molecule with two different hydrogen bond
lengths46, thus pointing to the Izz structure. Also, based
on X-Ray experiments42, the Izz structure has been sug-
gested due to the measured positions of the O atoms.
In experiments, these wires are obtained through evap-
oration of water molecules from a surface that was fully
covered, but it is also known from the literature that the
addition of one water molecule on the terrace makes the
Ilw structure convert to the Izz structure40. We propose
that the possible absence of Ilw structures in experimen-
tal measurements could be due to a kinetic trapping of
Izz structures or to the presence of only dissociated struc-
tures (we have checked that when considering larger su-
percells the Ilw structure is still the most stable).
When the molecules are dissociated, we find that the
dissociated hydrogen atom prefers to adsorb on top sites
(Dt) at any temperature. Even though within our sim-
ulation setup (functional, basis-sets, etc.) we find iso-
lated hydrogens to prefer the fcc-hollow site on clean
Pt(111) surfaces, in agreement with the literature47–49,
we have thoroughly checked that this is not the case for
the Pt(221) surface studied here.
Our simulations prompt two further observations re-
garding the structural patterns of this system. The first
is that we found cases where, for the wire containing in-
tact water molecules, one of the molecules occupied a
position on the terrace, thus breaking the water wire pe-
riodicity (see SI). This “dimerization” is also observed in
simulations of other stepped surfaces45. The other obser-
vation is that when considering a lower coverage of water
on the surface, in which step sites can be empty, the dis-
sociated hydrogen prefers to adsorb on the step over any
terrace site, with an energy stabilization of around 0.1
eV.
TABLE I. Potential and harmonic free energies (in eV) for the
four local minima studied in this work (see text), calculated
with the PBE+vdWsurf exchange correlation functional, light
and tight settings for basis sets and numerical settings, and
4×4×1 k-points. The settings corresponding to “converged”
were calculated with 8 layers for the slab, tight settings and
20 × 20×1 k-points. We set to zero the potential energy of
the Izz structure at the light, tight, and “converged” settings.
Izz Ilw Dh Dt
light settings
V 0.00 -0.10 0.18 0.05
FHa0K 1.95 1.85 1.94 1.86
FHa160K 1.16 1.07 1.17 1.09
FHa300K -0.67 -0.74 -0.63 -0.71
tight settings
V 0.00 -0.03 0.12 0.01
FHa0K 1.93 1.91 1.88 1.82
FHa160K 1.13 1.10 1.08 1.03
FHa300K -0.71 -0.75 -0.75 -0.79
Converged V 0.00 -0.09 0.13 0.08
Finally, regarding the electronic structure of these sys-
tems, we show in Fig. 3 the projected density of states
5FIG. 2. Geometries of the local minima discussed in this work, from left to right: The intact “zigzag” structure Izz, the intact
“L-wire” structure Ilw, the dissociated structure with the hydrogen on the hollow site Dh, and the dissociated structure with
the hydrogen on the top site Dt.
(PDOS) for the four local-minima discussed in Table
I. As reported previously,50 upon dissociation a strong
orbital hybridization takes place involving the oxygen
states, for both Dt and Dh geometries. Regarding the
charge state of the adsorbates, we have performed Hir-
shfeld and Bader charge analysis51 (see SI), finding that
both charge analysis show a slight net positive charge on
the water molecules when they are intact, and when they
are dissociated the hydrogen is completely screened (no
charge) and there is a slight negative charge (-0.1 to -0.3
e) on the remaining H3O2 complex.
FIG. 3. Projected density of states (PDOS) on the Pt states
(solid line) and O states (dashed line). Different structures
are labeled in the figure.
We conclude this section stressing that both at the
experimental temperature of 160 K and at room temper-
ature there are at least a few structures that are thermo-
dynamically accessible with statistically significant pop-
ulations, making it important to evaluate accurately the
impact of anharmonicities and nuclear quantum effects.
B. Vibrational Analysis of the Zero Point Energy Effect
on Dissociation
TABLE II. Dissociation energies in eV. Light settings, 4x4x1,
4-layers and the PBE+vdWsurf functional.
Structures Ed ∆F
0K
d ∆F
160K
d ∆F
300K
d
Izz→Dt 0.05 -0.08 -0.07 -0.04
Izz→Dh 0.18 -0.01 0.01 0.04
Ilw→Dt 0.15 0.02 0.02 0.03
Ilw→Dh 0.28 0.10 0.10 0.11
Izz→Dh [6] 0.17 -0.01 - -
After characterizing the different minima, we show in
Table II the dissociation energies and dissociation free en-
ergies (Ed = Vdiss−Vintact and ∆Fd = Fdiss−Fintact) for
the different geometries with light settings, and 4× 4× 1
k-points since this is the level of theory we will use for
the dynamics in the next sections and, as discussed in the
previous section, due to a seemingly fortuitous cancella-
tion of errors, this level of theory gives close to converged
results. The dissociation reaction is endoenergetic at
the potential energy and only becomes exoenergetic with
the addition of ZPE for the Izz→Dt/Dh reactions. The
Ilw→Dt reaction is only mildly endoenergetic (≈ 20meV)
when including ZPE and temperature effects (which is
within our error bars). We observe that the Izz→Dt re-
action is the most favorable at all temperatures. We note
that even though only the Izz→Dh reaction was previ-
ously reported in the literature, our numbers are in good
agreement to the ones reported in Ref.6.
The role of ZPE can be understood in detail by analyz-
ing the normal mode frequencies of intact and dissociated
structures. The vibrational density of states for the Izz
and Dt structures, shown in Fig. 4, suggest that the ZPE
stabilization of the dissociated structures can be traced
back exclusively to the water vibrational modes and the
6H-Pt stretch vibration. In the intact structure, there are
two bending modes at about 1600 cm−1, one OH stretch-
ing mode involved in the bond formation with the sur-
face at about 3200 cm−1, two OH stretching modes which
are involved in H-bonds at about 3400 and 3600 cm−1,
and, finally, one OH stretching mode which corresponds
to the to the hydrogen that doesn’t participate in any
bond (“free OH”) at about 3700 cm−1. Upon disso-
ciation, the two highest stretching modes merge into a
quasi-degenerate peak at about 3700cm−1, which corre-
sponds to the two free OH stretching modes, the stretch-
ing mode of the shorter H-bond that was around 3400
cm−1 converts into the oscillation of the shared H around
1950cm−1, representing a massive decrease in this fre-
quency and thus in the associated zero-point energy, and
finally the stretching mode of the H atom that dissoci-
ates, which was at about 3200 cm−1, turns into the Pt-H
stretching at about 2300 cm−1, representing a further
decrease in the associated ZPE. Bending modes remain
similar but also present a slight decrease in frequencies
as can be seen in Fig. 4. Thus the vibrational modes of
water make up for a decrease in ZPE of 0.16 eV, which
represents around 85% of the total ZPE difference (0.19
eV). The other structures follow a similar pattern.
For collective modes of the adsorbate corresponding
to their rotations and translations, which lie between 50
and 150 cm−1, we observe that upon dissociation these
become stiffer (blue-shifted) by around 10 to 40 cm−1 if
compared to the intact adsorbated molecules. The disso-
ciated hydrogen also presents translational modes around
380 cm−1. These modes have less of an impact on ZPE
contributions, but can be important for entropic contri-
butions with increasing temperature52, which should dis-
favor dissociation.
FIG. 4. Vibrational density of states of the Izz structure (top)
and the Dt structure (bottom).
C. Dissociation Pathways and Barriers
We computed the minimum energy path of the Izz→Dt
and of the Ilw→Dt reactions. We obtained a barrier of
0.41 eV for the most favorable pathway of Izz→Dt, which
involves the dissociation of the hydrogen labeled H2A in
Fig 2, and a barrier of 0.43 eV for the Ilw→Dt reaction.
Detaching H1A instead, produces a dissociation barrier
that can be almost 1 eV higher. We note that the in-
clusion of vdW interactions actually lowers the dissocia-
tion barrier by 60 meV – a truly non-negligible contribu-
tion. With our calculated barriers and using transition
state theory53,54, we computed the reaction rate kd in
the harmonic approximation (hTST) and in the quan-
tum quasi-harmonic approximation (q-hTST) at 160 K.
While hTST uses the classical harmonic partition func-
tion to describe reactants and products, q-hTST uses the
quantum harmonic partition function. The expressions
for the rate are the following,
khTST =
1
2pi
∏N
i=1 ω
min
i∏N−1
i=1 ω
sp
i
e−β∆V (8)
kq-hTST =
1
2pi~β
∏N
i=1 2sinh(
β~ωmini
2 )∏N−1
i=1 2sinh(
β~ωspi
2 )
e−β∆V (9)
where N is the number of vibrational degrees of free-
dom in the reactant, β = 1/kBT , ω
min
i and ω
sp
i are the
phonon frequencies of the minimum and the saddle point
respectively, and ∆V = Vsp − Vmin.
We obtain khTSTd = 0.2 (0.1) s
−1 and kq-hTSTd = 1240
(289) s−1 for the Izz→Dt (Ilw→Dt) reaction, pointing
towards a major role of ZPE on the dissociation reac-
tion of these systems. It should be stressed that q-hTST
only takes (approximately) into consideration the quan-
tum correction originated by the ZPE, neglecting tun-
nelling effects. This approximation turns out to be a
good one in this case, since we obtain a crossover tem-
perature (defined by Tc = ~ωsp/2pikb where ωsp is the
frequency of the first order saddle point) of Tc = 132
(124) K, which is around 30 K lower than the typical ex-
perimental temperature, such that tunnelling effects are
not expected to play a major role at the condition of most
experiments.
D. Quantum contributions to the free energy of
dissociation
We investigated the impact of NQE on the free energy
of dissociation at finite temperatures. In order to cal-
culate the contribution of NQE to the free energies, we
used a classical to quantum thermodynamic integration
given by55,56
∆Fq =
∫ 1
0
2〈K(m0/g2)−Kclass〉
g
dg, (10)
where K is the kinetic energy, m0 is the physical mass
of the atoms, µ the mass integration variable, and g =
7√
m0/µ, a change of variables that makes the integrand
better behaved55,57. The brackets denote an ensemble
average, and the masses of all atoms are scaled in this
procedure.
TABLE III. Quantum kinetic energy K of the full systems
containing dissociated and intact water molecules in PIMD
simulations at 300 K. Energy in eV.
System SLC K
Intact None 1.963 ± 0.003
Intact 1 bead 1.960 ± 0.002
Dissociated None 1.880 ± 0.007
Dissociated 1 bead 1.742 ± 0.002
Dissociated 4 beads 1.847 ± 0.002
In order to perform our PIMD simulations in the most
efficient way possible, here we make use of the SLC
scheme introduced in section II C, after verifying that
it gives sensible results for our systems. For this verifica-
tion, we report in Table III the total quantum kinetic en-
ergy calculated with the centroid kinetic virial estimator
for both dissociated and intact systems at different lev-
els of spatial contraction on the full system, keeping the
water molecules always evaluated with 6 beads and the
PIGLET thermostat at 300 K. We compare our results
with simulations where the whole system was calculated
with 6 beads and the PIGLET thermostat. While in the
intact case the contraction to the centroid for the full
system results in essentially no difference in total quan-
tum kinetic energy, in the dissociated case, even when
calculating the full system with 4 beads, one still does
not recover the full quantum kinetic energy, making an
error of more than 30 meV.
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FIG. 5. Quantum kinetic energy calculated with the centroid
virial estimator for the oxygen and hydrogen atoms in the
dissociated (left) and intact (right) water wire simulations at
300 K. Black circles: no contraction, 6 beads, and PIGLET
thermostat. Red squares: SLC to 1 bead (centroid contrac-
tion). Blue empty triangles: SLC to 4 beads.
In Fig. 5 we map these differences to the quantum
kinetic energies of individual O and H atoms. In the
intact case the agreement between the non-contracted
system and the centroid-contracted system relies mini-
mally on an error cancellation: While the total quan-
tum kinetic energy difference in the contracted and non-
contracted system differs by only 3 meV (which is within
our error bars), the difference projected only on the water
molecules is 15 meV. On the other hand, for the dissoci-
ated case, most of the difference in total quantum kinetic
energy can be mapped to contributions of the H atoms,
in particular the ones labeled Hfree and HB in Fig. 2.
This result can be traced back to the electronic struc-
ture and to the change in vibrational frequencies. In
the dissociated case a large orbital hybridization takes
place, so that the interfragment interaction is large and
causes a large change in vibrational frequencies of the
adsorbate with respect to the gas phase, thus making
SLC unsuitable in this case. However, in the intact case,
the interaction of the adsorbate and the surface is not so
strong and the approximation works well. As discussed
in the Appendix, contraction schemes are particularly
problematic for cases in which the accuracy of the po-
tential used for the non-contracted part differs signifi-
cantly between the states being compared. Therefore,
in the following, we use our SLC scheme for the case
where it works, namely the simulations with intact water
molecules, and instead use only the PIGLET thermostat
without the SLC scheme for the simulations with the dis-
sociated species. It should also be stressed that even for
the intact wire, the interaction with the surface is rather
strong. We expect that the SLC should perform even
better for weakly physisorbed systems.
We find that the quantum contribution to the kinetic
energy, due to its local nature, is independent of the con-
formation of the water molecules. We used nine inte-
gration points, all calculated at 160K. In total, we have
performed an equivalent of 1.1 ns of ab initio simulations.
We define the NQE contributions to the dissociation re-
action as
∆∆Fd = ∆F
diss
q −∆F intactq (11)
where ∆Fq is given by Eq. 10 obtained from our PIMD
simulations (fully anharmonic) and analytically from the
harmonic approximation between the Izz and the Dt
structures (by taking the difference between the free en-
ergy of coupled classical harmonic oscillators and quan-
tum harmonic oscillators). Both curves have an inte-
grand that is negative over the domain of integration (see
SI), which implies that in both cases nuclear quantum ef-
fects stabilize the dissociated structure.
We obtain
∆∆FPIMDd = −0.150± 0.008 eV
∆∆F harmd = −0.128 eV,
which represents an overall increase of about 20 meV in
the NQE contributions towards stabilization of the disso-
ciated structures due to anharmonicity. In the harmonic
case, where we can calculate the full quantum harmonic
free energies of dissociation presented in Table II, we
8conclude that nuclear quantum effects are of the same
magnitude as these differences themselves, and strongly
stabilize dissociation. Taking the Izz→Dt reaction as our
example, the full (quantum) harmonic free energy of dis-
sociation at 160 K is -70 meV and, as shown above, the
quantum contributions to this free energy are -128 meV,
meaning that the classical component of the free energy
destabilizes dissociation by around 50 meV. From the
literature58, anharmonic (classical) free energies of dis-
sociation of water adsorbed on surfaces are estimated to
be ∼0.1 eV lower than the total energies of dissociation
at the potential energy surface. These effects are of the
same order of magnitude as our harmonic estimates in
Table II. Thus, we can expect that free energy differ-
ences are of the same order of magnitude even in the
anharmonic case (which is here challenging to calculate)
and that, even though entropic effects due to temper-
ature may favor the intact structures which have softer
low-frequency modes for translations and rotations, NQE
will still play a very important role in the energetic bal-
ance of these reactions.
E. Properties from Dynamics and Electronic Structure
Interplay with NQE
We now turn our attention to the interplay of NQE and
the electronic structure, especially regarding the charge
distribution on the adsorbates and changes in the work
function of the surface. For these calculations we have
considered two different temperatures: 160 and 300 K.
We note that for the higher temperature case we can
sample conformational space faster and we have at least
10 ps of simulations (after thermalization) in all cases,
while at the lower temperature we could only collect 5 ps
of simulations, so that results should be considered only
qualitative.
By comparing several different geometrical aspects of
our MD and PIMD simulations, we find that the main
qualitative difference between the two cases happens (in
agreement with other observations in the literature59)
for the δ coordinate of the dissociated structures, where
δ = dOH · eOO − dOO/2, eOO is the unit vector in the
direction connecting two neighboring oxygen atoms and
dOH is one of the two O-H bond vectors. In Fig. 6 we
show a free energy profile of dOO vs. δ for MD and PIMD
simulations at T = 160 K and T = 300 K. The classical
nuclei simulations reveal a profile with two minima at
both temperatures, indicating that the proton transfer is
an activated process. When NQE are included, the bar-
rier disappears, the proton becomes completely shared,
and it is not anymore possible to distinguish H2O from
OH. We observe that the quantum distributions are dom-
inated by ZPE at both temperatures, and the difference
between classical and quantum nuclei follow the same
trends at both temperatures as well. In the following we
show only results at 300 K due to the lack of statistical
sampling in our 160K simulations.
(a)160K
(b)300K
FIG. 6. Free energy profile of dOO vs δ for MD and PIMD
simulations of the dissociated structures at 160K in (a) and
at 300 K in (b).
FIG. 7. Probability density distribution of Hirshfeld charges
for dissociated structures for MD simulations (red) and PIMD
simulations (blue ) at 300 K in. The vertical dashed lines show
the charge value for the minimum energy geometry. Atoms
labels are defined in Fig. 2.
The Hirshfeld charge analyses for selected oxygen and
hydrogen atoms in the dissociated and the intact struc-
tures are shown in Figures 7 and 8, respectively. We first
analyze the dissociated case, shown in Fig. 7. In agree-
ment with the geometrical analysis, the charge on the
oxygen atoms shows a similar behaviour as the asym-
metric δ coordinate, i.e. two peaks in the MD simula-
tions and only one for PIMD case. This gives additional
support for the complete delocalization of the shared hy-
drogen forming a H3O2-like complex. Interestingly, the
dissociated hydrogen does not show an appreciable dif-
ference in the charge state when including NQE. In the
intact case (Fig. 8), the main differences emerge on the
hydrogens which are not involved in a hydrogen bond
(H1A and H2A). The inclusion of NQE allows them to
explore an extended configurational space where the in-
9FIG. 8. Probability density distribution of Hirshfeld charges
for intact (Izz-like) structures for MD simulations (red) and
PIMD simulations (blue) at 300 K. The vertical dashed lines
show the charge value for the minimum energy geometry.
Atoms labels are defined in Fig. 2.
teraction with the non-equivalent sites in the vicinity of
the step produce a charge fluctuation. In particular H1A
presents a long tail to lower value of charge and H2A
shows a bimodal distribution, where the higher charge
peak corresponds to the situation where that H points
perpendicular to the terrace. We also note that most of
the average charge distributions are displaced from the
value calculated at the minimum energy structure (also
shown as vertical lines in the figures) – an effect that
has also been observed in completely different systems60.
This further underlines the importance of explicit inclu-
sion of entropy at finite temperatures when studying elec-
tronic properties of flexible, H-bonded systems.
FIG. 9. Probability density distribution of work function
changes as obtained from MD simulations (red) and PIMD
simulations (blue) at 300 K. The yellow curve correspond to
MD simulations of Pt surface without water molecules. The
left plot corresponds to the intact, Izz-like (solid lines) and
Ilw-like (dashed lines) structures and the right plot to the
dissociated structures. The vertical lines show the mean val-
ues of the work function for each case.
Finally, we analyze changes in the work function of
our supercell for the different states of the adsorbate,
and also when including temperature and nuclear quan-
tum effects. We show in Table IV the calculated work
function changes ∆Φ when the adsorbates are added to
the surface, and in Fig. 9 the distribution of ∆Φ collected
from MD and PIMD simulations. The adsorption causes,
on average, a decrease of the work function in both in-
tact and dissociated cases, which is very accentuated for
the Izz structures. Comparing the distributions shown in
Fig. 9 obtained from simulations with classical nuclei and
quantum nuclei, we observe that NQE cause a broaden-
ing and a shift of the distributions to less negative val-
ues. Compared to the relaxed geometries, the inclusion
of temperature (classical nuclei) shifts the average value
of ∆Φ by about 0.2 eV for the intact structures, and
0.1 eV for the dissociated ones. Inclusion of NQE fur-
ther shifts this value by 0.15 eV for intact structures and
only 0.05 eV for the dissociated ones. This means that
full inclusion of temperature and NQE can decrease work
function changes by up to 0.4 eV. The magnitude of the
observed changes in the work function value may not be
a common feature of all surfaces, since we expect stepped
surfaces to be particularly affected due to the strong sur-
face dipole generated at the step by the Smoluchowski
effect61. Since work functions can be measured locally
on steps62, the effect we report is something that could
be measured.
TABLE IV. Work function changes, in eV, when different
structures are added to the Pt surface. Values reported from
the MD and PIMD simulations are averages through our sim-
ulations at 300 K.
Structure ∆Φstatic ∆ΦMD ∆ΦPIMD
Izz -1.51 -1.23 -1.07
Ilw -0.72 -0.56 -0.41
Dh -0.62
Dt -0.61 -0.52 -0.48
In order to explain the origin of the large ∆Φ we ob-
serve, we show in Fig. 10 the correlation between ∆Φ
and the work function change caused by the molecu-
lar dipole perpendicular to the surface ∆Φmol. Follow-
ing references63–66 one can model the total work func-
tion change as ∆Φ = ∆Φmol + ∆Φx, where ∆Φmol =
−eµmol/A0 (A is the area of the surface in the unit cell
and µmol is the molecular dipole perpendicular to the sur-
face), and ∆Φx correspond to other contributions to the
work function change We calculate ∆Φmol with a proce-
dure detailed in the SI. The correlation we observe in Fig.
10 is very close to linear and with a slope of 1, meaning
that other contributions to work function changes (∆Φx)
act just as an additive constant, which we find to corre-
late with the average charge transferred to (or from) the
adsorbated molecules (see Fig. S4).
Given the quantitative analysis of the work function
in the presence of different structures of the wire, we
propose that the experimental determination of the local
change in work function could be used to discriminate
between different configurations. For the Izz structure
we predict a reduction in the work function of about 1
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FIG. 10. Probability density distribution of the work func-
tion change due to molecular dipole (∆Φmol) vs ∆Φ for MD
simulations of the intact structures 300 K. Left: Izz-like struc-
tures. Right: Ilw-like structures. The dotted lines are a guide
to the eye with a positive slope of 1.
eV. Both the Ilw and the dissociated structure should
yield a reduction of about 0.5 eV. Deuteration experi-
ments could discriminate between these two scenarios,
since NQE produce almost no work function change for
the dissociated structures, but an appreciable one for the
intact structures.
IV. CONCLUSIONS
In this paper we have studied the impact of nuclear
quantum effects in many different aspects of water dis-
sociation on the stepped Pt(221) surface at finite tem-
peratures. Our study using DFT shows that this system
can explore several different local minima, and due to
the low barriers connecting these minima, anharmonic-
ities and nuclear quantum effects (NQE) are likely to
be important. In particular for intact water molecules
we find structures in which the oxygens of the water
molecules are not aligned, forming a zigzag-like H-bonded
structure, and also structures in which the oxygens are
aligned, forming a linear H-bonded structure. When wa-
ter dissociates the dissociated hydrogen atom can occupy
both hollow and top positions, but actually prefers the
top position close to the step. We have shown that NQE
make all these conformations thermodynamically com-
petitive, favoring in particular partial dissociation of wa-
ter. Indeed through the calculation of reaction paths and
rates of dissociation (still in the harmonic approximation,
but for different conformations), we have shown that the
inclusion of ZPE can increase the dissociation rate by
three orders of magnitude. We estimated the crossover
temperature for these reactions to be around 130K, so
that ZPE, and not tunneling, should be the most im-
portant NQE at all temperatures around or above this
one. Regarding the inclusion of van der Waals correc-
tions, we observe that it can have a non-negligible effect
in stabilizing intact structures, since it makes hydrogen
bonds stronger. Perhaps more importantly, we observe
that the inclusion of vdW lowers the dissociation barrier
by 60 meV, which has a truly non-negligible impact in
dissociation rates.
In order to perform ab initio simulations including
NQE including anharmonicities and seamlessly taking
into account the relative stability of different low energy
structures at a lower cost, we proposed a simple scheme
that is applicable when a natural partition of the system
is possible. This is precisely the situation when molecules
are weakly bound on surfaces. In our scheme, we per-
form a ring polymer contraction in the full system and
calculate only the adsorbate with the full path integral
treatment but in isolation. We showed that this proce-
dure works very well when one is interested in study-
ing NQE on a weakly bound adsorbate, but that when
strong orbital hybridisation and thus chemisorption oc-
curs (changing dramatically the higher vibrational fre-
quencies of the adsorbate with respect to the gas phase
situation), this scheme introduces a large error. We ex-
plained how this error arises in general ring-polymer con-
traction schemes by making considerations on model har-
monic systems. Then, using PIMD simulations we per-
formed quantum to classical thermodynamic integrations
and found that the NQE contributions to the dissociation
free energies amount to 150 meV per dimer, favoring the
dissociated state. One can understand most of this effect
by performing an analysis of the change in vibrational fre-
quencies of the adsorbate before and after dissociation:
A red shift of more than 1000 cm−1 of the vibrational
frequency from the OH to the Pt-H stretching vibration,
as well as a red-shift of all other peaks due to the for-
mation of stronger non-covalent bonds upon dissociation
explain the lowering of ZPE.
Finally, we analyzed the interplay between NQE and
the electronic structure. In particular, we find that
work function changes on these steps are significantly
impacted by both temperature and NQE, with changes
up to 0.4 eV. We propose that our quantitative assess-
ment of the local change in work function, together with
the observation of the stronger NQE for the intact than
for the dissociated structures, could provide an approach
to experimentally verify the structure of water wires on
Pt(221) and probably other metallic stepped surfaces.
V. ACKNOWLEDGEMENTS
M.R. and Y.L. thank Luca Ghiringelli for useful dis-
cussions. M.C. acknowledges funding from the Swiss Na-
tional Science Foundation (project ID 200021-159896).
The authors acknowledge computer time from the Swiss
National Supercomputing Centre (CSCS), under project
number s719 and s711.
Appendix A: An estimate of errors in ring-polymer
contraction schemes
In order to understand the impact of the SLC approx-
imation on the accuracy of the estimates of quantum
mechanical observables it is useful to consider a sim-
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ple model, in which the presence of the substrate de-
termines a shift in the harmonic frequency of the nor-
mal modes of the molecule. In other terms, we consider
Vm(q) =
1
2mω
2
mq
2 to be the gas-phase potential, and
Vf(q) =
1
2mω
2
f q
2 to be the full potential describing the
vibrations of the molecules in contact with the surface.
It’s worth stressing that while we use a notation that
reflects this specific application, the following consider-
ations apply equally well to the general case of RPC26,
with a reference potential that has a frequency ω2m and
is used to approximate an accurate potential with fre-
quency ω2f . Since both harmonic potentials are diagonal
in the ring-polymer normal mode basis
{
q˜(k)
}
, one can
rewrite the overall potential energy term as
VP (q) =
P∑
k=1
1
2
mω2m
[
q˜(k)
]2
+
P ′∑
k=1
1
2
m(ω2f − ω2m)
[
q˜(k)
]2
.
(A1)
One sees that the error relative to the case in which
the whole system is treated using Vf is restricted to the
normal modes between P ′ + 1 and P . Given that the
expectation value of of the potential in the molecule is
given by mω2m
〈[
q˜(k)
]2〉
m
= PkBT/
〈
ω2k + ω
2
m
〉
, and as-
suming that
∣∣ω2f − ω2m∣∣ ω2f +ω2k, one sees that the error
amounts to
SLC =
(
1− ω
2
m
ω2f
)
kBT
2
P∑
k=P ′+1
ω2f
ω2k + ω
2
f
. (A2)
Thus, the error is a fraction of the residual resulting from
a simulation of the adsorbed molecule with P ′ beads and
no contraction (that we shall call P ′ in what follows)
that reduces to zero when the adsorption process does not
modify a given vibrational mode and it is more important
for higher ωf . If one computes the full potential (FP) on
top of RPC sampling (a common strategy to reduce the
error in a RPC simulation27), the error term involves the
next-order term in ω2f − ω2m:
SLC,FP =
(
1− ω
2
m
ω2f
)
kBT
2
P∑
k=P ′+1
[
ω2f
ω2k + ω
2
f
]2
. (A3)
A final, important observation concerns the use of SLC
(and RPC in general) to compute the differences in quan-
tum properties between two different states. Using a tilde
symbol for all quantities that refer to this second state
(e.g. a different surface, or a different conformer of the
molecule), the error when performing a SLC calculation
is
(P ′ − ˜P ′)
(
1− ω
2
m
ω2f
)
+ ˜P ′
(
ω˜2m
ω˜2f
− ω
2
m
ω2f
)
. (A4)
The second term means that if the reference poten-
tial is not equally good for the two states, the potential-
energy difference could have a larger error than if one had
done a low-P simulation with the full potential, which
could have benefitted from error cancellation.
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