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Neurophysiology: The changing face of inhibition
Wolf Singer
Inhibition is commonly thought to suppress neuronal
responses, but new discoveries suggest that it may also
gate transmission by coordinating the temporal
patterning of neuronal responses and so play an
important part in information processing in the brain.
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Communication between nerve cells is dominated by two
modes of interaction which have opposite effects — exci-
tation and inhibition. Excitation is assumed to play the
dominant role in information processing, whereas inhibi-
tion is thought to serve mainly to eliminate unwanted
activity. Thus, inhibition causes extensor muscles to relax
while flexors are activated, sharpens the feature-selectivity
of neurons in sensory cortices, increases signal-to-noise
ratios, and prevents circuits with positive feedback from
causing epileptic seizures. With a few exceptions,
inhibitory cells are interneurons — that is, their axons typi-
cally extend little further than their dendritic tree, so their
action is local. It is commonly believed that inhibitory
interneurons constitute an ‘inhibitory pool’ of cells that
collect their input and redistribute their output with rather
low selectivity. Accordingly, most simulation studies on
neuronal networks either get away without inhibitory
interneurons, replacing their contribution by normalizing
functions that restrict global excitation, or implement a
single inhibitory element to represent the inhibitory pool.
Inhibitory interactions, particularly if they are recurrent,
not only suppress neuronal responses but also affect their
temporal patterning. They induce oscillations and can
synchronize the discharges of large populations of
neurons. Such global synchronization of oscillatory
responses typically occurs under anesthesia, but is also
characteristic of slow-wave sleep and drowsiness. The
mechanisms responsible for the generation of oscillatory
responses and their synchronization have been studied in
detail in the case of thalamic circuits. Thalamo-cortical
projection neurons give off excitatory axon collaterals
which contact inhibitory interneurons in the nucleus
reticularis thalami, and these interneurons feed back onto
the projection cells. This negative-feedback circuit has a
strong tendency to undergo oscillatory activity, and as the
excitatory connections converge and the inhibitory con-
nections diverge, the oscillatory responses also have a
tendency to synchronize. (This is because individual
inhibitory interneurons affect several projection cells
simultaneously and force them to pause in phase; this, in
turn, leads to simultaneous arrest of interneuron firing,
and the coordinated release from inhibition causes projec-
tion neurons to discharge in synchrony until inhibition
intervenes again.)
This tendency towards synchronization is reinforced by
membrane mechanisms that help to stabilize the oscilla-
tions [1]. In relay cells, these pacemaker mechanisms
depend primarily on three voltage-dependent conduc-
tances. First, a low-threshold, rapidly inactivating (trans-
ient) Ca2+ conductance, which is activated by small,
depolarizing steps, provided that the membrane potential
is sufficiently negative prior to depolarization. Second, an
inward current, Ih, that is activated by hyperpolarization.
And third, several outward currents that are activated by
depolarization and an increase in the intracellular Ca2+ con-
centration. The combined action of these currents sustains
regular oscillatory activity.
The frequency of these oscillations depends critically on
the activation kinetics of the various pacemaker currents,
on membrane time constants, and on the delay and dura-
tion of the recurrent inhibitory post-synaptic potential
(IPSP). In the case of the thalamic oscillators, these vari-
ables are influenced by modulatory neurotransmitters of
the ascending reticular system. During arousal, release of
these neuromodulators is enhanced, causing a reduction of
recurrent inhibition and direct depolarization of relay cells
[2]. This combined action prevents the cells from return-
ing to the hyperpolarized states required for the activation
of the transient Ca2+ current. As a consequence, the low
frequency oscillations break down, and discharges become
more irregular and desynchronized. Because very little
information can be transmitted if most neurons in a
network discharge and pause in synchrony, it is commonly
held that synchronization is incompatible with information
processing.
The evidence I have mentioned so far, then, is compatible
with the notion that inhibition in neural circuits serves
primarily to eliminate signals, either by preventing neurons
from responding or by inducing states of global synchro-
nization which are inappropriate for information process-
ing. This notion may, however, turn out to be wrong.
Recent evidence suggests that the ability of inhibitory
circuits to coordinate the temporal patterning of neuronal
responses may actually play an important role in informa-
tion processing, and may even serve to enhance the impact
of excitatory responses.
The excitatory connections in cortical structures show an
exceedingly high degree of divergence and convergence,
and so are well adapted to cope with the combinatorial
problems that arise in sensorimotor processing. To exploit
this capability fully, however, a mechanism must exist to
prevent the mixing of simultaneously occurring, but
semantically unrelated, responses, and allow the selection
of particular subsets of responses for further processing. In
the nervous system, responses are selected by raising their
saliency — the impact they have on the respective target
structures. This could be achieved in two ways. First, the
discharge rate of the selected neurons can be increased;
and second, the discharges of the selected neurons can be
made synchronous. In both cases, the responses of the
selected neurons summate more effectively in their
respective target cells, the summation being in the first
case temporal, and in the second spatial.
If the nervous system exploits the possibility of selecting
responses by synchronization, the role of inhibition in
computational operations may go far beyond its classical
function of response suppression. It has been shown that
cortical and subcortical neuron populations can synchro-
nize their responses with a precision in the millisecond
range, even when the brain is in an aroused state and the
global synchronization characteristic of sleep and drowsi-
ness is abolished. This synchronization occurs when cells
engage in the processing of sensory information, or in the
coordination of motor acts (for review see [3]). Often, but
not always, this type of synchronization is also associated
with a rhythmic patterning of the neuronal responses, but
in contrast to sleep patterns these oscillatory periods are of
short duration, exhibit low frequency stability, and cover a
broad frequency range.
Synchronization of this type is always restricted to
selected subpopulations of neurons, and so produces only
low amplitude, seemingly asynchronous fluctuations of
global electrographic activity. In the neocortex, these
oscillations are in the beta and gamma frequency range
(20–60 Hz); in the hippocampus, they occur both in the
theta (5–9 Hz) and in the gamma ranges. Typically, this
topologically specific and temporally precise synchroniza-
tion of cortical responses is more pronounced during
attentive states than during drowsiness or sleep [4], is
abolished in deep anesthesia [3,4], and is enhanced by
activation of the reticular arousal system [5]. The same
seems to be the case for the characteristic synchronization
of hippocampal activity in the theta and gamma frequency
ranges, as this is also most pronounced when animals
attentively explore their environment.
Recent evidence indicates that inhibitory interneurons
are instrumental in the generation of these high fre-
quency oscillations, in particular for the precise, selective
synchronization of distributed responses that is associ-
ated with sensorimotor processing. It has been shown,
both in the hippocampus and in the neocortex, that net-
works of inhibitory neurons can engage in oscillatory
activity in the beta and gamma frequency ranges when
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Figure 1
Cortical connections responsible for the
temporal patterning and synchronization of
neuronal discharges. Pyramidal cells (red)
excite local inhibitory interneurons (blue), and
these redistribute inhibition onto the pyramidal
cells from which they receive excitation. These
negative feedback loops can synchronize the
activity of local groups of neurons and can
induce oscillatory discharges. The inhibitory
interneurons are also reciprocally coupled,
which seems to make them capable of
sustaining autonomous oscillatory activity in
the network of inhibitor interneurons.
Synchronization over larger distances is
mediated by long-range excitatory collaterals
of pyramidal cells, which contact both
pyramidal cells (80 %) and inhibitory
interneurons (20 %) in the respective target
region.
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activated by agonists of the metabotropic quisqualate
receptor [6]. This oscillatory activity persists even when
glutamatergic transmission is prevented by antagonists of
glutamate receptors of the AMPA (a-amino-3-hydroxy-5-
methyl-4-proprionic acid) and NMDA (N-methyl-D-
aspartic acid) subtypes, indicating that the network of
inhibitory interneurons is alone capable of sustaining
high frequency oscillatory activity even without feedback
from excitatory neurons. These oscillations are abolished
by blockade of GABAA (g-aminobutyric acid) receptors,
which shows that the reciprocal inhibitory connections
among interneurons are essential for the generation of
rhythmic activity [6].
Cobb et al. [7] recently showed, by making simultaneous
recordings from inhibitory interneurons and pyramidal
cells in the hippocampus, that the discharge of a single
inhibitory neuron can effectively synchronize the activity
of pyramidal cells. As a single interneuron can contact up
to a thousand or more excitatory neurons, one can expect
these synchronizing effects to be extremely effective in
coordinating the timing of pyramidal cell discharges. Sim-
ulation studies on synchronization phenomena in the neo-
cortex also support a synchronizing action of inhibitory
neurons. The observed synchronization among distributed
excitatory neurons that occurs with high temporal preci-
sion and zero phase lag is achieved best if synchronizing
connections are made to contact not only the excitatory
pyramidal cells, but also local inhibitory interneurons [8].
The circuit illustrated in Figure 1 shows the basic features
of cortical connections that support synchronization of
distributed pyramidal cell responses [9].
In conclusion, inhibitory interneurons appear to have a crit-
ical role in the temporal patterning of neuronal discharges,
with respect to both the generation of oscillatory response
patterns and the synchronization of distributed responses,
and this action is not restricted to states, such as sleep, in
which the brain is not attentive. If it turns out that the tem-
poral patterning of neuronal activity, and in particular its
synchronization, is important in information processing,
then inhibitory interneurons have to be assigned a new and
very important function in neuronal computation. They
would then have to be considered as playing an active part
in selecting responses for further processing, by making
them synchronous and thus more salient. This would
conflict with the notion that inhibitory interneurons consti-
tute a pool that mediates rather unspecific interactions, but
it is compatible with the growing evidence for an unex-
pected diversity of inhibitory interneurons. Both in the
hippocampus and the neocortex, immunohistochemical
identification of GABAergic neurons has revealed that
there are numerous morphologically distinct classes of
inhibitory cells, many of which use  a peptide neurotrans-
mitter in addition to GABA, and the analysis of their axonal
projection patterns is beginning to show a surprisingly high
degree of selectivity [10]. 
It may be timely, then, to redirect attention to the possible
roles of inhibitory interneurons in information processing.
It has been known for a long time that inhibitory interac-
tions are essential in the temporal patterning of neuronal
activity and in establishing synchrony among distributed
neuronal populations. These actions have not, however,
been seen in the context of information processing, but
were considered to be unavoidable epiphenomena of net-
works endowed with recurrent inhibition. This now seems
unlikely, given the more recent evidence that even the
‘desynchronized’ states of the aroused brain are by no
means temporally unstructured, but on the contrary are
characterized by neuronal responses that show highly spe-
cific spatial and temporal patterning [3–5]. Perhaps it is not
just a coincidence that the cerebellum, which is thought to
serve functions where timing is particularly critical, has
highly differentiated inhibitory circuits and operates on the
basis of oscillatory activity generated by pacemakers in the
inferior olive. If precise timing matters in neuronal process-
ing, then one should expect that inhibitory circuits are as
selective and susceptible to use-dependent modifications
as their excitatory counterparts. 
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