Abstract. This paper presents the first fitness landscape analysis on the delay-constrained least-cost multicast routing problem (DCLC-MRP), a well-known NP-hard problem. Although the problem has attracted an increasing research attention over the past decade in telecommunications and operational research, little research has been conducted to analyze the features of its underlying landscape. Two of the most commonly used landscape analysis techniques, the fitness distance correlation analysis and the autocorrelation analysis, have been applied to analyze the global and local landscape features for DCLC-MRPs. A large amount of simulation experiments on a set of problem instances generated based on the benchmark Steiner tree problems in the OR-library reveals that the landscape of the DCLC-MRP is highly instance dependent with different landscape features. Different delay bounds also affect the distribution of solutions in the search space. The autocorrelation analysis on the benchmark instances of different sizes and delay bounds shows the impact of different local search heuristics and neighborhood structures on the fitness distance landscapes of the DCLC-MRP. The delay bound constraint in the DCLC-MRP has shown a great influence on the underlying landscape characteristic of the problem. Based on the fitness landscape analysis, an iterative local search (ILS) approach is proposed in this paper for the first time to tackle the DCLC-MRP. Computational results demonstrate the effectiveness of the proposed ILS algorithm for the problem in comparison with other algorithms in the literature.
Introduction
Multicast routing becomes an important communication technique due to the increasing development of numerous multimedia applications (e.g. distance education, E-commerce and video-conferencing) where information needs to be sent to multiple end-users at the same time in the underlying computer networks. Most of these real time multimedia applications require a certain level of Quality of Service (QoS) including the bandwidth, cost, delay, delay variation, lost ratio and hop counts, etc. The multicast routing problem (MRP) can be defined as to construct a multicast tree in computer networks to simultaneously transfer the information from a source node to a group of destination nodes satisfying the required QoS constraints.
In this work we consider the delay-constrained least-cost MRP (DCLC-MRP) in computer communication networks. The problem concerns two of the most common and important QoS requirements, namely the cost and delay of the multicast tree. The cost of a multicast tree is the total cost occurred from occupying all the links in the tree. The end-to-end delay is defined as the total delay of transferring information via the links along the path from the source to a destination. The delay of a multicast tree is the maximum end-to-end delay among all the end-to-end delays to each destination. The DCLC-MRP is to construct a multicast tree which connects the source and all the destinations with the minimum tree cost while satisfying the delay constraint, i.e., the maximum end-to-end delay is within the required delay bound.
The MRP can be reduced to the Minimum Steiner Tree Problem in Graphs [1] , a well-known NP-hard combinatorial optimization problem [2] . The widely studied DCLC-MRPs we concern are also a wellknown NP-hard problem [3] , and can be defined as the Delay-Constrained Steiner Tree problem. Due to the complexity and challenges of multicast routing with different QoS requirements in real world applications, a large amount of research has been carried out for solving various QoS based MRPs since the 1990s. Since the first algorithm for the DCLC-MRP, i.e. the Kompella-Pasquale-Polyzos (KPP) heuristic [4] , has been developed in the early 1990"s, various heuristic and meta-heuristic algorithms have been proposed for solving a wide range of MRPs with different constraints. The majority of state-of-art algorithms for the DCLC-MRP are based on meta-heuristics such as simulated annealing [5, 6] , tabu search [7, 8] , genetic algorithms [9, 10] , greedy random adaptive search procedure (GRASP) [11, 12] , variable neighborhood search [13] , and Scatter Search [14] etc. The rich literature of optimization algorithms for various MRPs can be found in several surveys [15] [16] [17] [18] [19] .
Although a range of search algorithms has been investigated for the DCLC-MRP over the past decade, to the best of our knowledge, no research effort has been made to study the underlying landscape features of the highly constrained and complex problem. Most of the work in the literature mainly focuses on proposing specific heuristics or meta-heuristic algorithms for solving the particular problem concerned. The performance of the heuristic or meta-heuristic algorithm is usually determined by comparing it with other algorithms. The quality of the solutions found by the algorithm is used to reflect the effectiveness, and the computational time is usually used as a measure of the efficiency of the algorithm. Instead of demonstrating the application of specific heuristics or meta-heuristics for the particular combinatorial optimization problem being concerned, some recent research in operational research focuses on analyzing the fitness landscape of the problem. The theoretical analysis of the fitness landscape has shown to be useful for observing the behavior of search algorithms and thus valuable for designing efficient algorithms with better performance [20] .
As far as we know, there are only three related work [10, 21, 22] on the landscape analysis for a different type of MRP, namely the group MRP, where a sequence of multicast requests is scheduled. In [21] , a logarithmic simulated annealing (LSA) is used to perform detailed landscape analysis on three instances. Their work focuses on the approximation of optimal parameter settings. The difference between two parameters: the estimation of the maximum value of the minimum escape height from the local optima, and the maximum increase value of the objective function between two successive improvements of the best objective function value found during the local search time, are observed in LSA by a number of experiments. The results show that the difference depends mainly on the cost function and the capacity constraint, while only slightly on the particular network structure. Zahrani et al. have further extended their work in [10] , by introducing a LSA based genetic local search (GLS) algorithm for the landscape analysis on the group multicast routing problem. The GLS algorithm applies the partial mixed crossover (PMX) operation to pairs of individuals. As the pre-processing step in the GLS, the LSA based landscape analysis aims to estimate the depth of the deepest local minima. Experimental results on two benchmark instances show that the proposed LSA-based GLS together with the PMX operation outperforms two variants of GLS algorithms with either LSA or PMX only. The same GLA algorithm with a LSA as the pre-processing step is applied by Zahrani et al. in [10] on more instances for the group multicast routing problem with the capacity constraint. Similarly, the LSA is also used to estimate the value of maximum depth of local optima in the landscape. The same conclusion that the GLS combined with LSA and PMX outperforms the algorithms using either LSA or PMX is obtained as that drawn by Zahrani et al. [22] .
Before properly choosing a specific heuristic or meta-heuristic for a hard optimisation problem, the theoretical landscape analysis of the problem is very useful for observing the behaviour of search algorithms and thus can help predicting their performance. The lack of the theoretical analysis on the landscapes of the DCLC-MRP motivates the first fitness landscape analysis for the problem in this paper. Our aim is to obtain a better understanding of landscape properties for the DCLC-MRP with the single multicast request and to provide the theoretical basis before designing effective search algorithms for the problem. Firstly, we present the fitness distance analysis and the autocorrelation analysis of the insight landscape features on some benchmark instances of the DCLC-MRP. Then, based on the large amount of theoretical landscape analyses, iterative local search (ILS) [23, 24] has been chosen in this paper as the appropriate meta-heuristic for the DCLC-MRP based on the observations of the existence of many local optimal solutions in the search space. ILS is a simple and powerful meta-heuristic which has been successfully applied to a wide variety of optimization problems [23] [24] [25] [26] [27] [28] [29] . ILS has two basic operators, namely the local search procedure and the perturbation operator for generating new solutions. Whenever the local search is trapped in a local optimum, a perturbation operator is applied to the local optimum to generate a new starting point in a neighboring area of the local optimum. ILS iteratively applies the local search to the new starting points generated by perturbing the current search point, leading to a randomized walk of local optima in the search space. This search procedure of ILS is very suitable for tackling the DCLC-MRP since many local optima are distributed over the search space.
The paper is organized as follows. Section 2 introduces the concept of the fitness landscape and describes the methods of analyzing fitness distance correlation and autocorrelation. Section 3 presents the formal definition of the DCLC-MRP. In Section 4, the fitness distance correlation and autocorrelation analysis have been carried out on a set of DCLC-MRPs based on the extended benchmark Steiner tree instances (Steinb) in the OR-library [30] . Section 5 presents the proposed iterative local search algorithms and shows the effectiveness of the proposed algorithms by a series of experiments. Finally, Section 6 concludes the paper and suggests future work.
Fitness Landscape Analysis
The concept of fitness landscapes [20] in biological evolutionary optimization algorithms has been introduced to combinatorial optimization to measure the problem landscape, and shown to be a very useful tool for understanding and predicting the behavior and performance of algorithms. Based on a defined solution representation and fitness function, the landscape of an optimization problem can be defined as consists of points of different height (solutions of different fitness function value) in the multidimensional hyper-space. A heuristic algorithm can be seen as a search procedure to traverse through the landscape in order to find the highest peak (or the lowest point) for the maximization (or minimization) problem.
A fitness landscape of a given combinatorial optimization problem can be defined as L(X, f, d), where X represents a set of points (solutions) in the landscape, f: X  R is a fitness function which associates a real-valued fitness to each of the points in X, and d is a distance metric which defines the spatial structure of the landscape. Based on this, a fitness landscape can be interpreted as a graph G L = (V, E) with a set of vertices V = X and a set of links E = {(x, y)X X | d(x, y) = d min }, where d min denotes the minimum distance between two points in the search space by using the distance metric d for a given optimization problem. Another property of the landscape is the diameter diamG L , which is defined as the maximum distance between two points in the search space.
The Fitness Distance Correlation Analysis
The fitness distance correlation (fdc) coefficient proposed by Jones and Forrest [31] is the most commonly used measure to estimate the global feature of the fitness landscape. It has been widely used as a measure to predict the problem difficulty for search algorithms. Given a set of points X={x 1 , x 2 , …, x m } and their fitness values, the fdc coefficient ρ is defined as follows:
where Cov(·, ·) denotes the covariance of two variables; σ(·) denotes the standard deviation; f and d opt represents the fitness of a sampled solution x and the distance between x and the global optimum (or the best-known solution) in the search space.
where f is the average fitness value of the points in X, | X |=m.
where σ(·) denotes the standard deviation,
For problems where the global optimal solution is not known, the best-known solution is usually used in the literature as an estimation of the global optimum in many studies. We denote x opt in this study as the global optimal solution or the best-known solution in the search space. For a set of arbitrarily sampled points from the search space, fdc determines how closely their fitness and distance to x opt are correlated by examining the statistic correlation between their f and d opt using (1) . If the fitness of the sampled solutions increases when a search moves towards x opt (the distance becomes smaller), then the search is expected to be easy, as it is properly guided by the correlation along a "path" of solutions with increasing fitness to x opt . A value of ρ = -1.0 (or ρ = 1.0) for a maximization (or minimization) problem indicates a perfect correlation between the fitness and the distance of a solution to x opt , and thus predicts an easy problem which can be easily solved using any search algorithms. On the contrary, a value of ρ = 0 means that no correlation exists between the fitness and the distance to x opt , and thus the underlying problem is hard to solve.
The fdc analysis has been conducted for various combinatorial optimization problems, including the travelling salesman problem [32] , the flow-shop scheduling problem [33] , the graph matching problem [34] , the graph bipartitioning problem [35] and the timetabling problem [36] , etc. A summary of landscape metrics and related issues on evolutionary algorithms can be found in [37] .
The Autocorrelation Analysis
An important property of landscape is its ruggedness, which significantly influences the performance of search algorithms. In general, the more rugged a landscape is, the harder the problem can be solved by heuristic search algorithms. To measure the ruggedness of a fitness landscape, Weinberger [38] suggests a statistical method to analyze the correlation structure based on the autocorrelation method. The idea is to generate a random walk of a sufficiently large number of steps and calculate the correlation of neighboring points in the random walk. The fitness of each solution encountered during the random walk is recorded to obtain a time series of fitness values. The autocorrelation of fitness values obtained from the random walk of W steps in the search space can be empirically estimated by r(i) as follows:
where f is the mean fitness of the W points sampled, and i is the time lag or distance between two points along the random walk.
Based on this autocorrelation function, the correlation length l can be defined as follows [48] :
where r(1) ≠ 0 is defined according to Eq. (6). The correlation length l directly reflects the ruggedness of a landscape, a smaller value of l indicates a more rugged landscape. A landscape is said to be smooth if there is a high correlation between neighboring points. The correlation length l is typically related to the size of the problem instance [39] , so the relative correlation length to the landscape diameter n is often reported, i.e. l / n. The closer the value of l / n to 1, the smoother the landscape is presented by a search method. The autocorrelation analysis has been carried out in the literature for measuring the landscapes of different problems [40, 41, 36, 38] .
Problem Definition of the DCLC MRP
A computer network can be modeled as a connected and directed graph G = (V, E) with |V| = n nodes and |E| = l links. Each link e = (i, j)E which connects two adjacent vertices i and j is associated with a cost c(e) and a delay d(e). The cost c(e) is a measure of the utilization of the network resources, for example the bandwidth, along the link. The delay d(e) is the transferring delay of sending messages via the link. We assume the network is asymmetric, i.e. for the two links e = (i, j) and e' = (j, i), it is possible that c(e) ≠ c(e') and/or d(e) ≠ d(e'). In a MRP, the information is sent simultaneously from a source node sV to a given set of destination nodes r i D, D  V \ {s}. The set of destination nodes D is called the multicast group, and |D| is defined as the group size of the MRP. 
The delay of the multicast tree, denoted by Delay(T), is the maximum delay among all Delay(r i ), defined as follows:
The total cost of the multicast tree, denoted by Cost(T), is defined as the sum of the costs of all links in the tree as follows:
In MRP, the delay bound is an upper bound of the end-to-end delay for the path from the source to each destination, i.e. Delay(r i ). In reality, different applications may have different upper bound δ i for each destination r i D. In this paper and the majority of the literature, the same delay bound is applied to all destinations, denoted by ∆ = δ i for all r i D.
Given the above definitions, the DCLC-MRP can be formally defined as follows:
The Delay-Constrained Least Cost Multicast Routing Problem (DCLC-MRP): Given a network topology G, a source node s, a set of destination nodes r i D, a link cost function c(·), a link delay function d(·), and a delay bound ∆, the objective of the DCLC-MRP is to construct a multicast tree T(s, D) such that the delay bound is satisfied, and the tree cost is minimized, defined as follows:
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Problem Instances and Solution Representation
There are no benchmark problem instances for DCLC-MRPs in the literature. In this study we generate problem instances of the DCLC-MRP by randomly setting delays of links in a set of Steiner tree benchmark instances in the OR-library. Table 1 presents the characteristics of the 18 Steinb instances, i.e. B01-B18, being concerned in this work. It is a set of Steiner tree problems of different sizes from SteinLib, a library of test instances for the Minimum Steiner Tree Problem in Graphs [42] . The global optimal solutions of these Steiner tree instances have already been obtained [30] . Table 1 . Characteristics of the Steinb instances from the OR-library. |V|, |E| and |D| stand for the number of nodes, links and destinations, respectively. OPT: the cost of the optimal solution for each instance given by the OR-library. To carry out the analysis on the properties of the underlying landscape for the DCLC-MRP, we use a multicast routing simulator based on Salama"s generator [18] to run all experiments. The simulator can generate network topologies by using a graph generation method [43] , where the distance l(u, v) between pairs of nodes (u, v) is determined by the Euclidean metric. In our simulations, the capacity of each link is set to a large enough value thus restrictions on link capacity can be neglected in DCLC-MRPs. The link delay d(e) in the simulator is defined as the propagation delay on the link (queuing and transmission delays are negligible), the link cost c(e) is assigned according to those set in SteinLib in the OR Library.
Instances
For the DCLC-MRP, the delay bound plays an important role in obtaining feasible solutions in search algorithms. The smaller the delay bound, the tighter the problem is constrained. To observe the effect of different delay bounds on the fitness landscape of the DCLC-MRP, we have set three different delay bounds in the Steinb instances, namely ∆ 1 = ∞, ∆ 2 = 1.1 Delay(T OPT ), and ∆ 3 = 0.9 Delay(T OPT ), described as follows:
 The first delay bound ∆ 1 = ∞ is set as a very large positive number in our experiments. The DCLC-MRP is then actually relaxed to the unconstrained Steiner tree problem, since the delays of the links do not introduce any restriction in constructing the Steiner tree. The global optimal solutions of this set of unconstrained MRP, i.e. Steiner tree problems, have already been obtained in the OR-library, shown in Table 1 .  The second delay bound ∆ 2 = 1.1 Delay(T OPT ) is set as greater than the delay in the optimal solution in Table 1 , Delay(T OPT ), where T OPT denotes the multicast tree of the optimal solution for each unconstrained Steiner tree instance. Therefore, we know that the optimal solution to the unconstrained Steiner tree problem is also the optimal solution to the DCLC-MRP.  The third delay bound ∆ 3 = 0.9 Delay(T OPT ) is set as lower than that of the optimal solutions for the unconstrained Steiner tree problem. The optimal solution is thus not known to any of the instances with this tighter delay bound. We therefore employ the best-known solutions obtained in the literature in our landscape analysis.
The landscape of these DCLC-MRP instances with different delay bounds are investigated in our work. More detailed information of all the problem instances tested and some example solutions obtained by the algorithms are publicly available at http://www.cs.nott.ac.uk/~rxq/benchmarks.htm.
In this first study of landscape analysis on the DCLC-MRP, we employ the mostly used binary vector as the solution representation. A binary vector of ordered n bits presents the solution (the multicast tree) for a DCLC-MRP with |V| = n nodes, where each bit corresponds to one node in the network. All possible solutions are thus encoded as X = {0, 1}
n of a fixed length n. This generates a hyper-space of (n + 1) dimensions, where n is the size of the problem and the (n + 1)-th dimension represent the height (fitness) of the point (solution). Each bit in the vector takes a value of 1 if the corresponding node is in the multicast tree, 0 otherwise. As the source and all destination nodes must be included in a multicast tree, the value of their corresponding bits in the binary vector (of a feasible solution) should always be 1. This simple binary vector has been widely used in the literature and shows to be simple yet effective for representing a multicast tree [44, 11] .
Based on the binary solution representation, Hamming distance has been used to calculate the distance between solutions. The minimum distance d min between two DCLC-MRP solutions is 1 (one bit with a different value between two vectors), and the maximum distance diamG L between two solutions, also known as the diameter of the landscape, is n -|D| -1, where the |D| is the number of destination nodes in the multicast group. The range of distances thus will be within [1, n -|D| -1].
In this work, we perform our landscape analysis on three heuristic methods and two neighborhood operators using the mostly used two statistical methods in the literature of landscape analysis, namely the fitness distance correlation and the autocorrelation, to measure properties of the fitness landscape for DCLC-MRPs. The fdc of local optima to x opt and autocorrelation of random walks is carried out to measure the global and local structure of the landscape of DCLC-MRPs with different delay constraints. The effects of different neighborhood operators and different heuristic algorithms upon the landscape of DCLC-MRPs with different delay constraints are further analyzed with regard to problem difficulty. All simulations have been run on a Windows XP computer of PVI 3.4GHZ with 1G RAM. For each instance 30 runs have been carried out to observe the average performance of different algorithms with different neighborhoods in the fitness landscape analysis.
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To sample a set of local optimal solutions which are evenly distributed in the search space to x opt , a fixed number (10 in our experiments) of feasible solutions have been randomly generated for each distance of i bits away from x opt , i = 1, …, n -|D| -1. This set of random solutions is then used as the starting points of a local search method to generate a set of local optima. As the local search starting from some random solutions may lead to the same local optima, up to 10  (n -|D| -1) number of local optima may be generated by the local search heuristics.
Different local search methods may be applied to generate different sets of local optima. In our basic fdc analysis, based on the binary solution representation defined above, a simple greedy local search heuristic is used to produce the local optima in a non-deterministic manner. Details of the local search heuristic are shown in Figure 1 . A node-based neighborhood operator is employed to flip a randomly selected bit (excluding the bits of the source node and the destination nodes) in the binary vector of the current tree. This operator thus either removes an existing node from or adds a new node to the multicast tree. The modified Prim"s spanning tree algorithm is then used to create a new minimum spanning tree based on the newly produced set of nodes in the binary vector. The new solution with a smaller tree cost or a lower delay than the current best solution will be accepted as the new current best solution during the search. This procedure is repeated until all possible bits have been flipped and the best solution found during the procedure is accepted as the local optimum. For a multicast tree in the network of n bits with a source node and |D| destination nodes in the multicast group, the number of possible neighboring solutions of the current multicast tree is bounded by n -|D| -1. This node-based neighborhood operator has also been applied in [44, 11] . It is known that higher values of fdc correlation ρ indicate that the fitness value and distance of solutions to x opt in the search space are correlated and thus the problem presents to be easier for search algorithms. As suggested in [31] , problem difficulty has been classified based on fdc coefficients, where a value of ρ ≥ 0.15 for minimization problems indicates a straightforward and easy problem for search algorithms. For a value of ρ ≤ -0.15, the distance to x opt increases with decreasing fitness, indicating that the problem being concerned is deceptive and misleading. For problems with -0.15 < ρ < 0.15, the landscape presents no correlation, thus indicating that the problem being concerned are difficult to solve. Generate a minimum spanning tree T' of the given nodes in T x by using the Prim"s algorithm if(((Cost(T') < Cost(T best )) and (Delay(T') ≤ ∆)) or ((Cost(T') = Cost(T best )) and (Delay(T') < Delay(T best ))) then T best = T'; mark bit x as visited; k++; end of while loop } return T best ; } The average cost and the fdc coefficient ρ for each instance of different delay constraints are reported in Table 2 . For the problem with ∆ 1 = ∞, four instances (B03, B09, B15 and B18) show to be difficult (where -0.15 < ρ < 0.15). One instance (B01) presents to be a misleading problem, and others are relatively easy to solve, i.e. the fitness and distance to x opt are correlated. For the DCLC-MRP with a slightly tighter delay bound ∆ 2 = 1.1 Delay(T OPT ), two instances (B03 and B09) remain to be difficult, while all other instances turn to be relatively easier (where ρ ≥ 0.15). For the DCLC-MRP with the tightest delay bound ∆ 3 = 0.9  Delay(T OPT ), two instances (B09 and B14) are difficult problems, three instances (B03, B13 and B15) are misleading, while the others are easy problems. From the experimental results, we can see that the fitness landscape for the DCLC-MRP is instance dependant with different level of difficulties for the search algorithm. In addition, different delay bounds significantly affect the landscapes of the same network topology. However, for the problem with delay bound ∆ 2 , although all instances except two instances (B03 and B09) show to be easy to solve (ρ ≥ 0.15), it does not necessarily mean those instances are easier for search algorithms compared with the same instances with ∆ 1 = ∞, as the delay bound restricts the search within disconnected areas due to the added constraint. This can be seen in Table 2 , that for some instances with the delay bound ∆ 2 , the cost of the best multicast tree is higher than the problem of the same topology with no delay bound, i.e. ∆ 1 = ∞. Generally, the smaller the delay bounds, the tighter the constraints to the problem. This is shown by the worst average tree cost 149.36 over the 18 instances obtained for the problem with delay bound ∆ 3 , compared to 143.89 for the problem with delay bound ∆ 2 and 142.87 for the problem with delay bound ∆ 1 .
In addition to the fdc coefficient, a fitness-distance scatter plot can provide more insightful information of the landscape. Figure 2 presents the example fitness-distance scatter plots of two instances, clearly demonstrating the changes of the fitness distance landscape for problem instances with different delay bounds. For instance B02, the correlation between the fitness and the distance decreases from 0.71 for ∆ 1 , to 0.51 for ∆ 2 and 0.4 for ∆ 3 , meaning the tighter the delay bound, the lower the ρ value, thus the higher level of difficulty for instance B02. For instance B12, all scatter plots show positive correlations with a ρ value larger than 0.15. However, with delay bound ∆ 2 and ∆ 3 , we can see many shallow valleys (local optima) are crowed near x opt for B12. This makes the search to be easily stuck at local optima. The introduction of the delay bounds also results in a different distribution of solutions in the search space.
(a) the fitness-distance scatter plots of local optima for two instances with ∆ 1 = ∞.
(b) the fitness-distance scatter plots of local optima for two instances with ∆ 2 = 1.1  Delay(T OPT ).
(c) the fitness-distance scatter plots of local optima for two instances with ∆ 3 = 0.9  Delay(T OPT ). 
Impact of Different Local Search Methods on the Fitness Distance Correlation
Based on the above basic fdc analysis, we further analyze the impact of different local search methods on the fitness landscape. In addition to the above mentioned simple greedy local search in Figure 1 (hereinafter named LS), we re-implement three other local search heuristics, namely BSMA [45] , TS-CST [44] and VNDMR [13] in the literature, for solving the DCLC-MRP with different delay constraints. We give the brief description of the three local search heuristics as follows:
1) The BSMA heuristic
A well known deterministic algorithm for the DCLC-MRP is BSMA (Bounded Shortest Multicast Algorithm) developed in mid 1990s [45] . Due to its good performance on tree cost, it has been seen as the best algorithm in early research on MRPs. In BSMA, a delay-bounded path switching operator is devised to replace a superpath in the multicast tree by a new alternative path, hopefully resulting in a new delaybounded tree with a lower tree cost. The superpath is defined as the longest simple path between two end nodes, where all the internal Steiner nodes, except the two end nodes of the path, connect exactly only two other nodes in the tree. At each step, a chosen superpath is removed, leading to two sub-trees. The Dijkstra"s shortest path algorithm is then consecutively called to find a new delay-bounded shortest path that connects the two sub-trees with a reduced tree cost. The BSMA heuristic iteratively refines the tree to lower costs until it cannot be further reduced.
2) The TS-CST heuristic
The TS-CST algorithm in [44] is developed based on a tabu search, where a binary vector solution representation has been used (and adapted in our study here, see Section 4.2 above). A solution (a multicast tree) is represented by a binary set of |V \ ({s}  D)| bits, each corresponding to a node in V \ ({s}  D). A value of 0 for the corresponding bit in the binary set represents that the node is included in the multicast tree, 1 otherwise. Neighborhood of a solution includes all the solutions which are exactly one bit different in the binary set from the chosen solution. In other words, the neighboring solutions are all those multicast trees generated by adding or removing exactly one node in V \ ({s}  D) in the incumbent solution. The Prim"s algorithm is applied to generate a new delay-constrained spanning tree on the given set of nodes. The best new neighboring solution is chosen as the current solution in the next iteration, i.e. a move in TS-CST. To prevent the heuristic from oscillating between neighboring solutions, a tabu list of length one is updated to remember the corresponding bit in the last performed move. The process stops after a pre-defined number of iterations without improvements, set to 2 in [44] .
3) The VNDMR algorithm
A variable neighborhood descent search algorithm (VNDMR) has been investigated in our previous work in [13] for the DCLC-MRP. Three neighborhood structures, one is node-based and the other two are linkbased neighborhoods, have been designed concerning the structure of the multicast network. The nodebased neighborhood is similar to the neighborhood designed in the TS-CST algorithm. In generates a neighboring tree by removing or adding a Steiner node from or to the current multicast tree, and obtaining a minimum spanning tree which spans the nodes using the Prim"s algorithm. Once a better multicast tree is found, the current solution is updated. This procedure is repeated until no improvement can be achieved for more than 3 iterations. The two link-based neighborhoods are designed based on a path replacement operator which is similar to the path switching operator in BSMA [45] . The path replacing operator replaces a superpath by a new delay-bounded path of a lower cost using the k-shortest path algorithm [46] . Both of the two link-based neighborhoods iteratively refine the multicast tree to lower costs until no better tree can be found. All three neighborhoods have been designed to reduce the tree cost while satisfying the delay bound constraint in the problem.
We present the fdc of local optima to x opt on the landscape of different local search methods for four instances (B02, B10, B12 and B18) of different sizes and delay bounds, results are shown in Table 3 . The initial random solutions are generated by using the same method described above to sample random solutions of even distributions in the search space. In Table 3 , VNDMR has the best overall performance, finding the best average tree costs on 8 out of 12 instances. The TS-CST algorithm is the second best approach, obtaining the lowest tree costs for 4 out of 12 instances. Although not necessarily the case in all instances, the best solutions obtained by the two algorithms are in general associated with higher fdc values for problems with different delay bounds. In some cases (B12), landscapes of VNDMR and TS-CST are less correlated compared to LS or BSMA. This is probably due to that the landscape near the global optimum is more rugged with many local optima of the instance, as shown in Figure 2 . For the simple LS, although it can obtain higher ρ on some instances, most of the solutions found are worse compared with the other algorithms mainly due to the greedy acceptance criterion used in the search. The fitness landscape of different local search methods is highly dependent on the neighborhood operators and search strategies.
The fdc analysis indicates that the binary solution representation is a simple yet effective method to encode the complex structure of the multicast tree. Based on this solution representation, neighborhood operators (the node or link based operators) and search strategies (the tabu list) designed for DCLC-MRPs show to effectively guide search algorithms towards better solutions in the landscape. It can also be seen that VNDMR is also highly stable on obtaining good solutions for all instances, obtaining the lowest standard deviation of tree cost (1.04) compared with 2.56 for TS-CST, 5.76 for BSMA, and 9.75 for the simple LS. This indicates that, by employing multiple neighborhoods, flexible search is able to traverse in different regions of search space and effectively escape from local optima, and thus is superior to standard local search methods in solving the DCLC-MRP with a complex and disconnected search space.
Autocorrelation Analysis for the DCLC Multicast Routing Problem
The fdc gives a good indication of the global feature of the landscape. However, features of the local regions in the search space (such as those many local optima near x opt in Figure 2) are not easily observed with the fdc analysis. Another important measure of the landscape is its ruggedness in local regions. We perform the autocorrelation analysis on the benchmark DCLC-MRP instances by conducting a random walk of W = 1000 steps on each instance. The random walk starts from a random multicast tree which is constructed by starting from the source node and randomly adding the next node until all destination nodes are connected.
Based on the binary solution representation, the random walk is conducted by using a pure random one-flip neighborhood to randomly flip a bit corresponding to a Steiner node in the binary vector of the current solution. A random tree is then generated by randomly connecting a given node (with a value of 1 at the corresponding bit in the binary vector) until all destination nodes are connected. This procedure is repeated until a feasible tree that satisfies the delay constraint is generated.
The correlation of two neighboring points in the search space provides a good indication of the ruggedness of the local regions of the fitness landscape. It is known that the higher the correlation length l (or the closer the relative correlation length to the diameter of the landscape l / n to 1), the smoother the landscape and hence the easier the search of an algorithm based on the neighborhood employed. Table 4 presents the results of the autocorrelation analysis by using the pure random operator to generate random walks for the DCLC-MRP instances with the same three different delay bounds as used in the fdc analysis. We can see that although the correlation length is also problem instance dependent, the landscape of all the instances with different delay bounds are highly rugged. The delay bounds also significantly affect the ruggedness of the landscapes on problem instances, introducing higher as well as lower ruggedness to some instances. Table 4 . The autocorrelation analysis on the DCLC-MRP instances with different delay bounds. l / n: the correlation length l to the diameter n of the landscape. The highest autocorrelation is in bold. To visually observe the local regions of DCLC-MRP landscapes, we plot the neighbors of x opt of the DCLC-MRP instances by using the same one-flip operator in the random walk. Figure 3 shows the example plots of the cost of these neighbors in the search space. Infeasible neighbors are not shown and an empty space appears at the corresponding positions. The plots again illustrate that the ruggedness of landscapes is highly dependent on the specific instances. It is obvious that the landscape of B12 with different delay bounds is more rugged than that of B02, as small differences in the solution make a huge difference in the cost of the solutions for B12. The landscape of B02 is smoother than B12 as most of the one-flip neighbors have the same cost located in a plateau. 
Autocorrelation Analysis of Different Neighborhoods
In addition to the pure random neighborhood used above, we carry out the autocorrelation analysis to analyze the ruggedness of the landscape from different neighborhoods in local search algorithms for the DCLC-MRP. Two more neighborhoods, namely the node-based neighborhood and the link-based neighborhood used in our previous VNDMR algorithm, are evaluated.
1) The Link-based Neighborhood
The link-based neighborhood operates on links in the multicast network. It replaces a randomly selected superpath in the current tree with a feasible alternative path (which satisfies the delay bound) generated by using the k-shortest path algorithm.
2) The Node-based Neighborhood
The node-based neighborhood operates on nodes in the multicast network. At each step, it randomly flips a bit of a Steiner node in the binary vector of the current tree and uses the Prim"s algorithm to generate a minimum spanning tree on the given nodes. This operator repeats until a new feasible tree is generated.
For a fair comparison, the same maximum number of iterations (here set as 5) has been carried out in the local search with different neighborhoods for solving four instances of different sizes (B02, B10, B12 and B18). Table 5 presents the results of the autocorrelation analysis on the four instances with different delay bounds.
In Table 5 , the link-based neighborhood and node-based neighborhood lead to a smoother landscape, where longer correlation lengths have been obtained compared with the pure random neighborhood. This means that neighborhoods which are designed with regard to network structures are more effective than the pure random neighborhood for the DCLC-MRP. It is also interesting to see that, for larger problem instances (with 75 and 100 nodes), the landscape defined by the link-based neighborhood operator is smoother than that of node-based neighborhood operator. This demands that effective local search algorithms should be defined for solving DCLC-MRPs with different characteristics. Employing more than one neighborhood in the search algorithm provides one such solution. This is consistent with the better performance we observed in our previous work on the variable neighborhood descent search algorithm for the DCLC-MRP [13] , and the simulated annealing based evolutionary algorithm employing multiple neighborhoods for multi-objective MRPs [47] . Both algorithms obtained better solutions compared with existing heuristics and algorithms employing single neighborhood operators. Table 5 . The autocorrelation analysis of three neighborhood operators for four instances with different delay bounds. pure: the pure random one-flip operator; link: the link based operator; node: the node based operator; l / n: the correlation length l to the diameter n of the landscape. The highest autocorrelation is in bold. 
No. n Metrics
An Iterative Local Search Approach for the DCLC-MRP
In this section, we investigate a new Iterative Local Search (ILS) approach for solving the DCLC-MRP based on the above fitness landscape analysis. We choose the ILS meta-heuristic for the DCLC-MRP in this work due to the following reasons.
 Firstly, the fitness-distance scatter plots of local optima on some example instances of the DCLC-MRP in Figure 2 show that there are many local optima in the search space and the distribution of these local optima is instance dependent and affected by the delay constraint. The scatter plots of oneflip neighbors to the optimal solutions in Figure 3 also show that the slight change in the solution presentation results into many local optima distributed in the search space.  Secondly, the fitness-distance correlation analysis in Section 4 reveals that VNDMR is the most suitable local search method for the DCLC-MRP in comparison with the other three algorithms including LS, BSMA and TS-CST. The experimental results of the auto-correlation analysis demonstrate that both the node-based neighborhood and the link-based neighborhood are more effective than the pure random neighborhood. These fitness landscape analysis results are consistent with the better performance obtained by VNDMR for the DCLC-MRP in [13] .  Thirdly, ILS has some desirable features such as the simplicity, robustness and high effectiveness when applied to a wide range of optimisation problems [24] [25] [26] [27] [28] [29] . The basic idea of ILS is to iteratively search better solutions by moving from one local optimal solution to another in the search space.
Aiming at a better solution and escaping from the local optimum, a perturbation operator is applied to the current solution and a new starting point is then generated which may guide the search to a promising area in the search space. The basic idea of ILS lays on carrying out a series of random walk within the search space of the local optima with respect to the local search algorithm. The search procedure of ILS is thus very suitable for exploring the search space of the DCLC-MRP with many local optima. Our idea is thus to further extend VNDMR by applying it as the local search method in the new ILS algorithm. In order to intelligently guide the search to a promising area in the search space, the value of the maximum depth to escape from the current local optimum in the landscape is estimated in the perturbation procedure of the proposed ILS algorithm.
Iterative Local Search
A typical ILS meta-heuristic includes four components: Initial Solution Generation, Local Search Procedure, Perturbation, and Acceptance Criterion. As shown in Figure 4 , the basic ILS works as follows:
Step ( 
The Proposed ILS Algorithm for the DCLC-MRP
As stated in [28] , the success of ILS is directly associated with the choice of the local search procedure, the perturbation procedure, and the acceptance criterion. We describe our proposed ILS algorithm in the following subsections.
Generate Initial Solution
The initial solution is randomly generated by using the same method of generating the starting point of the series of random walk in the auto-correlation analysis in Section 4.4. A random initial multicast tree is constructed by starting from the source node and randomly adding the next node until all destination nodes are mounted on the tree. The solution, i.e. a multicast tree, is also represented by the binary vector described in Section 4.1.
Perturbation Operator
To avoid the search travelling into local optima, a perturbation operator is applied to generate new starting point for the local search procedure. The pure random one-flip neighborhood operation of the auto-correlation analysis in Section 4.4 is applied as the perturbation in the proposed ILS algorithm. During the pure random one-flip perturbation, a bit corresponding to a Steiner node in the binary vector of the current solution is flipped. Then, a random multicast tree which satisfies the delay constraint is generated by spanning all the nodes with a value of 1 at the corresponding bit in the binary vector.
An estimation of the maximum depth, denoted by d, to escape from the current local optimum in the landscape is thus estimated as the hamming distance between the worst solution and best solution obtained at each iteration of the ILS algorithm. The perturbation operation repeats d times to escape from the current local optimum, potentially leading the search to a promising area of search space. If d > 1, the perturbation is called the guided-perturbation, if d = 1, the perturbation is a random process without guidance.
Local Search Procedure
Due to the effectiveness of VNDMR demonstrated in the landscape analysis of both the fitness distance analysis and auto-correlation analysis in Section 4, we apply VNDMR as the local search procedure in our proposed ILS algorithm. Different from the traditional single neighborhood based local search algorithm, VNDMR can effectively explore different areas of search space defined by variable neighborhood structures (the node-based or link-based neighborhood), thus is able to escape from local optima and find better solutions. Experimental results of the above auto-correlation analysis in Table 5 show that different neighborhood operators within VNDMR can complement each other for solving different DCLC-MRP instances with different characteristics.
In order to compare the effect of different local search procedures to the performance of ILS for the DCLC-MRP, we also implement TS-CST as the local search procedure in the proposed ILS algorithm. The detailed descriptions of these two local search algorithms are described in Section 4.3.
Acceptance Criterion
The acceptance criterion decides which of the locally optimal solutions, s*and s'' in Figure 4 , obtained from previous steps is to be selected as the starting point for the next perturbation step. In the implementation of our proposed ILS algorithm, the better solution with respect to the fitness values f, i.e. the cost and the delay of the multicast tree, will be accepted as shown in Eq. (12).
Experiments on the Proposed ILS Algorithm
In order to test the impact of the local search method and the effect the proposed new guided-perturbation operator as described in Section 5.2.2., four variants of the ILS algorithm have been implemented in our experiments as follows:
The first variant of the ILS algorithm applies VNDMR as the local search method and uses the guided-perturbation operator, i.e. d > 1.
b) ILS-VND
The second variant of the ILS algorithm adopts VNDMR as the local search method, but the perturbation is not guided, i.e. d = 1.
c) ILS-TS-g
In the third variant of the algorithm, TS-CST is applied as the local search method and the guidedperturbation is used.
d) ILS-TS
The fourth variant applies TS-CST as the local search method and the perturbation operator without guidance.
Performance of variants of the ILS algorithm
In the first group of experiments, the performance of the four variants of ILS algorithms is compared on four problem instances (B02, B10, B12 and B18) of different sizes and delay bounds (i.e., ∆ 1 = ∞, ∆ 2 = 1.1  Delay(T OPT ), and ∆ 3 = 0.9  Delay(T OPT ), see Section 4.1). For a fair comparison, the same amount of time (60 seconds) is set for each variant of ILS. Table 6 presents the average tree cost, the best tree cost and the standard deviation obtained from 30 runs on each instance. From the table, we can see that ILS-VND-g performs the best among the four variants of algorithms, finding 11 best results out of the 12 tests. On the one hand, both ILS-VND-g and ILS-VND perform much better than the other two variants with TS-CST as the local search method. This is due to the fact that VNDMR has better performance than TS-CST as shown in Table 3 of the fdc landscape analysis on the same four instances. It demonstrates that the local search method with better performance improves the search results of the proposed ILS. On the other hand, the proposed ILS algorithms with the guided-perturbation (ILS-VND-g and ILS-TS-g) obtain better search results than those of the other variants of algorithms without the guided-perturbation (ILS-VND, ILS-TS), respectively. It means that the new guided-perturbation can improve the performance of the proposed ILS algorithm by estimating the distance of escaping from the current local optimum.
Comparisons on Steinb Instances with Different Delay Bounds
In this group of experiments, we compare ILS-VND-g with three other existing algorithms with good performance in the literature, including SSPR-VND [14] , GRASP-VND [12] , and GRASP-CST [11] , on the 18 benchmark instances (Steinb) from the OR-library with three different delay bounds (∆ 1 = ∞, ∆ 2 = 1.1  Delay(T OPT ), and ∆ 3 = 0.9  Delay(T OPT )). SSPR-VND is a hybrid scatter search with path relinking algorithm for the DCLC-MRP, where VNDMR is applied as the local search method in it. Two GRASP algorithms, GRASP-VND and GRASP-CST, have been proposed for the DCLC-MRP. The difference between them is that the local search phase in GRASP-VND is VNDMR, while GRASP-CST applies the modified tabu search heuristic [44] as the local search phase. Both GRASP algorithms have shown to be effective approaches for solving the DCLC-MRP. Experimental results in [14] demonstrate that SSPR-VND obtains the best performance so far in comparison with other algorithms in the literature. In order to test the performance of our proposed ILS-VND-g, we compare these existing four algorithms by setting the same computing time (60 seconds) in each run and running each algorithm 30 times on each instance. Firstly, we compare the average tree cost, the best tree cost and the standard deviation obtained by the four algorithms in Table 7 . For this set of instances with the looser delay constraint, ILS-VND-g, SSPR-VND and GRASP-CST have the similar performance, obtaining best solutions for 15, 16 and 15 out of 18 instances in terms of the average tree cost, respectively, while GRASP-VND only finds 13 best solutions. ILS-VND-g performs better than SSPR-VND on two instances (B13 and B14), which shows that the single-population based ILS-VND-g has competitive performance compared with as that of populationbased SSPR-VND meta-heuristic.
In the second set of experiments, for each instance, the delay bound is set to a slightly tighter value. Computational results in Table 8 show that ILS-VND-g has the similar overall performance as the other three algorithms, since all algorithms obtain the best solutions for 15 out of the 18 instances with respect to the average tree cost. The better results found by ILS-VND-g on two instances (B13 and B14) than those of SSPR-VND demonstrate again that the proposed ILS approach is competitive compared with the hybrid scatter search algorithm. In addition, the results obtained by ILS-VND-g is more stable than those of SSPR-VND, since ILS-VND-g has a smaller average standard deviation (0.254) over the 18 instances compared with that of SSPR-VND (0.469). Table 8 . Experimental results for the Steinb instances with the delay bound ∆ 2 =1.1×Delay(T OPT ). (avg./best/σ: the average, best tree cost and the standard deviation. The values marked with "*" denote the optimal solutions and the best results are in bold.)
Other more advanced landscape analysis techniques in the literature can be applied to the DCLC-MRP as well as other MRPs. In addition, the performance of the proposed ILS algorithm can be further improved by designing different perturbation operations or being hybridized with other meta-heuristics.
