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Abstract
We construct a class of solutions to the Cauchy problem of the Klein-Gordon equation
on any standard static spacetime. Specifically, we have constructed solutions to the Cauchy
problem based on any self-adjoint extension (satisfying a technical condition: “acceptabil-
ity”) of (some variant of) the Laplace-Beltrami operator defined on test functions in an
L2-space of the static hypersurface. The proof of the existence of this construction com-
pletes and extends work originally done by Wald. Further results include the uniqueness
of these solutions, their support properties, the construction of the space of solutions and
the energy and symplectic form on this space, an analysis of certain symmetries on the
space of solutions and of various examples of this method, including the construction of a
non-bounded below acceptable self-adjoint extension generating the dynamics.
1 Introduction
The first purpose of this paper is to construct a class of solutions to the Cauchy problem of the
Klein-Gordon equation on any (not necessarily globally hyperbolic) standard static spacetime
(M,g) = (R×Σ, V 2dt2 − h), where (Σ, h) is a Riemannian manifold and V is a smooth positive
function on Σ (Sanchez [31]). A class of solutions was originally constructed by Wald [38]. His
solutions were given in terms of some fixed positive self-adjoint extension (s.a.e.) of a particular
symmetric linear operator on L2(Σ, V −1dvolh). Our treatment of the existence of solutions
differs from that of Wald in the following aspects:
1. Wald considered only positive s.a.e.s and so the linear operators C(t,AE) and S(t,AE)
(defined in Section 2) used to construct solutions were bounded. In this paper however we
also consider “acceptable” s.a.e.s (Definition 2.3). Incidentally, all bounded below s.a.e.s
are acceptable. Under these conditions C(t,AE) and S(t,AE) may be unbounded linear
operators so care is required with the domains.
2. We point out that a more recent result on the extendibility of subsets of the spacetime
to smooth spacelike Cauchy surfaces in globally hyperbolic spacetimes by Bernal and
Sanchez [6] is needed to complete the proof on the existence of Wald solutions.
The second purpose of this paper is to prove various properties satisfied by the solutions and
to analyse examples. Since many already known results are quoted in this work for completeness,
we shall for clarity list the other main results of this paper:
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1. We show in detail the properties satisfied by the solutions only implicit in the paper by
Wald and Ishibashi [39]. In that paper, they assumed certain conditions on the dynam-
ics (e.g. constraints on the support of solutions, how they are transformed under time
translation and reflection in time and the existence of an energy norm) and then proved
that it must be generated by a particular s.a.e. AE. In this paper we answer the natural
question: “to what extent are these conditions on the dynamics necessary?”, that is, does
the dynamics generated by a particular choice of acceptable s.a.e. AE satisfy these condi-
tions? We shall answer mostly to the affirmative. However we note that Assumption 1 in
Wald and Ishibashi [39] (the support of solutions/“the causality assumption”: see below)
is not always true of dynamics generated by an arbitrary acceptable s.a.e..
To amplify this point, Assumption 1 on the dynamics in Wald and Ishibashi [39] states
that the support of the solution to the Klein-Gordon equation corresponding to Cauchy
data always lies within the union of the causal future and past of the support of that data.
In Section 11.5 we give a simple example of a standard static spacetime and a choice of
s.a.e. AE such that the dynamics generated satisfies: suppφ ⊈ J(K) for some initial data
(φ0, φ˙0), where K = suppφ0 ∪ supp φ˙0. We show in Section 7 however that, in general,
suppφ is contained in J(K) up until the time at which the data can “hit” any edge in
the spacetime. We prove that this weaker form of Assumption 1 is true of all dynamics
constructed in this paper, using the previous results on the uniqueness of solutions in
Section 5 and results on the causal structure of the spacetime Section 6.
2. An important property satisfied by the “Wald solutions” is that the value of the standard
symplectic form evaluated at any pair of solutions is independent of the static hypersurface
on which it is calculated, so the space of solutions has a natural symplectic space structure.
Since it is this structure which allows the quantisation of the theory, by the construction
of the Weyl algebra (Ba¨r et al. [3]), it is an important result in Section 9 that even after
extending Wald’s method to the case of only acceptable s.a.e.s, we retain the conservation
of the symplectic form even in the cases where the positive definiteness of the energy form
(Section 8) is lost.
3. In Section 10 we prove how the solutions are transformed under time translation and
reflection. We show that the previously constructed energy form is invariant under both
time translation and reflection of its arguments whereas the symplectic form is time-
translation invariant but acquires a minus sign under reflection of its arguments in time.
(These properties correspond to assumptions 2(i), 2(ii), 3(i) and 3(ii) of Wald and Ishibashi
[39].)
4. In Sections 11.1-11.3, as examples we consider three simple one-dimensional Riemannian
manifolds (S1, (0,∞) and (0, a) with their usual differential structures and Riemannian
metrics), each of which will then generate a standard static spacetime with V = 1. In
order to classify the dynamics generated on the latter spacetimes by the construction
of this paper, we give the s.a.e.s of minus the Laplacian on S1, (0,∞) and (0, a) and
determine their spectra and resolvents. The proofs of these statements are to be found in
Appendices F,G and H of Bullock [11].
5. In Section 11.6 we construct an acceptable non-bounded below s.a.e. AE of minus the
Laplacian on Σ = Z × (0,∞). This example then shows that the extension of theory of
Wald [38] from bounded-below s.a.e.s to acceptable s.a.e.s carried out in this paper is
non-trivial (Wald’s paper only deals with positive s.a.e.s).
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2 The Cauchy problem of the Klein-Gordon Equation on Stan-
dard Static Spacetimes: The construction of candidate solu-
tions as vector-valued functions
We start by defining the class of spacetimes, with which this paper is concerned (see e.g. Sachs
& Wu [30], Sanchez [31] and O’Neill [24]).
Definition 2.1. (Sanchez [31]) A standard static spacetime is defined by:
(M,g) = (R ×Σ, V 2dt2 − h),
where (Σ, h) is a smooth Riemannian manifold; M is given the usual product topology and
differential structure; dt2 is the Euclidean metric on R; V ∈ C∞(Σ) with V > 0. The time-
orientation is that given by the timelike vector field X = ∂
∂t
.
Remark. In the above expression for the metric g = V 2dt2 − h, we are using a slightly sloppy
notation for conciseness. Denoting by π1 ∶ R × Σ → R and π1 ∶ R × Σ → Σ the two projection
(bundle) maps, then more precisely: g = π∗
2
(V 2)π∗
1
(dt2) − π∗
2
(h), where π∗i is the pull-back
applied here to metrics and functions and dt2 ∶= dt ⊗ dt is the standard Riemannian metric on
R.
Let (M,g) = (R ×Σ, V 2dt2 − h) be a standard static spacetime. As Σ is a smooth manifold
then for each t ∈ R the map πt ∶ Σ →M given by x → (t, x) is a smooth embedding from Σ to
M and for each embedded submanifold Σt ∶= {t} × Σ = πt(Σ) ⊂ M there exists a unique unit
future-pointing smooth timelike vector field nt = V −1 ∂∂t normal to each tangent space of Σt.
Note that we have not assumed that the manifold Σ is orientable.
We wish to solve the Klein-Gordon equation on an arbitrary standard static spacetime. For
an arbitrary spacetime and mass m ≥ 0 the Klein-Gordon equation reads:
(◻g +m2)φ = 0, (2.1)
where ◻g = div g ○ grad g is the Laplace-Beltrami operator (see Appendix D of Bullock [11]),
sometimes locally given by: ∇µ∇µ where ∇µ is the covariant derivative defined by the metric.
Alternatively, the Klein-Gordon equation can be expressed in local coordinates:
◻g = 1√∣g∣∂µg
µν
√∣g∣ ∂ν
where g ∶= det(gµν).
Remark. Note also that we shall demand that φ ∈ C∞(M), where C∞(M) is defined as the space
of all smooth K-valued functions on M , where K = R or C. We are removing the dependence of
the field of scalars from our notation for C∞(M) purely for brevity. We shall find that the results
of this paper apply equally well to solving the Klein-Gordon equation for real-valued functions
as for complex-valued functions. In the sequel we shall take all function spaces, Hilbert spaces
etc. to be either over R or C as required. We shall on occasion in this paper mention where we
may have to treat the two cases separately. For instance Sections 11.1-11.3 only apply to the
complex case as will be discussed there.
Our spacetime of interest is: M = R ×Σ with g = V 2dt2 − h, where Σ is a smooth manifold
with smooth Riemannian metric h and V ∈ C∞(Σ), V > 0. For this spacetime, we define a
solution to the Cauchy problem for the Klein Gordon equation to be a linear map:
Ψ ∶ C∞0 (Σ0) ×C∞0 (Σ0)→ C∞(M)
(φ0, φ˙0)↦ φ,
such that, for all φ0, φ˙0 ∈ C∞0 (Σ0), if Ψ(φ0, φ˙0) = φ then:
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1. (◻g +m2)φ = 0
2. φ∣Σ0 = φ0
3. ∂tφ∣Σ0 = φ˙0.
In this paper, we shall construct solutions to the Cauchy problem. (We shall in fact find a
solution to an extension of this problem, that is, extend the space of test functions C∞
0
(Σ0)
to a certain subspace χE of C
∞(Σ0).) We start by expressing the Klein-Gordon equation in a
simpler form. Given an atlas (Uα, φα) for Σ we have the following atlas for M : (R×Uα, t×φα).
In these local coordinates the Laplace-Beltrami operator reads:
◻g = V −2∂2t − V −1DiV Di,
where Di is the covariant derivative on Σ induced by h. Thus equation (2.1) reads: (V −2∂2t −
V −1DiV Di +m2)φ = 0 iff (∂2t − V DiV Di +m2V 2)φ = 0 iff:
∂2t φ = −Aφ, (2.2)
whereA = −V DiV Di+m2V 2. Note that in coordinate free notation: A = −V div hV grad h+m2V 2.
See Appendix D in Bullock [11] for more details.
We solve this form of the Klein-Gordon equation with the methods of functional analysis on
the (real or complex) Hilbert space L2(Σ, V −1dvolh). (This space is defined in e.g. Section D.3
of Bullock [11]. On the (real or complex) Hilbert space L2(Σ, V −1dvolh), we have the following
linear operator A:
D(A) = [C∞0 (Σ)] (2.3)
A[φ] = [(−V DiV Di +m2V 2)φ], (2.4)
where Di is the covariant derivative on (Σ, h) and φ ∈ C∞0 (Σ). That A is symmetric and positive
is proven in Proposition D.10 in the Bullock [11]. Note that the adjoint is a well-defined linear
operator since A is densely defined. Its adjoint A∗ is given by :
D(A∗) = {φ ∈ L2(Σ, V −1dvolh) s.t. Aφ ∈ L2(Σ, V −1dvolh)}
A∗φ = Aφ,
where in both lines Aφ is meant distributionally and a priori φ,Aφ ∈ D′(Σ). Here, functions
are interpreted as distributions by use of the smooth measure V −1dvolh on Σ.
Remark. Note that since [C∞
0
(Σ)] ⊆D(A∗) then D(A∗) is densely defined and so A is closable.
Also, be aware that the reason for the appearance of the partial differential operator A instead
of its formal adjoint A∗ in the above definition of the linear operator A∗ is that A is formally
self-adjoint with respect to the smooth measure V −1dvolh. See Section D in Bullock [11] for
definitions of these terms.
The domain of the closure A of A is given by the closure of [C∞
0
(Σ)] in the Hilbert space
D(A∗) with the inner product ⟨⋅, ⋅⟩A∗ :
⟨φ, θ⟩A∗ = ⟨φ, θ⟩L2(Σ,V −1dvolh) + ⟨A∗φ,A∗θ⟩L2(Σ,V −1dvolh),
It is important to note that A is not necessarily essentially self-adjoint (e.s.a.). The following
well-known theorem gives a case where A is e.s.a..
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Theorem 2.2 (Essential Self-Adjointness of minus the Laplacian on Complete Riemannian
Manifolds). Let (Σ, h) be a complete Riemannian manifold. Then letting V = 1 and m = 0,
we have A = −div hgrad h = −∆h, minus the Laplacian corresponding to the metric h. Then if
D(A) = [C∞0 (Σ)] in the Hilbert space H = L2(Σ, dvolh), then A is essentially self-adjoint.
Proof. See e.g. Taylor [36], Proposition 8.2.4.
As pointed out by Wald [38], since A is a symmetric positive linear operator then at least
one positive self-adjoint extension exists. We do not restrict ourselves however to using a single
extension, but we are forced to only consider a certain class of s.a.e.s of A, which we define
shortly. We wish to first make a remark concerning the choice of the field of scalars.
Remark. Note that if we define HK = L2(Σ,K, V −1dvolh) as the space of equivalence classes of
K-valued square-integrable Borel-measurable functions, where K = R or C and f ∼ g iff f = g
a.e., then we can view A as a symmetric linear operator on either the real Hilbert space HR or
the complex Hilbert space HC. The set of self-adjoint extensions of these operators are related.
To see how, take the general situation of a real Hilbert space H and its complexification HC.
Now, on HC can be defined a natural complex conjugation operator C. It is shown in Section
2 of Seggev [32] that the self-adjoint extensions of a symmetric linear operator A on H are are
in bijection with the self-adjoint extensions of the symmetric linear operator AC on HC, which
commute with C, where AC is the complexification of A.
We now introduce our new notion of an acceptable s.a.e.:
Definition 2.3. A s.a.e. AE of A is called acceptable if it satisfies:
[C∞0 (Σ)] ⊆ ⋂
t>0
D(exp(A−E)1/2t), (2.5)
where A−E ∶= x−(AE) is the positive self-adjoint operator defined via continuous functional cal-
culus using the function x− ∶ R→ [0,∞) defined by:
x−(y) ∶= { −y, y ≤ 0
0, otherwise.
The operator A−E is called the negative part of the operator AE and it’s bounded iff AE is
bounded-below (i.e. there exists M ∈ R such that ⟨Ax∣x⟩ ≥ −M ∣∣x∣∣2 for all x ∈ D(A) iff
σ(A) ⊆ [−M,∞).
Remark. In the paper [38] by Wald, he considered only positive s.a.e.s of A. Clearly, a positive
linear operator is bounded-below. If AE is a bounded-below s.a.e. then A
−
E is a bounded linear
operator, as is (A−E)1/2. Then exp(A−E)1/2t is also a bounded linear operator for all t and so:
[C∞0 (Σ)] ⊆ L2(Σ, V −1dvolh) = ⋂
t>0
D(exp(A−E)1/2t).
Thus every bounded-below s.a.e AE is also acceptable. Thus we are extending the method of
Wald to more s.a.e.s of A.
The approach (taken from Wald [38]) is to find a map R → D(AE) ⊆ H, where H =
L2(Σ, V −1dvolh). t → φt, for each pair of data φ0, φ˙0 ∈ C∞0 (Σ). We demand that the map
t→ φ(t) is twice differentiable as a vector-valued function with double-derivative
d2φt
dt2
= −AEφt. (2.6)
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Our intended solution to this problem is given in terms of any acceptable s.a.e. AE of A:
[φt] = cos(A1/2E t)[φ0] +A−1/2E sin(A1/2E t)[φ˙0] (2.7)
Our immediate problem is to show that this expression makes sense. If AE was positive
self-adjoint then, following Wald [38], we can take the square root to form a positive self-adjoint
unbounded linear operator A
1/2
E
and then construct the two bounded linear operators cos(A1/2
E
t)
and A
−1/2
E sin(A1/2E t) by applying the multiplication operator form of the Spectral Theorem, as
in Reed and Simon [28]. If AE was not positive but merely bounded-below, then we shall show
that this method still works and cos(A1/2
E
t) and A−1/2
E
sin(A1/2
E
t) are still well-defined bounded
linear operators despite the non-existence of the square root. If, however AE is not bounded-
below then these linear operators will be unbounded and we must concern ourselves with their
(dense) domains. We shall show that even when AE is not bounded-below, but is acceptable
(Definition 2.3), then we can solve the Cauchy problem with respect to smooth initial data of
compact support.
In this paper, in order to avoid expressions involving square roots of non-positive self-
adjoint linear operators we introduce an alternative representation of equation (2.7). Define the
functions C,S ∶ R2 → R:
C(t, x) = cos(x1/2t) = { cos(x1/2t) for x ≥ 0
cosh((−x)1/2t) for x < 0
S(t, x) = tsin(x1/2t)
x1/2t
= { x−1/2 sin(x1/2t) for x ≥ 0(−x)−1/2 sinh((−x)1/2t) for x < 0 ,
where:
sin z
z
∶= ∞∑
n=0
(−1)nz2n
(2n + 1)! and
sinhz
z
∶= ∞∑
n=0
z2n
(2n + 1)!
are analytic functions on C, both being invariant under z → −z (the same is true of course of
the functions cos z and cosh z). This makes the definitions of C(t, x) and S(t, x) independent
of the choice of square root. Since C(t, ⋅) and S(t, ⋅) are (unbounded) real-valued measurable
functions for each fixed t, then by functional calculus we can construct the (possibly unbounded)
self-adjoint linear operators C(t,AE) and S(t,AE), for any s.a.e. AE of A. It is shown in the
remarks following Propositions A.7 and A.8 of Bullock [11] that for t ≥ 0:
D(exp(A−E)1/2t) =D(C(t,AE)) ⊆D(S(t,AE)).
Thus: [C∞0 (Σ)] ⊆ ⋂
t>0
D(exp(A−E)1/2t) = ⋂
t>0
D(C(t,AE))
and the condition on AE that it is acceptable is precisely what is required for C(t,AE) (and so
S(t,AE)) to be defined on equivalence classes of test functions.
Given an acceptable s.a.e. AE of A, let our proposed solution to Equation (2.6) for arbitrary
φ0, φ˙0 ∈ C∞0 (Σ) define: [φt] = C(t,AE)[φ0] + S(t,AE)[φ˙0]. (2.8)
If AE is bounded-below, then C(t,AE) and S(t,AE) are bounded linear operators for all t
(proven in Appendix A of Bullock [11]) and [φt] is a well-defined element of L2(Σ, V −1dvolh).
If not, then the condition on AE in Definition 2.3 is precisely what is required for the RHS to
make sense. We wish to show that in fact the map t → [φt] is infinitely differentiable and that[φt] ∈ [C∞(Σ)] ∩L2(Σ, V −1dvolh) for all t ∈ R.
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The following proposition is vital for this paper. It is an application of Sobolev theory.
It is taken from Wald [38] and reproduced here for completeness. (For the definitions of Lp
spaces, distributions and Sobolev spacesW k,p(M,µ) on a Riemannian manifoldM with smooth
measure µ, see Appendix D.3 of Bullock [11].)
Theorem 2.4. Any s.a.e. AE of A satisfies: D(A∞E ) ⊆ [C∞(Σ)].
Proof. (Wald [38]) We know that [C∞
0
(Σ)] = D(A) ⊆ D(A∞E ). Take φ ∈ D(A∞E ). Since
L2(Σ, V −1dvolh) ⊆ L1loc(Σ, V −1dvolh) ⊆ D′(Σ), the space of distributions on the manifold Σ,
then for all f ∈ C∞
0
(Σ):
φ(Anf) = ⟨φ, [Anf]⟩ = ⟨φ,An[f]⟩ = ⟨φ,AnE[f]⟩ = ⟨AnEφ, [f]⟩ = (AnEφ)(f)
Thus Anφ ∈ D(A∞E ) ⊆ L2(Σ, V −1dvolh), where Anφ is interpreted in the sense of distributions
(since A is a formally self-adjoint partial differential operator of second order w.r.t. V −1dvolh,
see Appendix D.2 of Bullock [11]).
Take an open set Ω ⊆ Σ, which is precompact in the domain of a chart on Σ. Letting
N ∶= dimΣ, then denote the resulting chart map Ψ ∶ Ω → RN . Restricting φ to Ω, we have
Anφ ∈ L2(Ω, V −1dvolh) =W 0,2(Ω, V −1dvolh).
As V −1 and ∣det(hij)∣ are bounded by below on Ω, then Anφ ∈ W 0,2(Ψ(Ω)) ⊆ W 0,2loc (Ψ(Ω)),
where we are now viewing φ as a function and A as a p.d.o. on Ψ(Ω) ⊆ RN . As An is an elliptic
p.d.o. of order 2n, then, by an elliptic regularity theorem (Theorem D.12 of Bullock [11]),
φ ∈ W 2n,2
loc
(Ψ(Ω)) for all n. And by Sobolev’s lemma (Theorem D.13 of [11]), we have (after
possibly changing φ on a null set) that φ ∈ C l(Ψ(Ω)) for any non-negative integer l < 2n − N
2
.
Since n and Ω are arbitrary, then φ ∈ C∞(Σ).
Using Theorem 2.4, we define a space of smooth functions χE which contains all compactly
supported smooth functions (as AE is acceptable). We shall show in later sections that we can
solve the Klein-Gordon equation with respect to data in the space χE .
Proposition 2.5. Given an acceptable s.a.e. AE of A, define:
χE ∶= {f ∈ C∞(Σ) s.t. [f] ∈D(A∞E ) ∩⋂
t>0
D(exp((A−E)1/2t))}
Then the linear operators C(t,AE) and S(t,AE) satisfy
C(t,AE), S(t,AE) ∶ [χE]→ [χE].
Also, the maps t → C(t,AE) and t → S(t,AE) are infinitely often strongly differentiable on[χE], where for n ∈ N ∪ {∞}:
D(AnE) = {x ∈ D(AE) ∶ AmEx ∈D(AE) for all m = 1, ..., n − 1}
For n ∈ N the following strong derivatives hold on the dense subspace [χE] of L2(Σ, V −1dvolh):
d2n
dt2n
C(t,AE) = (−1)nAnEC(t,AE), d2n−1dt2n−1C(t,AE) = (−1)nAnES(t,AE)
d2n
dt2n
S(t,AE) = (−1)nAnES(t,AE), d2n+1dt2n+1S(t,AE) = (−1)nAnEC(t,AE).
Proof. See Appendix A of Bullock [11].
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Lemma 2.6. Thus just as in Equation (2.8), given initial data φ0, φ˙0 ∈ χE and letting [φt] =
C(t,AE)[φ0] + S(t,AE)[φ˙0], then [φt] is differentiable as a vector valued function to arbitrary
order and to even order:
d2n
dt2n
[φt] = (−1)nAnE[φt]
Thus in particular for n = 1 we have reproduced equation (2.6) and:
[φ0] = [φt]∣t=0
[φ˙0] = d
dt
[φt]∣
t=0
Since [χE ] is an invariant subspace of L2(Σ, V −1dvolh) w.r.t. the linear operators C(t,AE)
and S(t,AE), so, for all initial data φ0, φ˙0 ∈ χE , the solution given in Proposition 2.6 satisfies:
[φt] ∈ D(A∞E ) ⊆ [C∞(Σt)] ∀t ∈ R.
Thus we have solved the Hilbert space version of the Klein-Gordon Equation ((2.6)). We
shall use this in Section 4 to construct solutions of the Klein-Gordon equation itself (Equa-
tion (2.2)).
3 Causal Structure of Standard Static Spacetimes (i)
Before we construct solutions to the Klein-Gordon equation in Section 4, we shall find it useful to
introduce some concepts from geometry, namely we shall define the causality relations and define
the causal future and causal past of a set. After some preliminaries concerning Riemannian
manifolds we shall then analyse the causal structure of an arbitrary standard static spacetime.
Later in the section, since we shall need to quote results concerning the well-posedness of the
Klein-Gordon equation on globally-hyperbolic spacetimes when we construct our solutions in
Section 4, so we define the terms globally hyperbolic, Cauchy surfaces and Cauchy developments.
Subsequently, returning to standard static spacetimes, we shall then in Proposition 3.16 re-
express the Cauchy development D(Σ0) of the hypersurface Σ0. Lastly, in Theorem 3.19 we
shall quote the well-known result concerning the well-posedness of the Klein-Gordon equation
on globally-hyperbolic spacetimes.
We shall shortly begin to analyse the causal structure of a standard static spacetime.. How-
ever, we shall find it useful to first discuss metrics on Riemannian manifolds (here we use the
term “metric” as in “metric space” rather than as in “metric tensor”!). It is well known that a
Riemannian manifold (Σ, h) is naturally metrisable. A metric d∶Σ ×Σ→ [0,∞) is given by:
d(p, q) = inf { ∫ ba ∣σ˙(t)∣dt s.t. σ∶ [a, b] → Σ is a piecewise smooth
curve in Σ with σ(a) = p, σ(b) = q. } ,
where ∣σ˙(t)∣ ∶= [hσ(t)(σ˙(t), σ˙(t))]1/2.
Theorem 3.1. Given a Riemannian manifold (Σ, h), then the metric d given above induces
the topology on Σ.
Proof. See for example Lee [20], Lemma 6.2.
For a choice of standard static spacetime (M,g) = (R×Σ, V 2dt2−h), we shall always choose
the metric on Σ induced by the Riemannian metric V −2h on Σ. The importance of choosing a
metric on Σ dependent on V shall be seen in Proposition 3.6.
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Proposition 3.2. Given the standard static spacetime (M,g) = (R × Σ, dt2 − h) and K ⊆ Σ0,
then (t, y) ∈ J+(K) iff there exists a smooth curve σ∶ [0, t] → Σ s.t.: σ(0) = x ∈ π(K), σ(t) =
y and ∣σ˙(s)∣ ≤ 1 ∀s ∈ [0, t].
Proof. Given such a curve, define the curve γ∶ [0, t] → M , by: γ(s) = (s,σ(s)). Clearly γ is
smooth. It is also causal since gγ(s)(γ˙(s), γ˙(s)) = 1 − hσ(s)(σ˙(s), σ˙(s)) ≥ 0. From
gγ(s) (γ˙(s), ∂∂t ∣γ(s)) = 1 > 0 it follows that γ is future-pointing. Then γ is a smooth future-
pointing causal curve from (0, x) to (t, y) and thus (t, y) ∈ J+((0, x)).
Conversely, if (t, y) ∈ J+(0, x) then there exists γ∶ [a, b] → R × Σ which is smooth future-
pointing and causal s.t. γ(a) = (0, x) and γ(b) = (t, y). Let γ(s) = (γ1(s), γ2(s)), where
γ1∶ [a, b] → R and γ2∶ [a, b] → Σ are both smooth curves defined using the smooth projection
maps. So, gγ(s)(γ˙(s), γ˙(s)) = ∣γ˙1(s)∣2−hγ2(s)(γ˙2(s), γ˙2(s)) ≥ 0. The condition of γ being future-
pointing gives us: gγ(s)(γ˙(s), ∂∂t ∣γ(s)) = γ˙1(s) > 0. We wish to reparametrise this curve and
show that it is of the form of the previous proposition. For this purpose, let Φ∶ [a, b] → R be
given by: Φ(s) = ∫ sa γ˙1(u)du. Since Φ˙(s) = γ˙1(s) > 0, then, by the Inverse Function Theorem,
there exists a smooth inverse Φ−1∶ [0, c] → [a, b], where Φ(a) = 0, Φ(b) = c. Now, define the
reparametrisation: γ′(s) = γ(Φ−1(s)). γ′∶ [0, c] → R ×Σ is then a smooth curve, satisfying:
γ˙′1(s) = Φ˙−1(s)γ˙1(Φ−1(s)) = γ˙1(Φ
−1(s))
γ˙1(Φ−1(s)) = 1.
Thus γ′1(s) = s ∀s ∈ [0, c] and let σ = γ′2 so that γ(s) = (s,σ(s)), (0, σ(0)) = γ′(0) = γ(a) = (0, x)
and (c, σ(c)) = γ′(c) = γ(b) = (t, y). Thus, c = t, σ(0) = x, σ(t) = y and as γ′ is still causal then∣σ˙(s)∣ ≤ 1 for every s ∈ [0, t].
We recall a property of Riemannian manifolds which will be very useful to us. Clearly it is
false for Lorentzian manifolds.
Proposition 3.3 (Mean Value Theorem). Let (Σ, h) be a Riemannian manifold. Then, for
any piecewise smooth curve σ∶ [a, b] → Σ, (where a, b ∈ R, a < b):
d(σ(a), σ(b)) ≤ L(σ) = ∫ b
a
∣σ˙(s)∣ds ≤ (b − a) sup
s∈[a,b]
{∣σ˙(s)∣}
Note that this implies that, for any such curve, d(σ(t), σ(t′)) ≤ ∣t′ − t∣ sups∈[a,b]{∣σ˙(s)∣} for
any t, t′ ∈ [a, b]. Also, as the speed of σ is bounded over [a, b] (a compact set), then σ is
uniformly continuous on [a, b]. Similarly, if σ∶ (a, b) → Σ is a smooth curve such that ∣σ˙∣ is
bounded on (a, b), then σ is uniformly continuous on (a, b).
In the following we shall be making use of the concepts of continuously extendible curves
and extendible geodesics. These terms are defined in O’Neill [24]. We also refer the reader to
Definition 3.6 and the discussion following in Bullock [11].
We shall shortly need the following theorem from O’Neill [24] (Lemma 5.8) on the extendibil-
ity of geodesics. We quote it here for the reader’s convenience:
Theorem 3.4. Given b < ∞ then a geodesic γ∶ [a, b) → M in a Lorentzian or Riemannian
manifold M is geodesically extendible iff it is (continuously) extendible.
Lemma 3.5. Let γ∶ [a, b) →M be a geodesic in a Riemannian manifold, then it is geodesically
extendible iff there exists a compact set C ⊆M s.t. [γ]∶= γ([a, b)) ⊆ C.
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Proof. If γ is geodesically extendible then its extension γ′∶ [a, b] → M is continuous so C =
γ′([a, b]) is compact. Conversely, if γ([a, b)) ⊆ C then, since γ is a geodesic, it has constant
speed and so is uniformly continuous. As C is compact it is complete as a metric space. Thus we
can extend γ continuously to [a, b] by basic functional analysis. So γ is continuously extendible
and also geodesically extendible by Theorem 3.4.
Note that this lemma is also true in the case of Lorentzian manifolds. The proof can be
reached by applying Lemma 1.56, Proposition 3.38 and Lemma 5.8 of O’Neill [24]. In this paper
we only need the result in its current form.
Proposition 3.6. Consider the spacetime (M,g) = (R ×Σ, dt2 − h). Let t ≥ 0 and K ⊆ Σ0 be
compact. Then the following statements are equivalent:
1. C(K, t) is compact,
2. Bt(0) ⊆ ǫp for all p ∈K,
3. J(K) ∩Σt is compact.
If Statements 1-3 are true, then C(K, t) = ⋃p∈K expp[Bt(0)] = J(K) ∩Σt.
Remark. In order to make sense of this proposition, take note of the following definitions: Given
a metric space (X,d) and K ⊆X, then for t ≥ 0 define C(K, t) ∶= {p ∈ X such that d(p,K) ≤ t},
where d(p,K) ∶= infq∈K{d(p, q)} (see e.g. Appendix C of Bullock [11]). We are implicitly using
the metric d on Σ0 induced by the Riemannian metric h via Theorem 3.1. We define ǫp ⊆ TpM to
be the domain of the exponential map expp at p, induced by the Riemannian metric h. The set
Bt(0) ⊆ TpM is the open ball of radius t centered on 0 ∈ TpM with respect to the norm induced
by hp. Note that, since C(K, t) is given in terms of the metric d induced by the Riemannian
metric h, then all three expressions C(K, t),Bt(0) and J(K) ∩ Σt depend on h. Indeed, if a
different equivalent metric d′ was chosen, then this proposition would be, in general, false.
Proposition 3.6. (1⇒2 ) C(K, t) is compact ⇒ C(p, t) is compact for all p ∈ K. Take p ∈ K
and let Xp ∈ Bt(0), so ∣Xp∣ ≤ t. Let σ be the maximal geodesic in Σ through p s.t.: σ˙(0) = Xp,
σ∶ [0, b) → Σ and so ∣σ˙(s)∣ = ∣Xp∣ ≤ t ∀s ∈ [0, b). If b ≤ 1, then L(σ∣t′0 ) = ∫ t′0 ∣σ˙(s)∣ds ≤ t′t ≤ bt ≤ t
and so d(p,σ(s)) ≤ L(σ∣t′0 ) ≤ t ∀s ∈ [0, b). And so σ(s) ∈ C(p, t) ∀s ∈ [0, b) but by Theorem 3.5,
then σ can be extended to a geodesic defined on [0, b + ǫ), contradiction. Thus b > 1 and
Xp ∈ ǫp ∀p ∈K.
(3⇒2 ) As in the proof of (1⇒2 ), choose p ∈ K, Xp ∈ Bt(0) and σ∶ [0, b) → Σ be the
maximal geodesic through p with speed Xp at p. If b ≤ 1, for c ∈ [0, b), let σ′∶ [0, t] → Σ,
σ′(s) = σ(s c
t
) and ∣σ˙′(s)∣ = c
t
∣σ˙(s c
t
)∣ ≤ c < b ≤ 1. Thus (t, σ(s)) ⊆ J(p) ∩ Σt ⊆ J(K) ∩
Σt (compact by assumption) ∀s ∈ [0, b). Again by Theorem 3.5, then σ can be extended
to a geodesic defined on [0, b + ǫ), contradiction. Thus b > 1 and Xp ∈ ǫp for all p ∈K such that∣Xp∣ ≤ t.
(2⇒1 ) Bt(0) ⊆ ǫp ∀p ∈ K implies C(p, t) = expp[Bt(0)], which is Corollary 5.6.4 in Pe-
tersen [26]. Note that since the exponential map is certainly continuous then it follows that
C(p, t) is compact ∀p ∈ K. It follows from this that C(K, t) = ⋃p∈K C(p, t) is compact, as is
shown in Proposition C.7 of Bullock [11].
(1⇒3 ) Given qn ∈ J(K) ∩ Σt ⊆ C(K, t), then by compactness there exists a subsequence
qnk → q ∈ C(K, t) = ⋃p∈K C(p, t). Thus q ∈ C(p, t) = expp[Bt(0)] for some p ∈K. So there exists
a geodesic σ∶ [0,1] → Σ s.t. σ(0) = p,σ(1) = q, ∣σ˙(s)∣ = ∣σ˙(0)∣ ≤ t. So define σ′∶ [0, t] → Σ, σ′(s) =
σ(s/t), ∣σ˙′(s)∣ = 1
t
∣σ˙(s/t)∣ ≤ 1, σ′(0) = p, σ′(1) = q and (t, q) ∈ J(K) ∩Σt by Proposition 3.2, so
J(K) ∩Σt is compact.
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(The final statement) When Statements 1 -3 are true then, fixing p ∈ K, we have C(p, t) =
expp[Bt(0)] from Corollary 5.6.4 in Petersen [26]. But we have J(p)∩Σt ⊆ C(p, t) = expp[Bt(0)]
for all t ∈ R. Furthermore, the argument in the proof of (1⇒ 3) shows: expp[Bt(0)] ⊆ J(p)∩Σt.
So C(p, t) = expp[Bt(0)] = J(p) ∩Σt ∀p ∈K. Thus C(K, t) = ⋃p∈K C(p, t) = ⋃p∈K expp[Bt(0)] =
⋃p∈K J(p) ∩Σt = J(K) ∩Σt.
In particular, the content of this proposition is true when K = {p}, where p is any point in
Σ0. The usefulness of this proposition arises from the fact that C(K, t) is easier to visualise
than J(K) ∩Σt as Section 6 utilises.
We recall the notion of a globally hyperbolic spacetime:
Definition 3.7. A spacetime (M,g) is globally hyperbolic if:
1. It obeys the causality condition: there exist no closed causal curves.
2. J+(p)⋂J−(q) is compact ∀p, q ∈M .
Note, it is shown in Bernal and Sanchez [7] that condition 1 may be equivalently replaced
by the “strong causality condition”, which is the more common definition.
Definition 3.8. Given a spacetime (M,g), a Cauchy surface (of (M,g)) is a subset S of M
that is met exactly once by every inextendible smooth timelike curve in M .
To explain the name, we note that every such set is an achronal closed topological embedded
hypersurface in M (see Lemma 14.29 in O’Neill [24]). It is an important fact that global
hyperbolicity is equivalent to the existence of a Cauchy surface in the spacetime as the following
theorem states, which we include for completeness and future reference. Before we state it, we
first define the concept of an acausal set in a spacetime, since this notion shall be used in the
following theorem.
Definition 3.9 (Acausal Set). A subset S of a spacetime M is called acausal if it is met at
most once by any causal curve in M .
An achronal set is defined similarly with “any causal curve” replaced by “any timelike
curve”.
Theorem 3.10. A spacetime (M,g) is globally hyperbolic iff it possesses a Cauchy surface. If
so, then it also possesses a smooth spacelike Cauchy surface. Additionally, if H is a smooth
spacelike acausal compact m-dimensional embedded submanifold with boundary in M , then there
exists a smooth spacelike Cauchy surface S in M that contains H.
Proof. If S ⊆M is Cauchy surface then M is globally hyperbolic by Corollary 14.39 in O’Neill
[24]. That M is globally hyperbolic implies that it possesses a smooth spacelike Cauchy surface
is proved in Theorem 1 in Bernal and Sanchez [8]. For the last statement see Theorem 1.1 of
Bernal and Sanchez [6].
Note that if M is n-dimensional, then in the above theorem: m ∈ {0, ..., n − 1}. In order to
aid the understanding of this theorem, we shall shortly give an example to illustrate why we
cannot remove the condition of compactness. In order to state this example, we first introduce
the concept of Cauchy development of a set, a notion that will be frequently used later.
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Definition 3.11 (The Past and Future Cauchy Developments). Given a subset S of a spacetime
M , then the future Cauchy development D+(S) ⊆M is defined as:
D+(S) = {p ∈M ∶ Every past-inextendible future-pointing smooth
causal curve through p intersects S.
}
The past Cauchy development D−(S) of S is defined similarly with “past-inextendible”
replaced by “future-inextendible”. The Cauchy development D(S) of S is then defined:
D(S) =D+(S) ∪D−(S).
Using this definition, let M =D({0}×(0,1)) be an open subset of 2-dimensional Minkowski
space and fix 0 < ∣t∣ < 1/2. Then H = {t}×(0,1)∩M is a 1-dimensional smooth spacelike, acausal
embedded submanifold and so also a submanifold with boundary (just with empty boundary!).
However, it is non-compact in M and is contained in no Cauchy surface.
The following proposition gives a necessary and sufficient condition for a standard static
spacetime to be globally hyperbolic. The content of this proposition is already known. However,
we give here an alternative proof. See Lemma A.5.14 in Ba¨r, Ginoux and Pfa¨ffle [3] or Theorem
3.67 in Beem, Ehrlich and Easley [5] for other proofs.
Proposition 3.12. Given the Riemannian manifold (Σ, h), then the standard static spacetime(M,g) = (R ×Σ, dt2 − h) is globally hyperbolic iff (Σ, h) is a complete Riemannian manifold.
Proof. Let (Σ, h) be complete. We wish to give two proofs that (M,g) is globally hyperbolic,
namely that it possesses a smooth spacelike Cauchy surface and that it satisfies the definition
of global hyperbolicity (equivalent by Theorem 3.10).
We wish to show that Σ0 = {0} × Σ is a smooth spacelike Cauchy surface. Let γ∶ I → M
be a smooth inextendible causal curve w.l.o.g. given by γ(t) = (t, σ(t)), where σ∶ I → Σ is a
smooth inextendible curve in Σ with speed bounded by 1. Then if I ≠ R then as σ is uniformly
continuous and Σ is complete then σ can be continuously extended to the closure I of I in
R, where I ≠ I ′, contradicting the inextendibility of σ. Thus I = R, γ(0) ∈ Σ0, and so any
inextendible smooth causal curve passes Σ0. Note also the parametrisation: γ(t) = (t, σ(t)) also
shows that it must pass Σ0 once and only once.
We now show that M satisfies the definition of a globally hyperbolic spacetime. That it is
causal follows from the previous argument. We must now show that J+(x) ∩ J−(y) is compact
for all x, y ∈ M . Let x = (t, p) and y = (t′, q). By Proposition 3.6, since (Σ, h) is complete we
know that J+(x) ∩Σs = {s} ×C(p, s − t) for all s ≥ t. Thus:
J+(x) ∩ J−(y) = [⋃
s≥t
{s} ×C(p, s − t)] ∩ [⋃
s′≤t′
{s′} ×C(q, t′ − s′)]
= ⋃
s≥t,s′≤t′
{s} ×C(p, s − t) ∩ {s′} ×C(q, t′ − s′)
= ⋃
t≤s≤t′
{s} × [C(p, s − t) ∩C(q, t′ − s)]
Note that C(p, s − t) ∩ C(q, t′ − s) is compact since complete Riemannian manifolds obey the
Heine-Borel property (Theorem 16 of Petersen [26]). Let zn = (sn, rn) ∈ J+(x) ∩ J−(y), so
sn ∈ [t, t′] and rn ∈ [C(p, sn − t)∩C(q, t′− sn)]. By taking successive subsequences we have that
snk → s ∈ [t, t′] and rnk → r ∈ C(p, s − t) ∩C(q, t′ − s). So znk → z = (s, r) ∈ J+(x) ∩ J−(y) and
the latter is compact.
Now for the converse: If (Σ, h) is not complete, then ǫp ≠ TpΣ for some p ∈ Σ. So ∃Xp ∈ TpΣ
s.t. ∣Xp∣ = R, B(0,R) ⊆ ǫp and Xp ∉ ǫp. Consequently, there exists a geodesic σ∶ [0, t) → Σ that
is (continuously) inextendible by Theorem 3.4 and has unit speed. Let x = (0, p), y = (2t, p)
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so (t, σ(s)) ∈ J+(x) ∩ J−(y) ∀s ∈ [0, t). If (M,g) is globally hyperbolic, then J+(x) ∩ J−(y) is
compact and for all s ∈ [0, t): σ(s) ∈ π−1t [Σt ∩ J+(x) ∩ J−(y)], where the RHS is compact in Σ.
So, σ is extendible by Lemma 3.5, which is a contradiction.
Note that since global hyperbolicity is preserved under conformal transformations then we
also have the following result:
Lemma 3.13. Given the Riemannian manifold (Σ, h) and the smooth function V ∈ C∞(Σ),
V > 0 then the standard static spacetime (M,g) = (R × Σ, V 2dt2 − h) is globally hyperbolic iff(Σ, V −2h) is a complete Riemannian manifold.
We shall now analyse the Cauchy development D(Σ0) of the set Σ0 in a standard static
spacetime. Note that the Cauchy development of a set may be open (in the case of D({0}×R) ⊆
M
1+1) or closed (as in the case of D({0}× [a, b]) ⊆M1+1). The following proposition states that
in a standard static spacetime the Cauchy development of Σ0 is open. Thus it is a smooth
embedded submanifold and the metric g gives it the structure of a spacetime. Note that this
spacetime is also static but not in general standard static (e.g. let M = R × (0,1) be a strip in
Minkowski space with the induced Lorentzian metric. Then D(Σ0) is an open diamond.) In
fact, this spacetime D(Σ0) is also globally hyperbolic.
Proposition 3.14. Let (M,g) = (R ×Σ, V 2dt2 − h) be the standard static spacetime in Defini-
tion 2.1 then Σ0 is an acausal smooth embedded spacelike hypersurface in M . Also, M satisfies
the causality condition.
Proof. We have shown in Proposition 3.2 that if γ∶ I →M is a causal curve meeting Σ0 (where
I is an open interval of R) then, after taking a reparametrisation, we may let γ(t) = (t, σ(t)),
where σ∶ I → Σ is a smooth curve with speed bounded by 1 and 0 ∈ I and clearly γ only passes
Σ0 once. A similar argument also works for the second statement.
Proposition 3.15. Given any acausal topological hypersurface S in a spacetime (M,g), then
D(S) is open in M and (D(S), g) is a globally hyperbolic spacetime. In fact S is a Cauchy
surface for (D(S), g).
Proof. See Propositions 14.38 and 14.43 of O’Neill [24].
Thus a consequence of the previous two propositions is that given a standard static spacetime(M,g) = (R×Σ, V 2dt2 −h) then (D(Σ0), g) is a globally hyperbolic spacetime. We now give an
explicit expression for D(Σ0) and an alternative proof that it is an open set in M .
Proposition 3.16. Given a standard static spacetime (M,g) = (R × Σ, V 2dt2 − h) then the
following statements are true:
1. D+(Σ0) = {(t, p) ∈M ∶ C(p, t) is compact in Σ, t ≥ 0}.
2. D−(Σ0) = {(−t, p) ∈M ∶ C(p, t) is compact in Σ, t ≥ 0} = TD+(Σ0).
3. D(Σ0) =D+(Σ0) ∪D−(Σ0) = {(t, p) ∈M ∶ C(p, ∣t∣) is compact in Σ}.
4. D(Σ0) is open in M ,
where C(p, t) is the closed ball centered on p of radius t in the metric on Σ induced by the
Riemannian metric V −2h (see Theorem 3.1), T ∶ M → M is the smooth map: T (t, p) = (−t, p)
and Σ0 = {0} ×Σ.
Before we prove Proposition 3.16, we prove the following very useful result:
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Proposition 3.17. With the definitions of the previous proposition, let K ⊆ Σ and C(K, t) be
compact in Σ, where t ≥ 0, then {t} ×K ⊆D+(Σ0).
Proof. As usual we let w.l.o.g. V = 1 for simplicity. Let p ∈K and γ∶ I → R×Σ be an inextendible
future-pointing smooth causal curve through (t, p), where I is an open interval of R. By
Proposition 3.2 w.l.o.g. we can set γ(s) = (s,σ(s)) ∀s ∈ I, where σ∶ I → Σ is a smooth curve
with t ∈ I, σ(t) = p and ∣σ˙(s)∣ ≤ 1 ∀s ∈ I. Let I = (a, b) where b ∈ R ∪ {∞}. If a ≥ 0 then for
s ∈ (a, t):
d(p,σ(s)) ≤ L(σ∣ts) = ∫ t
s
∣σ˙(s′)∣ds′ ≤ t − s ≤ t
and so σ(s) ∈ C(K, t) ∀s ∈ (a, t). But since σ is a smooth curve in Σ with speed bounded by 1 it is
uniformly continuous by the Mean Value Theorem (Theorem 3.3) and since it is contained in the
compact (and thus complete) set C(p, t), then it can be continuously extended, contradiction.
Thus a < 0 and γ passes Σ0.
Corollary 3.18. Again, with the definitions of the previous propositions, if C(K, t) is compact
in Σ then {s} ×C(K, t − s) ⊆D+(Σ0) for all s ∈ [0, t].
Proof. So (by Proposition C.4 of Bullock [11]), C(K, t) = C(C(K, t − s), s) is compact. By the
previous proposition then {s} ×C(K, t − s) ⊆D+(Σ0) for all s ∈ [0, t].
Proposition 3.16. Again, for simplicity and w.l.o.g. assume V = 1. We start by proving State-
ment 1 :
D+(Σ0) = {(t, p) ∈M ∶ C(p, t) is compact in Σ, t ≥ 0}
That the RHS is contained in the LHS follows from Corollary 3.18 with K = {p} and s = t. For
the converse, let (t, p) ∈D+(Σ0). So t ≥ 0 and any past-inextendible future-pointing inextendible
smooth causal curve through (t, p) passes Σ0. Thus, using the symmetry of the spacetime, any
future-pointing future-inextendible smooth causal curve through (t, p) passes Σ2t. Take for
instance the curve γ∶ I →M , where 0 ∈ I, γ(s) = (t + s,σ(s)) and σ is an inextendible geodesic
with σ(0) = p and σ˙(0) = Xp, with ∣Xp∣ ≤ 1. Let I = (a, b). The curve γ is thus causal and
inextendible and so passes Σ2t and so b > t. Alternatively if ∣Xp∣ ≤ t then (by Lemma 5.8
(Rescaling Lemma) in Lee [20]) b > 1 and so B(0, t) ⊆ ǫp or, by Proposition 3.6, C(p, t) is
compact in Σ.
Statements 2 and 3 follow. Now for the proof of Statement 4 that D(Σ0) is open. Let(t, p) ∈D(Σ0) w.l.o.g. t ≥ 0. So C(p, t) is compact in Σ and from Corollary C.6 of Bullock [11],
there exists ǫ > 0 s.t. C(p, t + ǫ) is also compact. We propose that:
(−(t + ǫ
2
) , t + ǫ
2
) ×B (p, ǫ
2
) ⊆D(Σ0).
This follows by showing that if (s, q) ∈ (−(t + ǫ
2
), t + ǫ
2
) ×B(p, ǫ
2
) then C(q, s) is compact (the
result then follows from the description of D(Σ0) just proven). Firstly, we can set w.l.o.g.
s ∈ [0, t + ǫ
2
), d(p, q) < ǫ
2
. But r ∈ C(q, s)⇒ d(r, q) ≤ s and so:
d(r, p) ≤ d(r, q) + d(q, p) < s + ǫ
2
< t + ǫ
2
+ ǫ
2
= t + ǫ.
So C(q, s) ⊆ C(p, t + ǫ) and as the RHS is compact then so is C(q, s).
It is well known that given a globally hyperbolic spacetime and smooth initial data of
compact support defined on a smooth spacelike Cauchy surface then the Klein-Gordon equation
can be solved uniquely with respect to this data:
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Theorem 3.19 (Existence and Uniqueness of Classical Solutions on Globally Hyperbolic Space-
times with respect to compactly supported initial data). (Ba¨r et al. [3] Theorem 3.2.11) Let(M,g) be a globally hyperbolic spacetime with smooth, spacelike Cauchy surface S. Then the
Klein-Gordon equation has a well-posed initial value formulation, that is, given data φ0, φ˙0 ∈
C∞0 (S) then there exists a unique solution ψ ∈ C∞(M) to:
(◻g +m2)ψ = 0
ψ∣S = φ0
∇nψ∣S = φ˙0,
where n is the unique unit smooth future-pointing timelike vector field along S normal to S.
Moreover:
suppψ ⊆ J(K)
where K = suppφ0⋃ supp φ˙0.
Note that there exists along any smooth spacelike surface S in a spacetimeM such a smooth
vector field n along S normal to S (the smooth vector field n is not to be confused with the
dimension of the spacetime). For completeness, this is proven in Proposition E.1 of Bullock [11].
Note that the orientability of M or S is not assumed.
We shall use a modification of this theorem in the next section, that is, we can drop the
condition on the data of being of compact support. This is shown e.g. in Theorem B.1 of
Bullock [11].
4 The Existence of Wald solutions
In this section we show how to construct our solution to the Klein-Gordon equation from the
vector-valued function t → [φt]. This section is strongly based on the paper by Wald [38], but
is extended in the following aspects. The more recent result by Bernal and Sanchez [6] on
the extendibility of subsets of the spacetime to smooth spacelike Cauchy surfaces in globally
hyperbolic spacetimes (the second half of Theorem 3.10) is needed to complete the proof on
the existence of Wald solutions. We also extend Wald’s proof to the case of acceptable s.a.e.s.
The reference for the results on globally hyperbolic spacetimes is, as usual, Ba¨r et al. [3]. This
section is of great importance to us as it proves that the construction of Section 2 defines a
smooth solution to the Klein-Gordon equation. We answer in the next section the question of
its uniqueness.
We start with a theorem concerning the agreement between our solution (Equation (2.8),
p.6) to the Hilbert space version of the Klein-Gordon equation (Equation 2.6, p.5) and that
arising from an application of Theorem 3.19 (or rather the generalisation mentioned thereafter):
Theorem 4.1. Given initial data φ0, φ˙0 ∈ χE, where AE is an acceptable s.a.e. of A, choose
φt ∈ χE s.t. [φt] = C(t,AE)[φ0] + S(t,AE)[φ˙0]. If we define the function φ on M by: φ(t, x) =
φt(x), and let ψ be the unique smooth solution in D(Σ0) satisfying this smooth Cauchy data
according to Theorem B.1 of Bullock [11] then φ = ψ in D(Σ0) and, in particular, φ∣D(Σ0) is
smooth and solves the Klein-Gordon equation there.
Note that if AE is bounded-below then A
−
E is bounded and χE = {f ∈ C∞(Σ) s.t. [f] ∈
D(A∞E )}.
This is proven by contradiction. The proof is due to Wald [38] but completed (by reference
to a more recent result of Bernal and Sanchez [6] on the existence of smooth spacelike Cauchy
surfaces) and extended to the case of acceptable s.a.e.s dealt with in this paper. The proof is
included for completeness.
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R ×Σ
Σ0
Σt1
D(Σ0)
H
S
Figure 1: φ = ψ in D(Σ0),
where (M,g) = (R ×(0,1), dt2 − dx2)
Proposition 4.2. If there exists t1 such that φ ≠ ψ everywhere in a non-null set in Σt1∩D(Σ0),
then there exists a compact set H in Σt1 ∩D(Σ0) and a smooth spacelike Cauchy surface S for
D(Σ0) s.t. H ⊆ S and volh{(t1, x) ∈H ∶ ψ(t1, x) ≠ φ(t1, x)} > 0.
Proof. So, by assumption there exists t1 ∈ R such that
volh{(t1, x) ∈ Σt1 ∩D(Σ0)∶ψ(t1, x) ≠ φ(t1, x)} > 0. (4.1)
Now we construct a smooth compact embedded submanifold with boundary H of Σt1 ∩D(Σ0)
s.t.
volh{(t1, x) ∈H ∶ ψ(t1, x) ≠ φ(t1, x)} > 0.
Firstly, let U = {(t1, x) ∈ Σt1 ∩D(Σ0)∶ ψ(t1, x) ≠ φ(t1, x)}, so volh(U) > 0. Since any mani-
fold has a countable atlas (see e.g. Warner [40], Lemma 1.9), then there exists such an atlas(Vn, φn)n≥0 of Σt1 ∩D(Σ0) with U = ⋃n≥0U ∩ Vn and volh(U) ≤ ∑n≥0 volh(U ∩ Vn) and so there
must be one chart (Vn, φn) s.t. volh(U ∩ Vn) > 0. Let (V,φ) = (Vn, φn).
Secondly, by a similar argument, as φ(V ) is a open subset of RN and any open subset
of RN can be covered by a countable number of open balls then there exists an open ball
B = {x ∈ RN s.t. ∣∣x∣∣ < r} (w.l.o.g. centered at 0) s.t. B ⊆ φ(V ) and volh(U ∩ φ−1(B)) > 0.
Lastly, since B = {x ∈ RN s.t. ∣∣x∣∣ < r} is covered by the countable collection of closed balls
Cn = {x ∈ RN s.t. ∣∣x∣∣ ≤ rn} where (rn)n≥1 is any sequence of positive reals s.t. rn ↗ r and
as before there must exist n ≥ 1 s.t. volh(U ∩ φ−1(Cn)) > 0. Let H = φ−1(Cn) be the desired
smooth compact submanifold with boundary of Σt1 ∩D(Σ0). Since H ⊆ Σt1 ∩D(Σ0) and the
latter is a smooth spacelike acausal embedded submanifold then H is a smooth compact acausal
spacelike embedded submanifold with boundary of the spacetime (D(Σ0), g). The reason for
this construction is that it allows us to apply Theorem 3.10. Thus there exists a smooth spacelike
Cauchy surface S of (D(Σ0), g) which contains H.
Now let f˙t1 be a smooth compactly supported function on S with support in S ∩ Σt1 such
that f˙t1 ≥ 0 and f˙t1 = 1 on H. Thus:
∫
S∩Σt1
f˙t1(ψ − φ)V −1dvolh ≠ 0
and define f to be the unique smooth solution to the Klein-Gordon equation on D(Σ0) with
Cauchy data (0, f˙1) on S, according to Theorem 3.19.
We define F ∶ [0, t1] ×Σ→ R as:
F (p) = { f(p), p ∈ [0, t1] ×Σ ∩D(Σ0).
0, otherwise.
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Proposition 4.3. F satisfies the following:
1. suppF is compact in [0, t1] ×Σ ∩D(Σ0).
2. It is compactly supported on each Σt ∩D(Σ0) for 0 ≤ t ≤ t1.
3. F ∈ C∞([0, t1] ×Σ) (as a smooth manifold with boundary).
4. (◻g +m2)F = 0 (as an element of C∞([0, t1] ×Σ)).
5. supp (∂tF ) ∩Σt1 = supp f˙t1 ⊆ S ∩Σt1 and ∂tF (p) = f˙t1(p) for p ∈ S ∩Σt1 .
6. F ∣Σt1 = 0.
Proof. By construction supp f˙t1 compact in S and contained inD(Σ0)∩Σt1 . As all hypersurfaces
concerned are embedded, then all have their topologies induced from that ofM and thus supp f˙t1
compact in D(Σ0).
But, the causal past of a compact set intersected with the causal future of a Cauchy surface
S (in a globally hyperbolic spacetime) is always compact (see Corollary A.5.4 of Ba¨r et al. [3]).
Thus:
J−D(Σ0)(supp f˙1) ∩ J+D(Σ0)(Σ0) is compact in D(Σ0).
So, J−
D(Σ0)
(supp f˙1) ∩ [0, t1] ×Σ is compact in D(Σ0) and so also in [0, t1] ×Σ ∩D(Σ0). Thus,
suppF ⊆ supp f ∩ [0, t1] × Σ is compact in [0, t1] × Σ ∩ D(Σ0) and Statement 1 is proved.
Statements 2 and 3 follow directly from 1. Now, since, by definition, F is locally equal to
either f or 0, where both are smooth solutions to the Klein-Gordon equation, then Statement 4
follows. Statements 5 and 6 result straight from the definitions of F and f .
Theorem 4.4. The functions φ and ψ are equal on D(Σ0).
Proof. If there exists t1 such that φ ≠ ψ everywhere in a non-null set in Σt1 ∩D(Σ0), construct
H,S and F as above. Now define:
c(t) = ∫
Σt
V −1 [F (∂ψ
∂t
− dφt
dt
) − ∂F
∂t
(ψ − φt)]dvolh (4.2)
Clearly since φt and
dφt
dt
are only defined a.e. in Σ we should point out that any other choices
in the same respective equivalence classes would yield an identical value of c. As both functions
are in L2(Σ), then multiplying by the smooth functions of compact support, F and ∂F
∂t
, we
obtain an element of L1(Σ).
The smooth function ψ is only defined in D(Σ0) and so on each hypersurface Σt ∩D(Σ0),
ψ and ∂ψ
∂t
are smooth functions but as F and ∂F
∂t
are compactly supported smooth functions
on each Σt ∩D(Σ0), then f ∂ψ∂t and ∂F∂t ψ are easily definable and smooth on each Σt, t ∈ [0, t1].
Indeed they are of compact support also so they are integrable on Σt (since we are dealing with
a Radon measure). Thus:
17
dc
dt
= ∫
Σt
V −1 [∂F
∂t
(∂ψ
∂t
− dφt
dt
) + F (∂2ψ
∂t2
− d2φt
dt2
) − ∂2F
∂t2
(ψ − φt) − ∂F
∂t
(∂ψ
∂t
− dφt
dt
)]dvolh
= ∫
Σt
V −1 [F ∂2ψ
∂t2
− ∂2F
∂t2
ψ]dvolh − ∫
Σt
V −1 [F d2φt
dt2
− ∂2F
∂t2
φt]dvolh
= ∫
Σt
V −1 [FV Di(V Diψ) − V Di(V DiF )ψ] dvolh − ∫
Σt
V −1 [F d2φt
dt2
− ∂2F
∂t2
φt]dvolh
= ∫
Σt
[FDi(V Diψ) −Di(V Dif)ψ] dvolh −∫
Σt
V −1 [F d2φt
dt2
− ∂2F
∂t2
φt]dvolh
= ∫
Σt
[−(DiF )(V Diψ) + (V DiF )(Diψ)] dvolh −∫
Σt
V −1 [F d2φt
dt2
− ∂2F
∂t2
φt]dvolh
= ∫
Σt
V −1 [−F d2φt
dt2
+ ∂2F
∂t2
φt]dvolh
= ⟨F,AEφt⟩ − ⟨AEF,φt⟩
= 0.
But, ψ∣Σ0 = φ0 and ∂ψ∂t ∣Σ0 = φ˙0, so c(0) = 0
and since F ∣t1 = 0 by definition, we have:
c(t1) = −∫
Σt
V −1F˙t1(ψ − φt)dvolh
≠ 0.
However c ∈ C1[0, t1] and so this last statement contradicts the Intermediate Value Theorem,
yielding that φ = ψ a.e. in D(Σ0) ∩Σt for all t. Since φ and ψ are continuous, then φ = ψ in
D(Σ0) ∩Σt for all t and so φ = ψ in D(Σ0).
Thus we have proven Theorem 4.1. We shall now show that φ solves the Klein-Gordon
equation everywhere in M .
Theorem 4.5 (Existence of Wald Solutions). Let AE be an acceptable s.a.e. of A. Given any
pair of functions φ0, φ˙0 ∈ χE, for each t ∈ R define φt ∈ χE uniquely by: [φt] = C(t,AE)[φ0] +
S(t,AE)[φ˙0] and define the function φ on M as φ(t, x) = φt(x), where φt ∈ C∞(Σ). This
function is smooth, solves the Klein-Gordon equation and satisfies the Cauchy data (φ0, φ˙0),
that is φ∣Σ0 = φ0, ∂tφ∣Σ0 = φ˙0.
Proof. Given p = (t1, x) ∈ M , we wish to find an open neighbourhood of p in M in which φ is
smooth and satisfies the Klein-Gordon equation. We begin by reformulating our vector-valued
solution. We propose that:
[φt] = C(t,AE)[φ0] + S(t,AE)[φ˙0]
= C(t − t1 + t1,AE)[φ0] + S(t − t1 + t1,AE)[φ˙0]
= [C(t − t1,AE)C(t1,AE) −AES(t − t1,AE)S(t1,AE)][φ0]
+ [S(t − t1,AE)C(t1,AE) +C(t − t1,AE)S(t1,AE)][φ˙0]
= C(t − t1)[C(t1,AE)[φ1] + S(t1,AE)[φ˙0]]
+ S(t − t1,AE)[−AES(t1,AE)[φ0] +C(t1,AE)[φ˙0]]
= C(t − t1,AE)[φt1] + S(t − t1,AE)[φ˙t1].
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Here, we have used the identities:
C(t1 + t2,AE) = C(t1,AE)C(t2,AE) −AES(t1,AE)S(t2,AE)
S(t1 + t2,AE) = S(t1,AE)C(t2,AE) +C(t1,AE)S(t2,AE)
on D(AE). But φt1 , φ˙t1 ∈ χE and Theorem 4.1 can be applied to this data to show that φ
is smooth in the open neighbourhood D(Σt1) of p and satisfies the Klein-Gordon equation
there.
5 Uniqueness of Wald Solutions
We so far have concerned ourselves with constructing a class of solutions to the Klein-Gordon
equation on standard static spacetimes. Our set of prescriptions is parametrised by acceptable
s.a.e.s AE of the linear operator A on the (real or complex) Hilbert space L
2(Σ, V −1dvolh). For
each such linear operator AE we show that the solution to the Klein-Gordon equation w.r.t.
chosen Cauchy data it generates is unique up to some conditions yet to be stated. We will use
this result to define a vector space of solutions, corresponding to each acceptable s.a.e. AE .
Theorem 5.1 (Uniqueness of Solutions (i)). Let A be the symmetric linear operator on the
(real or complex) Hilbert space L2(Σ, V −1dvolh), defined by: D(A) = [C∞0 (Σ)], A([φ]) =[(−V DiV Di + m2V 2)φ] for φ ∈ C∞0 (Σ). Let AE be an acceptable s.a.e. of A and if Ψ ∈
C2(M) satisfies (◻g + m2)Ψ = 0, Ψ∣Σ0 = ∂tΨ∣Σ0 = 0, [π∗t (Ψ∣t)] ∈ D(AE) and [π∗t (∂tΨ∣t)] ∈
L2(Σ, V −1dvolh) for all t (where π∗t is the pull-back of the map πt∶Σ → Σt), then Ψ = 0.
We start with a proposition, which has its roots in distribution theory on arbitrary Rieman-
nian manifolds.
Proposition 5.2. Take A and AE as above. If φ ∈ C2(Σ) such that [φ] ∈ D(AE), then
AE[φ] = [(−V DiV Di +m2V 2)φ].
Proof. We know (already stated on p.4), that the adjoint A∗ of the linear operator A is given by:
D(A∗) = {φ ∈ L2(Σ, V −1dvolh) s.t. Aφ ∈ L2(Σ, V −1dvolh)}, since A is formally self-adjoint with
respect to the smooth measure V −1dvolh, which is proven in Proposition D.10 of Bullock [11].
We can strengthen that proposition to the following case:
∫
Σ
(Aφ)θV −1dvolh = ∫
Σ
φ(Aθ)V −1dvolh,
for all φ ∈ C2(Σ) and θ ∈ C∞0 (Σ), since A is of second order and commutes with complex
conjugation. The proof is similar. Then, if φ ∈ C2(Σ) and [φ] ∈D(A∗), we have:
A∗[φ](θ) = ∫
Σ
φ(Aθ)V −1dvolh = ∫
Σ
(Aφ)θV −1dvolh = [Aφ](θ),
where A∗[φ] is meant distributionally. Therefore A∗[φ] = [Aφ]. Lastly, since AE is a s.a.e.
of A, then A ≤ AE and we have: AE ≤ A∗. So, AE is the restriction of A∗ to space D(AE).
Therefore, if φ ∈ C2(Σ) and [φ] ∈D(AE), then AE[φ] = A∗[φ] = [Aφ].
Theorem 5.1. We use a proof by contradiction. Firstly, we point out that if (◻g + m2)Ψ =
0, then ∂2tΨ = −AΨ. But as π∗t (Ψ∣t) ∈ D(AE), by the previous proposition: A(π∗t (Ψ∣t)) =
AE(π∗t (Ψ∣t)) ∈ L2(Σ, V −1dvolh) and thus π∗t (∂2tΨ∣t) ∈ L2(Σ, V −1dvolh) also. If Ψ ≠ 0, then
there exists t1 ∈ R such that Ψ∣Σt1 ≠ 0. Let f˙t1 ∈ C∞0 (Σt1) such that ∫Σt1 f˙t1ΨV −1dvolh ≠ 0 and
let ft = S(t − t1,AE)(π∗t1 f˙t1) be the vector-valued function. According to Theorem 4.5 on the
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existence of smooth Wald solutions, this function can be represented by the smooth solution
f ∈ C∞(M) to the Cauchy problem with smooth initial data (0, f˙t1), of compact support on
Σt1 . We now evaluate the symplectic form at our two solutions Ψ and f :
c(t) = ∫
Σt
[∂tfΨ − f∂tΨ]V −1dvolh
= ∫
Σ
[π∗t (∂tf ∣t)π∗t (Ψt) − π∗t (f ∣t)π∗t (∂tΨt)]V −1dvolh.
Then clearly c(t1) ≠ 0 and c(0) = 0 but:
dc(t)
dt
= ∫
Σt
[∂2t fΨ − f∂2tΨ] = −⟨Af,Ψ⟩ + ⟨f,AΨ⟩ = −⟨AEf,Ψ⟩ + ⟨f,AEΨ⟩ = 0,
which is a contradiction.
Lemma 5.3 (Uniqueness of Solutions (ii)). Let AE be an acceptable s.a.e. of A. Given two
solutions Ψ1,Ψ2 ∈ C2(M) of the Klein-Gordon equation (◻g +m2)Ψi = 0, such that Ψ1∣Σ0 =
Ψ2∣Σ0 , ∂tΨ1∣Σ0 = ∂tΨ2∣Σ0 and for all t ∈ R and i = 1,2: [π∗t (Ψi∣t)] ∈ D(AE) and [π∗t (∂tΨi∣t)] ∈
L2(Σ, V −1dvolh), then Ψ1 = Ψ2.
Proof. Let Ψ = Ψ1−Ψ2, then Ψ ∈ C2(M) and satisfies the conditions of the previous proposition
since all operations concerned are linear and D(AE) and L2(Σ, V −1dvolh) are vector spaces.
Thus Ψ = 0.
We note here the following trivial generalisation, the proof of which is similar to those
previous. It will be this result that will be of use in Section 7 in describing the support of the
Wald solution φ.
Lemma 5.4 (Uniqueness of Solutions (iii)). Let AE be an acceptable s.a.e. of A. Given two
solutions Ψ1,Ψ2 ∈ C2([t1, t2) × Σ) of the Klein-Gordon equation (◻g + m2)Ψi = 0 such that
Ψ1∣Σt1 = Ψ2∣Σt1 , ∂tΨ1∣Σt1 = ∂tΨ2∣Σt1 and for all t ∈ [t1, t2) and i = 1,2 we have: [π∗t (Ψi∣t)] ∈
D(AE) and [π∗t (∂tΨi∣t)] ∈ L2(Σ, V −1dvolh), then Ψ1 = Ψ2.
Using Theorems 4.5 and 5.1 on the existence and uniqueness of solutions to the Klein-
Gordon equation, we will find it useful to define a vector space of solutions, for each acceptable
s.a.e. AE of A. We show that it can be given a natural symplectic structure in Section 9. It’s
this structure that is required for the construction of the Weyl-algebra, however we will not be
concerned with quantisation in this paper.
Definition 5.5 (Space of Solutions). Given an acceptable s.a.e. AE of A, define the space of
solutions, SE to be:
SE = {φ ∈ C∞(M)∶ (◻g +m2)φ = 0, π−1t (φt), π−1t (φ˙t) ∈ χE for all t}
Proposition 5.6. We have the linear isomorphism: Ψ∶χE×χE → SE, defined by Ψ(φ0, φ˙0) = φ,
where φ is constructed using Theorem 4.5 on the existence of Wald solutions.
Proof. Clearly Ψ is linear. Surjectivity follows since, if ψ ∈ SE, then ψ0, ψ˙0 ∈ χE. Let φ be the
Wald solution, satisfying the Cauchy data (ψ0, ψ˙0). Then ψ and φ satisfy all the conditions of
Theorem 5.1 on uniqueness and so ψ = φ.
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6 Causal Structure of Standard Static Spacetimes (ii)
We shall in Section 7 further analyse some of the properties of our constructed solutions to
the Klein-Gordon equation. However, we must first prove some basic properties of the causal
structure of standard static spacetimes. One apparently simple result of this section is that if
K is a compact subset of Σ0 then for all sufficiently small t, J
+(K) ∩ Σt is compact in Σt. It
will be this result and the adapted uniqueness result of Lemma 5.4 which will prove useful in
the next section. We shall also need to prove more properties of J+(K) to be used in Section 7.
For all the results of this section, let (M,g) = (R×Σ, V 2dt2−h) be a standard static spacetime
as in Definition 2.1. However, in all the statements we can set w.l.o.g. V = 1, since both the
Cauchy development and causal future of a set in a spacetime are identical for conformally
related metrics.
Proposition 6.1. Let K ⊆ Σ0 be a compact set. If J(K) ∩ Σt is compact then J(K) ∩ Σt′ is
compact for all ∣t′∣ ≤ ∣t∣. Define:
t∞(K)∶= sup{t ≥ 0∶J+(K) ∩Σt is compact in Σt}.
Then t∞(K) ∈ (0,∞]. Furthermore, the following are true:
1. J(K) ∩Σt is compact for all ∣t∣ < t∞(K).
2. If t∞(K) <∞ then J(K) ∩Σt is not compact for all ∣t∣ ≥ t∞(K).
3. If Σ is complete, then C(K, t) is compact for all t and t∞(K) =∞.
4. If t∞(K) =∞ for any non-empty compact set K, then Σ is complete.
Note that Σ is complete as a metric space iff geodesically complete by the Hopf-Rinow
Theorem (see e.g. Theorem 6.13 Lee [20]). If so, then Σ obeys the Heine-Borel property, that
is K ⊆ Σ is compact iff K is closed and bounded (see e.g. Theorem 16 in Petersen [26]).
Proof. Let t ≥ 0. If J(K) ∩Σt is compact, then, by Proposition 3.6, J(K) ∩Σt = C(K, t). But
as C(K, t) is compact, it easily follows that C(K, t′) is compact for all ∣t′∣ ≤ ∣t∣ and similarly for
J(K)∩Σt′ . That t∞(K) > 0 is proven as follows. As K is compact, then, by Proposition C.5 of
Bullock [11], C(K, t) is compact for some t > 0 and so J+(K)∩Σt is compact by Proposition 3.6.
It then follows that t∞(K) > 0 and also that Statement 1 is true. If t∞(K) < ∞ and J(K) ∩
Σt∞(K) is compact then C(K, t∞(K)) is compact, as is C(K, t∞(K) + ǫ) for some ǫ > 0 (by
Proposition C.6 of Bullock [11]), and so also J(K) ∩Σt∞(K)+ǫ which contradicts the definition
of t∞(K). This proves Statement 2. If Σ is complete, then, for all t, as C(K, t) is closed and
bounded, so it’s also compact by the Heine-Borel property. Statement 3 then follows from
Proposition 3.6. If pn is a Cauchy sequence, then it is bounded and so contained in the compact
set C(K, t) for some t and so pn converges, which proves Statement 4.
Proposition 6.2. Let C(K, t) be compact in Σ, where K is a compact subset of Σ and t ≥ 0,
then { t
2
} ×C(K, t
2
) ⊆D(Σ0).
Proof. This follows from Corollary 3.18 with s = t
2
.
Corollary 6.3. If J(K) ∩Σt is compact, then J(K) ∩Σ t
2
⊆D(Σ0).
Proof. This follows from Proposition 6.2 and repeated use of Proposition 3.6.
Proposition 6.4. For all 0 ≤ t1 ≤ t2:
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1. π(J(p) ∩Σt1) ⊆ π(J(p) ∩Σt2)
2. π(D(Σ0) ∩Σt2) ⊆ π(D(Σ0) ∩Σt1),
where π∶R ×Σ→ Σ is the map: π(t, x) = x.
Proof. We can set w.l.o.g. V = 1 since otherwise:
π(J(p)V 2dt2−h ∩Σt1)
= π(J(p)dt2−V −2h ∩Σt1) ⊆ π(J(p)dt2−V −2h ∩Σt2) = π(J(p)V 2dt2−h ∩Σt2),
where our subscript notation highlights the dependence of J(p) on the metric.
To prove Statement 1 : If q ∈ LHS, then ∃γ∶ [0, t1] → R × Σ, γ(t) = (t, σ(t)), ∣σ˙(t)∣ ≤ 1,
σ(0) = p, σ(t1) = q. Let γ′∶ [0, t2] → R × Σ, γ′(t) = (t, σ(t t1t2 )), ∣γ˙′∣2 = 1 − ( t1t2 )2∣σ˙(t t1t2 )∣2 ≤ 0,
γ′(0) = (0, p), γ′(t2) = (t2, q), so that q ∈ RHS.
Statement 2 follows from Proposition 3.16.
Corollary 6.5. J(p) ∩Σt1 ⊈D(Σ0)⇒ J(p) ∩Σt2 ⊈D(Σ0) ∀0 ≤ t1 ≤ t2.
Proposition 6.6. If t∞(K) <∞, then J(K) ∩Σt∞(K)/2 ⊈D(Σ0).
Proof. Again w.l.o.g let V = 1. We know via Propositions 6.1 and 3.6, that: B(p, t) ⊆ ǫp for all
t < t∞(K) and p ∈ K; B(p, t∞(K)) ⊆ ǫp for all p ∈ K, and that there exists p ∈ K such that
B(p, t∞(K)) ⊈ ǫp. Thus there exists Xp ∈ TpΣ/ǫp with ∣Xp∣ = t∞(K). We hold that there must
then exist a geodesic σ∶ [0,1) → Σ inextendible to 1 such that σ˙(0) =Xp.
To show that this is true, let σ ∶ [0, a) → Σ the maximal geodesic, starting at p with
σ˙(0) = Xp. If a > 1, then Xp ∈ ǫp by definition, which is however a contradiction. If a < 1, then
γ be the geodesic through p with γ˙(0) = aXp. By the rescaling Lemma, σ being inextendible
to a implies that γ is inextendible to 1. So, by definition, aXp ∉ ǫp. But ∣aXp∣ < ∣Xp∣ = t∞(K),
which is a contradiction.
Now that the existence of the geodesic σ is proven, define σ′∶ [0, t∞(K)) → Σ via: σ′(s) =
σ( s
t∞(K)). It satisfies: ∣σ˙′(s)∣ = 1t∞(K) ∣σ˙( st∞(K))∣ = 1 and σ′(0) = p. So, from Proposi-
tion 3.2, x = ( t∞(K)
2
, σ′( t∞(K)
2
)) ∈ J(K) ∩ Σt∞(K)/2. Now define α∶ (0, t∞(K)/2] → R × Σ,
α(s) = (s,σ′(t∞(K) − s)). Since σ is inextendible to 1 then σ′ is inextendible to t∞(K)
and so α is past-inextendible to 0. Clearly, α does not pass Σ0 although α(t∞(K)/2) =(t∞(K)/2, σ′(t∞(K)/2)) = x. Since α is a future-pointing past-inextendible smooth causal
curve passing x but not Σ0, then x ∉D(Σ0). Thus x ∈ J(K) ∩Σt∞(K)/2/D(Σ0).
Corollary 6.7. The following statements are true:
1. J(K) ∩Σt ⊆D(Σ0) ∀0 ≤ t < t∞(K)/2.
2. t∞(K) <∞⇒ J(K) ∩Σt ⊈D(Σ0) ∀t ≥ t∞(K)/2.
3. t1(K)∶= sup{t∶J+(K) ∩Σt ⊆D(Σ0)} = t∞(K)/2.
For the purposes of the following section, we continue these arguments to define an increasing
sequence:
tn+1(K)∶= sup{t∶J+(K) ∩Σt ⊆D(Σtn(K))},
where t0(K) = 0 and the resulting definition of t1(K) agrees with that used above. We are led
to the following corollary:
Corollary 6.8. The following statements are true:
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R ×Σ
Σ0
t1(K)
t2(K)
t∞(K)
t3(K)
K
D+(N0) D+(N0)
N1
J+(K)
Figure 2: The construction of t∞(K) and tn(K) in
for example (M,g) = (R × (0,1), dt2 − dx2).
1. J(K) ∩Σt ⊆D(Σtn(K)) ∀tn(K) ≤ t < (1 − 12n )t∞(K).
2. t∞(K) <∞⇒ J(K) ∩Σt ⊈D(Σtn(K)) ∀t ≥ (1 − 12n )t∞(K).
3. tn(K) = (1 − 12n )t∞(K)↗ t∞(K) as n→∞.
7 Support of Wald Solutions
We now prove a result concerning the support of our “Wald solutions”. It is in fact not true that
given Cauchy data consisting of two test functions (φ0, φ˙0) then the support of the corresponding
solution φ (w.r.t. some acceptable s.a.e. AE of A) as constructed in Theorem 4.5, is necessarily
contained in J(K), where K = suppφ0 ∪ supp φ˙0 and J(K) is as usual the union of the causal
future and past of K: J(K) = J+(K) ∪ J−(K). A counterexample is given in Section 11.5.
It would however be natural to guess that up until a time at which data can pass to a
possible edge, the support of φ is contained in J(K). More precisely, if we define:
t∞(K) = sup{t ≥ 0∶J+(K) ∩Σt is compact in Σt} ∈ (0,∞],
then we propose that suppφ ∩ [−t∞(K), t∞(K)] ×Σ ⊆ J(K). It was proven in Proposition 6.1
that t∞(K) > 0, so this is a non-trivial statement. At first sight it might appear that this result
is trivial. Since D(Σ0) is a globally hyperbolic spacetime we know that suppφ∩D(Σ0) ⊆ J(K)
however this does not show that φ is zero in the shaded triangular region in Figure 2. Thus this
does not even prove that φ is compactly supported on Σt for small t.
The proof we give shortly uses the uniqueness result of Lemma 5.4 and the sequence tn(K)
constructed in the previous section. We shall define Ψ∶ (−t1(K), t1(K)) × Σ → R to be equal
to φ inside J(K) and zero outside it. We shall show that Ψ so defined is smooth, compactly
supported on Σt for t ∈ (−t1(K), t1(K)) and satisfies the Klein-Gordon equation in its domain.
Thus [Ψ∣Σt] ∈ D(A) ⊆ D(AE) and so Ψ = φ in the domain of Ψ by Lemma 5.4. By induction
and the fact that tn(K)↗ t∞(K) the result then follows.
Proposition 7.1. Given φ0, φ˙0 ∈ C∞0 (Σ) let K = suppφ0 ∪ supp φ˙0. Define t∞(K) as earlier.
Let φ be the solution to the Klein-Gordon equation generated by some acceptable s.a.e. AE of A
and data (φ0, φ˙0) via Theorem 4.5. Then:
1. If t∞(K) =∞ then: suppφ ⊆ J(K)
2. If t∞(K) <∞ then: suppφ ∩ [−t∞(K), t∞(K)] ×Σ ⊆ J(K)
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Proof. If t∞(K) = ∞, then, by Proposition 6.1, (Σ, V −2h) is a complete Riemannian manifold
and so M is globally hyperbolic by Lemma 3.13 and suppφ ⊆ J(K) follows from Theorem 3.19.
If t∞(K) < ∞, construct a strictly increasing sequence (tn(K))n≥0 inductively as follows. Let
t0(K) = 0 and tn+1(K)∶= sup{t∶J+(K) ∩ Σt ⊆ D(Σtn(K))}. From Corollary 6.8, we know that
tn(K)↗ t∞(K). Define Ψ∶ (−t1(K), t1(K)) ×Σ→ R as:
Ψ(x) = { φ(x), for x ∈ (−t1(K), t1(K)) ×Σ ∩ J(K)
0, otherwise.
The first problem is to show that the function Ψ so defined is smooth. We do this by finding
for each x ∈ (−t1(K), t1(K)) × Σ an open neighbourhood U s.t. Ψ either equals φ on U or is
zero on U . If x ∈ (−t1(K), t1(K)) × Σ ∩D(Σ0) = U , which is an open neighbourhood (since
D(Σ0) is open by Proposition 3.15), then Ψ = φ on U . This is because if y ∈ U then either
y ∈ J(K) and so Ψ(y) = φ(y) by definition, or y ∈ D(Σ0)/J(K) = D(Σ0/K) and Ψ(y) = 0 =
φ(y) (by the uniqueness of solutions to the Klein-Gordon equation on the globally hyperbolic
spacetime D(Σ0/K) (Theorem 3.19), where Σ0/K is an acausal topological hypersurface and so
D(Σ0/K) is an open set in M and a globally hyperbolic spacetime by Proposition 3.15). If x ∈(−t1(K), t1(K))×Σ/D(Σ0) ⊆ (−t1(K), t1(K))×Σ/J(K) =∶U (from Corollary 6.7, Statement 1 ),
then Ψ = 0 on U by definition.
Thus Ψ ∈ C∞((−t1(K), t1(K)) × Σ) and [Ψt], [∂tΨt] ∈ [C∞0 (Σ)] = D(A) ⊆ D(AE), for all
t ∈ [0, t1(K)). We also have Ψ∣Σ0 = φ0 and ∂tΨ∣Σ0 = φ˙0. Since Ψ is locally either equal to φ, or
zero, both being solutions of the Klein-Gordon equation, then so is Ψ, that is (◻g+m2)Ψ = 0 on(−t1(K), t1(K)) ×Σ. Moreover, by definition Ψ = 0 on [0, t1(K)) ×Σ/J(K). By uniqueness of
the Wald solution (Lemma 5.4), then: φ = Ψ in [0, t1(K)) ×Σ. Therefore, φ = 0 on [0, t1(K)) ×
Σ/J(K). But since φ is smooth, then also ∂tφ = 0 on [0, t1)×Σ/J(K). In particular, φ = ∂tφ = 0
on Σt1(K)/J(K) = N1.
Using the constructed sequence (tn(K))n≥0, we prove the proposition by induction. Our
inductive hypothesis P (n) is as follows: P (n)∶ suppφ ∩ [0, tn(K)] × Σ ⊆ J(K). We have
already proven the statement for n = 1. If P (n) is true, by smoothness φ,∂tφ are zero on
Nn = Σtn(K)/J(K). Now, as before, define: Ψ∶ [tn(K), tn+1(K)) ×Σ→ R as:
Ψ(x) = { φ(x), for x ∈ [tn(K), tn+1(K)) ×Σ ∩ J(K)
0, otherwise.
Similarly to the previous argument Ψ ∈ C∞([tn(K), tn+1(K))×Σ) as a manifold with boundary.
Also: [ΨΣt] ∈ [C∞0 (Σ)] =D(A) ⊆D(AE) ∀t ∈ [tn(K), tn+1(K)),
Ψ∣Σtn(K) = φtn(K) and ∂tΨ∣Σ0 = φ˙tn(K).
By the uniqueness theorem (Lemma 5.4), φ = Ψ in [tn(K), tn+1(K)) × Σ. Thus φ = 0 on[tn(K), tn+1(K)) × Σ/J(K). But since φ is smooth, then also ∂tφ = 0 on [tn(K), tn+1(K)) ×
Σ/J(K). In particular then, φ = 0 on Σtn+1(K)/J(K) = N1 and P (n + 1) is proven. Hence
suppφ∩[0, tn(K)]×Σ ⊆ J(K) for all n. But as tn(K)↗ t∞(K), then suppφ∩[0, t∞(K))×Σ ⊆
J(K), and by continuity:
suppφ ∩ [0, t∞(K)] ×Σ ⊆ J(K).
Finally, since the spacetime is symmetric around Σ0, we have:
suppφ ∩ [−t∞(K), t∞(K)] ×Σ ⊆ J(K).
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8 Energy form on the Space of Solutions
In Sections 8 to 10, we shall prove the existence of certain structures on the space of solutions SE
(Definition 5.5), corresponding to a particular acceptable s.a.e. AE . Specifically, we shall show
the existence of an energy form, a symplectic form and certain symmetries: time translation
and time-reversal. These were all conditions placed on the dynamics in the paper by Wald and
Ishibashi [39]. It is important for us to show that these conditions are in fact necessary, even in
our extended case of dynamics generated by an acceptable s.a.e. AE . In this section we show
that there is a natural bilinear symmetric form E on our constructed space of solutions SE to
the Klein-Gordon equation. In general, it is not a norm. However, if our choice of acceptable
self-adjoint extension AE is positive and zero is not an eigenvalue, then E is a norm on SE .
Given two pairs of smooth Cauchy data: (φ0, φ˙0), (φ′0, φ˙′0) ∈ χ2E ⊆ C∞(Σ)2 then we have by
the existence of Wald solutions (Theorem 4.5) two corresponding solutions φ,φ′ to the Klein
Gordon equation on our spacetime. For each time t ∈ R we define the energy at time t to be:
E(φ,φ′)(t) = ⟨φ˙t, φ˙′t⟩Σt + ⟨φt,AEφ′t⟩Σt
Our task is to show that E(φ,φ′) is in fact independent of time. Remember that:
φt = C(t,AE)φ0 + S(t,AE)φ˙0
φ˙t = −AES(t,AE)φ0 +C(t,AE)φ˙0
Thus, for all t ∈ R:
E(φ,φ′)(t) = ⟨−AES(t,AE)φ0 +C(t,AE)φ˙0,−AES(t,AE)φ′0 +C(t,AE)φ˙′0⟩
+ ⟨C(t,AE)φ0 + S(t,AE)φ˙0,AEC(t,AE)φ′0 +AES(t,AE)φ˙′0⟩
= ⟨AES(t,AE)φ0,AES(t,AE)φ′0⟩ − ⟨AES(t,AE)φ0,C(t,AE)φ˙′0⟩
− ⟨C(t,AE)φ˙0,AES(t,AE)φ′0⟩ + ⟨C(t,AE)φ˙0,C(t,AE)φ˙′0⟩
+ ⟨C(t,AE)φ0,AEC(t,AE)φ′0⟩ + ⟨C(t,AE)φ0,AES(t,AE)φ˙′0⟩
+ ⟨S(t,AE)φ˙0,AEC(t,AE)φ′0⟩ + ⟨S(t,AE)φ˙0,AES(t,AE)φ˙′0⟩
= ⟨φ0,AE(AES(t,AE)2 +C(t,AE)2)φ′0⟩
+ ⟨φ˙0, (AES(t,AE)2 +C(t,AE)2)φ˙′0⟩
= ⟨φ0,AEφ′0⟩ + ⟨φ˙0, φ˙′0⟩
= E(φ,φ′)(0),
where we have used the following identity: AES(t,AE)2 + C(t,AE)2 = I on [χE]. Hence E(t)
has the same value at all times. Using the linear isomorphism Ψ∶χE ×χE → SE between χ2E and
the space of solutions SE defined in Proposition 5.5 then E defined above is a bilinear symmetric
form on SE (the symmetry of E follows easily since as AE is self-adjoint it is certainly symmetric)
and is called the energy form.
9 The Symplectic Form on the Space of Solutions
Similarly to the previous section, we show that there exists a natural symplectic form on
the real vector space of our space of solutions SE. Given two pairs of smooth Cauchy data(φ0, φ˙0), (φ′0, φ˙′0) ∈ χ2E ⊆ C∞(Σ)2, then we have by the existence of Wald solutions (Theo-
rem 4.5) two corresponding solutions φ,φ′ to the Klein Gordon equation on our spacetime. For
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each time t ∈ R we define the symplectic form at time t to be:
σE(φ,φ′)(t) = ⟨φt, φ˙′t⟩ − ⟨φ˙t, φ′t⟩
We show again that this form is independent of time. For all t ∈ R:
σE(φ,φ′)(t) = ⟨C(t,AE)φ0 + S(t,AE)φ˙0,−AES(t,AE)φ′0 +C(t,AE)φ˙′0⟩
+ ⟨AES(t,AE)φ0 −C(t,AE)φ˙0,C(t,AE)φ′0 + S(t,AE)φ˙′0⟩
= −⟨C(t,AE)φ0,AES(t,AE)φ′0⟩ + ⟨C(t,AE)φ0,C(t,AE)φ˙′0⟩
− ⟨S(t,AE)φ˙0,AES(t,AE)φ′0⟩ + ⟨S(t,AE)φ˙0,C(t,AE)φ˙′0⟩
+ ⟨AES(t,AE)φ0,C(t,AE)φ′0⟩ + ⟨AES(t,AE)φ0, S(t,AE)φ˙′0⟩
− ⟨C(t,AE)φ˙0,C(t,AE)φ′0⟩ − ⟨C(t,AE)φ˙0, S(t,AE)φ˙′0⟩
= ⟨φ0, (AES(t,AE)2 +C(t,AE)2)φ˙′0⟩
− ⟨φ˙0, (AES(t,AE)2 +C(t,AE)2)φ′0⟩
= ⟨φ0, φ˙′0⟩ − ⟨φ˙0, φ′0⟩
= σE(φ,φ′)(0)
Here, we have again made use of the identity AES(t,AE)2 + C(t,AE)2 = I on [χE]. Thus we
have a map σE ∶SE×SE → R, where SE is the real vector space of solutions. It is clearly bilinear,
antisymmetric and also weakly nondegenerate, since if φ ∈ SE is non-zero then (by uniqueness)(φ0, φ˙0) ≠ (0,0) ∈ χE×χE. Consequently, let φ′ = Ψ(−φ˙0, φ0). Then, σE(φ,φ′) = ∣∣φ0∣∣2+∣∣φ˙0∣∣2 > 0
as either φ0 or φ˙0 is non-zero and so has non-zero norm (as both are continuous). Thus, (SE , σE)
is a real symplectic space.
10 Symmetries
In this section, we derive some symmetries satisfied by the linear isomorphism Ψ ∶ χE ×χE → SE
defined in Proposition 5.6. Consider the maps Tt, P ∶ C∞(M)→ C∞(M) given by:
(TtF )(s,x) = F (s − t, x)
(PF )(s,x) = F (−s,x)
Proposition 10.1. Given a standard static spacetime and the linear operator A defined as
usual on the Hilbert space L2(Σ, dvolh) then for any acceptable s.a.e. AE of A. The maps Tt
and P satisfy: Tt, P ∶ SE → SE. Then letting φt = Ψ(φ0, φ˙0)∣Σt and φ˙t = ∂tΨ(φ0, φ˙0)∣Σt we have:
Ψ(φt, φ˙t) = T−t[Ψ(φ0, φ˙0)]
Ψ(φ˙0,−AEφ0) = ∂
∂t
[Ψ(φ0, φ˙0)]
Ψ(φ0,−φ˙0) = P [Ψ(φ0, φ˙0)]
In particular, this also proves that ∂
∂t
∶ χE → χE. Additionally, for all Ψ1,Ψ2 ∈ SE:
E(TtΨ1, TtΨ2) = E(Ψ1,Ψ2)
E(PΨ1, PΨ2) = E(Ψ1,Ψ2)
σE(TtΨ1, TtΨ2) = σE(Ψ1,Ψ2)
σE(PΨ1, PΨ2) = −σE(Ψ1,Ψ2)
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(Note that the first five properties correspond to Assumptions 2(i), 2(ii), 3(i) and 3(ii) in
Wald and Ishibashi [39].)
Proof.
Ψ(φt, φ˙t)(s,x) = [ C(s,AE)(C(t,AE)φ0 + S(t,AE)φ˙0)+S(s,AE)(−AES(t,AE)φ0 +C(t,AE)φ˙0) ] (x)
= [C(s + t,AE)φ0 + S(s + t,AE)φ˙0](x)
= Ψ(φ0, φ˙0)(t + s,x)
= T−t(Ψ(φ0, φ˙0))(s,x)
Ψ(φ˙0,−AEφ0)(t, s) = [C(t,AE)φ˙0 + S(t,AE)(−φ0))] (x) = φ˙t(x) = ∂
∂t
[Ψ(φ0, φ˙0)](t, x)
Ψ(φ0,−φ˙0)(t, x) = [C(t,AE)φ0 + S(t,AE)(−φ˙0))](x)
= [C(−t,AE)φ0 + S(−t,AE)φ˙0)](x)
= Ψ(φ0, φ˙0)(−t, x)
= P (Ψ(φ0, φ˙0))(t, x)
The remaining properties are easily proven from the time independence of E(Ψ1,Ψ2)(t) and
σ(Ψ1,Ψ2)(t) (Sections 8 and 9).
11 Examples
In this section we shall discuss a few simple examples of standard static spacetimes. In all the
examples we examine we shall let V = 1 for simplicity. Thus the spacetime (M,g) = (R×Σ, dt2−
h) and the solutions to the Cauchy problem of the Klein-Gordon equation constructed in this
paper for each of these spacetimes will be indexed by the acceptable s.a.e.s AE of the symmetric
linear operator A on L2(Σ, dvolh) generated by the partial differential operator (also labelled
by) A = −div hgrad h, minus the Laplace-Beltrami operator, with D(A) = [C∞0 (Σ)].
We shall also only consider the case of the solving the Klein-Gordon case for complex-
valued data and so we only consider complex Hilbert spaces. Note that it’s only on complex
Hilbert spaces that we can define the deficiency spaces H± of a densely defined operator A as
H± ∶= ker(A∗ ∓ i). We note the following theorem (see Theorems 83.1 and 85.1 in Akhiezer and
Glazman [2]):
Theorem 11.1. Let A be a positive symmetric linear operator with equal and finite deficiency
indices, that is, denoting n±∶= dimker(A∗ ∓ i), we have n+ = n− = n < ∞. Then every s.a.e.
AE of A is bounded-below. Furthermore, every s.a.e. AE has the same continuous spectrum
as A, each of the s.a.e.s has only a finite number of negative eigenvalues and the sum of the
multiplicities of the negative eigenvalues of any particular s.a.e. AE is not greater than n.
Thus if A has finite deficiency indices then in particular every s.a.e. AE of A is acceptable.
In all the following examples the deficiency indices are finite and are equal to 0, 1 or 2.
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11.1 Self-Adjoint Extensions of minus the Laplacian on S1
In our first example we let Σ = S1. We equip S1 with its (unique) differential structure, the
Riemannian metric induced from that on R2 and the induced smooth measure from this metric.
Since S1 is compact in its topology induced from R2, then it is also compact in its topology
induced from the Riemannian metric h (Theorem 3.1), so it is also complete in this metric
and so complete as a Riemannian manifold by the Hopf-Rinow Theorem (See e.g. Theorem
6.13 Lee [20]). Thus the linear operator A given by D(A) = [C∞
0
(S1)] = [C∞(S1)], A([φ]) =−[φ′′] for φ ∈ C∞(S1) is essentially self-adjoint by Theorem 2.2. Thus A = A∗ is the unique
s.a.e. of A and
D(A) =W 2,2(S1) = {φ ∈ L2(S1) s.t. φ′, φ′′ ∈ L2(S1)}.
Note the Sobolev space W 2,2(S1) is defined in Appendix D.3 of Bullock [11], where we are
implicitly adopting the standard Riemannian metric on S1 as on all the manifolds in Section 11.
The spectrum of A is shown in the appendix to be:
σ(A) = σdisc(A) = {n2∶ n ∈ N0}.
If we identify S1/{1} with (0,2π) by the chart: φ∶ U = S1/{1} → (0,2π), φ−1(θ) = exp iθ, then
define the function g∶U ×U ×C/{n2∶ n ∈ N}→ C by:
g(θ,φ;λ) = i
2
√
λ
[exp i√λ∣θ − φ∣ + 2cos
√
λ(θ − φ)
exp(−2πi√λ) − 1] .
As {1} ⊆ S1 is clearly null, h generates a well-defined integral kernel.
The Green’s function for λ ∈ ρ(A) = C/{n2∶ n ∈ N0} is given by g(⋅, ⋅, λ), which does not
depend on the choice of square root of λ used to define it.
11.2 Self-Adjoint Extensions of minus the Laplacian on (0,∞)
In the remaining cases the domains D(AE) of the s.a.e.s of A shall be given by conditions placed
on the domain of the adjoint of A, that is D(A∗). Since A ≤ AE ≤ A∗ then all the s.a.e.s of A
are restrictions of A∗ to their domain D(AE). The conditions placed on the domain will be in
terms of “trace maps”. The derivation of these maps is to be found in Lions and Magenes [21].
Theorem 11.2. Let Ω be an open interval of R. Consider the linear maps:
ρ∶ C∞0 (Ω)→ C∣∂Ω∣, φ ↦ φ∣∂Ω
τ ∶ C∞0 (Ω)→ C∣∂Ω∣, φ ↦ φ′∣∂Ω.
These maps extend by continuity to a unique continuous maps
ρ, τ ∶ W 2,2(Ω)→ C∣∂Ω∣.
Letting Φ = (ρ, τ), then Ψ is linear and surjective. Additionally: W 2,2
0
(Ω) = kerΨ = {φ ∈
W 2,2(Ω)∶ ρ(φ) = τ(φ) = 0}.
Note that C∞0 (Ω) is defined as the space of smooth functions on the smooth manifold with
boundary Ω which are of compact support. If Ω is compact then clearly C∞
0
(Ω) = C∞(Ω). Note
also that we define:
W
2,2
0
(Ω)∶= [C∞
0
(Ω)]W 2,2(Ω),
the closure of [C∞0 (Ω)] in the Sobolev norm on W 2,2(Ω).
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If Σ = (0,∞) then the s.a.e.s of A are indexed by α ∈ (−π/2, π/2], denoted Aα. Their domains
are given by:
D(Aα) = {φ ∈W 2,2(0,∞) s.t. cosα ρ(φ) = sinα τ(φ)}
The spectra of these s.a.e.s are given by the following:
σ(Aα) = { [0,∞) for α ∈ [0, π/2][0,∞) ∪ {− cot2 α} for α ∈ (−π/2,0)
The pure point spectrum σpp(Aα), continuous spectrum σcont(Aα) and discrete spectrum
σdisc(Aα) of the operator Aα are given by the following statements:
1. σcont(Aα) = [0,∞) for all α.
2. If α ∈ [0, π
2
]: σ(Aα) = σcont(Aα) = [0,∞).
3. If α ∈ (−π
2
,0): σpp(Aα) = σdisc(Aα) = {− cot2 α}.
Thus for α ∈ [0, π
2
], Aα is a positive s.a.e. of A and for α ∈ (−π2 ,0), Aα is not positive but it is
bounded-below. Thus all the s.a.e.s of A are acceptable according to Definition 2.3.
For completeness we also now give the Green’s function for each s.a.e. Aα, that is g∶ (0,∞)×(0,∞) × ρ(Aα)→ C given by:
g(x, ξ, λ) = A[cosα sin(√λx<) +√λ sinα cos(√λx<)] exp(i√λx>),
where A = [√λ(cosα − i√λ sinα)]−1, x> = max{x, ξ}, x< = min{x, ξ} and √λ = a + bi, b > 0 is
defined as the unique square root of λ in the upper-half plane, possible since λ ∉ [0,∞). These
statements are proven in Appendix G of Bullock [11].
11.3 Self-Adjoint Extensions of minus the Laplacian on (0, a)
Now consider the case where Σ = (0, a). Again, the domains of the s.a.e.s of A are given in
terms of the elements ofW 2,2(0, a) satisfying conditions placed on them via the trace map. The
set of all s.a.e.s of A are given by the Dirichlet extension and two groups of extensions which
we shall describe presently. The first group shall also contain the Neumann extension.
We shall give a very brief explanation of the origin of this classification of the self-adjoint
extensions of the A. We refer the reader to Posilicano [27]. The set of s.a.e.s of A is indexed by
pairs:
{(Π,Θ)∶ Π is an orthogonal projection operator on the Hilbert space C2
Θ is a bounded s.a. linear operator on the Hilbert space Im(Π) } .
Given the pair (Π,Θ) the s.a.e. AΠ,Θ is then given by:
D(AΠ,Θ) = {φ ∈W 2,2(0, a)∶ ρφ ∈ Im(Π), Πτφ = Θρφ} ,
where:
ρ∶W 2,2(0, a) → C2, ρ(φ) = ( φ(0)
φ(a) )
τ ∶W 2,2(0, a) → C2, τ(φ) = ( φ′(0)−φ′(a) ) .
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Here, we are implicitly using Theorem 11.2. Note that τ evaluates the inward-pointing derivative
at the boundary, hence the sign.
There are three natural collections of s.a.e.s of A according as rank(Π) = 0,1 or 2. Picking
rank(Π) = 0, then we have Π = 0 and Θ = 0. This is the Dirichlet s.a.e. AD (which we may also
call the s.a.e. of the zeroth kind), defined by the following domain:
D(AD) = {φ ∈W 2,2(0, a) s.t. φ(0) = φ(1) = 0}.
Picking rank(Π) = 2, we obtain the next collection of s.a.e.s, which we shall call the s.a.e.s
of the first kind, in agreement with the language of Posilicano [27]. They are obtained by
setting Π = I. Then ImΠ = C2 and let Θ be defined by a self-adjoint complex 2 × 2 matrix
θ = ( θ11 θ12
θ12 θ22
) ,
where θ11, θ22 ∈ R, θ12 ∈ C. The domain of the extension D(Aθ) is defined as those elements
φ ∈W 2,2(0, a) such that Πτφ = Θρφ, that is:
( φ′(0)−φ′(a) ) = ( θ11 θ12θ12 θ22 )(
φ(0)
φ(a) ) ,
or:
D(Aθ) = {φ ∈W 2,2(0, a) s.t.: θ11φ(0) − φ′(0) + θ12φ(a) = 0
θ12φ(0) + θ22φ(a) + φ′(a) = 0 } .
Note that letting θ11 = θ22 = θ12 = 0 we obtain the Neumann extension AN = A0:
D(AN) = {φ ∈W 2,2(0, a) s.t. φ′(0) = φ′(a) = 0}.
Picking rank(Π) = 1, we obtain the last collection of s.a.e.s, which we shall call the s.a.e.s
of the second kind. They are obtained by setting
Π = w ⊗w = ( ∣w1∣2 w1w2
w1w2 ∣w2∣2 ) ,
where w = (w1,w2) ∈ C2 is a unit vector, spanning a one-dimensional subspace in C2 and defining
Π by orthogonal projection onto this subspace. We set Θ to be defined as multiplication by θ ∈ R.
These s.a.e.s are then indexed by triples: {(w1,w2, θ)∶ w1,w2 ∈ C s.t. ∣w1∣2+∣w2∣2 = 1 and θ ∈ R}.
The domain of the extension D(Aw1w2θ) is then those elements φ ∈W 2,2(0, a) such that:
ρ(φ) = ( φ(0)
φ(a) ) ∈ ImΠ = ⟨( w1w2 )⟩
( θφ(0)
θφ(a) ) = θρφ = Πτφ
= Π( φ′(0)−φ′(a) )
= ( ∣w1∣2 w1w2
w1w2 ∣w2∣2 )(
φ′(0)−φ′(a) )
Then, from the first condition: w2φ(0) = w1φ(a). And from the second:
w1θφ(0) +w2θφ(a) = w1∣w1∣2φ′(0) −w2∣w1∣2φ′(a) +w1∣w2∣2φ′(0) −w2∣w2∣2φ′(a)
= w1φ′(0) −w2φ′(a)
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Thus,
D(Aw1w2θ) = {φ ∈W 2,2(0, a) s.t.: w2φ(0) −w1φ(a) = 0w1(θφ(0) − φ′(0)) +w2(θφ(a) + φ′(a)) = 0 } .
Remark. Note that replacing wi with wie
iφ for i = 1,2 then we obtain identical boundary
conditions and so the same s.a.e. of A. Clearly this is because both choices yield the same
1-dimensional subspace in C2 and so the same orthogonal projection operator Π.
We shall now give the spectra of all these self-adjoint extensions and the their corresponding
Green’s functions. By analysing the spectra or by the finiteness of the deficiency indices and
using Theorem 11.1, all s.a.e.s are bounded-below. These results can either be reached via the
approach of Posilicano [27] (Example 5.1) or the methods of Stakgold [33]. The proofs of all
but the case of the Dirichlet extension are found in Section H of Bullock [11]. The case of the
Dirichlet extension itself is simpler, along similar lines and is to be found in Stakgold [33]. The
numbering below corresponds to the three groupings of s.a.e.s previously introduced: s.a.e.s of
zeroth, first and second kinds. (We denote N0 = N ∪ {0}.)
0. We have σ(AD) = {(nπa )2 , n ∈ N} .
1. If λ ≠ 0 then λ ∈ σ(Aθ) iff
0 = θ11
√
λ cos
√
λa + θ22√λ cos√λa − λ sin√λa
+ θ11θ22 sin√λa − ∣θ12∣2 sin√λa + 2R(θ12)√λ
(note that the validity of this condition is independent of which square root of λ we take)
and:
0 ∈ σ(Aθ) iff a∣θ12∣2 − θ11 − aθ11θ22 − θ22 − 2R(θ12) = 0.
For instance, letting θ11 = θ22 = θ12 = 0, we have σ(AN) = {(nπa )2 , n ∈ N0} .
2. If λ ≠ 0 then λ ∈ σ(Aw1w2θ) iff
−√λ cos√λa + 2R(w1w2)√λ − θ sin√λa = 0
and 0 ∈ σ(Aw1w2θ) iff aθ − 2R(w1w2) + 1 = 0.
The Green’s functions for each of these cases is treated in the following:
0. The Green’s function for the Dirichlet extension AD is given in terms of the kernel
g(x, y;λ). For λ ∈ C/{(nπ
a
)2, n ∈ N0}, define:
g(x, y;λ) = sin
√
λ(a − x>) sin√λx<√
λ sina
√
λ
,
where x<∶=min{x, y}, x>∶=max{x, y}. And for λ = 0, let:
g(x, y; 0) = (a − x>)x<
a
.
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1. The Green’s function for the s.a.e. of the first kind is given by the following. For λ ∈
ρ(Aθ)/{0}:
g(x, y;λ)
= A
⎡⎢⎢⎢⎢⎢⎣
λ cos
√
λ(a − x>) cos√λx< + θ22√λ sin√λ(a − x>) cos√λx<+θ11√λ cos√λ(a − x>) sin√λx< + θ11θ22 sin√λ(a − x>) sin√λx<+∣θ12∣2 sin√λ(x> − a) sin√λx< +C(x, y)(θ12)√λ sin√λ(x< − x>)
⎤⎥⎥⎥⎥⎥⎦
,
where
A−1 =√λ[ θ11
√
λ cos
√
λa + θ22√λ cos√λa − λ sin√λa+θ11θ22 sin√λa − ∣θ12∣2 sin√λa + 2R(θ12)√λ ] ,
and for k ∈ C,
C(x, y)(k) = { k if x < y.
k if x ≥ y.
If 0 ∈ ρ(Aθ), then
g(x, y,0) = A[ (a − x>)x<∣θ12∣2 − θ11x< + (x> − a)x<θ11θ22+(x> − a)θ22 − 1 +C(x, y)(θ12)(x> − x<) ] ,
where A−1 = a∣θ12∣2 − θ11 − aθ11θ22 − θ22 − 2R(θ12).
In particular, the Green’s function for the Neumann extension AN is given as follows:
For λ ∈ C/{(nπ
a
)2, n ∈ N0}, define:
g(x, y;λ) = −cos
√
λ(a − x>) cos√λx<√
λ sina
√
λ
.
2. The Green’s function for the s.a.e. of the second kind is given as follows.
For λ ∈ ρ(Aw1w2θ)/{0},
g(x, y;λ)
= A[ ∣w1∣2
√
λ sin
√
λ(x> − a) cos√λx< +√λC(x, y)(w1w2) sin√λ(x< − x>)+θ sin√λ(x> − a) sin√λx< − ∣w2∣2√λ cos√λ(x> − a) sin√λx< ] ,
where A−1 =√λ [−√λ cos√λa + 2R(w1w2)√λ − θ sin√λa] .
If 0 ∈ ρ(Aw1w2θ), then
g(x, y; 0) = A[θ(a − x>)x< +C(x, y)(w1w2)(x> − x<) + ∣w1∣2(a − x>) + ∣w2∣2x<],
where A−1 = aθ − 2R(w1w2) + 1.
11.4 Self-adjoint Extensions of minus the Laplacian plus mass
We shall show here that the s.a.e.s of the operator A = −div h ○ grad h + m2 is easily given
in terms of the s.a.e.s of −div h ○ grad h. The corresponding Green’s functions are then easily
constructible. This situation is covered by the following more general problem:
Proposition 11.3. Let A be a linear operator on a (real or complex) Hilbert space H. For
µ ∈ R define the linear operator A + µ via the domain D(A + µ) = D(A), (A + µ)φ = Aφ + µφ.
Then the following are true:
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1. A is closable iff A + µ is closable.
2. If A is closable then: A + µ = A + µ.
3. A is self-adjoint iff A + µ self-adjoint.
4. A is e.s.a. iff A + µ is e.s.a..
5. If A is a symmetric linear operator and {Aγ ∶ γ ∈ Γ} are all the s.a.e.s of A (Γ = φ is
possible). Then the s.a.e.s of A+µ are precisely {Aγ +µ∶ γ ∈ Γ}. Additionally, σ(Aγ +µ) =
σ(Aγ) + µ and if Gλ is the resolvent of Aγ at λ ∈ ρ(Aγ) then Gλ+µ is the resolvent of
Aγ + µ for λ + µ ∈ ρ(Aγ + µ).
Proof. The proposition is easily proven directly by the definitions of closability, self-adjointness
etc.
We now apply this proposition to the problem of finding the s.a.e.s of the Klein-Gordon
operator on a Riemannian manifold, for which we already know all the s.a.e.s of minus the
Laplacian. For instance let Σ = S1. This was treated in Section 11.1. Let H = L2(S1) (the
Borel measure on S1 being induced by the Riemannian metric on S1). Define the linear operator
A on H:
D(A) = [C∞0 (S1)] = [C∞(S1)]
A([φ]) = −[φ′′] for φ ∈ C∞(S1).
Consider B = A + m2. We are using the previous notation. So D(B) = D(A). Then,
according to the previous proposition, as A is e.s.a. so also is B and:
D(B) =D(A) =W 2,2(S1) = {φ ∈ L2(S1) s.t. φ′, φ′′ ∈ L2(S1)}.
Since σ(A) = σdisc(A) = {n2∶ n ∈ N0}, then the spectrum of B is:
σ(B) = σdisc(B) = {n2 +m2∶ n ∈ N0}.
Using the chart: φ∶ U = S1/{1} → (0,2π), φ−1(θ) = exp iθ, define the function g∶ U ×U ×C/{n2+
m2∶ n ∈ N0}→ C by:
g(θ,φ;λ) = i
2
√
λ −m2 [exp i
√
λ −m2∣θ − φ∣ + 2cos
√
λ −m2(θ − φ)
exp(−2πi√λ −m2) − 1] .
Clearly as before, this expression for g does not depend on the choice of square root of λ−m2
taken. It follows from Proposition 11.3 that g so defined is the Green’s function for B, that is,
it generates its resolvent.
11.5 Example of Wald Dynamics satisfying suppφ ⊈ J(K)
We shall show here by means of the examples just given that there exist simple standard static
spacetimes and Wald dynamics generated by a s.a.e. AE such that suppφ ⊈ J(K) for some
initial data (φ0, φ˙0), where K = suppφ0 ∪ supp φ˙0.
Consider the example considered in Section 11.3, that is Σ = (0, a), so M = R × (0, a),
g = dt2 − dx2. (See Figure 3). Take, for instance, θ =(0 1
1 0
) and pick the s.a.e. Aθ of A. Thus its
domain is given by: D(Aθ) = {φ ∈ W 2,2(0, a)∶ φ′(0) = φ(a), φ(0) = −φ′(a)}. From this we can
see that if φ′(t, a) ≠ 0 then so is φ(t,0) and hence φ is non-zero in a neighbourhood of (t,0) and
so also non-zero at points outside J(K).
33
R ×Σ
Σ0
t∞(K)
K
J+(K)
Figure 3: Wald dynamics sat-
isfying: suppφ ⊈ J(K), where(M,g) = (R × (0,1), dt2 − dx2).
For some s.a.e.s AE there ex-
ist points in the shaded area
at which φ is non-zero though
they are clearly not contained
in J+(K).
11.6 Example of non-bounded below acceptable self-adjoint extensions of
minus the Laplacian
We shall, in this section, construct examples of non-bounded below acceptable s.a.e.s of minus
the Laplacian on certain choices of simple Riemannian manifolds (though our example shall be
on a disconnected manifold). In particular, this shows that the class of solutions to the Cauchy
problem of the Klein-Gordon equation on non-globally hyperbolic spacetimes constructed in
this paper a nontrivial extension of the application of theory of Wald [38] from bounded-below
s.a.e.s to acceptable s.a.e.s (Wald considered only those that were positive).
Before we begin the construction, we shall briefly describe some necessary background. It
concerns the the direct sum of linear operators on Hilbert spaces. Given a sequence Hn of (real
or complex) Hilbert spaces, then the direct sum is defined as usual as:
H =⊕
n∈N
Hn ∶= {(φn)n ∈ N such that ∑
n∈N
∣∣φn∣∣2n <∞} ,
where ∣∣ ⋅ ∣∣n is the norm in the Hilbert space Hn.
Definition 11.4. For each n ∈ N, let An be a linear operator on the Hilbert space Hn. Then
define the linear operator A on H as the direct sum of the linear operators An as follows:
D(A) = {φ = (φn)n∈N such that φn ∈D(An) and ∑
n
∣∣Anφn∣∣2n <∞}
(Aφ)n = Anφn.
We then define the countable direct sum ⊕n∈NAn of the operators An to be the operator A.
Proposition 11.5. The following are true:
1. If all the linear operators An are densely defined (closed, symmetric, self-adjoint), then A
is densely-defined (closed, symmetric, self-adjoint) respectively.
2. If all the linear operators An are bounded, then the sequence (∣∣An∣∣n) is bounded iff A =
⊕n∈NAn is a bounded linear operator.
3. The spectrum σ(A) is obtained from the spectra σ(An) by the relation: σ(A) = ⋃n σ(An).
4. If each operator An is a orthogonal projection operator on Hn, then A is an orthogonal
projection operator on H.
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5. If all the operators Pn are projection-valued measures (p.v.m.s) on Hn, then P is a p.v.m.
on H defined by:
PΩ =⊕
n∈N
(Pn)Ω for each Ω ⊆ R Borel.
We shall denote this p.v.m. P by ⊕n∈NPn.
6. Let all the operators An be self-adjoint. If Pn is the projection-valued measure (p.v.m.)
on Hn associated to An via the spectral theorem and P is the p.v.m. on H associated to
A, then:
P =⊕
n∈N
Pn.
7. If all the operators An are self-adjoint and f ∶ R→ R is Borel measurable, then:
f(⊕
n∈N
An) =⊕
n∈N
f(An),
where we are using the spectral theorem to define the self-adjoint operators f(⊕n∈NAn)
and f(An).
The proof of this proposition is an exercise in functional analysis (see e.g. Reed and Si-
mon [28] or Birman and Solomjak [9]). The proof is omitted here for brevity.
Using this notation, we construct such extensions as follows: Given a fixed Riemannian
manifold (Σ, h), we shall first consider the case of constructing a s.a.e. A of minus the Laplacian
on (Σ′, h) = (Z×Σ, h) from s.a.e.s (An)n∈Z of minus the Laplacian on (Σ, h). We then show that
if all the s.a.e.s An are acceptable, then so is A. We then give necessary and sufficient conditions
for A to be non-bounded below before giving a concrete example. We state our results in the
form of the following proposition.
Proposition 11.6. Fix a Riemannian manifold (Σ, h) and define (Σ′, h) = (Z×Σ, h). Consid-
ering the Hilbert spaces L2(Σ, dvolh) and L2(Σ′, dvolh) then we have the following isomorphism:
L2(Σ′, dvolh) ≅⊕
n∈Z
L2(Σ, dvolh).
Define the following linear operators A and A′ on the Hilbert spaces L2(Σ, dvolh) and
L2(Σ′, dvolh) as follows: D(A) = [C∞0 (Σ)], A[φ] = [−◻hφ] for φ ∈ C∞0 (Σ) and similarly for
A′. For simplicity, we shall treat the aforementioned isomorphism as an identification. Then
we have the following relationship between D(A) and D(A′):
D(A′) = {φ ∈⊕
n∈Z
D(A) such that φn ≠ 0 for at most finitely many n} .
Now, for each n ∈ Z, let AE,n be a s.a.e. of A and define the operator A′E =⊕n∈ZAE,n. Then:
1. A′E is a s.a.e. of A
′.
2. If for all n, AE,n is an acceptable s.a.e. of A, then A
′
E is an acceptable s.a.e. of A
′.
3. σ(A′E) = ⋃n∈Z σ(AE,n).
Therefore, if for all n, AE,n is an acceptable s.a.e. of A and if ⋃n∈Z σ(AE,n) has no lower bound
in R, then A′E is a non-bounded below acceptable s.a.e. of A
′.
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Remark. In the equation relating D(A) with D(A′) we are adopting the following notation: If
H =⊕n∈ZHn is the countable direct sum of Hilbert spaces, then if for each n, Vn ≤Hn is a (not
necessarily closed) subspace, then we define:
⊕
n∈Z
Vn ∶= {φ ∈⊕
n∈Z
Hn such that φ ∈ Vn for each n} .
With this notation, note that in general: D(⊕n∈ZAn) ≠⊕n∈ZD(An) but rather:
D(⊕
n∈Z
An) = {φ ∈⊕
n∈Z
D(An) such that ∑
n∈Z
∣∣Anφn∣∣2 <∞} .
Proposition 11.6. It follows from the previous proposition, that AE is a self-adjoint operator on
L2(Σ′, dvolh). We must first show that it is in fact a self-adjoint extension of A′.
By definition of A′E we have:
D(A′) = {φ ∈⊕
n∈Z
D(A) such that φn ≠ 0 for at most finitely many n}
⊆ {φ ∈⊕
n∈Z
D(AE,n) such that φn ≠ 0 for at most finitely many n}
⊆ {φ ∈⊕
n∈Z
D(AE,n) such that ∑
n
∣∣AE,nφn∣∣2n <∞}
=D(A′E)
If φ ∈ D(A′) = {φ ∈⊕n∈ZD(A) such that φn ≠ 0 for at most finitely many n} , then (AEφ)n =
AE,nφn = Aφn = (A′φ)n. This proves Statement 1.
Let AE,n be an acceptable s.a.e. of A for each n. Then, for all t > 0:
[C∞0 (Σ′)] =D(A′)
= {φ ∈⊕
n∈Z
D(A) such that φn ≠ 0 for at most finitely many n}
⊆ { φ ∈⊕n∈ZD(exp((A−E,n)1/2t))
and ∑n∈Z ∣∣ exp((A−E,n)1/2t)φn∣∣2 <∞ }
=D(exp((A′−E )1/2t)),
where the last equality follows from Statement 7 of Proposition 11.5, which gives:
exp((A′−E )1/2t) =⊕n∈Z exp((A−E,n)1/2t). Therefore, A′E is also an acceptable s.a.e. of A′.
The last statement follows from Statement 3 of the previous proposition.
Lemma 11.7. Let Σ = (0,∞) and pick a sequence αn ∈ (−π2 , π2 ] indexed by n ∈ Z such that
for all 0 < ǫ < π
2
there exists n with αn ∈ (−ǫ,0). Define AE,n = Aαn . Then, the corresponding
operator A′E =⊕n∈ZAαn is a non-bounded below acceptable s.a.e. of minus the Laplacian.
Proof. Note that the s.a.e.s Aα were defined in Section 11.2 as:
D(Aα) = {φ ∈W 2,2(0,∞) s.t. cosα ρ(φ) = sinα τ(φ)}.
The spectra of these s.a.e.s were given by the following:
σ(Aα) = { [0,∞) for α ∈ [0, π/2][0,∞) ∪ {− cot2 α} for α ∈ (−π/2,0) .
So, since limx→0 cot
2 x =∞ then, by Statement 3 of Proposition 11.6, σ(A′E) = ⋃n∈Z σ(Aαn) has
no lower bound in R, i.e. inf σ(A′E) = −∞ and A′E is not bounded below. That A′E is still an
acceptable s.a.e. of minus the Laplacian follows from the previous proposition.
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12 Summary
We have shown the existence and uniqueness properties of solutions of the Klein-Gordon equa-
tion on arbitrary standard static spacetimes based on “acceptable” self-adjoint extensions AE of
the symmetric linear operator A, as defined in equation (2.3). The proof of the existence (Sec-
tion 4) was based on work by Wald [38], though differs in the following: Our treatment utilised
the more recent result of Bernal and Sanchez [6]. Also, we have shown that the construction
of solutions is valid also when the self-adjoint extension is merely acceptable (Definition 2.3).
Separate to the work of Wald, we prove in this paper a result concerning the uniqueness of
the Wald solutions and used this to prove a result on their support. The stronger statement:
suppφ ⊆ J(K) for K = supp (φ0)∪supp (φ˙0), which was a condition on the dynamics in the later
paper by Wald and Ishibashi on this topic [39], was seen to be false in general. In Section 11.5
we give a simple example where suppφ ⊈ J(K).
Also, using the uniqueness result, we defined the space of solutions in Definition 5.5, con-
structed both the “energy form” and the “symplectic form” on the space of solutions (Sections 8
and 9 respectively) and analysed some symmetries of the space of solutions (Section 10).
In Section 11.6 we constructed an acceptable non-bounded below s.a.e. AE of minus the
Laplacian on a particular (disconnected) Riemannian manifold (specifically: Σ = Z × (0,∞)
with the Riemannian metric induced from that of R2). This example then shows that the
extension of the theory of Wald [38] from bounded-below s.a.e.s to acceptable s.a.e.s carried out
in this paper is non-trivial (Wald considered only positive s.a.e.s).
We shall now discuss avenues of further work on the subject of this paper. We list them as
follows, some of which are related:
1. The well-posedness of the Cauchy problem for the Klein-Gordon equation often has a
stronger meaning than that used in this paper. The stronger sense includes continuity
of the map C∞0 (Σ) × C∞0 (Σ) → C∞(M), (φ0, φ˙0) ↦ φ. A problem unanswered in this
paper is whether our solution to the Cauchy problem generated by an acceptable s.a.e. is
well-posed in this sense.
2. Once the answer to the previous open problem is known, a natural question in line with the
paper by Wald and Ishibashi [39] is whether there are necessary and sufficient conditions
on a solution to the Cauchy problem to be generated by an acceptable s.a.e. via this paper.
Since their paper dealt with the case of sufficient conditions for the Cauchy problem to
be generated by a positive s.a.e. then this would be an extension of their work to the
present case.
3. An important question, connected with Statement 3, is whether or not there exists dynam-
ics conserving the symplectic form constructed in Section 9 (but possibly not conserving
an energy form), that is not generated by a s.a.e. via the construction in this paper. This
question posed by Kay and Studer [18] (Appendix A.2) is still unanswered.
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