Abstract A broken-bond type computational method has been developed for the calculation of the five-dimensional grain boundary energy. The model allows quick quantification of the unrelaxed five-dimensionally specified grain boundary energy in arbitrary orientations. It has been validated on some face-centred cubic metals. The stereo projections of grain boundary energy of P 3, P 5, P 7, P 9, P 11, P 17b and P 31a have been studied. The results of Ni closely resemble experimentally determined grain boundary energy distribution figures, suggesting that the overall anisotropy of grain boundary energy can be reasonably approximated by the present simple model. Owing to the overlooking of relaxation matter, the absolute values of energy calculated in present model are found to be higher than molecular dynamic-based results by a consistent magnitude, which is 1 J/m 2 for Ni. The coverage of present method forms a bridge between atomistic and meso-scale simulations regarding polycrystalline microstructure.
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Introduction
Ten years ago, in situ observation of growing single crystals was made possible by a real-time three-dimensional X-ray diffraction technique [1] . Owing to recent advances in materials characterization methods, 3D reconstruction of true polycrystalline microstructures is now achievable via combination of electron backscatter diffraction (EBSD) mapping and focused ion beam (FIB) serial sectioning techniques [2] [3] [4] [5] [6] [7] [8] . Based on these refined frameworks, both property predictions and evolutionary history tracking from meso-scale computational methods such as finite element and phase field simulations have become tangible [9] [10] [11] . Nevertheless, in contrast to the well-established understandings regarding grain properties, comprehensive quantification of grain boundary (GB) and interface properties, especially their orientation dependence, has yet to be accomplished. The principal hardship of the matter resides in the geometric complexity of GBs. Technical specification of a particular GB requires five macroscopic geometric degrees of freedom (DOF): three DOFs describe the crystallographic orientation relationship (OR) or ''misorientation'' between the two pertinent lattices, and further two identify the interface plane where the two grains join [12] . Another equivalent commonly seen notation is the axisangle pair presentation. Apart from the macroscopic DOFs, the microscopic relaxations within GB, such as atomic reconstruction and vacancy redistribution, add more dimensions to the already complicated situation. Conventional approaches generally treat the anisotropy of GB properties in a binary manner [13] . For the GBs with relatively small deviation on either misorientation or interface plane from a perfect lattice match, their properties are thought to scale metrically according to the corresponding deviations. For the GBs with comparatively high deviations, on the other hand, the properties are considered to be similar to a constant which represents any ''random'' GB. However, recent work by Olmsted et al. [14] on the GB energy of elementary Ni reported a significant span from 0.6 to 1.4 J/m 2 for the ''random'' GBs alone, suggesting that the conventional binary treatment on GB properties is too simple and incorrect. An exhaustive 5D study, therefore, is still necessary towards systematic understanding of the matter. Existing models that are able to cope with the five dimensions of GB belong to either atomistic simulations or geometric approaches [12, [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] . These two groups possess distinctive strengths and weaknesses. Atomistic simulations, mostly molecular dynamics (MD)-based methods, can calculate the absolute GB energy with consideration of atomistic relaxations, thus are able to provide more precise and accurate results. Nevertheless, the required computational resource is proportional to the simulation cell size, which escalates as the crystallographic complexity of the GB grows. This fact renders it more appropriate for insightful investigation on the properties of a well-defined coherent GB, instead of scanning across the 5D space to assess the full anisotropy of GB properties. A noteworthy contribution of MD-based works can be the construction of grain boundary energy database followed by its usage in phase field modelling (PFM) study for microstructure evolution of Fe [11, 17] . However, the database only consider CSL boundaries corresponding to P B 33, whereas other work [14] claims that CSL boundaries with higher P values share similar GB energy values. Geometric approaches, on the other hand, attempt to develop rules of general usefulness in the 5D continuum. Current methods that fall in such category include the O-lattice, Dg and invariant-line methods. Such approaches quantify either the 2D (GB/interface plane) or 3D (lattice) mismatches of the constituent atoms in the reciprocal space and determine the anisotropic strength accordingly. However, the qualitative nature of most geometric approaches makes them more useful for searching preferable ORs but not a competent quantifying tool.
It would seem that a better approach may be proposed by combining the strengths of both aforementioned categories. Evaluation on existing geometric models reveals that they generally focus on the number of chemical bonds created or broken upon the advent of an interface, but overlook the nature of these interactions. In other words, none of the existing geometric approaches consider the microscopic DOFs that arise from a macroscopically specified GB. This explains why most geometric approaches share the same inability to offer quantifiable results. Brief consideration on the possible relative movements between the relevant lattice planes reveals three microscopic DOFs associated with elastic GB plane relaxations. Note that the microscopic DOFs relating to the ''plastic'' GB plane relaxations, which consist of symmetry-breaking redistribution of atoms and vacancies along the GB plane, are yet to be discussed.
In this paper, full 5D plots of GB energy are approximated by a newly developed geometric model combined with the Monte Carlo (MC) method. The model allows energy estimation of arbitrarily oriented GBs which cannot be constructed through either MD or experimental methods. Application of the model on elementary facecentred cubic (FCC) metals delivers results that are comparable to those reported in automated EBSD-FIB-based researches [5, 6] . The article is organized as follows. The theoretical aspects and implementation of the model are covered in Sect. 2. The results are presented in Sect. 3, followed by discussion on top of comparison with recent experimental and MD findings in the literature. Finally, Sect. 4 concludes the present work.
Theory and Implementation
Thermodynamically, the GB energy discussed here can be defined as the interfacial excess of free energy of the materials. It can be expressed in the Dupré equation [31] as follows:
where r 12 represents the interfacial energy of the two solid species 1 and 2; r 1v and r 2v denote the superficial or solid/vapour energy of species 1 and 2, respectively; W sep refers to the work of separation for the destruction of such an interface. If Eq. (1) is to be used to assess the 5D GB energy plot, orientation-specified r 1v , r 2v and W sep must be quantified for any arbitrary orientation.
Quantification of Orientation-Specified Surface Energy
Quantification of surface energy for arbitrarily high-indexed orientations via atomistic methods has proven to be difficult, as the surface in question can be tricky to imitate in the simulation cell. On the other hand, if pair potentials are considered instead of N-body potentials, it is possible to assess the unrelaxed specific surface energy for any arbitrary orientations through a geometric approach. In our latest work [32] , we proposed a long-range broken-bond model which allows the computation of the surface energy of elementary fcc metal in arbitrary orientations. The model considers up to the fourth nearest neighbouring (fourth NN) interactions and produces results which are in good agreement with experimental findings and other computational methods.
The absolute unrelaxed orientation-specified surface energy can be assessed via the following equation:
wheren represents the outward unit normal vector of the surface; X denotes the relevant atomic volume; / b 1 and the
terms are bond strength-related coefficients which are determined from the Rose-Vinet universal potential equation [33] ; finally, the P b nd terms refer to geometric factors associated with the relevant NN interactions. Table 1 details the input parameters used in the present study for Eq. (2).
A simple EAM-based consideration suggests that the N-body component neglected by the above approach is about 3% E c depending on the choice of the empirical model.
Quantification of Orientation-Specified Work of Separation
In a simple assumption, the work of separation can be treated as the work required to overcome the resulting chemical binding energy across the relevant interface. Such a concept is comparable to the ''cleavage energy'' term proposed by Wolf [24] . In a geometric, pair potential-based approach, where the bond strengths are solely dependent on interatomic distances, the total chemical binding energy can be evaluated simply by sampling all interactions between the atoms within the effective potential radius of a reference point which resides on the interface plane. If the atomistic relaxations are neglected, then there is no orderbreaking redistribution of atoms or vacancies along the interface. Such simplification circumvents the usage of time-step methods and allows quick scanning over vast amounts of orientations. The relative impacts of the elastic and plastic GB plane relaxations on the GB energy can be peeked from the works by Wolf [24] , in which the correlations between structure, energy and ideal cleavage for symmetrical GBs in fcc metals were studied. It is proposed that the elastic relaxations play a critical role, whereas the plastic relaxations, which scale with the GB complexity, have a relatively small effect on GBs with comparatively low energy. We aim for a model which is able to cope with elastic GB plane relaxations when the ''plastic'' GB plane relaxations are neglected. It should be reminded that the binding energy obtained for a macroscopically specified point is not unique but greatly depends on the initial configuration of the actual GB. As such, the orientation, according to the quantification of GB properties, a seemingly 5D problem, is indeed an 8D problem of finding the minimum in the microscopic [3D subspace for each definable point in the 5D macroscopic space. The goal here, therefore, is not to compute a single absolute energy value, but to search for the maximum in the microscopic domain for every point defined in the macroscopic space. Although exhaustion of all nonequivalent starting configurations is theoretically possible, the actual number of these configurations varies significantly from one GB to another. Olmsted and colleagues reported numbers from 500 to 50,000 depending on the GB complexity [14] . Additionally, given the black-box nature of the microscopic domain, finding the global maximum of the work of separation, or equivalently the global minimum of interface energy, cannot be guaranteed. It should also be noted that, in our approach, some of the essentially equivalent configurations may yield different energy values ii if n Á ½121 ! 0, n Á ½112 0 and n Á ½121 ! 0; iii if n Á ½112 0 and n Á ½121 0; iv if n Á ½112 ! 0 and n Á ½121 0; v if n Á ½112 ! 0 and n Á ½121 ! 0 as atomistic relaxations are overlooked. This fact will boost the already considerable number of non-equivalent starting configurations to an even higher scale. Based on the above concerns, instead of carefully sorting out the non-equivalent initial configurations for each GB, we decide to adopt a Monte Carlo (MC)-based method for the maximum search. According to the work by Olmsted et al., though varies largely in numbers, the majority (more than 50%) of non-equivalent starting configurations returned the same energy value, which essentially is, or at least very close to, the found minimum. Moreover, there are quite a few (up to 10%) configurations demonstrating much higher energy values than that of the majority, but the gap between the found minimum and the most populated values is small (\5%). This suggests that the difference between the most populated energy values and the found minimum may be of second-order importance. If we assume the configurations are evenly distributed in space and consider a 99% confidence interval, performing 1000 random searches in the corresponding domain will cover 99.5% of all candidate configurations. We believe such a method is sufficiently competent for the present goal.
Implementation
Consider a randomly sampled GB segment in practice. Among its five macroscopic DOFs, the three regarding misorientations are generally unchanged as the parent grains cannot rotate freely, whereas the other two representing GB plane orientation are probably continuous for any non-straight GB. With this fact in mind, we decide to format our output as separate projections sorted against their corresponding OR matrices. If two abutting lattices are denoted as X and Y, the corresponding OR matrix, namely the coordinate transformation matrix which transfers the vector presentation from the coordinate system of X to that of Y, can be referred to as (YJX) if X is treated as the reference lattice. Detailed approaches regarding transforming axis-angle pair presentations, e.g. 111 h i60 to their equivalent (YJX) can be found in the textbook by Bhadeshia [34] .
The present work on elementary fcc metals began with the construction of two identical supercells of X, one of which is then transformed into a supercell of Y. After that, a specific GB plane orientation is chosen, and the anisotropic surface energy is calculated through Eq. (2). A reference point is then randomly generated within the primitive cell located in the middle of each of the two supercells. In the next step, the two supercells are both halved by a plane of chosen orientation across their corresponding reference points, before the halves are brought together with the reference points coinciding each other. A cylindrical region centred at the combined reference point with its basal planes parallel to the GB plane is subsequently picked for the calculation of the binding energy. For every overlapping atom pair, we insert an atom in their mean position and vary the cut-off distance from 0.5 to 0.8 equilibrium first NN distance. The above process is treated as the construction of a single starting configuration and is repeated for 1000 more times during which the maximum binding energy is recorded. The approximate absolute value for this specific GB plane orientation is then computed via Eq. (1), before the programme scans through the rest of the GB plane orientations for the OR of interest.
Results and Discussion
The northern stereographic projections of pure twist P 3, P 5, P 7, P 9, P 11, P 17b and P 31a ORs are constructed. The detailed (YJX) matrices and their equivalent axis-angle pair presentation are listed in Table 2 . Each of the projections consists of 8320 data points among which the colormap was interpolated. The figures are plotted as scattered points. The figures are based on results of elementary Ni, regarding which readily comparable results exist in the literature. Projections of other FCC metals exhibit similar topographic patterns. As a general remark, the figures demonstrate complex yet distinct patterns which vary greatly from one OR to another. The results of the P 3 OR, which is given in Fig. 1a , unsurprisingly shows a global minimum on the (111) pole, where the coherent twinning resides. It also demonstrates that two strong threefold symmetries radiated from the (111) pole towards the {100} and {110}, respectively. A number of smaller and shallower cusps can be seen but indicate no apparent symmetry. Figure 1b depicts the pole diagram of the P 5 OR, where full cubic symmetry seems to have been restored. A number of equally weighted local minimums can be seen located on the {111}, {100} and {110} poles. Figure 1c, showing the projection of the P 7 OR, also strongly favours the (111) orientation. Unlike Fig. 1a , however, the small cusps now sit on the 110 h i zone circles and follow no simple symmetries. The pattern presented in the P 9 OR plot, given in Fig. 1d , differs from the previous three by showing a distinctive ''groove'' along the [110] zone circle. Figure 2a , which carries the projection of P 11, somewhat resembles Fig. 1d , but possesses fewer yet deeper cusps on the (001) and ð1 1 1 Þ poles. The anisotropy of the P 17b and the P 31a ORs, which possess relatively high P values, is mapped in Fig. 2b , c, respectively. Both of these figures show little similarity to the previously discussed results. A prominent impact of GB plane inclination on GB energy is observed in our finding. This means that the anisotropy of GB properties cannot be meaningfully depicted by disorientation angle alone. The studied ORs show similar spreads of calculated energy values, with an exception of P 17b OR, which exhibits systematically higher energy values than the rest. This suggests that the spread of GB energy for a given OR may be largely controlled by its misorientation axes. The P number, which represents the coincident site density of the joined lattices in the reciprocal space, was found to have no conclusive influence on the number, strength or location of favoured poles. Twist boundaries with 111 h i rotation axis always exhibit cusps in the vicinity of (111) pole. These findings are in agreement with several recent remarks [5, 14, 18, 29, 30] .
Our results demonstrate a striking similarity to experimentally observed grain boundary energy distribution (GBED) figures [5, 6] . In particular, the topographies of highly populated P 3 and P 9 ORs are faithfully resembled. For the scarcely sampled P 5 and P 7 ORs, somewhat larger discrepancies are seen. It should be reminded that, in practice, the GBs are sampled according to Brandon's criterion under room temperature, with their orientations somehow artificially smoothed. As such, the high portion of our 0 K anisotropy features retained in GBED figures is unexpected. In this sense, the true anisotropy of GB energy may be more significant than what was previously believed. On the other hand, despite possessing similar spreads of GB energy, the P 9 OR GBs are observed in a distinctively higher population than those of P 5 and P 7 ORs [5, 35] . This also contradicts with recent MD findings which suggest that P 5 and P 9 ORs share similar spread of absolute GB energy values, both higher than that of P 7 [14] . Based on these informations, one may think that the relative abundance of a particular GB may not be solely determined by its GB energy values. Although seemingly surprising, the above statement can be easily justified by the texture dependence of alloys on their thermomechanical processing history. Considering the observed case of P 9 OR GBs, it may be hypothesized that the practically favoured ORs do not necessarily possess absolutely low GB energy values, but instead show grooves along which dislocation movements are favoured. The above hypothesis is consistent with the fact that curved GBs are commonly observed. Another point to note is that the ''real'' GBs measured in reality might not reside on the optimum states, as doing so may render contiguous GBs more energetically unfavourable, thus raise the energy of the whole system. As such, how to estimate the ''real'' GB properties, which are likely to be associated with metastable states, is still a big challenge. These thoughts may be better answered by expanding current research to other lattice systems.
It is interesting to note that our calculated GB energy values are higher than molecular dynamic (MD)-based values by a consistent magnitude of 1 J/m 2 for Ni [14] . In this work, the minimums found for the P 5, P 7 and P 9 OR are 1.31, 1.23 and 1.28 J/m 2 , respectively, which are not much higher than the 1.06 J/m 2 value found for the P 3 coherent twinning. The corresponding values given by Olmsted et al. were roughly 0.9, 0.5, 0.9 and 0.06 J/m 2 , respectively. The maximum energy value found in this work for each OR is consistently around 2.65 J/m 2 except for P 17b, which demonstrates a spread with roughly 1 J/m 2 higher. Olmsted et al. [14] reported values of between 1.4 and 1.6 J/m 2 , which are 1 J/m 2 lower. Consider the present work is sampling much more GB than the MD studies, it is reasonable for our results to demonstrate a relatively wider spread of GB energy. We believe that this consistent difference is mainly caused by our overlooking of plastic GB plane relaxations and the multi-body influences. The fact that our minimum search method is somewhat coarse compared to those employed in MD simulations might also be part of the cause, and increasing MC iteration number will definitely help. However, consider the fact that a true minimum must be a minimum in terms of both elastic and plastic GB plane relaxations, and any cusps reported in the current work must be retained in the true 5D topography, though their absolute depths might be wrongly estimated. In other words, it is difficult to imagine that the full characteristics of a freshly created GB will be completely destroyed in the subsequent redistribution of atomic species. A good example of this can be the lowenergy P 11 110 h i50:47 ð 1 1 3 Þ=ð 1 1 3 Þ GB which is discovered by Hasson et al. [36] . Our results suggest a value of 1.8 J/m 2 with a shallow yet distinct cusp of this particular GB in Fig. 2a, whereas Olmsted et al. [14] reported a value of 0.4 J/m 2 . Note that this particular GB is not one of the global minimums of P 11 OR, which are located on the (001) and ð 1 1 1 Þ poles. One noteworthy explanation of this matter can be that the ð 1 1 3 Þ=ð 1 1 3 Þ GB is associated with much higher plastic relaxation energy when compared with the two ''fake'' poles and thus is indeed the global minimum. Or, alternatively, as the two deepest cusps are located in the vicinity of ð 1 1 1 Þ=ð 001 Þ GB in the 5D continuum, they may be the true cusps for this OR, but their population is somehow diluted by the Brandon's criteria employed in the characterization process. It should be highlighted that our results provide GB energy values for any arbitrary orientations, which are very useful input parameters in meso-scale simulation tools [37] . Some may argue that the values regarding irrational orientations have no physical meaning, as these GBs do not exist naturally. Surely, in reality, two adjacent, arbitrarily complex GBs may well possess identical structure when fully relaxed. However, in practice, the relative ''unstabilities'' of these GB must be mathematically explained in the simulation tools to offer convincing results. In these cases, we are more interested in how quick and how much the GB energy changes across the 5D continuum. The current model may not be best suited for insightful researches regarding GBs with well-recognized characteristics, but is useful for systems where a general understanding has not been established. The method also works as a simple approach to provide ready-to-use input GB energy data for meso-scale simulations, one that can be easily integrated into other frameworks. Here, we have kept the model as cleans as possible in the hope that potential users may parametrize it in the ways they see fit. Finally, as a completely general method for the calculation of GB energy, this model has yet to be tested for various types of GBs involving metal/metal, ionic/ionic and metal/ ionic interfaces to determine its range of validity and predictive power. It will be of great interest to expand the current work into the above-mentioned fields.
Conclusions
Quantification of GB energy across the full 5D macroscopic continuum has been achieved by a newly proposed geometric method. Northern stereo projections of typical P 3, P 5, P 7, P 9, P 11, P 17b and P 31a ORs are constructed for elementary Ni. The topographies are in general complex with no apparent trends to be concluded. Both misorientation and GB plane inclination are found to have a prominent impact on the energy values. The number, depth and position of cusps show no conclusive relationship against the P values, but are found to be dependent on the misorientation rotation axes. GBs located in the vicinity of the {111} poles are generally favoured in terms of energy. The plots for P 3, P 5, P 7 and P 9 ORs share the main features of experimentally determined GBED figures. The calculated values of absolute GB energies demonstrated a similar window of spread as compared to MD findings, but are consistently higher in magnitude by 1 J/m 2 for Ni. Parametric fittings based on the current framework to MD results may be powerful supplementaries to existing meso-scale simulations on polycrystalline microstructures.
