Chi-squared tests for lack of fit are traditionally employed to find evidence against a hypothesized model, with the model accepted if the Karl Pearson statistic comparing observed and expected numbers of observations falling within cells is not 'significantly large'. However, if one really wants evidence for goodness of fit, it is better to adopt an equivalence testing approach in which small values of the chi-squared statistic are evidence for the desired model. This method requires one to define what is meant by equivalence to the desired model, and guidelines are proposed. Then a simple extension of the classical normalizing transformation for the non-central chi-squared distribution places these values on a simple to interpret calibration scale for evidence. It is shown that the evidence can distinguish between normal and nearby models, as well between the Poisson and over-dispersed models. Applications to evaluation of random number generators and to uniformity of the digits of pi are included. Sample sizes required to obtain a desired expected evidence for goodness of fit are also provided.
Introduction 1.Background and summary
Tests for lack of fit based on the Karl Pearson Pearson (1900) statistic have been the subject of numerous theoretical and applied research papers, see Greenwood & Nikulin (1996) , for example, for results and references. And, they are almost universally found in statistical textbooks, partially because of their simplicity and general applicability. The intent of the test is to validate subsequent use of the null model, the argument being, if the test does not reject this model at the usual levels, then it is safe to assume it is adequate.
Critiques of this procedure appeared as early as Fry (1938) , Berkson (1938 Berkson ( , 1942 ). An alternative methodology adopted here, already proposed by Wellek (2003, Ch.8) , is that it is better to approach goodness of fit testing as one of equivalence testing, in that what one wants to establish should be placed in the alternative hypothesis. That is, to begin with, the order of the hypotheses should be reversed so that the null hypothesis that is protected is non-equivalence (the model does not fit). This approach is not without difficulty because it forces one to define what is an equivalence model to begin with: which models are close enough to the desired one to be regarded, for all practical purposes, as 'equivalent' ?
Further, the new null hypothesis will often be composite, even on the boundary between hypotheses. This phenomenon is highlighted by Wellek (2003, Ch.8) who shows by example that a nominal level 0.05 equivalence test based on a normal approximation to the chi-squared equivalence test can actually have a variety of sizes depending on the underlying (and unknown) multinomial distribution. He also provides some power calculations but in our view a thorough hypothesis testing analysis, however desirable, is more complicated than what is needed to obtain evidence for goodness of fit.
In Section 1.3 the evidence against the desired model in the chi-squared statistic and the calibration scale for this evidence is described, based on earlier work by Kulinskaya et al. (2008) , Morgenthaler & Staudte (2012 , 2013 , 2016 . It is then shown that this evidence is essentially an estimate of the square root of the symmetrized Kullback & Leibler (1951) divergence between the null and alternative chi-square models.
In Section 2 the equivalence testing approach of Wellek (2003) is described, for it is the setting for the remainder of the paper. Evidence for equivalence is defined and justified in Section 3. It requires one to choose the boundary between equivalence and non-equivalence and general proposals are found in Section 3.2. This leads to a formula for choosing the minimum sample size required to obtain a desired degree of evidence in Section 3.3.
Examples follow in Section 4, including evidence for normality over nearby models, evidence for the Poisson model in the presence of over-dispersion and evidence for uniformity of digits produced by a random number generator. Numerous further research topics are proposed in Section 5.
The traditional Karl Pearson lack of fit test
Many lack of fit tests are based on test statistics S having an approximate central or non-central chisquared distribution with known degrees of freedom (df ) ν and unknown non-centrality parameter (ncp ) λ ≥ 0, see e.g. Greenwood & Nikulin (1996) ; this assumption is abbreviated S ∼ χ 2 ν,λ . The Karl Pearson lack of fit test arises as follows: given a sequence of independent trials indexed by k = 1, 2, . . . , n with outcomes lying in one of r mutually exclusive sets (cells) and with respective probabilities p 1 , . . . , p r , let ν i be the frequency of outcomes of cell i in the first n trials, i = 1, . . . , r. Then ν = (ν 1 , . . . , ν r ) T is a sufficient statistic for p = (p 1 , . . . , p r ) T and ν has a multinomial distribution M(n, p), see for example Greenwood & Nikulin (1996, pp.1-3) . Let
The (Pearson, 1900) chi-squared statistic is based on the length squared of this vector, namely
This statistic X n 2 is sometimes simply written X 2 n . The hypothesized model p is rejected if the statistic S = X 2 n exceeds a pre-chosen critical point c n,α . For large n, and a fixed level α, it is known that Pr{S ≥ c n,α } ≈ α provided c n,α = χ 2 r−1 (1 − α) the 1 − α quantile of the central chi-squared distribution with r − 1 df . This defines the chi-squared test of Pearson (1900) . For the subsequent historical development of this famous test, see the references in Greenwood & Nikulin (1996, p.7) . Further, under certain alternatives (7) to the null the distribution of S is well-approximated by the non-central chi-squared distribution χ 2 ν,λ , where ν = r − 1 and the non-centrality parameter (ncp ) λ > 0. The asymptotic power function of a level-α test for non-uniformity is then given by
Evidence for lack of fit in the Karl Pearson statistic
Long ago the medical researcher Berkson (1942) took issue with null hypothesis significance testing. He claimed: 'Nor do you find experimentalists typically engaged in disproving things. They are looking for appropriate evidence for affirmative conclusions.' Such appropriate evidence is often routinely found by statisticians while carrying out a test. To be specific, consider the evidence for an alternative hypothesis as introduced in Kulinskaya et al. (2008) . In its simplest context, one has data X normally distributed with mean θ, variance 1, denoted X ∼ N (θ, 1), and wants information regarding a null hypothesis θ ≤ θ 0 and alternative θ > θ 0 . The evidence for the alternative is then defined to be T = X − θ 0 . This evidence is an estimator of its mean with a standard normal error, and so is written T ± 1. Values of T near 1.645, 3.3 and 5 were suggested by Kulinskaya et al. (2008, p.17) as 'weak', 'moderate' and 'strong' evidence for the alternative. To see why, note that for a level α test of the above hypotheses having power 1 − β(θ) the expected evidence satisfies
where Φ −1 is the inverse of Φ, the standard normal cumulative distribution function (cdf ) . Thus a level-0.05 test based on T has power 1/2, 0.95, or 0.9996 when the expected evidence for the alternative is respectively weak (1.645), moderate (3.3) or strong (5.0) . There are other reasons for adopting these rough descriptive labels. Usually T = T n has expected value growing with the sample size n at the rate √ n . Moderate evidence for an alternative can be expected if an experiment is repeated under the same conditions as one that yielded weak evidence for it, provided the sample size is quadrupled. In symbols, having found T n = 1.645±1 one can expect in a replicated experiment the test statistic T 4n = 3.3 ± 1 . Also, when choosing sample sizes one often stipulates power 0.8 at level 0.05 for a specific alternative, which is considered a minimal requirement. Such a test will have a expected evidence of 2.5, which is about halfway between weak and moderate. Studying evidence for the alternative hypothesis is in this respect more basic than examining its contributing elements level and power, one of which is open to arbitrary choice.
Negative evidence for the alternative can be interpreted as positive evidence for the null hypothesis. For example, T = −3.3 ± 1 is moderate evidence for the null. This feature enables 'non-significant' results to be easily combined with 'significant' ones in a meta-analysis, see Kulinskaya et al. (2008 Kulinskaya et al. ( , 2011 Kulinskaya et al. ( , 2014 for examples. All the above advantages of evidence for the alternative hypothesis justified its introduction as a useful operational one. It works! Why it works was explained when a foundational rationale for this calibration scale was described in Morgenthaler & Staudte (2012 , 2013 , 2016 , for exponential families, among others; and for the difference of two proportions in Prendergast & Staudte (2014) .
Quite generally, the evidence for the alternative is an estimate of the signed square root of the symmetrized Kullback-Leibler divergence between null and alternative distributions and has a standard normal error; it is an effect size on a simple canonical scale, where the unit of measurement is the standard error of the effect size. One usually transforms a test statistic to this simple normal calibration scale with a variance stabilizing transformation (vst ). A specific example is examined in Figure 2 below. Remark 1. Traditionally given an observed S = s and T (s) = t one would compute a p-value P V (t) = 1 − Φ(t), but this has the disadvantage of moving from a useful calibration scale for evidence for the alternative to the p-value scale where the result is well known to be open to misinterpretation. For a thorough discussion, see Kulinskaya et al. (2008, pp. 4-5, 113-119) or Wasserstein et al. (2019) . Another advantage of this calibration scale is that it reminds the user that statistical outcomes are subject to error, in this case a unit normal error, while the p-value is reported to two or more decimal places, giving the impression of precision while hiding information about the randomness that yielded the result.
Let S ∼ χ 2 ν,λ be a statistic for testing λ = 0 against λ > 0. The mean and variance of S are E ν,λ [S] = ν + λ and Var ν,λ [S] = 2ν + 4λ. The basic idea is to transform the test statistic S into T = T (X) ∼ N (E λ [T ], 1) with E λ [T ] increasing from 0 as the parameter λ moves away from the null. A standard derivation of the vst based on the delta method, see Kulinskaya et al. (2008, p. 183) , for example, yields T 1 (S) = S − ν/2 + c 1 , where c 1 is an arbitrary constant. Kulinskaya et al. (2008) note that this derivation is only valid for S ≥ ν, and ones needs to smoothly extend it to 0 ≤ S < ν so that evidence T (S) is defined for all S ≥ 0 and strictly increasing (so that it is a test statistic). Kulinskaya et al. (2008) suggested a vst extension for all S ≥ 0 by means of a symmetrization argument about the median. Here is proposed a less complicated solution, as follows.
For the central chi-squared distribution λ = 0 the transformation T 0 (S) = √ 2S + c 0 has variance near one for all ν > 0 and one can expect this also to be true in the non-central case for small λ. Further, by choosing c 0 = − √ 2ν the expected value of T 0 (S) should be near 0 for small λ. By piecing together the transformations T 0 , T 1 one obtains a vst T = T (S) that has a positive derivative for all S > 0 and satisfies T (ν) = 0.
For fixed ν ≥ 1 and λ > 0 one expects that this T = T (S) ∼ N (E ν,λ [T ], 1). As explained in Section 6.2, to first order E ν,λ [T ] is simply given by
It is also shown there that T has a negative bias for (5), which leads to a bias-adjusted version:
Simulations confirm that, to a good approximation, T ba ∼ N (E ν,λ [T ], 1); these simulations can be carried out for various ν and λ using R software (R Core Team, 2008) scripts in the on-line supplementary materials. Some (typical) results are shown in Figures 1 and 2 . The plots in Figure 1 demonstrate that the approximation (5) is quite good for ν = 1 and ν = 5 for values of λ ≥ 0 of interest. Further the standard deviations of the simulated T ba (S) values are quite near one. The results of another study for ν = 5 are depicted in Figure 2 . Plot (a) shows that the evidence for λ > 0 is increasing from a minimum of T ba (0) = −3.16, which is positive moderate evidence for the null. When S = ν, the evidence for the alternative is 0. The horizontal dotted lines are rough guides to what is considered weak, moderate and strong evidence for the alternative.Figure 1 : The left-hand plot shows the asymptotic mean (5) plotted as a function of λ for df = ν = 1.
The circles and dots are respective simulated values ofT and s T , the mean and standrd deviation of 40,000 replications of T (S), for S ∼ χ 2 1,λ , for λ = 0 : 35/1. In Plot (b) of Figure 2 , a histogram summarizes 40,000 simulated values from T ba (S), with S ∼ χ 2 5,8 , where λ = 8 is a possible alternative. Note that the histogram is close to a normal density with standard deviation one, as expected. Further experimentation with ν = 1 or 2 and λ near 0 reveals that in these cases a slightly truncated normal distribution results but this shortcoming does not materially affect applications. Plot (c) shows the expected evidence (5) against λ = 0 as a solid line; it has value 1.65 at λ = 8, marked by a dotted vertical line. Thus on average, when λ = 8 there is weak evidence for the alternative. Also in Plot (c) is shown the graph (dotted line) of the numerically computed square root of J, where J is the Kullback & Leibler (1951) symmetrized divergence between the densities of χ 2 5 and χ 2 5,λ ; it is very close to the expected evidence.
Example 1: Evidence for biasedness of a die
The stark difference between the methods described in Section 1.2 and directly above are revealed by examining the die tossing example of Wellek (2003, Ex.8.1) . A die with sides numbered (1, 2, 3, 4, 5, 6) is tossed n = 100 times with resulting counts ν = (17, 16, 25, 9, 16, 17) . In the traditional test for biasedness the null hypothesis of unbiasedness is rejected if the Karl Pearson statistic (1) is 'too large'. For these data S = 7.76, which leads to a p-value computed from the central chi-squared distribution P (χ 2 5 ≥ 7.76) ≈ 0.17. Because this is not significant at the usual levels, a decision would usually be made to accept unbiasedness. Wellek (2003) queries such a decision and then uses an equivalence testing argument to show that this decision is unwarranted, see Section 2.1.
Next is found the evidence for biasedness in these same data using the normal calibration scale. The Karl Pearson statistic for n = 100 is approximately distributed as χ 2 5,λ for some unknown λ ≥ 0, which is 0 if the die is unbiased, and otherwise positive. Here ν = r − 1 = 5 and from (6) 
8. This estimate of the unknown expected evidence has standard error 1 and so there is marginal evidence for non-uniformity as measured by T ba (S) = 0.8±1 in the results ν = (17, 16, 25, 9, 16, 17) of the n = 100 tosses of the die. Therefore to conclude 'unbiasedness' is unwarranted.
The methodology described above still does not really answer the question: 'What is the evidence for uniformity?' To answer it, one needs to reverse the direction of testing and place the exact uniformity hypothesis within a composite alternative. This is known as equivalence testing, for which there is a considerable theory and literature, for example see Wellek (2003) . In the case of chi-squared statistics this means the null hypothesis is λ ≥ λ 0 and the alternative is 0 ≤ λ < λ 0 . The hard part is choosing a suitable λ 0 , such that for all practical purposes, parameter values in 0 ≤ λ < λ 0 yield equivalent models. This choice is sometimes context dependent, but certain guidelines will be proposed in Section 3.2.
2 The equivalence testing approach to goodness of fit The equivalence testing approach of Wellek (2003) to establishing goodness of fit is the basis for this section because it is a natural approach to the problem. However, his normal approximation theory is somewhat complicated, and he shows it raises some questions. In Section 2.2 is described a parallel equivalence testing approach to goodness of fit based on the chi-squared approximation; it raises similar questions, and answers are provided. In Section 3, again using the chi-squared approximation to the Karl Pearson statistic, is found the evidence for equivalence.
Wellek's proposal for establishing goodness of fit
Recall from Section 1.2 that the frequency vector ν for the r cells has a multinomial distribution M(n, p). Wellek (2003, Sec.8.1) proposes that for comparing two multinomial distributions M(n, p) and M(n, p 0 ) one use the square of the Euclidean distance of p from p 0 , namely
The null hypothesis of non-equivalence is stated as d 2 ≥ d 2 0 for some fixed boundary d 0 , while the equivalence alternative is 0 ≤ d 2 < d 2 0 ; in both cases p varies over the (r − 1)-simplex in r dimensional space. Lettingp = ν/n denote the maximum likelihood estimator of p, Wellek (2003) proceeds to derive the asymptotic distribution ofd 2 = d 2 (p, p 0 ), including an expression for the asymptotic variance in terms of p 0 and p which must be estimated. His equivalence test for goodness of fit rejects the null d 2 ≥ d 2 0 (lack of fit) at level α in favour of equivalence ifd 2 (p, p 0 ) is smaller than the α quantile of the approximating normal distribution. For the example of Section 1.4, where the ideal model is uniform p 0 = u = (1/6, . . . , 1/6) and n = 100, Wellek (2003) chooses d 2 0 = 0.15 2 . The data ν = (17, 16, 25, 9, 16, 17) givesp = ν/n, which leads tod 2 = d 2 (p, p 0 ) = 0.02913 which is not significant at level α = 0.05. He concludes:
Thus the example gives a concrete illustration of the basic general fact (obvious enough from a theoretical viewpoint) that the traditional χ 2 goodness of fit to a fully specified multinomial distribution is inappropriate for establishing the hypothesis of (approximate) fit of the true to the pre-specified distribution.
Wellek makes another point about the above example: the level α = 0.05 based on the asymptotic normal distribution when d 2 = d 2 0 = 0.15 2 does not necessarily describe the size of the test. He lists six models p 1 , . . . , p 6 all of which have d(p i , u) = 0.15 to five decimal places and are plotted here in the top two rows of Figure 3 . His Table 8 .2b gives the actual sizes of the n tests, and they range from 0.00833 for p 2 to 0.03943 for p 5 .
These plots raise the question of what is meant by uniformity. One can measure non-uniformity of p = (p 1 , . . . , p r ) from u r = (1/r, . . . , 1/r) by the Euclidean distance d(p, u r ), the sup metric M (p, u r ) = max i {|p i − 1/r|} or by a semi-metric such as the symmetrized Kullback-Leibler divergence J(p, u r ) = i (p i − 1/r) ln(p i ), (see Appendix 6.1). Table 1 lists these values for the models of Figure 3 . Model p 6 is closest in the sup metric while model p 7 is furthest. Model p 2 has the largest divergence, while p 7 the smallest. None of 
Equivalence testing with the chi-squared statistic
Hereafter it is assumed n is large enough so that the Karl Pearson statistic for comparing these multinomial distributions has an approximate χ 2 ν,λ distribution. An equivalence boundary value λ 0 that separates the null hypothesis of non-equivalence λ ≥ λ 0 from the equivalence alternative 0 ≤ λ < λ 0 must be chosen in advance. Then one can carry out a test rejecting non-equivalence at level α when S ≤ c α = χ 2 νλ 0 , (α), the α-quantile of the χ 2 ν,λ 0 distribution. The asymptotic distribution of Pearson's statistic under alternatives plays an essential role in what follows. The alternative hypotheses are denoted for each n by p (n) = (p (n) 1 , . . . , p (n) r ). The basic additional assumption is that for some λ > 0
Then as n → ∞, under the sequence {p (n) } Pearson's chi-squared statistic (1) has a non-central chi-squared distribution in the limit with df ν = r−1 and ncp equal to λ; see Greenwood & Nikulin (1996, Sec. 3) . Using this result, one can find an approximate power function of an asymptotic level-α chi-squared test. Letting
In particular for p = u r = (1/r, 1/r, . . . , 1/r) one obtains λ n = n r d 2 n , where d n = d(p (n) , u). Thus in a Euclidean neighborhood of the uniform, the Karl Pearson statistic has an approximate χ 2 ν,λn distribution, with ν = r − 1 and λ n = rn d 2 n .
Remark 2. In applications, one does not always have a particular sequence {p (n) } or a limit λ in mind, but assumes that the p (n) of interest could so be embedded in a sequence such that λ . = λ n . Such license is subject to rules of thumb such as n/r ≥ 5; and then it is assumed that the χ 2 ν,λn distribution is a good one to approximate the distribution of the Karl Pearson statistic. Such caution is necessary for small and even moderate n and has been widely discussed in the literature, see Cochran (1952) , Greenwood & Nikulin (1996, pp. 18-21) and Kroonenberg & Verbeek (2018) . This potential difficulty is less likely to be encountered in equivalence testing because typically larger sample sizes are required.
3 Evidence for equivalence in chi-squared statistics 3.1 Defining the evidence for equivalence As in the last section, λ 0 will denote the 'equivalence boundary value' that separates the null hypothesis of non-equivalence λ ≥ λ 0 from the equivalence alternative 0 ≤ λ < λ 0 . Proceeding as in Section 1.3 with S the Karl Pearson test statistic (1) but now taking into account the reversal of hypotheses, again transform S to the normal calibration scale. A vst in this context is a continuous and strictly decreasing function h(S) of the test statistic S, which for all values of λ has approximate variance one and which has mean increasing from 0 at λ = λ 0 as λ decreases.
As in Section 1.3 compose two vst s, one for each of the regions 0 ≤ S < ν and ν ≤ S: Let c 1 = λ 0 + ν/2 , and c 0 = c 1 − ν/2 + √ 2ν in the following expression:
This T λ 0 is not only a differentiable, strictly decreasing function, it is a transformation to evidence for equivalence that, to first order, has expectation:
The evidence for equivalence T λ 0 (S) defined by (8) has a non-trivial upward bias, as shown in Appendix 6.3. The bias term to be 1/(2 λ + ν/2 ). While λ is unknown, One can remove the bias at the boundary point λ 0 (and, it turns out, smaller λ) by defining:
This bias adjusted T λ 0 ,ba (S) has expectation very near the asymptotic mean K ν,λ 0 (λ) defined in (9) for ν ≥ 1 and the region of interest 0 ≤ λ ≤ λ 0 . Examples are shown in Figure 4 for λ 0 = 12. Not only are the biases small, but the standard deviations of the transformed values are near one. An example of the transformation (10) to evidence for the equivalence hypothesis when ν = 5 and λ 0 = 12 is shown in Plot(a) of Figure 5 . Note that T λ 0 ,ba (S) is a smooth decreasing function of S with maximum possible value T λ 0 ,ba (0) = λ 0 + ν/2 − ν/2 + √ 2ν −1/(2 λ 0 + ν/2 ) = 5.26. Thus with these parameters it is possible to get strong evidence for equivalence. In the next plot observe what happens if indeed λ = λ 1 = 6.
In Plot (b) of Figure 5 is shown the histogram of 40,000 random T λ 0 ,ba values, obtained from random chi-squared values when ν = 5, λ 0 = 12 at a specific λ 1 = 6. For these parameter values, the asymptotic mean (9) for equivalence is K 5,12 (6) = √ 12 + 2.5 − √ 6 + 2.5 = 0.89, which is very weak. The sample mean and standard deviation of these T ba -values are respectivelyT λ 0 ,ba = 0.95 and s T = 1.03. In general, the asymptotic mean (9) of T λ 0 ,ba and its expected value E ν,λ [T λ 0 ,ba ] are very close for parameters of interest. The superimposed normal density with these parameters suggests that it is also approximately normal. . Plot (c) shows the asymptotic mean (9) of T λ 0 ,ba plotted as a as a solid line, while the dotted line is the sgn(λ 0 − λ) J(λ 0 , λ) .
Choosing the equivalence boundary value λ 0
Recall from Section 2.2 that for p (n) in a neighborhood of u r and large n, the Karl Pearson statistic has an approximate χ 2 r−1,λn distribution, where λ n = rnd 2 n , and d n = d(p (n) , u r ). It is therefore convenient to define equivalence to uniformity as 0 ≤ λ < λ 0 for some λ 0 , which amounts to choosing 0 ≤ d < d 0 for some d 0 . The choice of d 0 generally depends on context, and the practitioner can make such an evaluation in each application. Nevertheless, a specific proposal is offered, based on what seems to work effectively in the routine examples to follow in the next section. The starting point is to define equivalence to uniformity by placing a bound of 100k% on the relative distance of each component of p from 1/r.
Of interest is the point p 0 = u r +M 0 (1, −1/(r−1), . . . , −1/(r−1)) and its permutations; an example is Model 7 in Figure 3 . These points satisfy M (p 0 , u r ) = M 0 and d 0 = d(p 0 , u r ) = M 0 r/(r − 1) and will play a role in both parts of Proposition 1 to follow. These factors suggest adoption of:
For r = 2, 3, . . . denote the simplex by S r−1 = {p = (p 1 , . . . , p r ) : all p i ≥ 0, i p i = 1} and the polytope centered at u r by C r (M 0 ) = {p ∈ S r−1 : M (p, u r ) ≤ M 0 }. An example for r = 3 is C 3 (1/3), the hexagon just contained within the triangle S 2 ; and for r = 4, C 4 (1/4) is the octohedron just contained within the tetrahedron S 3 . Next is found the inscribed ball of C r (M 0 ), where M 0 = k/r for some 0 < k ≤ 1.
Proposition 1. (a) The inscribed ball of C r (1/r) is the same as that of S r−1 . It has center u r and radius 1/ r(r − 1) . The points where this ball just touches S r−1 are the r permutations of p * = u r + 1 r (−1, 1/(r − 1), . . . , 1/(r − 1)). The points where it just touches C r (1/r) are all permutations of u r ± 1 r (−1, 1/(r − 1), . . . , 1/(r − 1)). For 0 < k < 1, it follows that the inscribed ball of C r (k/r) is centered at u r and has radius k/ r(r − 1) .
(b) Let < d 0 < 1 − 1/r be fixed. To minimize the Kulback-Leibler divergence J(u, p) = r i=1 (p i − 1/r) ln(p i ) subject to the constraints r i=1 p i = 1 and d(p, u r ) = d 0 it suffices to take p * = u r + d 0 1 − 1/r (1, −1/(r − 1), . . . , −1/(r − 1)) or a permutation thereof.
Proof of Proposition 1(a). S r−1 is the convex hull of its vertices which are the r unit vectors (1, 0, . . . , 0), . . . , (0, . . . , 0, 1) and its centroid is u r . The shortest distance from u r to a point p in the boundary of S r−1 is the distance to one of its faces, say the one opposite vertex (1, 0, . . . , 0). This face is the convex hull of the r − 1 unit vectors (0, 1, 0, . . . , 0), . . . , (0, . . . , 0, 1), and it has centroid (0, 1/(r −1), . . . , 1/(r −1)); the distance between the centroids of the simplex and this face is then easily computed to be 1/ r(r − 1) . This is the in-radius of the simplex S r−1 , the radius of its inscribed ball, which touches the simplex at(0, 1/(r − 1), . . . , 1/(r − 1)) = u r + 1 r (−1, 1/(r − 1), . . . , 1/(r − 1)) and its permutations.
The polytope C r (1/r) is the convex hull of the intersection of the hyperplanes that are orthogonal to the line segments joining u r and permutations of u r ± 1 r (−1, 1/(r − 1), . . . , 1/(r − 1)). These points are all equidistant from u r and must lie on the inscribed ball of C r (1/r). They also include all the points where the simplex meets its inscribed ball.
Proof of Proposition 1(b). Use Lagrange multipliers; for details, see Appendix 6.5.
Remark 3. Proposition 1 (a) shows that equivalence of Definition 2 is more stringent than Definition 1 for the same k. For the chi-squared statistic, the d 0 of Definition 2 leads to λ 0 = nrd 2 0 = nk 2 /(r − 1) It was found that the choice k = 1/2 generally provides moderate evidence for equivalence when it should while finding negligible or negative evidence for equivalence under nearby models; see the fitting of normal and Poisson models in Sections 4.1 and 4.2.
Remark 4. Proposition 1 (b) identifies the points p * on the sphere centered at u r with radius d 0 that have the least divergence J(p * , u r ), and hence the least expected evidence √ J to be found in a statistic with χ 2 ν,λ distribution when the null λ = λ 0 = nrd 2 0 and the alternative is λ = 0. It follows that p * will be hardest to identify by a statistical test of these hypotheses. For from (3) and any fixed α, the power against an alternative is monotone increasing in the expected evidence, which is essentially √ J.
Choosing the sample size n
This asymptotic mean evidence for equivalence (9) is 0 at the boundary λ = λ 0 and grows as λ decreases to 0, where it has a maximum m 0 = λ 0 + ν/2 − ν/2 . Usually one would want this maximum expected evidence m 0 to be at least 3.3, because T λ 0 ,ba is normal with a standard error of one for estimating its expected value. For the parameters of Figure 5 , one sees that even if λ = 0 (exact uniformity), this expected evidence is m 0 = 12 + 5/2 − 5/2 = 2.2, which is between weak and moderate. In general, in order to obtain a desired maximum expected evidence m 0 , solve for λ 0 in m 0 + ν/2 = λ 0 + ν/2; the result is λ 0 = (m 0 + ν/2) 2 − ν/2. Also, to ensure the expected number of counts in each of r cells is at least 5, one needs n 0 ≥ 5r. Hence the minimal sample size n 0 is
where x is the smallest integer greater than or equal to x. For equivalence in terms of Definition 2 this means, see Remark 3, that d 0 = k/ r(r − 1) ; examples are given Table 2.
In the die example where r = 6, to obtain moderate expected evidence m 0 = 3.3 for a die that is perfectly uniform, and equivalence defined by allowing a 50% relative absolute discrepancy from 1/6, that is with k = 1/2 in Definition 2, the sample size must be n 0 = 4 · 107 = 428. The reader can introduce another criterion of 'equivalence to uniformity' which is more appropriate for their application. In particular, for small r = 2 one would likely demand k = 1/10 while for r = 100 one would choose a much larger k. 4 More examples of evidence for goodness of fit
Next the evidence for normality is found in Section 4.1 and the evidence for a Poisson model in Section 4.2; while important in their own right, they also serve as templates for many other parametric models. Evidence for uniformity of digits produced by a random number generator and in the decimal digits of π are in the online supplementary material. .
Example 2: Evidence for normality
Given a sample of n observations, a standard approach to chi-squared testing for normality N (µ, σ 2 ), where both parameters are unknown, is to first find the maximum likelihood estimates (x, s 2 x ) of (µ, σ 2 ) using all the data. Second, specify r intervals [x+s x Φ −1 ((j−1)/r),x+s x Φ −1 (j/r)], for j = 1, . . . , r. Ifx, s x are close to their estimands, these intervals (cells) will have approximately equal probabilities under the model N (µ, σ 2 ). Third, based on the numbers ν = (ν 1 , . . . , ν r ) of observations falling in the r intervals, carry out a test for uniformity or find evidence for uniformity as in earlier sections, with uniformity indicating the normal model is compatible with the data.
When using this procedure, it is sometimes recommended to reduce the df in the chi-squared approximation to the Karl Pearson statistic by the number of estimated parameters, so in this case of normality ν = r − 3. In fact this modification is quite poor for small r, leading to exaggerated significance of tests, as explained in detail by Chernoff & Lehmann (1954) ; Watson (1957) . In particular the last author recommends that r ≥ 10 if one wants a level-0.05 test to have size between 0.05 and 0.06. There has also been extensive research on the choice of r to maximize power of the chi-squared test, see the content and references in Greenwood & Nikulin (1996, Sections 1.6, 2.14) and Quine & Robinson (1985) . The general consensus is that to have nontrivial power against alternatives r should grow to infinity with n but at a smaller rate, such as ln(n). In view of these results, it is suggested here to take r = max{10, ln(n) .
(12) Table 3 summarizes the performance of the above described procedure for finding evidence for normality by listing sample means and standard deviations T (s T ) of the evidence for uniformity (10) of the selected equiprobable r cells, using Definition 2 with k = 1/2. Table 3 : For each sample size n, samples were generated from each of the normal, logistic and Student-t with 5 df families, and the evidence for normality found by the method of Section 4.1 with r given by (12). The maximum expected evidence when the data are normal is m 0 = λ 0 + ν/2 − ν/2 , where ν = r − 3 and λ 0 = n/4(r − 1).
The parameters of the approximating chi-square distribution are ν = r − 3 and λ 0 . The value of m 0 is important for it gives the maximum expected evidence if the data are indeed normally distributed, and this m 0 is known prior to computing the evidence T = T λ 0 ,ba (S). When the simulated data are from any normal distribution, the sample mean of T -values are indeed close to the maximum value m 0 .
The logistic distribution is very close to the normal, so one would expect the corresponding entries in the next column to be similar. However the mean evidences are reduced by more than 50% for the logistic, so if one obtains strong evidence (say T ≥ 5) for normality which is much less than m 0 , one knows that it is really strong evidence for a distribution that is close to the normal. The same phenomenon occurs for Student-t distributions with df larger than five, while the evidence is negative for df less than 5. Evidence for normality for the case df equal to 5 is negligible or negative as shown in the table. This is also the case for the Laplace and many asymmetric distributions not tabled here.
Example 3: Evidence for the Poisson distribution
This example differs from the previous one in that the number of cells r is determined by the data and the procedure for combining tail cells. However it turns out that the random r is nearly constant and one can employ the Karl Pearson statistic with ν = r − 2 df . A more important difference is that now the probabilities p comb on the combined cells are not uniform, so a new definition of equivalence is required. Recall condition (7) of Section 2.2 required for the limiting distribution of the Karl Pearson statistic under alternatives, where λ is the limiting value of
. Here the target model after combining cells is p comb , and one can write λ n as n times a weighted average of squared relative discrepancies from p comb with weights from p comb . for i = 1, . . . , r. To achieve formal consistency with Definition 2 , for fixed 0 < k ≤ 1 define equivalence to the Poisson model by λ < λ 0 , where λ 0 = n 2 0 and 2 0 = k 2 /(r − 1).
Given observed counts ν = (ν 0 , ν 1 , ν 2 . . . ) of integers 0, 1, 2 . . . whose size is j ν j = n, a standard procedure in testing for a Poisson(µ) distribution, µ > 0, is firstly, to find the maximum likelihood estimatorμ = j j ν j /n of µ based on all n observations; and secondly, to combine integers with small probabilities under the Poisson(μ) distribution, so as to leave a consecutive set of r integers (cells) on which to calculate the Karl Pearson statistic. These r integers, labelled (r 0 + 1, r 0 + 2, . . . r 0 + r), are chosen so that the expected counts in cells r 0 + 1 and r 0 + r each exceed 5 under the Poisson(μ) model. The following instructions are followed, with µ =μ. Procedure for combining cells: Let n be fixed and X ∼Poisson(µ). First define r 0 to be the least k such that nP µ (X ≤ k) ≥ 5 and define p comb 1 = P µ (X ≤ r 0 + 1). Similarly define r 0 + r as the greatest k such that nP µ (X ≥ k) ≥ 5, and let p comb r = P µ (X ≥ r 0 + r). For the remaining r − 2 cells let p comb j = P µ (X = r 0 + j), for j = 2, . . . , r − 1. Having obtained r 0 , r and the r-vector of probabilitiesp comb one also needs to find the combined cell counts. Let ν comb = (ν comb 1 , . . . , ν comb r ), where ν comb 1 = j≤r 0 +1 ν j , ν comb r = j≥r 0 +r ν j and ν comb j = ν r 0 +j for the remaining r − 2 combined cells. The Karl Pearson statistic (1) can then be calculated for the r-vectors ν comb andp comb and the evidence for equivalence from (10).
Definition 3 gives useful results when k = 0.5, and λ 0 = n/4(r − 1), see Table 4 . When µ = 1, a sample size of n = 100 suffices to achieve weak maximum expected evidence m 0 for the Poisson model when it is indeed Poisson(1), but as µ increases one needs larger n to achieve the same result: for µ = 20 one needs n = 1600 observations. Another commonly assumed model for count data X is the negative binomial with parameters r, p, where 0 < p < 1 and r > 0 and this is written X ∼ NB(r, p). It is known that µ = E[X] = r(1 − p)/p and Var[X] = r(1 − p)/p 2 . Unlike the Poisson(µ) model which has variance equal to the mean, the negative binomial has a larger variance than the mean (sometimes called overdispersion). An alternative parametrization in terms of µ and α = 1/r, the dispersion parameter, is obtained by taking p = r/(µ+r) = 1/(1+αµ). Then E[X] = µ and Var[X] = r(1−p)/p 2 = µ+αµ 2 . The greater the value of α, the greater the dispersion. It is of interest to see how much overdispersion can be tolerated in finding evidence for the Poisson model, so the above simulation study was repeated for the same choices of n and µ as before but now sampling from the negative binomial distribution with α = 0.01. Comparing results in Table 4 shows that the evidence for the Poisson(µ) model is basically unchanged when µ = 1 or 5; that is, the over-dispersion (α = 0.01) is not picked up for small µ and these sample sizes. However, for µ = 10 the expected maximum evidence m 0 under the Poisson model is not achieved with the expected evidences for the Poisson model only half what is expected. For µ = 20 negligible or even negative evidence for the Poisson model is obtained. Experimentation with the negative binomial shows that if the dispersion parameter is α = 1/µ so that the variance is twice the mean, then for all values of n and µ shown in Table 4 the evidence for the Poissson model will be negative. Remark 5. It is of interest to know how r chosen by the above procedure depends on n and µ.
For large µ one can use the normal approximation P µ (X ≤ j) ≈ Φ{(j − µ)/ √ µ} to solve for
For the other tail, solving Φ{(k − µ)/ √ µ} = 1 − 5/n yields k = r 0 + r ≈ √ µ Φ −1 (1−5/n)+µ. Hence as n → ∞ for fixed µ, and using the formula Φ −1 (1−1/n) ∼ 2 ln(n) , see DasGupta (2006, p.109) or Appendix 6.4, r = r(n) ≈ 2 √ µ Φ −1 (1 − 5/n) ∼ 8 µ ln(n/5) .
Thus the standard method of combining cells with low expected values under the estimated Poissson model will lead to r(n) = O( ln(n/5) ) growing slowly with n for fixed moderate to large µ, while r is also increasing in √ µ .
Alpha Particle Emissions Data
As a specific example, consider the Alpha Emissions Data freely available at http://www.randomservices.org/random/. It is described there by Americium (atomic number 95) is a synthetic element that is produced as a byproduct in certain nuclear reactions. It was first produced by Glenn Seaborg and his colleagues at the University of California, Berkeley. The isotope americium-241 now has commercial applications in the ionization chambers of smoke detectors. It decays by emission of alpha particles and has a half-life of 432.2 years. In 1966, the statistician J. Berkson studied alpha particle emissions from a sample of americium-241. The table below is a frequency distribution for the number of emissions in 1207 ten-second intervals, and is adapted from data in Rice.
The table is omitted here and the references are Berkson (1966) and Rice (1993) . The question for us is whether the observed counts are consistent with a Poisson(µ) model. These counts are ν = (1, 4, 13, 28, 56, 105, 126, 146, 164, 161, 123, 101, 74, 53, 23, 15, 9, 3 , 1, 1) on 0, 1, 2, . . . , 19. The total sample size is n = 1207 and the sample mean and variance of these data arex = 8.367 and s 2 x = 8.469, so there is no reason to suspect under-or over-dispersion. After combining cells 0-2 and also 17-19 using the standard procedure, there are r = 16 remaining upon which to calculate the Karl Pearson statistic which is 8.95 so the traditional test for lack of fit has pvalue P (χ 2 12 ≥ 8.95)=0.84. But how much evidence for the Poisson(µ) model is there in these data? Equivalence to this model according to Definition 3 with k = 1/2 leads to λ 0 = 20.117 and a maximum expected evidence m 0 = 2.56 for these parameters. In fact the actual evidence is T λ 0 ,ba (S) = 3.53 ± 1 which is moderate evidence for the Poisson model.
Further research questions
Traditional tests for lack of fit can be replaced by equivalence tests for goodness of fit, but it requires one to specify what is meant by equivalence to the desired model. Such tests are supplemented by finding the evidence T for the alternative hypothesis of equivalence, which is obtained by an extension of the classical vst of the χ 2 ν,λ distribution. The expected evidence is found numerically to be very close to the square root of the symmetrized Kullback-Leibler divergence between χ 2 ν,λ 0 and χ 2 ν,λ , for 0 ≤ λ ≤ λ 0 . A proof of this approximation with error term, as was found for exponential families in Morgenthaler & Staudte (2012) , is not yet available. In fact, a more general approximation theorem of this type involving a much wider class of distributions is probably true.
The maximum expected evidence m 0 occurs if the desired model is true, is easily computed and guides one in assessing an observed T . This methodology was illustrated by finding evidence in the Karl Pearson statistic for equivalence to the normal model when it is actually a good one and also when the data better fits a nearby one. Similarly in the case of discrete data where a Poisson model is at question and reduction to an equivalence test to uniformity is not available, one can still compute the evidence for equivalence to the model. Further experimentation could reveal how the expected evidence depends on the negative binomial parameters α, µ and n when over-dispersion is present. Evidence for many other models is easily found by slight modification of these two examples.
A source of difficulty arises in choosing λ 0 = nr d 2 0 when one wants to define equivalence to uniformity in terms of the sup metric M (p, u r ) instead of d = d(p, u r ). Instead, one could evaluate the statistic M (p, u r ), wherep is the maximum likelihood estimator of p, as the basis of evidence for equivalence to uniformity.
Straightforward applications of this methodology to other contexts where the Karl Pearson statistic is routinely employed, such as tests for independence in contingency tables, are clearly possible. They would require one to specify what is meant by equivalence to independence.
In an ANOVA comparison of possibly different normal populations the non-central F distribution arises, and a more ambitious project would be to define equivalence in terms of its ncp and smoothly extend the classical vst of the F statistic as carried out here for the non-central chi-squared distribution. A start on this project is made in Morgenthaler & Staudte (2016) , where a linear extension of the vst was proposed.
6 Appendix 6.1 Finding the KLD for multinomial distributions Let p = (p 1 , p 2 , ..., p r ) and q = (q 1 , q 2 , ..., q r ) . Observe x = (x 1 , ..., x r ) with multinomial probability function f 0 (x) = c n i p x i i where c n = n!/ i x i ! and i x i = n. Let f 1 denote the model with p replaced by q. First find I(0 : 1) = E 0 [ln(f 0 (X)/f 1 (X))].
By symmetry, I(1, 0) = n [ i q i {ln(q i /p i )}]. Hence the sum J(0, 1) = I(0 : 1) + I(1 : 0) is
A special case is when p = u = (1/r, ..., 1/r) and to obtain J(p, q) = n i (r −1 − q i ) ln(1/(rq i )) = n i (q i − r −1 ) ln(q i ) .
Bias in T for non-uniformity
Recall from Equation 4 Kulinskaya et al. (2008, Eq.17 .1) for example. While h(s) is continuously differentiable for all s > 0, its second derivative is discontinuous at s = ν, which complicates a careful analysis of bias.
First consider the lead term in the expansion for E[h(S)]; it is composed of h 0 (E ν,λ [S]) = 2(λ + ν) − √ 2ν) for λ < ν, and h 1 (E ν,λ [S]) = λ + ν/2 − ν/2 for λ ≥ ν. Thus h(E[S]) is discontinuous at λ = ν. Further, h 1 (E ν,λ [S]) can also be defined for all 0 ≤ λ < ν, and over this domain the difference h 0 (E ν,λ [S]) − h 1 (E ν,λ [S]) is small, in fact less than √ ν /17. Therefore First replace h 0 (E ν,λ [S]) by this extended h 1 to obtain a smooth asymptotic mean, displayed in (5) . This choice is ultimately justified by simulation studies, which show that E ν,λ [T ] is indeed close to (5) for ν ≥ 1 and λ ≥ 0, and can be made closer by a simple bias adjustment. To see what this bias adjustment might be, we proceed formally finding: h 0 (s) = (2s) −1/2 and h 0 (s) = −(2s) −3/2 ; and h 1 (s) = (s − ν/2) −1/2 /2 and h 1 (s) = −(s − ν/2) −3/2 /4. Therefore The first r equations suggest that possibly all p i = 1/r but that violates the last equation because d > 0. So suppose p 2 = p 3 = · · · = p r = p for some 0 < p < 1/(r − 1) and then the second last equation gives p 1 = 1 − (r − 1)p. The last equation yields p as a function of d, after solving (r − 1)p 2 + 1 − 2(r − 1)p + (r − 1) 2 p 2 = d 2 + 1/r or r(r − 1)p 2 − 2(r − 1)p + 1 = 1/r + d 2 or p 2 − 2p/r + c = 0, where c = (1 − 1/r − d 2 )/(r(r − 1)) = 1/r 2 − d 2 /(r(r − 1)). Hence p = 1/r ± 1/r 2 − c = 1/r ± d/ r(r − 1)
For the minus sign choice, the requirement 0 < p = 1/r − d/ r(r − 1) means d < (r − 1)/r for there to be a solution. This leads to p 1 = 1 − (r − 1)p = 1/r + d 1 − 1/r . One could solve for the two unknowns λ, µ in the equations: 0 = 1 rp − 1 − ln(p) − λ − 2 µ p 0 = 1 rp 1 − 1 − ln(p 1 ) − λ − 2 µ p 1 Therefore a possible solution for minimizing J = J(u, p) subject to the constraints is given by p * = u r + d 1 − 1/r (1, −1/(r − 1), . . . , −1/(r − 1)). One can then check with examples that the solution is indeed a minimizer.
