Abstract-Currently, in order to avoid obstacle, most robots will choose a new path. This paper proposed a new obstacle avoidance method for biped robots. When lower obstacle exists in the road, we will calculate the obstacle's three-dimensional information instead of using the traditional method of re-select the path, so that the biped robot will avoid obstacles successfully by crossing the obstacle. In 3-d reconstruction, the stereo matching is complex, and has large time consumption. Therefore, the method in this paper has a combination of color segmentation and height detection, extracts obstacle's region accurately to reduce detection range of matching, then improves the real-time of reconstruction. Experiments show that the method proposed in this paper is feasible.
I. INTRODUCTION
In recent years, Robotics is a comprehensive new discipline, which focused on engineering technology such as machinery, computer, control, electronics and the latest research in artificial intelligence [1] . In robotics, machine vision which likes human eyes is one of the key technologies. Mobile robot obtains 3-d information about external environment, mainly through the following two ways: laser rangefinder and stereo vision technology [2] . Laser ranging obtains the 3-d distance images in front of robot through laser-scanning sensors. Therefore, we can get obstacle's information such as shape, height, width, etc [3] [4] . However, this method requires relatively complex equipment, and has a bad ability to adapt to the environment, so the practicality is not strong. Stereo vision technology plays an important role in robot navigation applications for its low energy consumption, high reliability, etc [5] . In stereo vision, stereo matching is the most important, its main problem is to find matching points between images. According to different matching primitives, stereo matching can be divided into three types, region matching, phrase matching and feature matching [6] . The essence of region matching algorithm is to use related degree of gray information between local windows, it can achieve high accuracy in places where have smooth diversifications and rich details. But it is difficult to choose the window size of matching, and has large compute-intensive and slow calculation speed. Phase matching reflects the signal's structure information, and has a good inhibitory effect on the high-frequency noise of images. But it exists major problems， such as phase singularities and phase winding. SIFT feature matching does not directly dependent on gray, and has a strong anti-interference, a small compute-intensive and fast calculation speed [7] . In this paper, we used this algorithm, although we can get only sparse disparity field, we can restore its dense disparity map by the existing dense matching method.
Currently, the robot can be divided into two categories: wheeled robots and biped robots. When the wheeled robot is moving and there is an obstacle in front of it, we only need to calculate some simple information, such as the distance between obstacle and the wheeled robot, the obstacle width, so that the robot has enough time for a new path planning to avoid a collision with the obstacle. In contrast, biped robot has a high degree of imitation of human characteristics, and can cross over the lower obstacle just like people instead of choosing a new path. We need to consider the biped robot's step height, step length and other issues, so we can't achieve its purpose only using traditional obstacle avoidance algorithm. To solve these problems, this paper proposed a new obstacle avoidance method of crossing over the obstacle for biped robot, calculated the obstacle's real 3-d information, so that we can determine the robot's step height, step length and other issues in order to avoid a collision with the obstacle.
paper are as follows. Firstly, in order to extract the obstacle region quickly, reduce the computation of matching, and achieve a better real-time, we will search for a new method about color image segmentation in the analysis of existing methods [8] [9] [10] . Secondly, we will use existing methods based on stereo image pair for dense matching [11] , restore a dense obstacle region, and calculate the 3-d coordinates of corresponding points by the use of camera matrix, then find the 3-d proportion of obstacle model. Finally, we will detect the obstacle's real height, and get its real 3-d information according to the 3-d proportion of obstacle model.
III. EXTRACT REGION OF OBSTACLE BY COLOR SEGMENTATION
In binocular vision, stereo matching is the most important task. It needs a lot of points to match, and has a huge computation, time consuming, and low real-time. To solve this problem, we should segment the collected images based on color, remove the complex background, and extract the obstacle region. Therefore, in order to reduce the computing time and improve the real-time, we can extract and match feature points only in the target area.
A. The Selection of Color Model
RGB, YUV, HIS are common color models [12] [13] . RGB is the most common color space. After the digital signal processing, the robot's cameras get a value that refers to each pixel value in RGB space. But the RGB color space is uneven, the visual difference between two colors and two points' Euclidean distance in RGB color space are not linearly proportional. In different conditions, such as different types of light source and reflective properties of objects, the distribution of the same color's RGB value is dispersed, and the three components occupied almost the entire color space are interrelated, so it is difficult to find a exact color space threshold. YUV color model, Y component indicates the light intensity, U and V components indicate the color tone [14] . Compared to the RGB color model, the YUV color mode which is independent of light intensity is more suitable for the habit of human eyes, thereby reducing the light and reflection's impact on the color recognition. Another advantage of YUV color model is that it is a linear transformation relationship with RGB color model. When the robot is working online, it can convert the YUV color model to the RGB color model quickly. So some developers will use this color model as the basis for target recognition.
HIS color model is based on visual principles. H component represents the hue, I component represents the brightness, and S component represents the saturation. These three color properties are unrelated, especially the property of H, which has low sensitivity to changes in external light, can reflect the species of colors accurately. For the same color properties of objects, H which has a stable and narrow scope of transformation can be used as a prerequisite for color segmentation; S can be used as auxiliary to determine the conditions in order to strengthen the image segmentation results; Typically, I component is not usually judged by the standard. Therefore, HIS color model will be used in this paper. HIS and RGB color models' transformation relationship is as follows.
B. Color Segmentation Algorithm and Steps
The color of ordinary road is very similar. With the light's change the color of road scene changes, but under the premise that the image is not saturated, the color difference between the road surface and obstacles is always there. Therefore, this paper uses HIS color model which has a smaller sensitivity to light for image segmentation. The purpose is to separate the road and obstacle's region. Specific steps are as follows:
Firstly, choose a N M × obstacle-free area in front of the robot, and calculate the road's average reference hue H A and saturation S A . 
N denotes the number of pixels of the neighborhood W, f(u,v) and g(u,v) represent the hue and saturation of the pixel.
Thirdly, determine any pixel (i,j) is obstacle or not, the formula is as follows:
When F(i,j) is less than the set threshold H T and G(i,j) is less than the set threshold S T , the pixel (i,j) represents the road, otherwise the obstacle. After such treatment, the obstacle region can be split out, and the whole background is set to black, leaving only the obstacle region. This greatly reduces the workload of the feature points' extraction and matching in 3-d reconstruction and saves a lot of time.
IV. HEIGHT DETECTION AND RECONSTRUCTION OF OBSTACLE

A. Preparation Works
Binocular vision refers to that, at the same time, we shoot two images for the same object from different angles. In the world coordinate system, a space point on the target object can be mapped to these two images. Feature point matching is to search these two images, and identify each corresponding pixel points, the pixel points are called matching points. As the external environment, lighting and camera distortion and other negative factors will affect the images, it is difficult to find the matching points exactly. Therefore, feature point matching is an important part of binocular vision studies. Scale Invariant Feature Transform (SIFT) algorithm has more widely used and strong match ability in the strength texture feature areas, and remains invariance for image scaling, rotation, and affine transform [15] . So, in this paper, we use SIFT algorithm to extract and match the features.
The preparation works mainly include four steps. Firstly, extract features from a pair of images. Secondly, match the features by the traditional matching methods. Thirdly, Random Sample Consensus (RANSAC) algorithm is considered one of the most efficient robust estimation algorithm. Therefore, RANSAC will be used to eliminate the false matches further. Finally, compute the parallax that spatial points in two images.
B. The True Height Detection of Obstacle
The parallel stereo vision system based on the biped robots is similar to the whole process that the human binocular obtains the object's depth information. For any object point P in 3-d scene, we get the parallax d of this point first, and calculate the distance OD from this point in optical axis to the camera optical center O. The formula is as follows:
f is the camera focal length, B is the distance between two camera optical centers, d is the parallax of the measured point mapping on the left and right images. and OD are known, we can deduce the obstacle's height P H .
C. The Obstacle Model's 3-d Scale and Recons-truction
In order to obtain the 3-d coordinates of the measured object's feature points, binocular vision sensor should at least obtain two images containing the object's feature points from different locations. Figure2 shows that two cross cameras observe the same object from different angles. In fact getting two images does not necessarily require two cameras. One camera through a certain movement can also obtain two images by observing a stationary object in different locations. Figure2 shows, for any space point P, its image point in camera C1 is p1. Because of that the image point in camera C1 of any point on the connection line O 1 P is p1, we could not get the 3-d position of P from p1. Therefore, from the location of image point p1, we only know that the space point P is located on the connection line O 1 p1. While observing the space point P by camera C2 at the same time, we can get the depth information of point P because of that the space point P is not only on the connection line O 1 p1, but also on the connection line O 2 p2. So the point P is the intersection of two lines O 1 p1 and O 2 p2, p1 and p2 is matching points with each other.
We must match the feature points on the images first, and find the matching points in order to determine the 3-d location of their corresponding space point. In this paper, the image retains only the obstacle area through the color segmentation. We can restore the dense matching points concentrated in the obstacle area through the existing algorithm based on image dense stereo matching. The space 3-d coordinates of points on the obstacle can be determined through each pair of matching points.
The cameras C1 and C2 have been calibrated, and their projection matrices are M1 and M2, then there are the following formulas. We can see from the analytic geometry, the geometric significance of formula 12 and 13 is that the line over O 1 p1(or O 2 p2). Due to the space point P is the intersection of line O 1 p1 and line O 2 p2, it must satisfy the formula 12 and 13 at the same time. Therefore, we can combine formula 12 with formula 13, then calculate the coordinates (X,Y,Z) of the point P.
After finding the 3-d coordinates of all points in the obstacle region, it is not difficult to find the maximum Xmax and minimum Xmin of the coordinate X. So that we can find the length of the obstacle model: L X =Xmax-Xmin. Similarly, we can find the width L Y and height L Z , then determine the 3-d proportion of the obstacle model. Finally, the true obstacle's 3-d information can be restored according to the real obstacle height.
V. EXPERIMENTAL RESULTS ANALYSIS
In order to verify the feasibility of algorithm proposed in this paper. We did the experiments as follows. The experiments are realized in VC 6.0 environment. Fig. 3 shows the original color image pairs of interior ground scene. Fig. 4 shows the results segmented by general gray segmentation algorithm. Fig. 5 shows the result segmented by the color segmentation algorithm proposed in this paper. The ordinary gray segmentation algorithm can not satisfactory our needs. However, through the color segmentation algorithm proposed in this paper, we can extract the obstacle region successfully. Compared to the ordinary gray segmentation algorithm, the segmentation results are much better. After segmenting the image pairs, this paper will use SIFT algorithm for feature extraction. Fig. 6 shows the results of SIFT feature extraction. The number of feature points is 128. The next step, we should match the feature points extracted by SIFT algorithm. Fig. 7 shows the results of feature matching. There are 31 pairs of matching points. Typically, the initial matching contains much false matches. Therefore, we should eliminate the false matches through RANSAC algorithm. Fig. 8 shows the results after eliminating the false matches. Finally, the number of matching points is 30. As the SIFT algorithm extracts only a sparse image features, this paper will use the image dense stereo matching method based on the region growth. So we can obtain the dense depth map in obstacle region, and reconstruct the obstacle. The results shown in Fig. 9 : We can compare the experimental results through constructing a table. The experimental data consist of the obstacle's length, width, and height information. Specific experimental data shown in Table 1 : Through measuring the real obstacle, we can know that the obstacle's 3-d information: the length is 9.85cm, the width is 4.75cm, and the height is 11.98cm. In this paper, we can calculate the obstacle model's 3-d ratio (0.812:0.403:1) by computing the 3-d coordinates of points in obstacle region, and then we can calculate the real obstacle's height (12.23cm) by the height detection method. Therefore, the real obstacle 3-d information can be obtained, the length, width, and height are: 9.93cm, 4.93cm, 12.23cm. Because of the color segmentation algorithm can not extract the obstacle region completely and accurately, the camera calibration errors are also exist, there are still errors between the obstacle 3-d information through the method in this paper and the real obstacle 3-d information. However, this small error does not affect the biped robot's decision. The biped robot can cross the obstacle successfully, avoiding collision with the obstacle.
VI. CONCLUSIONS
A new obstacle avoidance method which combines the color segmentation with the height detection and reconstructs the obstacle has been proposed in this paper. In order to determine some information (such as robot's step height, step length) and cross the obstacle successfully, we must calculate the real obstacle 3-d information. Through experimental verification, the proposed method in this paper is feasible. The detection range of match will be reduced by extracting the obstacle region based on the color segmentation, and the time-consuming in whole process of 3-d reconstruction will be also reduced. ACKNOWLEDGMENT This paper is sponsored by Nature Science Foundation of China (60973096) and Science Foundation of aviation in China(2010ZC56007).
