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Abstract— Vehicle detection is one of the classical application 
among the Advance Driver Assistance Systems (ADAS). 
Applications like emergency braking or adaptive cruise control 
(ACC) require accurate and reliable vehicle detection. In latest 
years the improvements in vision detection have lead to the 
introduction of computer vision to detect vehicles by means of 
these more economical sensors, with high reliability.  
In the present paper, a novel algorithm for vehicle detection 
and tracking based on a probability hypothesis density (PHD) 
filter is presented. The first detection is based on a fast machine 
learning algorithm (Adaboost) and Haar-Like features. Later, 
the tracking is performed, by means features detected within the 
bounding box provided by the vehicle detection. The features, are 
tracked by a PHD filter. The results of the features being tracked 
are combined together in the last step, based on several different 
methods. Test provided show the performance of the PHD filter 
in public sequences using the different methods proposed. 
Keywords—PHD Filter; Vehicle detection; Computer vision; 
Intelligent Transport Systems 
I.  INTRODUCTION  
During latest years the recent advances in information 
technologies allow to create Advance Driver Assistant Systems 
(ADAS), technologies that help to detect and warn the driver in 
advance in case of hazardous situations. These applications 
require accurate and reliable detection of the vehicles in the 
road.  
Classical sensing technologies (e.g. radar or laser 
technologies) have showed trustable results regarding to 
vehicle detection, but the high costs of these sensing 
technologies difficult the generalization of these kinds of 
applications and sensors. The modern computer vision 
technologies allow to detect and track vehicles with lower costs 
and wider sensing ranges. One of the main drawbacks of 
computer vision approaches is the trustrability and the 
reliability. Modern techniques try to overcome this difficulty 
by the use of modern tracking technologies.  
Present work focuses in the use of a probability hypothesis 
density (PHD) filter to track the features belonging to a 
detected vehicle. By means of the use of the PHD filter the 
tracking of the detected vehicle allows to enhance the accuracy 
and the detection performance.  
The paper is divided in the following sections:  
Section II provides related works references, giving 
scientific context. Section III describes the general purpose of 
the application. Section IV introduces the machine learning 
algorithm used for vehicle  and feature detection and section V 
details the feature tracking algorithm. Finally, test performed to 
the tracking algorithm are detailed in section VI and some 
conclusions are discussed in section VII. 
II. STATE OF THE ART 
Vision based vehicle detection is a common topic in the  in 
Intelligent Transport Systems.   
Sivaraman & Trivedi [1] provide wide state of the art of the 
current vision based vehicle detection. Regarding to monocular 
detection, works can be divided on those that use appearance 
features and optical flow based approaches. Among first,   
Histograms of Oriented Gradients (HOG), presented on [2] for 
pedestrian detection applications, are used on [3] and [4] for 
vehicle detection. Haar-Like features [5], are used in [6] for 
vehicle detection. In [7] HOG features are used together with 
laser scanner for vehicle detection and tracking. Optical flow 
based approaches take advantage of the motion of the vehicles 
to identify them. In [8] authors combine optical flow and 
symmetry, and in [4] optical flow is fused with radar for 
overtaking detection. Other approaches provide vehicle 
detections based on sensor fusion: In [9] obstacle detection and 
classification is performed based on radar and computer vision 
and [7] takes advantage of the laser scanner to enhance the 
vision detection.   
In the latest years, the increasing popularity of the  PHD 
filters in ITS community have lead to modern and useful 
applications where these estimation tools are used to enhance 
visual approaches. On [10] authors used PHD filters with 
Multiple Model for tracking road users (pedestrians and 
vehicles) in an intersection, based on multiple laser scanners. 
Authors in [11] used Cardinalized PHD to provide multisensor 
detection for vehicles and pedestrians.[12] and [13] used PHD 
together with feature detection to provide visual odometry.  
III. GENERAL DESCRIPTION 
On this paper, novel vehicle detection and tracking 
approach is presented. First the vehicle is detected based on 
machine learning methods. Once the vehicle is detected 
features are used to track the movement by means of a PHD 
filter. Finally, the information of the features are combined in 
the last stage. On this last stage several methods were tested.   
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where w is defined in (4) with PD is the detection probability, 
thus ሺ1 െ ஽ܲሻݒ௞ש௞ିଵ factor, represents the possible non-
detected features. 
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where PD is the detection probability and qk is the probability 
of the feature to keep alive (not disappearing). Kk is intensity of 
the clutter. The q(z) is given in (5). 
ݍ௞ሺݖሻ ൌ ܰሺݖ, ܪ݉, ܴ ൅ ܪܲܪ்ሻ (5)
here N defines the normal distribution with z the observation 
vector for a given measurement, R is the measurement error, 
and P is the covariance matrix of the exponential. 
This way, each object or feature, is defined by a normal 
distribution defined by the mean state m and the covariance 
matrix P, and the intensity factor W. 
According to the definition of the GMPHD in [15], the 
ݒሺݔሻ௞|௞  factor defined in (3) lacks of two factors i.e. the spawned 
features and the new births. As it is indicated in (6).  
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where ߚሺݔሻ௞|௞ିଵ is the mixed Gaussians that represent the 
spawned features and ߛሺݔሻ௞ are the new births. In this work, 
the probability of spawned is considered 0, since there is no 
possibility, by definition, for a feature to spawn. The birth 
probability is chosen to allow new births to last for some 
frames, as it is discussed subsequently. The GM for new births 
is defined according to : 
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where ݓఊ is the initial weight for the new births and m 
represents the state of the new feature detected and P is the 
initial Covariance Matrix. 
Implementation issues: 
Some problems and implementation issues has to be taken 
into account when designing a GMPHD for feature tracking. 
Some of them are related with the computational requirements, 
that are excessive for real time applications. Some other 
problems are also related with the quality of the measurements 
and the outliers, that should be discarded.  
Number of features to track & pruning technique 
One of main disadvantages of the PHD Filter is the high 
computational requirements, due to the exponential grow of the 
gaussians being tracked.  
 
 
 
Fig. 3. Example of features being tracked (in white). 
This issue is taken into account, by reducing the amount of 
features being tracked. This is performed by creating an 
adaptive threshold for gaussians pruning, following equation: 
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(8) 
Thus this way only those features with a certain weigh, are 
tracked along time, those with low reliability are thus 
discarded. By means of this implementation, stable features i.e. 
those detected with higher frequency are tracked along time. 
The features with intermittent detection are discarded. Fig. 3 
depicts an example of stable features being tracked. 
Merging features 
Before applying the pruning technique, the tracked 
exponentials are combined according to the features to which 
they are assigned. This is done according to the following 
equation: 
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where M is the set of features pointing to the same feature. And 
the new feature is defined according to Pො௞ሺ௝ሻ, mෝ ௞ሺ௝ሻ and wෝ ௞ሺ௝ሻ. 
Given the specific behavior of the features to track, that 
usually appears combined with several features closed. This 
previously presented combination algorithm was extended to 
the features closed in the image field. The combinations of 
these features, was performed according a circular gating in the 
image field, thus if the image was closer than a certain value, 
they were merged applying (9)-(11).  
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Vehicle Tracking & Outlier identification 
The first idea, is to track the vehicle according to the 
number of features being tracked. But this configuration is 
incorrect in the present approach, since, as it was mentioned 
before, the number of features remains constant, due to the 
adaptive threshold.  
Thus a given vehicle is considered disappeared when the 
sum of all the weights within a bounding box falls under the 
threshold for vehicle detection: 
 ́ݓ௞ ൌ ∑ ݓሺ௜ሻே௜ୀଵ  (12)
where N is the number of exponential within the bounding box 
that represents the vehicle. 
When the number of features falls under the Jmin described in 
(8), the new births features described in  
(7) plays an important role, to allow the tracking of the 
vehicle, updating the features with the new ones. However, the 
initial value ݓఊfor new births allows not to interfere when the 
tracked features have enough stability given by their high 
weight. It is important to remark that not all the new features 
created are incorporated. This is due to the fact that some of 
them are considered clutters, and also to reduce the 
computational costs of the approach. The approach select 
randomly according to the probability created denominated 
Pclutter. 
Finally, the movement of the vehicle has to be estimated 
based on the state of the features and taking into account the 
weight of each feature. Several approaches were tested and 
results are depicted in Test section, in order to chose the most 
suitable configuration for the vehicle state estimation. 
Approaches tested are depicted in (13) to (15). 
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where F represents the number of features tracked that not 
discarded according to (12). 
Movement model 
The movement used was based in the pin-hole model for 
Observation and constant velocity model for transition matrix 
F. The movement was calculated by means of the Unscented 
transformation that avoids the non-linearity problems of the 
calculation of the observation  
(18), as it is done by the Unscented Kalman Filter (UKF) 
[16]. 
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F corresponds to the transition matrix, Q process noise, R 
measurement noise, Y is the prediction, calculated from the 
state vector X and Obs is the observation vector for the new 
features detected.  
VI. TESTS 
Test performed were based on the TME motorway dataset 
[17]. This dataset provide laser scanner ground truth allowing 
to compare the performance of the estimation algorithm.  
Estimated distance to the vehicles [x] was recorded and 
compared with the available ground truth, results obtained by 
the tracking algorithm are depicted in table I. Three methods 
were tested for mixture of the information provided by the 
features being tracked. These four methods are depicted in 
equations (13) - (15).  
It has to be remarked that only frames with features 
detected enough to allow the track were taken into account. 
Figures 4 to 9 show examples of vehicles being tracked in two 
representative situations, vehicle following and vehicle being 
overtaken. 
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 Fig. 4. Tracking example 1. Folowing a vehicle. error calculated for the 
location estimated using equations (13) top, (14) center and (15) down. 
 
Fig. 5. Tracking example 1. Folowing a vehicle.  Frame example. 
 
Fig. 6.  Tracking example 1. Folowing a vehicle. Distance calculated using 
the three methods mentioned, magenta (13), cyan (14) and blue (15). Ground 
thruth is displayed in green. 
 
Fig. 7. Tracking example 2. Overtaking a vehicle.  Mean error calculated for 
the elocation estimated using equations (13) top, (14) center and (15) down. 
 
Fig. 8. Tracking example 2. Overtaking a vehicle. Frame example. 
 
Fig. 9. Tracking example 2. Overtaking a vehicle. Distance calculated using 
the three methods mentioned, magenta (13), cyan (14) and blue (15). Ground 
thruth is displayed in green. 
TABLE I.  MEAN ERROR FOR THE TEST PERFORMED. 
Algorithm Mean error [m] 
mഥ ௪ 6.67 
mഥ ஼௢௩  6.66 
mഥ ௠௔௫  7.29 
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VII. CONCLUSIONS 
Novel vehicle tracking algorithm based on GMMPHD filter 
applied to features was presented, and test results provided.  
Results showed the execution of the tracking algorithm, 
based on the data set provided in [17]. Comparison of the 
different approaches for feature mixture, provide similar results 
for the use of the weights (13) and covariance (14). These 
results were considerably better than the use of the maximum 
weight method (15). The requirement of covariance  
determinant calculation, in the case of the covariance (14), 
makes the weights (13) the best alternative according to the 
results depicted in table , since they provide similar 
performance with lower computational costs. 
Performance of the tracking algorithm presented makes it a 
suitable alternative to the available methods, such as KF and 
UKF, extended and widely used. However, the variability of 
the results is still an important drawback, new methods to 
identify and reduce the outliers and provide a smoother 
performance should be studied. 
Future test will compare the performance of the detection 
algorithm and the enhancement of this detections by means of 
the use of PHD Filter which tracking performance is described 
in the present article.  
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