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ABSTRACT 
The Bjork-Shiley Convexo-Concave (BSCC) prosthetic heart valve employs a carbon 
disc, which is held in place by two struts, as an occluder to block the flow of blood in one 
direction. It has been demonstrated earlier that differences in the acoustic resonant 
frequencies associated with intact and fractured struts can be exploited as a basis for non-
invasively detecting fractured struts. An Electromagnetic Acoustic Transducer technique 
has been proposed to excite the resonant modes of the BSCC prosthetic heart valve. The 
challenge however lies in detecting the acoustic resonance signal from among a variety of 
noise sources present in the human body. The thesis proposes to address the problem 
using spatial filtering techniques, popularly known as beamforming. It also discusses the 
various existing and prior approaches for separating signals for identifying strut failures, 
identifying the advantages and disadvantages of these techniques. Preliminary simulation 
results with synthetic and experimental data are presented. 
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1 INTRODUCTION 
Artificial heart valves are usually implanted when valve disease leading to stenosis or 
incompetence is indicated. These valves are either mechanical or made from other biological 
tissue (usually pigs). One type of mechanical valve called the BSCC heart valve was widely 
implanted between 1979 and 1986. These valves have a carbon occluder disc held in place by 
two metallic struts. Of the two struts, the. outlet strut is welded to the suture ring, while the 
other strut called the inlet strut is integral to the valve suture ring. Occasionally the weld at 
one end of the outlet strut fails (single-leg separation condition). Though the patient does not 
experience any discomfort, fracture at the other end of the strut leads, nearly always, to 
fatality. As a result, there is considerable interest in detecting single leg separation (SLS) of 
the outlet strut in the heart valve [ 1]. 
The second chapter in the thesis starts off discussing the need of artificial heart valves. It 
goes ahead talking about the history of the mechanical heart valves, explaining the 
advantages of each valve over the previous model. Later sections then provide the 
construction details of the Bjork Shiley Convexo-Concave prosthetic heart valves, in addition 
to providing reasons of their failure. The chapter then focuses on the various approaches 
attempted by different researchers to detect the SLS condition in patients implanted with the 
BSCC valve. It then proposes a non-invasive technique known as Electromagnetic Acoustic 
Transducer (EMAT) technique for the same problem and explains the need of signal 
processing for this particular approach. 
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The third chapter essentially covers all the signal processmg aspects involved in the 
EMAT approach. Starting with the basic concepts of beamforming, it goes on to explain 
three different approaches namely the Linearly Constrained Minimum Variance 
Beamforming, Generalized Sidelobe Canceller, and the Near-field Adaptive Beamforming, 
all of which are modified to a near-field problem. 
The fourth chapter discusses few simulation and experimental results, while the fifth 
chapter concludes enlisting few future work activities. 
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2 BSCC HEART VAL YES, PRIOR AND CURRENT APPROACH IN 
DETECTION OF OUTLET STRUT FRACTURES 
The heart is the most essential muscle in the body. Its main function is to pump the blood 
to the lungs and rest of the body. It consists of four chambers: the right atrium, the right 
ventricle, the left atrium, and the left ventricle. The ventricles are the main pumps of the 
heart. Deoxygenated blood flows from the body into the right atrium though two big veins 
namely the superior vena cava and the inferior vena cava. The right atrium then contracts, 
forcing blood into the expanding right ventricle through the tricuspid valve. Next, the 
ventricle contracts, pushing blood toward the lungs though the pulmonary valve into the 
pulmonary artery. Oxygen-rich blood leaves the lungs and returns to the heart through the 
left atrium via the pulmonary vein. The oxygenated blood is then pumped from the atrium to 
the ventricle through the mitral valve in the same fashion as the right side, and then exits to 
the body and brain through the aortic valve, via a large blood vessel called the aorta. Thus, 
heart valves are necessary to guide the flow of blood through the heart in the proper direction 
at the proper flow rate. However, the two most important functions of these valves are: (a) to 
allow the blood to flow through the heart smoothly, (b) and more importantly, to prevent the 
blood from leaking back against the main flow. 
Occasionally, complications arising from rheumatic fever and bacterial infection can lead 
to heart valve diseases. These diseases fall into one of two broad categories: stenosis, or 
hardening of the valve (the damaged valve could be having a smaller opening as compared to 
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a normal valve), and incompetence ( or insufficiency or regurgitation), or permittence of 
backflow. Stenotic valves cannot open fully, requiring more work to push the liquid through 
the valve. By contrast, incompetent valves waste work by allowing blood to flow backward. 
As a result of stenosis or incompetence, people with congenital heart valve defects and 
damaged valves cannot sustain an active lifestyle because the heart must work harder to 
compensate for the defective valves. Eventually, the overworked heart begins to fail, causing 
shortness of breath, dizziness, chest pain, fatigue, and fluid retention. Thus, many people 
with diseased heart valves become seriously disabled and lead to mortality unless appropriate 
surgery to correct the malfunction is performed or a prosthetic valve is implanted. About 
60,000 Americans each year receive heart valve replacements. Two different types of 
prosthetic valves have been proposed over the years. Bioprosthetic valves which make use of 
tissue either from human donors or pigs are popular, but serious problems exist with immune 
rejection and durability. The advantages of these valves include superior hemodynamics due 
to the fact that they are very similar to human valves, and the use of anticoagulant to prevent 
formation of thrombi (blood clots) is often unnecessary. However these valves include a high 
risk of calcification in younger patients. The major disadvantage is their short life span, 
usually less than 10 years, which is why many who are looking for a long lasting valve 
replacement choose mechanical valves. For these reasons, about half of all heart valve 
replacements use mechanical prosthetics designed to mimic the function, though not the 
structure, of a human heart valve [2]. 
The development of mechanical heart valves is one of the success stories of contemporary 
medicine. Mechanical valves were invented by the need for a long lasting valve with reduced 
risks of calcification. The first successful prosthetic valve replacement occurred in 1960 with 
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an open caged-ball valve [2]. This valve offered a dependable alternative to bioprostheses but 
still produced calcification around the valve. This brought about the tilting-disc valve in 1967 
followed by the bileaflet in 1976, which is the most popular valve in use today. These valves 
had structural and mechanical durability, capable of existing in a highly corrosive 
environment and endure 40 million cycles of operation per year for 20 or more years of 
operation. Also, these valves can be mass-produced and have fewer immune system conflicts 
than natural valves from donors. However, unlike natural valves, prosthetic valves produce 
turbulence, mechanical stress, blood clotting, and infection. The lifelong use of 
anticoagulants to prevent growth of thrombi is often indicated and the risk of calcification is 
ever present. A patient considering a mechanical valve must therefore compare the 
drawbacks of blood clot formation and fluid flow disruption with the benefits of better 
circulation and less strain on the heart. Yet despite these disadvantages, their durability 
accounts for their popularity over bioprostheses. 
2.1 Mechanical heart Valves 
The caged ball design used in early mechanical heart valves used a spherical occluder, or 
blocking device, held in place by a welded metal cage. Figure 2-1 shows a typical caged ball 
valve. These valves completely blocked the central flow; blood therefore required more 
energy to flow around the occluder. In addition, collisions with the occluder ball caused 
damage to blood cells. Finally, caged ball valves were notorious for stimulating thrombosis, 
requiring patients to take lifelong prescriptions of anticoagulants [2]. 
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Occluder boll 
Su1ure ring / 
Figure 2-1: A caged ball valve 
However, 1974, a company called Shiley, launched by engineer Donald P. Shiley, created 
a new class of prosthetic valves (a predecessor to the Convexo-Concave (C/C) valve, which 
used a tilting occluder disc to better mimic natural patterns of flow through the heart. This 
marked a radical depa1ture from valves in industrial use and a refocusing of design strategies 
to uniquely suit the needs of heart valves. The key feature of Shiley's tilting-disc valves, also 
known as the radial spherical (R/S) valve, is a polymer disc held in place by two welded 
struts [3]. These struts are welded to a metal ring, which is covered with a cloth-sewing ring 
for attachment to the heart. The disc is not physically pinned to the valve but rather floats 
between the two struts in such a way as to slam closed when blood begins to travel backward 
and reopen when blood again travels forward. This process of slamming open and shut 
occurs at least 70 times per minute, subjecting the valve to percussive impact stress 40 
million times per year. Although, a very successful valve, a desire to improve the 
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hemodynamins led to the development of the 60° CIC valve with Dr. Viking 0. Bjork, a 
well-respected Swedish heart surgeon, serving as advisor. Shiley saw the Bjork-Shiley CIC 
(BSCC) valve as a superior valve because of the reduced occurrence of thrombosis. The R/S 
valve consists of a flat occluder disc held in place by two struts, welded to a metal flange. In 
contrast, the BSCC valve's occluder disc uses a combination of convex and concave surfaces 
to improve blood flow. In this valve, the inlet strut was an integral part of the metal ring and 
only the outlet strut was welded. In Figure 2-2, (a) shows a BSCC valve while (b) shows the 
valve in the closed and open positions as it restricts and allows blood flow, respectively. 
S1rul 
-> 
Disc 
➔ 
BloodFlow _ -,,.. 
Figure 2-2 : (a) The BSCC prosthetic heart valve (b) The BSCC valve in closed and open positions 
The BSCC tilting disc valves offered a tremendous improvement over the caged ball 
valves. The Bjork-Shiley vaJve's occluder disc swings through an opening angle of 60° and 
closes completely. This tilting pattern allows more central flow while still preventing 
backflow. These valves also reduced mechanical damage to blood cells, and the improved 
flow pattern reduced thrombosis and infection too. In short, the BSCC valve was regarded as 
a significant improvement in heart-valve technology. 
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2.2 Strut Fractures in the CIC Valve 
A fracture of the outlet strut of a 60° CIC valve occurred during clinical trials in 1978, and 
as more of the valves were implanted, other reports of similar fractures began coming in. 
Thus, the outlet strut of the valves showed its susceptibility to a fatigue failure at the outlet 
strut welds resulting in a fracture of the outlet strut. This mode of failure eventually occurred 
in one out of 200 implanted valves, failure rate that would result in 400 fractures per year 
when applied to 60000 implants per year. Further, recent evidence indicates that this half-
percent failure rate may be an underestimate, since many fracture victims exhibit symptoms 
of heart attacks and therefore do not receive an autopsy. Without an autopsy, doctors cannot 
detect the failed valve. Hence, the Bjork-Shiley Convexo-Concave heart valve, once hailed 
as advancement in mechanical heart prosthetics, became famous for its failures rather than its 
successes. Approved for patient use in 1979, Shiley's assertion of improved design and 
operation helped to sell more than 86,000 valves in the ensuing ten-year period. As of 1990, 
over 600 of these implanted valves have failed, with approximately two-thirds of the failures 
resulting in death to the patient [3]. 
As described earlier, the free-floating occluder disc impacts the struts 40 million times per 
year. These repeated loadings caused a fatigue failure. When both legs of the outlet strut of 
the CIC valve fracture, the disk falls out of its ring, resulting in uncontrolled blood flow 
through the heart. Without a valve to close one end of the heart, contractions cannot force 
blood out of the heart. This is form of heart failure, and it requires immediate open-heart 
surgery. About two-thirds of the persons who experience valve failure die, and most 
survivors have serious complications. Unfortunately, the symptoms resulting from valve 
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failure are similar to those of other forms of heart failure, and unless an autopsy is performed, 
it is usually not possible to determine that valve failure was the cause of death. The reports of 
outlet strut fracture of Bjork-Shiley 60° Convexo-Concave valves, the recall of nonimplanted 
valves by the manufacturer (Shiley Inc.) and the considerable attention directed to the 
problem by news media have resulted in concern among patients who received these valves 
and their physicians, as well as confusion among a larger number of patients who have 
received other models of the Bjork Shiley valve. Many patients have chosen to have their 
CIC vales explanted, firstly, because epidemiological data (age, size of valve, opening angle, 
and position) may be indicating that they were at risk for strut fracture, and secondly, 
because they did not want to live with the uncertainty of a possibly defective heart valve. For 
them, the reduction in thromboembolism achieved by the BSCC valves is not an acceptable 
trade-off for the risk of fracture, and they would not choose it. In fact, it was important 
enough for them to take the risk of additional open-heart surgery that usually has a very low 
mortality rate ( 1-4% ), and then bear the pain and discomfort it brings [2, 3]. 
Since the occurrence of the first fracture, scientists, researchers, and engineers have come 
together for a common cause, and been performing various kinds of studies on the 
mechanism of these valve failures, exact reason for a fracture to occur, and a whole lot of 
other issues related to it, all for just finding a way to detect the valves that are prone to a 
failure before they actually fracture. Fortunately, it has been observed in a majority of cases 
that, when a BSCC valve failure occurs, it usually appears to be a two-stage process in which 
one leg of the two-legged outlet strut separates from the valve flange, resulting in a condition 
referred to as single-leg separation (SLS), leaving a variable interval during which the valve 
continues to function normally until the second leg becomes sufficiently weakened to permit 
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escape of the disc occluder [4]. Thus, if this SLS condition can be detected, then the valve 
may be replaced before the remaining leg fractures. Hence, considerable amount of research 
is being carried out, even until today, in an attempt to identify SLS vales. This research 
includes a variety of methods for screening patients with BSCC valves using minimally 
invasive ( or preferably noninvasive) methods in an attempt to determine if the valve has an 
intact outlet strut (IOS) condition or a single-leg separated (SLS) condition. 
2.3 Prior work in detection of SLS condition of the BSCC valves 
One of earliest methods of identifying the condition of the valve was usmg an over 
penetrated plain chest radiograph. An over-penetrated chest radiograph, preferably in both 
the anterior and lateral views, is the single most expeditious study that is readily obtainable in 
virtually any hospital or emergency treatment center, which however is effective in 
diagnosing the outlet strut only to an extent. The radiographic findings can usually provide 
details of only the presence or absence of the strut or the occluder disk, and their respective 
locations [6]. In some cases, the metallic structure of the valve may not be easily seen on a 
chest radiograph because of the tissue density of severe pulmonary edema. In such cases, 
emergent echocardiography to detect the presence or absence of normal occluder disc 
motion, or fluoroscopy to demonstrate absence of the occluder disc and the outlet strut are 
useful. However, none of the above techniques can be used as a screening tool to predict an 
increased likelihood of outlet strut fracture. High-resolution cineradiographic imaging can 
occasionally detect some single-leg separations in mitral convexo-concave valves, but the 
interpretation of the images was highly subjective, and more often than not inconsistent. 
Visual image assessment has wide inter-observer variability. For single-leg separations to be 
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accurately identified, extensive training m the interpretation of the images is required. 
Secondly, the detection of a O µm gap pushes the limits of the radiographic technology being 
used and makes it prone to false positive results from over-reading. False positive readings 
are especially troublesome because of the risk of death associated with valve replacement 
operations. Thirdly, although the method is noninvasive, it has the potential disadvantage of 
radiation exposure. Thus, successful detection of SLS in BSCC valves with the use of current 
X-ray technology may depend heavily on valve-specific characteristics, the variability 
inherent in observer reliability, and limitations of technology [7, 8]. A subset of fractured 
valves might not be visible despite the best present technology. These disadvantages made 
engineers and scientists think of alternative noninvasive approaches that would prove to be 
more successful. 
The other popular method that showed considerable promise was the acoustic analysis of 
the heart valve sounds. Finite element studies revealed that a fatigue failure significantly 
altered the vibrational modes of one valve component, supporting the possibility of 
phonographic diagnosis of the structural integrity of BSCC valves. These studies were later 
verified on a set of IOS and SLS valves. The fundamental frequency of the intact outlet strut 
was found to be a bending oscillation at 7960 Hz (that varied minimally with diameter and 
length of the valve), while that of the single-leg separated strut was found to be significantly 
lower at 2180 Hz. A valve with an SLS of the outlet strut and a residual contact at the 
separation (termed as 'kissing' contact) produced an intermediate frequency of around 4290 
Hz. [9]. Thus, the strategy involved in the acoustic analysis techniques is to estimate the 
strut's resonant frequency through acoustic measurements and use this to determine the 
structural status of the implanted BSCC valves. The efficacy of using the IOS resonant 
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frequency concept as the basis of a BSCC heart valve classifier depends significantly on the 
outlet strut resonant frequency remaining constant, as long as it remains intact over time and 
under a wide range of patient physiological conditions. Studies in this area have shown that 
the IOS resonant frequency is not a function of patients' blood pressure, heart rate, and 
respiration rate, and hence these parameters need not be measured and included in the 
classification algorithms. Also, the resonant frequency remains constant over time, thereby 
making the above technique viable [10]. 
While analyzing the acoustic signals, the question of whether to evaluate the closing or 
opening sounds was considered. Both emitted similar acoustic frequencies. The closing 
sound however had the advantage of greater intensity. Also, the broken minor strut would be 
freer to vibrate when the valve was closed than when the valve was open [11]. Few of the 
prior techniques of analyzing these closing sounds are as follows: 
(a) "Discriminant analysis" in the frequency domain that reduced each frequency 
spectrum into a discriminant score [ 11]. 
(b) Classifiers based on few characteristic features of the first resonant peak of the 
IOS present in the time-windowed, ensemble averaged spectrum of the valve 
closing sounds [12, 13]. 
( c) Time frequency analysis of the closing sounds: 
1. Short-Time Fourier Transform based approach [14] 
u. Neural network classifiers using feature from the time-frequency domain [13]. 
However, there has been considerable amount of research conducted in analyzing the 
valve opening sounds too, which by itself is a challenging problem. Studies indicate that 
(vibrationally) the opening beats possess better frequency information about potential outlet 
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strut fracture because the disk radiation frequencies that dominate the closing beats are only 
weakly coupled during the opening. This is the reason why the opening sound is a very 
desirable acoustic signal to extract [15, 16]. Unfortunately, the opening beats have much 
lower signal levels and therefore the noise plays a more significant role than during the 
closing cycle hence a greater challenge to signal processing. Some of the prior works for 
BSCC opening sound classification have used: 
(a) Probabilistic neural networks (PNN) that uses features from the spectrogram and the 
peak frequency histogram, which are estimated using a parametric approach 
(Autoregressive-AR modeling) [15, 16]. 
(b) K-nearest neighbor and Bayes classifiers, which used features from the mean power 
spectrum of the opening sounds in the low frequency range (0-500Hz) [17]. 
( c) Ratio of the high (> 1 000Hz) to the low ( < 500Hz) frequency area of the averaged 
power spectra [18]. 
The classification results using the above mentioned acoustic techniques look reasonable for 
a small set of valves. However, validity of these approaches hinge on the quality of the 
training set of valves provided. This requires the availability of a large number of exemplars 
for successful operation. Since, the number of SLS valves is very limited, one can 
demonstrate significant success using this small database, but extrapolation to the real world 
may be very difficult. Hence, these techniques may not yet be ready for clinical use. Of 
course, results from these methods provide significant insight to the problem and future work 
would definitely want to use results obtained from these techniques. 
All of the above methods are associated with a subjective nature of the test interpretations. 
It is really very critical that the surgeon determines the BSCC strut condition accurately. For 
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the surgeon, it is just as important to avoid predicting a false outlet strut failure (false alarm) 
as predicting one (detection) because it can lead to an unnecessary and potentially risky 
surgery. Secondly, the one biggest challenge associated with the above passive methods lies 
in the difficulty involved with discriminating between the two types of signals (10S and SLS) 
in the presence of high levels of ambient noise. The next section discusses a proposed 
noninvasive technique for evaluating the condition of the BSCC valves. 
2.4 Electromagnetic Acoustic Techniques (EMAT) 
This technique is a fully noninvasive method that relies on the excitation and 
measurement of the strut' s resonant modes. The resonance frequencies of intact and fractured 
struts center around 7.5 KHz and 2.2 KHz respectively. The acoustic field generated by the 
vibrating strut can be measured and the frequency at which resonance occurs can be used to 
differentiate between an intact outlet strut (10S) and a single-leg separated (SLS) strut. Thus 
the problem of fracture detection translates into a problem of measuring the frequency of the 
acoustic signal radiated by the strut [ 1]. 
The method uses, what is often referred to as the electromagnetic acoustic technique 
(EMA T) for discriminating between SLS and 10S cases. Here, we immerse the heart valve in 
a static magnetic field ( ~ 1.5 T) that is established using a pair of very powerful magnets. The 
static magnetic field is oriented in a direction parallel to the plane containing the suture ring. 
Additionally, a time varying field is established using a coil that is excited by a tone burst. 
This field is oriented in a direction that is parallel to the plane containing the suture ring but 
orthogonal to the direction of the static field. The time varying tone-burst field thus induces 
eddy currents in the suture ring. These eddy currents interact with the static magnetic field to 
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produce a Lorentz force, which acts on the suture ring. The amplitude of the force is 
proportional to the static flux density and the current induced in the strut. Also, the direction 
of the force is orthogonal to the direction of the induced current and the static field. The tone 
frequency is chosen to match the modal frequency associated with either an intact or 
fractured outlet strut. The application of the tone burst causes the valve to vibrate and 
generate an acoustic field. Transthoracic recordings representing samples of the acoustic field 
are made using a electronic stethoscope placed on the chest of the patient. The recordings are 
made during the period when the tone is switched off. If the strut is intact, its displacement 
reaches a maximum when the tone frequency is close to one of the resonant modes associated 
with an intact strut. Since the resonant modes of an intact strut differ substantially from those 
of a fractured strut ( as shown from previous acoustic and finite-element modeling studies), it 
is possible to diagnose the state of the valve simply by determining the tone frequency at 
which the displacement amplitude reaches a maximum [19]. 
In practice, the IOS valve resonant frequencies are known to vary within a range of 
frequencies around 7.5kHz (~7kHz to I !kHz). Similar is the case for the SLS valves too. 
Hence, the tone frequency is swept over a range covering the expected values of modal 
frequencies, and acoustic measurements are made. Thus, by observing at the frequency 
spectra of these measurements over the entire frequency range, one can predict the condition 
of the strut. However, things are not this easy in practice. This is a very challenging problem 
because the acoustic energy radiated by the resonating heart valve is contaminated by 
numerous mechanisms. The human body superimposes biological sounds and distorts the 
acoustic energy as it travels through the tissues. The instrumentation that captures the heart 
vale sounds influences the data. The sensors, filters (in built in the sensors), amplifiers, 
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digitizers, and storage media distort the raw acoustic data. Extracting pertinent information 
from the original resonating heart valve sounds is difficult considering the distortions caused 
by these biological and electronic sources. For instance, we could think of the measured 
acoustic response of the heart valve to get altered due to various (unintentional) 
transformations of the desired signal as shown in Figure 2-3 (16]. 
Noise Noise Noise 
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Desired Signal Measurement 
Figure 2-3: Conceptual heart valve acoustic sound propagation and measurement 116] 
Thus, signal processing is one of the most crucial ingredients for the success of the EMAT 
method. The following chapter considers the signal processing aspects involved in the 
approach in great detail. 
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3 SIGNAL PROCESSING IN THE EMAT APPROACH 
One would expect to use the acoustic signals recorded by a single sensor or an array of 
sensors placed on the chest of the patient, plot them out in the frequency domain, and then 
predict the heart-valve's condition based on existence of a 7.5kHz or a 2.2kHz tone. 
However, things are not as easy as it sounds in practice. These sensor signals contain noisy 
contributions from almost all parts of the body and hence, require considerable amount of 
signal processing before they can be used to determine the strut' s condition. Here we use the 
'beamforming' technique, an effective signal-processing tool that often finds itself employed 
in many applications of blind source separation. 
3.1 Beamforming - Spatial filtering 
A beamformer is essentially an intelligent signal processor that is used in conjunction 
with sensor arrays for spatial filtering purposes. The sensors collect data samples from 
propagating field waves that are finally processed by the beamformer. The main objective of 
the beamformer is to estimate the direction of arrival of the desired signals, use this 
knowledge to eliminate the ill effects of interference signals arriving from other directions, 
and simultaneously improve the signal-to-noise ratio of the desired signals [20]. 
Beamformers are thus, essentially filters that linearly combine the spatially sampled time 
signals collected by each of the sensors ( arranged in a particular orderly manner in space) to 
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obtain a scalar time signal at the output. Figure 3-1 attempts to pictorially present this 
concept. 
DESIRED SOURCE 
NOISE / INTERFERING SOURCES 
ARRAY OF SENSORS 
Combine 
sensor 
signals 
optimally 
Figure 3-1 Principle of beamforming 
BEAMFORMER 
ESTIMATE OF 
THE DESIRED 
SOURCE 
Whenever the interference signals lie in the same temporal frequency band as of the 
desired signals, temporal filters cannot be used to separate the desired signal from the 
interferences. Fortunately, in most practical cases, the signals and interferences originate 
from different spatial directions. Spatial filters designed at the receiver end exploit this 
spatial separation of the desired and the interference signals. Just as a temporal filter needs 
data over a time period (temporal aperture), spatial filters require data over a spatial range 
(spatial aperture). When the spatial sampling is discrete, the processor that performs the 
spatial filtering is termed as a beamformer. 
3.1.1 Why Beamforming and not any traditional frequency domain filter? 
There are a couple of reasons why one needs to go for a sophisticated approach and not 
resort to simple filtering techniques. Firstly, the signals recorded by the sensors are usually 
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corrupted by ambient noise, instrument noise and more so by contributions from a variety of 
noise sources present in the human body. To name a few, we have huge contributions from 
heart beat sounds; respiratory sounds form the lungs, and the sounds from the GI tract. All of 
this creates a low signal-to-noise (SNR) ratio environment, which demands one to go for 
something more than a simple filter to obtain a good estimate of the acoustic resonance 
signal from the strut. 
The second reason, which is the more important of the two, is that, most of these body 
noise sources span the same spectral range as the signal of interest. For instance, auscultation 
studies have shown that the respiratory tract sounds occur in the frequency range of 600Hz to 
2.5kHz [1, 21]. Hence, the traditional method of designing frequency-domain filters or 
temporal filters will do no good 
Thus, to circumvent these two potential problems, we utilize the beamformer that exploits 
the spatial separation of the desired resonant signal (from the prosthetic heart-valve strut) and 
the interfering noise sources (from different parts of the body), to estimate the resonating 
strut's acoustic signal. 
3.1.2 Mathematical formulation of superimposed signals in an array of sensors 
Consider a passive sensor array composed of N sensors with arbitrary locations and 
arbitrary directional characteristics. Assume that M radiating sources are located in the far-
field of the array; thereby implying that the wavefronts received by the array can be modeled 
as plane-waves [22]. (The extension to the near-field case, that assumes spherical wavefronts 
is considered in the next section.). Assuming for simplicity that the array and sources are 
confined to a plane, it follows that the position of the k-th source is characterized by a single 
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parameter - its direction of arrival (DOA) 0k. Thus the signal received by the i-th sensor can 
be expressed as 
M 
x;(t) = Ia;(0k)sk(t--r;(0k))+n;(t) (3.1) 
hi 
where Sk (.) is the signal of the k-th source as observed at a reference point in the array, ai ( 0k) 
is the amplitude response of the i-th sensor to a wavefront impinging from direction 0k, r; ( ~) 
is the propagation delay between the reference point and the i-th sensor for a wavefront 
impinging from direction 0k, and ni (.) is the additive noise at the i-th sensor. 
Assuming each of the source signals to be narrowband with a known center frequency, 
say Olk, we can thus express the k-th source signal as 
(3.2) 
where Uk (.) and vk (.) represent slowly varying signals that modulate the amplitude and phase 
of sk (. ). It is also assumed that these modulating signals do not change significantly during 
the time it takes for the wavefront to propagate across the array. Hence, the following 
approximation is valid 
(3.3) 
The above form of (3.3) can be made simpler when the complex representation is used. 
The complex representation of a signal, sk (. ), is defined as the complex valued function 
(3.4) 
where sk (.) denotes the Hilbert transform of sk (t), given by 
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sk (t) = 1sk (r;) dr; 
-oo t - r; 
Thus, for the narrowband signals of the form (3.2) the Hilbert transform is given as 
Sk (t) = Uk (t)sin(WJ + Vk (t)) 
(3.5) 
(3.6) 
that is obtained by simply phase-shifting the signal by 90°. Consequently, it follows that 
(3.7) 
which implies that (3.3) can be rewritten as 
(3.8) 
Notice the simplicity of Equation (3.8) where the time time-delay gets transformed to 
multiplication by an exponential. Using (3.8), we can now rewrite (3.1) as 
M 
X; (t) = La; ( 0k )e-Jc'V; (Bk >sk (t) + r( (t) (3.9) 
k=I 
Combining the N complex-valued samples x; (i = 1, 2, ... , N) into one vector, we get 
!11 
x(t)= La(0k)sk(t)+n(t) (3.10) 
k=I 
where 
(3 .11) 
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is called the propagation/ direction/ steering vector of the k-th source. The output equation in 
(3.10) can be put in more compact form by defining a steering matrix and a vector of signal 
waveforms as 
A( 0) = [a(01 ), a(02 ), ••• , a(0M )] 
s(t) = [s1(t),s2(t), ... ,sM(t)Y 
Equation (3 .10) thus becomes 
x(t) = A(B)s(t) + n(t) 
(3.12) 
(3.13) 
Hence, in our application, we need to estimate the direction-of-arrival 0k and the 
corresponding waveform sk (.) of the resonating strut signal, given the N complex-valued 
samples of the array vector x (. ). 
Note: In all the sections and chapters to follow, the complex representation of the signals 
x (.) and s (.) is inherently assumed in the notation x (t) ands (t). 
The sensor signals x (t) are appropriately preprocessed and sampled at arbitrary time 
instances, labeled t = 1,2 ... ,L for simplicity. Thus, once can view the process x (t) as a 
multichannel random process, whose characteristics can be well understood from its first and 
second order statistics determined by the underlying signals and noise. The preprocessing of 
the sensor signal is done in such a way that x (t) can be regarded as temporally white [23]. 
The signal parameters (0k) which are of interest being spatial in nature, require us to obtain 
the cross-covariance information among the sensors, i.e. the spatial covariance matrix 
R = E{x(t)xH (t)} = AE{s(t)sH (t)}A H + E{n(t)nH (t)} (3.14) 
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where E {.} denotes statistical expectation. Here, the source and noise covariance matrices, S 
and Q are given as 
E{s(t)sH (t)} = S 
E{n(t)nH (t)} = Q 
(3.15) 
However, the above exact quantities (R, S, Q) would exist only under the assumption of 
infinite observation time. In practice only sample estimates ( denoted by a hat "A") are 
available. A natural estimate of R is the sample covariance matrix 
I L 
R = -I x(t)xH (t) 
L t=I 
(3.16) 
Note: In the sections to follow, R would be assumed to be the sample covariance matrix. 
3.1.3 Basic terminology and concepts involved in near-field beamforming 
As stated above, the beamformer is a spatial filter that optimally combines spatially 
sampled time signals received at the sensors to obtain an estimate of the desired source 
signal. In the following figure, xi, x2, x3, ••• , XN correspond to the N sensor signals recorded 
by an array of sensors at time instant k [20]. 
X1(k) 
array elements 
~ xN(k) 
■ 
■ 
■ 
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y(k) 
Figure 3-2: A beamformer forms a linear combination of the sensor outputs. Sensor outputs are each 
multiplied by a complex weight and then summed. This beamformer is typically used with narrowband 
signals [20]. 
w/, w/, w/, ... , WN* represent the weights of the spatial filter, and y the output signal of the 
beamformer at time k. The above filtering operation is expressed in an equation form as 
follows 
1', 
y(k)= Z:w;x;(k) (3.17) 
i=I 
Each of the sensor outputs is assumed to have the necessary receiver electronics and an AID 
converter. Now, equation (3 .15) can be written compactly as 
(3.18) 
where the weight vector w and data vector x (k) are defined appropriately as 
(3.19) 
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In sensor array applications, a succinct means of characterizing both the array geometry 
and the location of a signal source is through the propagation vector ( or popularly known as 
the direction/steering vector) [24]. As explained in section 3.1.2, the propagation vector is 
defined such that it concisely describes the propagation of the signal from its source to each 
sensor in the array. In the present application, the signal sources, namely the acoustic signal 
from the resonating strut and the interfering signals from the lung and other noise sources can 
be considered as near field sources. As a general rule, for a sensor array of length B, a source 
is considered to be in the near field if r < 
2
B
2 
, where r is the distance to the source, and A is 
l 
the wavelength. Here, for the range of frequencies (2kHz to 8kHz), the above condition holds 
good. Consequently, we develop a near-field propagation model for these signals. 
The propagation vector of a sound source in the near field of a sensor array can be 
expressed using a spherical propagation model. We define the reference sensor as the origin 
of a 3-dimensional vector space, as shown in Figure 3-3. The position vector (Ps) for a signal 
j;. 
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Figure 3-3: Near field propagation model (24) 
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source located at (rs, 0s, r/Js) with respect to the origin is given by 
Ps = rJ.x " y 
cos es sin <A 
z] sin 0s sin <Ps 
COS <Ps 
(3.20) 
The sensor position vectors, denoted asp; (i = 1, 2, ... , N) are similarly defined. The distance 
from the source to sensor i is thus 
(3.21) 
where 11-11 is the Euclidean vector norm. 
In such a near-field model, the differences in distance to each sensor from the source are 
significant, thus resulting in phase misalignment across the sensors. Because of the spherical 
model assumption, the phase difference between sensors is directly proportional to the 
difference in propagation time to the sensors with respect to the reference sensor (say i = 1 ), 
which in tum is given by 
d.-dl 
r.=-,--, 
C 
(3.22) 
where c is the velocity of the propagating signal in the medium (the human body, in the 
present case, where c ~ 1540 mis). In addition, the wavefront amplitude decays at a rate 
proportional to the distance traveled. The sensor attenuation factors, with respect to the 
amplitude on the reference sensor, are given by 
d1 a.=-
, d. 
I 
(3.23) 
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Thus, if x1(/) is the complex narrowband signal of frequency/ received at the reference 
sensor, the signal on the /h sensor is given by 
(3.24) 
Thus, the near field propagation vector for a source at (r, 0, ¢) with respect to the origin (p1) 
can be expressed as 
or equivalently, 
- j2efr; a.e 
l 
a .e-Jon; 
l 
Thus, the beamformer output computed using equation (3 .18) becomes 
y(f) = x1 (f)wH d(f,r,0,¢) (3.27) 
Let us now try to understand the physical implication of equation (3.27). It is clear that w 
and d are two vectors whose dot product affects the beamformer output y. In other words, the 
angles between w and d (f, r, 0, </i) affect the beamformer response y. If this angle is 0° or 
close to 0° for some (f, r, 0, ¢), then the response magnitude will be large. On other hand, if 
wand d (f, r, 0, </i) are orthogonal to each other, then the response is zero. Thus, if one knows 
the direction of arrival (DOA) of an interferer signal, either precisely or approximately, then 
he/she can design thew of the beamformer so that wHd (f, r, 0, </i) = 0. Similarly, if DOA of 
a desired signal is known, then we can design the w so that w = d (f, r, 0, </i) to maximize the 
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dot product. Thus, the ability to discriminate between sources at different locations and/or 
frequencies say (/J, r1, 01, <h) and (h, r2, 02, r/J2), is determined by the angle between their 
array response vectors, d ([I, r1, 01, <h) and d (h. r2, 02, <h) [20]. 
Now, the second order statistics like the power or variance play an important role in the 
evaluation of the beamformer response. The variance or expected power of the beamformer 
output is given by 
I 1
2 H H H E { y } = w E { xx } w = w Rw (3.28) 
If the data is wide sense stationary, then R, the data covariance matrix, is independent of 
time. Although, non-stationary data is often encountered, the wide sense stationary 
assumption is typically used in developing statistically optimum beamformers. 
Beamformers can be broadly classified as either data independent or statistically 
optimum, depending on how the weights are chosen. The weights in a data independent 
beamformer do not depend on the array data and are designed to present a specified response 
for all noise interference scenarios. This obviously is not an optimum solution for most 
practical cases, and consequently is rarely used. The delay-sum beamformer is an example of 
this kind, which is optimal for a point source in the presence of spatially diffuse noise, but 
isn't optimal if the noise also originates from point sources. However, the statistically 
optimum beamformers are much more robust and practically applicable. The weights here 
are chosen based on the statistics of the array data to optimize the array response. In general, 
the statistically optimum beamformer places nulls in the directions of interfering sources in 
an attempt to maximize signal-to-noise ratio at the beamformer output [20]. Some of the 
popularly used ones are the Linearly Constrained Minimum · Variance (LCMV) and 
29 
Generalized Sidelobe Canceller (GSC) beamformer, which are described in the following 
sections. 
3.2 Linearly Constrained Minimum Variance (LCMV) Beamforming 
The basic idea behind Linearly Constrained Minimum Variance (LCMV) beamforming is 
to constrain the response of the beamformer so that the signals from the direction of interest 
are passed with a specified gain and phase. The weights are chosen to minimize the output 
power or variance subject to the response constraint. This has the effect of preserving the 
desired signal while minimizing contributions to the output due to interfering signals and 
noise arriving from directions other than the direction of interest [20]. 
In Equation (3.27), we notice that the beamformer response to a narrowband signal of 
frequency / located at (r, 0, ¢) is proportional to wH d(f,r,0,</J). Thus, by linearly 
constraining the weights to satisfy WH d(f,r,0,¢) = g*, where g is a complex constant, 
we ensure that any signal from (r, 0, ¢) and frequency/ is passed to the output with response 
g. Minimizations of contributions to the output from interference, i.e. signals not arriving 
from (r, 0, ¢) with frequency /, is accomplished by choosing weights to minimize the 
expected value of the output power or variance E {jyj2} = wH Rw . The LCMV problem 
statement for choosing weights is thus written as 
min wH Rw subject to dH (f,r,0,¢)w = g 
w 
(3.29) 
The method of Lagrange multipliers can be used to solve (3.29). We thus first define the 
following complex Lagrange functional: 
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L(w) = wH Rw +A• [dH (f,r, 0,¢)w- g]+ [wH d(f,r,0,¢)- g • µ (3.30) 
where '),,_ is a Lagrange multiplier. Setting the derivative with respect to w • to 0 yields 
V .L(w) = Rw+ d(f,r,0,¢):t = 0 
w 
(3.31) 
In terms of the Lagrange multipliers, the optimal weight vector is then 
(3.32) 
where R 1 exists assuming positive definiteness of R. Since w opt must satisfy the constraint 
dH (f,r,0,¢)w= g, we get 
dH (f,r,0,¢)w
0
P1 = -dH (f,r,0,¢)R-
1d(f,r,0,¢)l = g (3.33) 
Thus, the Lagrange multipliers are found to be 
[ 
H -I }I 
:t = - d (f,r,0,¢)R d(f,r,0,¢)J g (3.34) 
where the existence of [d H (f, r, 0, ¢ )R- 1 d (f, r, 0, ¢) f I follows from the fact that R is 
positive definite. From (3.32) and (3.34) the optimum constrained weight vector solving 
(3.29) is 
W
0
P
1 
= R-1d(f,r,0,¢)[dH (f,r,0,¢)R- 1d(f,r,0,¢)[ 1 g (3.35) 
If g = 1, then (3.35) is often termed as the Minimum Variance Distortionless Response 
(MVDR) beamformer [20]. For a near-field model, this is popularly known as the Near-field 
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Superdirective beamformer. As such, the only difference in the calculation of a standard and 
a near-field superdirective channel filters is the form of the propagation vector, d. For a near-
field source, the assumption of plane wave (far-field) propagation leads to errors in the array 
response to the desired signal due to curvature of the direct wavefront [24]. 
The concept of white-noise gain is an important issue over here. The white noise gain of 
a beamformer is defined as the output power due to unit variance white noise at the sensors. 
Thus, the norm squared of the weight vector w"w, represents the white noise gain. If the 
white noise gain is large, then beamformer output will have a poor SNR due to the white 
noise contributions. Thus, a constraint on the white noise gain is necessary, as an 
unconstrained superdirective solution will in fact result in significant gain to any incoherent 
noise [20]. There is one more reason for introducing a constraint on the white-noise gain. The 
LCMV beamformer can experience significant performance degradation when there is a 
mismatch between the presumed and actual characteristics of the source or array [25]. 
Improved robustness to pointing errors and to random perturbations in sensor parameters can 
be achieved by limiting the norm of the weight vector. This essentially requires incorporating 
a quadratic constraint on the maximum white noise gain, 
H ~-2 
W W=u (3.36) 
where 82 is the desired white noise gain. The optimal solution to the LCMV optimizatioD 
problem with the above quadratic constraint is given by 
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where E is a Lagrange multiplier that is either interactively adjusted or optimally chosen to 
satisfy the white noise gain constraint [24]. Equation (3.37) has the same form as (3.35) with 
a diagonal loading term d added to R. Once the optimal filters w opt have been calculated, the 
near-field superdirective beamformer output is calculated as 
y(f) = w;1 (f )x(f) (3.18) 
where x(f) is the N-chann.el input column vector obtained from the N sensors 
(3.19) 
3.3 Generalized Sidelobe Canceller 
An alternative but equivalent approach is the GSC. It also implements power minimization 
criteria on the filtered sensor signals. However, unlike the LCMV, the requirement that a beam 
point in a direction of interest is enforced in the architecture rather than the criteria [26]. 
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Figure 3-4: Standard Generalized Sidelobe Canceller [251 
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Figure 3-4 shows a standard GSC. In the generalized sidelobe canceller shown here, w is 
decomposed into two components: one in the constraint subspace and one orthogonal to it. The 
weights are given by 
(3.36) 
The fixed upper path projects onto the constraint space to ensure the linear constraints are 
met exactly [25]. The vector Wq is the fixed N x 1 quiescent weight vector 
wq = d(f,r,0,¢)[dH (f,r,0,¢)d(f,r,0,¢)J 1 g (3.37) 
The first element in the lower path of the standard GSC is the blocking matrix B. Its 
purpose is to block the desired signal from the adaptive noise estimate. The lower path is 
designed to be orthogonal to the constraint subspace. The matrix Bis thus a N x (N-1) matrix 
that is orthogonal to d(f,r,0,¢), i.e., BH d(f,r,0,¢) = 0. The blocking matrix is not unique 
and is usually chosen such that B is unitary, i.e., B"B = I. The vector Wa is the (N-1) x 1 
adaptive weight vector that can adapt freely to improve interference suppression in the (N-1)-
dimensional orthogonal subspace. Using this decomposition, the optimization problem for 
finding the optimum w a gets formulated as 
~in[{ wq - Bwa )HR( wq - Bwa) J 
a 
(3.38) 
The optimal solution for the above problem is 
(3.39) 
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This solution corresponds to the Wiener filter for minimizing the mean square error between 
the upper and lower paths [25]. To achieve a more robust performance, one could use the 
standard LMS algorithms for optimization. Further improvement can be achieved by 
considering the following modifications that modify the GSC for a near-field case. 
3.4 Near-field Adaptive Beamformer 
This is essentially a combination of the LCMV and the adaptive GSC, with an additional 
unit introduced that modifies it to the near-field case. Figure 3-5 shows the proposed 
structure for the near-field adaptive beamformer. 
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Figure 3-5: Near-field Adaptive Beamformer 124) 
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The upper processing path of the adaptive beamformer is basically a Linearly Constrained 
Minimum Variance (LCMV) Beamformer (also referred as the Near-field Superdirective 
Beamformer) that was explained in the previous section. The lower path is called the 
Generalized Sidelobe Canceller that contains a Near-field Compensating Unit (D), a 
Blocking Matrix (B) and a set of adaptive filters (a). The inclusion of the adaptive filters in 
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the lower path aids in further reducing the output noise power by canceling out the effects of 
all the major noise interferences. 
The LCMV beamformer attempts to minimize the output power subject to the constraint 
that signals from all the desired directions are allowed to pass. However, because of many 
reasons ( errors in the estimates of location of the desired sources, error in estimate of the 
sample covariance matrix, error in the assumed noise model, etc.) this may not be the 
optimized output signal [24]. In order to improve upon this estimate, we make use of an 
adaptive noise-canceling scheme (the lower path of the adaptive beamformer). The output of 
the upper path is given as 
Yu (f) = w(f)H x(f) (3.40) 
where w is obtained from the optimal solution of the LCMV beamformer given by equation 
(3.35) 
(3.41) 
The Near-field Compensating Unit and the Blocking Matrix ensure that none of the desired 
signal components enter the lower processing path. Thus, the signal passing into the adaptive 
filters is essentially noise. The filter weights are now adaptively updated using the standard 
unconstrained LMS algorithm so that the output y (/} has minimum noise contribution. 
In order to completely block the desired signal from the adaptive noise estimate, the desired 
signal is first time aligned and amplitude scaled across all N input channels, thereby 
compensating for both phase misalignment and amplitude scaling of the desired signal across 
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the sensors. The Near-field Compensating Unit is used for this purpose. The near-field 
compensation matrix can be defined as 
D(f) = [diag(w(f))]-1 (3.42) 
The near-field compensation can then be applied as 
x' (f) = D(f)x(f) (3.43) 
A standard blocking matrix is then chosen such that 
B(f)H w(f) = 0, B(f)H B(f) = I (3.44) 
We note that the columns of B (/) are orthonormal vectors that form a basis for the null space 
of w (/) and may be obtain by any of several orthogonalization procedures such as Gram-
Schmidt, QR decomposition, or singular value decomposition (SVD). This blocking matrix 
thus ensures complete cancellation of the desired signal in the lower path. The output of the 
blocking matrix is thus 
x"(f) = B(f)H x'(f) (3.45) 
where x··(f) is a (N-1) length column vector. Consequently, we define an (N-J)-length 
adaptive filter column vector as 
a(f) = [a1 (f), a2 (f), ... a N-1 (f) Y (3.46) 
Thus, the output of the lower path is given as 
Y1(f) = a(f)H x"(f) = a(f)H B(f)H D(f)x(f) (3.47) 
The NF AB output is then calculated from the upper and lower paths as 
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y(f) = Yu (f) - YI (f) (3.48) 
And the adaptive filters are updated using the standard unconstrained LMS algorithm. The 
update equation for the LMS algorithm is given as 
ak+1(f) = ak(f) + µx;(J)yk(f) (3.49) 
where µ is the adaptation step size and k denotes the current time step. For both stability and 
convergence of the LMS filter,µ is chosen [27] such that 
2 
µ<-where Amax= max[eig(R)] 
Amax 
(3.46) 
All the three above methods of beamforming were experimentally verified, results of whose 
are presented in the next chapter. 
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4 SIMULATION AND EXPERIMENTAL RESULTS 
This chapter presents some of the simulation and experimental results provmg the 
necessity and power of the signal processing techniques discussed in chapter 3. The chapter 
is divided into two sections. The first part shows the near-field beamforming results obtained 
on simulated source and noise signals wherein the near-field propagation model is assumed. 
The results essentially validate the assumed model and the beamforming techniques. The 
second part attempts to verify the same concepts with noise from various body sources 
experimentally recorded, and a simulated signal with a very low SNR. In each case, the three 
different signal-processing approaches are compared. 
4.1 Results with Simulated Noise 
A set up containing an array of 7 sensors and 2 signal sources of7.5kHz at OdB and 4kHz 
at 0.3ldB were simulated on MATLAB. The distance of the signal sources from the sensors 
were chosen so as to simulate a near-field problem. White gaussian noise was added to the 
sensor signals so as to obtain a SNR of -1 OdB with respect to Source 1. Figure 4-1 shows the 
simulated experimental setup. 
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Figure 4-2 shows the frequency SJJectra of the 7 sensor signals sampled at 32000 Hz. 
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Figure 4-2: Frequency spectra of the 7 sensor signals 
Figure 4-3 and Figure 4-4 show the frequency spectrum of the Source 1 (7_5kHz) and 
Source 2 (4kHz) respectively, as estimated by the three different algorithms. Note that each 
of the algorithms have managed to estimate the tone burst signals accurately in spite of the 
low signal power level. 
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4.2 Results with Body Noise 
A set of three electronic stethoscopes, two placed in front on the chest and one at the 
back, was used to record signals from the body. The stethoscope outputs were passed through 
a 16 channel simultaneous sampling AID converter, which provided the three time-
synchronized sensor signals required for testing. Having obtained these three sensor signals, 
the LCMV algorithm was used to provide estimates of the noise sources at various locations 
of the body. Eight such locations around the heart were chosen for this purpose. Figure 4-5 
shows a schematic representation of the setup of the three stethoscopes (sensors), and the 8 
noise source locations. 
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Given these noise source estimates, a resonating heart valve tone-burst signal of 7.5kHz 
with a SNR of -40dB was simulated and was treated as the desired source signal located 
close to the heart. With the known locations of these signal and noise sources, their 
corresponding propagation vectors were computed, and thereby sensor signal estimates, were 
obtained for a hypothetical set of 6 sensors located on the body (3 on the chest, 3 at the 
back). With these sensor signal estimates as the input to the three beamformer algorithms, the 
desired source (heart-valve) signal was estimated in each case and was compared to the 
original source signal. Figure 4-6 shows the hypothetical setup of the 6 sensors with relation 
to the simulated heart-valve source location. 
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The simulated heart-valve signal as observed in the time and frequency domain is shown 
in Figure 4-7. 
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Figure 4-7: Simulated heart valve source signal 
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The sensor signals, when looked at in the frequency domain show up as in Figure 4-8. 
Note that the desired 7.5kHz signal, because of its low SNR is totally buried in the noise 
signals. The range of frequencies shown in the figure is only from 1 kHz to 8kHz. The lower 
frequency spectra (0-lkHz) are much more pronounced as most of the respiratory sounds 
occupy this low frequency range. However, this range of frequencies can always be filtered 
out using traditional frequency domain filters, as the desired signals do not lie in this low 
frequency range. 
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Figure 4-8: Frequency spectra of the sensor signals (in the range of lkHz to 8kHz) 
Finally, after processing these sensor signals, the outputs of the three bearnformer 
algorithms are compared in the frequency domain as shown in Figure 4-9. Individually, each 
of the algorithms has performed very well to detect the 7.5kHz tone that was not visible in 
the sensor signals. While comparing the three outputs, we notice that the near-field adaptive 
beamforming (NF AB) performs marginally better than the LCMV and the GSC 
beamformers. However, the improvement might be noticed clearly when the signals are 
highly non-stationary. In the present application though, one may choose either of the above 
methods to achieve the desired goal of detecting the 7.5kHz resonating tone. 
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5 CONCLUSIONS AND FUTURE WORK 
In this work we defined a problem statement that bears a lot of relevance in the current 
world of medicine and engineering. The problem of detection of outlet strut fractures has 
been studied and attacked for several years now, and no permanent clinical solution has yet 
been derived. Hence, the thesis becomes very important and special in a way. 
The EMA T solution proposed that is been conceptually proven has been experimentally 
verified too. However, animal studies are yet to be performed that requires the need of 
specialized signal processing algorithms. The algorithms developed and studied in the thesis 
have been verified on simulated models and semi-experimental setups, and they show 
considerable promise to perform equally well on real-life data. Prior to animal studies, the 
EMA T concept and the beamforming algorithms shall be validated on pulse-duplicator 
models. 
The results shown in chapter 4 indicate that the all the three algorithms perform almost 
equally well. Studies could be done on highly non-stationary signals that could possibly show 
a dramatic difference in performance of the NF AB and the LCMV. 
In all the above algorithms, we assumed to know the location of the desired source 
accurate to within an extent (which is true in the present case). However, one could always 
consider using the DOA ( direction-of-arrival) estimation algorithms like the Maximum-
Likelihood approach, and thus achieve more accuracy in the desired signal estimates. 
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Providing additional constraints in the LCMV model could improve the performance of 
the algorithm. Derivative constraints could be effective in cases where the source location is 
not known precisely. If one has an idea of potential noise source locations, linear constraints 
could be incorporated to produce nulls in the response at those locations. 
In the above beamforming algorithms, a homogenous medium as inherently assumed, 
which may not be the case in real-life. Hence, the noise models for inhomogeneous media 
need to be worked out. Usually, multiplicative noise is assumed in such problems. This can 
be a very interesting and challenging problem to pursue. 
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