Abstract -Based on a recent extension of Laurent decomposition of continuous phase modulation (CPM) signals into a sum of linearly modulated components, we derive a class of reduced-complexity maximum-likelihood (ML) coherent detection and closed-loop phase synchronization schemes. The complexity of the resulting detection schemes is significantly reduced with respect to that of optimal coherent receivers with negligible performance loss. This result extends a known one valid for the binary case to multilevel CPM. The proposed synchronization schemes are perfectly suitable to be used in conjunction with these receivers.
Introduction
M-ary CPM signals often require a ML sequence detector implemented using the Viterbi algorithm (VA) [l] . The optimal receiver consists of a bank of 2ML filters, L being the duration in symbol intervals of the so-called frequencg pulse, followed by a Viterbi processor which searches a trellis diagram with p M L V 1 states, where p is the number of phase states. By means of Laurent representation [21, recently extended in [3] to the M-ary case, CPM signals may be exactly decomposed into a sum of linearly modulated components.
Using this extended representation [3], we confirm the result in [4] for multilevel CPM signals-the effective number of filters and states of the Viterbi processor is quite limited. As an example, for a quaternary 2RC (raised cosine with L = 2) modulation with index h = 0.25, a practically optimal receiver is composed of only 6 filters and a Viterbi processor with 4 states, whereas the optimal receiver has 32 filters and 16 states. We also derive a class of decisiondirected reduced-complexity ML closed-loop phase synchronization schemes for M-ary CPM signals, which are particularly suitahle t,o be employed in conjunction with the proposed opt,imal or reduced-complexity receivers. These synchronization schemes are analyzed in terms of robustness to phase jitter and mean time between successive phase slips. In addition, a method to optimize their tracking properties is proposed.
Signal model
The complex envelope of CPM signals has the form [l, 51 w e x p ( j 2~h E anq(t -n T ) } Assuming that h and 2h are not integer, the symbols of the first three components may be expressed as (following the notation in Since most of the signal power is carried by a few signal components, we consider only K < Qp(2p -1) terms in (3).
This approximation has been used in [4] to derive reducedcomplexity near-optimal receivers for Gaussian minimum shift keying (GMSK) modulation. These receivers consider at most two signal components (those associated to ho(t) and hl(t)). The justification for this approach is based on the results reported in [4] which show that the total signal power is practically carried by the first two components.
For tamed frequency modulation (TFM) [SI and quaternary 2RC modulation with h = 0.25, we observed a similar behavior, i.e., approximations with the first two and three components, respectively, entail negligible degradations. These conclusions extend to the proposed detection and phase synchronization schemes.
Reduced-complexity detection and synchronization
The complex envelope of the received signal may be modeled, assuming perfect knowledge of symbol timing, as r ( t ) = s ( t , Cr)ej' + w(t) (6) where w ( t ) is a complex-valued Gaussian white noise process with independent components, each with two-sided power spectral density NO, and 8 is a constant phase shift introduced by the channel. Using the representation (3), it is straightforward to show that a coherent ML detector selects the information sequence according to where
G denote generic values of the information sequence and Zdk,n are obviously defined in terms of &. For a fixed value of IC, sequence { r k , n } is the output of a filter matched to the pulse h k ( t )
where 8 denotes convolution. Xn (8, &) in (8) may be interpreted as branch metrics in a properly defined trellis diagram. As a consequence, the maximization of (7) may be performed by means of a Viterbi algorithm. As an example for a quaternary CPM with K = 3, the branch metrics depend only on symbols a~,~, U 1 , n and a2,na Substituting (5) in ( Expression (10) is similar to the phase state of a CPM signal [5] . The total number of states is then p .
The result expressed by (7) and (8) is the extension of a known one valid for coherent detection of linearly modulated signals. Considering now the problem of ML dataaided phase synchronization, we may observe that also in this case we have expressions which are a simple generalization of well-known results valid for linear modulations, the only difference being the summation of the contributions of each signal component of the extfnded Laurent representation. Specifically, the estimate 6 may be obtained as the equilibrium of a recursive algorithm which models a secondorder digital phase-locked loop (PLL) according to
in which the error signal e, is where X k , n 4 e -3 Q n r k , n . In (ll), [n is the output of a first order loop filter, 8, is the current estimate of 6, a and y are the loop parameters and the delay d will be justified below.
In applications in which simultaneous data detection and phase synchronization have to be performed, a typical solution consists in utilizing a coherent detector which employs a phase reference obtained by a data-aided phase synchronizer driven by previous data decisions (decision-directed PLL) .
In this case, the branch metrics (8) and the error signal (12) become As we have already noted, the receiver may contain a Viterbi processor which releases data decisions with a delay that may be large. This delay, may be harmful to the tracking capabilities of a PLL. For this reason, we employ tentative low-delay decisions, made on the currently best survivor, to calculate the error e, in (14). Delay d in (11) represents the number of steps backward, along the best survivor, necessary to make decisions which are reliable enough to direct the PLL. Large values of parameter d yield more reliable decisions but, at the same time, a degraded synchronizer response t,o rapid changes in the carrier phase. As a consequence the value of d has been optimized by simulation.
Synchronizer analysis and optimization algorithm
An equivalent model of a PLL is shown in Fig. 1 [7] . We define the phase error $n = On -en and the parameter DO as the processing delay introduced by the filters matched to the pulses h k ( t ) . The noise sequence wn depends on thermal noise and data symbols. In the following, we indicate with Assuming all tentative decisions are correct, expressions for S-curve and power spectral density of wn may be derived. These expressions are realistic models of the PLL behavior in the steady-state and for a small phase jitter (i.e., $ N 0). For MSK-type signals (i.e., binary CPM with h = 0.5), an analytical derivation of the S-curve allows us to express A as 181
where [8] .
In the steady-state, the loop transfer function is where @ ( z ) and V ( z ) are the Z-transform of $n and vn respectively. This transfer function allows us to evaluate the one-sided noise equivalent bandwidth of the loop BEQ defined as This second integral may be analytically evaluated using Cauchy's residue theorem. The resulting expression of BEQT may be found in [8] for different values of DO + d (from (17) and (18) The evaluation of the power spectral density W v ( f ) of U, described in [8] allows us to conclude that W,(f) is: (i) practically independent of the data sequence and (ii) nearly constant in the frequency range of interest, with W v ( f ) N Wv(0) N No. Therefore, the phase error variance may be expressed as which coincides with the modified Cramer-Rao lower bound [9] . This fact confirms the satisfactory quality of the estimation process.
Based on these results, we are in the position to select the loop parameters a and y in order to specify the value of the loop noise equivalent bandwidth BEQT, for a given value of the delay parameter DO + d. Since by fixing the value of BEQT we have one equation and two unknowns a and y, we exploit this degree of freedom to optimize the PLL performance in the presence of instabilities of up-and downconversion oscillators which manifest themselves as random rapid variations of the oscillation frequency. These transient phenomena may be properly modeled as phase-continuous frequency offset steps. The parameter which affects the syst,em performance is the relative frequency offset voT (normalized to the symbol frequency l/T), where vo is the absolute frequency error. When such a type of instability occurs, the receiver should possibly continue to detect information symbols correctly. In this scenario, the loop parameters must be optimized, for given values of BEQT and Do + d , in order to maximize the amplitude of frequency steps which do not induce data decision errors.
Neglecting thermal noise, we assume the PLL is in its linear operating condition because we require absence of data 
Numerical results
We first consider a TFM signal which is well-known to belong to the class of MSK-type signals. In the TFM case, the unlimited frequency pulse has been truncated with good approximation to an interval of duration LT, with L = 5.
Two receivers have been considered. The first one is composed of two filters matched to the pulses ho(t) and h l ( t ) for each signal dimension (i.e., real and imaginary part of the baseband equivalent received signal) and a 4-state Viterbi processor according to [4] . This receiver is practically optimal because the signal power contained in the first two signal components almost equals the total power. The second is a symbol-by-symbol receiver composed of a filter (for each signal dimension) matched to the pulse ho(t) (we assume IC = l), a minimum mean-square error (MMSE) decision feedback equalizer with the feedforward filter composed of two taps and a one-tap feedback filter, and a threshold det,ector. This receiver exhibits a performance degradation of ... i ....... > .... i ...... i ....... i .,..... i ._..... only 0.15 dB with respect to the optimal receiver at a bit error rate (BER) of
The PLL S-curve has also been investigated. Assuming IC = 1 or K = 2 in (14), the Scurves practically coincide, suggesting that only a negligible performance improvement can be obtained by a more refined signal representation (i.e., K 2 2).
We also consider a quaternary 2RC modulation [l] with h = 0.25. The considered receiver is composed of three matched filters for each signal dimension and a 4-state Viterbi processor. S-curves normalized to a have been obtained by computer simulation and are shown in Fig. 2 for various values of K and signal-to-noise ratio. This figure shows that if we consider only the first signal component, the PLL performance may experience noticeable degradations. However no improvement can be obtained by considering more than three components. Fig. 2 also shows the S-curve for I< = 3 and various signal-to-noise ratios.
The analysis has been extended with simulations in the presence of phase jitter. The channel phase 8 is modeled as a Wiener process &+I = 8, + A,, where A, are zeromean independent Gaussian random variables with variance U : [lo] . For each signal-to-noise ratio, an optimal value of the noise equivalent bandwidth exists, which minimizes the bit error probability. For increasing values of BEQ the noise U, yields a performance degradation; on the contrary, the PLL capacity to track the phase jitter without losing lock improves. Fig. 3 shows, for 2RC modulation, that the performance of the considered coherent receiver exhibits a degradation less than 0.2 dB with respect to that of the optimal one at a BER of
In the presence of phase jitter with various values of U A , the system with d = 1 exhibits the best performance. In the figure the value of BEQT has been optimized by simulation for each value of &/No. noise from those due to the frequency steps. As we can see, the proposed optimization algorithm allows the PLL to perform as well as an idealized PLL directed by correct decisions (curve rnarlrecl "ltnown data"). The normalized maximum frequency step amplitude that the PLL can track is in the order of Similar values have been observed for TFM.
Coiicliisions
A class of reduced-complexity detection and phase synchronization schemes for multilevel CPM signals has been presented. based on ML estimation and extended Laurent representation. We have first extended the results by Kaleh [4] to the case of multilevel formats. The complexity of the resulting detection schemes is significantly reduced with respect to that of optimal coherent receivers with negligible performance loss. The structure of the proposed synchronization schenies is an extension of a classical digital PLL for linear modulations. A theoretical performance analysis of the proposed synchronization schemes has been performed and verified by computer simulation. Based on this analysis, a small number of signal components must be taken into account in order to practically attain optimal performance.
A loop parameter optimization algorithm has also been proposed to cope with the effects of frequency instabilities. The optimized PLL performs as well as an idealized PLL directed by correct decisions.
