Abstract. The aim of the present paper is to study the periodic orbits of a rigid body with a fixed point and quasi-spherical shape under the effect of a Newtonian force field given by different small potentials. For studying these periodic orbits we shall use averaging theory. Moreover, we provide information on the C 1 -integrability of these motions.
Introduction and statement of the main results
The dynamics of rigid bodies, in its different formulations Eulerian, Lagrangian and Hamiltonian, has been extensively studied in the classic literature, see for instance [9] for a classic treatment of these topics or [1] for a more moder approach.
The main objectives in the study of the motion of a rigid body with a fixed point are:
(1) To state the equilibria and their stabilities in rigid bodies with a fixed point. (2) To state the periodic solutions, bifurcations and chaos of its motion. (3) To analyze the integrability and to state the first integrals for the problem. Our main aim in this work is to study the periodic orbits of a rigid body with a fixed point under a Newtonian gravitational field using averaging theory. As a corollary we also obtain information about C 1 non-integrability.
It is well known, see for instance [3, page 57] , that the motion of a rigid body with a fixed point is described by the Hamiltonian equations associated to the Hamiltonian
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H G 2 sin g cos l,
This is a Hamiltonian in the Andoyer-Deprit canonical variables (L, G, l, g) of two degree of freedom with the positive parameters A, B, C and H.
As it is usual we introduced the parameters
The parameter β is known as the triaxial coefficient. Note that α can take any positive value depending on the physical characteristics of the rigid body. But the triaxial coefficient β is bounded between zero (the oblate spheroid A = B) and one (the prolate spheroid B = C), although it is undefined in the limit case of a sphere, taking any value between zero and one depending on the direction in which we approach the limit. See for more details [7] .
In this work we assume that 0 < α = ε k 1, i.e. Then the Hamiltonian (1) is expressed by
where
Moreover we shall consider the following three cases:
Case 3:
We note that P 1 measures the difference of the shape of the rigid body between a sphere and a tri-axial ellipsoid, and P 2 measures the external forces acting on the rigid body. We shall assume that the perturbing functions P i are smooth in the variables (L, l; G, g).
Our main results are the following three theorems each one studying the periodic orbits of the previous three cases. Theorem 1. We consider the motion of the rigid body with a fixed point under the action of the Hamiltonian (2). On the energy level H =h > 0 if ε = 0 is sufficiently small, then for every zero (L 0 , l 0 ) of the system
An application of Theorem 1 is the following.
Corollary 2.
A spherical rigid body with Hamiltonian (2), weak potential P 2 = ak 1 + bk 2 + ck 3 with a, b and c positive and ε = 0 sufficiently small has in every positive energy level at least four linear stable periodic orbits if R > 0, two linear stable periodic orbits if R = 0, and two linear stable periodic orbits and two unstable ones if R < 0.
Note that Corollary 2 describes the motion of a non-homogeneous sphere with center of mass at the point (a, b, c) under a weak gravitational Newtonian potential.
Theorem 3. We consider the motion of the rigid body with a fixed point under the action of the Hamiltonian (3). On the energy level H =h > 0 if ε = 0 is sufficiently small, then for every zero (L 0 , l 0 ) of the system
An application of Theorem 3 is the following.
Corollary 4.
A quasi-spherical rigid body with Hamiltonian (3), weak potential P 2 = ck 3 with c > 0 and ε = 0 sufficiently small can have at least eight periodic orbits in every positive energy level.
We remark that Corollary 4 describes the motion of a non-homogeneous quasi-spherical rigid body with center of mass at the point (0, 0, c) under a weak gravitational Newtonian potential. The linear stability of the periodic orbits described in Corollary 4 can be easily studied using Theorem 10 but since there are many possibilities we do not present an explicit description here.
Theorem 5. We consider the motion of the rigid body with a fixed point under the action of the Hamiltonian (4). On the energy level H =h > 0 if ε = 0 is sufficiently small and
An application of Theorem 5 is the following.
Corollary 6. A quasi-spherical rigid body with Hamiltonian (4), weak potential P 2 = ck 2 3 with c > 0, energy level H = h = 3H 2 /(2C) and ε = 0 sufficiently small can have at least fourteen periodic solutions.
In the proofs of Theorems 1 and 3 we shall use the averaging theory of first order, and in the proof of Theorem 5 we shall use the averaging theory of second order. We note that the averaging method allows to find analytically periodic orbits of the rigid body with a fixed point at any positive energy level, reducing its study to find zeros of a convenient system of two equations with two unknowns.
We shall use the periodic orbits found in the previous theorems for obtaining information about the C 1 non-integrability in the sense of Liouville-Arnold of a rigid body with a fixed point.
Theorem 7. For a rigid body with a fixed point whose motion is given by the Hamiltonian (2) (respectively (3) or (4)) we have:
(1) Either the Hamiltonian system is Liouville-Arnold integrable and the gradients of two independent first integrals are linearly dependent on some points of all the periodic orbits found in Theorem 1 (respectively 3 or 5); (2) or it is not Liouville-Arnold integrable with any second first integral of class C 1 .
Similar studies on the periodic obits and on the integrability of the Hamiltonian systems for the Henon-Heiles Hamiltonian and the Yang-Mills Hamiltonian have been done in [5] and [6] respectively. The rest of the paper is dedicated to the proofs of theorems and corollaries stated in this introduction.
Proof of Theorems 1, 3 and 5
Proof of Theorem 1. The Hamiltonian differential equations associated to the Hamiltonian 2 are
Taking g as the new independent variable the previous differential systems becomes
Since we want to study the periodic orbits on the energy level H = h we isolated G from the energy, obtaining G = √ 2hC + O(ε) because G is the modulus of the angular momentum. Therefore, the equations of motion on this energy level are
These differential equations are in the normal form for applying the first order averaging theory, see Theorem 10. From this theorem the proof is over.
Proof of Corollary 2. For proving Corollary 2 from Theorem 1 we need to compute (f 1 1 , f 2 1 ). Indeed we have
Ch (b cos l + a sin l)
Solving the system (f 1 1 , f 2 1 ) = (0, 0) we obtain the following four solutions
On the other hand, the determinant (5) for the four solutions is equal to
Analyzing the eigenvalues of the matrix which appear in (5) the corollary follows.
Proof of Theorem 3. The Hamiltonian differential equations associated to the Hamiltonian 3 are
Since we want to study the periodic orbits on the energy level H = h we isolated G from the energy, obtaining G = √ 2hC + O(ε). Therefore, the equations of motion on this energy level are
These differential equations are in the normal form for applying the first order averaging theory, see Theorem 10. From this theorem the proof is completed.
Proof of Corollary 4. For proving this corollary using Theorem 3 we compute
Note that the previous system can have the solutions
We note that the first four points are defined only if the arguments of the arcsec are in (−∞, −1) ∪ (1, +∞). The last four points are always defined because β ∈ (0, 1). It is not difficult to compute the determinant (5) for this eight points and their eigenvalues, but since there are several possibilities we do not described all of them here.
Proof of Theorem 5. The Hamiltonian differential equations corresponding to the Hamiltonian (4) are
Now taking g as the new independent variable and isolating G from the energy level H = h the previous differential system writes
with
where in the previous functions we have
Applying the averaging of first order described in Theorem 10 we obtain that the function f 1 ≡ 0, due to the assumption (6). So we compute the function f 2 = (f 1 2 , f 2 2 ) corresponding to the averaging of second order and we get the expression given in the statement of Theorem 5.
Proof of Corollary 6. For proving this corollary using Theorem 5 we compute
. We note that the first four points are defined only if the arguments of the arccos are in [−1, 1]. The eight points from p 5 to p 12 are defined when the corresponding radical is non-negative. The last two points always are defined.
It is not difficult to compute the determinant (5) for this fourteen points and their eigenvalues, but since there are several possibilities we do not described all of them here.
Proof of Theorem 7
We summarize some facts on the Liouville-Arnold integrability theory for Hamiltonian systems and on the theory of averaging for periodic orbits of differential equations, for more details see [1, 2] and the subsection 7.1.2 of [2] , respectively. Here we give the results only for Hamiltonian systems of two degrees of freedom, because the Hamiltonian systems of the rigid body with a fixed point under a Newtonian force field has two degrees of freedom, but we remark that these results work for an arbitrary number of degrees of freedom. A Hamiltonian system with Hamiltonian H of two degrees of freedom is integrable in the sense of Liouville-Arnold if it has a second first integral G independent of H (i.e. the gradient vectors of H and G are independent in all the points of the phase space except perhaps in a set of zero Lebesgue measure), and in involution with H (i.e. the parenthesis of Poisson of H and G is zero).
A flow defined on a subspace of the phase space is complete if its solutions are defined for all time.
Now we are ready for stating the Liouville-Arnold's Theorem restricted to Hamiltonian systems of two degrees of freedom.
Theorem 8 (Lioville-Arnold). Suppose that a Hamiltonian system with two degrees of freedom defined on the phase space M has its Hamiltonian H and the function G as two independent first integrals in involution. If I hc = { p ∈ M : H(p) = h and C(p) = c} = ∅ and (h, c) is a regular value of the map (H, G), then the following statements hold.
(a) I hc is a two dimensional submanifold of M invariant under the flow of the Hamiltonian system. (b) If the flow on a connected component I * hc of I hc is complete, then I * hc is diffeomorphic either to the torus S 1 × S 1 , or to the cylinder S 1 × R, or to the plane R 2 . If I * hc is compact, then the flow on it is always complete and I * hc ≈ S 1 × S 1 . (c) Under the hypothesis (b) the flow on I * hc is conjugated to a linear flow either on S 1 × S 1 , on S 1 × R, or on R 2 .
We consider the autonomous differential system
where f : U → R n is C 2 , U is an open subset of R n and the dot denotes the derivative respect to the time t. We write its general solution as φ(t, x 0 ) with φ(0, x 0 ) = x 0 ∈ U and t belonging to its maximal interval of definition.
We say that φ(t, x 0 ) is T-periodic with T > 0 if and only if φ(T, x 0 ) = x 0 and φ(t, x 0 ) = x 0 for t ∈ (0, T ). The periodic orbit associated to the periodic solution φ(t, x 0 ) is γ = {φ(t, x 0 ), t ∈ [0, T ]}. Note now that the variational equation associated to the T-periodic solution φ(t, x 0 ) is
where M is an n × n matrix. The monodromy matrix associated to the Tperiodic solution φ(t, x 0 ) is the solution M (T, x 0 ) of (7) satisfying that M (0, x 0 ) is the identity matrix. The eigenvalues λ of the monodromy matrix associated to the periodic solution φ(t, x 0 ) are called the multipliers of the periodic orbit.
For an autonomous differential system, one of the multipliers is always 1, and its corresponding eigenvector is tangent to the periodic orbit.
A periodic orbit of an autonomous Hamiltonian system always has two multipliers equal to one. One multiplier is 1 because the Hamiltonian system is autonomous, and the other has again value 1 due to the existence of the first integral given by the Hamiltonian.
Theorem 9 (Poincaré) . If a Hamiltonian system with two degrees of freedom and Hamiltonian H is Liouville-Arnold integrable, and G is a second first integral such that the gradients of H and G are linearly independent at each point of a periodic orbit of the system, then all the multipliers of this periodic orbit are equal to 1.
Theorem 9 is due to Poincaré [11] , see also [8] . It gives us a tool to study the non Liouville-Arnold integrability, independently of the class of differentiability of the second first integral. The main problem for applying this result in a negative way is to find periodic orbits having multipliers different from 1.
Proof of Theorem 7. By Theorem 1 (respectively 3 or 5) we assume that the Hamiltonian system at every positive Hamiltonian level of energy h has periodic solutions corresponding to the zeros (L 0 , l 0 ) such that their associated Jacobians (5) are non-zero. Assuming that some of these Jacobians are different from 1, the corresponding multipliers of the periodic orbits cannot be equal to one (see for more details the last part of the Appendix). Hence, by Theorem 9 either the the system cannot be Liouville-Arnold integrable with any second C 1 first integral G, or this system is Liouville-Arnold integrable and the vector gradient of H and G are linearly dependent at some points of all these periodic orbits. This complete the proof.
Appendix
Now we shall present the basic results from averaging theory that we need for proving the results of this paper.
The next theorem provides a first and second order approximation for the periodic solutions of a periodic differential system, for the proof see Theorems 11.5 and 11.6 of Verhulst [12] , [4] and [10] .
Consider the differential equation
with x ∈ D ⊂ R n , t ≥ 0. Moreover we assume that both F 1 (t, x) and F 2 (t, x) are T periodic in t. Separately we consider in D the averaged differential equation
Under certain conditions, equilibrium solutions of the averaged equation turn out to correspond with T -periodic solutions of equation (9).
Theorem 10. Consider the two initial value problems (8) and (9). Suppose: (i) F 1 , its Jacobian ∂F 1 /∂x, its Hessian ∂ 2 F 1 /∂x 2 , F 2 and its Jacobian ∂F 2 /∂x are defined, continuous and bounded by an independent constant ε in [0, ∞) × D and ε ∈ (0, ε 0 ]. (ii) F 1 and F 2 are T-periodic in t (T independent of ε). 
then there exists a T -periodic solution ϕ(t, ε) of equation (8) which is close to p such that ϕ(0, ε) → p as ε → 0. (c) The stability or instability of the limit cycle ϕ(t, ε) is given by the stability or instability of the singular point p of the averaged system (9). In fact, the singular point p has the stability behavior of the Poincaré map associated to the limit cycle ϕ(t, ε).
Remark 11. If the function f 1 is not identically zero, then the zeros of f 1 +εf 2 are mainly the zeros of f 1 for ε sufficiently small. In this case the previous theorem provides the so-called averaging theory of first order.
If the function f 1 is identically zero and f 2 is not identically zero, then the zeros of f 1 + εf 2 are the zeros of f 2 . In this case the previous theorem provides the so-called averaging theory of second order.
We point out the main facts in order to prove Theorem 10(c), for more details see section 6.3 and 11.8 in [12] . Suppose that ϕ(t, ε) is a periodic solution of (8) corresponding to y = p an equilibrium point of the averaged system (9) . Linearizing equation (8) in a neighborhood of the periodic solution ϕ(t, ε) we obtain a linear equation with T -periodic coefficients (10)ẋ = εA(t, ε)x, A(t, ε) = ∂ ∂x [F ( 1 (t, x) − F 2 (t, x, ε)]| x=ϕ(t,ε) .
We introduce the T -periodic matrices Notice that A(t, ε) − B(t) → 0 as ε → 0, and also the characteristic exponents of equation (12) depend continuously on the small parameter ε. It follows that, for ε sufficiently small, if the determinant of B 1 is not zero, then 0 is not an eigenvalue of the matrix B 1 and then it is not a characteristic exponent of (12) . By the near-identity transformation we obtain that system (10) has not multipliers equal to 1.
