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ABSTRACT
Random forests are a statistical learning method widely used in many areas of scientific research
essentially for its ability to learn complex relationship between input and output variables and also
its capacity to handle high-dimensional data. However, data are increasingly complex with repeated
measures of omics, images leading to shapes, curves... Random forests method is not specifically
tailored for them. In this paper, we introduce Fréchet trees and Fréchet random forests, which allow
to manage data for which input and output variables take values in general metric spaces (which can
be unordered). To this end, a new way of splitting the nodes of trees is introduced and the prediction
procedures of trees and forests are generalized. Then, random forests out-of-bag error and variable
importance score are naturally adapted. Finally, the method is studied in the special case of regression
on curve shapes, both within a simulation study and a real dataset from an HIV vaccine trial.
1 Introduction
Random Forests [2] are one of the state-of-the-art machine learning method. It owes its success to very good predictive
performance coupled with very few parameters to tune. Moreover, as a tree-based method, it is able to handle regression
and classification (2-class or multi-class) problems in a consistent manner and deals with quantitative or qualitative
input variables. Finally, its non-parametric nature allows to proceed high-dimensional data (where the number of input
variables is very large in regards of statistical units).
General principle of tree predictor is to recursively partition the input space. Starting from the root node (which contains
all learning samples), it repeatedly split each node (into two or more child nodes) until a stopping rule is reached. Let
us focus, for the sake of clarity, on the case where all input variables are quantitative. For most of tree predictors, splits
are binary and consist of an input variable Xj and a threshold s, leading to two child nodes containing observations that
verify {Xj ≤ s} and {Xj > s} respectively [3]. The splitting variable as well as the threshold are most of the time
sought to minimize an heterogeneity criterion on child nodes (the main idea being to partition the input space into more
and more homogeneous regions in terms of the output variable).
One limitation of the previously described splitting strategy is that all input variables must live in an ordered space (the
method must decide if an observation of the splitting variable is less or larger than the threshold). Yet, with complex
data structures, inputs can belong to unordered spaces. For instance, let’s suppose that we have repeated measurements
of input variables as well as the output variable and in addition that the objective is to predict the output trajectory given
the inputs trajectories. This framework actually motivates our work as it will be shown with the application. If the
problem is tackled at the trajectory level (or curve level) the notion of order is then lost. However, ignoring the fact
that measurements are repeated, which helps to retrieve the classical case of quantitative input variables, can lead to
ar
X
iv
:1
90
6.
01
74
1v
1 
 [s
tat
.M
L]
  4
 Ju
n 2
01
9
A PREPRINT - JUNE 6, 2019
an important loss of information. Thus, one way of analyzing this kind of data is to generalize the notion of split in
unordered metric spaces. Recently, random forests have been adapted to the general metric space framework but in the
special case where neither the representation of the data nor the distances between data points are available [8]. In this
paper, the distances between any items of the space are computable. Note that the approach proposed in this article is
very general and can also be applied if inputs are of different natures such as images, shapes, curves, etc.
Hence, we consider the following framework: suppose that we get a learning sample Ln = {(X1, Y1), . . . , (Xn, Xn)}
made of i.i.d. observations of a generic couple (X,Y ) ∈ X × Y , where X is a product of p metric spaces (which can
be unordered) (X1, d1)× · · · × (Xp, dp), and where Y is also metric space with distance dY . The core idea of this work
is to generalize the notion of split with a split function that only uses the distance of one metric space. Furthermore, as
the notion of mean in the output space Y is also needed to affect predictions to terminal nodes of a tree, the Fréchet
mean (that generalizes the mean in general metric spaces [5] is used. This justifies the names Fréchet trees and Fréchet
random forests hereafter. Once the notion of split is defined, the building of a maximal tree and the pruning of that
tree to obtain an optimal tree are extended to the framework we consider. Finally, with this generalization of CART
trees, Fréchet random forests are derived in a rather standard way: a forest predictor is an aggregation of a collection of
randomized trees. Note that the aggregation step consists of taking the Fréchet mean of individual tree predictions.
Recently, many methods have been developed with the Fréchet average as the main concept. This cumbersome notion
has made it possible to perform PCA for longitudinal data on Riemanian manifolds [4], to analyze ensemble of complex
objects with their shape, such as ECG curves [1] or phylogenetic trees [14]. More lately, new innovative regression
methods have emerged to explain a metric space valued output variable with Euclidean predictors [15]. The two
methods proposed in this paper allow regression between predictors in different metric spaces and a metric space valued
output.
In the following sections, we first precisely present the Fréchet tree predictor (Section 2) before introducing Fréchet
random forests (Section 3). Section 4 is dedicated to a particular problem of regression on shape of curves, while
simulations according to this particular case are presented in Section 5. An application of the Fréchet random forests
method on real data is presented in Section 6. Finally, interest and potential limitations of the proposed method are
discussed in Section 7.
2 Fréchet Trees
2.1 Split function
One key ingredient in the building of a decision tree is the way its nodes are split [3]. Splitting a node t of a tree
according to some variable X(j) amounts to find a way of grouping observations of this node into two subsets (its child
nodes). This grouping is usually perform to maximize the differences between the two resulting child nodes in terms of
the output variable. However, if variable X(j) is strongly related to the output variable Y , then it is expected that for
two observations with "close" X(j) values in (Xj , dj), associated outputs will be "close" in (Y, dY). From this idea, we
introduce split functions in general metric spaces.
Let (H, d) be a metric space, a split function is defined as a measurable application q : H −→ C ⊂ H such that
Card(C) = 2 and the partition ofH associated to q is a Voronoï partition.
Thus, a split function q is entirely defined by an alphabet C = {c1, c2} and the associated partition A = {A1, A2} ofH
is such that for every h ∈ H, there exists a unique l ∈ {1, 2} such that q(h) = cl ⇔ h ∈ Al. We recall that the partition
A is a Voronoï partition if q(h) = cl ⇔ d (h, cl) < d (h, cr) for all h ∈ H and for all l 6= r ∈ {1, 2}. Hence, for any
fixed alphabet C = {c1, c2}, the split function q associated with C is a minimizer of the empirical distortion [7]:
D (f) =
n∑
i=1
d2 (hi, f(hi))
over the functions f : {h1, . . . , hn} ⊆ H −→ C, for any subset {h1, . . . , hn} ofH.
2.2 Splitting rule
Let A be a subset of the input space X and for any j = 1, . . . , p, let Aj = Xj|A denotes the restriction of the metric
space Xj to A. Let qj : Aj −→ Cj = {cj,l; cj,r} be a split function on (Aj , dj). The right and left child nodes
associated the split function qj are:
Aj,r = {x ∈ A; qj(x(j)) = cj,r} and Aj,l = {x ∈ A; qj(x(j)) = cj,l} .
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The quality of the obtained split is then defined by the following measure of Fréchet variance decrease:
Hn,j =
1
Nn(A)
 ∑
i:Xi∈A
d2Y(Yi, Y A)−
∑
i:Xi∈Aj,r
d2Y(Yi, Y Aj,r )−
∑
i:Xi∈Aj,l
d2Y(Yi, Y Aj,l)

where Nn(A) is the number of observations of Ln in A and Y A, Y Aj,l and Y Aj,r are the empirical Fréchet means of
observations belonging to nodes A, Aj,l and Aj,r:
Y A = arg min
y∈Y
∑
i:Xi∈A
d2Y(y, Yi) , Y Aj,l = arg min
y∈Y
∑
i:Xi∈Aj,l
d2Y(y, Yi) (resp for Aj,r) .
The Fréchet mean is a natural generalization of the usual mean in Euclidean space to any metric space. It is worth
noting that the decrease in Fréchet variance for each possible division is compared with the metric of the output space,
which makes it possible to compare divisions made on input variables of different natures. At last, the split variable j∗n,
chosen for the splitting the node corresponding to A is the one that maximizes Hn,j :
j∗n = arg max
j∈{1,...,p}
Hn,j .
It is easy to show that Hn,j∗ ≥ 0 for all n thanks to the use of the Fréchet mean, which means that each splitting results
in a decrease of the total variance of Fréchet.
2.3 Tree pruning
Starting from the root node (that contains the whole input space X ), nodes are recursively split in order to give a
partition of X . A binary tree is then naturally recursive partitioning. A node t of the tree is not split if it is pure, that is
if the Fréchet variance of this node, Vt, is null, where:
Vt =
∑
i:Xi∈t
d2Y(Yi, Y t) with Y t = arg min
y∈Y
∑
i:Xi∈t
d2Y(y, Yi)
As a first step in the building process, the tree is developed until all nodes are pure, leading to the so-called maximal
tree. Then, the (standard) pruning algorithm of CART [3] is applied. The only difference is use of Fréchet variance
instead of the standard empirical variance. At the end of this step, a sequence of nested sub-trees of the maximal tree is
obtained. Next, the sub-tree associated to the lowest prediction error (estimated by cross-validation) is selected as the
final tree predictor. The way a Fréchet tree predicts new inputs is detailed in the next section.
As a matter of fact, the pruning step provides both a sequence of nested partitions of the input space and also a sequence
of nested partitions of the output observations y1, . . . , yn. Thus, another criterion related to the partitioning of output
observations (hence different from the cross-validated prediction error) can be used in order to select the final tree.
For example, Hubert’s statistic [9] on all these partitions can be calculated to determine which partition of output
observations is the best (i.e, with clusters the most homogeneous as possible, and the most distant from each other).
This leads to a clustering of output observations into an optimal number of clusters (for this statistic). Note that those
clusters come from the recursive splitting process associated to the tree and hence the different decisions are made on
input variables.
2.4 Prediction
Let Tn be an optimized Fréchet tree built. We note T˜n the set of leafs (i.e., terminal nodes) of Tn. For each leaf t ∈ T˜n,
the empirical Fréchet mean of the observations belonging to t is associated to t. Then the prediction of the output
variable associated with any x ∈ X is given by:
ŷ = Tn(x) =
∑
t∈T˜n
Y t1x∈t where 1S denotes the indicator function of a set S.
In order to determine to which leaf belongs an observation x, it is drop down the tree as follows. Starting from the root
node, the associated split variable X(j1) is considered, together with its two child nodes Aj1,l and Aj1,r, as well as the
corresponding Fréchet means cj1,l and cj1,l. To decide in which child node x must fall, its dj1-distance with cj1,l and
cj1,l must be computed and x goes to Aj1,l if dj1(x
(j1), cj1,l) < dj1(x
(j1), cj1,r) and to Aj1,r otherwise. This process
is then repeated until it falls into a leaf. The error made by Tn on x is defined as:
err(x) = d2Y(Tn(x), y) .
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3 Fréchet Random forests
A Fréchet random forest is derived as standard random forests [2]: it consists of an aggregation of a collection of
multiple randomized Fréchet trees. Here, the same random perturbations as standard random forests [2] are used.
Let l ∈ {1, . . . , q} and consider the l-th tree. First, it is built on a bootstrap sample of the learning sample LΘln (n
observations drawn with replacement among Ln), and secondly, the search for the optimized split for each node is
restricted on a subset of mtry variables randomly drawn among the p input variables (this random subset is denoted Θ′l
hereafter). Hence, the l-th tree is denoted Tn (.,Θl,Θ′l) and can be viewed as a doubly-randomized Fréchet tree. Once
all randomized trees are built, the Fréchet mean is again used to aggregated them. Thus, for any x ∈ X the prediction
made by the Fréchet random forest is:
ŷ = arg min
z∈Y
q∑
l=1
d2Y(z, Tn(x,Θl,Θ
′
l)) .
Furthermore, Fréchet forests inherit from standard random forest quantities: OOB (Out-Of-Bag) error and variable
importance scores. The OOB error provides a direct estimation of the prediction error of the method and proceeds as
follows. The predicted output value, Ŷ OOBi , of the i-th observation (Xi, Yi) ∈ Ln, is obtained by aggregating only
trees built on bootstrap samples that do not contain (Xi, Yi). The OOB error is then computed as the average distance
between those predictions and the Yi:
errOOB =
1
n
n∑
i=1
d2Y(Yi, Ŷ
OOB
i ) .
Variable importance (VI) provides information on the use of input variables in the learning task that can be used e.g. to
perform variable selection. For j ∈ {1, . . . , p}, variable importance of input variable X(j), I(X(j)), is computed as
follows. For the l-th bootstrap sample LΘln , let us define the associated OOBl sample by all observations that were
not picked in LΘln . First, errOOBl, the error made by tree Tn (.,Θl,Θ′l) on OOBl is computed. Then, the values of
X(j) in the OOBl sample are randomly permuted, to get a disturbed sample O˜OB
j
l , and the error, errO˜OB
j
l , made by
Tn (.,Θl,Θ
′
l) on O˜OB
j
l is calculated. Finally, VI of X
(j) is defined as:
I(X(j)) = 1
q
q∑
i=1
(
errO˜OB
j
l − errOOBjl
)
.
4 Regression on curve shapes for longitudinal data analysis
Let us focus, on data made of repeated measurements (over time, i.e. longitudinal data) of quantitative variables.
Evolution of some variable over time can thus be represented by a curve. Hence, it is assumed that every input variables
as well as the output variable are curves. In this case, the i-th observation Xi is a curve from I1 × · · · × Ip ⊂ Rp+ to
Rp, and Yi is a curve from J ⊂ R+ to R. The different curve spaces are equipped with the Fréchet distance dF defined
for two real-valued curves f and g with support in I ⊂ R+, by:
dF (f, g) = inf
α,β
max
t∈I
|f(α(t))− g(β(t))|
where α and β are re-parameterizations of I. An intuitive idea of this distance is the following: imagine a man and his
dog who are each walking on a curve, the Fréchet distance between their respective trajectories is the minimum length
of the leash that allows the dog and his owner to walk along their respective curves, from one end to the other, without
going backwards. Fréchet distance is a natural measure of similarity between the shapes of curves and has been widely
used in various applications such as signature authentication [17], path classification [6] and speech recognition [10].
Finally, the 2-means (k-means with k = 2) for longitudinal data using Fréchet distance [6] is chosen as a split function.
This split function is an adaptation of the k-means method tailored to one-dimensional curves. It allows to find groups
of trajectories based on their shapes (which are usually not found by conventional methods, e.g. based one Euclidean
distance).
The next section illustrates the behavior of Fréchet trees and forests through a simulation study in this context.
4
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5 Simulation study
5.1 Data simulation
In a first scenario, n = 100 observations of p = 2 input variables are simulated, according to the following model for
any i = 1, . . . , n:
X
(j)
i (t) = βi
(
fj,1(t)1{Gji=0} + fj,2(t)1{Gji=1}
)
+W 1i (t) ∀t ∈ [0, 1] ∀j ∈ {1, 2} , (1)
where Gji ∼ B(0.5), βi ∼ N (1, 0.1), W 1i (t) is Gaussian white noise with standard deviation 0.03 and fj,1 and fj,2
are defined as follows:{
f1,1(t) = 0.5t+ 0.1 sin(6t) f1,2(t) = 0.3− 0.7(t− 0.45)2
f2,1(t) = 2(t− 0.5)2 − 0.3t f2,2(t) = 0.2− 0.3t+ 0.1 cos(8t) .
The term Gji allows to randomly affect typical temporal behaviors, defined by fj,1 and fj,2 functions, to observations.
The terms βi is a dilatation term of fj,1 or fj,2, while W 1i (t) corresponds to an additive noise.
Output variable Y is simulated in a similar way. The pair (G1i , G
2
i ) is used to determine a trajectory for the output
variable:
Yi(t) = βi
1∑
j=0
1∑
k=0
gj,k(t)1{Gji=j}1{Gki =k} +W
2
i (t) ∀t ∈ [1.1, 2] (2)
where βi are the same coefficients used in (1), W 2i (t) is a Gaussian white noise with standard deviation 0.05 and gj,k
are given by: {
g1,1(t) = t+ 0.3 sin(10t) g1,2(t) = t+ 2(t− 1.7)2
g2,1(t) = 1.5 exp
(
− (t−1.5)20.5
)
− 0.1t cos(10t) g2,2(t) = 2 log(13(t−1))1+t
. (3)
Figure 1 illustrates the data made of the 100 observations simulated using the previous simulation model.
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Figure 1: Simulated dataset made of n = 100 observations.
In a second scenario, 300 additional noise variables are simulated as independent paths of a standard Brownian motion
on [0, 1], the number of observations n being unchanged (n = 100). Hence, these variables do not have any group
structure nor any link to the output variable. This scenario helps to study the behavior of Fréchet random forests and its
associated variable importance score in the case of high-dimensional data.
5.2 Results
All computations in this article have been performed on the same server (without concurrent access) with one intel core
i7 9700k@5Ghz processor with 8 cores, 32Go of RAM, equipped with the Windows 10 operating system.
Let us start with the first scenario with only the p = 2 input variables defined in Eq.(1). First, a Fréchet maximal tree
was built on the simulated dataset and pruned to maximize Huberts’ statistics. The resulting tree (Figure 2) is made of 4
leaves, one for each typical behavior characterizing the outputs, and the 4 predicted curves are very close in shape to
the typical behaviors given by Eq.(3). In conclusion, the Fréchet tree method managed to retrieve the group structure of
output curves by separating the different behaviors of input curves.
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Figure 2: On the left, the Fréchet tree built on the simulated dataset. The splitting variable of a node is indicated below
it. The blue curves above the edges connecting a parent node to its child nodes represent the centers obtained by the
split function applied to the parent node for the splitting variable. On the right, the predicted trajectories for each leaf
(solid line) as well as the typical behaviour functions characterizing the output (dotted lines) given in Eq. (3).
Next, a Fréchet random forest was applied on the same dataset. The number of randomly drawn variables at each
node, mtry, was set to 1 (the only choice possible to get randomness since p = 2) and the number of trees, q, to 200
(justified by the fact that, in this experiment, the OOB error stabilizes at 1.5 as soon as around 100 trees are included in
the forest). In order to compare predictive performances of trees and forests, the prediction error of both methods is
estimated using 100 random cuts of Ln into a training set (with 0.8n observations) and test set (made of the remaining
0.2n observations). Trees and forests reach average errors of 1.89 (with a standard deviation, s.d., of 0.23) and 1.49
(with a s.d. of 0.11) respectively. Thus, it appears that, as for standard RF compared to CART trees, forests lead to a
significant improvement in predictive performance. Note that the OOB error computed on one Fréchet forest composed
by q = 200 is very close to the error prediction estimated on the 100 random cuts of Ln.
Finally, the second scenario is considered, so the simulated dataset now contains 300 additional noise variables
(p = 302). A Fréchet random forest made of q = 300 trees is built with mtry parameter fixed to bp/3c = 100 (which
is the usual default value in the standard regression framework). The OOB error is 3.68, the addition of a very large
number of noise variables leads to a significant increase in the forest’s prediction error. Variable importance is a quantity
of interest in this case of high-dimensional data (p = 302, n = 100), especially to detect and remove the noise variables
from the input data and thus considerably improve the prediction error. As a result, the two informative variables stand
out with importance scores of 2.89 and 1.03 respectively while noise variables ones stay very close to 0 (between −0.01
and 0.02). Thus, in addition to their good predictive capacity, Fréchet random forests manage to highlight informative
variables (which are curves in this example) from useless ones in a sparse setting.
6 Application to the DALIA vaccine trial
DALIA is a therapeutic vaccine trial including 17 HIV-infected patients who received a HIV vaccine candidate before
stopping their antiretroviral treatment. For a full description of the DALIA vaccine trial we refer to [12]. At each harvest
time before stopping their treatment, 5398 gene transcripts were measured by microarray technology. The plasma HIV
viral load (which was log-transformed) for every patient was measured at each harvest time after the antiretroviral
interruption. In this application the measurement times of the inputs (gene transcripts) differ from the ones of the
output (HIV viral load). The objective is to be able to predict the HIV viral load dynamics after antiretroviral treatment
interruption for a patient given the evolution of his/her gene expression during the vaccination phase [16]. Figure 3
illustrates the design of the DALIA vaccine trial and the dynamics of the viral replication after antiretroviral treatment
interruption with a large between-individuals variability. The analysis with Fréchet random forest was performed on the
17 patients. The mtry parameter was fixed to 1500 and the number of trees, q, was set to 500. The OOB error of the
Fréchet random forest converged and stabilized for almost 100 trees composing the forest. Figure 4 illustrates both the
OOB predictions and the predictions on the learning samples (fits) of the evolution of the viral load after the HAART
interruption for 4 patients of the vaccine trial.
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Figure 3: On the left, the DALIA vaccine trial design. To the right, dynamics of plasma HIV viral load (one curve per
patient) after antiretroviraltreatment interruption, DALIA vaccine trial.
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Figure 4: Plot of the evolution of viral load after interruption of treatment for four patients of DALIA vaccine trial, and
both OOB predictions and fits (predictions on learning samples) obtained by Fréchet random forests.
The predictions of the Fréchet forest on the learning sample were close to the observed viral load curves. Moreover,
despite a very small number of individuals, the OOB predictions obtained with this forest are very close in shape to the
true curves.
Among the 100 variables selected, many belongs to the groups of genes (modules) that were selected in a previous work
because i) their dynamics was influenced by the vaccine ii) their abundance after vaccination was associated with the
peak of viral load. For instance, 5 genes from the inflammation module 3.2 and 3 genes from the T cell module 4.1
were selected with the current approach.
Thus, the Fréchet random forests method applied on the complex example of the DALIA vaccine trial is extremely
effective both for its capacity to predict the output variable as well as for its ability to find relevant genes in order to
explain the evolution of the viral load after the treatment interruption. It should be noted that standard CART trees and
random forests methods cannot be used on such an application. Indeed, both the number and the observation times of
the input and output variables were different.
7 Discussion
Two new tree-based methods, Fréchet trees and Fréchet random forests, for general metric spaces-valued data were
introduced. Let us emphasize that the proposed methods are very versatile. Indeed, input variables can thus all be of
different kinds, each one having its own metric, and the kind of the output variable can also be a different one.
The example of learning curve shapes was presented to illustrate the capacity of the methods to learn from data in
unordered metric spaces. A simulation study in this framework demonstrated the ability of Fréchet trees and forests
to recover the data structure. Let us stress that in the simulation schemes presented in this work, input and output
variables are observed repeatedly over time, but with the following characteristics. The numbers of measurements
(constituting the trajectories) can differ between input variables and the output variable. This can be a problem for most
traditional parametric methods for longitudinal data analysis, such as mixed models [13]. So, one interesting aspect of
the proposed method is its ability to deal with this type of data quite effectively, since it is only based on the shape
of trajectories (thanks to the Fréchet distance). Moreover, Fréchet trees and forests are also able to analyze data for
which input and output curves are not observed at the same times of measurement (they are thus robust to missing data
for some curves) or even the same time-windows. In this paper, we conducted an analysis on an example in the field
7
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of vaccinology, with repeated measures of the transcriptome, correlated to the later specific immune response. It was
possible to analyze completely those data thanks to the fact that Fréchet random forests are flexible enough to allow
different time-windows measurements due to their curves shape-based learning approach.
Finally, as a by-product, a new way of finding the optimal subtree of a maximal tree is introduced and helps to find an
interesting clustering of outputs. In the case of curves, the set of typical behaviors retrieved can be help the results
interpretation. We also showed that the variable importance computation performed by Fréchet forests made it possible
to efficiently retrieve input variables the most related to the output variable, even in a sparse high-dimensional context.
However, there are two main limitations to Fréchet trees and forests: the first is that the Fréchet mean has to exist in the
output space [11] and has to be fairly approximated. The second concerns the computation time. Indeed, even if, the
proposed approaches have been fully coded for the trajectories case, Fréchet random forests can still be computationally
intensive. This problem can be alleviated by the fact that, as all forests methods, they are easily parallelized (the
different trees can be built in parallel).
One direction for future work is to develop these methods for images and shapes data and to include the possibility of
dealing with mixed data in the implementation. Finally, we are working on the proof of consistency of the estimators
thanks to the recent work around the Fréchet mean and the Fréchet regression in [15].
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