Throughout, || || will denote the Euclidean norm and | | will be used for any other norm (which of course must be topologically equivalent to || ||) on the vector space of complex ^-tuples. If B is an n x n matrix, then B* denotes its Hermitian conjugate and Tr B its trace; if c is a complex number then Re c is its real part. LEMMA [3] , p. 501). Let {t k } be a sequence in [0, co) converging to ω.
(Compare Hartman
(a) Suppose 0 ^ lim^co 11 x(t k ) 11 < + °° exists for each solution x(t) of (1) exists for each solution of (1) it is easy to see that 0 ^ \l\mxt{t k )x q (t k )\ < +00 k-00 exists for any solutions x p (t), x q (t). Thus if Φ(t) is the fundamental matrix of (1) satisfying Φ(0) = E, we know that lim^co Φ*(t k )Φ(t k ) = H exists, each element of H is finite, and H is Hermitian. Also,
lim (det Φ(t k )f = lim (det Φ*Φ)(t k ) = det H .
Hence, by the Liouville-Jacobi formula ([3] , p. 46), REMARK. Note that the above proof depended in an essential way on the fact that the Euclidean norm is generated by an inner product. THEOREM 1. (a) Suppose (1) is stable and each solution x(t) has the property: [5] (cf. Coppel [2] , pp. 41, 58-59) may be obtained. If B is any n x n matrix, and \B\ is the operator norm of B induced by the vector norm | |, i.e., \B\ = sup, X | =1 \Bx\, then
where I is the n x n identity matrix. If \x\ is one of sup^ \x i \ 1 Σ* \ χi \i or ||g|| respectively, then the corresponding μ(B) is given by (see Coppel [2] , p. 41):
, where Λ(C) denotes the largest eigenvalue of C. As is shown in Coppel ([2] , p. 58), if x(t) is a solution of (1), then
Ix(t) I exp (-^ μ(Aή, \x(t) \ exp (j* μ{-A))
are nonincreasing and nondecreasing, respectively. The hypotheses of part (a) of Theorem 1 are satisfied if there exists a constant M, independent of both t and ί 0 , such that
(in fact, (1) is then uniformly stable), and the hypotheses of part (b) of Theorem 1 are satisfied if there exists an N, independent of t 0 and tj such that 
Proof. y(t) is a solution of ( 5 ) y' = Γ A A(t)y if and only if y(t) = Γ(t)x(t) where x(t)
is a solution of (1), so that, in case (a), we have \y(t)\ ^ K\x(t)\ for corresponding solutions of (5) and (1), and the result is obvious. The argument is similar in cases (b), (c) and ( The change of variable used above has been studied from several points of view, but always under (at least) the assumption in part (c) of the Theorem. This assumption implies that the class of allowable transformations forms a group, or, equivalently, that the relation of "kinematic similarity"-A ~ B if and only if there exists a Γ, satisfying the assumptions in (c), such that B -Γ A A-is an equivalence relation. This concept was developed by Markus [6] . For a full discussion with references, see Sansone and Conti ([8] Notice that stability is preserved under this class of transformations, but the property described in (2) is not.
Theorem 3 below will illustrate how Theorems 1 and 2 may be used in practice to obtain information on the asymptotic nature of solutions to differential equations. The following simple lemma will be useful. Proof. Observe that Γ is a fundamental matrix for the differential equation x' = ΓT~ιx\ the result then follows immediately from the Liouville-Jacobi formula.
Throughout the following, the notation H > 0, ^0 etc. will mean that the matrix H is positive definite, nonnegative definite, etc. THEOREM 
Let H(t) be a nonsingular Hermitian matrix of absolutely continuous functions on [0, ω).
(a) // Proof of (a). (6) implies (x*Hx) f ^ 0 a.e. so x*Hx is nonincreasing. Pre-multiplication of (6) (1), and \\y\\ 2 = x*Hx. Therefore, by part (a), 0 ^lim t^ω \\y(t)\\ < + oo exists for each solution y(t) of (5) (7) is necessary and sufficient for the existence of a solution x o (t) of (1) as described.
The assertion about the adjoint of (1) may be proved similarly, using Corollary 1.2(b). It also follows from the observation that there exists a solution xj^t) of the adjoint of (1) Proof. Let x λ = p^', a; 2 = %, so that (8) is equivalent to the system
which is of the form (1), with Tr A = 0. The adjoint of (11) is P and the solutions of this equation are of the form x ί = u, x 2 = -pu', where u is any solution of (8). The corollary is an immediate consequence of Theorem 3 if we take _7 β_ (9) is equivalent to (6) and (10) is equivalent to (7) Hence (8) (1) have been obtained by Milloux [7j and Hartman [4] , under the assumption that pq is positive and monotone and lim^ω pq -+ oo. Here we have pq positive but not necessarily monotone. In Example 2 we show that Corollary 3.1 may be applicable even when pq is neither positive nor monotone, in fact we have lim sup^ω pq = + ^ and lim inf t _ ω pq = -co. EXAMPLE 2. Let p(t) = 2e*(l + e~% q(t) = i Sin ί, ω = + oo, α(ί) = β -*, /S(ί) = 1 + β-' and τ(ί) = 0 .
Then a\t) = -e-* < 0, /5'(ί) = -e-* < 0, and (A -aq)\t) = (iβ-ί -ί β" ί Sin ί) 2 rg e" 2ί = α'/S'ίί) . \p / Clearly (9) holds, and since lim^*, αj8(ί) = 0 (i.e., (10) holds) and
it follows that there exists a solution u o (t) of
In the preceding example the rapid smooth growth of the function p helped to overcome the oscillatory behaviour of q. We now give an example to show that we can have p(t) = 1, lim inf^ q(t) --oo, lim sup t _ ω q(t) == + oo, and still be able to establish the existence of a zero-tending solution. Theorem 3 can also be applied to second order vector equations. Let P and Q be n x n matrices of complex-valued measurable functions on [0, ω) such that P is nonsingular a.e., and P~ι and Q are locally integrable. Consider the system of differential equations (12) and (13) its adjoint Proof. We set
and write (12) in the form of (1) . The adjoint of (1), z' = -A*(t)z, will have solutions of the form z -
where x is a solution of (13). We now apply Theorem 3, using
S 0H = 0 T
The only nonroutine part remaining is to show that (14) The values taken by this form are clearly bounded above by
The remainder of the proof is now easily completed by applying Theorem 3. where v is the ratio of the largest eigenvalue of (P*Q)' to the least eigenvalue of P*Q, and p is the ratio of the least eigenvalue of (PQ*)' to the least eigenvalue of PQ*. These cases correspond to choosing, respectively, (i) Φ = P*exp(-jV),
(ii) Φ = Q That Φ satisfies the conditions outlined above can be verified by direct computation; for example, in case (i)
and the choice of v guarantees that c* Tc ^ 0 for any complex nṽ ector c.
A somewhat sharper, but considerably less practical, result can be obtained in cases (i) and (ii) above by choosing v as the largest eigenvalue of ΛΓ + AT*, and p as the smallest eigenvalue of R + i?*, where
A differentiation of the quadratic forms, coupled with some simple manipulations, shows that S' ^ 0, T <£ 0 in each case.
Remark (added in proof)
. Theorem 3 and its corollaries can be strengthened at the cost of making the hypotheses less concrete. The conditions (6) , (9) and (14) are in each case specific sufficient conditions for property (2) to hold, in the sense that lim inf^ V(t) = 0 implies \im t^ω V(t) = 0, where V(t) is, respectively, x*Hx(t), E(t) as defined below (9), and E{t) as defined below (14) The Supporting Institutions listed above contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its content or policies.
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