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Abstract
A toric arrangement is a finite set of hypersurfaces in a complex torus,
every hypersurface being the kernel of a character. In the present paper
we build a CW-complex homotopy equivalent to the arrangement comple-
ment, with a combinatorial description similar to that of the well-known
Salvetti complex. If the toric arrangement is defined by a Weyl group, we
also provide an algebraic description, very handy for cohomology compu-
tations. In the last part we give a description in terms of tableaux for a
toric arrangement appearing in robotics.
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Introduction
A toric arrangement is a finite set of hypersurfaces in a complex torus T = (C∗)n,
in which every hypersurface is the kernel of a character χ ∈ X ⊂ Hom(T,C∗)
of T . Let RX be the complement of the arrangement: its geometry and topol-
ogy have been studied by many authors, see for instance [9], [4], [3], [13]. In
particular, in [10] and [3] the De Rham cohomology of RX has been computed,
and recently in [15] a wonderful model has been built.
In the present paper we build a topological model S for RX . This model is
a regular CW-complex, similar to the one introduced by Salvetti ([17]) for the
complement of hyperplane arrangements. Indeed for a wide class of arrange-
ments, which we call thick, the cells of S are in bijection with pairs [C ≺ F ],
where C is a chamber of the real toric arrangement and F is a facet adjacent
to it (according to the definitions given in Section 1.3).
The model S is well suited for homology and homotopy computations, which
will be developed in future papers (see for instance [19]). Furthermore, the
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jumping loci in the local system cohomology of a CW-complex are affine alge-
braic varieties. In the theory of hyperplane arrangements such objects, called
characteristic varieties, proved to be of fundamental importance. It is then a
remarkable fact that the characteristic varieties can be defined also in the toric
case.
In Section 2 we focus on a toric arrangement associated to an affine Weyl
group W˜ . In this case the chambers are in bijection with the elements of the
corresponding finite Weyl group W, and the cells of S are given by the pairs
(w,Γ), where w ∈ W and Γ is a proper subset of the set S of generators of W˜ .
This generalizes a construction introduced in [18] and [6].
In the last Section we give a description of the facets of the real toric ar-
rangement defined by the Weyl group A˜n in the torus corresponding to the root
lattice. This description in terms of Young tableaux turns out to be interesting
since it coincides with the complex describing the space of all periodic legged
gaits of a robot body (see [2]).
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1 The CW-complex
1.1 Main definitions
Let T = (C∗)n be a complex torus and X ⊂ Hom(T,C∗) be a finite set of
characters of T . The kernel of every χ ∈ X is a hypersurface of T :
Hχ := {t ∈ T | χ(t) = 1}.
Then X defines on T the toric arrangement :
TX := {Hχ, χ ∈ X}.
Let RX be the complement of the arrangement:
RX := T \
⋃
χ∈X
Hχ.
Let π : V −→ T be the universal covering of T . Then V is a complex vector
space of rank n, and π is the quotient map π : V −→ V/Λ, where Λ is a lattice
in V . Then the preimage π−1(Hχ) of a hypersurface Hχ ∈ TX is the union of
an infinite family of parallel hyperplanes. Thus
AX := {H hyperplane of V | ∃χ ∈ X s.t. π(H) = Hχ}
is a periodic affine hyperplane arrangement in V. Let MX be its complement:
MX := V \
⋃
χ∈X
π−1(Hχ).
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By definition, π mapsMX on RX . Moreover the equations defining the hyper-
planes in AX can always be assumed to have integral (hence real) coefficients
since they are given by elements of Λ. Thus by [17] there is an (infinite) CW-
complex S˜ ⊂ MX and a map ϕ :MX −→ S˜ giving a homotopy equivalence.
Furthermore, we can build S˜ in such a way that it is invariant under the action
of translation in Λ: for instance by building the cells relative to a fundamental
domain and then inductively, defining for each cell above the other cells of its
Λ-orbit by translation. Thus π(S˜) is a finite CW-complex, which will be de-
noted by S, and the image of every cell of S˜ is a cell of S. Moreover, since ϕ is
Λ−equivariant, it is well defined the map
ϕpi(t) := (π ◦ ϕ)(π
−1(t))
which makes the following diagram commutative:
MX
ϕ
−→ S˜
π ↓ π ↓
RX
ϕpi
−−→ S
(1)
Lemma 1.1 The map ϕpi is a homotopy equivalence between RX and S.
Proof. The map ϕ is a homotopy equivalence hence, by definition, there is
a continuous map ψ : S˜ →MX such that ψϕ is homotopic to the identity map
idMX and ϕψ is homotopic to idS˜ . Namely, since S˜ is a deformation retract, the
homotopy inverse ψ is simply the inclusion map, which is clearly Λ−equivariant.
Hence the map
ψpi(t) := (π ◦ ψ)(π
−1(t))
is well defined and makes the following diagram commutative:
S˜
ψ
−→ MX
π ↓ π ↓
S
ψpi
−−→ RX .
(2)
Let I = [0, 1] be the unit interval and F :MX× I →MX be the continuous
map such that F (x, 0) = ψ(ϕ(x)) and F (x, 1) = idMX (x). Again, since F is
Λ−equivariant, we can define the map:
Fpi(t) := (π ◦ F )(π
−1(t))
In this way we get the commutative diagram:
MX × I
F
−→ MX
π ↓ π ↓
RX × I
Fpi−−→ RX .
(3)
By construction map Fpi is a continuous map such that Fpi(x, 1) = idRX and
Fpi(x, 0) = (ψϕ)pi(x) = πψϕπ
−1(x) = πψπ−1πϕπ−1(x) = ψpi ◦ ϕpi(x).
Hence Fpi gives the required homotopy equivalence. 
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1.2 Salvetti complex for affine arrangements
In order to describe the structure of S, we now have to focus on the real coun-
terparts of the complex arrangements above.
Let VR be the real part of V . In other words, let VR
.
= Rn be a real vector
space, and let V
.
= VR ⊗R C be its complexification. Then we identify VR with
a subspace of V via the map v 7→ v ⊗ 1.
Let AX,R be the corresponding hyperplane arrangement on VR and MX,R =
MX∩VR its complement. Since the image of R under the map C −→ C/Z
∼
−→ C∗
is the circle
S1 := {z ∈ C | | z |= 1}
we have that the image of VR under the map π : V → V/Λ
∼
−→ T is a compact
torus TR ⊂ T . A real toric arrangement TX,R is naturally defined on TR with
hypersurfaces Hχ,R := Hχ∩TR and complement RX,R = RX ∩TR. Furthermore
π restricts to universal covering map π : VR −→ TR and π(MX,R) = RX,R.
We recall the following definitions:
1. a chamber of AX,R is a connected component of MX,R;
2. a space of AX,R is an intersection of elements in AX,R;
3. a facet of AX,R is the intersection of a space and the closure of a chamber.
Let S := {F˜ k} be the stratification of VR into facets F˜ k induced by the arrange-
ment AX,R (see [1]), where superscript k stands for codimension.
Then the k-cells of the complex S˜ described in [17] bijectively correspond to
pairs
[C˜ ≺ F˜ k]
where C˜ = F˜ 0 is a chamber of S and F˜ i ≺ F˜ j ⇔ clos(F˜ i) ⊃ F˜ j is the standard
partial ordering in S (see also [16]).
Let |F˜ | be the affine subspace spanned by F˜ , and let us consider the subar-
rangement
A
F˜
= {H ∈ AX,R : F˜ ⊂ H}.
A cell [C˜ ≺ F˜ k] is in the boundary of [D˜ ≺ G˜j ] (k < j) if and only if
i) F˜ k ≺ G˜j
ii) the chambers C˜ and D˜ are contained in the same chamber of A
F˜k
.
(4)
Previous conditions are equivalent to say that C˜ is the chamber of AX,R
which is the ”closest” to D˜ among those which contain F˜ k in their closure. The
standard notation [C˜ ≺ F˜ k] ∈ ∂S˜ [D˜ ≺ G˜
j ] will be used.
It is a simple remark that the above description of the Salvetti complex S˜ is
Λ-invariant. Indeed each translation t ∈ Λ acts on the stratification S := {F˜ k}
sending a k-facet F k into the k-facet t.F k. Then the translation t acts on S˜
sanding a k-cell [C ≺ F k] in the k-cell [t.C ≺ t.F k].
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1.3 Salvetti Complex for toric arrangements
In order to give a similar description for S, we introduce the following definitions:
1. a chamber of TX,R is a connected component of RX,R;
2. a layer of TX,R is a connected component of an intersection of elements of
TX,R;
3. a facet of TX,R is an intersection of a layer and the closure of a chamber.
Lemma 1.2
1. If C˜ is a chamber of AX,R, π(C˜) is a chamber of TX,R;
2. If L˜ is a space of AX,R, π(L˜) is a layer of TX,R;
3. If F˜ is a facet of AX,R, π(F˜ ) is a facet of TX,R;
Proof. The first statement is clear, as well as the second one since π(L˜)
must be connected. The third claim is a direct consequence of the previous
two. 
Now, let us consider pairs
[C ≺ F k]
where C = F 0 is a chamber of TX,R, F k a k-codimensional facet of TX,R and
F i ≺ F j ⇔ clos(F i) ⊃ F j .
By Lemma 1.2 the quotient map π(F˜ ) of a facet is still a facet in the real
torus and, because of the surjectivity of π, we get that any facet F in TX,R is
the image F = π(F˜ ) of an affine one.
We notice that
π([C˜ ≺ F˜ ]) = π([D˜ ≺ G˜]) =⇒ [π(C˜) ≺ π(F˜ )] = [π(D˜) ≺ π(G˜)].
Indeed if π([C˜ ≺ F˜ ]) = π([D˜ ≺ G˜]) there is a translation t ∈ Λ which sends
[C˜ ≺ F˜ ] in [D˜ ≺ G˜]. As a simple consequence D˜ = t.C˜ and F˜ = t.G˜, i.e.
π(C˜) = π(D˜) and π(F˜ ) = π(D˜).
Then there is a natural surjective map from the cells of S to the set of pairs
[C ≺ F ], but this map in general is not injective. Let us consider the simple
example defined by A = {x ∈ R | x ∈ Z}.
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The chambers C˜i for i ∈ Z are the open intervals (i, i + 1) and the 1-
codimensional facets are the points. The toric arrangement depends on the
chosen lattice. For example we can quotient in two different way as in the
above figure.
Namely, the picture on the left corresponds to the choice Λ = Z, i.e. π : x 7→
e2piix, whereas the picture on the right is given by Λ = 2Z and π : x 7→ epiix. As
shown in the pictures the complex in the former example cannot be described
by the two pairs [C−1 ≺ C−1], [C−1 ≺ e0] since it has 3 cells. Furthermore,
this CW-complex is not regular (the closure of its cells is not contractible). On
the other hand, in the latter example we have a regular CW-complex with two
0-dimensional cells and four 1-dimensional cells.
Now we will focus on the case in wich S maps bijectively on the set of pairs
[C ≺ F ], since then the description of the complex S is particularly striking.
Since S = π(S˜) is a complex homotopic to the complement RX , S is described
by pairs of the form [C ≺ F ] if and only if the map
π([C˜ ≺ F˜ ]) −→ [π(C˜) ≺ π(F˜ )] (5)
is injective.
Moreover, if the definition (5) holds then we can define the boundary of a
pair [C ≺ F ]. We need first to introduce new notations.
Notations. Let P0 ⊂ V be a fundamental parallelogram for π : V → T
containing the origin of V . Let A0,X be the subarrangement of AX made by
all the hyperplanes that intersect P0 (see, for istance, figure (8) in the next
Section).
We will say that a maximal dimensional cell [C˜ ≺ F˜n] is in A0,X if its
support | F˜n | is the intersection of some of the hyperplanes in A0,X . While a
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k-cell [C˜ ≺ F˜ k] is in A0,X if it is in the boundary of a n-cell in A0,X . Let S˜0 be
the set of all such cells.
With previous notations if (5) is injective (i.e. it is a bijection) we define the
boundary as follow:
[C ≺ F k] is in the boundary of [D ≺ Gj ] (k < j) if and only if there are cells
[C˜ ≺ F˜ k] ∈ π−1([C ≺ F k]) ∩ S˜0 and [D˜ ≺ G˜j ] ∈ π−1([D ≺ Gj ]) ∩ S˜0 such that
[C˜ ≺ F˜ k] ∈ ∂S˜ [D˜ ≺ G˜
j ].
Obviously this boundary map commutes with the one in S˜ and we get that
the map in (5) is a bijection of CW-complexes.
Toric arrangement for which S is in bijection with pairs [C ≺ F ] are easily
characterized as follows.
Definition 1.3 A toric arrangement TX is thick if the quotient map
π : V −→ T
is injective on the closure clos(C˜) of every chamber C˜ of the associated affine
arrangement AX,R.
We notice that every toric arrangement is covered by a thick one and the fiber
of the covering map is finite; hence our assumption is not very restrictive.
We have the following
Lemma 1.4 A toric arrangement TX is thick if and only if
[π(C˜) ≺ π(F˜ )] = [π(D˜) ≺ π(G˜)]⇐⇒ π([C˜ ≺ F˜ ]) = π([D˜ ≺ G˜])
for any two cells [C˜ ≺ F˜ ], [D˜ ≺ G˜] ∈ S˜
Proof. By previous considerations, it is enough to prove that the thick
condition is equivalent to
[π(C˜) ≺ π(F˜ )] = [π(D˜) ≺ π(G˜)] =⇒ π([C˜ ≺ F˜ ]) = π([D˜ ≺ G˜])
⇒: Let TX be thick and [π(C˜) ≺ π(F˜ )] = [π(D˜) ≺ π(G˜)] for two given k-cells in
S˜. This implies that π(C˜) = π(D˜) and π(F˜ ) = π(G˜), i.e. there are translations
t, t′ ∈ Λ such that D˜ = t.C˜ and G˜ = t′.F˜ .
By construction t.F˜ is a facet in the closure clos(D). We get two facets t.F˜
and G˜ both in clos(D) and with the same image π(t.F˜ ) = π(F˜ ) = π(G˜). By
hypothesis π is injective on clos(D) then t.F˜ = G, i.e. t = t′ which implies that
π([C˜ ≺ F˜ ]) = π([D˜ ≺ G˜]).
⇐ Let F˜ and G˜ two facets in clos(C˜) such that π(F˜ ) = π(G˜) then
π([C˜ ≺ F˜ ]) = [π(C˜) ≺ π(F˜ )] = [π(C˜) ≺ π(G˜)] = π([C˜ ≺ G˜]).
As a consequence if t ∈ Λ is the translation such that F˜ = t.G˜ then t.C˜ = C˜.
It follows that t is the identity and we get F˜ = G˜, i.e. π is injective on clos(C˜)

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By Lemma 1.4 the map defined in (5) is a bijection if and only if TX is a
thick toric arrangement. Hence the set of pairs [C ≺ F ] is a CW-complex S
and we get the following theorem
Theorem 1 Let TX be a thick toric arrangement. Then its complement RX
has the same homotopy type of the CW-complex S.
Then in this case the complex S has a nice combinatorial description, totally
analogue to that of the classical Salvetti complex [17].
Moreover if a toric arrangement is thick then the maximal dimensional cells
[C˜ ≺ F˜n] in A0,X are in one to one correspondence with the n-dimensional facets
of S. Then the boundary in a thick toric arrangement TX can be completely
described knowing the boundary in the associated finite complex A0,X .
This allows to better understand the fundamental group of the complement
and to perform computations on integer cohomology.
Furthermore, in this case S is a regular CW-complex.
Remark 1.5 The number of chambers of TX,R can be computed by formulae
given in [8] and [13]. However, the combinatorics of the layers in TX,R is more
complicated than the one of spaces of AX,R. Hence, an enumeration of the
facets is not easy to provide in the general case. Thus from now on we focus
on the arrangements defined by roots systems. In this case the chambers are
parametrized by the elements of the Weyl group, and the poset of layers has
been described in [12].
2 Weyl toric arrangements
In this section we give a simpler description of the above complex for the case of
toric arrangements associated to affine Weyl groups, by taking as Λ the coroot
lattice (for the theory of Weyl groups see, for instance, [1]). Indeed in this case
the toric arrangement is thick. Using this description, we give an example of
how the integer cohomology of these arrangements can be computed.
2.1 Notations and Recalls.
Toric arrangement associated to a Weyl group. Let Φ be a root system,
Λ = 〈Φ∨〉 be the lattice spanned by the coroots, and ∆ be its dual lattice (which
is called the cocharacters lattice). Then we define a torus T = T∆ having ∆
as group of characters. Namely, if g is the semisimple complex Lie algebra
associated to Φ and h is a Cartan subalgebra, T is defined as the quotient
T
.
= h/Λ.
Each root α takes integer values on ∆, so it induces a map
eα : T → C/Z ≃ C∗
which is a character of the torus. Let X be the set of these characters; more
precisely, since α and −α define the same hypersurface, we set
X
.
=
{
eα, α ∈ Φ+
}
.
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In this way to every affine Weyl group W˜ we associate a toric arrangement T
W˜
,
with complement R
W˜
.
We will call these arrangements Weyl toric arrangements. They have been
studied in [11] and [12].
Remark 2.1
1. Let G be the semisimple, simply connected linear algebraic group associated
to g. Then T is the maximal torus of G corresponding to h, and RX is
known as the set of regular points of T .
2. One may take as ∆ the root lattice (or equivalently, take as Λ the char-
acter lattice). But in this way one obtains as T a maximal torus of the
semisimple adjoint group Ga, which is the quotient of G by its center.
Let (W˜ , S) be the Coxeter system associated to W˜ and
A
W˜
= {Hw˜siw˜−1 | w˜ ∈ W˜ and si ∈ S}
the arrangement in Cn obtained by complexifying the reflection hyperplanes of
W˜ , where, in a standard way, the hyperplane Hw˜siw˜−1 is the hyperplane fixed
by the reflection w˜siw˜
−1.
We can view Λ as a subgroup of W˜ , acting by translations. Then it is well known
that W˜/Λ ≃W , where W is the finite reflection group associated to W˜ (see for
instance [21]). As a consequence, the toric arrangement can be described as:
T
W˜
= {H[w]si[w−1] | w ∈ W and si ∈ S}
where two hypersurfacesH[w]si[w−1] and H[w]si[w−1] are equal if and only if there
is a translation t ∈ Λ such that twsi(tw)−1 = wsiw
−1, i.e. w = tw.
By [12], these hypersurfaces intersect in
|W |
|WS\{si} |
local copies of the finite hyperplane arrangement AWS\{si} associated to the
group generated by S \ {si}, si ∈ S.
For example in the affine Weyl group A˜n generated by {s0, . . . , sn} for any
generator si the finite reflection group associated to S \ {si} is a copy of the
finite Coxeter group An.
Then we have
Proposition 2.2 The toric arrangement T
W˜
is thick.
Proof. Since Λ is the coroot lattice, if t ∈ Λ is a translation such that there
is a n-codimensional facet F˜n ∈ clos(C˜) ∩ clos(t.C˜) for an affine chamber C˜,
then t is the identity (see [1]).
If T
W˜
is not thick then there are two facets F˜1 and F˜2 in the closure clos(C˜)
of a chamber C˜ such that π(F˜1) = π(F˜2), i.e. there is a translation t ∈ Λ such
that F˜2 = t.F˜1. Hence F˜2 is a facet in clos(C) ∩ clos(t.C). In particular all the
n-codimensional facets F˜n in the closure of F˜2 are in the closure of both C and
t.C. This is a contradiction and it concludes the proof. 
Then we can construct the Salvetti complex for these arrangements in a way
which is very similar to the one known for affine Coxeter arrangements.
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Salvetti Complex for affine Artin groups It is well known (see, for in-
stance, [6], [18] ) that the cells of Salvetti complex S˜W for arrangements AW˜ are
of the form E(w˜,Γ) with Γ ⊂ S and w˜ ∈ W˜ . Indeed if α˜ ∈ {w˜sw˜−1|s ∈ S, w˜ ∈
W˜} is a reflection, the chambers are in one to one correspondence with the
elements of the group W˜ as follows. Fixed a base chamber C0, it corresponds
to 1 ∈ W˜ . Now if C corresponds to w˜, the chamber D separated from C by the
reflection hyperplane Hα˜ corresponds to the element α˜w˜ ∈ W˜ . The notation
D ≃ α˜w˜ will be used.
If F˜ k is a k-codimensional facet then the k-cell [C˜ ≺ F˜ k] corresponds to
the pair E(w˜,Γ) where w˜ ≃ C˜ and Γ = {si1 , . . . , sik} is the unique subset of
cardinality k in S such that
| F k |=
k⋂
j=1
Hw˜sij w˜−1 .
If W˜Γ is the finite subgroup generated by s ∈ Γ, by [6] the integer boundary
map can be expressed as follows:
∂k(E(w˜,Γ)) =
∑
sj∈Γ
∑
β∈W˜
Γ\{sj}
Γ
(−1)l(β)+µ(Γ,sj)E(w˜β,Γ \ {sj}).
(6)
where W˜
Γ\{σ}
Γ = {w ∈ W˜Γ : l(ws) > l(w)∀s ∈ Γ \ {σ}} and µ(Γ, sj) = ♯{si ∈
Γ|i ≤ j}.
Remark 2.3 Instead of the co-boundary operator we prefer to describe its dual,
i.e. we define the boundary of a k-cell E(w˜,Γ) as a linear combination of the
(k− 1)-cells which have E(w˜,Γ) in their co-boundary, with the same coefficient
of the co-boundary operator. We make this choice since the boundary operator
has a nicer description than co-boundary operator in terms of the elements of
W˜ .
2.2 Description of the complex
Let SW be the CW-complex associated to TW˜ . By the previous considerations,
SW admits a description similar to that of S˜W . Indeed each chamber C is in one
to one correspondence with an equivalence class [w] ∈ W˜/Λ and then with an
element w ∈W ≃ W˜/Λ of the finite reflection groupW . We will write C ≃ [w].
In the same way, the pair [C ≺ F k] corresponds to the cell E([w],Γ) ∈ SW
where C ≃ [w] and Γ = {si1 , . . . , sik} is the unique subset of cardinality k in S
such that
| F k |=
k⋂
j=1
H[w]sij [w−1].
We now want to describe the boundary of each cell: this is done in a standard
way by characterizing the cells that are in the boundary of a given cell, and by
assigning an orientation to all cells (see, for instance, [18]).
By construction the toric CW-complex is locally isomorphic to the affine one
and it can inherit its affine orientation. Then the integer boundary operator for
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Weyl toric arrangements can be written as the affine one:
∂k(E([w],Γ)) =
∑
σ∈Γ
∑
β∈W
Γ\{σ}
Γ
(−1)l(β)+µ(Γ,σ)E([wβ],Γ \ {σ})
(7)
where, instead of elements of the affine group W˜ , we have equivalence classes
with representatives in the finite group W .
By the formula above, the complex SW can be effectively used for computing
homotopy invariants of R
W˜
. For instance we have
Proposition 2.4
H•(R
W˜
,Z) ≃ H•(SW ,Z)
where the coboundary map is the dual of the map defined in (7).
Example. Let us consider the affine Weyl group B˜2 (see [1]) with Coxeter-
Dynkin diagram
◦
4
− ◦
4
− ◦
s0 s1 s2
and associated finite group B2
◦
4
− > ◦
s1 s2
In this case we get translations t1 = s0s1s2s1 and t2 = s2s1s0s1 and the
affine arrangement is represented as:
Hα1 Hα2,0 = Hα2
Hα2,1
Hα2,2
Hα2,3
Hα2,4
Hα2,5
Hϕ = Hα1+α2
Hα1+α2,1 = Hϕ,1 = Hα0
Hα1+α2,−1
Hα1+α2,−2
Hα1+α2,−3
Hα1+α2,−4
Hα1+α2,−5
Hα1+2α2,0 = Hα1+2α2
Hα1+2α2,1
Hα1+2α2,2
Hα1+2α2,3
Hα1+2α2,−1
Hα1+2α2,−2
Hα1+2α2,−3
As1A
s2A
s0A
sϕA ε1
ε2
α1
α2
ϕ
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• •
• •
• •
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If A0 is the finite subarrangement defined in Section 2.3, then the real toric
arrangement is obtained quotienting it as shown in the following figure, where
arrows indicate identified edges:
Hs1Hs0Hs1s2s1 Hs0s1s0
Hs1s0s1
Hs2s1s2
Hs2
•
s0
•s1s0 •
s0s1s0
•
s1s0s1s0
•
s1s0s1
•
s0s1
•
s1s2s0
•
s1s2
•
s1s2s1
•s1s2s1s2
•
s2s1s2
•1
•s1
•
s2s0
•s2
...
...
...
...
...
...
...
...
...
...
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...
...
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...
...
...
...
...
...
...
...
...
...
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.................................................................................................................................................................................................
..........................................................
..........................................................
..............................................................................................................................................................................................
.......................................................................................................................................................................................................................................................
.......................................................................................................................................................................................................................................................
..............................................................................................................
..............................................................................................................
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...........................................................................................................................................
(8)
Here, for brevity, the vertices E(w, ∅) are labelled by the element w ∈ W˜ .
We get, for example, that the cell E([1], ∅) is the vertex in the chamber
containg 1 ∈ W˜ , while the vertices E([s0], ∅) and E([s1s2s1], ∅) correspond
to the same chamber in the toric arrangement; indeed s0 = t1s1s2s1, then
[s0] = [s1s2s1].
Notice that the number of chambers in the real torus is 8 in one to one
correspondence with the finite Weyl group B2 with cardinality 8. Then we get
exactly:
8 0-cells of the form E([w], ∅) for w ∈ B2,
24 1-cells of the form E([w], {si}) for w ∈ B2 and i = 0, 1, 2,
24 2-cells of the form E([w], {si, sj}) for w ∈ B2 and 0 ≤ i < j ≤ 2.
These cells locally correspond to four finite Coxeter arrangements, two of
type B2 and two of type A1 × A1 appearing in the figure above. In particular
the 2-cells can be written as:
E([w], {si, si+1}) with a representative w chosen in the Coxeter group B2
generated by {si, si+1}), i=0,1;
E([w], {s0, s2}) and E([s1w], {s0, s2}) with a representative w chosen in the
group {1, s0, s2, s0s2} generated by {s0, s2}.
The representatives can be chosen in the more suitable way for computations.
The boundary map (7) for the 1-cells is:
∂1E([w], {si}) = E([w], ∅)− E([wsi], ∅)
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and it gives rise to a matrix of 24 columns and 8 rows with entries 0, 1 and −1.
On the other hand, the second boundary map is given by
∂2E([w], {si, si+1}) = E([w], {si})− E([wsi+1], {si}) + E([wsisi+1], {si})−
−E([w], {si+1}) + E([wsi], {si+1})− E([wsi+1si], {si+1})
∂2E([w], {s0, s2}) = E([w], {s0})−E([ws2], {s0})−E([w], {s2})+E([ws0], {s2}).
In this way we get that the homology, and hence the cohomology, is torsion free
and H0(RB2 ,Z) = Z, H1(RB2 ,Z) = Z
8 and H2(RB2 ,Z) = Z
15, which agrees
with the Betti numbers computed in [12, Ex. 5.14].
In general we have the following
Conjecture 2.5 Let W˜ be an affine Weyl group and T
W˜
be the corresponding
toric arrangement. Then the integer cohomology of the complement is torsion
free (and hence it coincides with the De Rham cohomology computed in [3]).
This conjecture will be proved in a future paper [19].
3 An example from robotics
In this section we give an example of non-thick arrangement: the one obtained
from the affine Weyl arrangement A
A˜n
, by quotienting by the coroot lattice,
which we will denoted by Λ
A˜n
(see the second part of Remark 2.1).
Indeed in this case the underlying real toric arrangement has a very nice
description in terms of Young tableaux. More precisely the facets of T
A˜n,R
are
in one to one correspondence with a family of Young tableaux which turn out
to be the same tableaux describing the space of all periodic legged gaits of a
robot body (see [2]).
It is clear that, in this case, the finite arrangementA0,A˜n is exactly the braid
arrangement AAn .
3.1 Tableaux description for the complex S˜An
We indicate by An the symmetric group on n + 1 elements, acting by permu-
tations of the coordinates. Then A = AAn is the braid arrangement and S˜An
is the associated CW-complex (even if the arrangement is finite we continue to
use the same notation used above for the affine case to distinguish it from the
toric one).
Given a system of coordinates in Rn+1, we describe S˜An through certain
tableaux as follow.
Every k-cell [C˜ ≺ F˜ ] is represented by a tableau with n+1 boxes and n+1−k
rows (aligned on the left), filled with all the integers in {1, ..., n+ 1}. There is
no monotony condition on the lengths of the rows. One has:
- (x1, . . . , xn+1) is a point in F˜ if and only if:
1. i and j belong to the same row if and only if xi = xj ,
2. i belongs to a row preceding the one containing j if and only if xi < xj ;
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- the chamber C˜ belongs to the half-space xi < xj if and only if:
1. either the row which contains i is preceding the one containing j or
2. i and j belong to the same row and the column which contains i is pre-
ceding the one containing j.
Notice that the facets of the real stratification are represented by standard
Young tableaux, since the order of the entries in each row does not matter, and
hence we can assume it to be strictly increasing.
Notice also that the geometrical action of An on the stratification induces a
natural action on the complex S˜An which, in terms of tableaux, is given by a
left action of An: σ. T is the tableau with the same shape as T, and with entries
permuted by σ.
3.2 Tableaux description for the facets of T
A˜n,R
Let A0,A˜n ⊂ AA˜n be the braid arrangement passing through the origin and
π : Rn+1 −→ Rn+1/Λ
A˜n
= TR the projection map.
If F
A˜n
is the stratification of Rn+1 into facets induced by the arrangement
A
A˜n
, we define the set:
F0,A˜n = {F˜
k ∈ F
A˜n
| clos(F k) ⊃
⋂
H∈A
0,A˜n
H}.
Obviously F0,A˜n is in one to one correspondence with the stratification FAn
induced by the braid arrangement AAn and the restriction πF0,A˜n is surjective
on TR.
It follows that in order to understand how Λ
A˜n
acts on F
A˜n
it is enough
to study how it acts on F0,A˜n . Moreover it is enough to consider facets in the
closure of the base chamber C˜0 corresponding to 1 ∈ A˜n; the action on the
others will be obtained by symmetry.
Let us remark that a facet F˜ k is in F0,A˜n if and only if it intersects any ball
B0 around the origin. Let B0 be a ball of sufficiently small radius and
x = (x1, . . . , xn+1) ∈ clos(C˜0) ∩B0
be a given point in a facet F˜ k ∈ F0,A˜n . Then the xi’s satisfy x1 ≤ x2 ≤ . . . ≤
xn+1 and the standard Young tableaux TbF˜k associated to F˜
k will have entries
increasing along both, rows and columns.
Let t1, . . . , tn ∈ ΛA˜n be a base such that ti translates the reflection hyper-
plane Hi,i+1 = Ker(xi − xi+1) fixing all hyperplanes Hj,j+1 = Ker(xj − xj+1)
for j 6= i (i.e. each point in Hj,j+1 is sent in a point still in Hj,j+1).
Then we can assume that translation ti acts on the entry xi as ti.xi = xi + t
with xi+ t > xi+1 and, as Hj,j+1, for j 6= i, are invariant under the action of ti,
it follows that ti.xi−1 = xi−1 + t and, by induction, ti.xj = xj + t for all j < i,
while ti.xj = xj for all j > i.
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Recall that, by construction, given a standard Young tableaux, a point
(x1, . . . , xn+1) is a point in F˜ if and only if:
1. i and j belong to the same row if and only if xi = xj ,
2. i belongs to a row preceding the one containing j if and only if xi < xj ;
It follows that if Tb is a tableau such that i ∈ rk and i + 1 ∈ rk+1 are in
two different rows, then ti acts on Tb sending it in a tableau Tb
′ with rows
r′1 = rk+1, . . . , r
′
h−k = rh, r
′
h−k+1 = r1, . . . , r
′
h = rk. While if i, i+ 1 ∈ rk are in
the same row, then ti acts sending the corresponding facet in a facet which is
not anymore in A0,A˜n .
Then Λ
A˜n
acts on the h rows of a tableau Tb
F˜
as a power of the cyclic
permutation (1, . . . , h).
Equivalently let Y (n+ 1, k+1) be the set of standard Young tableaux with
k + 1 rows and n + 1 entries and Tb ∈ Y (n + 1, k + 1) be a tableau of rows
(r1, . . . , rk+1). Then we have the following proposition.
Proposition 3.1 The set of facets F k of the toric arrangement T
A˜n,R
is in one
to one correspondence with the set
Y (n+ 1, k + 1)/ ∼
where a tableau Tb′ ∼ Tb if and only if the rows of Tb′ are (rσs(1), . . . , rσs(k+1))
for a power σs of the cyclic permutation σ = (1, . . . , k + 1).
In this way we get exactly the tableaux described in [2].
Finally let us recall that the relation F˜ k ≺ F˜ k+1 holds if and only if the
tableau Tb
F˜k+1
corresponding to F˜ k+1 is obtained by attaching two consecutive
rows of Tb
F˜k
.
As a consequence if F k and F k+1 are facets in the toric arrangement T
A˜n,R
,
F k ≺ F k+1 if and only if the tableau TbFk+1 corresponding to F
k+1 is obtained
by attaching two consecutive rows of TbFk or attaching the first one to the last
one.
References
[1] N. Bourbaki, Groupes et algebres de Lie (chap. 4,5,6), Masson, Paris,
1981.
[2] F. Cohen, G. C. Haynes, D.E. Koditschek, Gait Transitions for
Quasi-Static Hexapedal Locomotion on Level Ground, International Sym-
posium of Robotics Research, (2009), Lucerne, Switzerland.
[3] C. De Concini, C. Procesi, On the geometry of toric arrangements,
Transformations Groups 10, (2005), 387-422.
[4] C. De Concini, C. Procesi, Topics in hyperplane arrangements, poly-
topes and box-splines, Springer 2010.
15
[5] C. De Concini, C. Procesi, and M. Salvetti, Arithmetic properties
of the cohomology of braid groups, Topology 40 (2001),739–751.
[6] C. De Concini and M. Salvetti, Cohomology of Coxeter groups and
Artin groups, Math. Res. Lett., 7 (2000), 213-232.
[7] Priyavrat Deshpande, Arrangements of submanifolds and the tangent
bundle complement, in preparation.
[8] R. Ehrenborg, M. Readdy, M. Slone, Affine and toric hyperplane
arrangements, arXiv:0810.0295v1 (math.CO), 2008.
[9] G. I. Lehrer, The cohomology of the regular semisimple variety, J. Alge-
bra 199 (1998), no. 2, 666-689.
[10] E. Looijenga, Cohomology of M3 and M1 3. Mapping class groups and
moduli spaces of Riemann surfaces, (Gottingen, 1991/Seattle, WA, 1991),
Contemp. Math., 150, Amer. Math. Soc., 1993, 205-228.
[11] C. Macmeikan, Modules of derivations for toral arrangements, Indag.
Math. (N.S.) 15 (2004), no. 2, 257-267.
[12] L. Moci, Combinatorics and topology of toric arrangements defined by root
systems, Rend. Lincei Mat. Appl. 19 (2008), 293-308.
[13] L. Moci, A Tutte polynomial for toric arrangements, arXiv:0911.4823
[math.CO], to appear on Trans. AMS.
[14] L. Moci, Zonotopes, toric arrangements, and generalized Tutte polynomi-
als, FPSAC 2010 Proceedings, DMTCS.
[15] L. Moci, Wonderful models for toric arrangements, arXiv:0912.5461
[math.AG], to appear on Int. Math. Res. Not.
[16] P. Orlik, M. Terao, Arrangements of hyperplanes, Springer-Verlag 300
(1992)
[17] M. Salvetti, Topology of the complement of real hyperplanes in Cn, Inv.
Math., 88 (1987), no.3, 603-618.
[18] M. Salvetti, The homotopy type of Artin groups, Math. Res. Lett. 1
(1994), no. 5, 565-577.
[19] S. Settepanella, The integer cohomology of toric Weyl arrangements,
arXiv:1008.0631 [math.GT]
[20] E. H. Spanier, Algebraic topology, McGraw-Hill (1966)
[21] A. Ram, Alcove walks, Hecke algebras, spherical functions, crystals and
column strict tableaux., Pure Appl. Math. Quart. 2 (2006), 963-1013.
16
