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Abstrak
Pada jurnal ini, akan dibahas penggunaan algoritma deteksi tepi Prewitt dan jaringan saraf tiruan Backpropagationsebagai bentuk pengenalan terhadap pola citra logo mobil. Inputan ke dalam jaringan saraf berupa binary imageyang telah mengalami deteksi tepi dengan algoritma Prewitt kemudian pola akan dikenali pada jaringan saraftiruan Backpropagation. Jurnal ini mendiskusikan bagaimana kemampuan kedua algoritma dikombinasikan untukmenentukan logo suatu mobil dengan data yang relatif kecil.
Kata kunci: Prewitt, Edge Detection, Neural Network, Backpropagation
Abstract
In this journal, we will discuss the use of detection algorithm. Presets and artificial neural networks Backpropagation
as a form of recognition of car logo logo patterns. Input into a neural network with a binary image that has been
hearing with the Prewitt algorithm and then the pattern will be recognized on the backpropagation neural network.
Problem analysis with relatively small data.
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PENDAHULUANPengenalan pola menggunakanjaringan saraf tiruan merupakan ilmu yangberkembang dengan pesat. Banyaknyametode serta kebutuhan dari penggunaakan kecerdasan komputasi dalammenentukan pola, mendorong ilmu iniuntuk terus berkembang.Algoritma Prewitt merupakan salahsatu algoritma deteksi tepi (edge
detection) yang cukup mudah untukdiimplementasikan dan memilikikeakuratan yang cukup baik sedangkanBackpropagation merupakan satu darisekian banyak algoritma pelatihanjaringan saraf tiruan[1]. Denganmenggabungkan kedua algoritma ini,diharapkan akan memberikan hasil yangcukup akurat.
METODE PENELITIANPada jurnal ini, akan dilakukanpengenalan pola logo mobil pada jaringandimana terdapat sebelas logo mobil yangberbeda yang akan dilakukan pelatihandan kemudian jaringan akan diuji denganlogo-logo mobil pengujian akan dilakukansebanyak delapan kali dimana semuanyaakan diuji dari gambar yang berbeda dariyang dilatihkan.Kita akan mendiskusikanbagaimana kemampuan jaringan akanmengenali pola. Logo merk mobil yangdilatih adalah BMW, Cadillac, Ford, Infiniti,Kia, Mazda, Mercedez Benz, Subaru, VWdan Toyota.1. Algoritma Deteksi Tepi PrewittDalam pengenalan pola padajaringan saraf tiruan, algoritma deteksi tepiPrewitt akan digunakan sebagai feature
extraction yang akan merubah citra logomobil menjadi citra biner yang sudahterdeteksi tepiannya.
Pada umumnya cara kerja deteksitepi Prewitt mirip dengan cara kerjadeteksi tepi Sobel, namun perbedaannyahanya terletak pada template yang tidakmenggunakan nilai yang sama[2].Operator Prewitt menggunakan duamatriks berukuran 3x3 dengan nilaisebagai berikut:
Dimana A merupakan nilai dari citrayang akan dilakukan deteksi tepi. Padajurnal ini, nilai ambang pada deteksi tepiPrewit adalah 128.2. Algoritma BackpropagationAlgoritma Backpropagation bekerjamelalui koreksi bobot pada jaringan saraftiruan. Bobot yang awalnya dipilih secaraacak antara 0 hingga 1 kemudian akanterus dikoreksi hingga maksimum epohataupun nilai eror sudah lebih kecil daritarget eror. Adapun pseudocode algoritmaBackpropagation adalah sebagai berikut[3]:
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Arsitektur jaringan saraf yang akandibangun pada jurnal ini adalah memilikidua inputan yang diambil dari setiap duapixel kemudian dengan satu bias dan empat
hidden layer yang ditunjukkan sebagaiberikut:
Gambar.1. Arsitektur JaringanPada proses pelatihan, nilai epohmaksimal adalah 1000 dan target eror =0.01 dengan learning rate = 0.5.
HASIL DAN PEMBAHASANPengujian akan dilakukan denganmelakukan training pada jaringan sarafdengan data sebagai berikut:Tabel.1. Data Hasil Training










Toyota 0.07109 280459Pada melakukan training, programdibuat dengan menggunakan bahasa Javadan IDE NetBeans, spesifikasi komputeryang digunakan adalah MacBook Pro
dengan processor i5 dan RAM 8 GB.Resolusi gambar adalah 640x480 pixel.Setelah melakukan training makaselanjutnya adalah tahapan pengujianjaringan dengan menggunakan 8 gambarlogo mobil dimana sebagian logo adalahlogo yang sama yang digunakan pada saat








Honda TidakDari hasil recognition tersebut dapatdilihat bahwa jaringan mampu mengenalisebagian besar logo yang sudah dilatihkannamun masih ada kesalahan padamenentukan hasil. Dari 8 logo mobil yangsudah diuji, jaringan hanya mampumengenali dengan tepat 1 logo saja,sedangkan 3 logo yang dikenali lainnyamemiliki hasil yang salah, 4 logo yang tidakdiuji juga diprediksi dengan tepat sebagailogo yang tidak dikenali namun terdapat 1logo yaitu logo Mazda yang merupakankesalahan pengenalan.Nilai threshold yang digunakan ketikamelakukan pengujian adalah sama dengannilai target eror yaitu 0.01 sehingga apabilanilai selisih MSE dari gambar uji dengangambar training lebih besar dari 0.01 makaakan dianggap tidak dikenali.
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SIMPULANDari hasil pengujian, dapatdisimpulkan bahwa jaringan denganarsitektur di atas dapat digunakan dalammengenali logo-logo mobil, namun kitaharus menambah data training agar hasilpada pengenalan logo bisa lebih baikdimana saat pengujian dilakukan, dari 4logo hanya terdapat 1 logo saja yangdiprediksi tepat, 2 logo dapat dikenalinamun tidak tepat dan 1 logo salah dalampengenalan. Pada logo-logo yang belum di-
training, jaringan dapat melakukanpengenalan dengan baik dimana semualogo tersebut tidak dikenali.Pada proses training, nilai rata-rata
training untuk setiap logo adalah 25076ms.
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