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そこで，本研究では，SPLiT（Scalable Performance Library Tool）を提案する．SPLiTは，マ
ルチコア環境においてプロセスの動作予測をし，予測結果をもとにリソース配分の最適化を行う．カー










Recently, multicore processors have become the new mainstream architecture because of the
performance limits of single core architecture. However, the concurrent execution with multicore
processors causes resource contentions that can turn into a performance bottleneck. Though pro-
cess schedulers of modern operating systems consider mainly CPU usage, other resources are also
important for scheduling in a multicore environment.
In this research, we present SPLiT (Scalable Performance Library Tool) which is a system that
optimizes resource assignment by predicting processes behaviors. SPLiT collects the performance
data in the kernel with PMU (Performance Monitoring Unit) and collects the information about
processes of applications through the API of its library. By using the micro information in the
kernel and the macro information in application, SPLiT predicts the process behaviors. With the
result of prediction, SPLiT assigns CPU cores to each process and improves usage eciency of
CPU cores and caches. In this research, we implemented SPLiT on Linux, built SPLiT lib into
Apache and MySQL for the optimization of web applications, and evaluated its performance. The
result of the evaluation shows SPLiT can improve the performance of web applications up to 26%,
and that the development cost of applying SPLiT lib is low.
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プログラムの動作を処理（code）と呼ぶ．SPLiT libでは，処理毎に処理 ID（code id）を付与し，処理 ID毎
にパフォーマンスデータの統計値の記録と，スレッドスケジューリングが行われる．また，各アプリケーショ
ン毎にアプリケーション IDを付与し，アプリケーション ID毎にパフォーマンスデータを管理する．
表 3.1: ライブラリ API
API関数 備考
app id split init(app id, related app id, code key type) アプリケーション初期化
code id split start(related code id, code key) 処理開始
void split end() 処理終了
void split set(setting type, value) 設定変更
void split get(setting type, value) 設定取得
アプリケーション初期化
アプリケーション初期化時には，split init関数を呼び出す．split init関数の引数には，アプリケーション ID






（code key）および関連する処理の ID（related code id）を与える．これにより，処理の種類毎にパフォーマン
スデータが集計される他，スレッドスケジューリングの際のヒントとして利用される．また，split start関数の
戻り値として，code idが与えられる．この code idを他の処理での split start関数の related code id引数と
して渡すことで，2つの処理の関連性をシステムに伝える．例えば，図 3.2に示すように，処理 Aから処理 B
へとデータの受け渡しを行うパイプライン処理や，図 3.3に示すような，プロセス PがプロセスQの提供する
サービスを受ける場合など，処理 Aが実行されると処理 Bが必ず実行される場合，処理 Bの related code id
引数に処理 Aの code idを渡す．これによって，リソース配分の際に，処理の関連性を考慮した配分が可能と
なる．
処理B
code_id_a = split_start( NULL, code_key_a );








code_id_a = split_start( NULL, code_key_a );















app id アプリケーション ID
related app id 関連するアプリケーションの ID
hash size データ格納用ハッシュサイズ
処理毎




related code id 関連する処理の ID
cpu mask 処理を行うコア番号
非共有
code key type 処理識別用データの型
code key table 処理識別用ハッシュデータ
CPUサイクル数，キャッシュミスの回数は処理毎の平均値が記録される．ただし，平均値の計算方法は処理
回数によって異なる．現在の統計値を an，現在の処理回数を n，新たに取得したデータを a，新しい統計値を
an+1 としたときの統計値の計算式を式 (3.1)に示す．対象となる処理の実行回数が閾値 よりも小さい場合，
平均値を統計値とする．また，実行回数が閾値 以上の場合，重みを wとする指数移動平均を用いる．
an+1 =



























































士の関連性として，アプリケーション ID，関連するアプリケーションの ID，処理 ID，関連する処理 IDの 4
つがある．ここで，処理 ID毎にコアを割り当てていることから，処理 IDが等しいものは，同じコアで処理さ
れる．これは，処理 IDが等しい処理は同じデータを扱う可能性が高いことから，妥当な割当だといえる．よっ

















































プロセッサ Intel Core i7 965（3.20 GHz）
メモリ DDR3 SDRAM 3GB
ネットワークデバイス Marvell Yukon 88E8056 PCI-E Gigabit Ethernet Controller
OS Linux 2.6.30
Intel Core i7 965（以下，Core i7）における，プロセッサ，キャッシュ，メモリの関係を図 4.1に示す．Core




CPUチップのうち論理プロセッサや L1，L2キャッシュなどのコア毎に分かれている部分を core，L3など core
以外の共有部分を uncoreと呼ぶ．メモリコントローラはチップ上に内蔵されており，DDR3メモリと 3つの
チャネルで通信する．キャッシュの詳しい仕様 [19]は表 4.2のとおりである．ただし，Access Latencyはソフ
トウェアから観測する場合，アクセスパターンやその他の要因によって大きく変動する．また，L3キャッシュ
の Access Latencyは，coreと uncoreの周波数が一致した場合に限り 35[clocks]となる．
表 4.2: 各キャッシュの詳細
Access Access
Associaticity Line Size Latency Throughput Write Update
Level Capacity (ways) (bytes) (clocks) (clocks) Policy
L1 Data 32KB 8 64 4 1 Writeback
L1 Instruction 32KB 4 N/A N/A N/A N/A
L2 256KB 8 64 10 Varies Writeback


































































SPLiTでは，coreイベントとして専用カウンタでUnhalted Core Cyclesを，汎用コアでL2 RQSTS.LD MISS
































































詳述するが，コア割当の際，CPUマスクとして引数に渡す変数の型が cpu set tであることから，共有メモリ
上にも cpu set t型のデータとして格納する．cpu set t型は図 4.3に示すような構造体であり，各ビットが個々
の CPUの許可，不許可に対応している．複数のビットを 1にすることで，複数の CPUのいずれかで実行さ
れるように設定できる．また，全てのビットを 1にすることで，コア割当の制限を無くし，通常のスケジュー
リングに戻すことができる．
typedef unsigned long int __cpu_mask;
typedef struct
{
  __cpu_mask __bits[__CPU_SETSIZE / __NCPUBITS];
} cpu_set_t;




とで，コアの割当を実現する．Linuxでは，プロセスの CPU anityを設定する sched setanity関数を用い




合，各処理が SPLiT lib内で CPUマスクを設定するため，sched setanityの設定対象は自分自身（プロセス












プロセッサ Intel Core 2 Duo (2.0 GHz)
メモリ DDR3 SDRAM 2GB (1067 MHz)
ネットワークデバイス 10/100/1000BASE-T（ギガビット）Ethernet










性能の評価対象としてRUBiS[6]を利用した．RUBiSは，Rice University Bidding Systemの略であり，eBay[2]
をモデルにした，オークションサイトプロトタイプである．RUBiSによるオークションサイトは，PHP，Java


























Apache MySQL Apache MySQL
サイクル数誤差 [%] 11.2 5.7 9.0 1.3
キャッシュミス回数誤差 [%] 9.0 6.7 4.1 1.8
サイクル数最大誤差 [%] 129.3 230.1 134.2 148.1























合計発行 SQLクエリ数 10,000 4,542,500
合計アクセスデータベース行数 [百万行] 184.4 23.0






応答完了時間 [ms] 通常システムとの差 [%]
通常システム 21,788 -
予測あり・最適化なし 22,888 + 5.0








応答完了時間 [ms] 通常システムとの差 [%]
通常システム 152,426 -
予測あり・最適化なし 156,275 + 2.5















応答完了時間 [ms] 通常システムとの差 [%]
通常システム 152,426 -
集中割当 127,462 - 16.4






100万回のスレッドマイグレーションにかかった時間（実行時間）を表 5.7に示す．CPU番号 Aと CPU番号
Bが両方とも 0の場合，スレッドマイグレーションは発生しない．CPU番号 Aと CPU番号 Bの両方に 0を
指定した場合の実行時間，0.325秒は sched setanity関数呼び出しにかかるオーバーヘッドである．また，2

































































オーバーヘッド [ms] 割合 [%]
計測データ格納時の共有メモリへのアクセス 1,731 34.0
Perfmon3による PMU操作 839 16.5
スレッドマイグレーション 101 2.0
Analyzer 410 8.1
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