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First passage under restart with branching is proposed as a generalization of first passage under restart. Strong
motivation to study this generalization comes from the observation that restart with branching can expedite the
completion of processes that cannot be expedited with simple restart; yet a sharp and quantitative formulation of
this statement is still lacking. We develop a comprehensive theory of first passage under restart with branching.
This reveals that two widely applied measures of statistical dispersion—the coefficient of variation and the Gini
index—come together to determine how restart with branching affects the mean completion time of an arbitrary
stochastic process. The universality of this result is demonstrated and its connection to extreme value theory is
also pointed out and explored.
Restart can expedite the completion of a myriad of pro-
cesses [1–13]. It works by taking advantage of stochastic
fluctuations to trade long completion times with ones which
are shorter on average. Thus, restart is particularly effective
in expediting processes whose statistical completion time dis-
tributions are very broad. A classical example of this principle
is the first passage time (FPT) [14, 15] to a stationary target
of a particle undergoing diffusion [16–18]. The distribution of
this FPT is so broad that its mean diverges [16]. On average,
a diffusive particle will thus take an infinite amount of time
to reach a target; but restart can change this situation dramat-
ically. Indeed, stopping the particle’s motion intermittently
and placing it back at the origin to continue its motion from
there regularizes the FPT distribution and renders its mean fi-
nite [1, 2]. Remarkably, this ‘regularization by restart’ works
for any process with divergent mean completion times – re-
gardless of the specific details [4, 5, 9, 10].
Some processes cannot be expedited with restart as this
strategy crucially depends on the existence of stochastic fluc-
tuations in completion times. Consider, as an illustrative ex-
ample, a train which travels from point A to B at a con-
stant velocity. Aside from small glitches here and there, such
train takes a fixed amount of time to reach its final destina-
tion. Thus, the train’s FPT distribution is very sharply peaked
around its mode. As it turns out, this punctuality is intimately
related with the fact that taking the train, at any point along its
route, and placing it back at the dock of departure will only
prolong its journey. Indeed, whenever the coefficient of varia-
tion (CV ) of the completion time is smaller than one – apply-
ing restart will increase the mean completion time [4, 5, 9, 10].
As the CV is the ratio of the standard deviation to the mean,
this criterion captures the need for relatively large stochastic
fluctuations; also, this criterion sets a sharp boundary for the
application of restart as a ‘speed-up’ mechanism.
Branching a process – so as to create several competing
copies of it that run parallel to one another – is a different
‘speed-up’ strategy that is used, e.g., in computer science
[19, 20]. Branching allows one to reduce the time taken to
solve a problem at the expense of resource investment. Restart
is also used for that purpose [21, 22], and while it is not always
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FIG. 1. An illustration of diffusion under restart with branching.
When restart occurs, particles are brought back to the origin and each
particle is branched into two identical copies of itself.
applicable it could generate speedup without requiring addi-
tional resources. A strategy that combines restart and branch-
ing may thus allow one to have the best of both worlds.
Branching was extensively studied, e.g., in birth and death
processes [23], reaction-diffusion systems [24, 25], Brownian
motion [26, 27], and epidemic spread [28]. However, it was
just earlier this year that branching was considered in the con-
text of restart—coining the term ‘branching search’ [29]. To
illustrate this, envision a scout that is dispatched by a central
command to search for a hidden target, e.g., treasure, an en-
emy base, or a group of missing people. If the scout fails to
find the target within a certain time window then central com-
mand calls the scout back, and dispatches two new scouts to
the task. If the two also fail within a certain time window then
they are also called back, and four new scouts are dispatched
to the task. Thus, instead of merely resetting the search in an
attempt to expedite it, efforts to locate the target are doubled
with every failed attempt.
A scenario of the type described above could be mathemat-
ically modeled by, e.g., considering diffusion under stochastic
restart with branching (Fig. 1); yet this model does not fall un-
der the existing theoretical framework. Moreover, while our
understanding of first-passage under restart enjoys the afore-
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2mentioned CV criterion, a universal criterion that determines
the effect of ‘restart-&-branching’ on the mean completion
time of a general stochastic process is currently missing. In-
deed, while the great advantages that restart brings to exist-
ing search strategies [30, 31] were already discussed exten-
sively [1, 5, 10, 12, 13, 32, 33], the exploration of ’branching
search’ [29] has just begun—determining the combined effect
of restart and branching is a non-trivial task even for the rela-
tively simple case illustrated in Fig. 1.
Diffusion under restart with branching.—Consider a par-
ticle undergoing diffusion with drift. The particle starts its
motion at the origin and drift-diffuses at an average velocity
V > 0 until it hits a target located at L > 0. This will happen
at a random time T which comes from the Inverse-Gaussian
distribution fT (t) = L√4piDt3 e
− (L−Vt)24Dt (t ≥ 0), with D standing
for the diffusion coefficient [34]. Defining the Pe´clet num-
ber Pe = LV/2D, one can then trivially observe that diffusion
(drift) becomes negligible in the limit of Pe 1 (Pe 1).
Indeed, fT (t) becomes sharply peaked for high Pe´clet num-
bers and resembles that of a particle undergoing pure diffu-
sion when Pe´clet numbers are low (Fig. S1). Thus, by tuning
the Pe´clet number, one can explore the wide range of cases
that stand between the two extreme scenarios discussed above:
simple motion at a constant velocity and pure diffusion.
Let us now consider the above process, but with the addition
of restart and branching (Fig. 1). Specifically, assume that
restart can occur with some probability at any given point in
time; and that when this happens our particle is taken back
to the origin and branched into two, or generally m, identical
particles. These particles will start their motion anew, but if
restart occurs again they will all be taken back to the origin
and branched as before. This procedure repeats itself until
one of the particles in the system hits the target.
To study the effect of restart with branching, we simulated
the process illustrated in Fig. 1 [35]. First, we wanted to ex-
plore what happens when restart with branching is introduced
into the system. Letting r denote the constant rate at which
restart with branching occurs, we looked at the logarithmic
derivative of the mean FPT to the target with respect to r at
r = 0. This was plotted vs. the Pe´clet number for different
values of the branching parameter m (Fig. 2, markers). A neg-
ative derivative indicates that the introduction of restart with
branching will, on average, expedite first passage to the target,
and the converse is true when a positive derivative is found.
Results coming from simulations were later on corroborated
by the general theory developed below (Fig. 2, dashed lines).
Analyzing the results presented in Fig. 2, we would first like
to draw attention to the case m = 1. In this degenerate case
restart is not accompanied by branching and one can observe
that the derivative changes sign exactly when Pe = 1. This
is no surprise. The mean of the Inverse-Gaussian distribution
above is L/V and its standard deviation is
√
2DL/V 3. Letting
CV stand for the coefficient of variation of this distribution,
we observe that CV 2 = 1/Pe. Recalling that the theory of
first passage under restart asserts that restart will expedite the
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FIG. 2. The effect the introduction of restart with branching has
on the mean FPT (to a stationary target) of a particle undergoing
diffusion with drift. Results are shown for different values of the
Pe´clet number, Pe = LV/2D, and branching index m.
completion of a process if and only if CV > 1 [4, 5, 9, 10],
we conclude that the observed behaviour is a special case of a
more general one.
For m > 1, we see that the critical Pe´clet number at which
the derivative changes sign is always larger than unity. More-
over, this critical number grows as m increases. Thus, in the
case of diffusion with drift, branching allows restart to re-
duce the mean FPT even when the underlying FPT distribu-
tion is much narrower than the critical limit for simple restart
(Pe = 1). However, and in contrast to the m = 1 case, we find
the corresponding set of critical CV s (Fig. S2) to be particular
to diffusion with drift, i.e., non-universal. Any general char-
acterization of the effect that restart with branching has on the
mean completion time of a generic process must thus rely on
more than the first two moments of the underlying time dis-
tribution. To find this characterization, and further deepen our
understanding, we now develop a general theory of first pas-
sage under restart with branching.
A theory of first passage under restart with branching.—
Consider a generic process that starts at time zero and, if al-
lowed to take place without interruptions, completes after a
random time T . The process, however, can also be restarted
after some random time R and consecutively branched into
m daughter processes which are independent and identical
copies of the parent process (m = 1,2,3, · · ·). Thus, if restart
prevents the parent process from completing, m daughter pro-
cesses will start in its stead. The same procedure will then
repeat itself: if one of the daughter processes is able to finish
prior to restart completion will be declared. Otherwise, fol-
lowing a second restart event, each daughter process will, in
itself, be branched into m processes that will once again start
their course afresh; and so on and so forth until one of the
offspring processes is able to complete (Fig. 3).
To analyze the above scenario, we let R′ and {T1, · · · ,Tm}
denote independent and identically distributed copies of R and
T respectively. We then observe that TR—the random comple-
tion time of a generic process under restart with branching—
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FIG. 3. An illustration of first passage under restart with branching
(m = 2). Restart and branching takes place at time t1 and thereafter
at time t2. Completion takes place at time t f .
can be written as
TR =

T if T < R
R+[T (m)]R′ if R≤ T ,
(1)
with T (m) = min{T1, · · · ,Tm}. The rational leading to Eq. (1)
is simple. If the parent process is able to complete prior
to restart the process there ends and TR = T . Otherwise,
after some random time R, restart with branching occurs.
One could then ‘virtually’ join all the newly formed daugh-
ter processes into a single process whose uninterrupted com-
pletion time is T (m), i.e., the minimum over m IID copies
of T . However, since this joint process is also subject to
restart with branching its actual completion time is given by
[T (m)]R′ . Thus, when restart precedes completion, we have
TR = R+[T (m)]R′ .
Eq. (1) can be used to derive a formula for the mean FPT
of a process that has been subjected to restart with branching.
This is done in iterative steps. First, observe that Eq. (1) im-
plies that TR =min(T,R)+I(R≤ T )[T (m)]R′ , where min(T,R)
is the minimum of T and R, and I(R≤ T ) is an indicator ran-
dom variable which takes the value one when R≤ T and zero
otherwise. Taking expectations, and utilizing statistical inde-
pendence, we obtain that
〈TR〉= 〈min(T,R)〉+Pr(R≤ T ) 〈[T (m)]R〉 . (2)
The first term in Eq. (2) and the probability that R≤T can then
be evaluated given the distribution functions of T and R [35].
To further proceed, we utilize Eq. (1) one more time to obtain
[T (m)]R = min(T (m),R) + I(R ≤ T (m))[T (m2)]R′ [35]. Taking
expectations one arrives at an equation similar to Eq. (2) [35]
where min(T (m),R) and the probability that R≤ T (m) can once
again be directly computed given the distribution functions of
T and R. As for the expectation of [T (m
2)]R′ , this is again
evaluated by iterative use of Eq. (2).
Carried ad infinitum, the above procedure yields a formula
that allows the evaluation of 〈TR〉 for arbitrary choices of T
and R [35]. Of particular interest in that regard is the case
where restart is conducted at a constant rate r, i.e., when the
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FIG. 4. Mean FPT under restart with branching vs. restart rate for
different FPT processes: (i) cover time of a random walker [36]; (ii)
diffusion with drift [34]; and (iii) an infectious cells growth model
[37]. In all three cases, the branching index was set to m = 2, and
time was measured in units of the mean FPT in the absence of restart
and branching. Dashed lines are theoretical curves computed based
on Eq. (3) and markers come from Monte Carlo simulations ([35]).
random restart time R is exponentially distributed with mean
1/r [1, 2, 4, 5, 9]. We then find
〈TR〉= 1r
∞
∑
n=0
n
∏
k=0
[1− T˜ (mk)(r)] , (3)
with T˜ (m
k)(r) standing for the Laplace transform of T (m
k)
evaluated at r [35]. Equation (3) allows one to study the ef-
fect of restart with branching on the mean completion times
of various process by systematic evaluation of 〈TR〉 (Fig. 4).
Depending on the process, and the branching index m, the in-
troduction of restart with branching could then either increase
or decrease the mean completion time. A universal and clear
cut criterion to determine which of the two occurs is therefore
in need. We will now derive this criterion and show that aside
from the coefficient of variation it is also sensitive to another
measure of statistical dispersion: the generalized Gini index.
The Gini index is widely applied in economics and in the
social sciences as a measure of socioeconomic inequality [38].
In general, the Gini index is a measure of statistical disper-
sion that is applicable to non-negative valued random vari-
ables with positive means [39]. Here we apply the Gini in-
dex in the context of the random variable T . The Gini index
has several equivalent representations, and one of them is [39]
GI = 1−〈min{T1,T2}〉/〈T 〉, where T1,T2 are two IID copies
of T . In turn, this representation can be generalized from two
IID copies of T to m copies, {T1, · · · ,Tm}, yielding the follow-
ing generalized Gini index [40]
GIm = 1−〈min{T1, · · · ,Tm}〉/〈T 〉 , (4)
(m= 1,2, ...). Note that the index of order one vanishes GI1 =
0; and that the index of order two is the Gini index GI2 = GI.
With the generalized Gini index at hand, and the coefficient
of variation CV = σ(T )/〈T 〉, we find that d〈TR〉dr |r=0 < 0 if and
only if [35]
CV 2+2 ·GIm > 1 . (5)
4Equation (5) provides a universal criterion that determines
how restart with branching affects the mean completion time
of an arbitrary stochastic process. When m = 1, i.e., when
there is no branching, Eq. (5) boils down to the known ‘pure
restart’ criterion CV > 1 [4, 5, 9, 10]. However, for m > 1,
we see that the criterion in Eq. (5) also depends on the gener-
alized Gini Index. To better illustrate this we now consider a
concrete example.
Consider the Weibull distribution Pr[T ≥ t] = e−(t/α)β (t ≥
0); with α,β > 0 standing respectively for the scale and shape
parameters. The coefficient of variation of this distribution is
known to be given by CV 2 = Γ(1+ 2/β )/Γ(1+ 1/β )2− 1,
where Γ(x) is the Gamma function. To compute GIm, we
first observe that if T is a Weibull random variable with pa-
rameters α and β , then T (m) = min{T1, · · · ,Tm} is also a
Weibull random variable with scale parameter α/m1/β and
shape parameter β [35]. Eq. (4) then gives GIm = 1−m−1/β .
Both CV 2 and GIm are then uniquely determined by the
shape parameter which provides a simple handle on the dis-
persion of the Weibull distribution—the larger β the smaller
CV 2 and GIm. The criterion in Eq. (5) can then be ex-
plored graphically (Fig. 5) and also written explicitly to read
m>
[
2Γ(1+1/β )2/Γ(1+2/β )
]β . This inequality relates the
branching index m to the shape parameter β and provides a
simple test to determine the effect of restart with branching.
In particular, note that for β < 1, a.k.a. the stretched exponen-
tial regime [41, 42], this condition is always satisfied (Fig. 5
left). In [35] we demonstrate that explicit forms of Eq. (5) can
also be attained for distributions other than the Weibull, e.g.,
the uniform and Pareto.
Discussion.—The universal criterion in Eq. (5) can be re-
written in the form
1
2
〈T 2〉/〈T 〉> 〈min{T1, · · · ,Tm}〉 . (6)
This form has a probabilistic interpretation which becomes
evident when contrasting two possible scenarios. Consider
first a process (with no restart) that repeats itself indefinitely
a-la Sisyphus. Renewal theory then asserts that if this pro-
cess is probed at an arbitrary time epoch, 12 〈T 2〉/〈T 〉 units of
time will pass, on average, before the next completion event
is observed [70]. Now consider the introduction of an in-
finitesimally small restart rate. Properties of the Poisson pro-
cess then assert that restart will occur at an arbitrary moment
in time, thus replacing an expected mean completion time
of 12 〈T 2〉/〈T 〉 pre-restart by 〈min{T1, · · · ,Tm}〉 post-restart.
Comparing the two alternatives, Eq. (5) follows immediately.
Equation (6) invites a connection to the fundamental the-
orem of Extreme Value Theory (EVT), which pinpoints the
universal limit-laws of the maxima and minima of IID ran-
dom variables: Gumbel, Fre´chet, or Weibull. In our case,
considering a linear scaling of the minimum appearing on the
right-hand side of Eq. (6), we arrive at the Weibull limit-
law. Hence, for m  1, the minimum is approximated (in
law) by W/sm, where sm is a scaling parameter that satisfies
lim
m→∞sm = ∞, and where W is a Weibull-distributed limiting
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FIG. 5. Graphical exploration of the criterion from Eq. (5) when
applied to the Weibull distribution. Left. CV 2 + 2GIm is plotted vs.
the shape parameter β for different values of the branching index m.
Right. The CV is plotted vs. GIm for different values of the branching
index m. In both panels, the CV 2 +2GIm = 1 line separates the two
different behavioural phases that are predicted by Eq. (5).
random variable [35]. Consequently, the right-hand side of
Eq. (6) can be approximated by 〈W 〉/sm – thus establishing
an asymptotic version of the criterion in Eq. (6).
Equation (5) can also be expressed in terms of two equality
indices. The first equality index is based on the coefficient
of variation, and is given by R2 = 1/(1+CV 2); this index
belongs to a continuum of equality indices that are intimately
related to the Renyi entropy [73]. The second equality index
is the counterpart of the generalized Gini index of Eq. (4), and
is given by Gm = 1−GIm; this index belongs to a continuum
of equality indices that extend the Gini index [40]. In terms
of these two equality indices, Eq. (5) admits the following
product representation
R2 ·Gm < 12 . (7)
Interestingly, Eq. (7) resembles an uncertainty principle which
provides a fundamental bound on Gm givenR2 and vice versa.
Indeed, if the introduction of an infinitesimally small restart
rate is observed to expedite the completion of a given process:
Gm cannot exceed 12R
−1
2 . Thus, high equality (less uncer-
tainty) of one measure must be compensated by low equality
(more uncertainty) of the other.
Conclusions.—Restart has recently attracted considerable
attention [1–3, 7–13, 29, 43–63] touching on subjects rang-
ing from stochastic thermodynamics [64, 65] to optimization
theory [66], and from quantum mechanics [67, 68] to biolog-
ical physics [4–6, 69]. In this letter we extended the theory
of first passage under restart to include branching, and pro-
vided a universal criterion to determine the effect that restart
with branching has on a general FPT process. Throughout
this letter it was assumed that restart is global, i.e., that there
is one central timer that sets the restart-&-branching epochs
for all the active processes. However, situations where restart
is local, i.e., each FPT process has its own internal timer for
restart-&-branching (Fig. S3), could also arise and are as im-
portant.
Consider, for example, the spread of an epidemic within a
large population of agents (humans, computers, etc.). There,
one may be interested in the time it takes for a specific tar-
get agent to become infected. The epidemic initiates from
5an arbitrary agent, ‘patient zero’. Then, two scenarios can
take place: patient zero either infects the target agent before
it infects some other agent, or vice versa. The first scenario
ends the process. The second scenario generates two infected
agents, each proceeding independently the ‘hunt’ for the tar-
get agent. Thus, we obtain first passage under local restart-&-
branching (with m = 2).
Evidently, global and local restart-&-branching are inher-
ently different. Nonetheless, we show that Eqs. (5-7) are not
sensitive to this difference [35]. Namely, the novel universal
criterion established in this letter — to determine the effect
of restart-&-branching on mean completion times — applies
regardless of whether restart is global or local.
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FIG. S1. The Inverse-Gaussian first passage time distribution for diffusion with drift is plotted for two different values of the Pe´clet number
(solid lines). Here, we fixed L/D = 2.0 so that Pe = V . It can be seen that when Pe = 5 the corresponding distribution is already sharply
peaked around its mode. On the other extreme, when Pe = 0.1, the corresponding distribution closely resembles the one which is obtained in
the pure diffusion limit (dashed line).
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FIG. S2. Critical CV s, as obtained in Fig. 2 from the relation CV 2 = 1/Pe, vs. the branching index m for diffusion with drift under restart
with branching. As m increases, lower CV s are found indicating that restart with branching can expedite completion even if first passage time
distributions are narrow (CV < 1). However, while the critical CV value found for m = 1 is universal (true for any process), the ones found for
m > 1 are particular to diffusion with drift.
2SUPPLEMENTARY TEXT
Details of the simulations in Fig. 2 and Fig. 4
In this subsection, we provide details of simulations done in Fig. 2 and Fig. 4. These were carried out using the following
methodology. Based on the process at hand (see details below), we determined the distribution of the random completion time T
in the absence of restart and branching. Then, we set the distribution of the restart time R to be exponential with mean 1/r (note,
again, that this is equivalent to setting a constant restart rate r). After these distributions have been set, we simply followed
Eq. (1) to gather statistics about the completion time of the process when it is subjected to restart with branching. This was
done using the following algorithm: (i) draw two random numbers from the respective distributions of T and R; (ii) If T < R,
set the completion time TR to T and end the program; (iii) Otherwise, when R ≤ T , record the time R that has passed, restart
the parent process and branch it into m daughter processes that are identical to it; (iv) Set TR = R+ [T (m)]R′ , where T (m) is a
random variable distributed like the minimum of m copies of T , and R′ is a random restart time taken from the same distribution
as R; (v) Repeat steps (i)-(iv) with T (m) substituting for T to determine [T (m)]R′ and consecutively TR. (vi) Repeat steps (i)-(v)
many times to gather multiple samples of the random variable TR. Use these to compute 〈TR〉—the mean completion time of
the process when subjected to restart with branching. Actual implementation of the above algorithm depends on the exact
distribution of the random variable T and on the value of the branching index m used. These are specified below.
• Fig. 2 — To study the effect that the introduction of an infinitesimally small restart rate has on the mean FPT of a particle
undergoing diffusion with drift, we simulated the process illustrated in Fig. 1 in the main text. For this, we let the random
time T come from the inverse Gaussian distribution [S4]
fT (t) =
L√
4piDt3
e−
(L−Vt)2
4Dt (t ≥ 0). (S1)
Parameter values were set to: D = 0.5 and L = 1.0; and the value of V was set to obey Pe = LV/2D. The value of the
branching index was varied in the range m = 1,2,3,4.
• Fig. 4: Cover time of a random walker — Here, we let the random time T be the normalized cover time of a random
walker on a network of N sites. The cover time T (N) is defined as the time needed by the walker to visit all sites in
the network. In [S3], the authors showed that after proper scaling this cover time admits a universal limit law. More
specifically, letting 〈τ〉 denote the global mean first passage time, defined as the mean first-passage time to a given target
site averaged over all starting sites, it was shown that X =T /〈τ〉− lnN converges to the following asymptotic distribution
fX (x) = exp
(−x− e−x) (−∞≤ x≤ ∞), (S2)
in the limit of N→ ∞. Setting
T = 〈τ〉 · [X + lnN]/〈T 〉=T /〈T 〉, (S3)
with N = 104 and 〈τ〉 = 4.1, we generated samples from the random variable T by drawing a random number from the
distribution of X in Eq. (S2) and then substituting it back in Eq. (S3).
• Fig. 4: Diffusion with drift — Here we once again let the random time T come from the inverse Gaussian distribution
[S4]
fT (t) =
L√
4piDt3
e−
(L−Vt)2
4Dt (t ≥ 0). (S4)
Parameters values were taken such that L2/2D = 10.0 and L/V = 1.0 thus setting 〈T 〉= 1.
• Fig. 4: Cell growth model — Here we let the random time T come from the Gamma distribution
fT (t) =
κe−κt(κt)−1+θ
Γ(θ)
(t ≥ 0). (S5)
Parameter values were set to κ = θ = 1/9 so that 〈T 〉= θ/κ = 1. In [S5] this distribution was used to describe the time
it takes a cell growing at a rate κ to reach a certain threshold size θ .
3Detailed derivation of Eq. (3)
Here we provide a detailed derivation of Eq. (3) in the main text. We start by letting R′,R′′,R′′′... denote independent and
identically distributed copies of the random restart time R. Iterative use of Eq. (1) in the main text then gives
TR = min(T,R)+ I(R≤ T )[T (m)]R′ ,
[T (m)]R′ = min(T
(m),R′)+ I(R′ ≤ T (m))[T (m2)]R′′ ,
[T (m
2)]R′′ = min(T
(m2),R′′)+ I(R′′ ≤ T (m2))[T (m3)]R′′′ ,
.
.
. (S6)
Taking expectations in Eq. (S6) and accommodating all terms in the series, we obtain
〈TR〉= 〈min(T,R)〉+Pr(R≤ T ) 〈min(T (m),R)〉+Pr(R≤ T ) Pr(R≤ T (m)) 〈min(T (m2),R)〉+ · · · , (S7)
where we have used statistical independence, the fact that R′,R′′,R′′′... are independent and identically distributed copies of R,
and the fact that 〈I(Event)〉= Pr(Event occurred). It will be convenient to define
pk = Pr(R≤ T (mk)) ,
qk = 〈min(T (mk),R)〉. (S8)
Using the above definitions, we can rewrite the expression for mean completion time from Eq. (S7) as
〈TR〉= q0+
∞
∑
n=0
qn+1
n
∏
k=0
pk . (S9)
In particular, note that when R is an exponentially distributed random variable with rate r, further simplifications can be made by
making use of a relation between pk and qk. In the following, we first derive this relation, and then show how Eq. (3) is obtained
from Eq. (S9). First we observe that
pk = Pr(R≤ T (mk))
=
∫ ∞
0
dt fR(t)Pr(t ≤ T (mk))
= r
∫ ∞
0
dt Pr(t ≤ T (mk)) e−rt , (S10)
where we have used the fact that the restart time distribution is exponential i.e., fR(t) = re−rt . Making use of the same property,
we find 〈min(T,R)〉= ∫ ∞0 dt Pr(min(T,R)≥ t) = ∫ ∞0 dt Pr(T ≥ t) Pr(R > t) = ∫ ∞0 dt Pr(T ≥ t) e−rt . Similarly, one can write
qk = 〈min(T (mk),R)〉
=
∫ ∞
0
dt Pr(T (m
k) ≥ t) e−rt . (S11)
Examining Eq. (S10) and Eq. (S11), we establish the following relation qk = 1r pk. Using the above relation in Eq. (S9), we
obtain the following expression for the mean completion time under restart with branching at a constant rate r
〈TR〉= 1r p0+
1
r
p0 p1+
1
r
p0 p1 p2+ · · ·
=
1
r
∞
∑
n=0
n
∏
k=0
pk . (S12)
Now using the definition of pk from Eq. (S8), we can write
pk = Pr(R≤ T (mk))
= r
∫ ∞
0
dt Pr(t ≤ T (mk)) e−rt
= 1− T˜ (mk)(r) , (S13)
4where T˜ (m
k)(r) is the Laplace transform of T (m
k) evaluated at r. To arrive at the final expression in Eq. (S13), we have used
integration by parts in the second line. Substituting Eq. (S13) in Eq. (S12), we arrive at Eq. (3) in the main text
〈TR〉= 1r
∞
∑
n=0
n
∏
k=0
[
1− T˜ (mk)(r)
]
. (S14)
In particular, for m = 1, one can sum the infinite series in Eq. (S14) to show that it boils down to the result derived in [S1, S2]
〈TR〉 = 1r
1− T˜ (r)
T˜ (r)
, (S15)
where T˜ (r) is the Laplace transform of T evaluated at r.
Detailed derivation of Eq. (5) in the main text
Here we provide a detailed derivation of Eq. (5) in the main text. We start with the case of m = 2. Substituting the definition
of pk in Eq. (S10) into Eq. (S12) we obtain
〈TR〉=
∫ ∞
0
dt Pr(T ≥ t) e−rt + r
∫ ∞
0
dt Pr(T ≥ t) e−rt
∫ ∞
0
dt Pr(T (2) ≥ t) e−rt
+ r2
∫ ∞
0
dt Pr(T ≥ t) e−rt
∫ ∞
0
dt Pr(T (2) ≥ t) e−rt
∫ ∞
0
dt Pr(T (4) ≥ t) e−rt + · · · (S16)
Differentiating both sides of Eq. (S16) with respect to r, we find that d〈TR〉dr |r=0 < 0 if and only if∫ ∞
0
dt t Pr(T ≥ t)>
∫ ∞
0
dt Pr(T ≥ t)
∫ ∞
0
dt Pr(T (2) ≥ t) . (S17)
We now observe that the first term on the right hand side of Eq. (S17) is nothing but 〈T 〉. Indeed,
〈T 〉=
∫ ∞
0
dt t fT (t)
=−
∫ ∞
0
dt t
d
dt
Pr(T ≥ t)
=
∫ ∞
0
dt Pr(T ≥ t) , (S18)
where to arrive at the last line we performed integration by parts in the second line. Similarly, we see that the second term on
the right hand side of Eq. (S17) is given by∫ ∞
0
dt Pr(T (2) ≥ t) =
∫ ∞
0
dt Pr(min{T1,T2} ≥ t) = 〈min{T1,T2}〉 . (S19)
As for the term on left hand side of Eq. (S17), we first note that
〈T 2〉=
∫ ∞
0
dt t2 fT (t)
=−
∫ ∞
0
dt t2
d
dt
Pr(T ≥ t) , (S20)
and integration by parts then gives
1
2
〈T 2〉=
∫ ∞
0
dt t Pr(T ≥ t) . (S21)
Substituting Eq. (S18), Eq. (S19), and Eq. (S21) into Eq. (S17), we find that the condition in Eq. (S17) is equivalent to
1
2
〈T 2〉> 〈T 〉 〈min{T1,T2}〉 . (S22)
Recalling that CV 2 = σ2(T )/〈T 〉2 and the definition of the Gini index from Eq. (4) in the main text, we find that Eq. (S22) boils
down to Eq. (5) in the main text for m = 2.
5The result above can be simply extended to the case of a general branching index m. To see this, use the same procedure as
before to obtain
〈TR〉=
∫ ∞
0
dt Pr(T ≥ t) e−rt + r
∫ ∞
0
dt Pr(T ≥ t) e−rt
∫ ∞
0
dt Pr(T (m) ≥ t) e−rt
+ r2
∫ ∞
0
dt Pr(T ≥ t) e−rt
∫ ∞
0
dt Pr(T (m) ≥ t) e−rt
∫ ∞
0
dt Pr(T (m
2) ≥ t) e−rt + · · · (S23)
from Eq. (S12) by use of the definition of pk in Eq. (S10). Differentiating both sides of Eq. (S23) with respect to r, we find that
d〈TR〉
dr |r=0 < 0 if and only if ∫ ∞
0
dt t Pr(T ≥ t)>
∫ ∞
0
dt Pr(T ≥ t)
∫ ∞
0
dt Pr(T (m) ≥ t) . (S24)
As before, we recall that 〈min{T1, · · · ,Tm}〉=
∫ ∞
0 dt Pr(T
(m) > t) which after rearrangement gives us the condition reported in
Eq. (5) of the main text
CV 2+2 ·GIm > 1 . (S25)
Explicit forms of the criterion in Eq. (5) in the main text
In this section we consider three different distributions of the time T to show how the criterion in Eq. (5) can be computed
explicitly.
Case A: Weibull distribution
Consider the Weibull distribution Pr(T ≥ t) = e−(t/α)β (t > 0), and note that in this case we have
Pr(T (m) ≥ t) = Pr(min{T1, · · · ,Tm} ≥ t)
= Pr(T ≥ t)m
= e−m(t/α)
β
= e−(t/α˜)
β
, where α˜ = α/m1/β . (S26)
We thus see that T (m) is also a Weibull random variable with scale parameter α˜ and shape parameter β . The expectation of T (m)
is then given by 〈T (m)〉= α˜Γ(1+1/β ), where Γ(x) is the Gamma function. Plugging this expression in Eq. (4), we obtain
GIm = 1− 〈T
(m)〉
〈T 〉
= 1− 1
m1/β
, (S27)
as stated in the main text. Recalling that the coefficient of variation of the Weibull distribution is given by CV 2 = Γ(1+
2/β )/Γ(1+1/β )2−1, we conclude that for this distribution the criterion in Eq. (5) reads
m >
[
2Γ(1+1/β )2
Γ(1+2/β )
]β
. (S28)
Case B: Pareto distribution
Consider the Pareto distribution Pr(T ≥ t) =
(
1
1+t
)α
(t ≥ 0), with α > 0 standing for the shape parameter. Recall that the
expectation of T diverges for 0 < α ≤ 1, and that its variance diverges for 1 < α ≤ 2. In both these cases, and as discussed in the
main text, the introduction of restart will always reduce the mean completion time and the same can thus also be said for restart
6with branching. We therefore focus on the more interesting case of α > 2. For this we observe that
Pr(T (m)) ≥ t) = Pr(min{T1, · · · ,Tm} ≥ t)
= Pr(T ≥ t)m
=
( 1
1+ t
)αm
=
( 1
1+ t
)α˜
, where α˜ = αm. (S29)
From here we see that T (m) is also a Pareto random variable with shape parameter α˜ . The expectation of T (m) is then given by
〈T (m)〉= 1/(α˜−1). Substituting this expression into Eq. (4) in the main text, we find
GIm = 1− 〈T
(m)〉
〈T 〉
=
αm−α
αm−1 . (S30)
For α > 2 the coefficient of variation of the Pareto distribution is well defined and given by CV 2 = α/(α−2). Equation (5) in
the main text boils down to
m >
α−1
α
. (S31)
Case C: Uniform distribution
Consider the uniform distribution on the unit interval [0,1]. For this distribution Pr(T ≥ t) = (1− t) (0≤ t ≤ 1); and we thus
have
Pr(T (m) ≥ t) = Pr(min{T1, · · · ,Tm} ≥ t)
= Pr(T ≥ t)m
= (1− t)m , 0≤ t ≤ 1. (S32)
It is then easy to show that 〈T (m)〉 = 1m+1 and GIm = m−1m+1 follows immediately. In addition, the coefficient of variation for this
distribution is simply given by CV 2 = 1/3. Equation (5) in the main text then boils down to a particularly simple condition
m > 2 . (S33)
Connection with extreme value theory
In this section we derive an asymptotic version of Eq. (6) by use of extreme value theory. Denoting the cumulative distribution
function of the random variable T by F (t) = Pr(T ≤ t) (t ≥ 0); we assume that F(t) is regularly varying at the origin, i.e., that
[S6]
lim
l→0
F (lt)
F (l)
= tε , (S34)
for some ε > 0 (the regular-variation exponent). For example, it is easy to verify that the cumulative distribution functions of
the Weibull, Pareto and Uniform distributions in the previous section all have this property. To see this, simply observe that: (i)
for the Weibull— lim
l→0
F(lt)
F(l) = t
β , so that ε = β > 0; (ii) for the Pareto—lim
l→0
F(lt)
F(l) = t, so that ε = 1; and (iii) for the Uniform—
lim
l→0
F(lt)
F(l) = t, so that ε = 1.
Examine now the random variable Wm ≡ sm ·min{T1, · · · ,Tm} (where sm is a positive scalar parameter) which satisfies
lim
m→∞m ·F
(
1
sm
)
= 1 , (S35)
e.g., take sm such that m' 1/F (1/sm) for m 1. Extreme value theory then asserts that [S7]
lim
m→∞Pr(Wm > t) = exp(−t
ε) (t ≥ 0), (S36)
7i.e., Wm converges, in law, to a limit governed by the Weibull distribution. One can then approximate 〈Wm〉 ' Γ(1+ 1ε ). Recalling
Eq. (6) in the main text we multiply and divide its right hand side by sm to obtain
〈T 2〉
2〈T 〉 >
1
sm
〈sm ·min{T1, · · · ,Tm}〉= 1sm 〈Wm〉 . (S37)
Substituting the expression for 〈Wm〉 we obtain an asymptotic version of Eq. (S37)
〈T 2〉
2〈T 〉 >
1
sm
Γ
(
1+
1
ε
)
. (S38)
As the left-hand side of Eq. (S38) is fixed, and lim
m→∞sm = ∞ we conclude that, under the conditions specified above, the criterion
in Eq. (S38) can always be met by taking m to be large enough.
Proof that Eqs. (5-7) in main text continue to hold when processes restart-&-branch independently
Restart and branching can occur in two different ways: global and local. In the former case, there is a central clock that
announces, for all running FPT processes, the restart-&-branching epochs. While in the latter case each FPT process has its own
internal clock which determines when to restart-&-branch. The difference between the two cases is schematically illustrated in
the figure below.
Start
0 t1 t2 tf
Finish
Start
0 t1 t3 tf
Finish
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Local restart and branching
Global restart and branching
FIG. S3. Global vs. local restart and branching.
In the main text, we focused on the case of global restart and branching. However, the results in Eqs. (5-7) hold equally for
local restart and branching. To understand this one only needs to recall that the universal criterion in Eq. (5) tells us when will
the introduction of restart and branching reduce the mean FPT of a process. To decide on this issue, one needs to determine
what happens when an infinitesimally small restart rate is turned on. In other words, one needs to consider the limit in which the
restart rate goes to zero. However, in this limit restart happens very infrequently, thus rendering global and local restart identical
8to first order. Indeed, differences between the two cases become discernible from the second restart event onward. But when the
restart rate is infinitesimally small it is enough to consider situations where restart did not occur at all or occurred only once. All
other events could be safely neglected. To finish, we give a formal proof of this statement.
In the case of local restart and branching one can write a stochastic renewal equation that is analogous to Eq. (1) in the main
text. This reads
TR =

T if T < R
R+min{T 1R , · · · ,T mR } if R≤ T ,
(S39)
where {T 1R , · · · ,T mR } are independent and identically distributed copies of TR. Taking expectations on both sides, we obtain
〈TR〉= 〈min(T,R)〉+Pr(R≤ T )〈min{T 1R , · · · ,T mR }〉 . (S40)
To finish, we recall that when the restart time R is exponential with rate r we have 〈min(T,R)〉 = 1−T˜ (r)r , and Pr(R ≤ T ) =
1− T˜ (r). Applying a small r expansion on the right hand side of Eq. (S40), we find
〈TR〉= 〈T 〉+ r
[
〈T 〉 · 〈T (m)〉− 〈T
2〉
2
]
+O(r2) , (S41)
where we recalled that T (m) = min{T1, · · · ,Tm} and further used the fact that 〈min{T 1R , · · · ,T mR }〉 = 〈T (m)〉+O(r). Thus, the
introduction of restart will expedite the underlying process only when
〈T 〉 · 〈T (m)〉− 〈T
2〉
2
< 0 (S42)
which is equivalent to the criterion given by Eq. (5) in the main text.
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