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Abstract
Despite recent advances in flight control systems, aircraft ground manoeuvres
are still conducted manually. This thesis aims to improve the efficiency and
safety of airport operations by developing a real-time optimal controller for
ground operations, especially high-speed runway turnoff. A reliable and robust
controller is able to improve airport traffic capacity and reduce runway events
of incursion, excursion, and confusion.
A high-fidelity fully-parameterised aircraft model is developed to capture
aircraft ground dynamics. The nonlinearities enter the system via sub-models
of tyres and aerodynamics. A numerical continuation method is used to com-
pute and track steady-state solutions under the variation of parameters, pro-
viding a global picture of the system stability within a typical operation en-
velop. Dynamic simulations are carried out to analyse transient behaviours
which are not captured by the bifurcation analysis.
Three controllers are employed to investigate the automation of aircraft
runway exit manoeuvres. An Expert Pilot Model is developed to represent
manoeuvres that are manually operated by pilots. To evaluate the optimal-
ity of the proposed Expert Pilot Model (EPM), Generalised Optimal Control
(GOC) is employed to numerically investigate the optimal solutions for air-
craft runway exit manoeuvres. A formal solution of real-time optimal steering
control problem is desired in light of the gap between the Expert Pilot Model
and Generalised Optimal Control. Therefore, Predictive Steering Control is
developed based on Linear Quadratic method with lookahead, which is able to
deliver near-optimal manoeuvres.
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Chapter 1
Introduction
1.1 Research motivation and objectives
Recent years have seen a rapid increase in air passengers, yet their numbers
are predicted to double to 7.8 billion by 2036 according to The International
Air Transport Association (IATA) [1]. It is a huge challenge for airports and
airlines to improve existing aviation infrastructure and meet this essential de-
mand over the next two decades. Whilst great emphasis has been placed on
navigation and automation in flight, aircraft ground manoeuvres are still made
solely based on visual perception, with taxiing systems (thrust, steering and
braking) operated manually by pilots. Conducting these manoeuvres manu-
ally leaves this phase of an aircraft’s journey vulnerable to human errors. A
recent study of commercial aviation accidents shows that 11% of all fatal ac-
cidents occurred when the aircraft was on the ground [2]. Additionally, other
non-fatal ground-based incidents typically lead to long delays, costing airlines
money as planes are grounded for longer than planned. Despite the impact of
fatal and non-fatal ground-based incidents, they still occur frequently: the In-
ternational Air Transport Association (IATA) recorded 50 accidents over the
period 2010-2014 [3]; the International Civil Aviation Organization (ICAO)
found that 90% of scheduled commercial air transport accidents from 2008-
1
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2016 were runway-based.
A reliable automation of ground manoeuvres could help to reduce this
significant contributor to aviation incidents. Automated ground manoeuvres
could improve the efficiency, safety and reliability of airport operations under
different weather and road conditions. A highly reliable and robust controller
would allow more stable and efficient ground manoeuvres than a pilot could
achieve. In addition, there are associated economic benefits; for example the
occupation time of the runway for each aircraft could be minimized so as to
increase airport traffic capacity. In view of this, the overall objective of this
research is to design a real-time optimal controller to automate aircraft ground
manoeuvres, specifically high-speed runway turnoff.
The design of controllers heavily relies on the knowledge of aircraft ground
dynamics. The applicability of control strategies to real-life applications de-
pends on the accuracy of the model. Therefore, a high-fidelity aircraft model
is essential for the controller design and verification. Since nonlinear effects
are known to play a significant role in the aircraft ground dynamics [4, 5],
a 6 Degrees-of-Freedom (DOF) nonlinear model is needed to capture these
nonlinearities accurately. To simulate movement of a pilot-controlled aircraft,
and more importantly, to gain better understanding of how a pilot normally
conducts a runway exit manoeuvre, we aim to develop a pilot model that rep-
resents an expert pilot. This pilot model provides one possible solution for
aircraft ground manoeuvring control despite not being an optimal controller.
To evaluate the optimality of the pilot model and any other controllers de-
signed in the future, we also implement an off-line optimal controller, which
can be used to numerically investigate the actual optimal solution for specific
ground manoeuvres. The optimal controller does not need to be implemented
in real-time as long as it shows good convergence; its solution provides a bench-
mark against which the effectiveness of a controller may be judged. The ulti-
mate goal of this work is to develop an optimal controller that is suitable for
real-time implementation, and also stable in the presence of disturbances and
uncertainties.
2
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1.2 Review of existing work
Modern aircraft are increasingly reliant on sophisticated flight computers to
aid and protect aircraft in flight. Over the past forty years, the spectrum
of flight control has greatly expanded from the original concept of mechani-
cal control linkages and autopilot to the multi-disciplinary control integration.
Fly-by-wire is a system that replaces conventional manual flight controls with
an electronic interface [6, 7, 8]. It interprets the pilot’s control input as a de-
sired outcome and calculates the control surface activities required to deliver
the outcome via different combinations of rudder, elevator, aileron, flaps and
throttle. The fly-by-wire system continually stabilises the aircraft and adjusts
its flying characteristics to prevent the aircraft operating outside of its safe per-
formance envelope. Two aircraft manufacturers, Airbus and Boeing, produce
commercial passenger aircraft with flight computers that can perform under
different flight control modes, e.g. normal, alternate, direct and mechanical
mode. Each mode has different sub-modes, e.g. ground mode, flight mode,
flare mode, back-up mechanical mode. These sub-modes depend on the stage
of flight, including taxiing, take-off, climb, cruise, descent, flare, and landing
[6, 7, 8]. In ground mode, there is a direct response of the elevators to the
sidestick input. The horizontal stabiliser is set to 4◦ up until the wheels leave
the ground, and then flight mode takes over from ground mode. Flight mode
is operational from take-off to shortly before landing. It provides five types
of protection: pitch attitude, load factor limitations, high speed, high angle
of attack (AOA) and bank angle. When the radar altimeter indicates 100
feet above ground, flare mode is automatically engaged, providing high-AOA
protection and bank angle protection.
While fly-by-wire is already a mature technology, limited attention has been
paid to the control of aircraft when on the ground. An automatic wheel-based
hydraulic brake system, Autobrake, is available on advanced aircraft [9]. It is
normally enabled during landing and takeoff, when the aircraft’s longitudinal
deceleration is handled automatically. One of the main advantages of engaging
3
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the autobrake as opposed to manually pressing on brake pedals is the uniform
deceleration mechanism. The aircraft automatically decelerates at the selected
level using a variety of braking methods, such as thrust reversers or spoilers.
Currently, there is no existing automatic control system available for air-
craft ground manoeuvres, however, plenty of control strategies offer poten-
tial methods to address this problem. Model predictive control (MPC) has
been used in a wide range of advanced control systems in vehicle applications.
Lenain et al. use an MPC approach to follow a path with high accuracy [10],
where a control law is designed to correct vehicle behavior in the presence of
sliding. The proposed controller is able to compensate for different delays due
to actuators and inertial effects. Faulwasser et al. present a nonlinear model
predictive control (NMPC) framework to design a controller for output path
following problems under constraints on states and control inputs [11]. The ge-
ometric nature of path following is investigated for nonlinear systems based on
the transverse normal forms, which are used to stabilise terminal regions and
end penalties. Since the aircraft model in this research is a highly nonlinear
and complex dynamical system, MPC may become computationally expensive
and hence difficult to implement for real-time applications.
An alternative approach, also widely implemented for motion control in
vehicles, is the linear quadratic (LQ) method. Unlike in MPC where the con-
trol input is optimized in a closed-loop system, in the LQ method the optimal
control sequence can be directly obtained from full state feedback. Cole et al.
present a preview-based LQ controller for reference-tracking motion control,
which is able to balance tracking performance effectively with available actu-
ation capacity in an automotive application [12]. The optimal feed-forward
solution is applied to the feedback controller independently using a polyno-
mial/spectral factorization formulation. Sharp et al. present a structure for
optimal linear car steering control problems using the LQ method joined with
a road preview model [13][14]. The road preview data observed by the driver is
updated via a shift register operation; in this way the path information enters
the system, incorporated with the vehicle’s dynamic model.
4
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In order to develop a real-time optimal controller, a realistic aircraft model
is needed for the purpose of prediction and test. To evaluate the effectiveness
of a controller, a pilot model illustrates typical operations of a human pilot; in
addition, a numerical optimal controller provides the best possible solution for
a specific manoeuvre. The rest of the literature review is organised as follows:
existing aircraft models are reviewed in section 1.2.1; driver models that are
suitable for an aircraft application are introduced in section 1.2.2; optimal
control theory and potential control methods are discussed in section 1.2.3; a
summary is given in section 1.2.4.
1.2.1 Aircraft Mathematical Model
Mathematical modelling and simulation is widely used in engineering disci-
plines due to its relative low cost and risk. It helps to explain a system and
to study the effects of different components, and to make predictions about
behaviour. The application of multibody system methods is well established
in a large number of engineering fields of research including vehicle dynamics
[15, 16] and aerospace engineering [17, 18]. The advantage of multibody system
software packages, such as ADAMS [15] and SimMechanics [19], is that mod-
els can be developed, validated and simulated within a complete framework
provided by the software. Khapane [20] presents a simulation of an asymmet-
ric landing case and typical ground manoeuvres for large transport aircraft
which is modelled as a multibody system in the simulation tool SIMPACK. In
a standard rolling case with a curved path, it is able to calculate the lateral
forces on the tyres using this model. Coetzee et al. present a study of the
turning characteristics as determined from a simplified three-dimensional and
nonlinear SimMechanics Model of the Airbus A320 [21]. The specific aim of
their analysis is to see what effects the tyres, oleos and aerodynamics have on
the dynamic behaviour of an aircraft model.
Thanks to the white-box nature, a physics-based mathematical model pro-
vides full accessibility to all system states and intermediate variables. Part
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of the challenge facing researchers working on aircraft ground control is that
there is a limited number of aircraft mathematical models that have been de-
veloped in the literature. Rankin et al. present a 6-DOF nonlinear model for
aircraft ground dynamics [22], where nonlinearities are included in the lateral
tyre dynamics, aerodynamics and shock absorber dynamics. The model is de-
rived from the GARTEUR model [23], an industrially-validated SimMechanic
model which is known to produce accurate representations of aircraft ground
dynamics. Rankin et al. use their model to conduct a comprehensive bifurca-
tion analysis of the aircraft lateral dynamics [24], highlighting how boundaries
associated with the lateral stability of steady-state turning solutions vary with
operational parameters such as thrust level and CG position.
Since nonlinearities are known to play a significant role in aircraft ground
dynamics, it is important to incorporate them as part of the model. Non-
linear effects enter the system via specific properties of components, such as
tyres and aerodynamics; particularly, the tyre/ground forces have a dominant
effect over aerodynamic forces when the aircraft is taxiing at lower speeds.
Tubeless radial tyres are generally used for aircraft in view of their improved
failure characteristics over bias-ply tyres [25]. To investigate ground dynamics,
a GARTEUR action group developed a tyre model to calculate force elements
acting on the tyres [23]. It is a simplified model with quadratic functions fit-
ting the measured maximum lateral force and optimal slip. Another basic and
easily obtainable representation of tyre characteristics is provided by the Fiala
tyre model, which is generally used in automotive applications [26, 27]. This
model uses an empirical formulation which requires 10 parameters to repre-
sent the force elements. The parameters can be easily and rapidly obtained
from measured tyre test data without using special software. A disadvantage
of these models is that they do not deal with combined braking and corner-
ing. Alternatively, the Magic Formula tyre model resulting from the widely
recognised work of Pacejka et al. [28, 29, 30, 31] represents the tyre forces as
functions of either longitudinal slip for tractive forces or slip angle for lateral
forces. The traction circle is a way of decomposing the total grip on a specific
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tyre [25]. The resultant force falls within the traction circle and reaches a
maximum at the circle boundary. This model is most established among the
existing empirical models and is widely used by both industry and academia.
More recently, Wood et al. presented a low parameter tyre model which is
able to produce highly representative results when compared to aircraft tyre
test data [32]. It is specifically intended to replicate the aircraft tyre behaviour
associated with aircraft manoeuvres on a runway.
1.2.2 Pilot model
A pilot model can be employed to enable closed-loop simulations and explore
pilot-aircraft interactions, providing a candidate controller for ground manoeu-
vres. Nowadays, mathematical representations of human control behaviour
have played a critical role in manned aviation, e.g. in the definition of air-
craft handling qualities requirements. Pilot modelling has evolved into a wide
engineering field with contributions from many disciplines that consider inter-
action with human beings. Particular aspects, including sensory, bio-dynamic
and control, are considered to be fundamental to modelling manual control
dynamics exhibited by aircraft pilots. In this section, we will focus on the
control aspect and review existed control-theoretic pilot models.
McRuer proposed the underlying principle in manual control theory during
1970s as a fundamental assumption in the formulation of the crossover model
of the human operator [33]. The crossover model led to the development of
various other quasi-linear models [34, 35, 36]. The appeal of such models is
their simplicity and the ease with which they can be applied within a control
framework. In the context of modern control, Wierenga [37] and Kleinman [38]
et al. developed the optimal control model (OCM) which assumes that a well-
trained and motivated human operator behaves in an optimal manner whilst
remaining subject to inherent psycho-physical limitations. To conduct com-
parative studies with classical models and also to simplify the OCM algorithm,
the modified OCM (MOCM) [39] and the fixed order OCM [40] are developed.
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Both produce transfer function representations that retain the most important
features for frequency domain analysis and comparison. Motivated by the de-
sire to improve flight simulator cueing, the descriptive model is proposed by
Hosman during 1990s which is aimed at understanding the influence of visual
and vestibular simulation on pilot’s perception and control behaviour [41].
Whilst pilot modelling for aircraft in flight has been comprehensively stud-
ied, ground manoeuvres has received very little attention. For pilot modelling
on the ground, the idea of a driver model can be borrowed from the automotive
area. Path following is one of the core elements of a driver model. The result-
ing control input should minimise the difference between the reference path
and actual path with respect to lateral deviation and the vehicle heading. The
most popular two types of methods for path following are geometric methods
and model-based methods. In geometric methods, steering control laws are
derived from simple geometric relations which can extend from simple circu-
lar arc calculations to much more complex geometric theorems, such as the
pure pursuit algorithm [42]. Geometric path following algorithms are simple
to implement, robust to path curvatures, and suitable for low speed driving.
At higher speed, however, where nonlinearities of vehicle dynamics have to be
considered, model-based methods are generally better. Model Predictive Con-
trol (MPC) has been successful in semi-autonomous and autonomous driving
[43, 44, 45, 46]. MPC can handle Multi-Input Multi-Output systems with input
and state constraints while taking into account nonlinear dynamics. Published
MPC schemes use dynamic vehicle models combined with linear, Pacejka, and
Fiala tyre models. This method is computationally expensive due to the com-
plexity of the overall model.
There are many other existing driver models that are potential candidates
for aircraft steering control. The earliest driver model of note is the ’cross-
over’ model [47]. It represents driving as a small perturbation regulation task
which mainly concerns travelling in a straight line under crosswind disturbance.
Attempts to extend its domain to cover more general driving appear contrived
and only marginally effective [48]. In a recent work of Best [49], a simple
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realistic driver model is developed for an automotive application. It is based on
a single preview point with the steering control law solely based on correction
of a previewed deviation from the target path.
Driver models based on preview of the road ahead achieve effective path fol-
lowing control [50] by minimising error at multiple preview points. MacAdam
presents an optimal preview control model which offers a useful and direct
method for representing closed-loop behaviour of linear driver/vehicle systems
[51]. It suggests that driver automobile steering control can be viewed as a
time-lagged optimal preview control process. Substantial progress in driver
modelling is made in this work, however, it is still in a linear world. The
main weakness of this method is pointed out by Guo and Guan [50] that it as-
sumes constant steering input over the preview interval to estimate the vehicle
position. In a later work by MacAdam and Johnson [52], they demonstrate
elementary neural network structures for modelling and representing driver
steering behaviour in path regulation control tasks. The adaptive nature of
neural networks can be used effectively under a wide range of operational con-
ditions. Sharp et al. set up a particular driver model, combining multiple
preview points and yaw control [53]. The structure of their model derives from
linear optimal discrete time preview control theory, but it deals with the non-
linear vehicle operating regime. Saturation properties are introduced into the
controller, to match the saturation properties of the vehicle tyres. Its parame-
ter values are obtained by heuristic methods, using insight gained from linear
optimal control theory. Ungoren and Peng [54] provide a similar approach to
achieve an adaptive lateral preview driver model. They propose a driver model
developed based on the adaptive predictive control (APC) framework. It uses
predicted vehicle information to determine the optimal steering action; a tun-
able parameter is defined to assign relative importance to lateral displacement
and yaw error in the cost function to be optimized.
Recently, driver models have increased to support advanced driver assis-
tance systems (ADAS) and autonomous vehicle research with emphasis on
better understanding and replication of the driver dynamic system. Keen and
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Cole propose a multiple-model structure to a driver’s internal model combined
with a model predictive steering controller [55]. This structure provides a
straightforward way to represent a range of driver expertise. Cole improves
an existing driver model with neuromuscular dynamics on the vehicle response
to lateral force disturbances [56]. This shows that steering torque feedback
has a significant influence on the driver’s reflex response to disturbances. Bi
et al. also present a driver model based on cognitive architecture to capture
the dynamic interaction between the vehicle steering system and the driver’s
neuromuscular system [57]. More recently, a new model of driver steering con-
trol incorporating human sensory dynamics is proposed by Nash and Cole [58],
with an extension to represent the control of a nonlinear vehicle.
1.2.3 Bifurcation analysis
Continuation is a numerical method used to compute and track steady-state
solutions of a dynamical system under the variation of parameters [59]. Based
on continuation, bifurcation analysis is able to identify safe parameter regions
in which the dynamical system follows a stable solution. Also, it is possible to
follow unstable solutions, leading to the identification of physical phenomena
which might not be detected with time-history simulations alone.
Bifurcation analysis has been used successfully to investigate the longitu-
dinal behaviours of low-order road vehicle models with periodic forcing [60]
and driver feedback control [61, 62]. The lateral dynamics of road vehicle were
studied based on bifurcation theory by Nguyen et al. [63]. The first application
of bifurcation analysis in aerospace was in the area of flight mechanics [64]. It
has also been identified by NASA as a key technology for the analysis of air-
craft flight dynamics in off-nominal conditions [65]. Additionally, bifurcation
techniques have been comprehensively used to study nose gear wheel shimmy
based on low-order mathematical models [66, 67, 68, 69, 70].
The application of bifurcation and continuation methods is still a new sub-
ject in the area of the aircraft ground manoeuvres. The usefulness of bifur-
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cation analysis in this area was firstly demonstrated by Coetzee [21]. Further
studies by Rankin identified safe ground operating regions for the A320 using
industrially developed models and a simplified mathematical model [22, 24, 71].
More recently, a study by Coetzee expands on the statically determinate gear
arrangement of the A380 by analysing different ground manoeuvres and addi-
tional mass cases [72].
1.2.4 Optimal control theory
As an extension of the calculus of variations, optimal control is a mathematical
optimisation method for deriving control policies. It deals with the problem of
finding a control law for a given system that optimises a specific performance
index while satisfying any constraints on the motion of the system. Optimal
control problems (OCP) are generally solved numerically due to the complex-
ity and variety of applications. The methods for numerically solving optimal
control problems can be grouped into two main categories: indirect methods
and direct methods. A comprehensive summary of optimal control approaches
and numerical solution methods can be found in [73, 74, 75, 76].
Indirect methods rely on Pontryagin’s Maximum Principle [77]. The con-
ditions for optimality are defined as a set of ordinary differential equations
with both initial and final boundary conditions. The optimal control law is
then derived from this two-point boundary value problem coupled with a min-
imisation problem. Various numerical techniques can be used to solve such a
problem. An iterative simulation-based method known as Generalized Opti-
mal Control [78, 79] is used to identify optimal control inputs by minimizing
a user-defined cost function. These control inputs can be optimized simulta-
neously for any smoothly nonlinear system, as demonstrated in a recent study
of collision-avoidance strategies for cars by Best [80]. The time-optimal in-
verse simulation of car handling is investigated by Hendrikx et al. [81] using
the gradient method after formulating the problem as one of optimal control.
Based on nonlinear car and tyre models, the driver actions which are required
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to perform specific manoeuvres in as short a time as possible are identified.
Bertolazzi et al. present a method for the symbolic derivation of the equations
of the OCP applied to a generic multibody system [82]. By using Lagrange
multipliers and penalty functions, the constrained problem is transformed into
a nonconstrained problem. Through the use of this technique, Tavernini et
al. investigate minimum time cornering strategies on different road surfaces
with different transmission layouts in [83] and handbrake cornering strategy
in [84]; Bianco et al present minimum lap time simulation of a GP2 car with
a multibody car model and enhanced load transfer dynamics [85]. As one of
the most effective optimal control software based on an indirect method, Pins
is used here to solve the optimal control problems.
In direct methods, OCP is transferred into a nonlinear programming prob-
lem (NLP) also known as direct transcription. Controls and states are dis-
cretised in different numerical schemes. It is a sequential collocation if only
controls are discretised and a full collocation if controls and states are all dis-
cretised. One of the most efficient sequential collocation methods is direct
multiple shooting (also known as parallel shooting) which is successfully ap-
plied to a minimum time problem in [86] with gear choice using MUSCO-II
software. Indeed, methods based on full collocation are more widely spread.
The software IPOPT [87] based on a primal-dual interior-point algorithm can
be used to solve the resulting NLP. This is the solver for all the approaches
whatever discretisation method is used. In [88], simultaneous collocation is
used to discretise continuous-time variables on an equidistant grid of the time
horizon with Ne elements; in each element, the optimisation variables are ap-
proximated by Lagrange Polynomials at Np collocation points (Radau points).
In [89], a MATLAB-based optimal control transcription toolbox ICLOCS [90]
is used with trapezoidal integration to approximate integral cost and the con-
straints associated with the system dynamics. A direct orthogonal collocation
method based on the Radau pseudo-spectral scheme by means of the software
package GPOPS-II [91] is used to investigate the optimal usage of energy recov-
ery systems on fuel consumption saving in [92] and the optimal aerosuspension
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interactions and adjustments on the lap-time performance of a car in [93].
1.2.5 Summary
Rankin’s model provides a white-box structure with reasonable complexity
and accuracy[22]. Therefore, in this research, a high-fidelity aircraft model is
developed based on Rankin’s model, with the addition of a combined-slip tyre
model. To conduct closed-loop simulations, a pilot model is proposed, borrow-
ing the idea of a simple realistic driver model developed by Best [49], which is
effective, efficient, and easy to implement. Improved with an additional yaw
rate control, this pilot model can be used to perform mechanistic path fol-
lowing tasks and represent a pilot’s manual operation. To pursue a real-time
optimal controller for aircraft steering control, the Linear Quadratic method
with lookahead is considered, which is originally proposed by Sharp [13] in
an automotive application. In terms of numerical optimal control, the indirect
method Generalised Optimal Control (GOC) [80] has better modifiability com-
pared to most existing toolboxs that are based on direct method, providing
easy access to intermediate results, e.g. slip angles. In view of this, GOC is
used to numerically investigate the optimal solution, providing a benchmark
against which the optimality of a controller can be evaluated.
1.3 Thesis overview
In Chapter 2, a fully parameterised nonlinear aircraft model is presented in
the form of a system of coupled ordinary differential equations. A rigid tricycle
body is considered as the airframe layout with parameters chosen to represent
a mid-sized single-aisle passenger aircraft, e.g. A320. Nonlinear effects are
included in the tyre model and aerodynamic model. The aircraft model offers
an appropriate level of accuracy and complexity with full accessibility to system
states and intermediate variables. A bifurcation analysis is performed to gain a
global picture of steady-state solutions of the dynamical system within a typical
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operational envelope. Steering angle is chosen as a continuation parameter
to illustrate how turning circle solutions vary with thrust, CG position and
coefficient of friction. On the other hand, dynamic simulations are conducted
to capture transient behaviours. Two scenarios are considered where transient
behaviours cause the aircraft to lose directional control can be observed.
In Chapter 3, an Expert Pilot Model (EPM) is developed based on a simple
realistic driver model originally designed for an automotive application. It
enables closed-loop simulations of the pilot/aircraft dynamical system, which
in turn helps to provide a deeper understanding of manually operated ground
manoeuvres. The steering control is based on correction of the lateral deviation
at a single preview point which is located by projecting along a steady turning
circle. To overcome large delays due to the aircraft’s massive yaw moment of
inertia, the pilot model is improved by an additional control with respect to
yaw rate. Taking advantage of this yaw rate control, the oscillatory system
responses are significantly reduced. To follow a given path on the ground,
either the nose-gear or CG can be used as a reference point. We provide
some guidance for the setting of controller parameters. The proposed pilot
model can be tuned via a couple of parameters, and the optimisation of these
parameters is given in detail.
In Chapter 4, Generalised Optimal Control is employed to numerically in-
vestigate the optimal solutions for aircraft runway exit manoeuvres. GOC
is an indirect method of optimal control based on a gradient descent imple-
mentation of Pontryagin’s Maximum Principle. For a specific manoeuvre-cost
function combination, GOC minimizes a Hamiltonian function with respect
to system states and co-states. Three scenarios are investigated: path follow-
ing with minimum lateral deviation, fast runway exit with minimum runway
occupancy time, and minimum tyre wear. GOC provides proper convergence
of off-line optimisations despite not being the most state-of-the-art method.
Indeed, its optimal solution is a benchmark against which the effectiveness of
future controllers can be judged.
In Chapter 5, Predictive Steering Control (PSC) is developed to fill the
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gap between EPM and GOC, offering a realisable near-optimal real-time con-
troller. The aircraft model is linearised at every discrete instant, then the
optimal control gain sequence is obtained by interpolating between a set of
precomputed control gains using lateral acceleration as the measurement. To
evaluate how much benefit the aircraft could get from using this real-time
optimal controller, it is compared with EPM in different runway geometries
and at different speeds. PSC delivers near-optimal solutions which are more
effective and intelligent than the pilot could achieve. Finally, a comprehensive
robustness study is carried out. A compact version of PSC based on a con-
stant control gain sequence is tested and compared with the original version.
From the robustness study we can see that the proposed controller is robust
to uncertainties in mass, CG position, and road condition and disturbances of
crosswind.
This study makes contributions to the literature on control of aircraft
ground manoeuvres in following ways. Firstly, the Expert Pilot Model is
specifically designed for aircraft steering control on the ground, which lim-
ited research has been conducted on. The simple Proportional-Integral control
algorithm based on steady-state prediction achieves better path following per-
formance compared with average pilots. Secondly, the optimal control strategy
for runway exit manoeuvres is revealed for the first time by using Generalised
Optimal Control. It provides a benchmark for controller design in the future.
Thirdly, the proposed Predictive Steering Control (PSC) provides advantages
over the original LQ controller via an extended prediction horizon of 20s based
on steady-state handling equation. It is suitable for real-time implementation
and able to achieve near-optimal solutions.
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Chapter 2
Aircraft Mathematical Model
2.1 Introduction
In order to design a controller, it is important to create a mathematical model
for the target dynamical system with an appropriate level of fidelity and com-
plexity. In this chapter a fully parameterised nonlinear model is developed to
capture the aircraft ground dynamics. This model is based on Rankin’s model
[22] which was initially developed from an industrially validated SimMechan-
ics model [23]. It takes the form of a system of coupled ordinary differential
equations (ODEs). The model parameters are chosen to represent a typical
mid-sized, single-aisle, passenger aircraft, e.g. A320. The airframe is consid-
ered as a rigid body tricycle with 6 degrees-of-freedom. Three landing gears
are attached to the airframe: two main-gears are connected with translational
joints (moving in the vertical axis only); the nose gear is connected using a
cylindrical joint (moving in and rotating around the vertical axis). Nonlin-
earities enter the system via sub-models of tyres and aerodynamics which are
modelled in accordance with industry experience and test data. The over-
all mathematical model provides a suitable trade-off between accuracy and
complexity. Moreover, the white-box nature of this model ensures that all
the parameters, both design parameters (such as dimensions of the aircraft)
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and operational parameters (such as total mass and CG position), are fully
accessible.
For ground manoeuvres, one of the most important nonlinear effects is the
tyre/ground friction forces. Aircraft typically use tubeless radial tyres in view
of better failure characteristics compared with bias-ply tyres [25]. The force
elements acting on the tyres are calculated with a combined-slip tyre model
developed from a tyre model proposed by GARTEUR action group, which
only considers lateral slip. To incorporate the control inputs of brake torques,
longitudinal slip is modelled by adding additional freedoms of wheel speeds
for both main landing-gears. The fundamental work behind this model can be
found in [31]. Since there is no brake mechanism on the nose-gear, the tyre can
be modelled without longitudinal slip. Considering each gear has two tyres and
the separation distance is small, they are assumed to act as one. In addition
to tyre forces, aerodynamics are also nonlinear because they are proportional
to the square of aircraft speed and the aerodynamic coefficients are nonlinear
functions of sideslip angle and attack angle. In the case of ground manoeuvres,
the attack angle remains relatively steady. The aerodynamic model consists
of six force components (three translational and three moments) which are all
assumed to act at the aerodynamic centre of the aircraft, defined as 25% along
the mean aerodynamic chord from its leading edge.
A numerical continuation method can be used to compute and track steady-
state solutions of a dynamical system of nonlinear ordinary differential equa-
tions under the variation of parameters. In combination with the technique of
bifurcation analysis, one can perform a stability analysis by following solutions
and detecting the change of stability (bifurcation). Bifurcations can then be
followed in more parameters to identify regions in parameter space that cor-
respond to different behaviour of the system. In this chapter, the steering
angle is used as a continuation parameter to compute how the turning circle
solutions change as the steering angle is varied. The engine thrust is used
as a second parameter despite it being kept constant for individual continu-
ation runs. Then continuation runs are performed across a range of discrete
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thrust levels. In addition to steer and thrust, bifurcation analysis is further
conducted based on operational parameters, for example total mass, CG po-
sition and coefficient of friction. The continuation method used to produce
this bifurcation analysis is able to identify safe regions of parameters where
the aircraft follows a stable turning circle. Furthermore, it is possible to fol-
low unstable solutions, revealing physical phenomena which otherwise might
not be identified by running simulations alone. A state variable can be plot-
ted against parameters in bifurcation diagrams, which illustrate how stability
changes at bifurcation points. This provides a global picture of the dynamics
of the dynamical system, to inform about the range of valid operation of the
aircraft.
The chapter is organised as follows: In section 2.2 full details of the air-
craft model including the tyre model and aerodynamic model are given. An
extensive bifurcation analysis of turning solutions of the aircraft with varia-
tion of multiple operational parameters is demonstrated in Section 2.3. Finally,
conclusions and directions of future work are given in Section 2.4.
2.2 Mathematical Model
The proposed aircraft model is able to provide physically-relevant behaviour
of aircraft ground dynamics. In this model, the airframe is assumed to act
as a rigid body with six degrees-of-freedom (DOF), with a coordinate system
consistent with the aircraft’s principle axes of inertia. The SAE axis system
is adapted: the origin is the centre of gravity; the x-axis is positive towards
the nose of the aircraft; the z-axis is positive towards the ground; the y-axis is
positive starboard (as defined by the right hand rule). The airframe interfaces
with the ground via three landing gears. Two main landing gears are connected
to the airframe with translational joints (allowing a relative translation along
the vertical axis only), whilst the nose gear is connected with a cylindrical joint
(allowing a relative translation along and a rotation about the vertical axis).
The aircraft velocities are described in the body coordinate system while the
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position and attitude are described in a fixed ground coordinate system.
Since this chapter aims to optimize the application of steering, braking
and thrust simultaneously, Rankin’s model has been developed with addition
of a combined-slip tyre model. The brakes, which are only applied to the
main gears, create a difference between the wheel’s contact-patch speed and
translational speed. This requires another two state variables in the model,
to represent the main gears’ contact-patch velocities. The control variables
considered here include steering angle δ, thrust force of the right/left engine
FxTR/FxTL, and brake torque Tbrake. The rest of this section provides details
of the mathematical model, highlighting developments that have been made
in this research.
The aircraft’s equations of motion are formulated as a coupled system of
ordinary differential equations (ODEs), formed by balancing forces and mo-
ments in each degree of freedom. The relative positions and directions of the
force elements that act on the aircraft are shown in the three standard projec-
tions in Fig.2.1. Additional state coupling occurs via related sub-models such
as tyre model aerodynamic model. The aircraft translational and rotational
velocities are defined in the local axis system
V˙x = (FxTL + FxTR − FxR − FxL − FxN cos(δ)− FyN sin(δ)− FxA + FzW sin(θ))/m
− VyWz + VzWy
V˙y = (FyR + FyL + FyN cos(δ)− FxN sin(δ) + FyA + FzW sin(ϕ))/m− VxWz + VzWx
V˙z = (FzW cos(θ) cos(ϕ)− FzR − FzL − FzN − FzA)/m− VyWx + VxWy
W˙x = (lyLFzL − lyRFzR − lzLFyL − lzRFyR − lzNFyN cos(δ) + lzNFxN sin(δ) + lzAFyA
+MxA)/Ixx + (Iyy − Izz)WyWz
W˙y = (lxNFzN − lzNFxN cos(δ)− lzNFyN sin(δ)− lxRFzR − lzRFxR − lxLFzL − lzLFxL
+ lzTFxTR + lzTFxTL + lzAFxA + lxAFzA +MyA)/Iyy + (Izz − Ixx)WxWz
W˙z = (lyRFxR − lyLFxL − lxRFyR − lxLFyL + lxNFyN cos(δ)− lxNFxN sin(δ) + lxAFyA
+ lyTFxTL − lyTFxTR +MzA)/Izz + (Ixx − Iyy)WxWy
(2.1)
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Figure 2.1: Positions and directions of the force elements that act on the
aircraft.
20
CHAPTER 2. AIRCRAFT MATHEMATICAL MODEL
Table 2.1: Aircraft parameters and values
Symbol Parameter Value
m aircraft total mass 54500kg
CG aircraft centre of gravity 30%
lxN x-distance to the nose gear 11.444 m
lzN z-distance to the nose gear 2.932 m
lxR,L x-distance to the right/left gear 1.240 m
lyR,L y-distance to the right/left gear 3.795 m
lzR,L z-distance to the right/left gear 2.932 m
lxA x-distance to the aerodynamic centre 1.008 m
lzA z-distance to the aerodynamic centre 0.988 m
lxT x-distance to the thrust centre 1.008 m
lyTR,L y-distance to the thrust centre 5.755 m
lzT z-distance to the thrust centre 1.229 m
lmac Mean aerodynamic chord 4.194 m
Sw aircraft wing area 122.4 m/s
2
ρ air density 1.225 kg/m3
kzN Stiffness coefficient of the nose-gear 1190 kN/m
kzM Stiffness coefficient of the main-gear 2777 kN/m
czN Damping coefficient of the nose-gear 1000 Ns/m
czM Damping coefficient of the main-gear 2886 Ns/m
crr Rolling resistance coefficient 0.02
Rwheel Wheel radius of main-gears 0.64 m
Ixx Moment of inertia about x-axis 1095840 kg ·m2
Iyy Moment of inertia about y-axis 3057600 kg ·m2
Izz Moment of inertia about z-axis 4002000 kg ·m2
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Two additional ODEs describe the two main-gears’ wheel rotations using a
moment balance between the brake torque Tbrake and friction force FxR,L about
the wheel’s roll axis:
IMGΩ˙R = −FxRRwheel − Tbrake (2.2)
IMGΩ˙L = −FxLRwheel − Tbrake (2.3)
The model parameters chosen for this work are given in Table 1. The
term CG is the location of the centre of gravity from the leading edge of the
wing root, expressed as a percentage of Mean Aerodynamic Chord (MAC).
In this paper, the center of gravity is fixed at its forward position of 30%
MAC, which corresponds to a lightweight mass case (54500kg). The air-
craft’s weight (FzW = mg) acts at the centre of gravity along the z-axis in
the ground coordinate system, so it captures the effects of pitch and roll an-
gles in the body co-ordinate system. The nose gear steering angle is denoted
by δ; no other wheels are used to steer the aircraft. Orthogonal tyre forces
(FxN,R,L, FyN,R,L, FzN,R,L) are defined at the tyre-ground contact patch. The
aerodynamic forces (FxA, FyA, FzA) and moments (MxA,MyA,MzA) act on the
aerodynamic centre of the aircraft. The thrust forces (FxTR, FyTR) act parallel
to the x-axis of the aircraft.
A ground coordinate system is considered in order to describe the aircraft’s
motion on the ground. The global position of the aircraft CG is defined in a
global Cartesian frame (X, Y, Z) while the attitude of the airframe is defined
by Euler angles (ψ, θ, ϕ) , where ψ is the yaw angle, θ the pitch angle and ϕ the
roll angle. The aircraft’s translational velocities and angular velocities in the
ground coordinate system are defined as (VxG, VyG, VzG) and (WxG,WyG,WzG)
respectively. Transformations from the local body coordinate system to the
ground coordinate system are based on the standard sequence of rotations
given in Philips [13]. Assuming that the pitch angle and roll angle are relatively
small, small angle approximation (sin θ ≈ θ; cos θ ≈ 1) is used when calculating
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the velocities in the ground coordinate system:
VxG = Vx cos(ψ)− Vy sin(ψ) + θVz cos(ψ) + ϕVz sin(ψ) (2.4)
VyG = Vx sin(ψ) + Vy cos(ψ) + θVz sin(ψ)− ϕVz cos(ψ) (2.5)
VzG = −θVx + ϕVy + Vz (2.6)
WxG = Wx + θWz (2.7)
WyG = Wy − ϕWz (2.8)
WzG = Wyϕ/ cos(θ) +Wz (2.9)
Another six ODEs are therefore introduced to calculate aircraft’s position and
attitude in the global reference frame:
X˙ = VxG (2.10)
Y˙ = VyG (2.11)
Z˙ = VzG (2.12)
ψ˙ = WzG (2.13)
θ˙ = WyG (2.14)
ϕ˙ = WxG (2.15)
The position (X, Y ) and yaw angle ψ can be used to plot the trajectory of the
aircraft CG.
2.2.1 Tyre model
At the lower velocities experienced by an aircraft on the ground, the forces
generated by tyres have a dominant effect over the aerodynamic forces on the
aircraft’s motion. Hence, a realistic tyre model is essential to capture the
system response accurately. The lateral forces on the tyres are calculated with
a tyre model developed by GARTEUR Action Group. The original model’s
capability is extended here to include longitudinal tyre dynamics. Throughout
this section a second subscript N, R or L following x, y or z indicates the nose,
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right or left landing gear’s local coordinate system with which the velocity or
force elements are aligned.
The vertical force on each landing gear is modelled as a spring and damper
system:
FzN = −kzN(δzN) + czNVzN (2.16)
FzR = −kzR(δzR) + czRVzR (2.17)
FzL = −kzL(δzL) + czLVzL (2.18)
The stiffness coefficients kzN,R,L and damping coefficients czN,R,L are listed in
Table 1. The vertical velocity of each tyre (VzN , VzR, VzL) is calculated in terms
of the aircraft’s velocities in the local body coordinate system as follows:
VzN = Vz − lxNWy (2.19)
VzR = Vz + lyRWx + lxRWy (2.20)
VzL = Vz − lyLWx + lxLWy (2.21)
Making the assumption that the roll axis of each tyre remains parallel to the
ground at all time, vertical tyre deflection (δzN,R,L) can be expressed in terms
of the aircraft’s CG height, pitch angle and yaw angle:
δzN = −lzN − Z + lxN sin(θ) (2.22)
δzR = −lzR − Z − lxR sin(θ)− lyR sin(ϕ) (2.23)
δzL = −lzL − Z − lxL sin(θ) + lyL sin(ϕ) (2.24)
With the vertical load on each tyre defined, it is possible to calculate the
lateral and longitudinal forces generated by each tyre. The longitudinal force
generated by each tyre consists of two components: rolling resistance and force
caused by slip ratio (in the case of braking). Rolling resistance occurs due to
hysteresis in the material of the tyre, and is the primary motion resistance force
at low speed. The hysteresis in the tyre causes the pressure in the leading half
of the contact patch to be higher than that in the trailing half, resulting in the
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generation of a horizontal force (rolling resistance) to balance the moments
about the roll axis of the tyre. In the aircraft model, rolling resistance is
approximated by:
FrrN,R,L = crrFzN,R,L cos(αN,R,L) (2.25)
Here, crr is the rolling resistance coefficient (specified in Table 1). A cosine
function of slip angle (αN,R,L) is incorporated to capture two key features.
Firstly, the rolling resistance force decreases with an increasing slip angle and
drops off to zero when the tyre is moving sideways (αN,R,L = ±90◦); secondly,
there is a sign change when the direction of motion changes (|αN,R,L| > 90◦).
When the wheel is subject to a lateral force, the tyre slips sideways due to
deformation in the carcass and tread. As a result, this deflection gives rise to
the slip angle which is the angle between the direction in which the wheel is
pointing and the direction in which it is actually travelling, as shown in Fig.2.2.
The slip angle is defined as the angle between the tyre’s forward velocity and
resultant velocity:
αN,R,L = arctan(
VyN,R,L
VxN,R,L
) (2.26)
Figure 2.2: Tyre deformation and slip angle.
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The slip angle results in a cornering force in the plane of the contact patch.
This corning force increases linearly for small slip angles (typically less than 5◦),
then increases nonlinearly to a maximum before beginning to decrease. Fig.2.3
illustrates the relationship between lateral force and slip angle. It shows how
the lateral force (dashed curve) approximates test data for α ∈ (0◦, 40◦)(solid
curve) and how it is extended for α ∈ (0◦, 180◦). The lateral force on the nose-
gear FyN is defined as a nonlinear function of the slip angle αN depending on
the maximum lateral force FymaxN attainable at the optimal slip angle αoptN
[22]:
FyN = FymaxN
2αoptNαN
α2optN + α
2
N
(2.27)
FymaxN = −3.53× 10−6F 2zN + 8.83× 10−1FzN (2.28)
αoptN = 6.14× 10−11F 2zN + 4.89× 10−7FzN + 0.24 (2.29)
As this research considers braking on the main-gears, a combined-slip tyre
model developed by Milliken [94] is used to determine both longitudinal and
lateral tyre forces according to the ratio between longitudinal and lateral slip.
When braking is applied on the main-gear, the observed angular velocity of the
tyre does not match the expected velocity for pure rolling motion, which means
there is sliding between outer surface of the rim and the road. The difference
between theoretically calculated forward speed based on angular velocity of
the tyre and rolling radius, and actual speed of the wheel, expressed as a
percentage, is called slip ratio:
SR,L = (
ΩR,LRwheel
VxR,L
− 1)× 100% (2.30)
To combine the slip-angle and slip-ratio, they need to be normalised first:
α¯R,L =
CyR,LαR,L
µyR,LFzR,L
(2.31)
S¯R,L =
CxR,LSR,L
µxR,LFzR,L
(2.32)
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Figure 2.3: Relationship between lateral force and slip angle
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The combined slip kR,L can then be defined as:
kR,L =
√
S¯2R,L + α¯
2
R,L (2.33)
According to the model of nose-gear lateral force given by Eqn.2.27, the resul-
tant (normalized) friction force FrR,L can be calculated in a similar way, as a
function of the combined slip kR,L:
FrR,L =
2koptR,LkR,L
k2optR,L + k
2
R,L
(2.34)
The parameter koptR,L is defined as a quadratic function of the vertical load
on the tyre [22]:
koptR,L = 1.34× 10−10F 2zR,L + 1.06× 10−5FzR,L + 6.72 (2.35)
By decomposing the normalized resultant force FrR,L, we can find the lateral
and longitudinal components F¯yR,L and F¯xR,L) from their relationship given
by:
FrR,L =
√
F¯ 2yR,L + F¯
2
xR,L (2.36)
F¯yR,L =
ηR,Lα¯R,L
S¯R,L
F¯xR,L (2.37)
Here ηR,L is a function of the combined slip kR,L that is used to define the
above equation for both small and large slip angles and slip ratios, and takes
the form:
ηR,L =

1
2
(1 + η0R,L)− 1
2
(1− η0R,L) cos(kR,L), |kR,L| ≤ 2pi
1 , |kR,L| > 2pi
(2.38)
Here, η0R,L is computed based on the longitudinal stiffness CxR,L, cornering
stiffness CyR,L, longitudinal coefficient of friction µxR,L, and lateral coefficient
of friction µyR,L:
η0R,L =
CyR,LµxR,L
CxR,LµyR,L
(2.39)
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From Eqn.2.36, by substituting F¯yR,L with F¯xR,L using Eqn.2.37, the normal-
ized longitudinal and lateral forces can be derived as:
F¯yR,L = ηR,LFrR,L
α¯R,L
S¯2R,L + η
2
R,Lα¯
2
R,L
(2.40)
F¯xR,L = FrR,L
S¯R,L
S¯2R,L + η
2
R,Lα¯
2
R,L
(2.41)
Finally, since the longitudinal and lateral tyre friction forces are normalized
with respect to the maximum friction force, the actual forces are given by:
FyR,L = FymaxR,LF¯yR,L (2.42)
FxR,L = FxmaxR,LF¯xR,L (2.43)
The parameters FxmaxR,L and FymaxR,L are the maximum force that can be
generated by the tyre longitudinally and laterally. It is assumed that longi-
tudinal and lateral maximum forces are equal and can be obtained from the
equations [22]:
FymaxR,L = −7.39× 10−7F 2zR,L + 5.11× FzR,L (2.44)
FxmaxR,L = FymaxR,L (2.45)
2.2.2 Aerodynamic model
As aerodynamic forces are proportional to the square of the incoming air ve-
locity, they provide nonlinearity within the aircraft model in addition to the
tyre forces. The aircraft aerodynamic coefficients also depend nonlinearly on
the angle that the aircraft makes with the airflow, i.e. aerodynamic slip an-
gle β. By invoking the assumption that the aircraft operates in still air (i.e.
neglecting wind effects), and that the angle of attack remains constant during
ground manoeuvres, the aerodynamic slip angle can be defined in the same
way as the tyre model:
β = arctan(
Vy
Vx
) (2.46)
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Here, Vx and Vy are the velocities of the aircraft CG in the local body coor-
dinate system. The aerodynamics model consists of six elements: three forces
and three moments about each axis of the aircraft. It is assumed that all the
force elements act at the aerodynamic center of the aircraft, which is defined
at 25% along the mean aerodynamic chord from its leading edge. The six force
elements are modelled as follows:
FxA =
1
2
ρ |V |2 SwCx(β) (2.47)
FyA =
1
2
ρ |V |2 SwCy(β) (2.48)
FzA =
1
2
ρ |V |2 SwCz(β) (2.49)
MxA =
1
2
ρ |V |2 SwlmacCl(β) (2.50)
MyA =
1
2
ρ |V |2 SwlmacCm(β) (2.51)
MzA =
1
2
ρ |V |2 SwlmacCn(β) (2.52)
Here, |V | is the aircraft’s resultant velocity, and the parameters ρ, Sw,lmac are
listed in Table 1. The aerodynamic coefficients Cx,Cy,Cz,Cl,Cm,Cn are non-
linear functions of aerodynamic slip β. The relationship between aerodynamic
coefficients and aerodynamic slip are obtained from the SimMechanics model
developed by the GARTEUR Group [5]. Since aircraft speed and aerodynamic
slip are both small when taxiing, we use linear aerodynamic coefficients which
are approximated as following:
Cx = 0.06 (2.53)
Cy = −0.03 ∗ β (2.54)
Cz = 0.4 (2.55)
Cl = −0.02 ∗ β (2.56)
Cm = −0.1 (2.57)
Cn = 0.025 ∗ β (2.58)
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2.3 Bifurcation method
In dynamical systems, a bifurcation occurs when a small smooth change made
to the bifurcation parameters of a system causes a qualitative or topological
change in its behaviour. Generally, at a bifurcation point, the local stability
of equilibria, periodic orbits or other invariant sets changes. In this section,
we use a continuation toolbox named Dynamical System Toolbox, to perform
bifurcation analysis of the aircraft model. The stability of turning circle solu-
tions is studied over a range of discrete fixed thrust levels; for each thrust case,
the steering angle is varied as a single continuation parameter. Additionally,
the steady turning solutions are studied with varied operational parameters:
CG position and road condition.
Each continuation run is performed at a fixed thrust level which maintains
a constant straight-line velocity. Initial points to start individual continuation
runs are steady-state solutions which are considered as the aircraft travelling
in a straight-line at constant velocities. Starting from such an initial condition,
the steering angle is varied between 0◦ and 90◦ while the stability is monitored.
The required thrust force is obtained by a PI controller with the steering angle
set to 0◦. The results from the continuation runs are presented in bifurcation
diagrams where the forward velocity and/or lateral acceleration of the aircraft
are plotted against steering angle.
By doing bifurcation analysis, we can better understand aircraft ground
dynamics. We are able to identify the stability boundary of aircraft ground
manoeuvring over different external control inputs and operational parameters.
It reveals how aircraft turning solutions change with thrust, CG position, and
coefficient of friction. Any unstable branches found would form a safety envelop
for operational parameters and control inputs which provides a basic guidance
for the design of a real-time controller. By doing this we can avoid the aircraft
going into an unstable region. In the case that only stable steady state solutions
are found, the results can be used in two ways: first, the aircraft model can
be validated if the stable solutions are varying with operational parameters
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or control inputs in a sensible way; second, different stable branches indicate
the aircraft’s sensitivity to specific parameters, such that the controller can be
tuned or optimised accordingly to improve robustness.
2.3.1 Varied thrust level
The aircraft stability might change at different speed. Basically, the higher
the forward speed is, the more likely the turning solution becomes unstable.
To study the stability of aircraft ground manoeuvring, we consider four typical
taxiing speeds based on the nominal configuration (m=54500kg; CG=30%MAC):
5m/s, 10m/s, 15m/s, and 20m/s. The corresponding thrust levels are identi-
fied by running simulations for enough time until the derivatives of all states
converge to zero. For each continuation run, the thrust force is kept constant.
Figure 2.4: Bifurcation diagram for different thrust levels.
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The bifurcation diagram in Fig.2.4 shows how forward speed varies with
steering angle. Due to the low thrust force in this case, there is no bifurcation
point observed at all speeds. When a steering angle is applied, the tyre gener-
ates a lateral force that holds the aircraft in a turning circle. As the steering
angle is increased, the aircraft’s forward velocity decreases along with a reduc-
tion of turning radius. At any thrust level, there exists a maximum steering
angle at which the forward velocity drops off to zero, due to the thrust force
being not able to overcome the longitudinal friction force. Hence, a higher
maximum steering angle can be observed at higher thrust level.
This bifurcation diagram gives information on whether there exists an equi-
librium state at a specific speed and steering angle. But it does not provide
any stability information when the aircraft is shifting from one equilibrium to
another. The aircraft may take a very long time to reach the equilibrium state,
especially when the control input is changing rapidly. This is why we need to
perform dynamic simulations to analyse transient behaviours.
2.3.2 Varied CG position
The stability of the aircraft is affected by CG position. Specifically, for an
aircraft moving on the ground, a change of CG position would change the
weight distribution on different landing gears. In turn, the vertical load largely
affects the maximum lateral force that a tyre can generate. In addition, the CG
position determines if the aircraft understeers or oversteers. In view of this,
a bifurcation analysis is performed to study how the stable turning solutions
vary with the CG position.
In this section, the continuation runs are initiated from the same straight-
line velocity of 20m/s. Each continuation run has a fixed CG position in the
range 20% to 35% MAC. The steering angle is varied between 0◦ and 90◦ as
a single continuation parameter. The bifurcation diagram is shown in Fig.2.5
which illustrates four stable branches at four different CG positions.
In the bifurcation diagram, the lateral acceleration is plotted against steer-
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Figure 2.5: Bifurcation diagram for different CG positions.
ing angle. For steering angles less than 0.2rad (11.46◦), very little difference
can be seen between different CG positions. As the steering angle increases,
we can see significant differences in lateral acceleration. Specifically, an air-
craft with a more rearward CG position is able to follow a tighter turning
circle hence achieving higher lateral acceleration. When the CG is moving
from a forward position to a backward position, the aircraft will change from
understeer to oversteer which makes it more difficult to be stabilized by a con-
troller. Since the aircraft typical CG position when taxiing on the ground is
about 30%MAC, which makes it oversteer, the controller should be designed
and tuned at this CG position.
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2.3.3 Varied coefficient of friction
In addition to CG position, the runway surface condition is another factor
that significantly affects the aircraft ground dynamics and the range of valid
operation. Taxiing on contaminated runways leads to increased risk of skid-
ding hence loss of control on the ground. Once rudder effectiveness is lost at
lower speed, directional control and deceleration difficulties on a contaminated
surface may greatly increase. Reduced nose gear wheel adhesion directly limits
both steering input options and the usual directionally stabilising effect of the
nose gear.
To simulate different runway conditions, the original tyre model is multi-
plied by a normalised coefficient of friction which is varied between 0 and 1.
Thus the lateral force generated by the tyre is rescaled on different runway con-
Figure 2.6: Bifurcation diagram for different coefficient of friction.
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ditions. Bifurcation analysis is executed to monitor system stability at discrete
levels of coefficient of friction ranging from 0.4 to 1.0. Again the continuation
runs start from the same straight-line velocity of 20m/s. The nominal CG po-
sition of 30%MAC is considered. For different runway conditions, the required
thrust force to maintain the given constant straight-line velocity is identified
by a PI controller.
The bifurcation diagram in Fig.2.6 shows four stable branches with differ-
ent coefficient of friction. It can be seen that on a runway with lower coefficient
of friction, the lateral acceleration is significantly reduced. This is because the
tyres cannot generate as much lateral grip as on a dry surface (cof = 1), hence
the aircraft follows a larger turning circle. In view of the dramatic change
in steady turning solutions on different runways, the controller should be re-
designed and tuned for various coefficient of frictions, and further robustness
study should be performed considering the uncertainties in runway contami-
nation.
2.4 Dynamic simulation
Dynamic simulation is used to investigate time varying behaviour of a system
which is typically described by ordinary differential equations. It is done by
stepping through a time interval and calculating the integral of the derivatives.
Some methods use a fixed step through the interval, and others use an adaptive
step that can shrink or grow automatically to maintain an acceptable error
tolerance.
In this section, a classic 4th-other Runge-Kutta method with fixed time
step is used to calculate system states from the initial condition. The aircraft
is on the nominal configuration with total mass of 54500kg and CG position of
30%MAC. Open loop simulations help to understand how the dynamical sys-
tem respond to different control inputs, and how the intermediate states (e.g.
tyre slip angle and loads) behave at different speeds and/or lateral accelera-
tions. Various simulations are considered here including step-input response
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and a 45-degree runway exit manoeuvre with prescribed steering angle.
In comparison with bifurcation analysis which doesn’t capture transient
behaviours, dynamic simulations are able to analyze the aircraft’s stability at
any instant. Since the aircraft model is a white box model, all the states of
the aircraft are accessible. It can provide an insight into the dynamical system
by monitoring the aircraft’s velocities, attitude, and force components acting
on the aircraft during the simulations.
2.4.1 Step response
The step response of a system in a given initial state consist of the time evo-
lution of its outputs when its control inputs are step functions. Knowing the
step response of a dynamical system gives information about the transient
response of the system, and on its ability to reach one stationary state when
starting from another. From a practical point of view, knowing how the system
responds to a sudden input is important because the deviation from the long
term steady state may have significant effects on the overall system. In this
section, we consider a scenario where no brake is applied, while thrust force
is kept constant so that the aircraft moves in a straight line at a given speed.
Simulations start from the same equilibrium point with a fixed speed of 20m/s.
A step input of steering enters the system at time t = 0. Two constant steering
angles (4 degrees and 5 degrees) are tested with the same aircraft configuration,
showing qualitatively different transient behaviours respectively.
A simulation time of 40s is considered here. The steering angle is kept
constant at 4 or 5 degrees throughout the simulation while the thrust force
remains at 5290N. The simulation results are illustrated in Fig.2.7, with the
first column showing the result for the steering angle of 4◦ and the second
column showing result for 5◦.
The stable and unstable aircraft CG trajectories are illustrated in the top
panels respectively, with the aircraft’s global position and attitude marked
every 5s by an aircraft icon. In the top left panel, the aircraft is gradually
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Figure 2.7: Aircraft CG trajectories, slip angles, and lateral friction forces on
each gear.
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entering a steady turning circle; in contrast, the aircraft in the top right panel
is skidding at some point due to the saturation of main gears. To study
the behaviours of each landing gear, the slip angle (solid line) and optimal
slip (dash line) on nose, right and left gear are plotted in the middle panels
respectively; the lateral force generated by each gear are plotted in the bottom
panels respectively. As a result of weight transfer, the reduction of the vertical
load on the right gear makes it saturate first; the left gear saturates afterwards
and the aircraft starts to skid. The reduction of the lateral force on the main
gears can be seen in the bottom right panel. The aircraft forward speed drops
dramatically due to skidding. Because of the aircraft’s speed reduction, the
main gears are recovered from saturation and the aircraft regains stability.
Nonetheless, due to the large inertia, it will take a long time to accelerate and
then achieve a new equilibrium.
The previous bifurcation analysis result shows that the aircraft at a for-
ward speed of 20m/s is stable over the steering angle ranging from 0◦ to 65◦.
Nonetheless, as shown by this step response simulation, the transient behaviour
turns out to be unstable during the simulation before it settles down to the
long term steady state. Combining these two methods, we are able to have a
closer look into the aircraft ground dynamics.
2.4.2 45◦ runway exit
Before a controller is developed for the aircraft, an open-loop simulation with
made-up steering input is an easy way to investigate a specific ground opera-
tion. In this section, we simulate a 45◦ runway exit manoeuvre at 20m/s with
prescribed steering angle as shown in Fig.2.8. The steering angle is defined as:
δ =
tanh(t− Ta)− tanh(t− Tb)
2
δ0 (2.59)
This nominal steering angle is tuned via Ta, Tb and δ0. Their values are chosen
to negotiate this turn as Ta = 5s, Tb = 11s, and δ0 = 5
◦.
The simplified 45◦ runway geometry is illustrated in Fig.2.9 Panel(a). This
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Figure 2.8: Steering angle for 45◦ runway exit
runway is 40m wide, consisting of two line segments and an arc segment. The
aircraft starts the simulation from the location (-200,0). As can be seen from
the aircraft trajectory, with the predefined steering input, the aircraft is able to
execute this exit manoeuvre within the runway’s boundaries. Panel(b) shows
the slip angles (solid curves) and optimal slips (dashed curves) on each landing
gear. It can be seen that the slip angle on each landing gear is lower than the
optimal slip, α∗ ∈ (−αopt∗, αopt∗), which means all the gears retain sufficient
grip throughout this manoeuvre. This margin of lateral slip indicates that
the tyre has capability of generating more lateral force. In other words, the
aircraft is able to make this exit manoeuvre at a higher speed.
Considering a typical runway exit speed is 10 − 15m/s, this simulation
demonstrates a high speed exit with manually tuned steering angle. This re-
search aims to develop a real-time optimal controller which can potentially
automate aircraft ground manoeuvres. It would significantly improve the effi-
ciency and safety of fast runway turn-offs. The details of the controller design
are presented in the following chapters.
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(a) Aircraft trajectory
(b) Slip angels
Figure 2.9: Aircraft trajectory and slip angle on each gear for 45◦ runway exit.
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2.5 Concluding remarks
A fully parameterised nonlinear aircraft model is presented. Its white box
nature provides accessibility to all the aircraft states. For aircraft ground
dynamics, the most important nonlinear effects come from tyre/ground forces.
A realistic combined slip tyre model is proposed with parameters chosen to
represent nose and main landing gear respectively. To study the stability of
the proposed aircraft model and its ground dynamics, we have employed two
mathematical tools: bifurcation analysis and dynamic simulation. Bifurcation
analysis provides a global picture of aircraft steady turning circle solutions with
varied control inputs and operational parameters. The bifurcation diagrams
illustrate how turning solutions change with thrust force and steering angle
over various CG positions and runway conditions. Specifically, the aircraft
tends to follow a tighter circle with a more rearward CG position and on a less
contaminated runway. Knowing this fact is important when designing a real-
time controller for aircraft ground manoeuvring because it would potentially
improve the control law’s stability and robustness.
In conjunction with bifurcation analysis, dynamic simulations are employed
to investigate aircraft’s transient behaviours when subject to a specific control
input. Two types of simulations are considered: step response to steering
input and a runway exit manoeuvre with nominal steering input. Unstable
transient behaviours can be observed when a 5◦ steering step input is applied
to the nose-gear. This short period of losing stability is not desired and can
be dangerous for ground operations. Although the aircraft would finally reach
an equilibrium state as shown in the bifurcation diagram, we should always
make sure that the aircraft is controllable throughout the taxiing period. In
terms of the 45◦ runway exit manoeuvre at 20m/s, it can be achieved via a
manually tuned steering input. It provides an example for manually operated
runway turnoff which can later be compared with a controller automated one.
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Chapter 3
An Expert Pilot Model
3.1 Introduction
Automation of aircraft ground manoeuvres can effectively reduce the work-
load for pilots and improve efficiency and safety of airport operations. In this
chapter we present an Expert Pilot Model (EPM) for aircraft steering control
on the ground, based on which we can study ground manoeuvres manually
operated by pilots. It can be tuned to an expert level so as to investigate
the best possible high-speed manoeuvres on the ground. This pilot model
is developed on the basis of a simple realistic driver model which is initially
developed for ground vehicles. Driver modelling can be used to support Ad-
vanced Driver Assistance Systems (ADAS) and autonomous vehicle research.
In this research, the driver model we are referring to is originally proposed
by Best [49], motivated by the author’s belief that the driving task actually
uses single point preview. For everyday driving, the driver tracks a section of
the road ahead by continuously adapting the steering, and the vehicle will be
kept on a path towards a single reference point in front of it. The proposed
model is reasonably simple compared to many disproportionately complicated
driver models. It is demonstrated to be capable of matching measured steering
behaviour in various scenarios.
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Here we take advantage of the driver model and adapt it to this aircraft
application. This method does not depend on knowledge of the vehicle’s dy-
namics. It is based on a single preview point which is the estimation of future
coordinates of the aircraft. The single preview point is located by project-
ing along a steady turning circle, which is determined by the vehicle’s current
speed, steering angle, and understeer gradient. In the original model, steering
control is solely based on correction of the current steering angle given the
predicted lateral deviation from the target path. Since the aircraft model in
this research has huge yaw moment of inertia, the system response to steering
correction will experience large delay, causing the aircraft to oscillate about the
target path. To overcome this disadvantage, we explore a modified path fol-
lowing controller by adding an additional feedback gain in terms of the current
yaw angle. By doing this, the aircraft movement is better stabilised around
the body-fixed yaw axis. Some previous ground vehicle driver models have
proposed the influence of yaw feedback control [53] but it is partially appro-
priate for aircraft motion; we assume that pilots sitting in the cockpit have a
feeling for the aircraft yaw rate, because their position is so far forward of the
CG.
To keep the aircraft on a given path while taxiing, pilots choose either the
nose-gear or CG as a reference point. They develop a feel for the nose-gear and
CG positions behind them. In this chapter we simulate both types of stan-
dard path following manoeuvres using both reference points. Three different
runway exit geometries are simulated: 30◦, 45◦, and 90◦. The maximum exit
speed on each runway geometry is identified. Both the original driver model
and the improved version (Expert Pilot Model) are tested and compared at a
range of discrete forward velocities. Lastly, a robustness study is performed
to investigate the proposed controller’s stability in presence of disturbances in
the operational parameters (e.g. mass and CG) and environmental conditions
(e.g. contaminated runway and crosswind).
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3.2 Controller design
Prior to the controller design, we consider a particular problem with path
following on the ground; generation of an accurate but computationally simple
representation of the reference path. Here we use a linearly interpolated target
path given a set of coordinates. Its accuracy can be improved by refining
the linear path segments if required. Initially, the proposed path following
controller is implemented exactly the same as the original driver model [49].
The driver model’s performance, however, is unsatisfactory at high-speed due
to oscillations in the steering input. Motivated by this fact, we developed an
improved version of the driver model, i.e. Expert Pilot Model.
3.2.1 Driver model
With no attempt to mimic human pilot behaviour, the original driver model
for ground vehicles can be directly employed to achieve aircraft ground path
following tasks. The driver model is designed based on the single preview
point method as illustrated in Fig.3.1. Since the amount of look-ahead varies
with speed, a finite preview time Tp is considered. The forward prediction of
the aircraft coordinates at preview time Tp is based on the assumption that
the aircraft is in steady-state circular motion if the current steering angle is
maintained. By projecting along the current circular arc, the preview point
P is located. It is notable that there are errors with this preview point due
to the steady state assumption. The effect of these errors, however, can be
minimised by tuning the controller’s parameters.
At any instant k, the steady-state turning radius under fixed steering angle
and forward speed is given by the steady-state handling equation:
R(k) =
L+KugVx(k)
2/g
δ(k)
(3.1)
where: L is the aircraft wheelbase which is lxN + lxR = 12.6840m; Kug is the
understeer gradient which is used to describe a vehicle’s sensitivity to steering.
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Figure 3.1: Calculation of preview point and lateral deviation from linear
reference path.
It is a measure of how the difference between the front wheel’s and rear wheel’s
slip angles change with lateral acceleration given as:
Kug = −(αN − αR/2− αL/2)
VxWz
(3.2)
Specifically, if the nose gear’s slip angle is larger than the average of right/left
gears’ slip angles (negative understeer gradient), the aircraft shows oversteer
and it is more sensitive to changes due to lateral acceleration; conversely, if
the understeer gradient is positive, the aircraft shows understeer and it is less
sensitive to changes due to lateral acceleration; if the understeer gradient is
zero, the aircraft is neutral. Since aircraft are highly nonlinear systems, it is
normal for the understeer gradient to vary over the range of lateral acceleration.
It is possible for the aircraft to understeer in some conditions and oversteer
in the others. In the proposed controller, we assume a constant understeer
gradient. The choice of its value will be discussed later.
Unit vectors are found by rotation of the global X facing vector through ψ
tˆG =
[
cos(ψ)
sin(ψ)
]
, nˆG =
[
− sin(ψ)
cos(ψ)
]
(3.3)
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and the angle traversed along the arc is:
ϑ = VxTp/R (3.4)
The preview point P is located via the arc centre O:
P = G+RnˆG −
[
cosϑ − sinϑ
sinϑ cosϑ
]
RnˆG (3.5)
The reference path is a linearly interpolated trace of X, Y locations in
the ground coordinate system. To determine the shortest distance from the
preview point P to the target path, a valid line segment needs to be identified
in the first place. A segment is valid if
0 < |(P − SL) · rˆL| < |rˆL| (3.6)
rˆL = EL − SL (3.7)
Checking all segments is computationally expensive. What’s more, since the
line segment track is strictly discontinuous in gradient, it is possible that two
or zero valid segments exist. To avoid both of these problems, the preview
point P will only progress forward along the track, so the track segment index
i can only stay the same or increase. At each new time step, the previously
valid segment i is retained and incremented as required according to
while |(P − SL(i) · rˆL(i)| > |rˆL(i)|, i = i+ 1 (3.8)
The signed deviation from the target path dL at a single preview point is then
calculated:
dL = (P − SL) · nˆL (3.9)
The steering control is then solely based on correction of this deviation
from the target path. A simple integral controller with respect to dL is used
to determine the steering angle required:
δk+1 = δk +KlatdL (3.10)
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3.2.2 Development of driver model
Although the original driver model works properly with ground vehicles, it
has poor path following performance in an aircraft application, struggling to
follow a given path especially at high speed. Specifically, it over-corrects the
aircraft due to its massive yaw moment of inertia, ending up with a delayed
and oscillatory system response. To improve the controller’s performance, we
consider further development of the original driver model. Firstly, we have
implemented a full PID controller:
δ(t) = KpdL(t) +Ki
∫ t
0
dL(t)dt+Kdd˙L(t) (3.11)
The PID controller is properly tuned via (Kp, Ki, Kd) in a wide range of values.
The well tuned PID controller does not show any advantage over the original
controller; indeed, it has similar path following performance as the original
one. From the tuning of parameters, we have noticed that the controller is
dominated by Ki while Kp and Kd are significantly smaller than Ki; the PID
controller becomes effectively a single integral controller. The main reason
behind this lies in how we estimate the preview point. Different from many
other path following controllers which predict the preview point by a straight
line projection, we calculate the preview point via the steady state handling
equation based on current speed and steering angle. Specifically, the previewed
lateral deviation dL directly depends on the instantaneous steering input. In
view of long preview time and huge aircraft inertia, the proportional term will
lead to significant over-corrections of the steering angle due to the movement
of preview point being prior to the movement of aircraft CG.
Sharp et al. [53] propose a mathematical model for driver steering control
which is based on two state feedback signals: one is the vehicle lateral off-
set from the current intended position on the given path; the other one is
the difference between the vehicle attitude angle and the tangent angle of
the intended path at the current position. The state feedback control gains
proved to be very important in improving the system stability. Particularly,
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the vehicle attitude error feedback control would improve the performance of
the drive model for vehicles made artificially unstable by strong oversteer.
In this research, we use a negative feedback gain Kyaw with respect to the
difference between current yaw angle and the angle of target line segment ϕr,
proved to be able to effectively reduce overshoot and oscillations:
δ(t) =
Klat
∆t
∫ t
0
dL(t)dt+
Kyaw
∆t
(ϕ(t)− ϕr(t)) (3.12)
The control law in discrete form is
δk+1 = δk +KlatdL +KyawWz (3.13)
The contribution of the yaw angle feedback control tends to reduce the
steering angle by adding damping. As a result, the aircraft will cut the corner,
being more deviated from the centreline. The contribution of lateral deviation
control could compensate for the negative contribution of yaw angle control.
Hence, Klat and Kyaw should be tuned together to achieve a satisfactory per-
formance. Some guidance for the proper setting of the proposed controller is
given in the next section.
3.3 Parameter optimisation
The proposed controller is simple, effective, and computationally efficient. It
can be tuned via a couple of parameters, e.g. preview time Tp, understeer
gradient Kug, and proportional gains Klat and Kyaw.
Preview time Tp is an important parameter which directly affects the tim-
ing of the steering input. With a longer preview time Tp, steering actions will
be applied earlier for a given corner due to longer lookahead distance. By do-
ing this, lower magnitude of steering angle will be held for a longer duration,
inducing corner cutting. In contrast, a shorter preview time Tp causes aggres-
sive steering actions with higher magnitude of steering angle held for a shorter
duration. Therefore, an appropriate preview time is needed for the controller
49
CHAPTER 3. AN EXPERT PILOT MODEL
to perform a stable path following. An initial guess of Tp is 5s considering the
delay in the aircraft’s response to steering. It can be optimised later with the
other parameters fixed at a reasonable value.
Given by Eqn.3.1, the steady-state turning radius for a given steering angle
and speed is determined by wheelbase L and understeer gradient Kug. Specifi-
cally, while L is fixed, a larger Kug would enlarge the expected radius, reducing
the aircraft’s sensitivity to steering input. For the aircraft, understeer gradi-
ent is a nonlinear function of forward speed and lateral acceleration. Its actual
value is identified through steady-state turning solutions at constant forward
speed. Firstly, a PI controller is used to maintain the aircraft forward speed
Vx:
FxTR,L = 1× 105 ∗ (Vx(t)− Vc) + 1× 102 ∗
∫ t
0
(Vx(t)− Vc)dt (3.14)
During the 45◦ runway exit manoeuvres, the forward speed is maintained at
the target level Vc with an error ±0.5m/s. Fig.3.2 illustrates the time history
Figure 3.2: Forward speed under the control of the PI controller.
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Figure 3.3: Understeer gradient at different speeds and lateral accelerations.
of forward speed at various levels.
Then the steering angle slowly ramps up going through all the station-
ary solutions; by computing the slip angle on each gear, Kug is identified by
Eqn.3.2. The variation of understeer gradient at different speed is illustrated in
Fig.3.3. Within the range of speed that we are interested in (10m/s−20m/s),
the aircraft shows oversteer, which becomes greater at higher speed and/or
higher lateral acceleration.
The transition from one stationary solution to another usually takes a long
time; it might take 30s to enter a steady turning circle from rolling in a straight
line, as shown in Fig.2.7. Considering 5s of lookahead is a relatively long
period, using the actual Kug for the future path prediction would result in
a massive error. To compensate for the delay in the steering response, we
use higher understeer gradient in the handling equation, which means lower
sensitivity to steering input and hence a larger turning radius. The Kug value
used here at low, medium and high speed is 0.4, 0.7 and 2.0 respectively.
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Figure 3.4: Aircraft trajectories at various combinations of Tp and Klat
Although Kug and Tp are not exactly orthogonal in their effect, they have
distinctly different effects on the controlled response.
Additionally, the proportional feedback gain Klat can be tuned although its
effect on steering behaviour is strongly coupled to Kug. However, independent
tuning is not useful. The initial guess for Klat is 0.01. Lastly, the proportional
feedback gain Kyaw is tuned to stabilize the aircraft yaw motion. A negative
Kyaw is used to reduce the increment of steering angle, with its magnitude
affecting the maximum lateral acceleration that the aircraft would experience.
Specifically, a higher magnitude of Kyaw would result in less steering input
hence lower lateral acceleration. Kyaw and Klat are complementary to each
other; an aggressive steering input caused a large Klat can be balanced by
tuning Kyaw. The initial guess for Kyaw is -0.01.
Now we consider optimisation for these parameters. By using a simple
greedy method, we optimise the parameters Tp, Klat, and Kyaw one after an-
other, having Kug fixed at the given value. This optimisation can be iterated if
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Figure 3.5: Stability map for Tp and Klat
required until a fast and stable controller response is achieved. Starting from
the initial guesses (Tp = 5, Klat = 0.01, Kyaw = −0.01), the lookahead time
Tp is firstly optimised over the range of 0 to 10s with an interval of 1s (Klat
and Kyaw are fixed); then Klat is optimised over the range of 0 to 0.1 with an
interval of 0.005 (Tp and Kyaw are fixed). The nominal target path considered
here is shown in Fig.3.4 as the thick light grey line.
All the simulations are launched from the same equilibrium state, based
on the same aircraft configuration (m=54500kg, CG=30%MAC). As can be
seen from the aircraft trajectories in Fig.3.4, with various combinations of Tp
and Klat, the aircraft would stay close to the target path, or perform large os-
cillations around the path, or become unstable skidding off the path. Fig.3.5
shows how stability varies with different lookahead time Tp and proportional
feedback gain Klat; the red area indicates the aircraft is unstable; the yellow
area indicates the aircraft is able to follow the target path despite the fact that
it develops large deviations from the target path; the green area is the ”sweet
zone” where the aircraft performs good path following with its trajectory stay-
ing close to the given path. The combination of Tp and Klat should be tuned
to lie in the ”sweet zone”. Therefore, in this research, the lookahead time is
set to 5s, and the proportional gain is set to 0.01.
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Finally, we consider the optimisation for the other proportional feedback
gain Kyaw, with the preview time fixed at 5s. The proposed controller is tested
with forward speed of 15m/s over a wide range of Kyaw (-1 to -0.1) and Klat
(0.005 to 0.05). Aircraft trajectories are depicted in Fig.3.6, showing stable
and unstable path following solutions. Fig.3.7 illustrates how stability changes
with different Kyaw and Klat. Again, red area indicates unstable solutions;
yellow area indicates stable but imperfect solutions; green area indicates the
”optimal” solutions with small track error. From these two figures, it can
be seen that the proportional feedback gain Kyaw could hardly change the
controller’s stability. However, it does improve the controller’s performance
with the value between -0.2 and -0.8. A higher magnitude of Kyaw makes the
aircraft become less responsive to the road curvature, resulting in significant
overshoot; whereas a lower magnitude of Kyaw might not have enough strength
to eliminate the excessive oscillations about the target path through and after
the corner. Therefore, a medium Kyaw of -0.5 is used at a medium forward
Figure 3.6: Aircraft trajectories at various combinations of Kyaw and Klat
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Figure 3.7: Stability map for various combinations of Kyaw and Klat
speed to improve the proposed controller’s path following performance.
3.4 Runway exit following the centreline
In this section, we use the proposed Expert Pilot Model to execute a 45◦ runway
exit manoeuvre with either CG or nose-gear following the centreline. Both the
original driver model and Expert Pilot Model are examined and compared at
a wide variety of forward speed: low speed of 10m/s, medium speed of 15m/s,
high speed of 20m/s, and extra high speed of 25m/s. The runway is assumed
to be 20m wide, and the maximum lateral deviation allowed is prescribed as
15m. Thus we are able to identify the maximum speed for 45◦ runway exit
that each controller can deal with.
3.4.1 CG following the path
The simulations start from different distance before the corner according to
forward speed. In other words, the corner is 20s ahead of the aircraft. The
forward speed is maintained by a PI controller throughout the simulations. The
proportional feedback gain Kyaw is retuned at different speeds. The controller
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Figure 3.8: Aircraft trajectories of EPM and the driver model at various for-
ward speed.
parameters at different speeds are given in Table.3.1.
Aircraft trajectories of both EPM and the original driver model are shown
in Fig.3.8, with solid lines representing EPM and dashed lines representing
the driver model. In a low speed case at 10m/s, the original driver model and
Expert Pilot Model deliver similar results with nearly overlapped trajectories.
Also it can be seen from their lateral deviation along the path as illustrated in
Fig.3.9 that both controllers are able to follow the given path closely with small
Vx,m/s Tp, s Kug, rad/g Klat Kyaw
10 5 0.4 0.01 -0.1
15 5 0.7 0.01 -0.5
20 5 2.0 0.01 -1.0
25 5 2.0 0.01 -1.0
Table 3.1: Parameters of the Expert Pilot Model controller at different forward
speed.
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Figure 3.9: Lateral deviation of the aircraft controlled by EPM and the driver
model at various forward speed.
lateral deviations; the two controllers have similar steering strategy as shown
in Fig.3.10. The aircraft starts to steer at 15s, exactly when the preview point
which is 5s ahead of current position enters the corner. Afterwards, it starts to
steer in the opposite direction after the corner so as to correct the lateral error
and stay on the target path. However, due to the over-correction of steering,
an additional oscillation of the steering angle is demanded to eliminate the
final steady state error. The variation of steering angle is also reflected in the
aircraft lateral acceleration with a 2 − 3s of delay, as depicted in Fig.3.11.
The two controllers end up with similar peak lateral acceleration due to their
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Figure 3.10: Steering angle of EPM and the driver model at various forward
speed.
nearly identical steering input. The maximum lateral acceleration experienced
through the corner is at a low level around 1.4m/s2.
With an increased forward speed, the difference between EPM and the
original driver model becomes more significant. At a forward speed higher
than or equal to 15m/s, the difference can be visualised in the trajectories in
Fig.3.8. It can be seen that EPM has better performance than the original
driver model in this particular task of path following with the aircraft staying
closer to the target path. The advantage of EPM is clearly shown by the lateral
deviation along the trajectory, as illustrated in Fig.3.9. Obviously we can see
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Figure 3.11: Aircraft lateral accelerations of EPM and the driver model at
various forward speed.
that the aircraft controlled by EPM has an overall lower level of lateral error
compared to the driver model. Considering the constraint on lateral deviation
is set as −15m to 15m, the maximum forward speed that EPM could handle
for the 45◦ runway exit is 25m/s, whereas the maximum speed that the driver
model could handle is 20m/s.
The steering angles of the two controllers are quite different in magnitude as
shown in Fig.3.10. EPM steers the aircraft in an effective and efficient approach
without over-correction of steering, while the original driver model applies
an excessive oscillation of steering angle. It can be seen that EPM greatly
benefits from the additional proportional feedback gainKyaw, especially at high
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speed, achieving lower track error with even lower control effort. A side benefit
that goes with less steering is less tyre wear which could be money-saving for
airlines. The aircraft controlled by EPM experiences slightly lower lateral
acceleration compared to the driver model as shown in Fig.3.11. Particularly,
EPM is able to have the aircraft settle down after the corner straight away.
3.4.2 Nose-gear following the path
Since pilots would use either CG or nose-gear as the reference point when
following a centreline, we aim to investigate if there is an advantage in using
one reference point over the other. In this section, the Expert Pilot Model
control is examined at four different speeds ranging from 10m/s to 25m/s
with the nose-gear following the target path. The results are then compared
with that of using CG following the target path.
Figure 3.12: Aircraft CG trajectories with nose-gear (solid line) or CG (dashed
line) following the centreline.
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Figure 3.13: Lateral deviations of the aircraft CG.
The pilot model needs to be modified in terms of the calculation of preview
point. With the nose-gear following the target path, the single preview point
is now an estimation of future coordinates of the aircraft nose-gear:
P = G+RnˆG −
[
cosϑ − sinϑ
sinϑ cosϑ
]
RnˆG + lxN
[
cos(ϑ+ ψ)
sin(ϑ+ ψ)
]
(3.15)
The controller is then based on this modified preview point. Nose-gear
following is compared with CG following, with the same settings of controller
parameters. The aircraft CG trajectories are illustrated in Fig.3.12, showing
that the aircraft is slightly more deviated from the centreline using nose-gear
as the reference point, which can be clearly seen from the aircraft CG’s lateral
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Figure 3.14: Steering angle to follow the centreline with nose-gear or CG.
deviation along the trajectories, as shown in Fig.3.13. At any speed between
10m/s and 25m/s, the aircraft ends up with a higher level of maximum lateral
deviation with nose-gear following.
This would affect the maximum speed that the aircraft could handle in a
45◦ runway exit manoeuvre. In comparison with the case of CG following the
centreline where the maximum speed is 25m/s, it will be reduced to 20m/s
when nose-gear is used to follow the centreline, since the maximum lateral
deviation allowed is 15m. Nonetheless, following the centreline with the nose-
gear can be advantageous over following with CG in some situations. Indeed,
the aircraft is not going to overshoot the centreline (no negative lateral devia-
tion), but gradually converges to it after cutting the corner. Additionally, the
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Figure 3.15: Lateral acceleration of path following with nose-gear or CG
controller demands less steering input when keeping the nose-gear on the tar-
get path as can be seen from Fig.3.14, particularly at low and medium speed.
It will also result in lower lateral acceleration as depicted in Fig.3.15, hence
lower tyre wear for the aircraft and better riding comfort for passengers.
3.5 Different runway geometries
The number and geometry of runway exits vary from airport to airport and
within runways at the same airport. Different runway exits are designed to
make operations more efficient on the ground, reducing runway occupancy
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time. In this section, two alternative runway exit geometries are compared
with CG following the centreline: 30◦ and 90◦. A 30◦ runway exit is designed
for high-speed turnoff with a design speed of 60knots (30.8m/s). Compared
with the old design of 45◦ runway exit, this design is favoured in the case
that peak operations exceed 30 per hour. In contrast, a 90◦ runway exit is
designed for low volume of traffic, typically located at the ends of a runway.
The proposed Expert Pilot Model is tested with these two types of runway
exits, and the maximum exit speed is identified in each case.
3.5.1 30◦ runway exit
We use the same criterion for a safe runway exit as in the previous section.
Specifically, the maximum lateral deviation allowed is 15m. Since we are more
concerned about high speed runway turn-off in this runway geometry, EPM is
Figure 3.16: Aircraft trajectories for 30◦ runway exit at high speed.
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tested at a range of higher forward speeds from 20m/s to 30m/s. In practice,
pilots might not choose to execute a runway exit manoeuvre at this high speed;
indeed, they normally exit the runway at a medium speed around 15m/s. In
view of this, the proposed controller would be able to improve the efficiency
of aircraft ground operations.
Fig.3.16 shows the aircraft trajectories at three different speeds: 20m/s,
25m/s, and 30m/s. All trajectories are stable and smooth, rolling at a rea-
sonable distance to the centreline; this is consistent with the maximum design
speed. The lateral deviations along the trajectories are illustrated in the top
panel of Fig.3.17. It can be seen that at any speed within the design speed
limit (30m/s), EPM is capable of performing a high-speed runway turnoff with
lateral errors less than 15m. According to the Federal Aviation Regulation,
the load on the aircraft CG must not exceed 0.5g laterally. The aircraft con-
trolled by EPM experiences a peak lateral acceleration lower than 2.5m/s2,
which complies with the regulation, as shown in the middle panel of Fig.3.17.
With an increased forward speed, the controller is subject to a longer looka-
head distance. As a result, the aircraft starts to steer at a further distance
before the corner. From the steering inputs shown in the bottom panel of
Fig.3.17, we can see that the aircraft starts to steer to the right at 5s before
the corner, which could be as far as 150m in the case of 30m/s. This massive
amount of lookahead is essential for high-speed runway turnoff despite it not
being typically used by pilots. Another advantage of a long preview distance
is to effectively reduce overshoot across the centreline, since steering actions
are taken in advance to compensate for the delay of the dynamical system.
3.5.2 90◦ runway exit
A 90◦ runway exit is normally located at both ends of a runway. However,
it is used only when the aircraft has missed all the exits along the runway.
Since pilots have limited visibility due to the blind spot below the cockpit, a
90◦ exit manoeuvre is more challenging for them to operate compared to a 45◦
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Figure 3.17: Simulation results of 30◦ high-speed turnoff.
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Figure 3.18: Simulation result of 90◦ runway exit
67
CHAPTER 3. AN EXPERT PILOT MODEL
or 30◦ exit. Therefore, pilots normally execute a right-angle exit at extremely
low speed no higher than 5m/s, which would significantly increase the runway
occupancy time. Hence, a real-time path following controller becomes more
desirable in this scenario. Here we aim to identify the maximum speed at
which EPM is able to execute a right-angle runway exit. Again, the lateral
deviation through and after the corner must not exceed 15m. The simulation
results are shown in Fig.3.18.
EPM is tested at four different forward speeds ranging from 10m/s to
15m/s. At a speed lower than or equal to 14m/s, the controller is able to keep
the lateral deviation below 15m despite oscillating around the centreline. At
a low speed of 10m/s, the aircraft closely follows the centreline with lateral
deviation no greater than 5m. The aircraft slightly overshot the centreline,
and then settled down quickly with no excessive corrections. The peak lateral
acceleration is about 0.2g which is acceptable according to the regulation.
However, it may result in more tyre wear due to the high amount of steering
input as can be seen in the bottom panel.
Although people normally leave a safety margin for any ground manoeu-
vres, it is still worth knowing the controller’s behaviour in an extreme case.
With an increased forward speed, the aircraft will experience a longer period
of oscillation with higher magnitude; when the forward speed is increased to
15m/s, the controller is no longer able to negotiate the exit manoeuvre within
the prescribed constraint on lateral deviation. The aircraft is significantly de-
viated from the centreline after the corner despite a massive amount of steering
angle being applied to correct the track error. Although runway width is dif-
ferent from airport to airport, 10m/s would always be a safe forward speed for
a 90◦ runway exit. In comparison with a typical manually operated runway
exit at 5m/s, the proposed controller is able to improve the efficiency of this
type of manoeuvre significantly.
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3.6 Concluding remarks
We present a simple driver model initially developed for ground vehicles, and
applications in aircraft ground path following. Motivated by its unsatisfactory
path following performance, we improve the driver model by adding an ad-
ditional feedback control gain with respect to yaw angle. Then the steering
control relies on two proportional terms: one is to correct the current steering
angle given the predicted lateral deviation at a single preview point; the other
one is to damp down the steering input given the current yaw angle. This
improvement enables the proposed pilot model to perform more effective and
efficient path following.
We provide some guidance for the tuning of controller parameters. The
proposed controller can be tuned via a couple of parameters; the optimisation
of these parameters is given in detail. A comprehensive simulation study is
conducted to examine and analyse the controller’s behaviour over a wide range
of speed. Comparisons between the original driver model and EPM are made,
and improvement of the path following performance is highlighted. Addition-
ally, the difference between using CG and nose-gear as the reference point when
following a given path is investigated; following a path via nose-gear results in
lower steering input and lateral acceleration despite slightly higher track error.
Lastly, the proposed controller is tested and compared in a variety of runway
exit geometries including 30◦, 45◦, and 90◦ runway exit. The maximum speed
for each exit design is identified. In conclusion, the Expert Pilot Model can be
successfully used to automatically execute runway exit manoeuvres by follow-
ing the centreline. It is tuned to achieve the best possible performance that an
expert pilot could achieve; it delivers a fast and stable runway turnoff which
could reduce runway occupancy time and hence improve airport efficiency.
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Chapter 4
Generalised Optimal Control
4.1 Introduction
To evaluate the optimality of the proposed Expert Pilot Model (EPM), Gen-
eralised Optimal Control (GOC) is employed to numerically investigate the
optimal solutions of aircraft runway exit manoeuvres. Comparing with ex-
isting optimal control toolbox, GOC has better adaptability providing easy
access to intermediate variables, e.g. slip angles of each gear. GOC is able to
achieve proper convergence despite not being the most state-of-the-art method.
Indeed, its optimal solution is a benchmark against which the effectiveness of
a controller can be judged.
GOC is an iterative algorithm based on a gradient descent implementation
of Pontryagin’s Maximum Principle for application in dynamical systems. It is
able to establish the optimal sequence of control input for any smoothly nonlin-
ear system by minimising a smooth cost function. It is a particularly attractive
approach in this context as it allows simultaneous optimisation of time-varying
controls (steering, acceleration and braking) and fixed model parameters. For
a specific manoeuvre-cost function combination, GOC minimizes a Hamilto-
nian function, expressed in terms of system states and co-states. As part of
the Hamiltonian function, the cost function is defined with respect to specific
70
CHAPTER 4. GENERALISED OPTIMAL CONTROL
control objectives. Firstly, GOC is used to investigate optimal solutions of
aircraft path following with both longitudinal and lateral control optimised
simultaneously. This optimisation experiment demonstrates a realistic runway
exit manoeuvre using steer, thrust, and brake, despite it not providing a com-
parison to EPM. Secondly, to make the most of GOC and provide a benchmark
for controller design in the future, different control objectives are considered,
e.g. minimum runway occupancy time and minimum tyre wear. Finally, EPM
is compared with the numerically-optimal solution of steering control; a simple
path following manoeuvre at constant forward speed is considered.
4.2 Control algorithm
To find the theoretically best solution for a specific ground manoeuvre, a nu-
merical optimization method is introduced here. The Generalized Optimal
Control (GOC) algorithm is based on a gradient descent implementation of
Pontryagin’s Maximum Principle for application in dynamical systems [95, 96].
It minimizes a given cost function J which typically consists of a continuous
dynamic cost function L[x(t), u(t)] plus a residual cost LT [x(T )] associated
with final states:
J = LT [x(T )] +
∫ T
0
L[x(t), u(t)] dt (4.1)
A vector of co-states, p(t), is introduced and then a Hamiltonian function is
defined in terms of the system states and co-states as follows:
H = L[x(t), u(t)] + pT (t)f [x(t), u(t)] (4.2)
where f [x(t), u(t)] is the system equations. The co-states are given by:
p˙T (t) = −∂H
∂x
= −∂L
∂x
− pT ∂f
∂x
(4.3)
pT (T ) =
∂LT
∂x(T )
(4.4)
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Figure 4.1: 4 Steps of GOC algorithm
The optimal control sequences is found at the minimum of the Hamiltonian
function:
∂H
∂u
= 0 (4.5)
The optimal solution is identified via a discrete sequence of controls, with
each control element held constant for an equal time interval ∆tc. Within the
time period for each control, the cost gradient is obtained directly from the
Hamiltonian as:
∂J
∂ui
=
∫ ti
ti−1
∂H
∂ui
dt (4.6)
A gradient-based iterative optimization can then be utilized to determine
the optimal control sequence with the 4 steps outlined in Fig.4.1:
- Step 1: The dynamical system is evaluated (for the current control se-
quence) from the initial condition x(0). The continuous cost component
in Eqn.4.1 is integrated simultaneously.
- Step 2: The final state x(T ) is used to evaluate the residual cost LT [x(T )]
and the final co-state p(T ) by Eqn.4.4.
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- Step 3: The co-state system calculates the integral of the co-states via
∂H
∂x
in reverse-time from the final co-state p(T ).
- Step 4: Cost gradients are used to update the control sequence by a line
search optimization along the steepest descent direction to minimize the
cost function.
Steps 1-4 are repeatedly executed until suitable convergence is achieved. The
optimal solution is considered to be converged if the magnitude of cost gradi-
ents are sufficiently small and no further reduction of total cost can be achieved
with more iterations.
We admit that GOC is not a state-of-the-art optimal control method in
light of the popularity of direct methods. However, it is still proposed in
this research because it shows good convergence to optimal solutions in all the
control problems considered here. It might not be the most efficient algorithm,
but it does provide sensible solutions for off-line optimisations where we are
not concerned about computing speed. Indeed, it gives us a benchmark against
which the effectiveness of future real-time controllers may be judged.
4.2.1 GOC implementation test
The implementation of GOC with the aircraft ground dynamics model, as used
throughout this thesis, is validated through a test case with straightforward
results: a maximum straight-line deceleration case. A 4th-order Runge-Kutta
method is used to perform the time integration of the states and co-states,
with a constant timestep used throughout the simulation. State errors are
monitored in order to set the time step to ensure reasonable accuracy. A
zero-order-hold control input is applied for some control timestep ∆tc, not
necessarily the same as the numerical integration timestep. The length of con-
trol step (∆tc) affects the convergence speed of the optimization, and also the
fineness of the control sequence. To achieve a fast and accurate convergence, a
coarse resolution is specified initially; this resolution is improved over several
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concurrent GOC runs to obtain an appropriate level of continuity in the final
control sequence.
In this straight line braking scenario, GOC is used to identify the braking
required to minimize the total distance travelled during a simulation. The
aircraft starts in an equilibrium condition, with a forward speed of 40m/s and
heading in the global X direction. The simulation time span (in seconds) is
specified as t ∈ [0, 10], with a numerical time step of 5ms (chosen as it is
sufficiently small for this dynamical system). To ensure the aircraft remains
in a straight line, the continuous cost function is defined as a track cost Ltrack.
For this case, it is a quadratic function with respect to the aircraft’s deviation
from the global X axis:
Ltrack =
∫ T
0
Y 2dt (4.7)
In addition to this continuous cost, a final-state cost is defined as the total
distance travelled, i.e. the final distance to the starting point (0,0):
Lfinal = X
2 + Y 2 (4.8)
The total cost is comprised of the continuous track cost plus the final cost:
Ltotal = Ltrack + Lfinal (4.9)
The optimal solution obtained by 2200 iterations, is judged to be optimal
based on the magnitude of all cost gradients at each point in time. The optimal
control sequence, in this case the braking torque, is shown in Fig.4.2. The cost
gradients obtained at this optimal iteration are shown in Fig.4.3: they have
been reduced to a sufficiently low level; additional iterations beyond this point
will not provide significant reductions in total cost. An initial brake spike is
used to slow the wheel speed down rapidly at the beginning of this simulation,
however the brake torque is then modulated to keep each wheel rolling at its
optimum total slip. This spike with huge magnitude is not feasible for the
aircraft’s brakes; in a more realistic application, control cost in terms of the
brake torques should be added so as to avoid the control input going beyond
its physical limit.
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Figure 4.2: Optimal brake torque input.
Figure 4.3: Cost gradient with respect to brake.
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Figure 4.4: Dynamic load on nose-gear(solid) and main-gears(dash).
The oscillations in brake torque that occur during the first 4 seconds are a
response to the changing dynamic load on the main landing gears, observable
through comparison of Fig.4.2 and Fig.4.4. Since the tyre’s peak force is a
function of its vertical load, a greater load on the tyre means more brake
torque can be applied before it saturates. Fig.4.4 shows how the load on the
nose gear and the main gear varies throughout the simulation. Initially, there
is a small weight transfer from the main gears to the nose gear due to the
initial deceleration. This results in a period of transient behaviour as the
longitudinal weight transfer settles to a steady value, with a corresponding
reduction in brake torque during this transient period as shown in Fig.4.2.
Over the second half of the simulation, the loads on main gear and nose gear
increase together, because the aircraft’s lift decreases as it slows down. Fig.4.5
shows the main-gears’ contact-patch speeds and their translational speeds.
The difference between them results in a longitudinal slip ratio. Applying a
brake torque causes the wheels’ angular velocity to reduce. Since the wheels’
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Figure 4.5: Wheel contact-patch speed (solid) and translational speed (dash)
for the right and left gear.
contact-patch speed becomes lower than the translational speed, a negative
slip ratio occurs. This generates a negative friction force on the main gears,
which causes the aircraft to decelerate. The gradient of the dashed curve (the
wheels’ translational velocity) shows that the aircraft experiences a constant
deceleration rate around 3m/s2.
Optimality of the results is validated by analysing the tyre behaviours.
For pure braking in a straight line, the total slip consists of longitudinal slip
ratio only; lateral slip remains zero throughout. The maximum deceleration
should therefore occur when the total slip is equal to the optimal slip. If the
tyre experiences a slip greater to or less than this value, it will generate less
force than its capacity. The slip angles shown in Fig.4.6 suggest that this
is the case where optimal braking has been applied to achieve the aircraft’s
maximum deceleration rate. A very small period of over-slip at the beginning
is caused by the initial brake spike (required to remove wheel momentum as
fast as possible). Fig.4.7 shows the normalized tyre forces (w.r.t. the maximum
force) have been perfectly controlled, as the forces remain at the value of ’1’
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Figure 4.6: Optimal slip(dash) and actual slip(solid) for the right, left, and
nose gear.
for both the left and right gears. Note that no braking force is applied to the
nose-gear.
This simple test case shows that the implementation of GOC used in this
work is able to obtain an optimal sequence for a control input. The wheel
speeds are controlled such that they remain just below saturation, in order
to achieve the maximum deceleration rate for the aircraft. The next section
considers results from GOC for the more complicated case of a high-speed
runway exit manoeuvre.
4.3 Optimal high-speed runway exit
In this section, GOC is used to find optimal control sequences for high-speed
runway exit manoeuvres. Since GOC is capable of optimising all the control
inputs at the same time, the aircraft is not necessarily rolling at a constant
forward speed. The initial forward speed is set as 40m/s where the optimal
strategy of steering and deceleration can be revealed. Three realistic test cases
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are considered here, each using the same runway geometry and track cost:
in case A, the optimal control sequence minimises the distance between the
aircraft’s CG and the runway centreline; in case B, it maximises the distance
travelled by the aircraft during the 20 seconds of simulation; in case C, the
optimal control sequence minimises tyre wear. The track cost is defined as
a quadratic function of the distance to the runway’s centreline as shown in
Fig.4.8. Constraints on states and control inputs can be imposed via ”tanh”
function or higher order polynomial when needed. Such constraint should not
be solely used as the track cost because the aircraft may try to cut the corner,
which is dangerous in practice.
4.3.1 Case A: follow the centreline
Runway exit by following the centreline is a common ground manoeuvre which
is manually operated by a pilot. When executing such a manoeuvre, pilots
generally focus on the steering, leaving the brakes to null and thrust to idle.
Figure 4.7: Normalised friction force for the right and left gear.
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Figure 4.8: The track cost as a function of ground position.
To investigate the best combination of steering, thrust and brake, GOC is used
to minimize the distance between the aircraft CG and the runway centreline.
The initial condition is an equilibrium state with a forward speed of 40m/s.
The continuous cost function contains only the track cost as depicted in Fig.4.8.
The residual cost is a function of the aircraft’s yaw angle, yaw rate and lateral
velocity, and is used to ensure that the aircraft finishes the simulation aligned
with the road with no significant yaw rate or side-slip velocity. Hence, the
overall cost function is defined as follows with coefficients λ to balance cost
components; to improve convergence of the optimal solution, the λ coefficients
are set based on the residual cost and then rescaled to ensure that all the cost
components are in the same order of magnitude:
Lfinal = λ1(ψ(T )− pi/4)2 + λ2Wz(T )2 + λ3Vy(T )2 (4.10)
Ltotal = Ltrack + Lfinal (4.11)
Fig.4.9 shows the total cost variation along the 50000 iterations. It drops
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Figure 4.9: The total cost for 50,000 iterations.
Figure 4.10: The final cost gradient in terms of steer(solid), thrust(dash), and
brake(dashdot).
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dramatically within the first 1000 iterations and then settles down gradually
over the next 49000 iterations. Since the magnitude of the cost gradients
has been reduced to the order of 10−4 as shown in Fig.4.10, and no significant
reduction of total cost can be achieved with further iterations, the cost function
is judged to have converged. Although the spike on the cost gradient would
shrink with further iterations, it is sufficiently small (of the order 10−4) to be
considered as converged.
The aircraft’s optimal trajectory is illustrated in Fig.4.11, with small tri-
angles used to represent the aircraft’s position and orientation with an interval
of 1s. It can be seen that the aircraft stays close to the centreline throughout
the simulation, despite it not following it exactly. The aircraft initially steers
to the left when approaching the right-hand exit, in order to maximize the
Figure 4.11: The optimal trajectory of the aircraft CG.
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Figure 4.12: The optimal control inputs for steering, thrust and braking.
turning radius without deviating from the path centreline too much in the
corner (and hence incurring a high cost). Fig.4.12. shows the optimal control
inputs for steering, thrust and braking.
The negative steering input at the beginning of the simulation turns the
aircraft to the left, however the aircraft’s large yaw inertia makes it continue
to move straight along the runway centreline for the first 3 seconds of the
simulation. During the first few seconds, the brakes are applied (along with
some reverse thrust) to reduce the aircraft’s speed, as the initial forward speed
of 40m/s is too fast to make a 45◦ turn. Fig.4.13 shows the wheel’s contact-
patch speed and translational speed of the right and left gear, highlighting
that all wheels’ translational speed drops dramatically from 40m/s to less
than 20m/s over the first 6 seconds.
It can be seen that the right (inner) gear’s wheel speed drops towards zero
during peak braking, and that the brake torque is released to a lower level
before this gear’s wheel locks. By doing this, the aircraft’s dynamics are still
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Figure 4.13: Wheel contact-patch speed (solid) and translational speed (dash)
of the right and left gear.
under control and the tyres can be recovered from the saturation.
After 5s, a rapid increase in braking torque causes the right gear’s tyre
to saturate, as shown by the plot of tyre slip angles in Fig.4.14. An over-slip
occurs on the right gear, where the total slip exceeds the optimal slip and
the tyre is said to be saturated. This tyre saturation leads to the decrease
of the right gear’s lateral friction force as shown in Fig.4.15, which in turn
increases the total yaw moment around the z axis, allowing the aircraft to
make the turn more easily. Optimality of this part of the solution is reflected
in Fig.4.16, which shows the normalized total friction force on the main gears
(normalized with respect to the maximum force that the tyre can generate).
It can be seen that the normalized force on the right gear stays right at the
maximum level during the turn except when it over-slips to make a quick
adjustment to the yaw angle.
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Figure 4.14: The optimal slip (dash) and the actual slip (solid) of the right,
left, and nose gear.
Figure 4.15: The longitudinal (solid) and lateral (dash) force element of the
total tyre/ground friction force of the right and left gear.
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Figure 4.16: The normalized total tyre/ground friction force of the right and
left gear.
4.3.2 Case B: Minimum runway occupancy time
Aiming to improve efficiency of airport ground operations, the time-optimal
solution of runway exit is investigated here. This second case extends the
first case by requiring that high-speed runway exit be performed as fast as
possible, using steer and brake inputs (thrusts are set to idle in this case).
The simulation starts from the same initial condition and runs for the same
period of time as in Case A. The continuous cost function contains only the
same track cost, however the final cost has been changed: an additional final
cost is now defined with respect to the aircraft’s final distance to a target
point; this ensures that the control strategy maximizes the distance travelled
during the simulation and hence minimises the runway occupancy time. The
final cost function used for this case is:
Lfinal = λ1(ψ(T )−pi/4)2+λ2Wz(T )2+λ3Vy(T )2+λ4((X(T )−500)2+(Y (T )−500)2)
(4.12)
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Figure 4.17: The total cost for 16,000 iterations.
The coefficients λ1, λ2, λ3 remain the same as in Case A, whilst λ4 is tuned
to ensure that the cost component used to maximize the distance travelled
contributes approximately the same order of magnitude to the final cost as all
the others.
The total cost history shown in Fig.4.17 is judged to have converged af-
ter 16,000 iterations. The cost drops significantly in the first few hundred
iterations, and then continues to drop gradually over the subsequent 9000 it-
erations. The magnitude of the final cost gradients, as shown in Fig.4.18, are
in the order of 10−5, so further reductions in total cost won’t be achieved with
additional iterations. The aircraft’s final trajectory is illustrated in Fig.4.19,
again with each small triangle showing the aircraft’s position and orientation
at each second of the simulation.
The optimal steering and braking control sequences are shown in Fig.4.20.
As in the first case, the aircraft initially steers to the left to obtain a larger
turning radius, and then to the right to negotiate the corner. It also takes a
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Figure 4.18: The final cost gradient in terms of steer (solid) and brake (dash-
dot).
Figure 4.19: The optimal trajectory of the aircraft CG.
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Figure 4.20: The optimal control input of steering and braking.
couple of seconds for the steer input to build up the aircraft’s yaw angle due
to the aircraft’s large yaw moment of inertia. Unlike the initial case where
the aircraft just aims to follow the centreline, the right turn cuts more of the
corner: this is a familiar tactic used by racing car drivers, as it increases the
radius of the turn and hence increases the maximum speed that can be achieved
by a given vehicle in the corner. The brakes are also used differently here from
the first case: no brakes are applied until the aircraft is at point A (Fig.4.20);
the aircraft brakes from point A to point B, whilst it is still steering hard right
(in anticipation of the corner); the brake is completely cut off at point B to
achieve the maximum lateral slip angle, just as the aircraft starts to move to
the right of the centreline, cutting the corner. The combined use of braking
and steering between points A and B is an aircraft-specific tactic, as unlike
racing cars, aircraft have huge yaw moment inertia. Since the main-gear’s slip
angle takes time to build up when a steering angle is actuated by the nose-
gear, the action of steering doesn’t immediately affect its capacity to brake by
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Figure 4.21: The optimal slip (dash) and the actual slip (solid) of the nose,
right and left gear.
increasing the total slip experienced. In fact, Fig.4.21 shows that the action of
braking increases the nose wheel’s optimal slip: the solid curve illustrates the
total slip and the dashed curve illustrates the optimal slip where the maximum
force occurs. The GOC algorithm balances steer and brake inputs so that the
total slip on all the three gears achieves their optimal slip value at some point
during the manoeuvre, meaning maximum tyre forces can be generated. This
is shown in Fig.4.22, where the normalized tyre force reaches a value of 1
to indicate that the tyre is operating at its maximum capacity. The weight
transfer from right gear to left gear, as depicted in Fig.4.23, means that the
right gear is allowed to saturate slightly during the right turn, so that the left
gear can generate more lateral force (hence maximizing the total lateral force).
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Figure 4.22: The normalized total tyre/ground friction force of the right and
left gear.
Figure 4.23: The dynamic load on the nose (solid), right (dash) and left (dash-
dot) gear.
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4.3.3 Case C: Minimum tyre wear
From an economic perspective, airlines are eager to extend lifespan of tyres,
saving manpower and material resources. The final case considers minimiza-
tion of tyre wear. Friction is regarded as a fundamental energy dissipative
mechanism as a result of which tread surface degradation and wear occur.
Hence, as an additional continuous cost component, tyre wear is assumed to
be proportional to the friction work performed by the tyre [97, 98]. The tyre
wear cost function is given by:
Ltyre =
∫ T
0
(|FxN,R,LVxN,R,L|+ |FyN,R,LVyN,R,L|)dt (4.13)
The absolute value sign will not affect the differentiability of the cost function
because the friction forces are always in the opposite direction of the tyres’
velocities. Adding this cost component to the cost function considered in Case
B, the total cost in Case C is given by:
Ltotal = Ltrack + Ltyre + λ1(ψ − pi/4)2 + λ2W 2z + λ3V 2y (4.14)
The simulation starts from the same equilibrium as used in the first two
cases. The cost function converged after around 5000 iterations, as shown in
Fig.4.24. The cost gradients of steer and brake are both of the order 10−7,
as shown in Fig.4.25, which indicates that the minimum of the cost function
has been achieved. The corresponding optimal trajectory of the aircraft’s
CG is depicted in Fig.4.26, with small triangles illustrating the position and
orientation of the aircraft at an interval of 1 sec. The aircraft CG is still within
the prescribed safety boundary although it is extremely close to the apex. It
cuts the corner to follow the largest turning circle.
The optimal control input of the steer and brake are shown in Fig.4.27.
Compared with the solution in Case B, much less steering and braking is
applied so as to achieve a lower tyre wear cost. The aircraft performs a similar
runway exit manoeuvre by cutting the corner but with a different control
strategy. It starts to brake from the very beginning of the manoeuvre to
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Figure 4.24: The total cost along with iterations.
Figure 4.25: The final cost gradient in terms of steer, thrust and brake.
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Figure 4.26: The optimal trajectory of the aircraft CG.
Figure 4.27: The optimal control input of the steer and brake.
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Figure 4.28: The optimal slip (dash) and the actual slip (solid) of the nose,
right and left gear.
Figure 4.29: The longitudinal (solid) and lateral (dash) force element of the
total tyre/ground friction force of the right and left gear.
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Figure 4.30: The normalized total tyre/ground friction force of the right and
left gear.
decelerate. In this way, the aircraft rolls at a lower speed during the corner.
Considering the lateral friction force is the main contributor to tyre wear in
a runway exit manoeuvre, deceleration before the corner is able to reduce the
tyre wear cost. Since GOC is minimizing the runway occupancy time and tyre
wear simultaneously, the aircraft doesn’t decelerate at the maximum rate.
The tyre wear is also reflected in the tyre slip. Both side slip and longitu-
dinal slip contribute to the tyre wear. In Fig.4.28, the solid curve illustrates
the total slip and the dashed curve illustrates the optimal slip where the max-
imum force occurs: the actual slip of all three gears is kept at a lower level
throughout the manoeuvre and no over-slip occurs on any tyre. The lateral
and longitudinal forces of the right and left tyres are shown in Fig.4.29; it can
be seen that both force components are kept at a lower level. The correspond-
ing normalized friction forces of the main gears in Fig.4.30 show more clearly
that the tyres are not working at their maximum capacity. Indeed, the left
tyre is far from its saturation point.
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4.4 Optimality of EPM
The Expert Pilot Model has been proved to be an effective controller for aircraft
ground manoeuvres. However, its effectiveness has not been quantitatively
studied yet. Since this research aims to develop an optimal controller, results
from GOC can be used to evaluate the optimality of the proposed controller.
As a numerical optimal controller, GOC is used to provide a benchmark to
judge the effectiveness of EPM. The gap between the optimal solution and
EPM determines whether a more intelligent controller could provide significant
performance advantages.
Starting from the control sequence given by EPM at 20m/s for a 45◦ runway
exit, GOC is used to further optimize the solution. The track cost is defined
exactly the same as in the previous chapter. GOC is able to iteratively decrease
the cost function to achieve the optimal solution. The total cost is plotted
against the number of iterations in Fig.4.31. It can be seen that the total cost
Figure 4.31: Total cost of GOC algorithm against number of iterations.
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Figure 4.32: CG trajectories of GOC(solid) and EPM(dash).
drops dramatically for the first 1000 iterations; after 5000 iterations, the cost
is reduced by nearly half; for another 5000 iterations the cost gradually settles
down to a certain level. Considering the magnitude of cost gradient has been
reduced to a sufficiently low level which meets the convergence criteria, it is
believed that the cost function has converged to the minimum.
The comparison between the aircraft trajectories of GOC and EPM is il-
lustrated in Fig.4.32; the blue solid line is GOC and the red dashed line is
EPM. Obviously, the optimal trajectory given by GOC stays closer to the
centreline compared to EPM. In terms of the control strategy, EPM is sub-
stantially different to the optimal solution. While GOC oscillates around the
centreline to benefit from an enlarged turning radius, EPM doesn’t traverse
across the centreline; instead, it cuts the corner and then slowly correct the
lateral deviation. Additionally, the optimal control sequence starts to steer
the aircraft much earlier at t = 7s as shown in the bottom panel of Fig.4.33; it
takes an oscillatory steering action to achieve a larger turning radius so as to
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Figure 4.33: Comparison between EPM and the optimal solution given by
GOC.
follow the centreline more closely. On the other side, EPM starts to steer later
at t = 15s due to its 5s of preview time. Consequently, the aircraft deviates
more from the centreline during the corner and requires more steering input to
correct the lateral error. The lateral deviation along the trajectory is shown
in the top panel of Fig.4.33. As a result of the difference in steering strategy,
the maximum lateral deviation of EPM is around two times as high as that of
GOC. From the safety point of view, EPM is at a distinct disadvantage due to
traversing too close to the apex. Based on the same control cost, EPM ends
up with a 4 times higher track cost (263.1) compared to GOC (66.4). Both
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controllers have a similar level of lateral acceleration despite GOC having a
slightly higher lateral acceleration of 0.3g as shown in the middle panel of
Fig.4.33. In conclusion, the difference between EPM and the optimal control
is significant, which may indicate that there would be plenty of room for im-
provement. Motivated by this fact, we develop a near-optimal controller which
is presented in the next chapter.
4.5 Concluding remarks
This chapter presents a method of optimal control, i.e. Generalized Optimal
Control, to study optimal control strategies for an aircraft high-speed runway
exit manoeuvres. The ability of GOC to identify the optimal control sequence
is validated in the case of a straight line maximum deceleration. Optimality
is achieved since the longitudinal slip of both main landing gears is equal to
the optimal slip throughout the simulation. Three scenarios are investigated
for the high-speed runway exit manoeuvre. In the case where the aircraft
follows the centreline, the cost function is comprised of the track cost and final
attitude cost. The maximum tyre/ground force is achieved on the inner gear.
To investigate the time-optimal solution for the fast runway exit manoeuvre,
an additional cost component in terms of the final distance to a target point
is employed. Consequently, the aircraft executes the runway exit by cutting
the corner at high speed. The tyre/ground forces on the main gears are both
close to their maximum level. Finally, the optimal control sequence in the case
of minimum tyre wear is identified, where an additional cost associated with
tyre wear is added to the cost function. The result shows that the tyre/ground
forces for all the gears are kept at a lower level by using less steering and
braking.
Since GOC is an iterative algorithm and requires calculations in reverse
time, it is suitable for off-line investigation rather than real-time implemen-
tation. The optimal solution given by GOC can be used as a benchmark for
real-time controller design. Hence, the optimality of the proposed Expert Pi-
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lot Model is judged via the comparison with GOC. Based on the same control
cost, EPM ends up with a much higher track cost. Additionally, its control
strategy is substantially different to the optimal control. Although EPM is
proved to be an effective and efficient path following controller, an optimal
real-time controller is still desired.
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Chapter 5
Predictive Steering Control
5.1 Introduction
A clear need for a formal solution of real-time optimal steering control problem
arises from the gap between the Expert Pilot Model and Generalised Optimal
Control. In this research, we aim to develop an optimal controller that is
suitable for real-time implementation. The problem formulation devised by
Louam [99] and improved by Prokop [100] provides a structure for setting up
the pilot/aircraft preview problem, such that it conforms to the requirements
of a standard discrete linear quadratic method. Based on this method, which
has been successfully implemented for car steering control by Sharp [13] with
a linear vehicle model, we have developed this Predictive Steering Control for
optimal ground manoeuvres with a nonlinear aircraft model. Since the aircraft
model used in this research is a highly nonlinear system, the original method
is modified so that it can be used in this aircraft application. Specifically,
the aircraft model is linearised at discrete levels of forward speed and lateral
acceleration; then the sequence of optimal control gain is obtained by inter-
polating between a set of precomputed control gains using lateral acceleration
as the measurement. By doing this, we do not need to compute the optimal
control gains repeatedly, which improves the controller’s real-time capability.
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Additionally, rather than projecting the aircraft in a straight line to obtain
the reference path lateral profile, as in Sharp’s method, the aircraft position is
predicted using the well-known steady-state handling equation. It provides a
rough prediction of the aircraft trajectory based on the current steering angle,
with reasonable accuracy and computational complexity. The whole sequence
of road preview is updated every time step, while in Sharp’s method the road
preview is propagated with only the last preview point updated. This modifica-
tion can effectively prevent the errors caused by the prediction to accumulate.
To evaluate how much benefit we could get from using this real-time opti-
mal controller, it is compared with the Expert Driver Model in different runway
geometries and at different forward speed. The optimality of PSC is evaluated
via the comparison with GOC. PSC delivers near-optimal solutions which are
more effective and intelligent than what a pilot could achieve. Lastly, a com-
prehensive robustness study is carried out. A compact version of PSC based
on constant control gain sequence is tested, and compared with the original
version. From the robustness study we can see that the proposed controller
shows good robustness to uncertainties (mass, CG, and road conditions) and
disturbances (crosswind).
5.2 Controller design
Taking advantage of a similar preview mechanism as in the pilot model, PSC is
developed based on an infinite discrete-time Linear Quadratic method. Rather
than having only one preview point like the driver model, PSC is based on an
estimation of trajectory with equally spaced preview points over the preview
horizon, as shown in Fig.5.1. In this method, the aircraft model can be linked
with the previewed information of the road via the path preview model, which
is defined by a shift register given by Eqn.5.1 and 5.2 (where yr is the previewed
path and yri is the input to the preview model):
yr(k + 1) = Dyr(k) + Eyri (5.1)
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Figure 5.1: Calculation of preview trajectory and lateral reference point.
D =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
0 0 0 · · · 0

E =

0
0
...
0
1

(5.2)
The path model is incorporated with a discrete formulation of the aircraft
model
x(k + 1) = Adx(k) +Bdu(k) (5.3)
Ad = 1 +
∂f(x, u)
∂x
∆t, Bd =
∂f(x, u)
∂u
∆t (5.4)
The target path for the entire preview horizon is updated at every time-
step. At any instant k, the path preview data observed by the pilot is a
sequence of (Np + 1) points at and ahead of the aircraft CG (Np being the
preview horizon). The y-coordinates of the preview points [yr0, yr1, · · · , yrNp ]T
are the actual targets to follow in the case of steering control. At instant
(k + 1), the first preview sample (at the current CG position) is lost from
the problem; a new sample which is previously outside the problem enters the
system as the last sample yri; the rest of the samples from 2 to Np + 1 are
shifted so that they become the samples from 1 to Np.
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The ground coordinate system should be rotated by current yaw angle ψ
every time-step because the aircraft model is linearized at zero yaw angle.
Each preview point along the trajectory has a corresponding reference point
at the same x-coordinate:
if Pix > Six & Pix < Eix , yri = Siy + (Eiy − Siy)Pix − Six
Eix − Six (5.5)
To improve the accuracy of the path preview model, the whole sequence of
y-reference yr is updated at any instant k. Combining the path preview model
with the linearized aircraft model, the overall dynamical system is represented
as: [
x(k + 1)
yr(k + 1)
]
=
[
Ad 0
0 D
][
x(k)
yr(k)
]
+
[
0
E
]
yri +
[
Bd
0
]
u(k) (5.6)
The two models are linked via a quadratic cost function with respect to the
lateral deviation of the aircraft CG from the target path:
J =
k=∞∑
k=0
{ZT (k) ·Q · Z(k) + u(k)T ·R · u(k)} (5.7)
Z(k) =
[
x(k + 1)
yr(k + 1)
]
Q = CT · C (5.8)
C = [0 0 0 0 0 0 0 1 0 0 0 0︸ ︷︷ ︸
system states
−1 0 · · · 0︸ ︷︷ ︸
path preview
] (5.9)
The Q matrix is chosen to reflect the system objective and the R matrix is
chosen to reflect the cost of using control. The optimal control sequence that
minimizes the above cost function is given by:
u(k + 1) = −K · Z(k) (5.10)
where
K = (Rp +B
TPpB)
−1BTPpA (5.11)
and P is the unique positive definite solution to the Discrete time Algebraic
Riccati Equation (DARE):
Pp = A
TPpA− ATPpB(Rp +BTPpB)−1BTPpA+Q (5.12)
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Figure 5.2: Control gains v.s. Preview time
To avoid recomputing the Riccati equation solution at every time-step, all
the control gains can be precomputed at each equilibrium point, as shown in
Fig.5.2; at any point along the trajectory, a specific control gain vector can
be obtained by interpolating between the stored control gains using lateral
acceleration as the measurement. Due to the massive inertia of the aircraft,
a long preview horizon is needed. In this research, a preview time of 20s is
chosen, so that the control gain settles down to zero.
LQR approach exhibits very good stability margins. It selects closed-loop
poles that balance between system errors and the control effort by tuning R
matrix. Since the closed-loop transfer function is guaranteed to be far from
the critical point for all frequencies, Nyquist plot being outside the unit circle
centred at (-1,0), then LQR is very robust. See the prove by Anderson et al.
[101].
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5.3 Numerical simulation
In this section, the proposed real-time optimal controller PSC shows its effec-
tiveness and efficiency in terms of aircraft ground path following in a series
of numerical simulations. To evaluate its advantage over manually operated
ground manoeuvres, PSC is compared with EPM which represents an expert
pilot. PSC is examined in three generic runway geometries at a wide range of
speed from 10m/s to 25m/s. Based on these simulation results, we can evaluate
the safety, effectiveness, and stability of autonomous runway exit using PSC.
In terms of the aircraft configuration, a typical landing weight of 54,500kg
and a CG position at 30%MAC are considered throughout this section. The
aircraft CG is chosen as the reference point when following a given path. To
keep consistency with EPM, constant forward speed is considered here, which
is controlled by the same PI controller. In order to make comparison, both
controllers are tuned to achieve the same control cost and hence the track cost
can be compared. Therefore, the track cost and control cost are calculated by
the same equations throughout this section in order to evaluate the controllers’
performance:
Ltrack =
∫ T
0
d2dt (5.13)
Lcontrol =
∫ T
0
100δ2dt (5.14)
where d is the lateral deviation in meters and δ is the steering angle in radians.
5.3.1 45◦ runway exit
A 45◦ runway exit is firstly considered as a generic ground manoeuvre. At
low speed (10m/s) and medium speed (15m/s) in a 45-degree runway exit
manoeuvre, both EPM and PSC are able to perform a good path following,
as can be seen from the aircraft CG trajectories in Fig.5.3. From their lateral
deviations to the target path as shown in Fig.5.4, it can be seen that PSC
performs a better path following than EPM, with a lower level of maximum
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lateral deviation. More importantly, compared to EPM, it significantly reduces
the oscillations of steering input after the corner. These oscillations are caused
by the correction of the aircraft attitude and position, which in turn results
in a higher track cost. Both the control cost and track cost of PSC and EPM
are given in Tabel.5.1. Based on the same control cost, PSC achieves a much
lower track cost, e.g. it could be less than half of the track cost of EPM at a
speed lower than 25m/s.
Fig.5.5 shows the steering input of both controllers, from which we can
see the difference between their steering strategies. A positive steering angle
Figure 5.3: Aircraft trajectories of PSC and EPM at various speed.
108
CHAPTER 5. PREDICTIVE STEERING CONTROL
10m/s 15m/s 20m/s 25m/s
Control cost 21.0 15.1 15.1 13.6
Track cost PSC 21.2 50.0 111.0 278.1
Track cost EPM 48.3 121.1 263.1 336.4
Table 5.1: Control cost and track cost of PSC and EPM at various speed.
Figure 5.4: Lateral deviation of PSC and EPM at various speed.
indicates that the aircraft is steered to the right. In the pilot model, there is no
steering input until the preview point reaches the first non-zero Y-reference.
After the aircraft has passed the corner, it needs a long time and distance to
settle down, which significantly increases the track cost. In comparison, PSC
performs a preview-oscillation of steering which starts at a long distance before
the corner. Since the road information propagates from the farthest preview
point to the nearest preview point, the first non-zero reference point entering
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Figure 5.5: Steering angle of PSC and EPM at various speed.
the preview system (which is positive in this right-hand exit manoeuvre) will be
multiplied by the last element of the control gain sequence. As the previewed
information is propagated within the path preview model, it will experience
oscillatory control gains as depicted in Fig.5.2. Therefore, the aircraft is able
to build up oscillatory yaw momentum as a result of the oscillations in the
steering input. By doing this, the aircraft is able to follow the path more
easily via a larger turning radius. Moreover, the aircraft settles down quickly
and stays closer to the centreline without excessive corrections after the corner.
The lateral accelerations are shown in Fig.5.6. Both controllers experience
a similar level of maximum lateral acceleration around 0.15g at 10m/s and 0.2g
at 15m/s, which are both below the 0.5g limit. While the aircraft controlled
by PSC settles down to zero lateral acceleration quickly after the corner, a
longer period of oscillation in the lateral acceleration is caused by EPM due
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Figure 5.6: Lateral acceleration of PSC and EPM at various speed.
to its oscillatory steering input. In conclusion, at low and medium speed, PSC
performs a better path following than EPM.
As the forward speed rises to 20m/s, the difference between the two con-
trollers becomes more significant. Both the peak and average of the lateral
deviation are greatly reduced. From the aircraft trajectories in Fig.5.3, it can
be seen that the trajectory of PSC stays closer to the centreline; EPM cuts
the corner with the trajectory closer to the apex. It is noticeable that at any
speed between 10m/s and 20m/s, based on the same control cost, the track
cost of EPM turns out to be around 2.5 times higher than that of PSC.
In Fig.5.4, the track errors of both controllers are plotted against time. It
can be seen that PSC is effective and efficient at tracking the target path at
high speed. It takes the same control strategy of preview-oscillation of steering
as in the lower speed case. This control strategy allows the aircraft to apply
111
CHAPTER 5. PREDICTIVE STEERING CONTROL
steering in advance to benefit from an enlarged turning radius, but without
compromising the safety by operating too close to the apex. In this way,
the maximum lateral deviation is largely reduced which leaves a wider safety
margin for the runway exit manoeuvre. Unlike PSC, which uses a sequence
of preview points, EPM is based on only one preview point. Therefore, EPM
is not able to plan a manoeuvre ahead of time, because it does not have full
knowledge of the road curvature. Steering angle and lateral acceleration are
plotted in the bottom left panel of Fig.5.5 and Fig.5.6 respectively. A massive
steering input is built up over a short period between 15s and 20s. This rapid
increase of steering angle would quickly correct the aircraft’s orientation and
hence reduce the oscillatory correction after the corner. This sharp rise of
steering angle, however, does not affect the aircraft lateral acceleration; PSC
and EPM have a same level of maximum lateral acceleration around 0.28g.
To investigate extra high-speed runway turnoff, a forward speed of 25m/s
is simulated. From the trajectories shown in Fig.5.3, it can be seen that PSC
overshoots the centreline further than EPM, which stays closer to the apex due
to corner cutting. Based on the same control cost, PSC achieves a lower track
cost of 278.1 compared to EPM (336.4). Considering the lateral deviation limit
set at 15m which is the same as in Chapter3, EPM is right at the limit which
could be dangerous in practice. In contrast, PSC reduces the maximum lateral
deviation by 4-5m which would significantly improve safety. In conclusion, as
a method based on the prediction of aircraft trajectory and road curvature,
PSC is more effective and stable than EPM.
5.3.2 30◦ runway exit
Both automatic controller and pilots are able to handle a 30◦ runway exit
manoeuvre more easily compared to a 45◦ runway exit manoeuvre. In fact,
this runway geometry is more widely used globally. The benefit we can get from
an automated runway turnoff would decrease in this less challenging scenario.
Since this runway geometry is designed for high-speed turnoff, PSC is only
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Figure 5.7: Aircraft trajectories of PSC and EPM at 30m/s.
tested at the design speed (30m/s); in addition, the advantage of PSC over a
pilot at the expert level is illustrated by the comparison with EPM.
The aircraft trajectories are illustrated in Fig.5.7. As for the 45◦ runway
exit manoeuvre, PSC steers the aircraft to the left to achieve an enlarged
turning radius. Instead of using a preview-oscillation steering strategy, EPM
steers the aircraft to the right directly. Overall, PSC performs a better path
following in this case. It controls the aircraft to traverse more closely to the
centreline through the corner although it needs a longer period to get back to
the centreline after the corner.
A more detailed comparison is shown in Fig.5.8. The top panel shows the
lateral deviation from which we can see that PSC has a lower peak value. The
maximum lateral deviation is of more importance since it indicates how much
safety margin is provided by the controller. The aircraft lateral acceleration
is illustrated in the middle panel. The aircraft starts to build up oscillatory
yaw momentum as early as 15s prior to the corner. In this way, the effect
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Figure 5.8: Comparison between PSC and EPM in a 30◦ runway geometry.
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of the system inertia is minimized such that the aircraft is able to negotiate
a turn more easily. Although the difference between PSC and EPM is not
as significant as in a 45◦ runway exit, the aircraft ground operations can still
benefit from the control strategy of PSC which is more effective.
5.3.3 90◦ runway exit
A right-angle runway exit is one of the most challenging ground manoeuvres
for not only a pilot, but an automatic controller as well. As discussed in
Section 3.5.2, EPM is able to execute a 90◦ runway exit with the maximum
forward speed at 14m/s; when the forward speed rises to 15m/s the aircraft
cannot follow the centreline properly, ending up with massive lateral deviation
and oscillations. To evaluate effectiveness of the proposed optimal controller
in this scenario, PSC is examined and compared with EPM at two different
speeds: low speed of 10m/s and medium speed of 15m/s.
The top two panels of Fig.5.9 illustrate the aircraft trajectories at two
different forward speeds respectively. It can be seen that PSC follows the
centreline with less track error than EPM, especially at higher speed. At
10m/s, based on the same control cost, PSC achieves a lower track cost than
EPM despite a slightly higher maximum lateral deviation as illustrated in the
middle-left panel; at 15m/s, the aircraft controlled by PSC experiences much
lower track error with even less steering input. The quality of this extreme
manoeuvre is significantly improved by using PSC which can easily negotiate
this runway geometry without excessive corrections. While EPM totally fails to
execute a 90◦ runway turnoff at 15m/s, PSC is still able to handle this speed
properly with CG staying within the prescribed safety boundary. Steering
inputs are illustrated in the bottom panels. The two controllers have a similar
level of maximum steering angle around 25 degrees. However, their steering
strategies are substantially different. PSC takes oscillatory steering action
before the corner to build up the aircraft’s yaw momentum, while EPM takes
oscillatory steering action after the corner to correct residual track errors. By
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Figure 5.9: 90◦ runway exit controlled by PSC and EPM at 10m/s and 15m/s.
116
CHAPTER 5. PREDICTIVE STEERING CONTROL
employing this preview-oscillation steering strategy, PSC maintains the lateral
deviation below 10m through and after the corner. With sufficient safety
margin maintained to the edge of the runway, PSC is able to execute a right-
angle runway exit at a speed that is 3 times as fast as a typical 5m/s for
manually operated aircraft. Given that 15m/s is an extremely high speed for
this particular manoeuvre, PSC shows its strong capability of steering control,
especially at a high speed.
5.4 Optimality of PSC
In this section, GOC is employed as a benchmark, based on which we can
evaluate the optimality of PSC. PSC is compared with the optimal solution
identified by GOC at 20m/s. Here we use the same optimal solution as in Sec-
Figure 5.10: Aircraft trajectory of PSC and GOC at 20m/s.
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Figure 5.11: Comparison between PSC and GOC in a 45◦ runway exit at
20m/s.
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tion 4.4. The aircraft trajectories of PSC and GOC are illustrated in Fig.5.10.
It can be seen that PSC executes a runway exit manoeuvre which is very close
to the optimal solution; the trajectory of PSC largely overlaps with the optimal
trajectory. The difference between these two trajectories can hardly be seen
despite the reduction of track cost achieved by GOC. The lateral deviations
are plotted in the top panel of Fig.5.11, from which we can see that PSC and
GOC have a similar track error history with the same peak value. However,
two minor differences in the magnitude of lateral deviation can be observed;
the aircraft controlled by PSC experiences slightly higher track error both be-
fore and after the corner. Additionally, the variation of sign illustrates how
the aircraft negotiates this runway exit manoeuvre by oscillating around the
centreline; PSC has a similar variation of sign compared to GOC, but with a
small phase shift. The steering angles of both controllers are illustrated in the
bottom panel. PSC takes advantage of the preview-oscillation steering strategy
which is the same as the optimal solution. PSC applies an oscillatory steering
input with lower magnitude compared to the optimal solution, which results
in the increase of track cost. Since the implementation of PSC involves lineari-
sation of the aircraft model and a rough estimation of the aircraft trajectory,
its feedback control gain may not be the optimal one in terms of minimizing
track error. But it still can be considered as a near-optimal controller, which
is computationally efficient and suitable for real-time implementation.
5.5 Tyre behaviour
The tyre behaviour is the most important factor that has direct influence on the
aircraft movement on the ground. At a typical taxiing speed, e.g. 20m/s, the
tyre/ground forces are much higher than the aerodynamic forces. Therefore,
the tyre capabilities fundamentally affect the aircraft stability boundary and
hence the physical limit of ground manoeuvres. In this section, we look into
the tyre behaviours to investigate the reason behind the difference in the three
controllers’ (EPM, GOC, PSC) performance. A 45◦ runway exit at 20m/s is
119
CHAPTER 5. PREDICTIVE STEERING CONTROL
considered as an example scenario.
When a steering action is applied on the nose gear, the direction in which
the wheel is pointing becomes different to the direction in which it is actually
travelling. Due to the tyre slipping sideways, a lateral velocity is developed
in its local coordinate system, as shown in Fig.5.12. The oscillations in the
tyre lateral velocity can be observed in GOC and PSC due to the oscillatory
steering input. The optimal solution from GOC has the highest lateral velocity
among the three controllers, which might be a disadvantage because it causes
more tyre wear.
In the tyre coordinate system, the angle between the forward velocity and
the resultant velocity is know as the slip angle. It determines how much lateral
force is generated by the tyre; the lateral force increases nonlinearly with the
slip angle until it achieves the optimal slip, at which point the tyre becomes
saturated and the lateral force starts to decrease. The tyre slip angles and
optimal slips are illustrated in Fig.5.13. In a right-hand turn, the optimal
slip of the right gear is decreased due to the weight transfer between landing
gears. It can be seen that in GOC, the right gear is closer to the saturation
point compared to the other two controllers. The optimal solution tends to
make the most of the tyres’ capacity; while in PSC, the maximum slip angle
of the right gear turns out to be 3 degrees lower than the optimal slip. The
lateral force generated by each gear is shown in Fig.5.14; it can be seen in
the middle panel that the three controllers have the same peak value despite
the small difference in the slip angles. Near the optimal slip angle, the tyres
do not generate more lateral grip regardless of whether the tyre saturates or
not. Indeed, tyre saturation can be dangerous for ground manoeuvres, causing
the aircraft’s skidding and loss of control. Therefore, in view of the safety of
ground operations, PSC provides an advantage over GOC with near-optimal
performance.
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Figure 5.12: Lateral velocity of the nose, right and left landing gear.
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Figure 5.13: Slip angles and optimal slip of the nose, right and left landing
gear.
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Figure 5.14: Lateral force on the nose, right and left gear.
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5.6 Robustness study
In this section, the proposed controller’s robustness to uncertainties and dis-
turbances is studied in a 45◦ runway exit manoeuvre at 15m/s. Throughout
the robustness study, all the simulations are based on the same set of con-
trol gains which are obtained with the nominal aircraft configuration (a total
weight of 54500Kg with a forward CG position of 30%MAC).
Firstly, to investigate the controller’s sensitivity to the control gain at dis-
crete lateral accelerations, we develop a compact version of PSC (PSCC).
Specifically, PSCC uses a fixed control gain sequence which is obtained by
taking the average of all the control gains at different lateral acceleration lev-
els. Afterwards, PSCC is tested with uncertainties including the aircraft’s
total weight, CG position, road friction coefficient and tyre conditions. These
factors would largely change the dynamics of the aircraft hence the stability
of the controller. The baseline case is based on the nominal configuration on
a dry road surface (friction coefficient of 1). Without re-tuning the controller,
PSCC is employed to control the modified aircraft model on different runway
conditions. The results are then compared with the baseline.
5.6.1 Constant control gain
In the original PSC method, a transient control gain is identified via interpo-
lation between the precomputed set of control gains. To make the control law
more compact and computationally efficient, PSC with constant control gain
(PSCC) is proposed here. The constant gain is obtained by taking average of
the whole set of control gains. The averaged control gains at different speeds
are illustrated in Fig.5.15. PSCC is tested at various speeds from 10m/s to
20m/s. The track cost and control cost are illustrated in Fig.5.16. Using the
averaged control gain, PSCC tends to apply less steering which results in a
slightly higher track cost. Lateral deviation and lateral acceleration are plotted
in Fig.5.17. It can be clearly seen that all the results by PSCC are very close
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Figure 5.15: Averaged control gains at different speeds
Figure 5.16: PSC v.s PSCC at different speeds
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to the baseline (PSC). In this way, this compact version of PSC is validated
and the following robustness analysis will be based on PSCC. The computation
speed of PSC and PSCC are very close despite PSCC running slightly faster
than PSC by 0.001s for each time step. This is because the interpolation in
PSC is very efficient and most of the computation time is spent on the cal-
culation of the 2,000 preview points. The computation of control algorithm
takes around 0.1s for a single time step of 0.01s running on a desktop with
Intel Core i5-4460 CPU. The computation speed can be significantly increased
by a more powerful multi-core processor and parallel programming.
Figure 5.17: PSCC v.s. PSC at different speeds
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5.6.2 Weight and CG
To investigate the proposed controller’s sensitivity to the two most basic pa-
rameters weight and CG, the aircraft total mass is varied between 49500kg and
64500kg; the CG is varied between 26% and 32% along the mean aerodynamic
chord. The controller has a fixed control gain which is based on the nominal
configuration (54500kg, 30%MAC). All the cases turned out to be stable; the
Figure 5.18: Control cost and track cost for different mass and CG position
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track cost and control cost are shown in Fig.5.18.
It can be seen that within the range of standard operational mass and CG
position, the proposed control law is stable and effective in the presence of
uncertainties. Particularly, with a more rearward CG position, the controller
achieves a lower track cost with less amount of actuation. Considering air-
craft CG is usually moving backward due to the reduction of fuel load, the
uncertainties in total mass could be compensated by this effect. Trajectories
are plotted for three typical configurations in Fig.5.19. The variation of track
cost doesn’t result in a big difference of trajectories, which implies that the
Figure 5.19: Aircraft trajectories for different mass and CG position
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controller is robust to varying mass and CG position. Particularly, the larger
aircraft mass (configuration C) results in a higher track cost but with lower
maximum lateral deviation during the corner. In this case, the aircraft would
be further away from the runway boundary due to less corner-cutting.
5.6.3 Runway conditions
In addition to the mass and CG, tyre/ground friction force is another factor
that would greatly change the aircraft’s behaviour on the ground. Tyre/ground
forces are mainly affected by the runway condition and tyre characteristic (e.g.
tyre pressure). The original tyre model is multiplied by a factor(normalized
coefficient of friction) to represent different surface conditions. PSCC is then
Figure 5.20: Track cost and control cost on different runway conditions
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Figure 5.21: Trajectories on different runway conditions
examined on different road conditions with coefficient of friction varying from
0.6 to 1 which is the baseline. The forward speed is set to 15m/s which is a
typical exit speed. The track cost and control cost are illustrated in Fig.5.20.
With decreased coefficient of friction, both the track cost and control cost
increase dramatically. Trajectories for cof of 0.8, 0.7 and 0.6 are depicted in
Fig.5.21. The controller can safely cope with COF greater than 0.7 with
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Figure 5.22: Lateral deviation and steering angle on different runway condi-
tions
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maximum lateral deviation around 6 meters as shown in Fig.5.22. When COF
goes down to 0.6, it becomes challenging to make a 45-degree runway exit
manoeuvre. The aircraft overshot the centreline by more than 10 meters before
the track error could be corrected by massive steering actuation. Therefore,
with COF lower than 0.7, the forward speed must be reduced and the control
gain should be re-tuned accordingly.
5.6.4 Crosswind disturbance
Aircraft on the ground are subject to disturbances, for example crosswind
which is a significant component of prevailing wind perpendicular to the run-
way centre line. The proposed controllers are examined in the presence of a
constant crosswind (varying from 5m/s to 20m/s) from west to east, which
generates a negative yaw moment. From the track cost and control cost as il-
lustrated in Fig.5.23, it can be seen PSCC tends to use dramatically increased
steering to achieve the same level of total track error. Fig.5.24 and Fig.5.25
Figure 5.23: Track cost and control cost subject to crosswind
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Figure 5.24: Lateral deviation subject to crosswind
Figure 5.25: Lateral deviation and control input with gust wind
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show the lateral deviation and steering input respectively. An extra amount
of steering is applied to compensate the negative yaw moment caused by the
crosswind. The controller shows good robustness in the presence of crosswind.
5.7 Concluding remarks
The presented Predictive Steering Control method can be employed to drive
the aircraft to follow a target path. This proposed control law is computa-
tionally efficient so that it can be implemented in real-time. The proposed
controller is studied when negotiating three generic runway geometries at a
wide range of forward speeds. In comparison with a pilot model that repre-
sents an expert pilot’s operation, PSC achieves better performance by using
a linear quadratic method with look-ahead. Taking advantage of a 20s road
preview, the controller starts to steer from a large distance prior to the cor-
ner. The aircraft takes a preview-oscillation steering strategy to build up an
oscillatory yaw momentum such that the aircraft is able to turn more easily,
following a larger turning radius. Additionally, PSC is compared with GOC
which provides the numerically-optimal solution. The comparison shows that
PSC is a near-optimal controller which is very close to the optimal solution.
One of the biggest strengths of PSC is that it requires much less computational
power such that it can be implemented in real-time.
To make PSC more compact and efficient, the interpolation between con-
trol gains for different lateral acceleration levels is replaced by a constant
control gain sequence (PSCC). PSCC shows good effectiveness although it
leads to a slightly increased track cost. A comprehensive robustness study
has been carried out for PSCC with respect to uncertainties (mass, CG, and
road conditions) and disturbances (crosswind). PSCC shows good robustness
to uncertainty and disturbance under standard operational configurations and
conditions. The presented control law mainly concerns lateral control with a
constant forward speed. In practice, however, brakes and thrust can also be
used to execute a manoeuvre. Future work could focus on longitudinal control
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and optimization.
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Chapter 6
Conclusion and outlook
6.1 Summary
The overall objective of this research is to improve the efficiency and security of
airport operations via the automation of ground manoeuvres. A highly reliable
and robust controller allows more stable and efficient ground manoeuvres than
a pilot could achieve, reducing aviation incidents and increasing traffic capacity.
In particular, we aim to identify a suitable control method to automate runway
exit manoeuvres, especially high-speed runway turnoff; these manoeuvres are
executed by following the centreline in different runway geometries. This work
is focused on steering control, with the constant forward speed controlled by a
PI controller. Three control methods are employed to address this problem: a
linear pilot model EPM with single preview point, a numerical off-line optimal
controller GOC, and a real-time near-optimal controller PSC.
This study makes contributions to the literature on control of aircraft
ground manoeuvres in following ways. Firstly, the Expert Pilot Model is
specifically designed for aircraft steering control on the ground, which lim-
ited research has been conducted on. The simple Proportional-Integral control
algorithm based on steady-state prediction achieves better path following per-
formance compared with average pilots. Secondly, the optimal control strategy
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for runway exit manoeuvres is revealed for the first time by using Generalised
Optimal Control. It provides a benchmark for controller design in the future.
Thirdly, the proposed Predictive Steering Control (PSC) provides advantages
over the original LQ controller via an extended prediction horizon of 20s based
on steady-state handling equation. It is suitable for real-time implementation
and able to achieve near-optimal solutions.
In Chapter 2, a fully parameterised nonlinear aircraft model is presented,
providing accessibility to all the aircraft’s states. A realistic combined slip
tyre model is proposed with parameters chosen to represent nose and main
landing gear respectively. The tyre model is able to capture the most important
nonlinear effect, i.e. the tyre/ground friction force. Two mathematical tools,
bifurcation analysis and dynamic simulation, are used to study aircraft ground
dynamics. Bifurcation analysis provides a global picture of aircraft steady
turning circle solutions with varied control inputs and operational parameters.
The bifurcation diagrams illustrate how turning solutions change with thrust
force and steering angle over various CG positions and runway conditions.
In conjunction with bifurcation analysis, dynamic simulations are employed
to investigate aircraft’s transient behaviours when subject to a specific control
input. This chapter proves that the proposed aircraft model is able to simulate
realistic aircraft ground behaviours.
In Chapter 3, we present an Expert Pilot Model for aircraft steering con-
trol on the ground, which can be used to study manually operated ground
manoeuvres by pilots. It is tuned to an expert level to investigate high-speed
manoeuvres on the ground. This pilot model is developed on the basis of a
simple realistic driver model which is initially developed for ground vehicles. It
is based on a single preview point located by projecting along a steady turning
circle, which is determined by the aircraft’s current speed, steering angle, and
understeer gradient. We improve the pilot model by an additional yaw rate
control, which can significantly reduce over-corrections of the steering angle.
The results show that EPM can be successfully used to automatically execute
runway exit manoeuvres by following the centreline. It is tuned to represent
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the best performance an expert pilot could achieve, and hence provides a lower
benchmark for future controller development.
Conversely, in Chapter 4, we explore an upper benchmark for the controller.
Generalised Optimal Control (GOC) is employed to numerically investigate
the optimal solutions for aircraft runway exit manoeuvres, providing a way to
evaluate the best possible effectiveness of a real-time controller. Since GOC is
an iterative algorithm and requires calculations in reverse time, it is suitable
for off-line investigation rather than real-time implementation. Three scenarios
are investigated for the high-speed runway exit manoeuvre. In the case of
following the centreline, the cost function is comprised of the track cost and
final attitude cost. To investigate the time-optimal solution for fast runway exit
manoeuvres, an additional cost component with respect to the final distance to
a target point is employed. Consequently, the aircraft executes the runway exit
by cutting the corner at high speed. Finally, the optimal control sequence in
the case of minimum tyre wear is identified, where an additional cost associated
with tyre wear is added to the cost function. This chapter proves that GOC
is able to converge to the optimal control input that achieves the minimum of
a specific cost function.
In Chapter 5, Predictive Steering Control can be employed to follow a tar-
get path. This proposed control law is computationally efficient, and hence
suitable for real-time implementation. The proposed controller is studied when
negotiating three generic runway geometries at a wide range of forward speeds.
The aircraft takes a preview-oscillation steering strategy to achieve an oscilla-
tory yaw momentum such that the aircraft is easy to turn, following a larger
turning radius. PSC is a near-optimal controller which gets close to the op-
timal solution. To make PSC more compact and efficient, the interpolation
between control gains for different lateral acceleration levels is replaced by a
constant control gain sequence (PSCC). PSCC shows good effectiveness al-
though it leads to a slightly increased track cost. Additionally, PSCC shows
good robustness to uncertainty and disturbance under standard operational
configurations and conditions.
138
CHAPTER 6. CONCLUSION AND OUTLOOK
6.2 Future work
A high fidelity aircraft model is able to capture accurate ground dynamics,
however, it results in high complexity and heavy calculation burden. The air-
craft model could be simplified by a reduction of the model’s associated state
space dimension or degrees of freedom, while preserving the properties and
characteristics of the full order model as much as possible. In order to be appli-
cable to real-world problems, an approximation of the original model, referred
to as a reduced order model, is required to be computationally efficient and ro-
bust. Future research could consider development of reduced order models, as
these would potentially enable alternative control strategies using on-line simu-
lation and optimisation, with acceptable computational speed. The commonly
used methods for Model Order Reduction (MOR) include projection-based
MOR, e.g. Krylov methods and POD methods, and truncation-based MOR,
e.g. Balanced Truncation, Poor Mans TBR and Modal Truncation.
In this research, the proposed controller PSC is focused on steering control,
leaving the forward speed separately controlled at a constant level. A fixed
forward speed, however, is not commonly considered in real-world operations.
Indeed, brakes and thrust are also important to negotiate a specific ground
manoeuvre, the efficiency of which could be further improved by the optimal
control of forward speed. Taking advantage of a reduced order model, Model
Predictive Control (MPC) might be used to optimise lateral and longitudinal
behaviours simultaneously. The main advantage of MPC is the fact that it
allows states at the current time to be optimized, while taking future time
behaviours into account. This is achieved by optimizing a finite time-horizon,
implementing the current time solution and then optimizing again repeatedly.
It could be interesting to explore how MPC might optimise the control as an
alternative to PSC.
Aircraft modelling is subject to uncertainties in the operational parame-
ters, for example, as a result of fuel consumption its mass is decreasing and CG
position is moving backward. A controller that could adapt to a system with
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varying parameters potentially provides further advantages. A correction so-
lution to catering for these uncertainties is to apply robust control techniques.
Another alternative is to investigate adaptive control. Adaptive control is
concerned with control law changing itself without the need for a priori infor-
mation about the bounds on these uncertainties or time-varying parameters.
Adaptive control methods, either model reference or self-tuning, usually re-
quire identification of the dynamics.
To implement the proposed controller in a real world application, there is a
lot of future work to be done. The runway centreline needs to be extracted from
sensors, and the delay caused by the sensors must be taken into account when
designing a controller. This research is focused on runway exit manoeuvres.
However, further control systems should cover the whole phase of taxiing from
the runway to the gate. Therefore, a reliable collision avoidance system is
desired especially for busy airports.
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