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Abstract
Quantum transport has far-reaching applications in modern electronics as it enables the control of currents in nanoscale systems
such as quantum dots. In this paper we introduce tinie: a state-of-the-art quantum transport simulation framework, which can
efficiently perform first-principle calculations based on the Landauer-Bu¨ttiker formalism. The computational repertoire of tinie
includes calculations of transmission, conductivity, and currents running through arbitrary multi-terminal two-dimensional transport
devices, with additional tools that enable the computation of the local density of states. The generality of tinie ranges from wide-
band approximation calculations to investigating systems subject to an external magnetic field. The future prospects of tinie
include the simulation of, e.g., two-dimensional cavities, quantum dots, or molecular junctions. The package is written in Python
3.6, and its well-documented modular structure is designed with an intent to create a platform suited for continuous expansion and
development. With tinie it is possible to obtain specific information about the effects of impurities and imperfections in quantum
devices, particularly between ballistic and diffusive transport regimes.
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PROGRAM SUMMARY
Program title: tinie
Licensing provisions: Boost Software License 1.0
Programming language: Python 3.6
Computer: Tested on x86 64 architectures.
Operating systems: Tested on Linux/Mac OS
Parallelization: Parallelized with mpi4py.
Nature of the problem:
Numerical calculation of the properties of a two-dimensional nanoscale
electron transport system in a uniform magnetic field (zero or non-
zero), specifically the currents running through the reservoirs (leads)
coupled to a quantum dot (central region) and the corresponding trans-
mission coefficients.
Solution method:
The problem solution is split into two stages. The first stage (tinie prepare
stage) prepares the transport system data for the main transport cal-
culation. This data comprise Hamiltonian matrices of the uncoupled
reservoirs and quantum dot regions, their respective sets of eigenfunc-
tions and the coupling matrices between the quantum dot and the reser-
voirs. The second stage (tinie stage) performs the transport calculation
for the given system using the embedding self-energy technique.
Restrictions: The code is restricted to the non-interacting equilibrium
transport problems.
Unusual features: The code is modular in structure, allowing for easy
extension and introduction of different reservoir/quantum dot/coupling
types. Additionally, tinie is compatible with systems in a non-zero uni-
form magnetic field.
Additional comments: The source code is available at https://gitlab.
∗Corresponding author.
E-mail address: joonas.keski-rahkonen@tuni.fi
com/compphys-public/tinie and Python package in https://pypi.
org/project/tinie/. An extensive documentation of the code func-
tionality can be found in the README.md file accompanying the code.
Running time: Seconds to days, depending on the simulation and par-
allelization.
1. Introduction
Quantum transport is one of the most common – and at the
same time most tedious – concepts in condensed matter physics
dating back to the beginning of mesoscopic physics when the
first transport algorithms were developed [1, 2, 3, 4, 5, 6, 7].
Solving a quantum transport problem provides access to cur-
rents, conductances, density of states, and other key properties
of nanosystems including novel structures such as topological
insulators, for example.
In this paper we present tinie: a modern, versatile imple-
mentation of the Green’s function method for solving the equi-
librium quantum transport properties of a generic two-dimensional
(2D) nanostructure. 2D systems are not only convenient theo-
retical models, but they are also experimentally realizable in
various settings including, e.g., semiconductor structures [8,
9, 10, 11], quantum Hall systems [12, 13], topological insu-
lators [14, 15], quantum dots [9, 10, 11, 16, 17, 18, 19, 20, 21],
graphene [22, 23, 24] and other single-layer atomic systems.
Nevertheless, we point out that the core functionalities of our
implementation can be directly extended to a three-dimensional
systems.
Although the Green’s function formalism (see, e.g., Refs. [25,
26, 27]) used in our program has been employed before [28, 29,
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30, 31, 32], tinie approaches the quantum transport problem
from a different point of view by separating it into two parts: (i)
the eigenvalue problem of a closed system and (ii) the transport
in a connected system. The first task is outsourced to external
packages which can be chosen optimally for a given eigenvalue
problem. The transport part can then be performed by employ-
ing the presented software package tinie.
By default, tinie is designed to be compatible with itp2d
package [33] which is optimized for solving tens of thousands
of eigenstates of the time-independent Schro¨dinger equation for
an arbitrary external potential, allowing various experimentally
relevant shapes for quantum dots, for example. The itp2d pack-
age utilizes the imaginary time propagation method [34, 35,
36], which is particularly suited for 2D problems with perpen-
dicular magnetic fields due to the existence of an exact factor-
ization of the exponential kinetic energy operator in a magnetic
field [34, 37, 38]. However, tinie is directly compatible with
other eigenfunction solvers as well. In addition, it is straight-
forward to combine tinie with real-space electronic-structure
methods based on density-functional theory, e.g., the octopus
code package [39].
After solving the given eigenvalue problem, the quantum
transport properties of an open system can be determined by
employing the versatile numerical environment given by tinie.
As an input, the transport code only requires the eigenenergies
of the closed system and the matrices describing the coupling
between the considered system and the attached leads. A tool
for computing these coupling matrices is included. In general,
tinie provides a way to study equilibrium quantum transport in
a multi-terminal system with an arbitrary lead configuration at
zero and finite temperature, even in the presence of an external,
homogeneous magnetic field. tinie is written in modern Python
(version 3.6). Furthermore, it offers a modular platform that
can be easily extended without sacrificing the speed or user-
friendliness.
The structure of the paper is as follows: In Sec. 2, we intro-
duce the quantum transport scheme behind our implementation,
which is described in Sec. 3. In Sec. 4, we present numerical re-
sults of a few prototype systems simulated with tinie. We finish
with a brief discussion and the summary of the paper in Sec. 5.
2. Theoretical background
In order to give a self-contained presentation, we consider first
the conventional Landauer-Bu¨ttiker approach within the Green’s
function formalism, which forms the theoretical basis for the
quantum transport routines in tinie. A reader who is already fa-
miliar with the formalism can advance directly to Sec. 3, where
we describe the design of our implementation in detail.
2.1. Landauer-Bu¨ttiker formalism
A generic framework for quantum transport is covered by a
scattering formalism (see, e.g., Ref. [25]). Instead of describ-
ing states in a closed geometry, we consider the scattering of
electrons in a finite system, or a quantum device, coupled to
infinite leads. The formalism developed by Landauer [1, 6]
and later complemented by Bu¨ttiker [5, 7] provides an intu-
itive physical description for a current flowing in a nanoscale
or mesoscopic structure. The system is composed of reser-
voirs acting as leads and a central part – or conduction device –
that describes a molecule or a quantum well, for example. The
electronic current is understood in terms of transmission prob-
abilities for an electron traveling from one reservoir to another
through the conducting device. In the steady-state regime, the
measured current in a reservoir is the difference between the
currents flowing in and out of the reservoir.
Derived from the time-dependent Schro¨dinger equation [40,
41], the Landauer-Bu¨ttiker formula gives a microscopic under-
standing for a tunneling current in a transport setup. The leads
are initially uncoupled to the central conducting device, being
in equilibrium at different chemical potentials. After the cou-
pling between the leads and the central device is switched on,
the Landauer-Bu¨ttiker formula is recovered as the long-time
limit t → ∞ of the expectation value of the current operator.
However, the idea of instantaneous attaching of the leads to the
central device is experimentally unreasonable. Thus, an alterna-
tive approach has been presented in Ref. [42]. Here, the whole
system is assumed to be already initially connected but in equi-
librium at a unique chemical potential, which is driven out of
equilibrium by an applied bias voltage. Even though the initial
point of view is different in this approach, the same Landauer-
Bu¨ttiker formula is recovered. As was shown later in Ref. [43],
the initial preparation of the system does not affect the steady-
state limit described by the Landauer-Bu¨ttiker formula.
The formalism of Landauer and Bu¨ttiker may also be rig-
orously derived from the microscopic theory based on the non-
equilibrium Green’s function formalism (see, e.g., Ref. [27]).
The interpretation of the system’s properties in terms of Green’s
functions is therefore completely equivalent to the Schro¨dinger
equation. Furthermore, the Fisher-Lee relation [2] connects
the non-equilibrium Green’s function formalism to the math-
ematically equivalent wave function formulation of the scat-
tering problem. When applied to quantum transport, the non-
equilibrium Green’s function method enables the calculation of
currents in a multi-terminal system for all times. The steady-
state value of current agrees with the Mier-Wingreen formula [44,
45], under the assumptions that initial correlations and initial-
state dependencies are washed out in the limit t → ∞, and, in
the same limit, the invariance under time translations is reached.
Restricting to the non-interacting case, the well-known Landauer-
Bu¨ttiker formula [1, 7] is again obtained for the steady-state
current.
2.2. Transport setup
The Landauer-Bu¨ttiker formalism offers a physically appealing
first-principle approach to study steady-state currents in con-
ducting quantum device such as a quantum dot [46] (QD) or a
molecule. We look at a specific setup of partitioning the sys-
tem of interest into leads and a QD. The structure of a trans-
port setup is illustrated for a three-terminal system in Fig. 1. In
general, the Hamiltonian of the studied transport system can be
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divided into the block form of
HL1 0 0 · · · 0 V1
0 HL2 0 · · · 0 V2
...
. . .
...
...
0 0 0 · · · HLN VN
V†1 V
†
2 · · · V†N HC

.
Here it is assumed that the leads α = 1, . . . ,N are coupled only
through the QD and the direct couplings between the leads are
zero.
Figure 1: Typical setup of a multi-terminal transport system. In this case, three
leads are coupled to the quantum device.
To determine the electric transport through the QD, we need
three distinct elements appearing in the partition above: the
Hamiltonian HˆC of the QD, the Hamiltonians HˆLα of all the
attached leads, and the coupling Vˆα between each lead and the
QD. In particular, the eigenenergies {EC} and the corresponding
states {|ψC〉} of the isolated QD can be obtained by interfacing
with a suitable eigenvalue solver, such as itp2d [47]. Secondly,
the eigenfunctions {|ψLα〉}α and their energies are assumed to be
either known analytically, or they can be solved numerically.
For convenience, here we use the Latin indices for the individ-
ual states in the lead, whereas the Greek indices refer to the
entire lead. Finally, the couplings defining the connection be-
tween the leads and the QD can be either be provided manually,
or estimated numerically as discussed below in Sec. 3.2.
2.3. Embedding self-energy technique
The blocks of a transport setup are combined together for quan-
tum transport within the embedding self-energy technique. Here
the open system of a device connected to the reservoirs is mapped
to a closed system, where the leads are taken into account as
self-energy terms. Similar self-energy terms also capture the ef-
fects of the electron-phonon and electron-electron interactions,
which are neglected here. The term embedding [25, 26, 27]
highlights the fact that the considered self-energies stem from
the coupling between the central region and the lead environ-
ment. They can be viewed to result in an effective Hamiltonian
arising from the interaction of the QD with the leads.
The dynamics of an electron in a QD is encoded in retarded
and advanced Green’s functions [27]:
GˆR(ω) =
ω1 − HˆC −∑
α
ΣˆRα(ω)
−1 ,
GˆA(ω) =
ω1 − HˆC −∑
α
ΣˆAα(ω)
−1 ,
(1)
where 1 is the identity operator. The couplings to the termi-
nals are now taken into account by introducing the embedding
retarded and advanced self-energies, which are defined, respec-
tively, as
ΣˆRα(ω) = Vˆ
†
αg
R
α(ω)Vˆα and Σˆ
A
α(ω) = Vˆ
†
αg
A
α(ω)Vˆα, (2)
where Vα describes the coupling of the lead α to the QD, and
gRα(ω) and g
A
α(ω) are the retarded and advanced Green’s func-
tions of the lead α at energyω, respectively (see, e.g., Ref. [27]).
In the terms of the lead Hamiltonian HLα , these Green’s func-
tions are
gRα(ω) =
[
(ω + iη)1 − HˆLα
]−1
gAα(ω) =
[
(ω − iη)1 − HˆLα
]−1
.
The positive infinitesimal η accounts for the proper causal struc-
ture in the retarded and advanced Green’s functions: the re-
tarded Green’s function is analytic in the upper-half of the com-
plex plane, whereas the advanced function is analytic in the
lower-half of the plane. We could have included an infinitesimal
imaginary part in the Green’s functions in Eq. (1) as well, but
the self-energy stemming from the coupling to leads effectively
gives rise to a finite imaginary contribution that will swamp it.
For each lead α, we associate a rate operator [27], or a
level-width function, which is given by the difference of the
self-energies as
Γˆα = i
[
ΣˆRα(ω) − ΣˆAα(ω)
]
. (3)
Thus, the imaginary part of the embedding self-energy func-
tions (2) gives rise to the broadening of the energy levels. Intu-
itively, the real part of the embedding self-energy could be ab-
sorbed into the Hamiltonian of the device, therefore only shift-
ing the poles of the Green’s function, whereas the imaginary
part of the embedding self-energy gives the width of the peaks.
In a physical view, the coupling of the QD to the leads shifts
its energy levels arising from the real part of the embedding
self-energy. However, these levels have a finite life-time as an
electron can escape from the QD to the leads, or vice versa,
which is characterized by the rate-operators.
Similarly, one often encounters a difference of the retarded
and advanced Green’s functions, known as the spectral func-
tion [27],
Aˆ = i
[
GˆR(ω) − GˆA(ω)
]
.
Since the spectral function describes the spectral density in the
QD due to the lead self-energy, we may weigh the function by
the occupation probability and integrate over the energy to ob-
tain the non-equilibrium density matrix for the QD:
ρˆ =
∫
dω
2pi
fFD(ω − µ)Aˆ(ω),
3
where µ is chemical potential, and the Fermi-Dirac function
with temperature T is defined as
fFD(ω; T ) =
(
eω/T + 1
)−1
.
In the absence of interactions, the steady-state current can
be expressed in the terms of the transmission between two dis-
tinct leads α and β [25, 26, 27] as
Tαβ(ω) = Tr
[
GˆR(ω)Γˆβ(ω)GˆA(ω)Γˆα(ω)
]
(4)
The transmission Tαβ is directly related to the probability for an
electron of energy ω to be transmitted from the reservoir α to
the reservoir β via the QD. On the other hand, the backscattering
transmission α = β is given by
Tαα(ω) = Tr
[(
1 − iΓˆα(ω)GˆR(ω)
) (
1 − iΓˆα(ω)GˆR(ω)
)]
. (5)
The current contribution from the reservoir α to the reser-
voir β is described by the partial current
iαβ = 2
∫
1
2pi
[
fFD(ω − Vα − µ; T )
− fFD(ω − Vβ − µ; T )
]
Tαβ(ω) dω.
(6)
The factor of two in front of the integral stems from the spin
degeneracy. The total current is then determined as a sum over
all partial currents for the particular lead:
Iα =
∑
β
iαβ.
It should be emphasized that the total current is unaffected by
the backscattering (5), as the partial currents vanish for the case
α = β. In the linear response regime, the total current acquires
an Ohmic form of
Iα =
∑
β
Gαβ
(
Vα − Vβ
)
,
where the average conductance Gαβ is
Gαβ(ω) = 22pi
∫
Tαβ(ω′) 14T sech
2
(
ω′ − ω
2T
)
dω′. (7)
with FTH(ω) being the thermal broadening function determined
as
FTH(ω) =
1
4T
sech2
(
ω
2T
)
at temperature T (see, e.g., Ref. [25]). Furthermore, in the
zero-temperature limit, the conventional Landauer-Bu¨ttiker for-
mula [1, 5, 6, 7] is recovered:
lim
T→0
Gαβ(ω) = 22piTαβ(ω). (8)
2.4. Gauge transformation for a magnetic field
In case of a non-zero perpendicular and constant magnetic
field B, we must make sure that the gauge of the vector po-
tential A is consistent with the various choices of the frame of
reference of the central region and its accompanying reservoirs.
The inclusion of an external magnetic field in tinie is one
of its novelty factors. We assume that the vector potential of
the central region is of the linear gauge form A = −Byxˆ. This
choice for the gauge provides us with solutions to the Schro¨dinger
equation that are separable in x and y coordinates, i.e., we may
express ψ(x, y) as ψ(x, y) = φ(x)χ(y) if ψ(x, y) is a viable solu-
tion.
Let us auppose we have a reservoir, which is rotated by an
arbitrary angle θ and centered at (x0, y0) with respect to the ori-
gin, which we assume to be the center of the central region. We
are then provided with the reservoir eigenfunctions of the form
ψ˜(x˜, y˜), where
x˜(x, y) = (x − x0) cos θ + (y − y0) sin θ
y˜(x, y) = −(x − x0) sin θ + (y − y0) cos θ. (9)
Figure 2: Schematic representation of a multi-lead system and the coordinate
bases within the two leads. Angle θ represents the angle between the two bases,
and is in this case 90◦, but may be arbitrary in general.
Our task is to map the eigenfunction ψ˜(x˜, y˜) with the vec-
tor potential A˜ = −By˜ ˆ˜x into an eigenfunction ψ(x, y) with the
vector potential A = −Byxˆ, same as for the central region. Fig-
ure 2 shows an example of how the coordinate systems in the
leads are related. Since we already know how to map the coor-
dinates from one frame to another, we only need to take care of
the gauge transformation of the vector potential. Such a trans-
formation is represented by a complex phase shift eiΛ(x,y) of the
eigenfunction. Here [48]
Λ(x, y) = −B(x − x0)(y − y0) sin2(θ)
+
1
4
B((y − y0)2 − (x − x0)2) sin(2θ).
(10)
To summarize, our gauge transformation of the vector po-
tential has a form
ψ(x, y) = eiΛ(x,y)ψ˜(x˜(x, y), y˜(x, y)). (11)
We want to emphasize that an arbitrary lead configuration can
be taken into account by utilizing this gauge transformation [48]
when the transport system and the leads are affected by a per-
pendicular, uniform magnetic field.
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3. Design of the program
As mentioned in the introduction, tinie is designed for per-
formance and interoperability, as well as for flexibility and ease-
of-use. These features are combined by employing the features
of the Python programming language as well as optimized al-
gorithms and simple data structures.
3.1. Implementation
3.1.1. Discretization of eigenfunctions, potentials and coupling
Due to the nature of numerical computations, we discretize
all the eigenfunctions of the QD and reservoirs by evaluating
them on a 2D grid, transforming ψ(x, y) into Ψ:
Ψ =

ψ(x0, yN−1) ψ(x1, yN−1) · · · ψ(xM−1, yN−1)
ψ(x0, yN−2) ψ(x1, yN−2) · · · ψ(xM−1, yN−2)
...
...
. . .
...
ψ(x0, y0) ψ(x1, y0) · · · ψ(xM−1, y0)
 ,
where x0, x1, . . . , xM−1 are the values of x-axis, discretized over
M equally-spaced points and y0, y1, . . . , yM−1 are the values of
y-axis, discretized over N equally-spaced points. Below we de-
note discretized eigenfunctions of any region as Ψ. This pro-
cedure provides us with a set of discretized QD eigenfunctions
{ΨC} and a set of discretized reservoir eigenfunctions for each
reservoir in the system {ΨLα }.
In the same manner we discretize the potential Vpot(x, y), so
that it becomes Vpot:
Vpot =

Vpot(x0, yN−1) Vpot(x1, yN−1) · · · Vpot(xM−1, yN−1)
Vpot(x0, yN−2) Vpot(x1, yN−2) · · · Vpot(xM−1, yN−2)
...
...
. . .
...
Vpot(x0, y0) Vpot(x1, y0) · · · Vpot(xM−1, y0)
 .
Next, we discretize the calculation procedure for the cou-
pling matrix. Here we use the following approximation of Eq.
(15):
[Vα]i j ≈
∫
Ω
−1
2
Ψ∗Lα,i ◦
[
∇2ΨC, j + 12 iBy
∂
∂x
ΨC, j
]
+Ψ∗Lα,i ◦
[
Vpot +
1
2
B2y2
]
◦ΨC, j dr,
(12)
where ΨLα,i is the ith eigenfunction of the reservoir α, ΨC, j
is the jth eigenfunction of the central region, Vpot is the dis-
retized potential energy function of the overlapping region, ◦ is
the Hadamard element-wise matrix product operator, and Ω is
the region of overlap between the central region and the reser-
voir. We use the finite-difference methods implemented in the
Python package findiff [49] to numerically evaluate the Lapla-
cian ∇2 and the partial derivative ∂
∂x . The numerical integration
is performed with scipy’s Simpson’s rule integration routines
[50].
3.1.2. Discretization of Hamiltonians
We select our eigenfunction sets in such a way that they
form an orthonormal basis for their respective eigenspaces. Hence,
the Hamiltonians for both the central region and the reservoir
are diagonal. We then define our Hamiltonian operators in a
matrix form for the central region:
HC = diag(EC0 , E
C
1 , . . . , E
C
Nctr−1),
where HC ∈ RNctr×Nctr , Nctr is the total number of states in the
central region, and {ECj }Nctr−1j=0 are the corresponding eigenener-
gies of the central region. Similarly for the reservoirs we have
HLα = diag(E
Lα
0 , E
Lα
1 , . . . , E
Lα
Nres,α−1),
where HLα ∈ RNres,α×Nres,α , Nres,α is the total number of states in
the reservoir α, and {ELαi }Nres,α−1i=0 are the corresponding eigenen-
ergies of the reservoir α. This procedure provides us with a
matrix form Hamiltonian of the QD and each of the reservoirs.
3.2. Coupling matrix
While the Hamiltonians and eigenfunctions of the QD and
reservoirs are calculated in a straightforward fashion based on
the definition of the system, the calculation of the coupling ma-
trix – necessary for transport calculations described in Sec. 2.3
– requires additional elaboration. There are several ways to cal-
culate the coupling. Many transport codes resort to the tight-
binding coupling model [51], which is an approximation to the
analytical form of the coupling. The coupling matrix elements
can be written in an exact form as
[Vα]i j = 〈ψLα,m|Hˆ|ψC,n〉, (13)
where ψLα,i is the ith eigenfunction of the reservoir that we cou-
ple to the central region and ψC, j is the jth eigenfunction of the
central region. The Hamiltonian operator Hˆ for a particle of
charge q in a magnetic field has a general form of [52]
Hˆ =
1
2
( pˆ − qAˆ)2 + Vˆpot, (14)
where pˆ = −i∇ is the momentum operator, Aˆ is the vector po-
tential operator, and Vˆpot is the potential operator.
3.2.1. Overlap coupling
We may consider the coupling caused by the overlap of
wave functions in the the region between the reservoir and the
central region. In this case, with the choice of gauge defined in
Sec. 2.4, the coupling of Eq. (13) has the form
[Vα]i j =
∫
Ω
ψ∗Lα,i(r)
[
−1
2
∇2 + 1
2
iBy
∂
∂x
+
1
2
B2y2 + Vpot(r)
]
ψC, j(r) dr,
(15)
where Ω is the region where our descriptions of the reservoir
α and the central region overlap. In case the system contains
more than one reservoir that is coupled to the central region, we
need to calculate the coupling matrices for all the reservoirs in
the system.
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3.2.2. Tight-binding coupling
In some physical scenarios, it may also be plausible to look
at the coupling caused by the tunneling of electrons from the
reservoirs to the center region and the other way around. Such
a coupling is incorporated into the tight-binding model as fol-
lows:
[Vα]i j =
∫
ΩLα
∫
ΩC
ψ∗Lα,i(r
′)ψC, j(r)
‖r′ − r‖2 e
−iθ dr dr′, (16)
where ΩC is the section of the central region that we couple to
the section of the reservoir α, ΩLα . The phase factor e
−iω comes
from the Peierls substitution that accounts for the inclusion of
the vector potential in the system (see, e.g., Refs. [53, 54, 55]).
In our case, the magnetic field is constant and perpendicular to
the plane, leading to a particularly simple form of the factor θ
with the choice of gauge described in Sec. 2.4:
θ = −B
2
(x′ − x)(y′ − y). (17)
3.2.3. Self-energy calculator
From Eq.(4) we deduce that in order to obtain the transmis-
sion and currents we need the rate operators of the leads (Γˆα(ω))
and the retarded/advanced Green’s functions (GˆR/A(ω)). Equa-
tions (1) and (3) suggest that we first need to compute the ad-
vanced and retarded self-energies. Using Eq. (2) we obtain
ΣR/Aα (ω) = V
†
α
[
(ω ± iη)1 −HLα
]−1 Vα, (18)
where 1 is an identity matrix. The probe energy ω is discretized
according to the user-specified energy spacing dω. Because we
represent the Hamiltonian operators in the eigenbasis, the ma-
trices (ω ± iη)1 − HLα are diagonal, making them computa-
tionally easy to invert. With ΣR/Aα (ω) known, we get the rate
operators
Γα(ω) = i
[
ΣRα(ω) − ΣAα(ω)
]
(19)
3.2.4. Green’s functions calculator
With retarded self-energies calculated, we can now get the
Green’s functions. However, according to Eq. (1) explicit nu-
merical solution of the Green’s function might be computation-
ally expensive, as it requires an inversion of a dense matrix.
A more efficient computational approach may be outlined as
follows. First, we define the inverse retarded Green’s function
operator
[GR(ω)]−1 = (ω + iη)1 −HC −
∑
α
ΣRα(ω). (20)
We note the introduction of an additional small term η, which
is not present in Eq. (1), but we justify it as an additional mea-
sure that would ensure the numerical stability of our results.
The inverse advanced Green’s function operator is defined sim-
ilarly as [GA(ω)]−1 = ([GR(ω)]−1)†. Then, we observe that
in Eq. (4) we never explicitly need the Green’s functions to
compute the transmission, but rather we are only required to
know their products with the rate operators. Hence, we use
scipy.linalg’s solve routine to solve the linear equation
[GR/A(ω)]−1X = Γα(ω) for X efficiently. This gives us ev-
erything we need to calculate transmission and currents in the
transport system.
3.2.5. Transport properties calculator
As the final step, we evaluate the transmission from reser-
voir α to reservoir β by calculatingGR(ω)Γβ(ω) andGA(ω)Γα(ω)
as described in Sec. 3.2.4 and then using Eq. (4). The cal-
culation of Tαβ(ω) for all possible reservoir pairs gives us the
transmission matrix T evaluated at the probe energy ω.
To compute the total current Iα running through each reser-
voir, we first compute the matrix of partial currents i. At this
point, we extract the chemical potential µ, transport system tem-
perature T , and reservoir bias voltages Vα provided by the user
to calculate the partial current matrix elements iαβ according to
Eq. (6). We use the scipy’s Simpson’s rule routine for the in-
tegration. The integration boundaries are determined according
to the chemical potential, reservoir bias voltages, and the broad-
ening of the Fermi-Dirac distribution due to non-zero tempera-
tures.
Additionally, after computing the transmission matrix we
are able to evaluate the conductance matrixG using the result of
Eq. (7). The transmission and the thermal broadening function
are computed by using numpy’s routines.
3.2.6. Density of states calculator
In addition to the transport properties discussed in Sec. 2.3,
it is often beneficial to study how the energy states within the
transport system are distributed. To that end, there are two
quantities that provide us with crucial information: density of
states g(ω) (DOS) and local density of states ρ(r, ω) (LDOS).
We may evaluate DOS directly from the retarded Green’s func-
tion GˆR(ω) [25]:
g(ω) = −1
pi
Tr
[
Im
(
GˆR(ω)
)]
. (21)
To compute the LDOS, we must first project the retarded
Green’s function of Eq. (1) into real space as
GˆR(r, r, ω) =
∑
i, j
ψ∗C,i(r)Gˆ
R(ω)ψC, j(r), (22)
where ψC,i is the ith eigenfunction of the central region. The
LDOS is then computed as [25]:
ρ(r, ω) = −1
pi
Im
[
GˆR(r, r, ω)
]
. (23)
We conclude the description of tinie’s numerical routines
with description of its procedure of DOS and LDOS computa-
tion. Unlike Sec. 3.2.4, from Eq. (21) we observe that in case
of DOS/LDOS computations we need to know the value of the
Green’s function. As such, this time we can’t go around com-
putationally expensive inversion of a dense [GR(ω)]−1 matrix.
Upon inverting the inverse of the retarded Green’s function, we
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get retarded Green’s function GR(ω). We may then use Eq. (21)
to obtain DOS g(ω):
g(ω) = −1
pi
Tr
[
Im
(
GR(ω)
)]
. (24)
To compute LDOS ρ(r, ω), we project GR(ω) into the real
space numerically as follows:
GRr (ω) =
∑
i, j
[
GR(ω)
]
i j
(
Ψ∗C,i ◦ΨC, j
)
, (25)
then we use Eq. (23):
ρ(r, ω) = −1
pi
Im
[
GRr (ω)
]
. (26)
3.3. Program structure
tinie has been written in Python 3.6, but the optimized nu-
merical routines used in numpy and scipy have been inherited
from C and C++. Thus, we have combined the readability of a
high-level language such as Python with the high-performance
computing features of a lower-level language such as C++. tinie
is written in an object-oriented programming fashion, so all
of the essential components of the code have been separated
into different classes that interact with each other throughout
the simulation process. The relations between the classes are
summarized in Fig. 3.
System
Initialization
Center
object:
HC , {ΨC}
Coupling
objects:
Vα
Lead
objects:
HLα , {ΨLα }
System
object:
read/write
Calculator
object:
compute
SelfEnergy
object:
Σ
R/A
α ,Γα
GreenFunction
object:
GR/A
Transport
Properties:
Tαβ,Gαβ, iαβ, Iα
DOS
and LDOS:
g(ω), ρ(r, ω)
Figure 3: tinie object relation scheme.
The object types are listed in the following.
• Center object: represents the central region in the trans-
port system. It is responsible for computing/retrieving
the central region Hamiltonian HC and the set of eigen-
functions of the central region {ΨC}. These eigenfunc-
tions are represented by numpy 2D arrays.
• Lead object: represents a lead region in the transport sys-
tem. It is responsible for computing/retrieving the lead
region Hamiltonian diagonal matrix HLα , as well as its
set of eigenfunctions {ΨLα }.
• Coupling object: represents a coupling region between
a lead and the central region. It is responsible for comput-
ing/retrieving the coupling Vα between the central region
and lead α, which is represented by a numpy matrix array.
• System object: an interface that records the Hamiltoni-
ans and the coupling matrices in an HDF5 file via h5py
module [56]. As Hamiltonians and the coupling matrices
do not change with the transport system parameters (such
as the chemical potential or temperature), these files may
then be reused for multiple transport calculations. Thus,
System object also handles the retrieval of that data from
an already existing file.
• SelfEnergy object: an interface that computes the self-
energies ΣR/Aα and the rate operators Γα for the transport
system for varying values of the probe energy ω.
• GreenFunction object: an interface that computes the
Green’s functions GR/A for the transport system for vary-
ing the values of the probe energy ω.
• Calculator object: an interface that performs the main
transport calculation of partial currents iαβ, total currents
Iα, transmission Tαβ, and conductance Gαβ.
All of the above-mentioned objects are abstract, meaning
that we can implement our own types of the central/lead/coupling
region, specific to the transport system. This can be done by
introducing a new class that inherits from one of those base
classes and defining the respective methods for computation or
retrieval of the system features.
Now we can outline the essential steps of the code execu-
tion:
Step 1: System initialization step. Initializes the Center object
and the Lead objects.
Step 2: Coupling step. Coupling objects are initialized and
the coupling matrices between the regions are com-
puted and stored in those objects.
Step 3: System finalization step. Center, Lead and Coupling
objects are passed into the System interface to store the
transport system data. This completes the setup of the
transport system, preparing it for the subsequent trans-
port calculations.
Step 4: Transport initialization step. System object is passed
into the Calculator object to retrieve the transport
system data.
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Step 5: Calculator initialization step. Within the Calculator,
SelfEnergy object is initialized. It is then passed into
the GreenFunction object for its initialization.
Step 6: Transport calculation step. The system transmission,
conductance, and currents are evaluated at the user-
defined values for chemical potential, temperature, and
lead biases using the self-energies, rate operators, and
Green’s functions.
In essence, Steps 1-3 prepare the transport system for the
calculation (tinie prepare stage), while the transport calculation
itself is performed during Steps 4-6 (tinie stage). These two
stages are thus completely independent from each other, as once
the system is prepared and the system data stored in an HDF5
file, transport calculations with that file can be performed at
will with varying chemical potential values, temperatures, or
lead biases.
3.4. Data files
As described above, tinie prepare and tinie stages perform
two independent parts of the transport calculation. Both of them
produce their own data files so that the data can be processed
at any time. We have chosen HDF5 (Hierarchical Data Format)
for the data storage purposes. All the data of the simulations
is saved in the HDF5 files. As the code has been written in
Python, we have used the h5py package [56] for the read/write
HDF5 routines. Each HDF5 file produced by tinie stage has a
’type’ attribute with the value TINIEfile and each HDF5 file
produced by tinie prepare stage has a ’type’ attribute with the
value PREPTINIEfile. PREPTINIEfile HDF5 files store in-
formation such as the eigenfunctions, eigenenergies and the po-
tentials of a prepared transport system. TINIEfile HDF5 files
store information obtained from a transport calculation of the
system, such as the transmission matrices, conductance, cur-
rents, and the calculation parameters, such as bias voltages, en-
ergy spacing, etc. More detailed information about the contents
and the structure of the HDF5 files that tinie produces can be
found on the tinie’s Gitlab project page.
3.5. Parallelization
The coupling matrix elements can be computed indepen-
dently of each other. This applies also to the transmission eval-
uated at the probe energy ω. Hence, tinie’s routines have been
parallelized by utilizing mpi4py [57, 58] – Message Passing In-
terface for Python based on OpenMPI. When profiling the code,
these two processes were also the ones that were the most time-
consuming. The speed increase due to parallelization is roughly
linearly proportional to the number of processors used for the
computation.
3.6. Comparison with other transport software
Quantum transport is addressed by several software pack-
ages in different domains. For example, there are quite a few
packages, including commercial ones, for computing transport
in molecular junctions. Examples include packages such as
transiesta [30], smeagol [31], openmx [32] and nanodcal along
with nanodsim [59]. These packages combine density-functional
theory with the non-equilibrium Green’s function technique.
Another category of transport codes is mainly geared towards
the simulation of transistors on the nano- and mesoscale. This
class contains packages such as nemo5 [60], nextnano [29],
nanotcad vides [61], and tbsim [62]. An extension of these
packages outside the scope of their specific class is often im-
possible or requires a lot of work. In addition to all these spe-
cialized packages, kwant [28] offers a generic platform for a
tight-binding quantum transport problem without being limited
to a certain class of systems. All these packages go beyond the
scope of tinie by considering more complicated physical effects
such as involving phonon effects or self-consistent electrostatic
potential calculations.
In contrast, tinie emphasizes generality in order to compute
the transport properties in various experimentally relevant two-
dimensional nanostructures. With tinie, it is easy, for example,
to study quantum dots with soft confining boundaries, which
is a difficult regime for quantum transport packages based on
the tight-binding approach. In particular, tinie is designed for
flexibility and ease-of-use as highlighted above. The modular
design of the code enables for an easy expansion to include
additional physical effects. Another advantage of tinie is the
compatibility with external softwares such as itp2d [33]. Fur-
thermore, tinie allows to investigate systems in homogeneous
magnetic fields perpendicular to the transport setup at the level
that is, to the best of our knowledge, beyond the quantum trans-
port packages mentioned above.
4. Numerical testing
4.1. Automated testing framework
We have implemented an automated testing framework for
tinie. It probes all the basic functionalities of the package,
makes sure that the functions of all the system classes behave
as intended, and checks whether the asymptotic behavior of the
numerical algorithms is correct. Most importantly, the frame-
work compares the results of some simple transport calculations
to their analytical solutions and checks the crucial symmetry
properties of the transmission and partial current matrices.
4.2. Test cases
4.2.1. One- and two-level systems
Figure 4: Schematic representation of a one-level transport system.
We start with one of the simplest possible transport systems:
a single energy level connected to two leads. Figure 4 shows the
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structure of such a system. We utilize the wide band limit ap-
proximation (WBLA) [27] to infer the transport properties. In a
system that obeys WBLA, the rate operators are independent of
the probe energyω. This allows us to bypass the computation of
the coupling matrices. Instead, the coupling strength between
the leads is then specified by the rate operators, which are con-
stant with respect to ω. tinie supports WBLA as it allows the
user to specify custom rate operators when needed.
Overall, we need to know the following quantities to de-
scribe such a transport system: the energy of the center region
0, rate operators Γα and Γβ for the leads α and β, respectively,
bias voltages in the leads Vα,Vβ, chemical potential µ and tem-
perature T of the system. It can be shown that in the case of zero
temperature and a small potential difference between the leads,
we get the following analytical expressions for the transmission
and current [26]:
Tαβ = 2pi
2
[
Vβ − Vα
] Iα and Iα = ΓαΓβ
(µ − 0)2 + 14 (Γα + Γβ)2
.
(27)
We benchmark the numerical precision of tinie in computing
the current and transmission for different values of the lead rate
operators, and compare the results to the analytical results at
zero temperature. To test the performance of tinie at non-zero
temperatures we thus compare the obtained results against exact
(analytical) benchmark values.
We set 0 = 500, µ = 250. Additionally, we set the bias
potentials of the two leads to be Vα = 0 and Vβ = 10−5. As the
potential difference between the two leads is small, we compare
our numerical results with the analytical result of Eq. (27). We
set the lead rate operators Γα = Γβ = Γ and compute the trans-
mission and current in the system evaluated at various values of
Γ. We start with the zero temperature case. Tables 1 and 2 show
the results with the relative error estimates.
Table 1: Comparison of the transmission values running through a zero-
temperature one-state system computed using tinie against the analytical re-
sults of Eq. (27). Relative error tolerances are near zero due to limitations of
finite-precision arithmetics.
Γ Analytical
Tαβ(µ)
tinie Tαβ(µ) Relative error
0.2 6.3999959 × 10−7 6.3999959 × 10−7 . 10−15
0.4 2.5599934 × 10−6 2.5599934 × 10−6 . 10−15
0.6 5.7599668 × 10−6 5.7599668 × 10−6 . 10−15
0.8 1.0239895 × 10−5 1.0239895 × 10−5 . 10−15
1.0 1.5999744 × 10−5 1.5999744 × 10−5 . 10−15
The values obtained numerically match the analytical val-
ues, especially in case of transmission. The relative error es-
timates are close to zero and limited by finite-precision arith-
metics. For the current, the relative errors are very small as
well. The minor deviations arise from the numerical integra-
tion over transmission values in the region
[
Vα,Vβ
]
.
We note that both the transmission and the current increase
with Γ. In the wide-band approximation regime, the value of
Table 2: Comparison of the current values for a zero-temperature one-state
system computed using tinie against the analytical values of Eq. (27). The
energy spacing for the numerical integration of Eq. (6) is set to dω = 10−7.
Γ Analytical Iα tinie Iα Relative error
0.2 2.0371819 × 10−12 2.0371819 × 10−12 1.910 × 10−8
0.4 8.1487122 × 10−12 8.1487120 × 10−12 1.910 × 10−8
0.6 1.8334543 × 10−11 1.8334543 × 10−11 1.910 × 10−8
0.8 3.2594598 × 10−11 3.2594597 × 10−11 1.910 × 10−8
1.0 5.0928766 × 10−11 5.0928765 × 10−11 1.910 × 10−8
Γ corresponds to the strength of the coupling of the lead to the
central region. Hence, our results are plausible: the stronger the
coupling, the higher the transmission.
We have also investigated a non-zero temperature system
with T = 100. We have changed bias potentials to Vα = 0 and
Vβ = 100. The other system parameters are the same as above,
and once again we let Γ vary. For such a system, there is no
closed-form result that we can use for comparison. Instead, we
have compares the results of tinie against numerically accurate
benchmark results. We expect the current values to be higher
in the non-zero temperature transport system due to the broader
probe energy range and the thermal broadening of the Fermi-
Dirac energy distribution. The results of the calculations are
summarized below in Table 3. We observe that the current val-
ues are much higher in this case of non-zero temperature, which
supports our hypothesis.
Table 3: Comparison of the current values running through a non-zero tem-
perature one-state system computed using tinie against the values computed
numerically. The energy spacing for the numerical integration of the current
over the probe energies has been set to dω = 10−2.
Γ Analytical Iα tinie Iα Relative error
0.2 2.1314269 × 10−2 2.1314269 × 10−2 2.824 × 10−9
0.4 4.2630084 × 10−2 4.2630084 × 10−2 5.749 × 10−9
0.6 6.3947360 × 10−2 6.3947360 × 10−2 8.702 × 10−9
0.8 8.5266014 × 10−2 8.5266013 × 10−2 1.160 × 10−8
1.0 1.0658596 × 10−1 1.0658596 × 10−1 1.484 × 10−8
We now move on to a more realistic two-level molecular
junction connected to two leads. Figure 5 shows the struc-
ture of such a system. We consider a center region that can
be interpreted as a molecule, e.g., benzene, where the lower en-
ergy state is the highest occupied molecular orbital (HOMO),
while the higher state is the lowest unoccupied molecular or-
bital (LUMO) [63]. We construct the central region Hamilto-
nian of the form
HC =
[
0 + ∆ 0
0 0 − ∆
]
,
where 0 is the Fermi energy and ∆ is the parameter that we use
to tune the energy spacing. Once again, we utilize WBLA, and
the rate operators of the leads are presented as fixed matrices of
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the form [31]
Γα = Γβ =
[
Γ 0
0 Γ
]
,
where Γ is the coupling strength parameter to be adjusted. To
Figure 5: Schematic representation of a two-level transport system.
demonstrate how tinie handles such a two-level system, we
compute its transmission, setting 0 = 0,∆ = 1, µ = 0. Ad-
ditionally, we set the lead bias voltages to Vα = −2,Vβ = 2. We
consider this system in a zero-temperature environment. We
then investigate the behavior of the system as we vary Γ. We
expect to observe peaks in transmission at the eigenenergies of
the center (0 + ∆ = 1 and 0 − ∆ = −1), and we are interested
in how those peaks vary with changing Γ. Figure 6 contains the
results of the simulations.
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Figure 6: Transmission in a two-level transport system with varying strengths
for the rate operators.
As expected, we find peaks in the transmission at the eigenen-
ergies of the central system. When Γ = 0, the transmission is
constantly zero, as in that case the leads are not coupled to the
center at all. We can see that with increasing Γ the peaks get
broader and higher, and tend to merge together as Γ goes to one.
This result is plausible in view of the physical interpretation of
Γ considered above. By increasing Γ, we increase the energy
bandwidth of the electrons that may pass through the central re-
gion, leading to the widening of the transmission peaks around
the eigenenergies. Hence, tinie correctly captures the essential
physical characteristics of the two-level system.
Figure 7: Schematic representation of the barrier potential in x-direction (top)
and a two-dimensional potential barrier system (bottom).
4.2.2. Potential barrier
Next we consider a conventional potential barrier system,
which can be used to investigate electron tunneling properties
across a nanostructure. The potential of the central region can
be written as
Vpot(x, y) =

EB x ∈ [−W2 , W2 ] ∧ y ∈ [− L2 , L2 ]
0 x ∈ [−W2 , W2 ]C ∧ y ∈ [− L2 , L2 ]
∞ elsewhere.
(28)
Here EB is the barrier height, L is the length of the central region
in the y-direction and W is the width of the barrier in the x-
direction. Figure 7 illustrates Vpot with its key parameters. The
eigenfunctions of the central region in this potential are solved
using itp2d [47]. The central region is then connected to the
system using the Itp2dCenter interface.
Two leads are connected to the central region. The elec-
trons are confined in the y-direction and propagating in the x-
direction. We use a harmonic oscillator potential in the y-direction
and a standard particle-in-a-box potential in the x-direction.
The eigenfunctions for the leads can be solved analytically, lead-
ing to [25]
ψLk,l(x, y) = N cos
(
k(x − xLmax) +
pi
2
)
e−
1
2 y
2
Hl(y), (29)
where Hl(x) is the lth order Hermite polynomial and N is the
normalization factor for the wave function. The indices l and
k are the quantum numbers describing the system in x and y
directions, respectively. The leads have been implemented in
tinie as FiniteHarmonicLead object.
The system has the following spatial confinements for the
lead region and the center region:
• Center region: x, y ∈ [−6, 6];
• Lead α: x ∈ [−100, 0] and y ∈ [−5, 5];
• Overlap α: x ∈ [−6, 0] and y ∈ [−5, 5];
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• Lead β: x ∈ [0, 100] and y ∈ [−5, 5];
• Overlap β: x ∈ [0, 6] and y ∈ [−5, 5].
We set the width of the potential barrier to be 10, that is, y ∈
[−5, 5]. We consider the behavior of conductance G from lead
α to lead β, as we vary the barrier energy EB. Furthermore, we
investigate the temperature effects on the conductance. Figure
8 shows the results of the simulations.
In these numerical studies, we have considered the probe
energy range ω ∈ [0, 15]. In this energy range, each lead is
found to contain 225 000 eigenstates. As for the central re-
gion, solving its Schro¨dinger equation with itp2d yields ap-
proximately 250 eigenstates in the same energy range. Conse-
quently, this transport system is vastly more complex than the
systems considered above in Sec. 4.2.1.
We note that in Fig. 8(a), the conductance only starts to
grow and fluctuate when the energy of the probe electron sur-
passes that of the potential barrier. We observe similar behavior
in Figs. 8(b) and 8(c). However, the picture is slightly more
complex as demonstrated by the presence of minor conductance
peaks below the barrier energy. They arise from the resonances
in the system, as some of the eigenstates in the central region
have energies below the potential barrier. The resonances oc-
cur when an eigenenergy of the lead closely matches one of the
central region eigenenergies.
When the temperature of the system is close to zero, or
small relative to the Fermi energy, every resonance results in a
Dirac delta function-like peak in the conductance. As the tem-
perature is increased to the scales comparable with the Fermi
energy, the peaks become broader and smaller due to the effects
of the thermal broadening on the conductance [Eq. (7)]. Thus, a
single outlying conductance peak will get completely removed
at high temperatures, while the peaks in the areas dense with
conductance resonances will become more pronounced. This
effect of temperature on conductance is observed in Fig. 8, fur-
ther reassuring us that tinie is capable of handling transport sys-
tems of high orders of complexity as well.
4.2.3. Two-dimensional potential well in a magnetic field
We conclude out numerical investigations by simulating a
realistic 2D quantum dot system with a harmonic confining po-
tential and strongly coupled leads. The system is exposed to a
constant and uniform magnetic field perpendicular to the quan-
tum dot plane. The Hamiltonian is written in a form
Hˆ = Hˆ0 +
1
2
ω2(x2 + y2) +
∑
α
Vα(x, y), (30)
where Hˆ0 is the canonical Hamiltonian with magnetic field and
Vα is the potential induced by the presence of the lead α in the
system. In non-zero uniform magnetic fields this Hamiltonian
corresponds to the well-known Fock-Darwin system, up to the
inclusion of the potential terms associated with the leads. We
consider three systems in zero temperature with varying mag-
netic field strengths B and two-lead configurations:
• System I: B = 0, Leads 0 and 1 connecting to the quan-
tum dot from left and right, respectively.
• System II: B = 1, Leads 0 and 1 connecting to the quan-
tum dot from left and right, respectively.
• System III: B = 1, Leads 0 and 1 connecting to the quan-
tum dot from left and top, respectively.
We fix the bias energies of Leads 0 and 1 to be V0 = 10 and
V1 = 15. The single-electron Schro¨dinger equation for the cen-
tral region is solved numerically with itp2d. Figure 9 demon-
strates some of the eigenstates. We note that below V0 we do
not observe any probability density ”leaking” into the leads. As
the eigenenergies surpass V0, we start to observe probability
density in Lead 0, until finally with eigenenergies higher than
V1 we see probability density in both Lead 0 and Lead 1. This
is plausible behavior.
Next we utilize tinie to compute transmission, ω-dependent
current Iω and total current running through each of systems
I, II, and III specified above. Additionally, we computed the
LDOS at a few probe energy values for each system: one cor-
responding to transmission peak below V0, one corresponding
to ω-dependent current peak between V0 and V1, and one cor-
responding to transmission peak above V1. Figure 10 shows the
results of the calculations.
We observe a complex structure of Dirac delta function-like
peaks in both transmission and current profiles. The discrete
nature of those peaks arises from the fact that our transport sys-
tem has discrete energy levels both in the central region, as well
as the leads. We can see that the number of peaks in transmis-
sion starts to increase drastically when ω > V1. At this point
the electrons that are emitted from the lead regions have a suf-
ficient amount of energy to propagate from one lead to another
without getting confined in the central region. The LDOS in
Figs. 10(Ic), (IIc) and (IIIc) support this explanation. As we
can see that there is state density present in both Lead 0 and
Lead 1 regions.
We also find peaks below V0 similarly to the potential bar-
rier case in Sec. 4.2.2. The peaks correspond to the electrons
hitting the resonant energies. The LDOS gives us an insight
into the nature of some of those resonant peaks. For instance,
the LDOS in Figs. 10(IIa) and (IIIa) resemble the eigenstates
of the unperturbed system. Similarly, in the range between V0
and V1, we observe resonant peaks. In Figs. 10(Ib) and (IIb) we
once again see LDOS’s that resemble the eigenstates of the un-
perturbed system, further providing evidence that some of the
peaks are caused by the resonance of the states of the transport
system with the eigenstates of the unperturbed system. How-
ever, not all the peaks can be explained in this manner. For
example, the LDOS in Figs. 10(Ia) and (IIb) do not resemble
any unperturbed eigenstate; instead, they demonstrate complex
nodal behavior. We point out that transmission from Lead 0 to
Lead 1 is identical to that from Lead 1 to Lead 0, as it should
be due to the conservation of the probability current.
The current profile is found to be non-zero only in the probe
energy region between V0 and V1. This is to be expected in
a zero-temperature case, as the difference between the Fermi-
Dirac distributions of Eq. (6) simplifies to a rectangular win-
dow. Moreover, we observe that the peaks in the current profile
have the same locations as the peaks in the transmission within
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Figure 8: Conductance in the potential barrier system at varying system temperatures with µ = 0.0, η = 0.02,Vα = 0.0,Vβ = 15.0. The vertical red dotted line
denotes the barrier energy EB, which has been set to 2, 6, and 10 in Figures a), b) and c) respectively. The conductance at zero temperature is scaled by a factor of
50 for visibility.
the considered energy range. This is due to Eq. (6), which can
be interpreted as the convolution over a rectangular window of
the transmission. It preserves the peak locations in the window
range, while removing those outside of it. The total current in
Lead 0 is found to be the opposite of that for Lead 1, which
makes sense due to the law of the current conservation.
Most of the observations above can be explained within the
context of the Landauer-Bu¨ttiker formalism. Consequently, as
our simulations of non-trivial 2D transport systems in the pres-
ence of a magnetic field yield results that follow the same ba-
sic principles, we can say with confidence that tinie’s compu-
tational framework is in solid agreement with the underlying
theory of quantum transport.
4.3. Performance Testing
We present tinie’s performance benchmark results, which
are based on timing the execution of tinie in the test cases of
Sec. 4.2. The simulations have been performed in a HP Apollo
6000 XL230a Gen 9 supercluster with each node having two
Intel Haswell E5-2690 v3 processors, i.e., 24 cores in a com-
puting node. The results are summarized in Table 4.
Each test system has been evaluated at multiple values of
the transport parameters, i.e., varying Γ for one- and two-level
Table 4: tinie’s test case performance benchmark. For one- and two-level sys-
tems, the number of states is computed as the number of non-zero elements in
the rate operator matrix Γ due to the use of WBLA in the computation. For the
potential-barrier and Fock-Darwin systems, the number of states is computed
as the sum of the numbers of elements in each of the coupling matrices in the
system.
System Number of States Core time
One-level (T = 0) 1 0.4 core − sec
One-level (T = 100) 1 5 core −min
Two-level 2 6 core −min
Potential barrier 1.125 × 108 7 core − days
Fock-Darwin 6.4 × 108 1 core −month
systems and T for the potential barrier system. A single tinie
execution computes the transport properties of the system with
one fixed set of transport parameters. In Table 4, the times have
been averaged over the total number of tinie executions per-
formed during the test case computation.
Additionally, the potential barrier system has been evalu-
ated using 64 computing cores, leading to a wall time of 12
hours, further demonstrating the efficiency of the employed par-
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I II III
Figure 9: Examples of numerically solved eigenstates of systems I (left col-
umn), II (middle column), and III (right column). Eigenstates are selected in
such a way, that their eigenenergies in the top, middle, and bottom rows are
below V0, between V0 and V1, and above V1 respectively. The potential is su-
perimposed on the eigenstate figures in greyscale to show the locations of the
leads.
allelization routines. Similarly, for the Fock-Darwin system, 32
computational cores have been used for tinie prepare stage, and
16 cores have been used for tinie stage of the computation. This
results in overall wall time of 41 hours. These results confirm
that tinie is can indeed perform ab initio transport calculations
within a reasonable time frame.
5. Summary
We have presented tinie- a computational simulation frame-
work for quantum transport in two-dimensional systems of ar-
bitrary geometry. tinie Python package provides a comprehen-
sive toolset for quantum transport phenomena in nanoscale sys-
tems. tinie performs its transport calculations from the first
principles, that is, using the Landauer-Bu¨ttiker approach in its
exact form, without any approximations besides those related
to the wave function discretization and numerical differentia-
tion/integration. One of tinie’s core strengths is its capability
to perform calculations in a reasonable time without the need
to resort to approximate theoretical transport formalisms. How-
ever, tinie is also capable of utilizing some of the approximation
regimes, such as the wide band limit approximation.
At this stage of development tinie is compatible with sys-
tems in uniform and static magnetic fields perpendicular to the
plane. To the best of our knowledge, other transport software
e.g., kwant [28], transiesta [30], smeagol [31], openmx [32],
nextnano [29] do not presently provide such a functionality.
This feature of the code allows us to investigate a wide range of
two-dimensional systems having experimental relevance. More-
over, tinie’s modular structure allows for easy expansion and
compatibility with external software, such as itp2d Schro¨dinger
equation solver.
tinie’s versatility has been demonstrated through various
test cases. We have investigated a simple one-state system, a
potential barrier system, and a realistic two-dimensional dou-
ble potential-barrier system in a magnetic field, producing rea-
sonable results of high numerical accuracy. These examples
demonstrate tinie’s suitability and high flexibility for studying
transport phenomena in two dimensions.
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