Around View Monitor(AVM) Based Visual SLAM For Autonomous Parking by 안찬우
 
 
저 시-비 리- 경 지 2.0 한민  
는 아래  조건  르는 경 에 한하여 게 
l  저 물  복제, 포, 전송, 전시, 공연  송할 수 습니다.  
다 과 같  조건  라야 합니다: 
l 하는,  저 물  나 포  경 ,  저 물에 적 된 허락조건
 명확하게 나타내어야 합니다.  
l 저 터  허가를 면 러한 조건들  적 되지 않습니다.  
저 에 른  리는  내 에 하여 향  지 않습니다. 




저 시. 하는 원저 를 시하여야 합니다. 
비 리. 하는  저 물  리 목적  할 수 없습니다. 




Around View Monitor(AVM) Based Visual





자율 주챠를 위한 Arou표d V*ew
Mo珏itor(AVM) 기 반  V표sual SLÅM




지도교수 뱍 재 흥
이 논문을 공학석 사 학위:논문으로 졔출함
2020년 11월
서 울대 학교 융합과학기 술대 학원
지 능정 보융합학과 지능정 보융합학전 공
안찬우











차를 위한 유망한 알고리즘으로 여겨져왔다. 대부분의 Visual SLAM은
전방 카메라를 사용한다. 이러한 시스템 형태에서, Visual SLAM은 대부
분의환경에서잘작동한다.그러나주변환경에특징점이적고,강한빛이
있는환경에서는 Visual SLAM의성능이하락한다.많은수의주차장들은
야외에 위치해있고, 주차선과 같은 단조로운 특징점들만을 가지고 있다.
주차장에서의이러한문제들에대처하고 Visual SLAM의성능을개선하
기위해서이연구에서는 Around View Monitor(AVM)을주요센서로하는
새로운 Visual SLAM알고리즘을제안한다. AVM시스템에서는 Top View
이미지가생성되기때문에푸리에변환은 AVM이미지들로부터동작정
보를 추출하기 위해서 사용된다. 동작정보를 추정하기 위해 reprojection
error또는 photometric error등을비용함수로써사용하는기존의 Visual
SLAM[1], [2], [3]과는 달리 푸리에 변환은 어떠한 특징점 매칭이나 최
적화 과정없이, 참조되는 이미지로부터 대상이 되는 이미지로의 동작 정
보를 간단히 추정할 수 있다. 또한 자동차의 위치를 정확하게 그리고 강
건하게추정하기위해서 landmark를이용한위치추정방법이사용되었다.
이 연구에서 landmark라함은 주차선끼리 만나는 Cross point(교차점)을
말한다.이 연구에서 landmark를 이용한 위치추정은 세가지 단계로 나뉜
i
다. 첫번째 단계는 교차점을 탐색하는 것이다. 주로 이미지에서 특징점
을 찾기 위해 Image Segmentation 방법을 사용하는 기존의 AVM 기반의
SLAM연구[4], [5]와는 달리 이 연구에서는 Image Segmentation 보다 훈
련이더쉽고간단한 Object Detection네트워크인 YoloV3[6]를사용하여




점의 ID가 비교적 자주 바뀌는 현상이 일어나서 푸리에 변환으로부터의
동작 정보와 현재 관찰된 특징점 정보를 사용하여 Nearest Neighbor[8]
방법을 통해 추가적인 Data Association을 구현하였다. 푸리에 변환으로
부터의동작정보는비교적정확하고,교차점사이의거리는멀기때문에
Data Association의 정확도는 Deep SORT[7]만 사용했을 때보다 정확해
졌다.이후에마지막단계에서는일정개수이상의 data association이이루
어졌을때, Singular Value Decomposition을이용하여새롭게동작정보가
추정된다. 기존의 Visual SLAM 과 제안된 SLAM 알고리즘의 성능을 비
교하기 위해서 주차장에서 실험을 진행하였고, LOAM[9]이 알고리즘의
비교를위한 Groundtruth로서사용되었다.
주요어 : 동시적 위치추정 및 지도생성, 자율 주차, Landmark 기반 위치
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Simultaeneous Localization And Mapping(SLAM)이란지도의생성과
위치추정을동시에하는것을의미한다.만약센서를통하여주변환경을




정적인 구동을 위해서 필수적인 기술이다. SLAM 알고리즘에는 대표적
으로광원을이용하여주변물체를인식하는센서인 Light Detection And
Ranging(LiDAR)를사용하는 LiDAR SLAM, RGB-D카메라를사용하는
RGB-D SLAM, IMU를사용하는 Visual Inertial SLAM혹은 Visual Inertial




에 사용할 특징점을 정의해야한다. 그리고 정의된 특징점을 이미지에서




있다.특징점간에 Data Association이결정되었으면마지막으로 Tracking
과정을 거쳐서 로봇의 움직임을 추정한다. 추정된 움직임 정보를 이용하
여앞서찾은특징점을전체지도에추가한다.이과정에서기존에지도에
없던특징점들은새로이지도에추가되게된다.각단계에는 SLAM방법
마다 다양한 방법들이 존재하는데, 자세한 내용은 다음 절들에서 자세히
다루겠다.
1.2 특징점탐색
특징점 탐색에서 특징점은 SLAM 시스템에서 지도를 구성하는 요
소들을 의미한다. 특징점은 지도에 등록됨과 동시에 현재 찾은 특징점을
이용하여 현재 지도에서 비슷한 특징점을 탐색함으로써 로봇의 현재 위
치를 추정하는 것을 가능케 해주는 요소이다. 특징점은 SLAM 시스템을
구현하는사용자에의해, SLAM시스템이사용되는환경에따라서다양하




들끼리 특징 기술자에 의해 서로 구분되어 존재한다. 특징 기술자기반의
특징점으로는 ORB[10] 등의 다른 기술자에 비해 비교적 속도가 빠른 이
진기술자가대표적이다. ORB[10]는 FAST[11]특징점과 BRIEF[12]특징
기술자가 합쳐진 것인데, FAST[11]의 빠른 특징점 탐색과 BRIEF[12]의










은 Data Association이다. Data Association이란현재탐색된특징점이현재
지도에등록된특징점중어떤특징점에해당하는지판단하는과정을말한
다. Visual SLAM에서특징점기반의 Data Association중가장대표적인방
법은 Nearest Neighbor(NN)[8], Multi-Hypothesis Tracker(MHT)[14], Joint
Compatibility Branch and Bound(JCBB)[15], Simple Online and Realtime
Tracking(SORT)[16]등의방법이있다. NN[8]은현재탐색된특징점에대
해서지도상에가장가까운 feature를 association시키는방법이다.지도상
에서 가깝다는 것은 여러가지 metric이 있을 수 있는데, 측정되는 데이터
의 종류에 따라서 유클리디언 거리, 마할라노비스 거리등 다양한 metric
이사용된다. MHT[14]는탐색된특징점각각에대해서여러가지가설을
보유하고있으므로 Data Association의성공률을높인다.하지만특징점이
많아지고 가설의 개수가 많아짐에 따라서 계산 비용이 기하급수적으로
높아진다는 단점이 있다. 또한 JCBB[15]는 현재 탐색된 특징점과 지도
상의 특징점간의 결합 분포 확률을 비교함으로써 Data Association의 성
공률이 높지만, 특징점이 많아질 수록 계산 비용이 많다는 단점이 있다.
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SORT[16]는계산비용이높은 JCBB[15]의대안책으로서제시되었고,선
형 모델의 칼만 필터와 헝가리안 알고리즘을 결합한 알고리즘을 제시하
였다. 이는 간단한 알고리즘 구조로도 JCBB[15] 이상의 성능을 보였다.
하지만 특징점이 선형 속도 모델을 따른다는 가정을 하였다는데에 한계
점이있다.또한최근에는 Convolutional Neural Network(CNN)을이용한
Data Association알고리즘도각광을받고있다.이러한알고리즘에는대
표적으로 SORT[16]로부터 파생된 Deep SORT[7]가 있는데, 이는 CNN,
칼만필터,헝가리안알고리즘의결합으로뛰어난성능을보인다.
1.4 Tracking
Visual SLAM에서 Tracking이라함은앞서얻은특징점의 Data Asso-
ciation정보를가지고로봇의위치변화를추정하는것을의미한다.일반
적으로 3차원 SLAM인 ORB SLAM[10]이나 DSO[2]와같은알고리즘들
은 비용함수를 정의한다. 전자는 reprojection error라는 개념을 도입하여
association된 특징점들을 3차원 공간에서 2차원 이미지 공간으로 재투
영(reprojection)한 뒤에, 각 특징점의 이미지 좌표계에서의 위치 차이를
계산한것을 비용으로 정의를 하고, 후자는 photometric error라는 개념을
도입하여위치차이대신에픽셀강도의차이를비용으로서정의를한다.
그 이후에는 각각 정의된 비용함수를 최적화하는 방식으로 로봇의 위치
변화를 찾는다. 그 외에 2차원 SLAM에서는 Iterative Closest Point(ICP)





Visual SLAM의 성능이 다른 알고리즘에 비해 얼마나 성능이 좋고
나쁜지판단하기위해서는평가의척도가필요할것이다.어떤 trajectory
에 대한 groundtruth를 Xgt , estimated trajectory를 X , estimated trajectory
가 groundtruth에대해 align된 trajectory를 X̂ 라고할때.두가지의성능비
교척도가존재한다.첫번째는 Absolute Trajectory Error(ATE),두번째는
Relative Error(RE)이다.
일반적으로 ATE[17]가대표적으로성능비교의척도로사용한다. ATE를
계산하기위해단일상태에서의 groundtruth Xi 와 X̂i 사이에존재하는오
차를다음과같이매개변수화한다.




Pi = ∆RiP̂i +∆Pi
Vi = ∆RiV̂i +∆Vi
∆Ri = Ri(R̂i)T




마지막으로 N개의시스템상태에대해서 Root Mean Square Error(RMSE)
가계산된다.























자율주차(Autonomous Parking)는 자동차를 사람의 개입없이 자동
적으로 주차공간에 평행주차, 수직주차, 사선주차 등의 방법으로 주차하
는 것을 의미한다. 자율주차가 가능해지면, 기존의 많은 조종과 주의가
필요한 제한된 주차공간에서의 주차보다 향상된 안정성과 편의성을 지
닌 주차를 할 수 있게 된다. 자율주차는 Advanced Driver Assistance Sys-
tems(ADAS)라고불리는,운전자에게주행상의편의성과안전성을제공
하기 위한 운전자 보조 시스템의 4단계에 속하는 기술이다. 일반적으로
ADAS는 6개의 단계로 나뉘는데 0단계부터 3단계는 차선 감지, 차선 유
지,충돌가능성이있는장애물감지,긴급정지등의기능이주였다면,자
율주차가 포함된 4단계부터는 자동차의 제어의 많은 부분이 자율화된다.







반사되서 돌아오는 신호를 감지하여 주변 환경을 인지하고, 조향각과 주
행 속도를 제어해서 가능한 주차 공간에 계획된 경로를 통해서 자동차를
주차하는것을목표로한다.이후에도이러한초음파센서기반의자율주




2003년부터 Toyota에서는 Intelligent Parking Assist(IPA)라는이름으
로자율평행주차기능이제공되는 Prius Hybrid차량을상용판매하였다.
2006년부터는 Lexus에자율평행주차뿐만아니라사선주차기능도추가



















첫번째는 흔히 어쿠스틱 센서라고 불리는 초음파 센서이다. 초음파 센서
를 이용한 SLAM은 음파 신호를 주변으로 발산하여 주변의 물체에 반사




감지할 수 있다는 불안정성이 있다[19]. 두번째로는 라이다 센서가 있다.
라이다는 Light Detection and Ranging(LiDAR)의줄임말로,광원과수신기
를사용하여원격의개체를탐지하고거리를측정하는센싱기술이다.이
센서를 기반으로 하는 SLAM 알고리즘은 일반적으로 단일 센서를 이용
하는 SLAM 알고리즘들중에서 가장 성능이 좋은 알고리즘에 속한다. 대
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표적인알고리즘으로는 Lidar Odometry and Mapping(LOAM)[9]이있다.
하지만 이렇게 라이다를 기반으로 하는 SLAM 알고리즘의 성능이 좋다
고하더라도라이다센서자체의비용이다른센서들보다월등히비싸고,




동차에 앞, 뒤, 양옆에 각각 광각 카메라를 장착한후 자동차 주변 360도
환경을하나의이미지로볼수있게해주는 Around View Monitor(AVM)
센서시스템이있다.전방카메라기반의 SLAM기술은자동차를기준으
로자동차의앞의환경을촬영하여얻은이미지를이용한다.이러한전방
카메라 기반의 SLAM 기술에 대표적인 것으로는 모노 카메라를 사용하
는 Direct Sparse Odometry(DSO)[2], 스테레오 카메라를 사용하는 ORB
SLAM2[1], Stereo Direct Sparse Odometry(Stereo DSO)[3]가있다. DSO
와같은모노카메라를사용하는알고리즘같은경우에는카메라를하나만
사용하기때문에 SLAM을통해만든지도의스케일을결정할수없는문






기반의 SLAM은이미지에서고유의특징을가지는 ORB[10], BRIEF[12],
SIFT[21] 와 같은 feature descriptor 또는 이미지의 픽셀 강도를 이용하
여 자동차의 동작을 추정하기 때문이다. 실제로 자율주차를 하는 주차창
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환경은 텍스쳐가 풍부하지 않고 대부분의 주차장이 야외에 있기 때문에
강렬한빛이카메라의정상적인작동을방해할때가많다.또한주차의이
동경로에는 잦은 전후진과 빠른 회전이 포함되어 있기 때문에 시야각이
좁은 전방 카메라는 특징점을 놓쳐버릴 가능성이 높고[22], 결과적으로
앞서언급한주차장의환경에서는낮은성능을낼가능성이높다.
이에 비해서 AVM 센서는 주변환경을 멀리 볼 수는 없지만 자동차 주변





이용하고,지도생성이나루프결합을위해 AVM이미지를 Image segmen-
tation [5]이나 포인트 클라우드화 [23] 하여 사용을 하였고 위치 추정 자






할수있다면 [23], [5]과같이 AVM과다른센서를결합하여알고리즘을
구성할때,전방카메라의경우와비슷하게더정확하고안정적인성능의
SLAM 시스템을 구성할 수 있을 것이다. 또한 센서 결합을 하지 않더라
도 AVM만을이용하여주차장에서전방카메라기반의 Visual SLAM보다
강건하고 정확하게 자동차의 위치추정을 할 수 있다는 것은 큰 장점이
될 것이다. 이에 따라서 본 연구에서는 순수하게 AVM 이미지를 이용한
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Visual SLAM 알고리즘을 제시할 것이다. 본 연구에서는 자동차의 동작
정보를 알아내기 위하여 AVM 이미지에서 주차선의 교차점을 탐색하고
추적한다 그리고 이미지 내부의 모서리 정보를 추출하였다. 주차선의 교
차점은 Yolo v3[6]를 사용하여 탐색하였고, Deep SORT[7]를 이용하여
추적하였다. 이미지 내부의 모서리는 Canny Edge Detection[27]을 사용
하여추출하였다.또한추출된모서리정보는마치라이다센서로주변을
스캔한 포인트 클라우드로 생각할 수 있는데, 일반적으로 이러한 포인트
클라우드 집단이 여러개가 있을 때 집단끼리의 상대적 위치를 결정하는
것을 스캔 매칭이라고 한다. 전통적으로 스캔 매칭은 1992년에 Besl 과






이터는 자동차 주변의 환경을 위에서 바라본 하나의 이미지라고 생각 할
수 있고 주차 위치 추정 문제는 2D 위치 추정문제로 생각할 수 있다. 따
라서 본 연구에서의 스캔 매칭 문제는 이미지 등록(Image Registration)
문제로치환될수있다[32].일반적으로초기값을몰라도두이미지를등
록할수있는많은방법들이있지만스캔이미지는조밀하지않은점들의
집합이기 때문에 일반적인 이미지와는 성질이 다르다. 따라서 ORB[10],
BRIEF[12], SIFT[21]와같은특징점을기반으로하는이미지등록방법은
적합하지 않다. 이미지 내의 모든 정보를 이용하여 이미지 사이의 회전,
이동을 추정해야 하기 때문에 이미지를 주파수 영역으로 변환함으로써
푸리에 변환을 이용하여 이미지 사이의 회전, 이동을 추정해낼 수 있다.
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여기서얻은동작정보와앞서얻은교차점정보를이용하여간단한 Near-
est Neighbor 알고리즘을 통해, 지도에 등록되어 있는 교차점과 현재 관
찰하는 교차점의 관계를 추정해내는 Data Association 과정을 진행한다.
그리고 나서 최종적으로 앞서 계산한 모든 정보들(교차점 위치, 추적 정
보, 동작 추정 정보)을 이용하여 자동차의 최종적인 위치 정보를 재추정
하고 갱신한다. 제안하는 Visual SLAM 알고리즘을 소개하기 위해 전체
구성을다음과같이하였다. 3.2에서제안하는 Visual SLAM의방법에대
해서 설명하고, 3.3에서 제안한 방법의 타당성을 검증하기 위한 실험을
진행하였다. 또한 제안된 방법의 위치 추정의 정확도는 기존의 전방카메







Top View 이미지를 받게되면 미리 학습된 Yolov3[6]를 이용하여 교차점
을탐색한다.탐색된교차점은 Deep Sort[7]를이용하여빠르게추적되고
고유의 ID가 부여된다. 이 ID는 추후에 Data Association 단계에서 더욱
정확한추적을위해사용된다.그리고푸리에변환을이용하여위치를추






얻을 수 있는 것은 두 이미지 사이의 회전, 이동 동작 정보이다. 또한 푸
리에변환을통해동작정보를추출하는과정에서발생하는추정오차,즉
불확실성을 미리 정의된 모델에 의해서 정량적으로 측정한다. 이렇게 측
정된불확실성을이용하여특정조건을만족하면현재이미지를Keyframe
으로서추가를하는과정을거친후다음단계로진행한다.이렇게교차점
의 탐색, 추적, 동작 추출과 Keyframe 생성까지 완료가 되었으면 그 다
음 단계는 푸리에 변환을 통해 얻은 동작정보와 앞서 Yolov3[6] 와 Deep
Sort[7]를통해얻은교차점정보들을토대로새롭게 Data Association하는
것이다. 이 과정을 통해서 똑같은 landmark에 할당된 ID의 개수는 줄이
고 이제까지 보지 못한 landmark정보는 새롭게 추가하여 단계를 마친다.
Data Association까지 모두 완료가 된 후에 마지막 단계는 교차점을 이
용한 landmark기반의 localization이다.이단계는앞서 Data Association
과정을 통해 얻은 현재 관찰된 교차점과 지도상의 교차점의 관계를 이용
하여현재자동차의위치를추정하는단계이다.이방법은과거에지도에
등록되었던 교차점의 위치 정보를 이용하므로 푸리에 변환을 통해 얻은
동작정보보다불확실성이낮은동작정보를얻을수있다는장점이있다.








본 연구에서는 교차점을 탐색하기 위해서 CNN(Convolutional Neu-
ral Network)를 이용한 물체 탐색 방법인 Yolov3[6]을 사용하였다. 많은




차장에서 촬영된 AVM 이미지를 가지고 훈련이 되었고, 입력으로 AVM
이미지를 받으면 출력으로서 이미지상에 교차점이 존재할 수 있는 영역
을 나타내는 사각형 형태의 네 점의 위치를 얻을 수 있다. 본 연구에서는
이네점의중앙점을교차점의위치로서사용을하였다.물체탐색네트워
크를통해서 AVM이미지에서교차점을탐색하게되면,탐색된교차점의
정보를 Deep SORT[7]에 입력으로 주어서 최종적으로 교차점의 위치와
고유 ID를 출력으로 얻게된다. 입력으로 사용되는 AVM 이미지는 그림
2-(a)이고,출력된교차점정보들을입력이미지에표시한것이그림 2-(b)
이다.
이와 동시에 입력 AVM 이미지를 이용하여 이미지상의 모서리정보
를추출하였다.이때사용된방법은 Canny Edge Detection[27]이고,추가적
으로이미지의노이즈를제거하기위해서 Gaussian Filtering을진행하여
마무리하였다. 이때 출력으로 얻을 수 있는 이미지는 그림 3과 같이 추
출된 모서리가 픽셀 강도 255의 흰색, 나머지 부분은 흑색으로 표현되어
있는 바이너리 흑백 이미지이고, 이 바이너리 흑백 이미지는 다음 3.2.3
에서설명할푸리에변환을이용한위치추정에사용된다.
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(a)입력 AVM이미지 (b) 교차점을 AVM 이미지에 표시한








푸리에 변환은 이미지 등록을 위한 여러가지 성질들을 가지고 있다.




다. 이러한 성질은 다음과 같이 설명될 수 있다. 두 개의 함수 f1(x), f2(x)
가다음과같은관계를가진다고해보자.
f2(x) = f1(x− x0) (3.1)
여기서 x0는 두 함수사이의 평행이동값이다. 그리고 식 3.1 양변을 고속
푸리에변환을통해서변환시킨다.
F2(u) = F1(u)e− j2πux0 (3.2)









로 얻을 수 있는 평행 이동 값이다. 따라서 이미지 등록에 있어서 푸리에
변환의 이러한 성질들을 이용하기 위해서 이미지를 이에 맞게 변환하는
과정이 필요하다. 먼저 회전 이동 값을 추정하기 위한 방법을 설명한다.
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푸리에 변환을 이용하여 회전 이동 값을 얻기 위해서는 회전량을 평행
이동으로 바꾸는 작업이 필요하다. 이러한 작업은 일반적으로 Cartesian
좌표계를 극좌표계(polar coordinate)로 바꿈으로써 가능하다. Cartesian
좌표계에서의 회전은 극좌표계에서의 평행이동과 같기 때문이다. 해당
내용을수식으로표현하면다음과같다.초기에두이미지 f1(x,y), f2(x,y)
가 있다고 해보자. 두 이미지는 서로 회전 α, 평행이동 x0,y0의 관계에 놓
여있다고하면다음과같이표현할수있다.
f1(x,y) = f2[(xcosα+ ysinα)− x0,(−xsinα+ ycosα)− y0] (3.4)
이후식 3.4의양변의푸리에스펙트럼을구한다.이는푸리에스펙트럼이
이동변환에있어서영향을받지않기때문에,각이미지사이의존재하는
평행 이동의 영향을 없애기 위한 작업이다. 그렇게 되면, f2에 존재했던
평행이동값 x0,y0는사라지고다음의식으로정리가된다.
|F1(u,v)|= |F2(ucosα+ vsinα),(−usinα+ vcosα)| (3.5)
식 3.5과같이얻어지는푸리에스펙트럼을극좌표계로서나타내게되면
F1(ρ,θ) = F1(ρ,θ−α) (3.6)
의관계로정리가되게된다.식 3.6는두함수간에평행이동만이존재하는





이 과정을 거친후, 가로와 세로 방향의 평행이동 값을 구하기 위해서 두
개의 스캔 이미지를 각각 수평 방향, 수직 방향으로 사영한다. 이를 수식
으로 표현하면 다음과 같다. f2(x,y) 이미지를 회전 값 α 만큼 회전하여






















장하지 않고 하나의 대표하는 이미지로 저장하여 저장공간을 절약하기
위해서 사용되었던 개념이다. Visual SLAM에서는 대표적으로 Parallel
Tracking And Mapping(PTAM)[40]에서사용하였고, Keyframe을사용함
으로써지도에저장해야하는특징점의수를현저하게낮출수있었다.결
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과적으로는 계산비용, 저장공간의 절약이 가능하였다. 또한 중요한 것중




일반적으로 규칙적으로 특정 frame 수마다 정할 수 있고[41], [40], 두 개
의 이미지에 보이는 특징점 개수가 특정 개수 이상일때[42] 정하는 등의
방법이 존재한다. 본 눈문에서는 Keyframe을 생성하기 위하여 3.2.3 푸
리에변환을이용한위치추정과정에서발생하는불확실성을모델링하여
Keyframe생성기준으로삼았다. 3.2.3의두이미지의위상차이인식 3.3
의 역 푸리에 변환의 결과는 델타 함수이다. 이 델타 함수의 최대값(peak
value)는 이론적으로 두 이미지가 완벽하게 서로 등록(Registration)된다
면 1.0이어야한다.하지만두이미지가서로다른부분,그리고이미지에
존재하는 노이즈로 인해 최대값은 감소하게 된다[36]. 또한 델타 함수에
최대값과 가까운 값이 많을수록 이미지 등록의 확실함은 떨어지게 된다.
따라서 본 논문에서는 푸리에 변환을 이용한 이미지 등록의 이러한 특징
을이용하여불확실성을정의하였고구체적인식은다음과같다.
Uncertainty =
델타함수에서 Peak value * k이상의값개수
Peak value
(3.11)
식 3.11에서 k는 0에서 1사이의값을정하였고, k가 0에가까워질수
록,불확실성이쉽게커져서 Keyframe생성이자주발생하고,반대로 k가




Data Association이란 현재 관찰된 특징점을 지도상의 등록되어 있
는특징점과연관짓는작업을말한다. Data Association이올바르게진행
된다면, 현재 관찰된 특징점이 지도상의 어떤 특징점과 같은 특징점인지




이용하여 교차점을 탐색하였고, Deep Sort[7]를 통하여 탐색된 교차점을
추적하였다.이렇게추적된교차점은교차점의위치와고유한 ID를할당
받게되는데,할당받은 ID가지도에등록되어있는교차점의 ID와같다면
Data Association이성공한것이다.하지만 Deep SORT[7]는물체의선형
속도모델을가정하는 SORT[16]를 CNN기법을사용하여같은 landmark
에여러개의 ID가할당되는 ID switching현상을개선하였지만,교차점정









p(zt |nt , n̂t−1,st ,zt−1,ut) (3.12)
식 3.12에서아랫첨자 t는시간 t에서의단일상태,윗첨자 t는시간
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t까지의 모든 상태를 의미한다. nt는 시간 t에 Deep Sort[7]로부터 들어온
Data Association결과이고, n̂t−1은시간 t-1까지의위의최대가능도측정
자를 통해 추정된 모든 Data Association 결과, zt는 시간 t의 Yolo v3[6]
로부터의탐색된교차점의위치, zt−1은시간 t-1까지의모든교차점탐색
결과, ut는 시간 t에서의 푸리에 변환을 통하여 얻은 자동차의 동작 정보
를 의미한다. 그리고 마지막으로 st는 시간 t까지의 자동차의 모든 위치
정보를 의미한다. 본 논문에서는 Nearest neighbor 방법을 이용하여 최
대가능도 측정자의 Negative log likelihood를 거리 함수로서 설정하였다.
구체적으로는 푸리에 변환을 통하여 얻은 자동차의 동작 정보를 이용해
얻은자동차의월드좌표계에대한현재위치상태를반시계가양수인회
전 α, 오른쪽 방향이 양수인 가로 평행이동 x0, 위쪽 방향이 양수인 세로

















Nearest neighbor방법(k-d tree[44])과식 3.13을통해얻은관측된교차점
의 월드 좌표계에서의 위치 x,y 를 이용하여 지도상에서 위치 x,y와 가장
가까이있는교차점을탐색한후에일정이하의거리(Euclidean distance)




본 연구는 자동차의 위치를 결정하는 변수를 2차원의 회전, 가로 이
동,세로이동,총 3개로가정하기때문에이변수들을결정하기위해서는
최소 2개의 연관된(association) 교차점 쌍이 필요하다. 각 교차점 쌍마다
2개의 식을 얻을 수 있기 때문에 2개의 교차점 쌍을 알고 있다면 총 4개
의 식을 세울 수 있고 최종적으로 위치와 관련된 변수를 결정할 수 있는
것이다. 따라서 앞선 Data Association 과정에서 얻은 교차점 쌍이 최소
2개 이상이라면 교차점을 이용한 Landmark 기반의 위치 추정이 이루어
진다. 구체적인 위치 추정 방법은 다음과 같다. 교차점 쌍은 각 교차점을
나타내는 월드 좌표계에서의 교차점의 위치, 이미지 좌표계에서의 교차
점의 위치로 이루어져 있다. 각 위치를 XW ,XI 라고 한다. 새롭게 추정할
자동차의 회전, 이동을 나타내는 변수를 각각 R, t라고 하고, R은 이미지
좌표계의 점을 월드 좌표계로 나타내는 역할을 하고 t는 월드 좌표계에
서의 자동차의 가로, 세로 방향의 평행 이동을 나타낸다. 이를 구체적인
수식으로나타내면다음과같다.
RXI + t = XW (3.14)















변수 t를고려하지않아도되게된다.이후 Singular Value Decomposition을
통하여회전변수 R을구한다.구체적인수식으로다음과같이표현된다.
H = (XI − centroidXI )(XW − centroidXW )T
USV T = H
R =VUT
(3.16)
평행이동변수 t는앞서구한회전변수 R을이용하여식 3.14에대입하여





앞서 제안한 AVM 기반의 Visual SLAM 알고리즘의 타당성을 검증












제안된 알고리즘의 타당성은 세가지 측면에서 검증을 해보았다. 제
안된알고리즘에서는두 AVM이미지와푸리에변환을이용하여얻을수
있는 동작 정보의 불확실성을 정의하였다. 이렇게 정의된 불확실성 정보
를 이용하여 Keyframe을 생성하였고 이를 통해 AVM 이미지의 매 입력
마다 동작 정보의 불확실성이 누적되는 것을 방지하고자 하였다. 따라서
실제로 동작 정보의 정확도가 개선이 되는지 실제 실험을 통해 확인을




개수가 감소하였는지 실험적으로 확인하고 그로 인해 자동차의 위치 추
정의 정확도에 어떠한 영향이 있었는지 확인하였다. 마지막으로 기존의
Visual SLAM의 대표적인 알고리즘 ORB SLAM2[1], Stereo DSO[3]에
대해서 제안된 알고리즘의 성능을 비교해보았다. 실험 결과에서는 후방
직각주차두번의시도에대한결과그래프와결과통계치를보인다.그리













3.3.2.2 동작정보를이용한 Data Association의효과
그림 9:동작정보를이용하여 Data Association을하지않을때의경로
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그림 10:동작정보를이용하여 Data Association을하였을때의경로
Deep SORT Deep Sort +추가 Data Association




Method min(m) rmse(m) max(m) std(m) path
Proposed 0.1480 0.5905 1.9415 0.3757
Stereo DSO[3] 0.0001 1.9581 2.6999 0.8183
ORB SLAM2[1] 0.0005 1.6596 2.4396 1.0124
표 2:주차 1결과(Total length: 29.122m)
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Method min(m) rmse(m) max(m) std(m) path
Proposed 0.1406 0.4702 0.7888 0.2065
Stereo DSO[3] 0.3484 1.3656 2.0061 0.4709
ORB SLAM2[1] 0.6296 2.0696 2.9020 0.7075






을 생성하여 동작 정보를 구했을 때 동작 정보의 정확성이 더 높은 것을
확인할수있었다. 3.3.2.1의빨간타원표시가된곳을보면자동차의회전
에대한추정이Keyframe을생성하지않았을때보다 groundtruth데이터에
대해서 더욱 정확해진 것을 그래프 상에서 확인 할 수 있었다. LOAM[9]
으로부터 회전 정보를 얻을 수 없었기 때문에 정확한 수치적 비교는 하
지못하였다.하지만그림 7의경우확연하게경로의방향이틀어진것을
확인 할 수 있고, 그림 8의 경우 그림 7에 비해 좀더 groundtruth 경로와
방향이일치하는것을확인할수있다.
두번째로는 동작 정보를 이용한 Data Association의 효과를 확인하는 실
험을하였다.이실험은 Deep SORT[7]의결과에푸리에변환으로부터의
동작 정보를 이용하여 추가적으로 Data Association을 하였을 때 Deep
SORT[7]만 사용하였을 때보다 ID switching 현상이 덜 발생하였다는 것
과 제안된 알고리즘의 위치 추정 성능 향상되는 것을 확인하기 위해서
진행되었다. 실제로 표 1을 보면 Deep SORT[7]의 경우 교차점당 할당된
ID의개수가 9.1개였던반면에추가적인 Data Association을진행하였을
경우 1.5개로줄어드는결과를확인할수있었다.또한이러한 ID switch-
ing 현상의 감소로 인하여 지도에 중복되는 교차점들의 정보가 쌓이는
것을방지할수있고,이로부터추후에잘못된 Data Association이발생할
위험성을 줄이게 되었다. 결과적으로는 자동차의 동작 정보를 교차점을
이용하여계산할때 Data Association이더정확하게되므로위치추정의
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성능도 향상 되었다. 이러한 성능의 향상은 이미지에서 추출하는 교차점
의위치가서로멀다는것과푸리에변환을통해특징점의매칭없이도자
동차의 상대적인 움직임을 추정할 수 있기 때문인것으로 생각된다. 다만
이는앞서얻은동작정보가오차가클때,잘못된 Data Association이발생
할수있다.이러한문제는 AVM으로부터의이미지에왜곡이나노이즈가




주차 1, 주차 2으로 표현하였다. 두 번의 실험에서 rmse를 기준으로 비교
군이되는기존의전방카메라기반의 Visual SLAM[1], [3]대비정확도가
향상된것을확인하였다.실제로실험을하는환경은빛이내리쬐고자동
차가많이없고주차선이잘보이는환경이었고,주차경로상에,짧은시간
동안 큰 회전이 포함된 주차 시나리오였는데, 전방 카메라 기반의 Visual
SLAM알고리즘의경우에는이러한환경의영향으로성능이하락하였다
고생각할수있다.또한 AVM센서자체가넓은시야각과빛변화에대한




본 연구에서는 AVM을 기반으로 하여 Visual SLAM 알고리즘을 제
안하는 것을 목표로 삼았다. 결과적으로 본 연구를 전방 카메라 기반의
Visual SLAM과비교를했을때후방직각주차의주차장시나리오에서더
나은 성능을 보이는 것을 실험적으로 확인했고, 제안된 각각의 방법들이
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본연구에서위치추정의성능향상에의미가있음을실험을통해확인하
였다. 비록 제안된 방법이 주차장에서 기존의 다른 Visual SLAM[1], [3]
보다 나은 성능을 보였다고는 하지만, 실제로 자율주차문제는 센치미터
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Autonomous parking consists of perception, planning, control. During per-
ception procedure in autonomous parking, vehicle should know its location
and perceive surrounding environment. This is called Simultaeneous Local-
ization And Mapping (SLAM). Many SLAM algorithms have been proposed
for accurate perception of environment. Especially, Visual SLAM, which
uses a cheap camera as a main sensor of SLAM algorithm, has been consid-
ered as promising algorithm for autonomous vehicle. Most of Visual SLAM
use front camera setting. In this camera setting, Visual SLAM works well for
most of environments. However, performance of the algorithm gets worse
when environment has few features or strong sunlight condition. Most of
parking lots are located outdoor and have monotonous features like parking
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lines, cars. To address these problems and improve accuracy of Visual SLAM
for autonomous parking, this paper proposes new Visual SLAM algorithm,
which uses Around View Monitor(AVM) as a main sensor. As top-view im-
ages are generated in AVM system, fourier transform is used to extract motion
information from the AVM images. Compared to traditional visual motion
tracking methods[1], [2], [3] which use reprojection error or photometric
error as a cost function to estimate motion, fourier transform can simply
estimate motion from reference AVM image to target AVM image without
any optimization or feature matching. Also, landmark based localization is
used to estimate vehicle’s motion more robustly and accurately. In this paper,
landmark means cross points on parking lines. Landmark based localization
in this paper consists of three procedure. First one is cross point detection.
Cross points are detected using YoloV3[6]. Compared to other AVM based
SLAM methods[4], [5] which use Image segmentation to detect features in
parking lot, training procedure of the neural network is simpler and easier.
Second one is data association. Data association means associating procedure
among features in map and currently observed features in SLAM literature.
Deep SORT[7] is used to track features using currently observed cross points.
As re-identification of tracked features frequently occurs when using Deep
SORT[7], additional data association is done using current motion estima-
tion from image registration and currently observed cross points in Nearest
Neighbor literature. As motion estimation accuracy from reference image to
target image is considerably accurate and distance between cross points is far,
data association accuracy is improved compared to the data association with-
out this additional association procedure. After this data association, if the
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number of associated features is larger than one, motion is newly estimated
using Singular Value Decomposition and positions of associated features.
To demonstrate improvement of proposed SLAM algorithm compared to
other Visual SLAM algorithms, experiments in parking lot are suggested and
compared with traditional Visual SLAM algorithms. Also, Lidar Odometry
And Mapping(LOAM)[9] is used as a groundtruth for comparing the Visual
SLAM algorithms.
Keywords : SLAM, Around View Monitor(AVM), Fourier Transform, Data
Association, Landmark based localization, LOAM, Autonomous Parking
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