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Re´sume´
Cette the`se porte sur l’e´tude mathe´matique du proble`me de projection Markovi-
enne des processus stochastiques : il s’agit de construire, e´tant donne´ un pro-
cessus ale´atoire ξ, un processus de Markov ayant a` chaque instant la meˆme
distribution que ξ. Cette construction permet ensuite de de´ployer les outils
analytiques disponibles pour l’e´tude des processus de Markov (e´quations aux
de´rive´es partielles ou e´quations integro-diffe´rentielles) dans l’e´tude des lois
marginales de ξ, meˆme lorsque ξ n’est pas markovien. D’abord e´tudie´ dans un
contexte probabiliste, notamment par Gyo¨ngy (1986), ce proble`me a connu
un regain d’inteˆret motive´ par les applications en finance, sous l’impulsion
des travaux de B. Dupire.
Une e´tude syste´matique des aspects probabilistes est entreprise (con-
struction d’un processus de Markov mimant les lois marginales de ξ) ainsi
qu’analytiques (de´rivation d’une e´quation integro-diffe´rentielle) de ce proble`me,
e´tendant les re´sultats existants au cas de semimartingales discontinues et
contribue a` e´claircir plusieurs questions mathe´matiques souleve´ees dans cette
litte´rature. Ces travaux donnent e´galement une application de ces me´thodes,
montrant comment elles peuvent servir a` re´duire la dimension d’un proble`me
a` travers l’exemple de l’e´valuation des options sur indice en finance.
Le chapitre 1 pre´sente le proble`me de projection Markovienne et discute
son lien avec la construction de processus ale´atoires a` distributions marginales
donne´es. Ce chapitre rappelle e´galement quelques re´sulats sur les ope´rateurs
inte´gro-diffe´rentiels et les proble`mes de martingales associe´s a` ces ope´rateurs.
Le chapitre 2 est consacre´ a` la construction d’un processus de Markov
mimant les lois marginales d’une semimartingale d’Ito ξ, somme d’un pro-
cessus continu a` variation finie, d’ une inte´grale stochastique Brownienne et
de sauts de´crits par une mesure ale´eatoire M a` valeurs entieres:
ξt = ξ0+
∫ t
0
βs ds+
∫ t
0
δs dWs+
∫ t
0
∫
‖y‖≤1
y M˜(dsdy)+
∫ t
0
∫
‖y‖>1
yM(dsdy).
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Sous l’hypothe`se que soit tδ.δ est uniforme´ment elliptique soit ξ est un pro-
cessus a` sauts pur (δ = 0) dont le compensateur des sauts a une singu-
larite´ de type α-stable en 0, nous construisons un processus de Markov X
qui a la meˆme distribution que ξ a` chaque instant (The´ore`me 2.2). Un
outil cle´ est un re´sultat d’unicite´ pour l’e´quation de Kolmogorov forward as-
socie´e a` un ope´rateur integro-diffe´rentiel non-de´ge´ne´re´ (The´ore`me 2.1). X est
de´fini comme la solution d’un proble`me de martingale associe´ a` un ope´rateur
integro-diffe´rentiel dont les coefficients sont exprime´s comme espe´rance con-
ditionnelle des caracte´ristiques locales de ξ. Le reste du chapitre consiste a`
montrer que cette construction s’applique a` de nombreux exemples de proces-
sus ale´atoires rencontre´s dans les applications. La construction du Chapitre
2 permet en particulier de montrer que la distribution marginale d’une semi-
martingale est l’unique solution d’une e´quation integro-differentielle (EID)
“forward”: il s’agit de l’e´quation de Kolmogorov ve´rifie´e par le processus de
Markov X qui “mime” ξ.
Le chapitre 3 donne une de´rivation analytique directe de ce re´sultat,
sous des hypothe`ses plus faibles. Ces re´sultats permettent de ge´ne´raliser
l’e´quation de Dupire (1995) pour les prix d’options a` une large classe de
semimartingales discontinues, dont ce chapitre pre´sente plusieurs exemples.
L’enonce´ des re´sultats distingue bien les hypothe`ses sous lesquelles la valeur
de l’option ve´rifie cette EID, des conditions qui garantissent qu’elle en est
l’unique solution.
Le chapitre 4 e´tudie le comportement asymptotique, a` temps petit, de
quantite´s de la forme E[f(Xt)] pour des fonctions f re´gulie`res, ge´ne´ralisant
les re´sultats existants dans le cas ou` ξ est un processus de Le´vy ou un pro-
cessus de diffusion au cas ge´ne´ral de semimartingales discontinues.
Le chapitre 5 donne une application de ces re´sultats a` l’e´valuation d’options
sur indice. L’application des re´sultats du Chapitre 3 permet de re´duire ce
proble`me de grande dimension (d ∼ 100) a` la re´solution d’une e´quation
integro-diffe´rentielle unidimensionnelle, et l’utilisation des re´sultat du Chapitre
5 permet d’obtenir une approximation nume´rique dont la complexite´e est
line´aire (et non exponentielle) avec la dimension. La pre´cision nume´rique de
cette approximation est montre´e sur des exemples.
Mots cle´s : projection markovienne, e´quation de Kolmogorov, semimartin-
gale, proble`me de martingale, e´quation forward, e´quation de Dupire.
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Abstract
This PhD thesis studies various mathematical aspects of problems related
to the Markovian projection of stochastic processes, and explores some ap-
plications of the results obtained to mathematical finance, in the context of
semimartingale models.
Given a stochastic process ξ, modeled as a semimartingale, our aim is
to build a Markov process X whose marginal laws are the same as ξ. This
construction allows us to use analytical tools such as integro-differential equa-
tions to explore or compute quantities involving the marginal laws of ξ, even
when ξ is not Markovian.
We present a systematic study of this problem from probabilistic view-
point and from the analytical viewpoint. On the probabilistic side, given a
discontinuous semimartingale we give an explicit construction of a Markov
process X which mimics the marginal distributions of ξ, as the solution of
a martingale problems for a certain integro-differential operator. This con-
struction extends the approach of Gyo¨ngy to the discontinuous case and
applies to a wide range of examples which arise in applications, in particu-
lar in mathematical finance. On the analytical side, we show that the flow
of marginal distributions of a discontinuous semimartingale is the solution
of an integro-differential equation, which extends the Kolmogorov forward
equation to a non-Markovian setting. As an application, we derive a forward
equation for option prices in a pricing model described by a discontinuous
semimartingale. This forward equation generalizes the Dupire equation, orig-
inally derived in the case of diffusion models, to the case of a discontinuous
semimartingale.
Chapter 2 is devoted to the construction of a Markov process mimicking
the marginals laws of an Itoˆ semimartingale ξt, decomposed as the sum of
a finite variation process, a stochastic integral with respect to a Brownian
motion and a stochastic integral with respect to an integer-valued random
v
measure M .
ξt = ξ0+
∫ t
0
βs ds+
∫ t
0
δs dWs+
∫ t
0
∫
‖y‖≤1
y M˜(dsdy)+
∫ t
0
∫
‖y‖>1
yM(dsdy).
If either tδtδt is uniformly elliptic or ξ is a pure jump process such that its
compensator has a singularity at 0 of α-stable type, we construct a Markov
process X which has the same distribution as ξ at each time (Theorem 2.2).
One crucial key is the uniqueness result for the forward Kolmogorov equation
associated to an integro-differential operator (Theorem 2.1). X is defined as
the solution to the martingale problem associated to an integro-differential
operator, whose coefficients are expressed in terms of the local characteristics
of ξ. Another part of this Chapter consists in showing that one may apply
this construction to a large class of stochastic processes used in applications.
The construction of Chapter 2 allows in particular to show that the marginal
distribution of ξ is the unique solution of an integro-differential equation, the
Kolmogorov equation satisfied by the Markov process X mimicking ξ.
Chapter 3 gives a direct analytical derivation of this result, under weaker
assumptions. These results allow to generalize the Dupire’s equation for the
price of call options to a large class of discontinuous semimartingales, for
which we give some examples. We distinguish the assumptions under which
the value of the call option satisfies this integro-differential equation, and the
conditions implying that it is the unique solution of this equation.
Chapter 4 studies the short-time asymptotic behaviour, of the quantities
of the form E [f(ξt)] for functions f regular, generalizing existing results in
the case when ξ is a Le´vy process or a diffusion to the case of a discontinuous
semimartingale.
Chapter 5 gives an application of these results to the evaluation of in-
dex options. The application of the results of Chapter 3 allow to reduce
the problem of high dimension (d ∼ 30) to the resolution of a unidimensional
integro-differential equation and the techniques developed in Chapter 4 allow
to obtain a numerical approximation whose complexity grows linearly with
the dimension of the problem. The numerical precision of this approximation
is shown via examples.
Keywords: Markovian projection, mimicking theorem, semimartingale, mar-
tingale problem, forward equation, Dupire equation.
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Chapter 1
Introduction
1.1 Mimicking the marginal distributions of
a stochastic process
The mathematical modeling of stochastic phenomena in various fields such as
physics, biology and economics has led to the introduction of stochastic mod-
els of increasing complexity, whose dynamics may have history-dependent
features. Examples of stochastic processes with such path-dependent dy-
namics may be found in population dynamics, physics and finance. In most
cases, such processes may be represented as semimartingales [61, 81], which
allow for the use of the tools of Ito calculus.
When we are dealing with Markov processes, a wide range of analytical
tools are available for computation, simulation and estimation problems re-
lated to stochastic models. But, once we go out of the realm of Markovian
models, the complexity sharply increases and tools for computing or simulat-
ing quantities related to non-Markovian stochastic processes become scarce
and are seldom tractable.
However, in many applications one is solely interested in quantities which
depend on a stochastic process (ξt)t≥0 through its marginal distributions i.e.
the distribution ξt for different values of t. A prime example is the option
pricing problem in mathematical finance, where one is interested in comput-
ing quantities of the form E[f(ξt)] for various classes of functions f : R
d → R.
In these situations, the complexity of the problem can be greatly reduced
by considering a simpler model, such as low-dimensional Markov process,
with the same marginal distributions. Given a process ξ, a Markov process
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X is said to mimic ξ on the time interval [0, T ], if ξ and X have the same
marginal distributions:
∀t ∈ [0, T ], ξt d=Xt. (1.1)
The construction of a Markov process X with the above property is called
the “mimicking” problem.
First suggested by Bre´maud [21] in the context of queues (under the name
of ’first-order equivalence), this problem has been the focus of a considerable
literature, using a variety of probabilistic and analytic methods [2, 7, 23, 36,
52, 55, 74, 64, 69, 51]. These results have many applications, in particular
related to option pricing problems [34, 36] and the related inverse problem of
calibration of pricing models given observed option prices [34, 22, 28, 27, 79].
1.1.1 Stochastic processes with given marginal distri-
butions
The mimicking problem is related to the construction of martingales with a
given flow of marginals, which dates back to Kellerer [64]. It is known that
the flow of marginal distributions of a martingale is increasing in the convex
order i.e. for any convex function φ : Rd 7→ R,
∀t ≥ s,
∫
φ(y) pt(y) dy ≥
∫
φ(y) ps(y) dy, (1.2)
Kellerer [64] shows that, conversely, any family of probability distributions
with this property can be realized as the flow of marginal densities of a
(sub)martingale:
Theorem 1.1 ([64], p.120). Let pt(y), y ∈ Rd, t ≥ 0, be a family of marginal
densities, with finite first moment, which is increasing in the convex order:
for any convex function φ : Rd 7→ R, and any s < t,
∀t ≥ s,
∫
φ(y) pt(y) dy ≥
∫
φ(y) ps(y) dy. (1.3)
Then there exists a Markov process (Xt)t≥0 such that the marginal density of
Xt is pt(y). Furthermore, Xt is a martingale.
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This approach has been recently extended by Yor and coauthors [7, 55, 74]
using a variety of techniques. Madan and Yor [74] give three different con-
structions of Markov process with a prespecified flow of marginal distribu-
tions. The first construction is based on the Aze´ma–Yor [6] solution to the
Skorohod embedding problem. The second one follows the method intro-
duced by Dupire [34] involving continuous martingales. The last approach
constructs X as a time-changed Brownian motion.
Such approaches may be applied to the mimicking problem by taking
as pt the flow of marginal distributions of some martingale ξ; the above
contructions then yield a Markov process X which mimicks ξ.
These constructions emphasize the lack of uniqueness of the mimicking
process and show that the mimicking process may in fact have properties
which are quite different from ξ. Even in the case where ξ is a Gaussian
martingale, the Aze´ma–Yor approach yields a mimicking process X which is a
discontinuous and time-inhomogeneous Markov process [74]. Considering the
special case of gaussian marginals, Albin [2] builds a continuous martingale
that has the same univariate marginal distributions as Brownian motion, but
that is not a Brownian motion. Another striking example is given by Hamza
& Klebaner [52], who construct a family of discontinuous martingales whose
marginals match those of a Gaussian Markov process.
Note that these constructions assume the martingale property of ξ. We
will now consider an alternative approach which does not rely on the mar-
tingale property, and is applicable to a semimartingale ξ.
1.1.2 Markovian projection of a stochastic process
Clearly, given a process ξ, there is not uniqueness (in law or otherwise) of the
Markov mimicking process X . However, it is clear that some constructions
are more ’natural’ than others, as we will try to explain.
First, note that the above constructions [74, 52, 2] take as a starting point
the flow of marginal distributions pt of ξ. In many examples, ξ is defined
through its local characteristics (e.g. it is given as a stochastic integral or
the solution of a stochastic differential equation) but its marginal distribution
may not be known explicitly so these constructions may not be applicable.
Indeed, in many cases the goal is to mimic ξ in order to compute pt!
Also, one would like to view the mimicking process as a ’Markovian pro-
jection’ of ξ. However, this interpretation fails to hold in the above construc-
tions. In particular, if ξ is already a Markov process then it is natural to
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choose as mimicking process ξ itself (or at least a copy of ξ with the same
law as ξ). However, some of these constructions fail to have this property, so
they cannot be qualified as a ’projection’ on the set of Markov processes.
Finally, many of these ad-hoc constructions fail to conserve some simple
qualitative properties of ξ. For example, if ξ is a continuous process, one
expects to be able to mimic it with a continuous Markov process X (preser-
vation of continuity). Also, in reference to the martingale construction above,
one can show that it is possible to mimic a (local) martingale ξ with a Marko-
vian (local) martingale X (preservation of the martingale property). These
properties are more naturally viewed in terms of the local characteristics of
the process ξ rather than properties of the marginal distributions. This sug-
gests a more natural, and more general approach for constructing X from
the local characteristics of ξ, when ξ is a semimartingale.
This approach was first suggested by Krylov [69] and studied in detail by
Gyo¨ngy [51] for Ito processes. The following result is given in Gyo¨ngy [51].
Theorem 1.2 ([51], Theorem 4.6). Consider on a filtered probability space
(Ω,F , (Ft)t≥0,P), ξt an Ito process
ξt =
∫ t
0
βs(ω) ds+
∫ t
0
δs(ω)dWs,
where W is an n-dimensional Wiener process, δ and β are bounded adapted
process taking values in Md×n(R) and R
d respectively. Then under the ellip-
ticity condition
tδt.δt ≥ Id,
there exist bounded measurable functions σ : [0,∞[×Rd → Md×n(R) and
b : [0,∞[×Rd → Rd such that
tσ(t, x).σ(t, x) = E
[
tδt.δt|ξt = x
]
b(t, x) = E [βt|ξt = x]
for almost-every (t, x) ∈ [0,∞[×Rd and the stochastic differential equation
dXt = b(t, Xt) dt+ σ(t, Xt) dWt, X0 = 0 (1.4)
admits a weak solution Xt which has the same one-dimensional distributions
as ξt.
The method used by Gyo¨ngy [51] is to construct the Green measure of the
process (t, ξt) with a given killing rate and identify it with the Green measure
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of the process (t, Xt) (with another killing rate), where Xt is any solution
of the SDE (1.4), starting from 0. The difficulty lies in the fact that σ, b
are simply measurable so weak solutions of SDE (1.4) are not unique and X
cannot be characterized by an infinitesimal generator. For the same reason,
(1.4) cannot be used to construct a Markov process so in this setting one
cannot yet speak of a ’Markovian projection’.
Brunick & Shreve [23] extend this result by relaxing the ellipticity con-
dition of [51] but using a totally different approach where the weak solution
of the SDE (1.4) is constructed as a limit of mixtures of Wiener measures,
following a method suggested by Brigo and Mercurio [22]. As in Gyo¨ngy
[51], the mimicking process X is constructed as a weak solution to the SDE
(1.4), but this weak solution does not in general have the Markov property:
indeed, it need not even be unique under the assumptions used in [51, 23]
which allow for discontinuity of coefficients. In particular, in the setting
used in [51, 23], the law of X is not uniquely determined by its ’infinitesimal
generator’ defined as
∀f ∈ C∞0 (Rd) Ltf(x) = b(t, x).∇f(x) +
1
2
[
a(t, x)∇2f(x)] , (1.5)
The ‘computation’ of quantities involving X , either through simulation or
by solving a partial differential equation may not be trivial because of this
non-uniqueness: for example, one cannot even simulate the solution of the
stochastic differential equation under these conditions.
However, what this construction does suggest is that the ’natural’ Marko-
vian projection of ξ is the Markov process –if it exists– with infinitesimal
generator (1.5). If this Markov process exists and enjoys minimal regularity
properties, then one can compute expectations of the form E[f(ξt)|F0] by
solving partial differential equation associated with the operator (1.5).
1.1.3 Forward equations for option prices
These “mimicking theorems” have a natural connection to another strand of
literature : mathematical finance, precisely focuses on the derivation of such
’forward equations’ for expectations of the type
C(T,K) = e−r(T−t)E[(ξt −K)+|F0],
which correspond to the value of call options written on ξ. This connection
comes from the fact that call options values are related to the marginal
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distributions (pT )T≥0 of ξ by
∂2C
∂K2
(T,K) = e−r(T−t) pT (dK),
so a process which mimics the marginal distributions of ξ will also “calibrate”
the prices of call options and forward Kolmogorov equations for pT translate
into “forward equations” for C(T,K). Forward equations for option pricing
were first derived by Dupire [34, 36] who showed that when the underlying
asset is assumed to follow a diffusion process
dSt = Stσ(t, St)dWt
prices of call options (at a given date t0) solve a forward PDE in the strike
and maturity variables
∂Ct0
∂T
(T,K) = −r(T )K∂Ct0
∂K
(T,K) +
K2σ(T,K)2
2
∂2Ct0
∂K2
(T,K)
on [t0,∞[×]0,∞[, with the initial condition
∀K > 0 Ct0(t0, K) = (St0 −K)+.
This forward equation allows to price call options with various strikes and
maturities on the same underlying asset, by solving a single partial differ-
ential equation. Dupire’s forward equation also provides useful insights into
the inverse problem of calibrating diffusion models to observed call and put
option prices [16]. As noted by Dupire [35], the forward PDE holds in a more
general context than the backward PDE: even if the (risk-neutral) dynam-
ics of the underlying asset is not necessarily Markovian, but described by a
continuous Brownian martingale
dSt = StδtdWt,
then call options still verify a forward PDE where the diffusion coefficient is
given by the local (or effective) volatility function σ(t, S) given by
σ(t, S) =
√
E[δ2t |St = S].
Given the theoretical and computational usefulness of the forward equation,
there have been various attempts to extend Dupire’s forward equation to
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other types of options and processes, most notably to Markov processes with
jumps [4, 26, 29, 62, 25]. Most of these constructions use the Markov property
of the underlying process in a crucial way.
A common mistake is to state that Dupire’s forward PDE is a consequence
of Gyo¨ngy [51] mimicking theorem. As pointed out in the previous section,
the construction of Gyo¨ngy’s [51] does not imply a link with the forward PDE
and the derivations of forward PDEs do not make use of Gyo¨ngy’s mimicking
result or any other construction of the mimicking process, but directly derive
a PDE or PIDE for the function C(T,K) = e−r(T−t)E[(ξt − K)+|F0]. The
reason Gyo¨ngy’s result does not allow the derivation of such a PDE is that
the underlying assumptions do not give sufficient regularity needed to derive
the PDE for C(T,K).
However, intuitively there should be a link between these two strands
of results. It therefore remains to describe the link between these two ap-
proaches: on the one hand, the construction of the mimicking process –or
Markovian projection– of ξ and, on the other hand, the derivation of for-
ward equations for C(T,K) = E[(ξt −K)+|F0]. This is precisely one of the
objectives of this thesis. In order to explore this relation, we need to con-
struct, not just a mimicking process which is ’Markov-like’ as in [51, 23] but
a Markovian projection X which is a genuine Markov process, characterized
by its infinitesimal generator and whose marginal distributions may be char-
acterized as the unique solution of the corresponding Kolmogorov forward
equation. Then, we will be able to connect the dots and establish a one-to-
one correspondence between the mimicking process, the forward equation for
call options and the infinitesimal generator of X .
We will show that this construction is indeed possible when ξ is an Ito
semimartingale:
ξt = ξ0+
∫ t
0
βs ds+
∫ t
0
δs dWs+
∫ t
0
∫
‖y‖≤1
y M˜(dsdy)+
∫ t
0
∫
‖y‖>1
yM(dsdy),
(1.6)
where ξ0 is in R
d, W is a standard Rn-valued Wiener process, M is an
integer-valued random measure on [0,∞)×Rd with compensator measure µ
and M˜ = M − µ is the compensated measure associated to M . Namely, µ
is the unique, up to a P-null set, predictable random measure on [0,∞[×Rd
such that∫ .
0
∫
Rd
φt (M(dt dy)− µ(dt dy)) is a (P, Ft)− localmartingale, (1.7)
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(see [61, Ch.II,Sec.1]), implying that for any predictable process φt and for
any T > 0:
E
[∫ T
0
∫
Rd
φtM(dt dy)
]
= E
[∫ T
0
∫
Rd
φtµ(dt dy)
]
. (1.8)
Ito semimartingales form a natural class of stochastic processes, suffi-
ciently large for most applications and possessing various analytical proper-
ties which allow in particular the use of stochastic calculus [81, 61].
An Ito semimartingale may be characterized by its local characteristic
triplet (β, δ, µ), which may be seen as a path-dependent generalization of the
notion of Le´vy triplet for Le´vy processes.1 Under some conditions on the local
characteristics of ξ, we will show that the Markovian projection X of ξ may
then be constructed, as in Gyo¨ngy [51], by projecting the local characteris-
tics of ξ on its state. However, our construction differs from that of Gyo¨ngy:
we construct X as the solution of a martingale problem and ensure that this
construction yields a Markov process X , characterized by its infinitesimal
generator. This regularity of the construction will provide a clear link be-
tween the mimicking process X and the corresponding forward equation and
clarify the link between forward equations and Markovian projections.
1.1.4 Stochastic differential equations and martingale
problems
To construct Markovian mimicking processes for ξ, we will need to construct
solutions to a general ’Markovian-type’ stochastic differential equation with
jumps, given by
∀t ∈ [0, T ], Xt = X0 +
∫ t
0
b(u,Xu) du+
∫ t
0
Σ(u,Xu) dBu
+
∫ t
0
∫
‖y‖≤1
y N˜(du dy) +
∫ t
0
∫
‖y‖>1
y N(du dy),
(1.9)
where (Bt) is a d-dimensional Brownian motion, N is an integer-valued ran-
dom measure on [0, T ]× Rd with compensator n(t, dy,Xt−) dt where
(n(t, . , x), (t, x) ∈ [0, T ] × Rd) is a measurable family of positive measures
1We refer to Jacod & Shiryaev [61, Chapter 4 Section 2] for a complete presentation.
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on Rd − {0}, N˜ = N − n the associated compensated random measure,
Σ ∈ C0([0, T ]×Rd,Md×n(R)), b : [0, T ]×Rd 7→ Rd are measurable functions.
When the coefficients (b,Σ, n) are Lipschitz with linear growth, this equa-
tion has a unique strong (pathwise) solution which may be constructed by
Picard iteration [58]. However, such regularity properties are in general not
available in the examples we shall examine. Furthermore, since in the mim-
icking problem we are only interested in the distributional properties of pro-
cesses, it is sufficient to construct the Markov mimicking process X as a
“weak” –or probabilistic– solution of (1.9). This can be achieved under much
weaker regularity conditions on the coefficients. A systematic construction of
such weak solutions was proposed by Stroock and Varadhan [90], who intro-
duced the notion of martingale problem associated to an operator L verifying
the maximum principle.
If X is a Markov process on a stochastic basis (Ω,F , (Ft)t≥0,P) and L
denotes its infinitesimal generator, defined on a given domain D(L), then for
f ∈ D(L),
M(f)t = f(Xt)− f(X0)−
∫ t
0
Lf(Xs) ds (1.10)
is a P-martingale. This property, which characterizes the law of X in terms
of its infinitesimal generator L, was used by Stroock and Varadhan [90] as a
systematic method for constructing weak solutions of stochastic differential
equations as solutions to “martingale problems” [90].
Let Ω0 = D([0, T ],R
d) be the Skorokhod space of right-continuous func-
tions with left limits, denote by Xt(ω) = ω(t) the canonical process on Ω0,
B0t its filtration and Bt the P−completed right-continuous version of B0t . Let
C0b (Rd) denote the set of bounded and continuous functions on Rd and C∞0 (Rd)
the set of infinitely differentiable functions with compact support on Rd. Con-
sider a time-dependent integro-differential operator L = (Lt)t∈[0,T ] defined,
for f ∈ C∞0 (Rd), by
Ltf(x) = b(t, x).∇f(x) + 1
2
tr
[
a(t, x)∇2f(x)]
+
∫
Rd
[f(x+ y)− f(x)− 1{‖y‖≤1} y.∇f(x)]n(t, dy, x),
(1.11)
where a : [0, T ] × Rd 7→ Md×d(R), b : [0, T ] × Rd 7→ Rd are measurable
functions and (n(t, . , x), (t, x) ∈ [0, T ]×Rd) is a measurable family of positive
measures on Rd − {0}.
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For x0 in R
d, a probability measure Qx0 on (Ω0,BT ) is said to be a solution
to the martingale problem for (L, C∞0 (Rd)) on [0, T ] if Q (X0 = x0) = 1 and
for any f ∈ C∞0 (Rd), the process
f(Xt)− f(x0)−
∫ t
0
Lsf(Xs) ds
is a (Qx0 , (Bt)t≥0)-martingale on [0, T ].
If for any x0 ∈ Rd, there exists a unique solution Qx0 to the martingale
problem for (L, C∞0 (Rd)) on [0, T ], then we say that the martingale problem
for (L, C∞0 (Rd)) on [0, T ] is well-posed.
Ethier & Kurtz [40, Chapter 4, Theorem 4.2] show that the well-posedness
of the martingale problem for (L,D(L) implies the Markov property of X
under Q. Hence when one wants to build a Markovian semimartingale
whose infinitesimal generator is an integro-differential operator such as L,
the existence and uniqueness of solutions to martingale problems for integro-
differential operators are crucial.
Existence and uniqueness for integro-differential operator have been stud-
ied under various conditions on the coefficients. When L has constant co-
efficients b(t, x) = b, a(t, x) = a and n(t, dy, x) = n(dy), then L is the
infinitesimal generator of a pure jump Le´vy process (see Bertoin [19], Sato
[84]). The existence of a solution to the martingale problem for the opera-
tor L with continuous or measurable coefficients and nondegenerate diffusion
matrix has been considered by Skorokhod [87], Stroock and Varadhan [90],
Krylov [68], Lepeltier and Marchal [72] and Jacod [59]. The uniqueness for
a continuous nondegenerate diffusion coefficient was studied by Stroock and
Varadhan [90], Komatsu [66] and Stroock [88]. In all these results, bounded-
ness of coefficients guarantees existence, while uniqueness is based on some
form of continuity of coefficients plus an ellipticity condition of the diffu-
sion matrix. Figalli [42] extends these results to the case of second-order
differential operators with irregular coefficients.
Komatsu [67] was the first to treat the martingale problem for pure jump
processes generated by operators where a = 0. In the case where b and n
are non-time dependent Komatsu [67] proved the existence and uniqueness
of solutions for Le´vy Kernels n(dy, x) which are perturbations of an α-stable
Le´vy measure. Uniqueness in the case of a state dependent singularity at
zero was proved by Bass [10, 11] under some uniform continuity the intensity
of small jumps with respect to the jump size.
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Mikulevicus and Pragarauskas [77] improved the results of Stroock [88]
and Komatsu [66], [67], by allowing a, b and n to be time dependent. They
use a different approach than Stroock [88] or Komatsu [67] by estimating the
unique solution to the Cauchy problem for nondegenerate Le´vy operators in
Sobolev and Ho¨lder spaces. More recently, using tools from complex analysis
and pseudo-differential operators, Hoh [56, 57] explored the well-posedness
of the martingale problem for a non-time dependent operator, when x →
n(dy, x) is in C3d(Rd).
We will mainly use the results of Mikulevicus and Pragarauskas [77] which
cover the case of time-dependent coefficients and whose conditions are easier
to verify in applications.
Lepeltier [72] shows that the notion of solution to martingale problem is
equivalent to the notion of weak solution for a stochastic differential equation
with jumps. [72, Theorem II9] shows that if X is the weak solution of the
stochastic differential equation (1.9), then if one defines
a(t, x) = tΣ(t, x)Σ(t, x),
the probability measure PX0 is a solution themartingale problem for (L, C∞0 (Rd))
defined by equation (1.11) with initial condition X0. Conversely, [72, The-
orem II10] shows that if PX0 is a solution to the martingale problem for
(L, C∞0 (Rd)) starting from X0 then, for any Σ ∈ C0([0, T ] × Rd,Md×n(R))
such that
tΣ(t, x)Σ(t, x) = a(t, x) (1.12)
PX0 is a weak solution to the stochastic integro-differential equation (1.9)
with initial condition X0.
Furthermore, [72, Corollary II10] shows that the uniqueness in law of
the stochastic integro-differential equation (1.9) for a given X0 implies the
uniqueness in law for (L, C∞0 (Rd)) on [0, T ] starting from X0. Conversely the
well-posedness of the martingale problem for (L, C∞0 (Rd)) on [0, T ] implies
the uniqueness in law for any X0 of all the stochastic integro-differential
equations (1.9) such that Σ satisfies (1.12).
1.2 Summary of contributions
This PhD thesis represents my work during the period 2008-2011, at the
Laboratoire de Probabilite´s et Mode`les Ale´atoires (Universite´ Pierre et Marie
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Curie- Paris VI) under the supervision of Rama Cont. It studies various
mathematical aspects of problems related to the Markovian projection of
stochastic processes, and explores some applications of the results obtained
to mathematical finance, in the context of semimartingale models.
Given a stochastic process ξ, modeled as a semimartingale, our aim is
to build a Markov process X whose marginal laws are the same as ξ. This
construction allows us to use analytical tools such as integro-differential equa-
tions to explore or compute quantities involving the marginal laws of ξ, even
when ξ is not Markovian.
We present a systematic study of this problem from probabilistic view-
point and from the analytical viewpoint. On the probabilistic side, given a
discontinuous semimartingale we give an explicit construction of a Markov
process X which mimics the marginal distributions of ξ, as the solution of a
martingale problems for a certain integro-differential operator (Chapter 2).
This construction extends the approach of Gyo¨ngy to the discontinous case
and applies to a wide range of examples which arise in applications, in par-
ticular in mathematical finance. Some applications are given in Chapters 4
and 5.
On the analytical side, we show that the flow of marginal distributions of
a discontinuous semimartingale is the solution of an integro-differential equa-
tion, which extends the Kolmogorov forward equation to a non-Markovian
setting. As an application, we derive a forward equation for option prices
in a pricing model described by a discontinuous semimartingale (Chapter 3).
This forward equation generalizes the Dupire equation, originally derived in
the case of diffusion models, to the case of a discontinuous semimartingale.
1.2.1 Chapter 2 : Markovian projection of semimartin-
gales
Consider, on a filtered probability space (Ω,F , (Ft)t≥0,P), an Ito semimartin-
gale, on the time interval [0, T ], T > 0, given by the decomposition
ξt = ξ0+
∫ t
0
βs ds+
∫ t
0
δs dWs+
∫ t
0
∫
‖y‖≤1
y M˜(dsdy)+
∫ t
0
∫
‖y‖>1
yM(dsdy),
where ξ0 is in R
d, W is a standard Rn-valued Wiener process, M is an
integer-valued random measure on [0, T ]× Rd with compensator measure µ
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and M˜ = M − µ is the compensated measure, β (resp. δ) is an adapted
process with values in Rd (resp. Md×n(R)).
Chapter 2 is devoted to the construction of a Markov processX mimicking
the marginals laws of the Itoˆ semimartingale ξt. We propose a systematic
construction of such a Markovian projection.
Our construction describes the mimicking Markov process X in terms of
the local characteristics of the semimartingale ξ and we exhibit conditions
under which the flow of marginal distributions of ξ can be matched by the
Markov process X .
Namely, let us consider, for (t, z) ∈ [0, T ]× Rd, B ∈ B(Rd − {0}),
b(t, z) = E [βt|ξt− = z] ,
a(t, z) = E
[
tδtδt|ξt− = z
]
,
n(t, B, z) = E [m(., t, B)|ξt− = z] .
(1.13)
If β, δ and m satisfy some boundedness and non-degeneracy conditions,
namely either tδtδt is uniformly elliptic or ξ is a pure jump process such
that its compensator has a singularity of the type α-stable in 0, and if b, a
and n satisfy some continuity conditions, then one may identify the Markov
process X (Theorem 2.2) as the unique solution of a martingale problem for
the time-dependent integro-differential operator L = (Lt)t∈[0,T ] defined, for
f ∈ C∞0 (Rd), by
Ltf(x) = b(t, x).∇f(x) +
d∑
i,j=1
aij(t, x)
2
∂2f
∂xi∂xj
(x)
+
∫
Rd
[f(x+ y)− f(x)− 1{‖y‖≤1} y.∇f(x)]n(t, dy, x).
(1.14)
Theses conditions are chosen with respect to the conditions given in
Mikulevicus and Pragarauskas [77] for which the well-posedness holds for
the martingale problem for the operator
(
(Lt)t∈[0,T ], C∞0 (Rd)
)
(see Proposi-
tion 2.1).
Our construction thus applies more readily to solutions of stochastic dif-
ferential equations where the local characteristics are known but not the
marginal distributions. One crucial key is the uniqueness result for the
forward Kolmogorov equation associated to an integro-differential operator
(Theorem 2.1). We use these results in section 2.2.4 to show in particular that
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the marginal distribution of ξ is the unique solution of an integro-differential
equation : this is the Kolmogorov equation satisfied by the Markov pro-
cess X mimicking ξ, extending thus the Kolmogorov forward equation to a
non-Markovian setting and to discontinuous semimartingales (Theorem 2.3).
Section 2.3 shows how this result may be applied to processes whose
jumps are represented as the integral of a predictable jump amplitude with
respect to a Poisson random measure
∀t ∈ [0, T ] ζt = ζ0+
∫ t
0
βs ds+
∫ t
0
δs dWs+
∫ t
0
∫
ψs(y) N˜(dsdy), (1.15)
a representation often used in stochastic differential equations with jumps.
In Section 2.4, we show that our construction may be applied to a large class
of semimartingales, including smooth functions of a Markov process (Section
2.4.1), such as
f : Rd → R ξt = f(Zt)
for f regular enough and Zt taken as the unique solution of a certain d-
dimensional stochastic integro-differential equation, and time-changed Le´vy
processes (Section 2.4.2), such as
ξt = LΘt Θt =
∫ t
0
θsds, θt > 0,
with L a scalar Le´vy process with triplet (b, σ2, ν).
1.2.2 Chapter 3: forward PIDEs for option pricing
The standard option pricing model of Black-Scholes and Merton [20, 75],
widely used in option pricing, is known to be inconsistent with empirical
observations on option prices and has led to many extensions, which include
state-dependent volatility, multiple factors, stochastic volatility and jumps
[30]. While more realistic from statistical point of view, these models increase
the difficulty of calibration or pricing of options.
Since the seminal work of Black, Scholes and Merton [20, 75] partial
differential equations (PDE) have been used as a way of characterizing and
efficiently computing option prices. In the Black-Scholes-Merton model and
various extensions of this model which retain the Markov property of the
risk factors, option prices can be characterized in terms of solutions to a
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backward PDE, whose variables are time (to maturity) and the value of the
underlying asset. The use of backward PDEs for option pricing has been
extended to cover options with path-dependent and early exercise features,
as well as to multifactor models (see e.g. [1]). When the underlying asset
exhibit jumps, option prices can be computed by solving an analogous partial
integro-differential equation (PIDE) [4, 31].
A second important step was taken by Dupire [33, 34, 36]. Let us recall
that value Ct0(T,K) at t0 of a call option with expiry T > t0 and strike
K > 0 is given by
Ct0(T,K) = e
−
∫ T
t0
r(t) dt
EP[max(ST −K, 0)|Ft0]. (1.16)
where P shall denote the risk-neutral measure. Dupire showed that when the
underlying asset is assumed to follow a diffusion process
dSt = Stσ(t, St)dWt,
prices of call options (at a given date t0) solve a forward PDE
∂Ct0
∂T
(T,K) = −r(T )K∂Ct0
∂K
(T,K) +
K2σ(T,K)2
2
∂2Ct0
∂K2
(T,K)
on [t0,∞[×]0,∞[ in the strike and maturity variables, with the initial condi-
tion
∀K > 0 Ct0(t0, K) = (St0 −K)+.
This forward equation allows to price call options with various strikes and
maturities on the same underlying asset, by solving a single partial differ-
ential equation. Dupire’s forward equation also provides useful insights into
the inverse problem of calibrating diffusion models to observed call and put
option prices [16].
Given the theoretical and computational usefulness of the forward equa-
tion, there have been various attempts to extend Dupire’s forward equation
to other types of options and processes, most notably to Markov processes
with jumps [4, 26, 29, 62, 25]. Most of these constructions use the Markov
property of the underlying process in a crucial way (see however [65]).
As noted by Dupire [35], one of the great advantages of the forward PDE
is that it holds in a more general context than the backward PDE: even if the
(risk-neutral) dynamics of the underlying asset is not necessarily Markovian,
but described by a continuous Brownian martingale
dSt = StδtdWt,
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then call options still verify a forward PDE where the diffusion coefficient is
given by the local (or effective) volatility function σ(t, S) given by
σ(t, S) =
√
E[δ2t |St = S].
This method is linked to the “Markovian projection” problem: the con-
struction of a Markov process which mimicks the marginal distributions of
a martingale [15, 51, 74]. Such “mimicking processes” provide a method to
extend the Dupire equation to non-Markovian settings.
We show in Chapter 3 that the forward equation for call prices holds
in a more general setting, where the dynamics of the underlying asset is
described by a – possibly discontinuous – semimartingale. Namely, we con-
sider a (strictly positive) semimartingale S whose dynamics under the pricing
measure P is given by
ST = S0 +
∫ T
0
r(t)St−dt+
∫ T
0
St−δtdWt +
∫ T
0
∫ +∞
−∞
St−(e
y − 1)M˜(dt dy),
(1.17)
where r(t) > 0 represents a (deterministic) bounded discount rate, δt the
(random) volatility process andM is an integer-valued random measure with
compensator µ(dt dy;ω) = m(t, dy, ω) dt, representing jumps in the log-price,
and M˜ = M−µ is the compensated random measure associated to M . Both
the volatility δt and m(t, dy), which represents the intensity of jumps of size
y at time t, are allowed to be stochastic. In particular, we do not assume
the jumps to be driven by a Le´vy process or a process with independent
increments. The specification (1.17) thus includes most stochastic volatility
models with jumps. Also, our derivation does not require ellipticity or non-
degeneracy of the diffusion coefficient and under some integrability condition,
we show that the call option price (T,K) 7→ Ct0(T,K), as a function of
maturity and strike, is a solution (in the sense of distributions) of the partial
integro-differential equation
∂Ct0
∂T
(T,K) = −r(T )K∂Ct0
∂K
(T,K) +
K2σ(T,K)2
2
∂2Ct0
∂K2
(T,K)
+
∫ +∞
0
y
∂2Ct0
∂K2
(T, dy)χT,y
(
ln
(
K
y
))
, (1.18)
on [t0,∞[×]0,∞[ with the initial condition: ∀K > 0 Ct0(t0, K) = (St0 −
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K)+, where ψt is the exponential double tail of the compensator m(t, dy)
ψt(z) =
{ ∫ z
−∞
dx ex
∫ x
−∞
m(t, du), z < 0 ,∫ +∞
z
dx ex
∫∞
x
m(t, du), z > 0,
(1.19)
and, for t > t0, z > 0, {
σ(t, z) =
√
E [δ2t |St− = z],
χt,y(z) = E [ψt (z) |St− = y] .
(1.20)
The results of Chapter 3 extend the forward equation from the original dif-
fusion setting of Dupire [34] to various examples of non-Markovian and/or
discontinuous processes. Our result implies previous derivations of forward
equations [4, 26, 25, 29, 34, 35, 62, 73] as special cases. Section 3.2 gives
examples of forward PIDEs obtained in various settings: time-changed Le´vy
processes, local Le´vy models and point processes used in portfolio default risk
modeling. These results are applicable to various stochastic volatility models
with jumps, pure jump models and point process models used in equity and
credit risk modeling.
Uniqueness of the solution of such PIDEs has been shown using analyti-
cal methods [8, 47] under various types of conditions on the coefficients, but
which are difficult to verify in examples. We give a direct proof of the unique-
ness of solutions for (1.18) using a probabilistic method, under explicit condi-
tions which cover most examples of models used in finance. These conditions
are closely related to the ones given in Chapter 2, ensuring the well-posedness
for a martingale problem associated to a certain integro-differential operator.
In the case where the underlying risk factor follows an Itoˆ process or a
Markovian jump-diffusion driven by a Le´vy process, we retrieve previously
known forms of the forward equation. In this case, our approach gives a
rigorous derivation of these results under precise assumptions, in a unified
framework. In some cases, such as index options (Sec. 3.2.5) or CDO ex-
pected tranche notionals (Sec. 3.2.6), our method leads to a new, more
general form of the forward equation valid for a larger class of models than
previously studied [5, 29, 85].
The forward equation for call options is a PIDE in one (spatial) dimen-
sion, regardless of the number of factor driving the underlying asset. It
may thus be used as a method for reducing the dimension of the problem.
The case of index options (Section 3.2.5) in a multivariate jump-diffusion
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model illustrates how the forward equation projects a high dimensional pric-
ing problem into a one-dimensional state equation, generalizing the forward
PIDE studied by Avellaneda et al. [5] for the diffusion case.
1.2.3 Chapter 4 : short-time asymptotics for semi-
martingales
The result of chapters 2 and 3 reduce the computation of expectations of the
type
E [f(ξt)|Ft0] (1.21)
to the computation of similar quantities when ξ is replaced by an appropri-
ately chosen Markov process X , the Markovian projection of ξ. Chapter 4
uses similar ideas to compute analytically the asymptotics of such expressions
as t→ t0. Whereas for Markov process various well-known tools –partial dif-
ferential equations, Monte Carlo simulation, semigroup methods– are avail-
able for the computation and approximation of conditional expectations, such
tools do not carry over to the more general setting of semimartingales. Even
in the Markov case, if the state space is high dimensional exact computations
may be computationally prohibitive and there has been a lot of interest in
obtaining approximations of (1.21) as t→ t0. Knowledge of such short-time
asymptotics is very useful not only for computation of conditional expecta-
tions but also for the estimation and calibration of such models. Accordingly,
short-time asymptotics for (1.21) (which, in the Markov case, amounts to
studying transition densities of the process ξ) has been previously studied
for diffusion models [17, 18, 41], Le´vy processes [60, 70, 83, 9, 44, 43, 91],
Markov jump-diffusion models [3, 13] and one-dimensional martingales [78],
using a variety of techniques. The proofs of these results in the case of Le´vy
processes makes heavy use of the independence of increments; proofs in other
case rely on the Markov property, estimates for heat kernels for second-order
differential operators or Malliavin calculus. What is striking, however, is the
similarity of the results obtained in these different settings.
We reconsider here the short-time asymptotics of conditional expecta-
tions in a more general framework which contains existing models but allows
to go beyond the Markovian setting and to incorporate path-dependent fea-
tures. Such a framework is provided by the class of Itoˆ semimartingales,
which contains all the examples cited above but allows the use the tools of
stochastic analysis. An Itoˆ semimartingale on a filtered probability space
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(Ω,F , (Ft)t≥0,P) is a stochastic process ξ with the representation
ξt = ξ0+
∫ t
0
βs ds+
∫ t
0
δs dWs+
∫ t
0
∫
Rd
κ(y) M˜(dsdy)+
∫ t
0
∫
Rd
(y − κ(y)) M(dsdy),
(1.22)
where ξ0 is in R
d,W is a standard Rn-valued Wiener process,M is an integer-
valued random measure on [0,∞] × Rd with compensator µ(ω, dt, dy) =
m(ω, t, dy)dt and M˜ = M − µ its compensated random measure, β (resp.
δ) is an adapted process with values in Rd (resp. Md×n(R)) and
κ(y) =
y
1 + ‖y‖2
is a truncation function.
We study the short-time asymptotics of conditional expectations of the
form (1.21) where ξ is an Ito semimartingale of the form (1.22), for various
classes of functions f : Rd → R. First, we prove a general result for the case
of f ∈ C2b (Rd,R). Then we will treat, when d = 1, the case of
E
[
(ξt −K)+|Ft0
]
, (1.23)
which corresponds to the value at t0 of a call option with strike K and
maturity t in a model described by equation (4.2). We show that whereas
the behavior of (4.3) in the case K > ξt0 ( out-of-the-money options) is
linear in t − t0, the asymptotics in the case K = ξt0 (which corresponds to
at-the-money options) depends on the fine structure of the semimartingale ξ
at t0. In particular, we show that for continuous semimartingales the short-
maturity asymptotics of at-the-money options is determined by the local time
of ξ at t0. In each case we identify the leading term in the asymptotics and
express this term in terms of the local characteristics of the semimartingale
at t0.
Our results unify various asymptotic results previously derived for par-
ticular examples of stochastic models and extend them to the more general
case of a discontinuous semimartingale. In particular, we show that the in-
dependence of increments or the Markov property do not play any role in
the derivation of such results.
Short-time asymptotics for expectations of the form (1.21) have been
studied in the context of statistics of processes [60] and option pricing [3,
17, 18, 13, 44, 91, 78]. Berestycki, Busca and Florent [17, 18] derive short
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maturity asymptotics for call options when ξt is a diffusion, using analyti-
cal methods. Durrleman [38] studied the asymptotics of implied volatility
in a general, non-Markovian stochastic volatility model. Jacod [60] derived
asymptotics for (4.1) for various classes of functions f , when ξt is a Le´vy
process. Lopez [44] and Tankov [91] study the asymptotics of (4.3) when
ξt is the exponential of a Le´vy process. Lopez [44] also studies short-time
asymptotic expansions for (4.1), by iterating the infinitesimal generator of
the Le´vy process ξt. Alos et al [3] derive short-maturity expansions for call
options and implied volatility in a Heston model using Malliavin calculus.
Benhamou et al. [13] derive short-maturity expansions for call options in a
model where ξ is the solution of a Markovian SDE whose jumps are described
by a compound Poisson process. These results apply to processes with inde-
pendence of increments or solutions of a “Markovian” stochastic differential
equation.
Durrleman studied the convergence of implied volatility to spot volatility
in a stochastic volatility model with finite-variation jumps [37]. More re-
cently, Nutz and Muhle-Karbe [78] study short-maturity asymptotics for call
options in the case where ξt is a one-dimensional Itoˆ semimartingale driven
by a (one-dimensional) Poisson random measure whose Le´vy measure is ab-
solutely continuous. Their approach consists in “freezing” the characteristic
triplet of ξ at t0, approximating ξt by the corresponding Le´vy process and
using the results cited above [60, 44] to derive asymptotics for call option
prices.
Our first contribution is to extend and unify these results to the more
general case when ξ is a d-dimensional discontinuous semimartingale with
jumps, described as in (1.22) in the case when f ∈ C2b (Rd,R): Theorem 4.1
gives a general result for the short-time asymptotics of E[f(ξt)] in this set-
ting. In contrast to previous derivations, our approach is purely based on Itoˆ
calculus, and makes no use of the Markov property or independence of in-
crements. Also, our multidimensional setting allows to treat examples which
are not accessible using previous results. For instance, when studying index
options in jump-diffusion model (treated in the next chapter), one consid-
ers an index It =
∑
wiS
i
t where (S
1, ..., Sd) are Itoˆ semimartingales. In this
framework, I is indeed an Itoˆ semimartingale whose stochastic integral repre-
sentation is implied by those of Si but it is naturally represented in terms of
a d-dimensional integer-valued random measure, not a one-dimensional Pois-
son random measure. Our setting provides a natural framework for treating
such examples.
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As an application, we derive the asymptotic behavior of call option prices
close to maturity, in the pricing model described by equation (1.17). We
show that while the value of out of the money options is linear in time-to-
maturity, at the money options have a different asymptotic behavior. Indeed,
as already noted in the case of Le´vy processes by Lopez [44] and Tankov [91],
the short maturity behavior of at-the-money options depends on the presence
of a continuous martingale component and, in absence of such a component,
on the degree of activity of small jumps, measured by the singularity of the
Le´vy measure at zero. We will show here that similar results hold in the
semimartingale case. We distinguish three cases:
1. S is a pure jump process of finite variation: in this case at the money
call options behave linearly in t when t− t0 → 0 (Theorem 4.4).
2. S is a pure jump process of infinite variation and its small jumps resem-
ble those of an α-stable process: in this case at the money call options
have an asymptotic behavior of order |t− t0|1/α (Theorem 4.5).
3. S has a continuous martingale component which is non-degenerate in
the neighborhood of t0: in this case at the money call options are of
order
√
t− t0 as t → t0, whether or not jumps are present (Theorem
4.3).
We observe that, contrarily to the case of out-of-the money options where
the presence of jumps dominates the asymptotic behavior, for at-the-money
options the presence or absence of a continuous martingale (Brownian) com-
ponent dominates the asymptotic behavior. Our approach highlights the
connection between the asymptotics of at-the-money options and the behav-
ior of the local time of the semimartingale St at S0.
These results generalize and extend various asymptotic results previously
derived for diffusion models [17], Le´vy processes [60, 44, 91], Markov jump-
diffusion models [13] and one-dimensional martingales [37, 38, 78] to the more
general case of a discontinous, Rd−valued semimartingale.
1.2.4 Chapter 5 : application to index options
Consider a multi-asset market with d assets, whose prices S1, ..., Sd are rep-
resented as Ito semimartingales:
Sit = S
i
0 +
∫ t
0
r(s)Sis−ds+
∫ t
0
Sis−δ
i
sdW
i
s +
∫ t
0
∫
Rd
Sis−(e
yi − 1)N˜(ds dy),
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where
• δi is an adapted process taking values in R representing the volatility of
the asset i, W is a d-dimensional Wiener process : for all 1 ≤ (i, j) ≤ d,
〈W i,W j〉t = ρijt,
• N is a Poisson randommeasure on [0, T ]×Rd with compensator ν(dy) dt,
• N˜ denotes its compensated random measure.
We consider an index, defined as a weighted sum of the asset prices:
It =
d∑
i=1
wiS
i
t , d ≥ 2.
The pricing of index options involves the computation of quantities of the
form E [f(It)|Ft0 ] and Chapter 4 shows that the short time asymptotics for
these quantitie that we have characterized explicitly in terms of the charac-
teristic triplet of the discontinuous semimartingale It in Chapter 3.
Short time asymptotics of index call option prices have been computed
by Avellaneda & al [5] in the case where S is a continuous process. Results
of Chapter 4 show that this asymptotic behavior is quite diferent for at
the money or out of the money options. At the money options exhibit a
bahavior in O(
√
t) which involves the diffusion component of It whereas out
of the money options exhibit a linear behavior in t which only involves the
jumps of It.
In this Chapter, we propose an analytical approximation for short matu-
rity index options, generalizing the approach by Avellaneda & al. [5] to the
multivariate jump-diffusion case. We implement this method in the case of
the Merton model in dimension d = 2 and d = 30 and study its numerical
precision.
The main difficulty is that, even when the joint dynamics of the index
components (S1, ..., Sd) is Markovian, the index It is not a Markov process
but only a semimartingale. The idea is to consider the Markovian projec-
tion of the index process, an auxiliary Markov process which has the same
marginals as It, and use it to derive the asymptotics of index options, using
the results of Chapter 4. This approximation is shown to depend only on
the coefficients of this Markovian projection, so the problem boils down to
computing effectively these coefficients: the local volatility function and the
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’effective Le´vy measure’, defined as the conditional expectation given It of
the jump compensator of I.
The computation of the effective Le´vy measure involves a d-dimensional
integral. Computing directly this integral would lead, numerically speaking,
to a complexity increasing exponentially with d. We propose different tech-
niques to simplify this computation and make it feasible when the dimension
is large, using the Laplace method to approximate the exponential double
tail of the jump measure of It. Laplace method is an important tool when
one wants to approximate consistently high-dimensional integrals and avoids
a numerical exponential complexity increasing with the dimension. Avel-
laneda & al [5] use this method in the diffusion case to compute the local
volatility of an index option by using a steepest descent approximation, that
is by considering that, for t small enough, the joint law of (S1, · · · , Sd) given
{
d∑
i=1
wiS
i
t = u},
is concentrated around the most probable path, which we proceed to identify.
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Chapter 2
Markovian projection of
semimartingales
We exhibit conditions under which the flow of marginal distributions of a
discontinuous semimartingale ξ can be matched by a Markov process, whose
infinitesimal generator is expressed in terms of the local characteristics of
ξ. Our construction applies to a large class of semimartingales, including
smooth functions of a Markov process. We use this result to derive a partial
integro-differential equation for the one-dimensional distributions of a semi-
martingale, extending the Kolmogorov forward equation to a non-Markovian
setting.
2.1 Introduction
Stochastic processes with path-dependent / non-Markovian dynamics used
in various fields such as physics and mathematical finance present challenges
for computation, simulation and estimation. In some applications where one
is interested in the marginal distributions of such processes, such as option
pricing or Monte Carlo simulation of densities, the complexity of the model
can be greatly reduced by considering a low-dimensional Markovian model
with the same marginal distributions. Given a process ξ, a Markov process
X is said to mimick ξ on the time interval [0, T ], T > 0, if ξ and X have the
same marginal distributions:
∀t ∈ [0, T ], ξt d=Xt. (2.1)
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The construction of such mimicking process was first suggested by Bre´maud
[21] in the context of queues. Construction of mimicking processes of ’Marko-
vian’ type has been explored for Ito processes [51] and marked point processes
[28]. A notable application is the derivation of forward equations for option
pricing [14, 34].
We propose in this paper a systematic construction of such such mim-
icking processes for (possibly discontinuous) semimartingales. Given a semi-
martingale ξ, we give conditions under which there exists a Markov process
X whose marginal distributions are identical to those of ξ, and give an ex-
plicit construction of the Markov process X as the solution of a martingale
problem for an integro-differential operator [10, 66, 88, 89].
Moreover, we show that our construction may be seen as a projection on
the set of Markov processes.
In the martingale case, the Markovian projection problem is related to the
problem of constructing martingales with a given flow of marginals, which
dates back to Kellerer [64] and has been recently explored by Yor and coau-
thors [7, 55, 74] using a variety of techniques. The construction proposed in
this paper is different from the others since it does not rely on the martin-
gale property of ξ. We shall see nevertheless that our construction preserves
the (local) martingale property. Also, whereas the approaches described in
[7, 55, 74] use as a starting point the marginal distributions of ξ, our con-
struction describes the mimicking Markov process X in terms of the local
characteristics [61] of the semimartingale ξ. Our construction thus applies
more readily to solutions of stochastic differential equations where the local
characteristics are known but not the marginal distributions.
Section 2.2 presents a Markovian projection result for a Rd-valued semi-
martingale given by its local characteristics. We use these results in section
2.2.4 to derive a partial integro-differential equation for the one-dimensional
distributions of a discontinuous semimartingale, thus extending the Kol-
mogorov forward equation to a non-Markovian setting. Section 2.3 shows
how this result may be applied to processes whose jumps are represented as
the integral of a predictable jump amplitude with respect to a Poisson ran-
dom measure, a representation often used in stochastic differential equations
with jumps. In Section 2.4 we show that our construction applies to a large
class of semimartingales, including smooth functions of a Markov process
(Section 2.4.1), and time-changed Le´vy processes (Section 2.4.2).
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2.2 A mimicking theorem for discontinuous
semimartingales
Consider, on a filtered probability space (Ω,F , (Ft)t≥0,P), an Ito semimartin-
gale, given by the decomposition
ξt = ξ0+
∫ t
0
βs ds+
∫ t
0
δs dWs+
∫ t
0
∫
‖y‖≤1
y M˜(dsdy)+
∫ t
0
∫
‖y‖>1
yM(dsdy),
(2.2)
where ξ0 is in R
d, W is a standard Rn-valued Wiener process, M is an
integer-valued random measure on [0,∞]×Rd with compensator measure µ
and M˜ =M −µ is the compensated measure [61, Ch.II,Sec.1], β (resp. δ) is
an adapted process with values in Rd (resp. Md×n(R)).
Let Ω0 = D([0, T ],R
d) be the Skorokhod space of right-continuous func-
tions with left limits. Denote by Xt(ω) = ω(t) the canonical process on Ω0,
B0t its natural filtration and Bt ≡ B0t+.
Our goal is to construct a probability measure Q on Ω0 such that X
is a Markov process under Q and ξ and X have the same one-dimensional
distributions:
∀t ∈ [0, T ], ξt d= Xt.
In order to do this, we shall characterize Q as the solution of a martingale
problem for an appropriately chosen integro-differential operator L.
2.2.1 Martingale problems for integro-differential op-
erators
Let C0b (Rd) denote the set of bounded and continuous functions on Rd, C∞0 (Rd)
the set of infinitely differentiable functions with compact support on Rd and
C0(Rd) the set of continuous functions defined on Rd and vanishing at infinity.
Let R(Rd − {0}) denote the space of Le´vy measures on Rd i.e. the set of
non-negative σ-finite measures ν on Rd − {0} such that∫
Rd−{0}
ν(dy)
(
1 ∧ ‖y‖2) <∞.
Consider a time-dependent integro-differential operator L = (Lt)t∈[0,T ]
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defined, for f ∈ C∞0 (Rd), by
Ltf(x) = b(t, x).∇f(x) +
d∑
i,j=1
aij(t, x)
2
∂2f
∂xi∂xj
(x)
+
∫
Rd
[f(x+ y)− f(x)− 1{‖y‖≤1} y.∇f(x)]n(t, dy, x),
(2.3)
where a : [0, T ]× Rd 7→ Md×d(R), b : [0, T ]× Rd 7→ Rd and
n : [0, T ]× Rd 7→ R(Rd − {0}) are measurable functions.
For (t0, x0) ∈ [0, T ] × Rd, we recall that a probability measure Qt0,x0 on
(Ω0,BT ) is a solution to the martingale problem for (L, C∞0 (Rd)) on [0, T ] if
Q (Xu = x0, 0 ≤ u ≤ t0) = 1 and for any f ∈ C∞0 (Rd), the process
f(Xt)− f(x0)−
∫ t
t0
Lsf(Xs) ds
is a (Qt0,x0, (Bt))-martingale on [0, T ]. Existence, uniqueness and regularity of
solutions to martingale problems for integro-differential operators have been
studied under various conditions on the coefficients [90, 59, 40, 66, 77, 42].
We make the following assumptions on the coefficients:
Assumption 2.1 (Boundedness of coefficients).
(i) ∃K1 > 0, ∀(t, z) ∈ [0, T ]× Rd, ‖b(t, z)‖+ ‖a(t, z)‖+
∫ (
1 ∧ ‖y‖2) n(t, dy, z) ≤ K1
(ii) lim
R→∞
∫ T
0
sup
z∈Rd
n (t, {‖y‖ ≥ R}, z) dt = 0.
where ‖.‖ denotes the Euclidean norm.
Assumption 2.2 (Continuity).
(i) For t ∈ [0, T ] and B ∈ B(Rd − {0}), b(t, .), a(t, .) and n(t, B, .) are
continuous on Rd, uniformly in t ∈ [0, T ].
(ii) For all z ∈ Rd, b(., z), a(., z) and n(., B, z) are continuous on [0, T [,
uniformly in z ∈ Rd.
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Assumption 2.3 (Non-degeneracy).
Either ∀R > 0 ∀t ∈ [0, T ] inf
‖z‖≤R
inf
x∈Rd, ‖x‖=1
tx.a(t, z).x > 0
or a ≡ 0 and there exists β ∈]0, 2[, C > 0, K2 > 0, and a family
nβ(t, dy, z) of positive measures such that
∀(t, z) ∈ [0, T ]× Rd n(t, dy, z) = nβ(t, dy, z) + 1{‖y‖≤1} C‖y‖d+β dy,∫ (
1 ∧ ‖y‖β) nβ(t, dy, z) ≤ K2, lim
→0
sup
z∈Rd
∫
‖y‖≤
‖y‖β nβ(t, dy, z) = 0.
Mikulevicius and Pragarauskas [77, Theorem 5] show that if L satisfies
Assumptions 2.1, 2.2 and 2.3 (which corresponds to a “non-degenerate Le´vy
operator” in the terminology of [77]) the martingale problem for (L, C∞0 (Rd) )
has a unique solution Qt0,x0 for every initial condition (t0, x0) ∈ [0, T ]× Rd:
Proposition 2.1. Under Assumptions 2.1, 2.2 and 2.3 the martingale prob-
lem for ((Lt)t∈[0,T ], C∞0 (Rd)) on [0, T ] is well-posed : for any x0 ∈ Rd, t0 ∈
[0, T ], there exists a unique probability measure Qt0,x0 on (Ω0,BT ) such that
Q (Xu = x0, 0 ≤ u ≤ t0) = 1 and for any f ∈ C∞0 (Rd),
f(Xt)− f(x0)−
∫ t
t0
Lsf(Xs) ds
is a (Qt0,x0, (Bt)t≥0)-martingale on [0, T ]. Under Qt0,x0, (Xt) is a Markov
process and the evolution operator (Qt0,t)t∈[t0,T ] defined by
∀f ∈ C0b (Rd), Qt0,tf(x0) = EQt0,x0 [f(Xt)] (2.4)
verifies the following continuity property:
∀f ∈ C∞0 (Rd), lim
t↓t0
Qt0,tf(x0) = f(x0). (2.5)
In particular, denoting qt0,t(x0, dy) the marginal distribution of Xt, the map
t ∈ [t0, T [7→
∫
Rd
qt0,t(x0, dy)f(y) (2.6)
is right-continuous, for any f ∈ C∞0 (Rd).
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Proof. By a result of Mikulevicius and Pragarauskas [77, Theorem 5], the
martingale problem is well-posed. We only need to prove that the continuity
property (2.5) holds on [t0, T [ for any x0 ∈ Rd. For f ∈ C∞0 (Rd),
Qt0,tf(x0) = E
Qt0,x0 [f(Xt)]
= f(x0) + E
Qt0,x0
[∫ t
t0
Lsf(Xs) ds
]
.
Given Assumption 2.1, t ∈ [t0, T ] 7→
∫ t
0
Lsf(Xs) ds is uniformly bounded on
[t0, T ]. By Assumption 2.2, since X is right continuous, s ∈ [t0, T [7→ Lsf(Xs)
is right-continuous up to a Qt0,x0-null set and
lim
t↓t0
∫ t
t0
Lsf(Xs) ds = 0 a.s.
Applying the dominated convergence theorem yields,
lim
t↓t0
EQt0,x0
[∫ t
t0
Lsf(Xs) ds
]
= 0,
that is
lim
t↓t0
Qt0,tf(x0) = f(x0),
implying that t ∈ [t0, T [7→ Qt0,tf(x0) is right-continuous at t0.
2.2.2 A uniqueness result for the Kolmogorov forward
equation
An important property of continuous-time Markov processes is their link
with partial (integro-)differential equation (PIDE) which allows to use an-
alytical tools for studying their probabilistic properties. In particular the
transition density of a Markov process solves the forward Kolmogorov equa-
tion (or Fokker-Planck equation) [89]. The following result shows that under
Assumptions 2.1, 2.2 and 2.3 the forward equation corresponding to L has a
unique solution:
Theorem 2.1 (Kolmogorov Forward equation). Under Assumptions 2.1,
2.2 and 2.3, for each (t0, x0) ∈ [0, T ] × Rd, there exists a unique fam-
ily (pt0,t(x0, dy), t ≥ t0) of positive bounded measures on Rd such that ∀t ≥
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t0, ∀g ∈ C∞0 (Rd),∫
Rd
pt0,t(x0, dy)g(y) = g(x0) +
∫ t
t0
∫
Rd
pt0,s(x0, dy)Lsg(y) ds,
p0(x0, .) = x0,
(2.7)
where x0 is the point mass at x0.
pt0,t(x0, .) is the distribution of Xt, where (X,Qt0,x0) is the unique solution
of the martingale problem for (L, C∞0 (Rd) ).
Equation (2.7) is the weak form of the forward Kolmogorov equation for
the time-dependent operator (Lt)t≥0.
Proof. 1. Under Assumptions 2.1, 2.2 and 2.3, Proposition 2.1 implies
that the martingale problem for L on the domain C∞0 (Rd) is well-posed.
Denote (X,Qt0,x0) the unique solution of the martingale problem for L
with initial condition x0 ∈ Rd at t0, and define
∀t ≥ t0, ∀g ∈ C0b (Rd), Qt0,tg(x0) = EQt0,x0 [g(Xt)] . (2.8)
By [77, Theorem 5], (Qs,t, 0 ≤ s ≤ t) is then a (time-inhomogeneous)
semigroup, satisfying the continuity property (2.5).
If qt0,t(x0, dy) denotes the law of Xt under Qt0,x0 , the martingale prop-
erty implies that qt0,t(x0, dy) satisfies
∀g ∈ C∞0 (Rd),
∫
Rd
qt0,t(x0, dy)g(y) = g(x0)+
∫ t
t0
∫
Rd
qt0,s(x0, dy)Lsg(y) ds.
(2.9)
Proposition 2.1 provides the right-continuity of t 7→ ∫
Rd
qt0,t(x0, dy)g(y)
for any g ∈ C∞0 (Rd). Given Assumption 2.2, qt0,t is a solution of (2.7)
with initial condition pt0,t0(x0, .) = x0 and has unit mass.
To show uniqueness of solutions of (2.7), we will rewrite (2.7) as the
forward Kolmogorov equation associated with a homogeneous operator
on space-time domain and use uniqueness results for the corresponding
homogeneous equation.
2. LetD0 ≡ C10([0,∞[⊗C∞0 (Rd) be the (algebraic) tensor product of C10([0,∞[)
and C∞0 (Rd). Define the operator A on D0 by
∀f ∈ C∞0 (Rd), ∀γ ∈ C10([0,∞[), A(fγ)(t, x) = γ(t)Ltf(x) + f(x)γ′(t).
(2.10)
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[40, Theorem 7.1, Chapter 4] implies that for any x0 ∈ Rd, if (X,Qt0,x0)
is a solution of the martingale problem for L, then the law of ηt = (t, Xt)
under Qt0,x0 is a solution of the martingale problem for A: in particular
for any f ∈ C∞0 (Rd), γ ∈ C1([0,∞) ) and ∀t ≥ t0,∫
qt0,t(x0, dy)f(y)γ(t) = f(x0)γ(0) +
∫ t
t0
∫
qt0,s(x0, dy)A(fγ)(s, y) ds.
(2.11)
[40, Theorem 7.1, Chapter 4] implies also that if the law of ηt = (t, Xt)
is a solution of the martingale problem for A then the law of X is also
a solution of the martingale problem for L, namely: uniqueness holds
for the martingale problem associated to the operator L on C∞0 (Rd) if
and only if uniqueness holds for the martingale problem associated to
the martingale problem for A on D0. Denote C0([0,∞[×Rd) the set of
continuous functions on [0,∞)× Rd and vanishing at infinity. Define,
for t ≥ 0 and h ∈ C0([0,∞[×Rd),
∀(s, x) ∈ [0,∞[×Rd, Uth(s, x) = Qs,s+t (h(t+ s, .)) (x). (2.12)
The properties of Qs,t then imply that (Ut, t ≥ 0) is a family of linear
operators on C0([0,∞[×Rd) satisfying UtUr = Ut+r on C0([0,∞[×Rd)
and Uth→ h as t ↓ 0 on D0. (Ut, t ≥ 0) is thus a contraction semigroup
on C0([0,∞[×Rd) satisfying a continuity property on D0:
∀h ∈ D0, lim
t↓
Uth(s, s) = Uh(s, x). (2.13)
3. We apply [40, Theorem 2.2, Chapter 4] to prove that (Ut, t ≥ 0) is
a strongly continuous contraction on C0([0,∞[×Rd) with infinitesimal
generator given by the closure A of A. First, observe that D0 is dense
in C0([0,∞[×Rd). The well-posedness of the martingale problem for
A implies that A satisfies the maximum principle. It is thus sufficient
to prove that Im(λ − A) is dense in C0([0,∞[×Rd) for some λ where
Im(λ−A) denotes the image of D0 under (λ− A).
4. Without loss of generality, let us put t0 = 0 in the sequel.
For h ∈ D0, the martingale property yields
∀0 ≤  ≤ t < T, ∀(s, x) ∈ [0, T ]× Rd,
Uth(s, x)− Uh(s, x) =
∫ t

UuAh(s, x) du.
(2.14)
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which yields in turn∫ T

e−tUth dt =
∫ T

e−tUh dt+
∫ T

e−t
∫ t

UuAhdu dt
= Uh
[
e− − e−T ]+ ∫ T

du
(∫ T
u
e−t dt
)
UuAh
= Uh
[
e− − e−T ]+ ∫ T

du
[
e−u − e−T ] UuAh
= e− Uh− e−T
[
Uh+
∫ T

UuAhdu
]
+
∫ T

du e−u UuAh.
Using (2.14) and gathering all the terms together yields,∫ T

e−tUth dt = e− Uh− e−TUTh +
∫ T

du e−u UuAh. (2.15)
Let us focus on the quantity∫ T

du e−u UuAh.
Observing that
1

[Ut+h− Uth] = 1

[U − I]Uth = Ut 1

[U − I] h.
Since h ∈ dom(A), taking → 0 yields
1

[U − I]h→ Ah
Given Assumptions 2.1 and 2.2, Ah ∈ C0b ([0,∞[×Rd) and the contrac-
tion property of U yields,
‖Ut
(
1

[U − I] h− Ah
)
‖ ≤ ‖1

[U − I] h− Ah‖,
where ‖.‖ denotes the supremum norm on C0([0,∞[×Rd). Thus
lim
→0
Ut1

[U − I]h = UtAh
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Hence, the limit when → 0 of
1

[U − I]Uth
exists, implying that Uth belongs to the domain of A for any h ∈ D0.
Thus, ∫ T

du e−u Uuh
belongs to the domain of A and∫ T

du e−u UuAh = A
∫ T

du e−u Uuh.
Since U is a contraction semigroup and given the continuity property of
Ut on the space D0, one may take → 0 and T →∞ in (2.15), leading
to ∫ ∞
0
e−tUth dt = U0 + A
∫ ∞
0
du e−u Uuh.
Thus
(
I − A) ∫ ∞
0
du e−u Uuh(s, x) = U0h(s, x) = h(s, x),
yielding h ∈ Im(I − A). We have shown that (Ut, t ≥ 0) generates
a strongly continuous contraction on C0([0,∞[×Rd) with infinitesimal
generator A (see [40, Theorem 2.2, Chapter 4]). The Hille-Yosida the-
orem [40, Proposition 2.6, Chapter 1] then implies that for all λ > 0
Im(λ−A) = C0([0,∞[×Rd).
5. Now let pt(x0, dy) be another solution of (2.7). First, considering equa-
tion (3.13) for the particular function g(y) = 1, yields
∀t ≥ 0
∫
Rd
pt(x0, dy) = 1,
and pt(x0, dy) has mass 1.
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Then, an integration by parts implies that, for (f, γ) ∈ C∞0 (Rd) ×
C10([0,∞[),∫
Rd
pt(x0, dy)f(y)γ(t) = f(x0)γ(0) +
∫ t
0
∫
Rd
ps(x0, dy)A(fγ)(s, y) ds.
(2.16)
Define, for h ∈ C0([0,∞[×Rd),
∀(t, x0) ∈ [0,∞[×Rd, Pth(0, x0) =
∫
Rd
pt(x0, dy)h(t, y).
Using (2.16) we have, for (f, γ) ∈ C∞0 (Rd)× C10([0,∞[),
∀ > 0 Pt(fγ)−P(fγ) =
∫ t

∫
Rd
pu(dy)A(fγ)(u, y) du =
∫ t

Pu(A(fγ)) du,
(2.17)
and by linearity, for any h ∈ D0,
Pth− Ph =
∫ t

PuAhdu. (2.18)
Multiplying by e−λt and integrating with respect to t we obtain, for
λ > 0,
λ
∫ ∞
0
e−λt Pth(0, x0) dt = h(0, x0) + λ
∫ ∞
0
e−λt
∫ t
0
Pu(Ah)(0, x0) du dt
= h(0, x0) + λ
∫ ∞
0
(∫ ∞
u
e−λtdt
)
Pu(Ah)(0, x0) du
= h(0, x0) +
∫ ∞
0
e−λu Pu(Ah)(0, x0) du.
Similarly, we obtain for any λ > 0,
λ
∫ ∞
0
e−λt Uth(0, x0) dt = h(0, x0) +
∫ ∞
0
e−λu Uu(Ah)(0, x0) du.
Hence for any h ∈ D0, we have∫ ∞
0
e−λt Ut(λ−A)h(0, x0) dt = h(0, x0) =
∫ ∞
0
e−λtPt(λ−A)h(0, x0) dt.
(2.19)
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Using the density of Im(λ−A) in Im(λ−A) = C0([0,∞×Rd), we get
∀g ∈ C0([0,∞[×Rd),
∫ ∞
0
e−λt Utg (0, x0) dt =
∫ ∞
0
e−λtPtg(0, x0) dt,
(2.20)
so the Laplace transform of t 7→ Ptg (0, x0) is uniquely determined.
Using (2.18), for any h ∈ D0, t 7→ Pth(0, x0) is right-continuous:
∀h ∈ D0, lim
t↓
Pth(0, x0) = Ph(0, x0).
Furthermore, the density of D0 in C0([0,∞[×Rd) implies the weak-
continuity of t → Ptg(0, x0) for any g ∈ C0([0,∞[×Rd). Indeed, let
g ∈ C0([0,∞[×Rd), there exists (hn)n≥0 ∈ D0 such that
lim
n→∞
‖g − hn‖ = 0
Then equation (2.18) yields,
|Ptg(0, x0)−Pg(0, x0)|
= |Pt(g − hn)(0, x0) + (Pt −P) hn(0, x0) + P(g − hn)(0, x0)|
≤ |Pt(g − hn)(0, x0)|+ | (Pt − P) hn(0, x0)|+ |P(g − hn)(0, x0)|
≤ 2 ‖g − hn‖+ | (Pt − P)hn(0, x0)|
Using the right-continuity of t 7→ Pthn(0, x0) for any n ≥ 0, taking t ↓ 
then n→∞, yields
lim
t↓
Ptg(0, x0) = Pg(0, x0).
Thus the two right-continuous functions t 7→ Ptg(0, x0) and t 7→ Utg(0, x0)
have the same Laplace transform by (2.20), which implies they are
equal:
∀g ∈ C0([0,∞[×Rd),
∫
g(t, y)q0,t(x0, dy) =
∫
g(t, y)pt(x0, dy).
(2.21)
By [40, Proposition 4.4, Chapter 3], C0([0,∞[×Rd) is convergence de-
termining, hence separating, allowing us to conclude that pt(x0, dy) =
q0,t(x0, dy).
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Remark 2.1. Assumptions 2.1, 2.2 and 2.3 are sufficient but not necessary
for the well-posedness of the martingale problem. For example, the bounded-
ness Assumption 2.1 may be relaxed to local boundedness, using localization
techniques developed in [88, 90]. Such extensions are not trivial and, in the
unbounded case, additional conditions are needed to ensure that X does not
explode (see [90, Chapter 10]).
2.2.3 Markovian projection of a semimartingale
The following assumptions on the local characteristics of the semimartingale
ξ are almost-sure analogs of Assumptions 2.1, 2.2 and 2.3:
Assumption 2.4. β, δ are bounded on [0, T ]:
∃K1 > 0, ∀t ∈ [0, T ], ‖βt‖ ≤ K1, ‖δt‖ ≤ K1 a.s.
Assumption 2.5. The jump compensator µ has a density m(ω, t, dy) with
respect to the Lebesgue measure on [0, T ] which satisfies
(i) ∃K2 > 0, ∀t ∈ [0, T ],
∫
Rd
(
1 ∧ ‖y‖2) m(., t, dy) ≤ K2 <∞ a.s.
(ii) and lim
R→∞
∫ T
0
m (., t, {‖y‖ ≥ R}) dt = 0 a.s.
Assumption 2.6 (Local non-degeneracy).
Either (i) ∃ > 0, ∀t ∈ [0, T [ tδtδt ≥  Id a.s.
or (ii) δ ≡ 0 and there exists β ∈]0, 2[, C,K3 > 0, and a familymβ(t, dy)
of positive measures such that
∀t ∈ [0, T [ m(t, dy) = mβ(t, dy) + 1{‖y‖≤1} C‖y‖d+β dy a.s.,∫ (
1 ∧ ‖y‖β) mβ(t, dy) ≤ K3, and lim
→0
∫
‖y‖≤
‖y‖βmβ(t, dy) = 0 a.s.
Note that Assumption 2.5 is only slightly stronger than stating thatm is a
Le´vy kernel since in that case we already have
∫
(1 ∧ ‖y‖2) m(., t, dy) < ∞.
Assumption 2.6 extends the “ellipticity” assumption to the case of pure-
jump semimartingales and holds for a large class of semimartingales driven
by stable or tempered stable processes.
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Theorem 2.2 (Markovian projection). Assume there exists measurable func-
tions a : [0, T ]× Rd 7→ Md×d(R), b : [0, T ]× Rd 7→ Rd and
n : [0, T ] × Rd 7→ R(Rd − {0}) satisfying Assumption 2.2 such that for all
t ∈ [0, T ] and B ∈ B(Rd − {0}),
E [βt|ξt−] = b(t, ξt−) a.s,
E
[
tδtδt|ξt−
]
= a(t, ξt−) a.s,
E [m(., t, B)|ξt−] = n(t, B, ξt−) a.s.
(2.22)
If (β, δ,m) satisfies Assumptions 2.4, 2.5, 2.6, then there exists a Markov pro-
cess ((Xt)t∈[0,T ],Qξ0), with infinitesimal generator L defined by (2.3), whose
marginal distributions mimick those of ξ:
∀t ∈ [0, T ], Xt d= ξt.
X is the weak solution of the stochastic differential equation
Xt = ξ0 +
∫ t
0
b(u,Xu) du+
∫ t
0
Σ(u,Xu) dBu
+
∫ t
0
∫
‖y‖≤1
y N˜(du dy) +
∫ t
0
∫
‖y‖>1
y N(du dy),
(2.23)
where (Bt) is an n-dimensional Brownian motion, N is an integer-valued ran-
dom measure on [0, T ]×Rd with compensator n(t, dy,Xt−) dt, N˜ = N−n the
associated compensated random measure and Σ ∈ C0([0, T ] × Rd,Md×n(R))
such that tΣ(t, z)Σ(t, z) = a(t, z).
We will call (X,Qξ0) the Markovian projection of ξ.
Proof. First, we observe that n is a Le´vy kernel : for any (t, z) ∈ [0, T ]×Rd∫
Rd
(
1 ∧ ‖y‖2) n(t, dy, z) = E [∫
Rd
(
1 ∧ ‖y‖2) m(t, dy)|ξt− = z] <∞ a.s.,
using Fubini’s theorem and Assumption 2.5. Consider now the case of a pure
jump semimartingale verifying (ii) and define, for B ∈ B(Rd − {0}),
∀z ∈ Rd nβ(t, B, z) = E
[∫
B
m(t, dy, ω)− C dy‖y‖d+β |ξt− = z
]
.
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As argued above, nβ is a Le´vy kernel on Rd. Assumptions 2.4 and 2.5 im-
ply that (b, a, n) satisfies Assumption 2.1. Furthermore, under assumptions
either (i) or (ii) for (δ,m), Assumption 2.3 holds for (b, a, n). Together with
Assumption 2.2 yields that L is a non-degenerate operator and Proposition
2.1 implies that the martingale problem for (Lt)t∈[0,T ] on the domain C∞0 (Rd)
is well-posed. Denote ((Xt)t∈[0,T ],Qξ0) its unique solution starting from ξ0
and qt(ξ0, dy) the marginal distribution of Xt.
Let f ∈ C∞0 (Rd). Itoˆ’s formula yields
f(ξt) = f(ξ0) +
d∑
i=1
∫ t
0
d∑
i=1
∂f
∂xi
(ξs−) dξ
i
s +
1
2
∫ t
0
tr
[∇2f(ξs−) tδsδs] ds
+
∑
s≤t
[
f(ξs− +∆ξs)− f(ξs−)−
d∑
i=1
∂f
∂xi
(ξs−)∆ξ
i
s
]
= f(ξ0) +
∫ t
0
∇f(ξs−).βs ds+
∫ t
0
∇f(ξs−).δsdWs
+
1
2
∫ t
0
tr
[∇2f(ξs−) tδsδs] ds+ ∫ t
0
∫
‖y‖≤1
∇f(ξs−).y M˜(ds dy)
+
∫ t
0
∫
Rd
(
f(ξs− + y)− f(ξs−)− 1{‖y‖≤1} y.∇f(ξs−)
)
M(ds dy).
We note that
• since ‖∇f‖ is bounded ∫ t
0
∫
‖y‖≤1
∇f(ξs−).y M˜(ds dy) is a square-integrable
martingale.
• ∫ t
0
∫
‖y‖>1
∇f(ξs−).y M(ds dy) <∞ a.s. since ‖∇f‖ is bounded.
• since∇f(ξs−) and δs are uniformly bounded on [0, T ],
∫ t
0
∇f(ξs−).δsdWs
is a martingale.
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Hence, taking expectations, we obtain:
EP [f(ξt)] = E
P [f(ξ0)] + E
P
[∫ t
0
∇f(ξs−).βs ds
]
+ EP
[
1
2
∫ t
0
tr
[∇2f(ξs−)tδsδs] ds]
+ EP
[∫ t
0
∫
Rd
(
f(ξs− + y)− f(ξs−)− 1{‖y‖≤1} y.∇f(ξs−)
)
M(ds dy)
]
= EP [f(ξ0)] + E
P
[∫ t
0
∇f(ξs−).βs ds
]
+ EP
[
1
2
∫ t
0
tr
[∇2f(ξs−) tδsδs] ds]
+ EP
[∫ t
0
∫
Rd
(
f(ξs− + y)− f(ξs−)− 1{‖y‖≤1} y.∇f(ξs−)
)
m(s, dy) ds
]
.
Observing that:
EP
[∫ t
0
∇f(ξs−).βs ds
]
≤ ‖∇f‖EP
[∫ t
0
‖βs‖ ds
]
<∞,
EP
[
1
2
∫ t
0
tr
[∇2f(ξs−) tδsδs]] ≤ ‖∇2f‖EP [∫ t
0
‖δs‖2 ds
]
<∞,
EP
[∫ t
0
∫
Rd
∥∥f(ξs− + y)− f(ξs−)− 1{‖y‖≤1} y.∇f(ξs−)∥∥ m(s, dy) ds]
≤ ‖∇
2f‖
2
EP
[∫ t
0
∫
‖y‖≤1
‖y‖2m(s, dy) ds
]
+ 2‖f‖EP
[∫ t
0
∫
‖y‖>1
m(s, dy) ds
]
< +∞,
we may apply Fubini’s theorem to obtain
EP [f(ξt)] = E
P [f(ξ0)] +
∫ t
0
EP [∇f(ξs−).βs] ds+ 1
2
∫ t
0
EP
[
tr
[∇2f(ξs−) tδsδs]] ds
+
∫ t
0
EP
[∫
Rd
(
f(ξs− + y)− f(ξs−)− 1{‖y‖≤1} y.∇f(ξs−)
)
m(s, dy)
]
ds.
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Conditioning on ξt− and using the iterated expectation property,
EP [f(ξt)] = E
P [f(ξ0)] +
∫ t
0
EP
[∇f(ξs−).EP [βs|ξs−]] ds
+
1
2
∫ t
0
EP
[
tr
[∇2f(ξs−)EP [tδsδs|ξs−]]] ds
+
∫ t
0
EP
[
EP
[∫
Rd
(
f(ξs− + y)− f(ξs−)− 1{‖y‖≤1} y.∇f(ξs−)
)
m(s, dy)|ξs−
]]
ds
= EP [f(ξ0)] +
∫ t
0
EP [∇f(ξs−).b(s, ξs−)] ds+ 1
2
∫ t
0
EP
[
tr
[∇2f(ξs−) a(s, ξs−)]] ds
+
∫ t
0
∫
Rd
EP
[(
f(ξs− + y)− f(ξs−)− 1{‖y‖≤1} y.∇f(ξs−)
)
n(s, dy, ξs−)
]
ds.
Hence
EP [f(ξt)] = E
P [f(ξ0)] + E
P
[∫ t
0
Lsf(ξs−) ds
]
. (2.24)
Let pt(dy) denote the law of (ξt) under P, (2.24) writes:∫
Rd
pt(dy)f(y) =
∫
Rd
p0(dy)f(y) +
∫ t
0
∫
Rd
ps(dy)Lsf(y) ds. (2.25)
Hence pt(dy) satisfies the Kolmogorov forward equation (2.7) for the operator
L with the initial condition p0(dy) = µ0(dy) where µ0 denotes the law of ξ0.
Applying Theorem 2.1, the flows qt(ξ0, dy) of Xt and pt(dy) of ξt are the same
on [0, T ]. This ends the proof.
Remark 2.2 (Mimicking conditional distributions). The construction in
Theorem 2.2 may also be carried out using
E [βt|ξt−, F0] = b0(t, ξt−) a.s,
E
[
tδtδt|ξt−, F0
]
= a0(t, ξt−) a.s,
E [m(., t, B)|ξt−, F0] = n0(t, B, ξt−) a.s,
instead of (b, a, n) in (2.36). If (b0, a0, n0) satisfies Assumption (2.3), then
following the same procedure we can construct a Markov process (X,Q0ξ0)
whose infinitesimal generator has coefficients (b0, a0, n0) such that
∀f ∈ C0b (Rd), ∀t ∈ [0, T ] EP [f(ξt)|F0] = EQ
0
ξ0 [f(Xt)] ,
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i.e. the marginal distribution of Xt matches the conditional distribution of ξt
given F0.
Remark 2.3. For Ito processes (i.e. continuous semimartingales of the form
(2.2) with µ = 0), Gyo¨ngy [51, Theorem 4.6] gives a “mimicking theorem”
under the non-degeneracy condition tδt.δt ≥ Id which corresponds to our
Assumption 2.6, but without requiring the continuity condition (Assumption
2.2) on (b, a, n). Brunick & Shreve [23] extend this result by relaxing the
ellipticity condition of [51]. In both cases, the mimicking process X is con-
structed as a weak solution to the SDE (2.23) (without the jump term), but
this weak solution does not in general have the Markov property: indeed, it
need not even be unique under the assumptions used in [51, 23]. In particu-
lar, in the setting used in [51, 23], the law of X is not uniquely determined
by its ’infinitesimal generator’ L. This makes it difficult to ‘compute’ quanti-
ties involving X, either through simulation or by solving a partial differential
equation.
By contrast, under the additional continuity condition 2.2 on the projected
coefficients, X is a Markov process whose law is uniquely determined by its
infinitesimal generator L and whose marginals are the unique solution of the
Kolmogorov forward equation (2.7). This makes it possible to compute the
marginals of X by simulating the SDE (2.23) or by solving a forward PIDE.
It remains to be seen whether the additional Assumption 2.2 is verified
in most examples of interest. We will show in Section 2.4 that this is indeed
the case.
Remark 2.4 (Markovian projection of a Markov process). The term Marko-
vian projection is justified by the following remark: if the semimartingale ξ is
already a Markov process and satisfies the assumption of Theorem 2.2, then
the uniqueness in law of the solution to the martingale problem for L implies
that the Markovian projection (X,Qξ0) of ξ has the same law as (ξ,Pξ0). So
the map which associates (the law Qξ0 of) X to ξ is an involution and may
be viewed as a projection of P on the set of Markov processes.
This property contrasts with other constructions of mimicking processes
[7, 28, 51, 52, 74] which fail to be involutive. A striking example is the
construction, by Hamza & Klebaner [52], of discontinuous martingales whose
marginals match those of a Gaussian Markov process.
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2.2.4 Forward equations for semimartingales
Theorem 2.1 and Theorem 2.2 allow us to obtain a forward PIDE which
extends the Kolmogorov forward equation to semimartingales which verify
the Assumptions of Theorem 2.2:
Theorem 2.3. Let ξ be a semimartingale given by (2.2) satisfying the as-
sumptions of Theorem 2.2. Denote pt(dx) the law of ξt on R
d. Then (pt)t∈[0,T ]
is the unique solution, in the sense of distributions, of the forward equation
∀t ∈ [0, T ], ∂pt
∂t
= L?t . pt, (2.26)
with initial condition p0 = µ0, where µ0 denotes the law of ξ0,
where L? is the adjoint of L, defined by
∀g ∈ C∞0 (Rd,R),
L?tg(x) = −∇ [b(t, x)g(x)] +∇2
[
a(t, x)
2
g(x)
]
(2.27)
+
∫
Rd
[
g(x− z)n(t, z, x− z)− g(x)n(t, z, x)− 1‖z‖≤1z.∇ [g(x)n(t, dz, x)]
]
,
where the coefficients b, a, n are defined as in (2.36).
Proof. The existence and uniqueness is a direct consequence of Theorem 2.1
and Theorem 2.2. To finish the proof, let compute L?t . Viewing pt as an
element of the dual of C∞0 (R
d), (2.7) rewrites : for f ∈ C∞0 (Rd,R)
∀f ∈ C∞0 (Rd,R),
∫
f(y)
dp
dt
(dy) =
∫
pt(dy)Ltf(y).
We have
∀f ∈ C∞0 (Rd), ∀t ≤ t′ < T <
pt′ − pt
t′ − t , f >
t′→t→ < pt,Ltf >=< L∗tpt, f >,
where < ., . > is the duality product.
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For z ∈ Rd, define the translation operator τ z by τzf(x) = f(x+z). Then∫
pt(dx)Ltf(x)
=
∫
pt(dx)
[
b(t, x)∇f(x) + 1
2
tr
[∇2f(x) a(t, x)]
+
∫
|z|>1
(τzf(x)− f(x))n(t, dz, x)
+
∫
|z|≤1
(τzf(x)− f(x)− z.∇f(x))n(t, dz, x)
]
=
∫ [
− f(x) ∂
∂x
[b(t, x)pt(dx)] + f(x)
∂2
∂x2
[
a(t, x)
2
pt(dx)]
+
∫
|z|>1
f(x)(τ−z(pt(dx)n(t, dz, x))− pt(dx)n(t, dz, x))
+
∫
|z|≤1
f(x)(τ−z(pt(dx)n(t, dz, x))− pt(dx)n(t, dz, x))
−z ∂
∂x
(pt(dx)n(t, dz, x))
]
,
allowing to identify L?.
2.2.5 Martingale-preserving property
An important property of the construction of ξ in Theorem 2.2 is that it
preserves the (local) martingale property: if ξ is a local martingale, so is X :
Proposition 2.2 (Martingale preserving property).
1. If ξ is a local martingale which satisfies the assumptions of Theorem
2.2, then its Markovian projection (Xt)t∈[0,T ] is a local martingale on
(Ω0,Bt,Qξ0).
2. If furthermore
EP
[∫ T
0
∫
Rd
‖y‖2m(t, dy)dt
]
<∞,
then (Xt)t∈[0,T ] is a square-integrable martingale.
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Proof. 1) If ξ is a local martingale then the uniqueness of its semimartingale
decomposition entails that
βt +
∫
‖y‖≥1
ym(t, dy) = 0 dt× P− a.s.
hence Qξ0
(
∀t ∈ [0, T ],
∫ t
0
ds
[
b(s,Xs−) +
∫
‖y‖≥1
y n(s, dy,Xs−)
]
= 0
)
= 1.
The assumptions on m, δ then entail that X , as a sum of an Ito integral and
a compensated Poisson integral, is a local martingale.
2) If EP
[∫ ‖y‖2µ(dt dy)] <∞ then
EQξ0
[∫
‖y‖2n(t, dy,Xt−)
]
<∞,
and the compensated Poisson integral in X is a square-integrable martingale.
2.3 Mimicking a semimartingale driven by a
Poisson random measure
The representation (2.2) is not the most commonly used in applications,
where a process is constructed as the solution to a stochastic differential
equation driven by a Brownian motion and a Poisson random measure
ζt = ζ0 +
∫ t
0
βs ds+
∫ t
0
δs dWs +
∫ t
0
∫
ψs(y) N˜(ds dy), (2.28)
where ξ0 ∈ Rd, W is a standard Rn-valued Wiener process, β and δ are non-
anticipative ca`dla`g processes, N is a Poisson random measure on [0, T ]×Rd
with intensity ν(dy) dt where∫
Rd
(
1 ∧ ‖y‖2) ν(dy) <∞, N˜ = N − ν(dy)dt, (2.29)
and the random jump amplitude ψ : [0, T ] × Ω × Rd 7→ Rd is P ⊗ B(Rd)-
measurable, where P is the predictable σ-algebra on [0, T ]×Ω. In this section,
we shall assume that
∀t ∈ [0, T ], ψt(ω, 0) = 0 and E
[∫ t
0
∫
Rd
(
1 ∧ ‖ψs(., y)‖2
)
ν(dy) ds
]
<∞.
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The difference between this representation and (2.2) is the presence of a
random jump amplitude ψt(ω, .) in (2.28). The relation between these two
representations for semimartingales has been discussed in great generality in
[39, 63]. Here we give a less general result which suffices for our purpose. The
following result expresses ζ in the form (2.2) suitable for applying Theorem
2.2.
Lemma 2.1 (Absorbing the jump amplitude in the compensator).
ζt = ζ0 +
∫ t
0
βs ds+
∫ t
0
δs dWs +
∫ t
0
∫
ψs(z) N˜(ds dz)
can be also represented as
ζt = ζ0 +
∫ t
0
βs ds+
∫ t
0
δs dWs +
∫ t
0
∫
y M˜(ds dy), (2.30)
whereM is an integer-valued random measure on [0, T ]×Rd with compensator
µ(ω, dt, dy) given by
∀A ∈ B(Rd − {0}), µ(ω, dt, A) = ν(ψ−1t (ω,A)) dt,
where ψ−1t (ω,A) = {z ∈ Rd, ψt(ω, z) ∈ A} denotes the inverse image of A
under the partial map ψt.
Proof. The result can be deduced from [39, The´ore`me 12] but we sketch here
the proof for completeness. A Poisson random measure N on [0, T ]×Rd can
be represented as a counting measure for some random sequence (Tn, Un)
with values in [0, T ]× Rd
N =
∑
n≥1
1{Tn,Un}. (2.31)
Let M be the integer-valued random measure defined by:
M =
∑
n≥1
1{Tn,ψTn (.,Un)}. (2.32)
µ, the predictable compensator of M is characterized by the following prop-
erty [61, Thm 1.8.]: for any positive P ⊗ B(Rd)-measurable map χ : [0, T ]×
Ω× Rd → R+ and any A ∈ B(Rd − {0}),
E
[∫ t
0
∫
A
χ(s, y)M(ds dy)
]
= E
[∫ t
0
∫
A
χ(s, y)µ(ds dy)
]
. (2.33)
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Similarly, for B ∈ B(Rd − {0})
E
[∫ t
0
∫
B
χ(s, y)N(ds dy)
]
= E
[∫ t
0
∫
B
χ(s, y) ν(dy) ds
]
.
Using formulae (2.31) and (2.32):
E
[∫ t
0
∫
A
χ(s, y)M(ds dy)
]
= E
[∑
n≥1
χ(Tn, ψTn(., Un))
]
= E
[∫ t
0
∫
ψ−1s (.,A)
χ(s, ψs(., z))N(ds dz)
]
= E
[∫ t
0
∫
ψ−1s (.,A)
χ(s, ψs(., z)) ν(dz) ds
]
Formula (2.33) and the above equalities lead to:
E
[∫ t
0
∫
A
χ(s, y)µ(ds dy)
]
= E
[∫ t
0
∫
ψ−1s (.,A)
χ(s, ψs(., z)) ν(dz) ds
]
.
Since ψ is a predictable random function, the uniqueness of the predictable
compensator µ (take φ ≡ Id in [61, Thm 1.8.]) entails
µ(ω, dt, A) = ν(ψ−1t (ω,A)) dt. (2.34)
Formula (2.34) defines a random measure µ which is a Le´vy kernel∫ t
0
∫ (
1 ∧ ‖y‖2) µ(dy ds) = ∫ t
0
∫ (
1 ∧ ‖ψs(., y)‖2
)
ν(dy) ds <∞.
In the case where ψt(ω, .) : R
d 7→ Rd is invertible and differentiable, we
can characterize the density of the compensator µ as follows:
Lemma 2.2 (Differentiable case). If the Le´vy measure ν(dz) has a density
ν(z) and if ψt(ω, .) : R
d 7→ Rd is a C1(Rd,Rd)-diffeomorphism, then ζ, given
in (2.28), has the representation
ζt = ζ0 +
∫ t
0
βs ds+
∫ t
0
δs dWs +
∫ t
0
∫
y M˜(ds dy),
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where M is an integer-valued random measure with compensator
µ(ω; dt, dy) = 1ψt(ω,Rd)(y) |det∇yψt|−1 (ω, ψ−1t (ω, y)) ν(ψ−1t (ω, y)) dt dy,
where ∇yψt denotes the Jacobian matrix of ψt(ω, .).
Proof. We recall from the proof of Lemma 2.1:
E
[∫ t
0
∫
A
χ(s, y)µ(ds dy)
]
= E
[∫ t
0
∫
ψ−1s (.,A)
χ(s, ψs(., z)) ν(z) ds dz
]
.
Proceeding to the change of variable ψs(., z) = y:
E
[∫ t
0
∫
ψ−1s (.,A)
χ(s, ψs(., z)) ν(z) ds dz
]
= E
[∫ t
0
∫
A
1{ψs(Rd)}(y)χ(s, y) |det∇ψs|−1 (., ψ−1s (., y)) ν(ψ−1s (., y))ds dy
]
.
The density appearing in the right hand side is predictable since ψ is a
predictable random function. The uniqueness of the predictable compensator
µ yields the result.
Let us combine Lemma 2.2 and Theorem 2.2. To proceed, we make a
further assumption.
Assumption 2.7. The Le´vy measure ν admits a density ν(y) with respect
to the Lebesgue measure on Rd and:
∀t ∈ [0, T ] ∃K2 > 0
∫ t
0
∫
‖y‖>1
(
1 ∧ ‖ψs(., y)‖2
)
ν(y) dy ds < K2 a.s.
and
lim
R→∞
∫ T
0
ν
(
ψ−1t ({‖y‖ ≥ R})
)
dt = 0 a.s.
Theorem 2.4. Let (ζt) be an Ito semimartingale defined on [0, T ] by the
given the decomposition
ζt = ζ0 +
∫ t
0
βs ds+
∫ t
0
δs dWs +
∫ t
0
∫
ψs(y) N˜(ds dy),
48
where ψt(ω, .) : R
d 7→ Rd is invertible and differentiable with inverse φt(ω, .).
Define
m(t, y) = 1{y∈ψt(Rd)} |det∇ψt|−1 (ψ−1t (y)) ν(ψ−1t (y)). (2.35)
Assume there exists measurable functions a : [0, T ] × Rd 7→ Md×d(R), b :
[0, T ] × Rd 7→ Rd and j : (t, x) ∈ [0, T ] × Rd) → R(Rd − {0}) satisfying
Assumption 2.2 such that for (t, z) ∈ [0, T ]× Rd, B ∈ B(Rd − {0}),
E [βt|ζt− ] = b(t, ζt−) a.s,
E
[
tδtδt|ζt−
]
= a(t, ζt−) a.s,
E [m(., t, B)|ζt− ] = j(t, B, ζt−) a.s.
(2.36)
If β and δ satisfy Assumption 2.4, ν Assumption 2.7, (δ,m) satisfy Assump-
tions 2.5-2.6, then the stochastic differential equation
Xt = ζ0 +
∫ t
0
b(u,Xu) du+
∫ t
0
Σ(u,Xu) dBu +
∫ t
0
∫
y J˜(du dy), (2.37)
where (Bt) is an n-dimensional Brownian motion, J is an integer valued ran-
dom measure on [0, T ]×Rd with compensator j(t, dy,Xt−) dt, J˜ = J − j and
Σ : [0, T ]×Rd 7→ Md×n(R) is a continuous function such that tΣ(t, z)Σ(t, z) =
a(t, z), admits a unique weak solution ((Xt)t∈[0,T ],Qζ0) whose marginal dis-
tributions mimick those of ζ:
∀t ∈ [0, T ] Xt d= ζt.
Under Qζ0, X is a Markov process with infinitesimal generator L given by
(2.3).
Proof. We first use Lemma 2.2 to obtain the representation (2.30) of ζ :
ζt = ζ0 +
∫ t
0
βs ds+
∫ t
0
δs dWs +
∫ t
0
∫
y M˜(ds dy)
Then, we observe that∫ t
0
∫
y M˜(ds dy)
=
∫ t
0
∫
‖y‖≤1
y M˜(ds dy) +
∫ t
0
∫
‖y‖>1
y [M(ds dy)−m(s, dy) ds]
=
∫ t
0
∫
‖y‖≤1
y M˜(ds dy) +
∫ t
0
∫
‖y‖>1
yM(ds dy)−
∫ t
0
∫
‖y‖>1
ym(s, dy) ds,
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where the terms above are well-defined thanks to Assumption 2.7. Lemma
2.2 leads to:∫ t
0
∫
‖y‖>1
y m(s, dy) ds =
∫ t
0
∫
‖ψs(y)‖>1
‖ψs(., y)‖ ν(y) dy ds.
Hence:
ζt = ζ0 +
[∫ t
0
βs ds−
∫ t
0
∫
‖ψs(y)‖>1
‖ψs(., y)‖ ν(y) dy ds
]
+
∫ t
0
δs dWs
+
∫ t
0
∫
‖y‖≤1
y M˜(ds dy) +
∫ t
0
∫
‖y‖>1
yM(ds dy).
This representation has the form (2.2) and Assumptions 2.4 and 2.7 guarantee
that the local characteristics of ζ satisfy the assumptions of Theorem 2.2.
Applying Theorem 2.2 yields the result.
2.4 Examples
We now give some examples of stochastic models used in applications, where
Markovian projections can be characterized in a more explicit manner than
in the general results above. These examples also serve to illustrate that the
continuity assumption (Assumption 2.2) on the projected coefficients (b, a, n)
in (2.36) can be verified in many useful settings.
2.4.1 Semimartingales driven by a Markov process
In many examples in stochastic modeling, a quantity Z is expressed as a
smooth function f : Rd → R of a d-dimensional Markov process Z:
ξt = f(Zt) with f : R
d → R
We will show that in this situation our assumptions will hold for ξ as soon as
Z has an infinitesimal generator whose coefficients satisfy Assumptions 2.1,
2.2 and 2.3, allowing us to construct the Markovian Projection of ξt.
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Consider a time-dependent integro-differential operator L = (Lt)t∈[0,T ]
defined, for g ∈ C∞0 (Rd), by
Ltg(z) = bZ(t, z).∇g(z) +
d∑
i,j=1
(aZ)ij(t, x)
2
∂2g
∂xi∂xj
(x)
+
∫
Rd
[g(z + ψZ(t, z, y)− g(z)− ψZ(t, y, z).∇g(z)]νZ(y)dy,
(2.38)
where bZ : [0, T ]× Rd 7→ Rd, aZ : [0, T ]× Rd 7→ Md×d(R), and ψZ : [0, T ]×
Rd × Rd are measurable functions and νZ is a Le´vy density.
If one assume that
ψZ(., ., 0) = 0 ψZ(t, z, .) is a C1(Rd,Rd)− diffeomorphism,
∀t ∈ [0, T ] ∀z ∈ Rd E
[∫ t
0
∫
{‖y‖≥1}
(
1 ∧ ‖ψZ(s, z, y)‖2
)
νZ(y) dy ds
]
<∞,
(2.39)
then applying Lemma 2.2, (2.38) rewrites, for g ∈ C∞0 (Rd):
Ltg(x) = bZ(t, x).∇g(x) +
d∑
i,j=1
(aZ)ij(t, x)
2
∂2g
∂xi∂xj
(x)
+
∫
Rd
[g(x+ y)− g(x)− y.∇g(x)]mZ(t, y, x) dy,
(2.40)
where
mZ(t, y, x) = 1{y∈ψZ (t,Rd,x)} |det∇ψZ |−1 (t, x, ψ−1Z (t, x, y)) νZ(ψ−1Z (t, x, y)).
(2.41)
Throughout this section we shall assume that (bZ , aZ , mZ) satisfy Assump-
tions 2.1, 2.2 and 2.3. Proposition 2.1 then implies that for any Z0 ∈ Rd, the
SDE,
∀t ∈ [0, T ] Zt = Z0 +
∫ t
0
bZ(u, Zu−) du+
∫ t
0
aZ(u, Zu−) dWu
+
∫ t
0
∫
ψZ(u, Zu−, y) N˜(du dy),
(2.42)
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admits a weak solution ((Zt)t∈[0,T ],QZ0), unique in law, with (Wt) an n-
dimensional Brownian motion, N a Poisson random measure on [0, T ] ×
Rd with compensator νZ(y) dy dt, N˜ the associated compensated random
measure. Under QZ0 , Z is a Markov process with infinitesimal generator L.
Consider now the process
ξt = f(Zt). (2.43)
The aim of this section is to build in an explicit manner the Markovian
Projection of ξt for a sufficiently large class of functions f .
Let us first rewrite ξt in the form (2.2):
Proposition 2.3. Let f ∈ C2(Rd,R) with bounded derivatives such that,
∀(z1, · · · , zd−1) ∈ Rd−1, u 7→ f(z1, . . . , zd−1, u) is aC1(R,R)−diffeomorphism.
Assume that (aZ , mZ) satisfy Assumption 2.3, then ξt = f(Zt) admits the
following semimartingale decomposition:
ξt = ξ0 +
∫ t
0
βs ds+
∫ t
0
δs dBs +
∫ t
0
∫
u K˜(ds du),
where

βt = ∇f(Zt−).bZ(t, Zt−) + 12tr [∇2f(Zt−)taZ(t, Zt−)aZ(t, Zt−)]
+
∫
Rd
(f(Zt− + ψZ(t, Zt−, y))− f(Zt−)− ψZ(t, Zt−, y).∇f(Zt−)) νZ(y) dy,
δt = ‖∇f(Zt−)aZ(t, Zt−)‖,
(2.44)
B is a real valued Brownian motion and K is an integer-valued random mea-
sure on [0, T j]× R with compensator k(t, Zt−, u) du dt defined for all z ∈ Rd
and for any u > 0 (and analogously for u < 0) via:
k(t, z, [u,∞[) =
∫
Rd
1{f(z+ψZ (t,z,y))−f(z)≥u} νZ(y) dy. (2.45)
and K˜ its compensated random measure.
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Proof. Applying Itoˆ’s formula to ξt = f(Zt) yields
ξt = ξ0 +
∫ t
0
∇f(Zs−).bZ(s, Zs−) ds+
∫ t
0
∇f(Zs−).aZ(s, Zs−)dWs
+
1
2
∫ t
0
tr
[∇2f(Zs−)taZ(s, Zs−)aZ(s, Zs−)] ds+ ∫ t
0
∇f(Zs−).ψZ(s, Zs−, y) N˜(ds dy)
+
∫ t
0
∫
Rd
(f(Zs− + ψZ(s, Zs−, y))− f(Zs−)− ψZ(s, Zs−, y).∇f(Zs−)) N(ds dy)
= ξ0 +
∫ t
0
[
∇f(Zs−).bZ(s, Zs−) + 1
2
tr
[∇2f(Zs−)taZ(s, Zs−)aZ(s, Zs−)]
+
∫
Rd
(f(Zs− + ψZ(s, Zs−, y))− f(Zs−)− ψZ(s, Zs−, y).∇f(Zs−)) νZ(y) dy
]
ds
+
∫ t
0
∇f(Zs−).aZ(s, Zs−)dWs +
∫ t
0
∫
Rd
(f(Zs− + ψZ(s, Zs−, y))− f(Zs−)) N˜(ds dy).
Given Assumption 2.3, either
∀R > 0 ∀t ∈ [0, T ] inf
‖z‖≤R
inf
x∈Rd, ‖x‖=1
tx.aZ(t, z).x > 0, (2.46)
then (Bt)t∈[0,T ] defined by
dBt =
∇f(Zt−).aZ(t, Zt−)Wt
‖∇f(Zt−)aZ(t, Zt−)‖ ,
is a continuous local martingale with [B]t = t thus a Brownian motion, or
aZ ≡ 0, then ξ is a pure-jump semimartingale. Define Kt
Kt =
∫ t
0
∫
ΨZ(s, Zs−, y) N˜(ds dy),
with ΨZ(t, z, y) = ψZ(t, z, κz(y)) where
κz(y) : R
d → Rd
y → (y1, · · · , yd−1, f(z + y)− f(z)).
Since for any z ∈ Rd, |det∇yκz| (y) =
∣∣∣ ∂∂ydf(z + y)∣∣∣ > 0, one can define
κ−1z (y) = (y1, · · · , yd−1, Fz(y)) Fz(y) : Rd → R f(z+(y1, · · · , yd−1, Fz(y)))−f(z) = yd.
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Considering φ the inverse of ψ that is φ(t, ψZ(t, z, y), z) = y, define
Φ(t, z, y) = φ(t, z, κ−1z (y)).
Φ corresponds to the inverse of ΨZ and Φ is differentiable on R
d with image
Rd. Now, define
m(t, z, y) = |det∇yΦ(t, z, y)| νZ(Φ(t, z, y))
=
∣∣det∇yφ(t, z, κ−1z (y))∣∣
∣∣∣∣ ∂f∂yd (z + κ−1z (y))
∣∣∣∣−1 νZ(φ(t, z, κ−1z (y))).
One observes that∫ t
0
∫
‖y‖>1
(
1 ∧ ‖ΨZ(s, z, y)‖2
)
νZ(y) dy ds =∫ t
0
∫
‖y‖>1
(
1 ∧ (ψ1(s, z, y)2 + · · ·+ ψd−1(s, z, y)2 + (f(z + ψZ(s, z, y))− f(z))2)) νZ(y) dy ds
≤
∫ t
0
∫
‖y‖>1
(
1 ∧ (ψ1(s, z, y)2 + · · ·+ ψd−1(s, z, y)2 + ‖∇f‖2‖ψZ(s, z, y)‖2)) νZ(y) dy ds
≤
∫ t
0
∫
‖y‖>1
(
1 ∧ (2 ∨ ‖∇f‖2)‖ψZ(s, z, y)‖2
)
νZ(y) dy ds.
Given the condition (2.39), one may apply Lemma 2.2 and express Kt as
Kt =
∫ t
0
∫
yM˜(dsdy) where M˜ is a compensated integer-valued random mea-
sure on [0, T ]× Rd with compensator m(t, Zt−, y) dy dt.
Extracting the d-th component of Kt, one obtains the semimartingale de-
composition of ξt on [0, T ]
ξt = ξ0 +
∫ t
0
βs ds+
∫ t
0
δs dBs +
∫ t
0
∫
u K˜(ds du),
where

βt = ∇f(Zt−).bZ(t, Zt−) + 12tr [∇2f(Zt−)taZ(t, Zt−)aZ(t, Zt−)]
+
∫
Rd
(f(Zt− + ψZ(t, Zt−, y))− f(Zt−)− ψZ(t, Zt−, y).∇f(Zt−)) νZ(y) dy,
δt = ‖∇f(Zt−)aZ(t, Zt−)‖,
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and K is an integer-valued random measure on [0, T ]×R with compensator
k(t, Zt−, u) du dt defined for all z ∈ Rd via
k(t, z, u) =
∫
Rd−1
m(t, (y1, · · · , yd−1, u), z) dy1 · · · dyd−1
=
∫
Rd−1
|det∇yΦ(t, z, (y1, · · · , yd−1, u))| νZ(Φ(t, z, (y1, · · · , yd−1, u))) dy1 · · · dyd−1,
and K˜ its compensated random measure. In particular for any u > 0 (and
analogously for u < 0),
k(t, z, [u,∞[) =
∫
Rd
1{f(z+ψZ (t,z,y))−f(z)≥u} νZ(y) dy.
Given the semimartingale decomposition of ξt in the form (2.2), we may
now construct the Markovian projection of ξ as follows.
Theorem 2.5. Assume that
• the coefficients (bZ , aZ , mZ) satisfy Assumptions 2.1, 2.2 and 2.3,
• the Markov process Z has a transition density qt(.) which is continuous
on Rd uniformly in t ∈ [0, T ], and t 7→ qt(z) is right-continuous on
[0, T [, uniformly in z ∈ Rd.
• f ∈ C2b (Rd,R) such that
∀(z1, · · · , zd−1) ∈ Rd−1, u 7→ f(z1, . . . , zd−1, u) is a C1(R,R)−diffeomorphism.
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Define, for w ∈ R, t ∈ [0, T ],
b(t, w) =
1
c(w)
∫
Rd−1
[
∇f(.).bZ(t, .) + 1
2
tr
[∇2f(.)taZ(t, .)aZ(t, .)]
+
∫
Rd
(f(.+ ψZ(t, ., y))− f(.)− ψZ(t, ., y).∇f(.)) νZ(y) dy,
]
(z1, · · · , zd−1, w)
× qt(z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ ∂f∂zd ∣∣∣ (z1, · · · , zd−1, F (z1, · · · , zd−1, w)) ,
σ(t, w) =
1√
c(w)
[ ∫
Rd−1
‖∇f(.)aZ(t, .)‖2(z1, · · · , zd−1, w)
× qt(z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ ∂f∂zd ∣∣∣ (z1, · · · , zd−1, F (z1, · · · , zd−1, w))
]1/2
,
j(t, [u,∞[, w) = 1
c(w)
∫
Rd−1
(∫
Rd
1{f(.+ψZ(t,.,y))−f(.)≥u}(z1, · · · , zd−1, w) νZ(y) dy
)
× qt(z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ ∂f∂zd (z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ ,
(2.47)
for u > 0 (and analogously for u < 0), with
c(w) =
∫
Rd−1
dz1...dzd−1
qt(z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ ∂f∂zd (z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ .
Then the stochastic differential equation
Xt = ξ0 +
∫ t
0
b(s,Xs) ds+
∫ t
0
σ(s,Xs) dBs
+
∫ t
0
∫
‖y‖≤1
y J˜(ds dy) +
∫ t
0
∫
‖y‖>1
y J(ds dy),
(2.48)
where (Bt) is a Brownian motion, J is an integer-valued random measure on
[0, T ]×R with compensator j(t, du,Xt−) dt, J˜ = J−j, admits a weak solution
((Xt)t∈[0,T ],Qξ0), unique in law, whose marginal distributions mimick those
of ξ:
∀t ∈ [0, T ], Xt d= ξt.
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Under Qξ0, X is a Markov process with infinitesimal generator L given by
∀g ∈ C∞0 (R) Ltg(w) = b(t, w)g′(w) +
σ2(t, w)
2
g′′(w)
+
∫
Rd
[g(w + u)− g(w)− ug′(w)]j(t, du, w).
Before proving Theorem 2.5, we start with an useful Lemma, which will
be of importance.
Lemma 2.3. Let Z be a Rd-valued random variable with density q(z) and
f ∈ C1(Rd,R) such that
∀(z1, · · · , zd−1) ∈ Rd−1, u 7→ f(z1, . . . , zd−1, u) is aC1(R,R)−diffeomorphism.
Define the function F : Rd → R such that f(z1, · · · , zd−1, F (z)) = zd. Then
for any measurable function g : Rd → R such that E [|g(Z)|] < ∞ and any
w ∈ R,
E [g(Z)|f(Z) = w]
=
1
c(w)
∫
Rd−1
dz1...dzd−1g(z1, · · · , zd−1, w) q(z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ ∂f∂zd (z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ ,
with
c(w) =
∫
Rd−1
dz1...dzd−1
q(z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ ∂f∂zd (z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ .
Proof. Consider the d-dimensional random variable κ(Z), where κ : Rd 7→ Rd
is given by
κ(z) = (z1, · · · , zd−1, f(z)) .
(∇zκ) =


1 0 0 0
...
. . .
...
...
0 · · · 1 0
∂f
∂z1
· · · ∂f
∂zd−1
∂f
∂zd

 ,
so t |det(∇zκ)|(z) =
∣∣∣ ∂f∂zd (z)∣∣∣ > 0. Hence κ is a C1(Rd,Rd)-diffeomorphism
with inverse κ−1.
κ(κ−1(z)) = (κ−11 (z), · · · , κ−1d−1(z), f(κ−11 (z), · · · , κ−1d (z)) = z.
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For 1 ≤ i ≤ d − 1, κ−1i (z) = zi and f(z1, · · · , zd−1, κ−1d (z)) = zd that is
κ−1d (z) = F (z). Hence
κ−1(z1, · · · , zd) = (z1, · · · , zd−1, F (z)).
Define qκ(z) dz the inverse image of the measure q(z) dz under the partial
map κ by
qκ(z) = 1{κ(Rd)}(z) |det(∇zκ−1)|(z) q(κ−1(z))
= 1{κ(Rd)}(z)
∣∣∣∣ ∂f∂zd
∣∣∣∣−1 (z1, · · · , zd−1, F (z)) q(z1, · · · , zd−1, F (z)).
qκ(z) is the density of κ(Z). So, for any w ∈ f(Rd) = R,
E [g(Z)|f(Z) = w]
=
∫
Rd−1
E [g(Z)|κ(Z) = (z1, · · · , zd−1, w)] dz1, · · · , dzd−1
=
1
c(w)
∫
Rd−1
dz1...dzd−1g(z1, · · · , zd−1, w) q(z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ ∂f∂zd ∣∣∣ (z1, · · · , zd−1, F (z1, · · · , zd−1, w)) ,
with
c(w) =
∫
Rd−1
dz1...dzd−1
q(z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ ∂f∂zd (z1, · · · , zd−1, F (z1, · · · , zd−1, w))∣∣∣ .
Proof of Theorem 2.5. Let us show that if (bZ , aZ , mZ) satisfy Assumptions
2.1, 2.2 and 2.3 then the triplet (δt, βt, k(t, Zt−, u)) satisfies the assumptions
of Theorem 2.2. Then given Proposition 2.3, one may build in an explicit
manner the Markovian Projection of ξt.
First, note that βt and δt satisfy Assumption 2.4 since bZ(t, z) and aZ(t, z)
satisfy Assumption 2.1 and ∇f and ∇2f are bounded.
One observes that if mZ satisfies Assumption 2.1, then the equality (2.41)
implies that ψZ and νZ satisfies:
∃K2 > 0 ∀t ∈ [0, T ]∀z ∈ Rd
∫ t
0
∫
{‖y‖≥1}
(
1 ∧ ‖ψZ(s, z, y)‖2
)
νZ(y) dy ds < K2.
(2.49)
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Hence,∫ t
0
∫ (
1 ∧ ‖u‖2) k(s, Zs−, u) du ds = ∫ t
0
∫ (
1 ∧ |f(Zs− + ψZ(s, Zs−, y))− f(Zs−)|2
)
νZ(y) dy ds
≤
∫ t
0
∫ (
1 ∧ ‖∇f‖2‖ψZ(s, Zs−, u)‖2
)
νZ(y) dy ds,
is bounded and k satisfies Assumption 2.5.
As argued before, one sees that if aZ is non-degenerate then δt is. In the case
δt ≡ 0, for t ∈ [0, T [, R > 0, z ∈ B(0, R) and g ∈ C00(R) ≥ 0, denoting C and
KT > 0 the constants in Assumption 2.3,
k(t, z, u)
=
∫
Rd−1
|det∇yΦ(t, z, (y1, · · · , yd−1, u))| νZ(Φ(t, z, (y1, · · · , yd−1, u))) dy1 · · · dyd−1
=
∫
Rd−1
∣∣det∇yφ(t, z, κ−1z (y1, · · · , yd−1, u))∣∣
∣∣∣∣ ∂f∂yd (z + κ−1z (y1, · · · , yd−1, u))
∣∣∣∣−1
νZ(φ(t, z, κ
−1
z (y1, · · · , yd, u))) dy1 · · · dyd−1
≥
∫
Rd−1
∣∣∣∣ ∂f∂yd (z + κ−1z (y1, · · · , yd−1, u))
∣∣∣∣−1 C‖κ−1z (y1, · · · , yd−1, u)‖d+β dy1 · · · dyd−1
=
∫
Rd−1
C
‖(y1, · · · , yd−1, u)‖d+β dy1 · · · dyd−1
=
1
|u|d+β
∫
Rd−1
C
‖(y1/u, · · · , yd−1/u, 1)‖d+β dy1 · · · dyd−1 = C
′ 1
|u|1+β ,
with C ′ =
∫
Rd−1
C ‖(w1, · · · , wd−1, 1)‖−1 dw1 · · · dwd−1.
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Similarly∫ (
1 ∧ |u|β) (k(t, z, u)− C ′|u|1+β
)
du
=
∫ (
1 ∧ |u|β) ∫
Rd−1
∣∣∣∣ ∂f∂yd (z + κ−1z (y1, · · · , yd−1, u))
∣∣∣∣−1[ ∣∣det∇yφ(t, z, κ−1z (y1, · · · , yd−1, u))∣∣ νZ(φ(t, z, κ−1z (y1, · · · , yd−1, u)))
− C‖κ−1z (y1, · · · , yd−1, u)‖d+β
]
dy1 · · · dyd−1 du
=
∫
Rd
(
1 ∧ |f(z + (y1, · · · , yd−1, u))− f(z)|β
)
(
|det∇yφ(t, z, (y1, · · · , yd−1, u))| νZ(φ(t, z, (y1, · · · , yd−1, u)))
− C‖(y1, · · · , yd−1, u)‖d+β
)
dy1 · · · dyd−1 du
≤
∫
Rd
(
1 ∧ ‖∇f‖‖(y1, · · · , yd−1, u)‖β
)
(
|det∇yφ(t, z, (y1, · · · , yd−1, u))| νZ(φ(t, z, (y1, · · · , yd−1, u)))
− C‖(y1, · · · , yd−1, u)‖d+β
)
dy1 · · · dyd−1 du
is also bounded. Similar arguments would show that
lim
→0
∫
|u|≤
|u|β
(
k(t, Zt−, u)− C|u|1+β
)
du = 0 a.s.
and lim
R→∞
∫ T
0
k (t, Zt−, {|u| ≥ R}) dt = 0 a.s.,
since this essentially hinges on the fact that f has bounded derivatives.
Applying Lemma 2.3, one can compute explicitly the conditional expec-
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tations in (2.36). For example,
b(t, w) = E[βt|ξt− = w] =
∫
Rd−1
[
∇f(.).bZ(t, .) + 1
2
tr
[∇2f(.)taZ(t, .)aZ(t, .)]
+
∫
Rd
(f(.+ ψZ(t, ., y))− f(.)− ψZ(t, ., y).∇f(.)) νZ(y) dy,
]
(z1, · · · , zd−1, w)
× qt(z1, · · · , zd−1, F (z1, · · · , zd−1, w))| ∂f
∂zd
(z1, · · · , zd−1, F (z1, · · · , zd−1, w))|
.
with F : Rd → R defined by f(z1, · · · , zd−1, F (z)) = zd. Furthermore, f
is C2 with bounded derivatives, (bZ , aZ , νZ) satisfy Assumption 2.1. Since
z ∈ Rd → qt(z) is continuous in z uniformly in t ∈ [0, T ] and t ∈ [0, T [→ qt(z)
is right-continuous in t uniformly in z ∈ Rd, the same properties hold for b.
Proceeding similarly, one can show that that Assumption 2.2 holds for σ and
j so Theorem 2.2 may be applied to yield the result.
2.4.2 Time changed Le´vy processes
Models based on time–changed Le´vy processes have been the focus of much
recent work, especially in mathematical finance [24]. Let Lt be a Le´vy pro-
cess, (b, σ2, ν) be its characteristic triplet on (Ω, (Ft)t≥0,P), N the Poisson
random measure representing the jumps of L and (θt)t≥0 a locally bounded,
strictly positive Ft-adapted cadlag process. The process
ξt = ξ0 + LΘt Θt =
∫ t
0
θsds.
is called a time-changed Le´vy process where θt is interpreted as the rate of
time change.
Theorem 2.6 (Markovian projection of time-changed Le´vy processes). As-
sume that (θt)t≥0 is bounded from above and away from zero:
∃K,  > 0, ∀t ∈ [0, T ], K ≥ θt ≥  a.s. (2.50)
and that there exists α : [0, T ]× R 7→ R such that
∀t ∈ [0, T ], ∀z ∈ R, α(t, z) = E[θt|ξt− = z],
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where α(t, .) is continuous on R, uniformly in t ∈ [0, T ] and, for all z in R,
α(., z) is right-continuous in t on [0, T [.
If either (i) σ > 0
or (ii) σ ≡ 0 and ∃β ∈]0, 2[, c,K ′ > 0, and ameasure
νβ(dy) such that ν(dy) = νβ(dy) +
c
|y|1+β dy,∫ (
1 ∧ |y|β) νβ(dy) ≤ K ′, lim
→0
∫
|y|≤
|y|β νβ(dy) = 0,
then
• (ξt) has the same marginals as (Xt) on [0, T ], defined as the weak so-
lution of
Xt = ξ0 +
∫ t
0
σ
√
α(s,Xs−)dBs +
∫ t
0
bα(s,Xs−)ds
+
∫ t
0
∫
|z|≤1
zJ˜(ds dz) +
∫ t
0
∫
|z|>1
zJ(ds dz),
where Bt is a real-valued brownian motion, J is an integer-valued ran-
dom measure on [0, T ]× R with compensator α(t, Xt−) ν(dy) dt.
• The marginal distribution pt of ξt is the unique solution of the forward
equation:
∂pt
∂t
= L?t . pt,
where, L∗t is given by
L?tg(x) = −b
∂
∂x
[α(t, x)g(x)] +
σ2
2
∂2
∂x2
[α2(t, x)g(x)]
+
∫
Rd
ν(dz)
[
g(x− z)α(t, x− z)− g(x)α(t, x)− 1‖z‖≤1z. ∂
∂x
[g(x)α(t, x)]
]
,
with the given initial condition p0(dy) = µ0(dy) where µ0 denotes the
law of ξ0.
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Proof. Consider the Le´vy-Ito decomposition of L:
Lt = bt+ σWt +
∫ t
0
∫
|z|≤1
zN˜ (dsdz) +
∫ t
0
∫
|z|>1
zN(dsdz).
Then ξ rewrites
ξt = ξ0 + σW (Θt) + bΘt
+
∫ Θt
0
∫
|z|≤1
zN˜ (ds dz) +
∫ θt
0
∫
|z|>1
zN(ds dz).
W (Θt) is a continuous martingale starting from 0, with quadratic variation
Θt =
∫ t
0
θsds. Hence, there exists Zt a Brownian motion, such that
W (Θt)
d
=
∫ t
0
√
θsdZs.
Hence ξt is the weak solution of :
ξt = ξ0 +
∫ t
0
σ
√
θs dZs +
∫ t
0
bθs ds
+
∫ t
0
∫
|z|≤1
zθs N˜(ds dz) +
∫ t
0
∫
|z|>1
zθsN(ds dz).
Using the notations of Theorem 2.2,
βt = b θt, δt = σ
√
θt, m(t, dy) = θt ν(dy).
Given the conditions (2.50), one simply observes that
∀(t, z) ∈ [0, T ]× R,  ≤ α(t, z) ≤ K.
Hence Assumptions 2.4, 2.5 and 2.6 hold for (β, δ,m). Furthermore,
b(t, .) = E [βt|ξt− = .] = b α(t, .),
σ(t, .) = E
[
δ2t |ξt− = .
]1/2
= σ
√
α(t, .),
n(t, B, .) = E [m(t, B)|ξt− = .] = α(t, .)ν(B),
are all continuous on R uniformly in t on [0, T ] and for all z ∈ R, α(., z) is
right-continuous on [0, T [. One may apply Theorem 2.2 yielding the result.
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The impact of the random time change on the marginals can be captured
by making the characteristics state dependent
( bα(t, Xt−), σ
2α(t, Xt−), α(t, Xt−)ν )
by introducing the same adjustment factor α(t, Xt−) to the drift, diffusion
coefficient and Le´vy measure. In particular if α(t, x) is affine in x we get
an affine process [32] where the affine dependence of the characteristics with
respect to the state are restricted to be colinear, which is rather restrictive.
This remark shows that time-changed Le´vy processes, which in principle al-
low for a wide variety of choices for θ and L, may not be as flexible as
apparently simpler affine models when it comes to reproducing marginal dis-
tributions.
64


Chapter 3
Forward equations for option
prices in semimartingale models
Since the seminal work of Black, Scholes and Merton [20, 75] partial differen-
tial equations (PDE) have been used as a way of characterizing and efficiently
computing option prices. In the Black-Scholes-Merton model and various ex-
tensions of this model which retain the Markov property of the risk factors,
option prices can be characterized in terms of solutions to a backward PDE,
whose variables are time (to maturity) and the value of the underlying asset.
The use of backward PDEs for option pricing has been extended to cover
options with path-dependent and early exercise features, as well as to multi-
factor models (see e.g. [1]). When the underlying asset exhibit jumps, option
prices can be computed by solving an analogous partial integro-differential
equation (PIDE) [4, 31].
A second important step was taken by Dupire [33, 34, 36] who showed
that when the underlying asset is assumed to follow a diffusion process
dSt = Stσ(t, St)dWt
prices of call options (at a given date t0) solve a forward PDE
∂Ct0
∂T
(T,K) = −r(T )K∂Ct0
∂K
(T,K) +
K2σ(T,K)2
2
∂2Ct0
∂K2
(T,K)
on [t0,∞[×]0,∞[ in the strike and maturity variables, with the initial condi-
tion
∀K > 0 Ct0(t0, K) = (St0 −K)+.
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This forward equation allows to price call options with various strikes and
maturities on the same underlying asset, by solving a single partial differ-
ential equation. Dupire’s forward equation also provides useful insights into
the inverse problem of calibrating diffusion models to observed call and put
option prices [16].
Given the theoretical and computational usefulness of the forward equa-
tion, there have been various attempts to extend Dupire’s forward equation
to other types of options and processes, most notably to Markov processes
with jumps [4, 26, 29, 62, 25]. Most of these constructions use the Markov
property of the underlying process in a crucial way (see however [65]).
As noted by Dupire [35], the forward PDE holds in a more general context
than the backward PDE: even if the (risk-neutral) dynamics of the underlying
asset is not necessarily Markovian, but described by a continuous Brownian
martingale
dSt = StδtdWt,
then call options still verify a forward PDE where the diffusion coefficient is
given by the local (or effective) volatility function σ(t, S) given by
σ(t, S) =
√
E[δ2t |St = S].
This method is linked to the “Markovian projection” problem: the con-
struction of a Markov process which mimicks the marginal distributions of a
martingale (see Chapter 2 and [51, 74]). Such “mimicking processes” provide
a method to extend the Dupire equation to non-Markovian settings.
We show in this work that the forward equation for call prices holds in a
more general setting, where the dynamics of the underlying asset is described
by a – possibly discontinuous – semimartingale. Our parametrization of
the price dynamics is general, allows for stochastic volatility and does not
assume jumps to be independent or driven by a Le´vy process, although it
includes these cases. Also, our derivation does not require ellipticity or non-
degeneracy of the diffusion coefficient. The result is thus applicable to various
stochastic volatility models with jumps, pure jump models and point process
models used in equity and credit risk modeling.
Our result extends the forward equation from the original diffusion setting
of Dupire [34] to various examples of non-Markovian and/or discontinuous
processes and implies previous derivations of forward equations [4, 26, 25,
29, 34, 35, 62, 73] as special cases. Section 3.2 gives examples of forward
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PIDEs obtained in various settings: time-changed Le´vy processes, local Le´vy
models and point processes used in portfolio default risk modeling. In the
case where the underlying risk factor follows, an Itoˆ process or a Markovian
jump-diffusion driven by a Le´vy process, we retrieve previously known forms
of the forward equation. In this case, our approach gives a rigorous derivation
of these results under precise assumptions in a unified framework. In some
cases, such as index options (Sec. 3.2.5) or CDO expected tranche notionals
(Sec. 3.2.6), our method leads to a new, more general form of the forward
equation valid for a larger class of models than previously studied [5, 29, 85].
The forward equation for call options is a PIDE in one (spatial) dimen-
sion, regardless of the number of factors driving the underlying asset. It may
thus be used as a method for reducing the dimension of the problem. The case
of index options (Section 3.2.5) in a multivariate jump-diffusion model illus-
trates how the forward equation projects a high dimensional pricing problem
into a one-dimensional state equation.
3.1 Forward PIDEs for call options
3.1.1 General formulation of the forward equation
Consider a (strictly positive) semimartingale S whose dynamics under the
pricing measure P is given by
ST = S0 +
∫ T
0
r(t)St−dt+
∫ T
0
St−δtdWt +
∫ T
0
∫ +∞
−∞
St−(e
y − 1)M˜(dt dy),
(3.1)
where r(t) > 0 represents a (deterministic) bounded discount rate, δt the
(random) volatility process andM is an integer-valued random measure with
compensator
µ(dt dy;ω) = m(t, dy, ω) dt,
representing jumps in the log-price, and M˜ = M − µ is the compensated
random measure associated to M (see [30] for further background). Both
the volatility δt and m(t, dy), which represents the intensity of jumps of size
y at time t, are allowed to be stochastic. In particular, we do not assume
the jumps to be driven by a Le´vy process or a process with independent
increments. The specification (3.1) thus includes most stochastic volatility
models with jumps.
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We assume the following conditions:
Assumption 3.1 (Full support). ∀t ≥ 0, supp(St) = [0,∞[.
Assumption 3.2 (Integrability condition).
∀T > 0, E
[
exp
(
1
2
∫ T
0
δ2t dt+
∫ T
0
dt
∫
R
(ey − 1)2m(t, dy)
)]
<∞. (H)
The value Ct0(T,K) at t0 of a call option with expiry T > t0 and strike
K > 0 is given by
Ct0(T,K) = e
−
∫ T
t0
r(t) dt
EP[max(ST −K, 0)|Ft0]. (3.2)
Under Assumption (H), Remark 3.2 (see below) implies that the expectation
in (3.2) is finite. Our main result is the following:
Theorem 3.1 (Forward PIDE for call options). Let ψt be the exponential
double tail of the compensator m(t, dy)
ψt(z) =


∫ z
−∞
dx ex
∫ x
−∞
m(t, du), z < 0 ;∫ +∞
z
dx ex
∫∞
x
m(t, du), z > 0
(3.3)
and let σ : [t0, T ]×R+−{0} 7→ R+, χ : [t0, T ]×R+−{0} 7→ R+ be measurable
functions such that for all t ∈ [t0, T ]{
σ(t, St−) =
√
E [δ2t |St−];
χt,St−(z) = E [ψt (z) |St−] a.s.
(3.4)
Under assumption (H), the call option price (T,K) 7→ Ct0(T,K), as a func-
tion of maturity and strike, is a weak solution (in the sense of distributions)
of the partial integro-differential equation
∂Ct0
∂T
(T,K) = −r(T )K∂Ct0
∂K
(T,K) +
K2σ(T,K)2
2
∂2Ct0
∂K2
(T,K)
+
∫ +∞
0
y
∂2Ct0
∂K2
(T, dy)χT,y
(
ln
(
K
y
))
(3.5)
on ]t0,∞[×]0,∞[ and verifies the initial condition:
∀K > 0, Ct0(t0, K) = (St0 −K)+.
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Remark 3.1 (Weak solutions). Let C∞0 (]t0,∞[×]0,∞[,R) be the set of in-
finitely differentiable functions with compact support in ]t0,∞[×]0,∞[. Re-
call that a function f : [t0,∞[×]0,∞[7→ R is a weak solution of (3.5) on
]t0,∞[×]0,∞[ in the sense of distributions if for any test function ϕ ∈
C∞0 (]t0,∞[×]0,∞[,R),
−
∫ ∞
t0
dt
∫ ∞
0
dKf(t,K)
∂ϕ
∂t
(t,K) =∫ ∞
t0
dt
∫ ∞
0
dKϕ(t,K)
[
r(t)K
∂f
∂K
+
K2σ(t,K)2
2
∂2f
∂K2
+
∫ +∞
0
y
∂2f
∂K2
(t, dy)χt,y
(
ln
(K
y
)) ]
.
In our case, K 7→ Ct0(t,K) is in fact a continuous and convex function for
each t ≥ 0. When K 7→ f(t,K) is a convex function for each t ≥ 0, ∂f/∂K
is defined (Lebesgue) almost-everywhere and ∂2f/∂K2 is in fact a measure
so the right hand side is well defined without any differentiability requirement
on the coefficients of the operator.
This notion of weak solution allows to separate the discussion of existence
of solutions from the discussion of their regularity (which may be delicate, see
[31]).
Remark 3.2. The discounted asset price
SˆT = e
−
∫ T
0
r(t)dt ST ,
is the stochastic exponential of the martingale U defined by
UT =
∫ T
0
δt dWt +
∫ T
0
∫
(ey − 1)M˜(dt dy).
Under assumption (H), we have
∀T > 0, E
[
exp
(
1
2
〈U, U〉dT + 〈U, U〉cT
)]
<∞,
where 〈U, U〉c and 〈U, U〉d denote the continuous and discontinuous parts
of the (increasing) process [U ]. [80, Theorem 9] implies that (SˆT ) is a P-
martingale.
The form of the integral term in (3.5) may seem different from the integral
term appearing in backward PIDEs [31, 54]. The following lemma expresses
χT,y(z) in a more familiar form in terms of call payoffs:
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Lemma 3.1. Let n(t, dz, y) dt be a measure on [0, T ]× R× R+ verifying
∀t ∈ [0, T ],
∫ ∞
−∞
(ez ∧ |z|2)n(t, dz, y) <∞ a.s.
Then the exponential double tail χt,y(z) of n, defined as
χt,y(z) =


∫ z
−∞
dx ex
∫ x
−∞
n(t, du, y), z < 0 ;∫ +∞
z
dx ex
∫∞
x
n(t, du, y), z > 0
(3.6)
verifies∫
R
[(yez−K)+−ez(y−K)+−K(ez−1)1{y>K}]n(t, dz, y) = y χt,y
(
ln
(
K
y
))
.
Proof. Let K, T > 0. Then∫
R
[(yez −K)+ − ez(y −K)+ −K(ez − 1)1{y>K}]n(t, dz, y)
=
∫
R
[(yez −K)1{z>ln (K
y
)} − ez(y −K)1{y>K} −K(ez − 1)1{y>K}]n(t, dz, y)
=
∫
R
[(yez −K)1{z>ln (K
y
)} + (K − yez)1{y>K}]n(t, dz, y).
• If K ≥ y, then∫
R
1{K≥y}[(ye
z −K)1{z>ln (K
y
)} + (K − yez)1{y>K}]n(t, dz, y)
=
∫ +∞
ln (K
y
)
y(ez − eln (Ky ))n(t, dz, y).
• If K < y, then∫
R
1{K<y}[(ye
z −K)1{z>ln (K
y
)} + (K − yez)1{y>K}]n(t, dz, y)
=
∫ +∞
ln (K
y
)
[(yez −K) + (K − yez)]n(t, dz, y) +
∫ ln (K
y
)
−∞
[K − yez]n(t, dz, y)
=
∫ ln (K
y
)
−∞
y(eln (
K
y
) − ez)n(t, dz, y).
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Using integration by parts, χt,y can be equivalently expressed as
χt,y(z) =


∫ z
−∞
(ez − eu)n(t, du, y), z < 0 ;∫∞
z
(eu − ez)n(t, du, y), z > 0.
Hence∫
R
[(yez−K)+−ez(y−K)+−K(ez−1)1{y>K}]n(t, dz, y) = y χt,y
(
ln
(
K
y
))
.
3.1.2 Derivation of the forward equation
In this section we present a proof of Theorem 3.1 using the Tanaka-Meyer
formula for semimartingales [53, Theorem 9.43] under assumption (H).
Proof. We first note that, by replacing P by the conditional measure P|Ft0
given Ft0 , we may replace the conditional expectation in (3.2) by an expec-
tation with respect to the marginal distribution pST (dy) of ST under P|Ft0 .
Thus, without loss of generality, we set t0 = 0 in the sequel and consider the
case where F0 is the σ-algebra generated by all P-null sets and we denote
C0(T,K) ≡ C(T,K) for simplicity. (3.2) can be expressed as
C(T,K) = e−
∫ T
0
r(t) dt
∫
R+
(y −K)+ pST (dy). (3.7)
By differentiating with respect to K, we obtain
∂C
∂K
(T,K) = −e−
∫ T
0
r(t) dt
∫ ∞
K
pST (dy) = −e−
∫ T
0
r(t) dtE
[
1{ST>K}
]
,
∂2C
∂K2
(T, dy) = e−
∫ T
0
r(t) dtpST (dy).
(3.8)
Let LKt = L
K
t (S) be the semimartingale local time of S at K under P (see
[53, Chapter 9] or [81, Ch. IV] for definitions). Applying the Tanaka-Meyer
formula to (ST −K)+, we have
(ST −K)+ = (S0 −K)+ +
∫ T
0
1{St−>K}dSt +
1
2
(LKT )
+
∑
0<t≤T
[
(St −K)+ − (St− −K)+ − 1{St−>K}∆St
]
.
(3.9)
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As noted in Remark 3.2, the integrability condition (H) implies that the
discounted price Sˆt = e
−
∫ t
0
r(s) dsSt = E(U)t is a martingale under P. So (3.1)
can be expressed as
dSt = e
∫ t
0
r(s) ds
(
r(t)St−dt+ dSˆt
)
and∫ T
0
1{St−>K}dSt =
∫ T
0
e
∫ t
0
r(s) ds 1{St−>K}dSˆt+
∫ T
0
e
∫ t
0
r(s) ds r(t)St−1{St−>K}dt,
where the first term is a martingale. Taking expectations, we obtain
e
∫ T
0
r(t) dtC(T,K)− (S0 −K)+ = E
[∫ T
0
e
∫ t
0
r(s) ds r(t)St 1{St−>K}dt+
1
2
LKT
]
+ E
[ ∑
0<t≤T
(
(St −K)+ − (St− −K)+ − 1{St−>K}∆St
)]
.
Noting that St−1{St−>K} = (St− −K)+ +K1{St−>K}, we obtain
E
[∫ T
0
e
∫ t
0
r(s) ds r(t)St−1{St−>K}dt
]
=
∫ T
0
r(t)e
∫ t
0
r(s) ds
[
C(t,K)−K ∂C
∂K
(t,K)
]
dt,
using Fubini’s theorem and (3.8). As for the jump term,
E
[ ∑
0<t≤T
(St −K)+ − (St− −K)+ − 1{St−>K}∆St
]
= E
[∫ T
0
dt
∫
m(t, dx) (St−e
x −K)+ − (St− −K)+ − 1{St−>K}St−(ex − 1)
]
= E
[ ∫ T
0
dt
∫
m(t, dx)
(
(St−e
x −K)+ − (St− −K)+
−(St− −K)+(ex − 1)−K1{St−>K}(ex − 1)
)]
.
Applying Lemma 3.1 to the random measure m we obtain that∫
m(t, dx)
(
(St−e
x−K)+−ex(St−−K)+−K1{St−>K}(ex−1)
)
= St− ψt
(
ln
(
K
St−
))
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holds true. One observes that for all z in R
ψt(z) ≤ 1{z<0}
∫ z
−∞
ezm(t, du) + 1{z>0}
∫ z
−∞
eum(t, du)
= 1{z<0}e
z
∫ z
−∞
1. m(t, du) + 1{z>0}
∫ z
−∞
eum(t, du).
Using Assumption (H),
E
[ ∑
0<t≤T
[
(St −K)+ − (St− −K)+ − 1{St−>K}∆St
]]
= E
[∫ T
0
dt St− ψt
(
ln
(
K
St−
))]
< ∞.
Hence applying Fubini’s theorem leads to
E
[ ∑
0<t≤T
(St −K)+ − (St− −K)+ − 1{St−>K}∆St
]
=
∫ T
0
dtE
[ ∫
m(t, dx)
(
(St−e
x −K)+ − ex(St− −K)+ −K1{St−>K}(ex − 1)
)]
=
∫ T
0
dtE
[
St− ψt
(
ln
(
K
St−
))]
=
∫ T
0
dtE
[
St−E
[
ψt
(
ln
(
K
St−
))
|St−
]]
=
∫ T
0
dtE
[
St− χt,St−
(
ln
(
K
St−
))]
.
Let ϕ ∈ C∞0 ([0, T ]×]0,∞[) be an infinitely differentiable function with com-
pact support in [0, T ]×]0,∞[. The extended occupation time formula [82,
Chap. VI, Exercise 1.15] yields∫ +∞
0
dK
∫ T
0
ϕ(t,K) dLKt =
∫ T
0
ϕ(t, St−)d[S]
c
t =
∫ T
0
dt ϕ(t, St−)S
2
t−δ
2
t .
(3.10)
Since ϕ is bounded and has compact support, in order to apply Fubini’s
theorem to
E
[∫ +∞
0
dK
∫ T
0
ϕ(t,K) dLKt
]
,
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it is sufficient to show that E
[
LKt
]
< ∞ for t ∈ [0, T ]. Rewriting equation
(3.9) yields
1
2
LKT = (ST −K)+ − (S0 −K)+ −
∫ T
0
1{St−>K}dSt
−
∑
0<t≤T
[
(St −K)+ − (St− −K)+ − 1{St−>K}∆St
]
.
Since Sˆ is a martingale, E[ST ] <∞, E [(ST −K)+] < E [ST ] and
E
[∫ T
0
1{St−>K}dSt
]
<∞. As discussed above,
E
[ ∑
0<t≤T
(
(St −K)+ − (St− −K)+ − 1{St−>K}∆St
)]
<∞,
yielding that E
[
LKT
]
< ∞. Hence, one may take expectations in equation
(3.10) to obtain
E
[∫ +∞
0
dK
∫ T
0
ϕ(t,K) dLKt
]
= E
[∫ T
0
ϕ(t, St−)S
2
t−δ
2
t dt
]
=
∫ T
0
dtE
[
ϕ(t, St−)S
2
t−δ
2
t
]
=
∫ T
0
dtE
[
E
[
ϕ(t, St−)S
2
t−δ
2
t |St−
]]
= E
[∫ T
0
dt ϕ(t, St−)S
2
t−σ(t, St−)
2
]
=
∫ ∞
0
∫ T
0
ϕ(t,K)K2σ(t,K)2pSt (dK) dt
=
∫ T
0
dt e
∫ t
0
r(s) ds
∫ ∞
0
ϕ(t,K)K2σ(t,K)2
∂2C
∂K2
(t, dK),
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where the last line is obtained by using (3.8). Using integration by parts,∫ ∞
0
dK
∫ T
0
dt ϕ(t,K)
∂
∂t
[
e
∫ t
0
r(s) dsC(t,K)− (S0 −K)+
]
=
∫ ∞
0
dK
∫ T
0
dt ϕ(t,K)
∂
∂t
[
e
∫ t
0
r(s) dsC(t,K)
]
=
∫ ∞
0
dK
∫ T
0
dt ϕ(t,K) e
∫ t
0
r(s) ds
[
∂C
∂t
(t,K) + r(t)C(t,K)
]
= −
∫ ∞
0
dK
∫ T
0
dt
∂ϕ
∂t
(t,K)
[
e
∫ t
0
r(s) ds C(t,K)
]
,
where derivatives are used in the sense of distributions. Gathering together
all terms,∫ ∞
0
dK
∫ T
0
dt
∂ϕ
∂t
(t,K)
[
e
∫ t
0
r(s) ds C(t,K)
]
=
∫ T
0
dt
∫ ∞
0
dK
∂ϕ
∂t
(t,K)
∫ t
0
ds r(s) e
∫ s
0
r(u) du[C(s,K)−K ∂C
∂K
(s,K)]
+
∫ T
0
dt
∫ ∞
0
1
2
∂ϕ
∂t
(t,K)
∫ t
0
dLKs
+
∫ T
0
dt
∫ ∞
0
dK
∂ϕ
∂t
(t,K)
∫ t
0
ds e
∫ s
0
r(u) du
∫ +∞
0
y
∂2C
∂K2
(s, dy)χs,y
(
ln
(
K
y
))
= −
∫ T
0
dt
∫ ∞
0
dK ϕ(t,K) r(t) e
∫ t
0
r(s) ds[C(t,K)−K ∂C
∂K
(t,K)]
−
∫ T
0
dt
∫ ∞
0
1
2
ϕ(t,K) dLKt
−
∫ T
0
dt
∫ ∞
0
dK ϕ(t,K) e
∫ t
0
r(s) ds
∫ +∞
0
y
∂2C
∂K2
(t, dy)χt,y
(
ln
(
K
y
))
.
77
So, for any T > 0 and any test function ϕ ∈ C∞0 ([0, T ]×]0,∞[,R),∫ ∞
0
dK
∫ T
0
dt
∂ϕ
∂t
(t,K)
[
e
∫ t
0
r(s) ds C(t,K)
]
= −
∫ ∞
0
dK
∫ T
0
dt ϕ(t,K) e
∫ t
0
r(s) ds
[
∂C
∂t
(t,K) + r(t)C(t,K)
]
= −
∫ T
0
dt
∫ ∞
0
dK ϕ(t,K) r(t) e
∫ t
0
r(s) ds[C(t,K)−K ∂C
∂K
(t,K)]
−
∫ T
0
dt
∫ ∞
0
1
2
e
∫ t
0
r(s) ds ϕ(t,K)K2σ(t,K)2
∂2C
∂K2
(t, dK)
−
∫ T
0
dt
∫ ∞
0
dK ϕ(t,K) e
∫ t
0
r(s) ds
∫ +∞
0
y
∂2C
∂K2
(t, dy)χt,y
(
ln
(
K
y
))
.
Therefore, C(., .) is a solution of (3.5) in the sense of distributions.
3.1.3 Uniqueness of solutions of the forward PIDE
Theorem 3.1 shows that the call price (T,K) 7→ Ct0(T,K) solves the for-
ward PIDE (3.5). Uniqueness of the solution of such PIDEs has been shown
using analytical methods [8, 47] under various types of conditions on the
coefficients. We give below a direct proof of uniqueness for (3.5) using a
probabilistic method, under explicit conditions which cover most examples
of models used in finance.
Let C0([0,∞[×R+) be the set of continuous functions defined on [0,∞[×R+
and vanishing at infinity for the supremum norm. Define, for u ∈ R, t ∈
[0,∞[, z > 0 the measure n(t, du, z) by
n(t, [u,∞[, z) = −e−u ∂
∂u
[χt,z(u)] , u > 0 ;
n(t, ]−∞, u], z) = e−u ∂
∂u
[χt,z(u)] , u < 0.
(3.11)
Throughout this section, we make the following assumption:
Assumption 3.3.
∀T > 0, ∀B ∈ B(R)− {0}, (t, z)→ σ(t, z), (t, z)→ n(t, B, z)
78
are continuous in z ∈ R+, uniformly in t ∈ [0, T ]; continuous in t on [0, T ]
uniformly in z ∈ R+ and
∃K1 > 0, ∀(t, z) ∈ [0, T ]× R+, |σ(t, z)|+
∫
R
(1 ∧ |z|2)n(t, du, z) ≤ K1
Theorem 3.2. Under Assumption 3.3, if

either (i) ∀R > 0 ∀t ∈ [0, T ], inf0≤z≤R σ(t, z) > 0,
or (ii) σ(t, z) ≡ 0 and there exists β ∈]0, 2[, C > 0, K2 > 0, and a family
nβ(t, du, z) of positive measures such that
∀(t, z) ∈ [0, T ]× R+, n(t, du, z) = nβ(t, du, z) + 1{|u|≤1} C|u|1+β du,∫ (
1 ∧ |u|β) nβ(t, du, z) ≤ K2, lim→0 supz∈R+ ∫|u|≤ |u|β nβ(t, du, z) = 0.
and (iii) lim
R→∞
∫ T
0
sup
z∈R+
n (t, {|u| ≥ R}, z) dt = 0,
then the call option price (T,K) 7→ Ct0(T,K), as a function of maturity
and strike, is the unique solution in the sense of distributions of the partial
integro-differential equation (3.5) on [t0,∞[×]0,∞[ such that,
Ct0(., .) ∈ C0([t0, T ]× R+),
∀K > 0 Ct0(t0, K) = (St0 −K)+.
The proof uses the uniqueness of the solution of the forward Kolmogorov
equation associated to a certain integro-differential operator. We start by
recalling the following result:
Proposition 3.1. Define, for t ≥ 0 and f ∈ C∞0 (R+), the integro-differential
operator
Ltf(x) = r(t)xf
′(x) +
x2σ(t, x)2
2
f ′′(x)
+
∫
R
[f(xey)− f(x)− x(ey − 1)f ′(x)]n(t, dy, x).
(3.12)
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Under Assumption 3.3, if either conditions ((i) or (ii)) and (iii) of Theorem
3.2 hold, then for each x0 in R
+, there exists a unique family
(pt(x0, dy), t ≥ 0) of positive bounded measures such that
∀t ≥ 0, ∀g ∈ C∞0 (R+),
∫
R
pt(x0, dy)g(y) = g(x0) +
∫ t
0
∫
R
ps(x0, dy)Lsg(y) ds3.13)
p0(x0, .) = x0 , (3.14)
where x0 is the point mass at x0. Furthermore, pt(x0, .) is a probability
measure on [0,∞[.
Proof. Denote by (Xt)t∈[0,T ] the canonical process onD([0, T ],R+). Under as-
sumptions (i) (or (ii)) and (iii), the martingale problem for ((Lt)t∈[0,T ], C∞0 (R+))
on [0, T ] is well-posed [76, Theorem 1]: for any x0 ∈ R+, t0 ∈ [0, T [, there
exists a unique probability measure Qt0,x0 on (D([0, T ],R
+),BT ) such that
Q (Xu = x0, 0 ≤ u ≤ t0) = 1 and for any f ∈ C∞0 (R+),
f(Xt)− f(x0)−
∫ t
t0
Lsf(Xs) ds
is a (Qt0,x0, (Bt)t≥0)-martingale on [0, T ]. Under Qt0,x0, X is a Markov pro-
cess. Define the evolution operator (Qt0,t)t∈[0,T ] by
∀f ∈ C0b (R+), Qt0,tf(x0) = EQt0,x0 [f(Xt)] . (3.15)
For f ∈ C∞0 (R+),
Qt0,tf(x0) = f(x0) + E
Qt0,x0
[∫ t
t0
Lsf(Xs) ds
]
.
Given Assumption 3.3, t ∈ [0, T ] 7→ ∫ t
0
Lsf(Xs) ds is uniformly bounded
on [0, T ]. Given Assumption 3.3, since X is right continuous, s ∈ [0, T [7→
Lsf(Xs) is right-continuous up to a Qt0,x0-null set and
lim
t↓t0
∫ t
t0
Lsf(Xs) ds = 0 a.s.
Applying the dominated convergence theorem yields
lim
t↓t0
EQt0,x0
[∫ t
t0
Lsf(Xs) ds
]
= 0, so lim
t↓t0
Qt0,tf(x0) = f(x0),
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implying that t ∈ [0, T [7→ Qt0,tf(x0) is right-continuous at t0 for each x0 ∈ R+
on C∞0 (R+). Hence the evolution operator (Qt0,t)t∈[t0,T ] verifies the following
continuity property:
∀f ∈ C∞0 (R+), ∀x ∈ R+, lim
t↓t0
Qt0,tf(x) = f(x), (3.16)
that is (Qs,t, 0 ≤ s ≤ t) is (time-inhomogeneous) semigroup strongly contin-
uous on C∞0 (R+).
If qt0,t(x0, dy) denotes the law of Xt under Qt0,x0, the martingale property
implies that qt0,t(x0, dy) satisfies
∀g ∈ C∞0 (R+),
∫
R+
qt0,t(x0, dy)g(y) = g(x0) +
∫ t
t0
∫
R+
qt0,s(x0, dy)Lsg(y) ds.
(3.17)
And also, the map
t ∈ [t0, T [7→
∫
R+
qt0,t(dy)f(y) (3.18)
is right-continuous, for any f ∈ C∞0 (R+), x0 ∈ R+.
qt0,t is a solution of (3.13) (when t0 = 0) with initial condition qt0,t0(dy) =
x0 . In particular, the measure qt0,t has mass 1.
To show uniqueness of solutions of (3.13), we will rewrite (3.13) as the
forward Kolmogorov equation associated with a homogeneous operator on
space-time domain and use uniqueness results for the corresponding homo-
geneous equation.
1. Let D0 ≡ C1([0,∞[)⊗C∞0 (R+) be the tensor product of C1([0,∞[) and
C∞0 (R+). Define the operator A on D0 by
∀f ∈ C∞0 (R+), ∀γ ∈ C1([0,∞[), A(fγ)(t, x) = γ(t)Ltf(x)+f(x)γ′(t).
(3.19)
[40, Theorem 7.1, Chapter 4] implies that for any x0 ∈ R+, if (X,Qt0,x0)
is a solution of the martingale problem for L, then the law of ηt = (t, Xt)
under Qt0,x0 is a solution of the martingale problem for A: in particular
for any f ∈ C∞0 (R+) and γ ∈ C1([0,∞[),∫
qt0,t(x0, dy)f(y)γ(t) = f(x0)γ(0) +
∫ t
t0
∫
qt0,s(x0, dy)A(fγ)(s, y) ds.
(3.20)
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[40, Theorem 7.1, Chapter 4] implies also that if the law of ηt = (t, Xt)
is a solution of the martingale problem for A then the law of X is also
a solution of the martingale problem for L, namely: uniqueness holds
for the martingale problem associated to the operator L on C∞0 (R+) if
and only if uniqueness holds for the martingale problem associated to
the martingale problem for A on D0.
Define, for t ≥ 0 and h ∈ C0b ([0,∞[×R+),
∀(s, x) ∈ [0,∞[×R+, Uth(s, x) = Qs,s+t (h(t + s, .)) (x). (3.21)
The properties of Qs,t then imply that (Ut, t ≥ 0) is a family of linear
operators on C0b ([0,∞[×R+) satisfying UtUr = Ut+r on C0b ([0,∞[×R+)
and Uth → h in as t ↓ 0 on D0. (Ut, t ≥ 0) is thus a semigroup on
C0b ([0,∞[×R+) satisfying a continuity property on D0:
∀h ∈ D0, lim
t↓
Uth(s, s) = Uh(s, x).
We intend to apply [40, Theorem 2.2, Chapter 4] to prove that (Ut, t ≥
0) generates a strongly continuous contraction on C0([0,∞[×R+) with
infinitesimal generator given by the closure A. First, one shall simply
observe that D0 is dense in C0([0,∞[×R+) implying that the domain of
A is dense in C0([0,∞[×R+) too. The well-posedness of the martingale
problem for A implies that A satisfies the maximum principle. To con-
clude, it is sufficient to prove that Im(λ−A) is dense in C0([0,∞[×R+)
for some λ or even better that D0 is included in Im(λ−A). We recall
that Im(λ− A) denotes the image of D0 under the map (λ− A).
2. Without loss of generality, let us put t0 = 0 in the sequel. For h ∈ D0,
the martingale property yields,
∀0 ≤  ≤ t < T, ∀(s, x) ∈ [0, T ]× R+,
Uth− Uh =
∫ t

UuAhdu,
(3.22)
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which yields in turn∫ T

e−tUth dt =
∫ T

e−tUh dt+
∫ T

e−t
∫ t

UsAhds dt
= Uh
[
e− − e−T ]+ ∫ T

ds
(∫ T
s
e−t dt
)
UsAh
= Uh
[
e− − e−T ]+ ∫ T

ds
[
e−s − e−T ] UsAh
= e− Uh− e−T
[
Uh +
∫ T

UsAhds
]
+
∫ T

ds e−s UsAh.
Using (3.22) and gathering all the terms together yields,∫ T

e−tUth dt = e− Uh− e−TUTh +
∫ T

ds e−s UsAh. (3.23)
Let us focus on the quantity∫ T

ds e−s UsAh.
Observing that,
1

[Ut+h− Uth] = 1

[U − I]Uth = Ut 1

[U − I] h,
since h ∈ dom(A), taking → 0 yields
1

[U − I] h→ Ah.
Given Assumption 3.3, Ah ∈ C0b ([0,∞[×R+) and the contraction prop-
erty of U yields,
‖Ut
(
1

[U − I] h− Ah
)
‖ ≤ ‖1

[U − I] h− Ah‖,
where ‖.‖ denotes the supremum norm on C0([0,∞[×R+). Thus
lim
→0
Ut1

[U − I]h = UtAh
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Hence, the limit when → 0 of
1

[U − I]Uth
exists, implying that Uth belongs to the domain of A¯ for any h ∈ D0.
Thus, ∫ T

ds e−s Ush
belongs to the domain of A and∫ T

ds e−s UsAh = A
∫ T

ds e−s Ush.
Since U is a contraction semigroup, thus a contraction, and given the
continuity property of Ut on the space D0, one may take  → 0 and
T →∞ in (3.23), leading to∫ ∞
0
e−tUth dt = U0 + A
∫ ∞
0
ds e−s Ush.
Thus,
(
I − A) ∫ ∞
0
ds e−s Ush(s, x) = U0h(s, x) = h(s, x),
yielding h ∈ Im(I − A). We have shown that (Ut, t ≥ 0) generates
a strongly continuous contraction on C0([0,∞[×R+) with infinitesimal
generator A (see [40, Theorem 2.2, Chapter 4]). The Hille-Yosida the-
orem [40, Proposition 2.6, Chapter 1] then implies that for all λ > 0
Im(λ− A) = C0([0,∞[×R+).
3. Now let pt(x0, dy) be another solution of (3.13). First, considering
equation (3.13) for the particular function g(y) = 1, yields
∀t ≥ 0
∫ ∞
0
pt(x0, dy) = 1,
and pt(x0, dy) has mass 1.
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Then, an integration by parts implies that, for (f, γ) ∈ C∞0 (R+) ×
C10([0,∞),∫
R+
pt(x0, dy)f(y)γ(t) = f(x0)γ(0) +
∫ t
0
∫
R+
ps(x0, dy)A(fγ)(s, y) ds.
(3.24)
Define, for h ∈ C0([0,∞)× R+),
∀(t, x0) ∈ [0,∞[×R+, Pth(0, x0) =
∫
R+
pt(x0, dy)h(t, y).
Using (3.24) we have, for (f, γ) ∈ C∞0 (R+)× C10([0,∞[),
∀ > 0 Pt(fγ)−P(fγ) =
∫ t

∫
R+
pu(dy)A(fγ)(u, y) du =
∫ t

Pu(A(fγ)) du,
(3.25)
and by linearity, for any h ∈ D0,
Pth− Ph =
∫ t

PuAhdu. (3.26)
Multiplying by e−λt and integrating with respect to t we obtain, for
λ > 0,
λ
∫ ∞
0
e−λt Pth(0, x0) dt = h(0, x0) + λ
∫ ∞
0
e−λt
∫ t
0
Pu(Ah)(0, x0) du dt
= h(0, x0) + λ
∫ ∞
0
(∫ ∞
u
e−λtdt
)
Pu(Ah)(0, x0) du
= h(0, x0) +
∫ ∞
0
e−λu Pu(Ah)(0, x0) du.
Similarly, we obtain for any λ > 0,
λ
∫ ∞
0
e−λt Uth(0, x0) dt = h(0, x0) +
∫ ∞
0
e−λu Uu(Ah)(0, x0) du.
Hence for any h ∈ D0, we have∫ ∞
0
e−λt Ut(λ−A)h(0, x0) dt = h(0, x0) =
∫ ∞
0
e−λtPt(λ−A)h(0, x0) dt.
(3.27)
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Using the density of Im(λ−A) in Im(λ−A) = C0([0,∞[×R+), we get
∀g ∈ C0([0,∞[×R+),
∫ ∞
0
e−λt Utg (0, x0) dt =
∫ ∞
0
e−λt Ptg(0, x0) dt,
(3.28)
so the Laplace transform of t 7→ Ptg (0, x0) is uniquely determined.
Using (3.26), for any h ∈ D0, t 7→ Pth(0, x0) is right-continuous:
∀h ∈ D0, lim
t↓
Pth(0, x0) = Ph(0, x0).
Furthermore, the density of D0 in C0([0,∞[×R+) implies the weak-
continuity of t → Ptg(0, x0) for any g ∈ C0([0,∞[×R+). Indeed, let
g ∈ C0([0,∞[×R+), there exists (hn)n≥0 ∈ D0 such that
lim
n→∞
‖g − hn‖ = 0
Then equation (3.26) yields,
|Ptg(0, x0)−Pg(0, x0)|
= |Pt(g − hn)(0, x0) + (Pt −P) hn(0, x0) + P(g − hn)(0, x0)|
≤ |Pt(g − hn)(0, x0)|+ | (Pt − P) hn(0, x0)|+ |P(g − hn)(0, x0)|
≤ 2 ‖g − hn‖+ | (Pt − P)hn(0, x0)|
Using the right-continuity of t 7→ Pthn(0, x0) for any n ≥ 0, taking t ↓ 
then n→∞, yields
lim
t↓
Ptg(0, x0) = Pg(0, x0).
Thus the two right-continuous functions t 7→ Ptg(0, x0) and t 7→ Utg(0, x0)
have the same Laplace transform by (3.28), which implies they are
equal:
∀g ∈ C0([0,∞[×R+),
∫
g(t, y)q0,t(x0, dy) =
∫
g(t, y)pt(x0, dy).
(3.29)
By [40, Proposition 4.4, Chapter 3], C0([0,∞[×R+) is convergence de-
termining, hence separating, allowing us to conclude that pt(x0, dy) =
q0,t(x0, dy).
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We can now study the uniqueness of the forward PIDE (3.5) and prove
Theorem 3.2.
Proof. of Theorem 3.2. We start by decomposing Lt as Lt = At +Bt where
Atf(y) = r(t)yf
′(y) +
y2σ(t, y)2
2
f ′′(y), and
Btf(y) =
∫
R
[f(yez)− f(y)− y(ez − 1)f ′(y)]n(t, dz, y).
Then, in the sense of distibutions, using the fact that y ∂
∂y
(y−x)+ = x1{y>x}+
(y− x)+ = y 1{y>x} and ∂2∂y2 (y− x)+ = x(y) where x is a unit mass at x, we
obtain
At(y − x)+ = r(t)y 1{y>x} + y
2σ(t, y)2
2
x(y) and
BT (y − x)+ =
∫
R
[(yez − x)+ − (y − x)+ − (ez − 1) (x1{y>x} + (y − x)+)]n(t, dz, y)
=
∫
R
[(yez − x)+ − ez(y − x)+ − x(ez − 1)1{y>x}]n(t, dz, y).
Using Lemma 3.1 for the measure n(t, dz, y) and ψt,y its exponential double
tail,
Bt(y − x)+ = yψt,y
(
ln
(
x
y
))
Hence, in the sense of distibutions, the following identity holds
Lt(y − x)+ = r(t)
(
x1{y>x} + (y − x)+
)
+
y2σ(t, y)2
2
x(y) + yψt,y
(
ln
(
x
y
))
.
(3.30)
Let f : [t0,∞[×]0,∞[7→ R be a solution in the sense of distributions of (3.5)
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with the initial condition : f(0, x) = (S0 − x)+. Integration by parts yields∫ ∞
0
∂2f
∂x2
(t, dy)Lt(y − x)+
=
∫ ∞
0
∂2f
∂x2
(t, dy)
(
r(t)(x1{y>x} + (y − x)+) + y
2σ(t, y)2
2
x(y) + yψt,y
(
ln
(
x
y
)))
= −r(t)x
∫ ∞
0
∂2f
∂x2
(t, dy)1{y>x} + r(t)
∫ ∞
0
∂2f
∂x2
(t, dy)(y − x)+
+
x2σ(t, x)2
2
∂2f
∂x2
+
∫ ∞
0
∂2f
∂x2
(t, dy)yψt,y
(
ln
(
x
y
))
= −r(t)x∂f
∂x
+ r(t)f(t, x) +
x2σ(t, x)2
2
∂2f
∂x2
+
∫ ∞
0
∂2f
∂x2
(t, dy) y ψt,y
(
ln
(
x
y
))
.
Hence given (3.5), the following equality holds
∂f
∂t
(t, x) = −r(t)f(t, x) +
∫ ∞
0
∂2f
∂x2
(t, dy)Lt(y − x)+ , (3.31)
or, equivalently, after integration with respect to time t
e
∫ t
0
r(s) dsf(t, x)− f(0, x) =
∫ t
0
∫ ∞
0
e
∫ t
0
r(s) ds∂
2f
∂x2
(t, dy)Lt(y − x)+. (3.32)
Integration by parts shows that
f(t, x) =
∫ ∞
0
∂2f
∂x2
(t, dy)(y − x)+. (3.33)
Hence (3.31) may be rewritten as∫ ∞
0
e
∫ t
0
r(s) ds∂
2f
∂x2
(t, dy)(y−x)+−(S0−x)+ =
∫ t
0
∫ ∞
0
e
∫ s
0
r(u) du∂
2f
∂x2
(s, dy)Ls(y−x)+ ds.
(3.34)
Define qt(dy) ≡ e
∫ t
0
r(s) ds ∂2f
∂x2
(t, dy), we have q0(dy) = S0(dy) = p0(S0, dy).
For g ∈ C∞0 (]0,∞[,R), integration by parts yields
g(y) =
∫ ∞
0
g′′(z)(y − z)+ dz. (3.35)
88
Replacing the above expression in
∫
R
g(y)qt(dy) and using (3.34) we obtain∫ ∞
0
g(y)qt(dy) =
∫ ∞
0
g(y) e
∫ t
0
r(s) ds ∂
2f
∂x2
(t, dy)
=
∫ ∞
0
g′′(z)
∫ ∞
0
e
∫ t
0
r(s) ds ∂
2f
∂x2
(t, dy)(y − z)+ dz
=
∫ ∞
0
g′′(z)(S0 − z)+ dz +
∫ ∞
0
g′′(z)
∫ t
0
∫ ∞
0
e
∫ s
0
r(u) du∂
2f
∂x2
(s, dy)Ls(y − z)+ dz
= g(S0) +
∫ t
0
∫ ∞
0
e
∫ s
0
r(u) du∂
2f
∂x2
(s, dy)Ls[
∫ ∞
0
g′′(z)(y − z)+ dz]
= g(S0) +
∫ t
0
∫ ∞
0
qs(dy)Lsg(y) ds.
This is none other than equation (3.13). By uniqueness of the solution
pt(S0, dy) of (3.13) in Proposition 3.1,
e
∫ t
0
r(s) ds ∂
2f
∂x2
(t, dy) = pt(S0, dy).
One may rewrite equation (3.32) as
f(t, x) = e−
∫ t
0
r(s) ds
(
f(0, x) +
∫ ∞
0
pt(S0, dy)Lt(y − x)+
)
,
showing that the solution of (3.5) with initial condition f(0, x) = (S0 − x)+
is unique.
3.2 Examples
We now give various examples of pricing models for which Theorem 3.1 allows
to retrieve or generalize previously known forms of forward pricing equations.
3.2.1 Itoˆ processes
When (St) is an Itoˆ process i.e. when the jump part is absent, the forward
equation (3.5) reduces to the Dupire equation [34]. In this case our result
reduces to the following:
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Proposition 3.2 (Dupire equation). Consider the price process (St) whose
dynamics under the pricing measure P is given by
ST = S0 +
∫ T
0
r(t)Stdt+
∫ T
0
StδtdWt.
Assume there exists a measurable function σ : [t0, T ]×R+ − {0} 7→ R+ such
that
∀t ∈ t ∈ [t0, T ], σ(t, St−) =
√
E [δ2t |St−]. (3.36)
If
E
[
exp
(
1
2
∫ T
0
δ2t dt
)]
<∞ a.s. (3.37)
the call option price (3.2) is a solution (in the sense of distributions) of the
partial differential equation
∂Ct0
∂T
(T,K) = −r(T )K∂Ct0
∂K
(T,K) +
K2σ(T,K)2
2
∂2Ct0
∂K2
(T,K) (3.38)
on [t0,∞[×]0,∞[ with the initial condition:
∀K > 0, Ct0(t0, K) = (St0 −K)+.
Notice in particular that this result does not require a non-degeneracy
condition on the diffusion term.
Proof. It is sufficient to take µ ≡ 0 in (3.1) then equivalently in (3.5). We
leave the end of the proof to the reader.
3.2.2 Markovian jump-diffusion models
Another important particular case in the literature is the case of a Markov
jump-diffusion driven by a Poisson random measure. Andersen and An-
dreasen [4] derived a forward PIDE in the situation where the jumps are
driven by a compound Poisson process with time-homogeneous Gaussian
jumps. We will now show here that Theorem 3.1 implies the PIDE derived
in [4], given here in a more general context allowing for a time- and state-
dependent Le´vy measure, as well as infinite number of jumps per unit time
(“infinite jump activity”).
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Proposition 3.3 (Forward PIDE for jump diffusion model). Consider the
price process S whose dynamics under the pricing measure P is given by
St = S0+
∫ T
0
r(t)St−dt+
∫ T
0
St−σ(t, St−)dBt+
∫ T
0
∫ +∞
−∞
St−(e
y−1)N˜(dtdy)
(3.39)
where Bt is a Brownian motion and N a Poisson random measure on [0, T ]×
R with compensator ν(dz) dt, N˜ the associated compensated random measure.
Assume that
σ(., .) is bounded and
∫
{|y|>1}
e2yν(dy) <∞. (3.40)
Then the call option price
Ct0(T,K) = e
−
∫ T
t0
r(t) dt
EP[max(ST −K, 0)|Ft0]
is a solution (in the sense of distributions) of the PIDE
∂Ct0
∂T
(T,K) = −r(T )K∂Ct0
∂K
(T,K) +
K2σ(T,K)2
2
∂2Ct0
∂K2
(T,K)
+
∫
R
ν(dz) ez
[
Ct0(T,Ke
−z)− Ct0(T,K)−K(e−z − 1)
∂Ct0
∂K
]
(3.41)
on [t0,∞[×]0,∞[ with the initial condition:
∀K > 0, Ct0(t0, K) = (St0 −K)+.
Proof. As in the proof of Theorem 3.1, by replacing P by the conditional
measure PFt0 given Ft0 , we may replace the conditional expectation in (3.2)
by an expectation with respect to the marginal distribution pST (dy) of ST
under P|Ft0 . Thus, without loss of generality, we put t0 = 0 in the sequel,
consider the case where F0 is the σ-algebra generated by all P-null sets and
we denote C0(T,K) ≡ C(T,K) for simplicity.
Differentiating (3.2) in the sense of distributions with respect toK, we obtain:
∂C
∂K
(T,K) = −e−
∫ T
0
r(t) dt
∫ ∞
K
pST (dy),
∂2C
∂K2
(T, dy) = e−
∫ T
0
r(t) dtpST (dy).
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In this particular case, m(t, dz) dt ≡ ν(dz) dt and ψt are simply given by:
ψt(z) ≡ ψ(z) =
{ ∫ z
−∞
dx ex
∫ x
−∞
ν(du) z < 0∫ +∞
z
dx ex
∫∞
x
ν(du) z > 0
Then (3.4) yields
χt,St−(z) = E [ψt (z) |St−] = ψ(z).
Let us now focus on the term∫ +∞
0
y
∂2C
∂K2
(T, dy)χ
(
ln
(
K
y
))
in (3.5). Applying Lemma 3.1 yields∫ +∞
0
y
∂2C
∂K2
(T, dy)χ
(
ln
(
K
y
))
=
∫ ∞
0
e−
∫ T
0
r(t) dtpST (dy)
∫
R
[(yez −K)+ − ez(y −K)+ −K(ez − 1)1{y>K}]ν(dz)
=
∫
R
ez
∫ ∞
0
e−
∫ T
0
r(t) dt pST (dy)[(y −Ke−z)+ − (y −K)+ −K(1− e−z)1{y>K}] ν(dz)
=
∫
R
ez
[
C(T,Ke−z)− C(T,K)−K(e−z − 1) ∂C
∂K
]
ν(dz). (3.42)
This ends the proof.
3.2.3 Pure jump processes
For price processes with no Brownian component, Assumption (H) reduces
to
∀T > 0, E
[
exp
(∫ T
0
dt
∫
(ey − 1)2m(t, dy)
)]
<∞.
Assume there exists a measurable function χ : [t0, T ]×R+−{0} 7→ R+ such
that for all t ∈ [t0, T ] and for all z ∈ R:
χt,St−(z) = E [ψt (z) |St−] , (3.43)
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with
ψT (z) =


∫ z
−∞
dx ex
∫ x
−∞
m(T, du), z < 0 ;∫ +∞
z
dx ex
∫∞
x
m(T, du), z > 0,
then, the forward equation for call option becomes
∂C
∂T
+ r(T )K
∂C
∂K
=
∫ +∞
0
y
∂2C
∂K2
(T, dy)χT,y
(
ln
(
K
y
))
. (3.44)
It is convenient to use the change of variable: v = ln y, k = lnK. Define
c(k, T ) = C(ek, T ). Then one can write this PIDE as
∂c
∂T
+ r(T )
∂c
∂k
=
∫ +∞
−∞
e2(v−k)
(
∂2c
∂k2
− ∂c
∂k
)
(T, dv)χT,v(k − v). (3.45)
In the case, considered in [25], where the Le´vy density mY has a deterministic
separable form
mY (t, dz, y) dt = α(y, t) k(z) dz dt, (3.46)
Equation (3.45) allows us to recover1 equation (14) in [25]
∂c
∂T
+ r(T )
∂c
∂k
=
∫ +∞
−∞
κ(k − v)e2(v−k)α(ev, T )
(
∂2c
∂k2
− ∂c
∂k
)
(T, dv)
where κ is defined as the exponential double tail of k(u) du, i.e.
κ(z) =


∫ z
−∞
dx ex
∫ x
−∞
k(u) du z < 0 ;∫ +∞
z
dx ex
∫∞
x
k(u) du z > 0.
The right hand side can be written as a convolution of distributions:
∂c
∂T
+ r(T )
∂c
∂k
= [aT (.)
(
∂2c
∂k2
− ∂c
∂k
)
] ∗ g where (3.47)
g(u) = e−2uκ(u) aT (u) = α(e
u, T ). (3.48)
Therefore, knowing c(., .) and given κ(.) we can recover aT hence α(., .). As
noted by Carr et al. [25], this equation is analogous to the Dupire formula
for diffusions: it enables to “invert” the structure of the jumps–represented
by α– from the cross-section of option prices. Note that, like the Dupire
formula, this inversion involves a double deconvolution/differentiation of c
which illustrates the ill-posedness of the inverse problem.
1Note however that the equation given in [25] does not seem to be correct: it involves
the double tail of k(z) dz instead of the exponential double tail.
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3.2.4 Time changed Le´vy processes
Time changed Le´vy processes were proposed in [24] in the context of option
pricing. Consider the price process S whose dynamics under the pricing
measure P is given by
St ≡ e
∫ t
0
r(u) duXt Xt = exp (LΘt) Θt =
∫ t
0
θsds (3.49)
where Lt is a Le´vy process with characteristic triplet (b, σ
2, ν), N its jump
measure and (θt) is a locally bounded positive semimartingale. X is a P-
martingale if
b+
1
2
σ2 +
∫
R
(ez − 1− z 1{|z|≤1})ν(dy) = 0. (3.50)
Define the value Ct0(T,K) at t0 of the call option with expiry T > t0 and
strike K > 0 as
Ct0(T,K) = e
−
∫ T
0
r(t) dtEP[max(ST −K, 0)|Ft0]. (3.51)
Proposition 3.4. Assume there exists a measurable function α : [0, T ]×R 7→
R such that
α(t, Xt−) = E[θt|Xt−], (3.52)
and let χ be the exponential double tail of ν, defined as
χ(z) =


∫ z
−∞
dx ex
∫ x
−∞
ν(du), z < 0 ;∫ +∞
z
dx ex
∫∞
x
ν(du), z > 0.
(3.53)
If β = 1
2
σ2 +
∫
R
(ey − 1)2ν(dy) <∞ and
E [exp (βΘT )] <∞, (3.54)
then the call option price Ct0 : (T,K) 7→ Ct0(T,K) at date t0, as a function
of maturity and strike, is a solution (in the sense of distributions) of the
partial integro-differential equation
∂C
∂T
(T,K) = −rα(T,K)K ∂C
∂K
(T,K) +
K2α(T,K)σ2
2
∂2C
∂K2
(T,K)
+
∫ +∞
0
y
∂2C
∂K2
(T, dy)α(T, y)χ
(
ln
(
K
y
)) (3.55)
on [t,∞[×]0,∞[ with the initial condition: ∀K > 0 Ct0(t0, K) = (St0−K)+.
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Proof. Using Lemma 2.1, (LΘt) writes
LΘt = L0 +
∫ t
0
σ
√
θsdBs +
∫ t
0
bθsds
+
∫ t
0
θs
∫
|z|≤1
zN˜(ds dz) +
∫ t
0
∫
{|z|>1}
zN(ds dz)
where N is an integer-valued random measure with compensator θtν(dz) dt,
N˜ its compensated random measure. Applying the Itoˆ formula yields
Xt = X0 +
∫ t
0
Xs−dLTs +
1
2
∫ t
0
Xs−σ
2θs ds+
∑
s≤t
(Xs −Xs− −Xs−∆LTs)
= X0 +
∫ t
0
Xs−
[
bθs +
1
2
σ2θs
]
ds+
∫ t
0
Xs−σ
√
θs dBs
+
∫ t
0
Xs−θs
∫
{|z|≤1}
zN˜(ds dz) +
∫ t
0
Xs−θs
∫
{|z|>1}
zN(ds dz)
+
∫ t
0
∫
R
Xs−(e
z − 1− z)N(ds dz)
Under our assumptions,
∫
(ez − 1− z 1{|z|≤1})ν(dz) <∞, hence:
Xt = X0 +
∫ t
0
Xs−
[
bθs +
1
2
σ2θs +
∫
R
(ez − 1− z 1{|z|≤1})θsν(dz)
]
ds
+
∫ t
0
Xs−σ
√
θ dBs +
∫ t
0
∫
R
Xs−θs(e
z − 1)N˜(ds dz)
= X0 +
∫ t
0
Xs−σ
√
θs dBs +
∫ t
0
∫
R
Xs−(e
z − 1)N˜(ds dz)
and (St) may be expressed as
St = S0 +
∫ t
0
Ss−r(s) ds+
∫ t
0
Ss−σ
√
θs dBs +
∫ t
0
∫
R
Ss−(e
z − 1)N˜(ds dz).
Assumption (3.54) implies that S fulfills Assumption (H) of Theorem 3.1
and (St) is now in the suitable form (3.1) to apply Theorem 3.1, which yields
the result.
95
3.2.5 Index options in a multivariate jump-diffusion
model
Consider a multivariate model with d assets
SiT = S
i
0 +
∫ T
0
r(t)Sit−dt+
∫ T
0
St−δ
i
tdW
i
t +
∫ T
0
∫
Rd
Sit−(e
yi − 1)N˜(dt dy)
where δi is an adapted process taking values in R representing the volatility of
asset i,W is a d-dimensional Wiener process, N is a Poisson random measure
on [0, T ]×Rd with compensator ν(dy) dt, N˜ denotes its compensated random
measure. The Wiener processes W i are correlated
∀1 ≤ (i, j) ≤ d, 〈W i,W j〉t = ρi,jt,
with ρij > 0 and ρii = 1. An index is defined as a weighted sum of asset
prices
It =
d∑
i=1
wiS
i
t , wi > 0,
d∑
1
wi = 1, d ≥ 2.
The value Ct0(T,K) at time t0 of an index call option with expiry T > t0
and strike K > 0 is given by
Ct0(T,K) = e
−
∫ T
t0
r(t) dt
EP[max(IT −K, 0)|Ft0]. (3.56)
The following result is a generalization of the forward PIDE studied by Avel-
laneda et al. [5] for the diffusion case:
Theorem 3.3. Forward PIDE for index options. Assume
 ∀T > 0 E
[
exp
(
1
2
∫ T
0
‖δt‖2 dt
)]
<∞∫
Rd
(‖y‖ ∧ ‖y‖2) ν(dy) <∞ a.s. (3.57)
Define
ηt(z) =


∫ z
−∞
dx ex
∫
Rd
1
ln
(∑
1≤i≤d−1 wiS
i
t−
eyi
It−
)
≤x
ν(dy) z < 0∫∞
z
dx ex
∫
Rd
1
ln
(∑
1≤i≤d−1 wiS
i
t−e
yi
It−
)
≥x
ν(dy) z > 0
(3.58)
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and assume there exists measurable functions σ : [t0, T ] × R+ − {0} 7→ R+,
χ : [t0, T ]× R+ − {0} 7→ R+ such that for all t ∈ [t0, T ] and for all z ∈ R:
σ(t, It−) =
1
z
√
E
[(∑d
i,j=1wiwjρij δ
i
tδ
j
t S
i
t−S
j
t−
)
|It−
]
a.s.,
χt,It−(z) = E [ηt (z) |It−] a.s.
(3.59)
Then the index call price (T,K) 7→ Ct0(T,K), as a function of maturity
and strike, is a solution (in the sense of distributions) of the partial integro-
differential equation
∂Ct0
∂T
= −r(T )K∂Ct0
∂K
+
σ(T,K)2
2
∂2Ct0
∂K2
+
∫ +∞
0
y
∂2Ct0
∂K2
(T, dy)χT,y
(
ln
(
K
y
))
(3.60)
on [t0,∞[×]0,∞[ with the initial condition:
∀K > 0, Ct0(t0, K) = (It0 −K)+.
Proof. (Bt)t≥0 defined by
dBt =
∑d
i=1wiS
i
t−δ
i
tdW
i
t(∑d
i,j=1wiwjρij δ
i
tδ
j
t S
i
t−S
j
t−
)1/2
is a continuous local martingale with quadratic variation t: by Le´vy’s theo-
rem, B is a Brownian motion. Hence I may be decomposed as
IT =
d∑
i=1
wiS
i
0 +
∫ T
0
r(t)It− dt+
∫ T
0
(
d∑
i,j=1
wiwjρij δ
i
tδ
j
t S
i
t−S
j
t−
) 1
2
dBt
+
∫ T
0
∫
Rd
d∑
i=1
wiS
i
t−(e
yi − 1)N˜(dt dy)
(3.61)
The essential part of the proof consists in rewriting (It) in the suitable form
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(3.1) to apply Theorem 3.1. Applying the Itoˆ formula to ln (IT ) yields
ln
IT
I0
=
∫ T
0
[
r(t)− 1
2I2t−
d∑
i,j=1
wiwjρij δ
i
tδ
j
t S
i
t−S
j
t−
−
∫ (∑1≤i≤dwiSit−eyi
It−
− 1− ln (∑1≤i≤dwiSit−eyi
It−
))
ν(dy)
]
dt
+
∫ T
0
1
It−
(
d∑
i,j=1
wiwjρij δ
i
tδ
j
t S
i
t−S
j
t−
) 1
2
dBt +
∫ T
0
∫
ln
(∑
1≤i≤dwiS
i
t−e
yi
It−
)
N˜(dt dy).
Using the concavity property of the logarithm,
ln
(∑
1≤i≤dwiS
i
t− e
yi
It−
)
≥
∑
1≤i≤d
wiS
i
t−
It−
yi ≥ −‖y‖
and
ln
(∑
1≤i≤dwiS
i
t− e
yi
It−
)
≤ ln
(
max
1≤i≤d
eyi
)
≤ max
1≤i≤d
yi.
Thus, ∣∣∣∣∣ln
(∑
1≤i≤dwiS
i
t− e
yi
It−
)∣∣∣∣∣ ≤ ‖y‖.
Hence,
∫
e
2
∣∣∣∣ln
(∑
1≤i≤d wiS
i
t−e
yi
It−
)∣∣∣∣ ∧
(
ln
(∑
1≤i≤dwiS
i
t−e
yi
It−
))2
ν(dy) <∞ a.s.
(3.62)
Similarly, (3.57) implies that
∫
(eyi − 1− yi ) ν(dy) < ∞ so ln (SiT ) may be
expressed as
ln (SiT ) = ln (S
i
0) +
∫ T
0
(
r(t)− 1
2
(δit)
2 −
∫
(eyi − 1− yi ) ν(dy)
)
dt
+
∫ T
0
δit dW
i
t +
∫ T
0
∫
yi N˜(dt dy)
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Define the d-dimensional martingale Wt = (W
1
t , · · · ,W d−1t , Bt). For 1 ≤
i, j ≤ d− 1 we have
〈W i,W j〉t = ρi,jt and 〈W i, B〉t =
∑d
j=1wjρijS
j
t−δ
j
t(∑d
i,j=1wiwjρij δ
i
tδ
j
t S
i
t−S
j
t−
)1/2 t.
Define
Θt =


1 · · · ρ1,d−1
∑d
j=1 wjρ1jS
j
t−δ
j
t
(
∑d
i,j=1 wiwjρij δ
i
tδ
j
t S
i
t−S
j
t−)
1/2
...
. . .
...
...
ρd−1,1 · · · 1
∑d
j=1 wjρd−1,jS
j
t−δ
j
t
(
∑d
i,j=1 wiwjρij δ
i
tδ
j
t S
i
t−S
j
t−)
1/2
∑d
j=1 wjρ1,jS
j
t−δ
j
t
(
∑d
i,j=1 wiwjρij δ
i
tδ
j
t S
i
t−S
j
t−)
1/2 · · ·
∑d
j=1 wjρd−1,jS
j
t−δ
j
t
(
∑d
i,j=1 wiwjρij δ
i
tδ
j
t S
i
t−S
j
t−)
1/2 1


There exists a standard Brownian motion (Zt) such that Wt = AZt where A
is a d×dmatrix verifying Θ = tAA. DefineXT ≡
(
ln (S1T ), · · · , ln (Sd−1T ), ln (IT )
)
;
δ =


δ1t · · · 0 0
...
. . .
...
...
0 · · · δd−1t 0
0 · · · 0 1
It−
(∑d
i,j=1wiwjρij δ
i
tδ
j
t S
i
t−S
j
t−
) 1
2

 ,
βt =


r(t)− 12 (δ1t )2 −
∫
(ey1 − 1− y1) ν(dy)
...
r(t)− 12(δd−1t )2 −
∫
(eyd−1 − 1− yd−1) ν(dy)
r(t)− 1
2I2t−
∑d
i,j=1wiwjρij δ
i
tδ
j
t S
i
t−S
j
t− −
∫ (∑
1≤i≤d wiS
i
t−e
yi
It−
− 1− ln
(∑
1≤i≤d wiS
i
t−e
yi
It−
))
ν(dy)

 ,
and ψt(y) =


y1
...
yd−1
ln
(∑
1≤i≤d wiS
i
t−e
yi
It−
)

 .
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Then XT may be expressed as
XT = X0 +
∫ T
0
βt dt+
∫ T
0
δtAdZt +
∫ T
0
∫
Rd
ψt(y) N˜(dt dy) (3.63)
The predictable function φt defined, for t ∈ [0, T ], y ∈ ψt(Rd), by
φt(y) =
(
y1, · · · , yd−1, ln
(
eydIt− −
∑
1≤i≤d−1wiS
i
t−e
yi
wdS
d
t−
))
is the left inverse of ψt: φt(ω, ψt(ω, y)) = y. Observe that ψt(., 0) = 0, φ
is predictable, and φt(ω, .) is differentiable on Im(ψt) with Jacobian matrix
∇yφt(y) given by
(∇yφt(y)) =


1 0 0 0
...
. . .
...
...
0 · · · 1 0
−ey1w1S1t−
eydIt−−
∑
1≤i≤d−1 wiS
i
t−e
yi
· · · −e
yd−1wd−1S
d−1
t−
eydIt−−
∑
1≤i≤d−1 wiS
i
t−e
yi
eydIt−
eydIt−−
∑
1≤i≤d−1 wiS
i
t−e
yi


so (ψ, ν) satisfies the assumptions of Lemma 2.1: using Assumption (3.57),
for all T ≥ t ≥ 0,
E
[∫ T
0
∫
Rd
(1 ∧ ‖ψt(., y)‖2) ν(dy) dt
]
=
∫ T
0
∫
Rd
1 ∧

y21 + · · ·+ y2d−1 + ln
(∑
1≤i≤dwiS
i
t−e
yi
It−
)2 ν(dy) dt
≤
∫ T
0
∫
Rd
1 ∧ (2‖y‖2) ν(dy) dt <∞.
Define νφ, the image of ν by φ by
νφ(ω, t, B) = ν(φt(ω,B)) for B ⊂ ψt(Rd). (3.64)
Applying Lemma 2.1, XT may be expressed as
XT = X0 +
∫ T
0
βt dt+
∫ T
0
δtAdZt +
∫ T
0
∫
y M˜(dt dy)
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where M is an integer-valued random measure (resp. M˜ its compensated
random measure) with compensator
µ(ω; dt dy) = m(t, dy;ω) dt,
defined via its density
dµ
dνφ
(ω, t, y) = 1{ψt(Rd)}(y) |det∇yφt|(y) = 1{ψt(Rd)}(y)
∣∣∣∣∣ e
ydIt−
eydIt− −
∑
1≤i≤d−1wiS
i
t−e
yi
∣∣∣∣∣
with respect to νφ. Considering now the d-th component of XT , one obtains
the semimartingale decomposition of ln (It):
ln (IT )− ln (I0)
=
∫ T
0
(
r(t)− 1
2I2t−
(
d∑
i,j=1
wiwjρij δ
i
tδ
j
t S
i
t−S
j
t−
)
−
∫ (∑
1≤i≤dwiS
i
t−e
yi
It−
− 1− ln
(∑
1≤i≤dwiS
i
t−e
yi
It−
))
ν(dy)
)
dt
+
∫ T
0
1
It−
(
d∑
i,j=1
wiwjρij δ
i
tδ
j
t S
i
t−S
j
t−
) 1
2
dBt +
∫ T
0
∫
y K˜(dt dy)
where K is an integer-valued random measure on [0, T ]×R with compensator
k(t, dy) dt where
k(t, B) =
∫
Rd−1×B
µ(t, dy) =
∫
Rd−1×B
1{ψt(Rd)}(y) |det∇yφt|(y) νφ(t, dy)
=
∫
(Rd−1×B)∩ψt(Rd)
|det∇yφt|(ψt(y)) ν(dy)
=
∫
{y∈Rd−{0},ln
(∑
1≤i≤d−1 wiS
i
t−e
yi
It−
)
∈B}
ν(dy) for B ∈ B(R− {0}).
In particular, the exponential double tail of k(t, dy) which we denote ηt(z)
ηt(z) =
{ ∫ z
−∞
dx exk(t, ]−∞, x]), z < 0 ;∫ +∞
z
dx exk(t, [x,∞[), z > 0,
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is given by (3.58). So finally IT may be expressed as
IT = I0 +
∫ T
0
r(t)It− dt+
∫ T
0
(
d∑
i,j=1
wiwjρij δ
i
tδ
j
t S
i
t−S
j
t−
) 1
2
dBt
+
∫ T
0
∫
Rd
(ey − 1) It−K˜(dt dy).
The normalized volatility of It satisfies, for t ∈ [0, T ],∑d
i,j=1wiwjρij δ
i
tδ
j
t S
i
t−S
j
t−
I2t−
≤
d∑
i,j=1
ρij δ
i
tδ
j
t .
Furthermore, clearly,
∑
1≤i≤d
wiS
i
t−
It−
ezi − 1 ≤ e‖z‖ − 1,
and the convexity property of the exponential yields
e‖z‖ +
∑
1≤i≤d
wiS
i
t−
It−
ezi ≥ e‖z‖ + exp
(∑
1≤i≤d
wiS
i
t−
It−
zi
)
= e‖z‖ + eαt.z ≥ e‖z‖ + e−‖αt‖‖z‖ ≥ e‖z‖ + e−‖z‖ ≥ 2,
where
αt =
(
w1S
1
t−
It−
, · · · , wdS
d
t−
It−
)
.
Hence
e‖z‖ − 1 ≥ 1−
∑
1≤i≤d
wiS
i
t−
It−
ezi ,
and (∑
1≤i≤d
wiS
i
t−
It−
ezi − 1
)2
≤ (e‖z‖ − 1)2 .
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Hence
1
2
∫ T
0
∑d
i,j=1wiwjρij δ
i
tδ
j
t S
i
t−S
j
t−
I2t−
dt+
∫ T
0
∫
(ey − 1)2k(t, dy) dt
=
1
2
∫ T
0
∑d
i,j=1wiwjρij δ
i
tδ
j
t S
i
t−S
j
t−
I2t−
dt
+
∫ T
0
∫
Rd
(∑
1≤i≤d−1 wiS
i
t−e
yi + wdS
d
t−e
y
It−
− 1
)2
ν(dy1, · · · , dyd−1, dy) dt
≤ 1
2
d∑
i,j=1
ρij δ
i
tδ
j
t +
∫ T
0
∫
Rd
(e‖z‖ − 1)2ν(dz1, · · · , dzd) dt.
Using assumptions (3.57), the last inequality implies that It satisfies (H).
Hence Theorem 3.1 can now be applied to I, which yields the result.
3.2.6 Forward equations for CDO pricing
Portfolio credit derivatives such as CDOs or index default swaps are deriva-
tives whose payoff depends on the total loss Lt due to defaults in a reference
portfolio of obligors. Reduced-form top-down models of portfolio default
risk [45, 48, 85, 28, 86] represent the default losses of a portfolio as a marked
point process (Lt)t≥0 where the jump times represents credit events in the
portfolio and the jump sizes ∆Lt represent the portfolio loss upon a default
event. Marked point processes with random intensities are increasingly used
as ingredients in such models [45, 48, 73, 85, 86]. In all such models the loss
process (represented as a fraction of the portfolio notional) may be repre-
sented as
Lt =
∫ t
0
∫ 1
0
xM(ds dx),
where M(dt dx) is an integer-valued random measure with compensator
µ(dt dx;ω) = m(t, dx;ω) dt.
If furthermore ∫ 1
0
xm(t, dx) <∞, (3.65)
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then Lt may be expressed in the form
Lt =
∫ t
0
∫ 1
0
x
(
m(s, dx) ds+ M˜(ds dx)
)
,
where ∫ t
0
∫ 1
0
x M˜(ds dx),
is a P-martingale. The point process Nt = M([0, t] × [0, 1]) represents the
number of defaults and
λt(ω) =
∫ 1
0
m(t, dx;ω)
represents the default intensity. Denote by T1 ≤ T2 ≤ .. the jump times of
N . The cumulative loss process L may also be represented as
Lt =
Nt∑
k=1
Zk,
where the “mark” Zk, with values in [0, 1], is distributed according to
Ft(dx;ω) =
mX(t, dx;ω)
λt(ω)
.
Note that the percentage loss Lt belongs to [0, 1], so ∆Lt ∈ [0, 1− Lt−]. For
the equity tranche [0, K], we define the expected tranche notional at maturity
T as
Ct0(T,K) = E[(K − LT )+|Ft0]. (3.66)
As noted in [28], the prices of portfolio credit derivatives such as CDO
tranches only depend on the loss process through the expected tranche no-
tionals. Therefore, if one is able to compute Ct0(T,K) then one is able to
compute the values of all CDO tranches at date t0. In the case of a loss pro-
cess with constant loss increment, Cont and Savescu [29] derived a forward
equation for the expected tranche notional. The following result generalizes
the forward equation derived by Cont and Savescu [29] to a more general set-
ting which allows for random, dependent loss sizes and possible dependence
between the loss given default and the default intensity:
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Proposition 3.5 (Forward equation for expected tranche notionals). As-
sume there exists a family mY (t, dy, z) of measures on [0, 1] for all t ∈ [t0, T ]
and for all A ∈ B([0, 1)],
mY (t, A, Lt−) = E[mX(t, A, .)|Lt−], (3.67)
DenoteMY (dt dy) the integer-valued random measure with compensatormY (t, dy, z) dt.
Define the effective default intensity
λY (t, z) =
∫ 1−z
0
mY (t, dy, z). (3.68)
Then the expected tranche notional (T,K) 7→ Ct0(T,K), as a function of
maturity and strike, is a solution of the partial integro-differential equation
∂Ct0
∂T
(T,K)
= −
∫ K
0
∂2Ct0
∂K2
(T, dy)
[∫ K−y
0
(K − y − z)mY (T, dz, y)− (K − y)λY (T, y)
]
,
(3.69)
on [t0,∞[×]0, 1[ with the initial condition: ∀K ∈ [0, 1],
Ct0(t0, K) = (K − Lt0)+.
Proof. By replacing P by the conditional measure P|F0 given F0, we may
replace the conditional expectation in (3.66) by an expectation with respect
to the marginal distribution pT (dy) of LT under P|Ft0 . Thus, without loss of
generality, we put t0 = 0 in the sequel and consider the case where F0 is the
σ-algebra generated by all P-null sets. (3.66) can be expressed as
C(T,K) =
∫
R+
(K − y)+ pT (dy). (3.70)
Differentiating with respect to K, we get
∂C
∂K
=
∫ K
0
pT (dy) = E
[
1{Lt−≤K}
]
,
∂2C
∂K2
(T, dy) = pT (dy). (3.71)
For h > 0 applying the Tanaka-Meyer formula to (K − Lt)+ between T and
T + h, we have
(K − LT+h)+ = (K − LT )+ −
∫ T+h
T
1{Lt−≤K}dLt
+
∑
T<t≤T+h
[
(K − Lt)+ − (K − Lt−)+ + 1{Lt−≤K}∆Lt
]
.
(3.72)
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Taking expectations, we get
C(T + h,K)− C(T,K) = E
[∫ T+h
T
dt 1{Lt−≤K}
∫ 1−Lt−
0
xm(t, dx)
]
+ E
[ ∑
T<t≤T+h
(K − Lt)+ − (K − Lt−)+ + 1{Lt−≤K}∆Lt
]
.
The first term may be computed as
E
[∫ T+h
T
dt 1{Lt−≤K}
∫ 1−Lt−
0
xm(t, dx)
]
=
∫ T+h
T
dtE
[
1{Lt−≤K}
∫ 1−Lt−
0
xm(t, dx)
]
=
∫ T+h
T
dtE
[
E
[
1{Lt−≤K}
∫ 1−Lt−
0
xm(t, dx)
∣∣∣Lt−]]
=
∫ T+h
T
dtE
[
1{Lt−≤K}
∫ 1−Lt−
0
xmY (t, dx, Lt−)
]
=
∫ T+h
T
dt
∫ K
0
pT (dy)
(∫ 1−y
0
xmY (t, dx, y)
)
.
As for the jump term,
E
[ ∑
T<t≤T+h
(K − Lt)+ − (K − Lt−)+ + 1{Lt−≤K}∆Lt
]
= E
[∫ T+h
T
dt
∫ 1−Lt−
0
m(t, dx)
(
(K − Lt− − x)+ − (K − Lt−)+ + 1{Lt−≤K}x
)]
=
∫ T+h
T
dtE
[∫ 1−Lt−
0
m(t, dx)
(
(K − Lt− − x)+ − (K − Lt−)+ + 1{Lt−≤K}x
)]
=
∫ T+h
T
dtE
[
E
[∫ 1−Lt−
0
m(t, dx)
(
(K − Lt− − x)+ − (K − Lt−)+ + 1{Lt−≤K}x
) ∣∣∣Lt−]]
=
∫ T+h
T
dtE
[∫ 1−Lt−
0
mY (t, dx, Lt−)
(
(K − Lt− − x)+ − (K − Lt−)+ + 1{Lt−≤K}x
)]
=
∫ T+h
T
dt
∫ 1
0
pT (dy)
∫ 1−y
0
mY (t, dx, y)
(
(K − y − x)+ − (K − y)+ + 1{y≤K}x
)
,
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where the inner integrals may be computed as∫ 1
0
pT (dy)
∫ 1−y
0
mY (t, dx, y)
(
(K − y − x)+ − (K − y)+ + 1{y≤K}x
)
=
∫ K
0
pT (dy)
∫ 1−y
0
mY (t, dx, y)
(
(K − y − x)1{K−y>x} − (K − y − x)
)
=
∫ K
0
pT (dy)
∫ 1−y
K−y
mY (t, dx, y)(K − y − x).
Gathering together all the terms, we obtain
C(T + h,K)− C(T,K)
=
∫ T+h
T
dt
∫ K
0
pT (dy)
(∫ 1−y
0
xmY (t, dx, y)
)
+
∫ T+h
T
dt
∫ K
0
pT (dy)
(∫ 1−y
K−y
mY (t, dx, y)(K − y − x)
)
=
∫ T+h
T
dt
∫ K
0
pT (dy)
(
−
∫ K−y
0
mY (t, dx, y)(K − y − x) + (K − y)λY (T, y)
)
.
Dividing by h and taking the limit h→ 0 yields
∂C
∂T
= −
∫ K
0
pT (dy)
[∫ K−y
0
(K − y − x)mY (T, dx, y)− (K − y)λY (T, y)
]
= −
∫ K
0
∂2C
∂K2
(T, dy)
[∫ K−y
0
(K − y − x)mY (T, dx, y)− (K − y)λY (T, y)
]
.
In [29], loss given default (i.e. the jump size of L) is assumed constant
δ = (1−R)/n: then Zk = δ, so Lt = δNt and one can compute C(T,K) using
the law of Nt. Setting t0 = 0 and assuming as above that Ft0 is generated
by null sets, we have
C(T,K) = E[(K − LT )+] = E[(k δ − LT )+] = δE[(k −NT )+] ≡ δ Ck(T ).(3.73)
The compensator of Lt is λt δ(dz) dt, where δ(dz) is the point at the point
δ. The effective compensator becomes
mY (t, dz, y) = E[λt|Lt− = y] δ(dz) dt = λY (t, y) δ(dz),
107
and the effective default intensity is λY (t, y) = E[λt|Lt− = y]. Using the
notations in [29], if we set y = jδ then
λY (t, jδ) = E[λt|Lt− = jδ] = E[λt|Nt− = j] = aj(t)
and pt(dy) =
∑n
j=0 qj(t)jδ(dy). Let us focus on (3.69) in this case. We recall
from the proof of Proposition 3.5 that
∂C
∂T
(T, kδ) =
∫ 1
0
pT (dy)
∫ 1−y
0
[(kδ − y − z)+ − (kδ − y)+]λY (T, y) δ(dz)
=
∫ 1
0
pT (dy) λ
Y (T, y) [(kδ − y − δ)+ − (kδ − y)+] 1{δ<1−y}
= −δ
n∑
j=0
qj(T ) aj(T ) 1{j≤k−1}.
This expression can be simplified as in [29, Proposition 2], leading to the
forward equation
∂Ck(T )
∂T
= ak(T )Ck−1(T )− ak−1(T )Ck(T )−
k−2∑
j=1
Cj(T )[aj+1(T )− 2aj(T ) + aj−1(T )]
= [ak(T )− ak−1(T )]Ck−1(T )−
k−2∑
j=1
(∇2a)jCj(T )− ak−1(T )[Ck(T )− Ck−1(T )].
Hence we recover [29, Proposition 2] as a special case of Proposition 3.5.
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Chapter 4
Short-time asymptotics for
marginals of semimartingales
In this chapter, we study the short-time asymptotics of expectations of the
form E[f(ξt)] where ξt a discontinuous Itoˆ semimartingale. We study two
different cases: first, the case where f is a smooth (C2) function, then the
case where f(x) = (x−K)+. We compute the leading term in the asymptotics
in terms of the local characteristics of the semimartingale.
As an application, we derive the asymptotic behavior of call option prices
close to maturity in a semimartingale model: whereas the behavior of out-of-
the-money options is found to be linear in time, the short time asymptotics
of at-the-money options is shown to depend on the fine structure of the
semimartingale.
These results generalize and extend various asymptotic results previously
derived for diffusion models [17, 18], Le´vy processes [60, 44, 91], Markov
jump-diffusion models [13] and one-dimensional martingales [78] to the more
general case of a discontinuous semimartingale. In particular, the indepen-
dence of increments or the Markov property do not play any role in our
derivation.
4.1 Introduction
In applications such as stochastic control, statistics of processes and mathe-
matical finance, one is often interested in computing or approximating con-
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ditional expectations of the type
E [f(ξt)|Ft0 ] , (4.1)
where ξ is a stochastic process. Whereas for Markov process various well-
known tools –partial differential equations, Monte Carlo simulation, semi-
group methods– are available for the computation and approximation of
conditional expectations, such tools do not carry over to the more general
setting of semimartingales. Even in the Markov case, if the state space is
high dimensional exact computations may be computationally prohibitive
and there has been a lot of interest in obtaining approximations of (4.1) as
t → t0. Knowledge of such short-time asymptotics is very useful not only
for computation of conditional expectations but also for the estimation and
calibration of such models. Accordingly, short-time asymptotics for (4.1)
(which, in the Markov case, amounts to studying transition densities of the
process ξ) has been previously studied for diffusion models [17, 18, 41], Le´vy
processes [60, 70, 83, 9, 44, 43, 91], Markov jump-diffusion models [3, 13] and
one-dimensional martingales [78], using a variety of techniques. The proofs
of these results in the case of Le´vy processes makes heavy use of the inde-
pendence of increments; proofs in other case rely on the Markov property,
estimates for heat kernels for second-order differential operators or Malliavin
calculus. What is striking, however, is the similarity of the results obtained
in these different settings.
We reconsider here the short-time asymptotics of conditional expecta-
tions in a more general framework which contains existing models but allows
to go beyond the Markovian setting and to incorporate path-dependent fea-
tures. Such a framework is provided by the class of Itoˆ semimartingales,
which contains all the examples cited above but allows to use the tools of
stochastic analysis. An Itoˆ semimartingale on a filtered probability space
(Ω,F , (Ft)t≥0,P) is a stochastic process ξ with the representation
ξt = ξ0+
∫ t
0
βs ds+
∫ t
0
δs dWs+
∫ t
0
∫
Rd
κ(y) M˜(dsdy)+
∫ t
0
∫
Rd
(y − κ(y)) M(dsdy),
(4.2)
where ξ0 is in R
d,W is a standard Rn-valued Wiener process,M is an integer-
valued random measure on [0,∞] × Rd with compensator µ(ω, dt, dy) =
m(ω, t, dy)dt and M˜ = M − µ its compensated random measure, β (resp.
δ) is an adapted process with values in Rd (resp. Md×n(R)) and
κ(y) =
y
1 + ‖y‖2
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is a truncation function.
We study the short-time asymptotics of conditional expectations of the
form (4.1) where ξ is an Ito semimartingale of the form (4.2), for various
classes of functions f : Rd → R. First, we prove a general result for the case
of f ∈ C2b (Rd,R). Then we will treat, when d = 1, the case of
E
[
(ξt −K)+|Ft0
]
, (4.3)
which corresponds to the value at t0 of a call option with strike K and
maturity t in a model described by equation (4.2). We show that whereas
the behavior of (4.3) in the case K > ξt0 ( out-of-the-money options) is
linear in t − t0, the asymptotics in the case K = ξt0 (which corresponds to
at-the-money options) depends on the fine structure of the semimartingale ξ
at t0. In particular, we show that for continuous semimartingales the short-
maturity asymptotics of at-the-money options is determined by the local time
of ξ at t0. In each case we identify the leading term in the asymptotics and
express this term in terms of the local characteristics of the semimartingale
at t0.
Our results unify various asymptotic results previously derived for par-
ticular examples of stochastic models and extend them to the more general
case of a discontinuous semimartingale. In particular, we show that the in-
dependence of increments or the Markov property do not play any role in
the derivation of such results.
Short-time asymptotics for expectations of the form (4.1) have been stud-
ied in the context of statistics of processes [60] and option pricing [3, 17, 18,
13, 44, 91, 78]. Berestycki, Busca and Florent [17, 18] derive short maturity
asymptotics for call options when ξt is a diffusion, using analytical methods.
Durrleman [38] studied the asymptotics of implied volatility in a general,
non-Markovian stochastic volatility model. Jacod [60] derived asymptotics
for (4.1) for various classes of functions f , when ξt is a Le´vy process. Lopez
[44] and Tankov [91] study the asymptotics of (4.3) when ξt is the exponential
of a Le´vy process. Lopez [44] also studies short-time asymptotic expansions
for (4.1), by iterating the infinitesimal generator of the Le´vy process ξt. Alos
et al [3] derive short-maturity expansions for call options and implied volatil-
ity in a Heston model using Malliavin calculus. Benhamou et al. [13] derive
short-maturity expansions for call options in a model where ξ is the solution
of a Markovian SDE whose jumps are described by a compound Poisson pro-
cess. These results apply to processes with independence of increments or
solutions of a “Markovian” stochastic differential equation.
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Durrleman studied the convergence of implied volatility to spot volatility
in a stochastic volatility model with finite-variation jumps [37]. More re-
cently, Nutz and Muhle-Karbe [78] study short-maturity asymptotics for call
options in the case where ξt is a one-dimensional Itoˆ semimartingale driven
by a (one-dimensional) Poisson random measure whose Le´vy measure is ab-
solutely continuous. Their approach consists in “freezing” the characteristic
triplet of ξ at t0, approximating ξt by the corresponding Le´vy process and
using the results cited above [60, 44] to derive asymptotics for call option
prices.
Our contribution is to extend these results to the more general case when
ξ is a d-dimensional semimartingale with jumps. In contrast to previous
derivations, our approach is purely based on Itoˆ calculus, and makes no use
of the Markov property or independence of increments. Also, our multidimen-
sional setting allows to treat examples which are not accessible using previous
results. For instance, when studying index options in jump-diffusion model
(treated in the next chapter), one considers an index It =
∑
wiS
i
t where
(S1, ..., Sd) are Itoˆ semimartingales. In this framework, I is indeed an Itoˆ
semimartingale whose stochastic integral representation is implied by those
of Si but it is naturally represented in terms of a d-dimensional integer-valued
random measure, not a one-dimensional Poisson random measure. Our set-
ting provides a natural framework for treating such examples.
Note that these ’short-time’ asymptotics are different from the ’extreme-
strike’ asymptotics studied by Lee [71] and extended by Friz, Gulisashvili and
others [12, 46, 49, 50]. But, in specific models, the two asymptotic regimes
may be related using scaling arguments.
4.2 Short time asymptotics for conditional ex-
pectations
4.2.1 Main result
We make the following assumptions on the characteristics of the semimartin-
gale ξ:
Assumption 4.1 (Right-continuity of characteristics at t0).
lim
t→t0, t>t0
E [‖βt − βt0‖|Ft0] = 0, lim
t→t0, t>t0
E
[‖δt − δt0‖2|Ft0] = 0,
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where ‖.‖ denotes the Euclidean norm on Rd and for ϕ ∈ Cb0(Rd × Rd,R),
lim
t→t0, t>t0
E
[∫
Rd
‖y‖2 ϕ(ξt, y)m(t, dy)|Ft0
]
=
∫
Rd
‖y‖2 ϕ(ξt0 , y)m(t0, dy).
The second requirement, which may be viewed as a weak (right) conti-
nuity of m(t, dy) along the paths of ξ, is satisfied for instance if m(t, dy) is
absolutely continuous with a density which is right-continuous in t at t0.
Assumption 4.2 (Integrability condition). ∃T > t0,
E
[∫ T
t0
‖βs‖ ds
∣∣∣Ft0] <∞, E [∫ T
t0
‖δs‖2 ds
∣∣∣Ft0] <∞,
E
[∫ T
t0
∫
Rd
‖y‖2m(s, dy) ds
∣∣∣Ft0
]
<∞.
Under these assumptions, the following result describes the asymptotic
behavior of E [f(ξt)|Ft0 ] when t→ t0:
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Theorem 4.1. Under Assumptions 4.1 and 4.2, for all f ∈ C2b (Rd,R),
lim
t↓t0
1
t− t0 (E [f(ξt)|Ft0]− f(ξt0)) = Lt0f(ξt0). (4.4)
where Lt0 is the (random) integro-differential operator given by
∀f ∈ C2b (Rd,R), Lt0f(x) = βt0 .∇f(x) +
1
2
tr
[
tδt0δt0∇2f
]
(x) (4.5)
+
∫
Rd
[f(x+ y)− f(x)− 1
1 + ‖y‖2 y.∇f(x)]m(t0, dy).
Before proving Theorem 4.1, we recall a useful lemma:
Lemma 4.1. Let f : R+ → R be right-continuous at 0, then
lim
t→0
1
t
∫ t
0
f(s) ds = f(0). (4.6)
Proof. Let F denote the primitive of f , then
1
t
∫ t
0
f(s) ds =
1
t
(F (t)− F (0)) .
Letting t → 0+, this is nothing but the right derivative at 0 of F , which is
f(0) by right continuity of f .
We can now prove Theorem 4.1.
Proof. of Theorem 4.1
We first note that, by replacing P by the conditional measure P|Ft0 given Ft0 ,
we may replace the conditional expectation in (4.4) by an expectation with
respect to the marginal distribution of ξt under P|Ft0 . Thus, without loss of
generality, we put t0 = 0 in the sequel and consider the case where F0 is
the σ-algebra generated by all P-null sets. Let f ∈ C2b (Rd,R). Itoˆ’s formula
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yields
f(ξt) = f(ξ0) +
∫ t
0
∇f(ξs−)dξis +
1
2
∫ t
0
tr
[∇2f(ξs−) tδsδs] ds
+
∑
s≤t
[
f(ξs− +∆ξs)− f(ξs−)−
d∑
i=1
∂f
∂xi
(ξs−)∆ξ
i
s
]
= f(ξ0) +
∫ t
0
∇f(ξs−).βs ds+
∫ t
0
∇f(ξs−).δsdWs
+
1
2
∫ t
0
tr
[∇2f(ξs−) tδsδs] ds
+
∫ t
0
∫
Rd
∇f(ξs−).κ(y) M˜(ds dy)
+
∫ t
0
∫
Rd
(f(ξs− + y)− f(ξs−)− κ(y).∇f(ξs−)) M(ds dy).
We note that
• since∇f is bounded and given Assumption 4.2, ∫ t
0
∫
Rd
∇f(ξs−).κ(y) M˜(ds dy)
is a square-integrable martingale.
• since ∇f is bounded and given Assumption 4.2, ∫ t
0
∇f(ξs−).δsdWs is a
martingale.
Hence, taking expectations, we obtain
E [f(ξt)] = E [f(ξ0)] + E
[∫ t
0
∇f(ξs−).βs ds
]
+ E
[
1
2
∫ t
0
tr
[∇2f(ξs−)tδsδs] ds]
+ E
[∫ t
0
∫
Rd
(f(ξs− + y)− f(ξs−)− κ(y).∇f(ξs−)) M(ds dy)
]
= E [f(ξ0)] + E
[∫ t
0
∇f(ξs−).βs ds
]
+ E
[
1
2
∫ t
0
tr
[∇2f(ξs−) tδsδs] ds]
+ E
[∫ t
0
∫
Rd
(f(ξs− + y)− f(ξs−)− κ(y).∇f(ξs−)) m(s, dy) ds
]
,
that is
E [f(ξt)] = E [f(ξ0)] + E
[∫ t
0
Lsf(ξs) ds
]
. (4.7)
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where L denote the integro-differential operator given, for all t ∈ [0, T ] and
for all f ∈ C2b (Rd,R), by
Ltf(x) = βt.∇f(x) + 1
2
tr
[
tδtδt∇2f
]
(x)
+
∫
Rd
[f(x+ y)− f(x)− 1
1 + ‖y‖2 y.∇f(x)]m(t, dy),
(4.8)
Equation (4.7) yields
1
t
E [f(ξt)]− 1
t
f(ξ0)− L0f(ξ0)
= E
[
1
t
∫ t
0
ds (∇f(ξs).βs −∇f(ξ0).β0)
]
+
1
2
E
[
1
t
∫ t
0
ds tr
[∇2f(ξs) tδsδs −∇2f(ξ0) tδ0δ0]]
+ E
[ ∫
Rd
1
t
∫ t
0
ds
[
m(s, dy) (f(ξs + y)− f(ξs)− κ(y).∇f(ξs))
−m(0, dy), (f(ξ0 + y)− f(ξ0)− κ(y).∇f(ξ0))
]]
.
Define
∆1(t) = E
[
1
t
∫ t
0
ds (∇f(ξs).βs −∇f(ξ0).β0)
]
,
∆2(t) =
1
2
E
[
1
t
∫ t
0
ds tr
[∇2f(ξs−) tδsδs −∇2f(ξ0) tδ0δ0]] ,
∆3(t) = E
[ ∫
Rd
1
t
∫ t
0
ds
[
m(s, dy) (f(ξs + y)− f(ξs)− κ(y).∇f(ξs−))
−m(0, dy) (f(ξ0 + y)− f(ξ0)− κ(y).∇.f(ξ0))
]]
.
Thanks to Assumptions 4.1 and 4.2,
E
[∫ t
0
ds |∇f(ξs).βs −∇f(ξ0).β0|
]
≤ E
[∫ t
0
ds ‖∇f‖ (‖βs‖+ ‖β0‖)
]
<∞.
Fubini’s theorem then applies:
∆1(t) =
1
t
∫ t
0
dsE [∇f(ξs).βs −∇f(ξ0).β0] .
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Let us prove that
g1 : [0, T [→ R
t→ E [∇f(ξt).βt −∇f(ξ0).β0] ,
is right-continuous at 0 with g1(0) = 0, yielding ∆1(t) → 0 when t → 0+ if
one applies Lemma 4.1.
|g1(t)| = |E [∇f(ξt).βt −∇f(ξ0).β0]|
= |E [(∇f(ξt)−∇f(ξ0)) .β0 +∇f(ξt). (βt − β0)]|
≤ ‖∇f‖∞ E [‖βt − β0‖] + ‖β0‖ ‖∇2f‖∞ E [‖ξt − ξ0‖] ,
(4.9)
where ‖‖∞ denotes the supremum norm on C2b (Rd,R). Assumption 4.1 im-
plies that:
lim
t→0+
E [‖βt − β0‖] = 0.
Thanks to Assumption 4.2, one may decompose ξt as follows
ξt = ξ0 + At +Mt,
At =
∫ t
0
(
βs ds+
∫
Rd
(y − κ(y))m(s, dy)
)
ds,
Mt =
∫ t
0
δs dWs +
∫ t
0
∫
Rd
y M˜(ds dy),
(4.10)
where At is of finite variation and Mt is a local martingale. First, applying
Fubini’s theorem (using Assumption 4.2),
E [‖At‖] ≤ E
[∫ t
0
‖βs‖ ds
]
+ E
[∫ t
0
∫
Rd
‖y − κ(y)‖m(s, dy) ds
]
=
∫ t
0
dsE [‖βs‖] +
∫ t
0
dsE
[∫
Rd
‖y − κ(y)‖m(s, dy)
]
.
Thanks to Assumption 4.1, one observes that if s ∈ [0, T [→ E [‖βs − β0‖] is
right-continuous at 0 so is s ∈ [0, T [→ E [‖βs‖]. Furthermore, Assumption
4.1 yields that
s ∈ [0, T [→ E
[∫
Rd
‖y − κ(y)‖m(s, dy)
]
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is right-continuous at 0 and Lemma 4.1 implies that
lim
t→0+
E [‖At‖] = 0.
Furthermore, writing Mt = (M
1
t , · · · ,Mdt ),
E
[‖Mt‖2] = ∑
1≤i≤d
E
[|M it |2] .
Burkholder’s inequality [81, Theorem IV.73] implies that there exists C > 0
such that
sup
s∈[0,t]
E
[|M is|2] ≤ C E [[M i,M i]t]
= C E
[∫ t
0
ds |δis|2 +
∫ t
0
ds
∫
Rd
|yi|2m(s, dy)
]
.
Using Assumption 4.2 we may apply Fubini’s theorem to obtain
sup
s∈[0,t]
E
[‖Ms‖2] ≤ C ∑
1≤i≤d
E
[∫ t
0
ds |δis|2
]
+ E
[∫ t
0
ds
∫
Rd
|yi|2m(s, dy)
]
= C
(
E
[∫ t
0
ds ‖δs‖2
]
+ E
[∫ t
0
ds
∫
Rd
‖y‖2m(s, dy)
])
= C
(∫ t
0
dsE
[‖δs‖2]+ ∫ t
0
dsE
[∫
Rd
‖y‖2m(s, dy)
])
.
Thanks to Assumption 4.1, Lemma 4.1 yields
lim
t→0+
E
[‖Mt‖2] = 0.
Using the Jensen inequality, one obtains
E [‖Mt‖] = E

√∑
1≤i≤d
|M it |2

 ≤
√√√√E
[ ∑
1≤i≤d
|M it |2
]
= E
[‖Mt‖2] .
Hence,
lim
t→0+
E [‖Mt‖] = 0,
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and
lim
t→0+
E [‖ξt − ξ0‖] ≤ lim
t→0+
E [‖At‖] + lim
t→0+
E [‖Mt‖] = 0.
Going back to the inequalities (4.9), one obtains
lim
t→0+
g1(t) = 0.
Similarly, ∆2(t)→ 0 and ∆3(t)→ 0 when t→ 0+. This ends the proof.
Remark 4.1. In applications where a process is constructed as the solution to
a stochastic differential equation driven by a Brownian motion and a Poisson
random measure, one usually starts from a representation of the form
ζt = ζ0 +
∫ t
0
βs ds+
∫ t
0
δs dWs +
∫ t
0
∫
ψs(y) N˜(ds dy), (4.11)
where ξ0 ∈ Rd, W is a standard Rn-valued Wiener process, β and δ are non-
anticipative ca`dla`g processes, N is a Poisson random measure on [0, T ]×Rd
with intensity ν(dy) dt where ν is a Le´vy measure∫
Rd
(
1 ∧ ‖y‖2) ν(dy) <∞, N˜ = N − ν(dy)dt,
and ψ : [0, T ]× Ω × Rd 7→ Rd is a predictable random function representing
jump amplitude. This representation is different from (4.2), but Lemma 2.2
in Chapter 2 shows that one can switch from the representation (4.11) to the
representation (4.2) in an explicit manner.
In particular, if one rewrites Assumption 4.1 in the framework of equation
(4.11), one recovers the Assumptions of [78] as a special case.
4.2.2 Some consequences and examples
If we have further information on the behavior of f in the neighborhood of
ξ0, then the quantity L0f(ξ0) ca be computed more explicitly. We summarize
some commonly encountered situations in the following Proposition.
Proposition 4.1. Under Assumptions 4.1 and 4.2,
1. If f(ξ0) = 0 and ∇f(ξ0) = 0, then
lim
t→0+
1
t
E [f(ξt)] =
1
2
tr
[
tδ0δ0∇2f(ξ0)
]
+
∫
Rd
f(ξ0 + y)m(0, dy). (4.12)
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2. If furthermore ∇2f(ξ0) = 0, then
lim
t→0+
1
t
E [f(ξt)] =
∫
Rd
f(ξ0 + y)m(0, dy). (4.13)
Proof. Applying Theorem 4.1, L0f(ξ0) writes
L0f(ξ0) = β0.∇f(ξ0) + 1
2
tr
[∇2f(ξ0) tδ0δ0] (ξ0)
+
∫
Rd
[f(ξ0 + y)− f(ξ0)− 1
1 + ‖y‖2 y.∇f(ξ0)]m(0, dy).
The proposition follows immediately.
Remark 4.2. As observed by Jacod [60, Section 5.8] in the setting of Le´vy
processes, if f(ξ0) = 0 and ∇f(ξ0) = 0, then f(x) = O(‖x − ξ0‖2). If
furthermore ∇2f(ξ0) = 0, then f(x) = o(‖x− ξ0‖2).
Let us now compute in a more explicit manner the asymptotics of (4.1)
for specific semimartingales.
Functions of a Markov process
An important situations which often arises in applications is when a stochas-
tic processe ξ is driven by an underlying Markov process, i.e.
ξt = f(Zt) f ∈ C2(Rd,R), (4.14)
where Zt is a Markov process, defined as the weak solution on [0, T ] of a
stochastic differential equation
Zt = Z0 +
∫ t
0
b(u, Zu−) du+
∫ t
0
Σ(u, Zu−) dWu
+
∫ t
0
∫
ψ(u, Zu−, y) N˜(du dy),
(4.15)
where (Wt) is an n-dimensional Brownian motion, N is a Poisson random
measure on [0, T ] × Rd with Le´vy measure ν(y) dy, N˜ the associated com-
pensated random measure, Σ : [0, T ]× Rd 7→ Md×d(R), b : [0, T ]× Rd 7→ Rd
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and ψ : [0, T ]× Rd × Rd are measurable functions such that
ψ(., ., 0) = 0 ψ(t, z, .) is a C1(Rd,Rd)− diffeomorphism
∀t ∈ [0, T ], E
[∫ t
0
∫
{‖y‖≥1}
sup
z∈Rd
(
1 ∧ ‖ψ(s, z, y)‖2) ν(y) dy ds] <∞.
(4.16)
In this setting, as shown in Proposition 2.3, one may verify the regularity of
the Assumptions 4.1 and Assumption 4.2 by requiring mild and easy-to-check
assumptions on the coefficients:
Assumption 4.3. b(., .), Σ(., .) and ψ(., ., y) are continuous in the neighbor-
hood of (0, Z0)
Assumption 4.4. There exist T > 0, R > 0 such that
Either ∀t ∈ [0, T ] inf
‖z−Z0‖≤R
inf
x∈Rd, ‖x‖=1
tx.Σ(t, z).x > 0
or Σ ≡ 0.
We then obtain the following result:
Proposition 4.2. Let f ∈ C2b (Rd,R) such that
∀(z1, · · · , zd−1) ∈ Rd−1, u 7→ f(z1, . . . , zd−1, u) is aC1(R,R)−diffeomorphism.
Define

β0 = ∇f(Z0).b(0, Z0) + 12tr [∇2f(Z0)tΣ(0, Z0)Σ(0, Z0)]
+
∫
Rd
(f(Z0 + ψ(0, Z0, y))− f(Z0)− ψ(0, Z0, y).∇f(Z0)) ν(y) dy,
δ0 = ‖∇f(Z0)Σ(0, Z0)‖,
and the measure m(0, .) via
m(0, [u,∞[) =
∫
Rd
1{f(Z0+ψ(0,Z0,y))−f(Z0)≥u} ν(y) dy u > 0,
m(0, [−∞, u]) =
∫
Rd
1{f(Z0+ψ(0,Z0,y))−f(Z0)≤u} ν(y) dy u < 0.
(4.17)
Under the Assumptions 4.3 and 4.4, ∀g ∈ C2b (Rd,R),
lim
t→0+
E [g(ξt)]− g(ξ0)
t
= β0 g
′(ξ0)+
δ20
2
g′′(ξ0)+
∫
Rd
[g(ξ0+u)−g(ξ0)−ug′(ξ0)]m(0, du).
(4.18)
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Proof. Under the conditions (4.16) and the Assumption 4.4, Proposition 2.3
shows that ξt admits the semimartingale decomposition
ξt = ξ0 +
∫ t
0
βs ds+
∫ t
0
δs dBs +
∫ t
0
∫
u K˜(ds du),
where

βt = ∇f(Zt−).b(t, Zt−) + 12tr [∇2f(Zt−)tΣ(t, Zt−)Σ(t, Zt−)]
+
∫
Rd
(f(Zt− + ψ(t, Zt−, y))− f(Zt−)− ψ(t, Zt−, y).∇f(Zt−)) ν(y) dy,
δt = ‖∇f(Zt−)Σ(t, Zt−)‖,
and K is an integer-valued random measure on [0, T ]×R with compensator
k(t, Zt−, u) du dt defined via
k(t, Zt−, u) =
∫
Rd−1
|det∇yΦ(t, Zt−, (y1, · · · , yd−1, u))|
ν(Φ(t, Zt−, (y1, · · · , yd−1, u))) dy1 · · · dyd−1,
with {
Φ(t, z, y) = φ(t, z, κ−1z (y)) κ
−1
z (y) = (y1, · · · , yd−1, Fz(y)),
Fz(y) : R
d → R f(z + (y1, · · · , yd−1, Fz(y)))− f(z) = yd.
From Assumption 4.3 it follows that Assumptions 4.1 and 4.2 hold for βt, δt
and k(t, Zt−, .) on [0, T ]. Applying Theorem 4.1, the result follows immedi-
ately.
Remark 4.3. Benhamou et al. [13] studied the case where Zt is the solution
of a ‘Markovian’ SDE whose jumps are given by a compound Poisson Process.
The above results generalizes their result to the (general) case where the jumps
are driven by an arbitrary integer-valued random measure.
Time-changed Le´vy processes
Models based on time–changed Le´vy processes provide another class of ex-
amples of non-Markovian models which have generated recent interest in
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mathematical finance. Let Lt be a real-valued Le´vy process, (b, σ
2, ν) be its
characteristic triplet, N its jump measure. Define
ξt = LΘt Θt =
∫ t
0
θsds, (4.19)
where (θt) is a locally bounded Ft-adapted positive ca`dla`g process, inter-
preted as the rate of time change.
Proposition 4.3. If∫
R
|y|2 ν(dy) <∞ and lim
t→0, t>0
E [|θt − θ0|] = 0 (4.20)
then
∀f ∈ C2b (R,R), lim
t→0+
E [f(ξt)]− f(ξ0)
t
= θ0 L0f(ξ0) (4.21)
where L0 is the infinitesimal generator of the L:
L0f(x) = b f ′(x) + σ
2
2
f ′′(x) +
∫
Rd
[f(x+ y)− f(x)− 1
1 + |y|2 yf
′(x)]ν(dy).
(4.22)
Proof. Considering the Le´vy-Itoˆ decomposition of L:
Lt =
(
b−
∫
{|y|≤1}
(y − κ(y)) ν(dy)
)
t+ σWt
+
∫ t
0
∫
R
κ(z)N˜(dsdz) +
∫ t
0
∫
R
(z − κ(z))N(dsdz),
then, as shown in the proof of Theorem 2.6, ξ has the representation
ξt = ξ0 +
∫ t
0
σ
√
θs dZs +
∫ t
0
(
b−
∫
{|y|≤1}
(y − κ(y)) ν(dy)
)
θs ds
+
∫ t
0
∫
R
κ(z)θs N˜(ds dz) +
∫ t
0
∫
R
(z − κ(z)) θsN(ds dz).
where Z is a Brownian motion. With the notation of equation (4.2), one
identifies
βt =
(
b−
∫
{|y|≤1}
(y − κ(y)) ν(dy)
)
θt, δt = σ
√
θt, m(t, dy) = θt ν(dy).
If (4.20) holds, then Assumptions 4.1 and 4.2 hold for (β, δ,m) and Theorem
4.1 may be applied to obtain the result.
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4.3 Short-maturity asymptotics for call op-
tions
Consider a (strictly positive) price process S whose dynamics under the pric-
ing measure P is given by a stochastic volatility model with jumps:
St = S0 +
∫ t
0
r(s)Ss−ds+
∫ t
0
Ss−δsdWs +
∫ t
0
∫ +∞
−∞
Ss−(e
y − 1)M˜(ds dy),
(4.23)
where r(t) > 0 represents a (deterministic) bounded discount rate. For
convenience, we shall assume that r ∈ Cb0(R+,R+). δt represents the volatil-
ity process and M is an integer-valued random measure with compensator
µ(ω; dt dy) = m(ω; t, dy) dt, representing jumps in the log-price, and M˜ =
M − µ its compensated random measure. We make the following assump-
tions on the characteristics of S:
Assumption 4.5 (Right-continuity at t0).
lim
t→t0, t>t0
E
[|δt − δt0 |2|Ft0] = 0.
For all ϕ ∈ Cb0(R+ × R,R),
lim
t→t0, t>t0
E
[∫
R
(
e2y ∧ |y|2) ϕ(St, y)m(t, dy)|Ft0] = ∫
R
(
e2y ∧ |y|2) ϕ(St0 , y)m(t0, dy).
Assumption 4.6 (Integrability condition).
∃T > t0, E
[
exp
(
1
2
∫ T
t0
δ2s ds+
∫ T
t0
ds
∫
R
(ey − 1)2m(s, dy)
)
|Ft0
]
<∞ .
We recall that the value Ct0(t,K) at time t0 of a call option with expiry
t > t0 and strike K > 0 is given by
Ct0(t,K) = e
−
∫ t
t0
r(s) ds
E[max(St −K, 0)|Ft0]. (4.24)
The discounted asset price
Sˆt = e
−
∫ t
t0
r(u) du
St,
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is the stochastic exponential of the martingale ξ defined by
ξt =
∫ t
0
δs dWs +
∫ t
0
∫
(ey − 1)M˜(ds dy).
Under Assumption 4.6, we have
E
[
exp
(
1
2
〈ξ, ξ〉dT + 〈ξ, ξ〉cT
)]
<∞,
where 〈ξ, ξ〉c and 〈ξ, ξ〉d denote the continuous and purely discontinuous parts
of [ξ, ξ] and [80, Theorem 9] implies that (Sˆt)t∈[t0,T ] is a P-martingale. In
particular the expectation in (4.24) is finite.
4.3.1 Out-of-the money call options
We first study the asymptotics of out-of-the money call options i.e. the case
where K > St0 . The main result is as follows:
Theorem 4.2 (Short-maturity behavior of out-of-the money options). Under
Assumption 4.5 and Assumption 4.6, if St0 < K then
1
t− t0 Ct0(t,K) −→t→t+0
∫ ∞
0
(St0e
y −K)+m(t0, dy). (4.25)
This limit can also be expressed using the exponential double tail ψt0 of
the compensator, defined as
ψt0(z) =
∫ +∞
z
dx ex
∫ ∞
x
m(t0, du) z > 0. (4.26)
Then, as shown in [14, Lemma 1],∫ ∞
0
(St0e
y −K)+m(t0, dy) = St0ψt0
(
ln
(
K
St0
))
.
Proof. The idea is to apply Theorem 4.1 to smooth approximations fn of
the function x → (x − K)+ and conclude using a dominated convergence
argument.
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First, as argued in the proof of Theorem 4.1, we put t0 = 0 in the sequel
and consider the case where F0 is the σ-algebra generated by all P-null sets.
Applying the Itoˆ formula to Xt ≡ ln (St), we obtain
Xt = ln (S0) +
∫ t
0
1
Ss−
dSs +
1
2
∫ t
0
−1
S2s−
(Ss−δs)
2 ds
+
∑
s≤t
[
ln (Ss− +∆Ss)− ln (Ss−)− 1
Ss−
∆Ss
]
= ln (S0) +
∫ t
0
(
r(s)− 1
2
δ2s
)
ds+
∫ t
0
δs dWs
+
∫ t
0
∫ +∞
−∞
(ey − 1)M˜(ds dy)−
∫ t
0
∫ +∞
−∞
(ey − 1− y) M(ds dy)
Note that there exists C > 0 such that
|ey − 1− y 1
1 + |y|2 | ≤ C (e
y − 1)2 .
Thanks to Jensen’s inequality, Assumption 4.6 implies that this quantity is
finite, allowing us to write∫ t
0
∫ +∞
−∞
(ey − 1)M˜(ds dy)−
∫ t
0
∫ +∞
−∞
(ey − 1− y) M(ds dy)
=
∫ t
0
∫ +∞
−∞
(ey − 1)M˜(ds dy)−
∫ t
0
∫ +∞
−∞
(
ey − 1− y 1
1 + |y|2
)
M(ds dy)
+
∫ t
0
∫ +∞
−∞
(
y − y 1
1 + |y|2
)
M(ds dy)
=
∫ t
0
∫ +∞
−∞
(ey − 1)M˜(ds dy)−
∫ t
0
∫ +∞
−∞
(
ey − 1− y 1
1 + |y|2
)
M˜(ds dy)
−
∫ t
0
∫ +∞
−∞
(
ey − 1− y 1
1 + |y|2
)
m(s, y) ds dy +
∫ t
0
∫ +∞
−∞
(
y − y 1
1 + |y|2
)
M(ds dy)
=
∫ t
0
∫ +∞
−∞
y
1
1 + |y|2 M˜(ds dy)−
∫ t
0
∫ +∞
−∞
(
ey − 1− y 1
1 + |y|2
)
m(s, y) ds dy
+
∫ t
0
∫ +∞
−∞
(
y − y 1
1 + |y|2
)
M(ds dy).
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We can thus represent Xt as in (4.2)):
Xt = X0 +
∫ t
0
βs dt+
∫ t
0
δs dWs
+
∫ t
0
∫ +∞
−∞
y
1
1 + |y|2 M˜(ds dy) +
∫ t
0
∫ +∞
−∞
(
y − y 1
1 + |y|2
)
M(ds dy),
(4.27)
with
βt = r(t)− 1
2
δ2t −
∫ ∞
−∞
(
ey − 1− y 1
1 + |y|2
)
m(t, y) dt dy.
Hence, if δ and m(., dy) satisfy Assumption 4.5 then β, δ and m(., dy) satisfy
Assumption 4.1. Thanks to Jensen’s inequality, Assumption 4.6 implies that
β, δ and m satisfy Assumption 4.2. One may apply Theorem 4.1 to Xt for
any function of the form f ◦ exp, f ∈ C2b (R,R). Let us introduce a family
fn ∈ C2b (R,R) such that{
fn(x) = (x−K)+ |x−K| > 1n
(x−K)+ ≤ fn(x) ≤ 1n |x−K| ≤ 1n .
Then for x 6= K, fn(x) −→
n→∞
(x−K)+. Define, for f ∈ C∞0 (R+,R),
L0f(x) = r(0)xf ′(x) + x
2δ20
2
f ′′(x)
+
∫
R
[f(xey)− f(x)− x(ey − 1).f ′(x)]m(0, dy).
(4.28)
First, observe that if N1 ≥ 1/|S0 −K|,
∀n ≥ N1, fn(S0) = (S0 −K)+ = 0, so
1
t
E
[
(St −K)+
] ≤ 1
t
E [fn(St)] =
1
t
(E [fn(St)]− fn(S0)) .
Letting t→ 0+ yields
lim sup
t→0+
1
t
e−
∫ t
0
r(s) ds E
[
(St −K)+
] ≤ L0fn(S0). (4.29)
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Furthermore,
E
[
(St −K)+
] ≥ E [fn(St)1{|St−K|> 1n}]
= E [fn(St)]− E
[
fn(St)1{|St−K|≤ 1n}
]
≥ E [fn(St)]− fn(S0)− 1
n
E
[
1{|St−K|≤ 1n }
]
.
But
E
[
1{|St−K|≤ 1n }
]
≤ P
(
St −K ≥ −1
n
)
≤ P
(
St − S0 ≥ K − S0 − 1
n
)
.
There exists N2 ≥ 0 such that for all n ≥ N2,
P
(
St − S0 ≥ K − S0 − 1
n
)
≤ P
(
St − S0 ≥ K − S0
2
)
≤
(
2
K − S0
)2
E
[
(St − S0)2
]
,
by the Bienayme´-Chebyshev inequality. Hence,
1
t
E
[
(St −K)+
] ≥ 1
t
(E [fn(St)]− fn(S0))−1
n
(
2
K − S0
)2
1
t
E [φ(St)− φ(S0)] ,
with φ(x) = (x− S0)2. Applying Theorem 4.1 yields
lim inf
t→0+
1
t
e−
∫ t
0
r(s) ds E
[
(St −K)+
] ≥ L0fn(S0)− 1
n
(
2
K − S0
)2
L0φ(S0).
Letting n→ +∞,
lim
t→0+
1
t
e−
∫ t
0
r(s) ds E
[
(St −K)+
]
= lim
n→∞
L0fn(S0).
Since S0 < K, fn = 0 in a neighborhood of S0 for n ≥ N1 so fn(S0) =
f ′′n(S0) = f
′
n(S0) = 0 and L0fn(S0) reduces to
L0fn(S0) =
∫
R
[fn(S0e
y)− fn(S0)]m(0, dy).
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A dominated convergence argument then yields
lim
n→∞
L0fn(S0) =
∫
R
[(S0e
y −K)+ − (S0 −K)+]m(0, dy).
Using integration by parts, this last expression may be rewritten [14, Lemma
1] as
S0ψ0
(
ln
(
K
S0
))
where ψ0 is given by (4.26). This ends the proof.
Remark 4.4. Theorem 4.2 also applies to in-the-money options, with a slight
modification: for K < St0,
1
t− t0 (Ct0(t,K)− (St0 −K)) −→t→t+0
r(t0)St0 + St0ψt0
(
ln
(
K
St0
))
, (4.30)
where
ψt0(z) =
∫ z
−∞
dx ex
∫ x
−∞
m(t0, du), for z < 0 (4.31)
denotes the exponential double tail of m(0, .).
4.3.2 At-the-money call options
When St0 = K, Theorem 4.2 does not apply. Indeed, as already noted in the
case of Le´vy processes by Tankov [91] and Figueroa-Lopez and Forde [43],
the short maturity behavior of at-the-money options depends on whether a
continuous martingale component is present and, in absence of such a compo-
nent, on the degree of activity of small jumps, measured by the Blumenthal-
Getoor index of the Le´vy measure which measures its singularity at zero [60].
We will show here that similar results hold in the semimartingale case. We
distinguish three cases:
1. S is a pure jump process of finite variation: in this case at-the-money
call options behave linearly in t− t0 (Proposition 4.4).
2. S is a pure jump process of infinite variation and its small jumps resem-
ble those of an α-stable process: in this case at-the-money call options
have an asymptotic behavior of order |t − t0|1/α when t − t0 → 0+
(Proposition 4.5).
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3. S has a continuous martingale component which is non-degenerate in
the neighborhood of t0: in this case at-the-money call options are of
order
√
t− t0 as t → t+0 , whether or not jumps are present (Theorem
4.3).
These statements are made precise in the sequel. We observe that, con-
trarily to the case of out-of-the money options where the presence of jumps
dominates the asymptotic behavior, for at-the-money options the presence
or absence of a continuous martingale (Brownian) component dominates the
asymptotic behavior.
For the finite variation case, we use a slightly modified version of As-
sumption 4.5:
Assumption 4.7 (Weak right-continuity of jump compensator). For all ϕ ∈
Cb0(R+ × R,R),
lim
t→t0, t>t0
E
[∫
R
(
e2y ∧ |y|) ϕ(St, y)m(t, dy)|Ft0
]
=
∫
R
(
e2y ∧ |y|) ϕ(St0 , y)m(t0, dy).
Proposition 4.4 (Asymptotic for ATM call options for pure jump processes
of finite variation). Consider the process
St = S0 +
∫ t
0
r(s)Ss− ds+
∫ t
0
∫ +∞
−∞
Ss−(e
y − 1)M˜(ds dy). (4.32)
Under the Assumptions 4.7 and 4.6 and the condition,
∀t ∈ [t0, T ],
∫
R
|y|m(t, dy) <∞,
1
t− t0 Ct0(t, St0) −→t→t+0
1 {r(t0) >
∫
R
(ey − 1)m(t0, dy)}St0
(
r(t0) +
∫
R
(1− ey)+m(t0, dy)
)
+ 1 {r(t0) ≤
∫
R
(ey − 1)m(t0, dy)}St0
∫
R
(ey − 1)+m(t0, dy).
(4.33)
Proof. Replacing P by the conditional probability PFt0 , we may set t0 = 0 in
the sequel and consider the case where F0 is the σ-algebra generated by all
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P-null sets. The Tanaka-Meyer formula applied to (St − S0)+ gives
(St − S0)+ =
∫ t
0
ds 1{Ss−>S0}Ss−
(
r(s)−
∫
R
(ey − 1)m(s, dy)
)
+
∑
0<s≤t
(Ss − S0)+ − (Ss− − S0)+.
Hence, applying Fubini’s theorem,
E
[
(St − S0)+
]
= E
[∫ t
0
ds 1{Ss−>S0}Ss−
(
r(s)−
∫
R
(ey − 1)m(s, dy)
)]
+ E
[∫ t
0
∫
R
[
(Ss−e
y − S0)+ − (Ss− − S0)+
]
m(s, dy) ds
]
=
∫ t
0
dsE
[
1{Ss−>S0}Ss−
(
r(s)−
∫
R
(ey − 1)m(s, dy)
)]
+
∫ t
0
dsE
[∫
R
[
(Sse
y − S0)+ − (Ss − S0)+
]
m(s, dy)
]
.
Furthermore, under the Assumptions 4.1 and 4.2 for Xt = log(St) (see equa-
tion (4.27)), one may apply Theorem 4.1 to the function
f : x ∈ R 7→ exp(x),
yielding
lim
t→0+
1
t
E [St − S0] = S0
(
r(0)−
∫
R
(ey − 1)m(0, dy)
)
.
Furthermore, observing that
St 1{St>S0} = (St − S0)+ + S0 1{St>S0},
we write
E
[
St 1{St>S0}
]
= E
[
(St − S0)+ + S0 1{St>S0}
]
≤ E [|St − S0|] + S0 P (St > S0) ,
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using the Lipschitz continuity of x 7→ (x − S0)+. Since t → E [St] is right-
continuous at 0, for t small enough :
0 ≤ E [St 1{St>S0}] ≤ 12 + S0.
Thus,
lim
t→0+
1
t
E
[∫ t
0
ds 1{Ss−>S0}Ss−
(
r(s)−
∫
R
(ey − 1)m(s, dy)
)]
= S0
(
r(0)−
∫
R
(ey − 1)m(0, dy)
)
1 {r(0)−
∫
R
(ey − 1)m(0, dy) > 0}.
Let us now focus on the jump term and show that
t ∈ [0, T [7→ E
[∫
R
[
(Ste
y − S0)+ − (St − S0)+
]
m(t, dy)
]
,
is right-continuous at 0 with right-limit
S0
∫
R
(ey − 1)+m(0, dy).
One shall simply observes that∣∣(xey − S0)+ − (x− S0)+ − (S0ey − S0)+∣∣ ≤ (x+ S0) |ey − 1|,
using the Lipschitz continuity of x 7→ (x − S0)+ and apply Assumption 4.7.
To finish the proof, one shall gather both limits together :
= S0
(
r(0)−
∫
R
(ey − 1)m(0, dy)
)
1 {r(0)−
∫
R
(ey − 1)m(0, dy) > 0}
+ S0
∫
R
(ey − 1)+m(0, dy).
This ends the proof.
Proposition 4.5 (Asymptotics of ATM call options for pure-jump mar-
tingales of infinite variation). Consider a semimartingale whose continuous
martingale part is zero:
St = S0 +
∫ t
0
r(s)Ss− ds+
∫ t
0
∫ +∞
−∞
Ss−(e
y − 1)M˜(ds dy). (4.34)
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Under the Assumptions 4.5 and 4.6, if there exists α ∈]1, 2[ and a family
mα(t, dy) of positive measures such that
∀t ∈ [t0, T ], m(ω, t, dy) = mα(ω, t, dy) + 1|y|≤1 c(y)|y|1+α dy a.s., (4.35)
where c(.) > 0 is continuous at 0 and
∀t ∈ [t0, T ]
∫
R
|y|mα(t, dy) <∞, (4.36)
then
1
(t− t0)1/α
Ct0(t, St0) −→
t→t+
0
St0
1
2pi
∫ ∞
−∞
e−c(0) |z|
α − 1
z2
dz. (4.37)
Proof. Without loss of generality, we set t0 = 0 in the sequel and consider the
case where F0 is the σ-algebra generated by all P-null sets. The at-the-money
call price can be expressed as
C0(t, S0) = E
[
(St − S0)+
]
= S0E
[(
St
S0
− 1
)+]
. (4.38)
Define, for f ∈ C2b (]0,∞[,R)
L0f(x) = r(0)xf ′(x) +
∫
R
[f(xey)− f(x)− x(ey − 1).f ′(x)]m(0, dy). (4.39)
We decompose L0 as the sum L0 = K0 + J0 where
K0f(x) = r(0)xf ′(x) +
∫
R
[f(xey)− f(x)− x(ey − 1).f ′(x)]mα(0, dy),
J0f(x) =
∫ 1
−1
[f(xey)− f(x)− x(ey − 1).f ′(x)] c(y)|y|1+α dy.
The term K0 may be be interpreted in terms of Theorem 4.1: if (Zt)[0,T ] is
a finite variation semimartingale of the form (4.34) starting from Z0 = S0
with jump compensator mα(t, dy), then by Theorem 4.1,
∀f ∈ C2b (]0,∞[,R), lim
t→0+
1
t
e−
∫ t
0
r(s) ds E [f(Zt)] = K0f(S0). (4.40)
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The idea is now to interpret L0 = K0 + J0 in terms of a multiplicative
decomposition St = YtZt where Y = E(L) is the stochastic exponential of
a pure-jump Le´vy process with Le´vy measure c(y)/|y|1+α dy, which we can
take independent from Z. Indeed, let Y = E(L) where L is a pure-jump
Le´vy martingale with Le´vy measure 1|y|≤1 c(y)/|y|1+α dy, independent from
Z, with infinitesimal generator J0. Then Y is a martingale and [Y, Z] = 0.
Then S = Y Z and Y is an exponential Le´vy martingale, independent from
Z, with E[Yt] = 1.
A result of Tankov [91, Proposition 5, Proof 2] for exponential Le´vy
processes then implies that
1
t1/α
E
[
(Yt − 1)+
] t→0+→ 1
2pi
∫ ∞
−∞
e−c(0)|z|
α − 1
z2
dz. (4.41)
We will show that the term (4.41) is the dominant term which gives the
asymptotic behavior of C0(T, S0).
Indeed, by the Lipschitz continuity of x 7→ (x− S0)+,
|(St − S0)+ − S0(Yt − 1)+| ≤ Yt|Zt − S0|,
so, taking expectations and using that Y is independent from Z, we get
E[e−
∫ t
0
r(s) ds|(St − S0)+︸ ︷︷ ︸
C0(t,S0)
−S0(Yt − 1)+|] ≤ E(Yt)︸ ︷︷ ︸
=1
E[e−
∫ t
0
r(s) ds|Zt − S0|].
To estimate the right hand side of this inequality note that |Zt − S0| =
(Zt − S0)+ + (S0 − Zt)+. Since Z has finite variation, from Proposition 4.4
E[e−
∫ t
0
r(s) ds(Zt − S0)+] t→0
+∼ tS0
∫ ∞
0
dx exm([x,+∞[).
Using the martingale property of e−
∫ t
0
r(s) dsZt) yields
E[e−
∫ t
0
r(s) ds(S0 − Zt)+] t→0
+∼ tS0
∫ ∞
0
dx exm([x,+∞[).
Hence, dividing by t1/α and taking t→ 0+ we obtain
1
t1/α
e−
∫ t
0
r(s) ds E
[|Zt − S0|+] t→0+→ 0.
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Thus, dividing by t1/α the above inequality and using (4.41) yields
1
t1/α
e−
∫ t
0
r(s) ds E [(St − S0)+] t→0
+→ S0 1
2pi
∫ ∞
−∞
e−c(0)|z|
α − 1
z2
dz.
We now focus on a third case, when S is a continuous semimartingale,
i.e. an Ito process. From known results in the diffusion case [16], we expect
in this case a short-maturity behavior ins O(
√
t). We propose here a proof of
this behavior in a semimartingale setting using the notion of semimartingale
local time.
Proposition 4.6 (Asymptotic for at-the-money options for continuous semi-
martingales). Consider the process
St = S0 +
∫ t
0
r(s)Ssds+
∫ t
0
SsδsdWs. (4.42)
Under the Assumptions 4.5 and 4.6 and the following non-degeneracy condi-
tion in the neighborhood of t0,
∃ > 0, P (∀t ∈ [t0, T ], δt ≥ ) = 1,
we have
1√
t− t0 Ct0(t, St0) −→t→t+0
St0√
2pi
δt0 . (4.43)
Proof. Set t0 = 0 and consider, without loss of generality, the case where
F0 is the σ-algebra generated by all P-null sets. Applying the Tanaka-Meyer
formula to (St − S0)+, we have
(St − S0)+ =
∫ t
0
1{Ss>S0}dSs +
1
2
LS0t (S).
where LS0t (S) corresponds to the semimartingale local time of St at level
S0 under P. As noted in Section 4.3.1, Assumption 4.6 implies that the
discounted price Sˆt = e
−
∫ t
0
r(s) dsSt is a P-martingale. So
dSt = e
∫ t
0
r(s) ds
(
r(t)Stdt+ dSˆt
)
, and
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∫ t
0
1{Ss>S0}dSs =
∫ t
0
e
∫ s
0
r(u) du 1{Ss>S0}dSˆs +
∫ t
0
e
∫ s
0
r(u) du r(s)Ss1{Ss>S0}ds,
where the first term is a martingale. Taking expectations, we get:
C(t, S0) = E
[
e−
∫ t
0
r(s) ds
∫ t
0
e
∫ s
0
r(u) du r(s)Ss 1{Ss>S0}ds+
1
2
e−
∫ t
0
r(s) ds LS0t (S)
]
.
Since Sˆ is a martingale,
∀t ∈ [0, T ] E [St] = e
∫ t
0
r(s) ds S0 <∞. (4.44)
Hence t→ E [St] is right-continuous at 0:
lim
t→0+
E [St] = S0. (4.45)
Furthermore, under the Assumptions 4.1 and 4.2 for Xt = log(St) (see equa-
tion (4.27)), one may apply Theorem 4.1 to the function
f : x ∈ R 7→ (exp(x)− S0)2,
yielding
lim
t→0+
1
t
E
[
(St − S0)2
]
= L0f(X0),
where L0 is defined via equation (4.5) with m ≡ 0. Since L0f(X0) < ∞,
then in particular,
t 7→ E [(St − S0)2]
is right-continuous at 0 with right limit 0. Observing that
St 1{St>S0} = (St − S0)+ + S0 1{St>S0},
we write
E
[
St 1{St>S0}
]
= E
[
(St − S0)+ + S0 1{St>S0}
]
≤ E [|St − S0|] + S0 P (St > S0) ,
using the Lipschitz continuity of x 7→ (x − S0)+. Since t → E [St] is right-
continuous at 0, for t small enough :
0 ≤ E [St 1{St>S0}] ≤ 12 + S0.
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Thus, applying Fubini,
E
[∫ t
0
e
∫ s
0
r(u) du r(s)Ss 1{Ss>S0}ds
]
= O(t),
a fortiori,
E
[∫ t
0
e
∫ s
0
r(u) du r(s)Ss 1{Ss>S0}ds
]
= o
(√
t
)
.
Hence (if the limit exists)
lim
t→0
1√
t
C(t, S0) = lim
t→0
1√
t
e−
∫ t
0
r(s) ds E
[
1
2
LS0t (S)
]
= lim
t→0
1√
t
E
[
1
2
LS0t (S)
]
.
(4.46)
By the Dubins-Schwarz theorem [82, Theorem 1.5], there exists a Brownian
motion B such that
∀t < [U ]∞, Ut =
∫ t
0
δs dWs = B[U ]t = B∫ t
0
δ2sds
.
So ∀t < [U ]∞ St = S0 exp
(∫ t
0
(
r(s)− 1
2
δ2s
)
ds+B[U ]t
)
= S0 exp
(∫ t
0
(
r(s)− 1
2
δ2s
)
ds+B∫ t
0
δ2s ds
)
.
The occupation time formula then yields, for φ ∈ C∞0 (R,R),∫ ∞
0
φ(K)LKt
(
S0 exp
(
B[U ]
))
dK =
∫ t
0
φ
(
S0 exp
(
B[U ]u
))
S20 exp
(
B[U ]u
)2
δ2u du
=
∫ ∞
−∞
φ(S0 exp(y))S
2
0 exp(y)
2Lyt
(
B[U ]
)
dy,
where LKt
(
S0 exp
(
B[U ]
))
(resp. Lyt
(
B[U ]
)
) denotes the semimartingale local
time of the process S0 exp
(
B[U ]
)
at K and (resp. B[U ] at y). A change of
variable leads to∫ ∞
−∞
φ(S0 exp(y))S0 exp(y)L
S0ey
t
(
S0 exp
(
B[U ]
))
dy
=
∫ ∞
−∞
φ(S0 exp(y))S
2
0 exp(y)
2Lyt
(
B[U ]
)
.
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Hence
LS0t
(
S0 exp
(
B[U ]
))
= S0L
0
t
(
B[U ]
)
.
We also have
L0t
(
B[U ]
)
= L0∫ t
0
δ2s ds
(B) ,
where L0∫ t
0
δ2s ds
(B) denotes the semimartingale local time of B at time
∫ t
0
δ2s ds
and level 0. Using the scaling property of Brownian motion,
E
[
LS0t
(
S0 exp
(
B[U ]
))]
= S0 E
[
L0∫ t
0
δ2s ds
(B)
]
= S0 E

√∫ t
0
δ2s dsL
0
1 (B)

 .
Hence
lim
t→0+
1√
t
E
[
LS0t
(
S0 exp
(
B[U ]
))]
= lim
t→0+
1√
t
S0 E

√∫ t
0
δ2s dsL
0
1 (B)


= lim
t→0+
S0 E

√1
t
∫ t
0
δ2s dsL
0
1 (B)

 .
Let us show that
lim
t→0+
S0 E

√1
t
∫ t
0
δ2s dsL
0
1 (B)

 = S0 δ0 E [L01 (B)] . (4.47)
Using the Cauchy-Schwarz inequality,∣∣∣∣∣∣E



√1
t
∫ t
0
δ2s ds− δ0

 L01 (B)


∣∣∣∣∣∣ ≤ E
[
L01 (B)
2]1/2
E



√1
t
∫ t
0
δ2s ds− δ0

2


1/2
.
The Lipschitz property of x→ (√x− δ0)2 on [,+∞[ yields
E



√1
t
∫ t
0
δ2s ds− δ0

2

 ≤ c()E [∣∣∣∣1t
∫ t
0
(
δ2s − δ20
)
ds
∣∣∣∣
]
≤ c()
t
∫ t
0
dsE
[∣∣δ2s − δ20∣∣] .
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where c() is the Lipschitz constant of x→ (√x− δ0)2 on [,+∞[. Assump-
tion 4.5 and Lemma 4.1 then imply (4.47). By Le´vy’s theorem for the local
time of Brownian motion, L01(B) has the same law as |B1|, leading to
E
[
L01(B)
]
=
√
2
pi
.
Clearly, since LKt (S) = L
K
t
(
S0 exp
(
B[U ]
))
,
lim
t→0
1√
t
E
[
1
2
LS0t (S)
]
=
S0√
2pi
δ0. (4.48)
This ends the proof.
We can now treat the case of a general Itoˆ semimartingale with both a
continuous martingale component and a jump component.
Theorem 4.3 (Short-maturity asymptotics for at-the-money call options).
Consider the price process S whose dynamics is given by
St = S0 +
∫ t
0
r(s)Ss−ds+
∫ t
0
Ss−δsdWs +
∫ t
0
∫ +∞
−∞
Ss−(e
y − 1)M˜(ds dy).
Under the Assumptions 4.5 and 4.6 and the folllowing non-degeneracy con-
dition in the neighborhood of t0
∃ > 0, P (∀t ∈ [t0, T ], δt ≥ ) = 1,
we have
1√
t− t0 Ct0(t, St0) −→t→t+0
St0√
2pi
δt0 . (4.49)
Proof. Applying the Tanaka-Meyer formula to (St − S0)+ , we have
(St − S0)+ =
∫ t
0
1{Ss−>S0}dSs +
1
2
LS0t
+
∑
0<s≤t
(Ss − S0)+ − (Ss− − S0)+ − 1{Ss−>S0}∆Ss.
(4.50)
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As noted above, Assumption 4.6 implies that the discounted price Sˆt =
e−
∫ t
0
r(s) dsSt is a martingale under P. So (St) can be expressed as dSt =
e
∫ t
0
r(s) ds
(
r(t)St−dt+ dSˆt
)
and
∫ t
0
1{Ss−>S0}dSs =
∫ t
0
e
∫ s
0
r(u) du 1{Ss−>S0}dSˆs+
∫ t
0
e
∫ s
0
r(u) du r(s)Ss−1{Ss−>S0}ds,
where the first term is a martingale. Taking expectations, we get
e
∫ t
0
r(s) dsC(t, S0) = E
[∫ t
0
e
∫ s
0
r(u) du r(s)Ss 1{Ss−>S0}ds+
1
2
LS0t
]
+ E
[∑
0<s≤t
(Ss − S0)+ − (Ss− − S0)+ − 1{Ss−>S0}∆Ss
]
.
Since Sˆ is a martingale,
∀t ∈ [0, T ] E [St] = e
∫ t
0
r(s) ds S0 <∞. (4.51)
Hence t→ E [St] is right-continuous at 0:
lim
t→0+
E [St] = S0. (4.52)
Furthermore, under the Assumptions 4.1 and 4.2 for Xt = log(St) (see equa-
tion (4.27)), one may apply Theorem 4.1 to the function
f : x ∈ R 7→ (exp(x)− S0)2,
yielding
lim
t→0+
1
t
E
[
(St − S0)2
]
= L0f(X0),
where L0 is defined via equation (4.5). Since L0f(X0) < ∞, then in partic-
ular,
t 7→ E [(St − S0)2]
is right-continuous at 0 with right limit 0. Observing that
St 1{St>S0} = (St − S0)+ + S0 1{St>S0},
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we write
E
[
St 1{St>S0}
]
= E
[
(St − S0)+ + S0 1{St>S0}
]
≤ E [|St − S0|] + S0 P (St > S0) ,
using the Lipschitz continuity of x 7→ (x − S0)+. Since t → E [St] is right-
continuous at 0, for t small enough :
0 ≤ E [St 1{St>S0}] ≤ 12 + S0.
Thus, applying Fubini,
E
[∫ t
0
e
∫ s
0
r(u) du r(s)Ss 1{Ss>S0}ds
]
= O(t),
a fortiori,
E
[∫ t
0
e
∫ s
0
r(u) du r(s)Ss 1{Ss>S0}ds
]
= o
(√
t
)
.
Let us now focus on the jump part,
E
[∑
0<s≤t
(Ss − S0)+ − (Ss− − S0)+ − 1{Ss−>S0}∆Ss
]
= E
[∫ t
0
ds
∫
m(s, dx) (Ss−e
x − S0)+ − (Ss− − S0)+ − 1{Ss−>S0}Ss−(ex − 1)
]
(4.53)
Observing that∣∣(zex − S0)+ − (z − S0)+ − 1{z>S0}z(ex − 1)∣∣ ≤ C (S0ex − z)2,
then, together with Assumption 4.5 and Lemma 4.1 implies,
E
[∑
0<s≤t
(Ss − S0)+ − (Ss− − S0)+ − 1{Ss−>S0}∆Ss
]
= O(t) = o(
√
t).
Since δ0 ≥ , equation (4.48) yields the result.
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Remark 4.5. As noted by Berestycki et al [17, 18] in the diffusion case, the
regularity of f at St0 plays a crucial role in the asymptotics of E [f(St)]. The-
orem 4.1 shows that E [f(St)] ∼ ct for smooth functions f , even if f(St0) = 0,
while for call option prices we have ∼ √t asymptotics at-the-money where
the function x→ (x− S0)+ is not smooth.
Remark 4.6. In the particular case of a Le´vy process, Proposition 4.4,
Proposition 4.5 and Theorem 4.3 imply [91, Proposition 5, Proof 2].
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Chapter 5
Application to index options in
a jump-diffusion model
5.1 Introduction
Consider a multi-asset market with d assets, whose prices S1, ..., Sd are rep-
resented as Ito semimartingales:
Sit = S
i
0 +
∫ t
0
r(s)Sis−ds+
∫ t
0
Sis−δ
i
sdW
i
s +
∫ t
0
∫
Rd
Sis−(e
yi − 1)N˜(ds dy),
where
• δi is an adapted process taking values in R representing the volatility of
the asset i, W is a d-dimensional Wiener process : for all 1 ≤ (i, j) ≤ d,
〈W i,W j〉t = ρijt,
• N is a Poisson randommeasure on [0, T ]×Rd with compensator ν(dy) dt,
• N˜ denotes its compensated random measure.
We consider an index, defined as a weighted sum of the asset prices:
It =
d∑
i=1
wiS
i
t , d ≥ 2.
The pricing of index options involves the computation of quantities of the
form E [f(It)|Ft0 ] and Chapter 4 shows that the short time asymptotics for
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these quantitie that we have characterized explicitly in terms of the charac-
teristic triplet of the discontinuous semimartingale It in Chapter 3.
Short time asymptotics of index call option prices have been computed
by Avellaneda & al [5] in the case where S is a continuous process. Results
of Chapter 4 show that this asymptotic behavior is quite diferent for at
the money or out of the money options. At the money options exhibit a
bahavior in O(
√
t) which involves the diffusion component of It whereas out
of the money options exhibit a linear behavior in t which only involves the
jumps of It.
In this Chapter, we propose an analytical approximation for short matu-
rity index options, generalizing the approach by Avellaneda & al. [5] to the
multivariate jump-diffusion case. We implement this method in the case of
the Merton model in dimension d = 2 and d = 30 and study its numerical
precision.
The main difficulty is that, even when the joint dynamics of the index
components (S1, ..., Sd) is Markovian, the index It is not a Markov process
but only a semimartingale. The idea is to consider the Markovian projec-
tion of the index process, an auxiliary Markov process which has the same
marginals as It, and use it to derive the asymptotics of index options, using
the results of Chapter 4. This approximation is shown to depend only on
the coefficients of this Markovian projection, so the problem boils down to
computing effectively these coefficients: the local volatility function and the
’effective Le´vy measure’, defined as the conditional expectation given It of
the jump compensator of I.
The computation of the effective Le´vy measure involves a d-dimensional
integral. Computing directly this integral would lead, numerically speaking,
to a complexity increasing exponentially with d. We propose different tech-
niques to simplify this computation and make it feasible when the dimension
is large, using the Laplace method to approximate the exponential double
tail of the jump measure of It. Laplace method is an important tool when
one wants to approximate consistently high-dimensional integrals and avoids
a numerical exponential complexity increasing with the dimension. Avel-
laneda & al [5] use this method in the diffusion case to compute the local
volatility of an index option by using a steepest descent approximation, that
is by considering that, for t small enough, the joint law of (S1, · · · , Sd) given
{
d∑
i=1
wiS
i
t = u},
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is concentrated around the most probable path, which we proceed to identify.
5.2 Short maturity asymptotics for index op-
tions
We recall that the value Ct0(t,K) at time t0 of an index call option with
expiry t > t0 and strike K > 0 is given by
Ct0(t,K) = e
−
∫ t
t0
r(s) ds
EP [max(It −K, 0)|Ft0] . (5.1)
Replacing P by the conditional measure P|Ft0 given Ft0 , we may replace
the conditional expectation in (5.1) by an expectation with respect to the
marginal distribution of It under P|Ft0 . Thus, we put t0 = 0 in the sequel
and consider the case where F0 is the σ-algebra generated by all P-null sets:
C0(t,K) = e
−
∫ t
0
r(s) ds EP [max(It −K, 0)] . (5.2)
In Chapter 3, we have shown that one can characterize in an explicit manner
the characteristic triplet of the semimartingale (It). Namely, let us make the
following assumptions:
Assumption 5.1 (Right-continuity at 0).
lim
t→0+
E
[‖δt − δ0‖2] = 0.
Assumption 5.2 (Integrability condition).
E
[
exp
(
1
2
∫ t
0
‖δs‖2 ds
)]
<∞,
∫
Rd
(‖y‖ ∧ ‖y‖2) ν(dy) <∞.
Set
∀1 ≤ i ≤ d, αit =
wiS
i
t
It
,
d∑
i=1
αit = 1, (5.3)
and define
σt =
(
d∑
i,j=1
αitα
j
tρij δ
i
tδ
j
t
) 1
2
,
∀x ≥ 0, ϕt(x) =
∫
{z∈Rd−{0},ln (
∑
1≤i≤d α
i
te
zi)≥x}
ν(dz),
(5.4)
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and similarly for x < 0. Then under Assumption 5.2, the proof of Theorem
3.3 implies,
It = I0+
∫ t
0
r(s)Is− ds+
∫ t
0
σs Is− dBs+
∫ t
0
∫
Rd
(eu − 1) Is−K˜(ds du), (5.5)
where Bt is a Brownian motion, K (resp. K˜) is an integer-valued random
measure on [0, T ]× R (resp. its compensated random measure.) with com-
pensator k(t, du) dt defined via its tail ϕt.
We derive the short-maturity asymptotics for the index call options (at-
the money and out-of-the money) : we apply Theorem 4.2 and Theorem 4.3
to the one-dimensional semimartingale It (see Chapter 4).
Theorem 5.1 (Short time asymptotics of index call options). Under the
Assumptions 5.1 and 5.2, if there exists γ > 0, ‖δt‖ > γ for all t ∈ [0, T ]
almost surely, then
1.
1√
t
C0(t, I0) −→
t→0+
I0√
2pi
σ0, (5.6)
2.
∀K > I0, 1
t
C0(t,K) −→
t→0+
I0 η0
(
ln
(
K
I0
))
, (5.7)
where
η0(y) =
∫ +∞
y
dx ex
∫ ∞
x
k(0, du) ≡
∫ +∞
y
dx ex ϕ0(x), (5.8)
denotes the exponential double tail of k(0, du) for y > 0.
Proof. First, the volatility of It satisfies, for t ∈ [0, T ],
σ2t =
d∑
i,j=1
αitα
j
tρij δ
i
tδ
j
t ≤
d∑
i,j=1
ρij δ
i
tδ
j
t .
Using the concavity property of the logarithm,
ln
(∑
1≤i≤d
αit e
yi
)
≥
∑
1≤i≤d
αit yi ≥ −‖y‖
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and
ln
(∑
1≤i≤d
αt e
yi
)
≤ ln
(
max
1≤i≤d
eyi
)
≤ max
1≤i≤d
yi.
Thus, ∣∣∣∣∣ln
(∑
1≤i≤d
αit e
yi
)∣∣∣∣∣ ≤ ‖y‖.
Furthermore, clearly, ∑
1≤i≤d
αite
zi − 1 ≤ e‖z‖ − 1,
and the convexity property of the exponential yields
e‖z‖ +
∑
1≤i≤d
αite
zi ≥ e‖z‖ + exp
(∑
1≤i≤d
αit zi
)
= e‖z‖ + eαt.z ≥ e‖z‖ + e−‖αt‖‖z‖ ≥ e‖z‖ + e−‖z‖ ≥ 2.
Hence (∑
1≤i≤d
αite
zi − 1
)2
≤ (e‖z‖ − 1)2 .
Thus,
1
2
∫ t
0
σ2s ds+
∫ t
0
∫
R
(eu − 1)2k(s, du) ds
=
1
2
∫ t
0
d∑
i,j=1
αisα
j
sρij δ
i
sδ
j
s ds
+
∫ t
0
∫
Rd
(∑
1≤i≤d
αise
zi − 1
)2
ν(dz1, · · · , dzd) ds
≤ 1
2
∫ t
0
d∑
i,j=1
ρij δ
i
sδ
j
s ds+
∫ t
0
∫
Rd
(e‖z‖ − 1)2ν(dz1, · · · , dzd) ds <∞.
If Assumption 5.2 holds then It satisfies Assumption 4.6.
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Let ϕ ∈ Cb0(R+ × R,R). Applying Fubini’s theorem yields
E
[∫
R
(eu − 1)2 ϕ(It, u) k(t, du)
]
= E

∫
Rd
(∑
1≤i≤d
αite
zi − 1
)2
ϕ(It, ln
(∑
1≤i≤d
αite
yi
)
) ν(dz1, · · · , dzd)


=
∫
Rd
E

(∑
1≤i≤d
αite
zi − 1
)2
ϕ(It, ln
(∑
1≤i≤d
αite
yi
)
)

 ν(dz1, · · · , dzd).
Let us show that
lim
t→0+
E

(∑
1≤i≤d
αit e
zi − 1
)2
ϕ(It, ln
(∑
1≤i≤d
αite
yi
)
)

 (5.9)
= E

(∑
1≤i≤d
αi0e
zi − 1
)2
ϕ(I0, ln
(∑
1≤i≤d
αi0e
yi
)
)

 . (5.10)
First, note that∣∣∣∣∣∣
( ∑
1≤i≤d
αit e
zi − 1
)2
ϕ(It, ln
(∑
1≤i≤d
αite
yi
)
)−
(∑
1≤i≤d
αi0e
zi − 1
)2
ϕ(I0, ln
(∑
1≤i≤d
αi0e
yi
)
)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣

(∑
1≤i≤d
αit e
zi − 1
)2
−
(∑
1≤i≤d
αi0e
zi − 1
)2 ϕ(It, ln
(∑
1≤i≤d
αite
yi
)
)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
( ∑
1≤i≤d
αi0 e
zi − 1
)2(
ϕ(It, ln
(∑
1≤i≤d
αite
yi
)
)− ϕ(I0, ln
(∑
1≤i≤d
αi0e
yi
)
)
)∣∣∣∣∣∣
≤ 2
(∑
1≤i≤d
ezi + 2
)
‖ϕ‖∞
∑
1≤i≤d
|αit − αi0| ezi
+
(
e‖z‖ − 1)2
∣∣∣∣∣ϕ(It, ln
(∑
1≤i≤d
αite
yi
)
)− ϕ(I0, ln
(∑
1≤i≤d
αi0e
yi
)
)
∣∣∣∣∣ .
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We recall that αit =
wiS
i
t
It
. Since I, Si’s are ca`dla`g,
It −→
t→0+
I0, α
i
t −→
t→0+
αi0, ln
(∑
1≤i≤d
αite
yi
)
−→
t→0+
ln
(∑
1≤i≤d
αi0e
yi
)
a.s. .
Since
∑
1≤i≤d |αit − αi0| ezi ≤
∑
1≤i≤d 2e
zi , and ϕ is bounded on R+ × R, a
dominated convergence argument yields
E
[∑
1≤i≤d
|αit − αi0| ezi
]
−→
t→0+
0,
E
[∣∣∣∣∣ϕ(It, ln
(∑
1≤i≤d
αite
yi
)
)− ϕ(I0, ln
(∑
1≤i≤d
αi0e
yi
)
)
∣∣∣∣∣
]
−→
t→0+
0.
Since
E

(∑
1≤i≤d
αite
zi − 1
)2
ϕ(It, ln
(∑
1≤i≤d
αite
yi
)
)

 ≤ ‖ϕ‖∞ (e‖z‖ − 1)2
E

ln
(∑
1≤i≤d
αite
yi
)2
ϕ(It, ln
(∑
1≤i≤d
αite
yi
)
)

 ≤ ‖ϕ‖∞ ‖z‖2,
a dominated convergence argument implies that
lim
t→0+
E
[∫
R
(eu − 1)2 ϕ(It, u) k(t, du)
]
=
∫
R
(eu − 1)2 ϕ(I0, u) k(0, du).
For convenience, let us introduce Ut =
(
α1t δ
1
t , · · · , αdt δdt
)
, P = (ρij)1≤i,j≤d
then the volatility of It simply rewrites
σt = 〈Ut, PUt〉1/2.
The Lipschitz property of x → (√x− σ0)2 on [γ,+∞[ yields there exists
C > 0,
|σt − σ0|2 ≤ C |〈Ut, PUt〉 − 〈U0, PU0〉| .
The continuity of < ., . > yields
∃C ′ > 0, |〈Ut, PUt〉 − 〈U0, PU0〉| ≤ C ′ max
1≤i,j≤d
ρi,j ‖Ut − U0‖2.
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Since 0 < αit < 1,
‖Ut − U0‖2 =
d∑
i=1
(
αit δ
i
t − αi0 δi0
)2 ≤ d∑
i=1
(
αit δ
i
t − αi0 δi0
)2
≤
d∑
i=1
(
δit − δi0
)2
,
Assumption 5.1 yields
E
[|σt − σ0|2] −→
t→0+
0.
Thus, Assumption 4.5 and Assumption 4.6 hold for σt and k(t, .) and one
shall apply Theorem 4.2 and Theorem 4.3 to It to yield the result.
5.3 Example : the multivariate Merton model
We decide in the sequel to study the Merton model : each asset writes
dSit = S
i
t−
(
r dt+ δidW it +
(
eY
Nt
i − 1
)
dN˜(dt)
)
, (5.11)
where δi > 0, W i is a Wiener process, Nt is a Poisson process with intensity
λ and the jumps
(
Y ki
)
k≥1
are iid replications of a Gaussian random variable
Y ki ∼ N (mi, vi).
Empirical studies [27] shows that one can considers the case when the
Wiener processes W i and the jumps Yi are homogeneously correlated, imply-
ing that the correlation matrix of the Wiener processes, denoted ΣW , and
the correlation matrix of the jumps, denoted ΣJ , are of the form
ΣW =

 1 · · · ρW... . . . ...
ρW · · · 1

 , ΣJ =

 1 · · · ρJ... . . . ...
ρJ · · · 1

 , (5.12)
that is all the non-diagonal coefficients are the same. We choose the index
to be equally weighted:
∀1 ≤ i ≤ d wi = 1
d
.
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Considering the volatilities matrix V of the jumps,
V =

 v1 · · · 0... . . . ...
0 · · · vd

 , (5.13)
then the covariation matrix Θ of the jumps writes
Θ = V ΣJ V. (5.14)
The compensator of the Poisson random measure describing the jump
dynamic of the Sit ’s is denoted ν(dz) ≡ n(z) dz and is expressed as follows,
n(z) = λ gm,Θ(z), (5.15)
with
gm,Θ(z) =
1
(2pi)d/2 |Θ|1/2 exp
(
−1
2
t(z −m)Θ−1(z −m)
)
. (5.16)
Clearly Assumption 5.1 and 5.2 hold in this framework since the multivariate
gaussian distribution gm,Θ(z) has finite moments for all orders and one may
apply Theorem 5.1.
For a small maturity T , we propose the following approximations for
C0(T,K):
1. At the money:
C0(T, I0) '
√
T
I0√
2pi
σ0, (5.17)
with
σ0 =
1
d
(
ρW
d∑
i 6=j
δiδj Si0S
j
0 +
d∑
i=1
(
δi Si0
)2) 12
. (5.18)
2. Out of the money:
∀K > I0 C0(T,K) ∼ T I0 η0
(
ln
(
K
I0
))
. (5.19)
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The approximation at the money case is simple in this situation since there
is no numerical difficulty to compute σ0. We will not study this case in the
sequel. We refer to Avellaneda & al [5] for a complete study.
For the out of the money case, a more care is needed. Looking at equation
(5.19), one has to compute the quantity
l(K) = I0 η0
(
ln
(
K
I0
))
, (5.20)
namely, η0(y) for y > 1 (observe that ln
(
K
I0
)
> 1 in the out of the money
case) or ϕ0(x) for x > 1 since equation (5.8). Clearly it leads to the compu-
tation of an integral of dimension d in a certain region of Rd,
z ∈ Rd − {0} such that ln
(∑
1≤i≤d
αi0e
zi
)
≥ x, (5.21)
implying, numerically speaking, an exponential complexity increasing with
the dimension d.
We present here alternative techniques (either probabilistic or analytic)
to either compute or approximate k(0, .), ϕ0 or η0. We distinguish two cases:
1. When the dimension d is small, we can compute ϕ0 using (5.4) then
η0 via (5.8) via low-dimensional quadrature. The representation (5.4)
offers us a probabilistic interpretation of ϕ0. In the special case of the
Merton model, since the measure
1
λ
ν(dz) ≡ gm,Θ(z) dz
corresponds to a multivariate gaussian distribution, let Z = (Z1, . . . , Zd)
be a multivariate gaussian random variable with law N (m,Θ). Then
equation (5.4) simply rewrites
∀x > 0 ϕ0(x) = P
(
α1e
Z1 + · · ·+ αdeZd ≥ exp(x)
)
. (5.22)
Using that (Z1, · · · , Zd−1) is still a Gaussian vector, one oberves that
the quantity (5.22) may be computed in an explicit manner. The d-
dimensional integral involved in the computation of ϕ0(x), may be re-
duced to the computation of an integral of dimension d− 1, and so on
recursively. The particular case when d = 2 becomes simple and the
computation is easy and exact. We decide to retain this approach for
the dimension d = 2.
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2. For higher dimensions, we propose an alternative approach. Integration
by parts allows us to rewrite η0 as,
η0(y) =
∫ ∞
y
(eu − ey) k(0, u) du. (5.23)
Let us define
gu,(z) =
1√
2pi
exp

− 1
22
(
u− ln
(
d∑
1
αie
zi
))2 (5.24)
and
k(u) = λ
∫
Rd
gu,(z) gm,Θ(z) dz. (5.25)
Then given equation (5.4), under Assumption 5.2, a dominated conver-
gence argument yields
lim
→0
∫ ∞
y
(eu − ey) k(u) du = η0(y). (5.26)
5.3.1 The two-dimensional case
In the two dimensional case, we can explicitly compute the exponential dou-
ble tail using a probabilistic interpretation of η0(y). We recall that
η0(y) =
∫ +∞
y
dx ex ϕ0(x).
Since the jump measure
1
λ
ν(dz) ≡ gm,Θ(z)
corresponds to a gaussian distribution of dimension 2, one may interpret, for
any fixed x > y > 0 , ϕ0(x) as
ϕ0(x) = P
(
ln
(
αeZ1 + (1− α)eZ2) ≥ x) (Z1, Z2) ∼ N (m,Θ) , (5.27)
with α = α1. Θ may be re-expressed as
Θ =
(
v21 θ
θ v22
)
θ = ρJ v1v2. (5.28)
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η(0, x) = P
(
ln
(
αeZ1 + (1− α)eZ2) ≥ x)
= P
(
Z1 ≥ ln
(
ex − (1− α)eZ2)− ln (α), Z2 ≤ x− ln (1− α))
= P
(
Z1 ≥ ln
(
ex − (1− α)eZ2)− ln (α)∣∣Z2 ≤ x− ln (1− α))
×P (Z2 ≤ x− ln (1− α)) .
Denote Φ the cumulative distribution function of a standard gaussian distri-
bution that is
Φ(x) = P(Z ≤ x) Z ∼ N (0, 1), (5.29)
and g0,1 the distribution of a standard gaussian distribution:
g0,1(a) =
1√
2pi
exp
(
−1
2
a2
)
. (5.30)
Since
L (Z1|Z2 = a) = N
(
m1 +
θ
v22
(a−m2), v21 − θ2v22
)
,
then,
ϕ0(x) =
∫ x−ln (1−α)
−∞
P
(
Z1 ≥ ln (ex − (1− α)ea)− ln (α)
∣∣Z2 = a)
× g0,1
(
a−m2
v2
)
P (Z2 ≤ x− ln (1− α))
=
∫ x−ln (1−α)
−∞
[
1− Φ
(
ln (ex − (1− α)ea)− ln (α)−m1 − θv2
2
(a−m2)√
v21 − θ2v22
)]
× g0,1
(
a−m2
v2
)
× Φ
(
x− ln (1− α)−m2
v2
)
.
(5.31)
Let us summarize the approximation method for the price of the index
call option in the following algorithm,
Algorithm 5.1. To approximate C(T,K), follow this approximation method:
1. Compute in an explicit manner the values of ϕ0(x) via equation (5.31)
on a certain grid G of x ∈ [ln
(
K
I0
)
,+∞[;
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2. Compute η0
(
ln
(
K
I0
))
by numerical quadrature using (5.8) on the grid
G.
3. Approximate C(T,K) via
C(T,K) ∼ T I0 η0
(
ln
(
K
I0
))
.
We now present a numerical example. Let us use the following parameters
for the model (5.11):
S10 = S
2
0 = 100, r = 0.04, λ = 2,
ΣW =
(
1 0.1
0.1 1
)
, ΣJ =
(
1 0.4
0.4 1
)
,
δ1 = 0.1, δ2 = 0.15, v1 = 0.1, v2 = 0.2, m1 = −0.05, m2 = −0.01.
1. We compute Cˆ0(T,K), the price of the index call option for a maturity
T =
20
252
and strikes K,
K = 101 102 103 · · · 115 116 117,
using a Monte Carlo method with N = 105 trajectories. Denote
Cˆ0(T,K) this Monte Carlo estimator and σˆ(T,K) its standard devi-
ation. A 90%-confidence interval for C(T,K) is then given by
[LI90%(T,K);UI90%(T,K)]
=
[
Cˆ0(T,K)− 1.96σˆ(T,K)√
N
; Cˆ0(T,K) +
1.96σˆ(T,K)√
N
]
.
(5.32)
2. We follow the Algorithm 5.1 to approximate C(T,K) by T l(K).
3. We compare the values l(K) to Cˆ(T,K)/T and LI10%(T,K)/T , UI10%(T,K)/T ,
for different values ofK. We summarize those results in the Figure 5.3.1
and Table 5.3.1.
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Figure 5.1: d=2 : Monte Carlo estimator Cˆ(T,K) vs analytical approxima-
tion (red) for 20-days call option prices.
5.3.2 The general case
We recall that η0 is defined by,
η0(y) =
∫ ∞
y
(eu − ey) k(0, u) du. (5.33)
If one defines
gu,(z) =
1√
2pi
exp

− 1
22
(
u− ln
(
d∑
1
αie
zi
))2 (5.34)
and
k(u) = λ
∫
Rd
gu,(z) gm,Θ(z) dz, (5.35)
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K Cˆ(T,K)/T l(K) LI10%(T,K) UI10%(T,K)
101 9.13 7.89 8.26 10.01
102 7.43 7.14 6.61 8.25
103 6.67 6.45 5.92 7.42
104 5.97 5.82 5.31 6.63
105 5.27 5.23 4.70 5.83
106 4.984 4.69 4.451 5.517
107 4.34 4.20 3.87 4.81
108 3.90 3.76 3.48 4.31
109 3.52 3.35 3.16 3.88
110 3.15 2.98 2.82 3.47
111 2.82 2.65 2.53 3.12
112 2.49 2.35 2.22 2.764
113 2.32 2.08 2.08 2.56
114 2.15 1.84 1.92 2.37
115 1.76 1.62 1.58 1.94
116 1.56 1.43 1.40 1.71
117 1.35 1.25 1.21 1.49
Table 5.1: d=2: Monte Carlo estimator Cˆ(T,K) vs analytical approxima-
tion (red) for 20-days call option prices (LI10%(T,K), UI10%(T,K)) is the
90% confidence interval for the Monte Carlo estimator.
then given equation (5.4), under Assumption 5.2, a dominated convergence
argument yields
lim
→0
∫ ∞
y
(eu − ey) k(u) du = η0(y). (5.36)
Let us define Fu, by
Fu,(z1, · · · , zd) = 1
22
(
u− ln
(
d∑
1
αie
zi
))2
+
1
2
t(z−m)Θ−1(z−m), (5.37)
then k(u) rewrites
k(u) = λ
1
2pi
1
(2pi)d/2 |Θ|1/2
∫
Rd
exp (−Fu,(z1, · · · , zd)) dz1 · · · dzd. (5.38)
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We propose a Laplace approximation to approximate the d-dimensional
integral involved in equation (5.38), which consists essentially in observing
that exp (−Fu,) is strongly peaked in a certain point of Rd. Namely,
Proposition 5.1 (Laplace approximation). Assume that Fu, admits a global
minimum on Rd at z?u,. Then
k(u) ' λ 1
2pi
1(∣∣∇2Fu,(z?u,)∣∣ |Θ|)1/2 exp
(−Fu,(z?u,)). (5.39)
Proof. If Fu, admits a global minimum at z
?
u,, Taylor’s formula for Fu, on
the neighborhood of z?u, yields
Fu,(z) = Fu,(z
?
u,) +
1
2
t(z − z?u,)∇2Fu,(z?u,)(z − z?u,) + ◦
(‖z − z?u,‖2
2
)
,
leading to the following approximation,
k(u)
∼ λ 1
2pi
1
(2pi)d/2 |Θ|1/2 exp
(−Fu,(z?u,)) ∫
Rd
exp
(
−1
2
t(z − z?u,)∇2Fu,(z?u,)(z − z?u,)
)
= λ
1
2pi
1
(2pi)d/2 |Θ|1/2 exp
(−Fu,(z?u,)) (2pi)d/2 ∣∣∇2Fu,(z?u,)−1∣∣1/2
= λ
1
2pi
1(∣∣∇2Fu,(z?u,)∣∣ |Θ|)1/2 exp
(−Fu,(z?u,)).
In virtue of Proposition 5.1, for a given u > 0, if one wants to compute
k(u), then all the difficulty consists in locating the global minimum of Fu,.
To do so we solve the equation
∇Fu,(z) = 0 (5.40)
using a Newton-Raphson algorithm.
Let us summarize the approximation method of the index option:
Algorithm 5.2. To approximate C(T,K), follow this approximation method:
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1. Choose a suitable value of : numerical experimentation shows that
 = 10−3 is enough;
2. Solve
∇Fu,(z?u,) = 0,
via the Newton-Raphson algorithm;
3. Compute k(u) via equation (5.39) on a certain grid G of the interval[
ln
(
K
I0
)
;∞
]
;
4. Approximate C(T,K) via
C(T,K) ∼ T I0
∫ ∞
ln
(
K
I0
)
(
eu − K
I0
)
k(u) du,
and compute this one-dimensional integral numerically on the grid G.
We present two numerical examples:
1. Considering again the two-dimensional case, we intend to compare the
values of l(K) computed exactly via the probabilistic interpretation
in Subsection 5.3.1 and the approximation obtained via the Laplace
method. Our aim is, via numerical example, to check if the Laplace
approximation is consistent enough. With the same parameters defined
in Subsection 5.3.1, Table 1 represents the numerical computation of
the asymptotics l(K) computed via this two different methods. Results
shows that the Laplace method is a good approximation leading to a
mean absolute error of 0.4%.
2. Let us now choose a basket of d = 30 assets, following the model (5.11)
and specified by the parameters,
Si0 = 100, r = 0.04, λ = 2, ρW = 0.1, ρJ = 0.4 . (5.41)
We generate the δi, mi, vi’s uniformly via
δi ∼ U[0,1;0,2], vi ∼ U[0,1;0,2], mi ∼ U[−0,1;−0,01] . (5.42)
As in Subsection 5.3.1, for a maturity T = 10/252, we compute Cˆ(T,K)
via Monte Carlo (See step 1 in Subsection 5.3.1).
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Figure 5.2: Dimension 30 : Monte Carlo estimator Cˆ(T,K) vs analytical ap-
proximation (red) for 20-days call option prices (LI10%(T,K), UI10%(T,K))
is the 90% confidence interval for the Monte Carlo estimator..
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Exact computation Analytical-Laplace approximation
K l(K) l(K)
101 7.89 7.87
102 7.14 7.12
103 6.45 6.43
104 5.82 5.80
105 5.23 5.22
106 4.69 4.68
107 4.20 4.19
108 3.76 3.75
109 3.35 3.34
110 2.98 2.97
111 2.65 2.64
112 2.35 2.34
113 2.08 2.07
114 1.84 1.83
115 1.62 1.61
116 1.43 1.42
117 1.25 1.25
Table 5.2: Dimension 2 : Assessment of the accuracy of the Laplace ap-
proximation of the asymptotic l(K).
We choose  = 10−3 and follow the Algorithm 5.2 to approximate
C(T,K) by the asymptotic l(K) at order T .
We summarize the results in Figure 5.2 and Table 5.3.2.
Remark 5.1. In the particular case when the covariation matrix of the jumps
Θ is homogeneous, then one can compute explicitly z?u,. Θ
−1 is then of the
form Θ−1 = (a1 − a2) Id + a1 U where
U =

 1 · · · 1... . . . ...
1 · · · 1

 , Id =

 1 · · · 0... . . . ...
0 · · · 1

 .
Define
u? =
1
a1 + (d− 1)a2 (a1 − a2)(1 + (a1 + (d− 1)a2)d
2) +m. (5.43)
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K Cˆ(T,K)/T l(K) LI10%(T,K) UI10%(T,K)
101 3.95 3.75 3.66 4.23
103 2.80 2.75 2.61 3.00
105 1.93 1.97 1.81 2.06
107 1.43 1.39 1.34 1.52
109 1.06 0.96 0.99 1.13
111 0.73 0.65 0.68 0.77
113 0.56 0.44 0.53 0.60
115 0.34 0.28 0.32 0.36
117 0.19 0.18 0.18 0.20
Table 5.3: d = 30: Monte Carlo estimator Cˆ(T,K) vs analytical approxi-
mation (red) for 20-days call option prices (LI10%(T,K), UI10%(T,K)) is the
90% confidence interval for the Monte Carlo estimator.
Then for all u in [0, u? [, Fu, admits a global minimum at
z?u, =
(
m+
u−m
1 + (a1 + (d− 1)a2)d2 , m+
u−m
1 + (a1 + (d− 1)a2)d2
)
.
(5.44)
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