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MICROSCOPIC INTERPOLATION FORMULA FOR THE
RIEMANN Z(t)-FUNCTION AND NEW ALGORITHM FOR
ASYMPTOTIC SOLUTION OF SOME DIOPHANTINE
EQUATION WITH LEIBNITZ COEFFICIENTS
JAN MOSER
Abstract. In this paper we use the values of the Riemann Z(t)-function
in order to construct certain quasi-orthonormal system of vectors. On this
basis we prove a formula for microscopic interpolation of the function Z(t).
Simultaneously we have obtained a new algorithm how to construct asymptotic
solutions of Diophantine equation with Leibnitz coefficients. This paper is
English version of the paper [3] except the Appendix.
1. Introduction
Let (see [4], p. 79)
Z(t) = eiϑ(t)ζ
Å
1
2
+ it
ã
,
ϑ(t) = − t
2
lnpi + ImΓ
Å
1
4
+ i
t
2
ã
,
(1.1)
and {tν} be the sequence defined by the equation (see [4], p. 221)
(1.2) ϑ(tν) = piν, ν = 1, 2, . . .
In the paper [2] we have obtained with the help of the Riemann-Siegel formula (see
[4], p. 220)
(1.3) Z(t) = 2
∑
n≤
√
t¯
1√
n
cos(ϑ− t lnn) +O(t−1/4), t¯ = T
2pi
,
the following formulae
∑
T≤tν≤T+H
Z(tν)Z(tν + τ¯k) ∼ − 1
(4k + 3)pi2
H ln2
T
2pi
,
∑
T≤tν≤T+H
Z(tν)Z(tν + τ¯k) ∼ 1
(4k + 1)pi2
H ln2
T
2pi
, T →∞,
(1.4)
where
τ¯k =
(4k + 3)pi
ln T2π
, τ¯k =
(4k + 1)pi
ln T2π
,
k = 0, 1, . . . ,K0(T ) = O(1), H =
√
T lnT.
(1.5)
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Remark 1. The autocorrelative sum
(1.6)
∑
T≤tν≤T+H
Z(tν)Z(tν + τk)
is oscillatory on the segment of the arithmetic sequence
τ¯0, τ¯0, τ¯1, τ¯1, . . . , τ¯K0 , τ¯K0 .
as it follows by (1.4).
In this paper:
(a) we use the above mentioned oscillatory behavior of the sum (1.6) in order
to construc new kind (in the theory of the Riemann Z(t)-function) of quasi-
orthonormal system of vectors;
(b) we obtain, on basis of (a), a microscopic interpolation formula for the func-
tion Z(t) on a set of segments each of them has the length
(1.7) < A
{ψ(T )}ǫ
lnT
→ 0 as T →∞,
where ψ(T ) is an arbitrary fixed function of the type
ln3 T, ln4 T, . . . ; ln3 T = ln ln lnT, . . .
2. Result
2.1. The following Theorem holds true.
Theorem. The formula
∗
Z(hν) =
4
pi
L∑
p=1
(−1)p+1
2p− 1
∗
Z(hν + τ¯p) +
∗
Z(hν − τ¯p)
2
+
+O
¶
[ψ(T )]−ǫ/4
©
, L = [(ψ(T ))ǫ],
(2.1)
where [. . . ] stands for the integer part, and
(2.2) hν = tν +
pi
ln T2π
, τ¯p =
(2p− 1)pi
ln T2π
,
∗
Z(t) =
Z(t)»
ln T2π
holds true for the values
hν ∈ [T, T + H¯ ]
of the order
(2.3) ∼ 1
2pi
H¯ ln
T
2pi
, T →∞; H¯ =
√
Tψ(T ),
i. e. for the almost all hν .
Remark 2. The result of our Theorem may be expressed, from the viewpoint of the
theory of interpolation, as follows. If we assume the values
{
∗
Z(hν ± τ¯p)}Lp=1
are given, then the formula (2.1) expresses an approximation of the unknown value
∗
Z(hν).
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Remark 3. For the discrete set of arguments in (2.1)
{hν − τ¯L, hν − τ¯L−1, . . . , hν , hν + τ¯1, . . . , hν + τ¯L}
we have (see (2.2))
(2.4) hν + τ¯L − (hν − τ¯L) = 2τ¯L < A (ln3 T )
ǫ
lnT
→ 0, T →∞
(comp. (1.7)). Consequently, from (2.4) the title microscopic interpolation for (2.1)
follows.
2.2. The following Lemma is a basis for the proof of our Theorem.
Lemma. If
(2.5) τ ′, τ ′′ = O
Å
ψǫ
ln T
ã
,
then we have the following formulae
∑
T≤tν≤T+H¯
Z(tν + τ
′)Z(tν + τ ′′) =
=
1
2pi
sin{(τ ′′ − τ ′) lnP0}
(τ ′′ − τ ′) lnP0 H¯ ln
2 T
2pi
+O(
√
T ln2 T ), τ ′ 6= τ ′′,
(2.6)
and
∑
T≤tν≤T+H¯
Z2(tν + τ
′) =
1
2pi
H¯ ln2
T
2pi
+O(
√
T ln2 T ),(2.7)
where
P0 =
…
T
2pi
,
and these formulae are uniform in τ ′, τ ′′ (see the condition (2.5)).
This Lemma follows from [2], (10), (11) in the case
τ → τ ′′ − τ ′, τ = O
Å
1
lnT
ã
→ τ ′, τ ′′ = O
Å
ψǫ
lnT
ã
,
H → H¯ =
√
Tψ(T ).
Next parts of this paper are ordered as follows. We define:
(a) certain quasi-orthonormal system of vectors,
(b) an analogue of the Fourier coefficients for this case and, consequently, the
asymptotic Fourier doefficients,
(c) an analogue of the trigonometric polynomial related with our vectors,
(d) corresponding mean square deviation.
After completion this program we prove the Theorem.
3. Quasi-orthonormal system of vectors
Since (see [1], (23))
Q = Q(T, H¯) =
∑
T≤tν≤T+H¯
1 =
1
2pi
H¯ ln
T
2pi
+O
Å
H¯2
T
ã
,
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then (see (2.3))
(3.1) Q ∼ 1
2pi
H¯ ln
T
2pi
; H¯ =
√
Tψ(T ).
Next, we have in the case
(3.2) τp =
2pi
ln T2π
p, p = −L+ 1, . . . ,−1, 0, 1, . . . , L
that (see (2.5), (2.6), (3.2))
(3.3)
∑
T≤tν≤T+H¯
Z2(tν + τp) =
1
2pi
H¯ ln2
T
2pi
+O(
√
T ln2 T ),
and
(3.4)
∑
T≤tν≤T+H¯
Z(tν + τp)Z(tν + τ
′
p) = O(
√
T ln2 T ), p 6= p′.
Consequently, we obtain (see (2.2), (3.1) – (3.4)) the following formula
1
Q
∑
T≤tν≤T+H¯
∗
Z(tν + τp)
∗
Z(tν + τ
′
p) =
=
® O( 1ψ ) , p 6= p′,
1 +O( 1ψ ) , p = p′.
(3.5)
Remark 4. We will call the property (3.5) of the system of vectors
(3.6) {
∗
Z(tν + τp)}, tν ∈ [T, T + H¯ ]; p = −L+ 1, . . . ,−1, 0, 1, . . . , L
as quasi-orthonormality.
4. Analogue of Fourier coefficients and the classical Leibnitz series
We define following numbers
Ap =
1
Q
∑
T≤tν≤T+H¯
∗
Z(tν + τ
0)
∗
Z(tν + τp),
p = −L+ 1, . . . ,−1, 0, 1, . . . , L
(4.1)
as an analogue of the Fourier coefficients of the vector
(4.2)
∗
Z(tν + τ
0), T ≤ tν ≤ T + H¯, τ0 = pi
ln T2π
.
Since (see (3.2), (4.2))
(4.3) τp − τ0 = (2p− 1)pi
ln T2π
=
(
pip− pi
2
) 1
lnP0
; P0 =
…
T
2pi
,
then we have (comp. (2.6))
(4.4)
sin{(τp − τ0) lnP0}
(τp − τ0) lnP0 =
pi
2
(−1)p+1
2p− 1 .
Consequently, we have from (2.6) by (3.1), (4.1), (4.4) that
(4.5) Ap =
2
pi
(−1)p+1
2p− 1 +O
Å
1
ψ
ã
.
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Remark 5. It is natural to call the numbers
(4.6) A¯p =
2
pi
(−1)p+1
2p− 1 , p = −L+ 1, . . . ,−1, 0, 1, . . . , L
as the asymptotic Fourier coefficients of the vector (2.4).
Remark 6. Let us point out the presence of the members of the classical Leibnitz
series
∞∑
p=1
2
pi
(−1)p+1
2p− 1 =
1
2
in the notion of the asymptotic Fourier coefficients.
5. Analogue of the trigonometric polynomial
Finally, we will define an analogue of the trigonometric polynomial P2L, that
corresponds to our quasi-orthonormal system (3.6) by the following way
(5.1) P2L[
∗
Z(tν + τ
0)] =
L∑
p=−L+1
A¯p
∗
Z(tν + τp).
Since from (4.6) follows that
(5.2) A¯p = A¯−p+1,
then we have from (5.1) by (4.6), (5.2)
P2L =
L∑
p=1
A¯p
∗
Z(tν + τp) +
L∑
p=1
A¯1−p
∗
Z(tν + τ1−p) =
=
L∑
p=1
A¯p{
∗
Z(tν + τp) +
∗
Z(tν + τ1−p)} =
=
2
pi
L∑
p=1
(−1)p+1
2p− 1 {
∗
Z(tν + τp) +
∗
Z(tν + τ1−p)}.
(5.3)
6. Mean square deviation and the classical Euler series
6.1. First of all, from the Euler series by (2.1) we obtain
pi2
8
=
∞∑
n=1
1
(2p− 1)2 =
L∑
p=1
1
(2p− 1)2 +
∞∑
p=L+1
1
(2p− 1)2 =
=
L∑
p=1
1
(2p− 1)2 +O
Å
1
L
ã
=
L∑
p=1
1
(2p− 1)2 +O
Å
1
ψǫ
ã
.
(6.1)
Since (see (4.6))
(6.2) A¯2p =
4
pi2
1
(2p− 1)2 ,
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then we have (see (5.2), (6.1), (6.2))
L∑
p=−L+1
A¯2p =
4
pi2
L∑
p=−L+1
1
(2p− 1)2 =
8
pi2
L∑
p=1
1
(2p− 1)2 =
=
8
pi2
ß
pi2
8
+O
Å
1
ψǫ
ã™
= 1 +O
Å
1
ψǫ
ã
,
(6.3)
and, of course,
(6.4)
L∑
p,q=−L+1
|A¯pA¯q| = O(L2) = O(ψ2ǫ).
6.2. We define discrete mean square deviation ∆ as follows
(6.5) ∆2 =
1
Q
∑
T≤tν≤T+H¯
{
∗
Z(tnu+ τ
0)− P2L}2.
Consequently, we have
∆2 =
1
Q
∑
(tν)
∗
Z
2
(tν + τ
0)− 2
Q
∑
(tν)
∗
Z(tν + τ
0)P2L+
+
1
Q
∑
(tν)
P 22L = w1 + w2 + w3.
(6.6)
From (2.7), τ ′ = τ ′′, we obtain immediately (see (2.2), (2.5), (3.1), (4.2)) that
(6.7) w1 = 1 +O
Å
1
ψ
ã
.
6.3. Next, we obtain from (5.1), (6.6) by (4.1), (4.5), (4.6), (6.3)
w2 = − 2
Q
∑
(tν)
∗
Z(tν + τ
0)
L∑
p=−L+1
A¯p
∗
Z(tp + τp) =
= −2
L∑
p=−L+1
A¯p
1
Q
∑
(tν)
∗
Z(tν + τ
0)
∗
Z(tν + τp) =
= −2
L∑
p=−L+1
A¯pAp = −2
L∑
p=−L+1
A¯2p +O
Ñ
1
ψ
L∑
p=−L+1
1
é
=
= −2 +O
Å
1
ψǫ
ã
+O
Å
1
ψ1−ǫ
ã
=
= −2 +O
Å
1
ψǫ
ã
.
(6.8)
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6.4. Once again we have (see (3.5), (5.1), (6.3), (6.4))
w3 =
L∑
p,q=−L+1
A¯pA¯q
1
Q
∑
(tν)
∗
Z(tν + τp)
∗
Z(tν + τq) =
=
L∑
p=−L+1
A¯2p
ß
1 +O
Å
1
ψ
ã™
+O


1
ψ
L∑
p,q=−L+1
|A¯pA¯q|

 =
= 1 +O
Å
1
ψǫ
ã
+O
Å
L2
ψ
ã
=
= 1 +O
Å
1
ψǫ
ã
.
(6.9)
Consequently, we obtain from (6.6) by (6.7) – (6.9) the following estimate
(6.10) ∆2 <
A
{ψ(T )}ǫ .
7. Finalisation of the proof of the Theorem
Let R(T ) denote the number of points
t¯ν ∈ [T, T + H¯ ]
that fulfill the inequality
(7.1) |
∗
Z(t¯ν + τ
0)− P2L[
∗
Z(t¯ν + τ
0)]| ≥ 1
ψǫ/4
.
Our assertion is that
(7.2) R(T ) = o(H¯ lnT ), T →∞.
Namely, if
(7.3) R(T ) > BH¯ lnT
for every fixed B > 0, then we have from (6.10) by (6.5), (7.1), (7.3) that
A
ψǫ
≥ 1
Q
∑
(t¯ν)
{
∗
Z(t¯ν + τ
0)− P2L[
∗
Z(t¯ν + τ
0)]}2 >
>
BH¯ lnT
Q
1
ψǫ/2
>
C
ψǫ/2
, T →∞,
i. e. we have contradiction. Hence, our assertion (7.2) is true. Consequently, if
Q1(T ) denotes the number of the points
tν ∈ [T, T + H¯ ]
that fulfill the inequality
(7.4) |
∗
Z(tν + τ
0)− P2L[
∗
Z(tν + τ
0)]| < 1
ψǫ/4
,
then (see (3.1), (7.2))
(7.5) Q1(T, H¯) ∼ 1
2pi
H¯ ln
T
2pi
, T →∞,
i. e. the assertion of Theorem is true if we use the following notation
tν + τ
0 = hν , τp − τ0 = τ¯p, τ1−p − τ0 = −τ¯p.
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Appendix A. New algorithm for construction of an asymptotic
solution to a Diophantine equation with Leibnitz
coefficients
First of all we express our formula (2.1) in the following form
− pi
4
∗
Z(hν) +
L∑
p=1
(−1)p+1
2p− 1
∗
Z(hν + τ¯p) +
∗
Z(hν − τ¯p)
2
=
= O(ψ−ǫ/4) ∼ 0, T →∞.
(A.1)
Next, we introduce (on this basis) the following Diophantine equation
(A.2)
L∑
p=0
apXp = 0,
where the numbers
a0 = −pi
4
, ap =
(−1)p+1
2p− 1 , p = 1, 2, . . . , L;
a0 ∈ R \Q, ap ∈ Q
(A.3)
are Leibnitz coefficients, i. e. the members of the classical Leibnitz series
−pi
4
+
∞∑
p=1
(−1)p+1
2p− 1 = 0.
Hence, from Theorem we have that for all sufficiently big
T > 0
there is unbounded set of asymptotic solutions
X0 =
∗
Z(hν), Xp =
∗
Z(hν + τ¯p) +
∗
Z(hν − τ¯p)
2
,
p = 1, . . . , L, (L = [{ψ}ǫ]→∞ as T →∞)
(A.4)
of Diophantine equation (A.2). Namely, for the number Q1(T ) of
hν ∈ [T, T + H¯ ]
that generate asymptotic solutions, we have (see (2.3), (7.5))
Q1(T ) ∼ 1
2pi
H¯ ln
T
2pi
=
1
2pi
√
Tψ(T ) ln
T
2pi
→∞ as T →∞.
Remark 7. It is clear, that from the point of view of this Appendix, the content
of this paper may be interpreted as new algorithm how to construct certain set
of asymptotic solution (A.4) of the Diophantine equation (A.2) with the Leibnitz
coefficients (A.3). In order to attain this result we have used the values of the Rie-
mann Z(t)-function considering its argument t belongs to the microscopic segment
(see (2.4)).
I would like to thank Michal Demetrian for helping me with the electronic version
of this work.
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