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ABSTRACT
In this paper the Schwinger model or two dimensional quantum electrodynamics is
exactly solved on a Riemann surface providing the explicit expression of the partition
function and of the generating functional of the amplitudes between the fermionic currents.
This offers one of the few examples, if not the only one, in which it is possible to integrate
in an explicit way a gauge field theory interacting with matter on a Riemann surface.
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1. INTRODUCTION
In this paper we solve the Schwinger model [1] on a closed and orientable Riemann
surface in the absence of topologically nontrivial gauge fields. To this purpose, we compute
the partition function of the model and the generating functional of the amplitudes con-
taining fermionic currents. The method used was developed in the recent papers [2] and [3]
and it is able to quantize any abelian gauge field theory on a Riemann surface. Here, we
restrict ourselves to the Schwinger model, which describes the quantum electrodynamics
in two dimensions or QED2 because, due to its particular relevance in theoretical physics
[4], [5], [6], [7], [8], [9], it provides a significant example of quantum field theory on a
manifold. The fact that quantization on a manifold is not a trivial procedure and gives
rise to observable phenomena, was discussed in the case of the Schwinger model in ref.
[3]. For instance, the high energy behavior of QED2 strongly depends on the topology of
the space-time. On a Riemann surface, in fact, the strength of the electromagnetic forces
vanishes at short distances, apart from zero modes which are not so easy to determine,
while on a disk this asymptotic freedom is not present at all [3].
Moreover, it was shown in ref. [3] that in the path integral of the Schwinger model
defined on a compact manifold without boundary, it is possible to perform the integration
over the gauge fields, obtaining as a result an effective theory of fermions. This theory
consists in a nonlocal generalization, in the sense of [10], of the massless Thirring model
[11], which will be called here generalized Thirring model or GTM. The nonlocality of the
GTM together with the property of asymptotic freedom, make it very interesting by itself.
However, the approach of refs. [2] and [3], intended for the quantization of any abelian
gauge field theory, was essentially perturbative and therefore not suitable in order to treat
the GTM, which is integrable. For this reason, we concentrate here on the Schwinger
model, performing in the path integral also the integration over the fermionic fields which
was missing in refs. [2] and [3]. The result is, as we anticipated at the beginning, a
nonperturbative expression of the partition function and of the generating functional of
QED2. In this way, we obtain one of the few examples, if not the only one, in which the
explicit integration of a gauge field theory interacting with matter fields is possible on
a Riemann surface. Until now, in fact, the only theories which have been quantized on
Riemann surfaces are either pure gauge field theories or topological field theories, while
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the interaction with the matter fields was restricted to external gauge field without kinetic
term [12], [13], [14], [15], [16], [17], [18], [19]. The integrability of the Schwinger model,
together with its equivalence with the GTM, make it very interesting not only for string
theory, but also in the study of the effects of a curved space-time on the dynamics of the
fields. Finally, the quantization of field theory on manifolds can shed some more light in
the quantization of general relativity, see for example ref. [20] on this point.
Apart from the calculation of the propagator of the gauge fields, which has been
carefully discussed in ref. [2], this paper is selfcontained. In the first part of the next
section we briefly review the quantization of the abelian gauge field theories in the Feynman
gauge discussed in refs. [2] and [3]. We consider small quantum perturbations Aqu around
a topologically nontrivial solution of the classical equations of motion AI. In order to
evaluate the generating functional of the amplitudes between the fermionic currents of the
Schwinger model, we integrate the path integral over the gauge degrees of freedom. In this
way we obtain the nonlocal GTM mentioned above as an effective field for the electrons
on a Riemann surface. It is important to stress at this point that the inverse procedure,
in which one integrates first over the fermionic fields, seems to be not very convenient on
curved space-times as it is in the flat case. First of all, in fact, there are complications
with the zero modes and the topologically nontrivial solutions of the equations of motion
AI. Secondly, also if we succeed in the integration, as a result we should obtain, in analogy
with the flat case, a massive theory of vector fields [21], [22]. Massive field theories are
not easy to handle on a Riemann surface because, for example, the propagators of massive
field theories are still unknown.
In the second part of section 2, we perform the remaining integration over the fermionic
degrees of freedom. The advantage of our method is that now we can use previous ex-
perience on the Thirring model [13], [23], [24] and apply it to the GTM. Nevertheless, a
crucial point in order to solve the GTM is the calculation of the chiral determinant of
free fermions in the presence of an external gauge fields B. Unfortunately, this calculation
becomes involved when B is topologically nontrivial, so we assume here that B belongs
to a trivial line bundle on the Riemann surface. Only in this case, in fact, we can com-
pute the determinant using the explicit formula of ref. [13]. For this reason, we have to
set AI = 0 in the generating functional of the Schwinger model. The final computation
of the generating functional of the correlation functions between the fermionic current is
achieved using slight generalizations of the formulas obtained in ref. [23]. The details of
the calculation are given in appendix A (generating functional) and appendix B (partition
function).
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2. INTEGRABILITY OF THE SCHWINGER MODEL ON A RIEMANN
SURFACE
We consider here the Schwinger model [1] defined by the following action:
S =
∫
M
d2x
√
g
[
−1
4
FµνFµν + iψ¯γ
µ(x)(Dµ − ieAµ)ψ + eBµψ¯γµ(x)ψ
]
(2.1)
In eq. (2.1) e is the coupling constant andM is a closed and orientable Riemann surface of
genus g provided with an Euclidean conformally flat metric gµν , µ, ν = 0, 1. gµν is induced
by the distance:
ds2 = e−h(x0,x1)(dx20 + dx
2
1) (2.2)
Together with the metric we need also the zweibein eαµ , α, β = 0, 1 being the frame indices.
The zweibein is defined so that:
gµν(x) = eµαe
ν
βη
αβ (2.3)
where ηαβ = diag(1, 1) is the flat metric in the local frame. From this definition it descends
that g ≡ detgµν = (deteαµ)2. Moreover, γµ(x) ≡ eµα(x)γα, the γα denoting the usual
γ−matrices expressed in terms of the Pauli matrices σ1 and σ2 as follows:
γ0 = −σ2 γ1 = σ1
Finally, we have defined Fµν = ∂µAν − ∂νAµ and ψ¯ = ψ†γ0.
Due to the fact that on a Riemann surface the fermionic fields admit spin structures,
we suppose that ψ¯ and ψ transform according to the following rules when transported
along the nontrivial homology cycles Ai, i = 1, . . . , g, of the Riemann surface M :
ψ¯ → e−2piiui ψ¯ ψ → e2piiuiψ¯
Along the homology cycles Bi, we have instead:
ψ¯ → e−2piiviψ¯ ψ → e2piiviψ¯
Ai and Bi are chosen here in such a way that they for a canonical basis for the nontrivial
homology cycles [25]. We notice also that the covariant derivative Dµ for the fermions
appearing in eq. (2.1) is given by:
Dµ = ∂µ + ωµ
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where ωµ =
1
8eαν∇µeνβ [γα, γβ] and ∇µ is the covariant derivative acting on the zweibein
eνβ . However, in two dimensions the spin field ωµ does not contribute to the action (2.1),
so that we will set Dµ ≡ ∂µ in the rest of this work.
Here we are interested in computing the partition function of the Schwinger model
and the amplitudes of the currents:
jµ(x) = [ψ¯γµψ](x) (2.4)
In eq. (2.1), the external source of these currents is Bµ.
In order to fix the abelian gauge symmetry of eq. (2.1) and quantize the theory, we
impose the covariant gauge:
∂µA
µ = 0 (2.5)
As a consequence, we have to solve the path integral:
Z[Bµ] =
∫
DAµDψ¯Dψe
−(S+Sgf ) (2.6)
where the gauge fixing term Sgf is given by:
Sgf =
1
2λ
∫
M
d2x
√
g(∂µA
µ)2 (2.7)
We ignore the Faddeev-Popov term, since the ghost are decoupled from all the other fields
in the abelian case we are treating. Moreover, we will choose the Feynman gauge, putting
λ = 1 in eq. (2.7).
We start to evaluate eq. (2.6) integrating over the gauge fields. Therefore, we need
to compute the following path integral:
Z[jµ] =
∫
DAµe
∫
M
d2x
√
g[− 14FµνFµν+ejµAµ+ 12 (∂µAµ)2] (2.8)
To this purpose, it is better to use complex coordinates z = x+ ix0 and z¯ = x0 − ix1. In
the new system of coordinates, the metric is given by:
gzz¯ = gz¯z = e
−h(z,z¯) gzz = gz¯z¯ = 0 gzz¯gzz¯ = 1 (2.9)
It is also convenient to decompose the gauge fields in the following way:
Az = A
I
z +A
qu
z + A
har
z Az¯ = A
I
z¯ + A
qu
z¯ + A
har
z¯ (2.10)
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where AIz and A
I
z¯ are instantonic solutions of the equations of motion in the Feynman
gauge corresponding to c1 = k ∈Z. Here c1 denotes the first Chern class:
c1 =
1
2π
∫
M
d2zFzz¯(A
I)
The explicit form of the fields AI has been given in ref. [3] and we do not report it.
Let us now return to the equations (2.10). The fields Aquz and A
qu
z¯ denote a small
quantum perturbation around the instantonic solutions discussed above. They contain
the transverse and longitudinal gauge degrees of freedom, which can be represented as a
coexact and exact form respectively using the Hodge decomposition [2], [13]. Finally, Aharz
and Aharz¯ describe the harmonic components of the gauge fields. They can be written in
the following way:
Aharz¯ dz¯ = 2πi(φ+ Ω¯θ) · (Ω− Ω¯)−1 · ω¯(z¯)dz¯ (2.11)
Aharz dz can be computed from eq. (2.11) by complex conjugation. φi and θi are real
numbers and Ωij , i, j = 1, . . . , g, is the period matrix which can be computed in terms of
the harmonic differentials ωi(z)dz:
Ωij =
∮
Bi
ωj(z)dz
As a consequence, it is easy to see that the path integral (2.8) becomes in complex coor-
dinates:
Z[jµ] =
∫
DAquz DA
qu
z¯
g∏
i=1
dθidφie
−(Squ+SI) (2.12)
with
Squ =
∫
M
d2z
[
gzz¯ (∂zA
qu
z¯ ∂zA
qu
z¯ + ∂z¯A
qu
z ∂z¯A
qu
z ) + ejzA
qu
z¯ + ejz¯A
qu
z
]
(2.13)
SI = e
∫
M
d2z
[
jz(A
I
z¯ +A
har
z¯ ) + jz¯(A
I
z +A
har
z )
]
(2.14)
Here we have used the following notation: d2z ≡ dz∧dz¯2i . Again, since at the end we will
put AI = 0, we have not shown that the instantonic gauge fields decouple from the action
of the quantum fields Squ. A proof is given in ref. [3]. Finally, in complex coordinates the
current jµ assumes the form:
jz = ψ¯θψθ jz¯ = ψ¯θ¯ψθ¯
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where θ and θ¯ are spinor indices. In order to compute the path integral (2.12), we still need
the propagator Gµν(z, w) = 〈Aquµ (z, z¯)Aquν (w, w¯)〉 of the quantum fields. The components
of the propagator were already derived in refs. [2] and [3], so that we will report here only
the result:
Gzw(z, w) = −
∫
M
d2tgtt¯∂zK(z, t)∂wK(w, t) (2.15)
Gz¯w¯(z, w) = −
∫
M
d2tgtt¯∂z¯K(z, t)∂w¯K(w, t) (2.16)
where K(z, w) is the usual scalar Green function defined by the relations:
∂z∂z¯K(z, t) = δ
(2)
zz¯ (z, t)−
gzz¯
A
A =
∫
M
d2zgzz¯ (2.17)
∂z¯∂tK(z, t) = −δ(2)z¯t (z, t) +
g∑
i,j=1
ω¯i(z¯) [Im Ω]
−1
ij ωj(t) (2.18)
∫
M
d2tgtt¯K(z, t) = 0 (2.19)
One of the characteristics of the propagator given in eqs. (2.15) and (2.16) that will be
important in the following is that it is orthogonal with respect to the zero modes. This
can be seen for example from the fact that inserting Gzw(z, w) in the equations of motion
coming from the action (2.13), we get:
∂z¯g
zz¯∂z¯Gzw(z, w) = δ
(2)
zz¯ (z, w)−
g∑
i,j=1
ω¯i(z¯) [Im Ω]
−1
ij ωj(w) (2.20)
An analogous equation can be derived for the component Gz¯w¯(z, w) of the propagator. It
is important to notice that in the right hand side of eq. (2.20) the second term is the
projector on the space of the zero modes. Moreover, if we consider an external current
Jt¯(t, t¯) and decompose it as follows:
Jt¯(t, t¯) = ∂t¯χ(t, t¯) + ia¯i[Im Ω]
−1
ij ω¯j(t¯) (2.21)
with
a¯i = i
∫
d2tωi(t)Jt¯(t, t¯)
we have:
∂z¯g
zz¯∂z¯
∫
d2tGzt(z, t)Jt¯(t, t¯) = ∂z¯χ¯(z, z¯) (2.22)
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A similar formula is valid for the component Gz¯w¯(z, w):
∂zg
zz¯∂z
∫
d2tGz¯t¯(z, t)Jt(t, t¯) = ∂zχ(z, z¯) (2.23)
showing the orthogonality of the propagator with respect to the harmonic components of
the gauge fields.
Now we notice that in eq. (2.12) the integral over the fields Aqu is gaussian. Therefore,
it is possible to eliminate the terms containing the interaction between the current jµ and
the fields Aqu performing a shift of the fields. To this purpose, we define new fields:
A′quz = A
qu
z +
e
2
∫
d2wGzw(z, w)Jw¯(w, w¯)
A
′qu
z¯ = A
qu
z¯ +
e
2
∫
d2wGz¯w¯(z, w)Jw(w, w¯)
Inserting the new fields A′qu in the action Squ given in eq. (2.13) we yield:
Squ =
∫
M
d2z
[
gzz¯∂z¯A
′qu
z ∂z¯A
′qu
z −
e2
2
jz¯(z, z¯)
∫
M
d2wGzw(z, w)jw¯(w, w¯)+
∫
M
d2zgzz¯∂zA
′qu
z¯ ∂zA
′qu
z¯ −
e2
2
jz(z, z¯)
∫
M
d2wGz¯w¯(z, w)jw(w, w¯)+
]
(2.24)
We notice that we have obtained eq. (2.24) integrating by part in eq. (2.13). This
is allowed because the fields Aqu and A′qu are orthogonal with respect to the harmonic
part. The Aqu are orthogonal by definition, while the fields A′quz and A
′qu
z¯ do not contain
any harmonic component due to the properties of orthogonality (2.22) and (2.23) of the
propagator. As a consequence, the operators ∂z and ∂z¯ in (2.13) act on a space of (0, 1)
and (1, 0) forms respectively which is orthogonal to the harmonic sector and we are free
to integrate by parts in eq. (2.13). Using the action (2.24) in eq. (2.12) and integrating
over the fields A′qu we get, apart from a constant factor:
Z[jµ] =
g∏
i=1
dθidφie
−SIeW [j] (2.25)
where
W [j] =
e2
4
∫
M
d2zd2w [jz¯(z, z¯)Gzw(z, w)jw¯(w, w¯) + jz(z, z¯)Gz¯w¯(z, w)jw(w, w¯)] (2.26)
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Now we substitute the above result in the path integral of the Schwinger model (2.6) after
performing the necessary change of coordinates (z, z¯)→ (x0, x1). The upshot is:
Z[Bµ] =
∫
Dψ¯Dψ
g∏
i=1
dθidφie
Seff (2.27)
where Seff is the action of the GTM:
Seff =
∫
M
d2x
√
g(x)
[
iψ¯γµ(x)
(
∂µ − ie(Bµ +Aharµ + AIµ)
)
ψ+
e2
4
∫
M
d2y
√
g(y)jµ(x)Gµν(x, y)j
ν(y)
]
(2.28)
Gµν(x, y) is the propagator of the gauge fields written in real coordinates. In terms of the
complex components (2.15) and (2.16) we have:
G11(x0, x1; y0, y1) = −G22(x0, x1; y0, y1) = Re[Gzw(z, w)]
G12(x0, x1; y0, y1) = G21(x0, x1; y0, y1) = −Im[Gzw(z, w)]
In the action (2.28), Gµν(x, y) plays the role of a relativistic potential through which the
fermionic currents interact. Thus Seff describes the effective theory of fermions after
removing the unphysical (in two dimensions) gauge degrees of freedom. The model associ-
ated to the action (2.28) has been already discussed in ref. [3] and we only notice that this
effective theory of the electrons can be viewed as a nonlocal generalization 2 of the massless
Thirring model [11]. As we will show, also this generalization is an integrable model. To
verify this, it is convenient to exploit the following formula, which is an extension to our
nonlocal case of the analogous formulas given in refs. [23], [24]:
exp
[
−1
4
∫
M
d2xd2y
√
g(x)
√
g(y)Gµν(x, y)
δ2
δBµ(x)δBν(y)
]
exp
[
−e
∫
M
d2x
√
g(x)jµBµ
]
=
exp
∫
d2x
√
g(x)
[
−ejµBµ − e
2
4
∫
M
d2y
√
g(y)Gµν(x, y)j
ν(y)jµ(x)
]
(2.29)
2 Local generalizations of this kind have been studied for example in ref. as a way for regu-
larizing the singularities of the gauge field theories. Here the regularization comes from the fact
that the space time is nonflat.
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The proof of this equation is straightforward (see appendix A). As a consequence of (2.29),
the path integral of the Schwinger model can be rewritten in this way:
Z[Bµ] = exp
[
−1
4
∫
M
d2xd2y
√
g(x)
√
g(y)Gµν(x, y)
δ2
δBµ(x)δBν(y)
]
∫
Dψ¯Dψ
g∏
i=1
dθiφiexp
[
−
∫
M
d2x
√
g(x)
(
iψ¯γµ(x)∂µψ + ej
µ(Bµ + A
har
µ +A
I
µ)
)]
(2.30)
The advantage of having used the formula (2.29) is that now the action in the fermionic
path integral becomes gaussian and it amounts to a chiral determinant:
det\D =
∫
Dψ¯Dψexp
[
−
∫
M
d2x
√
g(x)
(
iψ¯γµ(x)∂µψ + ej
µ(Bµ + A
har
µ + A
I
µ)
)]
(2.31)
where \D = γµ(x) (∂µ − ie(Bµ +Aharµ +AIµ)). Unfortunately, at least to our knowledge, the
above determinant has not yet been computed in the presence of gauge fields AIµ belonging
to a nontrivial topological sector. For this reason, we will set in the following AIµ = 0 in
eq. (2.31). Moreover, we need also some more informations about the external gauge field
Bµ. Here it is convenient to choose Bµ purely transverse:
Bµ(x) = ǫµν∂
νϕ
where ϕ is a real scalar field. The motivation of this choice is that in any case the lon-
gitudinal components of Bµ are physically irrelevant in the path integral (2.31) while the
harmonic part is already present through the fields Aharµ . Looking at eq. (2.31), we can
also conclude that the piece containing the harmonic components Aharµ factorizes from the
rest of the determinant. As a matter of fact, due to the orthogonality properties of the
Hodge decomposition [13], we have:
∫
M
d2x
√
g(x)jµAharµ =
∫
M
d2x
√
g(x)j
µ
harA
har
µ
where jµhar is the harmonic component of the current j
µ of eq. (2.21). This factorization
is evident also from the following formula, derived in [13], which gives the explicit form of
the determinant (2.31):
det\D = exp
[
− e
2
2π
∫
M
d2x
√
g(x)BµB
µ
](
det(ImΩ)A
det′△0
) 1
2
∣∣∣∣θ
[
u+ θ
v + φ
]
(0,Ω)
∣∣∣∣
2
(2.32)
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where A =
∫
M
d2x
√
g(x) represents the area ofM and det′△0 is the regularized determinant
(without the constant zero mode) of the laplacian△0. Moreover, θ
[
u+ θ
v + φ
]
(0,Ω) is a theta
function [26] of periods ui+ θi along the cycles Ai and periods vi+φi along the cycles Bi.
Inserting the determinant (2.32) in eq. (2.30) we get:
Z[Bµ] = Cexp
[
−1
4
∫
M
d2xd2y
√
g(x)
√
g(y)Gµν(x, y)
δ2
δBµ(x)δBν(y)
]
×
exp
[
− e
2
2π
∫
M
d2x
√
g(x)Bµ(x)B
µ(x)
]
(2.33)
with
C =
(
det(ImΩ)A
det′△0
) 1
2
∣∣∣∣θ
[
u+ θ
v + φ
]
(0,Ω)
∣∣∣∣
2
In order to compute Z[Bµ], we use a slight generalization of the formulas contained in [23]
showing, see appendix A, that the generating functional satisfies the following equation3:
∫
M
d2x
√
g(x)
(
δkµδ
(2)(z, x)− e
2
2π
Gkµ(z, x)
)
δ
δBµ(x)
Z[Bµ] = −e
2
π
Ak(z)Z[Bµ] (2.34)
To extract the explicit form of the generating functional Z[Bµ] from the above equation,
we need a kernel Mρk(y, z) with the property:
∫
M
d2z
√
g(z)M
ρ
k(y, z)
(
δkµδ
(2)(z, x)− e
2
2π
Gkµ(z, x)
)
= δρµδ
(2)(y, x) (2.35)
Eq. (2.35) can be solved by iteration supposing that
∣∣∣ e22pi
∣∣∣ << 1:
M
ρ
k(y, z) = δ
ρ
k(y, z)δ
(2)(y, z) +
e2
2π
G
ρ
k(y, z)+
∞∑
n=2
(
e2
2π
)n ∫
M
d2x1
√
g(x1) . . . d
2xn−1
√
g(xn−1)G
ρ
µ1
(y, x1)G
µ1
µ2
(x1, x2) . . .G
µn−1
k (xn−1, z)
(2.36)
Moreover, exploiting the fact that Gµν(x, y) = Gνµ(y, x), we can easily see that the fol-
lowing equation holds (see appendix A):
Mρk(y, z) =Mkρ(z, y) (2.37)
3 The symbol z used in the formula below and in the following is not a complex variable, but
represents the two real variables z0, z1 ∈ M .
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Applying to both sides of eq. (2.34) the operator
√
g(z)M
ρ
k(y, z) and integrating over z,
we arrive at the following expression for Z[Bµ]:
δ
δBρ(y)
Z[Bµ] = −e
2
π
∫
M
d2z
√
g(z)M
ρ
k(y, z)B
k(z)Z[Bµ] (2.38)
It is now easy to verify using the property (2.37) of the kernel Mρk(y, z) that the solution
of the above equation is given by:
Z[Bµ] = Z0exp
[
− e
2
2π
∫
M
d2zd2y
√
g(z)
√
g(y)Bρ(y)M
ρk(y, z)Bk(z)
]
(2.39)
This formula is the explicit expression of the generating functional Z[Bµ]. Deriving eq.
(2.39) in Bµ, we are able to compute the amplitudes between the currents (2.4). Still we
have to derive the partition function Z0. The explicit calculation is performed in appendix
B and here we just state the result:
Z0 = exp
[
−e
2
π
Tr log
(
M
ρ
k(y, z)
)]
(2.40)
where
−Tr log
(
M
ρ
k(y, z)
)
=
1
4
∫
M
d2x
√
g(x)Gkk(x, x)+
1
π
(e
4
)2 ∫
M
d2xd2z
√
g(x)
√
g(z)Gkρ(z, x)G
ρ
k(x, z) +
1
4
∞∑
n=2
1
4(n+ 1)
(
e2
2π
)n
×
∫
M
d2x
√
g(x)d2z
√
g(z)d2x1
√
g(x1) . . . d
2xn−1
√
g(xn−1)G
ρ
µ1
(x, x1) . . .G
µn−1
k (xn−1, z)G
k
ρ(z, x)
(2.41)
3. CONCLUSIONS
In this paper we have shown that the Schwinger model on a Riemann surface is
integrable in absence of topologically nontrivial gauge fields. The generating functional and
the partition function are given in eqs. (2.39) and (2.40) respectively. Many questions and
possible developments remain open. For example, it remains the problem of integrability
in the case of nontrivial line bundles. In fact, due to the presence of zero modes, it is
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difficult to compute the chiral determinant (2.31) explicitly when AIµ 6= 0. In this respect,
one of the advantages of our procedure is that, integrating over the gauge fields in the
path integral of the Schwinger model, we obtain the GTM, from which one can read many
of the properties of QED2, like the high energy behavior discussed above and investigated
in ref. [3], which exist also in the presence of topologically nontrivial gauge fields. It
is possible to extract these properties from the relativistic potential Gµν(x, y) governing
the electromagnetic interactions and whose components are explicitly given in eqs. (2.15),
(2.16).
It would also be interesting to see if the GMT defined in eqs. (2.27) and (2.28) can
be solved using the inverse scattering method [27]. The nonlocality of the model should
have nontrivial consequences on the form of the classical r−matrix.
Finally, we stress the fact that two dimensional models quantized on Riemann sur-
faces represent an important tool in order to study the effects of an external gravitational
background on the dynamics. For example, a Riemann surface with punctures which is
imbedded in three dimensions has a topology which is similar to that of a wormhole [28].
Moreover, the Riemann surfaces, having a very rich structure, are also very suitable to
investigate the possibility of creating quantum mechanical states in curved space-times.
As it is well known, in fact, in the canonical quantization of field theories new quantum
mechanical states can be generated due to the presence of diffeomorphisms which are not
deformable to the identity. In four dimensions these states have been called geons [29]. In
two dimensions, the Riemann surfaces with crystallographic group of symmetry provide
an excellent way of reproducing this effect. Moreover, the advantage of working in two
dimensions is that one can also explicitly construct the quantum mechanical states induced
by the topology. This has been done in refs. [28] and [30] for some simple conformal field
theories and considering the crystallographic groups Zn and Dn. We hope that the explicit
form of the partition function and of the generating functional computed here will allow
the extensions of these results to the more physical Schwinger model.
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Appendix A.
First of all, we prove the formula (2.29):
exp
[
α
∫
M
d2xd2y
√
g(x)
√
g(y)Gµν(x, y)
δ2
δBµ(x)δBν(y)
]
exp
[
β
∫
M
d2u
√
g(u)jσ(u)Bσ(u)
]
=
∞∑
n=0
1
n!
[
α
∫
M
d2xd2y
√
g(x)
√
g(y)Gµν(x, y)
δ2
δBµ(x)δBν(y)
]n
exp
[
β
∫
M
d2u
√
g(u)jσBσ
]
(A.1)
Using now the fact that:
[∫
M
d2xd2y
√
g(x)
√
g(y)Gµν(x, y)
δ2
δBµ(x)δBν(y)
]
exp
[
β
∫
M
d2u
√
g(u)jσBσ
]
=
β2
∫
M
d2xd2y
√
g(x)
√
g(y)Gµν(x, y)j
µ(x)jν(y)
and applying it to eq. (A.1), we obtain:
exp
[
α
∫
M
d2xd2y
√
g(x)
√
g(y)Gµν(x, y)
δ2
δBµ(x)δBν(y)
]
exp
[
β
∫
M
d2u
√
g(u)jσ(u)Bσ(u)
]
=
exp
[
αβ2
∫
M
d2xd2y
√
g(x)
√
g(y)Gµν(x, y)j
µ(x)jν(y)
]
exp
[
β
∫
M
d2u
√
g(u)jσBσ
]
Setting α = −14 and β = −e, one recovers exactly eq. (2.29).
Now, we derive eq. (2.34) using a slight generalization of the functional formulas of
[23]. Setting C = 1 in eq. (2.33), we consider the functional
δZ[Bµ]
δBk(z)
:
δZ[Bµ]
δBk(z)
= −e
2
π
exp
[
−1
4
∫
M
d2xd2y
√
g(x)
√
g(y)Gµν(x, y)
δ2
δBµ(x)δBν(y)
]
×
Bk(z)exp
[
− e
2
2π
∫
M
d2x
√
g(x)gµνBµBν
]
(A.2)
To simplify this equation, we have first to introduce the operators
S(β) = exp
[
−β
∫
M
d2xd2y
√
g(x)
√
g(y)Gµν(x, y)
δ2
δBµ(x)δBν(y)
]
13
and S−1(β) = S(−β), where β is an arbitrary parameter. Now we compute:
d
dβ
[
S(β)Bk(z)S−1(β)
]
=
−S(β)
[∫
M
d2xd2y
√
g(x)
√
g(y)Gµν(x, y)
δ2
δBµ(x)δBν(y)
, Bk(z)
]
S−1(β) (A.3)
where [, ] denotes the usual commutator. The derivation of the commutator contained in
eq. (A.3) is simple and yields:
[∫
M
d2xd2y
√
g(x)
√
g(y)Gµν(x, y)
δ2
δBµ(x)δBν(y)
, Bk(z)
]
= 2
∫
M
d2x
√
g(x)Gkµ(z, x)
δ
δBµ(x)
Therefore, using the fact that S(β)S−1(β) = 1, eq. (A.3) becomes:
d
dβ
[
S(β)Bk(z)S−1(β)
]
= −2
∫
M
d2x
√
g(x)Gkµ(z, x)
δ
δBµ(x)
Integrating this equation in β between 0 and 14 , we get:
[S(
1
4
), Bk(z)] = −1
2
∫
M
d2x
√
g(x)Gkµ(z, x)
δ
δBµ(x)
S(
1
4
)
Applying this equation to eq. (A.2), we have:
δZ[Bµ]
δBk(z)
= −e
2
π
[
Bk(z)− 1
2
∫
M
d2x
√
g(x)Gkµ(z, x)
δ
δBµ(x)
]
Z[Bµ]
which is clearly equivalent to eq. (2.34) after setting:
δZ[Bµ]
δBk(z)
=
∫
M
d2x
√
g(x)δkµδ
(2)(z, x)
δZ[Bµ]
δBµ(x)
Finally, we verify eq. (2.37). To this purpose, we exploit the explicit form of Mρk(y, z)
given in eq. (2.36). At the zeroth and first order in e
2
2pi , the proof of eq. (2.37) is trivial.
At the n−th order, n ≥ 2, we use the property Gµν(x, y) = G µν (y, x) in order to rewrite
the n−th element of Mρk(y, z) as follows:
∫
M
d2x1 . . . d
2xn−1
√
g(x1) . . .
√
g(xn−1)G
ρ
µ1
(y, x1)G
µ1
µ2
(x1, x2) . . .G
µn−1k(xn−1, z) =
∫
M
d2x1 . . . d
2xn−1
√
g(x1) . . .
√
g(xn−1)G
ρ
µ1
(x1, y)G
µ1
µ2
(x1, x2) . . .
Gµn−2µn−1(xn−2, xn−1)G
kµn−1(z, xn−1) (A.4)
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Now, we lower and rise the summed indices µ1 . . . µn−1 in eq. (A.4) as follows:
G ρµ1 (x1, y)→ Gµ1ρ(x1, y) Gµiµi+1(xi, xi+1)→ G µi+1µi (xi, xi+1)
Gkµn−1(z, xn−1)→ Gkµn−1(z, xn−1)
Finally, we change the name of the variables setting xn−i = xi and xi = xn−i. Combining
these two actions together, we have:
Mρk(y, z)
∣∣
n−th
order
=
∫
M
d2x1 . . . d
2xn−1
√
g(x1) . . .
√
g(xn−1)G
k
µ1
(z, x1)G
µ1
µ2
(x1, x2) . . .
Gµn−2µn−1(xn−2, xn−1)G
µn−1ρ(xn−1, z) ≡ Mkρ(z, y)
∣∣
n−th
order
This concludes our proof of eq. (2.37).
Appendix B.
In this appendix we derive the partition fuunction Z0 given in eq. (2.40). To this
purpose (see [23]), we consider the following functional:
Z0(β) = exp
[
−β
∫
M
d2xd2y
√
g(x)
√
g(y)Gµν(x, y)
δ2
δBµ(x)δBν(y)
]
×
exp
[
− e
2
2π
∫
M
d2x
√
g(x)BµB
µ
]∣∣∣∣
Bµ=0
After a simple calculation we find:
d
dβ
Z0(β) = −
[∫
M
d2xd2y
√
g(x)
√
g(y)Gµν(x, y)
δ
δBµ(x)
δZ0(β)
δBν(y)
]
Bµ=0
Now we exploit eq. (2.38) in order to evaluate the functional δZ0(β)
δBν(y)
. Substituting the
result in the above equation and recalling the fact that at the end we have to put Bµ = 0
everywhere, we obtain:
d
dβ
logZ0(β) = −e
2
π
∫
M
d2xd2y
√
g(x)
√
g(y)Gµν(x, y)M
νµ
β (y, x) (B.1)
In the above equationMνµ(y, x) is defined as in eq. (2.36) after the substitution
e2
2pi → e
2β
2pi .
Integrating both sides of eq. (B.1) in β between 0 and 1 we have:
Z0(β = 1) = Z0(β = 0)exp
[
−e
2
π
∫
M
d2xd2y
√
g(x)
√
g(y)Gµν(x, y)
∫ 1
0
dβM
νµ
β (y, x)
]
Since the primitive in β of Mνµβ (x, y) is zero when β = 0, it is clear that Z0(β = 0) = 1.
Remembering that Z0(β = 1) ≡ Z0 we obtain eq. (2.41).
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