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ABSTRACT 
 
The purpose of this study is to compare the results of paper and online evaluations. The following 
analysis examines data from six departments of the School of Business Administration during a 
programmed switch from paper to online evaluations. The courses that participated in this study 
were divided and compared in the following manner: advanced and core classes, large and small 
sections, and courses taught by full-time and part-time faculty. The data was collected over a 
one-year period and contrasts the Spring 2008 and 2009 semesters, during which a total of 4,424 
evaluations were reviewed.  In addition, data on the years from 2005 to 2008 are provided as a 
comparison benchmark of typical responses collected when paper evaluations were used. The 
conclusions of this study show that while a drop in response rate did occur when the switch was 
made, no significant change in instructor and course ratings was observed. Furthermore, the 
students who did complete online evaluations provided lengthier and more numerous comments.  
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INTRODUCTION 
 
s incoming students become an increasingly technologically advanced group, Universities have had 
to revise and update the way they deliver business education.  At the School of Business 
Administration (SBA) at Loyola University Chicago, recent developments in classroom technology 
are a testament to this belief: classrooms are equipped with computers, projectors, internet access, Wi-Fi, and clicker 
systems. All courses have a Blackboard presence.  During the previous academic year, several courses conducted a 
disaster preparedness scenario to see whether they could, in the event of a medical crisis, for example, switch from 
in-class to online delivery and back again into in-class instruction seamlessly. These advancements have paved the 
way for a more technologically conscious and up-to-date brand of education. The adoption of online course 
evaluations is considered to be a logical step in this direction.   
 
Teacher Course Evaluations (TCE) are used in most universities to assess teaching effectiveness. The 
summarized TCE results not only help faculty members improve their teaching, but they also serve as a basis for 
promotion, tenure, salary, and merit considerations. The recent introduction of online evaluations has made this 
process more efficient. However, while an increasing number of academic institutions have replaced traditional 
paper evaluations with the new online forms, many instructors are concerned that adopting online evaluations will 
increase both the potential for low response rates and the likelihood of non-response bias.  
 
Research on online evaluations has yielded a wide range of results; response rates have been very good in 
some cases and abysmal in others.  Reports from studies have shown a wide range of results, with rates anywhere 
from a high of 89% to a low of 31% (Anderson et al (2005), Dommeyer et al (2002, 2003), Layne et al (1999), 
Liegle and McDonald (2004), Norris and Conn (2005), Schawitch (2005), Thorpe (2002)).  Northwestern University 
moved to online evaluations in 1999 and reported that by 2003 (Hardy, 2003), despite the volume of responses being 
slightly lower, the number of comments had increased both in number and usefulness. Donovan et al. (2006) found 
that students who completed the online evaluations wrote more comments.  
 
Whether or not online evaluations yield a different breakdown in positive and negative results cannot be 
ascertained as of yet. Some studies have shown an increase in positive results (Carini et al (2003), Thorpe (2002)), 
while others found no change (Layne (1999), Liegle and McDonald (2004)). Still other studies demonstrated an 
increase in negative evaluations (Donovan et al (2006)). Finally, other studies found the responses to be equivalent 
A 
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to the opinions expressed on the popular website RateMyProfessor.com (Brown, Baillie, and Fraser (2009)).  Rhea 
et al (2007) compared evaluations collected in face-to-face courses to those from on-line courses and found that 
students filling out the evaluations in the former offered more constructive comments, while the evaluations for 
online courses offered more praise and destructive comments.   
 
The relationship between instructor ratings and other variables has also been studied.  Hoffmann and 
Oreopoulos (2009), in a study that included 32,666 students and 1,844 instructors in first-year classes, discovered 
almost no relationship between the students’ evaluation of instructors and the instructor’s rank, faculty status, or 
research focus.  The findings of Pan et.al. (2009)  demonstrated that high ratings are not dependent on small class 
size or the expectation of high grades.  In contrast, Carrell and West (2008) found that student evaluations of 
professors are positively related to course achievement in introductory courses. Boysen (2008), on the other hand, 
stated that only eight percent of students said they gave an instructor a lower evaluation because they were getting a 
low grade.  Hills et al (2009) suggest that the significance of different items on a student evaluation varies by 
gender, major, and class.  Clayson (2009) concluded that there is a small relationship between learning and 
evaluations that is situational.  
 
The wide range of results from past research, as such, did not provide any not conclusive prediction about 
the outcome of switching from paper to online course evaluations. With respect to the SBA, the first concern 
anticipated was the drop in response rates when converting to online evaluations. Although some studies had 
reported no change in response rates, the majority found a decrease. A second area of focus was course and 
instructor ratings; some faculty expressed concern that their ratings would decrease since students typically used 
online formats to complain, not praise. In other words, students who were happy with the course delivery would be 
the ones not to respond.  The last concern was the comments made by the students.  Were students going to be more 
likely to provide comments on the open-ended questions? Would students spend more or less time on this important 
(to instructors) part of the questionnaire?    
 
In order to evaluate these questions, this study compares the response rate, instructor and course rating, and 
student comments provided by these two methods of course evaluations. A baseline for comparison between the two 
methods was established, which includes data collected from both the transition year (during which the programmed 
switch to online evaluations occurred) and the four years preceding the switch.  Monitoring the change in responses 
and ratings over multiple years not only allows for a more concrete analysis of yearly fluctuations, but it also helps 
put the transition year in perspective. Furthermore, to increase the scope and comprehensiveness of the study, all 
faculty and courses in the undergraduate program were included. Furthermore, the collected data was sorted by 
dividing the courses participating in the study as such: advanced and core classes, large and small sections, and 
courses taught by full-time and part-time faculty.  
 
DATA SET 
 
Evaluations are conducted for each course/section at the end of each semester. The questionnaire used by 
the SBA contains 20 multiple choice questions rated on the Likert-scale from 1 (strongly disagree, or very poor, 
depending on the format of the statement) to 5 (strongly agree, or excellent). The last two questions, of most interest 
to the faculty, are those which ask the student to give an overall rating of the instructor and the course.  These 
multiple choice questions are followed by three open-ended response questions, prompting students to identify the 
best aspects of the course, possible areas of improvement, and any other comments. As such, the data set for this 
study is derived from these portions of the evaluations.    
 
The switch to online forms occurred for the Spring 2009 term.  Core classes are taught both in Fall and 
Spring terms, but many of the advanced classes are held during only one of the semesters.  Thus, we used only 
Spring paper evaluations as a point of comparison.  The included data covered the years from 2005 through 2009 
and was taken from the set of classes taught in the Undergraduate division. In order to make the data set as 
comparable as possible, only classes offered in consecutive Spring terms and faculty who taught in the same 
consecutive Spring terms were used in the comparison. In other words, when comparing 2005 and 2006, for 
example, only faculty who taught both years and courses offered both years were used in calculating any changes 
from 2005 to 2006.  
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Furthermore, classes are divided by size in the following manner:  below 50 (small) and 50-and-above 
(large). Large classes were not used prior to 2007, so this class-size comparison occurs only in the last two pairs of 
years. The number of sections analyzed in each pair of years along with the number of student evaluations used in 
the analysis are shown in Table 1. 
 
 
Table 1:  Count of Sections and Responses used in Analysis 
 2005 to 2006 2006 to 2007 2007 to 2008 2008 to 2009 
Number of Sections 152 138 185 182 
Number of Responses 3701 3728 5308 4424 
  
 
The data set also includes course descriptive information such as department, number of enrolled students, 
whether the instructor is full-time or part-time, and the number of valid responses received.  The final data set 
contained evaluations from years 2005 through 2009, representing 67 separate instructors and 66 courses taught in 
the SBA (14 of these are core, the remainder advanced).  The percent of representation across the subcategories is 
shown in Table 2. 
 
 
Table 2:  Percent of Sections in Each Sub-category 
  2005 to 2006 2006 to 2007 2007 to 2008 2008 to 2009 
Advanced 36 46 46 47 
Core 64 54 54 53 
Full-time 96 83 72 84 
Part-Time 4 17 28 16 
Large N/A N/A 34 39 
Small N/A N/A 66 61 
 
 
RESPONSE RATES 
 
We anticipated a drop in response rate as this had been reported in a number of other studies, but we 
wanted to take this analysis one step further and analyze the change by class type. The changes in response rates 
between the pairs of years are shown below in Table 3.  
 
 
Table 3:  Change in Response Rates for Each Pair of Spring Terms 
 Response Rate Percent Change From 
 
2005 to 2006 
Paper to paper 
2006 to 2007 
Paper to paper 
2007 to 2008 
Paper to paper 
2008 to 2009 
Paper to online 
Total 1.51 -0.49 0.72 -25.99 
Advanced 2.39 -3.16 0.23 -21.63 
Core 0.98 1.25 1.17 -29.55 
Full-time 1.71 -0.43 -0.39 -24.57 
Part-time -3.48 -0.72 3.62 -33.56 
Large --- --- 3.13 -25.09 
Small 1.51 3.40 -0.52 -26.45 
 
 
The overall response rates during the paper-to-paper years (from 2005 to 2008) show a normal up and 
down fluctuation of up to 3 ½ percent across all categories. The change from paper to online shows a large drop 
across all categories.  Although anticipated, this is an area we want to improve significantly. The subcategory 
breakdown shown in the above table indicates there was a greater drop in the response rates in core classes, part-
time faculty, and in smaller classes. 
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The correlations between the response rates, ratings, and class size for the years in which large classes were 
taught are shown in Table 4.  The correlations between response rate and class size across all three years are small 
and negative.  
 
 
Table 4:  Correlation between Response Rate and Several Variables 
Variables 2007 2008 2009 
Class Size -0.35 -0.11 -0.18 
Instructor Rating 0.34 0.25 0.37 
Course Rating 0.32 0.27 0.37 
 
 
Instructor and course ratings have positive, though not large, correlations with response rates, and they are 
slightly lower during 2008 than in 2007 or 2009.   Based on this, response rates do not have strong relationships with 
the instructor rating, course rating, or class size. 
 
INSTRUCTOR AND COURSE RATINGS 
 
In addition to response rates, we wanted to see whether students gave lower instructor and course 
evaluations in online evaluations than they did in paper evaluations. Also, we wanted to compare these changes to 
those seen in the paper-to-paper sets of years.  Average scores for both instructor and course can vary from 1 (poor) 
to 5 (excellent).  We calculated the difference in average from year to year.  The results for these differences are 
shown in Table 5. Note that the value of 0.02 for the Total from 2005 to 2006 means that the average instructor 
rating for all courses in spring 2006 was 0.02 higher than that of all the courses in spring 2005.  As seen in Table 5, 
all changes, whether positive or negative, are below 0.15. In the paper to electronic year, there was also a drop in 
overall instructor ratings, but this accounted for less than two percent.  Although a slight drop was seen for both full-
time and part-time faculty, in both core and advanced classes, the ratings for the instructors of larger classes actually 
increased by one percent. It is important to note that the changes in instructor ratings observed from paper-to-online 
evaluations are similar to the variations observed within the paper-to-paper evaluation years. 
 
 
Table 5:  Change in Ratings for Instructor 
 Instructor Average Change From 
 2005 to 2006 2006 to 2007 2007 to 2008 2008 to 2009 
Total 0.02 0.03 -0.08 -0.07 
Advanced 0.12 0.03 0.01 -0.04 
Core -0.03 -0.01 -0.13 -0.07 
Full-time 0.03 0.05 -0.07 -0.08 
Part-time -0.13 -0.11 -0.10 -0.11 
Large --- --- 0.00 0.05 
Small 0.00 0.09 -0.12 -0.15 
 
 
As shown in Table 6, course ratings during the paper years indicate a mix of small up and down moves, all 
less than 0.15.  In comparing the course ratings from 2008 to 2009, there was an insignificant drop of three-quarters 
of a percent overall.  This drop was seen in classes taught by both full-time and part-time faculty in both advanced 
and core areas, but was more specifically concentrated in smaller classes.  Classes of 50 or more students showed an 
increase in course rating from 2008 to 2009. Again, the variations in the observed course ratings from paper-to-
online evaluation year (2008 to 2009) are similar to the year to year variations observed prior to online evaluation in 
2009.  
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Table 6:  Change in Ratings for Course 
 Course Average Change From 
 2005 to 2006 2006 to 2007 2007 to 2008 2008 to 2009 
Total 0.00 0.01 -0.04 -0.03 
Advanced 0.08 -0.04 0.10 -0.02 
Core -0.04 0.03 -0.15 -0.01 
Full-time 0.00 0.01 -0.01 -0.03 
Part-time -0.01 0.02 -0.13 -0.07 
Large   -0.01 0.01 
Small 0.00 0.05 -0.06 -0.06 
 
 
We wanted also to look closer at all courses taught in the Spring of 2009, the term where all evaluations 
were done online.  For this more specific analysis, we looked at all classes, regardless of whether they had been 
taught before or whether the faculty was new or not.  These results for the response rate, instructor rating, and course 
rating are shown in Table 7.  This table gives the average score across all sections of classes.  Then, for each 
subcategory, the table displays the difference in that subcategory from the average score.  For example, the average 
response rate over all classes was 44.15, but advanced classes averaged 3.38 points higher.   
 
 
Table 7:  All Spring 2009 Courses, with Sub-Categories Compared to Average 
 Response Rate Instructor Rating Course Rating 
Average Score - All  44.15 4.19 4.08 
Advanced 3.38 0.16 0.16 
Core -3.38 -0.16 -0.16 
Full-time 1.01 0.09 0.07 
Part-time -1.92 -0.18 -0.12 
Class >=50 -2.51 0.05 -0.02 
Class <  50 1.49 -0.03 0.01 
 
 
The observed differences within core and advanced classes, regardless of the subcategory, are noticeably 
consistent.  The advanced class numbers are all slightly higher than average, and the core class numbers are slightly 
lower.  A similar result occurs in the full-time (slightly higher) and part-time (slightly lower) results. However, for 
class size, there is a mixed result.  Larger classes had a lower than average response rate, while smaller classes had a 
slightly higher response rate.  The instructor rating for large classes was slightly higher with a lower than average 
course rating.  The reverse occurred in small classes.   
 
COMMENTS BY STUDENTS 
 
In addition to 20 multiple choice questions, students were asked the following essay type questions: 
 
 Question 1.  What were the best aspects of this course? 
 Question 2.  How would you improve this course? 
 Question 3.  What other comments do you have? 
 
Among those who completed the online evaluations in Spring 2008 and 2009, the percentage of students 
providing comments in the essay type questions is given in Table 8.  When compared to the students who provided 
comments in paper evaluations, approximately 19% more of the students provided comments in online evaluations. 
 
 
Table 8:  Percentage of Responses to Essay-Type Questions 
  Question 1 Question 2 Question 3 
Online (Spring 2009) 59.4 50.9 37.6 
Paper (Spring 2008) 49.5 40.8 33.7 
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Table 9 gives the average number of words written in the comments to the essay-type questions. The 
average number of words written in online comments was about 149% greater than the average number of words 
written in paper evaluations. 
 
 
Table 9:  Average Number of Words Written per Student 
 Question 1 Question 2 Question 3 
Online (Spring 2009) 19.64 23.80 27.29 
Paper (Spring 2008) 8.10 9.46 10.74 
 
 
CONCLUSIONS AND FUTURE PLANS 
 
The primary concern in switching to an electronic survey system was that response rates would be lower.  
This proved to be true.  Compared to the previous paper evaluation years, we observed a drop of about 25 percent in 
responses during the online evaluation switch of 2009.  
 
The second concern was that online evaluations would result in lower instructor and course rankings. 
Faculty had expressed a belief that average ratings of instructors and courses would be lower due to decreased 
participation. Furthermore, many believed students would only use the anonymity of the online evaluations to voice 
complaints.  We did not see any significant drop in either area. The observed variation in average instructor ratings 
was down by 0.15, and course ratings were down by 0.03 during the online evaluation switch. However, similar 
fluctuations were observed in the previous years when paper evaluations were used.  
 
The third concern dealt with the comments provided by students to the open-ended questions. This study 
has shown that the students who completed the online evaluations wrote more comments and provided lengthier 
feedback in their statements. 
 
As other studies have also noted, we need to address the issue of lower response rates. There are a number 
of measures other schools have tried to rectify this problem, and we have a committee looking into ways in which 
student interest and involvement in the process can be increased. Moreover, although the average response rate in 
online evaluations was lower than that of the paper evaluations, there were significant differences in the response 
rates among different courses, with response rates varying from 22 to 76 percent for individual courses in online 
evaluations. Further study is necessary to understand the reasons for these large fluctuations. This, in turn, will 
provide us with a better understanding of how to increase the overall response rate.  
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