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An extended electron model fully recovers many of the experimental results of quantum mechanics while it avoids many
of the pitfalls and remains generally free of paradoxes. The formulation of the many-body electronic problem here
resembles the Kohn-Sham formulation of standard density functional theory. However, rather than referring electronic
properties to a large set of single electron orbitals, the extended electron model uses only mass density and field
components, leading to a substantial increase in computational efficiency. To date, the Hohenberg-Kohn theorems have
not been proved for a model of this type, nor has a universal energy functional been presented. In this paper, we address
these problems and show that the Hohenberg-Kohn theorems do also hold for a density model of this type. We then
present a proof-of-concept practical implementation of this method and show that it reproduces the accuracy of more
widely used methods on a test-set of small atomic systems, thus paving the way for the development of fast, efficient
and accurate codes on this basis.
INTRODUCTION
Orbital-free density functional theory has the capacity to
vastly increase the computational efficiency of electronic
structure calculations1–5. However, a general kinetic energy
functional has remained elusive6–10. In early formulations,
the kinetic energy was approximated by an interpolation be-
tween the Thomas-Fermi functional and the von Weizsa¨cker-
type gradient expansion. In modern density functional the-
ory (DFT) methods this typically requires the implementa-
tion of the Kohn-Sham (KS) method11, which involves de-
composing the density into a set of single electron orbitals.
As a result, electronic structure simulations are significantly
more expensive computationally. Recent improvements in
the efficiency have been made using massively parallel ap-
proaches and highly optimized algorithms12. Sparse matrix
techniques13 have been employed to reduce the scaling signif-
icantly and various order-N approaches14,15 have introduced
linear scaling DFT to systems with non-zero band gaps. In all
these methods, however, the fundamental need to treat each
electron separately has not been overcome.
Recently, orbital-free DFT has been shown to be tractable
with machine-learning routines by the Burke group16. How-
ever, in this case, the limitation is that the method so far only
works for a distinct number of atoms and a distinct number of
electrons. Removing the restrictions on these numbers, mak-
ing such an approach truly general, still seems to be beyond
current methods.
An extended electron model, by contrast, reformulates the
many-body problem for a general fermionic distribution of
charge and spin on the basis of real and extended electrons, so
the ensuing mathematical formalism is linearly scaling from
the outset17. The method fully recovers the formulation of
quantum mechanics in terms of the Schro¨dinger equation17
a)Electronic mail: Thomas.Pope2@newcastle.ac.uk
and avoids many of the paradoxes that arise from the Copen-
hagen interpretation18, but so far it has not been shown that
the Hohenberg-Kohn (HK) Theorems19, which underpin DFT,
apply also to a system composed of unique mass and spin den-
sities. Here, we present a short introduction to the extended
electron framework in the context of many-body electronic
structure calculations and arrive at a set of equations that are
formally equal to the KS equations of DFT. But while the KS
approach entails a sum over many single electron orbitals, the
extended electron approach is simplified to a sum over two
densities. Subsequently, we present a general formulation of
the many-body problem and show that the HK theorems are
satisfied. Finally, a proof-of-concept implementation is pre-
sented and shown to reproduce the results of other methods
for a test-set of small atomic systems.
AN EXTENDED ELECTRON MODEL
There are many attempts to model an electron as something
other than a point particle with an intrinsic momentum in the
literature. For example the approaches by de Broglie-Bohm20
or Hestenes21, where the electron has been linked to a field-
like construct. But applying a strict physical reality to the
wavefunction, while retaining the mechanical properties of a
point particle, seems to lead inevitably to non-local poten-
tials22. Moreover, recent advances in the precision in STM
measurements23 have been shown to violate the Heisenberg
uncertainty relations24, which makes it difficult to retain the
view that the density is a statistical quantity. But if it is not
a statistical quantity, then the electron must be an extended
object in space. In the proposed extended electron model we
relax the assumption that the electron is a point particle and
instead model it as an extended density distribution from the
very outset, much in line with the common practice in DFT,
but with the extension into the domain of single electrons. In
this context, the densities measured in STM experiments are
not probability densities, but physically real number densities.
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2The wave properties observed, rather than being properties
of an underlying wavefunction, are then simply real physical
properties of electrons in motion and are contained in spatially
extended density oscillations.
Energetically, these oscillations are supplemented by equal
and opposite oscillations in a second density parameter as-
sociated with the field components. In order to model this
behaviour, we use the framework of geometric algebra25,26.
We postulate that an electron has intrinsic electromagnetic
potentials associated with the vector of motion, ev . The di-
rection of the electric, E, and magnetic, H, fields are given
by unit vectors, eE and eH respectively, that are perpendicu-
lar to one another and to the vector of motion (see figure 1).
Within the framework of geometric algebra, the product of
these two vectors is a bivector, with anticommutative proper-
ties, eHeE = −eEeH . Finally, the product of three perpen-
dicular vectors is the so-called pseudoscalar, i, which when
multiplied by a vector gives a bivector plane perpendicular
to that vector, iev = eEeH . We may now define an effec-
tive spin vector, eS , which multiplies with the pseudoscalar to
give the bivector plane of the two electromagnetic potentials
with either the clockwise or anti-clockwise handedness. Thus
the spin vector may be parallel or anti-parallel to the vector of
motion. An additional phase must also be added to account
for the energy conservation of electrons at the local level17,
but for simplicity, we set this term to zero in our notation.
ev
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FIG. 1. Schematic of electron spin and field vectors (S, eE , and
eH ,respectively) and the vector of motion, ev , for an electron, with
both the parallel (left) and antiparallel (right) behaviour. The direc-
tion of the electron spin vector, S±, is shown by the short arrows on
the ev axis in both cases.
We define a Poynting-like vector, consisting of the the spin
density and the spin unit vector, ieSS = EH. The spin density
is the energy density of the field components of the electron.
Finally, the effective wavefunction is a multivector27 given in
terms of the mass density, ρ, the spin density and the direction
of the spin vector,
Ψ(r) = ρ
1/2(r) + ieS(r)S
1/2(r) . (1)
The duality operation, Ψ†, is represented by a change in the
helicity of the bivector term and, hence, a change in sign of
the spin vector. The product of Ψ and Ψ† complies with the
Born rule and corresponds to the inertial number density of
the electron, ΨΨ† = ρ + S = ρ0. Thus, the wave properties
are related to oscillations in the mass density of the electron,
which are supplemented by equal and opposite oscillations in
the spin density, S˙ = −ρ˙.
A model of this type has several advantages compared to
the standard model of a point-like electron, even before the
marked improvement in computational efficiency is consid-
ered. Crucially, it is built from measurable components -
namely mass density and field components. This provides
more insight and leads to a higher level of scrutiny than
the fundamentally immeasurable wavefunction of the Copen-
hagen interpretation. For example, while in the standard ap-
proach, spin is modelled using a spinor operated on by the
Pauli matrices28, in the extended electron model, the spin
vector is contained in the bivector term of the wavefunction
and, within the framework of geometric algebra, the bivector
components automatically reproduce Pauli algebra29. While
the model explicitly contains the spin as a vector variable, it
is configured mathematically in such a way as to enable us
to maintain isotropy with respect to rotations in the bivec-
tor plane perpendicular to that vector. Since this direction is
due to the motion of the electron, a statistical manifold of an
equal number of spin-up and spin-down electrons will remain
fully isotropic. This allows to reproduce the results of Stern-
Gerlach type experiments17,30 and even resolve the Einstein-
Podolsky-Rosen paradox18,31.
MANY-BODY PROBLEM
In a general system composed of many electrons the Hamil-
tonian, within the extended electron model, is composed of
four terms, which respectively represent the kinetic energy,
the fixed external field due to the nuclei, the combined Hartree
and cohesive potential and the bivector potential17,
H = −1
2
∇2 + vext + veff + iebvb = hˆ0 + iebvb. (2)
The kinetic term, the Hartree-cohesive potential and the
bivector potential are all universal potentials given by the den-
sity properties of the electron alone. The Hartree-cohesive
potential is due to Coulomb interaction. The bivector poten-
tial concerns the field-mediated contribution, which includes
any electron-electron interaction not captured by the Hartree-
cohesive potential - for example, the exchange potential. And
the kinetic energy is given by the Laplace operator acting on
the mass and spin densities. The only system-specific poten-
tial is the external potential due to the nuclei, which is defined
in the same way as in standard DFT methods. For simplic-
ity, we collect all but the bivector potential into a Hamiltonian
operator, hˆ0 so that the Schro¨dinger equation is given by,(
hˆ0 + iebvb
)
Ψ = µΨ (3)
We may decompose the equation into scalar and bivector
components, considering that the Laplacian is a scaler differ-
ential operator and that the geometric product of vectors yields
a scalar dot product and a bivector wedge product,
hˆ0ieSS
1/2 − eb ∧ eSvbS1/2 + iebvbρ1/2 = µieSS1/2, (4)
hˆ0ρ
1/2 − eb · eSvbS1/2 = µρ1/2. (5)
3The difference between this formalism and that of standard
DFT is not simply a potential term of the same general form
as the effective or external potential. In the scalar part, we
have an additional term which will act as a source for the
electron density distribution. This source term depends on the
direction of the bivector potential as well as the field compo-
nents of electron motion. Thus, the bivector part introduces
directional effects into the density equation, and couples den-
sity and field components. Strictly speaking, we expect that a
Galilean boost factor will also be needed to deal with the prob-
lem of Galilean invariance - similar to the boost factor used in
the Schro¨dinger equation32. For simplicity, we assume a static
frame and set this additional term to zero.
We note that the two coupled equations only have a solution
if the direction of the spin is parallel to the direction of the
bivector potential, eS = eb, or if the direction of the bivector
is antiparallel, in which case the sign of the potential is re-
versed. This feature is also present in standard formulations
of the problem; the interaction with external fields breaks the
isotropy of spin. However, while exchange interactions are
not directional from the outset, the bivector potential clearly
is, which indicates that there is a more direct connection in the
present framework between magnetic properties and magnetic
interactions. Here, the existence of a directional crystal field
forces alignment of the electron spin.
Finally, we arrive at a set of equations that are formally
equal to the KS equations in DFT, but while the KS equations
describe single electron orbitals, these directly describe the
square root of the mass and spin densities,(
hˆ0 −vb
vb hˆ0
)(
ρ1/2
S1/2
)
= µ
(
ρ1/2
S1/2
)
. (6)
The bivector potential serves to tie the two density equations
together. If we set the potential to zero, the two densities are
essentially independent.
Multicomponent generalizations of DFT have existed al-
most as long as DFT itself. The most widely used is, of
course, spin-polarized DFT, where electrons of different spin
are modelled using separate density terms. But it has also been
used to model electron-hole drops in semiconductors33,34,
where both quantum objects are modelled using a set of KS
equations that interact via a potential. Finally, it can be used
to model the electron-positron interaction35 by, again, treating
the two physical objects with two sets of KS equations. In all
cases, the need to treat the densities as a sum of single-object
wavefunctions is still present. Multicomponent DFT has also
been used to relax the Born-Oppenheimer approximation by
modelling both the electrons and the nuclei as quantum ob-
jects with associated density parameters36. Again, the elec-
trons are decomposed into single-electron wavefunctions for
accuracy. In all cases, these examples seek to model two dis-
tinct quantum objects using two density parameters, while in
the extended electron model, two physical properties of a sin-
gle quantum object are being modelled. In addition, the ex-
amples typically adhere to the KS implementation of DFT,
with the obvious caveat that there are now two interacting sets
of KS equations. The need to treat the densities as a sum of
single-object wavefunctions is still present. By contrast, the
extended electron model replaces the KS equations entirely
with a simple two-density problem.
Here, we introduce a form for the kinetic energy that is sim-
ilar to the von Weizsa¨cker functional, where rather than acting
on the sum of the densities, the Laplace operator acts on each
density individually,
TX = X 1/2
(
−1
2
∇2
)
X 1/2 (7)
We then multiply the two density equations by the square root
of either the mass or spin density respectively,
Tρ+ (vext + veff − µ) ρ−vb (Sρ)1/2= 0, (8)
TS+(vext + veff − µ)S+vb (Sρ)1/2= 0, (9)
By summing the two equations, or subtracting the latter from
the former, we find respectively
Tρ + TS + (vext + veff − µ) (ρ+ S) = 0, (10)
Tρ − TS + (vext + veff − µ) (ρ− S) = 2vb (Sρ)1/2 , (11)
The first equation yields an expression for the chemical po-
tential, which when substituted into the second gives an ex-
pression for the bivector potential that depends solely on the
mass and spin densities,
vb (ρ+ S) = S
1/2
(
−1
2
∇2
)
ρ
1/2 − ρ1/2
(
−1
2
∇2
)
S
1/2,
(12)
and substituting this into Eq. 11, we find,
ρ− S
ρ+ S
(Tρ + TS) + (vext + veff − µ) (ρ− S) = 0 (13)
The main components of the bivector potential are the
crossover terms between the mass and spin densities and their
differentials. Note that the potential is only non-zero when
the mass and spin densities are not equal, which agrees with
expectation since the wave properties of the electron are due
to equal and opposite fluctuations in these densities. In this
sense, the bivector potential is a representation of this quan-
tum behaviour while the Coulombic components are con-
tained in the effective and external potentials.
The effective potential contains both the Hartree term and
a cohesive term to account for self interaction. In principle,
the cohesive term makes sure that this potential vanishes in
the single electron case. However, in larger systems an ap-
proximation is needed. Removing the self-interaction energy
will in all likelihood be one of the more complicated prob-
lems in the implementation of the extended electron model.
Approaches often involve an orbital-by-orbital subtraction of
the self-interaction37 or by including terms like the Fock ex-
change so that the self interaction terms cancel with their
equivalents in the Hartree potential38. Both methods are pro-
hibitively expensive. As a first step, we employ the local den-
sity approximation (LDA). The effective potential is the sum
of the Hartree and cohesive potentials, veff = vH +vcoh, where
the Hartree potential is described conventionally,
vH(r) =
∫
n (r′)
|r− r′|d
3r′, (14)
4and the cohesive potential is described by assuming the elec-
tron density is slowly varying. In this case, a single electron
occupies a sphere with a Wigner-Seitz radius of rs, such that,
4pi
3
r3sn (r) = 1 =⇒ rs =
(
4pi
3
n (r)
)−1/3
. (15)
In the approximation, the cohesive potential is equal and op-
posite to the repulsive Hartree contribution,
vLDAcoh = −n (r)
∫ rs
0
4pi
3
r3 · 1
r
· 4pir2dr = −3
5
r−1s . (16)
The external potential will contain the effect of the nuclei
and, for computational efficiency, the effect of the core elec-
trons. This is achieved by constructing pseudopotentials39,
which are generated from all-electron atomic calculations40–42
by assuming spherical screening and self consistently solving
the radial KS equation11,19. From the single atom solutions,
we calculate the pseudopotential that replaces the effect of the
core electrons.
HOHENBERG-KOHN THEOREMS WITH EXTENDED
ELECTRONS
The HK theorems underpin modern DFT. In the original
formulation, the two theorems assert that, firstly, the parti-
cle density is provably unique for any unique external poten-
tial and, secondly, the ground state density minimises the en-
ergy. Since the formulation for extended electrons closely re-
sembles the KS equations, it is clear that the second theorem
holds. Here, we concentrate on the first, which is essentially
a proof that there is a unique map between the ground state
density and the potential,
vext ⇐⇒ ρ+ S. (17)
It was shown soon after the HK theorems were published
that they do not apply to spin-polarized DFT43 and, instead,
the proof entails two unique maps; one between the ground
state density and the wavefunction and the other between the
wavefunction and the potential,
vext ⇐⇒ Ψ⇐⇒ ρ, S. (18)
The second of these maps, between the potential and the
wavefunction, is essentially guaranteed by the Schro¨dinger
equation. The first map, between wavefunction and density, is
necessarily guaranteed in the extended electron model since
the wavefunction is constructed from the densities by defini-
tion. Here we show that, within the framework of extended
electrons, it is possible to circumvent the wavefunction and
create a direct map between the densities and the potential.
We begin by considering Eq. 10, which when integrated yields
the total energy of the system. By definition, the density that
minimises the total energy is the ground state and so any other
density will yield a higher total energy. We fix the mass and
spin densities and calculate the total energy for two poten-
tials, vext and v′ext. The difference between the two energies
is positive by definition, and, because all terms excluding the
external potential are defined from the densities, they cancel
to give,∫
(v′ext − vext) (ρ+ S) d3r = δµ
∫
(ρ+ S) d3r > 0. (19)
We now assume that the mass density is unchanged, but the
spin density is altered so that it minimises the second potential
rather than the first,∫
(vext − v′ext) (ρ+ S′) d3r = δµ′
∫
(ρ+ S′) d3r > 0.
(20)
Summing the two leads to the first condition we must satisfy,∫
(v′ext − vext) (S − S′) d3r
= δµ
∫
(ρ+ S) d3r + δµ′
∫
(ρ+ S′) d3r (21)
Next we consider Eq. 13, which, if we minimize the first
potential, gives,∫
(v′ext − vext) (ρ− S) d3r = δµ
∫
(ρ− S) d3r. (22)
and if we adjust the spin density to minimise the second po-
tential, gives,∫
(vext − v′ext) (ρ− S′) d3r = δµ′
∫
(ρ− S′) d3r. (23)
The sum of these two equations gives us a second condition,∫
(v′ext − vext) (S′ − S) d3r
= δµ
∫
(ρ− S) d3r + δµ′
∫
(ρ− S′) d3r (24)
Finally, by summing the two conditions we find that the
only case for which the mass density can remain constant for
two unique external potentials is described by,
(δµ+ δµ′)
∫
ρ d3r = 0. (25)
Similarly, by fixing the spin density and following the same
procedure44 we find,
(δµ+ δµ′)
∫
S d3r = 0. (26)
In other words, the only way the same mass or spin density
can minimise two external potentials is if it is zero throughout
space, in which case the two-density problem is reduced to a
single density equation, which necessarily obeys the HK the-
orems. This has been noted in the case of spin-polarized DFT,
where when the spin is fully polarized, one density is zero and
hence the associated potential is undefined45,46. In this case,
the second potential is unimportant since it only acts of the
zeroed density and, since a central argument of the extended
electron model is that the wave properties of the electron are
manifest as oscillations in the mass density, which are then en-
ergetically supplemented by the spin density, the scenario in
which either density is zero throughout space is not physically
relevant.
5IMPLEMENTATION
In order to test this model on a range of systems, we have
partially implemented it into a development version of the
CASTEP implementation of DFT47 as an alternative density-
mixing algorithm. Similar to the auxiliary functional ap-
proach48, the model takes the KS density at each stage of the
self-consistency cycle, independently minimises it according
to the extended electron many-body equations and returns a
density to the parent KS cycle. Convergence occurs when
consecutive densities returned by the extended electron model
are equivalent and thus the results of the two models are con-
sistent. Since correlation is not yet present in the extended
electron model, we employ an LDA correlation term37.
In principle, this approach should lead to an improvement
in performance due to the reduction in the number of cycles
through the KS section of the algorithm. The extended elec-
tron approach is expected to provide a density much closer
to the ground state than traditional mixing routines. How-
ever, an exact mapping between the spin-polarized KS DFT
and the extended electron model does not exist and is beyond
the scope of this paper. Instead, we present the approach as a
proof-of-concept implementation.
While comparing the ground state densities of two ap-
proaches has been used effectively49, it is entirely dependent
on the choice of metric50. So, rather than comparing the den-
sities directly, we present all physical properties as calculated
by existing CASTEP routines. The density, minimised under
the KS protocol or by the extended electron model, is used to
calculate the total energy using the KS method with the LDA
functional. In all calculations, a cut-off energy of 10 keV is
used. We also employ on-the-fly pseudopotentials calculated
using the KS formalism to incorporate the core electrons51.
For a direct comparison, we use the difference in energy, ∆E,
calculated by subtracting the total energy for the extended
electron density from the total energy for the KS density.
In figure 2, we show the energy differences calculated in
single-atom calculations for the first two rows of the periodic
table. We find good agreement between the models and, im-
portantly, no systematic error emerging as the number of va-
lence electrons is increased. While we find the discrepancy is
always less than 0.05% of the total energy, with an average of
(−2.220± 0.003)×10−5×EKSTOT, we expect further improve-
ment with the future implementation of bespoke pseudopoten-
tials developed self-consistently from the extended electron
formalism. In addition to increased accuracy, this is also ex-
pected to improve efficiency.
In figure 3 we show the calculated total energy as a func-
tion of bond length for two sample dimer molecules (Hydro-
gen and Lithium) and find good agreement between the two
models. In particular, while the energies vary by around 0.1%
of the total energy, the predicted bond lengths remain almost
identical.
Finally, we calculate the ground state density for two crystal
structures (graphite and silicon) using both the extended elec-
tron and the KS methods and use CASTEP’s inbuilt routines
to evaluate the band structure. We plot the results in figure 4
and see very good agreement between the two methods. Typ-
FIG. 2. Difference in energy between the extended electron model
and the KS approach for a range of single atom systems against the
number of valence electrons in the calculation.
FIG. 3. Energy as a function of bond length, calculated using the
extended electron and Kohn-Sham methods, for the Hydrogen (a)
and Lithium (b) dimers. The absolute energy difference between the
two models is plotted for each calculation.
ically, the largest discrepancies happen in the highest energy
levels, with the occupied states all conforming to expectation.
In addition, both methods predict the same band-gaps for both
crystals.
CONCLUSION
In conclusion, we have presented an extended electron ap-
proach to the many-body problem and have shown that the
HK theorems remain valid for the two-density formulation.
We have formulated a many-body approach for describing
the ground-state energy of the system, which encodes the ex-
change effects into the mass and spin densities. In general,
the formulation is much simpler than present formulations of
many-body theory. The simplification comes from the fact
that the model wavefunction contains only four independent
variables, which can be mapped onto a basis set in real space.
We have presented a proof-of-concept implementation and
shown that it agrees well with the KS approach.
Given the orbital-free nature of this approach, it offers the
possibility of truly linearly scaling DFT calculation; it will be
possible to model systems of millions of atoms, bringing the
biological domain into the range of full electronic structure
calculations.
6FIG. 4. Bandstructure for graphite (left) and silicon (right) as cal-
culated using the extended electron method (red) and KS method
(blue).
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