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Abstract
We compute the Brown measure of the sum of a self-adjoint element and an elliptic element. We prove that the push-
forward of this Brown measure of a natural map is the law of the free convolution of the self-adjoint element and the
semicircle law; it is also a push-forward measure of the Brown measure of the sum of the self-adjoint element and a circular
element by another natural map. We also study various asymptotic behaviors of this family of Brown measures as the
variance of the elliptic element approaches infinity.
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1 Introduction
1.1 The sum of a self-adjoint element and an elliptic element
The elliptic element is an element in aW ∗-probability space of the form z = x+ iy where x and y are freely independent
semicircular elements, possibly with different variances. The variance of such an element is given by
τ(z∗z) = τ(x∗x) + τ(y∗y).
Once the variance of z is given, say s, there are several possibilities for the variances of x and y. We use the parameters
t = 2τ(y∗y), and τ(x∗x) = s− t2 . Under the parameters s, t, the elliptic element z then has the form
σ˜s− t
2
+ iσ t
2
where σ˜s− t
2
and σ t
2
are freely independent semicircular elements in a certainW ∗-probability space.
Suppose that y0 is a bounded self-adjoint element in the W
∗-probability space containing σ˜s− t
2
and σ t
2
; suppose also
that all the three elements are freely independent. In this paper, we compute the Brown measure of the element
y0 + σ˜s− t
2
+ iσ t
2
.
We show that the Brown measure of y0 + σ˜s− t
2
+ iσ t
2
is a push-forward of the Brown measure of y0 + cs where cs =
σ˜ s
2
+ iσ s
2
is the Voiculescu’s circular element. The Brown measure of y0 + cs was computed and analyzed by the author
and Zhong [23]. We also study the asymptotic behavior of the Brown measure of y0 + σ˜s− t
2
+ iσ t
2
as
1. s→∞ with s/t fixed;
2. s→∞ with t fixed; and
3. s→∞ with s = t/2.
If s ≥ t, our results can be computed by the results of Zhong and the author [23] in which the Brown measure of x0+ ct
is computed, with x0 = y0 + σ˜s−t, where ct is a circular element, freely independent of x0. If s < t, y0 + σ˜s− t
2
+ iσ t
2
is
not a sum of a self-adjoint element and a circular element. We need a more general method.
The results in this paper are obtained using the method introduced in [20], where the Brown measure of x0 + iσt, with
x0 and σt freely independent, was computed. We combine this method with techniques in free probability to determine the
Brown measure of y0+ σ˜s− t
2
+ iσ t
2
in terms of y0. The results in [20] used a PDE method introduced in the work of Driver,
Hall and Kemp [12]; this method has been used in subsequent work by other authors [10, 20, 23]. See also the expository
article [19] by Hall for an introduction to the PDE method.
The results in this paper have direct connections to random matrix theory. If X and X ′ are independent Gaussian
unitary emsembles (GUEs), and YN is a sequence ofN ×N self-adjoint deterministic matrices whose empirical eigenvalue
distributions convergeweakly to the law of y0, then YN ,XN andX
′
N are asymptotically free in the sense of Voiculescu [31].
By [27, Theorem 6], the empirical eigenvalue distribution of the random matrix (which is almost surely non-normal)
YN +
√
s− t
2
XN + i
√
t
2
X ′N
converges to the Brown measure of y0 + σ˜s− t
2
+ iσ t
2
as N →∞, if s > t2 . In this paper, the Brown measure computation
includes the case s = t2 . In this special case s =
t
2 , the convergence of the empirical eigenvalue distribution does not follow
from [27]; nevertheless, numerical simulations in [20] suggest that the Brown measure of y0 + iσ t
2
is indeed the limiting
eigenvalue distribution of YN + i
√
t/2XN , where YN andXN are the same matrices as above.
2
The Brown measure computed in the case where y0 = 0 is the elliptic law; its name is due to the fact that its support
is a region bounded by an ellipse centered at the origin. In the even more special case s = t, the Brown measure is called
the circular law since its support is a disk centered at the origin. The circular law was discovered first by Ginibre [13]
as a limiting eigenvalue distribution of a random matrix model with Gaussian entries, now commonly called the Ginibre
ensemble, then by Girko [14] in the case when the entries come with more relaxed assumptions. The assumptions of random
matrix models were then further relaxed, for example, by Bai [1], and Tao and Vu [29]. In the s 6= t case, the elliptic law
was first computed by Girko [15] as a limiting eigenvalue distribution of certain randommatrix model. The Brown measure,
in the operator framework, was computed by Biane and Lehner [8] and various later work of others.
The Brown measure of operators of the form X + iY where X and Y are freely independent has been analyzed at a
nonrigorous level in physics literature. Stephanov [28] uses the case when X is Bernoulli distributed and Y is a GUE to
provide a model of QCD. Janik et al. [24] identified the domain where the eigenvalues cluster in the large-N limit when
X is an arbitrary self-adjoint random matrix and Y is a GUE. Jarosz and Nowak [25, 26] computed the limiting eigenvalue
distribution for general self-adjoint X and Y . Belinschi et al. [3, 4] put the results in [25, 26] on a more rigorous basis;
however, there have not been analytic results about the Brown measure ofX + iY obtained under this framework.
1.2 Statements of results
Let y0 be a bounded self-adjoint element, σs− t
2
and σ˜ t
2
are semicircular elements with variances s− t/2 and t/2 in a tracial
von Neumann algebra (A , τ) called aW ∗-probability space; suppose also that all the three of them are freely independent.
Throughout the paper, we let ν be the law (or distribution) of y0, which is the unique compactly supported probability
measure on R such that ∫
xn dν(x) = τ(yn0 ).
Recall that, in this paper, we compute the Brown measure of the element
y0 + σ˜s− t
2
+ iσ t
2
∈ A .
Background information of free probability and Brown measure is reviewed in Section 2. The choice of the parameters
s, t comes from the context of two-parameter Segal–Bargmann transform [11, 18, 22]. It is a interpolation between the
self-adjoint element y0 + σs and the element y0 + iσs studied in [20].
We make the following standing assumption about the element y0 + σ˜s− t
2
+ iσ t
2
. We use Law(a) to denote the law of
any self-adjoint random variable a ∈ A .
Assumption 1.1. Throughout the paper, we assume either s > t2 or ν is not a Dirac measure, so that Law(y0 + σs− t2 ) is
not a Dirac measure.
When this assumption does not hold, that is, if Law(y0 + σ˜s− t
2
) is a Dirac measure, then one cannot apply the results
from [20]. However, in this case, the element y0 + σ˜s− t
2
+ iσ t
2
has the form u+ iσ˜ t
2
for some constant u ∈ R. The Brown
measure is then a semicircular distribution centered at u on the vertical line through the point u. Under Assumption 1.1, by
the results in [20], the Brown measure is absolutely continuous with respect to the Lebesgue measure on the plane.
The following theorem summarizes Theorems 3.7 and 4.1.
Theorem 1.2. 1. For each s ≥ t2 > 0, there is a continuous function bs,t : R→ [0,∞) such that the Brown measure of
y0 + σ˜s−t/2 + iσt/2 is supported in the closure of the set
Ωs,t = {a+ ib ∈ C| |b| < bs,t(a)}.
The open set Ωs,t is a set of full measure. The Brown measure is absolutely continuous with respect to the Lebesgue
measure on C, with density
wy0,s,t(a+ ib) =
1
2pit
(
1 + t
d
da
∫
R
(αs,t(a)− x) dν(x)
(α− x)2 + vy0,s(αs,t(a))2
)
, |b| < bs,t(a)
for a certain homeomorphismαs,t onR and a certain nonnegative continuous function vy0,s. In particular, the density
is constant in the vertical directions.
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2. The Brown measure of y0 + σ˜s−t/2 + iσt/2 is the push-forward measure of the Brown measure of y0 + cs by the
homeomorphism Us,t : C→ C,
Us,t(α+ iβ) = as,t(α) + i
t
s
β
where as,t is the inverse function of αs,t.
3. The push-forward measure of the Brown measure of y0+σ˜s−t/2+iσt/2 by the map, constant in the vertical directions,
Qs,t(a+ ib) :=
1
s− t [sa− tαs,t(a)]
is the law of the self-adjoint element y0 + σs.
We now describe briefly how to compute the functions, and so the Brown measure, stated in Theorem 1.2. Given a ∈ R,
we try to solve for α ∈ R and v > 0 the equations∫
dν(x)
(α− x)2 + v2 =
1
s
(2s− t)α
s
− (s− t)
∫
x dν(x)
(α− x)2 + v2 = a
(1.1)
If solution exists, we label α by αs,t(a) and v by vy0,s(αs,t(a)), and we set
bs,t(a) =
t
s
vy0,s(αs,t(a)); (1.2)
if there is no solution, we set both v and bs,t(a) be 0. In either case, v = 0 or v > 0, the second equation of (1.1) always
determines an α; thus αs,t is defined on R (See Proposition 3.6). The inverse as,t of αs,t has an explicit form as inthe
second equation of (1.1)
as,t(α) = α+ (s− t)
∫
(α− x) dν(x)
(α− x)2 + vy0,s(α)2
.
In the special case s = t, we obtain αs,t(a) = a and, by Theorem 1.2,
wy0,s,s(a+ ib) =
1
pis
(
1− t
2
d
da
∫
R
x dν(x)
(a− x)2 + vy0,s(a)2
)
which reduces to the results in [23]. In another special case t = 2s, the equations in (1.1) reduces to Equations (1.4) and
(1.5) in [20]. The function αs,t is the function a
s
0 as in [20] (with t replaced by s) and the density is given by
1
2pis
(
das0
da
− 1
2
)
.
Thus, in the case, Theorem 1.2 reduces to the results in [20].
In Sections 5 and 6, we also investigate the asymptotic behaviors of the Brown measure of y0 + σ˜s− t
2
+ iσ t
2
, which are
summarized in the following theorem; roughly speaking, the Brown measure of y0 + σ˜s− t
2
+ iσ t
2
behaves like the Brown
measure of σ˜s− t
2
+ iσ t
2
. See the theorems in these two sections for precise meaning.
Theorem 1.3. In all of the following three limiting regimes, the function bs,t is unimodal for all large enough s.
1. As s → ∞ with s/t fixed: the domain Ωs,t almost has the shape of an ellipse centered at (τ(y0), 0) with horizontal
semi-axis of length 2s−t√
s
and vertical semi-axis of length t√
s
. The density wy0,s,t converges to the constant
1
pi
s
(2s− t)t
uniformly outside any neighborhood of the endpoints of Ωs,t ∩ R.
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2. As s → ∞ with t fixed: the domain Ωs,t becomes a long and thin ellipse centered at (τ(y0), 0), with horizontal
semi-axis of length 2
√
s and vertical semi-axis of length t√
s
. The density converges to the constant
1
2pit
uniformly outside any neighborhood of the endpoints of Ωs,t ∩ R.
3. As s → ∞ with t = 2s: the domain Ωs,t becomes a narrow and tall ellipse centered at (τ(y0), 0). More precisely,
given any c > 1, we have
τ(y0)− 4cτ(y
2
0)√
s
< inf(Ωs,t ∩ R) < τ(y0) < sup(Ωs,t ∩ R) < τ(y0) + 4cτ(y
2
0)√
s
.
for all large enough s.
We do not have a density estimate for the last case.
2 Background and previous results
2.1 Free random variables
Definition 2.1. 1. We call (A , τ) aW ∗-probability space if A is a von Neumann algebra and τ is a normal, faithful
tracial state on A . The elements in A are called non-commutative random variables, or simply random variables.
2. The ∗-subalgebra A1, . . . An ⊂ A are called freely independent if given an i1, i2, . . . im ∈ {1, . . . , n} with ik 6=
ik+1, aij ∈ Aij are centered, then we also have τ(ai1ai2 . . . aim) = 0. The random variables a1, . . . , am are freely
independent if the ∗-algebras they generate are freely independent.
3. For a self-adjoint element a ∈ A , the distribution, or the law, of a is a compactly supported measure µ on R such
that ∫
R
f dµ = τ(f(a))
for all continuous function f . We denote by Law(a) the law of a.
We now introduce the random variables that are key to this paper. The semicircular element σt has the semicircular
distribution, or the semicircle law of variance t, supported on [−2√t, 2√t] with density
√
4t− x2
2pit
dx.
The circular element cs has the form σ˜ s
2
+iσ s
2
where σ˜ s
2
and σ t
2
are freely independent semicircular elements. The elliptic
element has the form σ˜s− t
2
+ iσ t
2
where σ˜s− t
2
and σ t
2
are freely independent semicircular elements.
2.1.1 The R-transform
Let a ∈ A be a self-adjoint element with law µ. Then we consider the Cauchy transform
Ga(z) =
∫
1
z − x dµ(x)
defined outside the spectrum of a. The Cauchy transformGa is univalent around∞. Denote byKa the inverse ofGa at∞,
and let
Ra(z) = Ka(z)− 1
z
.
We callKa theK-transform of a and Ra the R-transform of a.
Theorem 2.2 ([30]). If a1, a2 ∈ A are freely independent random variables, then the R-transform of the random variable
a = a1 + a2 is given by
Ra = Ra1 +Ra2 .
Using the notations in the theorem, the distribution of a is called the free convolution of a1 + a2.
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2.2 The Brown measure
In this section, we review the definition of the Brown measure, which was introduced by Brown [9]. Let a ∈ A . We define
a function S by
S(λ, ε) = τ [log(|a− λ|2 + ε)], λ ∈ C, ε > 0.
Then
S(λ, 0) = lim
ε→0+
S(λ, ε)
exists as a subharmonic function on C, with value in R ∪ {−∞}. The Brown measure of a, denoted by Brown(a), is
defined to be
Brown(A) =
1
4pi
∆λS(λ, 0)
where the Laplacian is in distributional sense.
One can see that S(λ, 0) does define a harmonic function outside the spectrum of a; the Brown measure of a is a
probability measure supported on the spectrum of a. The support of Brown(a), however, can be a proper subset of the
spectrum of a.
The Brown measure of anN ×N matrix is the empirical eigenvalue distribution of the matrix. If a sequence of random
matricesAN converges in ∗-distribution to an element a in a non-commutative probability space, one generally expects that
the empirical eigenvalue distribution of AN converges to the Brown measure of a; this, however, is not always the case. A
counter-example is the nilpotent matrix 

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
0 0 0 · · · 0

 ;
this sequence of matrices converges to the Haar unitary element in ∗-distribution but the empirical eigenvalue distribution
is always the Dirac measure at 0.
The Brown measure of the circular element cs = σ˜ s
2
+ iσ s
2
is called the circular law and is supported in the disk of
radius
√
s centered at the origin. The density is the constant
1
pis
in the support. The circular element is anR-diagonal element. The Brown measure of the circular element can be computed
by the method developed by Haagerup and Larsen [16], and Haagerup and Schultz [17].
The Brown measure of the elliptic element σ˜s− t
2
+ iσ t
2
is called the elliptic law and is supported in an ellipse with
semi-axes on the real and imaginary axes of length 2s−t√
s
and t√
s
respectively. The density is the constant
1
pi
s
2s− t
in the support. The elliptic law was computed by Biane and Lehner [8].
2.3 Biane’s free convolution formula
In this section, we review the results of the distribution of the free convolution of a self-adjoint element and a semicircular
element established by Biane [7]; several functions and a domain also come up in our study of Brown measure. Given a
random variable x0 with law µ, we consider the function
vx0,t(a0) = inf
{
v > 0
∣∣∣∣
∫
R
dµ(x)
(x − a0)2 + v2 >
1
t
}
.
That is, if ∫
R
dµ(x)
(a0 − x)2 >
1
t
,
6
then vx0,t(a0) is defined to be the unique positive number such that∫
R
dµ(x)
(a0 − x)2 + vt(a0)2 =
1
t
; (2.1)
otherwise, if ∫
R
dµ(x)
(a0 − x)2 ≤
1
t
,
then we set vx0,t(a0) = 0. It is noted in [7] that the function vx0,t is a continuous function; a proof is given in [20].
Definition 2.3. We introduce the following notations.
1. ∆x0,t = {a0 + ib0 ∈ C|b0 > vx0,t(a0)} is the region above the graph of vt in the upper half plane.
2. Hx0,t(z) = z + tGx0(z), z ∈ ∆x0,t.
Theorem 2.4 ([7]). 1. The functionHx0,t is an injective conformal map, from ∆x0,t onto the upper half plane C
+; the
functionHx0,t extends to a homeomorphism from ∆¯x0,t onto C
+ ∪ R. In particular,Ht(a0 + ivt(a0)) is real.
2. The functionHx0,t satisfies
Gx0+σt(Hx0,t(z)) = Gx0(z).
3. The measure Law(x0 + σt) is absolutely continuous with respect to the Lebesgue measure; its density pt can be
computed by the function ψx0,t(a0) := Ht(a0 + ivt(a0)). The function ψx0,t : R→ R is a homeomorphism, and
pt(ψt(a0)) =
vt(a0)
pit
.
4. As a consequence, the support of Law(x0 + σt) is the closure of the open set {ψx0,t(a0)|vx0,t(a0) > 0}.
2.4 Sum of a self-adjoint and a circiular elements
In [23], the author and Zhong computed the Brown measure of x0+ct, where x0 is a self-adjoint element freely independent
of the circular element ct, using the method introduced by Driver, Hall and Kemp [12]. Interestingly, the support of the
Brown measure is bounded by the graph of Biane’s function vx0,t introduced in Section 2.3 and the density is closely related
to the law of the self-adjoint element x0 + σt. In this section, we review the results established in [23].
Theorem 2.5. Let
Λx0,t = {a0 + ib0 ∈ C| |b0| < vx0,t(a0)}. (2.2)
Then Λx0,t is a set of full measure with respect to Brown(x0 + ct), and its density wx0,t has the form
wx0,t(a+ ib) =
1
2pit
dψx0,t(a)
da
where ψx0,t is defined in Theorem 2.4. The density is constant along the vertical segments.
Furthermore, the push-forward of Brown(x0 + ct) by
Ψx0,t(a+ ib) = Ht(a+ ivt(a)), a+ ib ∈ Λx0,t
which is independent of the imaginary part, is the law of x0 + σt.
Remark 2.6. The map Hx0,t can be extended to an injective conformal map on Λ¯
c
x0,t by Schwarz reflection. By Theorem
2.4 and that Hx0,t extends to the lower half plane by reflection, if vx0,t(a0) > 0, Hx0,t maps both boundary points a0 ±
ivx0,t(a0) of Λx0,t to the same point in the support of Law(x0 + σt). The functionH
〈−1〉
x0,t restricted to the upper half plane
can be viewed as one of the subordination functions in the sense of Voiculescu [32, Proposition 4.4]. Thus, given any q in
the interior of σ(x0 + σt), we understand as
H
〈−1〉
x0,t (q) = a0 + ivx0,t(a0)
where a0 + ivx0,t(a0) is the boundary point of Λx0,t in the upper half plane such thatHx0,t(a0 + ivx0,t(a0)) = q.
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2.5 Sum of a self-adjoint and an imaginary multiple of semicircular elements
The author and Hall computed in [20] the Brown measure of x0 + iσt, a sum of a self-adjoint element and an imaginary
multiple of semicircular element. The computation of the Brown measure of elements of the form x0 + iσt covers the case
x0+ct which has the same ∗-moments as x0+σt/2+ iσ˜t/2 where σ t
2
and σ˜ t
2
are freely independent semicircular elements,
both freely independent of x0. The results in [20] show that there is a connection between the Brown measure of x0 + iσt,
that of x0 + ct as well as the law of x0 + σt, for the same self-adjoint element x0.
We need the following notations to describe the results in [20].
Definition 2.7. Let x0 be a self-adjoint element.
1. Given any r ∈ R, let Hx0,r(z) = z + rGx0 (z), z ∈ Λ¯cx0,|r|. Compared to the holomorphic functionH in Definition
2.3, we allow r negative in this notation. By the results in [20], for t > 0, the mapHx0,−t(z) is an injective conformal
map on∆x0,t (see Definition 2.3). In [20], the authors use the notation Jt instead ofHx0,−t.
2. Define ax0,t(a0) = Re[Hx0,−t(a0 + ivt(a0))] on R. This function ax0,t is a homeomorphism from R to R; it is a
strictly increasing function. If vx0,t(a0) > 0, we have a
′
x0,t(a0) > 0.
3. Denote by ax0,t0 the inverse of ax0,t.
Theorem 2.8. Let
Ωx0,t = [Hx0,−t(Λ
c
x0,t)]
c.
Then we can write Ωx0,t as
Ωx0,t = {a+ ib ∈ C| |b| < bx0,t(a)}
where bx0,t(a) = 2vx0,t(a
x0,t
0 (a)) is a nonnegative function on R. The set Ωx0,t itself is a set of full measure with respect
to Brown(x0 + iσt).
Inside Ωx0,t, Brown(x0 + iσt) is absolutely continuous with respect to the Lebesgue measure on the plane; the density
has the form
1
2pit
(
dax0,t0 (a)
da
− 1
2
)
.
In particular, the density is independent of b and is constant in the vertical segments.
We now describe the connections of Brown(x0+ iσt), Brown(x0+ iσt), and Law(x0+σt). Let Ux0,t : Λ¯x0,t → Ω¯x0,t
be a homeomorphism defined by
Ux0,t(a0 + ib0) = ax0,t(a0) + 2b0.
Note that the map Ux0,t takes the vertical line segments in Λ¯x0,t linearly to vertical line segments in Ω¯x0,t. Also, recall that
Λx0,t defined in (2.2) is an open set of full measure of Brown(x0 + ct).
Theorem 2.9. 1. The push-forward measure of Brown(x0 + ct) under Ux0,t is the Brown measure Brown(x0 + iσt).
2. The push-forward of Brown(x0 + iσt) under the map
Qx0,t(a+ ib) := 2a
x0,t
0 (a)− a (2.3)
is the law of x0 + σt. The mapQx0,t agrees with Ψx0,t ◦ U−1x0,t where Ψx0,t is defined in Theorem 2.5.
3 The Brown measure computation
Let y0 be a self-adjoint element, σ˜s− t
2
and σ t
2
be two semicircular elements, all freely independent. Denote the law of y0
by ν. We study the Brown measure of
y0 + σ˜s− t
2
+ iσ t
2
with 0 < t2 ≤ s.
If the law of y0 + σ˜s− t
2
is a Dirac mass at one point, then the Brown measure of y0 + σ˜s− t
2
+ iσ t
2
is singular with
respect to the Lebesgue measure on the plane, and is a semicircular distribution along a vertical segment. Thus, we recall
our standing assumption that either s > t2 or ν is not a Dirac mass, so that Law(y0 + σ˜s− t2 ) is not a Dirac mass.
8
For convenience, we define
x0 = y0 + σ˜s− t
2
.
By Theorem 2.8, Ωx0,t/2 is an open set of full measure of Brown(x0+ iσt/2). Since x0+ iσt/2 depends on both parameters
s and t, we write
Ωs,t = Ωx0,t/2.
We also write the boundary of Ωs,t as a+ ibs,t(a) instead of a+ ibx0,t/2(a). We recall from the discussion in Section 2.3
that given any q ∈ σ(y0 + σs), H〈−1〉y0,s (q) means the unique point a0 + ivy0,s(a0) on the boundary of Λy0,s.
3.1 The domain of the Brown measure
The map
Fs,t(z) = Hx0,t/2 ◦H〈−1〉x0,−t/2(z) (3.1)
is an injective conformal mapping from Ω¯cs,t to the complement σ(y0 + σs)
c of the spectrum of y0 + σs by Theorem 2.4
and the definition of Ωx0,t/2 (see Theorem 2.8). The following theorem states that we can draw a connection between the
domains Ωs,t and Λy0,s.
Theorem 3.1. The functionHy0,s−t is an injective conformal map on Λ¯
c
y0,s and extends to a homeomorphism on Λ
c
y0,s. We
also have
Ωcs,t = Hy0,s−t(Λ
c
y0,s). (3.2)
In particular, Ωs,s = Λy0,s, recovering the domain in Theorem 2.5.
The key to the above theorem is the following proposition about the function Fs,t.
Proposition 3.2. The inverse F
〈−1〉
s,t of Fs,t can be written as
F
〈−1〉
s,t (z) = (Hy0,s−t ◦H〈−1〉y0,s )(z), z ∈ C+. (3.3)
Remark 3.3. This shows that ,when y0 = 0, Fs,t is the additive analogue of the function fs,t introduced in [22] in the
context of free Segal–Bargmann–Hall transform.
Proof. Recall that we denote y0 + σ˜s− t
2
by x0. By Theorem 2.4,
Gy0+σs
(
Hx0,t/2(z)
)
= Gx0+σt/2(Hx0,t/2(z)) = Gx0(z) = Gy0+σs−t/2(z) (3.4)
because σ˜s−t/2 + σt/2 has the same distribution as σs. When |z| large, (3.4) becomes
H
〈−1〉
x0,t/2
(z) = Ky0+σs−t/2(Gy0+σs(z)). (3.5)
Since the R-transform of the sum of two freely independent variables is the sum of the R-transforms of each variable (See
Section 2.1.1),
Ry0+σs−t/2(z) = Ry0(z) +Rσs−t/2(z) = Ry0(z) +
(
s− t
2
)
z.
Substracting by 1z gives us
Ky0+σs−t/2(z) = Ky0(z) +
(
s− t
2
)
z. (3.6)
Therefore,
Ky0+σs−t/2
(
Gy0+σs(z)
)
= Ky0(Gy0+σs(z)) +
(
s− t
2
)
Gy0+σs(z). (3.7)
By the definition of F
〈−1〉
s,t in (3.1),
F
〈−1〉
s,t (z) = Hx0,−t/2
(
H
〈−1〉
x0,t/2
(z)
)
= H
〈−1〉
x0,t/2
(z)− t
2
Gx0+σs−t/2
(
H
〈−1〉
x0,t/2
(z)
)
(3.8)
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Using (3.5) and (3.7), the above becomes
F
〈−1〉
s,t (z) =Ky0+σs−t/2(Gy0+σs(z))−
t
2
Gy0+σs(z)
=Ky0(Gy0+σs(z)) +
(
s− t
2
)
Gy0+σs(z)−
t
2
Gy0+σs(z)
=Ky0(Gy0+σs(z)) + (s− t)Gy0+σs(z).
(3.9)
Now, since Hy0,s satisfies Gy0+σs(Hy0,s(z)) = Gy0(z), we have
H〈−1〉y0,s (z) = Ky0(Gy0+σs(z))
for all large enough |z|. It follows from (3.9) that F 〈−1〉s,t can be written as
F
〈−1〉
s,t (z) = H
〈−1〉
y0,s (z) + (s− t)Gy0(H〈−1〉y0,s (z)) = (Hy0,s−t ◦H〈−1〉y0,s )(z)
for all large enough z. Since both sides of the above expression are defined on the complement of the spectrum of y0 + σs,
(3.3) holds for all z in the complement of the spectrum of y0 + σs by analytic continuation.
Proof of Theorem 3.1. The function F
〈−1〉
s,t is an injective conformal map on σ(y0 + σs)
c. Thus, by Proposition 3.3
Hy0,s−t(z) = F
〈−1〉
s,t ◦Hy0,s(z), z ∈ ∆y0,s
is an injective conformal map onto
{a+ ib ∈ C| |b| > bs,t(a)}.
Now, that the function Hy0,s−t extends to a homeomorphism on ∆¯y0,s follows from an elementary topological argument
by regarding∆y0,s ∪ {∞} and {a+ ib ∈ C| |b| > bx0,t(a)} ∪ {∞} as two disks in the Riemann sphere. Thus, Hy0,s−t is
an injective conformal map on Λ¯cy0,s and extends to a homeomophism on Λ
c
y0,s by Schwarz reflection about the real axis.
Equation (3.2) is a restatement of Proposition 3.3. If s = t, the holomorphic function Hy0,s−t is the identity map;
therefore, Ωs,s = Λy0,s by (3.2).
3.2 The function a
x0,t/2
0
Our strategy is to apply Theorem 2.8 with x0 + σ˜s−t/2. In this section, we compute the function a
x0,t/2
0 in Theorem 2.8.
We will prove later in this section that
as,t(α) = Re[Hy0,s−t(α+ ivy0,s(α))]
is a homeomorphism from R onto R; we denote its inverse by αs,t.
Theorem 3.4. We have
a
x0,t/2
0 (a) = a+
t
2
∫
αs,t(a)− x
(αs,t(a)− x)2 + vy0,s(αs,t(a))2
dν(x), a ∈ R.
Recall from Theorem 2.8 that ax0,t0 (a) ∈ Λx0,t/2 ∩ R if a ∈ Ωx0,t/2 ∩ R. The domain Λx0,t/2 is the domain of the
Brown measure of y0 + σ˜s−t/2 + ct/2. We can view y0 + σ˜s−t/2 + ct/2 as
y0 + σ˜s−t/4 + iσt/4,
which has the form of adding another elliptic element to y0. By Theorem 3.1 (with parameters s, t replaced by s and t/2),
the function
F
〈−1〉
s,t/2 (z) = Hy0,s−t/2 ◦H〈−1〉y0,s (z) (3.10)
maps σ(y0 + σs)
c onto Λ¯cx0,t/2. By Remark 2.6, Hx0,t/2 maps Λ
c
t/2 onto σ(y0 + σs)
c; the next lemma shows that Hx0,t/2
and Fs,t/2 are indeed the same map. Recall that by Point 3 of Definition 2.7, if a ∈ Ωs,t is given, then
a
x0,t/2
0 (a) = H
〈−1〉
x0,−t/2(a+ ibs,t(a)),
where a+ ibs,t(a) is the boundary point of Ωs,t with real part a and positive imaginary part.
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Lemma 3.5. We have
Fs,t/2(z) = Hx0,t/2(z), z ∈ Λcx0,t/2. (3.11)
Furthermore, we have
a
x0,t/2
0 (a) + ivx0,t/2(a
x0,t
0 (a)) = (Hy0,s−t/2 ◦H〈−1〉y0,s−t)(a+ ibs,t(a)).
Proof. For all large enough |z|, we compute
Fs,t/2(z) = (Hy0,s ◦H〈−1〉y0,s−t/2)(z)
= H
〈−1〉
y0,s−t/2(z) + sGy0(H
〈−1〉
y0,s−t/2(z))
= Ky0 ◦Gy0+σs−t/2(z) +
[(
s− t
2
)
Gy0+σs−t/2(z) +
t
2
Gy0+σs−t/2(z)
]
= z +
t
2
Gy0+σs−t/2(z)
by (3.5) and (3.6). This shows Fs,t/2(z) = Hx0,t/2(z) for z ∈ Λcs,t by analytic continuation. Now, (3.11) follows from the
unique continuous extension to Λ¯cs,t.
Note that we have
a
x0,t/2
0 (a) + ivx0,t/2(a
x0,t
0 (a)) = H
〈−1〉
x0,−t/2(a+ ibs,t(a))
= H
〈−1〉
x0,t/2
(Fs,t(a+ ibs,t(a)))
by (3.1). Recall from Theorem 3.1 and Proposition 3.2 that
Fs,t(z) = (Hy0,s ◦H〈−1〉y0,s−t)(z).
Thus, (3.10) and (3.11) imply
a
x0,t/2
0 (a) + ivx0,t/2(a
x0,t
0 (a)) = F
〈−1〉
s,t/2 (Fs,t(a+ ibs,t(a)))
= (Hy0,s−t/2 ◦H〈−1〉y0,s−t)(a+ ibs,t(a)),
concluding the proof.
By Theorem 3.1,H
〈−1〉
y0,s−t(a+ ibs,t(a)) is on the boundary of Λy0,s. This means we can parametrize a+ ibs,t(a) using
α ∈ Λy0,s ∩ R by
a+ ibs,t(a) = Hy0,s−t(α+ ivy0,s(α)).
Thus, it is important to understand the functionHy0,s−t on the boundary of Λy0,s.
Proposition 3.6. The function
as,t(α) = Re[Hy0,s−t(α+ ivy0,s(α))], α ∈ R
is strictly increasing; it is a homeomorphism onto R. Furthermore, a′s,t(α) > 0, for all α ∈ Λy0,s ∩ R.
The (upper) boundary curve a+ ibs,t(a) of Ωs,t can be parametrized by α ∈ Λy0,s ∩R. The parametrization is
a+ ibs,t(a) = as,t(α) +
it
s
vy0,s(α). (3.12)
Proof. By a direct computation,
as,t(α) =
s− t
s
(
tα
s− t +Re[Hy0,s(α+ ivy0,s(α))]
)
.
If s > t, then as,t is strictly increasing because Re[Hy0,s(α+ vy0,s(α))] is strictly increasing in α ∈ R by Theorem 2.4. If
s < t, then
as,t(α) =
t− s
s
(
(2s− t)α
t− s +Re[Hy0,−s(α + ivy0,s(α))]
)
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which is a strictly increasing function since Re[Hy0,−s(α + vy0,s(α))] is strictly increasing in α ∈ R, by Point 2 of
Definition 2.7. If s = t, as,t is just the identity function. In any case, if vy0,s(α) > 0, as,t is differentiable at α and
a′s,t(α) > 0 by Point 2 of Definition 2.7.
By Theorem 3.1, a + ibs,t(a) = Hs−t(α + ivy0,s(α)) for a unique α ∈ Λy0,s. Computing the imaginary part of
Hs−t(α + ivy0,s(α)), we get
vy0,s(α)
(
1− (s− t)
∫
1
(α− x)2 + vy0,s(α)2
dν(x)
)
=
t
s
vy0,s(α)
by (2.1). This proves the parametrization (3.12).
Proposition 3.6 shows that as,t is has an inverse on R. Recall from the beginning of this section that we denote the
inverse of as,t by αs,t.
Proof of Theorem 3.4. By Theorem 3.1, H
〈−1〉
y0,s−t(a + ibs,t(a)) is a unique point α + ivy0,s(α) on the boundary of Λy0,s
in the (closed) upper half plane. By Proposition 3.6 and the definition of αs,t,
αs,t(a) + ivy0,s(αs,t(a)) = H
〈−1〉
y0,s−t(a+ ibs,t(a)).
By Lemma 3.5,
a
x0,t/2
0 (a) + ivx0,t/2(a
x0,t
0 (a)) = (Hy0,s−t/2 ◦H〈−1〉y0,s−t)(a+ ibs,t(a))
Using the identityHy0,s−t/2 = Hy0,s−t +
t
2Gy0 , we have
a
x0,t/2
0 (a) = Re[Hy0,s−t/2 ◦H〈−1〉y0,s−t(a+ ibs,t(a))]
= a+
t
2
Re[Gy0(αs,t(a) + ivy0,s(αs,t(a)))]
= a+
t
2
∫
αs,t(a)− x
(αs,t(a)− x)2 + vy0,s(αs,t(a))2
dν(x).
for all a ∈ Ωs,t ∩ R. The theorem is established.
3.3 The density of the Brown measure
In this section , we compute the density of the Brown measure of y0 + σ˜s−t/2 + iσt/2.
Theorem 3.7. The Brown measure of y0 + σ˜s−t/2 + iσt/2 is absolutely continuous with respect to the Lebesgue measure
on the plane and is supported on Ω¯s,t. The open set Ωs,t is a set of full measure of the Brown measure. The density of the
Brown measure is given by
wy0,s,t(a+ ib) =
1
2pit
(
1 + t
d
da
∫
αs,t(a)− x
(αs,t(a)− x)2 + vy0,s(αs,t(a))2
dν(x)
)
on the set Ωs,t. In particular, the density is constant along the vertical segments.
Proof. We only need to compute the density. All the other properties follow from Theorem 2.8. By Theorem 3.4,
da
x0,t/2
0
da
= 1 +
t
2
d
da
∫
αs,t(a)− x
(αs,t(a)− x)2 + vy0,s(αs,t(a))2
dν(x).
By Theorem 2.8, the density of Brown(y0 + σ˜s−t/2 + iσt/2) is given by
1
2pit
(
1 + t
d
da
∫
αs,t(a)− x
(αs,t(a)− x)2 + vy0,s(αs,t(a))2
dν(x)
)
,
which completes the proof of the theorem.
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As a consequence, Theorem 3.7 verifies (1.1) in the introduction. Given any a+ ib ∈ C, α = αs,t(a) and vy0,s(αs,t(a))
are determined by the equation ∫
dν(x)
(αs,t(a)− x)2 + vy0,s(αs,t(a))2
=
1
s
where solution exists if a ∈ Ωs,t ∩R, while solution does not exist if a ∈ R \Ωs,t. And the relation between αs,t(a) and a
is through the homeomorphism as,t
a = as,t(αs,t(a)) = αs,t(a) + (s− t)
∫
(αs,t(a)− x) dν(x)
(αs,t(a)− x)2 + vy0,s(αs,t(a))2
. (3.13)
These two display equations are then simplified to (1.1).
4 Two push-forward properties
Let Us,t : Λy0,s → Ωs,t be defined by
ReUs,t(α+ iβ) = as,t(α)
ImUs,t(α+ iβ) =
tβ
s
.
Since as,t is a homeomorphism on R by Proposition 3.6, one can immediately see that Us,t is indeed a homeomorphism on
the complex plane C. In this section, we prove two push-forward properties of Brown(y0 + cs) by Us,t.
Theorem 4.1. We have the following results about push-forward measures.
1. The push-forward of Brown(y0 + cs) under the map Us,t is Brown(y0 + σ˜s−t/2 + iσt/2).
2. The push-forward of Brown(y0 + σ˜s−t/2 + iσt/2) by the map
Qs,t(a+ ib) =
1
s− t [sa− tαs,t(a)]
is Law(y0 + σs).
In particular, since Λ¯y0,s is the support of Brown(y0 + cs), Theorem 4.1 verifies (1.2) that
bs,t(a) =
t
s
vy0,s(αs,t(a)).
This can also be seen from (3.12).
Before we prove this theorem, we first look at the properties of Us,t.
Proposition 4.2. The function Us,t : Λy0,s → Ωs,t defined by
ReUs,t(α+ iβ) = as,t(α)
ImUs,t(α+ iβ) =
tβ
s
is a diffeomorphism; it extends to a homeomorphism from Λ¯y0,s to Ω¯s,t. Moreover, it agrees with Hy0,s−t on the boundary
of Λy0,s.
Proof. By Proposition 3.6, as,t is injective, strictly increasing and differentiable in Λy0,s ∩ R with nonzero derivative;
therefore, Us,t is a diffeomorphism on Λy0,s. Since as,t is a homeomorphism defined on R, the map Us,t can be extended
to a homeomorhism in C; in particular, it is a homeomorphism from Λ¯y0,s to Ω¯s,t.
It is clear from (3.12) that Us,t agrees with Hy0,s−t on the boundary of Λy0,s.
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Proof of Theorem 4.1. The function Us,t is a diffeomorphism from a set Λy0,s of full measure of Brown(y0 + cs) to a set
Ωs,t of full measure of Brown(y0 + cs). Since as,t has a more explicit formula than αs,t, we show the push-forward of the
Brown measure of y0 + σ˜s−t/2 + iσt/2 by U
〈−1〉
s,t is the Brown measure of y0 + cs.
We compute that the push-forward by U
〈−1〉
s,t
1
2pit
(
1 + t
d
da
∫
αs,t(a)− x
(αs,t(a)− x)2 + vy0,s(αs,t(a))2
dν(x)
)
da db
=
1
2pit
(
das,t(α)
dα
+ t
d
dα
∫
α− x
(α − x)2 + vy0,s(α)2
dν(x)
)
dα
(
t
s
dβ
)
=
1
2pis
d
dα
(
as,t(α) + t
∫
α− x
(α− x)2 + vy0,s(α)2
dν(x)
)
dα dβ
(4.1)
is a measure on Λ¯y0,s. By the definition of as,t (see Proposition 3.6),
as,t(α) = α+ (s− t)
∫
(α− x) dν(x)
(α− x)2 + vy0,s(α)2
.
Using the definition of ψy0,s in Theorem 2.4, (4.1) becomes
1
2pis
d
dα
ψy0,s(α) dα dβ
which is the Brown measure of y0 + cs by Theorem 2.5, which proves Point 1.
We now prove Point 2. It suffices to show that Qs,t = Ψy0,s ◦ U 〈−1〉s,t , where Ψy0,s(α + iβ) = Hy0,s(α + ivy0,s(α)) is
as in Theorem 2.5; then Point 2 will follow from Point 1 and Theorem 2.5.
Let a+ ib ∈ Ωs,t. Then
Ψy0,s ◦ U−1s,t (a+ ib) = Hy0,s(αs,t(a) + ivy0,s(αs,t(a)))
= αs,t(a) + s
∫
αs,t(a)− x
(αs,t(a)− x)2 + vy0,s(αs,t(a))2
= 2αs,t(a)− s
∫
x dx
(αs,t(a)− x)2 + vy0,s(αs,t(a))2
.
By (3.13) (which also occurs as the second equation of (1.1)),
s
∫
x dx
(αs,t(a)− x)2 + vy0,s(αs,t(a))2
=
1
s− t [(2s− t)αs,t(a)− sa].
Now, we have
Ψy0,s ◦ U 〈−1〉s,t (a+ ib) =
1
s− t [sa− tαs,t(a)]
which is equal to the definition of Qs,t.
Corollary 4.3. Fix r = t/s and write (a, b) = Us,t(α, β) for all α+ iβ ∈ Λy0,s. Then we have
wy0,s,t(a+ ib) =
1
r
wy0,s(α+ iβ)
r + 2pi(1 − r)s · wy0,s(α+ iβ)
for all a+ ib ∈ Ωs,t.
Proof. Denote r = t/s. We can write the function as,t(α) defined in Proposition 3.6 as
as,t(α) = α+ (1− r)sRe
[∫
dν(x)
α+ ivy0,s(α) − x
]
= α+ (1− r)[Hy0,s(α + ivy0,s(α))− α]
= (1− r)ψy0,s(α) + rα.
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So, we have
das,t(α)
dα
= r + 2pi(1− r)s · wy0,s(α+ iβ).
By Theorem 4.1, we can compute the density wy0,s,t(a+ ib) da db in terms of wy0,s
wy0,s,t(a+ ib) da db = wy0,s(α+ iβ) dα dβ
= wy0,s(α+ iβ)
dα
da
dβ
db
da db
=
1
r
wy0,s(α+ iβ)
r + 2pi(1− r)s · wy0,s(α+ iβ)
da db,
completing the proof.
5 Asymptotic behaviors of adding a circular element
5.1 The graph of vy0,s as s→∞
In this section, we study the asymptotic behavior of vy0,s and Λy0,s as s→∞. Below is the main theorem of this section.
Theorem 5.1. The following asymptotic behaviors of the graph of vy0,s hold.
1. Let Dν = sup{|x− y| |x, y ∈ suppµ}. When s ≥ 4D2ν , the function vy0,s is unimodal. In particular, Λy0,s ∩ R is
an interval.
2. Given any c > 1, we have ∣∣supΛy0,s ∩ R− (τ(y0) +√s)∣∣ < 3cτ(y20)2√s
and ∣∣inf Λy0,s ∩ R− (τ(y0)−√s)∣∣ < 3cτ(y20)2√s
for all large enough s. In particular,
Λy0,s ∩ R ⊂
(
τ(y0)−
√
s− 3cτ(y
2
0)
2
√
s
, τ(y0) +
√
s+
3cτ(y20)
2
√
s
)
for all large enough s.
3. Given any ϕ0 ∈ (0, pi/2), then for all large enough s, for all |cosϕ| ≤ cosϕ0, the unique α ∈ R such that
Hy0,x(α+ ivy0,s(α)) = 2
√
s cosϕ.
satisfies ∣∣α+ ivy0,s(α)−√seiϕ∣∣ < 1(sinϕ0)√s .
Point 1 of Theorem 5.1 is a known result in [21, Theorem 3.2]. We state it here for completeness; it is also useful for us
to understand the asymptotic behaviors of Λy0,s.
We study the asymptotic behaviors of vy0,s by looking at v y0√
s
,1, whose graph is scaled by
√
s the graph of vy0,s. We
look at
H y0√
s
,1(z) = z +G y0√
s
(z).
If s is large enough,H y0√
s
,1 is defined for all |z| > 12 since y0 is assumed to be bounded.
We assume y0 is centered and has unit variance until the proof of Theorem 5.1 for simplicity. The functionH y0√
s
,1 is the
inverse subordination function of the free convolution y0√
s
+ σ1. When s is large,
y0√
s
+ σ1 behaves like σ1; our strategy is
to compare y0√
s
+ σ1 with σ1. Denote by k(z) the functionH0,1(z); that is
k(z) = z +
1
z
.
The techniques in this section are similar to techniques in proving the supercovergence results in [5, 6, 33].
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Lemma 5.2. Assume y0 is a bounded random variable with τ(y0) = 0 and τ(y
2
0) = 1. Then given any c > 1, there exists
s0 > 0 such that ∣∣∣H y0√
s
,1(z)− k(z)
∣∣∣ < c
s|z|3 , |z| >
1
2
for all s ≥ s0.
Proof. When s is large enough, we can write
H y0√
s
,1(z) = z +
1
z
+
1
s
∞∑
n=2
τ(yn0 )
s
n
2
−1zn+1
= k(z) +
1
s
∞∑
n=2
τ(yn0 )
s
n
2
−1zn+1
for all |z| > 12 . Observe that ∣∣∣∣∣
∞∑
n=2
τ(yn0 )
s
n
2
−1zn+1
∣∣∣∣∣ ≤ τ(y
2
0)
|z|3 +
1
|z|3
∞∑
n=3
|τ(yn0 )|
s
n
2
−1(1/2)n−2
for all |z| > 12 . Since we assume τ(y20) = 1 and
lim
s→∞
∞∑
n=3
|τ(yn0 )|
s
n
2
−1(1/2)n−2
= 0,
the result follows.
We compute that k′(z) = 1 − 1z2 ; the double zeros of k are 1 and −1. The next lemma shows that H y0√s ,1 also has
doubles zeros at a point close to 1 and a point close to−1. Since v y0√
s
,1 is unimodal for large s, these two points are the only
double zeros ofH y0√
s
,1. SinceH y0√
s
,1 is symmetric about the real axis, these two double zeros must be real numbers. Again
since v y0
s ,1
is unimodal for large s, Λ y0
s ,1
∩ R is an open interval and the two double zeros of H y0√
s
,1 are the endpoints
of Λ y0
s ,1
∩R.
Lemma 5.3. Given any c > 1, there exists s0 such that∣∣∣H ′y0√
s
,1(±1 + reiθ)− k′(±1 + reiθ)
∣∣∣ < 3c
s(1− r)4
for all s ≥ s0 and r < 12 .
Proof. Recall that
H y0√
s
,1(z) = k(z) +
1
s
∞∑
n=2
τ(yn0 )
s
n
2
−1zn+1
;
we compute
H ′y0√
s
,1(z) = 1−
1
z2
− 1
s
(
3τ(y20)
z4
+
1
z4
∞∑
n=3
(n+ 1)τ(yn0 )
s
n
2
−1zn−2
)
(5.1)
Let c > 1 be given. If z = 1 + reiθ with r < 1/2, then for all large enough s,∣∣∣∣∣3τ(y
2
0)
z4
+
1
z4
∞∑
n=3
(n+ 1)τ(yn0 )
s
n
2
−1zn−2
∣∣∣∣∣ < 3c(1− r)4
since |z| > 1− r > 1/2 and τ(y20) = 1. The case for z = 1− reiθ is similar.
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Proposition 5.4. We have
1− 3c
2s
< supΛ y0√
s
,1 ∩ R < 1 +
3c
2s
and
−1− 3c
2s
< inf Λ y0√
s
,1 ∩ R < −1 +
3c
2s
for all large enough s. In particular,
Λ y0√
s
,1 ∩ R ⊂
(
−1− 3c
2s
, 1 +
3c
2s
)
for all large enough s.
Proof. Let c > 1. We compute, with z = 1 + reiθ ,∣∣∣∣1− 1z2
∣∣∣∣ =
∣∣∣∣r(2eiθ + re2iθ)(1 + reiθ)2
∣∣∣∣ > r(2 − r)(1 + r)2 .
Then, by choosing any 1 < c′ < c in Lemma 5.3, r = 3c2s satisfies∣∣∣H ′y0√
s
,1(1 + re
iθ)− k′(1 + reiθ)
∣∣∣ < 3c′
s(1− r)4 ≤
r(2 − r)
(1 + r)2
<
∣∣∣∣1− 1z2
∣∣∣∣
for all large enough s, because, if s is large enough
3c′(1 + r)2
r(2 − r)(1 − r)4 =
3c′(1 + r)22s
3c(2− r)(1 − r)4 < s.
By Rouche´’s theorem, we have
1− 3c
2s
< supΛ y0√
s
,1 ∩ R < 1 +
3c
2s
.
The proof of
−1− 3c
2s
< inf Λ y0√
s
,1 ∩ R < −1 +
3c
2s
is similar.
Proposition 5.5. Given any ϕ0 ∈ (0, pi/2), then for all large enough s, for all |cosϕ| ≤ cosϕ0, the unique α ∈ R such
that
H y0√
s
,1(α+ iv y0√
s
,1(α)) = 2 cosϕ.
satisfies ∣∣∣α+ iv y0√
s
,1(α)− eiϕ
∣∣∣ < 1
(sinϕ0)s
.
Proof. Fix ϕ0 ∈ (0, pi/2) and let r = 1(sinϕ0)s . Then, given any ϕ ∈ (0, pi) such that sinϕ ≥ sinϕ0, we have, for large s,
∣∣k(eiϕ + reiθ)− k(eiϕ)∣∣ = ∣∣∣∣reiθ
(
reiθ + 2i sinϕ
eiϕ + reiθ
)∣∣∣∣
≥ 1
sinϕ0s
2 sinϕ0 − r
1 + r
.
(5.2)
Fix any 1 < c < 2. The lower bound of s
∣∣k(eiϕ + reiθ)− k(eiϕ)∣∣ converges to 2 in (5.2). It follows from Lemma 5.2 that,
for all large enough s, ∣∣∣H y0√
s
,1(e
iϕ + reiθ)− k(eiϕ + reiθ)
∣∣∣ < c
s(1− r)3
<
∣∣k(eiϕ + reiθ)− k(eiϕ)∣∣
=
∣∣k(eiϕ + reiθ)− 2 cosϕ)∣∣ ;
17
by Rouche’s theorem, there exists a point pcosϕ such that
∣∣pcosϕ − eiϕ∣∣ < 1(sinϕ0)s and
H y0√
s
,1(pcosϕ) = 2 cosϕ.
In particular, H y0√
s
,1(pcosϕ) ∈ R. The proposition now follows from the fact that v y0√
s
,1(α) is the unique positive number
(if exists) such that
H y0√
s
,1(α+ iv y0√
s
,1(α)) ∈ R.
This completes the proof.
Proof of Theorem 5.1. Point 1 is a result in [21, Theorem 3.2] which states that vs is unimodal for s ≥ 4D2ν . This implies
Λy0,s ∩ R = (inf Λy0,s, supΛy0,s).
Let
Y =
y0 − τ(y0)√
τ(y20)
and write t = s/τ(y20). By Theorem 2.5, Λy0,s is the domain of full measure of Brown(y0 + cs). Since Brown(y0 + cs) is
the push-forward of Brown
(
Y√
t
+ c1
)
by the function
z 7→ τ(y0) + z
√
tτ(y20) = τ(y0) + z
√
s
by [17, Proposition 2.14]. Thus,
Λy0,s =
{
τ(y0) + z
√
s ∈ C
∣∣ z ∈ Λ Y√
t
,1
}
.
Points 2 and 3 then follow from applying Proposition 5.4 and Proposition 5.5 with t = s/τ(y20) in place of s respectively;
Λy0,s is obtained by scaling Λ Y√
t
,1 by
√
s and translating by τ(y0).
5.2 The density as s→∞
In this section, we estimate the density of Brown(y0 + cs) for large s.
Theorem 5.6. Denote by wy0,s the density of Brown(y0 + cs). Then, for any c > 1 and ϕ0 ∈ (0, pi/2), we have∣∣∣∣wy0,s(α+ iβ)− 1pis
∣∣∣∣ < cτ(y20)pis2
(
6 +
1
sin3 ϕ0
)
, |ψy0,s(α)| < 2
√
s cosϕ0
for all large enough s.
To simplify the computation, we assume τ(y0) = 0 and τ(y
2
0) = 1 until the proof of the theorem. The key is to estimate
the difference between the complex derivatives H ′y0√
s
,1
and k′; indeed the density is directly related to the real part of the
complex derivative of the subordination functionH
〈−1〉
y0√
s
,1
.
Lemma 5.7. Given any c > 1 and ϕ0 ∈ (0, pi/2), for all sufficient large s, the unique α such that
H y0√
s
,1(α+ iv y0√
s
,1(α)) = 2 cosϕ, sinϕ > sinϕ0
satisfies ∣∣∣∣∣ 1Re(1/k′(α+ iv y0√
s
,1(α)))
− 1
Re(1/k′(eiϕ))
∣∣∣∣∣ < 2cs sin3 ϕ0 .
Proof. Fix any ϕ0 ∈ (0, pi/2) and c > 1. By Proposition 5.5, for any ϕ ∈ (0, pi) such that sinϕ > sinϕ0, the unique α ∈ R
such that
H y0√
s
,1(α+ iv y0√
s
,1(α)) = 2 cosϕ.
satisfies ∣∣∣α+ iv y0√
s
,1(α)− eiϕ
∣∣∣ < 1
(sinϕ0)s
(5.3)
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for all large enough s.We know that 1Re(1/k′(z)) = 2 because
1
k′(z)
=
eiϕ
eiϕ − e−iϕ =
1
2
(1− i cotϕ). (5.4)
Using (5.3) and (5.4), we have
1
(1/2− |Re(1/k′(w)) − Re(1/k′(eiϕ))|)2 < 4
√
c (5.5)
for all large enough s.
Write z = eiϕ and w = α+ iv y0√
s
,1(α). Observe that
w2
w2 − 1 −
z2
z2 − 1 =
z2 − w2
(w2 − 1)(z2 − 1) =
(z − w)(z + w)
(w2 − 1)(z2 − 1) . (5.6)
Also, it is straightforward to check that ∣∣z2 − 1∣∣ = ∣∣e2iϕ − 1∣∣ = 2 sinϕ
and, by (5.3), ∣∣w2 − z2∣∣ = |w − z| |w + z| < 1
(sinϕ0)s
(
2 +
1
(sinϕ0)s
)
.
We have, for all large enough s,
|z + w|
(|z2 − 1| − |w2 − z2|) |z2 − 1| ≤
2 + 1/(s sinϕ0)
[2 sinϕ0 − 2/(s sinϕ0)− 1/(s2 sin2 ϕ0)]2 sinϕ0
<
√
c
2 sin2 ϕ0
;
thus, by the mean value theorem (applied to the function 1/(1/2 + x)), and (5.3)-(5.6),∣∣∣∣ 1Re(1/k′(w)) − 1Re(1/k′(eiϕ))
∣∣∣∣ ≤
∣∣Re(1/k′(w)) − Re(1/k′(eiϕ))∣∣
(1/2− |Re(1/k′(w)) − Re(1/k′(eiϕ))|)2
< 4
√
c
1
(sinϕ0)s
√
c
2 sin2 ϕ0
=
2c
s sin3 ϕ0
for all large enough s, completing the proof.
Lemma 5.8. For any c > 1, we have∣∣∣∣∣∣
1
Re(1/H ′y0√
s
,1
(z))
− 1
Re(1/k′(z))
∣∣∣∣∣∣ <
3c
s |z|4
1
[Re(1/k′(z))]2
, |z| > 1
2
.
for all large enough s.
Proof. Let c > 1. By (5.1), for all |z| > 12 ,
∣∣∣H ′y0√
s
,1(z)− k′(z)
∣∣∣ ≤ 1
s |z|4
(
3τ(y20) +
∞∑
n=3
(n+ 1) |τ(yn)|
s
n
2
−1(1/2)n−2
)
<
3
√
cτ(y20)
s |z|4 (5.7)
for all large enough s. We then must have ∣∣∣∣∣∣
1
Re(1/H ′y0√
s
,1
(z))
∣∣∣∣∣∣ <
√
c
Re(1/k′(z))
19
for all large enough s. Therefore, we have
∣∣∣∣∣∣
1
Re(1/H ′y0√
s
,1
(z))
− 1
Re(1/k′(z))
∣∣∣∣∣∣ =
∣∣∣∣Re(1/k′(z))− Re(1/H ′y0√
s
,1
(z))
∣∣∣∣∣∣∣∣Re(1/H ′y0√
s
,1
(z))Re(1/k′(z))
∣∣∣∣
<
3cτ(y20)
s |z|4
1
[Re(1/k′(z))]2
,
which is the desired inequality since we assume τ(y20) = 1 until the proof of Theorem 5.6.
Lemma 5.9. Given any c > 1 and ϕ0 ∈ (0, pi/2), for all sufficient large s, the unique α such that
H y0√
s
,1(α+ iv y0√
s
,1(α)) = 2 cosϕ, sinϕ > sinϕ0
satisfies ∣∣∣∣∣∣
1
Re(1/H ′y0√
s
,1
(w))
− 2
∣∣∣∣∣∣ <
2c
s
(
6 +
1
sin3 ϕ0
)
where w = α+ iv y0√
s
,1(α).
Proof. Let c > 1. Write z = eiϕ and w = α+ iv y0√
s
,1(α). Recall that
1
Re(1/k′(z)) = 2 by (5.4). We estimate∣∣∣∣∣∣
1
Re(1/H ′y0√
s
,1
(w))
− 2
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
1
Re(1/H ′y0√
s
,1
(w))
− 1
Re(1/k′(w))
∣∣∣∣∣∣+
∣∣∣∣ 1Re(1/k′(w)) − 1Re(1/k′(z))
∣∣∣∣ . (5.8)
We estimate the first term in (5.8) using Proposition 5.5 and Lemmas 5.7 and 5.8. Fix any 1 < c′ < c. For all large
enough s, the first term is bounded by∣∣∣∣∣ 3c
′
s |w|4
1
[Re(1/k′(w))]2
∣∣∣∣∣ ≤ 3c
′
s[1− 1/(sinϕ0s)4]
(
1
Re(1/k′(eiϕ))
+
2c′
s sin3 ϕ0
)2
<
12c
s
by Lemmas 5.7 and 5.8.
By Lemma 5.7, the second term in (5.8) is bounded by∣∣∣∣ 1Re(1/k′(w)) − 1Re(1/k′(z))
∣∣∣∣ < 2cs sin3 ϕ0 .
The result then follows from adding these estimates.
Proposition 5.10. Denote by w y0√
s
,1 the density of Brown(
y0√
s
+ c1). Then, for any c > 1 and ϕ0 ∈ (0, pi/2), we have
∣∣∣∣w y0√s ,1(α+ iβ)− 1pi
∣∣∣∣ < cpis
(
6 +
1
sin3 ϕ0
)
,
∣∣∣ψ y0√
s
,1(α)
∣∣∣ < 2 cosϕ0
for all large enough s.
Proof. By Equation (3.31) of [23],
Re

 1
H ′y0√
s
,1
(w)

 dψ y0√s ,1(α)
dα
= 1
20
where w = α+ iv y0√
s
,1(α). (This formula appeals to the subordination functionH
〈−1〉
y0√
s
,1
of the free convolution y0√
s
+ σ1 has
an analytic continuation in a neighborhood of any point ψ y0√
s
,1(α + iv y0√
s
,1(α)) if v y0√
s
,1(α) > 0; see [2, Theorem 3.3(1)].)
Thus, we can express the real derivative through complex derivative
dψ y0√
s
,1(α)
dα
=
1
Re(1/H ′y0√
s
,1
(w))
.
By Lemma 5.9, given any c > 1 and ϕ0 ∈ (0, pi/2), for all sufficient large s, the unique α such that
ψ y0√
s
,1(α) = 2 cosϕ, sinϕ > sinϕ0
satisfies ∣∣∣∣∣
dψ y0√
s
,1(α)
dα
− 2
∣∣∣∣∣ < 2cs
(
6 +
1
sin3 ϕ0
)
.
The proposition now follows from Theorem 2.5
All the estimates in this section that we have done are under the assumption τ(y0) = 0 and τ(y
2
0). We are now ready to
prove the estimate of the density of Brown(y0 + cs) for arbitrary τ(y0) and τ(y
2
0).
Proof of Theorem 5.6. Without loss of generality, we assume τ(y0) = 0, since otherwise we translate the density by τ(y0).
We first assume τ(y20) = 1. Let w = α+ ivy0,s(α) and z =
w√
s
. Then
z =
α√
s
+ iv y0√
s
,1
(
α√
s
)
.
Since Brown(y0 + cs) is the push-forward measure of Brown
(
y0√
s
+ c1
)
by z 7→ √sz,
wy0,s(α+ iβ) =
1
s
· w y0√
s
,1
(
1√
s
(α + iβ)
)
, z ∈ Λy0,s.
By Proposition 5.10, for any c > 1 and ϕ0 ∈ (0, pi/2), we have∣∣∣∣wy0,s(α+ iβ)− 1pis
∣∣∣∣ < cpis2
(
6 +
1
sin3 ϕ0
)
, |ψy0,s(α)| < 2
√
s cosϕ0
for all large enough s. This establishes the result with τ(y20) = 1.
For arbitrary τ(y20), let Y =
y0√
τ(y2
0
)
. We consider the random variable
1√
τ(y20)
(y0 + cs)
which has the same ∗-moments, hence the same Brown measure, as
Y + ct
where t = s/τ(y20).
By the result for τ(y20) = 1, given any c > 1 and ϕ0 ∈ (0, pi/2), we have∣∣∣∣wY,t(α + iβ)− 1pit
∣∣∣∣ < cpit2
(
6 +
1
sin3 ϕ0
)
, |ψY,t(α)| < 2
√
t cosϕ0 (5.9)
for all large enough t. Now, since Brown(y0 + cs) is the push-forward measure of Brown(Y + ct) by z 7→
√
τ(y20)z,
by (5.9), we must have∣∣∣∣wy0,s(α+ iβ)− 1pis
∣∣∣∣ < cτ(y20)pis2
(
6 +
1
sin3 ϕ0
)
, |ψy0,s(α)| < 2
√
s cosϕ0
for all large enough s.
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6 Asymptotic behaviors of adding an elliptic element
6.1 Fix s/t and let s, t→∞
In this section, we study three limiting behaviors of Brown(y0+ σ˜s−t/2+ iσt/2). The first one is to keep s and t at the same
ratio r = t/s and let s→∞; the second one is to keep t fixed then let s→∞; the last one is to fix s = t/2 and let s→∞.
The second and the third asymptotic behaviors were also studied by [18] in the context of Segal–Bargmann transform.
6.1.1 Domain behavior
In this section, we discuss the asymptotic behavior of the domain of Brown(y0 + σ˜s− t
2
+ iσ t
2
) for a fixed r = t/s. When
y0 = 0, the domain of σ˜s− t
2
+ iσ t
2
has the shape of an ellipse with boundary
2s− t√
s
cosϕ+ i
t√
s
sinϕ, ϕ ∈ [0, 2pi] (6.1)
(See [8, Example 5.3]). As s → ∞ with r = t/s fixed, the random variable y0 + σ˜s− t
2
+ iσ t
2
behaves like the elliptic
element τ(y0)+ σ˜s− t
2
+ iσ t
2
. Roughly speaking, the domainΩs,t of Brown(y0 + σ˜s− t
2
+ iσ t
2
) is asymptotically an ellipse
with boundary as in (6.1) translated by τ(y0). The following theorem states precisely the asymptotic behavior of the domain
Ωs,t of Brown(y0 + σ˜s− t
2
+ iσ t
2
); the main tool is Theorem 5.1.
Theorem 6.1. Fix the ratio r = t/s. The following asymptotic behaviors of the graph of Ωs,t hold.
1. Let Dν = sup{|x− y| |x, y ∈ suppµ}. When s ≥ 4D2ν , the function bs,t is unimodal. In particular, Ωs,t ∩ R is an
interval.
2. Given any c > 1, we have ∣∣∣∣supΩs,t ∩ R−
(
τ(y0) +
2s− t√
s
)∣∣∣∣ < c(3r + 2 |1− r|)τ(y20)2√s
and ∣∣∣∣inf Ωs,t ∩ R−
(
τ(y0)− 2s− t√
s
)∣∣∣∣ < c(3r + 2 |1− r|)τ(y20)2√s
for all sufficiently large s. In particular,
Λy0,s ∩ R ⊂
(
τ(y0)− 2s− t√
s
− c(3r + 2 |1− r|)τ(y
2
0)
2
√
s
, τ(y0) +
2s− t√
s
+
c(3r + 2 |1− r|)τ(y20)
2
√
s
)
for all large enough s.
3. Given any ϕ0 ∈ (0, pi/2), then for all large enough s, for all |cosϕ| ≤ cosϕ0, the unique α ∈ R such that
Hy0,s(α+ ivy0,s(α)) = 2
√
s cosϕ.
satisfies ∣∣∣∣Us,t(α+ ivy0,s(α)) −
[
2s− t√
s
cosϕ+ i
t√
s
sinϕ
]∣∣∣∣ < r(sinϕ0)√s .
Proof. Point 1 follows directly from [21, Theorem 3.2] which states that vs is unimodal for s ≥ 4D2ν , because, by Proposi-
tion 3.6, we have
bs,t =
t
s
vy0,s.
Fix r = t/s throughout this proof. We now prove Point 2. Without loss of generality, we assume τ(y0) = 0. We first
estimate a1,r(α
∗) where
α∗ = supΛy0/
√
s,1 ∩R.
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We compute
a1,r(α
∗)− (2− r) = (α∗ − 1)
(
1− 1− r
α∗
)
+
(1 − r)τ(y20)
s(α∗)3
+
(1 − r)
s3/2
∞∑
n=3
τ(yn0 )
s(n−3)/2(α∗)n+1
. (6.2)
By Proposition 5.4 (with s replaced by s/τ(y20)), given any c > 1, for all large enough s, we have
|a1,r(α∗)− (2− r)| < c(3r + 2 |1− r|)τ(y
2
0)
2s
.
Since
supΩs,t ∩ R =
√
sa1,r(α
∗),
we have ∣∣∣∣supΩs,t ∩R−
(
τ(y0) +
2s− t√
s
)∣∣∣∣ < c(3r + 2 |1− r|)τ(y20)2√s
for all sufficiently large s. The estimate for inf Ωs,t ∩R is similar.
We prove Point 3 now. By Theorem 4.1, we know that
Ωs,t = Us,t(Λy0,s).
Suppose α is chosen such that ψy0,s(α) = 2
√
s cosϕ. We compute the upper boundary curve a + ibs,t(a) = Us,t(α +
ivy0,s(α)) as
as,t(α) = (1− r)ψy0,s(α) + rα = 2(1− r)
√
s cosϕ+ rα;
bs,t(a) = bs,t(as,t(α)) = rvy0,s(α).
So, we have ∣∣a+ ibs,t(a)−√s[(2 − r) cosϕ+ ir sinϕ]∣∣ = r ∣∣α+ ivy0,s(α) −√seiϕ∣∣ . (6.3)
Therefore, by Theorem 5.1, for any ϕ0 ∈ (0, pi/2),∣∣a+ ibs,t(a)−√s[(2− r) cosϕ+ ir sinϕ]∣∣ = r ∣∣α+ ivy0,s(α)−√seiϕ∣∣
≤ r
(sinϕ0)
√
s
for all sufficiently large s. This proves Point 3.
6.1.2 Density behavior
In this section, we investigate the asymptotic behavior of the density of Brown(y0 + σ˜s− t
2
+ iσ t
2
) for a fixed r = t/s. In
the case y0 = 0, Brown(y0 + σ˜s− t
2
+ iσ t
2
) is the elliptic law, with constant density
1
pi
s
(2s− t)t (6.4)
in domain Ωs,t, which is a region bounden by an ellipse in this case (See [8, Example 5.3]).
Denote by wy0,s,t the density of Brown(y0 + σ˜s− t
2
+ iσ t
2
). We will prove that as s large and r = t/s fixed, the density
wy0,s,t is approximately the same constant in (6.4). The main tool is the estimate of the density of Brown(y0 + cs) in
Theorem 5.6.
Theorem 6.2. Fix r = t/s. Given any c > 1 and ϕ0 ∈ (0, pi/2), we have∣∣∣∣wy0,s,t(a+ ib)− 1pi s(2s− t)t
∣∣∣∣ < cτ(y20)pi(2s− t)2
(
6 +
1
sin3 ϕ0
)
, ψy0,s(αs,t(a)) < 2
√
s cosϕ0
for all large enough s.
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Proof. Let c > 1 be given. By Corollary 4.3, if we write a+ ib = Us,t(α+ iβ) for all α+ iβ ∈ Λy0,s. Then we have
wy0,s,t(a+ ib) =
1
r
wy0,s(α+ iβ)
r + 2pi(1 − r)s · wy0,s(α+ iβ)
for all a+ ib ∈ Ωs,t.
Now, by the formula
1
pis
1
2− r =
1/(pis)
r + 2pi(1− r)s · (1/pis) ,
and Theorem 5.6, for any 1 < c′ < c, if ψy0,s(α) < 2
√
s cosϕ0, then we have piswy0,s(α+ iβ)→ 1, and∣∣∣∣ wy0,s(α+ iβ)r + 2pi(1− r)s · wy0,s(α+ iβ) −
1/(pis)
2− r
∣∣∣∣
=
r |wy0,s(α + iβ)− 1/(pis)|
[r + 2pi(1− r)s · ws(α+ iβ)][2 − r]
<
crτ(y20)
pis2
(
6 +
1
sin3 ϕ0
)
1
(2− r)2
for all large enough s. The proof follows from dividing the above estimate by r.
6.2 Fix t and let s→∞
In this section, we investigate the asymptotic behavior of Brown(y0 + σ˜s−t/2 + iσt/2) with t fixed and s→∞.
6.2.1 Domain behavior
The following theorem states that Ωs,t has the shape of an ellipse in the limit with fixed t as s→∞, except points close to
the endpoints of Ωs,t ∩ R. The limiting ellipse has a very short minor axis; it is a long and thin ellipse.
Theorem 6.3. Fix t > 0. The following asymptotic behaviors of the graph of Ωs,t hold.
1. Let Dν = sup{|x− y| |x, y ∈ suppµ}. When s ≥ 4D2ν , the function bs,t is unimodal. In particular, Ωs,t ∩ R is an
interval.
2. Given any c > 1, we have ∣∣supΩs,t ∩ R− (τ(y0) + 2√s)∣∣ < c
∣∣τ(y20)− t∣∣√
s
and ∣∣inf Ωs,t ∩ R− (τ(y0)− 2√s)∣∣ < c
∣∣τ(y20)− t∣∣√
s
for all sufficiently large s. In particular,
Λy0,s ∩ R ⊂
(
τ(y0)− 2
√
s− c
∣∣τ(y20)− t∣∣√
s
, τ(y0) +
c
∣∣τ(y20)− t∣∣√
s
)
for all large enough s.
3. Given any ϕ0 ∈ (0, pi/2), then for all large enough s, for all |cosϕ| ≤ cosϕ0, the unique α ∈ R such that
Hy0,s(α+ ivy0,s(α)) = 2
√
s cosϕ.
satisfies ∣∣∣∣Us,t(α+ ivy0,s(α)) −
[
2s− t√
s
cosϕ+ i
t√
s
sinϕ
]∣∣∣∣ < t(sinϕ0)s3/2 .
Furthermore, we have
lim
s→∞ sup{|Im z| |z ∈ Ωs,t} = 0.
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Proof. Point 1 follows directly from Theorem 4.1 and [21, Theorem 3.2] which states that vy0,s is unimodal for s ≥ 4D2ν ,
because, by Proposition 3.6, we have
bs,t =
t
s
vy0,s.
Fix t > 0. We now prove Point 2. Without loss of generality, we assume τ(y0) = 0. We first estimate a1,r(α
∗) where
α∗ = supΛy0/
√
s,1 ∩R.
We calculate
a1,r(α
∗)− 2 = α∗ − 2 + (1− r)
∞∑
n=0
τ(yn0 )
s
n
2 (α∗)n+1
= α∗ − 1 + 1− α
∗
α∗
− t
sα∗
+
τ(y20)
s(α∗)3
+
∞∑
n=3
τ(yn0 )
s
n
2 (α∗)n+1
= (α∗ − 1)α
∗ − 1
α∗
+
τ(y20)− t
s(α∗)3
+
∞∑
n=3
τ(yn0 )
s
n
2 (α∗)n+1
By Proposition 5.4 (with s replaced by s/τ(y20)), given any c > 1, for all large enough s, we have (by keeping only the
order 1/s term)
|a1,r(α∗)− 2| <
c
∣∣τ(y20)− t∣∣
s
.
It follows that ∣∣supΩs,t ∩ R− (τ(y0) + 2√s)∣∣ < c
∣∣τ(y20)− t∣∣√
s
for all sufficiently large s. The estimate for inf Ωs,t ∩R is similar.
We now prove Point 3. By (6.3),∣∣a+ ibs,t(a)−√s[(2 − r) cosϕ+ ir sinϕ]∣∣ = r ∣∣α+ ivy0,s(α) −√seiϕ∣∣ .
Therefore, by Theorem 5.1, for any ϕ0 ∈ (0, pi/2),∣∣a+ ibs,t(a)−√s[(2− r) cosϕ+ ir sinϕ]∣∣ = r ∣∣α+ ivy0,s(α)−√seiϕ∣∣
≤ t
(sinϕ0)s3/2
(6.5)
for all sufficiently large s.
Let ϕ0 =
pi
6 so that sinϕ > 1/2 for all ϕ such that |cosϕ| < cosϕ0. We label by αϕ the unique α ∈ R such that
Hy0,s(α+ ivy0,s(α)) = 2
√
s cosϕ, |cosϕ| ≤ cosϕ0.
By (6.5), we have
sup{bs,t(as,t(α))|αpi−ϕ0 < α < αϕ0} >
t√
s
− 2t
s3/2
.
Since
bs,t(as,t(αϕ0)) <
t
2
√
s
+
2t
s3/2
and, by Point 1, the function bs,t is unimodal,
bs,t(as,t(α)) <
t
2
√
s
+
2t
s3/2
, α ≥ αϕ0 or α ≤ αpi−ϕ0 . (6.6)
For all αpi−ϕ0 < α < αϕ0 ,
sup{bs,t(as,t(α))|αpi−ϕ0 < α < αϕ0} <
t√
s
+
2t
s3/2
. (6.7)
Therefore, we conclude
lim
s→∞
sup{|Im z| |z ∈ Ωs,t} = 0
by (6.6) and (6.7).
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6.2.2 Density behavior
If we consider the special case of y0 = 0, Brown(y0 + σ˜s−t/2 + σt/2) is just the elliptic law; as mentioned in (6.4), it has
a constant density
1
pi
s
(2s− t)t .
If we fixed t and let s→∞, this density converges to the constant 1/(2pit).
The following theorem states that if we consider an arbitrary self-adjoint initial condition y0, the density ofBrown(y0+
σ˜s−t/2 + iσt/2) also converges to 1/(2pit); the convergence is uniform away the endpoints of Ωs,t ∩ R.
Theorem 6.4. Denote by wy0,s,t the density of Brown(y0 + σ˜s−t/2 + iσt/2). Then given any c > 1 and ϕ0 ∈ (0, pi/2), we
have ∣∣∣∣wy0,s,t(a+ ib)− 12pit
∣∣∣∣ < c4pis , |ψy0,s(αs,t(a))| < 2√s cosϕ0
for all sufficiently large s.
Proof. Let c > 1 and ϕ0 ∈ (0, pi/2) be given. By Corollary 4.3, if we write (a, b) = Us,t(α, β) for all α + iβ ∈ Λy0,s.
Then we have
wy0,s,t(a+ ib) =
1
2pit
spiwy0,s(α+ iβ)
t/(2s) + (1 − t/s)pis · wy0,s(α+ iβ)
(6.8)
for all a+ ib ∈ Ωs,t.
By Theorem 5.6, given any 1 < c′ < c, we have
|pis · wy0,s(α+ iβ)− 1| <
c′τ(y20)
s
(
6 +
1
sin3 ϕ0
)
, |ψy0,s(α)| < 2
√
s cosϕ0
for all large enough s. Then, we compute∣∣∣∣ spiwy0,s(α+ iβ)t/(2s) + (1− t/s)pis · wy0,s(α+ iβ) − 1
∣∣∣∣ = ts
∣∣∣∣ pis · wy0,s(α+ iβ)− 1/2t/(2s) + (1− t/s)pis · wy0,s(α+ iβ)
∣∣∣∣
≤ c
′t
s
[
1
2
+
c′τ(y20)
s
(
6 +
1
2 sin3 ϕ0
)]
<
ct
2s
.
for all large enough s, since t/(2s) + (1 − t/s)pis · wy0,s(α+ iβ) converges to 1. Thus, using (6.8), we have the estimate
wy0,s,t(a+ ib)−
1
2pit
=
1
2pit
∣∣∣∣ spiwy0,s(α+ iβ)t/(2s) + (1− t/s)pis · wy0,s(α+ iβ) − 1
∣∣∣∣ < c4pis
for all sufficiently large s.
6.3 Set s = t/2 and let s→∞
In this section, we investigate the asymptotic behavior of Brown(y0+σs−t/2 + iσ˜t/2) with s = t/2 and s→∞. Note that,
when s = t/2, the random variable y0 + σ˜s−t/2 + iσt/2 is y0 + iσs.
Theorem 6.5. 1. Let Dν = sup{|x− y| |x, y ∈ suppµ}. When s ≥ 4D2ν , the function bs,t is unimodal. In particular,
Ωs,t ∩ R is an interval.
2. We have
−4cτ(y
2
0)√
s
< inf(Ωs,t ∩ R)− τ(y0) < 0 < sup(Ωs,t ∩R)− τ(y0) < 4cτ(y
2
0)√
s
for all s large enough. In particular,
Ωs,t ∩ R ⊂
(
τ(y0)− 4cτ(y
2
0)√
s
, τ(y0) +
4cτ(y20)√
s
)
for all s large enough.
26
3. We also have ∣∣sup{|Im z| |z ∈ Ωs,t} − 2√s∣∣ < 2c√
s
for all large enough s.
Proof. Point 1 follows directly from [21, Theorem 3.2] which states that vy0,s is unimodal for s ≥ 4D2ν , because, by
Proposition 3.6, we have
bs,t = 2vy0,s.
We now prove Point 2. Let c > 1 be given. Without loss of generality, we assume τ(y0) = 0. Denote
Ms = sup(Λs ∩ R) and ms = inf(Λs ∩ R).
Then sup(Ωy0,s ∩R) = ay0,s(Ms) and inf(Ωy0,s ∩R) = ay0,s(ms). First,Ms > sup(supp ν) by Point 1 of Theorem 5.1.
Recall from Definition 2.7 that (sinceMt is real)
ay0,s(Ms) = Hy0,−s(Ms)
=Ms − s
∫
dν(x)
Ms − x
=
1
Ms
(M2s − s)−
s
M3s
∞∑
n=2
τ(yn0 )
Mn−2s
.
(6.9)
Now, by Theorem 5.1, we have
√
s− 3cτ(y
2
0)
2
√
s
< Ms <
√
s+
3c′τ(y20)
2
√
s
for all large enough s. Thus we can estimate |ay0,s(Mt)| by (6.9)
|ay0,s(Ms)| =
∣∣∣∣∣(Ms −√s)
(
1 +
√
s
Ms
)
− s
M3s
∞∑
n=2
τ(yn0 )
Mn−2s
∣∣∣∣∣
≤ 3cτ(y
2
0)√
s
+
cτ(y20)√
s
=
4cτ(y20)√
s
.
By that Brown(y0 + iσs) is symmetric about the real axis and the holomorphic moments of Brown(y0 + iσs) agree with
the holomorphic moments of y0 + iσs [9],∫
a dBrown(y0 + iσs)(a+ ib) =
∫
(a+ ib) dBrown(y0 + iσs)(a+ ib)
= τ(y0 + iσs) = 0.
(6.10)
It is impossible that ay0,s(Ms) ≤ 0; otherwise, since Ωy0,s is not a subset of the imaginary axis, the integral in (6.10) is
negative, contradicting that the integral is 0.
The estimate for ay0,s(ms) is similar.
To prove Point 3, we let ϕ0 ∈ (0, pi/2) such that 1/(sinϕ0) < c. By Theorem 5.1, if we write αϕ the unique real
number such that
Hy0,s(αϕ + ivy0,s(αϕ)) = 2
√
s cosϕ, |cosϕ| ≤ cosϕ0,
then ∣∣αϕ + ivy0,s(αϕ)−√seiϕ∣∣ < 1(sinϕ0)√s .
Thus, we have √
s− 1
(sinϕ0)
√
s
< sup{vy0,s(αϕ)| |cosϕ| < cosϕ0} <
√
s+
1
(sinϕ0)
√
s
.
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Also, for all α ≥ αϕ0 or α ≤ αpi−ϕ0 , we have, by unimodality of vy0,s,
vy0,s(α) <
√
s sinϕ0 +
1
(sinϕ0)
√
s
<
√
s− 1√
s sinϕ0
< sup{vy0,s(αϕ)| |cosϕ| < cosϕ0}
for all large enough s. It follows that ∣∣∣∣sup
α∈R
vy0,s(α)−
√
s
∣∣∣∣ < 1/(sinϕ0)√s < c√s
for all sufficiently large s. Because bs,t = 2vy0,s, Point 3 of this theorem is established.
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