Concentration at sub-manifolds for an elliptic Dirichlet problem near high critical exponents by Deng, Shengbing et al.
        
Citation for published version:
Deng, S, Mahmoudi, F & Musso, M 2019, 'Concentration at sub-manifolds for an elliptic Dirichlet problem near
high critical exponents', Proceedings of the London Mathematical Society, vol. 118, no. 2, pp. 379-415.
https://doi.org/10.1112/plms.12183
DOI:
10.1112/plms.12183
Publication date:
2019
Document Version
Peer reviewed version
Link to publication
This is the peer reviewed version of the following article: Deng, S. , Mahmoudi, F. and Musso, M. (2019),
Concentration at submanifolds for an elliptic Dirichlet problem near high critical exponents. Proc. London Math.
Soc., 118: 379-415, which has been published in final form https://doi.org/10.1112/plms.12183. This article may
be used for non-commercial purposes in accordance with Wiley Terms and Conditions for Self-Archiving.
University of Bath
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 26. Nov. 2019
CONCENTRATION AT SUB-MANIFOLDS FOR AN ELLIPTIC DIRICHLET
PROBLEM NEAR HIGH CRITICAL EXPONENTS
SHENGBING DENG, FETHI MAHMOUDI, AND MONICA MUSSO
Abstract. Let Ω be an open bounded domain in Rn with smooth boundary ∂Ω. We consider
the equation ∆u+ u
n−k+2
n−k−2−ε = 0 in Ω, under zero Dirichlet boundary condition, where ε is a
small positive parameter. We assume that there is a k-dimensional closed, embedded minimal
sub-manifold K of ∂Ω, which is non-degenerate, and along which a certain weighted average
of sectional curvatures of ∂Ω is negative. Under these assumptions, we prove existence of a
sequence ε = εj and a solution uε which concentrate along K, as ε→ 0+, in the sense that
|∇uε|2 ⇀ S
n−k
2
n−k δK as ε→ 0
where δK stands for the Dirac measure supported on K and Sn−k is an explicit positive constant.
This result generalizes the one obtained in [17], where the case k = 1 is considered.
1. Introduction and statement of main results
Consider the following nonlinear problem known as the Lane-Emden-Fowler problem ([21]){
∆u+ up = 0, u > 0 in Ω,
u = 0 on ∂Ω,
(1.1)
where Ω is a bounded domain with smooth boundary in Rn and p > 1. When the exponent p is
subcritical (1 < p < n+2n−2), compactness of Sobolev’s embedding yields a solution as a minimizer
of the variational problem
S(p) = inf
u∈H10 (Ω)\{0}
∫
Ω |∇u|2(∫
Ω |u|p+1
) 2
p+1
. (1.2)
For the case p ≥ n+2n−2 , this approach fails and essential obstructions to existence arise: Po-
hozaev [32] found that no solution to (1.1) exists if the domain is star-shaped. In contrast,
Kazdan and Warner [23] observed that if Ω is a symmetric annulus then compactness holds for
any p > 1 within the class of radial functions, and a solution can again always be found by
the above minimizing procedure. Compactness in the minimization is also restored, without
symmetries, by the addition of suitable linear perturbations exactly at the critical exponent
p = n+2n−2 , as established by Brezis and Nirenberg [8].
If p ≥ n+2n−2 , the topology and geometry of the domain play a crucial role for the solvability of
the above problem; indeed, for p = n+2n−2 , Bahri and Coron [3] proved the existence of solution
to (1.1) when the topology of Ω is non-trivial in suitable sense. For powers larger than critical
direct use of variational arguments seems hopeless, and one needs more general arguments to get
solvability. The presence of nontrivial topology turns out to be not sufficient to get solvability
in the supercritical situation p > n+2n−2 . In fact, for n ≥ 4 Passaseo [31] exhibited a domain
constituted by a thin tubular neighborhood of a copy of the sphere Sn−2 embedded in Rn for
which a Pohozaev-type identity yields that no solution exists if p ≥ n+1n−3 (the so-called second
critical exponent).
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In this paper we consider the case when p is below but sufficiently close to the k-th critical
exponent (the Sobolev critical exponent in dimension n−k) defined as n−k+2n−k−2 , with 0 ≤ k ≤ n−1.
Namely we consider the following problem{
∆u+ u
n−k+2
n−k−2−ε = 0, u > 0 in Ω,
u = 0 on ∂Ω,
(1.3)
where ε > 0 is a small parameter. Assuming that ∂Ω contains a closed minimal non-degenerate
sub-manifold K of dimension k along which a certain weighted average of sectional curvatures
of ∂Ω is negative, we find a solution to (1.1) which concentrates as p approaches n+2−kn−2−k (as ε
tends to 0+) in a sense to be determined later. Before we state our main result, let us recall
some previous works in the cases k = 0 (point bubbling) and k = 1 (line bubbling).
The case k = 0 has been extensively considered in the literature, see for instance [7, 22, 33, 20]
and some references therein. It has been proven the existence of bubbling solutions around special
points of the domain, which resemble a sharp extremal of the best Sobolev constant in Rn
Sn := inf
u∈D1,2(Rn)\{0}
∫
Rn |∇u|2(∫
Rn |u|
2n
n−2
)n−2
n
.
The behavior of a solution uε which minimizes S(p) in (1.2) for p = pε =
n+2
n−2 − ε, is given by
uε(x) = µ
−n−2
2
ε wn(µ
−1
ε (x− xε)) + o(1), µε ∼ ε
1
n−2 ,
as ε→ 0+ , where wn is the standard bubble,
wn(x) =
(
cn
1 + |x|2
)n−2
2
, cn = (n(n− 2))
1
n−2 , (1.4)
a radial solution of
∆w + w
n+2
n−2 = 0 in Rn (1.5)
corresponding to an extremal for Sn, [2, 34]. The blow-up point xε approaches (up to a subse-
quence) a harmonic center x0 of Ω, namely a minimizer for Robin’s function of the domain, the
diagonal of the regular part of Green’s function. The solution concentrates as a Dirac mass at
x0, namely
|∇uε|2 ⇀ S
n
2
n δx0 as ε→ 0 (1.6)
in the sense of measures. We also refer to [4, 12] and to the survey [16] for related results on
construction of point-bubbling solutions for problems near the critical exponent.
The case k = 1 has been studied by del Pino-Musso-Pacard [17]. They proved that given a
closed non-degenerate geodesic Γ on ∂Ω, which has globally negative curvature and assuming
that a non-resonance condition holds, then for n ≥ 8, problem (1.3) with k = 1 has a solution
uε that satisfies
|∇uε|2 ⇀ S
n−1
2
n−1 δΓ
as ε→ 0 in the sense of measures, where δΓ is the Dirac measure supported on the curve Γ.
This result shows that line-bubbling phenomenon is conceptually quite different to point
bubbling. In fact, point concentration is determined by global information on the domain
encoded in Green’s function, while only local structure of the domain near the curve Γ is relevant
to the line-bubbling. This is a typical phenomenon for concentration on positive dimensional
sets. We point out that the case k ≥ 2 under some symmetric assumptions on the domain was
studied by Ackermann-Clapp-Pistoia in [1], see also [10] for some related issues.
The purpose of this paper is to study existence of positive solutions to Problem (1.3) when
Ω is a non symmetric domain in the general case 1 ≤ k ≤ n− 1. Before we state our result we
need to introduce the following notations:
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Let q ∈ K. We denote by Tq∂Ω the tangent space to ∂Ω at the point q. We consider the
shape operator L : Tq∂Ω→ Tq∂Ω defined as
L[e] := −∇eν(q)
where ∇eν(q) is the directional derivative of the vector field ν in the direction e. Let us consider
the orthogonal decomposition
Tq∂Ω = TqK ⊕NqK
where NqK stands for the normal bundle of K. We choose orthonormal bases (ea)a=1,...,k of
TqK and (ei)i=k+1,...,n−1 of NqK.
Let us consider the (n− 1)× (n− 1) matrix H(q) representative of L in these bases, namely
Hαβ(q) = eα · L[eβ].
This matrix also represents the second fundamental form of ∂Ω at q in this basis. Hαα(q)
corresponds to the curvature of ∂Ω in the direction eα. By definition, the mean curvature of ∂Ω
at q is given by the trace of this matrix, namely
H∂Ω(q) =
n−1∑
α=1
Hαα(q).
In order to state our result we need to consider the mean of the curvatures in the directions
of TqK and NqK, namely the numbers
∑k
a=1Haa(q) and
∑n−1
j=k+1Hjj(q).
Theorem 1. Let Ω be a smooth bounded domain in Rn, let K be a k-dimensional non degenerate
minimal sub-manifold of ∂Ω. Assume that n− k ≥ 7 and that the mean of the curvatures in the
directions of TqK is negative, namely,
k∑
a=1
Haa(q) < 0 for all q ∈ K.
Then, for a sequence ε = εj −→ 0, Problem (1.3) has a positive solution uε concentrating along
K as ε→ 0, in the sense that
|∇uε|2 ⇀ S
n−k
2
n−k δK as ε→ 0
where δK stands for the Dirac measure supported on K and Sn−k is an explicit positive constant.
The condition n − k ≥ 7 appears also in many previous works like [17], it is a technical
condition that seems essential for our method to work (see proof of Proposition 3.1 for some
comments about this fact) but we believe the phenomenon described should also be true for lower
co-dimensions. We also point out that the resonance phenomenon has already been found in the
analysis of higher dimensional concentration in other elliptic boundary value problems, in par-
ticular for Neumann singular perturbation problem in [24, 27, 28, 29] and nonlinear Schro¨dinger
equations on compact Riemannian manifolds without boundary or in RN , see [14], [26].
The solution predicted in Theorem 1 can be described as follows: points x ∈ Rn near K, can
be parametrized as
x = q + z, for q ∈ K, |z| = dist (x,K).
At main order our solution will look like
uε(x) ∼ µ−
n−2
2
ε (q)wn−k
(
x− dε(q)
µε(q)
)
, (1.7)
as ε→ 0+ , where wn−k is the standard bubble in dimension n− k,
wn−k(x) =
(
cn−k
1 + |x|2
)n−k−2
2
, cn−k = ((n− k)(n− k − 2))
1
n−k−2 , (1.8)
a radial solution of the corresponding limit problem in Rn−k
∆w + w
n−k+2
n−k−2 = 0 in Rn−k. (1.9)
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In (1.7), µε(q) is a strictly positive scalar function that takes into account the invariance of (1.9)
under scaling, while dε(q) is a vector function, with values in Rn−k, that describes the deviation
of the center of the bubble in (1.7) from the manifold K.
The first main ingredient in proving our main theorem is the construction of a very accurate
approximate solution in powers of ε and ρ = ε
N−1
N−2 , in a neighborhood of the scaled sub-manifold
Kρ = ρ
−1K. It is worth mentioning that concentration at higher dimensional sets for some re-
lated problem with Neumann boundary conditions or on manifolds has been extensively studied
in the last decade, see [11, 15, 18, 19, 24, 26] and some references therein. In most of the above
mentioned problems the profile has an exponential decay which is crucial in the construction
of very accurate approximate solutions via an iterative scheme of Picard’s type. Here instead
the profile (1.8) has a polynomial decay and henceforth much more refined estimates are needed
to perform again an iterative procedure to improve the approximation. Another issue is that
the profile U := wn−k copied and translated along K, as described in (1.7), does not satisfy
zero Dirichlet boundary conditions. Hence one needs to introduce a function U¯ , see (3.21) for
its definition, to adjust the boundary conditions, and take U − U¯ to be the first approxima-
tion. A third observation here is that since the limit problem is critical for dimension n − k,
the linearized operator have a nontrivial kernel due to invariance of the equation under trans-
lations and dilations. This amounts to define some parameter functions µε and some smooth
normal sections dε to guarantee the solvability of some projected problems. The condition∑k
a=1Haa(q) < 0 for all q ∈ K, that appears in the main Theorem 1 is in fact imposed to
guarantee the positivity of the main term of the dilation parameter µε, see formula (3.37) below.
A more subtle issue we have to take care is the fact that the (n − k)-dimensional profile is an
unstable solution to (1.9). Indeed wn−k is a Mountain-pass type solution (of Morse index one).
The linearized operator about this profile has one negative eigenvalue and as the concentration
parameter ε becomes smaller and smaller, this negative eigenvalue generates more and more
unstable directions. This is the origin of a resonance phenomena and the reason why our result
is valid only for a sequence ε = εj → 0+. The Morse index of our solutions diverges as ε→ 0.
Once a very accurate approximate solution is constructed we can built the desired solution
by linearizing the main equation around this approximation. The associated linear operator
turns out to be invertible with inverse controlled in a suitable norm by certain large negative
power of ε, provided that ε remains away from certain critical values where resonance occurs.
The interplay of the size of the error and that of the inverse of the linearization then makes it
possible a fixed point scheme.
The paper is organized as follows: We first introduce some notations and conventions and we
expand the coefficients of the metric near K using geodesic normal coordinates (Fermi coordi-
nates). We then expand the Laplace-Beltrami operator. Section 3 will be mainly devoted to the
construction of a local approximate solution. To perform this construction we need a solvability
theory and a-priori estimates for a certain linear operator, which is developed in Section 5. In
Section 4 we first define a global approximate solution, so that the solution to our problem can
be written as the sum of this global approximation plus a remaining “small” term. Then, we
prove our main Theorem. To solve such problem, we need to understand the invertibility prop-
erties of another linear operator. The Appendix in Section 6 is devoted to prove some technical
facts. For brevity, most of the arguments that has been already used in some previous works
will be omitted here, referring the reader to precise references.
2. Setting up the problem in geodesic normal coordinates
In this section we first introduce Fermi coordinates near a k-dimensional sub-manifold of
∂Ω ⊂ Rn (with n = N + k) and we expand the coefficients of the metric in these coordinates.
We will omit details here referring to [15, 18, 24]. We then express our main equation in these
Fermi coordinates.
CONCENTRATION AT SUB-MANIFOLDS FOR AN ELLIPTIC DIRICHLET PROBLEM 5
2.1. Notation and conventions. Dealing with coordinates, Greek letters like α, β, . . . , will
denote indices varying between 1 and n− 1, while capital letters like A,B, . . . will vary between
1 and n; Roman letters like a or b will run from 1 to k, while indices like i, j, . . . will run between
1 and N − 1 := n − k − 1. ξ1, . . . , ξN−1, ξN will denote coordinates in RN = Rn−k, and they
will also be written as ξ¯ = (ξ1, . . . , ξN−1), ξ = (ξ¯, ξN ). The manifold K will be parameterized
with coordinates y = (y1, . . . , yk). Its dilation Kρ :=
1
ρK will be parameterized by coordinates
z = (z1, . . . , zk) related to the y’s simply by y = ρz, where ρ = ε
N−1
N−2 . Derivatives with respect
to the variables y, z or ξ will be denoted by ∂y, ∂z, ∂ξ, and for brevity sometimes we might use
the symbols ∂a, ∂a and ∂i for ∂ya , ∂za and ∂ξi respectively.
2.2. Expansion of the metric in local coordinates. Let K be a k-dimensional sub-manifold
of (∂Ω, g) (1 ≤ k ≤ N−1), where g¯ is the induced metric on ∂Ω of the standard metric in Rn. We
choose along K a local orthonormal frame field ((Ea)a=1,···k, (Ei)i=1,··· ,N−1) which is oriented.
At points of K, we have the natural splitting T∂Ω = TK ⊕NK where TK is the tangent space
to K and NK represents the normal bundle, which are spanned respectively by (Ea)a and (Ej)j .
We denote by ∇ the connection induced by the metric g and by ∇N the corresponding normal
connection on the normal bundle. Given q ∈ K, we use some geodesic coordinates y centered at
q. We also assume that at q the normal vectors (Ei)i, i = 1, . . . , n, are transported in a parallel
way (with respect to ∇N ) through geodesics from q, so in particular
g (∇EaEj , Ei) = 0 at q, i, j = 1, . . . , n, a = 1, . . . , k. (2.1)
In a neighborhood of q in K, we consider normal geodesic coordinates
f(y) := expKq (yaEa), y := (y1, . . . , yk),
where expK is the exponential map on K and summation over repeated indices is understood.
This yields the coordinate vector fields Xa := f∗(∂ya). We extend the Ei along each γE(s) so
that they are parallel with respect to the induced connection on the normal bundle NK. This
yields an orthonormal frame field Xi for NK in a neighborhood of q in K which satisfies
∇XaXi|q ∈ TqK.
A coordinate system in a neighborhood of q in ∂Ω is now defined by
F (y, x¯) := exp∂Ωf(y)(xiXi), (y, x¯) := (y1, . . . , yk, x1, . . . , xN−1), (2.2)
with corresponding coordinate vector fields
Xi := F∗(∂xi) and Xa := F∗(∂ya).
By our choice of coordinates, on K the metric g splits in the following way
g(q) = gab(q) dya ⊗ dyb + gij(q) dxi ⊗ dxj , q ∈ K. (2.3)
We denote by Γba(·) the 1-forms defined on the normal bundle, NK, of K by the formula
gbcΓ
c
ai := gbcΓ
c
a(Xi) = g(∇XaXb, Xi) at q = f(y). (2.4)
Note that K is minimal if and only if
∑k
a=1 Γ
a
a(Ei) = 0 for any i = 1, . . . , N − 1.
Define q = f(y) = F (y, 0) ∈ K and let (g˜ab(y)) be the induced metric on K. When we
consider the metric coefficients in a neighborhood of K, we obtain a deviation from formula
(2.3):
gij = δij +
1
3 Ristj xs xt + O(|x|3); gaj = O(|x|2);
gab = g˜ab −
{
g˜ac Γ
c
bi + g˜bc Γ
c
ai
}
xi +
[
Rsabl + g˜cdΓ
c
as Γ
d
bl
]
xsxl + O(|x|3).
Here a = 1, ..., k and any i, j = 1, ..., N − 1, and Rαβγδ the components of the curvature tensor
with lowered indices, which are obtained by means of the usual ones Rσβγδ by
Rαβγδ = gασ R
σ
βγδ. (2.5)
The proof of these facts can be found in Lemma 2.1 in [15], see also [9, 25, 30].
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Next we introduce a parametrization of a neighborhood in Ω of q ∈ ∂Ω through the map Υ
given by
Υ(y, x) = F (y, x¯) + xNν(y, x¯), x = (x¯, xN ) ∈ RN−1 × R, (2.6)
where F is the parametrization introduced in (2.2) and ν(y, x¯) is the inner unit normal to ∂Ω
at F (y, x¯). We have
∂Υ
∂ya
=
∂F
∂ya
(y, x¯) + xN
∂ν
∂ya
(y, x¯);
∂Υ
∂xi
=
∂F
∂xi
(y, x¯) + xN
∂ν
∂xi
(y, x¯).
Let us define the tensor matrix H by
dνx[v] = −H(x)[v]. (2.7)
We thus find
∂Υ
∂ya
= [Id− xNH(y, x¯)] ∂F
∂ya
(y, x¯); and
∂Υ
∂xi
= [Id− xNH(y, x¯)] ∂F
∂xi
(y, x¯). (2.8)
Differentiating Υ with respect to xN we also get
∂Υ
∂xN
= ν(y, x¯).
Hence, letting gαβ be the coefficients of the flat metric g of RN+k in the coordinates (y, x¯, xN ),
with easy computations we deduce for y˜ = (y, x¯) that
gαβ(y˜, xN ) = gαβ(y˜)−xN
(
Hαδgδβ +Hβδgδα
)
(y˜)+x2NHαδHσβgδσ(y˜); gαN ≡ 0; gNN ≡ 1.
In the above expressions, with α and β we denote any index of the form a = 1, . . . , k or
i = 1, . . . , N − 1.
For the metric g in the above coordinates (y, x¯, xN ) we have the expansions
gij =δij − 2xNHij + 1
3
Ristj xs xt + x
2
N (H
2)ij + O((|x|3), 1 ≤ i, j ≤ N − 1;
gaj =− xN
(
Haj + g˜acHcj
)
+O(|x|2), 1 ≤ a ≤ k, 1 ≤ j ≤ N − 1;
gab =g˜ab −
{
g˜ac Γ
c
bi + g˜bc Γ
c
ai
}
xi − xN
{
Hac g˜bc +Hbc g˜ac
}
+
[
Rsabl + g˜cdΓ
c
as Γ
b
dl
]
xsxl + x
2
N (H
2)ab
+ xN xk
[
Hac
{
g˜bfΓ
f
ck + g˜cfΓ
f
bk
}
+Hbc
{
g˜afΓ
f
ck + g˜cfΓ
f
ak
}]
+O(|x|3), 1 ≤ a, b ≤ k;
gaN ≡0, a = 1, . . . , k; giN ≡ 0, i = 1, . . . , N − 1; gNN ≡ 1.
In the above expressions Hαβ denotes the components of the matrix tensor H defined in (2.7),
Ristj are the components of the curvature tensor as defined in (2.5), Γ
b
ai are defined in (2.4) and
g˜ab is the induced metric on K.
Once we have the expression of the metric, it is a matter of computation to derive the Laplace
Beltrami operator. We shall do that in expanded and translated variables.
Let (y, x) ∈ Rk+N be the local coordinates along K introduced in (2.6). We define ρ = εN−1N−2
and we let µε be a positive smooth function defined on K and d1,ε, . . . , dN,ε : K −→ R be
smooth functions. We next introduce new functions µ˜ε and d˜`,ε so that
µ˜ε = ρµε, and d˜ε = (ε
2d¯ε, d˜N,ε), with d¯ε = (d1,ε, . . . , dN−1,ε), d˜N,ε = εdN,ε. (2.9)
We next introduce the following change of variables z = yρ ∈ Kρ := 1ρ K and ξ = x−d˜εµ˜ε ∈ RN and
as before we write ξ = (ξ¯, ξN ) with
ξ =
x− ε2d¯ε
ρµε
, ξN =
xN − εdN,ε
ρµε
. (2.10)
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We now define the function v by
u(z, x, xN ) = (1 + αε) µ˜
−N−2
2
ε v (z, ξ) . (2.11)
In (2.11), αε is some parameter which has to be chosen so that
∆((1 + αε)U) + ρ
N−2
2
ε ((1 + αε)U)
p−ε = 0 in RN
where U is standard bubble in RN defined in (1.4) (U = wN ). This parameter can be computed
explicitly as
αε = ρ
(N−2)2
8−2ε(N−2) ε − 1.
Let us mention here that with the above change of variables the functions µ˜ε and d˜ε depend
slowly on the variable z. To emphasize the dependence of the above change of variables on µε
and dε = (d¯ε, dN,ε), we will use the notation
u = Tµε,dε(v) ⇐⇒ u and v satisfy (2.11). (2.12)
We assume now that the functions µε and dε are uniformly bounded, as ε→ 0, on K. Since
the original variables (y, x¯, xN ) ∈ Rk × RN−1 × R+ are local coordinates along K, we let the
variables (z, ξ) vary in the set D defined by
D =
{
(z, ξ¯, ξN ) : ρz ∈ K, |ξ¯| < δ
ρ
, − d˜N,ε
µ˜ε
< ξN <
δ
ρ
}
(2.13)
for some fixed positive number δ. We will also use the notation D = Kρ × Dˆ, where
Dˆ =
{
(ξ¯, ξN ) : |ξ¯| < δ
ρ
, − d˜N,ε
µ˜ε
< ξN <
δ
ρ
}
.
Using the expansions of the metric we can expand the Laplace Beltrami operator in the new
variables (z, ξ) in terms of parameter functions µ˜ε(y) and d˜ε(y). This is the content of next
Lemma, whose proof can be seen in [15, Lemma 3.3].
Lemma 2.1. Given the change of variables defined in (2.11), the following expansion for the
Laplace Beltrami operator holds true
(1 + αε)
−1µ
N+2
2
ε ∆u = Aµε,dε(v) := µ2ε∆Kρv + ∆ξv +
5∑
`=0
A`v +B(v). (2.14)
Above, the expression Ak denotes the following differential operators
A0v =µ˜εDξ v [∆K d˜ε]− µ˜ε ∆K µ˜ε (γv +Dξv [ξ])
+ |∇K µ˜ε|2
[
Dξξv [ξ]
2 + 2(1 + γ)Dξv[ξ] + γ(1 + γ)v
]
−∇K µ˜ε ·
{
2Dξ ξv[ξ] +NDξv
}
[∇K d˜ε] +Dξ ξv [∇K d˜ε]2
− 2 µ˜ε g˜ab
[
Dξ(
1
ρ
∂a¯v)[∂bµ˜εξ] +Dξ(
1
ρ
∂a¯v)[∂bd˜ε] + γ∂aµ˜ε (
1
ρ
∂b¯v)
]
,
where we have set γ = N−22 ,
A1 v =
∑
i,j
[
2(µ˜εξN + d˜N,ε)Hij − 1
3
∑
m,l
Rmijl(µ˜εξm + d˜m,ε)(µ˜εξl + d˜l,ε)
+ (µ˜εξN + d˜N,ε)Q(H)ij + (µ˜εξN + d˜N,ε)
∑
l
DijNl (µ˜εξl + d˜l,εx)
]
∂2ijv,
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where the function Q(H)ij is defined as
Q(H)ij = 3x
2
N HikHkj + x
2
N
(
2HiaHaj + g˜
abHiaHbj
)
,
and the functions DijNk are smooth functions of the variable z =
y
ρ and uniformly bounded.
Furthermore,
A2v = µ˜ε
∑
j
[∑
s
2
3
Rmssj +
∑
m,a,b
(
g˜abε Rmabj − ΓbamΓabj
)]
(µ˜εξm + d˜m,ε)∂jv,
and
A3v = −µ˜ε
[
tr(H) + (µ˜ε + d˜N,ε)tr(H
2)
]
∂Nv.
Moreover
A4v = 2(µ˜ε + d˜N,ε)(Haj + g˜acHcj)
(
µ˜ε
ρ
∂2a¯jv − ∂aµ˜εDξ(∂jv)−Dξ(∂jv)[∂ad˜ε] + (1 + γ)∂aµ˜ε∂jv
)
and
A5v =
∑
a,j
Daj [µ˜εξj + d˜j,ε] + (µ˜εξN + d˜N,ε)D
a
N
{µ˜ε [−Dξv [∂ad˜ε] + µ˜ε∂a¯v − ∂aµ˜ε(γv +Dξv [ξ])]}
where Daj and D
a
N are smooth functions of z =
y
ρ . Finally, the operator B(v) is defined below,
B(v) =O
(
(µ˜εξ¯ +
¯˜
dε)
2 + (µ˜εξN + d˜N,ε)(µ˜εξ¯ +
¯˜
dε) + (µ˜εξN + d˜N,ε)
2
)
×
×
(
−N
2
∂a¯µ˜ε ∂lv +
µ˜ε
ε
∂2a¯lv − ∂a¯µ˜εξJ∂2lJv − ∂a¯Φj∂2ljv
)
+O
(
(µ˜εξ¯ + d¯ε)
3 + (µ˜εξN + d˜N,ε)(µ˜εξ¯ +
¯˜
dε)
2
+(µ˜εξN + d˜N,ε)
2(µ˜εξ¯ +
¯˜
dε)d˜ε|+ (µ˜εξN + d˜N,ε)3
)
∂2ijv, (2.15)
where ˜¯dε = ε
2d¯ε. We recall that the symbols ∂a, ∂a and ∂i denote the derivatives with respect to
∂ya, ∂za and ∂ξi respectively.
2.3. Expressing the equation in coordinates. We recall that we want to find a solution to
the problem
∆u+ up−ε+ = 0 in Ω, u = 0 on ∂Ω, (2.16)
where p = N+2N−2 with N = n− k.
After performing the change of variables in (2.11), the original equation in u reduces near
Kρ =
K
ρ to the following equation in v
−Aµε,dεv − µ
N−2
2
ε
ε v
p−ε = 0, (2.17)
where Aµε,dε is defined in (2.14) and p = N+2N−2 . We denote by Sε the operator given by (2.17),
namely
Sε(v) := −Aµε,dεv − µ
N−2
2
ε
ε v
p−ε. (2.18)
Recalling the definitions µ˜ε = ρµε, d˜ε = (
˜¯dε, d˜N,ε) = (ε
2d¯ε, εdN,ε) with d¯ε = (d1,ε, . . . , dN−1,ε) in
Lemma 2.1, we get the following result which gives the expansion of Sε(v) in powers of ε, ρ and
in terms of the real function µε, dN,ε and the normal section d¯ε.
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Lemma 2.2. It holds that
Sε(v) =− µ2ε∆Kρv −∆ξv − µ
N−2
2
ε
ε v
p−ε − ε 2dN,εHij∂ijv
− ρ {2µεξNHij∂ijv − µεtr(H)∂Nv} (2.19)
− ε2 S1(v)− ερS2(v)− ρ2S3(v)− ε3S4(v)− ε2ρS5(v)− ε4S6(v)−B(v),
where the terms Sj(v) are given by
S1(v) = |∇KdN,ε|2∂2NNv + d2N,εQ(H)ij∂2ijv − 2dN,ε(Haj + g˜acHcj)[∂adN,ε∂2Njv −
1
ε
µε∂
2
a¯jv],
S2(v) = −µε∂Nv[4KdN,ε] + 2(1 + γ)∇Kµε∂Nv[∇KdN,ε] + 2∇Kµε∂2ξξN v[ξ,∇KdN,ε]
−2µεg˜ab 1
ρ
∂2Na¯v∂bdN,ε + 2µεdN,εξNQ(H)ij∂
2
ijv − µεdN,εtr(H2)∂Nv
−2(Haj + g˜acHcj)
[
µεξN∂adN,ε∂
2
Njv + (1 + γ)dN,ε∂aµε∂jv +
1
ε
µ2εξN∂
2
a¯jv
]
,
S3(v) = µε4Kµε[γv +Dξv[ξ]]− 2γµε∇Kµε∇Kρv − 2µεg˜ab∂bµεDξ(
∂a¯v
ρ
)[ξ]
+|∇Kµε|2
[
γ(γ + 1)v + 2(γ + 1)Dξv[ξ] +D
2
ξξv[ξ]
2
]
−1
3
Risljµ
2
εξsξl∂
2
ijv + µ
2
εξ
2
NQ(H)ij∂
2
ijv + µ
2
εξND
ij
Nlξl∂
2
ijv
+µ2ε[
2
3
Rmllj + g˜
abRjabm − ΓcamΓacj ]ξm∂jv − µ2εξN tr(H2)∂Nv
−2(Haj + g˜acHcj)[µεξN∂aµεDξ(∂jv) + (1 + γ)ξNµε∂aµε∂jv],
S4(v) = ∂2jNv∇KdN,ε∇Kdj + dNDijNldl,ε∂2ijv − 2dN,ε(Haj + g˜acHcj)∂adl∂2jlv,
S5(v) = −µε∂jv4Kdj,ε + γ(1 + γ)∇Kµε∇Kdj,ε∂jv + 2∇Kµε∇Kdj∂2jlvξl
−2µεg˜ab 1
ρ
∂2a¯jv∂bdj,ε −
1
3
µεRmijl(ξmdl,ε + ξldm,ε)∂
2
ijv + µεD
ij
NlξNdl,ε∂
2
ijv
+µε[
2
3
Rmllj + g˜
abRjabm − ΓcamΓacj ]dm,ε∂jv − 2µεξN (Haj + g˜acHcj)∂adl,ε∂2jlv,
S6(v) = ∇Kdj,ε∇Kdi,ε∂2ijv −
1
3
Risljds,εdl,ε∂
2
ijv,
where the functions DijNk are smooth functions of the variable z =
y
ρ and uniformly bounded.
Finally, the operator B(v) is defined in (2.15).
3. Construction of local approximate solutions
In this section, we will construct very accurate approximate solutions to our problem. The
basic tool for this construction is a linear theory we will describe below. We consider the domain
D defined as (2.13) and for functions φ defined on D, an operator of the form
L(φ) := −∆ξφ− pUp−1φ+ bij(ρz, ξ)∂ijφ+ bi(ρz, ξ)∂iφ (3.1)
where bij , bi and c are functions defined in D, which depend smoothly on y ∈ K. Recall that a
variable z ∈ Kρ has the form ρz = y ∈ K.
We want to establish a solvability theory and a-priori bounds for the following linear problem
L(φ) = h, in D
φ = 0, on ∂Dˆ∫
Dˆ φ(ρz, ξ)Zj(ξ) dξ = 0 ∀z ∈ Kρ, j = 0, . . . N + 1,
(3.2)
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for a given function h : D → R, which depends smoothly on the variable y ∈ K. The functions
Zj(ξ), j = 1, . . . , N + 1, are
Zj(ξ) =
∂U
∂ξj
, j = 1, . . . , N, ZN+1(ξ) = ξ · ∇U(ξ) + N − 2
2
U(ξ). (3.3)
It is well known (see for instance [5]) that these functions are the only bounded solutions to the
linearized equation around U of problem (1.5) in RN
−∆φ− pUp−1φ = 0 in RN .
Moreover, Z0 is the first eigenfunction (normalized to have L
2-norm equal to 1) corresponding
to the first eigenvalue λ1 > 0 L
2(RN ) of the problem
∆ξφ+ pU(ξ)
p−1φ = λφ in RN . (3.4)
Observe that this eigenfunction decays exponentially at infinity like ξ 7−→ |ξ|−N−12 e−
√
λ1 |ξ|.
In order to solve the above linear problem, we define the following norms. Let δ > 0 be a
positive, small fixed number. Let r be an integer. For a function w defined in D = Kρ × Dˆ, we
define
‖w‖ε,r := sup
(z,ξ)∈Kρ×Dˆ
(
(1 + |ξ|2) r2 |w(z, ξ)|
)
. (3.5)
Let σ ∈ (0, 1). We then set
‖w‖ε,r,σ := ‖w‖ρ,r + sup
(z,ξ)∈Kρ×Dˆ
(
(1 + |ξ|2) r+σ2 [w]σ,B(ξ,1)
)
(3.6)
where we have denoted
[w]σ,B(ξ,1) := sup
ξ1,ξ2∈B(ξ,1), ξ1 6=ξ2
|w(z, ξ2)− w(z, ξ1)|
|ξ1 − ξ2|σ . (3.7)
We will establish existence and uniform a priori estimates for problem (3.2) in the above norms,
provided that appropriate bounds for coefficients hold. We have the validity of the following
result.
Proposition 3.1. Assume that N ≥ 7, and let r be an integer such that 2 < r < N − 2. Then
there exist positive numbers δ, C such that if, for all i, j
‖bij‖∞ + ‖Dbij‖∞ + ‖(1 + |y|)bi‖∞ < δ, (3.8)
for all y = ρz ∈ Rk. Let h : K × Dˆ → R be a function that depends smoothly on the variable
y ∈ K, such that ‖h‖ε,r is bounded, uniformly in ε, and∫
Dˆ
h(εz, ξ)Zj(ξ)dξ = 0 for all z ∈ Kρ, j = 0, 1, . . . , N + 1.
Then there exists a solution φ of problem (3.2) and a constant C > 0 such that
‖D2ξφ‖ε,r,σ + ‖Dξφ‖ε,r−1,σ + ‖φ‖ε,r−2,σ ≤ C‖h‖ε,r,σ. (3.9)
Furthermore, the function φ depends smoothly on the variable ρz, and the following estimates
hold true: for any integer l there exists a positive constant Cl such that
‖Dlyφ‖ε,r−2,σ ≤ Cl
∑
k≤l
‖Dkyh‖ε,r,σ
 . (3.10)
Proof. The proof is adapted from Proposition 3.1 in [18]. We give here the main ideas for
completeness.
First, we prove a priori estimates by dividing the argument into several steps.
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Step 1. Let us assume that in problem (3.2) the coefficients bij , bi are identically zero. Thus
assume that φ is a solution to −∆φ− pw
p−1
0 φ = h in D
φ = 0, on ∂Dˆ∫
Dˆ φ(ρz, ξ)Zj(ξ) dξ = 0 for all z ∈ Kρ, j = 0, . . . N + 1.
(3.11)
We claim that there exists C > 0 such that
‖φ‖ε,r−2 ≤ C‖h‖ε,r. (3.12)
By contradiction, assume that there exist sequences εn → 0 (note that ρn = ε
N−1
N−2
n → 0), hn with
‖hn‖εn,r → 0 and solutions φn to (3.11) with ‖φn‖εn,r−2 = 1.
Let zn ∈ Kρn and ξn be such that |φn(ρnzn, ξn)| = sup |φn(y, ξ)|. We may assume that, up
to subsequences, ρnzn → y¯ in K. In particular one gets that |ξn| ≤ Cρ−1n for some positive
constant C independent of εn.
Let us now assume that there exists a positive constant M such that |ξn| ≤M . In this case,
up to subsequences, one gets that ξn → ξ0. Consider the functions φ˜n(z, ξ) = φn(z, ξ + ξn).
This is a sequence of uniformly bounded functions that converges uniformly over compact sets
of K × Dˆ to a solution φ˜ of −∆φ˜ − pwp−10 φ˜ = 0 in RN . Assuming N ≥ 7, 2 < r < N − 2 and
using the dominated convergence theorem, the orthogonality conditions pass to the limit and
we get ∫
RN
φ˜(y, ξ)Zj(ξ) dξ = 0 for all y ∈ K, for all j = 0, . . . N + 1.
These facts imply that φ˜ ≡ 0, that is a contradiction. We point out here that our condition
N ≥ 7 is needed to guarantee the the integrability of (1 + |ξ|2)− r−22 ZN+1(ξ).
Assume now that lim
n→∞ |ξn| =∞. Consider the scaled function
φ˜n(z, ξ) = φn(z, |ξn|ξ + ξn)
defined on the set
D¯ =
{
(z, ξ¯, ξN ) : |ξ¯| < δ
ρn|ξn| −
ξn
|ξn| , −
εndN,εn
ρnµεn |ξn|
− ξn|ξn| < ξN <
δ
ρn|ξn| −
ξn
|ξn|
}
.
Thus φ˜n satisfies the equation
−∆φ˜n − p cp−1N
|ξn|2
(1 + | |ξn|ξ + ξn|2)2 φ˜n = |ξn|
2h(z, |ξn|ξ + ξn) in D¯.
Under our assumptions, we have that φ˜n is uniformly bounded and it converges locally over
compact sets to φ˜ solution to ∆φ˜ = 0, |φ˜| ≤ C|ξ|2−r in RN . Since 2 < r < N , we conclude
that φ˜ ≡ 0, which is a contradiction. The proof of (3.12) is completed.
Step 2. We shall now show that there exists C > 0 such that, if φ is a solution to (3.11),
then
‖D2ξφ‖ε,r + ‖Dξφ‖ε,r−1 + ‖φ‖ε,r−2 ≤ C‖h‖ε,r. (3.13)
For z ∈ Kρ, we have that φ solves −∆ξφ = h+ pwp−10 φ := h˜ in D. From Step 1, we have that
|h˜| ≤ ‖h‖ε,r(1+|ξ|r) . Elliptic estimates give that |φ| ≤ C(1+|ξ|r−2) .
Let us now fix a point e ∈ RN and a positive number R > 0. Perform the change of variables
φ˜(z, t) = Rr−2 φ(z,Rt+ 3Re), so that
∆φ˜ = Rrh˜(z,Rt+ 3Re) in |t| ≤ 1.
Elliptic estimates give then that
‖D2φ˜‖L∞(B(0,1)) + ‖Dφ˜‖L∞(B(0,1)) ≤ C‖Rrh˜(z,Rt+ 3Re)‖L∞(B(0,2)).
It then follows that
‖(1 + |ξ|)rD2φ‖L∞(|ξ|≤δρ−1) ≤ C‖(1 + |ξ|)rh‖L∞(|ξ|≤δρ−1).
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Arguing in a similar way, one gets the internal weighted estimate for the first derivative of φ
‖(1 + |ξ|)r−1Dφ‖L∞(|ξ|≤δρ−1) ≤ C‖(1 + |ξ|)rh‖L∞(|ξ|≤δρ−1).
By using the representation formula for solution φ to the above equation, we see that |φ| ≤
Cρ
r−2
2 in |ξ| < δρ−1. Furthermore, elliptic estimates give that in this region |Dφ| ≤ Cρ r−12 and
|D2φ| ≤ Cρ r2 . This concludes the proof of (3.13).
Step 3. We shall now show that there exists C > 0 such that, if φ is a solution to (3.11),
then
‖D2ξφ‖ε,r,σ + ‖Dξφ‖ε,r−1,σ + ‖φ‖ε,r−2,σ ≤ C‖h‖ε,r,σ. (3.14)
Let us first assume we are in the region |ξ| < δρ−1, and z ∈ Kρ. We first claim that from
elliptic regularity, we have that if ‖h‖ε,r,σ ≤ C then ‖φ‖ε,r−2,σ ≤ C. Thus, we write that φ
solves −∆φ = h˜ in |ξ| < δρ−1 where ‖h˜‖ε,r,σ ≤ C.
Arguing as in the previous step, we fix a point e ∈ RN and a positive number R > 0. Perform
the change of variables φ˜(z, t) = Rr−2 φ(z,Rt+ 3Re), so that
∆φ˜ = Rrh˜(z,Rt+ 3Re) in |t| ≤ 1.
Elliptic estimates give then that ‖D2φ˜‖C0,σ(B(0,1)) ≤ C‖h˜‖C0,σ(B(0,2)). This implies that
‖D2ξ φ˜‖L∞(B1) + [D2φ˜]σ,B(0,1) ≤ C.
In particular, we have for any z ∈ Kρ, that
sup
y1,y2∈B(0,1)
|D2φ˜(z, y1)−D2φ˜(z, y2)|
|y1 − y2|σ ≤ C.
This inequality gets translated in terms of φ as
Rr+σ sup
ξ1,ξ2∈B(ξ,1)
|D2φ(z, ξ1)−D2φ(z, ξ2)|
|ξ1 − ξ2|σ ≤ C.
In a very similar way, one gets the estimate on Dφ. This concludes the proof of (3.14).
Step 4. Differentiating equation (3.11) with respect to the z variable l times and using
elliptic regularity estimates, one proves that
‖Dlyφ‖ε,r−2,σ ≤ Cl
∑
k≤l
‖Dkyh‖ε,r,σ
 (3.15)
for any given integer l.
Step 5. Assume now that the function bij and bi in (3.2) are not zero, and assume that φ is
a solution of problem (3.2), then by (3.14) we obtain
‖D2ξφ‖ε,r,σ + ‖Dξφ‖ε,r−1,σ + ‖φ‖ε,r−2,σ
≤C‖h‖ε,r,σ + C‖bij∂ijφ‖ε,r,σ + C‖bi∂iφ‖ε,r,σ.
By definition of the norms and from (3.8), we have
‖bij∂ijφ‖ε,r,σ + ‖bi∂iφ‖ε,r,σ ≤ Cδ
(‖D2ξφ‖ε,r,σ + ‖Dξφ‖ε,r−1,σ + ‖φ‖ε,r−2,σ) .
Therefore, taking δ > 0 small enough, we get (3.9). Also we get (3.10) as a consequence of
(3.15).
Next we prove the existence of the solution φ to problem (3.11). To this purpose we consider
the Hilbert space H defined as the subspace of functions ψ which are in H1(D) such that ψ = 0
on ∂Dˆ, and ∫
Dˆ
ψ(ρz, ξ)Zj(ξ) dξ = 0 for all z ∈ Kε, j = 0, . . . N + 1.
Define a bilinear form in H by B(φ, ψ) := ∫Dˆ ψLφ. Then problem (3.2) gets weakly formulated
as that of finding φ ∈ H such that B(φ, ψ) = ∫Dˆ hψ ∀ ψ ∈ H. By the Riesz representation
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theorem, this is equivalent to solving φ = T (φ) + h˜ with h˜ ∈ H depending linearly on h, and
T : H → H being a compact operator. Fredholm’s alternative guarantees that there is a unique
solution to problem (3.2) for any h provided that
φ = T (φ) (3.16)
has only the zero solution in H. Equation (3.16) is equivalent to problem (3.2) with h = 0. If
h = 0, the estimate in (3.9) implies that φ = 0. This concludes the proof of Proposition 3.1. 
Now we show how we can construct very accurate approximate solutions to Problem (2.17)
locally close to Kρ, using an iterative method that we describe below: let I be an integer. The
expanded variables (z, ξ) will be defined as in (2.10) with
µε(y) = µ0,ε + µ1,ε + · · ·+ µI,ε, y = ρz (3.17)
where µ0,ε, µ1,ε, . . . , µI,ε will be smooth functions on K, with µ0,ε = µ0 + ε
1
N−2 µ¯0, µ0 > 0 as
defined in (3.37). Moreover
dj,ε(y) = d
0
j,ε + d
1
j,ε + · · ·+ dIj,ε, j = 1, . . . , N, (3.18)
where d`j,ε, j = 1, . . . , N ; ` = 0, . . . , I, will be smooth functions defined along K with values in
R, with d0N,ε = d0N + ε
1
N−2 d¯0N , d
0
N > 0 as defined in (3.37). In the (z, ξ) variables, the shape of
the approximate solution will be given by
vI+1,ε(z, ξ, ξN ) = ω˜I+1,ε + e˜ε(y)χε(ξ)Z0, y = ρz ∈ K, (3.19)
with
ω˜I+1,ε = U (ξ)− U¯ (ξ) + w1,ε (z, ξ) + · · ·+ wI+1,ε (z, ξ) , ξ = (ξ¯, ξN ) (3.20)
where U¯ is given by
U¯ (ξ) = U
(
ξ¯, ξN + 2
d˜N,ε
µ˜ε
)
=
αN
(1 + |ξ¯|2 + |ξN + 2 d˜N,εµ˜ε |2)
N−2
2
, αN = (N(N − 2))
N−2
4 , (3.21)
and the functions wj,ε’s for j ≥ 1 are to be determined so that the above function vI+1,ε satisfies
formally
Sε(vI+1,ε) = −Aµε,dεvI+1,ε − µ
N−2
2
ε
ε v
N+2
N−2−ε
I+1,ε = O(εI+2) in Kρ × Dˆ.
In the second term in (3.19), Z0 denotes the first eigenfunction in L
2(RN ) of the problem
∆φ+ pUp−1φ = λφ in RN , λ1 > 0
with
∫
Z20 = 1 and χε is a cut off function defined as follows. Let χ = χ(s), for s ∈ R, with
χ(s) = 1 if s < δˆ, χ(s) = 0 if s > 2δˆ, for some fixed δˆ > 0 to be chosen in such a way
that χε(ξ¯,− d˜N,εµ˜ε ) = 0, where χε(ξ) = χ(ε
1
N−2 |ξ|). Observe that the function vI+1 satisfies the
Dirichlet boundary condition for ξN = − d˜N,εµ˜ε .
Finally, in (3.19) the function e˜ε(ρz) is defined as follows
e˜ε = εeε = ε(e0 + e1,ε + · · ·+ eI,ε) (3.22)
where e0,ε = e0 + ε
1
N−2 e¯0, with e0 is an explicit smooth function, uniformly bounded in ε, whose
expression is given in (3.38).
The next proposition shows existence and qualitative properties of the functions µε, dε and
vI+1,ε as described above. We prove the following result.
Proposition 3.2. For any integer I ∈ N there exist smooth functions µε : K → R and
d1,ε, . . . , dN,ε : K → RN , eε : K → R, such that
‖µε‖L∞(K) + ‖∂aµε‖L∞(K) + ‖∂2a µε‖L∞(K) ≤ C (3.23)
‖ dj,ε‖L∞(K) + ‖∂adj,ε‖L∞(K) + ‖∂2adj,ε‖L∞(K) ≤ C, for j = 1, . . . , N, (3.24)
‖eε‖L∞(K) + ‖∂aeε‖L∞(K) + ‖∂2aeε‖L∞(K) ≤ C (3.25)
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for some positive constant C, independent of ε. Moreover there exists a positive function vI+1,ε :
Kρ × Dˆ → R such that
−Aµε,dε(vI+1,ε)− µ
N−2
2
ε
ε v
p−ε
I+1,ε = EI+1,ε in D
vI+1,ε = 0 on ∂D
with
‖vI+1,ε − vI,ε‖ε,2,σ ≤ CεI+1, ‖EI+1,ε‖ε,4,σ ≤ CεI+2. (3.26)
To construct such accurate approximate solutions, we use an iterative scheme of Picard’s type.
Similar arguments have been used in previous works, but in turns out that in this paper some
are more involved. For this reason we give a full detailed construction here. This is the aim of
the rest of this section.
Construction of w1,ε, µ0,ε, d
0
N,ε and e0,ε : For this first step we define
v1,ε = U − U¯ + w1,ε + εe0,εχε(ξ)Z0
with µε = µ0,ε, dN,ε = d
0
N,ε, and eε = e0,ε. Using the expansion of Sε(v1,ε) given in Lemma
2.2 with U = wN is the standard bubble defined in (1.4), we then have, in D,
Sε(v1,ε) =−Aµε,dε
(
U − U¯ + w1,ε + εe0,εZ0
)− µN−22 ε0,ε (U − U¯ + w1,ε + εe0,εZ0)p−ε
=−∆RNw1,ε − pUp−1w1,ε − 2(ε d0N,ε + ρµ0,εξN )Hij∂ijw1,ε + ρµ0,εHαα∂Nw1,ε
+ U¯p + pUp−1U¯ + ε
{
Up logU − N − 2
2
Up log(µ0,ε)− 2d0N,εHij∂2ijU − λ1e0,εZ0
}
− ρµ0,ε
[
2ξNHij∂
2
ijU −Hαα∂NU
]
+ ε2E1,ε +Qε(w1,ε)
=Lεw1,ε + h1,ε + ε2E1,ε +Qε(w1,ε),
where the operator Lε is given by
Lεw1,ε := −∆RNw1,ε − pUp−1w1,ε − 2(ε dN + ρµεξN )Hij∂ijw1,ε + ρµεtr(H)∂Nw1,ε. (3.27)
The term h1,ε is defined as follow
h1,ε =pU
p−1U¯ + ε
{
Up logU − N − 2
2
Up log(µ0,ε)− 2d0N,εHij∂2ijU − λ1e0,εZ0
}
− ρµ0,ε
[
2ξNHij∂
2
ijU −Hαα∂NU
]
. (3.28)
The function E1,ε is a function which is a sum of functions of the form
f1(ρz)
[
f2(µ0,ε, d
0
N,ε, e0,ε, ∂aµ0,ε, ∂ad
0
N,ε, ∂ee0,ε)+
+o(1)f3(µ0,ε, d
0
N,ε, e0,ε, ∂aµ0,ε, ∂ad
0
N,ε, ∂ae0,ε, ∂
2
aaµ0,ε, ∂
2
aad
0
N,ε, ∂
2
aae0,ε)
]
f4(y) (3.29)
with f1 a smooth function uniformly bounded in ε, f2 and f3 are smooth functions of their
arguments, uniformly bounded in ε as µ0,ε, d
0
N,ε and e0,ε are uniformly bounded. An important
remark is that the function f3 depends linearly on the argument. Concerning f4, we have
sup(1 + |ξ|4)|f4(y)| < +∞.
The term Qε(w1,ε) is explicitly given by
µ
N−2
2
ε
0,ε
[
(U − U¯ + w1ε + εe0,εZ0)p−ε − Up±ε − pUp−1±ε(U¯ + w1,ε + εe0,εZ0)
]
.
We now define µε = µ0,ε , dN,ε = d
0
N,ε, and eε = e0,ε in such a way that∫
Dˆ
h1,εZldξ = 0 for all l = 0, 1, . . . , N. (3.30)
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Since h1,ε is an even function on the variable ξ¯ (due to the fact that U and U¯ are even in ξ¯)
since the set Dˆ is symmetric in the variable ξ¯, the above condition is automatically satisfied for
any l = 1, . . . , N − 1.
On the other hand, we have (see Section 6 for a proof)∫
Dˆ
h1,εZN+1dξ = ε
−A1( µ0,ε
d0N,ε
)N−2
+A2 + ε
1
N−2
(
µ0,ε
d0N,ε
)N−1
gN+1
(
µ0,ε
d0N,ε
) (1 + o(1)),
(3.31)∫
Dˆ
h1,εZNdξ = ε
1+ 1
N−2
A3( µ0,ε
d0N,ε
)N−1
+A6µ0,εHaa + ε
1
N−2
(
µ0,ε
d0N,ε
)N
gN
(
µ0,ε
d0N,ε
) (1+o(1)),
(3.32)
and∫
Dˆ
h1,εZ0dξ = ε
A4( µ0,ε
d0N,ε
)N−2
+A5 −A7 log(µ0,ε)− λ1e0,ε − 2Hjjd0N,ε
∫
RN
∂2jjUZ0dξ
+ε
1
N−2
(
µ0,ε
d0N,ε
)N−1
g0
(
µ0,ε
d0N,ε
) (1 + o(1)) (3.33)
where the functions gi are smooth with gi(0) 6= 0 and Ai are positive constants.
Let (µ0,ε, d
0
N,ε, e0,ε) : K →∈ (0,∞) × (0,∞) × R be the solution to the following system of
nonlinear algebraic equations
−A1
(
µ0,ε
d0N,ε
)N−2
+A2 + ε
1
N−2
(
µ0,ε
d0N,ε
)N−1
gN+1
(
µ0,ε
d0N,ε
)
= 0
A1
(
µ0,ε
d0N,ε
)N−1
+ A1A6A3 µ0,εHaa + ε
1
N−2
(
µ0,ε
d0N,ε
)N
gN
(
µ0,ε
d0N,ε
)
= 0
A4
(
µ0,ε
d0N,ε
)N−2
+A5 −A7 log(µ0,ε)− λ1e0,ε
−2Hjjd0N,ε
∫
RN ∂
2
jjUZ0dξ + ε
1
N−2
(
µ0,ε
d0N,ε
)N−1
g0
(
µ0,ε
d0N,ε
)
= 0 .
(3.34)
This solution (µ0,ε, d
0
N,ε, e0,ε) exists and has the form
µ0,ε = µ0 + ε
1
N−2 µ¯0, d
0
N,ε = d
0
N + ε
1
N−2 d¯0N , e0,ε = e0 + ε
1
N−2 e¯0, (3.35)
where µ0, d
0
N and e0 solve
F (µ0, d
0
N , e0) = 0 (3.36)
where
F (µ, dN , e) :=

−A1
(
µ
dN
)N−2
+A2
A1
(
µ
dN
)N−1
+ A1A6A3 µHaa
A4
(
µ
dN
)N−2
+A5 −A7 log(µ)− λ1e− 2HjjdN
∫
RN ∂
2
jjUZ0dξ

Explicitly, we get
µ0 = −
(
A2
A1
)N−1
N−2 A3
A6
1
Haa
, d0N = −
A2
A1
A3
A6
1
Haa
(3.37)
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and
e0 =
1
λ1
{
− 2d0NHjj
∫
RN
∂2jjUZ0dξ +
A2A4
A1
+A5 −A7 log(µ0)
}
. (3.38)
Exactly at this point that we need to assume that the mean curvature in the directions of TqK
is negative for any q ∈ K in order to ensure that µ0 is positive.
Direct computations give
F0 := ∇µ,dN ,eF (µ0, d0N , e0) =

−(N − 2)A1 µ
N−3
0
(d0N )
N−2 (N − 2)A1 µ
N−2
0
(d0N )
N−1 0
(N − 2)A1 µ
N−2
0
(d0N )
N−1 −(N − 1)A1 µ
N−1
0
(d0N )
N 0
a31 a32 −λ1
 ,
where
a31 = (N − 2)A4 µ
N−3
0
(d0N )
N−2 −
A7
µ0
, a32 = −(N − 2)A4 µ
N−2
0
(d0N )
N−1 − 2Hjjd0N
∫
RN
∂2jjUZ0dξ.
Since
det (F0) = −λ1(N − 2)A21
µN−20
(d0N )
N−1Haa > 0,
solving system (3.34) is equivalent to solve a fixed point problem, which is uniquely solvable in
the set {
(µ¯0, d¯
0
N , e¯0) : ‖µ¯0‖∞ ≤ δ, ‖d¯0N‖∞ ≤ δ, ‖e¯0‖∞ ≤ δ
}
for some proper small δ > 0. Moreover, the smoothness of µ¯0, d¯
0
N , e¯0 follows using of the Implicit
function Theorem.
For a later purpose we define the following quantities which appeared in the above matrix F0
A := −(N − 2)A1 µ
N−3
0
(d0N )
N−2 , B = (N − 2)A1
µN−20
(d0N )
N−1 , C = −(N − 1)A1
µN−10
(d0N )
N
.
An easy computation shows that AC −B2 > 0.
With the choice for µ0,ε, d
0
N,ε and e0,ε in (3.35), the integral of the right hand side in (3.39)
against Zl, l = 0, 1, . . . , N + 1, vanishes on Dˆ. Furthermore, with this same choice, the linear
operator Lε defined in (3.27) satisfies the assumptions of Proposition 3.1. Thus, we define w1,ε
to be solution of the Problem
Lεw1,ε = −h1,ε in D w1,ε = 0, on ∂D. (3.39)
Moreover, it is straightforward to check that
‖h1,ε‖ε,4,σ ≤ Cε
for some σ ∈ (0, 1). Proposition 3.1 thus gives that
‖D2ξw1,ε‖ε,4,σ + ‖Dξw1,ε‖ε,3,σ + ‖w1,ε‖ε,2,σ ≤ Cε (3.40)
and that there exists a positive constant β (depending only on Ω,K and N) such that for any
integer ` there holds
‖∇(`)z w1,ε(z, ·)‖ε,2,σ ≤ βClε z ∈ Kρ (3.41)
where Cl depends only on l, p, K and Ω.
With this definition of µ0,ε, d
0
N,ε, e0,ε and w1,ε, we have in particular that
‖ − Aµε,dεv1,ε − µ
N−2
2
ε
ε v
p−ε
1,ε ‖ε,4,σ ≤ Cε2.
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Construction of w2,ε and choice of the parameters µ1,ε, d
1
N,ε and e1,ε. To improve further
our approximate solutions v1,ε constructed in the previous step we define the function
v2,ε(z, ξ) = U(ξ)− U¯ (ξ) + w1,ε (z, ξ) + w2,ε (z, ξ) + εeεχε(ξ)Z0,
where now µε = µ0,ε+µ1,ε, dN,ε = d
0
N,ε+d
1
N,ε, eε = e0,ε+e1,ε and where µ0,ε, d
0
N,ε, e0,ε and w1,ε
have already been constructed in the previous step. Observe that a Taylor expansion yields
U¯(ξ) =U
(
ξ¯, ξN + 2
ε(d0N,ε + d
1
N,ε)
ρ(µ0,ε + µ1,ε)
)
= U
(
ξ¯, ξN + 2
εd0N,ε
ρµ0,ε
)
+2
ε
ρ
∂NU
(
ξ¯, ξN + 2
εd0N,ε
ρµ0,ε
)d0N,εµ0,ε
(
d1N,ε
d0N,ε
− µ1,ε
µ0,ε
)
+O
(
d1N,ε
d0N,ε
− µ1,ε
µ0,ε
)2 . (3.42)
Computing Sε(v2,ε) (see (2.18)) we get
Sε(v2,ε) = Lεw2,ε + h2,ε + ε3E2,ε +Qε(w2,ε) (3.43)
where Lε is defined in (3.27) and the function h2,ε is given by
h2,ε =− 2εd1N,εHij∂2ijU + ρµ1,ε
[−2ξNHij∂2ijU +Hαα∂NU]− λ1 ε e1,ε Z0
− εN − 2
2
µ1,ε
µ0,ε
Up + f˜2ε + h˜2ε(y, ξ, µ0,ε, d
0
N,ε, e0,ε) (3.44)
where
f˜2ε = 2pU
p−1∂NU
(
ξ¯, ξN + 2
εd0N,ε
ρµ0,ε
)εd0N,ε
ρµ0,ε
[
d1N,ε
d0N,ε
− µ1,ε
µ0,ε
]
,
and h˜2ε is a smooth function on its variables and is even in the variable ξ¯ ∈ RN−1, which implies
in particular that ∫
Dˆ
h˜2εZjdξ = 0 j = 1, . . . , N − 1, (3.45)
Moreover we can easily show that∫
Dˆ
h˜2εZ0dξ = ε
2ϑ1(µ0,ε, d
0
N,ε, e0,ε),
∫
Dˆ
h˜2εZN+1dξ = ε
2ϑ2(µ0,ε, d
0
N,ε, e0,ε), (3.46)
and ∫
Dˆ
h˜2εZNdξ = ερϑ3(µ0,ε, d
0
N,ε, e0,ε). (3.47)
where ϑi(µ0,ε, d
0
N,ε, e0,ε), i = 1, 2, 3 are some uniformly bounded functions. In (3.43) the term
E2,ε can be described as the sum of functions of the form (3.29). Finally the term Qε(w2,ε) is a
sum of terms depending on w2,ε like
(µ0,ε + µ1,ε)
N−2
2
ε
[−(U − U¯ + w1,ε + w2,ε + εeεχε(ξ)Z0)p−ε
+(U − U¯ + w1,ε + εeεχε(ξ)Z0)p−ε + (p− ε)(U − U¯ + w1,ε + εeεχε(ξ)Z0)p−1−εw2,ε
]
and linear terms in w2,ε multiplied by a term of order ε, like
(p− ε) ((U − U¯ + w1,ε + εeεχε(ξ)Z0)p−1−ε − Up−1−ε)w2,ε.
First we define µ1,ε, d
1
N,ε, e1,ε. Computations similar to those of (3.31)-(3.33) yield∫
Dˆ
h2εZN+1dξ = −εA1
(
µ0,ε
d0N,ε
)N−2 [
(N − 2)
(
µ1,ε
µ0,ε
− d
1
N,ε
d0N,ε
)
+O
(
ε
1
N−2
)]
(1 + o(1))
∫
Dˆ
h2εZNdξ = ε
1+ 1
N−2A3(N − 1)
(
µ0,ε
d0N,ε
)N−1(
µ1,ε
µ0,ε
− d
1
N,ε
d0N,ε
)
(1 + o(1))
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∫
Dˆ
h2εZ0dξ = εA4
(
µ0,ε
d0N,ε
)N−2 [
(N − 2)
(
µ1,ε
µ0,ε
− d
1
N,ε
d0N,ε
)
+O
(
ε
1
N−2
)]
(1 + o(1)).
We choose µ1,ε, d
1
N,ε, e1,ε so that∫
Dˆ
h2,εZldξ = 0, l = 0, N,N + 1. (3.48)
We can easily see that the above orthogonality conditions are fulfilled provided we choose the
parameters µ1,ε, d
1
N,ε, e1,ε to solve the following system
(N − 2)A1 µ
N−3
0,ε
(d0N,ε)
N−2µ1,ε − (N − 2)A1 µ
N−2
0,ε
(d0N,ε)
N−1dN,ε
+ε
1
N−2 gN+1
(
µ1,ε
d1N,ε
)
= ε<1(µ0,ε, d0N,ε, e0,ε)
[
A6Hαα − (N − 1)A3 µ
N−2
0,ε
(d0N,ε)
N−1
]
µ1,ε + (N − 1)A3 µ
N−1
0,ε
(d0N,ε)
N d
1
N,ε
+ε
1
N−2 gN
(
µ1,ε
d1N,ε
)
= ε<2(µ0,ε, d0N,ε, e0,ε)
(N − 2)A4 µ
N−2
0,ε
(d0N,ε)
N−2
(
µ1,ε
µ0,ε
− d
1
N,ε
d0N,ε
)
+A5 −A7 log(µ1,ε)− λ1e1,ε
−2Hjjd1N,ε
∫
RN ∂
2
jjUZ0dξ + ε
1
N−2 g0
(
µ1,ε
d1N,ε
)
= ε<3(µ0,ε, d0N,ε, e0,ε) ,
(3.49)
where <i, i = 1, 2, 3 are some smooth uniformly bounded functions. Arguing as in the first step
we can show that the above system is solvable and the solution (µ1,ε, d
1
N,ε, e1,ε) has the form
µ1,ε = µ˜1,ε + ε
1
N−2µ1,ε, d
1
N,ε = d˜
1
N,ε + ε
1
N−2d
1
N,ε, e1,ε = e˜1,ε + ε
1
N−2 e1,ε, (3.50)
where (µ˜1,ε, d˜
1
N,ε, e˜1,ε) is a solution of
µ˜1,ε − µ0,εd0N,ε d˜
1
N,ε = ε<˜1(µ0,ε, d0N,ε, e0,ε)
[
A6Hαα − (N − 1)A3 µ
N−2
0,ε
(d0N,ε)
N−1
]
µ˜1,ε + (N − 1)A3 µ
N−1
0,ε
(d0N,ε)
N d˜
1
N,ε = ε<2(µ0,ε, d0N,ε, e0,ε)
(N − 2)A4 µ
N−2
0,ε
(d0N,ε)
N−2
(
µ˜1,ε
µ0,ε
− d˜
1
N,ε
d0N,ε
)
+A5 −A7 log(µ˜1,ε)− λ1e˜1,ε
−2Hjj d˜1N,ε
∫
RN ∂
2
jjUZ0dξ = ε<3(µ0,ε, d0N,ε, e0,ε) ,
(3.51)
where <˜1 = 1(N−2)A1
(d0N,ε)
N−2
µN−30,ε
<1. Indeed, the first two equations in (3.49) can be rewritten in
the following form
M
 µ˜1,ε
d˜1N,ε
 = ε
 <˜1(µ0,ε, d0N,ε, e0,ε)
<2(µ0,ε, d0N,ε, e0,ε)
 (3.52)
with the matrix
M =
 1 −
µ0,ε
d0N,ε
A6Hαα − (N − 1)A3 µ
N−2
0,ε
(d0N,ε)
N−1 (N − 1)A3 µ
N−1
0,ε
(d0N,ε)
N
 (3.53)
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which is clearly invertible since det(M) = A6Hαα
µ0,ε
d0N,ε
6= 0. Thus we can get the existence of
µ1,ε and d
1
N,ε in (3.51), and we then get the existence of e1,ε from the third equation in (3.51).
Moreover, we have the following estimates
‖µ1,ε‖L∞(K) + ‖∂aµ1,ε‖L∞(K) + ‖∂2aµ1,ε‖L∞(K) ≤ Cε,
‖d1N,ε‖L∞(K) + ‖∂ad1N,ε‖L∞(K) + ‖∂2ad1N,ε‖L∞(K) ≤ Cε
and
‖e1,ε‖L∞(K) + ‖∂ae1,ε‖L∞(K) + ‖∂2ae1,ε‖L∞(K) ≤ Cε.
Observe now the following
• from (3.45) and using the fact that ∂2jjU is even with respect to ξ¯, we have∫
Dˆ
h2,εZjdξ = 0, j = 1, . . . , N − 1. (3.54)
• given the choice of the parameters (3.50), the linear operator defined in (3.43) by (3.27),
which depends on µε, dN,ε and eε, satisfies the assumptions of Proposition 3.1.
Henceforth, we apply the result of Proposition 3.1 to define w2,ε solving
Lεw2,ε = −h2,ε in D w2,ε = 0, on ∂D. (3.55)
Since, for a given σ ∈ (0, 1), ‖h2,ε‖ε,4,σ ≤ Cε2, we have that
‖D2ξw2,ε‖ε,4,σ + ‖Dξw2,ε‖ε,3,σ + ‖w2,ε‖ε,2,σ ≤ Cε2 (3.56)
and that there exists a positive constant β (depending only on Ω,K and n) such that for any
integer ` there holds
‖∇(`)y w2,ε(z, ·)‖ε,2,σ ≤ βC` ε2 ρy = z ∈ Kρ (3.57)
where C` depends only on `, p, K and Ω.
With this choice of µ1,ε, e1,ε, d
1
N,ε and w2,ε we get that
‖ − Aµε,dεv2,ε − µ
N−2
2
ε
ε v
p−ε
2,ε ‖ε,4,σ ≤ Cε3.
Construction of w3,ε and choice of µ2,ε, d
2
N,ε, e2,ε and d
0
j,ε, l = 1, . . . , N − 1.
We define
v3,ε(z, ξ) = U(ξ)− U¯ (ξ) + w1,ε (z, ξ) + w2,ε (z, ξ) + w3,ε (z, ξ) + εeεχε(ξ)Z0
where µε = µ0,ε + µ1,ε + µ2,ε, eε = e0,ε + e1,ε + e2,ε, dN,ε = d
0
N,ε + d
1
N,ε + d
2
N,ε, dl,ε = d
0
1,ε,
l = 1, . . . , N − 1. We recall that µ0,ε, µ1,ε, e0,ε, e1,ε, d0N,ε, d1N,ε and w1,ε, w2,ε have already been
constructed in the previous steps. Computing Sε(v3,ε) (see (2.18)) we get
Sε(v3,ε) = Lεw3,ε − h3,ε + ε4E3,ε +Qε(w3,ε) (3.58)
where Lε is defined in (3.27), and the function h3,ε is given by
h3,ε =− 2εd2N,εHij∂2ijU + ρµ2,ε
{−2ξNHij∂2ijU +Hαα∂NU}− λ1 ε e2,ε Z0 − εN − 22 µ2,εµ0,εUp
+ 2pUp−1∂NU
(
ξ¯, ξN + 2
εd0N,ε
ρµ0,ε
)εd0N,ε
ρµ0,ε
[
d2N,ε
d0N,ε
− µ2,ε
µ0,ε
]
+ ε2ρΞ3(d
0
j,ε)
+ h˜3ε(y, ξ, µ0,ε, µ1,ε, d
0
N,ε, d
1
N,ε, e0,ε, e1,ε) (3.59)
with the function h˜3,ε satisfying∫
Dˆ
h˜3,εZjdξ = O(ε
2ρ), j = 1, . . . , N − 1, (3.60)
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and ∫
Dˆ
h˜3,εZN+1dξ = O(ε
3),
∫
Dˆ
h˜3,εZNdξ = O(ε
2ρ),
∫
Dˆ
h˜3,εZ0dξ = O(ε
3). (3.61)
In (3.59), Ξ3(d
0
j,ε) is given by
Ξ3(d
0
j,ε) =
{−µ0,ε∂jU4Kd0j,ε + γ(1 + γ)∇Kµ0,ε∇Kd0j,ε∂jU + 2∇Kµ0,ε∇Kd0j,ε∂2jlUξl
−2µ0,εg˜ab 1
ρ
∂2a¯jU∂bd
0
j,ε −
1
3
µεRmijl(ξmd
0
l,ε + ξld
0
m,ε)∂
2
ijU + µ0,εD
ij
NlξNd
0
l,ε∂
2
ijU
+µ0,ε[
2
3
Rmllj + g˜
abRjabm − ΓcamΓacj ]d0m,ε∂jv − 2µ0,εξN (Haj + g˜acHcj)∂ad0l,ε∂2jlU
}
.
In (3.58) the term E3,ε can be described as the sum of functions of the form (3.29).
Finally the term Qε(w3,ε) is a sum of terms depending on w2,ε like
(µ0,ε+µ1,ε+µ2,ε)
N−2
2
ε
[
(U − U¯ + w1,ε + w2,ε + w3,ε + εeεZ0)p−ε − (U − U¯ + w1,ε + w2,ε + εeεZ0)p−ε
−(p− ε)(U − U¯ + w1,ε + w2,ε + εeεZ0)p−1−εw3,ε
]
and linear terms in w3,ε multiplied by a term of order ε, like
(p− ε) ((U − U¯ + w1,ε + w2,ε + εeεZ0)p−1−ε − Up−1−ε)w3,ε.
We now proceed with the choice of µ2,ε, d
2
N,ε, e2,ε and d
0
l,ε, l = 1, . . . , N − 1.
Projection onto ZN+1, ZN , Z0 and choice of µ2,ε, d
2
N,ε, e2,ε. Arguing as in the last step of the
iteration we can prove that the three orthogonality conditions
∫
D h3,εZl = 0, l = 0, N,N + 1.
are guaranteed choosing the parameters µ2,ε, d
2
N,ε, e2,ε, to be solutions of the following system
M
(
µ2,ε
d2N,ε
)
= ε2
 <˜13(µ0,ε, µ1,ε; d0N,ε, d1N,ε; e0,ε, e1,ε)
<23(µ0,ε, µ1,ε; d0N,ε, d1N,ε; e0,ε, e1,ε)

and
(N − 2)A4
µN−20,ε
(d0N,ε)
N−2
(
µ2,ε
µ0,ε
− d
2
N,ε
d0N,ε
)
+A5 −A7 log(µ2,ε)− λ1e2,ε
− 2Hjjd2N,ε
∫
RN
∂2jjUZ0dξ = ε
2<33(µ0,ε, µ1,ε; d0N,ε, d1N,ε; e0,ε, e1,ε).
where the matrix M was defined in (3.53). Arguing as in the previous step, we can get the
existence and smoothness of µ2,ε, d
2
N,ε, e2,ε, solutions of the above system. Moreover, we have
the validity of the following bounds on such parameters
‖µ2,ε‖L∞(K) + ‖∂aµ2,ε‖L∞(K) + ‖∂2aµ2,ε‖L∞(K) ≤ Cε2,
‖d2N,ε‖L∞(K) + ‖∂ad2N,ε‖L∞(K) + ‖∂2ad2N,ε‖L∞(K) ≤ Cε2,
and
‖e2,ε‖L∞(K) + ‖∂ae2,ε‖L∞(K) + ‖∂2ae2,ε‖L∞(K) ≤ Cε2.
Projection onto Zl and choice of d
0
l,ε: Multiplying h3,ε by Zl = ∂lU , integrating over D and
using the fact U is even in the variable ξ, one obtains∫
Dˆ
h3,ε Zl =ε
2ρ
{
−µ0,ε ∆Kd0j,ε
∫
Dˆ
∂jU∂lU + ε
∫
Dˆ
G2,ε ∂lU
− 1
3
µ0,εRmijs
∫
Dˆ
(ξmd
0
s,ε + ξsd
0
m,ε) ∂
2
ijU∂lU (3.62)
+ µ0,ε
[
2
3
Rmssj d
0
m,ε +
(
g˜abε Rmaaj − Γca(Em)Γac (Ej)
)
d0m,ε
] ∫
Dˆ
∂jU ∂lU
}
+O(ε2ρ).
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First of all, observe that by oddness in ξ we have that∫
Dˆ
∂jU∂lU = δlj
(∫
RN
|∂lU |2 +O(εN−2)
)
= δlj C0 +O(ε
N−2)
with C0 :=
∫
RN |∂lw0|2. On the other hand the integral
∫
Dˆ ξm ∂
2
ijU∂lU is non-zero only if, either
i = j and m = l, or i = l and j = m, or i = m and j = l. In the latter case we have Rmijs = 0
(by the antisymmetry of the curvature tensor in the first two indices). Therefore, the first term
of the second line of the above formula becomes simply∑
ijms
Rmijs
∫
Dˆ
ξmd
0
s,ε ∂
2
ijU∂lU
=
∑
is
Rliisd
0
s,ε
∫
Dˆ
ξl∂lU∂
2
iiUdξ +
∑
js
Rjljsd
0
s,ε
∫
Dˆ
ξj∂lU∂
2
ljUdξ
=
∑
is
Rliisd
0
s,ε
∫
RN
ξl∂lU∂
2
iiUdξ +
∑
js
Rjljsd
0
s,ε
∫
RN
ξj∂lU∂
2
ljUdξ +O(ε
N−2).
Observe that, integrating by parts, when l 6= i (otherwise Rliis = 0) there holds∫
Dˆ
ξl∂lU∂
2
iiUdξ =
∫
RN
ξl∂lU∂
2
iiUdξ +O(ε
N−2) = −
∫
RN
ξl∂iU∂
2
liUdξ +O(ε
N−2).
Hence, still by the antisymmetry of the curvature tensor we obtain that∑
ijms
Rmijs
∫
Dˆ
ξmd
0
s,ε ∂
2
ijU∂lU = −2
∑
is
Rliisd
0
s,ε
(∫
RN
ξl∂iU∂
2
liUdξ +O(ε
N−2)
)
.
Then the second line in Formula (3.62) becomes (permuting the indices s and m in the above
argument)
−1
3
µ0,ε
∑
ijms
Rmijs
∫
Dˆ
(ξmd
0
s,ε + ξsd
0
m,ε) ∂
2
ijU∂lU
=
4
3
µ0,ε
∑
is
Rliisd
0
s,ε
(∫
RN
ξl∂iU∂
2
liUdξ +O(ε
N−2)
)
= − 2
3
µ0,ε
∑
is
Rliisd
0
s,ε
(
C0 +O(ε
N−2)
)
Collecting the above computations, we conclude that
−1
3
µ0,εRmijl
∫
Dˆ
(ξmd
0
l,ε + ξld
0
m,ε) ∂
2
ijU∂lU +
2
3
µ0,εRmssj d
0
m,ε
∫
Dˆ
∂jU ∂lU = O(ε
N−2).
Hence formula (3.62) becomes simply
[µ0,εε
2ρ]−1
∫
Dˆ
h3,ε ∂lU =− C0 ∆K d0l,ε + C0
(
g˜abε Rmaal − Γca(Em)Γac (El) +O(εN−2)
)
d0m,ε
+
∫
Dˆ
G2,ε ∂lw0.
We thus obtain that h3,ε, the right-hand side of (3.55), is L
2-orthogonal to Zl (l = 1, · · · , N −1)
if and only if d0l,ε satisfies an equation of the form
∆K d
0
l,ε −
(
g˜abε Rmaal − Γca(Em)Γac (El) +O(εN−2)
)
d0m,ε = G2,ε(ρz), (3.63)
for some smooth function G2,ε, whose L
∞ norm on K is bounded by a fixed constant, as ε→ 0.
Observe that the operator acting on d0l,ε in the left hand side is nothing but the Jacobi operator
of the submanifold K. By our assumption, K is non degenerate and hence this operator is
invertible. This implies the solvability of the above equation in d0l,ε. Furthermore, equation
(3.63) defines d0l,ε as a smooth function on K, with
‖d0l,ε‖L∞(K) + ‖∂ad0l,ε‖L∞(K) + ‖∂2ad0l,ε‖L∞(K) ≤ C l = 1, . . . , N − 1. (3.64)
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Given the choice of the parameters µ2,ε, d
2
N,ε, e2,ε and d
0
l,ε(l = 1, . . . , N − 1), the linear operator
defined in (3.58) by (3.27), which depends on µε, dN,ε and eε, satisfies the assumptions of
Proposition 3.1. Furthermore, we have the existence of w3,ε solution to
Lεw3,ε = h3,ε in D, w3,ε = 0, on ∂D. (3.65)
Moreover, for a given σ ∈ (0, 1) we have ‖h3,ε‖ε,4,σ ≤ Cε3. Proposition 3.1 thus gives then that
‖D2ξw3,ε‖ε,4,σ + ‖Dξw3,ε‖ε,3,σ + ‖w3,ε‖ε,2,σ ≤ Cε3 (3.66)
and that there exists a positive constant β (depending only on Ω,K and n) such that for any
integer ` there holds
‖∇(`)y w3,ε(z, ·)‖ε,N−3,σ ≤ βC` ε3 y = ρz ∈ K. (3.67)
where C` depends only on `, p, K and Ω. Moroever, we have that
‖ − Aµε,dεv3,ε − µ
N−2
2
ε
ε v
p−ε
3,ε ‖ε,4,σ ≤ Cε4.
Expansion at an arbitrary order. We take now an arbitrary integer I, we let
µε := µ0,ε + µ1,ε + · · ·+ µI−1,ε + µI,ε, (3.68)
dl,ε = d
0
l,ε + . . .+ d
I−2
l,ε . l = 1, . . . , N − 1; dN,ε = d0N,ε + . . .+ dIN,ε
and
eε = e0,ε + e1,ε + · · ·+ eI,ε
and we define
vI+1,ε = U(ξ)− U¯(ξ) + w1,ε(z, ξ) + . . .+ wI,ε(z, ξ) + wI+1,ε(z, ξ) + εeεχεZ0 (3.69)
where µ0,ε, µ1,ε, · · · , µI−1,ε, d1l,ε, · · · , dI−3l,ε , d0N,ε, . . . , dI−1N,ε , e0,ε, e1,ε, . . . , eI−1,ε and w1,ε, .., wI,ε
have already been constructed following an iterative scheme, as described in the previous steps
of the construction.
In particular one has, for any i = 1, . . . , I − 1,
‖µi,ε‖L∞(K) + ‖∂aµi,ε‖L∞(K) + ‖∂2aµi,ε‖L∞(K) ≤ Cεi,
‖diN,ε‖L∞(K) + ‖∂adiN,ε‖L∞(K) + ‖∂2adiN,ε‖L∞(K) ≤ Cεi−1,
‖dil,ε‖L∞(K) + ‖∂adil,ε‖L∞(K) + ‖∂2adil,ε‖L∞(K) ≤ Cεi−1, l = 1, . . . , N − 1,
‖ei,ε‖L∞(K) + ‖∂aei,ε‖L∞(K) + ‖∂2aei,ε‖L∞(K) ≤ Cεi−1,
and moreover for any i = 0, . . . , I − 1 we have that
‖D2ξwi+1,ε‖ε,4,σ + ‖Dξwi+1,ε‖ε,3,σ + ‖wi+1,ε‖ε,2,σ ≤ Cεi+1
and for any integer `
‖∇(`)z wi+1,ε(z, ·)‖ε,2,σ ≤ βClεi+1, z ∈ Kρ.
The new components (µI,ε, d
I−2
1,ε , . . . , d
I−2
N−1,ε, d
I
N,ε, eI,ε) will be found reasoning as before. Com-
puting S(vI+1,ε) (see (2.18)) we get
Sε(vI+1,ε) = LεwI+1,ε − hI+1,ε + εI+2EI+1,ε +Qε(wI+1,ε) (3.70)
where Lε is defined in (3.27), and the function h3,ε is given by
hI+1,ε = −2εdIN,εHij∂2ijU + ρµI,ε
{−2ξNHij∂2ijU +Hαα∂NU}− λ1 ε eI,ε Z0
−εN − 2
2
µI,ε
µ0,ε
Up + 2pUp−1∂NU
(
ξ¯, ξN + 2
εd0N,ε
ρµ0,ε
) εd0N,ε
ρµ0,ε
[
dIN,ε
d0N,ε
− µI,ε
µ0,ε
]
(3.71)
+εI ρΞI+1(d
I−2
j,ε ) + h˜I+1,ε
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where h˜I+1,ε is a smooth function on its variable which depends only on the parameters µj,ε,
djN,ε, d
j
`,ε, ej,ε which have been constructed in the previous steps. with∫
Dˆ
h˜I+1,εZjdξ = O(ε
Iρ), j = 1, . . . , N − 1, (3.72)
and∫
Dˆ
h˜I+1,εZN+1dξ = O(ε
I+1),
∫
Dˆ
h˜I+1,εZNdξ = O(ε
Iρ),
∫
Dˆ
h˜I+1,εZ0dξ = O(ε
Iρ).
(3.73)
In (3.59), ΞI+1(d
I−2
j,ε ) is given by
ΞI+1(d
I−2
j,ε ) =− µ0,ε∂jU4KdI−2j,ε + γ(1 + γ)∇Kµ0,ε∇KdI−2j,ε ∂jU + 2∇Kµ0,ε∇KdI−2j,ε ∂2jlUξl
− 2µ0,εg˜ab 1
ρ
∂2a¯jU∂bd
j
I−1,ε −
2
3
µεRisljξsd
I−2
l,ε ∂
2
ijU + µ0,εD
ij
NlξNd
I−2
l,ε ∂
2
ijU
+ µ0,ε[
2
3
Rmllj + g˜
abRjabm − ΓcamΓacj ]dI−2m,ε ∂jv − 2µ0,εξN (Haj + g˜acHcj)∂adI−2l,ε ∂2jlU.
In (3.70) the term EI+1,ε can be described as the sum of functions of the form (3.29). Finally
the term Qε(wI+1,ε) in (3.71) is a sum of terms depending on wI+1,ε like
(µ0,ε + µ1,ε + · · ·+ µI−1,ε + µI,ε)
N−2
2
ε
[
vp−εI+1,ε − vp−εI,ε − (p− ε)vp−1−εI,ε wI+1,ε
]
and linear terms in wI+1,ε multiplied by a term of order ε
2, like
(p− ε) ((U − U¯ + w1,ε)p−1−ε − (U − U¯)p−1−ε)wI+1,ε.
Arguing as in the previous step, it is possible to prove the existence of parameters µI,ε and the
normal section dI−21,ε , . . . , d
I−2
N−1,ε, d
I
N,ε and eI,ε in such a way that hI+1,ε is L
2-orthogonal to Zj ,
j = 0, 1, · · · , N + 1. Furthermore,
‖µI,ε‖L∞(K) + ‖∂aµI,ε‖L∞(K) + ‖∂2aµI,ε‖L∞(K) ≤ CεI ,
‖dIN,ε‖L∞(K) + ‖∂adIN,ε‖L∞(K) + ‖∂2adIN,ε‖L∞(K) ≤ CεI ,
‖eI,ε‖L∞(K) + ‖∂aeI,ε‖L∞(K) + ‖∂2aeI,ε‖L∞(K) ≤ CεI .
and
‖dI−2l,ε ‖L∞(K) + ‖∂adI−2l,ε ‖L∞(K) + ‖∂2adI−2l,ε ‖L∞(K) ≤ CεI−2. (3.74)
We are now in a position to apply Proposition 3.1 to get a solution wI+1,ε to
LεwI+1,ε = hI+1,ε in D wI+1,ε = 0, on ∂D. (3.75)
where Lε is defined in (3.27). Furthermore, we have that
‖D2ξwI+1,ε‖ε,4,σ + ‖DξwI+1,ε‖ε,3,σ + ‖wI+1,ε‖ε,2,σ ≤ CεI+1 (3.76)
and that there exists a positive constant β (depending only on Ω,K and N) such that for any
integer ` there holds
‖∇(`)y wI+1,ε(z, ·)‖ε,2,σ ≤ βClεI+1 y = ρz ∈ K. (3.77)
With this choice of (µI,ε, d
I−2
1,ε , . . . , d
I−2
N−1,ε, d
I
N,ε, eI,ε) and wI+1,ε we obtain that
‖ − Aµε,dεvI+1,ε − µ
N−2
2
ε
ε v
p−ε
I+1,ε‖ε,4,σ ≤ CεI+2.
This concludes our construction and have the validity of Proposition 3.2.
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4. The existence result: Proof of the Theorem 1
Let us recall that if u is a solution to problem (1.3), and defining u˜ by
u(x) = (1 + αε)ρ
−N−2
2 u˜(ρ−1x),
then u˜ satisfies the following equation
−∆u˜ = u˜N+2N−2−ε, u˜ > 0 in Ωρ; u˜ = 0 on ∂Ωρ, (4.1)
where Ωρ =
Ω
ρ .
4.1. Global approximate solution. Let I be an integer and recall the definitions of Kρ =
1
ρK
and Dˆ given after (2.13). We have constructed an approximate solution vI+1,ε in Section 3, such
that
Sε(vI+1,ε) = −Aµε,dεvI+1,ε − µ
N−2
2
ε
ε v
N+2
N−2−ε
I+1,ε = O(εI+2) in Kρ × Dˆ,
where µε(y) and dε(y) are functions defined on K, whose existence and properties are established
in Proposition 3.2. We define locally around Kρ the function
U˜ε(z, x) := µ
−N−2
2
ε (ρz) vI+1,ε
(
z,
x¯− ε2ρ−1d¯ε(ρz)
µε(ρz)
,
xN − ερ−1dN,ε(ρz)
µε(ρz)
)
×χε(|(x¯− ε2ρ−1d¯ε, xN − ερ−1dN,ε)|) (4.2)
where z ∈ Kρ. Here χε is a smooth cut-off function with
χε(r) = 1, for r ∈ [0, 2ε−γ ], χε(r) = 0, for r ∈ [3ε−γ , 4ε−γ ], and |χ(l)ε (r)| ≤ Clεlγ , ∀l ≥ 1,
(4.3)
for some γ ∈ (12 , 1) to be fixed later.
We will use the notation
u˜ = T˜µε,dε(v˜) (4.4)
if and only if u˜ and v˜ satisfy
u˜ = µ
−N−2
2
ε (ρz) v˜
(
z,
x¯− ε2ρ−1d¯ε(ρz)
µε(ρz)
,
xN − ερ−1dN,ε(ρz)
µε(ρz)
)
.
The function U˜ε is globally defined in Ωρ. We will look for a solution to (4.1) of the form
u˜ε = U˜ε + φ,
where φ is a lower term. Thus φ satisfies the following problem
Lε(φ) := −∆φ− (p− ε)U˜p−1−εε φ = Sε(U˜ε) +Nε(φ) in Ωρ, φ = 0 on ∂Ωρ, (4.5)
where
Sε(U˜ε) = ∆gρU˜ε + U˜
p
ε , (4.6)
and
Nε(φ) = (U˜ε + φ)
p−ε − U˜pε − (p− ε)U˜p−1−εε φ, (4.7)
where gρ(y, x) = g(ρy, ρx).
To solve the Non-Linear Problem (4.5) we use a fixed point argument based on the contraction
Mapping Principle. First we establish some invertibility properties of the linear problem
Lε(φ) = f in Ωρ, φ = 0 on ∂Ωρ
with f ∈ L2(Ωρ). This is the purpose of the next result.
Proposition 4.1. There exist a sequence εl → 0 and a positive constant C > 0, such that, for
any f ∈ L2(Ωρl), there exists a solution φ ∈ H10 (Ωρl) to the equation
Lεlφ = f in Ωρl , φ = 0 on ∂Ωρl ,
with ρl = ε
N−1
N−2
l . Furthermore,
‖φ‖H10 (Ωρl ) ≤ C ρ
−max{2,k}
l ‖f‖L2(Ωρl ). (4.8)
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The proof of this proposition will be given in Section 5. We are now in position to prove our
main Theorem 1.
4.2. Proof of the main Theorem 1. By Proposition 4.1, φ ∈ H10 (Ωρ) is a solution to (4.5) if
and only if
φ = L−1ε
(
Sε(U˜ε) +Nε(φ)
)
.
Notice that
‖Nε(φ)‖L2(Ωρ) ≤ C
{‖φ‖p
H10 (Ωρ)
for p ≤ 2,
‖φ‖2
H10 (Ωρ)
for p > 2
‖φ‖H10 (Ωρ) ≤ 1 (4.9)
and
‖Nε(φ1)−Nε(φ2)‖L2(Ωρ) ≤ C

(
‖φ1‖p−1H10 (Ωρ) + ‖φ2‖
p−1
H1gε (Ωρ)
)
‖φ1 − φ2‖H10 (Ωρ) for p ≤ 2,(
‖φ1‖H10 (Ωρ) + ‖φ2‖H10 (Ωρ)
)
‖φ1 − φ2‖H10 (Ωρ) for p > 2
,(4.10)
for any φ1, φ2 in H
1
0 (Ωρ) with ‖φ1‖H10 (Ωρ), ‖φ2‖H10 (Ωρ) ≤ 1.
Defining Tε : H
1
0 (Ωρ)→ H10 (Ωρ) as
Tε(φ) = L
−1
ε
(
Sε(U˜ε) +Nε(φ)
)
we will show that Tε is a contraction in some small ball in H
1
0 (Ωρ). As a direct consequence of
(3.26), we have ‖Sε(U˜ε)‖L2(Ωρ) ≤ CεI+1. Using this inequality and by (4.9), (4.10) and (4.8), we
obtain
‖Tε(φ)‖H1(Ωρ) ≤ Cρ−max{2,k}

(
εI+1 + ‖φ‖p
H10 (Ωρ)
)
for p ≤ 2,(
εI+1 + ‖φ‖2
H10 (Ωρ)
)
for p > 2.
Now we choose integers d and I so that
d >

N−1
N−2
max{2,k}
p−1 for p ≤ 2,
N−1
N−2 max{2, k} for p > 2
I > d− 1 + N − 1
N − 2 max{2, k}.
Thus one easily gets that Tε has a unique fixed point in set
B = {φ ∈ H10 (Ωρ) : ‖φ‖H10 (Ωρ) ≤ ε
d},
as a direct application of the contraction mapping Theorem. This concludes the proof.
5. The linear theory: proof of Proposition 4.1
In this section, we will establish a solvability theory for the linear problem to prove Proposition
4.1. We first study the above problem in a strip close to the scaled manifold Kρ. Let γ ∈ (12 , 1)
be the number fixed before in (4.3) and define
Ωρ,γ := {x ∈ Ωρ : dist(x,Kρ) < 2ε−γ}. (5.1)
We are first interested in solving the following problem: given f ∈ L2(Ωρ,γ)
−∆φ− (p− ε)U˜p−1−εε φ = f in Ωρ,γ , φ = 0 on ∂Ωρ,γ . (5.2)
We have the validity of the following result.
Proposition 5.1. There exist a constant C > 0 and a sequence εl = ε → 0 such that, for any
f ∈ L2(Ωρ,γ) there exists a solution φ ∈ H10 (Ωρ,γ) to Problem (5.2) such that
‖φ‖H10 (Ωρ,γ) ≤ Cρ
−max{2,k}‖f‖L2(Ωρ,γ). (5.3)
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Proof. Consider the functional
E(φ) =
1
2
∫
Ωρ,γ
(|∇φ|2 − (p− ε)U˜p−1−εε φ2) (5.4)
for functions φ ∈ H1(Ωρ,γ). Let (y, x) ∈ Rk+N be the local coordinates along Kρ. With an
abuse of notation we will denote
φ(Υ(y, x)) = φ(z, x), with y = ρz. (5.5)
Since the original variable (z, x) ∈ Rk+N are only local coordinates along Kρ we let the variable
(z, x) vary in the set Cε defined by
Cε = {(z, x) / ρz ∈ K, |x| < ε−γ}. (5.6)
We write Cε = 1ρK × Cˆε where
Cˆε = {x / |x| < ε−γ}. (5.7)
Observe that Cˆε approaches, as ε→ 0, the whole space RN .
In these new local coordinates, the energy density associated to the functional E in (5.4) is
given by
1
2
[
|∇φ|2 − (p− ε)U˜p−1−εε φ2
]√
det(gε), (5.8)
where∇gε denotes the gradient in the new variables and where gε is the metric in the coordinates
(z, x). Arguing as in [15], we have that, if (z, x) vary in Cε, then, the energy functional (5.4) in
the new variables (5.5) is given by
E(φ) =
∫
Kρ×Cˆε
(
1
2
(|∇xφ|2 − (p− ε)U˜p−1−εε φ2)
)√
det(gε) dz dx
+
∫
Kρ×Cˆε
1
2
Ξij(ρz, x) ∂iφ∂jφ
√
det(gε) dz dx (5.9)
+
1
2
∫
Kρ×Cˆε
|∇Kρφ|2
√
det(gε) dz dx+
∫
Kε×Cˆε
B(φ, φ)
√
det(gε) dz dx,
where
Ξij(ρz, x) = 2ρHijxN − ρ
2
3
Risljxlxs − ρ2x2N (H2)ij , (5.10)
and we denoted by B(φ, φ) a quadratic term in φ that can be expressed in the following form
B(φ, φ) = O
(
ρ3|x|3) ∂iφ∂jφ+ ρ |∇Kεφ|2O(ρ2|x|) + ∂jφ∂a¯φ (O(ρ|x|)) (5.11)
and we used the Einstein convention over repeated indices. Furthermore we used the notation
∂a = ∂ya and ∂a¯ = ∂za .
Given a function φ ∈ H1(Ωρ,γ), we decompose it as
φ =
 δ
µε
T˜µε, dε(ZN+1) +
N∑
j=1
dj
µε
T˜µε, dε(Zj) +
e
µε
T˜µε, dε(Z0)
 χ¯ε + φ⊥ (5.12)
where the expression T˜µε, dε(v) is defined in (4.4), the functions ZN+1 and Zj are already defined
in (3.3) and where Z0 is the eigenfunction, with
∫
RN Z
2 = 1, corresponding to the unique positive
eigenvalue λ1 in L
2(RN ) of the problem
∆RNφ+ pU
p−1φ = λ1φ in RN . (5.13)
It is worth mentioning that Z0(ξ) is even and it has exponential decay of order O(e
−√λ1|ξ|) at
infinity. The function χ¯ε is a smooth cut off function defined by
χ¯ε(x) = χˆε
(∣∣∣∣( x¯− ε2ρ−1d¯εµε , xN − ερ
−1dN,ε
µε
)∣∣∣∣) , (5.14)
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with χˆ(r) = 1 for r ∈ (0, 32ε−γ), and χ(r) = 0 for r > 2ε−γ . Finally, in (5.12) we have that
δ = δ(ρz), dj = dj(ρz) and e = e(ρz) are function defined in K such that ∀z ∈ Kρ∫
Cˆε
φ⊥T˜µε, dε(ZN+1)χ¯εdx =
∫
Cˆε
φ⊥T˜µε, dε(Zj)χ¯ε =
∫
Cˆε
φ⊥T˜µε, dε(Z0)χ¯ε = 0. (5.15)
We will denote by (H1ε )
⊥ the subspace of the functions in H1ε that satisfy the orthogonality
conditions (5.15).
A direct computation shows that
δ(ρz) =
∫
φT˜µε,dε(ZN+1)
µε
∫
Z2N+1
(1 +O(ε)) +O(ε)(
∑
j
dj(ρz) + e(ρz)),
dj(ρz) =
∫
φT˜µε, dε(Zj)
µε
∫
Z2j
(1 +O(ε)) +O(ε)(δ(ρz) +
∑
i 6=j
di(ρz) + e(ρz)),
and
e(ρz) =
∫
φT˜µε, dε(Z0)
µε
∫
Z20
(1 +O(ε)) +O(ε)(δ(ρz) +
∑
j
dj(ρz)).
Observe that, since φ ∈ H1gε , one easily get that the functions δ, dj and e belong to the Hilbert
space
H1(K) = {ζ ∈ L2(K) : ∂aζ ∈ L2(K), a = 1, · · · , k}. (5.16)
Observe that in the region we are considering the function U˜ε is nothing but U˜ε = T˜µε, dε(vI+1,ε),
where vI+1,ε is the function whose existence and properties are proven in Lemma 3.2. For the
argument in this part of our proof it is enough to take I = 3, and for simplicity of notation we
will denote by wˆ the function vI+1,ε with I = 3. Referring to (3.26) we have
wˆ(z, ξ) = U(ξ)− U¯(ξ) +
4∑
i=1
wi,ε(z, ξ) (5.17)
where U = wN and U¯ are defined in (1.4) and (3.21), and
‖D2ξwi+1,ε‖ε,N−2,σ + ‖Dξwi+1,ε‖ε,N−3,σ + ‖wi+1,ε‖ε,N−4,σ ≤ Cεi+1 (5.18)
and, for any integer `
‖∇(`)y wi+1,ε(y, ·)‖ε,N−2,σ ≤ βClεi+1 y = ρz ∈ K
for any i = 0, 1, 2, 3.
Thanks to the above decomposition (5.12), we have the validity of the following expansion
for E(φ).
E(
δ
µε
T˜µε, dε(ZN+1)χ¯ε) = ρ−kε
1
2
∫
K
[
A1,εε
1+ 2
N−2 |∇K(δ(1 + o(ε)βε1(y)))|2 − (N − 2)A1
µN−40
(d0N )
N−2 δ
2
+(N − 2)A1 µ
N−3
0
(d0N )
N−1 δdN + ε
1
N−2
δ
µ0
(
µ0
d0N
)N−1
gN+1
(
µ0
d0N
)]
dz (5.19)
E(
dN
µε
T˜µε, dε(ZN )χ¯ε) = ρ−kρ2
1
2
∫
K
[
A2,εε|∇K(dN (1 + o(ε)βε2(y)))|2 − (N − 2)A1
µN−30
(d0N )
N−1 δdN
+(N − 1)A3 µ
N−2
0
(d0N )
N
d2N + ε
1
N−2
dN
µ0
(
µ0
d0N
)N
gN
(
µ0
d0N
)]
dz (5.20)
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E(
dj
µε
T˜µε, dε(Zj)χ¯ε) (5.21)
= ρ−kρ2
1
2
∫
K
[
A3,ε|∇K(dj(1 + o(ε)βε3(y)))|2 −
Rmj
4
djdm + ε
1
N−2
dj
µ0
(
µ0
d0N
)N−1
gj
(
µ0
d0N
)]
dz
E(
e
µε
T˜µε, dε(Z0)) (5.22)
= ρ−k
1
2
∫
K
[
D1 |∂ae+ e−
√
λ1ε−γβε4(y)e|2 − λ1D1e2 −D2d0Ne
](
1 + εO(e−
√
λ1|ξ|)
)
.
Therefore, µ and d1, · · · , dN−1, dN and e satisfy
LN+1(δ, dN ) := −c1ε1+
2
N−2µ0∆Kδ +Aδ +BdN = αN+1 + εMN+1;
LN (δ, dN ) := −c2εµ0∆KdN +Bδ + CdN = αN + εMN ;
Lj(d¯) := −∆Kdj +
(
g˜abRmabj − Γca(Em)Γac (Ej)
)
dm = αj + εMj , j = 1, . . . , N − 1;
L0(e) := ∆Ke+D1λ1e+D2dN = α0 + εQ0 + ε
2M0,
(5.23)
where
A = −(N − 2)A1 µ
N−3
0
(d0N )
N−2 , B = (N − 2)A1
µN−20
(d0N )
N−1 , C = −(N − 1)A3
µN−10
(d0N )
N
,
with AC −B2 > 0, and
D1 =
∫
RN
Z20 (ξ) dξ, and D2 = 2Hjjd
0
N,ε
∫
RN
∂2jjUZ0dξ.
The functions αj are explicit function of z in K,smooth and uniformly bounded in ε. The
operators Mi = Mi(µ, d, e) can be decomposed in the following form
Mi(µ, d, e) = Ai(µ, d, e) +Ki(µ, d, e)
where Ki is uniformly bounded in L
∞(K) for (µ, d, e) and is also compact. The operator Ai
depends on (µ, d, e) and their first and second derivatives and it is Lipschitz in this region, that
is
‖Ai(µ1, d1, e1)−Ai(µ2, d2, e2)‖∞ ≤ Co(1)‖(µ1 − µ2, d1 − d2, e1 − e2)‖.
We remark that the dependence on µ¨, d¨ and e¨ is linear. Finally, the operator Q0 is quadratic
in d and it is uniformly bounded in L∞(K) for (δ, d, e) satisfying (3.23)-(3.25)
Our goal is now to solve (5.23) in δ, d and e. To do so, we first analyze the invertibility of
the linear operators Li.
We start with a linear theory for the problem
LN+1(δ, dN ) = h1, LN (δ, dN ) = h2, (5.24)
with h1 and h2 bounded. Arguing as in the proof of Lemma 8.1 in [17] (with obvious modifica-
tions), we can prove that, assuming A < 0, C < 0 and AC − B2 > 0 and that ‖h1‖∞ + ‖h2‖∞
is bounded. Then there exist (µ, d) solution to the above system and a constant C such that
‖µ‖∞ + ‖dN‖∞ + ε
1
2
+ 1
N−2 ‖∇Kµ‖∞ + ε 12 ‖∇KdN‖∞ ≤ C [ ‖h1‖∞ + ‖h2‖∞ ] . (5.25)
As we mentioned above, to obtain this we follows the lines of the proof of Lemma 8.1 in [17].
For existence we use the fact that the system (5.24) has a variational structure with associated
energy functional
J(δ, dN ) =
1
2
c1ε
1+ 2
N−2µ0
∫
K
|∇Kδ|2 + c2εµ0
∫
K
|∇KdN |2 + 1
2
(
A
∫
K
δ2 + 2B
∫
K
δdN + C
∫
K
d2N
)
and clearly by our assumption on the constants A,B,C this energy functional is positive,
bounded from below away from zero and convex. Then, existence of solution follows. The
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a-priori estimate (5.25) follows by a contradiction argument (as in Lemma 8.1 in [17]). Indeed,
if (5.25) is false, we have existence of a sequence (h1n, h2n) with ‖h1n‖∞ + ‖h2n‖∞ → 0 , and a
sequence of solutions (δn, (dN )n) with
‖δn‖∞ + ‖(dN )n‖∞ + ε
1
2
+ 1
N−2 ‖∇Kδn‖∞ + ε 12 ‖∇K(dN )n‖∞ = 1.
Since A < 0 and C < 0 and C − B2A > 0 and applying the maximum principle, Ascoli-Arzela´
theorem we end up with a contradiction. Now for every j = 1, . . . , N − 1 the operator Lj is
invertible by the non degeneracy of the submanifold K. We can then prove that the equation
Lj d¯ = f is solvable on d¯ and the following estimate holds true
‖d¯‖∞ + ‖∂ad¯‖∞ + ‖∂2abd¯‖∞ ≤ C ‖f‖∞ . (5.26)
We are then left with the study of the invertibility of the operator L0. we prove it as the
following result. 
Lemma 5.1. There is a sequence ε = εj ↘ 0 such that for any ϕ ∈ C0,α(K), there exists a
unique e ∈ C2,α(K) such that
L0(e) = ϕ (5.27)
with the property
‖e‖∗ := ‖e‖L∞(K) + ρ‖∇e‖L∞(K) + ρ2‖∇2e‖L∞(K) ≤ Cρ−k‖ϕ‖L∞(K), (5.28)
where C is a positive constant independent of εj.
Proof. The proof is classical, the arguments are similar in spirit to the ones used in [15], [24] and
some references therein. We also refer the reader to the papers [25, 30] for a different setting.
So we will omit the proof here. 
Proof of Proposition 4.1: Using Proposition 5.1, we can get the existence of solutions to the
linear problem in the whole domain Ωρ, we refer the reader to [15] for the detail proof.
6. Appendix A
Proofs of (3.31)-(3.33): We recall that h1,ε = h11 + εh12 + ρh13 where we have set
h11 = pU
p−1U¯ + εUp logU,
h12 = −N − 2
2
Up log(µ0,ε)− 2d0N,εHij∂2ijU − λ1e0,εZ0,
h13 = µ0,ε
[−2ξNHij∂2ijU +Hαα∂NU] .
By the result of [17], we have∫
Dˆ
h11ZN+1dξ = ε
−A1( µ0,ε
d0N,ε
)N−2
+A2 + ε
1
N−2
(
µ0,ε
d0N,ε
)N−1
gN+1
(
µ0,ε
d0N,ε
) (6.1)
∫
Dˆ
h11ZNdξ = ε
1+ 1
N−2
A3( µ0,ε
d0N,ε
)N−1
+ ε
1
N−2
(
µ0,ε
d0N,ε
)N
gN
(
µ0,ε
d0N,ε
) (6.2)
∫
Dˆ
h11Zldξ = ε
2+ 3
N−2 gl
(
µ0,ε
d0N,ε
)
for l = 1, . . . , N − 1, (6.3)
∫
Dˆ
h11Z0dξ = ε
A4( µ0,ε
d0N,ε
)N−2
+A5 + ε
1
N−2
(
µ0,ε
d0N,ε
)N−1
g0
(
µ0,ε
d0N,ε
) (6.4)
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where the functions gi are smooth function with gi(0) 6= 0 and Ai are positive constants. In
particular, A3 =
pα
N+2
2
N (N−2)2
2N−1 (
∫ ξ2N
(1+|ξ|2)N+42
)dξ.
It remain to compute h12 and h13 product with Zi for i = 0, 1, . . . , N+1. First, by symmetry,
we have ∫
Dˆ
(εh12 + ρh13)Zldξ = ε
2+ 3
N−2 Θ for l = 1, . . . , N − 1, (6.5)
where Θ denotes a sum of functions of the form
f1(ρz)
[
f2(µ0,ε, d
0
N,ε, e0,ε, ∂aµ0,ε, ∂ad
0
N,ε, ∂ee0,ε)+
+o(1)f3(µ0,ε, d
0
N,ε, e0,ε, ∂aµ0,ε, ∂ad
0
N,ε, ∂ae0,ε, ∂
2
aaµ0,ε, ∂
2
aad
0
N,ε, ∂
2
aae0,ε)
]
(6.6)
where f1 is a smooth function uniformly bounded in ε, f2 and f3 are smooth functions of their
arguments, uniformly bounded in ε as µ0,ε, d
0
N,ε and e0,ε are uniformly bounded, and o(1)→ 0
as ε→ 0.
First, taking product with ZN+1, we have∫
Dˆ
(εh12 + ρh13)ZN+1dξ = ε
∫
Dˆ
h12ZN+1dξ + ε
2Θ
= ε
∫
Dˆ
{
−N − 2
2
Up log(µ0,ε)− 2d0N,εHij∂2ijU
}
ZN+1dξ + ε
2Θ
where Θ is a sum of functions of the form (6.6).
We set Uλ(ξ) = αN
(
λ
λ2+|ξ|2
)N−2
2
. Since (∂λUλ)|λ=1 = −ZN+1, we have
∫
RˆN
UpZN+1 =
∫
RN
U
N+2
N−2ZN+1 = −N − 2
2N
∂λ
(∫
RN
U
2N
N−2
λ
)
|λ=1
= 0.
Here we used the fact that and
∫
RN U
2N
N−2
λ does not depend on λ (by simple change of variables
argument). Moreover, a direct computation gives
Hij
∫
RN
∂2ijUZN+1dξ = 0
Collecting these facts, we get
∫
Dˆ(εh12 + ρh13)ZN+1dξ = ε
2Θ, where Θ is a sum of functions of
the form (6.6).
Next, taking product with ZN , we have∫
Dˆ
(εh12 + ρh13)ZNdξ = ρ
∫
Dˆ
h13ZNdξ + ε
2Θ
= ρµ0,ε
[
−
∫
RN
2ξNHij∂
2
ijU∂NUdξ +Hαα
∫
RN
|∂NU |2dξ
]
+ ε2Θ
= ρµ0,ε
[
−(Hjj −Hαα)
∫
RN
|∂NU |2dξ
]
+ ε2Θ
= ρµ0,εHaa
∫
RN
|∂NU |2dξ + ε2Θ,
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where Θ is a sum of functions of the form (6.6). Here we used the following fact∫
RN
ξNHij∂
2
ijU∂NUdξ = Hjj
∫
RN
ξN∂
2
jjU∂NUdξ
=
1
N − 1Hjj
∫
RN
ξN∂NU
N−1∑
i=1
∂2iiUdξ
=
1
N − 1Hjj
∫
RN
ξN∂NU(∆U − ∂2NNU)dξ
= − 1
N − 1Hjj
∫
RN
ξN∂NU(U
p + ∂2NNU)dξ
= − 1
N − 1Hjj
[
1
p+ 1
∫
RN
ξN∂N (U
p+1)dξ +
1
2
∫
RN
ξN∂N (|∂NU |2)dξ
]
=
1
N − 1Hjj
[
1
p+ 1
∫
RN
Up+1dξ +
1
2
∫
RN
|∂NU |2dξ
]
=
1
N − 1Hjj
[
1
p+ 1
N
∫
RN
|∂NU |2dξ + 1
2
∫
RN
|∂NU |2dξ
]
=
1
2
Hjj
∫
RN
|∂NU |2dξ,
since
∫
RN U
p+1dξ =
∫
RN (−∆U)Udξ =
∫
RN |∇U |2dξ = N
∫
RN |∂NU |2dξ.
Finally, using the orthogonality in L2 of Z0 with respect to Zi, for i = 1, . . . , N + 1, a direct
computations show∫
Dˆ
(εh12 + ρh13)Z0dξ = −A7 log(µ0,ε)− λ1e0,ε − 2Hjjd0N,ε
∫
RN
∂2jjUZ0dξ + ε
2Θ
where Θ is a sum of functions of the form (6.6), and A7 =
N−2
2
∫
RN U
pZ0dξ.
Collecting all formulas from (6.1), we get the results.
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