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ABSTRACT 
Nonnegative matrices with the property that the group inverse of the matrix is 
equal to a Power of the matrix are characterized. The special case of the Moore- 
Penrose inverse is considered. The situation when the matrix is stochastic is ex- 
amined. 
1. INTRODUCTION 
In recent papers Harary and Mint [4] have identified those nonnegative 
matrices A such that A - ’ = A. Lewin [6], using graph theory, characterizes 
matrices A > 0 such that Ak = Z for some positive integer k. Berman 
THEOREM (Berman [l]). Let A be a nonnegative matrix. Then A= A+ if 
and only if A is square and there exists a permutation matrix P such that 
PAP= is a direct sum of square matrices of the following (not necessarily all) 
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three types: 
(i) xx’, where x is a positive vector such that xTx = 1. 
(ii) 
where x and y are positive vectors (not necessarily of the same ora!er), d >O, 
dx Txy ‘y = 1, and the O’s stand for square matrices of the appropriate sizes. 
(iii) a zero matrix. 
Any solution X of (1) is called a (1)-inverse of A, and is denoted by A(‘). 
The group inverse of A, if it exists, is the unique matrix A # which satisfies 
(I), (2), and 
AX=XA. (5) 
Group inverses of nonnegative matrices have been studied previously in [2]. 
For any A, G={A,A’;** } is a finite cyclic group if and only if 
A k+2 = A for some positive integer k; in this case the identity of the group G 
is A k+ ‘, and the inverse in G of A is A k. Also, for any k > 0, A(‘) = A k if and 
only if A k+2=A. Thus, for k>O, 
Ak=A# iff Ak+2=A 
iff Ak=A(‘). 
Als~,fork>O,A~=A+ifandonlyifA~+~=AandtheidempotentA~+‘is 
NOTE. Throughout the paper A *=Ak or A+ =Ak, for some positive , 
integer k will always mean that k is the least such positive integer. 
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In this section we characterize nonnegative matrices A which generate a 
finite cyclic group, and hence A # = Ak for some positive integer k. The 
general result is Theorem 2.5. However, it is fairly complicated, so we lead 
up to it with a series of preliminary results. The case where A is irreducible 
is considered first. The following lemma is well known. 
LEMMA 2.1. Let A be an irreducible nonnegative matrix, A #O. Then A 
is idempotent if and only if A = uvT, where u>O, v>O, andv=u=l. In this 
case, A# =A. 
THEOREM 2.2. Let A be an irreducible nonnegative, rwnzero matrix, 
A2#A. ThenA*=A’f or some positive integer k if and only if there exists 
a permutation matrix P such that 
0 u1v2’ 0 
. . . 0 
0 0 T 0 
P=AP= . . . . . . . . . . .??. . :‘:. . . . . . 
0 0 0 *.. uk vkT+ I 
uk+d- 0 0 *** 0 
(6) 
where the zero blocks on the diagonal are square; ui >O and vi >O for 
i=1,2 ,...,k+l; and 
k+l 
II v;ui=l. 
i=l 
Proof. Assume A * = Ak for some positive integer k. Without loss of 
generality, we assume that k is the least such positive integer. Then A k+2 = 
A, so the minimal polynomial of A divides x(xk+ ’ - 1). Thus the nonzero 
roots of A are (k + 1)st roots of unity, and A is diagonalizable over the 
complex field. Since A2#A, A has at least one nonzero root not equal to 1. 
By the Perron-Frobenius theorem, all the nonzero roots of A are simple 
roots. Since k is the least positive integer such that A k+2 = A, all the (k + 1)st 
roots of unity are roots of A. Also, there exists a permutation matrix P such 
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1 0 B, 0 *** Ol 
0 B, *** 0 
pTAp= . 4. . . . . . . . . . . . . . . , 
0 0 *** Bk 
1 B k+l 0 0 *** 
where the zero blocks on the diagonal are square, and Bi has no zero rows or 
column, l=l,2 ,..., k+l. 
Since A is diagonalizable and has k + 1 distinct nonzero roots, 
rank(PTAP)=rank(A)=k+l, and so rank(Bi)=l for i=l,2,...,k+l. Thus 
there exist vectors ui > 0 and ui > 0 such that Bi = uiui’+ r for i = 1,2,. . . , k, and 
B k+l= u, + rorr. Now A k+2 = A implies that 
for i=l , 2 , . . . , k + 1, where the subscripts are taken module k + 1. But each 
of these last equations may be written as 
T 
+1”+2*~~*k+1 k+l= T u 1. 
Thus PTAP has the form claimed. The converse follows by direct calculation. 
n 
Note that under the hypotheses of Theorem 2.2 the idempotent PTAk+‘P 
is a direct sum of positive matrices (subscripts modulo k + 1): 
Any square matrix A is permutationally similar to a matrix in the lower 
block triangular form 
A,, 0 0 .a. 0 
A,, A,, 0 “. 0 
A A, A, . . . 0 ’ (7) 31 
. . . . . . . . . . . . . . . . . 
A,r A, A, * * * A, 
where the square blocks on the main diagonal are irreducible. A square 
matrix having this form is said to be completely reduced. 
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COROLLARY 2.3. Let A be a completely reduced nonnegative matrix 
with block form (7). A ssume that none of the blocks on the main diagonal of 
A is zero. Then A# = A k for some positive integer k if and only if Aii = 0 for 
all i >j and there exists a permutation matrix P such that 
where each 4 satisfies one of the following two statementss: 
(i) Aa = Ai and Ai has the form given in Lemma 2.1. 
(ii) As #A, and A, has th e f onn (6) given in Theorem 2.2 with ki + 1 
square blocks of zeros on the main diagonal, where ki + 1 divides k + 1. 
Moreover, k + 1 is the least common multiple of all the integers ki + 1 fm 
which A has the form (6). If each Ai = A,?, then k = 1. 
Proof. Assume A# = Ak for some positive integer k. Then Ak+’ = A, SO 
A++‘=Aii for i=1,2,..., t. Let ki be the least positive integer such that 
A;: +2 = Aii. Then Ai” = A,!. If Ai = Aii, then, by Lemma 2.1, A, = Ai satisfies 
(i). If A,:#Aii, th en, by Theorem 2.2, there exists a permutation matrix Pi 
such that PiTAi Pi = Ai satisfies (ii). Let P= PI 63 Pz@ * * - 63 P,, where Pi = I if 
Ai = Ai. Then 
r A, 0 0 .+- 01 
A, 0 ... 0 
where Bii = PiTAiiPi for all i >I. For i >j, we have, since A k+2 = A, 
B.. = A!+‘B.. + B..A?+‘+ (sum of other terms). ‘1 ’ ‘1 ‘1 1 
Premuhiplying this equation by Ai and postmuhiplying by 4 
Ai B,& = 2Ai Bii Aj + (sum of other terms), 
gives 
since bk+’ = 4 and Ajk+’ = 4. But A is nonnegative, so Ai Bij4 = 0. Since Ai 
and 4 are irreducible and nonzero, Bij = 0 and hence Aij = 0 for ah i > j. The 
converse is an immediate consequence of Lemma 2.1 and Theorem 2.2. n 
We consider one more special case before turning to the general result. 
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THEOREM 2.4. Let A be a square nonnegative matrix, and let P be a 
permutation matrix such that 
P=AP= 
All Al2 
[ 1 A,, A, ’ 
where A,, is square, irreducible, and rwnzero, and A,, is strictly lower 
triangular. If A# = Ak and AZ = A,k, for some positive integer k, then 
exactly one of the following two statements holds: 
(i) A;,= A,, and A,, has the form given in Lemma 2.1; A12= UC= for 
some c>O, A,,=dvT for some d >O, cTd=O, and A,=&=. 1n this case, 
A#=A. 
(ii) Af,#A,, and A,, has the f&m given in Theorem 2.2; 
T 
UlCl 
A,,= I 1 u2c2’ . . . . . . uk+lckT+l 
for some ci>O, j=1,2 ,..., k+l; 
A,, = [d&=&i=, . .. ,d,+,$=+1] 
for some di>O, j=1,2 ,..., k+l; ciTdi=O for all i,j=l,&...,k+l; and 
k+l 
A,,= ~ dicjT_1, 
i=l 
where the subscripts are taken mod& k + 1. 
Moreover A,,A,, = 0, A,,A, = 0, A,,A,, = 0, and A& = 0 in either case. 
Conversely, if either statement (i) or statement (ii) holds, then A# = Ak. 
Proof. Assume A# = Ak and AZ = A,k, for some positive integer k. 
Assume A:, #A,,. Then there exists a permutation matrix P, such that 
PTA,,P, has the form given in Theorem 2.2. Without loss of generality, we 
assume that A,, has this form. Now A k+2 = A, so 
A$+” + A,k,A,,A,, + (sum of other terms) = A,,. 
GROUP INVERSES 277 
But A,, k+2=All, soA,k,A,,A,,=O. Now A,k1+1A12A21=0. andA,k+l is a direct 
sum of positive matrices, so A,,A,, = 0. 
Again from A k+2 = A we have 
A,k: ‘A,, + A,k,A,,Ass + (sum of other terms) = A,,. 
Premultiplication of this equation by the idempotent A,k+’ yields 
A k+lA 11 12 + A~~+‘A1aAzz + A,k+i(sum of other terms) = A,k+‘A,,. 
Thus A,k:1A12A22=A~~+1A12A22=0 and A,k+i(sum of other terms)=_. Now 
A,k: iA,,As2 = 0, but A;; ’ is a direct sum of positive matrices. Thus A,,A, 
=0 and the “sum of other terms” is zero. Hence A,k+‘A,, =A,,. Similarly 
A,A,, = 0 and A,,A,k:’ = A,,. 
From the relations A k+2 = A, A,,A,, =O, A,2A22 = 0, and A,,A,, = 0, we 
obtain Ai2+” + A,,A,k,A,, =A,. If Ag2#0, then, since A, is strictly lower 
triangular, there exists h, 2 <h <n - 1, such that At2#0 and AZ1 =O. 
Premultiplying the above equation by A&-‘, we obtain 0 = A.&+2+n- ’ = A+& 
#O, a contradiction. Hence Ai = 0 and A, = A,,A,k,A,,. 
Partition A,, to conform with A,,, which has the form (6): 
Bl 
A,,= . . . . . I I B k+l 
Then A,, = A,k:lA,, implies that 
B, = u~v&~v;. . - u~+~v,TB,. 
Let c,T= v&2v;* - * uk+ivi?Bi; then B, = ulcT and ci > 0. Likewise, for j = 
2 , . . . , k + 1, there exist vectors cj > 0 such that Bj = upiT. Hence 
42= 
. . . . . . 
Similarly, A,, = A,,A:i+ ’ 
such that 
implies there exist vectors dj > 0, j = 1,2,. . . , k + 1, 
A,,= [d,v,T,d2vZT,...,dk+Iv~+1]. 
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Since A,,A,, =0, we have z+ciTdiojT= (circIj)uiuiT= 0 for ah i, i = 1,2,. . . , k + 1. 
But uioiT > 0, so ciTdi = 0 for all i, j = 1,2, . . . , k + 1. Now, since 
0 0 . . . 0 ulv& - * . vk’+ 1 
ug& * * * v1’ &= . . . . . . . . . .I. . :‘.’ . . . . . .! . . . . . . . . . ;. . . . 
0 . . , 0 
0 0 . . . tQ+ &L1 * . . vk’ 0 
and 
ktl 
II tfui= 1, 
i=l 
we have 
= d,c,T+ d3c;+ . * . + d,ckT,, 
k+l 
= 2 d$_, (subscripts modtrIo k + 1). 
i=l 
Thus statement (ii) holds. 
On the other hand, if A;, = A,,, then A,, has the form given in Lemma 
2.1. In this case, statement (i) holds. The proof is similar to what has just 
been given and hence is omitted. 
Conversely, if either statement (i) or statement (ii) holds, then direct 
calculation shows that A k+2 = A, and hence A * = A k. a 
We now come to the main result, which characterizes nonnegative 
matrices A such that A # = A k. 
THEOREM 2.5. Let A be a square nonnegative matrix, AZO. Then 
A # = A k for some positive integer k if and only if there exists a permutation 
matrix P such that 
0 0 
p=Ap= . . . . 4 . . ::: . . . . . UC! . . 
0 0 4 us (8) 
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and all four of the following conditim are satisfied: 
(a) Each A, is square, irreducible, and mnmo. 
(b) Each matrix 
Bi = 
Ai Vi 
[ 1 y Ni 
satisfies one of the following two statements: 
(i) A,? = Ai and Ai = uivT, where ui > 0, vi > 0, and vi’& = 1; Ui = uiciT fM 
some ci t 0; Vi = diviT fm some di > 0; ciTdi =O; and Ni = diciT. 
(ii) A,?#A, and 
Ai = 
r 
0 %l”iZ 0 . . . 0 
0 0 T ui2vi3 * * * 0 
. . . . . . . . . . . . . . . . . . . . . . . . . . 
0 0 0 . . . T uik,vi,k,+l 
ui k +1’iT 0 0 
. . . 0 > t 
where the zero blocks on the main diagonal are squure; uii > 0 and vii > 0 for 
j=l,...,k,+l; 
yfj vi;uii = 1;
ki+l divides k+l; 
uilciT 
%?Fi~ 
. . . . . . . . 
T 
for some cii>O, j=l,...,k,+l; 
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for some d,>O, j=l,..., k,+l; c,Td,=O for all j,h=l,...,k,+l; and 
h+1 
Nj= 2 diiCjT;-l, 
i=l 
where the subscripts are taken mod& ki + 1. 
(c) N= 2 Ni. 
i=l 
(d) U,y=O for all i,i=l,..., s. 
Moreover, k + 1 is the least comrrwn multiple of all the integers ki + 1 which 
correspond to the Bi that satisfy (b) (ii). Zf every Bi satisfies (b) (i), then k = 1. 
Further, UiN=OandNV,=Ofori=l,...,s,andN2=O.Ztisunderstoodthut 
the blocks Vi, Vi, and N need not appear. 
Proof. Assume A # = Ak for some positive integer k. Since any square 
matrix is per-mutationally similar to a lower block triangular matrix with 
irreducible blocks on the main dia onal, 
# = A 5 
we assume without loss of generality 
that A has form (7). From A it is clear that at least one of the Aii must 
be nonzero. Since A ‘+.a = A, we have Ai:+ = Aii for i = 1,2,. . . , t. For any 
two blocks on the main diagonal, say Aii and Aii with j <i, which are both 
nonzero, the argument in the proof of Corollary 2.3 shows that Aii = 0. Let 
i,<i,<*-* <i, be the indices of nonzero Aii, and let jr <i2 < * * * <jr be the 
indices of the 1 x 1 zero bi. Let P be the permutation matrix for which PTAP 
has diagonal blocks, in order, 
Now it is clear that PTAP has the form (8), and that N, with diagonal blocks 
Ail=. . - = Ais -0, is strictly lower triangular. Thus condition (a) holds. 
Now let 
B,,=A,@A,@..- @A,, 
Ul 
B u2 12= ... 11 ’ u, 
B,,= [ V,,V,,...,V.], 
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B,, = 
SinceA?+2=Ai for i=l,..., s, each Ai has the form given in Lemma 2.1 or, 
to w&n a simultaneous permutation of rows and columns, the form given in 
Theorem 2.2, where in the latter case there are ki + 1 square blocks of zeros 
on the diagonal of A, for some divisor ki + 1 of k+ 1. Also B,k+2= B,,, and 
B k+ ’ is the direct sum of positive matrices. 
th; proof of Theorem 2.4, we have 
By the same arguments used in 
&A, = 0, (9) 
and 
B =Bk+‘B 
12 11 127 
B,, = B,,B,k: ‘3 
B22 = B2,B,k,Bl2. 
(11) 
(12) 
Equation (10) implies that Uj = A/+ ‘Ui, and Eq. (11) implies Vi = 
V,AA+‘, for i= 1 1 I , . . . , s. Equation (12) implies that 
N = B,, = V,A,kU, + V,A,kU, + . . . + V,A,kU,. 
Let Ni= ybkUi, i=l , . . . , s. Equation (9) implies that Ui Vi = 0 for all i, j = 
1 , . . . ,s, which proves condition (d) holds. Note also that U,N=O and Wi = 0 
for i = 1,. . , , s, and N2 = 0. From Theorem 2.4 it follows that the matrices 
Bi = 
Ai Ui 
[ 1 y Ni ’ 
i=l ,***> a, 
are the ones required in condition (b). Now N= Ni + Na+ * * * + N,, SO 
condition (c) holds. 
The converse is immediate, since direct computation shows that A k+2 = 
A. n 
282 EMILIE HAYNSWORTH AND J. R. WALL 
3. THE MOORE-PENROSE INVERSE 
In this section we characterize nonnegative matrices A such that the 
Moore-Penrose inverse A + has the property that A + = A k. For k = 1, this is 
Berman’s theorem [ 11. The result has been obtained in another way in [5]. 
THEOREM 3.1. Let A be a square nonnegative matrix. Then A + = A k for 
sme positive integer k if and only if there exists a permutation matrix P 
such that PTAP is the direct sum of matrices each of which is of one of the 
following three types : 
(i) zz T where z is a positive vector with z ‘z = 1; 
(ii) 
0 d,U,UzT 0 . . . 0 
0 0 d2u2u; . . . 0 
. . . . . * .., . . . . . . . . . * . . . . . . . . . . 
0 0 0 . . . dW;r, 1 
d T t+1%+1% 0 0 . . . 0 
where the zero blocks on the main diagonal are square, t + 1 divides k + 1, Us 
is a positive vector and di is a positive scalar for i = 1,2,. . . , t + 1, and 
t+1 
n diuTui = 1; 
i=l 
(iii) a zero matrix. 
Moreover, k+ 1 is the least common multiple of all the integers t + 1 
corresponding to a summand of type (ii). Zf each summand is of type (i) or 
type (iii), then k = 1. 
Proof. Assume A + = A k. Then A# = A k, so, by Theorem 2.5, there 
exists a permutation matrix P such that PTAP has the form (8). From 
conditions (a), (b), (c), and (d) of Theorem 2.5, 
Ak+l 
1 0 . . . 0 AN, 
0 Ak+’ . . . 
PTAk+lP= 2 
0 A& . . . . . . . . . . . . . . . . . . . . . . . 
0 0 . . . Ak+’ AkU s s 
V,A,k V,A,k . . . VlA; X 
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Since the idempotent Ak+’ is symmetric, UiT(AiT)k = ViAk for i = 1,. . . ,s. 
Since Ui Vi = 0, Vi UiT(Airjk = 0. Transposing, AkUi UiT = 0, so A:+ ‘Vi UiT = 0. 
But At+’ is a direct sum of positive matrices, so Vi UiT =O, and hence Vi =0 
for i=l,..., s.ThusViAik=0,andhenceVj=Ofori=l,...,s.NowAk+2=A 
implies 
A;+%. . - @A,k+2@Nk+2=A,$-. . $A,@N. 
But N2=0, so N=O. Hence 
PrAP=A,@ . . @A,$O. 
If A”=A,, then, by Lemma 2.1, A{=uur for some u>O, u>O with 
u%=l. Since 4 is symmetric, wT=mT. Since u%=l, ur=(u%)Ur. Let 
z=(uTu)‘/2u; then z>O, 
and 
Thus A, has form (i). 
On the other hand, if A?#&, then Ai satisfies Theorem 2.2 where there 
are t + 1 zero blocks on the main diagonal, t + 1 a divisor of k + 
u;uU2u; ** u,, 1 )uT= u1(u&2u~-~ . Ut+l)U:, 
and hence ulul*== urt~rr. Now 
t+1 
iGl ui’“i = l, 
so premultiphcation of the equation ururr= ulurr by u~u2u3Tu3- . . ut’+ lut+ 1uT 
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yields vrr= d,uT, where 
Thus or = d,u, and d, > 0. Similarly there exist scalars di >0 such that 
vi=diui for i=2,...,t+l. Furthermore 
t+1 t+1 
iGl diu;ui = n v;ui = 1. 
i=l 
Thus Ai has form (ii). 
The converse follows by direct calculation. n 
4. STOCHASTIC MATRICES 
In this final section we consider the special case where A is stochastic 
and A# = Ak. Let e denote the column vector with each entry equal to 1. 
Then a nonnegative matrix A is stochastic if Ae = e. Meyer [7j has given an 
extensive survey of applications of group inverses of stochastic matrices to 
the study of Markov chains. A probability vector p is a vector p > 0 such that 
pTe=l. 
THEOREM 4.1. Let A be an irreducible stochastic matrix. Then A * = A k 
for some positive integer k if and only if one of the following two statements 
holds. 
(i) A2=A and A=epT f or some positive probability vector p. In this 
case, A* =A. 
(ii) A2#A and there exists a permutation matrix P such that 
i 
0 @Pz’ 0 . . . 0 
0 0 ep3’ --- 0 
pTAp= . . . . . . . . . . . . . . . . . . . , 
0 0 0 *** epkT+l I
1 epl’ 0 0 **- 0 I 
(13) 
where the zero blocks on the main diagonal are square, and pi, i = 1,2,. . . , 
GROUP INVERSES 285 
k+ 1, i.s a positive probability vector. In this case 
r 0 0 0 ... 0 T qk+l 1 
eplT 0 0 . . . 0 0 
A*=P PT. 
0 T2’ 0 . . . 0 0 
. . . * . . . . . . . . . * . . . . . . . . 
0 0 0 *** epk’ 0 
Proof. The theorem is an immediate consequence of Lemma 2.1, Theo- 
rem 2.2, and the fact that A is stochastic. n 
THEOREM 4.2. Let A be a square stochastic matrix. Then A# = Ak for 
some positive integer k if and only if there exists a permutation matrix P 
such that 
A, 0 ... 0 0 
0 
4 . .‘.‘: 0 0 pTAp= . . . . . . 
0 0 . . . ‘A,’ ‘0’ 
v, v, . . . v, 0 
(14 
and both conditions (a) and (b) below hold: 
(a) Each pair Ai, y satisfies one of the following two statements: 
(i) A: = Ai and A, = epir, v = di, pi: for some positive probability 
and some dil > 0. 
(ii) A+‘#A,, Ai has th e f arm (13) with ki + 1 blocks of zeros on 
diagonal, k + 1 a divisor of k + 1, and 
vector pi, 
the main 
for some dij>O, I=1 ,..., ki+l. 
s kl+l 
(b) 2 x d,,= e. 
i=l j=l 
Moreover, k + 1 is the least common multiple of all the integers ki + 1 such 
that Ai has the form given in (ii). Zf all Ai have the fnm given in (i), then 
k = 1. It is understood that the blocks x and the columns of zeros on the 
right need not appear. 
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Proof. Assume A# =A k. By Theorem 2.5, there exists a permutation 
matrix P such that PTAP has the form (8). Partition e to conform with PTAP: 
eT = [eF,e,T ,..., esT+l]. 
Then Ae = e implies 
V,e, + V,e, + . . . + V,e, + iVe,+, = es+l. 
Since U,y=O for all i,j=l,..., s, and since U,N=O for all i=l,..., S, 
U,e,+,=O. Thus Vi=0 for all i=l,...,s, and N=O. Condition (a) follows 
from Theorems 2.4, 2.5, and 4.1, Partition ei to conform with Ai: 
e.T= e,T e.T t 1. $1, w.+&+1 * 1 
Then Vre,+ V,e,+ +-* + V,e,=e,+, implies 
proving condition (b). The converse follows by direct calculation. n 
We conclude with a corollary concerning stochastic matrices A with the 
property that A + = A k. More general results can be found in [B]. If e, has 
length m and es has length n, let 1, = (l/n)e,e:. 
COROLLARY 4.3. Let A be a square stochastic matrix. Then A -t = A k for 
some positive integer k if and only if there exists a permutation matrix P 
such that PTAP is the direct sum of matrices each of which is of one of the 
following two types: 
(i) 1, for some positive integer m; 
(ii) 
0 In, 0 * *: 0 
0 0 In, . . . 0 
. . . . . . . . . . . . . . . . 
0 0 0 **- In,+, 
J 
“I 
0 0 *** 0 
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for some positive integers ni, where the number t + 1 of square blocks of 
zeros on the muin diagonal is a divisor of k + 1. 
Moreover, k + 1 is the least common multiple of all the integers t + 1 
corresponding to a summand of type (ii). If every summund is of type (i), 
then k=l. 
Proof. Assume A + = A k. Then A# = A k, so there exists a permutation 
matrix P such that PTAP has the form (14). Since the idempotent PTAk”‘P is 
symmetric, ViAik+‘=O for each i= 1,. . .,s. But Aik+’ is a direct sum of 
positive matrices, so Vj =O, i = 1,. . . , s. But A is stochastic, so the blocks Vi 
do not appear in (14). Thus 
PTAP=A,@A,@.. . @A, 
where each 4 has one of the forms given in Theorem 4.1. 
If Az=A,, then A,=ep r for some positive probability vector p. But 
q r = pe ‘, since Ai is symmetric in this case. If Ai is m X m, then 
1 1 1 pT= m eTqT= m eTpeT= - eT, 
m 
so 
Aj= Ace’.=_/*. 
On the other hand, if Az#A,, then Ai has form (ii) of Theorem 4.1 with 
t + 1 square blocks of zeros on the main diagonal, t + 1 a divisor of k + 1. The 
idempotent 
is symmetric, so eipiT= piejT for i = 1, . . . , t + 1. Thus, as before, if ep,r is 
ni X n,, eipiT= _l?, and hence the nonzero blocks in Ai are e,p,‘, 1 = I?+,. The 
converse follows by direct calculation. H 
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