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1. Introduction
Let G be a simple graph (i.e. a graph without loops or multiple edges) having V(G) (E(G)) as its
vertex (resp. edge) set; |V(G)| (|E(G)|) is its order (resp. size). The degree sequence (d1, d2, . . . , dn) of G
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is the sequence of (vertex) degrees ordered, say, in a non-increasing way (so it is a collection of graph
invariants). d(u, v)denotes the distance between vertices u and v (inG). IfH andK are two subgraphs of
G, then d(H, K) = min{d(u, v) : u ∈ V(H), v ∈ V(K)} denotes their distance (inG); if V(H) = {v} then
we put only v instead ofH. For all other notations or deﬁnitions, not given here, see, for example, [6], or
[4,5] (for graph spectra). For the basic notions and terminology on the spectral graph theory the readers
are referred to [4]. To make the paper more self-contained, we will give here only a few basic facts.
The characteristic polynomial det(xI − A) of a (0, 1)-adjacencymatrix A ofG is called the character-
istic polynomial ofG and denoted byφ(G, x) = φ(G). The eigenvalues ofA (i.e. the zeros of det(xI − A))
and the spectrumof A (which consists of the n eigenvalues) are also called the eigenvalues and the spec-
trum ofG, respectively. The eigenvalues ofG are usually denoted byλ1, λ2, . . . , λn (λ1  λ2  · · · λn);
they are real because A is symmetric. The largest eigenvalue λ1 = ρ is called the spectral radius (or,
for short, the index) of G.
The following description of the largest eigenvalue ρ of A, is well known (see, for example, [5], p.
49):
ρ = sup
‖x‖=1
xTAx (x ∈ Rn). (1)
We note here that the maximum is attained in (1) if and only if x is an eigenvector (for the largest
eigenvalue) of A. Moreover, since A is a non-negativematrix then the corresponding eigenvector can be
taken to be non-negative. In addition, if G is connected (i.e. if A is irreducible) then ρ is simple and the
correspondent eigenvector can be taken to be positive. Any such vector is called a Perron vector of G.
In what follows we shall restrict ourselves to connected graphs. For any such graph, let ρ be its
index, while x = (x1, x2, . . . , xn)T its Perron vector (not necessarily a unit one); xi is also called the
ρ-weight of the ith vertex (with respect to x). Then (for all simple graphs) we have the following set
of equations, known in general as eigenvalue equations:
ρxi =
∑
i∼j
xj (i = 1, 2, . . . , n), (2)
where the summation runs over all neighbours j of the vertex i. In what follows, we will also use to
suppress (in our notation) the graph name if it is understood from the context.
In this paperwewill consider the set of connectedgraphswithprescribeddegree sequence, denoted
by G(d1, d2, . . . , dn) (if not told otherwisewewill assume that d1  d2  · · · dn). The Brualdi–Solheid
problem (BSP for short) put forward the determination of graphs maximizing the spectral radius in a
given set S of graphs. The BSP for S = G(d1, d2, . . . , dn) has not been solved in general. Note, from the
degree sequence some invariants of the graphs are easily recognizable, for instance: (a) theorder equals
the number of elements in the degree sequence; (b) the size is half the sum of degrees, (c) if the graphs
under consideration are connected, the order and size determine the number of independent cycles in
the graph. More precisely, if (d1, d2, . . . , dn) is the degree sequence, then n is the order,m = 12
∑n
i=1 di
is the size, and k = m − n + 1 is the number of independent cycles. A tree is a connected acyclic
graph (so k = 0). A unicyclic graph is a connected graph containing exactly one cycle (then the order
equals the size; so k = 1). The BSP for G(d1, d2, . . . , dn) if restricted on trees has been solved in [3]
(then
∑n
i=1 di = 2(n − 1)); here we solve it restricted on unicyclic graphs (then
∑n
i=1 di = 2n). We
will denote the class of all unicyclic graphs with prescribed degree sequence with U(d1, d2, . . . , dn).
The rest of the paper is organized as follows. In Section 2 we consider some results on graph
perturbations for the adjacency matrix A. In Section 3, we determine the (unique) maximal graph in
U(d1, d2, . . . , dn)with respect to the spectral radiusof theadjacencymatrixA. In Section4wegive some
comments on the general problem, and pose a conjecture about the solution of BSP in G(d1, d2, . . . , dn)
when k > 1.
2. Basic tools
Generally, it is natural to expect that ρ changes when G is perturbed, and we can ask whether ρ
increases or decreases in such situations. The proof of the following lemma can be found in several
places (see, for example, [1]):
F. Belardo et al./Linear Algebra and its Applications 432 (2010) 2323–2334 2325
Proposition 2.1. If G′ is a graph obtained from a connected graph G by adding an edge, then
ρ(G′) > ρ(G).
The following two results are the part of standard folklore of graph perturbations. Their proofs
appear in several places in the literature (see, for example, [5]). The ﬁrst one is about the perturbation
known as the (simultaneous) rotations (see Lemma 2.2), the second one is about the local switching (see
Lemma 2.3). Recall, the local switchings preserve the degree sequence and they will play the crucial
role in the next section. Let N(v) = {u : u ∼ v} be the set of neighbours of v.
Lemma 2.2. Let r, s be twoverticesof a connectedgraphG (ofordern)and letN(r) \ N(s)={v1, v2, . . . , vt}
be the neighbours of r non-adjacent to s. Let G′ be a graph obtained from G by relocating the edge rvi to
the position of non-edge svi, for i = 1, . . . , t. Let x = (x1, x2, . . . , xn)T be a Perron vector of G. If xs  xr ,
then ρ(G′) > ρ(G).
Lemma 2.3. Let G′ be a graph obtained from a connected graph G (of order n) by the local switching,
that consists of the deletion of edges e = st and f = uv, followed by the addition of edges e′ = sv and
f ′ = tu. Let x = (x1, x2, . . . , xn)T be a Perron vector of G. If (xs − xu)(xv − xt) 0 then ρ(G′) ρ(G),
with equality for the indices if and only if xs = xu and xv = xt .
To state a next result (due to Hoffman and Smith), we need more deﬁnitions. An internal path in
a graph, denoted by v1, v2, . . . , vr−1, vr , is a path joining vertices v1 and vr which are both of degree
greater than two (not necessarily distinct), while all other vertices (i.e. v2, . . . , vr−1) are of degree
equal to 2. We denote by Cn andWn the cycle and the double-snake (the tree on n vertices having two
vertices of degree three which are at distance n − 5).
Lemma 2.4. Let G′ be a graph obtained from a graph G /= Cn,Wn by inserting in an edge e a vertex of
degree two. Then we have:
(i) if e does not lie on an internal path then ρ(G′) > ρ(G);
(ii) if e lies on an internal path then ρ(G′) < ρ(G).
If G = Cn (Wn) and G′ = Cn+1(resp. Wn+1) then ρ(G′) = ρ(G) = 2.
Lemma 2.5. Let G(l,m) be a graph obtained from a non-trivial connected graph G by adding at some ﬁxed
vertex r two hanging paths whose lengths are l and m (lm 1). Then
ρ(G(l,m)) > ρ(G(l + 1,m − 1)).
To conclude this section, we add some necessary facts on divisors. A partition {V1, V2, . . . , Vk} of
the vertex set of a graph G is an equitable partition, if each vertex from some cell, say Vi, has the same
number (= dij) of neighbours in any cell Vj (including j = i). Let D be the multidigraph having as its
vertex set the cells of the equitable partition, and dij parallel arcs from the ith cell (= Vi) to the jth cell
(= Vj), where 1 i, j k. If so, D is called a divisor of G. Its adjacencymatrix is called the divisor matrix.
A remarkable property of the characteristic polynomials of the latter two adjacency matrices is that
the characteristic polynomial of a divisor divides the characteristic polynomial of the (parent) graph
(see [4, p. 122]). Moreover, the index of the parent graph is included in the spectrum of the divisor
(since the index is a main eigenvalue of the parent graph – see [5, p. 39]). As a consequence we get the
following result to be used in the next section:
Lemma 2.6. Let G be a graph and D any divisor of G. Then ρ(G) = ρ(D).
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Fig. 1. The graph with largest index in U(5(1) , 4(2) , 3(1) , 2(2) , 1(8)).
3. Maximal graphs in U(d1, d2, . . . , dn) with respect to the spectral radius
Assume that UM is a graph in U(d1, . . . , dn) with the largest index. We also assume that n > 3
(otherwise, U(d1, d2, d3) = {K3}).
Lemma 3.1. Let UM be a graph with largest index in U(d1, . . . , dn), where d1 > 2 and di  2 for each
i = 2, 3, . . . , n. Then UM consists of a triangle with d1 − 2 hanging paths, attached at one vertex of the
cycle, whose lengths are almost equal.
Proof. By assumptionsUM consists of a cycle, say C, of length gwith d1 − 2 hanging paths at the vertex
of C of degree d1. If g > 3 then by Lemma 2.4 we can remove g − 3 vertices of degree 2 from C (then
the index increases by Lemma 2.4(ii)), and insert them in some edge of the hanging paths (then the
index increases by Lemma 2.4(i)). So g = 3, and UM consists of a triangle with some hanging paths at
the vertex of C of degree d1. If any two of these hanging paths have lengths which differ at least by 2,
then we can make their lengths to differ at most by 1, and this modiﬁcation also gives rise to a greater
index (see, Lemma 2.5).
This completes the proof. 
So, in addition, we can assume that at least two di’s are greater than 2. Themain result of this paper
is the following one (for a formal deﬁnition of spiral like disposition see [3]; informally, this concept
is explained in Example 1):
Example 1. In Fig. 1 the unique graph maximizing the spectral radius in U(5(1), 4(2), 3(1), 2(2), 1(8)) is
depicted (on the left there is cycle C). The exponent in the degree sequence denotes the number of
vertices in the graph having such a degree.
Theorem 3.2. Let v1, v2 and v3 the vertices of UM having the largest degrees. Then v1, v2 and v3 are mu-
tually adjacent, and form C, the unique cycle of UM. The remaining vertices appear in spiral like disposition
with respect to C starting from v4 that is adjacent to v1.
In order to prove themain result we need to prove some lemmas inwhichwe investigate the struc-
ture of UM . First, we prove (see Corollary 3.4) that ordering the vertices according to their ρ-weights
induces an ordering with respect to the degrees (i.e. xvi  xvj implies deg(vi) deg(vj)). Secondly, we
prove (Lemma 3.9) that the three vertices having the largest ρ-weight (then the largest degree by
Corollary 3.4) are mutually adjacent; so they form the unique cycle C of UM . Finally, we prove Lemmas
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3.10 and 3.11 so that the remaining vertices must be inserted according to the spiral like disposition
with respect to C, starting from v4 ∼ v1.
In the next lemmawewill precise the connection between the degrees andρ-weights (with respect
to a Perron vector) of the vertices of UM .
Lemma 3.3. If v and w are two vertices of UM such that deg(v) < deg(w), then xv < xw.
Proof. Suppose, for a contradiction, that deg(v) < deg(w), but xv  xw . We will distinguish two cases
depending on the position of w.
(a) w lies on the cycle. If deg(w) = 2, then deg(v) = 1. Let u be a vertex adjacent to w, but non-
adjacent to v. Consider U′ = UM − uw + uv, then U′ ∈ U(d1, d2, . . . , dn) and, by Lemma 2.2,
ρ(U′) > ρ(UM), a contradiction to the maximality of UM .
If deg(w) > 2, then (sincew ∈ C) it hasdeg(w) − 2hanging treesattachedvia the samenumber
of bridges. If v does not belong to any of the hanging trees atw, we can rotate deg(w) − deg(v)
bridges from w to v. Then, in the resulting graph, the degrees of v and w will be exchanged. If
v belongs to a hanging tree at w, and if deg(w) − deg(v) > 1, then we can rotate two edges
of C incident to w and deg(w) − deg(v) − 2 bridges corresponding to trees not containing v.
Now, again, the degrees of v and w will be exchanged. If v belongs to a hanging tree at w and
deg(w) − deg(v) = 1, thenwe can rotate one edge of C fromw to v. In all of the above situation,
the resulting graph belongs to U(d1, d2, . . . , dn) and, by Lemma 2.2 (recall that xv  xw), has a
greater index. A contradiction to the maximality of UM .
(b) w does not lie on the cycle. By assumptionsw has degree at least 2. Sincew lies on some hanging
tree, then w is adjacent to deg(w) − 1 vertices whose distance from C is greater than d(w, C),
and let u be the remaining vertex adjacent to w. If v does not belong to any hanging tree at w,
thenwe can relocate deg(w) − deg(v) of such edges to v (againw and v exchange their degrees).
If v belongs to a hanging tree at w and deg(w) − deg(v) = 1, then we can rotate the edge uw
to uv. If v belongs to a hanging tree at w, and if deg(w) − deg(v) > 1, then we can rotate the
edge uw to uv and deg(w) − deg(v) − 1 edges corresponding to hanging trees not containing
v fromw to v. In all of the above situations, the resulting graph belongs to U(d1, d2, . . . , dn) and
has a greater index (again by Lemma 2.2). A contradiction to the maximality of UM .
Therefore, xv < xw , and this completes the proof. 
From the above lemma we immediately get:
Corollary 3.4. If v and w are two vertices of UM, then the following hold:
(i) if deg(v) < deg(w) then xv < xw;
(ii) if xv > xw then deg(v) deg(w);
(iii) if xv = xw then deg(v) = deg(w).
The next lemma is a consequence of Lemma 2.3. It is based on the fact that UM does not afford a
local switching which preserves the prescribed structure and increases the index.
Lemma 3.5. Let e = uu′ and f = vv′ be twodisjoint edgesofUM andU′ = UM + {uv + u′v′} − {uu′, vv′}
be the graph obtained from UM by switching the edges e and f . Then:
(i) If U′ ∈ U(d1, d2, . . . , dn), then
(xu − xv′)(xv − xu′) 0,
with xu = xv′ if and only if xv = xu′ .
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(ii) If U′ = U1 ∪ U2, where U1 and U2 are unicyclic graphs, then
(xu − xv′)(xv − xu′) < 0.
Proof. First, (i) is obvious (by Lemma 2.3, in view of assumptions on UM and U
′). To prove (ii) suppose,
for a contradiction, that U′ = U1 ∪ U2, where U1 and U2 are unicyclic graphs, is obtained from UM by
local switching, and that (xu − xv′)(xv − xu′) 0. Then ρ(U′) ρ(UM), andwithout loss of generality,
we can assume that ρ(U′) = ρ(U1). Then, since U2 is unicyclic, we have that U2 = C(T1, T2, . . . , Tk),
where Ti (for each i ∈ {1, 2, . . . , k}) is a rooted tree whose root vi lies on the unique cycle Ck of U2.
Consider now the following perturbation: take any hanging edge of U1 and subdivide it by k vertices
(this increases the index, by Lemma 2.3), and then relocate the tree Ti (for each i ∈ {1, 2, . . . , k}) in
such a way that its root vi is identiﬁed with the ith vertex being inserted in the observed hanging
edge (this also increases the index by Proposition 2.1). In this way, U1 is extended while U2 reduced
to an empty graph (with no vertices). Since the resulting graph belongs to U(d1, d2, . . . , dn) and has a
greater index than UM , we arrive at a contradiction.
This completes the proof. 
In the following lemmaswe investigate the structure of cycle C ofUM (bymaking use ofρ-weights).
This is precised in Theorem 3.9.
Lemma 3.6. Let v and w be two vertices of C , and Tv and Tw the corresponding hanging trees rooted at v
and w. If xv = xw then the above trees are isomorphic (as rooted trees).
Proof. If xv = xw then, by Corollary 3.4, we have that deg(v) = deg(w) = t + 2. Suppose that t > 0,
for otherwise we are done. Let v1, v2, . . . , vt and w1,w2, . . . ,wt , be the vertices not on C adjacent to
v and w, respectively. Then we claim that xv1 = xw1 = xv2 = xw2 = . . . = xvt = xwt . Consider now
Ui,j = UM − {vvi,wwj} + {vwj ,wvi}. Clearly, Ui,j ∈ U(d1, d2, . . . , dn) (since connected and obtained
from UM by a local switching). Next, since xv = xw , by Lemma 3.5, xvi = xwj for any 1 i, j t. So all
vertices not on C, but adjacent to v or w, have the same degree (by Corollary 3.4). Suppose next that
all vertices of Tv and also all vertices of Tw at distance  r − 1 from C have the same degree. We now
prove that the same holds for all vertices of these trees at distance r from C. Let v(r) andw(r) be any two
vertices of Tv and Tw , respectively, at distance r from C, and let v
(r−1) and w(r−1) be their neighbours
at distance r − 1 from C . ConsiderU(r) = UM − {v(r−1)v(r),w(r−1)w(r)} + {v(r−1)w(r),w(r−1)v(r)}. In
this case we have that U(r) ∈ U(d1, d2, . . . , dn), and by Lemma 3.5 and induction hypothesis, the only
possibility is that xv(r) = xw(r) . Since any pair of vertices at the same distance from C have the same
degree, the trees Tv and Tw are isomorphic (as rooted trees).
This completes the proof. 
Lemma 3.7. Assume that V(C) = {v1, v2, . . . , vg} with g  3, and natural labelling around C. For any
vi ∈ V(C), let xi be its ρ-weight. If deg(v1) > 2 and xi = xj for any 1 i, j g, then g = 3.
Proof. Suppose, for a contradiction, that g  4. Since xi = xj (vi and vj any two vertices of C) and by
Lemma 3.6, all hanging trees at C are isomorphic. Consider therefore the following equitable partition
of such graph: the ﬁrst cell consists of all vertices of C, the second one consists of all vertices at distance
1 from C , etc. (note, in general, the ith cell consists of all vertices at distance i − 1 from C). The index
of UM is the largest root of the characteristic polynomial of the resulting divisor. We now delete edges
v1v2 and v2v3, and add edge v1v3 (this is possible since k 4). The obtained graph U′ consists of an
unicyclic graph of girth g − 1 and a tree which was a hanging tree at v2 (it is in fact a rooted tree
with v2 as a root). It is easy to see that the unicyclic component of U
′ has the same divisor as UM
(the equitable partition is formed in the same way). So its index is the same as of UM . Now consider
a pendant edge in the unicyclic component, and subdivide it by one vertex (then the index increases
by Lemma 2.4), and next identify with v2 (similarly as in Lemma 3.5). But then the resulting graph
belongs to U(d1, d2, . . . , dn), and has a greater index than UM , a contradiction.
This completes the proof. 
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Lemma 3.8. Let v,w and u be three vertices in UM having the same ρ-weight. If v ∼ w, then v,w and u
lie on C and V(C) = {u, v,w}.
Proof. Suppose, for a contradiction, that there exist three vertices v, u,w, with v ∼ w, having the same
ρ-weight and V(C) /= {u, v,w}. We proceed step by step.
Case 1. vw and u lie on C.
If C is not a triangle there exists a vertex s on C such that s is adjacent to u, but non-adjacent to v
or w, say to v. Consider the graph U′ = UM − {vw, us} + {vs,wu}. Since (xv − xu)(xs − xw) = 0 then
by Lemma 3.5 the only possibility is that U′ ∈ U(d1, d2, . . . , dn) and xs = xw . In a similar way, if C
contains other vertices, it is possible to show that all vertices in C have the same ρ-weight. The latter
is a contradiction by Lemma 3.7.
Case 2. vw lies on C, u does not lie on C.
Since xv = xu, deg(u) = deg(v) 2 (by Corollary 3.4(iii)). So u = u0 is a vertex of some hanging
treeofdegreeat least 2. Letu0, u1, u2 . . . , up be themaximal sequenceof vertices such thatd(ui+1, C) =
d(ui, C) + 1, ui+1 ∼ ui (0 i < p); thendeg(up) = 1. LetU(1) = UM − {vw, u0u1} + {vu0,wu1}. Then
U(1) ∈ U(d1, d2, . . . , dn). Since (xv − xu0)(xw − xu1) = 0, xu1 = xw = xv = xu0 (by Lemma 3.5). Sup-
pose next (by induction hypothesis) that xv = xw = xul−1 = xul for any 0 l < p − 1. Then, in a
similar way, we have that U(l) = UM − {vw, ulul+1} + {vul ,wul+1} belongs to U(d1, d2, . . . , dn), and
that ul+1 has the same ρ-weight as v,w and u (by Lemma 3.5). If l = p then the graph U(p) =
UM − {vw, up−1up} + {vup−1,wup} belongs to U(d1, d2, . . . , dn), and xp = xv = xw = xu (by Lemma
3.5). But the latter contradicts Corollary 3.4(iii) (since deg(v) 2, while deg(up) = 1)).
Case 3. vw does not lie on C, u lies on C.
Take now that s is a vertex of C adjacent to u, and non-adjacent to v, nor tow. Suppose also, without
loss of generality, that u is non-adjacent to v. Then the graph U′ = UM − {vw, us} + {vu,ws} belongs
to U(d1, d2, . . . , dn). Since (xv − xs)(xu − xw) = 0, xs = xv = xw = xu. So we are done (by Case 2).
Case 4. vw and u do not lie on C.
Without loss of generality we can assume that v is closer to C than w. If so, consider the following
two possibilities:
• u belongs to the unique path connecting v to C.
Let s ∼ u be a vertex belonging to the unique path between v which is closer to C. By considering
a graph U′ = UM − {vw, us} + {vs, uw}, as usual, we get xs = xu. If s belongs to C we are done (by
Case 3). Otherwise, take another vertex on the same path, now adjacent to s, and closer to C: it is
a routine to check that all vertices between u and some vertex of C share the same ρ-weight, and
we are again done (by Case 3).
• u does not belong to the unique path connecting v to C.
Let s ∼ u be a vertex at greater distance from C than u. Then, similarly to above, it is easy to see that
xs = xu. If deg(s) = 1, we are done (as in Case 2). Otherwise, we can consider s (in place of u) and
apply the same argument on v,w and s. Proceeding in this way, we will arrive at a contradiction (as
in Case 2).
This completes the proof. 
Theorem 3.9. Let v1, v2 and v3 be the vertices having the largestρ-weight. Then v1, v2 and v3 aremutually
adjacent and they form C, the unique cycle of UM.
Proof. We will prove the result step by step, by showing that v1 ∼ v2, v1 ∼ v3 and v2 ∼ v3. We can
assume that deg(v1) deg(v2) > 2, for otherwise, if deg(v1) = 2 the graph is a cycle; if deg(v2) = 2
then UM is already determined by Lemma 3.1. For simplicity, we put xi = xvi (i = 1, 2, 3).
Step 1. v1 ∼ v2
Suppose, foracontradiction, thatv1 v2. If bothv1 andv2 lieonC, consider then theverticesofC, say
u ∼ v1 andw ∼ v2, encountered (around G) in, say, clockwise direction. Let U′ = UM − {v1u, v2w} +
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{v1v2, uw}. Then U′ ∈ U(d1, d2, . . . , dn), and by assumptions (x1 − xw)(x2 − xu) 0. From Lemma
3.5(i), the only possibility is that xw = x1 and xu = x2 (so ρ(U′) = ρ(UM)). Since x1 = xw  x2, then
x1 = x2 = xu = xw , a contradiction by Lemma 3.8.
Suppose now that v1 lies on C, while v2 is on some hanging tree (the proof is analogous if v1 and
v2 exchange their positions). Let u ∼ v1 (u ∈ V(C)), and letw ∼ v2 but at greater distance from C. Let
U′ = UM − {v1u, v2w} + {v1v2, uw}. Then U′ ∈ U(d1, d2, . . . , dn), and (x1 − xw)(x2 − xu) 0. From
Lemma 3.5(i), we get xw = x1 and xu = x2 (so ρ(U′) = ρ(UM)). Since x1 = xw  x2, then x1 = x2 =
xu = xw , again a contradiction by Lemma 3.8.
Finally suppose that both v1 and v2 lie on some hanging trees. Then, if v2 is in the unique path
connecting v1 with C (the vice versa is analogous), then take u ∼ v1 and w ∼ v2 both at greater
distance from C. If v1 and v2 belong to different hanging trees then take u ∼ v1 at greater distance
from C, and w ∼ v2 closer to C. In both the situations let U′ = UM − {v1u, v2w} + {v1v2, uw}. Then
U′ ∈ U(d1, d2, . . . , dn) and (x1 − xw)(x2 − xu) 0, and so the contradiction can be deduced as above.
So v1 ∼ v2.
Step 2. v1 ∼ v3
By Step 1, v1 ∼ v2 and suppose, for a contradiction, that v1 v3. The proof is now similar to the
previous one (from Step 1) but we have to take care on v2, and to exclude it from local switchings.
Suppose that both v1 and v3 lie on C. Consider then the vertices of C, u ∼ v1 (u /= v2), and w ∼
v3 encountered (around G) in, say, clockwise direction. Suppose that w /= v2, and let U′ = UM −{v1u, v3w} + {v1v3, uw}. ThenU′ ∈ U(d1, d2, . . . , dn) and (x1 − xw)(x3 − xu) 0. From Lemma 3.5(i),
we get xw = x1 and xu = x2 (so ρ(U′) = ρ(UM)). Since x1 = xw  x3, then x1 = xw = xu = x3, a
contradiction (by Lemma 3.8). If w = v2, take t ∼ v1 (t /∈ V(C)), and s ∼ v3 (s ∈ V(C) and s /= v2).
Let U′ = UM − {v1t, v3s} + {v1v3, st}. Then U′ ∈ U(d1, d2, . . . , dn) and (x1 − xs)(x3 − xt) 0. From
Lemma 3.5(i), x1 = xs = x3 = xt , a contradiction (by Lemma 3.8).
Supposenowthat v1 lies onC and v3 is onahanging tree (theproof is analogous ifv3 and v1 exchange
their positions). Let u ∼ v1 (u /= v2 u ∈ V(C), and let w ∼ v3 be at greater distance from C than
v3. Let U
′ = UM − {v1u, v3w} + {v1v3, uw}. Then U′ ∈ U(d1, d2, . . . , dn) and (x1 − xw)(x3 − xu) 0.
From Lemma 3.5, xw = x1 and xu = x3 (so ρ(U′) = ρ(UM)). Since x1 = xw  x3, we have x1 = x3 =
xu = xw , again a contradiction (by Lemma 3.8).
Finally suppose that both v1 and v3 lie on some hanging trees. Then, if v3 is in the unique path
connecting v1 with C (the vice versa is analogous), then take u ∼ v1 and w ∼ v3 as follows: if u /=
v2, then both vertices are at greater distance from C; otherwise, both are closer to C. If v1 and v3
belongs to different hanging trees then take u ∼ v1 at greater distance from C, and w ∼ v3 closer
to C. In both the situations, let U′ = UM − {v1u, v3w} + {v1v3, uw}. Then U′ ∈ U(d1, d2, . . . , dn) and
(x1 − xw)(x3 − xu) 0, and so the contradiction can be deduced as above.
So v1 ∼ v3.
Step 3. v2 ∼ v3
By Steps 1 and 2, v1 ∼ v2 and v1 ∼ v3. Therefore, v2 and v3 are at distance  2. Suppose, for a
contradiction, that v2 v3. In what follows we will check all possible conﬁgurations.
Suppose ﬁrst that v1, v2 and v3 lie on C. Let u ∼ v2 (u /∈ V(C)), and w ∼ v3 (w ∈ V(C) and w /=
v1). Let U
′ = UM − {v2u, v3w} + {v2v3, uw}. Then U′ ∈ U(d1, d2, . . . , dn) and (x2 − xw)(x3 − xu) 0.
From Lemma 3.5, the only possibility is that xw = x2 and xu = x3. Since x3 = xu  x2, we have that
x2 = xw = xu = x3, a contradiction (by Lemma 3.8).
Suppose next that v1 and v2 lie on C and v3 is on a hanging tree (whose root is v1). If so take
u ∼ v2 (u ∈ V(C) and u /= v1), and w ∼ v3 at greater distance from C. Let U′ = UM − {v2u, v3w} +{v2v3, uw}. ThenU′ ∈ U(d1, d2, . . . , dn)and (x2 − xw)(x3 − xu) 0. FromLemma3.5,wehavexw = x2
and xu = x3. Since x3 = xu  x2, we have that x2 = xw = xu = x3, a contradiction (by Lemma3.8). The
proof is analogous if v3 ∈ V(C) and v2 /∈ V(C).
Suppose now that v1 lies on C, while v2 and v3 are in two (different) hanging trees. Then consider
v ∼ v1 (v ∈ V(C)),w ∼ v2 (w /= v1), andu ∼ v (u /= v1 andu ∈ V(C)). LetU1 = UM − {v1v, v2w} +{v1w, v2v}. Then, U1 ∈ U(d1, d2, . . . , dn), and by Lemma 3.5, (x1 − x2)(xw − xv) 0. Since x1 = x2,
we have xv  xw . Next, let U2 = UM − {v2w, vu} + {v2v,wu}. Then U2 ∈ U(d1, d2, . . . , dn), and (x2 −
xu)(xv − xw) 0 (by Lemma 3.5). Since x2  xu and xv  xw , the only possibility is that x2 = xu and
xv = xw . To this end, letU3 = UM − {v2w, vu} + {v2u, vw}. ThenU3 ∈ U(d1, d2, . . . , dn), and be (x2 −
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xv)(xu − xw) 0 (by Lemma 3.5). So x2  xv and xw  xu, and thus x2  xv  xw  xu, with x2 = xu. So
we get four vertices having the same ρ-weight, a contradiction to Lemma 3.8.
Suppose now that v1 does not lie on C, and that v3 lies on the unique path between v2 and C
(the proof is analogous if v2 and v3 exchange their positions). If so take v ∼ v2 (v /= v1), and u ∼ v3
such that, if v3 ∈ V(C) then u ∈ V(C), or otherwise, u ∼ v3 is in the unique path connecting v2 to
C. Let U′ = UM − {v2v, v3u} + {v2v3, uv}. Then, either U′ ∈ U(d1, d2, . . . , dn) holds (when v3 ∈ C),
or U′ = U1 ∪ U2, where U1 and U2 are unicyclic graphs (when v3 /∈ C). But in both cases we get a
contradiction (by Lemmas 3.5 and 3.8).
Finally, suppose that v1 does not lie on C, nor v2 and v3, and that d(v2, C) = d(v3, C) = d(v1, C) +
1. Let v ∼ v1 and u ∼ v, provided v /∈ V(C), be taken so that both u and v lie in the unique path
connecting v2 to C, and let w ∼ v2 (with w /= v1). Let U1 = UM − {v1v, v2w} + {v1w, v2v}. Then
U′ ∈ U(d1, d2, . . . , dn), and (x1 − x2)(xw − xv) 0. Since x1  x2, then xv  xw . Consider next U2 =
UM − {v2w, vu} + {v2v,wu}. SinceU2 isunionof twounicyclic graphs itmustbe (x2 − xu)(xv − xw) <
0, but x2  xu and xv  xw , a contradiction. In what remains, take that v ∈ V(C). But then, let u ∼ v be
on C. The rest of the proof is similar to the previous situation.
So v2 ∼ v3.
This completes the proof. 
From the above theorem, C reduces to a triangle consisting of the vertices having the three largest
degrees. In the next lemmas we will investigate the structure of the hanging trees of UM , in particular
in Lemma 3.10 we establish that the ρ-weights of vertices strictly decrease in distance from C, while
in Lemma 3.11 we will establish the relation between vertices at the same distance from C. In sequel,
we assume that v1, v2, . . . vn−1, vn are the vertices ofUM ordered by their ρ-weights in such away that
x1  x2  x3  · · · xn−1  xn holds. Let us call the Li the set of vertices (of UM) at distance i 0 from
C. L0 consists of vertices v1, v2 and v3.
Lemma 3.10. Let v ∈ Li and w ∈ Lj , with j > i. Then xv > xw.
Proof. We will prove the lemma by induction on 0 i p, with p being the last layer in UM .
(i) Let i = 0. We need to prove that for any v ∈ Lj (j > 0) we have that x3 > xv. Of course we
have that x3  xv, so suppose, for a contradiction, that there exists such a v that xv = x3 (then, clearly,
deg(v) 2).
Suppose that v v1, and let u ∼ v be a vertex at greater distance from C than v (such vertex exists
since deg(v) = deg(v3) 2). LetU′ = UM − {v1v3, vu} + {v1v, v3u}. ThenU′ ∈ U(d1, d2, . . . , dn), and
(x1 − xu)(xv − x3) = 0. So, xu = x1 (by Lemma 3.5). Then x1 = xu  x3 and x1 = x2 = x3 = xv = xu,
a contradiction by Lemma 3.8.
Let v ∼ v1 (clearly v /= v2, v3) and let u ∼ v but at greater distance from C (again this vertex ex-
ists since deg(v) 2). Let U′ = UM − {v2v3, vu} + {v2v, v3u}. Then U′ ∈ U(d1, d2, . . . , dn), and (x2 −
xu)(xv − x3) 0 (by Lemma 3.5). Next, we get xv = x3, and thus x2 = xu(= x3), again a contradiction
(by Lemma 3.8).
(ii) Let 0 < i < p − 1. By induction hypothesis, we have, for any a ∈ Lk with k i − 1, and for any
b ∈ Lj with i j p, that xa > xb. Suppose, for a contradiction, that there exists v ∈ Li andw ∈ Lj , with
j > i, such that xw  xv (note, since deg(v) 2 then deg(w) 2). Further, let v′ ∼ v (v′ ∈ Li−1).
If v belongs to the unique path connecting w to C then take w′ ∼ w (w′ ∈ Lj+1); otherwise, take
w′ ∼ w (w′ ∈ Lj−1). Inbothcases, letU′ = UM − {vv′,ww′} + {vw′,wv′}. ThenU′ ∈ U(d1, d2, . . . , dn),
and (xv − xw)(xw′ − xv′) 0 since xw  xv and xv′ > xw′ (by induction hypothesis). So, at most one of
latter factors is zero, a contradiction (by Lemma 3.5).
(iii) Let i = p − 1. We need only to prove that xa > xb for any a /∈ Lp and b ∈ Lp. Clearly, since all
vertices in the last layer have degree 1, the claim is trivial if deg(a) 2. So we need only to prove the
claim for deg(a) = 1 (a ∈ Li and i < p), and b ∈ Lp.
Suppose, for a contradiction, that there exists v ∈ Li (i < p) with deg(v) = 1, and w ∈ Lp such
that xw  xv. Since deg(v) = 1, v can not appear in the (unique) path connecting w to C. Hence take
v′ ∼ v andw′ ∼ w, and letU′ = UM − {vv′,ww′} + {vw′,wv′}. ThenU′ ∈ U(d1, d2, . . . , dn) and (xv −
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xw)(xw′ − xv′) 0 since xw  xv and xv′ > xw′ (by induction hypothesis). So, at most one factor is zero,
a contradiction (again by Lemma 3.5).
This completes the proof. 
Lemma 3.11. Let v and w be two vertices of Li (i 1) and v′ and w′ two vertices of Li−1 such that v ∼
v′,w ∼ w′ and v′ /= w′. If xv′ > xw′ then xv > xw , and if xv′ = xw′ then xv = xw.
Proof. Suppose, for a contradiction, that xvxw while xv′>xw′ . LetU′ =UM − {vv′,ww′} + {vw′,wv′}.
ThenU′ ∈ U(d1, d2, . . . , dn), and since (xv′ − xw′)(xw − xv) 0 (with (xv′ − xw′) /= 0)we get thatU′
has a greater index than UM , a contradiction. Similarly, if xv′ = xw′ then xv = xw (for otherwise, the
switching increases the index).
This completes the proof. 
Proof of Theorem 3.2. By collecting the results of Theorem 3.9, Lemma 3.10, Lemma 3.11 and Corollary
3.4 we easily arrive at the proof.
4. A conjecture on the general case
Several papers considered the Brualdi–Solheid problem for sets of graphs in which the degree
sequence is ﬁxed. Until now the problem has been solved in some speciﬁc classes such as: trees [3],
caterpillars [10], unicyclic graphs with spikes (the vertices lie on the cycle or are pendant) [1] and
others. In this paper we solved the problem for unicyclic graphs. In all these papers the following facts
appears as common features:
• edge rotations push the vertex ρ-weights to induce an ordering with respect to the degrees;
• local switching of edges push the vertices having greater ρ-weight to be adjacent (if possible).
These facts prompted us to partition the vertices of any (k + 1)-cyclic graph G satisfying the above
properties as follows: Perron-core of G is the set of vertices {v1, v2, . . . , vt} (t  n) having the largest
degree such that the graph constructed on such vertices is a (k + 1)-cyclic graph. The remaining ver-
tices of G form the Perron-periphery (the terms core and periphery are already used when considering
singular graphs [9], here they have a differentmeaning). Clearly the number of elements in the Perron-
core depends on k + 1, the number of independent cycles. So the vertices in the Perron-periphery lie
on some hanging trees attached to the vertices of the Perron-core.
In view of the above fact we will give a conjecture about the structure of the graph GM with
maximal spectral radius in the set of connected graphs with prescribed degree sequence. Given a
degree sequence (d1, d2, . . . , dn), let G(d1, d2, . . . , dn) be the set of all connected graphs with this
degree sequence. Then
∑n
i=1 di = 2(n + k). Here k + 1 (k−1) denotes the number of independent
cycles. Our conjecture reads:
Conjecture 4.1. Let GM be a graph having the largest spectral radius in G(d1, d2, . . . , dn). Then GM is the
unique graph consisting of a (k + 1)-cyclic Perron-core and the vertices of the Perron-periphery are inserted
in spiral like disposition with respect to the Perron-core.
Example 2. In Fig. 2 we depict the (conjectured) maximal graph with degree sequence (6(2), 4(3),
3(2), 2(11), 1(14)) according to Conjecture 4.1. The order is 32, the size is 33, so the Perron-core is a
bicyclic graph. Furthermore, since deg(v2) 3 then the Perron-core is the maximal bicyclic graph
built on 4 vertices. In the left side the Perron-core is depicted.
Example 3. In Fig. 3 we depict the maximal graph with degree sequence (3(4), 2(2)) according to
Conjecture 4.1. The order is 6, the size is 8, so the Perron-core is a tricyclic graph. Furthermore, since
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Fig. 2. The conjectured maximal graph in G(6(2) , 4(3) , 3(2) , 2(11) , 1(14)).
Fig. 3. The maximal graph in G(3(4) , 2(2) .
there are not pendant vertices (i.e. vertices of degree 1), then all vertices of the graph belong to the
Perron-core and the Perron-periphery is empty.
We end this section by describing the procedure for generating the (conjectured) maximal graph
GM belonging to G(d1, d2, . . . , dn). In the sequel we assume that v1, v2, . . . , vn are the vertices of G
ordered by degrees (in non-increasing fashion). Also, Hj is an intermediate graph which will be equal
to GM when algorithm halts.
Procedure for generating GM
(a) Set j = 1 and H1 = nK1.
(b) Increase j by 1, and add edges to Hj by joining vj to vi for each i (i = 1, 2, . . . , j − 1) whenever vi
is not saturated (i.e. if its degree in Hj−1 is less than di) provided also that the graph obtained so
far is not (k + 1)-cyclic); otherwise, if all vertices v1, v2, . . . , vj−1 were saturated in Hj−1, then
prior to adding edges delete the last edge added (in the (j − 1)th step), and proceed with jth
step, or go to (c) if Hj is (k + 1)-cyclic (a non-trivial component of Hj is the Perron-core ). Go to
(b).
(c) If j = n then stop (GM = Hn). Increase j by one and join vj only to the non-saturated vertex of
maximum degree in Hj−1. Go to (c).
Remark 4.2. In Example 2 the procedurewas runningwithin (b)without deleting an edge. In contrast,
in Example 3 this was not the case – we had to delete some edges already added to keep procedure
generating only connected graphs.
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