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Abstract
The spin-boson model (or the dissipative two-state system) is a model for the study
of dissipation and decoherence in quantum mechanics. The spin-boson model with
Ohmic dissipation is an integrable theory, related to several other integrable systems
including the anisotropic Kondo and resonant level models. Here we consider the prob-
lem of computing the overlaps between two ground states corresponding to different
values of parameters of the Ohmic spin-boson Hamiltonian. We argue that this can
be understood as a part of the problem of quantizing the mKdV/sine-Gordon inte-
grable hierarchy. The main objective of this work is to analyze how the Anderson
orthogonality affects the Yang-Baxter integrable structure underlying the theory.
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1 Introduction
The occurrence of infrared (IR) divergences is a central issue for quantum field theories and
condensed matter systems which possess gapless excitations [1,2]. Boundary Conformal Fields
Theories (CFT) in two-dimensional space-time provide an opportunity to gain useful insights
into the problem. In the simplest set up, with the Euclidean geometry of the half-infinite
plane (x, y) in which x ≤ 0 is treated as a space coordinate, the vacuum states corresponding
to different conformal Boundary Conditions (BC), say “1” and “2”, are orthogonal. More
precisely, for a large but finite system of space size L their overlap tends to zero as a power
L−d21 , defining an orthogonality exponent d21. This vacuum overlap can be interpreted as a one-
point function of the BC changing operatorO21 [3], and therefore its contribution to the spectral
sum of the two-point function 〈O†21(y)O21(0) 〉 vanishes, as well as individual contributions of
all overlaps involving conformal descendant states. However, the combined contribution of the
states organized in conformal towers turns out to be finite for the infinitely large system and
gives rise to the scale-invariant two-point function 〈O†21(y)O12(0) 〉 = |A21|2 |y|−2d21. The latter
coincides with the ratio Z21(y)/Z11, with Z21 standing for a partition function of the half-
infinite system with BC “1” everywhere except on a part of the boundary of length y, where
BC “2” is imposed, whereas the denominator Z11 is a partition function of the system with
BC “1” is imposed along the whole boundary. There is generally a normalization ambiguity
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Figure 1: An universal part of the overlap modulus |〈Ω2 |Ω1 〉| can be extracted from the
partition function of a classical statistical system with an inhomogeneous boundary. In this
picture µ1 and µ2 are two numerically different sets of values of boundary couplings.
of the numerical coefficient A21, and usually it can be set as 1. The situation becomes more
interesting for the so-called boundary flows, i.e., for a class of two-dimensional quantum field
theories in which conformal invariance is broken only by BC depending upon a set of couplings
µ = (µ1, µ2 . . .). Contrary to the conformally invariant case, the partition function of the system
schematically visualized in Fig.1 is a complicated function of Euclidean time y. However, its
y → +∞ asymptotic is expected to have the form
Z21(y)
Z11 = |A21|
2 y−2d21 e−y∆E21
(
1 + o(1)
)
, (1.1)
where ∆E21 ≡ E0(µ2) − E0(µ1) is the difference in the ground state energies for the different
sets of boundary couplings. The orthogonality exponent d21 and the prefactor A21 are functions
of µ1 and µ2 which virtually define an universal (i.e. independent on details of both IR and
ultraviolet (UV) regularizations) part of the vacuum overlap
〈Ω2 |Ω1 〉 ∝ A21 L−d21 as L→∞ . (1.2)
In common nomenclature, the modulus of this overlap is referred as to the (ground state) fidelity.
Throughout this paper, with some abuse of conventional terminology, this term will be used to
denote the scaling function A21 as well as its generalization. The generalization deals with the
vacuum-vacuum matrix elements of a bare (unrenormalized) boundary field O(y) characterized
by a certain scaling exponent D(O), so that (1.2) is substituted by
〈Ω2 | O(0) |Ω1 〉 ∝ A21
(O) εD(O) L−d21(O) , (1.3)
defining both the IR exponent d21(O) and the fidelity A21
(O) (here ε→ 0 is the lattice spacing,
i.e., the UV regulator).
The significance of the study of fidelities is that it may help to better understand univer-
sal aspects of the dynamics after a local quantum quench in quantum impurity models [6–8].
Such models are used to mimic the behavior of small interacting quantum mechanical systems
coupled to an external environment. In some cases, they display universality which can be
described in terms of the boundary flows (see ref. [4] for review of applications of the boundary
2
flows in condensed matter physics). Here we will discuss the so-called spin-boson model (or the
dissipative two-state system) which is a paradigm model for study of dissipation and decoher-
ence in quantum mechanics [5]. In the case of Ohmic dissipation, the model consists of a single
two-state system coupled linearly to an infinite bath of harmonic oscillators, and described by
the Hamiltonian
H =
∫ ∞
0
dk b†kbk σ0 − Jσ1 − h σ3 −
√
g
2
∫ ∞
0
dk (b†k + bk) σ3 , (1.4)
where the Pauli matrixes and σ0 ≡ 1 describe the two-state system (“quantum spin”), b†k and
bk are phonon creation and annihilation operators such that [bk, b
†
k′] = k δ(k − k′), [bk, bk′] =
[b†k, b
†
k′] = 0. The bare tunneling amplitude between the eigenstates of σ1 is given by J , and h is
an additional bias. The Ohmic dissipative two-state system is related to several other models,
including the anisotropic Kondo model [9–11], the resonant level model [12] and the inverse
square Ising model [13].
One important issue in the spin-boson model is the phonon-induced delocalized-localized
transition. Such a delocalized transition at zero temperature is now considered as some kind
of quantum phase transition. For the Hamiltonian (1.4) the quantum transition of Kosterlitz-
Thouless type occurs at g = 1. The delocalized region 0 < g < 1 corresponds to the antiferro-
magnetic Kondo model, while the localized region corresponds to the ferromagnetic case. Here
we will consider only the case 0 < g < 1.
As it was pointed out in ref. [14] the Ohmic bath of harmonic oscillators can be interpreted
as a simple bulk CFT – the massless Gaussian model. This allows one to reformulate the spin-
boson model in the delocalized regime as a boundary flow problem, where the parameters of
the Hamiltonian J and h play the roˆle of the dimensionful boundary couplings. The flow starts
from the Gaussian CFT with the Neumann (free) BC and with the decoupled spin degrees of
freedom. For h = 0, the Gaussian field still satisfies the Neumann BC in the IR fixed point;
however, the spin proves to be completely screened (for details see, e.g., ref. [4]).
In this work we will study the vacuum overlaps (1.2) where the vacuums corresponds to
different sets of the couplings (J1, h1) and (J2, h2). The arguments similar to that for the X-ray
edge problem [15–17] leads to the simple formula for the IR singularity exponent
d21 =
g
4
(m2 −m1)2 , (1.5)
where mi = 〈Ωi |σ3 |Ωi 〉/〈Ωi |Ωi 〉. Despite the lack of a rigorous proof, there are strong indica-
tions, including numerical results from ref. [18], that this is an exact relation for the spin-boson
model with 0 < g < 1. The aim of this work is to make steps towards the exact calculation of
fidelities.
The paper is organized as follows. In Sec. 2 we give a brief account of the basic concepts
and facts and set up notations that will be used in the main body of the text. Sec. 3 reviews
several well-known techniques for study of the orthogonality exponent and fidelities in the
spin-boson model. The purpose of the next two sections is to develop a non-perturbative
approach for a calculation of the fidelities. In the absence of IR divergences the Gell-Mann
and Low theorem [19] allows one to express the vacuum overlaps in terms of the half-infinite
time evolution operators in the interaction picture. However, the procedure which is based on
the adiabatic switch of interaction generally fails for a system with gapless excitations. Our
3
approach is based on an axiomatic determination of the fidelities similar in philosophy to the
form-factor bootstrap [20]. In Sec. 4 we argue that, in the case of spin-boson model, matrix
components of the half-infinite time evolution operators can be interpreted as the quantum
Jost operators – the quantum counterpart of the Jost functions for the pair of Sturm-Liouville
equations. With this observation, the calculation of the fidelities can be considered as a part of
the problem of quantizing the mKdV/sine-Gordon integrable hierarchy. The keystone element
of quantum integrability is the Yang-Baxter type algebras with commutation relations defined
by certain quantum R-matrix. In Sec.5, basing on the results of the works [21,22], we propose
a set of algebraic relations for the quantum Jost operators, which is then translated into a
set of functional equations imposed on the fidelities. Currently, the solution of the system of
functional equations is known for the case h1 = h2 = 0 only. It was reported in ref. [23]. The
last section of the paper contains a few remarks concerning the fidelities A12(σ(a)s ) corresponding
to a family of bare operators
[
σ(a)s (0)
]
bare
= exp
(
a
√
2g
∫ ∞
0
dk
k
(b†k − bk)
)
σs , (1.6)
where σs ∈
{
1, σ3,
1
2
(σ1 ± iσ2)
}
and a is a real parameter. Here we also present formulas for
A12(σ(a)s ) in the case h1 = h2 = 0, which generalize the result of [23]. A derivation of these
formulas is somewhat technical and it remained beyond the scope of this work.
.
2 Preliminaries
2.1 Basics of Gaussian model with Neumann BC
We first consider the Gaussian model on the half-line whose dynamics is governed by the
Hamiltonian,
Hfree =
1
4πg
∫ 0
−∞
dx
(
Π2 + (∂xΦ)
2
)
, (2.1)
the Neumann BC, ∂xΦ(x, t)|x=0 = 0, and the canonical commutation relations [ Φ(x), Π(x′) ] =
2πi g δ(x−x′), etc. The space of states splits up into the Fock spaces Fp – irreps of the algebra
of creation-annihilation operators
bk =
√
2
g
∫ 0
−∞
dx
4π
(
(Π + ∂xΦ) e
ikx + (Π− ∂xΦ) e−ikx
)
: [bk, bk′] = k δ(k + k
′) , (2.2)
whose highest weight vectors are defined by the conditions bk | p 〉 = 0 (k > 0) and b0 | p 〉 =√
2g p | p 〉. Throughout this paper, we will refer to | p 〉 as p-vacuums. The Fock spaces are
naturally equipped with the inner product defined by the conjugation b†k = b−k and 〈 p′ | p 〉 =
δp′,p.
Since Hfree =
∫∞
0
dk b−kbk, the Hamiltonian acts invariantly on each Fock space Fp. Further-
more, all the p-vacuums correspond to the same zero-point energy, so that the ground state of
the Gaussian theory with Neumann BC is a certain linear combination of the p-vacuums. With
4
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Figure 2: The Wick rotation. In the Euclidean picture, the model can be interpreted as a
two-dimensional classical statistical system on the half-plane ℜe(z) ≤ 0 with z = x+ iy.
the aim to define the ground state unambiguously, it is useful to consider the problem in the
Euclidean picture where t is replaced by the Euclidean time via the Wick rotation t 7→ y = e iπ2 t
(see Fig. 2). In the Euclidean picture all the fields are treated as functions of (x, y). Then, the
ground state can be defined through the asymptotic condition
lim
y→−∞
eiaΦ(x,y) | vac 〉 = | vac 〉 , (2.3)
which holds true for an arbitrary real parameter a. The exponential fields act between the
Fock spaces, eiaΦ(x,y) : Fp 7→ Fp+a, and we will always assume the normalization condition
〈 p+ a | eiaΦ(x,y) | p 〉 = 1. Thus the ground state can be written in the form of a direct integral
| vac 〉 =
∫ ∞
−∞
dp | p 〉 . (2.4)
The Hilbert space of the model is given by a linear span
H = span{ b−k1 . . . b−kN | vac 〉 | ki > 0 & N = 0, 1, . . . } . (2.5)
Note that exponentials eiaΦ(x,y) act invariantly on H.
The Gaussian model is manifestly invariant under the transformation Φ(x, y) 7→ −Φ(x, y),
which will be referred below to as C-conjugation. The corresponding symmetry operator acts
as
C : C bk = −bk C , C | vac 〉 = | vac 〉 . (2.6)
Another global symmetry is the T -invariance. The antiunitary T -transformation acts according
to the rule Φ(x, y) 7→ Φ(x,−y) and the corresponding symmetry operator T can be defined by
the relations
T : T bk T = −b−k , T | vac 〉 = | vac 〉 . (2.7)
Finally let us note that the Gaussian field Φ(x, y) splits into holomorphic and antiholomor-
phic components
Φ(x, y) = φ(x+ iy) + φ(−x+ iy) . (2.8)
5
In fact, the Gaussian CFT with Neumann BC can be interpreted as a model of a chiral bose
field on the “unfolded” half-infinite line, whose Euclidean time evolution, φ(x, y) = φ(x + iy),
is produced by the Hamiltonian
Hfree =
1
2πg
∫ +∞
−∞
dx
(
∂xφ
)2
(2.9)
through the commutation relation
[φ(x2), φ(x1)] =
i
2
πg sgn(x2 − x1) . (2.10)
2.2 Renormalization in the spin-boson model
We now turn to the model of boundary interaction with the Hamiltonian
H = Hfree σ0 − (12 ΠB + h) σ3 − J σ1 , (2.11)
where Hfree has been defined by eq.(2.1) and ΠB ≡ Π(x)|x=0. This Hamiltonian acts in the
tensor product of the Hilbert space (2.5) and the two-dimensional linear space whose endomor-
phisms spanned by the conventional 2×2 Pauli matrices and σ0 ≡
(
1 0
0 1
)
. The Hamiltonian is
hermitian for real values of the parameters J and h. Without loss of generality one can assume
that J ≥ 0. In terms of the creation-annihilation operators bk = b†−k (2.2) the Hamiltonian H
is given by eq.(1.4). In this form it occurs as a particular realization of the Caldeira-Leggett
Hamiltonian [5]. The model is usually referred to as the spin-boson model or dissipative two-
level system and used to mimic the behavior of dissipative particle confined in a double-well
potential.
The spin-boson model needs renormalization. The Hamiltonian (1.4) has to be equipped
with the ultraviolet cut-off Λ and consistent removal of the UV divergences requires the bare
coupling constants J and g be given a dependence of the cut-off according to Renormalization
Group (RG) flow equations. There exists a RG scheme where
Λ
dJ
dΛ
= g J , Λ
dg
dΛ
= 0 , (2.12)
and because of this one can substitute the bare coupling J by the RG invariant energy scale
E⋆ = const Λ
(J
Λ
) 1
1−g
. (2.13)
The latter is defined up to a multiplicative g-dependent constant and usually referred to as
Kondo temperature in the context of the anisotropic Kondo model. The parameter h is in-
terpreted as an external magnetic field applied to the impurity spin. It is often convenient to
specify the Kondo temperature as
E⋆ = −
[
∂2
∂h2
E0(J, h)
]−1
h=0
, (2.14)
6
where E0 stands for the ground state energy considered as a function of the bare coupling J
and h.
Perhaps the simplest way to understand the renormalization scheme (2.12) is based on an
alternative form of the Hamiltonian H (2.11). As it was already mentioned, the Gaussian
theory with Neumann BC can be interpreted as a model of a free chiral boson. Eq.(2.8)
implies that ΠB = −2 ∂xφ(0) and, therefore, the canonical transformation H 7→ U †HU with
U = exp
(
iσ3φ(0)
)
brings the Hamiltonian (2.11) to the form
Hφ = U
†HU =
1
2πg
∫ +∞
−∞
dx
(
∂xφ
)2
σ0 − h σ3 − µ
(
e+2iφ(0) σ− + e−2iφ(0) σ+
)
(2.15)
with σ± = 12(σ1± iσ2) and [φ(x), φ(x′)] = i2 πg sgn(x−x′). Notice that in eq.(2.15) it is assumed
that the Hamiltonian is expressed in terms of the renormalized exponential operators so that
the bare coupling J = J(Λ) is substituted by the RG-invariant µ. In order to assign a precise
meaning to the renormalized coupling one needs to specify a normalization condition for the
renormalized exponentials. In fact, we have already accept the condition 〈 p+a | e2iaφ(y) | p 〉 = 1.
This sets a value of the leading term of the Euclidean operator product expansion
e2iφ(y) e−2iφ(−y) → (+1)× (2y)−2g as y = it→ 0 (y > 0) , (2.16)
where e−2iφ(−y) =
(
e2iφ(y)
)†
. Thus the renormalized coupling µ has the dimension of [energy ]1−g ,
i.e., µ = JΛg and µ ∝ (E⋆)1−g, which yields formula (2.13). The exact E⋆ − µ relation can be
extracted from the results of the Bethe ansatz solution of the anisotropic Kondo model [24,25]
(see also [22]):
E⋆ = (1− g)
√
πΓ
(
1 + g
2(1−g)
)
Γ
(
1
2
+ g
2(1−g)
) (Γ(1− g)µ ) 11−g . (2.17)
2.3 Fidelities A21(O±) and A21(σ0,3)
Let us slightly generalize the setting from the introduction and consider the partition function
Z21
(O|y) of the half-infinite system with the insertion of a pair of hermitian conjugate boundary
fields O and O† at the ends of the boundary segment where BC depends upon two energy scales
(E⋆2 , h2) (see Fig. 3). In what follows we will make use of the notation
Z¯21
(O|y) = Z21(O|y)Z11 , (2.18)
where Z11 is the partition function of the system without any boundary insertions and whose
BC is defined by (E⋆1 , h1) homogeneously along the whole boundary. Of course, Z¯21(O|y) is a
complicated function and it is a challenging problem to compute it in a compact and manageable
form even for the simplest boundary fields. However, since the physics of the model (2.11) is
well understood now, one can make some general predictions regarding its behavior for small
and large values of y. In what follows we will mostly discuss the simplest case with O given by
the diagonal matrixes: σ0, σ3, or
O± = 1
2
(σ0 ± σ3) . (2.19)
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Figure 3: An universal part of |〈Ω2 | O(0) |Ω1 〉| can be extracted from the partition function
of the system with inhomogeneous boundary, and with the insertion of a pair of hermitian
conjugate boundary fields O and O†.
Since the model is asymptotically free at short distances, the effect of the boundary energy
scales (E⋆2 , h2) from the interval (0, y) becomes negligible wherein its size shrinks to zero, and
therefore
lim
y→0+
Z¯21
(O|y) =
{
1 for O = σ0, σ3
1
2
(
1±m1
)
for O = O±
. (2.20)
Here we use
m =
〈Ω | σ3 |Ω〉
〈Ω |Ω〉 (2.21)
and its subscript “1” shows that the expectation value is taken over the ground state |Ω1〉
corresponding to (E⋆1 , h1). Note that m coincides with the impurity magnetization in the
context of the anisotropic Kondo model. It can be expressed in terms of the exact ground state
energy E0 of the Hamiltonian (2.11) as
m = −
(
∂E0
∂h
)
E⋆
. (2.22)
The spin degrees of freedom are freezing at large distances so that the large-y asymptotic of
Z¯21
(O|y) has a form similar to (1.1) with the same exponent d21 = d21({E⋆i , hi}) for any choice
of the diagonal matrix O ∈ {σ0, σ3,O±}:
Z¯21
(O|y) = ∣∣A21(O)∣∣2 y−2d21 e−y∆E21 (1 + o(1)) as y → +∞ , (2.23)
where ∆E21 = E0(E
⋆
2 , h2) − E0(E⋆1 , h1). Although (2.23) defines A21
(O±) and A21(σ0,3) in
absolute value, their relative phases are dictated by the relations
A21
(
σs
)
= A21
(O+)+ (−1)s A21(O−) (s = 0, 3) . (2.24)
In what follows, we will call A21
(O) as “fidelities” and treat them as scaling functions depending
on the magnetic moments m1, m2 (2.22) as well as the pair of the Kondo temperatures E
⋆
1 ,
E⋆2 (2.14). In fact, since they are dimensionful quantities, they depend non-trivially upon the
dimensionless variables m1, m2 and α ≡ log(E⋆2/E⋆1) only.
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3 Mean field, perturbation theory and Toulouse limit
In this section we outline several common approaches for study of the fidelities in the spin-boson
model.
3.1 Mean field approximation
We start with the model which is considerably simpler than the spin-boson model. The sim-
plified Hamiltonian is obtained from H (2.11) through the substitution of the Pauli matrix σ3
by a constant m. It splits into two non-interacting parts:
H1 = Hfree − m
2
ΠB : H 7→ H (3.1)
and a 2× 2 matrix H2 = −h σ3− J σ1. This can be thought of as a mean field approximation,
with the value of m = m(h) given by the relation m = −∂E0
∂h
, where E0 = −
√
J2 + h2 is the
lowest eigenvalue of H2.
To construct the vacuum state for the mean field Hamiltonian one can use the interaction
picture with the term ∝ m in (3.1) is treated as an interaction. The unitary operator U(t, t0) =
eiHfree(t−t0) eiH1(t−t0) can be calculated explicitly in this case:
U(t, t0) = e
im
2
ΦB(t) e−
im
2
ΦB(t0) , (3.2)
where ΦB(t) = e
iHfreetΦ(0, 0) e−iHfreet. The vacuum for (3.1) is obtained through the Euclidean
time evolution of the state | vac 〉 (2.4). Thus the vacuum state for the whole mean field
Hamiltonian is given by
|Ω 〉 = e im2 ΦB(0) lim
t0→∞
e−
im
2
ΦB(t0) | vac 〉 ⊗ 1√
2
(√
1 +m√
1−m
)
, (3.3)
where the limit is taken along imaginary time direction y0 = i t0 → −∞ as it is shown in Fig. 2.
Taking into account the defining property (2.3) of the state | vac 〉, one obtains
|Ω 〉 = T+ | vac 〉 ⊗ | ↑ 〉+ T− | vac 〉 ⊗ | ↓ 〉 , (3.4)
where
T± =
√
1±m
2
e
im
2
ΦB(0) , (3.5)
and we use the common notation for σ3-eigenvectors. Similarly one has
〈Ω | = 〈 vac |Q+ ⊗ 〈 ↑ |+ 〈 vac |Q− ⊗ 〈 ↓ |
with
Q± =
(
T±
)†
=
√
1±m
2
e−
im
2
ΦB(0) . (3.6)
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It is easy to see now that the mean field approximation yields the relation
Z21(O±|y) ∝ 〈 vac | e−iωΦB(y) e+iωΦB(0) | vac 〉 with ω = 12 (m1 −m2) (3.7)
and therefore to eq.(1.5) for the IR singularity exponent. As for the fidelities A21
(O±), it is
worth to note the relation
〈 p′ |Q(2)± T (1)± | p 〉 = A21
(O±) δ2p′−2p,m1−m2 . (3.8)
Within the mean field approximation A21
(O±) = 12√(1±m2)(1±m1), which is found to be
an adequate approximation as g → 0. Contrary to the fidelities, the formula d21 = g4(m2−m1)2
is expected to be exact as m1 and m2 are understood as vacuum expectation values of σ3 in
the spin-boson model. Evidences in its favor are presented in the next two subsections.
3.2 Renormalized perturbation theory
Similarly to the case h1 = h2 = 0 considered in ref. [23], the fidelities A21
(O±) with h1, h2 6= 0
can be calculated by means of the renormalized perturbation theory in coupling g for the
Hamiltonian (1.4). The result of perturbative calculations turn out to be in agreement with
the orthogonality exponent d21 =
g
4
(m2 − m1)2. This ensure that A21
(O±) can be written in
the form
A21
(O±) = (E⋆2) g4 (m2∓1)(m1−m2) (E⋆1) g4 (m1∓1)(m2−m1) A±(m2, m1|α) , (3.9)
where
α ≡ log (E⋆2/E⋆1) , (3.10)
and the prefactor has a dimension of [energy ]−d21 , so that A± are dimensionless amplitudes.
Notice that in the case µ2 = µ1, h2 = h1, the orthogonality exponent vanishes and A± should
satisfy an exact relation
A±(m,m | 0 ) = 1
2
(1±m) . (3.11)
It can be shown with somewhat cumbersome but straightforward effort that
A+(m2, m1 |α) = 1
2
√
(1 +m2)(1 +m1)
(
2eγE
)− g
4
(m1−m2)2
(3.12)
× (1−m22) g8 (1−m2)(m1−m2) (1−m21) g8 (1−m1)(m2−m1)
×
(
1 +
g
4
(
(1−m1)2 + (1−m2)2 − (1−m1)(1−m2) δ coth δ
2
)
+O(g2)
)
and
A−(m2, m1 |α) = A+(−m2,−m1 |α) . (3.13)
Here γE stands for the Euler constant, and we use δ ≡ α + 12 log
(1−m21
1−m22
)
. The quoted result
shows that the perturbative amplitudes A± are multivalued functions of the complex variables
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(m2, m1|α). However their overall phases can be chosen in such a way that they are real
analytic within the domain
D ≡ { (m1, m2 |α) : m1,2 ∈ (−1, 1) ; α ∈ R} . (3.14)
It is also easy to see that A± satisfy the condition
A±(m2, m1 |α) = A±(m1, m2 | − α) . (3.15)
Besides, the use of the perturbation theory allows one to determine the relation between m
and dimensionless ratio h/E⋆ in a form of a power series in g. In particular, to the first order,
one has
h
E⋆
=
m√
1−m2
(
1− g
2
log(1−m2) +O(g2)
)
. (3.16)
With this formula the perturbative amplitudes can be expressed in terms of hi/E
⋆
i (i = 1, 2).
Notice that, from the Bethe ansatz solution of the anisotropic Kondo model, it is known that
[24, 25]
m =
i
2π
∫ ∞
−∞
dω λ
iω
1−g
M(ω)
ω + i0
, M(ω) =
Γ(1− iω
2(1−g))Γ(
1
2
+ iω
2
)
√
π Γ(1− iωg
2(1−g))
(
Γ(1− g)
) iω
1−g
, (3.17)
where
λ =
1
Γ(1− g)
[
Γ
(
1
2
+ g
2(1−g)
)
√
π(1− g)Γ(1 + g
2(1−g)
)
]1−g (E⋆
h
)1−g
. (3.18)
This remarkable exact result implies the following general structure of the perturbative expan-
sion (3.16):
h
E⋆
= m (1−m2)− 12−2g
(
1 +
∞∑
n=2
gn
n−1∑
l=1
cnlm
2l
)
, (3.19)
where cnl are some numerical coefficients.
3.3 Toulouse limit
In the case g = 1
2
, which is sometimes referred as to “Toulouse limit”, the Hamiltonian Hφ
(2.15) can be fermionized in terms of the chiral complex fermion field
HToul =
1
2πi
∫ ∞
−∞
dx ψ†∂xψ − µ
(
dˆ†ψ(0) + ψ†(0)dˆ
)
+ h (dˆ†dˆ− dˆdˆ†) , (3.20)
where {ψ†(x), ψ(x′)} = δ(x− x′), {dˆ†, dˆ} = 1, etc. Equivalently, the model can be understood
as a boundary flow for the Dirac fermion, massless in the bulk. In order to construct an
Euclidean action governing this boundary flow, we define ψ¯(x, y) ≡ ψ(−x, y), so that the
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Hamiltonian (3.20) for µ = h = 0 takes the form 1
2πi
∫ 0
−∞ dx
(
ψ†∂xψ − ψ¯†∂xψ¯
)
. The fields
ψ and ψ¯ are interpreted now as components of the massless Dirac fermion, both defined on
the half-infinite lane x ≤ 0 and satisfying the bulk equations of motion ∂z¯ψ = ∂zψ¯ = 0 with
z = x+iy, z¯ = x−iy. The complex fermions can be substituted by two Majorana-Weyl fermions:
ψ = ψ1+iψ2√
2
, ψ¯ = ψ¯1+iψ¯2√
2
. Each of the real fermions (ψj , ψ¯j) satisfies the free BC,
(
ψj−ψ¯j
)|x=0 = 0
and, as it was explained in ref. [26], should be described by means of the action AMW[ψj , ψ¯j , aj]
which involves additional boundary fermionic degree of freedom aj = aj(y):
AMW = 1
2πi
∫ ∞
−∞
dy
∫ 0
−∞
dx
(
ψj∂z¯ψj − ψ¯j∂zψ¯j
)
+
1
2
∫ ∞
−∞
dy
( 1
2πi
(ψjψ¯j)|x=0 + aj∂yaj
)
. (3.21)
An Euclidean action, corresponding to the Hamiltonian (3.20) with non-vanishing couplings µ
and h, is given by [26]1
AToul =
2∑
j=1
AMW[ψj , ψ¯j , aj] +
∫ ∞
−∞
dy
(
µSB(y)− h MB(y)
)
, (3.22)
where
SB =
i
2
2∑
j=1
aj
(
ψj + ψ¯j
)|x=0 , MB = 2i a1a2 . (3.23)
Clearly, the Grassmannian boundary fields d = a1+ia2√
2
, d∗ = a1−ia2√
2
in the path integral formalism
correspond to the nilpotent operators dˆ and dˆ† in the Hamiltonian picture.
The general solution of the bulk equations, ∂z¯ψ = ∂zψ¯ = 0, are given by the Fourier integrals
ψ =
∫ ∞
−∞
dk ck e
ikz , ψ¯ =
∫ ∞
−∞
dk c¯k e
−ikz¯ . (3.24)
In their turn, the boundary equations of motion corresponding to the action (3.22) allows one
to express the Fourier modes c¯k and the Heisenberg operator dˆ(y) in terms of ck:
c¯k = e
2iδ(k) ck with e
2iδ(k) =
k − iπµ2 − 2h
k + iπµ2 − 2h (3.25)
and
dˆ(y) = i µ
∫ ∞
−∞
dk
ck e
−ky
k + iπµ2 − 2h . (3.26)
With this, it is straightforward to compute the Euclidean propagator for the complex boundary
fermions:
〈 d∗(y) d(0) 〉 = D(y| − h) Θ(y)−Θ(−y) D(y|h) , (3.27)
1 Although in ref. [26] the case of a single Majorana-Weyl fermion was only discussed, Eq.(3.22) is an apparent
consequence of the Chatterjee-Zamolodchikov result.
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where Θ(y) = 1
2
(1 + sign(y)
)
and
D(y|h) = µ2
∫ ∞
0
dk
e−k|y|
(k − 2h)2 + π2µ4 →
{
1+m
2
as y → 0
cos2(πm
2
)
4E⋆y
as y →∞ . (3.28)
In the last formula we use the notations E⋆ = (πµ
2
)2 and
m =
2
π
arctan
( πh
2E⋆
)
, (3.29)
which are consistent with general relations (2.17) and (3.17) taken at g = 1
2
.
In order to calculate the orthogonality exponent, one needs to introduce an explicit IR
regularization. Let us restrict values of the space coordinate x to the segment [−L, 0] and choose
the free BC at x = −L: (ψ − ψ¯)|x=−L = (ψ† − ψ¯†)|x=−L, or equivalently, c˜k eiLk = ck e−iLk.
Taking this together with eq.(3.25), one obtains the quantization condition 2Lkn + 2 δ(kn) =
2πn (n ∈ Z), so that Fourier integral expansions (3.24) should be substituted by discrete
sums ψ =
∑∞
n=−∞ cn e
ikn(x−t), and similar for ψ¯. Note that the real-time evolution of the
fermion modes cn is produced by the Hamiltonian H =
∑+∞
n=−∞ kn c
†
ncn through the canonical
commutation relations {c†n, cn′} = δn,n′, c2n = (c†n)2 = 0. A ground state of the system of
fermionic oscillators is defined by the requirement that all energy levels bellow the Fermi level
kF = 0 are occupied. In this situation, according to Anderson [2], the orthogonality exponent
for the ground state overlap 〈Ω2 |Ω1 〉 is determined by the the difference of the phase shifts at
the Fermi level:
d21
∣∣
g= 1
2
=
1
2π2
(
δ2(0)− δ1(0)
)2
. (3.30)
In its turn, the phase shift δ(k) (3.25) at k = 0 can be written in terms of m (3.29) as
δ(0) = π
2
(1 −m), and therefore d21 = 18 (m2 −m1)2. This coincides with (1.5) specialized at
g = 1
2
.
It is useful to note that the orthogonality exponent can be written in the form
d21 =
1
2
(q1 − q2)2 , (3.31)
where qi = 〈Ωi | qˆ |Ωi 〉 are vacuum expectation values of the operator qˆ =
∑+∞
n=−∞ c
†
ncn. Nu-
merical results presented in ref. [18] suggest that eq.(3.31) remains valid for g 6= 1
2
. For their
calculations, the authors used the resonant level model [12] whose Hamiltonian is obtained by
adding a four-fermion interaction term to HToul (3.20),
HRLM =HToul + u (dˆ
†dˆ− dˆ†dˆ) : ψ†ψ(0) : . (3.32)
As it is well known (see, e.g., [27, 28]), this is a fermionic version of the Hamiltonian Hφ for
general values of g ∈ [0, 1]. The difference q1 − q2 in (3.31) was referred in ref. [18] as to the
“displaced charge”, which is, in a sense, the difference between vacuum expectation values of
the charges associated with the global U(1) symmetry of the resonant level model. We may
now note that formulae (1.5) and (3.31) for the orthogonality exponent coincides provided
q1 − q2 =
√
g
2
(m2 −m1) . (3.33)
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The last relation indeed holds true for the resonant level model (see Chapter 28IV.2 in ref. [27]
for details).
Returning to the spin-boson model at the Toulouse limit, we acknowledge the relations
between the normalized partition functions Z¯11(σ3,1|y) ≡ Z¯21(σ3,1|y)|E⋆2=E⋆1 ,h2=h1 and two-point
functions of the boundary fields (3.23):
Z¯11
(
σ3|y
)∣∣
g= 1
2
= 〈MB(y)MB(0) 〉 (3.34)
Z¯11
(
σ1|y
)∣∣
g= 1
2
= 〈SB(y)SB(0) 〉 .
The boundary equations of motion corresponding to the action (3.22), allows one to represent
the Heisenberg operators MˆB(y) and SˆB(y) in the form of normal-ordered combinations of dˆ(y)
and its Hermitian conjugates:
MˆB = 2 : dˆdˆ
† : +m (3.35)
SˆB = µ
−1 :
(
(∂ydˆ) dˆ
† + (∂ydˆ†)dˆ− 4h dˆ†dˆ
)
: +〈SB 〉 ,
where the vacuum expectation value,
〈SB 〉 = 2π
√
E⋆
[
2 log
(
E⋆
Λ
)
+ log
(
1 +
(
h
E⋆
)2) ]
, (3.36)
contains the non-universal term which depends on the UV cutoff scale Λ. Using the Wick
theorem, the two-point functions (3.34) can be written in terms of D± ≡ D(y| ± h) (3.28),
〈MB(y)MB(0) 〉 = m2 + 4D−D+ (3.37)
〈SB(y)SB(0) 〉conn = D−D+
µ2
(
D¨−
D−
+
D¨+
D+
− 2 D˙−D˙+
D−D+
+ 8h
(D˙+
D+
− D˙−
D−
)
+ 16h2
)
.
Here the dot stands for the derivative w.r.t. the Euclidean time y and the abbreviation “conn”
means the connected correlation function: 〈SB(y)SB(0) 〉conn ≡ 〈SB(y)SB(0) 〉 − 〈SB 〉2.
Similarly, one has
〈SB(y)MB(0) 〉 = 2D−D+
µ
(
D˙+
D+
− D˙−
D−
− 4h
)
. (3.38)
Since the two-point functions (3.37), (3.38) are available in closed forms, the partition
function Z¯21
(
σ0|y
)
can be calculated perturbatively in powers of δm ≡ m2 − m1 ≪ 1 and
δα ≡ (E⋆2 −E⋆1)/E⋆1 ≪ 1. In the case δm = m = 0, details of the calculations may be found in
Appendix in ref. [23]. Similar calculations for non-zero m and δm yield the first non-vanishing
terms of the Taylor expansion of the fidelity A21(σ0) in the Toulouse limit:
A21(σ0)|g= 1
2
=
(
π cos(πm
2
)
4eγEE⋆
)d21 (
1− χαα (δα)
2
2
− χmm (δm)
2
2
+O(δ3)
)
. (3.39)
Here m = m1, E
⋆ = E1, d21 = (δm)
2/16 and
χαα =
1
4π2
(
1 +
π
2
(m+ 1) tan
(πm
2
))(
1 +
π
2
(m− 1) tan
(πm
2
))
χmm =
π2 χαα
sin2(πm)
− cos(πm)
16 sin2(πm
2
)
(
1 + πm tan
(πm
2
))
. (3.40)
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4 Jost operators
In this section we introduce the notion of quantum Jost operators and discuss their properties.
4.1 Classical Jost functions
Let us first consider the limit g → 0 where the boundary field ΠB(t) = Φ˙B(t) is treated as
a classical field. In this approximation the Hamiltonian (2.11) describes the quantum spin in
the presence of a classical background field. The corresponding non-stationary Schro¨dinger
equation has the form
i
∂Ψ
∂t
= −( J σ1 + φ˙c(t) σ3 ) Ψ , (4.1)
where we use φc(t) =
1
2
ΦB(t) + ht, satisfying the asymptotic condition
φc(t)→ ht+ o(1) as t→ −∞ (4.2)
with h > 0. Let U(t, t0) be a time evolution matrix for (4.1). It can be written as
U(t, t0) = e
iσ3φc(t)S(t, t0) e
−iσ3φc(t0) , (4.3)
where S stands for a time-ordered matrix exponential
S(t, t0) = Tt exp
(
i
∫ t
t0
dt J
(
e2iφc(t) σ− + e−2iφc(t) σ+
))
. (4.4)
Consider the time evolution of the spin-up state | ↑ 〉 starting from the initial moment t0. The
following limiting behavior for t0 → −∞, can be easily established:
eiφc(t)σ3S(t, t0) | ↑ 〉 →
(
k + h
2k
Ψ+k(t) | ↑ 〉+ J
2k
Ψ˜+k(t) | ↓ 〉
)
e−i(k−h)t0 (4.5)
+
(
k− h
2k
Ψ−k(t) | ↑ 〉 − J
2k
Ψ˜−k(t) | ↓ 〉
)
ei(k+h)t0 .
Here Ψ±k(t), Ψ˜±k(t) are the Jost solutions of the Sturm-Liouville equations(− ∂2t + U(t) ) Ψ±k = J2Ψ±k , U = −φ˙2c + i φ¨c (4.6)(− ∂2t + U˜(t) ) Ψ˜±k = J2 Ψ˜±k , U˜ = −φ˙2c − i φ¨c ,
satisfying the asymptotic conditions at t→ −∞:
Ψ±k(t)→ e±ikt , Ψ˜±k(t)→ e±ikt , (4.7)
where k =
√
J2 + h2 > 0. Because of the presence of oscillating phase factors, the r.h.s. of
(4.5) does not possess a finite limit as t0 tends to −∞. However, if we assume that the coupling
J is switched off adiabatically,
lim
t0→−∞
J(t0) = 0 , (4.8)
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then limt0→−∞ k = h > 0 and the first term in (4.5) has a finite limit. The second term will still
oscillate ∝ e2iht0 as t0 → −∞. With the aim to suppress these oscillations, let us fix the value
of t, say t = 0, and assume that the asymptotic behavior (4.5) holds true in the infinitesimal
wedge 0 < arg(−t0) < ǫ→ +0 of complex plane t0. Then, taking the limit along any ray inside
the wedge, one obtains
lim |t0|→+∞
arg(−t0)=+0
(
eiφc(0)σ3 S(0, t0) | ↑ 〉
)
=
√
1 +m
2
(
T
(c)
+ | ↑ 〉+ T (c)− | ↓ 〉
)
, (4.9)
where we use m = h√
J2+h2
. The t-independent connection coefficients
T
(c)
+ =
√
1 +m
2
Ψ+k(0) , T
(c)
− =
√
1−m
2
Ψ˜+k(0) (4.10)
are sometimes referred as to Jost functions. It is easy to see that eqs.(4.6), (4.7) imply that
Ψ˜±k(t) =
i
h∓ k
(
∂t − iφ˙c
)
Ψ±k(t) , Ψ±k(t) = − i
h± k
(
∂t + iφ˙c
)
Ψ˜±k(t)
and also Ψ˜∓k(t) = Ψ∗±k(t) for real J, h and t. Using this and also taking into account that the
Wronskian of Ψ−k(t) and Ψ+k(t) equals 2ik, one finds the bilinear relation(
T
(c)
+
)∗
T
(c)
+ +
(
T
(c)
−
)∗
T
(c)
− = 1 . (4.11)
Comparing (4.10) with eqs.(3.5), (3.6) we note that within the mean field approximation, the
classical connection coefficients Ψ+k(0) and Ψ˜+k(0) are substituted by the exponential operators
e
im
2
ΦB(0) and e−
im
2
ΦB(0), respectively.
4.2 Anticipated properties of Jost operators
Motivated by the above consideration, we start from the Hamiltonian (2.15) which describes
an interaction of a local spin impurity with a chiral bose field on the whole line. Consider the
interaction picture, treating the term ∝ µ as a perturbation. Let us perform the Wick rotation
from the very beginning, so that φ(x, y) = φ(x+ iy) for the chiral bose field in the interaction
picture and introduce the y-ordered exponent
S(y2, y1 |µL, h) = Ty exp
(∫ y2
y1
dy µL(y)
(
e2iφ(0,y) e2hyσ− + e−2iφ(0,y) e−2hy σ+
))
. (4.12)
Here the renormalized coupling µ is substituted by y-dependent function, µL(y) > 0 such that
µ = µL(0), and which is switching off adiabatically within an Euclidean time interval |y| < L.
For technical reason, it is also convenient to choose the smoothing function to be an even
function of y. The explicit IR regularization allows one to define
U (−)(µL, h) = eiφ(0,0)σ3 S(0,−∞|µL, h) (4.13)
U (+)(µL, h) = S(+∞, 0 |µL, h) e−iφ(0,0)σ3 ,
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which are operators acting on the impurity spin, whose matrix elements are themselves oper-
ators acting on the free bosonic degrees of freedom, i.e. in the Hilbert space H (2.5). In the
absence of interaction and for h > 0, the vacuum state is given by the product | vac 〉 ⊗ | ↑ 〉.
Naively, the vacuum in the interacting theory occurs through the large-L limit:[
e∆f(L) U (−)(µL, h) | vac 〉 ⊗ | ↑ 〉
]
L→+∞
→ |Ω 〉 (4.14)[
e∆f(L) 〈 vac | ⊗ 〈↑ |U (+)(µL, h)
]
L→+∞
→ 〈Ω | ,
where ∆f(L) =
∫ 0
−∞ dy
(
E0
(
µL(y), h
)
+ h
)
. But, because the IR problem, these asymptotic
relations cannot be literally true. We will try to overcome this obstacle using a heuristic picture
which is based on the notion of quantum Jost operators. Namely, we postulate that the exact
vacuum state is given by relations similar to the one obtained in Sec. 3.1 within the mean field
approximation, i.e.,
|Ω 〉 = T+(µ, h) | vac 〉 ⊗ | ↑ 〉+ T−(µ, h) | vac 〉 ⊗ | ↓ 〉 (4.15)
〈Ω | = 〈 vac |Q+(µ, h)⊗ 〈 ↑ |+ 〈 vac |Q−(µ, h)⊗ 〈 ↓ | ,
and Tε and Qε, with ε = ± and µ, h > 0, are operators acting as
Tε(µ, h) : H 7→ H & Fp 7→ Fp+m
2
Qε(µ, h) : H 7→ H & Fp 7→ Fp−m
2
, (4.16)
such that p-vacuum expectation values involving bilinear combinations of T andQ are expressed
in terms of the dimensionless amplitudes A± (3.9):
〈 p′ |Q±(µ2, h2) T±(µ1, h1) | p 〉 = A±
(
m2, m1 |α
)
δ2p′−2p,m1−m2 . (4.17)
Notice that, since T and Q act invariantly in H, the p-dependence appears here through the
Kronecker delta only. In what follows T - and Q-operators are referred as to Jost operators. In
order to predict their properties, we shall invoke the intuition which is based on the classical
limit, the results of perturbative calculations and global symmetries of the model.
• T − invariance. The time reversal transformation acts as e±iφ(0,y) 7→ e∓iφ(0,−y) and
σ± 7→ σ∓, σ3 7→ −σ3. The antiunitary operator defined by (2.7), satisfies the relation
T
(
eia1φ1(0,y1) eia2φ(0,y2) · · · eianφ1(0,yn))T = eianφ(0,−yn) · · · eia2φ(0,−y2) e−ia1φ1(0,−y1)
for y1 > y2 > · · · > yn. Ignoring the problem with the IR divergency, one can expand the
y-ordered exponent (4.12) and find
TTε
(
µ, h
)
T = Qε
(
µ∗, h
)
, TQε
(
µ, h
)
T = Tε
(
µ∗, h
)
. (4.18)
Notice that the T -invariance, when it is applied to (4.17), leads to the relation (3.15).
• Hermiticity. The Jost operators satisfy a hermitian conjugation condition
Qε(µ, h) =
(
Tε(µ, h)
)†
(µ, h > 0) , (4.19)
which follows from the relations
(
eiφ(0,0)σ3
)†
= e−iφ(0,0)σ3 ,
(
e2iφ(0,y) σ−
)†
= e−2iφ(0,−y) σ+.
Together with (3.15), the conjugation implies the reality condition
(A±(m2, m1|α))∗ =
A±(m2, m1|α) for real positive µi, hi (i = 1, 2).
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• C − invariance. The formal C-transformation acts as e2iaφ(0,y) 7→ e−2iaφ(0,y), σ± 7→ σ∓,
σ3 7→ −σ3. It is well known that there is no spontaneous magnetization in the anisotropic
Kondo model. Because of this we expect that there exists an operator C such that C2 = 1,
and the Jost operators for h < 0 can be introduced through the relations
T−ε
(
µ,−h) = CTε(µ, h)C (4.20)
Q−ε
(
µ,−h) = CQε(µ, h)C .
An important consequence of the Hermiticity, C- and T -invariance is that p-vacuum
expectation values of Jost operators are expressed in terms of a single, real analytic
function of m ∈ (−1, 1):2
〈 p′ | T±(µ, h) | p 〉 = F (±m) δ2p′−2p,m (4.21)
〈 p′ |Q±(µ, h) | p 〉 = F (±m) δ2p−2p′,−m .
As for the matrix elements (4.17), the C-invariance implies that A± satisfy the relation
(3.13) within the principal domain (3.14).
• Bilinear relation. As it follows from eq.(3.11), A+(m2, m1 |0) + A−(m2, m1 |0) = 1.
Taking this into account along with the conjugation rule (4.19), the quantized version of
the bilinear relation (4.11) is expected to be given by∑
ε=±
Qε(µ, h)Tε(µ, h) = 1|H . (4.22)
• Lorentz invariance. Let us introduce the complex coordinate z = x + i y and the
polar angle ψ = arg(i z). The generator of infinitesimal Euclidean rotations coincides
with (−iK), where K is the Lorentz boost generator. It is crucial for our analysis that
the angular evolution of Jost operators turns out to be remarkably simple. Namely,
e−iψK Tε(µ, h) e+iψK = Tε
(
ei(1−g)ψµ, eiψh
)
(4.23)
e−iψK Qε(µ, h) e+iψK = Qε
(
ei(1−g)ψµ, eiψh
)
.
This follows from three observations; First, the exponential fields in (4.12) are chiral (holo-
morphic)
(
e±2iφ(x,y) ≡ e±2iφ(z)) with the Lorentz spin g. Second, the exponential operator
located at the origin is not affected by the Euclidean rotation: e−iψK e±iφ(0,0) e+iψK =
e±iφ(0,0). Finally, we have to accept that integrals containing combinations of the holomor-
phic fields are not changed by rotations of the integration contour in the limit L→∞.
The simple geometry of the Euclidean plane suggests that T - and Q- operators are related
through the Euclidean rotation of angle π, combined with the C-conjugation:
Qε(µ, h) = C e
−iπK Tε(µ, h) eiπK C , (4.24)
or, equivalently (see eqs.(4.20),(4.23))
Qε(µ, h) = T−ε
(
eiπ(1−g)µ, h
)
. (4.25)
2 Notice that as it follows from (4.10), limg→0 F (m) =
(
1+m
2
) 1
2 .
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Figure 4: The contour of analytic continuation in eq.(4.26) as m1 ∈ (−1, 1) and α ∈ R.
It is worth to keep in mind that these formulae should be understood in a weak sense
as relations for the analytic continuation of a certain class of matrix elements of Jost
operators. The applicability of eqs.(4.23) (which is crucial for deriving (4.25)) requires
that the contours of integration, involving in the construction of Jost operators, can be
rotate freely within the Euclidean plane. This may be not the case for general matrix
elements.
We expect that (4.25) can be applied for the matrix elements (4.17), and therefore the
dimensionless amplitudes A± are related by the analytic continuation with two-point
functions containing T -operators only:
〈 p′ | T∓(µ2, h2) T±(µ1, h1) | p〉 = A±
(
e−iπm2, m1 |α− iπ
)
δ2p′−2p,m1+m2 . (4.26)
Here the phase rotation e−iπ means the analytic continuation along the clockwise half-
circle of radius smaller then one (see Fig. 4) for −1 < m1 < 1 and α ∈ R. Notice that the
analytic continuation appearing in the r.h.s. of (4.26) does not involve any problem for
the perturbative amplitudes (3.12), (3.13).3 This supports rather sweeping assumptions
that have been made in derivation of (4.26).
5 Algebra of Jost operators
At the moment it is not clear how to deal with the fidelities beyond the scope of perturbation
theory for arbitrary values µi and hi. However, in the case of h1 = h2 ≡ h much can be said
about the matrix elements
〈 p′ | Tε2(µ2, h) Tε1(µ1, h) | p 〉 = Fε2ε1(m2, m1) δ2p′−2p,m2+m1 . (5.1)
Notice that according to eq.(4.26)
A±
(
m2, m1 |α
)∣∣
h1=h2
= F∓±(e
iπm2, m1) , (5.2)
3 In this connection it deserves mentioning that eq.(3.13) should be understood as Aε(m2,m1 |α) =
Aε(e±ipim2, e±ipim1 |α), which is satisfied for any sign ±.
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and α is not an independent variable as h1 = h2. In this case α can be written as
α =
1
1− g log
(
λ2
λ1
)
, (5.3)
where λi (i = 1, 2) stands for the dimensionless ratio µi/h
1−g, which is a certain function of mi,
i.e., λi = λ(mi). The corresponding inverse function m = m(λ) is given by eq.(3.17). In the
present discussion we will use both variables mi and λi assuming that they are related through
the formula (3.17). Since h > 0 is assumed to be fixed from now on, it makes sense to simplify
the notation for the Jost operators:
Tε(µ, h) ≡ Tε(m) , Qε(µ, h) ≡ Qε(m) . (5.4)
5.1 Commutation relations
Let us recall that φ(x, y) at y = 0 satisfies the commutation relation (2.10). Since the Euclidean
time dependence of the chiral field φ(x, y) is very simple, we can translate (2.10) into the
commutation relation at x = 0:
[φ(0, y2), φ(0, y1)] =
i
2
πg sgn(y2 − y1) . (5.5)
According to ref. [22], if the matrix-valued operators Li = e
iφ(0,y2)S(y2, y1 |µi, h) (i = 1, 2),
where S is defined by eq.(4.12) with y2 > y1 and with µi are set to be y-independent constants,
then the Yang-Baxter equation is satisfied in the form
Rˇ
(
L1 ⊗ 1
) (
1⊗ L2
)
=
(
1⊗ L2
) (
L1 ⊗ 1
)
Rˇ . (5.6)
Nontrivial matrix elements of the 4× 4 matrix Rˇ read explicitly
Rˇ++++ = Rˇ
−−
−− = 1 , Rˇ
+−
+− = Rˇ
−+
−+ =
λ21 − λ22
qλ21 − q−1λ22
, Rˇ−++− = Rˇ
+−
−+ =
(q− q−1)λ1λ2
qλ21 − q−1λ22
, (5.7)
where we use q = eiπg and λi = µi/h
1−g. Although a mathematically satisfactory construction
of the Jost operators is absent, the arguments similar to those from ref. [21] suggest that the
Jost operators satisfy the commutation relations
Tε1(m1)Tε2(m2) =
∑
ε′1,ε
′
2=±
Rε
′
1ε
′
2
ε1ε2
(m1, m2) Tε′2(m2)Tε′1(m1) , (5.8)
where the R-matrix obeys the Yang-Baxter equation together with the “unitarity” and “crossing
symmetry” relations∑
ε′1,ε
′
2=±
Rε
′
1ε
′
2
ε1ε2
(m1, m2)R
ε3ε4
ε′2ε
′
1
(m2, m1) = δ
ε4
ε1
δε3ε2 , (5.9)
∑
ε′1,ε
′
2,ε
′
3=±
δε
′
1+ε
′
3,0Rε1ε2
ε′1ε
′
2
(eiπm1, m2)R
ε3ε
′
2
ε′3ε4
(m1, m2) = δ
ε1+ε3,0 δε2ε4 .
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The formal roˆle of the Yang-Baxter and unitarity relations is clear; the unitarity is required
for self-consistency of (5.8), whereas the Yang-Baxter equation is the associativity constraint.
In its turn, the crossing symmetry allows one to supplement algebraic relations (5.8) with an
extra bilinear relation, ∑
ε=±
T−ε(eiπm) Tε(m) = 1 , (5.10)
which follows from eqs. (4.22) and (4.25).
The R-matrix in the form
Rε
′
1ε
′
2
ε1ε2
(m1, m2) = R(m1, m2) Rˇ
ε′1ε
′
2
ε1ε2
, (5.11)
meet all the necessary requirements, if the normalization factor satisfies the conditions
R(m1, m2)R(m2, m1) = 1 (5.12)
R(m1, m2)R(e
iπm1, m2) =
qλ21 − q−1λ22
λ21 − λ22
.
(recall that we use the convention λi = λ(mi)). Some extra conditions are imposed by the
global symmetries. Namely, the Hermiticity and T -invariance require that
R(m1, m2)R
∗(m1, m2) = 1 for 0 < m1,2 < 1 , (5.13)
whereas the C-symmetry yields the relation
R
(
e±iπm1, e±iπm2
)
= R(m1, m2) . (5.14)
5.2 Normalization factor R(m1, m2)
The algebra of the Jost operators together with the global symmetry relations and normaliza-
tions conditions lead to a system of functional equations imposed on the two-point function
Fε2ε1(m2, m1) (5.1). Assuming that 0 < m1,2 < 1, the system reads as follows:
Fε1ε2(m1, m2) =
∑
ε′1,ε
′
2=±
Rε
′
1ε
′
2
ε1ε2
(m1, m2)Fε′2ε′1(m2, m1) (5.15)
and
Fε2ε1(e
iπm2, m1) = F−ε1,−ε2(e
iπm1, m2) = F−ε2,−ε1(m2, e
−iπm1) =
(
Fε2ε1(e
iπm2, m1)
)∗
(5.16)
and
F−εε(eiπm,m | 0 ) = 1
2
(1 + εm) . (5.17)
Using the perturbative results (3.12), one can check that all the conditions for F∓± are satisfied
at the first perturbative order, provided the R-matrix has the form (5.11) with
logR(m1, m2) =
i
2
πg
m2 −m1
m2 +m1
(1 +m2m1) +O(g
2) . (5.18)
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Without additional analytical assumptions the set (5.12)-(5.14) and (5.18) does not unam-
biguously define R(m1, m2). However, the first perturbative correction allows one to make a
conjecture about the exact normalization factor. Namely, a simple calculation shows that, at
least at the first perturbative order, the normalization factor obeys the condition(
λ2
∂
∂λ2
+ λ1
∂
∂λ1
)
logR(m1, m2) =
i
2
πg
(
λ2
∂
∂λ2
− λ1 ∂
∂λ1
)
m1m2 . (5.19)
Here mi ≡ m(λi) (i = 1, 2). If we accept (5.19) for any 0 < g < 1, the reconstruction
of logR(m1, m2) requires a minimum amount of additional analytical assumptions. Indeed,
consider the limit when h→ 0, keeping the Kondo temperatures E⋆1 and E⋆2 fixed. In this case
both m1 and m2 turns to be zero, but their ratio remains finite. Then
lim
h→0
R
(
heα1 , heα2
)
= R0(α1 − α2) , (5.20)
where α1 − α2 = log(E⋆2/E⋆1), and as it follows from eqs.(5.12),
R0(α)R0(−α) = 1 , R0(α + iπ)R0(α) = −sinh(1− g)(α+ iπ)
sinh(1− g)α . (5.21)
(Notice that for unrelated h1 and h2 the variable α coincides with the one defined by eq.(3.10).)
The “minimal” solution of (5.21) (i.e., such that logR0(α) is analytic in the strip 0 ≤ ℑm(α) ≤
π and bounded at α→ +∞) has the form
R0(α) = exp
(
−i
∫ ∞
0
dω
ω
sin(αω)
cosh πω
2
sinh πgω
2(1−g)
sinh πω
2(1−g)
)
. (5.22)
Eq.(5.19), as a linear partial differential equation subject of the asymptotic condition (5.20),
can be easily solved by means of the Fourier transform. Using (3.17) one finds
R(m1, m2) = exp
(
g
8πi
∫∫ +∞
−∞
dω1dω2 λ
iω1
1−g
1 λ
iω2
1−g
2
M(ω1)M(ω2)
(ω1 + i0)(ω2 + i0)
ω2 − ω1
ω2 + ω1 − i0
)
. (5.23)
The function (5.23) meets the required conditions (5.12)-(5.14). It also possesses a small-g
series expansion
logR(m1, m2) = iπ
∞∑
n=1
gn rn(m1, m2) , (5.24)
with
r1 =
1
2
m2 −m1
m1 +m2
(1 +m1 m2)
r2 =
m1m2(1−m21)(1−m22)
(m21 −m22)2
(
m21 −m22 + 2m1m2 log
(m2
m1
))
(5.25)
r3 =
m1m2(1−m21)(1−m22)
(m21 −m22)3
(
(m21 −m22)2 (1 +m21 +m22 − 3m1m2)−
π2
12
(m1 −m2)4 (m21 +m22 +m1m2 − 1) + 2 m1m2(2m21m22 −m21 −m22) log2
(m2
m1
))
, etc.
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It would be valuable to confirm these higher-order corrections using the renormalized perturba-
tion theory. More importantly, the origin of (5.19) (if it is true, of course) needs to be clarified.
It may be useful to note here that the relation (5.19) can be equivalently written as
(
λ2
∂
∂λ2
+ λ1
∂
∂λ1
)
log R˜(m1, m2) = iπ
(
λ2
∂
∂λ2
− λ1 ∂
∂λ1
)
d21(−m2, m1) , (5.26)
where R˜(m1, m2) = e
iπg
4
(m22−m21) R(m1, m2) and d21 =
g
4
(m2−m1)2 is the orthogonality exponent.
5.3 Fidelities A21(σ0,3) for h = 0
As h → 0, the system of functional equations (5.15)-(5.17) is simplified dramatically. In this
case
lim
h→0+
F±∓
(
heα2 , heα1) = f(α1 − α2) (5.27)
and f satisfy the equations:
f(iπ + α) = f(iπ − α) , f(−α)
f(α)
=
sinh 1−g
2
(iπ + α)
sinh 1−g
2
(iπ − α) R0(α) . (5.28)
Let us assume now that log f is analytic in the strip 0 < ℑm(α) ≤ π and grows slower then
any exponential of α at infinity.4 With these analytical assumptions, the functional relations
(5.28) define f up to a constant multiplicative factor. Then the normalization condition (5.17)
fixes f unambiguously. Finally, using relations (5.2), we derive
A21(σ0)|h1=h2=0 = 2 f(α− iπ) = u(α)
sinh(1− g) α
2
(1− g) sinh α
2
A21(σ3)|h1=h2=0 = 0 , (5.29)
where
u(α) = exp
(∫ ∞
0
dω
ω
sin2(αω/2)
sinh πω cosh πω
2
sinh πgω
2(1−g)
sinh πω
2(1−g)
)
. (5.30)
A numerical verification of the prediction (5.29) was performed in ref. [23].
6 Concluding remarks
Although the problem of finding fidelities A21(σs) for non-vanishing h remains unsolved, it
seems useful to discuss its generalization.
4 These assumptions can be supported by the perturbative results (3.12). Also note that as g = 0 and h = 0,
the natural domain of analyticity of the classical Jost functions T
(c)
± (4.10), as functions of the complex variable
J = k|h=0, is the lower half plane −pi ≤ arg(J) ≤ 0 which corresponds to the strip 0 ≤ ℑm(α) ≤ pi.
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The boundary operators σs are particular representatives of the family of “primary” bound-
ary fields
σ(a)s = e
iaΦB σs (s = 0, 3,±) (6.1)
(here σ± = σ1±iσ2). Recall that the HamiltonianH(2.11) relates to the renormalized Hamilto-
nianHφ (2.15) by means of the canonical transformationHφ = U
†HU withU = exp
(
iσ3φ(0)
)
and ΦB(0) = 2φ(0). For this reason the scale dimension of σ±eiaΦB is given by D±(a) = g(a∓1)2
whereas the scale dimension of σ0,3e
iaΦB equals to D0,3(a) = ga
2. An overall normalization of
the primary boundary fields can be chosen to satisfy the normalization condition at y → 0+,
σ(−a)s (y)σ
(a)
s (0)→ σ0 y−2ga
2
+ . . . (s = 0, 3)
σ
(−a)
−s (y)σ
(a)
s (0)→
1
2
(σ0 − s σ3) y−2g(a−s)2 + . . . (s = ±) , (6.2)
along with the hermitian conjugation
[
σ(a)s (y)
]†
=
{
σ
(−a)
s (−y) for s = 0, 3
σ
(−a)
−s (−y) for s = ±
. (6.3)
Repeating the construction from Section 2.3, one can introduce the normalized partition
function Z¯21
(O|y) (2.18) for the operators O = σ(a)s . As y → 0+, the effect of the boundary
interaction becomes negligible within the interval (0, y) and the pair of hermitian conjugated
operators at the ends of the segment can be substituted by a local insertion defined by the
leading term of the operator product expansions (6.2). This yields the leading behavior at
y → 0+:
Z¯21
(
σ(a)s |y) =
{
y−2ga
2 (
1 + o(1)
)
for s = 0, 3
1
2
(1− sm1) y−2g(a−s)2
(
1 + o(1)
)
for s = ± . (6.4)
The spin degrees of freedom are freezing out at large distances so that the large-y asymptotic
of Z¯21
(
σ
(a)
s |y
)
has a similar form as eq.(2.23),
Z¯21
(
σ(a)s |y
)
=
∣∣A21(σ(a)s )∣∣2 y−2d21(a) e−y∆E21 (1 + o(1)) as y → +∞ . (6.5)
The IR exponent d21(a) can be found using the mean field approximation from Section 3.1
d21(a) =
g
4
(m2 −m1 − 2a)2 . (6.6)
Just as in the case a = 0, this formula is expected to be an exact result. This supposition is
supported by a perturbative calculation given in the appendix. As before, A21
(
σ
(a)
s ) in (6.5) can
be thought as scaling functions depending on the m1, m2, and the pair of Kondo temperatures
E⋆1 , E
⋆
2 . In the context of the spin-boson model (1.4), the fidelity A21
(
σ
(a)
s ) represents the
universal part of the vacuum-vacuum matrix element 〈Ω2 |
[
σ
(a)
s
]
bare
|Ω1〉 of the “bare” operator
(1.6), which requires both UV and IR regularizations. If the integration in (1.4) and (1.6) is
restricted to the finite domain L−1 < k < Λ, then
〈Ω2 |
[
σ(a)s
]
bare
|Ω1〉 ∝ A21
(
σ(a)s
)
L−d21(a) Λ−Ds(a) . (6.7)
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In the case h1 = h2, the calculation of A21
(
σ
(a)
s
)
can be reduced to finding p-vacuum matrix
elements generalizing (5.1):
〈 p′ | e2iaφ(0) Tε2(m2) Tε1(m1) | p 〉 = F (a)ε2ε1(m2, m1) δ2p′−2p,2a+m2+m1 . (6.8)
The bosonization approach developed in ref. [21] allows one to study the case h1 = h2 → 0+ and
extend the result from Section 5.3. It turns out that, for the primary field σ
(a)
+ with 0 ≤ a ≤ 1,
the fidelity is simply expressed in terms of the function u(α) (5.30):
A21
(
σ
(a)
+
)∣∣
h1=h2→0+ = S+(a) u(α)
(
E⋆1E
⋆
2
)g( 1
2
−a)
, (6.9)
where α = log(E⋆2/E
⋆
1). In the case of σ
(a)
0,3 , the corresponding fidelities are given by
A21
(
σ(a)s
)∣∣
h1=h2→0+ = S0(a)
(
eiπga A(a)(α) + (−1)s e−iπga A(−a)(α) ) (s = 0, 3) , (6.10)
where
A(a)(α) = u(α)
∫ +∞
−∞
dγ
2π
ega(2γ−α)
cosh γ
u(γ + iπ
2
)u(γ − iπ
2
)
u(γ − α + iπ
2
)u(γ − α− iπ
2
)
. (6.11)
Note that S+(a) and S0(a) in eqs.(6.9), (6.10) stand for some dimensionless functions of a and
the coupling g, which remained undetermined except their values at a = 0:
S+(0) = − 1
πg
tan
( πg
2(1− g)
)
Γ(1− g)
(
g
√
πΓ( g
2(1−g))
2Γ(1
2
+ g
2(1−g))
)1−g
, S0(0) = 1 . (6.12)
Finally, one can consider the fidelities for scaling fields of the form
PN
(
∂yΦB, ∂
2
yΦB, . . .
)
eiaΦB σs ,
where PN(. . .) stands for a differential polynomial of order N built from the boundary field
∂yΦB. In this most general setting, the problem is related to finding the multipoint amplitudes
〈 p′ | e2iaφ(0) Tεn(mn) · · ·Tε1(m1) | p 〉 = F (a)εn...ε1(mn, . . . , m1) δ2p′−2p,−2a+mn+···+m1 . (6.13)
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Figure 5: The Anderson-Yuval [9] one-dimensional gas with an external field h and external
charges ±a at the ends of segment. The arrow shows the direction of the external force exerted
on the “positive” charges.
A Appendix: Conformal Perturbation Theory
Here we consider the large y asymptotic of the normalized partition function Z¯21
(
σ
(a)
0 |y
)
for
E⋆1 = 0, h1 > 0, or equivalently, m1 = 1. Note that in this case
Z¯21
(
σ
(a)
3 |y
)
= Z¯21
(
σ
(a)
0 |y
)
, Z¯21
(
σ
(a)
− |y
)
= 0 . (A.1)
Using the renormalized Hamiltonian (2.15), where µ is renormalized coupling corresponding
to the Kondo temperature E⋆ ≡ E⋆2 and h ≡ h2, the ratio Z¯21
(
σ
(a)
0 |y
)
= Z21
(
σ
(a)
0 |y
)
/Z11 can
be represented in the form of the grand canonical partition function of the Anderson-Yuval
one-dimensional gas of alternating charges on the finite interval,
Z¯21(σ(a)0 |y)
∣∣
E⋆1=0
=
∞∑
n=0
µ2n
∫ y
0
dy2n
∫ y2n
0
dy2n−1 · · ·
∫ y2
0
dy1
n∏
l=1
e2h(y2l−1−y2l) (A.2)
× 〈 p | e−2iaφ(τ) e−2iφ(y2n)e+2iφ(y2n−1) · · · e−2iφ(y2) e2iφ(y1) e+2iaφ(0)| p 〉 ,
where, in fact, the matrix element does not depend on the choice of p-vacuum,〈
p
∣∣ e2ianφ(yn) · · · e2ia1φ(y1) ∣∣ p 〉 = δa1+···+an,0 ∏
i>j
(yi − yj)2g aiaj . (A.3)
The parameter h plays the roˆle of the external electric field whereas the exponentials e±2iaφ can
be interpreted as creators of two external charges at the ends of the interval (see Fig. 5). Then
one has
∣∣A(σ(a)0 )∣∣2E⋆1=0 = h2ga2−2d˜21 limℓ=hy→+∞ ℓ2d˜21−2ga2eℓ(1−e0(λ))
(
1 +
∞∑
n=0
λ2n qn(ℓ)
)
. (A.4)
Here d˜21 is some (a priori unknown) orthogonality exponent,
e0(λ) ≡ −E0/h > 0 , λ ≡ µ/h1−g , (A.5)
and
qn(ℓ) = ℓ
2n(1−g)
∫ 1
0
du2n
∫ u2n
0
du2n−1 · · ·
∫ u2
0
du1
n∏
i=1
e2ℓ(u2i−1−u2i)
[
(1− u2i)u2i−1
(1− u2i−1)u2i
]2ag
×
n∏
i,j=1
|u2i − u2j−1|−2g
∏
1≤i<j≤n
∣∣(u2j − u2i)(u2j−1 − u2i−1)∣∣2g . (A.6)
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Consider the first nontrivial coefficient q1(ℓ). One can show that as ℓ→ +∞,
q1(ℓ) = 2
2g−1 Γ(1− 2g) ℓ− 22g−2 Γ(2− 2g)
(
1 + 4ag log
(
ℓeC
) )
+ o(1) , (A.7)
where C = 1+ log(2)− γE −ψ(2− 2g)−ψ(1+2ag) and ψ(z) ≡ ∂z log Γ(z). Substituting (A.7)
in (A.4) we observe that the term ∝ λ2ℓ is canceled out provided that e0(λ) = 1 + 22g−1 Γ(1−
2g) λ2 +O(λ4). Taking into account that m(λ) = e0 − (1− g)λ ∂e0∂λ , i.e.,
m(λ) = 1− 22g−1 Γ(2− 2g) λ2 +O(λ4) , (A.8)
one finds that the cancellation of the divergent term ∝ λ2 log ℓ requires that
d˜21 = ga
2 + ga (1−m) +O((1−m)2) , (A.9)
which is in agreement with (6.6) specialized for m1 = 1, m2 = m. The above calculation
suggests that ∣∣A21(σ(a)0 )∣∣E⋆1=0 = h−ga(1−m)− g4 (1−m)2 A(m, ag) , (A.10)
where
A(m, l) =
√
1 +m
2
(
1 +
∞∑
n=1
an(l) (1−m)n
)
, (A.11)
and the first expansion coefficient reads explicitly
a1(l) = −l
(
1 + log(2)− γE − ψ(2− 2g)− ψ(1 + 2l)
)
. (A.12)
The function (A.10) is expected to have a finite limit as h→ 0+:
lim
h→0+
∣∣A21(σ(a)0 )∣∣E⋆1=0 = (E⋆)−g(a+ 14 ) A(a)0 . (A.13)
The dimensionless amplitude A(a)0 is the universal part of the partition function Z(a) of the
system depicted in Fig. 6,
Z(a)/Zfree ∼ A(a)0 (c1εE⋆)a
2
(c2LE
⋆)−g(a+
1
2
)2 . (A.14)
Here Zfree is the partition function of the Gaussian CFT with free BC, ε is the lattice spacing,
and a-independent, non-universal coefficients ci depend on details of the IR and UV regular-
izations.
It deserves to be mentioned here that
∣∣A21(σ(a)0 )∣∣E⋆1=0 has a finite limit as g → 0 and l = ag
is kept fixed. In this case, as it follows from (A.2), (A.3),
lim
g→0
l=ag−fixed
y2ga
2 Z¯21
(
σ
(a)
0 |y
)∣∣
J1=0
= 〈 ↑ |Tτ exp
[
J
∫ y
0
dτ
(
e2iφc(−iτ) σ− + e−2iφc(−iτ) σ+
)]| ↑ 〉(A.15)
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L→∞
Figure 6: The dimensionless amplitude A(a)0 (A.13) is the universal part of the partition function
of the statistical system schematically shown in this figure.
where iφc(−iτ) = hτ + l log
(
τ
y−τ
)
. In the presence of singularities at τ = 0, y, the analysis
performed in Section 4.1 requires some modification. One can show that A(m, l) at g = 0
coincides with the connection coefficient
T
(c)
+ (m, l) =
√
1 +m
2
lim
τ→0−
(−τ)l Ψk(−iτ) , (A.16)
where Ψk(−iτ) is the Jost solution of the Sturm-Liouville equation
− ∂2τΨ+
(
1− 2klm
τ
+
l(l + 1)
τ 2
)
Ψ = 0 , (A.17)
satisfying the asymptotic condition
Ψk(−iτ)→ (−τ)−lm ekτ as τ → −∞ (A.18)
(recall that we use the notations k =
√
J2 + h2 > 0 and m = h/k). The Jost solution is
expressed in terms of the confluent hypergeometric function:
Ψk(−iτ) = klm (−kτ)1+l ekτ 21+l(1+m) U
(
1 + (1 +m)l , 2(1 + l) , −2kτ) . (A.19)
This yields the result
T
(c)
+ (m, l) =
√
1 +m
2
ml(1−m)
2l(m−1)Γ(1 + 2l)
Γ(1 + (1 +m)l)
. (A.20)
Notice that an expansion of T
(c)
+ (m, l) at m = 1 turns out to be consistent with the classical
limit of (A.10)-(A.12). Thus we see that
∣∣A21(σ(a)0 )∣∣E⋆1=0
g=0
= h−l T (c)+ (m, l), and it is an analytic
function for ℜe(l) > −1
2
. There are two other points which deserve notice, such as the bilinear
relation
T
(c)
+ (e
iπm, l) T
(c)
− (m, l) + T
(c)
− (e
iπm, l) T
(c)
+ (m, l) = 1 , (A.21)
where
T
(c)
− (m, l) =
√
1−m
2
m−l(1+m)
2l(m+1)Γ(1− 2l)
Γ(1− (1−m)l) , (A.22)
28
(to be compared with eq.(5.10)), and the behavior of T
(c)
+ (l, m) as m→ 0+:
T
(c)
+ (m, l)→ ml 2l
Γ(1
2
+ l)√
2π
. (A.23)
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