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SELF-INVERSIVE POLYNOMIALS FROM RATIONAL
TRANSFORMATION OF LINEAR FUNCTIONALS
KIRAN KUMAR BEHERA
Abstract. In this manuscript a spectral transformation of linear functionals is studied
in the context of linear combinations of RI polynomials in z with the coefficient ωn(ζ)
as function of a different variable ζ. Based on the definition of ωn(ζ), these linear com-
binations can again be RI polynomials. In case they are not, they are shown to satisfy a
different form of orthogonality, called para-orthogonality, with respect to a quasi-definite
functional. Using Zohar’s algorithm for the inversion of a Toeplitz matrix, these para-
orthogonal polynomials are further related to sequences of derivatives of polynomials
which have the self-inversive property. Finally, an illustration is provided using Gauss-
ian hypergeometric functions and concluding remarks are made on the positive-definite
case too.
1. Introduction
Let L be a linear functional defined on Λ = span{zk, k ∈ Z}, the linear space of Laurent
polynomials with complex coefficients. The subspace of complex polynomials of degree
less than or equal to n is denoted by Πn while Π stands for the subspace of all polynomials.
The moments {un} of L are defined as un = L(z−n), n ∈ Z, with the normalization u0 = 1.
We say
- L is regular of quasi-definite (positive-definite) if ∆n = det (L(zi−j))ni,j=0 6= 0(> 0), that
is the principal minors of the moment matrix are non-singular.
- L is Hermitian if u−n = u¯n, n ∈ Z.
In such a case, that is when L is a regular Hermitian functional, there exists a sequence
of monic polynomials {φn(z)}∞n=0 satisfying
L(φn(z)φm(1/z¯)) = κnδm,n, κn = ‖φn(z)‖2 6= 0, m, n ≥ 0.
{φn(z)}∞n=0 is said to be the sequence of polynomials orthogonal with respect to L. In
the constructive theory of linear functionals [1, 8, 22], the product of a functional by a
polynomial has been extensively studied, where the operation is defined as
(h(z)L)(p(z)) := L(h(z)p(z)), h(z), p(z) ∈ Π.
When p(z) is orthogonal with respect to L, the next natural step is to study the orthogo-
nality of the polynomial q(z) := h(z)p(z). Certain inverse problems for linear functionals
can be similarly defined [1,15,21]. We start with two sequences of polynomials {pn(z)}∞n=0
and {qn(z)}∞n=0 related as P(p1(z), p2(z), · · · , pn−i(z)) = Q(q1(z), q2(z), · · · , qn−j(z)) and
find necessary and sufficient conditions for {qn(z)}∞n=0 to be an orthogonal sequence when
{pn(z)}∞n=0 is given to be an orthogonal sequence. The next step is to find the relation
between the respective functionals.
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In the present manuscript, we start with the following particular case of functional
modification
λ(z − β)N = (z − α)L, λ, β, α ∈ C, λ 6= 0, (1.1)
also considered in [25, 26], wherein the regular Hermitian solutions N , when L is regular
and Hermitian are studied. In the next few paragraphs, we indicate the motivation for
our problem, include the required definitions and briefly outline the organization of the
manuscript.
ForN to be a regular Hermitian solution of (1.1), it is required to impose the conditions
|β| = |α| = 1 and λ¯α = λβ. However, in our case, we assume N to be only regular and
hence require that β is arbitrary but a fixed complex variable, say, ζ . This motivates us
to consider X (ζ)n (z) := Bn(z) + ωn(ζ)Bn−1(z), n ≥ 1, where {Bn(z)}∞n=0 is a sequence of
polynomials. We emphasize here that the coefficients ωn(ζ) in the linear combinations
considered in the manuscript are functions of a second variable ζ and can be defined
recursively in certain special cases.
In Section 2, we consider one such case wherein, we derive necessary and sufficient
conditions for the orthogonality of X (ζ)n (z), n ≥ 0, with respect to a linear functional M
given that {Bn(z)}∞n=0 satisfies
Bn+1(z) = (z − βn)Bn(z)− τnzBn−1(z), n ≥ 0,
where B−1(z) = 0 and B0(z) = 1. To derive the structural properties of X (ζ)n (z), we
need to exclude the point ζ and hence we work in the punctured plane C \ ζ . Further,
following [16], {Bn(z)}∞n=0 will be referred to as a sequence of RI polynomials and assumed
to be orthogonal with respect to L. We will also find the relation between the functionals
M, L and N . We note that the existence of a linear functional with respect to which a
sequence of RI polynomials is orthogonal is guaranteed by [16, Theorem 2.1].
In addition, our interest will also be to look at the case when X (ζ)n (z), n ≥ 0, satisfies
a different form of orthogonality called para-orthogonality defined as follows.
Definition 1.1. [17] A sequence {Xn(z)} will be called a sequence of para-orthogonal
polynomials with respect to a quasi-definite linear functional µ if, for each n ≥ 0, Xn(z)
is a polynomial of degree n satisfying
〈Xn, 1〉µ 6= 0, 〈Xn, zm〉µ = 0, m = 1, · · · , n− 1, 〈Xn, zn〉µ 6= 0.
Precisely, we will prove that when X (ζ)n (z), n ≥ 0, fails to satisfy the conditions and is
not a RI polynomial, there exists a moment functional with respect to which it is para-
orthogonal. We will also see (Theorem 2.2) that the definition of ωn(ζ) is crucial to the
construction of such sequences of para-orthogonal polynomials.
In Section 3, we use an algorithm by Zohar to invert Toeplitz matrices and are led to
polynomials that are self-inversive. The concept of self-inversive polynomials is closely
related to para-orthogonality, for instance, in the context of polynomials orthogonal on
the unit circle [17, Theorem 6.1] and is defined as follows.
Definition 1.2. [2] A polynomial pn(z) of degree n is said to be self-inversive if
pn(z) = ǫp
∗
n(z), p
∗
n(z) = z
np(1/z¯), |ǫ| = 1.
The zeros a self-inversive polynomial are symmetric with respect to the unit circle
∂D := {z ∈ C : |z| = 1} and hence invariant under the transformation of inversion in
∂D. We refer to [2, 5, 14] and references therein for some classical results on the zeros of
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self-inversive polynomials. In fact, in this section we obtain sequences given as derivatives
of polynomials which are self-inversive, which is also justified with illustrations.
In Section 4, we provide an illustration leading to construction of two difference se-
quences of self-inversive polynomials, which are derivatives of known family of polynomials
orthogonal on the unit circle. Finally, we end with some observations on the positive-
definite case, that is when the functional solutions N of (2.1) are positive-definite. In
the present context, this makes a crucial difference which is explained through remarks
in Section 5
To sum up, we are motivated mainly to study how spectral transformation of function-
als such as (1.1) can lead to the property of linear combinations of RI polynomials being
still RI polynomials. In case this property is lost, for the specific problem under consider-
ation, polynomial sequences are constructed that satisfy a different form of orthogonality
called para-orthogonality, which is viewed through the positive-definite case too. Finally,
we are also motivated to have a look at the case when derivatives of polynomials are
RI polynomials, the self-inversive property of these polynomials as well as their linear
combinations.
2. Spectral transformation of functionals
Consider the functional equation
λ(z − ζ)N = (z − α)L, α, ζ, λ ∈ C, λ 6= 0. (2.1)
The Hermitian solutions N of (2.1) when L is regular and Hermitian are given by [25]
N (P (z)) =
[
1
λ
L+ (1− 1
λ
)δζ +
ζ − α
λ
(z − ζ)−1L
]
(P (z)), P ∈ Π,
with the conditions |ζ | = |α| = 1 and λ¯α = λζ . The functional (z − ζ)−1L is defined as
(z − ζ)−1L(P (z)) = L
(
P (z)− P (ζ)
z − ζ
)
,
so that if {φn}∞n=0 is the sequence of polynomials orthogonal with respect to L, then
φ
(1)
n−1(z) := (z−ζ)−1L(φn), n ≥ 1, is the sequence of polynomials of the first kind associated
with L. Further, let Kn(z, y) denote the kernel polynomials associated with L with the
parameter y ∈ C and ek = ‖φk‖2L. The following regularity characterization theorem is
known which, in the notations of the present manuscript, is stated below.
Lemma 2.1. [25, Theorem 2.1] Let N be the linear Hermitian solution of (2.1). N is
regular if and only if S0(ζ, α) = λ and
Sn(ζ, α) := (λ− 1)Kn(ζ, α) + 1 + (ζ − α)
n∑
k=1
φ
(1)
k−1(ζ)
φk(α)
ek
6= 0, n ≥ 1.
Furthermore, if {ψn(z)}∞n=0 is the sequence of polynomials associated with N , then
ψn(z) = φn(z) +
rn(ζ)
Sn−1(ζ, α)
Kn−1(z, α), n ≥ 1, (2.2)
where rn(z) := (1− λ)φn(z)− (z − α)φ(1)n−1(z), n ≥ 1.
It was also proved [25, Proposition 3.4] that upon elimination of Kn(ζ, α) in (2.2),
{ψn(z)} and {φn(z)} satisfy the linear relation
ψn+1(z) + pn+1ψn(z) = φn+1(z) + qn+1φn(z), n ≥ 1, (2.3)
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where
pn+1 = −rn+1(ζ)
rn(ζ)
Sn−1(ζ, α)
Sn(ζ, α)
and qn+1 = −rn+1(ζ)
rn(ζ)
, n ≥ 1.
In the present manuscript however, we assume that L is regular and Hermitian while N is
regular but need not be Hermitian. If N is normalized to have the moments N (zn) = ν−n
with ν0 = 1, then we have
ν−(n+1) = ζν−n +
1
λ
un+1 − α
λ
un, νn+1 =
1
ζ
νn − 1
ζλ
u¯n +
α
ζλ
u¯n+1, n ≥ 0, (2.4)
where u−n = u¯n but ν−n need not be equal to ν¯n. Further, for our purpose, since N is
not assumed to be Hermitian, we will have that only |α| = 1 holds with ζ arbitrary. The
relations (2.3) and (2.4) are crucial in the present manuscript and serve as the motivation
to consider such linear combination of polynomials. As mentioned earlier, we assume ζ
to be arbitrary but fixed which, allows us to view the coefficients, in particular, qn+1 as a
function of ζ .
2.1. Generating a new sequence of RI polynomials. Consider {Bn(z)}∞n=0, a se-
quence of RI polynomials satisfying
Bn+1(z) = (z − βn)Bn(z)− τnzBn−1(z), n ≥ 0, (2.5)
with B−1(z) := 0 and B0(z) := 1. Though τ0 does not play a role in (2.5), we assume it
to be non-zero. As mentioned earlier, our aim in the present manuscript is to study the
polynomial sequence {X (ζ)n (z)}∞n=0 where
X (ζ)0 (z) := 1, X (ζ)n+1(z) := Bn+1(z) + ωn+1(ζ)Bn(z), n ≥ 0.
For this, we first find a recurrence relation for X (ζ)n (z) with polynomial coefficients using
a method found for instance in [12]. A similar result was found in [4] but with parametric
coefficients.
Lemma 2.2. Suppose ωn(ζ), n ≥ 1, is defined recursively as
ωn+1(ζ) =
(βn − ζ)ωn(ζ)− τnζ
ωn(ζ)
, n ≥ 1, (2.6)
where ω0(ζ) and ω1(ζ) 6= β0 are arbitrary. If ωi(ζ) 6= −τi, i ≥ 1 and then {X (ζ)n (z)}∞n=0
satisfy a recurrence relation with polynomial coefficients.
Proof. For n ≥ 1, consider the system

0 0 0 ωn+1(ζ) 1
0 0 ωn(ζ) 1 0
−1 ωn−1(ζ) 1 0 0
0 0 −τnz z − βn −1
0 −τn−1z z − βn−1 −1 0




X (ζ)n−1(z)
Bn−2(z)
Bn−1(z)
Bn(z)
Bn+1(z)

 =


X (ζ)n+1(z)
X (ζ)n (z)
0
0
0

 . (2.7)
Solving for the first variable X (ζ)n−1(z), we obtain
(unz + vn)X (ζ)n+1(z) = (unz2 + snz − tn)X (ζ)n (z)− τn−1(un+1z + vn+1)zX (ζ)n−1(z), (2.8)
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for n ≥ 1, with X (ζ)0 (z) = 1, X (ζ)1 (z) = z + ω1(ζ)− β0. The parameters involved in (2.8)
are given by
un := un(ζ) = ωn−1(ζ) + τn−1, sn := sn(ζ) = ω
−1
n (ζ)unvn+1 + vn − ωn−1(ζ)un+1,
vn := vn(ζ) = ωn−1(ζ)(ωn(ζ)− βn−1), tn := tn(ζ) = ω−1n (ζ)ωn−1(ζ)βn−1vn+1.
However, with ωn(ζ) defined as in (2.6), it can be seen that unζ + vn = 0, n ≥ 2, which
also yields that z − ζ is a factor of unz2 + snz − tn. Hence cancelling the common factor
z − ζ from (2.8) (which is possible since the underlying space is C \ {ζ}), we obtain the
simplified form
X (ζ)n+1(z) =
(
z − un+1ωn−1(ζ)βn−1
unωn(ζ)
)
X (ζ)n (z)−
un+1
un
τn−1zX (ζ)n−1(z), n ≥ 2.
For n = 1, we choose ω0(ζ) = −τ0 6= 0, so that u1 = 0. Since ω1(ζ) 6= β0 implying v1 6= 0,
we obtain from (2.8)
X (ζ)2 (z) =
s1
v1
(
z − t1
s1
)
X (ζ)1 (z)−
u2
v1
τ0z(z − ζ)X (ζ)0 (z),
with the initial conditions are X (ζ)0 (z) = 1 and X (ζ)1 (z) = B1(z)+ω1(ζ) = z+ω1(ζ)−β0. 
We emphasize that the recurrence relation (2.8) has been obtained independent of the
definition of ωn(ζ) in (2.6) and hence unζ+ vn does not necessarily vanish for n ≥ 2. This
motivates us to study
X (ζ)n+1(z) := Bn+1(z) + ωn+1(ζ)Bn(z), ωn+1(ζ) := −
rn+1(ζ)
rn(ζ)
, n ≥ 0, (2.9)
where, as in Lemma 2.1, rn(ζ) := (1 − λ)Bn(ζ)− (ζ − α)B(1)n−1(ζ), n ≥ 0. We will again
have a look at this choice for ωn(ζ) as well as the exclusion of ζ in the positive-definite
case in Section 5. But for now our goals will be to find necessary and sufficient conditions
so that the sequence {X (ζ)n (z)}∞n=0 is again a sequence of RI polynomials, as well as to
find the moment functional with respect to which they are orthogonal.
Theorem 2.1. Let X (ζ)n (z), n ≥ 1 be defined as in (2.9). Then, {X (ζ)n (z)}∞n=0 is again a
sequence of RI polynomials if and only if the following two conditions(
1− βn
ωn+1(ζ)
)
βn−1
ωn(ζ)
= cn,β,ζ ·
(
1− βn−1
ωn(ζ)
)
βn
ωn+1(ζ)
,(
1 +
τn
ωn(ζ)
)
τn−1
ωn−1(ζ)
= cn,τ,ζ ·
(
1 +
τn−1
ωn−1(ζ)
)
τn
ωn(ζ)
,
(2.10)
hold with cn,β,ζ =
βn−1ωn−1(ζ)
βnωn(ζ)
fn,ζ and cn,τ,ζ =
τn−1
τn
fn,ζ, for some fn,ζ ∈ C, n ≥ 1.
Proof. We begin by substituting the values for sn and tn from Lemma 2.2 to obtain
unz
2 + snz − tn = (unz + vn)z + vn+1
ωn(ζ)
[zun − ωn−1(ζ)βn−1]− ωn−1(ζ)un+1z
= (unz + vn)z +
vn+1
ωn(ζ)
[zun + vn − ωn−1(ζ)ωn(ζ)]− ωn−1(ζ)un+1z
= (unz + vn)z +
vn+1
ωn(ζ)
(unz + vn)− ωn−1(ζ)(un+1z + vn+1). (2.11)
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Then, the recurrence relation (2.8) written as
X (ζ)n+1(z) =
(
unz
2 + snz − tn
unz + vn
)
X (ζ)n (z)− τn−1
(
un+1z + vn+1
unz + vn
)
zX (ζ)n−1(z), n ≥ 1,
implies that for X (ζ)n (z) to be a RI polynomial for fixed ζ , (unz+vn) must necessarily divide
(unz
2+sn−tn), and (un+1z+vn+1)/(unz+vn) must be a constant independent of z. Hence,
with the simplification obtained in (2.11) and for the choice (un+1z+vn+1) = fn,ζ(unz+vn)
for fixed ζ we arrive at
X (ζ)n+1(z) =
(
z +
vn+1
ωn(ζ)
− ωn−1(ζ)fn,ζ
)
X (ζ)n (z)− τn−1fn,ζX (ζ)n−1(z), n ≥ 1, (2.12)
with X (ζ)0 (z) := 1 and X (ζ)1 (z) = z + ω1(ζ)− β0. However, the above choice for (uiz + vi)
implies that (un+1 − fn,ζun)z + (vn+1 − fn,ζvn) = 0 for all z, which leads to the following
two necessary conditions.
The first condition corresponds to vn+1 = fn,ζvn. This gives
ωn+1(ζ)(1− βn/ωn+1(ζ)) = fn,ζωn−1(ζ)(1− βn−1/ωn(ζ)),
which further yields(
1− βn
ωn+1(ζ)
)
βn−1
ωn(ζ)
=
βn−1ωn−1(ζ)
βnωn(ζ)
fn,ζ ·
(
1− βn−1
ωn(ζ)
)
βn
ωn+1(ζ)
.
Similarly, the second condition corresponds to un+1 = fn,ζun, which gives(
1 +
τn
ωn(ζ)
)
τn−1
ωn−1(ζ)
=
τn−1
τn
fn,ζ ·
(
1 +
τn−1
ωn−1(ζ)
)
τn
ωn(ζ)
.
Conversely, if the conditions (2.10) hold, the first can be rearranged to give vn+1 =
fn,ζvn, while the second gives un+1 = fn,ζun. Hence, un+1z+ vn+1 = fn,ζ(unz+ vn), n ≥ 0.
This choice used in (2.11) then leads to (2.12) thus completing the proof. 
If we solve (2.7) for the last variable, we obtain
Bn+1(z) = X (ζ)n+1(z)−
ωn(ζ)ωn+1(ζ)X (ζ)n+1(z) + τnωn+1(ζ)zX (ζ)n (z)
(un+1z + vn+1)
,
for n ≥ 1. Suppose un 6= 0, n ≥ 1. Bn(z), n ≥ 1, being a polynomial, this would imply
that Bn(z) has a removable singularity at z = −vn+1/un+1, so that we must have
X (ζ)n+1(z) =
(
vn+1
un+1
)
τn
ωn(ζ)
X (ζ)n (z), n ≥ 1, at z = −
vn+1
un+1
. (2.13)
Since X (ζ)1 (z) = z+ω1(ζ)−β0, if we suppose−vi/ui to be a complex number z0 independent
of n and choose ω1(ζ) to be such that X (ζ)1 (z) has a zero at z = z0, then (2.13) will imply
that X (ζ)n (z) vanishes at z = z0 for all n ≥ 1. This choice is always possible since we have
assumed ω1(ζ) to be arbitrary.
We also remark that the recursive definition (2.6) for ωn(ζ) does just that, it forces z0
to be ζ . However, for our purpose, we need to remove z = ζ from the domain of definition
of X (ζ)n (z) so that X (ζ)n+1(z) and X (ζ)n (z) do not have a common zero at z = ζ for n ≥ 1.
We point out the case un = 0 as a corollary, for which no condition on vn is required.
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Corollary 2.1. If ωn(ζ) = −τn, n ≥ 0, then {X (ζ)n (z)}∞n=0 satisfies
X (ζ)n+1(z) =
(
z − τn−1vn+1
τnvn
βn−1
)
X (ζ)n (z)−
vn+1
vn
τn−1zX (ζ)n−1(z), n ≥ 1,
with X (ζ)0 (z) = 1 and X (ζ)1 (z) = z − (τ1 − β0).
We recall that we have started with the relation λ(z − ζ)N = (z − α)L, where Bn(z),
n ≥ 0, is orthogonal with respect to L. Further,
ωn+1(ζ) = −rn+1(ζ)
rn(ζ)
= −Bn+1(ζ)− eB
(1)
n (ζ)
Bn(ζ)− eB(1)n−1(ζ)
, e =
ζ − α
1− λ . (2.14)
Proposition 2.1. The sequence of polynomials {X (ζ)n (z)}∞n=0 is orthogonal with respect
to the moment functional M, where M, L and N are related by
M = δζ − e(z − ζ)−1L, (λ− 1)(z − α)(z − ζ)M = (ζ − α)λ(z − ζ)N .
Proof. We first note that M(X (ζ)n+1(z)) = M(Bn+1(z)) + ωn+1(ζ)M(Bn(z)) = 0, which
follows from (2.14) and the definition (z − ζ)−1L(Bn(z)) = B(1)n−1(z), n ≥ 1. Now, for
j = 1, 2, · · · , n,
e−1M(z−jX (ζ)n+1(z)) = [ζ−jB(1)n (ζ)− (z − ζ)−1L(z−jBn+1(z))]
+ωn+1(ζ)[ζ
−jB(1)n−1(ζ)− (z − ζ)−1L(z−jBn(z))] = 0,
because of the fact that for ≥ 0, j = 1, 2, · · · , n,
L
(
(z−j − ζ−j)Bk+1(z)
z − ζ
)
= −ζ−j
j−1∑
m=0
ζmL(z−m−1Bk+1(z)) = 0,
for j = 0, 1, · · · , k, k ≥ 1. The relation between M and N can be obtained as follows.
Let mk = M(zk). Then mk+1 = ζk+1 − e(uk + ζuk−1 + · · · + ζk−1u1 + ζk) so that
euk+1 = ζmk+1 −mk+2. This implies
e(uk+1 − αuk) = eλ(νk+1 − ζνk) = −mk+2 + (ζ + α)mk+1 − ζαmk,
so that eλ(z − ζ)N = −(z − α)(z − ζ)M. 
In the remaining part of the section, we take a step further to analyze the case when
X (ζ)n (z) is not a RI polynomial for n ≥ 0. The main tools will be continued fraction
theory [18, 19] and inversion of Toeplitz matrices [27, 28].
2.2. A step further. The three term recurrence relations obtained in Lemma 2.2 af-
ter simplification of (2.8) show that X (ζ)n (z), n ≥ 0, occur as denominators of partial
approximants to a continued fraction of the form
f1z
e1(z − d1) -
f2z(z − ζ)
e2(z − d2) -
f3z
e3(z − d3) -
f4z
e4(z − d4) - . . . , (2.15)
where
e1 = 1, e2 =
s1
v1
, f1 = 1, f2 =
u2
v1
τ0, d1 = β0 − ω1(ζ), d2 = t1
s1
and
ei = 1, fi =
ui
ui−1
τi−2, di =
uiωi−2(ζ)
ui−1ωi−1
βi−2, i ≥ 3.
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If { Yn(z)
X
(ζ)
n (z)
}∞n=0 denotes the sequence of partial approximants of (2.15), then they are of
the form
Yn(z) = yn1z + yn2z2 + · · ·+ ynnzn, X (ζ)n (z) = xn0 + xn1z + xn2z2 + · · ·+ xnnzn,
where xni := xni(ζ) are functions of ζ . Further, xn0 = (−1)ne1 · · · end1 · · · dn, n ≥ 1, and
xnn = 1, n ≥ 1. Then, using the determinant formula [18, Theorem 2.1], we have
Yn+1(z)
X (ζ)n+1(z)
− Yn(z)
X (ζ)n (z)
= τ0 · · · τn−1un+1
v1
[
zn+2
X (ζ)n (z)X (ζ)n+1(z)
− z
n+1ζ
X (ζ)n (z)X (ζ)n+1(z)
]
,
=
τ0 · · · τn−1un+1v−11 ζ
(e1d1 · · · endn)2en+1dn+1 z
n+1 + gn+2(ζ)z
n+2 + gn+3(ζ)z
n+3 + · · · .
Similarly, in decreasing powers of z, we have
Yn+1(z)
X (ζ)n+1(z)
− Yn(z)
X (ζ)n (z)
=
τ0 · · · τn−1un+1
v1
1
zn−1
+ h−n(ζ)
1
zn
+ h−n−1(ζ)
1
zn+1
+ · · · .
Hence the order of correspondence is (n+1) at z = 0 and (n− 1) at z =∞. Further [18,
Theorem 5.1], there exist power series
L(z; ζ) =
∞∑
n=1
αnz
n, L∗(z; ζ) =
∞∑
n=0
α∗−nz
−n,
where α
(∗)
i := α
(∗)
i (ζ), i ∈ Z, are functions of ζ and normalized to have α1 = −1 such that
L(z; ζ)X (ζ)n (z)− Yn(z) = υ˜nzn+1 + gˆn+2zn+2 + · · · ,
L∗(z; ζ)X (ζ)n (z)− Yn(z) = υˆnz−(n−1) + hˆ−nz−n + · · · ,
where
υ˜n := (−1)n τ0 · · · τn−1un+1ζ
e1d1 · · · en+1dn+1v1 and υˆn :=
τ0 · · · τn−1un+1
v1
, n ≥ 1.
Assuming αi = 0, i ≤ 0 and α(∗)i = 0, i ≥ 1, we compare coefficients to obtain the
following two systems of equations
xn0α0 + xn1α−1 + xn2α−2 + · · ·+ xnnα−n = 0,
xn0αi + xn1αi−1 + xn2αi−2 + · · ·+ xnnαi−n = yni, 1 ≤ i ≤ n,
xn0αn+1 + xn1αn + xn2αn−1 + · · ·+ xnnα1 = υ˜n,
and
xnnα
∗
1 + xn,n−1α
∗
2 + xn,n−2α
∗
3 + · · ·+ xn0α∗n+1 = 0,
xnnα
∗
−i + xn,n−1α
∗
−i+1 + xn,n−2α
∗
−i+2 + · · ·+ xn0α∗−i+n = yn,n−i, 0 ≤ i ≤ n− 2,
xnnα
∗
−n+1 + xn,n−1α
∗
−n+2 + xn,n−2α
∗
−n+3 + · · ·+ xn0α∗1 = yn1 + υˆn.
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Eliminating yni, 1 ≤ i ≤ n, by subtracting respective equations and denoting oi−1 =
α∗i − αi, i ∈ Z, we have the non-homogeneous system of equations

1 o−1 o−2 · · · o−n
o1 1 o−1 · · · o−n+1
o2 o1 1 · · · o−n+2
...
...
...
. . .
...
on−1 on−2 on−3 · · · o−1
on on−1 on−2 · · · 1




1
xˆn1
xˆn2
...
xˆn,n−1
xˆnn


=


υˆn/xn0
0
0
...
0
−υ˜n/xn0


, (2.16)
wherein Xˆ (ζ)n (z) = xˆn0 + xˆn1z + · · · + xˆnnzn are normalized X (ζ)n (z) with xˆn0 = 1 and
xˆni = xni/xn0. The solution of (2.16) requires the inversion of a Toeplitz matrix T
(n)
n ,
where
T (m)n :=


om−n om−n−1 · · · om−2n
om−n+1 om−n · · · om−2n+1
...
...
...
...
om om−1 · · · om−n

 , m, n ∈ Z.
This inverse is completely characterized by the first row and first column of T
(n)
n and the
determinants T
(j)
i of the matrices T
(j)
i [27, 28]. Using Zohar’s algorithm [28], we have(
1
xˆn
)
=
1
λn
(
1 χ˜(n)
χˆ(n) λnT
(n)
n + χˆ(n)χ˜(n)
)(
υˆn/xn0
Θn
)
,
where χ˜(n) =
(
χ˜
(n)
11 χ˜
(n)
12 · · · χ˜(n)1n
)
,
xˆn =


xˆn1
xˆn2
...
xˆnn

 , χˆ(n) =


χˆ
(n)
11
χˆ
(n)
21
...
χˆ
(n)
n1

 , Θn =


0
...
0
−υ˜n/xn0

 and λn = T(n)n
T
(n−1)
n−1
.
This leads to
xˆni =
χˆ
(n)
i1 υˆn
xn0λn
− χ˜
(n)
1,n−iυ˜n
xn0λn
, i = 0, 1, · · · , n, with χˆ(n)01 = χ˜(n)10 := 1. (2.17)
We set up another system of equations given by

1 o−1 o−2 · · · o−n
o1 1 o−1 · · · o−n+1
o2 o1 1 · · · o−n+2
...
...
...
. . .
...
on−1 on−2 on−3 · · · o−1
on on−1 on−2 · · · 1




x˜n0
x˜n1
x˜n2
...
x˜n,n−1
1


=


υ˜n/xn0
0
0
...
0
−υˆn/xn0


, (2.18)
where X˜n(z; ζ) = x˜n0 + x˜n1z + · · ·+ x˜nnzn is a polynomial satisfying the Toeplitz system
(2.18) with x˜ni := x˜ni(ζ) being functions of ζ and normalized to have x˜nn = 1. Then
x˜ni =
χˆ
(n)
i,1 υ˜n
xn0λn
− χ˜
(n)
1,n−iυˆn
xn0λn
, i = 0, 1, · · · , n. (2.19)
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Solving (2.17) and (2.19) for χˆ
(n)
i1 and χ˜
(n)
1,n−i, we obtain
χˆ
(n)
i1 = σˆnxˆni − σ˜nx˜ni, χ˜(n)1,n−i = σ˜nxˆni − σˆnx˜ni, i = 0, 1, · · · , n,
where
σˆn :=
xn0λnυˆn
(υˆn)2 − (υ˜n)2 and σ˜n :=
xn0λnυ˜n
(υˆn)2 − (υ˜n)2 .
We assume here that (υˆn)
2− (υ˜n)2 6= 0. The values of xˆn0 and x˜nn are already normalized
to be unity. To find xˆnn and x˜n0, we observe that xn0λnxˆnn = υˆnχˆ
(n)
n1 − υ˜n, xn0λnx˜n0 =
υ˜n− υˆnχ˜(n)1n , xn0λn = υ˜nχˆ(n)n1 − υˆn and xn0λn = υˆn− υ˜nχ˜(n)1n . Eliminating χˆ(n)n1 and χ˜(n)n1 from
respective equations, we get
xˆnn =
σˆn + 1
σ˜n
and x˜n0 =
σˆn − 1
σ˜n
, n ≥ 1.
Defining the moment functional O on the space Π of polynomials with the moments
O(zk) = 0−k, k ∈ Z, consider the bilinear form 〈·, ·〉O defined by
〈P (z), Q(z)〉O = O(P (z)Q∗(z)), P (z), Q(z) ∈ Π,
and where Q∗(z) := Q(1/z¯). The above observations are summed up as the following
result.
Theorem 2.2. Let {Bn(z)}∞n=0 be a sequence of RI polynomials satisfying (2.5). Consider
the polynomials X (ζ)n (z) with X (ζ)0 (z) = 1 and X (ζ)n+1(z) = Bn+1(z) + ωn+1(ζ)Bn(z), n ≥ 0,
where ωn(ζ) is as defined in (2.6). Then there exists a quasi-definite functional O such
that
〈Xˆn(ζ)(z), zk〉O =


ϑˆn/xn0, k = 0;
0, k = 1, 2 · · · , n− 1;
−ϑ˜n/xn0, k = n,
(2.20)
and
〈X˜n(ζ)(z), zk〉O =


ϑ˜n/xn0, k = 0;
0, k = 1, 2 · · · , n− 1;
−ϑˆn/xn0, k = n,
(2.21)
hold for n ≥ 0. In particular, the sequences {Xˆn(ζ)(z)}∞n=0 and {X˜n
(ζ)
(z)}∞n=0 are para-
orthogonal with respect to O.
Proof. When {ωn(ζ)}∞n=0 is defined recursively by (2.6), Lemma 2.2 along with (2.15) lead
to the Toeplitz systems (2.16) and (2.18) in the coefficients of the polynomials Xˆn(ζ)(z) and
X˜n(ζ)(z), n ≥ 1. Hence, we obtain (2.20) and (2.21) which satisfy the required conditions
(see definition 1.1) for para-orthogonality. 
In the next section, we obtain two sequences of self-inversive polynomials from the
para-orthogonality conditions (2.20) and (2.21).
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3. A view with self-inversive polynomials
In this section, we introduce new coefficients
uˆni = σˆnxˆni − σ˜nx˜ni, u˜ni = σ˜nxˆni − σˆnx˜ni, i = 0, 1, · · · , n, (3.1)
so that Uˆ (ζ)n (z) := uˆn0 + uˆn1z + · · · + uˆnnzn and U˜ (ζ)n (z) := u˜n0 + u˜n1z + · · · + u˜nnzn
are given by the weighted sums of polynomials Uˆ (ζ)n (z) = σˆnXˆ (ζ)n (z) − σ˜nX˜ (ζ)n (z) and
U˜ (ζ)n (z) = σ˜nXˆ (ζ)n (z) − σˆnX˜ (ζ)n (z), n ≥ 0. We note that the normalizations uˆn0 = u˜nn = 1
have been retained while
uˆnn =
(σˆn)
2 − (σ˜n)2 + σˆn
σ˜n
and u˜n0 =
(σ˜n)
2 − (σˆn)2 + σˆn
σ˜n
. (3.2)
The solutions of the Toeplitz systems (2.16) and (2.18) by Zohar’s algorithm [28] together
with the relations (2.17), (2.19) and (3.1) yield the difference equations
Uˆ (ζ)n+1(z) = Uˆ (ζ)n (z)− ρˆn+1zU˜ (ζ)n (z),
U˜ (ζ)n+1(z) = zU˜ (ζ)n (z)− ρ˜n+1Uˆ (ζ)n (z),
(3.3)
where ρˆn+1 and ρ˜n+1 are non-zero complex parameters. The polynomials {Uˆ (ζ)n (z)} and
{U˜ (ζ)n (z)} satisfying (3.3) are known to be biorthogonal. Indeed, observe that the orthog-
onality properties
〈zk, Xˆ (ζ)∗n (z)〉O =


−υ˜n/xn0, k = 0;
0, k = 1, 2, · · · , n− 1;
υˆn/xn0, k = n,
(3.4)
easily follow from (2.20). Since σˆnυˆn−σ˜nυ˜n = xn0λn and −σˆnυ˜n+σ˜nυˆn = 0, (3.4) together
with (2.21) imply that
〈zk, Uˆ (ζ)∗n (z)〉O = 〈U˜ (ζ)n (z), zk〉O =
{
0, k = 0, 1, · · · , n− 1;
λn, k = n,
(3.5)
which further yields
〈U˜ (ζ)m (z), Uˆ
(ζ)∗
n (z)〉O = λnδm,n, m, n = 0, 1, · · · .
Conversely, if one starts with the difference equations (3.3), it may be observed that
uˆn+1,n+1 = −ρˆn+1 and u˜n+1,0 = −ρ˜n+1, so that from (3.2) we have −ρˆn = (σˆn)2−(σ˜n)2+σˆnσ˜n
and −ρ˜n = (σ˜n)2−(σˆn)2+σˆnσ˜n . Hence
ρ˜n − ρˆn = 2((σˆn)
2 − (σ˜n)2)
σ˜n
, ρ˜n + ρˆn = −2σˆn
σ˜n
, n ≥ 1,
which yields
σ˜n =
2(ρˆn − ρ˜n)
4− (ρ˜n + ρˆn)2 , σˆn =
(ρ˜n)
2 − (ρˆn)2
4− (ρ˜n + ρˆn)2 , n ≥ 1. (3.6)
This allows us to construct the polynomials Xˆ (ζ)n (z) and X˜ (ζ)n (z) from (3.3) where
Xˆ (ζ)n (z) =
σˆnUˆ (ζ)n (z)− σ˜nU˜ (ζ)n (z)
(σˆn)2 − (σ˜n)2 , X˜
(ζ)
n (z) =
σ˜nUˆ (ζ)n (z)− σˆnU˜ (ζ)n (z)
(σˆn)2 − (σ˜n)2 , n ≥ 1.
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We recall that our assumption (υˆn)
2 − (υ˜n)2 6= 0 implies (σˆn)2 − (σ˜n)2 6= 0 which further
implies ρ˜n + ρˆn 6= ±2, so that the relations (3.6) are well-defined. Moreover using (3.3),
we also obtain(
Xˆ (ζ)n+1(z)
X˜ (ζ)n+1(z)
)
=
(
σˆn+1 σ˜n+1
σ˜n+1 σˆn+1
)−1(
1 −ρˆn+1z
−ρ˜n+1 z
)(
σˆn σ˜n
σ˜n σˆn
)( Xˆ (ζ)n (z)
X˜ (ζ)n (z)
)
,
for n ≥ 0, which may be seen as multi-parameter Szego¨ type difference equations to
construct the sequences {Xˆ (ζ)n (z)} and {X˜ (ζ)n (z)}.
Lemma 3.1. Suppose the difference equations (3.3) hold. Then
λn+1 = (1− ρˆn+1ρ˜n+1)λn, n ≥ 0. (3.7)
Proof. We have 〈U˜ (ζ)n+1(z), zn+1〉O = 〈zU˜ (ζ)n (z), zn+1〉O − ρ˜n+1〈Uˆ (ζ)n (z), zn+1〉O, which, using
(3.5), implies
λn+1 =
1− ρˆn+1ρ˜n+1
ρˆn+1
〈Uˆ (ζ)n (z), zn+1〉O −
1
ρˆn+1
〈Uˆ (ζ)n+1(z), zn+1〉O.
But it follows from (2.20) and (2.21) that 〈Uˆ (ζ)n (z), zn〉O = 0 for all n, while
〈Uˆ (ζ)n (z), zn+1〉O = O(Uˆ (ζ)n (z) · z−n−1)
= O(Uˆ (ζ)n+1(z) · z−n−1) + ρˆn+1O(U˜ (ζ)n (z) · z−n) = ρˆn+1λn,
leading to the relation (3.7). 
Motivated by (3.3), (3.4) and (3.5) let us choose Uˆ (ζ)n (z) = −ρˆnU
(ζ)′
n+1(z)
n+1
, where U
(ζ)
n (z)
is a monic polynomial in z of exact degree n and the derivative is with respect to z. The
reason for choosing the polynomial in terms of a derivative will become clear from the
illustration in Section 4.
Lemma 3.2. Suppose the relation
O
[
z
Y
(ζ)′
m (z)
m
· z−nU
(ζ)′
n+1(z)
n+ 1
]
=
{
0, n 6= m− 1;
6= 0, n = m− 1, (3.8)
holds for all m,n. Then
Y
(ζ)′
m+1(z)
m+ 1
=
[
U
(ζ)′
m+1(z)
m+ 1
− ρˆm−1
ρˆm
(1− ρˆmρ˜m)U
(ζ)′
m (z)
m
]
, m ≥ 0. (3.9)
Proof. First, using (2.20) and (2.21), we obtain
O
[
z−n+k
U
(ζ)′
n+1(z)
n+ 1
]
=
{
0, k = 0, 1, 2, · · · , n− 1;
−λn/ρˆn, k = n, (3.10)
while (3.8) implies
O
[
Y
(ζ)′
m+1(z)
m+ 1
· z−k
]
=
{
0, k = −1, 0, 1, · · · , m− 2;
6= 0, k = m− 1.
Hence, if we expand
Y
(ζ)′
m+1(z)
m+ 1
=
U
(ζ)′
m+1(z)
m+ 1
+ ǫm
U
(ζ)′
m (z)
m
+ ǫm−1
U
(ζ)′
m−1(z)
m− 1 + · · ·+ ǫ1
U
(ζ)′
1 (z)
1
,
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where 〈U
(ζ)′
k
(z)
k
,
U
(ζ)′
k
(z)
k
〉Oǫk = 〈Y
(ζ)′
m+1(z)
m+1
,
U
(ζ)′
k
(z)
k
〉O. we have that ǫk = 0, k = 1, · · · , m − 1,
ǫm 6= 0. This gives
Y
(ζ)′
m+1(z)
m+ 1
=
U
(ζ)′
m+1(z)
m+ 1
+ ǫm
U
(ζ)′
m (z)
m
, m ≥ 1.
But by the respective orthogonality relations〈
Y
(ζ)′
m+1(z)
m+ 1
, 1
〉
O
=
〈
U
(ζ)′
m+1(z)
m+ 1
, 1
〉
O
+ ǫm
〈
U
(ζ)′
m (z)
m
, 1
〉
O
,
which means
O
[
U
(ζ)′
m+1(z)
m+ 1
]
+ ǫmO
[
U
(ζ)′
m (z)
m
]
= 0.
The result now follows from the fact that O[U
(ζ)′
m+1(z)
m+1
] = −λm/ρˆm and the relation (3.7). 
In the remaining part of the present section, we derive conditions on ρˆn and ρ˜n so that
{U(ζ)
′
n (z)
n
} is not only self-inversive but also has simple zeros lying on the unit circle. We
do so by transforming the present structural set-up into a well known model for para-
orthogonal polynomials. The main result will be the self-inversive property of Y
(ζ)′
n (z)
n
under such conditions and which can now be viewed as a linear combination of U
(ζ)′
n (z)
n
given by (3.9).
However, for the above mentioned model, we need to assume ζ = 1, and for simplicity,
drop the superscript (ζ) from all notations. Thus,
U
′
n+1(z)
n+1
:=
U
(ζ)′
n+1(z)
n+1
for ζ = 1 and similarly
for others. Recall that
U
′
n+1(z)
n+1
= ρˆ−1n Uˆn(z). Then, using (3.3) it can be shown that
U
′
n+2(z)
n+ 2
=
(
z +
ρˆn
ρˆn+1
)
U
′
n+1(z)
n + 1
− ρˆn−1
ρˆn
(1− ρˆnρ˜n)zU
′
n(z)
n
, n ≥ 0, (3.11)
with U
′
n(z)
n
:= 0, 1 for n = 0, 1 respectively.
Theorem 3.1. {U
′
n+1(z)
n+1
}∞n=0 is a sequence of self-inversive polynomials having its zeros
on the unit circle if the following conditions
(i) 1−ρˆn/ρˆn+1
1+ρˆn/ρˆn+1
, n ≥ 0, is purely imaginary,
(ii) There exists a sequence {βk : |βk| < 1}∞k=0, such that
ρˆn+1 =
n∏
k=0
1− βk
1− β¯k
; ρ˜n+1 =
n−1∏
k=0
1− β¯k
1− βk
(
1− |βn|2
1− βn β¯n+1 − β¯n
)
, n ≥ 1, (3.12)
hold with ρˆ1 =
1−β0
1−β¯0
ρˆ0 and ρ˜1 =
1−|β0|2
1−β¯0
β¯1 − β¯0.
Proof. We begin by using the map 2x = z1/2 + z−1/2 in (3.11) which will yield a real line
equivalent of the recurrence relation (3.11). Using the facts that
z = (2x2 − 1) + 2ix√1− x2, z1/2 = x+ i√1− x2 and z − 1
2z1/2
= i
√
1− x2,
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we obtain
1
z(n+1)/2
U
′
n+2(z)
n + 2
=
(
{1 + ρˆn
ρˆn+1
}x+ {1− ρˆn
ρˆn+1
}i
√
1− x2
)
1
z(n)/2
U
′
n+1(z)
n + 1
− ρˆn−1
ρˆn
(1− ρˆnρ˜n) 1
z(n−1)/2
U
′
n(z)
n
, n ≥ 0,
so that for n ≥ 1,
Gn+1(x) =
[
x+
1− ρˆn/ρˆn+1
1 + ρˆn/ρˆn+1
i
√
1− x2
]
Gn(x)− ρˆn−2
ρˆn−1
1− ρˆnρ˜n
(1 + ρˆn−1/ρˆn)(1 + ρˆn/ρˆn+1)
Gn−1(x),
(3.13)
where
Gn(x) =
n∏
k=1
(1 +
ρˆk−1
ρˆk
)−1
1
z(n/2)
U
′
n+1(z)
n+ 1
, n ≥ 1.
Our primary goal is to transform (3.13) into the form
Gn+1(x) =
(
x− cn+1
√
1− x2
)
Gn(x)− dn+1Gn−1(x), n ≥ 1,
with G0(x) = 1 and G1(x) = x−c1
√
1− x2, where {cn}∞n=1 and {dn+1}∞n=1 are appropriately
defined real sequences. Hence, with cn ∈ R, we choose
1− ρˆn/ρˆn+1
1 + ρˆn/ρˆn+1
= icn+1 =⇒ ρˆn+1 = 1 + icn+1
1− icn+1 ρˆn =
n+1∏
k=1
1 + ick
1− ick , n ≥ 0.
Next, from the second condition, we get
ρˆn
ρˆn+1
=
1− β¯n
1− βn =
1− |βn|2 + |1− βn|2 − (1− βn)
1− βn , n ≥ 0.
Using the relation 1− |z|2 + |1− z|2 = 2(1− Re z), for any z ∈ C, we further obtain
1 +
ρˆn
ρˆn+1
= 2
1− Reβn
1− βn =⇒ cn+1 = −
Im βn
1 − Re βn , n ≥ 0.
With these substitutions, the coefficient of Gn−1(x), n ≥ 1, in (3.13) is
1
4
(1− icn)(1 + icn+1)(1− ρˆnρ˜n) = 1
4
1− β¯n−1
1− Reβn−1
1− βn
1− Re βn (1− ρˆnρ˜n), (3.14)
where
ρ˜nρˆn =
(
1− |βn−1|2
1− βn−1 β¯n − β¯n−1
)
1− βn−1
1− β¯n−1
=
β¯n − β¯n|βn−1|2 − β¯n−1 + |βn−1|2
1− β¯n−1
= 1− (1− β¯n)(1− |βn−1|
2)
1− β¯n−1
, n ≥ 1,
so that (3.14) gives the coefficient of Gn−1 as
dn+1 =
[
1− |1− βn−1|
2
2(1− Re βn−1)
] |1− βn|2
2(1− Reβn) , n ≥ 1.
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The recurrence relation (3.11) becomes
Rn+1(z) = [(1 + icn+1)z + (1− icn+1)]Rn(z)− 4dn+1zRn−1(z), n ≥ 1, (3.15)
with R0(z) = 1 and R1(z) = (1 + ic1)z + (1− ic1).
The polynomials Rn(z), n ≥ 0, are extensively studied in different directions by Sri
Ranga and others in [6, 7, 9, 11, 13, 20, 24] and are known to be para-orthogonal. Hence
U
′
n+1(z)
n+1
=
∏n
k=1(1− ick)Rn(z), n ≥ 1, is self-inversive with its zeros on the unit circle. 
Since
Y
(ζ)′
n+1(z)
n+1
is a linear combination of
U
′
n+1(z)
n+1
and U
′
n(z)
n
, with {U
′
n(z)
n
} satisfying the
recurrence relation (3.11), the next result provides conditions under which {Y(ζ)
′
n (z)
n
} is
again a sequence of RI polynomials.
Lemma 3.3. Given the recurrence relation (3.11), {Y
′
n+1(z)
n+1
} is a sequence of RI polyno-
mials satisfying
Y
′
n+1(z)
n+ 1
=
(
z +
ρ˜n+1
ρ˜n
)
Y
′
n(z)
n
− ρ˜n+1
ρ˜n
(1− ρ˜nρˆn)zY
′
n−1(z)
n− 1 (3.16)
if and only if
fn =
ρˆn−1ρ˜n+1
ρˆn−2ρ˜n
(1− ρˆnρ˜n)
(1− ρˆn−1ρ˜n−1) , n ≥ 1.
Proof. Since
U
′
n+1(z)
n+1
and zY
′
n(z)
n
are monic and of exact degrees n, we identify (3.11) with
(2.5) and z
Y
′
n+1(z)
n
with Xn+1(z). Then
ωn+1 =
ρˆn
ρˆn+1
(1− ρ˜n+1ρˆn+1)βn = − ρˆn
ρˆn+1
, and τn = −ωn = ρˆn−1
ρˆn
(1− ρ˜nρˆn).
From Theorem 2.1, the second condition in (2.10) is trivially true since τn = −ωn. The
first condition holds if
fn =
ωn(ωn+1 − βn)
ωn−1(ωn − βn−1) =
ρˆn−1ρ˜n+1
ρˆn−2ρ˜n
(1− ρˆnρ˜n)
(1− ρˆn−1ρ˜n−1) .
It may be noted that this situation corresponds to Corollary 2.1. Hence, we get the
recurrence relation (3.16) upon substituting fn = vn+1/vn. 
We note that, the sequences {cn} and {βn} obtained in Theorem 3.1 are such that
cn+1 = −Im βn/(1−Reβn). Hence as in [11, Lemma 3.1], if we let (x, y) = (Re βn, Im βn),
then βn are the points lying within the unit circle on the line y = cn+1(x − 1). The last
result of the section characterizes those sequences {βn}∞n=0 with |βn| < 1, for which both
the polynomials
U
(ζ)′
n+1(z)
n+1
and
Y
(ζ)′
n+1(z)
n+1
are self-inversive.
Theorem 3.2. Suppose {U(ζ)
′
n (z)
n
} is a sequence of invariant polynomials. Then Y(ζ)
′
n (z)
n
,
n ≥ 1, is also a self-invariant RI polynomial if and only if the sequence {βk}∞k=0 is defined
recursively as
βn+1 =
n∏
k=1
(1− β¯k)2
(1− βk)2
1− βn
1− |βn|2 + βn
1− β¯n
1− |βn|2 , n ≥ 0, (3.17)
where β0 is chosen such that (1− β¯0)ρ˜0 = (1− β0)ρ˜1.
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Proof. Since U
(ζ)′
n (z)
n
is invariant, from (3.11) it holds [10, Lemma 3.3] that∣∣∣∣ ρˆnρˆn+1
∣∣∣∣ = 1 and yn+1y¯n+1 =
ρˆn
ρˆn+1
ρˆn−1
ρˆn
; yn = τn−1 =
ρˆn−2
ρˆn−1
(1− ρ˜n−1ρˆn−1).
Similarly, from the recurrence relation (3.16), for
Y
(ζ)′
n+1(z)
n+1
to be self-invariant, it is necessary
and sufficient that ∣∣∣∣ ρ˜n+1ρ˜n
∣∣∣∣ = 1 and ρ˜n+1ρ˜n =
(1− ρ˜nρˆn)
(1− ρ˜nρˆn)
ρ˜n
ρ˜n−1
.
Using the relations
1− ρˆnρ˜n = (1− β¯n)(1− |βn−1|
2)
1− β¯n−1
and
(1− β¯0)
(1− β0)
ρ˜1
ρ˜0
= 1,
we obtain that
Y
(ζ)′
n+1(z)
n+1
is also self-invariant if and only if ρ˜n+1 = ρˆn+1 for all n. From
(3.12), this leads to the recursive definition (3.17) and for those β ′ns satisfying (3.17), we
have
ρ˜n+1
ρ˜n
(1− ρˆnρ˜n) = (1− βn)(1− |βn−1|
2)
1− β¯n−1
.
From (3.16), we get the recurrence relation
Y
′
n+1(z)
n + 1
=
(
z +
1− βn
1− β¯n
)
Y
′
n(z)
n
− (1− βn)(1− |βn−1|
2)
1− β¯n−1 z
Y
′
n−1(z)
n− 1 , n ≥ 1,
so that from [10, Lemma 3.3] it follows that {Y
′
n+1(z)
n+1
} is a sequence of self-inversive
polynomials. 
In the next section we provide an illustration for the results of this section. The
illustrative polynomials used are the Gaussian hypergeometric functions F (a, b; c; z). For
details on hypergeometric functions in general, we refer to [3].
4. An Illustration
We begin by writing (3.11) in the polynomials Uˆn(z), where Uˆn(z) = −ρˆnU
′
n+1(z)
n+1
, to get
Uˆn+1(z) = (1 + ρˆn+1
ρˆn
z)Uˆn(z)− ρˆn+1
ρˆn
(1− ρˆnρ˜n)zUˆn−1(z), n ≥ 1. (4.1)
Since ρˆn+1
ρˆn
= 1+icn+1
1−icn+1
, (4.1) yields for Uˆn(z) =
∏n
k=1(1− ick)Uˆn(z), n ≥ 1,
Uˆn+1(z) = [(1 + icn+1) + (1− icn+1)z]Uˆn(z)− (1− icn)(1 + icn+1)(1− ρˆnρ˜n)zUˆn−1(z),
which, further using (3.14), is comparable to the recurrence relation (3.15). Recall that
cn = − Im βn−1
1− Reβn−1 and dn+1 =
[
1− |1− βn−1|
2
2(1− Reβn−1)
] |1− βn|2
2(1− Reβn−1) , n ≥ 1.
Consider the sequence {βn}∞n=0, where
βn =
η2 − λ(λ+ n + 1)
(λ+ n+ 1)2 + η2
− i (2λ+ n + 1)η
(λ+ n + 1)2 + η2
, n ≥ 0. (4.2)
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This yields cn =
η
λ+n
, dn+1 =
1
4
n(2λ+n+1)
(λ+n)(λ+n+1)
, n ≥ 1, and the polynomials Rn(z) satisfying
(3.15) given by
Rn(z) =
(2λ+ 2)n
(λ+ 1)n
F (−n, b+ 1; b+ b¯+ 2; 1− z) = Uˆn(z), n ≥ 1,
with b = λ+ iη, λ > −1/2 so that
Uˆn(z) = (2λ+ 2)n
(b¯+ 1)n
F (−n, b+ 1; b+ b¯+ 2; 1− z), with − ρˆn = (b+ 1)n
(b¯+ 1)n
, n ≥ 1.
We now find the monic polynomials Uˆn(z) satisfying
Uˆ
′
n+1(z)
n+1
= Uˆn(z)
−ρˆn
, n ≥ 1. Consider
φ∗n+1(z) =
(2λ+ 1)n+1
(b¯+ 1)n+1
F (−n− 1, b; b+ b¯+ 1; 1− z), n ≥ 1, (4.3)
so that
(φ∗n+1(z))
′
n+ 1
=
b(2λ+ 2)n
(b¯+ 1)n+1
F (−n, b+ 1; b+ b¯+ 2; 1− z) = b
b¯+ n+ 1
Uˆn(z), n ≥ 1.
This gives
Uˆn(z)
−ρˆn =
(b¯+ 1)n+1
(b)n+1
(φ∗n+1(z))
′
n + 1
=⇒ Uˆn(z) = (b¯+ 1)n
(b)n
φ∗n(z), n ≥ 0, (4.4)
and hence
Uˆ′n+1(z)
n+ 1
=
(2λ+ 2)n
(b+ 1)n
F (−n, b+ 1, b+ b¯+ 2; 1− z), n ≥ 1.
Further, using [9, Lemma 3.2], and (3.5), we have that the following orthogonality property
O(z−n+kUˆn(z)) =
{
0, k = 0, 1, · · · , n− 1;
22n+1d1d2···dn+1∏n
k=1(1−ick)
∏n+1
k=1 (1+ick)
, k = n.
holds for n ≥ 1. Since O(Uˆn(z)) = λn,
λn+1
λn
= 1− ρˆnρ˜n = 4dn+1
(1− icn)(1 + icn+1) ;
ρˆn−1
ρˆn
(1− ρˆnρ˜n) = 4dn+1
(1 + icn)(1 + icn+1)
,
for n ≥ 1, where we have used the relation (3.7).
Next, we consider the polynomials
Y′n+1
n+1
and the linear combinations
Y′n+1
n+ 1
=
Uˆ′n+1
n + 1
− ρˆn−1
ρˆn
(1− ρˆnρ˜n)Uˆ
′
n
n
, n ≥ 0.
In the notations of Lemma 2.2, we have βn = − ρˆnρˆn+1 = − b¯+n+1b+n+1 and ωn = −
n(2λ+n+1)
(b+n)(b+n+1)
,
so that from Lemma 3.3,
Y′n+1
n+1
is a RI polynomial if and only if
fn =
(2λ+ n + 1)(b+ n+ 2)
(2λ+ n+ 2)(b+ n)
b¯(b+ 1)
(b+ n + 1)(b+ n+ 2)
(b+ n)(b+ n + 1)
b¯(b+ 1)
=
2λ+ n + 1
2λ+ n + 2
, n ≥ 1.
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Since from the recurrence relation (3.11), we have
Uˆ′n+2
n + 2
− ρˆn
ρˆn+1
Uˆ′n+1
n+ 1
= z
[
Uˆ′n+1
n + 1
− ρˆn−1
ρˆn
(1− ρˆnρ˜n)Uˆ
′
n
n
]
, n ≥ 0,
we will consider the equivalent linear combination
z
Y′n+1
n+ 1
=
Uˆ′n+2
n + 2
− ρˆn
ρˆn+1
Uˆ′n+1
n + 1
,
=
(2λ+ 2)n+1
(b+ 1)n+1
F(−n+ 1; 1− z)− b¯+ n + 1
b+ n + 1
(2λ+ 2)n
(b+ 1)n
F(−n; 1− z), n ≥ 0,
where F(−n; 1− z) := F (−n, b+ 1, b+ b¯+ 2; 1− z). Then, writing
(b+ 1)n+1
(λ+ 1)n+1
z
Y′n+1
n + 1
=
(2λ+ 2)n+1
(λ+ 1)n+1
F(−n + 1; 1− z) (4.5)
− b¯+ n+ 1
b+ n+ 1
(2λ+ 2)n
(λ+ 1)n
F(−n; 1− z), n ≥ 0, (4.6)
we can prove that
Y′n+1
n+ 1
=
(2λ+ 2)n
(b+ 2)n
F (−n, b+ 2; b+ b¯+ 2; 1− z), n ≥ 0.
This follows by using the transformation F (−n, b; c; z) = (c−b)n
cn
F (−n, b; b−c−n+1; 1−z),
and the contiguous relation
F (a, b; c; z) = F (a+ 1, b; c+ 1; z)− b(c− a)
c(c+ 1)
zF (a+ 1, b+ 1; c+ 2; z).
in (4.5). Further, we also have
Y′n+1(z)
n+1
=
φ′n+1(z)
n+1
, n ≥ 0, where
φn(z) =
(2λ+ 1)n
(b+ 1)n
F (−n, b+ 1; b+ b¯+ 1; 1− z), n ≥ 0,
is the reversed polynomial with respect to φ∗n(z) considered in (4.3).
We emphasize that while Rn(z) is para-orthogonal for any b = λ + iη with λ > −1/2,
Y′n+1(z)
n+1
will be self-inversive for only those λ and η that generates βn given by (4.2) and
satisfying (3.17).
We further note that {φn(z)}∞n=0 is one of the well-known examples of polynomial
sequence orthogonal on the unit circle with respect to the measure [23, Theorem 4.1]
w(θ) = τ (b)e(pi−θ)η[sin θ/2]2λ, τ (b) =
1
2π
22λ|Γ(b+ 1)|2
Γ(2λ+ 1)
, λ > −1/2.
The existence of a measure implies that the orthogonality of φn(z) and φ
∗
n(z) is with
respect to a positive-definite functional. However, we are concerned with only the self-
inversive property of the derivatives of such polynomials. Nevertheless, we conclude with
some observations on the positive-definite case in the context of the present problem.
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5. Concluding remarks on the positive-definite case
(A) It is well known from the theory of continued fractions that if
Sn(z;w) = An(z) + ωAn−1(z)Bn(z) + ωBn−1(z) =
τ0z
z − β0 -
τ1z
z − β1 - . . . -
τnz
z − βn + w, (5.1)
then Bn(z) defined by (2.5) is the denominator of the nth partial approximant Sn(z; 0).
However, if the variable ω is replaced by a sequence of functions {ωn(ζ)}∞n=0 defined
on the complex plane C with the variables z and ζ independent of each other, then
it can be seen from (5.1) that X (ζ)n (z) defined by is the denominator of Sn(z;ωn(ζ)).
(B) Further, the following two observations can be made.
I: Sn(z, ωn(ζ)) and Sn+1(z, ωn+1(ζ)), n ≥ 1, will have a common pole at z = ζ
if Bn+1(ζ) + ωn+1(ζ)Bn(ζ) = 0 = Bn(ζ) + ωn(ζ)Bn−1(ζ). Using (2.5), it can be
shown that this occurs if and only if ωn(ζ), n ≥ 0, is defined recursively by (2.6),
with ω0(ζ) and ω1(ζ) 6= β0 being arbitrary.
II: However, one of the ways to define ω1(ζ) is to rewrite (2.6) as
ωn(ζ) =
−τnζ
(ζ − βn) + ωn+1(ζ) , (5.2)
leading to the continued fraction
F(ζ) = 1
ζ − β1 -
τ2ζ
ζ − β2 -
τ3ζ
ζ − β3 - . . . ,
so that ω1(ζ) = −τ1ζF(ζ). As in Corollary 2.1, if one chooses ω1(ζ) = −τ1,
F(ζ) = 1/ζ .
(C) As proved in [25, Proposition 3.3], if the functional solutions N of λ(z − ζ)N =
(z − α)L is positive-definite, then ζ = α, which in the present context implies that
ζ = α is a common zero of X (ζ)n (z) and X (ζ)n+1(z), n ≥ 1 which is excluded. In such a
case, using (2.14) we find that
ωn+1(ζ) = −rn+1(ζ)
rn(ζ)
= −Bn+1(ζ)Bn(ζ) ,
which satisfies (2.6) or (5.2). Hence, with the results of Lemma 2.2, this implies that
{X (ζ)n (z)}∞n=0 defined by (2.9) can never be a sequence of RI polynomials when N is
positive definite.
(D) Though N does not play any role in the present manuscript except for the definition
of rn(ζ) in (2.9), its positive-definiteness will always guarantee the construction of
the Toeplitz systems (2.16) and (2.18) whose polynomial solutions, the sequences
{Xˆ (ζ)n }∞n=0 and {X˜ (ζ)n }∞n=0, are by definition para-orthogonal polynomials. However,
we reiterate that positive-definiteness of N is nowhere made an assumption in this
manuscript.
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