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Abstract
We consider the following system of difference equations:
mui(k)+ Pi(k, u1(k), u2(k), . . . , un(k))= 0, k ∈ {0, 1, . . . , N}, i = 1, 2, . . . , n
together with Sturm–Liouville boundary conditions
j ui(0)= 0, 0jm− 3,
m−2ui(0)− m−1ui(0)= 0, m−2ui(N + 1)+ m−1ui(N + 1)= 0,
where m2, Nm − 1, > 0, > 0, 0, , (N + 1) +  + > 0. By using two different ﬁxed
point theorems, we develop criteria for the existence of three solutions of the system which are of ﬁxed signs on
{0, 1, . . . , N +m}. Examples are also included to illustrate the results obtained.
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1. Introduction
Throughout we shall denote Z[a, b]= {a, a+ 1, . . . , b} where a, b(> a) are integers. In this paper we
shall consider a system of difference equations subject to Sturm–Liouville boundary conditions. To be
precise, our system is
mui(k)+ Pi(k, u1(k), u2(k), . . . , un(k))= 0, k ∈ Z[0, N ],
jui(0)= 0, 0jm− 3,
m−2ui(0)− m−1ui(0)= 0, m−2ui(N + 1)+ m−1ui(N + 1)= 0,
i = 1, 2, . . . , n, (SL)
where for each 1in, Pi : Z[0, N ] × Rn → R is continuous, m2, Nm − 1 and the constants
, ,  and  are such that
> 0, > 0, 0, ,  ≡ (N + 1)+ + > 0.
A solution u = (u1, u2, . . . , un) of (SL) will be sought in (C(Z[0, N + m]))n = C(Z[0, N + m]) ×
· · · × C(Z[0, N + m]) (n times) where C(Z[0, N + m]) denotes the class of functions continuous on
Z[0, N + m] (discrete topology). Of course, since Z[0, N + m] is a discrete space then any mapping
form Z[0, N + m] to R is continuous. We say that u is a solution of ﬁxed sign if for each 1in,
we have
iui(k)0 for k ∈ Z[0, N +m],
where i ∈ {1,−1} is ﬁxed. In particular, our ﬁxed-sign solution u becomes a positive solution when
i = 1, 1in. Though positive solutions are the usual consideration in the literature, the deﬁnition of
ﬁxed-sign solutions offers generality and ﬂexibility.
We shall establish criteria so that system (SL) has at least three ﬁxed-sign solutions. In addition,
estimates on the norms of these solutions will also be provided.
The present work is motivated by the fact that boundary value problems model numerous physical
phenomena in nature, hence it is of fundamental importance to know the criteria that ensure the existence
of at least one meaningful solution. Knowledge of how many solutions is probably most important from
a numerical standpoint. If it is known that there are multiple solutions, then naturally one may need to
develop methods that produce a speciﬁc one of the solutions for efﬁciency sake. Indeed, the boundary
value problem (SL) describes a vast spectrum of physical phenomena such as gas diffusion through porous
media, diffusion of heat generated by positive temperature-dependent sources, thermal self-ignition of a
chemically active mixture of gases in a vessel, catalysis theory, chemically reacting systems, adiabatic
tubular reactors, ﬂuid dynamics, electrical potential theory, combustion theory, steady state of oxygen
diffusion in a cell with Michaelis–Menten kinetics, cell membrane, and heat conduction in the human
brain, see for example [9,14,16,17,20]. Due to the wide applications of boundary value problems, it is
not surprising that they have received a vast amount of attention in the recent literature, and many papers
have discussed the existence of single, double and triple positive solutions of boundary value problems
[1–8,11–13,15,18,19,21–26,29–35]. Knowledge of how many solutions exist is probably most important
from a numerical standpoint.
In the present work, both ﬁxed point theorems of Leggett andWilliams [27] as well as ofAvery [10] are
used to derive sets of criteria for the existence of three ﬁxed-sign solutions for system (SL). Not only that
110 P.J.Y. Wong / Journal of Computational and Applied Mathematics 183 (2005) 108–132
new results have been achieved (to date in the literature), we also discuss the relation between the results
in terms of generality, and illustrate the importance of the results through some examples. Moreover,
we have generalized a single-dependent-variable boundary value problem, the usual consideration in the
literature, to a system of boundary value problems, with very general nonlinear terms Pi—this yields a
much more appropriate and robust model for many nonlinear phenomena [20,28].
The paper is organized as follows. Section 2 contains the necessary deﬁnitions and ﬁxed point theorems.
The existence criteria are developed and discussed in Section 3. Finally, examples are presented in Section
4 to illustrate the importance of the results obtained.
2. Preliminaries
In this section we shall state some necessary deﬁnitions and the relevant ﬁxed point theorems. Let B
be a Banach space equipped with the norm ‖ · ‖.
Deﬁnition 2.1. Let C(⊂ B) be a nonempty closed convex set. We say that C is a cone provided the
following conditions are satisﬁed:
(a) If u ∈ C and 0, then u ∈ C;
(b) If u ∈ C and −u ∈ C, then u= 0.
Deﬁnition 2.2. Let C (⊂ B) be a cone. A map  is a nonnegative continuous concave functional on C if
 : C → [0,∞) is continuous, and (ty + (1− t)z) t(y)+ (1− t)(z) for all y, z ∈ C and 0 t1.
Deﬁnition 2.3. Let C(⊂ B) be a cone. A map 	 is a nonnegative continuous convex functional on C if
	 : C → [0,∞) is continuous, and 	(ty + (1− t)z) t	(y)+ (1− t)	(z) for all y, z ∈ C and 0 t1.
Let 
, 	, be nonnegative continuous convex functionals on C and , be nonnegative continuous
concave functionals on C. For nonnegative numbers wi, 1i3, we shall introduce the following
notations:
C(w1)= {u ∈ C | ‖u‖<w1},
C(, w1, w2)= {u ∈ C |(u)w1 and ‖u‖w2},
P(
, w1)= {u ∈ C | 
(u)<w1},
P(
, , w1, w2)= {u ∈ C | (u)w1 and 
(u)w2},
Q(
, 	, w1, w2)= {u ∈ C | 	(u)w1 and 
(u)w2},
P(
,, , w1, w2, w3)= {u ∈ C | (u)w1, (u)w2 and 
(u)w3},
Q(
, 	,, w1, w2, w3)= {u ∈ C |(u)w1, 	(u)w2 and 
(u)w3}.
The following ﬁxed point theorems are needed later. The ﬁrst is usually called Leggett–Williams ﬁxed
point theorem, and the second is known as the ﬁve-functional ﬁxed point theorem.
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Theorem 2.1 (Leggett and Williams [27]). Let C(⊂ B) be a cone, and w4> 0 be given. Assume that
 is a nonnegative continuous concave functional on C such that (u)‖u‖ for all u ∈ C(w4), and
let S : C(w4) → C(w4) be a continuous and completely continuous operator. Suppose that there exist
numbers w1, w2, w3 where 0<w1<w2<w3w4 such that
(a) {u ∈ C(, w2, w3) |(u)>w2} = ∅, and (Su)>w2 for all u ∈ C(, w2, w3);
(b) ‖Su‖<w1 for all u ∈ C(w1);
(c) (Su)>w2 for all u ∈ C(, w2, w4) with ‖Su‖>w3.
Then, S has (at least) three ﬁxed points u1, u2 and u3 in C(w4). Furthermore, we have
u1 ∈C(w1), u2 ∈ {u∈C(, w2, w4)|(u)>w2} and u3 ∈C(w4)\(C(, w2, w4)∪C(w1)).
(2.1)
Theorem 2.2 (Avery [10]). Let C(⊂ B) be a cone. Assume that there exist positive numbers w5,M ,
nonnegative continuous convex functionals 
, 	, onC, and nonnegative continuous concave functionals
, on C, with
(u)	(u) and ‖u‖M
(u)
for all u ∈ P(
, w5). Let S : P(
, w5)→ P(
, w5) be a continuous and completely continuous operator.
Suppose that there exist nonnegative numbers wi, 1i4 with 0<w2<w3 such that
(a) {u ∈ P(
,, , w3, w4, w5) | (u)>w3} = ∅, and (Su)>w3 for all u ∈ P(
,, , w3, w4, w5);
(b) {u ∈ Q(
, 	,, w1, w2, w5) | 	(u)<w2} = ∅, and 	(Su)<w2 for all u ∈ Q(
, 	,, w1, w2, w5);
(c) (Su)>w3 for all u ∈ P(
, , w3, w5)with (Su)>w4;
(d) 	(Su)<w2 for all u ∈ Q(
, 	, w2, w5) with (Su)<w1.
Then, S has (at least) three ﬁxed points u1, u2 and u3 in P(
, w5). Furthermore, we have
	(u1)<w2, (u
2)>w3, and 	(u3)>w2 with (u3)<w3. (2.2)
3. Main results
Throughout we shall denote u= (u1, u2, . . . , un). Let the Banach space
B = {u ∈ (C(Z[0, N +m]))n |jui(0)= 0, 0jm− 3, 1in} (3.1)
be equipped with the norm
‖u‖ = max
1 in
max
k∈Z[0,N+2] |
m−2ui(k)| = max
1 in
|ui |0, (3.2)
where we denote |ui |0 =maxk∈Z[0,N+2]|m−2ui(k)|, 1in.
To apply the ﬁxed point theorems in Section 2, we need to deﬁne an operator S : B → B so that a
solution u of system (SL) is a ﬁxed point of S, i.e., u= Su. For this, let g(k, ) be the Green’s function
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of the boundary value problem
− my(k)= 0, k ∈ Z[0, N ],
j y(0)= 0, 0jm− 3,
m−2y(0)− m−1y(0)= 0, m−2y(N + 1)+ m−1y(N + 1)= 0. (3.3)
Let
G(k, )= m−2g(k, ) (w.r.t. k). (3.4)
It is known [4] that G(k, ) is the Green’s function of the boundary value problem
− 2y(k)= 0, k ∈ Z[0, N ],
y(0)− y(0)= 0, y(N + 1)+ y(N + 1)= 0 (3.5)
and has the expression
G(k, )= 1

{ [+ (+ 1)][+ (N + 1− k)],  ∈ Z[0, k − 1],
(+ k)[+ (N − )],  ∈ Z[k,N ]. (3.6)
If u is a solution of (SL), then it can be represented as
ui(k)=
N∑
=0
g(k, )Pi(, u()), k ∈ Z[0, N +m], 1in.
Hence, we shall deﬁne the operator S : B → B by
Su(k)= (Su1(k), Su2(k), . . . , Sun(k)), k ∈ Z[0, N +m], (3.7)
where
Sui(k)=
N∑
=0
g(k, )Pi(, u()), k ∈ Z[0, N +m], 1in. (3.8)
It is clear that a ﬁxed point of the operator S is a solution of system (SL). Moreover, noting (3.4), we see
that (3.8) is equivalent to
m−2(Sui)(k)=
N∑
=0
G(k, )Pi(, u()), k ∈ Z[0, N + 2], 1in. (3.9)
Our ﬁrst lemma gives the properties of the Green’s function G(k, ) which will be used later.
Lemma 3.1 (Agarwal et al. [4]). It is known that
(a) G(k, )0, (k, ) ∈ Z[0, N + 2] × Z[0, N ];
(b) G(k, )AG(, ), (k, ) ∈ Z[1, N ] × Z[0, N ] where 0<A< 1 is given by
A= (+ )(+ )
(+ N)(+ N) ;
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(c) G(k, )DG(, ), (k, ) ∈ Z[0, N + 2] × Z[0, N ] where D> 1 is given by
D =
{ + 

, > 0,
2, = 0.
Lemma 3.2. The operator S deﬁned in (3.7) is continuous and completely continuous.
Proof. Using Ascoli–Arzela Theorem [4, p. 262] and the continuity of Pi , it can be veriﬁed (standard
arguments) that S is continuous and completely continuous. 
For clarity, we shall list some conditions that are needed later. Note that in these conditions i ∈
{1,−1}, 1in are ﬁxed, and the sets K˜ and K are deﬁned by
K˜ = {u ∈ B | for each 1in, iui(k)0 for k ∈ Z[0, N +m]},
K = {u ∈ K˜ | for some j ∈ {1, 2, . . . , n}, juj (k)> 0 for some k ∈ Z[0, N +m]} = K˜\{0}.
(C1) For each 1in, assume that
iPi(, u)0, u ∈ K˜,  ∈ Z[0, N ] and iPi(, u)> 0, u ∈ K,  ∈ Z[0, N ].
(C2) There exist continuous functions f, b and ai, 1in with f : Rn → [0,∞) and b, ai :
Z[0, N ] → [0,∞) such that for each 1in,
ai()f (u)iPi(, u)b()f (u), u ∈ K˜,  ∈ Z[0, N ].
(C3) For each 1in, there exists a number 0< i1 such that
ai()ib(),  ∈ Z[0, N ].
Next, we deﬁne a cone C in B as
C =
{
u ∈ B | for each 1in, im−2ui(k)0 for k ∈ Z[0, N + 2],
and min
k∈Z[1,N ] i
m−2ui(k)
A
D
i |ui |0
}
, (3.10)
where A, D and i are deﬁned in Lemmas 3.1(b), 3.1(c) and (C3), respectively.
Our next lemma presents the properties of elements in B and C which will be needed later.
Lemma 3.3 (Agarwal et al. [4]). (a) Let u ∈ B. For each 1in, we have
|jui(k)| k
(m−2−j)
(m− 2− j)! |ui |0, k ∈ Z[0, N +m− j ], 0jm− 2. (3.11)
In particular,
|ui(k)| (N +m)
(m−2)
(m− 2)! ‖u‖, k ∈ Z[0, N +m], 1in. (3.12)
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(b) Let u ∈ C. For each 1in, we have
i
jui(k)0, k ∈ Z[0, N +m− j ], 0jm− 2 (3.13)
and
i
jui(k)
(k − 1)(m−2−j)
(m− 2− j)!
A
D
i |ui |0, k ∈ Z[1, N +m− 2− j ], 0jm− 2. (3.14)
In particular,
iui(k)
A
D
i |ui |0, k ∈ Z[m− 1, N +m− 2], 1in. (3.15)
Remark 3.1. If u ∈ C is a solution of (SL), then it follows from (3.13) that u is a ﬁxed-sign solution of
(SL). In fact, we have C ⊆ K˜ .
Remark 3.2. If (C1) and (C2) hold, then it follows from (3.9) and Lemma 3.1(a) that for u ∈ K˜ and
k ∈ Z[0, N + 2],
N∑
=0
G(k, )ai()f (u())im−2(Sui)(k)
N∑
=0
G(k, )b()f (u()), 1in. (3.16)
Lemma 3.4. Let (C1)–(C3) hold. Then, the operator S maps C into itself.
Proof. Let u ∈ C. From (3.16) we have for 1in and k ∈ Z[0, N + 2],
i
m−2(Sui)(k)
N∑
=0
G(k, )ai()f (u())0. (3.17)
Next, using (3.17), (3.16) and Lemma 3.1(c), we obtain for 1in and k ∈ Z[0, N + 2],
|m−2(Sui)(k)| = im−2(Sui)(k)
N∑
=0
G(k, )b()f (u())
N∑
=0
DG(, )b()f (u()).
Therefore, we have
|Sui |0 = max
k∈Z[0,N+2] |
m−2(Sui)(k)|D
N∑
=0
G(, )b()f (u()), 1in (3.18)
which immediately gives
‖Su‖ = max
1 in
|Sui |0D
N∑
=0
G(, )b()f (u()). (3.19)
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Now, applying (3.16), Lemma 3.1(b), (C3) and (3.18), we ﬁnd for 1in and k ∈ Z[1, N ],
i
m−2(Sui)(k)
N∑
=0
G(k, )ai()f (u())

N∑
=0
AG(, )ib()f (u())

A
D
i |Sui |0.
This leads to
min
k∈Z[1,N ] i
m−2(Sui)(k)
A
D
i |Sui |0, 1in. (3.20)
With (3.17) and (3.20) established, we have shown that Su ∈ C. 
Remark 3.3. From the proof of Lemma 3.4, we see that it is possible to use another cone C′(⊂ C)
given by
C′ =
{
u ∈ B | for each 1in, im−2ui(k)0 for k ∈ Z[0, N + 2],
and min
k∈Z[1,N ] i
m−2ui(k)
A
D
i‖u‖
}
.
The arguments used will be similar.
For subsequent results, we deﬁne the following constants for each 1in and ﬁxed integers 1, 2, 3,
4 ∈ Z[0, N + 2]:
q = max
k∈Z[0,N+2]
N∑
=0
G(k, )b(), ri = min
k∈Z[m−1,N ]
N∑
=m−1
G(k, )ai(),
d1,i = min
k∈Z[2,3]
N∑
=m−1
G(k, )ai(), d2 = max
k∈Z[1,4]
N∑
=1
G(k, )b(),
d3 = max
k∈Z[1,4]
1−1∑
=0
G(k, )b(), d4,i = min
k∈Z[2,3]
min{4+m−2,N}∑
=1
G(k, )ai(),
d5 = max
k∈Z[1,4]
min{4+m−2,N}∑
=1
G(k, )b(),
d6 = max
k∈Z[1,4]

1−1∑
=0
G(k, )b()+
N∑
=min{4+m−2,N}+1
G(k, )b()


. (3.21)
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Lemma 3.5. Let (C1)–(C3) hold, and assume (C4) for each k ∈ Z[0, N + 2], the function G(k, )b()
is nonzero for some  ∈ Z[0, N ]. Suppose that there exists a number d > 0 such that for |uj |(N +
m)(m−2)d/(m− 2)!, 1jn,
f (u1, u2, . . . , un)<
d
q
. (3.22)
Then,
S(C(d)) ⊆ C(d) ⊂ C(d). (3.23)
Proof. Let u ∈ C(d). Then, it is clear from (3.12) that |uj |(N + m)(m−2)d/(m − 2)!, 1jn.
Applying (3.17), (3.16), (C4), (3.22) and (3.21), we ﬁnd for 1in and k ∈ Z[0, N + 2],
|m−2(Sui)(k)| = im−2(Sui)(k)
N∑
=0
G(k, )b()f (u())
<
N∑
=0
G(k, )b()
d
q
q
d
q
= d.
This implies |Sui |0<d, 1in and so ‖Su‖<d. Coupling with the fact that Su ∈ C (Lemma 3.4), we
have Su ∈ C(d). Conclusion (3.23) is now immediate. 
The next lemma is similar to Lemma 3.5 and hence we shall omit the proof.
Lemma 3.6. Let (C1)–(C3) hold. Suppose that there exists a number d > 0 such that for |uj |(N +
m)(m−2)d/(m− 2)!, 1jn,
f (u1, u2, . . . , un)
d
q
.
Then,
S(C(d)) ⊆ C(d).
We are now ready to establish existence criteria for three ﬁxed-sign solutions. Our ﬁrst result employs
Theorem 2.1.
Theorem 3.1. Let (C1)–(C4) hold, and assume
(C5) for each 1in and each k ∈ Z[m − 1, N ], the function G(k, )ai() is nonzero for some  ∈
Z[m− 1, N ].
Suppose that there exist numbers w1, w2, w3 with
0<w1<w2<
w2
(A/D)min1 in i
w3
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such that the following holds:
(P) f (u1, u2, . . . , un)<w1/q for |uj |(N +m)(m−2)w1/(m− 2)!, 1jn;
(Q) one of the following holds:
(Q1) lim sup|u1|,|u2|,...,|un|→∞f (u1, u2, . . . , un)/|uj |< 1/q for some j ∈ {1, 2, . . . , n};
(Q2) there exists a number d(w3) such thatf (u1, u2, . . . , un)d/q for |uj |(N+m)(m−2)d/(m−
2)!, 1jn;
(R) for each 1in, f (u1, u2, . . . , un)>w2/ri for (A/D)jw2 |uj |(N + m)(m−2)w3/(m − 2)!,
1jn.
Then, system (SL) has (at least) three ﬁxed-sign solutions u1, u2, u3 ∈ C such that
‖u1‖<w1; im−2u2i (k)>w2, k ∈ Z[m− 1, N ], 1in,
‖u3‖>w1 and min
1 in
min
k∈Z[m−1,N ] i
m−2u3i (k)<w2. (3.24)
Proof. We shall employ Theorem 2.1. First, we shall prove that condition (Q) implies the existence of a
number w4 where w4w3 such that
S(C(w4)) ⊆ C(w4). (3.25)
Suppose that (Q2) holds. Then, by Lemma 3.6 we immediately have (3.25) where we pick w4 = d.
Suppose now that (Q1) is satisﬁed. Then, there exist N0> 0 and (N +m)(m−2)/(m− 2)!< 1q such that
for some j ∈ {1, 2, . . . , n},
f (u1, u2, . . . , un)
|uj | < , |u1|, |u2|, . . . , |un|>N0. (3.26)
Deﬁne
M = max|ui |N0, 1 in f (u1, u2, . . . , un).
In view of (3.26), it is clear that for some j ∈ {1, 2, . . . , n}, the following holds for all (u1, u2, . . . ,
un) ∈ Rn,
f (u1, u2, . . . , un)M + |uj |. (3.27)
Now, pick the number w4 so that
w4>max

w3,M
[
1
q
− (N +m)
(m−2)
(m− 2)!
]−1
 . (3.28)
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Let u ∈ C(w4). Then, using (3.17), (3.16), (3.27), (3.12) and (3.28) we ﬁnd for 1in and k ∈
Z[0, N + 2],
|m−2(Sui)(k)| = im−2(Sui)(k)
N∑
=0
G(k, )b()f (u())

N∑
=0
G(k, )b()[M + |uj ()|]

N∑
=0
G(k, )b()
[
M + (N +m)
(m−2)w4
(m− 2)!
]
q
[
M + (N +m)
(m−2)w4
(m− 2)!
]
<q
{
w4
[
1
q
− (N +m)
(m−2)
(m− 2)!
]
+ (N +m)
(m−2)w4
(m− 2)!
}
= w4.
This leads to |Sui |0<w4, 1in. Hence, ‖Su‖<w4 and so Su ∈ C(w4) ⊂ C(w4). Thus, (3.25) follows
immediately.
Let  : C → [0,∞) be deﬁned by
(u)= min
1 in
min
k∈Z[m−1,N ] i
m−2ui(k).
Clearly,  is a nonnegative continuous concave functional on C and (u)‖u‖ for all u ∈ C.
We shall verify that condition (a) of Theorem 2.1 is satisﬁed. First, we note that
(
1k(m−2)
(m− 2)!
w2 + w3
2
,
2k(m−2)
(m− 2)!
w2 + w3
2
, . . . ,
nk(m−2)
(m− 2)!
w2 + w3
2
)
∈ {u ∈ C(, w2, w3)|(u)>w2} = ∅.
Next, let u ∈ C(, w2, w3). Then, w2(u)‖u‖w3 provides
w2jm−2uj ()w3,  ∈ Z[m− 1, N ], 1jn. (3.29)
which also leads to |uj |0w2, 1jn. In view of (3.15) and (3.12), it follows that
A
D
jw2juj ()= |uj ()|
(N +m)(m−2) w3
(m− 2)! ,  ∈ Z[m− 1, N ], 1jn (3.30)
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Applying (3.16), (3.30), (C5), (R) and (3.21), we ﬁnd
(Su)= min
1 in
min
k∈Z[m−1,N ] i
m−2(Sui)(k)
 min
1 in
min
k∈Z[m−1,N ]
N∑
=0
G(k, )ai()f (u())
 min
1 in
min
k∈Z[m−1,N ]
N∑
=m−1
G(k, )ai()f (u())
> min
1 in
min
k∈Z[m−1,N ]
N∑
=m−1
G(k, )ai()
w2
ri
= min
1 in
ri
w2
ri
= w2.
Therefore, we have shown that (Su)>w2 for all u ∈ C(, w2, w3).
Next, to see that condition (b) of Theorem 2.1 is fulﬁlled, it is noted that if u ∈ C(w1), then ‖u‖w1
and so by (3.12) we have
|uj ()| (N +m)
(m−2)w1
(m− 2)! ,  ∈ Z[0, N +m], 1jn.
It is now clear from Lemma 3.5 and condition (P) that S(C(w1)) ⊆ C(w1). Hence, ‖Su‖<w1 for all
u ∈ C(w1).
Finally, we shall show that condition (c) of Theorem 2.1 holds. Let u ∈ C(, w2, w4)with ‖Su‖>w3.
Using (3.16), Lemma 3.1(b), (C3) and (3.19), we get
(Su) min
1 in
min
k∈Z[m−1,N ]
N∑
=0
G(k, )ai()f (u())
 min
1 in
min
k∈Z[1,N ]
N∑
=0
G(k, )ai()f (u())
 min
1 in
N∑
=0
AG(, )ib()f (u()) min1 in
A
D
i‖Su‖> min1 in
A
D
iw3
 min
1 in
A
D
i
w2
(A/D)min1j n j
= w2.
Hence, we have proved that (Su)>w2 for all u ∈ C(, w2, w4) with ‖Su‖>w3.
It now follows from Theorem 2.1 that system (SL) has (at least) three ﬁxed-sign solutions u1, u2, u3 ∈
C(w4) satisfying (2.1). It is easy to see that here (2.1) reduces to (3.24). 
We shall now employTheorem2.2 to give other existence criteria. In applyingTheorem2.2 it is possible
to choose the functionals and constants in many different ways. We shall present two results to show the
arguments involved. In particular the ﬁrst result is a generalization of Theorem 3.1.
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Theorem 3.2. Let (C1)–(C3) hold. Assume there exist integers 1, 2, 3, 4 with
01m− 12< 3N4N + 2
such that
(C6) for each 1in and each k ∈ Z[2, 3], the function G(k, )ai() is nonzero for some  ∈
Z[m− 1, N ];
(C7) for each k ∈ Z[1, 4], the function G(k, )b() is nonzero for some  ∈ Z[1, N ].
Suppose that there exist numbers wi, 2i5 with
0<w2<w3<
w3
(A/D)min1 in i
w4w5 and w2>
w5d3
q
such that the following hold:
(P) f (u1, u2, . . . , un)< (1/d2)(w2 − w5d3/q) for |uj |p, 1jn where
p =
m−3∑
z=0
(m−2−z)1
(m− 2− z)!
(4 − 1 +m− 2)(z)
z! w5 +
(4 − 1 +m− 2)(m−2)
(m− 2)! w2;
(Q) f (u1, u2, . . . , un)w5/q for |uj |(N +m)(m−2)w5/(m− 2)!, 1jn;
(R) for each 1in, f (u1, u2, . . . , un)>w3/d1,i for (A/D)jw3 |uj |q, 1jn where
q =
m−3∑
z=0
(m−2−z)1
(m− 2− z)!
(4 − 1 +m− 2)(z)
z! w5 +
(4 − 1 +m− 2)(m−2)
(m− 2)! w4.
Then, system (SL) has (at least) three ﬁxed-sign solutions u1, u2, u3 ∈ C(w5) such that
i
m−2u1i (k)<w2, k ∈ Z[1, 4], 1in,
i
m−2u2i (k)>w3, k ∈ Z[2, 3], 1in,
max
1 in
max
k∈Z[1,4]
i
m−2u3i (k)>w2 and min1 in mink∈Z[2,3]
i
m−2u3i (k)<w3. (3.31)
Proof. In the context of Theorem 2.2, we deﬁne the following functionals on C:

(u)= ‖u‖,
(u)= min
1 in
min
k∈Z[1,N ] i
m−2ui(k),
	(u)=(u)= max
1 in
max
k∈Z[1,4]
i
m−2ui(k),
(u)= min
1 in
min
k∈Z[2,3]
i
m−2ui(k). (3.32)
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First, we shall show that the operator Smaps P(
, w5) into P(
, w5). Let u ∈ P(
, w5)=C(w5). Then,
we have ‖u‖w5 and it follows from (3.12) that
|uj ()| (N +m)
(m−2)w5
(m− 2)! ,  ∈ Z[0, N +m], 1jn.
Using (Q) and Lemma 3.6, we get S(C(w5)) ⊆ C(w5), i.e., S : P(
, w5)→ P(
, w5).
Next, we shall prove that condition (a) of Theorem 2.2 is fulﬁlled. First, we note that(
1k(m−2)
(m− 2)!
w3 + w4
2
,
2k(m−2)
(m− 2)!
w3 + w4
2
, . . . ,
nk(m−2)
(m− 2)!
w3 + w4
2
)
∈ {u ∈ P(
,, , w3, w4, w5)|(u)>w3} = ∅.
Now, let u ∈ P(
,, , w3, w4, w5). Then, by deﬁnition we have (u)w3 which immediately implies
|uj |0w3. From (3.15) it follows that
juj ()
A
D
jw3,  ∈ Z[m− 1, N ], 1jn. (3.33)
Moreover, we have (u)w4 or equivalently
j
m−2uj ()w4,  ∈ Z[1, 4], 1jn.
Summing the above relation from 1 to (− 1) repeatedly yields
juj ()
m−3∑
z=0
j
zuj (1)
(− 1)(z)
z! +
(− 1)(m−2)w4
(m− 2)! ,  ∈ Z[1, 4 +m− 2], 1jn.
Since we have (by (3.11))
j
zuj (1)
(m−2−z)1
(m− 2− z)! |uj |0
(m−2−z)1
(m− 2− z)! w5, 0zm− 3
it follows that
juj ()
m−3∑
z=0
(m−2−z)1 w5
(m− 2− z)!
(4 +m− 2− 1)(z)
z!
+ (4 +m− 2− 1)
(m−2)w4
(m− 2)! = q,  ∈ Z[1, 4 +m− 2], 1jn. (3.34)
Combining (3.33) and (3.34) gives
A
D
jw3juj ()= |uj ()|q,  ∈ Z[m− 1, N ], 1jn. (3.35)
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Applying (3.16), (3.35), (C6), (R) and (3.21), we obtain
(Su)= min
1 in
min
k∈Z[2,3]
i
m−2(Sui)(k)
 min
1 in
min
k∈Z[2,3]
N∑
=0
G(k, )ai()f (u())
 min
1 in
min
k∈Z[2,3]
N∑
=m−1
G(k, )ai()f (u())
> min
1 in
min
k∈Z[2,3]
N∑
=m−1
G(k, )ai()
w3
d1,i
= min
1 in
d1,i
w3
d1,i
= w3.
Hence, (Su)>w3 for all u ∈ P(
,, , w3, w4, w5).
We shall now verify that condition (b) of Theorem 2.2 is satisﬁed. Let w1 be such that 0<w1<w2.
It is clear that
(
1k(m−2)
(m− 2)!
w1 + w2
2
,
2k(m−2)
(m− 2)!
w1 + w2
2
, . . . ,
nk(m−2)
(m− 2)!
w1 + w2
2
)
∈ {u ∈ Q(
, 	,, w1, w2, w5)|	(u)<w2} = ∅.
Next, let u ∈ Q(
, 	,, w1, w2, w5). Then, we have 	(u)w2 which gives
j
m−2uj ()w2,  ∈ Z[1, 4], 1jn.
Using a similar technique as earlier, we sum the above relation from 1 to ( − 1) repeatedly
and obtain
juj ()= |uj ()|
m−3∑
z=0
(m−2−z)1 w5
(m− 2− z)!
(4 +m− 2− 1)(z)
z! +
(4 +m− 2− 1)(m−2)w2
(m− 2)!
=p,  ∈ Z[1, 4 +m− 2], 1jn. (3.36)
Further, we have 
(u)= ‖u‖w5 which, by (3.12), implies
|uj ()| (N +m)
(m−2)w5
(m− 2)! ,  ∈ Z[0, N +m], 1jn. (3.37)
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Noting (3.16), (3.36), (3.37), (C7), (P), (Q) and (3.21), we ﬁnd
	(Su)= max
1 in
max
k∈Z[1,4]
i
m−2(Sui)(k)
 max
1 in
max
k∈Z[1,4]
N∑
=0
G(k, )b()f (u())
= max
k∈Z[1,4]

 N∑
=1
G(k, )b()f (u())+
1−1∑
=0
G(k, )b()f (u())


< max
k∈Z[1,4]
N∑
=1
G(k, )b()
1
d2
(
w2 − w5d3
q
)
+ max
k∈Z[1,4]
1−1∑
=0
G(k, )b()
w5
q
= d2 1
d2
(
w2 − w5d3
q
)
+ d3w5
q
= w2.
Therefore, 	(Su)<w2 for all u ∈ Q(
, 	,, w1, w2, w5).
Next, we shall show that condition (c) of Theorem 2.2 is met. Using Lemma 3.1(c), we observe that
for u ∈ C,
(Su)= max
1 in
max
k∈Z[1,4]
i
m−2(Sui)(k)
 max
1 in
max
k∈Z[1,4]
N∑
=0
G(k, )b()f (u())D
N∑
=0
G(, )b()f (u()). (3.38)
Moreover, (C3) and Lemma 3.1(b) yield for u ∈ C,
(Su) min
1 in
min
k∈Z[2,3]
N∑
=0
G(k, )ai()f (u())
 min
1 in
min
k∈Z[1,N ]
N∑
=0
G(k, )ai()f (u()) min
1 in
Ai
N∑
=0
G(, )b()f (u()). (3.39)
A combination of (3.38) and (3.39) gives
(Su) min
1 in
A
D
i(Su), u ∈ C. (3.40)
Let u ∈ P(
, , w3, w5) with (Su)>w4. Then, it follows from (3.40) that
(Su) min
1 in
A
D
i(Su)
> min
1 in
A
D
iw4 min1 in
A
D
i
w3
(A/D)min1j n j
= w3.
Thus, (Su)>w3 for all u ∈ P(
, , w3, w5) with (Su)>w4.
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Finally, we shall prove that condition (d) of Theorem 2.2 is fulﬁlled. Let u ∈ Q(
, 	, w2, w5) with
(Su)<w1. Then, we have 	(u)w2 and 
(u)w5 which as earlier give (3.36) and (3.37) respectively.
Using (3.16), (3.36), (3.37), (C7), (P) and (Q), we obtain as in an earlier part 	(Su)<w2. Hence, condition
(d) of Theorem 2.2 is satisﬁed.
It now follows fromTheorem2.2 that the system (SL)has (at least) threeﬁxed-sign solutionsu1, u2, u3 ∈
P(
, w5)= C(w5) satisfying (2.2). It is clear that (2.2) reduces to (3.31) immediately. 
Now, let us consider the special case when
1 = 0, 2 =m− 1, 3 =N and 4 =N + 2.
Then,
d1,i = ri, 1in, d2 = q, d3 = 0,
p = (N +m)
(m−2)w2
(m− 2)! and q =
(N +m)(m−2)w4
(m− 2)! . (3.41)
In this case Theorem 3.2 yields the following corollary.
Corollary 3.1. Let (C1)–(C3) hold, and assume
(C6)′ for each 1in and each k ∈ Z[m − 1, N ], the function G(k, )ai() is nonzero for some
 ∈ Z[m− 1, N ] ;
(C7)′ for each k ∈ Z[0, N + 2], the function G(k, )b() is nonzero for some  ∈ Z[0, N ].
Suppose that there exist numbers wi, 2i5 with
0<w2<w3<
w3
(A/D)min1 in i
w4w5
such that the following holds:
(P) f (u1, u2, . . . , un)<w2/q for |uj | (N+m)(m−2)w2(m−2)! , 1jn;
(Q) f (u1, u2, . . . , un)w5/q for |uj |(N +m)(m−2)w5/(m− 2)!, 1jn;
(R) for each 1in, f (u1, u2, . . . , un)>w3/ri for (A/D) jw3 |uj |(N + m)(m−2)w4/(m − 2)!,
1jn.
Then, system (SL) has (at least) three ﬁxed-sign solutions u1, u2, u3 ∈ C(w5) such that
‖u1‖<w2, im−2u2i (k)>w3, k ∈ Z[m− 1, N ], 1in,
‖u3‖>w2 and min
1 in
min
k∈Z[m−1,N ] i
m−2u3i (k)<w3. (3.42)
Remark3.4. (a)Corollary 3.1 is actuallyTheorem3.1.Hence,Theorem3.2 ismore general thanTheorem
3.1. This also shows that the ﬁve-functional ﬁxed point theorem (Theorem 2.2), which is used to obtain
Theorem 3.2, generalizes Leggett–Williams ﬁxed point theorem (Theorem 2.1), which is the main tool
for Theorem 3.1.
(b) The proof of Theorem 3.1 is deﬁnitely simpler than that of Theorem 3.2. Indeed, in the proof of
Theorem 3.1 there is only one functional to be determined as compared to ﬁve functionals in Theorem 3.2,
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thus the arguments used in Theorem 3.2 are different from those in Theorem 3.1 and are much more
complicated.
(c) The existence criteria obtained in Theorem 3.1 are relatively simple to check as compared to those
in Theorem 3.2.
(d) Leggett–Williams ﬁxed point theorem is well known in the literature, possibly because of the ease
to apply and also it produces easily veriﬁable criteria, in fact till today many authors are still ﬁnding
new applications of this theorem, the reader is referred to the very recent work of [3,1,2,22,24,26,35].
Five-functional ﬁxed point theorem, though more general, needs greater skill to apply and the results
obtained are more difﬁcult to check. Consequently, it is not as popular as Leggett–Williams ﬁxed point
theorem. Still, a number of work has made good use of this theorem, see [7,11–13].
The next result illustrates another application of Theorem 2.2.
Theorem 3.3. Let (C1)–(C3) hold. Assume there exist integers 1, 2, 3, 4 with
m− 112< 34N
such that
(C8) for each 1in and each k ∈ Z[2, 3], the function G(k, )ai() is nonzero for some  ∈
Z[1, min{4 +m− 2, N}];
(C9) for each k ∈ Z[1, 4], the functionG(k, )b() is nonzero for some  ∈ Z[1, min{4+m−2, N}].
Suppose that there exist numbers wi, 1i5 with
0<w1w2 · A
D
min
1 in
i <w2<w3<
w3
(A/D)min1 in i
w4w5 and w2>
w5d6
q
such that the following hold:
(P) f (u1, u2, . . . , un)< (1/d5)(w2 − w5d6/q) for (A/D) jw1 |uj |p, 1jn;
(Q) f (u1, u2, . . . , un)w5/q for |uj |(N +m)(m−2)w5/(m− 2)!, 1jn;
(R) for each 1in, f (u1, u2, . . . , un)>w3/d4,i for (A/D)jw3 |uj |q, 1jn;
where p and q are deﬁned in Theorem 3.2. Then, system (SL) has (at least) three ﬁxed-sign solutions
u1, u2, u3 ∈ C(w5) such that
i
m−2u1i (k)<w2, k ∈ Z[1, 4], 1in,
i
m−2u2i (k)>w3, k ∈ Z[2, 3], 1in,
max
1 in
max
k∈Z[1,4]
i
m−2u3i (k)>w2 and min1 in mink∈Z[2,3]
i
m−2u3i (k)<w3. (3.43)
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Proof. In the context of Theorem 2.2, we deﬁne the following functionals on C:

(u)= ‖u‖,
(u)= min
1 in
min
k∈Z[1,4]
i
m−2ui(k),
	(u)= max
1 in
max
k∈Z[1,4]
i
m−2ui(k),
(u)= min
1 in
min
k∈Z[2,3]
i
m−2ui(k),
(u)= max
1 in
max
k∈Z[2,3]
i
m−2ui(k). (3.44)
First, using (Q), as in the proof of Theorem 3.2, we can show that S : P(
, w5)→ P(
, w5).
Next, we shall verify condition (a) of Theorem 2.2. As seen in the proof of Theorem 3.2, the set
{u ∈ P(
,, , w3, w4, w5) | (u)>w3} is nonempty. Let u ∈ P(
,, , w3, w4, w5). As before, we
have (3.33) and (3.34) which are combined to give
A
D
jw3juj ()= |uj ()|q,  ∈ Z[1, min{4 +m− 2, N}], 1jn. (3.45)
In view of (3.45), (C8) and (R), we ﬁnd
(Su) min
1 in
min
k∈Z[2,3]
N∑
=0
G(k, )ai()f (u())
 min
1 in
min
k∈Z[2,3]
min{4+m−2,N}∑
=1
G(k, )ai()f (u())
> min
1 in
min
k∈Z[2,3]
min{4+m−2,N}∑
=1
G(k, )ai()
w3
d4,i
= min
1 in
d4,i
w3
d4,i
= w3.
Hence, (Su)>w3 for all u ∈ P(
,, , w3, w4, w5).
Now, we shall check that condition (b) of Theorem 2.2 is satisﬁed.As observed in the proof of Theorem
3.2, the set {u ∈ Q(
, 	,, w1, w2, w5) | 	(u)<w2} is nonempty. Next, let u ∈ Q(
, 	,, w1, w2, w5).
Then, we have (u)w1 which implies |uj |0w1, 1jn. It follows from (3.15) that
juj ()
A
D
jw1,  ∈ Z[m− 1, N ], 1jn. (3.46)
Moreover, we have 	(u)w2 or equivalently
j
m−2uj ()w2,  ∈ Z[1, 4], 1jn.
As before, we sum the above relation repeatedly from 1 to (− 1) to get (3.36). A combination of (3.36)
and (3.46) gives
A
D
jw1juj ()= |uj ()|p,  ∈ Z[1, min{4 +m− 2, N}], 1jn. (3.47)
P.J.Y. Wong / Journal of Computational and Applied Mathematics 183 (2005) 108–132 127
Further, we have 
(u)w5 which, by (3.12), leads to (3.37). Now, using (3.16), (3.47), (3.37), (C9), (P),
(Q) and (3.21), we ﬁnd
	(Su) max
1 in
max
k∈Z[1,4]
N∑
=0
G(k, )b()f (u())
= max
k∈Z[1,4]

min{4+m−2,N}∑
=1
G(k, )b()f (u())
+
1−1∑
=0
G(k, )b()f (u())+
N∑
=min{4+m−2,N}+1
G(k, )b()f (u())


< max
k∈Z[1,4]
min{4+m−2,N}∑
=1
G(k, )b()
1
d5
(
w2 − w5d6
q
)
+ max
k∈Z[1,4]

1−1∑
=0
G(k, )b()+
N∑
=min{4+m−2,N}+1
G(k, )b()

 w5
q
= d5 1
d5
(
w2 − w5d6
q
)
+ d6 w5
q
= w2.
Therefore, 	(Su)<w2 for all u ∈ Q(
, 	,, w1, w2, w5).
Next, we shall show that condition (c) of Theorem 2.2 is satisﬁed. We observe that, by (3.16) and
Lemma 3.1(c), for u ∈ C,
(Su)= max
1 in
max
k∈Z[2,3]
i
m−2(Sui)(k)
 max
1 in
max
k∈Z[2,3]
N∑
=0
G(k, )b()f (u())D
N∑
=0
G(, )b()f (u()). (3.48)
Moreover, using (3.16), (C3) and Lemma 3.1(b), we obtain (3.39) for u ∈ C. A combination of (3.39)
and (3.48) yields (3.40). Following a similar argument as in the proof of Theorem 3.2, we get (Su)>w3
for all u ∈ P(
, , w3, w5) with (Su)>w4.
Finally, we shall show that condition (d) of Theorem 2.2 is fulﬁlled. Using (3.16) and Lemma 3.1(c)
again, we see that for u ∈ C,
	(Su) max
1 in
max
k∈Z[1,4]
N∑
=0
G(k, )b()f (u())D
N∑
=0
G(, )b()f (u()). (3.49)
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On the other hand, it follows from (3.16), (C3) and Lemma 3.1(b) that for u ∈ C,
(Su)= min
1 in
min
k∈Z[1,4]
i
m−2(Sui)(k) min
1 in
min
k∈Z[1,4]
N∑
=0
G(k, )ai()f (u())
 min
1 in
min
k∈Z[1,N ]
N∑
=0
G(k, )ai()f (u()) min
1 in
Ai
N∑
=0
G(, )b()f (u()). (3.50)
A combination of (3.49) and (3.50) gives
(Su) min
1 in
A
D
i	(Su), u ∈ C. (3.51)
Let u ∈ Q(
, 	, w2, w5) with (Su)<w1. Then (3.51) leads to
	(Su)
1
min1 in (A/D)i
(Su)<
1
min1 in (A/D)i
w1

1
min1 in (A/D)i
w2
A
D
min
1j n
j = w2.
Thus, 	(Su)<w2 for all u ∈ Q(
, 	, w2, w5) with (Su)<w1.
It now follows from Theorem 2.2 that system (SL) has (at least) three ﬁxed-sign solutions u1, u2, u3 ∈
P(
, w5)= C(w5) satisfying (2.2). Furthermore, (2.2) reduces to (3.43) immediately. 
4. Examples
In this section we shall present examples to illustrate the usefulness of the results obtained in Section
3. The ﬁrst example employs Theorem 3.1, whereas the second example uses the more general Theorem
3.2—here Theorem 3.1 is not applicable.
Example 4.1. Consider the boundary value problem (SL) when
n= 2, m= 4, N = 3, = = = = 2 (4.1)
and the nonlinear term
P1(k, u1, u2)= P2(k, u1, u2)= f (u1, u2)
=


w1
2q
, (u1, u2) ∈ [0, 21w1] × [0, 21w1] ≡ E1,
1
2
(
d
q
+ w2
min{r1, r2}
)
, (u1, u2) ∈
[w2
8
,∞
)
×
[w2
8
,∞
)
≡ E2,
h(u1, u2), (u1, u2) ∈ R2\{E1 ∪ E2},
(4.2)
P.J.Y. Wong / Journal of Computational and Applied Mathematics 183 (2005) 108–132 129
where h(u1, u2) is continuous in each argument and satisﬁes
h(0, u2)= h(21w1, u2)= h(u1, 0)= h(u1, 21w1)= w12q , u1, u2 ∈ [0, 21w1],
h
(w2
8
, u2
)
= h
(
u1,
w2
8
)
= 1
2
(
d
q
+ w2
min{r1, r2}
)
, u1, u2 ∈
[w2
8
,∞
)
,
0h(u1, u2)
1
2
(
d
q
+ w2
min{r1, r2}
)
, (u1, u2) ∈ R2\{E1 ∪ E2} (4.3)
and wi’s and d are as in the context of Theorem 3.1 so that
0<w1<w2<
w2
(A/D)mini=1,2 i
w3d and 21w1<
w2
8
. (4.4)
Taking 1= 2= 1 and the functions a1= a2= b ≡ 1 (this implies 1=2= 1), by direct computation
we have A= 14 , D = 2, q = 4 and r1 = r2 = 23 . Hence, (4.4) reduces to
0< 168w1<w2< 8w2w3d. (4.5)
Let us check the conditions of Theorem 3.1. First, it is clear that (C1)–(C5) are fulﬁlled. Next, condition
(P) is obviously satisﬁed. Note that
w2
min{r1, r2} <
d
q
(this is actually 6w2<d which is true by (4.5)).
Thus, for u1, u2 ∈ [0, (N + m)(m−2)d/(m − 2)!], or equivalently (u1, u2) ∈ [0, 21d] × [0, 21d], from
(4.2) and (4.3) we see that
f (u1, u2)
1
2
(
d
q
+ w2
min{r1, r2}
)
<
1
2
(
d
q
+ d
q
)
= d
q
.
Thus, condition (Q2) is met. Finally, (R) is satisﬁed since for u1, u2 ∈ [(A/D)jw2, (N +M)(m−2)w3/
(m− 2)!], or (u1, u2) ∈ [w2/8, 21w3] × [w2/8, 21w3], we have
f (u1, u2)= 12
(
d
q
+ w2
min{r1, r2}
)
>
1
2
(
w2
min{r1, r2} +
w2
min{r1, r2}
)
= w2
min{r1, r2} .
By Theorem 3.1, the boundary value problem (SL) with (4.1)–(4.3), (4.5) has (at least) three positive
solutions u1, u2, u3 ∈ C such that
‖u1‖<w1, 2u2i (3)>w2, i = 1, 2, ‖u3‖>w1 and min
i=1,2 
2u3i (3)<w2. (4.6)
Example 4.2. Consider the boundary value problem (SL) with
n= 2, m= 3, N = 8, = = = 1, = 2 (4.7)
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and the nonlinear term
P1(k, u1, u2)= P2(k, u1, u2)= f (u1, u2)
=


w2
2d2
, (u1, u2) ∈ [0, 10w2] × [0, 10w2] ≡ E3,
1
2
(
w3
min{d1,1, d1,2}
+ w3
min{r1, r2}
)
, (u1, u2) ∈
[w3
30
,∞
)
×
[w3
30
,∞
)
≡ E4,
l(u1, u2), (u1, u2) ∈ R2\{E3 ∪ E4},
(4.8)
where l(u1, u2) is continuous in each argument and satisﬁes
l(0, u2)= l(10w2, u2)= l(u1, 0)= l(u1, 10w2)= w22d2 , u1, u2 ∈ [0, 10w2],
l
(w3
30
, u2
)
= l
(
u1,
w3
30
)
= 1
2
(
w3
min{d1,1, d1,2} +
w3
min{r1, r2}
)
, u1, u2 ∈
[w3
30
,∞
)
,
0 l(u1, u2)
1
2
(
w3
min{d1,1, d1,2} +
w3
min{r1, r2}
)
, (u1, u2) ∈ R2\{E3 ∪ E4} (4.9)
and wi’s are as in the context of Theorem 3.2 such that
0<w2<w3<
w3
(A/D)mini=1,2 i
w4w5 and 10w2<
w3
30
. (4.10)
Taking 1= 2= 1, a1= a2= b ≡ 1 (this implies 1= 2= 1), and 1= 0, 2= 3, 3= 4, 4= 9, by
direct computation we haveA= 115 ,D=2,p=10w2, q=10w4, q=d2=17, r1=r2=834 , d1,1=d1,2=1123
and d3 = 0. Hence, (4.10) reduces to
0< 300w2<w3< 30w3w4w5. (4.11)
We shall check the conditions of Theorem 3.2. Clearly, (C1)–(C3), (C6) and (C7) are fulﬁlled. Next,
condition (P) is obviously satisﬁed. Note that
min{r1, r2}<min{d1,1, d1,2}<d2 and w3
min{r1, r2} <
w5
q
(this is the sameas1.94w3<w5 which is true by (4.11)).Therefore, foru1, u2 ∈ [0, (N+m)(m−2)w5/(m−
2)!], or (u1, u2) ∈ [0, 11w5] × [0, 11w5], it follow from (4.8) and (4.9) that
f (u1, u2)
1
2
(
w3
min{r1, r2} +
w3
min{d1,1, d1,2}
)
<
1
2
(
w3
min{r1, r2} +
w3
min{r1, r2}
)
= w3
min{r1, r2} <
w5
q
.
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Hence, condition (Q) is met. Finally, (R) is satisﬁed since for u1, u2 ∈ [(A/D) jw3, q], or (u1, u2) ∈
[w3/30, 10w4] × [w3/30, 10w4], we have
f (u1, u2)= 12
(
w3
min{r1, r2} +
w3
min{d1,1, d1,2}
)
>
1
2
(
w3
min{d1,1, d1,2} +
w3
min{d1,1, d1,2}
)
= w3
min{d1,1, d1,2} .
It follows from Theorem 3.2 that the boundary value problem (SL) with (4.7)–(4.9) and (4.11) has (at
least) three positive solutions u1, u2, u3 ∈ C(w5) such that
u1i (k)<w2, k ∈ Z[0, 9], i = 1, 2; u2i (k)>w3, k ∈ Z[3, 4], i = 1, 2,
max
i=1,2 maxk∈Z[0,9] u
3
i (k)>w2 and min
i=1,2 mink∈Z[3,4] u
3
i (k)<w3. (4.12)
Remark 4.1. In Example 4.2, we see that for u1, u2 ∈ [(A/D)jw3, (N +M)(m−2)w4/(m − 2)!], or
(u1, u2) ∈ [w3/30, 11w4] × [w3/30, 11w4],
f (u1, u2)= 12
(
w3
min{r1, r2} +
w3
min{d1,1, d1,2}
)
<
1
2
(
w3
min{r1, r2} +
w3
min{r1, r2}
)
= w3
min{r1, r2} .
Thus, condition (R) of Corollary 3.1 is not satisﬁed. Recalling that Corollary 3.1 is actually Theorem
3.1, Example 4.2 illustrates the case when Theorem 3.2 is applicable but not Theorem 3.1. Hence, this
example shows that Theorem 3.2 is indeed more general than Theorem 3.1.
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