A new range of statistical analysis has emerged in sports after the introduction of the high-resolution player tracking technology, specifically in basketball. However, this high dimensional data is often challenging for statistical inference and decision making. In this article, we employ Hidalgo, a state-of-the-art Bayesian mixture model that allows the estimation of heterogeneous intrinsic dimensions (ID) within a dataset and propose some theoretical enhancements. ID results can be interpreted as indicators of variability and complexity of basketball plays and games. This technique allows classification and clustering of NBA basketball player's movement and shot charts data. Analyzing movement data, Hidalgo identifies key stages of offensive actions such as creating space for passing, preparation/shooting and following through. We found that the ID value spikes reaching a peak between 4 and 8 seconds in the offensive part of the court after which it declines. In shot charts, we obtained groups of shots that produce substantially higher and lower successes. Overall, game-winners tend to have a larger intrinsic dimension which is an indication of more unpredictability and unique shot placements. Similarly, we found higher ID values in plays when the score margin is small compared to large margin ones. These outcomes could be exploited by coaches to obtain better offensive/defensive results.
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• A possession means to be in control of the ball. • The team on offense/attack refers to the team handling the ball with the aim of scoring.
The team on defense is the team preventing the other one from getting points scored. • We refer to a play as one action that starts when the team gets possession of the ball and it ends when they lose it. For example, team A gets a ball possession after team B scores. The play finishes when team A shots and misses and team B gets the rebound. The play encompasses the movements of the players during the possession. Every play has an outcome (e.g. scored, missed, etc). A game is composed of a large number of plays. • Shot chart refers here to the positions in the x and y axes of the 10 players when the shot was taken. This is different from the traditional shot charts that consist only of the location of the player taking the shot. • Trajectory refers to the path followed by a player during a possession.
Specifically, the purpose of this paper is to use Bayesian statistical clustering based on the intrinsic dimension of the data to:
1. assess players' movement complexities in 3-point field-goal, mid-range and close shots; 2. identify the phases in the execution of a play (ball handling, creating space for passing, preparation/shooting and following through); 3. study patterns in shot charts identifying of plays that produce better outcomes; 4. examine if unpredictability in attack and intrinsic dimension are linked to a better performance.
The rest of the article has been divided into three parts. In the next section, we provide an introduction to the intrinsic dimension of the data and describe the data used for analysis. This is followed by the Results section in which we examine players' trajectories followed by an analysis of shot chart data. Finally, Section 4 concludes with a discussion of the findings and limitations.
2. Materials and methods.
2.1. Intrinsic dimension of the data. The ID of a dataset can be defined as the dimension d of the latent manifold in which the statistical units, observed in a D-dimensional space, lie. Generally, we expect some degree of dependency among the variables of a dataset, therefore usually d < D. More formally, we refer to the definition of ID provided by Bishop (1995) : "a set in D dimensions has an intrinsic dimension equal to d if the data lies within a d-dimensional subspace of R D entirely, without information loss." Estimating the ID of a dataset is crucial for subsequent dimensionality reduction analyses. In practice, highdimensional datasets can be projected onto a subspace of smaller dimension without losing much information (Levina and Bickel, 2005; Camastra and Staiano, 2016) . Therefore, the ID gives an indication of the complexity, redundancy and unique features in a dataset.
Several methods for estimating the ID of data have been developed. The literature in this field is vast, but we refer to Campadelli et al. (2015) for a comprehensive review. Recently, Facco et al. (2017) suggested a local model-based ID estimator, exploiting results from Poisson Processes theory. The approach relies on the following results. Consider a dataset of N observations
Moreover, let x (j,i) be the j-th nearest neighbor (NN) of the i-th observation. Consider a distance function d : R D × R D → R + (e.g. the Euclidean distance) and let r ij = d(x i , x (j,i) ) be the distance between the i-th observation and its j-th NN. Then, it can be proven that, if the density of the data points is assumed to be constant on the scale of the second NN,
where d is the ID of the data. Recall that a Pareto random variable X with scale parameter a and shape parameter d is characterized by a density of the following form: Facco et al. (2017) proposed a classical estimator based on a linearized least squared estimator. Allegra et al. (2019) further extend this method, developing a Bayesian mixture model of K Pareto distributions:
(2)
where the vector of mixture weights is modeled with a Dirichlet distribution and the components parameters, i.e. the different IDs, are chosen to be Gamma distributed. Both prior choices are motivated by conjugacy, that greatly simplifies posterior simulation and inference. Notice that, in this manner, we are able to detect heterogeneous IDs in a dataset characterised by multiple hidden manifolds. A set of auxiliary variables, indicating the cluster membership for each observation (i.e. the manifold assignment), z = (z 1 , . . . , z N ) is introduced. Consequently, the first line of (2) is rewritten as:
where δ x (y) is the usual Dirac delta, equal to 1 if x = y, and 0 otherwise. The clustering induced in the data by the latent variable z plays a key role: the observations within each group concur to the estimation of a different value of d zi . The estimation of the manifold assignment is a delicate task. Hence, if the clustering is inaccurate, so is the estimate. Unfortunately, the Pareto densities overlap to a great extent, even for very different values of the shape parameters d: multiple Paretos can be a viable choice for the same data point. This implies that the correctness of the cluster membership is jeopardized. To solve this issue, the authors consider the following additional assumption: the different manifolds are separated in the space, and the neighborhood of a point should be more likely to contain points sampled from the same manifold than points sampled from a different manifold. To reflect this in the statistical model, they add an extra term in the likelihood, modeling the adjacency structure among the data aiming at enforcing local homogeneity.
In detail, the authors introduce the N × N adjacency matrix N (q) . The (i, j) entry N 
where the probabilities ζ 0 , ζ 1 are such that ζ 0 > 0.5 and ζ 1 < 0.5. These inequalities imply that points assigned to the same manifold have more chances to be neighbors. For simplicity, we set ζ 0 = ζ and ζ 1 = 1 − ζ. Denote with N (q) i the i-th row of the adjacency matrix. If we regard the rows of N (q) as independent, the new likelihood can be written as
where ζ ∈ (0.5, 1) is the parameter enforcing uniformity between neighbors (ζ = 0.5 implies no additional term in the likelihood), n in i (z) = j n ij I zj=zi is the number of the q NNs of x i that are clustered together with observation i, N zi is the cardinality of cluster of instances grouped with x i and Z (ζ, N zi ) is the normalizing constant. The resulting likelihood for µ = (µ 1 , . . . , µ n ) is
The number of mixture components is chosen ex-post, adopting some postprocessing procedure. Allegra et al. (2019) compare the average log-posterior estimated over the MCMC sweeps. Alternatively, one could use more complete measures of model comparisons, like DIC, BIC, AICm, BICm, or WAIC. The posterior distribution for the parameters cannot be obtained analytically but is approximated by Markov chain Monte Carlo simulations.
Model Enhancements.
In this article, we suggest two types of enhancements to the work of Allegra et al. (2019) that help to recover more meaningful posterior inference. More precisely, our contribution is twofold. First, we propose to modify the prior on d. Secondly, we suggest to exploit the richness of the MCMC output in a more complete way, recovering an estimate of the ID for each observation. Such an estimate will turn out to be extremely useful to interpret results in the analysed framework. Let us focus on different prior specification for the ID first.
Truncated Prior. It can happen that, especially when D is low, part of the posterior distribution of d zi falls above the maximum dimension D. To correct this issue, we propose to substitute the Gamma prior on d k with a Truncated Gamma over (0, D), i.e.
Alternatively, if we want to include the case where d = D, we can employ the following density, with mixture proportionρ:
Repulsive Prior. Dealing with mixture models could lead to overfitting, in the sense that the model tends to create more components than the ones that are actually needed. Then, in some applications one may observe different clusters of observations characterized by very similar IDs. This distinction, instead of reflecting a real difference in the latent manifold dimensions, could be simply due to noise in the observed data or small curvatures in the latent geometry. To avoid the creations of redundant components and shrink to zero the fluctuations in the estimation, we employ a repulsive density of the following form as in Petralia, Rao and Dunson (2012) :
where ∆ is a suitable distance in R + , g 0 is a univariate density function for d k , and A = {(s, j) : s = 1, . . . , K; j < s}. Instead of specifying the function g as in the aforementioned paper, i.e. g (∆) = exp −τ (∆) −ν with τ, ν > 0, we adopt the following sigmoidal function:
This sigmoidal function is convenient because it allows to directly specify the magnitude of the repulsion. For ν → 0 the sigmoid approaches a step function, where the jump is exactly at τ . In other words, choosing a parameter ν small enough, we can induce a distance of at least τ between the realizations of the vector d. Figure 1 reports some examples of the function g(∆) for different choices of τ and ν.
2.3. Posterior Inference. The main goal of this methodology is to recover meaningful clusters of observations and estimate the IDs therein. We derive the ID on each observation using the following estimators, where T denotes the number of MCMC sweeps: Tracking the chains of parameters actually assigned to each observation via z t i is a simple way to deal with the label switching problem. We are well aware that more complete and involved methodologies have been proposed for handling this non-identifiability issue (Robert, 2010; Rodríguez and Walker, 2014; Celeux, 1998; Sperrin, Jaki and Wit, 2010; Frühwirth-Schnatter, 2011) and we leave the adoption of refinements for future research. Then, let us focus on how to recover meaningful partition. We recover the optimal partition minimizing suitable loss functions, such as the Binder loss or the Variation of Information (Binder, 1978; Wade and Ghahramani, 2015) , computed on the posterior pairwise coclustering matrix between observations. However, the model-based clustering recovered in this way may suffer from the overlapping among the Paretos in the likelihood and consequently might not be reliable. Another simple solution is to derive a clustering structure by inspecting the MCMC posterior median estimates as in Eq.8. To estimate an interesting partition, we can apply classical clustering algorithms such as k-means, where the optimal number of groups can be fixed studying the behavior of cluster quality indexes such as Silhouette (Rosseeuw, 1987) or the Calinski-Harabasz index (Caliński T. and Harabasz J., 1974) .
2.4. Description of the dataset. We used STATS SportVU high-resolution player tracking raw data from the NBA during the season 2015-16. We obtained the play-by-play events description and other statistics from the official website https://stats.nba.com/. The match between event in these two files was verified via manual video annotation of the game available on https://www.youtube.com/. The raw movement data needed curation and manual matching which is time-consuming. Therefore for the purpose of this research, we considered 15 random games (Table 1) .
We carried out several analyses assessing the ID:
1. within plays: It is based on the movement of the players during a ball possession. Section 3.1. 2. between plays: using shot chart data composed by the locations of the players at the moment of the shot. Section 3.3. 3. between games, using also shot chart data as in 2. Section 3.3 We illustrate the application of the ID method using the game between Cleveland Cavaliers (CLE) and the Golden State Warriors (GSW) on the 25 th of December 2015. These teams made it to the final in that season. Fig. 2 shows the locations of the players during the first scored three-point field goal of the game by the video screen-shot (a) and the representation of play obtained from the high-resolution player tracking technology (b). 3.1. ID in the Analysis of Movement Data. In this section, we assess the change in ID within plays produced by players' movement data in the offensive court i.e. after the ball passes the 47-foot central line, which is a current practice e.g. Franks et al. (2015) .
The resolution of each play is reduced from 25 frames/second to 2.5 for faster computation without losing a substantial amount information. Frame 1 corresponds to the first timestamp during the play and the number of frames in a play is based on the duration. See the animation of the play from Fig. 2 in https://github.com/EdgarSantos-Fernandez/ id_basketball. Data and the R codes for the ID computation can be found also in this repository.
A simulation study was carried out to assess the impact of the three priors on the posterior ID values. We found consistent results in the posterior ID median regardless of the prior as we show in Fig. 15 . Similarly, the results were stable independently of the number of chosen components (K). For example, Fig. 3 illustrates the evolution of the ID within a play for K = 3, 4 and 5. From this point on we use the repulsive variant in our analysis with K = 3. We analyzed all the plays during the GSW vs CLE game mentioned above computing the posterior ID distributions. In Fig. 4a we show the trajectory of the 3 players involved in the play illustrated in Fig. 2 . In this play, Irving crosses the center line dribbling and in frame 7 the players start seeking space receiving the pass. In frame 13 the ball goes to Love who passed to Smith and this one executed a three-pointer in frame 19. Fig. 4b gives the heatmap of the posterior similarity matrix obtained from the Bayesian ID estimation algorithm using the locations (x, y) of the 10 players in the court. The line plot on top of Fig. 4b represents the progression of the median ID across the 24 frames of play. The evolution in ID captures changes in movement dynamics and complexities within a play. We note a spike in the ID value produced in stamp 7. As expected consecutive frames are highly clustered since players tend to preserve the momentum in short intervals of times, but some interesting changes can be observed as in frame 7 and 15. With this approach we can identify the stages: ball handler crossing the center line (frames: 1-6), creating space for passing (frames: 7-12), preparation/shooting (frames: 17-20) and following through (frames: 21-24). Another example of movement analysis during a driving bank 2-points shot by Kyrie Irving is presented in Appendix B.
(a) Movement of three players and the ball during a play. Possessions, where players move in the same direction, tend to have a smaller median ID value, while higher values are generally obtained in multi-directional trajectories and complex plays. We illustrate this principle in the following example. We consider three simple plays (idn = 23, 25, 96) and three complex (idn = 355, 477, 308) , where idn is the play identification number. The median ID value across these plays is given in Fig. 5 . Simple plays are in general shorter where the players reach easily the painted zone without much resistance. Fig. 6a and 6b show an example the trajectories of the five players on attack plus the ball in plays 96 and 308. A link to the video is also provided.
We performed a further analysis based on the Euclidean distance (δ) from the player taking the shot to the hub. Three shot groups were defined as follows:
• short distance shots (dunks, tips, etc.). Where δ < 6 feet.
• mid-range shots (short and long two-points shots). Where 6 δ < 22 feet. • 3-points shots (shots from behind the line). Where δ 22 feet.
Additionally, possessions were divided into two groups: short and long duration. We used the cut-off of 12.5 seconds measured from the moment the ball crosses the center line. Fig. 7 gives the posterior median of the ID value for the game CLE vs GSW. The x-axis represents the frame number (2.5frames/second). Overall, the ID shows patterns of spikes and declines during the execution of the play. Short possessions tend to have a peak in ID around frames 10-15 (≈ 4-6 seconds after the ball reaches the offensive court.) However, for long possession times, the ID reaches the pinnacle at approximately seconds 6-8 or between frames 15-20.
Speed and angle.
A potential limitation of the analysis of movement data is that the player locations at time t are not independent of the locations at time t − 1, t − 2, etc. We extended the analysis using the Euclidean distance traveled at every timestamp (speed) by each player and the angle of the trajectory between timestamps. In both cases the original dimension D = 10.
Let y and x be the positions in the vertical and horizontal axis on the offensive side of the basketball court respectively. The subscript t represents the time stamp of a play. The speed s (as distance per unit of time) and the angle θ are then: s t = (y t+1 − y t ) 2 + (x t+1 − x t ) 2 and θ t = tan −1 ((y t+1 − y t ) / (x t+1 − x t )).
The posterior median of the ID of the speed and angle datasets are shown in Fig. 8 . We note a gradual increase in ID on the speed from frames 1 to 20 after which it stabilizes. The Posterior medians and 95% credible intervals of the ID during the shots taken by both teams. We consider three distance categories (dist_cat) short, mid-range and 3-points attempts as well as short (left column) and long duration (right column) possessions (t 12.5 and t > 12.5 seconds respectively).
players' directions exhibit different behavior, with a sustained increase during the execution of the play. 3.3. ID analysis of shot charts. From each play, we inferred the locations of the players at the moment of the shoot. This point in time was obtained using the z coordinate of the ball (radius). We selected the events = {ShotMissed, ShotMade} and the location of the ball was not considered in the ID estimation.
3.3.1. Two teams approach. We compute the intrinsic dimension using the shot chart data from the home and away teams. We split the data into two sets as follows: (1) field goals shots taken when the home team (e.g. GSW) is attacking and the away team (CLE) is on defense; and (2) field goals shots from the away team (CLE) on attack and the home team on defense (GSW). The number of rows of each dataset is the number of attempted field shots. The number of columns represent the original dimension of the data i.e. D is 20 (2 players' coordinates (x and y) × 5 players × 2 teams). The intrinsic dimension for the set of players (5 vs 5) corresponds to the number of independent directions in which the 20-dimensional points are embedded.
In Fig. 9 we show a heatmap of the posterior similarity matrix for the plays where CLE was on attack and GSW on defense. Columns and rows were reordered based on hierarchical clustering so that plays with similar probabilities of belonging to a certain cluster tend to be grouped. The labels in the x axis represent the game event. Three main clusters are identified (in yellow color representing high probability), with approximately equal number of plays. For example, idn = 15 is the play shown in Fig. 9 . The right hand side dot plot shows the outcome of each of the field goals. Missed shots (0) are in orange color and shot that were made (1) are in green. We note a large number of unsuccessful plays in cluster 1 (id = 47-112).
Equally from the same game we have the field goal plays by GSW, which are represented in Fig. 10. Cluster 2 (39, 200, . . . , 486) represents a group of plays where GSW had probability of success (22%), which is well below the other clusters. Table 2 contains the probability of success per shot type (short, mid-range and 3-points) and the median ID value for both teams.
TABLE 2
Probability of success when each team is on attack per type of shot (short, mid-range and 3-points). In the season, CLE had a probability of scoring of 0.362 in 3-points and 0.514 in 2 points shots. GSW's probability of scoring in 3 and 2 points shots was 0.416 and 0.528 respectively. We computed the ID values for the shots taken during 15 games of the season. Although the number of games is relatively small, there seems to be a positive association between the overall posterior median of the intrinsic dimension and the game outcome. The boxplots in Fig. 11 show the ID for winning and losing teams. Each game is represented by a gray line connecting both teams from the left to the right boxplot. The solid line signals the games where a significant difference was found between the posterior medians using a Mann-Whitney test. The dashed line represents no evidence showing differences between the teams. In six of these games, the winner had a greater intrinsic dimension. In six, there was no difference in the ID between winners and losers and in three cases the losers had higher ID values. Plays generally follow the path of less resistance. We argue that plays tend to have an increased movement complexity when the difference in the score is small, usually as a result of a tighter defense. In Fig. 12 we show the distributions of the ID's posterior medians for different score margins categories {small(0-5 points), medium(6-10 points), large(11-15 points) and huge(>=16 points)}. Pairwise comparisons using the Wilcoxon rank sum test shows evidence supporting the argument that the smaller score margin the greater the ID and the complexity.
TABLE 3
Pairwise comparisons (p-values) of the distributions of the ID for different scoring margins based on the Wilcoxon rank sum test. The alternative hypothesis is: the category in the rows has greater median ranks than the one in the columns. huge(>=16) large(11-15) medium(6-10) large (11) (12) (13) (14) (15) 0.285 medium(6-10)
<0.0001 3.4. Individual Team Approach. We ran a similar analysis for individual datasets comprising the locations of the 5 players from each team in attack and then when they are in a defensive role. In this case the dimension is D = 10 (location in x and y × 5 players). This analysis yields for each team clusters of shot charts plays with a low and a high return in offense and defense. Fig 13 shows the posterior similarity heatmaps of the plays by GSW. On each of the plots, we defined three clusters. For instance, in subfigure (a) finding cluster 1 in the x-axis, we find that plays 59, 1,. . . , 23 and 3 have a large probability of belonging to this cluster (in yellow color). The outcome of each play is represented in the dot plot on the right-hand side. Table 5 gives the proportion of successful plays in the clusters. 56% of these offensive shots in cluster 1 (a) were successful. Similarly, only 16.7% of the attacking plays in the second cluster were scored.
In (b), we show the clusters from the defensive placements of GSW. For example, cluster 3 shows a poor defensive outcome for GSW, allowing 55% scoring by CLE.
Furthermore in Fig 14 we present the posterior similarity of CLE in attack (a) and defense (b). From (b) cluster 3 contains six plays where the defense by CLE was ineffective allowing 83% success for GSW.
4. Discussion and conclusions. The advent of sports tracking technology is flooding sports analytics and sports science with large datasets (Lazar, 2014) . Especially in basketball, massive datasets are generated on each game, making increasingly challenging and laborious for individual analysis and for making meaningful inferences of players/teams performance and for obtaining competitive advantages. As a result, researchers and practitioners are resorting to multivariate statistical analysis so that high dimensional data can be reduced, handled and interpreted more conveniently.
The purpose of the current study was to present a different perspective in the analysis of high-resolution player tracking data from the NBA.
We used the intrinsic dimension of the player's positions (x, y) in Cartesian coordinates to:
• determine different stages in the execution of offensive actions. • identify clusters in shot chart data. • compare and assess the relationship between intrinsic dimension and game performance.
We employed a local model-based approach for ID estimation developed by Allegra et al. (2019) because it has been found to be fast and accurate. We have proposed different enhancements, ranging from the choice of more meaningful prior distributions to a better postprocess- ing of the MCMC output. The results show that using this Bayesian clustering approach we can satisfactorily identify plays with a lower and higher than average return. Our method could help coaches to plan more effective attacking and defensive plays. Higher games' median ID values were found to be linked to a higher play uncertainty in the attack. This results are in line with previous findings, see e.g. Hobbs et al. (2018) that discusses ball entropy. We also found that a larger ID in shot charts is positively associated with winning games. This claim needs to be validated using a larger sample size though.
This approach also enhances our understanding of how players' moving tactics impact the outcome of a play. Stages like ball handling, creating space for passing, shooting and following through have different characteristics and can be identified using the coclustering matrix along with the median ID curve. An increase in ID values was found when the players are creating an opportunity for passing and shooting. This is expected as players on attack tend to move with larger uncertainty and entropy using for example screen actions. Similarly, plays show a decline in ID near the end when the players are following through shots or returning to the opposite part of the court.
This Bayesian approach could complement manual video game analysis, providing effective and fast clustering. In addition, these analyzes can be easily extended to other sports like football and rugby that have implemented player tracking technology. However, we are well aware of some of the limitations of this approach. First, the choice of K, the number of mixture components, does not take into account any form of uncertainty. We are working on a Bayesian nonparametric extensions to solve this issue, such as Dirichlet Process Mixture models (Antoniak, 1974; Escobar and West, 1995) . Moreover, the analysis of how the ID changes across time frames provides remarkable results, but does not satisfy the hypothesis of independence across the observation. This issue paves the way to an interesting research path, where the model-based ID estimation framework can be combined with Hidden Markov Models (Baum and Petrie, 1966) . Further research should be undertaken to assess the link between intrinsic dimension and issues like player energy consumption & fatigue, movement dynamics.
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