Abstract. In this paper, we considered the isentropic Navier-Stokes equations for compressible fluids with density-dependent viscosities in R 3 . These systems come from the Boltzmann equations through the Chapman-Enskog expansion to the second order, cf. [18] , and are degenerate when vacuum appears. We firstly establish the existence of the unique local regular solution (see Definition 1.1 or [12] ) when the initial data are arbitrarily large with vacuum at least appearing in the far field. Moreover it is interesting to show that we could't obtain any global regular solution that the L ∞ norm of u decays to zero as time t goes to infinity.
Introduction
Our model is motivated by the physical consideration that in the derivation of the Navier-Stokes equations from the Boltzmann equations through the Chapman-Enskog expansion to the second order, cf. [18] , the viscosities are not constants but depend on temperature. In particular, the viscosities of gas are proportional to the square root of the temperature for hard sphere collision. For isentropic flow, this dependence is reduced into the dependence on density by the laws of Boyle and Gay-Lussac for ideal gas. So the compressible isentropic Navier-Stokes equations (CINS) with degenerate viscosities in R 3 can be written as ρ t + div(ρu) = 0, (ρu) t + div(ρu ⊗ u) + ∇P = divT.
(1.1)
We look for local strong solution with initial data (ρ, u)| t=0 = (ρ 0 (x), u 0 (x)), x ∈ R 3 , ( 2) and far field behavior (ρ, u) → (0, 0) as |x| → ∞, t > 0. (1.3) In system (1.1), x ∈ R 3 is the spatial coordinate; t ≥ 0 is the time; ρ is the density; u = (u (1) , u (2) , u (3) ) ⊤ ∈ R 3 is the velocity of fluids; we only study the polytropic fluid, so the pressure P has the following form
where A is a positive constant, γ is the adiabatic index. T is the stress tensor given by 5) where I 3 is the 3 × 3 unit matrix, µ(ρ) = αρ is the shear viscosity, λ(ρ) = ρE(ρ) is the second viscosity, where the constant α and function E(ρ) satisfy α > 0, 2α + 3E(ρ) ≥ 0, and E(ρ) ∈ C 1 (R + ).
(1.6)
For example, we can choose µ = ρ and λ(ρ) = ρ b for any b ≥ 1. When the initial density has positive lower bound, the local existence of classical solutions for (1.1)-(1.2) follows from a standard Banach fixed point argument due to the contraction property of the solution operators of the linearized problem, c.f. [28] . However, when the density function connects to vacuum continuously, this approach is not applicable for our system (1.1) due to the degeneracies caused by vacuum. Generally it cannot be avoided when some physical requirements are imposed, such as finite total mass and energy in the whole space R 3 , because at least we need that ρ(t, x) → 0, as |x| → +∞.
When (µ, λ) are both constants, for the existence of 3D solutions of the isentropic flow with arbitrary data, the main breakthrough is due to Lions [19] , where he established the global existence of weak solutions in R 3 , periodic domains or bounded domains with homogenous Dirichlet boundary conditions provided γ > 9/5. The restriction on γ is improved to γ > 3/2 by Feireisl [6] [7] [8] . Recently in Cho-Choe-Kim [4] [5] , via introducing the following initial layer compatibility condition:
for some g ∈ L 2 , a local theory for arbitrarily large strong solutions was established successfully; see also [23] . And Huang-Li-Xin [11] obtained the global well-posedness of classical solutions with small energy and vacuum to Cauchy problem for isentropic flow. When (µ, λ) are both dependent of ρ as shown in the following form:
where δ 1 > 0, δ 2 > 0, α > 0 and β are all real constants, system (1.1) has received a lot of attention recently, see [1] [2] [3] [17] [22] [27] [34] . However, except for the 1D problems, there are still only few results on the strong solutions for the multi-dimensional problems because of the possible degenerency for the Lamé operator caused by the initial vacuum. This degeneracy gives rise to some difficulties in the regularity estimate because of the less regularizing effect of the viscosity on solutions. This is one of the major obstacles preventing us from utilizing a similar remedy proposed by Cho et. al. for the case of constant viscosity coefficients. However, recently in 2D space, Li-Pan-Zhu [12] has obtained the existence of the unique local classical solutions for system (1.1) under the assumptions ρ 0 → 0, as |x| → ∞ and δ 1 = 1, δ 2 = 0 or 1, α > 0, α + β ≥ 0, (1.8)
but the vacuum cannot appear in any local point. And in [13] , they also proved the existence of the unique local classical solutions for system (1.1) under the assumption 1 < δ 1 = δ 2 < min 3, γ + 1 2 , α > 0, α + β ≥ 0 with initial vacuum appearing in some open set or the far field.
In this paper, we generalize the 2D existence result obtained in [12] to R 3 in H 2 space and assume (1.6) instead of (1.7)-(1.8). Moreover, we will show an very interestring phenomenon that that it is impossible to obtain any global regular solution that the L ∞ norm of u decays to zero as time t goes to infinity.
Throughout this paper, we adopt the following simplified notations for the standard homogeneous and inhomogeneous Sobolev space:
A detailed study of homogeneous Sobolev space may be found in [9] . First we introduce the definitions of regular solutions and strong solutions to Cauchy problem (1.1)-(1.3). Via introducing the new variable c(t, x) = √ Aγρ
where L is the so-called Lamé operator given by
and terms Q(c, u), E(c) are given by
Similar to [12] , the regular solution is defined via: Definition 1.1 (Regular solutions to Cauchy problem (1.1)-(1.3)). Let T > 0 be a finite constant. (c, u) is called a regular solution to Cauchy problem
This definition for regular solutions is similar to that of Makio-Ukai-Kawashima [25] , which studied the local existence of classical solutions to non-isentropic Euler equations with initial data arbitrarily large and inf ρ 0 = 0. Some similar definitions can also be seen in [12] 
Remark 1.1. It is obvious that conditions (B) or (B1) mean that the vacuum must appear at least in the far field.
Now we give the main existence results of this paper: Theorem 1.1 (Existence of the unique local regular solution).
If the initial data (c 0 , u 0 ) satisfies the regularity condition
then there exists a small time T * and a unique regular solution (c, u) to Cauchy problem
Remark 1.2. We remark that (1.10) identifies a class of admissible initial data that provides unique solvability to our problem (1.1)-(1.3). On the other hand, this set of initial data contains a large class of functions, for example,
where σ > max{1,
According to the conclusions obtained in Theorem 1.1 and the standard quasi-linear hyperbolic equations theory, we quickly have the following result: Corollary 1.1 (Existence of strong solutions). Let 1 < γ ≤ 2 or γ = 3. Then the regular solution obtained in Theorem 1.1 is indeed the strong solution to Cauchy problem (1.1)-(1.3).
Next, we will show some interesting phenomenon which tells us that there does not exist any global regular solution to Cauchy problem (1.1)-(1.3) with the L ∞ norm of velocity u decaying to zero as time goes to infinity. Let However, via combining the arguments used in this paper and [12] in R 2 , we can also have the similar conclusions obtained above in H 2 space:
then there exists a time T * > 0 and a unique regular solution (ρ, u) to the Cauchy problem
(1.12)
Moreover, if 1 < γ ≤ 3, we also have
The rest of this paper is organized as follows. In Section 2, we give some important lemmas that will be used frequently in our proof. In Section 3, we prove the existence of the unique regular solution shown in Theorem 1.1 via establishing some a priori estimates which are independent of the lower bound of c, and these estimates can be obtained by the approximation process from non-vacuum to vacuum. In Section 4, based on the conclusions obtained in Section 3, we give the proof for our main result: the local existence of strong solutions to the original problem (1.1)-(1.3) shown in Corollary 1.1. Finally, in Sections 5, we will show the non-existence of global solutions with L ∞ decay on u.
Preliminary
In this section, we show some important lemmas that will be frequently used in our proof. The first one is the well-known Gagliardo-Nirenberg inequality.
Lemma 2.1. [16] For p ∈ [2, 6], q ∈ (1, ∞), and r ∈ (3, ∞), there exists some generic constant C > 0 that may depend on q and r such that for
we have
Some common versions of this inequality can be written as
2)
The second one can be seen in Majda [24] , here we omit its proof.
Lemma 2.2.
[24] Let constants r, a and b satisfy the relation
, then we have
3)
where C s > 0 is a constant only depending on s.
Based on harmonic analysis, we introduce a regularity estimate result for the following elliptic problem in the whole domain R 3 :
where C depending only on p. Moreover, if f = div h, then we also have
Proof. The proof can be obtained via the classical harmonic analysis [31] .
Finally, the last one is some result obtained via the Aubin-Lions Lemma.
Lemma 2.4.
[30] Let X 0 , X and X 1 be three Banach spaces with X 0 ⊂ X ⊂ X 1 . Suppose that X 0 is compactly embedded in X and that X is continuously embedded in X 1 .
Then F is relatively compact in C(0, T ; X).
Existence of the unique regular solutions
In this section, we will give the proof for the existence of the unique regular solutions shown in Theorem 1.1 by Sections 3.1-3.4. 
where ψ = 2θ∇c/c and
The initial data is given by
We assume that
where
Moreover, we assume that u 0 = v(t = 0, x). Then we have the following existence of a strong solution (c, ψ, u) to (3.1)-(3.5) by the standard methods at least in the case that the initial data is away from vacuum. 
where δ is a positive constant.
Proof. Firstly, the existence of the solution c to (3.1) 1 can be obtained essentially via Lemma 6 in [5] via the standard hyperbolic theory. And c can be written as
(3.8)
So we easily know that there exists a positive constant δ such that c ≥ δ. Secondly, due to c ≥ δ, we quickly obatin that
Finally, based on the regularity of c and ψ, the desired conclusions for u can be obtained from the linear parabolic equations
via the classical Galerkin methods which can be seen in [4] [5], here we omit it.
3.2. A priori estimate. In this section, we assume that (c, ψ, u) is the unique strong solution to (3.1)-(3.5), then we will get some a priori estimates which are independent of the lower bound δ of c 0 . Now we fix a positive constant c 0 large enough that
for some time T * ∈ (0, T ) and constants
The constants b i (i = 1, 2, 3) and time T * will be determined later and depend only on b 0 and the fixed constants α, A, γ and T . Moreover we denote 1
a nondecreasing and continuous function, which only dependes on E(·) and the fixed constants α, A, γ and T . First, we give some estimates for c. Throughout this and next two sections, we denote by C a generic positive constant depending only on fixed constants α, A, γ and T .
Lemma 3.2 (Estimates for c).
Proof. From stand energy estimate theories introduced in [5] , we easily have
Therefore, observing that
The estimate for c t follows from the following relation
Due to 1 < γ ≤ 3 and E(ρ) ∈ C 1 (R + ), then we quickly know that
So the desired estimates for E(c) follows quickly from the estimates on c.
Next, we give some very important estimates for ψ. Due to
∇φ/φ, and φ ≥ δ, from (3.1) 1 we deduce that ψ satisfies
A direct calculation shows that
in distribution sense, then the above Cauchy problem can be written as
otherwise a l ij = 0, and B = (∇v) ⊤ , which means that (3.12) is a positive symmetric hyperbolic system, then we have the following a priori estimate for ψ via the stand energy estimate theory for positive symmetric hyperbolic system. This lemma will be used to deal with the degenerate Lamé operator when vacuum appears for our reformulated system. Lemma 3.3 (Estimate for ψ).
Proof. According to the proof of Lemma 3.1, we know that ψ has the following regualrity
So, let ς = (ς 1 , ς 2 , ς 3 ) ⊤ (|ς| = 1 and ς i = 0, 1), differentiating (3.12) ς−times with respect to x, we have
(3.13)
Multiplying (3.13) by 2D ς ψ and integrating over R 3 , because A l (l = 1, 2, 3) are symmetric, we easily deduce that
Then let r = a = 2, b = ∞ when |ς| = 1 in (2.4), we easily have
let r = b = 2, a = ∞ when |ς| = 1 in (2.4), we easily have
Combining (3.14)-(3.16) and Lemma 2.1, we have
According to Gronwall's inequality, we have
Due to the following relation 17) combining with the Lemma 2.1, we easily have, for 0 ≤ t ≤ T 1
Now we give the estimates for the lower order terms of the velocity u.
Lemma 3.4 (Lower order estimate of the velocity u).
. Proof. Multiplying (3.1) 2 by u and integrating over R 3 , then we have
According to Hölder's inequality, Lemma 2.1 and Young's inequality, we have
(3.19)
Then we have 1 2
). Next, in order to obtain the higer order regularity estimate for the velocity u, we need to introduce the effective viscous flux F and vorticity ω to deal with the c-dependent Lamé operator (see (3.2)), which can be given as 22) then in the sence of distribution, the momentum equations (3.1) 2 can be written as
So we immediately have
Lemma 3.5 (Higher order estimate of the velocity u).
Step 1. Via the standard elliptic estimate shown in Lemma 2.5 and (3.24), we immediately obtain
where we have used the fact that divu = F + θc 2 − θ(c ∞
Then via Young's inequality, we have
Again from Lemma 2.5, we also have 
(3.28)
Step 2 (Estimate for |∇u| 2 ). Multiplying (3.1) 2 by u t and integrating over R 3 , we have
According to Hölder's inequality, Lemma 2.1, Young's inequality and (3.28),
where ǫ is a sufficiently small constant. Combining (3.28) and (3.29)-(3.30), via letting ǫ sufficiently small, we have
From Gronwall's inequality, we have
, which, along with (3.28), implies that
Lemma 3.6 (Higher order estimate of the velocity u).
We consider the estimate for |u t | 2 . First we differential (3.1) 2 with respect to t:
Then multiplying (3.33) by u t and integrating over R 3 , we have
According to Hölder's inequality, Lemma 2.1 and Young's inequality,
For the last term on the right side of (3.34), we have
We firstly consider the term:
where we have used the fact that
And for the second term:
Combining (3.34)-(3.40), we have 1 2
Integrating (3.41) over (τ, t) (τ ∈ (0, t)) for 0 < t ≤ T 3 , we have According to the momentum equations (3.1) 2 , we have
Then via the assumptions (3.5)-(3.6), we easily have
So letting τ → 0 in (3.42), via Gronwall's inequality, we have
Step 3. Finally, we consider the estimate of the higher order terms. From the classical estimates for elliptic system in Lemma 2.3, and (3.28) we easily have, for 0 ≤ t ≤ T 4 ,
3 ).
(3.46)
Again from Lemma 2.5 and (3.23), we also have
3 ), which, together with (3.45)-(3.46), immediately implies the desired estimate for |u| D 3 .
Then combining the estimates obtained in Lemmas 3.2-3.6, we have 
then we deduce that 
(3.50)
And we also have ∂ i ψ (j) = ∂ j ψ (i) in the distribution sense for (i, j = 1, 2, 3). Moreover, (c, ψ, u) also satisfies the local a priori estimate (3.49).
Proof.
Step 1. Existence. We firstly define c δ0 = c 0 + δ, and ψ δ0 = 2θ∇c 0 /(c 0 + δ)
for each δ ∈ (0, 1). Then according to the assumption (3.9), for all sufficiently small δ > 0,
Therefore, corresponding to (ρ δ0 , u 0 , ψ δ0 ) with small δ > 0, there exists a unique strong solution (c δ , u δ , ψ δ ) to the linearized problem (3.1)-(3.5) satisfying the local estimate (3.49) obtained in the above section.
By virtue of this uniform estimate (3.49), we know that there exists a subsequence of solutions (c δ , u δ , ψ δ ) converges to a limit (c, u, ψ) in weak or weak* sense. (3.51)
And for any R > 0, due to the compact property in Lemma 2.4 (see [30] ), there exists a subsequence of solutions (c δ , u δ , ψ δ ) satisfy:
where B R is a ball centered at origin with radius R. Combining the lower semi-continuity of norms, the weak or weak* convergence of (c δ , u δ , ψ δ ) and (3.52), we know that (c, u, ψ) also satisfies the local estimate (3.49). Then via the local estimate (3.49), the weak or weak* convergence in (3.51) and strong convergence in (3.52), in order to make sure that (c, u, ψ) is a weak solution in the sense of distribution to the linearized problem (3.1)-(3.5) satisfying the regularity
we only need to make sure that
The proof for (3.54) 1 is easy, so we only need to consider (3.54) 2 . When supp x ξ(0, x) ∩ {x ∈ R 3 |c 0 (x) = 0} = ∅, then due to c 0 ∈ H 2 (R 3 ) ⊂ C(R 3 ), there must exists a positive constant δ 0 such that
which immedaitely implies that
where |supp x ξ(0, x)| means the 3D Lebesgue measure of supp x ξ(0, x). And when supp x ξ(0, x) ∩ {x ∈ R 3 |c 0 (x) = 0} = ∅,
Then for every n ≥ 1, we have which, together with (3.56), implies that (3.54) holds. Moreover, from the conclusions obtained in this step, we also know that even vacuum appears, ψ satisfies ∂ i ψ (j) = ∂ j ψ (i) (i, j = 1, 2, 3) and the following positive and symmetric hyperbolic system in the distribution sense:
Step 2. The uniqueness and time continuity for (c, ψ, u) can be obtained via the same arguments used in Lemma 3.1.
3.4.
Proof of Theorem 1.1. Our proof is based on the classical iteration scheme and the existence results obtained in Section 3.3. Let us denote as in Section 3.2 that
3 ) be the solution to the linear parabolic problem
Then taking a small time T * * ∈ (0, T * ], we have
(3.60)
Step 1. Existence. Let v = u 0 , we can get (c 1 , ψ 1 , u 1 ) as a strong solution to problem (3.1)-(3.5). Then we construct approximate solutions (c k+1 , ψ k+1 , u k+1 ) inductively, as follows: assuming that (c k , ψ k , u k ) was defined for k ≥ 1, let (c k+1 , ψ k+1 , u k+1 ) be the unique solution to problem (3.1)-(3.5) with v replaced by u k as following:
where the operator
. Via the estimates shown in Section 3.3, we quickly deduce that the sequences of solutions (c k , ψ k , u k ) satisfy the uniform a priori estimate (3.49). The next task is to prove the strong convergence of the full sequence (c k , ψ k , u k ) of approximate solutions to a limit (c, ψ, u) satisfying (1.12) in the sense of H 1 . Let
where Υ k 1 and Υ k 2 are defined via
Firstly multiplying (3.62) 1 by 2c k+1 and integrating over R 3 , we have
which means that (0 < η ≤ min
, and
, where C η is a positive constant depending on η and constant C. Next, differentiating (3.62) 1 ζ-times (|ζ| = 1) with respect to x, multiplying the resulting equation by 2D ζ c k+1 and integrating over R 3 , we have
2 , and
(3.65)
Secondly, multiplying (3.62) 2 by 2ψ k+1 and integrating over R 3 , we have
(3.66) From Hölder's inequality, it is easy to deduce that
(3.68)
Thirdly, multiplying (3.62) 3 by 2u k+1 and integrating over R 3 , we have
which implies that
and we also have
Next, differentiating (3.62) 3 ζ-times (|ζ| = 1) with respect to x, multiplying the resulting equation by D ζ u k+1 and integrating over R 3 , we have
Then from integration by parts, Lemma 2.1 and Hölder's inequality,
According to Young's inequality and (3.70)-(3.71), we have
and we have
. Then combining (3.69) and (3.72), we easily have
We can choose η > 0 andṪ ∈ (0, T ǫ ) small enough such that
, and exp( C ηṪ ) = 2.
Then we easily have
which means that the full consequence (c k , ψ k , u k ) converges to a limit (c, ψ, u) in the following strong sense:
where B R is a ball centered at origin with radius R, and R > 0 can be arbitrarily large. Due to the local estimate (3.49) and the lower-continuity of norm for weak or weak * convergence, we also have (c, ψ, u) satisfies the estimate (3.49). According to the strong convergence in (3.74), it is easy to see that (c, ψ, u) is a weak solution in the distribution sense with the regularity (3.53). So we have given the existence of the strong solution.
Step 2. Uniqueness. Let (b 1 , ψ 1 , u 1 ) and (b 2 , ψ 2 , u 2 ) be two strong solutions to Cauchy problem (3.1)-(3.5) satisfying the uniform a priori estimate (3.49). We denote that
Then according to (1.9), (c, ψ, u) satisfies the following system
where Υ 1 and Υ 2 are defined via
Via the same method used in the derivation of (3.63)-(3.69), let Then via Gronwall's inequality, the uniqueness follows from c = ψ = u = 0.
Step 3. The time-continuity of the classical solution. It can be obtained via the standard method used in the proof of Lemma 3.1 (see [5] ).
Existence of the local strong solution
Based on the conclusions obtained on Theorem 1.1, we will give the proof for the local existence of strong solutions to the original Cauchy problem (1.1)-(1.3) .
Proof. We first give the proof for the case 1 < γ ≤ 2. From Theorem 1.1, we know there exists a time T * > 0 such that the Cauchy problem has a unique regular solution (c, ψ, u) satisfying the regularity (1.12), which means that
According to transformation
and 2θ ≥ 2 due to 1 < γ ≤ 2, it is easy to show that
, we get the continuity equation (1.1) 1 :
, from the linear qusilinear hyperbolic equation theory, we immediately have
, we get the momentum equations (1.1) 2 :
That is to say, (ρ, u) satisfies the compressible isentropic Navier-Stokes equations (1.1) a.e. in (0, T * ] × R 3 and has the regularity (1.12) with
From the continuity equation and Lemma 6 in [5] , it is easy to get that the solution ρ is represented by the formula ρ(t, x) = ρ 0 (U (0; t, x)) exp t 0 divu(s, U (s; t, x))ds , which, together with ρ 0 ≥ 0, immediately implies that
In summary, the Cauchy problem (1.1)-(1.3) has a unique strong solution (ρ, u). Finally, when γ = 3, we quickly have the relation ρ(t, x) = 1 √ Aγ c(t, x), via the same argument used in the case 1 < γ ≤ 2 as above, the same conclusions will be obtained.
No-existence of global solutions with L ∞ decay on u
In order to prove the phenomenon shown in Theorem 1.2, firstly we need to introduce some physical notations:
Based on the existence theory established in Theorem 1.1 and the additional initial conditions in Theorem 1.2, we can show that there exists a unique regular solution (ρ, u)(t, x) on [0, T ] × R 3 which has finite mass m(t), finite momentum P(t), finite kinetic energy E k (t). Actually, due to 1 < γ ≤ 2, we have m(t) = Secondly, we give the following lemmas which are the revised versions for the constant viscosity case [29] . Proof. According to the momentum equations, we immediately deduce that
We first claim that Next we prove that G R is a uniformly continuous function with respect to R, let 0 < R 1 < R 2 < ∞ be two constants, we have
where |B R 2 /B R 1 | is the three-dimensional Lebesgue measure.
At last, if lim
we know that there exists a constant ǫ 0 > 0, for arbitrarily large R > 0, there exists a constant R 0 > R such that G R 0 ≥ ǫ 0 . Due to the uniform continuity, we know that there exists a small constant η > 0 such that
which means that
It is obvious that, for sufficiently large i, there always exists some j ≥ i such that Similarly, we also can get the conservation of mass, the proof is similar without essential modifications, here we omit it.
Lemma 5.2. Let 1 < γ ≤ 2 and (ρ, u) be the regular solution obtained in Theorem 1.1 with the additional initial conditions shown in Theorem 1.2, there exists a unique lower bound C 0 which has no dependent on t for E k (t) such that E k (t) ≥ C 0 > 0 for t ∈ [0, T ].
Proof. Due to Hölder's inequality and momentum equations, we deduce that |P(0)| =|P(t)| ≤ Remark 5.1. The positive lower bound of the total kinetic energy E k (t) will play an key role in the proof of the corresponding non-existence of global regular solutions with L ∞ decay on u, which is essentially obtained via the conservation of the momentum based on the regularity of regular solutions. The same conclusions can't be obtained for the strong solutions shown in [4] or [5] because of the different mathematical structure, even if the initial mass density and velocity are both compactly supported. In this sense, the definition of regular solutions with vacuum is consistent with the physical background of the compressible Navier-Stokes equations.
Next we give the proof for Theorem 1.2:
Proof. Combining the definition of E k (t) and Lemmas 5.1-5.2, we easily have Then we quickly obtain the desired conclusion as shown in Theorem 1.2.
