Abstract. An improved differential evolution algorithm using adaptive multiple mutation strategies (IMMSDE) is proposed to solve the economic load dispatch (ELD) problems with or without valvepoint effects (VPE). Unlike classical differential evolution (DE) algorithm, three mutation strategies and five adaptive parameters participate in the IMMSDE. A mutation strategy is randomly selected from the strategy pool in order to enlarge the search range, which is beneficial for preventing the solutions from falling into location optima. On the other hand, the adaptive parameters with learning ability improve the search accuracy and the speed of convergence. Additionally, a repair method is used to handle equality constraints, which enables IMMSDE to find feasible solutions rapidly. Four ELD cases are selected to testify the effectiveness of four DE algorithms on solving ELD problems. Results show that IMMSDE performs better than the other algorithms for the ELD problems and can always find the solutions satisfying the equality constraints.
Introduction
Economic load dispatch (ELD) [1] is important for improving the economic efficiency and stability of power systems. The goal of ELD is to minimize the cost of power generation under the conditions of meeting the load demand and operational constraints. However, due to the existence of the valve point effect of the thermal power unit, the unit's power consumption characteristic function is a non-differential nonlinear function. At the same time, due to the constraints of the transmission system, power system stability and other conditions, the feasible domain of the ELD problem is nonconvex. In short, the economic load distribution of the power system is a complex optimization problem with high dimensionality, nonlinearity, non-differentiability, and multi-constraint.
The original ELD problems can be solved by classical mathematical methods [1] [2] [3] , such as micro-increment method, quadratic programming and nonlinear programming, since the quadratic functions are used as the cost functions which are differentiable. However, these approaches can hardly work for the ELD problems with additional considerations as the quadratic functions are no longer suitable for characterizing these ELD problems.
Evolutionary Algorithm (EA) [4] is a kind of random search algorithm that simulates natural selection and natural evolution of organisms. It does not depend on continuity and differential of objective functions and constraints and has good versatility and robustness for solving a large number of optimization problems. It has achieved rapid development and wide application in recent years. The application of evolutionary algorithms in ELD has attracted extensive attention. Sinha et al. [1] improved the basic evolutionary programming (EP) method for the ELD problems. Thanushkodi et al. [5] proposed an efficient particle swarm optimization (EPSO) method to solve ELD problems in power system. Labbi et al. [6] used an artificial bee colony optimization (ABC) to handle ELD problems. Differential evolution algorithm (DE) was firstly proposed by Price and Storn, in 1995. DE is simple in principle, and thus it is easy to understand and implement. It is one of the most effective stochastic optimization algorithms. Due to these merits, it has been applied into more and more practical optimization problems. There are four cases of ELD problems studied, which reveal good performance of the improved DE. Three mutation strategies are cooperated to improve the performance of the algorithm, and an adaptive parameter setting method is used in the mutation factor, crossover factor and disturbance factor.
In light of the above studies, the IMMSDE is proposed to solve the ELD problems without valvepoint effects (VPE) [1, 567] and the ones associated with VPE. There is a folds in our contributions, an improved DE algorithm is proposed to further enhance the performance of the original DE algorithm.
Mathematical Model of Economic Load Dispatch Problems The Objective Function
The goal of ELD is to minimize the total fuel cost under the constraints of a power system. Two types of ELD problems are studied in this paper: one without VPE and the other one with VPE. As the turbine intake valve suddenly opens, wire drawing will occur, and a pulsating effect will be added to the unit's consumption characteristic curve to generate a valve point effect. Studies have shown that ignoring the valve point effect will significantly affect the solution accuracy, their objective functions are expressed as follows [9] [10] [11] :
Here, N is the total number of generators in the power system. 
Constraints
There are two constraints in the ELD problems. One is inequality constraint, and the other is equality constraint, they can be formulated by [8] [9] [10] : (3) is an equality constraint considering power balance, and it requires that the power generation is equal to the sum of total demand ( D P ) and total transmission line loss ( L P ). Equation (4) is an inequality constraint, and it requires that the power of every generator lies between the lower bounds ( min P ) and upper ( max P ) bounds. When the power system is densely covered, we can ignore the network loss. For the cases studied here, the transmission losses L P is excluded, hence (4) can be reformulated as follows:
(4) is easy to meet, for example, if the variable i P exceeds the boundary, it will be set to the exceeded boundary. Nevertheless, the equality constraints are relatively difficult to satisfy in the algorithm's operation. About this situation, there are two methods to be used commonly by traditional methods.
First, the penalty function, second, the remaining one-dimensional variables is determined by equality constraint, after N-1 dimensional variables had finished search, but A larger number of invalid solutions will be generated and reduce the diversity and convergence speed, resulting in the inability to find a global optimal solution. In [11] , a repair process was used to each solution to cope with equality constraints. In the modified repair process, the P is larger(smaller) than PD. If it does, this component is considered to be undesirable and will be exclude from the candidate vector. Meantime, a new component will be randomly selected from vector which does not include the previous eliminated components. This process is repeated until a new component which is unequal to its low (or upper) is found. This operation is necessary, because it can avoid many ineffective repairing trials which do not play any positive role in reducing constraint violations.
After the repair process, the penalty function method is adopted, which is formulated by:
Equation (6) is the ELD problems without VPE, and (7) is the ELD problems with VPE. Here, w that represents the constraint violations of the equality is formulated by
, and  is positive penalty factor. In this paper, a repair method is presented, which is combined with penalty method to solve the equality constraints.
Differential Evolution Algorithm and Its Four Variants
The DE algorithm is a self-organization minimization method based on group evolution. The main idea is to introduce a new differential variation model that can use the individual differences in the current population to construct variant individuals. Compared with traditional evolutionary algorithms, differential variation mode is the unique evolutionary operation in the DE algorithm. The following is a brief introduction to the evolution of the classic DE algorithm.
The Procedure of the Classical DE Algorithm
Step 1: Initialization. The Np vectors with Nd dimension are adopted in the DE, and they are initialized randomly from a uniform distribution as follows
Here rand stand for a randomly number between 0 and 1. Additionally, DE parameters are initialized in this step, and these parameters include mutation factor F , crossover rate CR , population size Np and the maximal iteration number Ni .
 Step 2: Mutation operation. For current population, each new mutation vector is given by: 
Factors Affecting the Performance of Differential Evolution Algorithms
In this paper, three mutation strategy are proposed.  Strategy 1: R is larger than 2 T , the strategy 2 is selected; otherwise, the strategy 3 is selected.
In order to make IMMSDE self-adapting, The definition of F , CR is based on previous generation of result ,if the value of objective function in the current generation is superior to previous one, the value of F , CR is inherited in next generation, otherwise, they is given by the mean value of F , CR from all vectors. In addition, if the first vector in the population is larger than the mean value of the entire vectors, the former is replaced by the later in the each iteration. 
The Procedure of the Proposed Algorithm

Experimental Results and Analysis
In this section, four cases are selected to testify to the better performance of IMMSDE comparing other three DE variants on solving the ELD problems. The parameters of all cases are provided in corresponding literatures. Two cases are the ELD problems without VPE: 6-unit [11] , 38-unit [12, 14] . The other two cases are the ELD problems associated with VPE: 3-unit case ( [8] . The parameter settings of three comparing DE variants are provided in the literatures [16] [17] [18] too, it is no necessary to describe them again. To assure a fair comparison, the population size Np is set to 40 for all the four DE approaches. As the complexity of the case increases, the maximum allowable generation Gmax also increases, but the four compare algorithms are set to the same Gmax in each case. In the penalty method, the penalty coefficient  is set to 1e20.In addition, Matlab language is used for simulate experiments under the environment of an Intel Core i5 CPU@2.4 GHz. The optimization results of 30 independent runs are summarized in Table I .
In Table 1 , the terms "Cmin", "Cmax", "Cmedian" and "Cmean" denote the minimal, maximal, median and mean value of 30 results, respectively. Cstd stands for the standard deviation of 30 objective function values. In the meantime, the Cmean is also superior to those of the other four performances, Followed by Cstd. For 3-unit with VPE case, the Cmean value of IMMSDE is smallest, Cmin, Cmedian value is the same to HMDE and MBDE. With regard to 6-unit without VPE case, the Cmax,Cmean and Cstd value is respectively smallest, To 13-unit with VPE case, the Cmin, Cmax and Cmean value of IMMSDE are superior to those of the other three approaches, meanwhile, IMMSDE can find relatively best Cmedian value and best Cstd value. For 38-unit without VPE case, IMMSDE get overall better than other approaches in each performance. It highlights the advantages of IMMSDE on the solution of complex problem
The average convergence curves of HMDE, jdDE, MBDE, and IMMSDE are plotted in Figure 1 for four ELD cases. We can find intuitively that IMMSDE convergence finally achieves lower than other three algorithm for 3-unit case with VPE, 6-unit case and 38-unit case without VPE. On the other hand, in the 13-unit case with VPE, IMMSDE is obviously better than HMDE and MBDE but slightly better than jdDE .
In order to make the optimal solutions of IMMSDE persuasive for four cases, its best results are compared with those of the other approaches presented in the literatures. The solution quality is determined by the optimal cost function value and the constraint violations. Moreover, the satisfaction of constraint relationship determines the reasonability of the solution obtained by an approach. Nevertheless, the constraint violations are rarely available in the literature. For integrity, according to most solutions and their costs can be given from literatures, the constraint violations should be available in this paper. For two low-dimension cases which are not difficult, and the gap of cost function value between approaches is relatively small. They are briefly introduced as follows, 3-unit with VPE case from [1, 13] , the corresponding optimal solution is not provided, but we can find the optimum solution (300.2669, 400, 149.7331) whose cost is equal to 8234.07. And in this case, the cost function value and the constraint violation of IMMSDE is 8234.071730 and 0 respectively. and 6-unit case from [5] , the corresponding cost function value is 15275.930392. After the above analysis, further explanation indicates that the performance of these methods is very similar for the low dimensional problems. Furthermore, comparison among different methods about 13-unit case and 38-unit case will be listed in Tables 2-3 where include the cost function values (C) and constraint violations (V). Figure 1 . The average convergence curves of four improved DE algorithms for eight ELD problems.
We can see from Table 2 that the FAPSO-NM approach whose violation is equal to 0.77 can not be feasible solution, and other approach are able to find feasible solutions. Moreover, the lowest cost is achieved by IMMSDE, and it equal to 24134.537737, which is lower than other results, at the same time, its violation is zero. Among all feasible solutions, the one from EP-SQP is the worst, and its cost is equal to 24266.44, which is relatively large compared to that of IMMSDE.
According to Table 3 , the cost obtained by IMMSDE is 9417235.786392, which is the best one among all results, and the constraint violation is 0. The cost function value of DE/BBO and IDE is equal to 9417235.79. However, the solutions of IDE are preferable to that of DE/BBO, because there is no violation for any of the solutions obtained by IDE, and the violation of the DE/BBO solution is nonzero. The cost and violation of k-logic approach are not reported, thus, we only calculate them by the solution which is given in the literature, and they are 9447031.78 and 9.1569, respectively.
Obviously, both its cost and violation are higher than those of IMMSDE. The costs obtained by SPSO, PSO_Crazy, New PSO achieve the comparable levels, and the similar accuracy is in their violations. In addition, although the cost of BBO is close to those of DE/BBO, IDE and IMMSDE, the corresponding solution should be poor quality, since its violation is 0.04714, which is much higher than that of DE/BBO, IDE and IMMSDE, specifically the violations of IDE and IMMSDE are equal to 0. 
Conclusions
In recent years, the ELD problems have been solved by various evolutionary computing algorithms. Based on this observation, we propose an improved differential evolution algorithm using adaptive multiple mutation strategies (IMMSDE), which mainly contains two additional features as follows. First, a strategy pool is built in which a randomly selected strategy joins into mutation operation. Second, there are four adaptive parameters with learning ability, and they improve the search speed and convergence accuracy. Besides, we also focus on the constraints handling strategy, as it is very important to meet the equality requirements of the ELD problems. For this reason, a modified repair process and the penalty function are combined to handle the equality constraint. Finally, four DE variants are used to cope with four ELD problems. According to the experimental results, IMMSDE can produce better results than those of the other three DE approaches for the high-dimension cases. Moreover, IMMSDE is more efficient on finding better feasible solutions in all cases in the comparison with the approach from the literature. Therefore, IMMSDE provides a superior means to solve the ELD problems.
