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We introduce an unsupervised pattern recognition algorithm termed the Discrete Shocklet Trans-
form (DST) by which local dynamics of time series can be extracted. Time series that are hypothe-
sized to be generated by underlying deterministic mechanisms have significantly different DSTs than
do purely random null models. We apply the DST to a sociotechnical data source, usage frequencies
for a subset of words on Twitter over a decade, and demonstrate the ability of the DST to filter
high-dimensional data and automate the extraction of anomalous behavior.
I. INTRODUCTION
The task of peak detection and similarity search in
time series is often accomplished using the wavelet trans-
form [1] or matrix-based methods [2, 3]. For exam-
ple, wavelet-based methods have been used for outlier
detection in financial time series [4], similarity search
and compression of various correlated time series [5], sig-
nal detection in meteorological data [6], and homogene-
ity of variance testing in time series with long memo-
ry [7]. Wavelet transforms have far superior localiza-
tion in the time domain than do pure frequency-space
methods such as the short-time Fourier transform [8].
Similarly, the chirplet transform is used in the anal-
ysis of phenomena displaying periodicity-in-perspective
(linearly- or quadratically-varying frequency), such as
images and radar signals [9–12]. Thus, when analyz-
ing time series that are partially composed of exoge-
nous shocks and endogenous cusp-like local dynamics, we
should use a small sample of such a function—a “shock”.
Here, we introduce the Discrete Shocklet Transform
(DST), generated by cross-correlation functions of a
shocklet. We give an example of the DST with a signal
computed at many different temporal resolutions. For
purposes of illustration, we choose the time series of the
daily popularity of the word “trump” on Twitter. We
also contrast the DST with the discrete wavelet transform
(DWT), providing a visual display of the DST’s suit-
ability for detection of local mechanism-driven dynam-
ics in time series. We will show that the DST can be
used to extract cusp and shock dynamics of particu-
lar interest from time series through construction of an
indicator function that compresses time-scale-dependent
information into a single spatial dimension using pri-
or information on timescale and parameter importance.
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FIG. 1. The discrete shocklet transform is generated through
cross-correlation of pieces of shocks; this figure displays effects
of the action of group elements ri ∈ R4 on a base kernel K.
The kernel K captures the dynamics of a constant lower lev-
el of intensity before an aburpt increase to a relatively high
intensity which decays over a duration of W/2 units of time.
By applying elements of R4, we can effect a time reversal
(r1) and abrupt cessation of intensity followed by asymptot-
ic convergence to the prior level of intensity (r2), as well as
the combination of these effects (r3 = r1 · r2). In Section
III B we illuminate a typology of cusp dynamics derived from
combinations of these basic shapes.
Using this indicator, we are able to highlight windows
in which underlying mechanistic dynamics are hypothe-
sized to contribute a stronger component of the signal
than purely stochastic dynamics, and demonstrate an
algorithm by which we are able to automate post fac-
to detection of endogenous dynamics. As a complement
to techniques of changepoint analysis, methods by which
one can detect changes in the level of time series [13, 14],
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2FIG. 2. This figure provides a schematic for the construc-
tion of more complicated cusp dynamics from a simple ini-
tial shape (K). By acting on a kernel with elements ri of
the reflection group R4 and function concatenation, we create
cusp-like dynamics, as exemplified by the symmetric cusplet
kernel C = K ⊕ r1 · K in the top row of the figure.
our DST algorithm detects of changes in the underlying
mechanistic local dynamics of the time series. Finally, we
demonstrate and test the shocklet transform by appling it
to the LabMT Twitter dataset [15] to extract word usage
time-series matching the behavior of a chosen kernel.
II. DATA AND THEORY
A. Data
Twitter is a popular micro-blogging service that allows
users to share thoughts and news with a global com-
munity via short messages (up to 140 or, from around
November 2017 on, 280 characters, in length). Using
Twitter’s decahose streaming API, we collected a ran-
dom 10% sample of all public tweets authored between
September 9, 2008 and April 4, 2018. We then parsed
these tweets to count appearances of labMT words, a set
of roughly 10,000 of the most commonly used words in
English [15]. The dataset has been used to construct
nonparametric sentiment analysis models [16] and fore-
cast mental illness [17] among other applications. The
time-series data to which we apply the DST presently
are the ranks of these counts, where r = 1 for a day indi-
cates a word was the most frequently used word, while
r = 1000 would indicate a word was the thousandth most
frequently used word.
B. Theory
There are multiple mechanistic models for local
dynamics of sociotechnical time series. Nonstationary
local dynamics are generally well-described by expo-
nential, bi-exponential, or power-law decay functions;
mechanistic models thus usually generate one of these
few functional forms. For example, Wu and Huber-
man described a stretched-exponential model for collec-
tive human attention [18], and Candia et al. introduced
a biexponential function for collective human memory
on longer timescales [19]. Crane and Sornette assem-
bled a Hawkes process for video views that produces
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FIG. 3. A comparison between the standard discrete wavelet
transform (DWT) and our discrete cusplet transform (DST)
of a sociotechnical time series. Panel B displays the daily
time series of the rank r of the word “trump” on Twitter.
The DWT of the time series is computed using the Ricker
wavelet and displayed in panel A. Panel C shows the DST of
the time series using a symmetric power cusp, K(t) ∼ |t|−θ,
with exponent θ = 3.
power-law behavior by using power-law excitement ker-
nels [20], while De Domenico and Altmann put forward a
stochastic model incorporating social heterogeneity and
influence [21], and Ierly and Kostinsky introduced a
rank-based, signal-extraction method with applications
to meteorology data [22].
We do not assume any specific model in our work.
Instead, we define a kernel K as one of the basic function-
al forms listed above. For example: exponential decay,
K(τ |W, θ) ∼ rect(τ − τ0)e−θ(τ−τ0), (1)
or power-law decay,
K(τ |W, θ) ∼ rect(τ − τ0)|τ − τ0 + φ|−θ. (2)
The function rect is the rectangular function (rect(x) =
1 for 0 < x < W/2 and rect(x) = 0 otherwise). To
assemble cusp-like kernels we simple add together shock-
like kernels rotated by elements of the reflection group, as
shown in Fig. 1. The constant φ ensures nonsingularity
in the kernel function. The parameter W controls the
support of K; the kernel is identically zero outside of the
interval [0, τ+W/2]. We define the window parameter W
as follows: moving from a window size of W to a window
size of W + ∆W is equivalent to upsampling the kernel
time by the factor W + ∆W , applying an ideal lowpass
filter, and downsampling by the factor W . This holds the
dynamic range of the kernel constant while accounting for
the dynamics described by the kernel at all timescales of
3interest. We enforce that
∑∞
t=−∞K(t|W, θ) = 0 for any
window size W .
The Discrete Shocklet Transform (DST) of the time
series x(t) is defined by
CK(τ |W, θ) =
∞∑
t=−∞
x(t+ τ)K(t|W, θ), (3)
which is the cross-correlation of the sequence and the ker-
nel. This defines a T × NW matrix containing an entry
for each point in time t and window width W consid-
ered. These kernels correspond to the process of forget-
ting or the loss of collective attention. However, anticipa-
tory dynamics (e.g., excitement about an upcoming hol-
iday or movie release) as well as precipitous dropoffs—as
opposed to gradual relaxations—in attention dynamics
can also be described by these kernels by operating on
them with elements of the 2-dimensional reflection group
R4. For example, we can generate “cusplets” with both
anticipatory and relaxation dynamics by
C(t|W, θ) ∼ ·K(t|W, θ)⊕ r1 · K(t|W, θ), (4)
for r1 ∈ R4, where by ⊕ we denote concatenation of the
functions, as displayed in Fig. 2. We use this symmetric
kernel that we conduct our analysis.
We compute the DST of a random walk xt − xt−1 =
zt, where zt ∼ N (0, 1), and display results for window
sizes W ∈ [10, 250]. To aggregate deterministic behavior
across all timescales of interest, we define the shock (or
spike, where K is the Haar wavelet) indicator function as
the function
CK(τ |θ, I) =
∑
W
CK(τ |W, θ)p(W |θ, I), (5)
for all windows W considered. Summing over all values
of the shocklet parameter θ defines the shock indicator
function,
CK(t|I) =
∑
θ
CK(τ |θ, I)p(θ|I) (6)
=
∑
θ,W
CK(τ |W, θ)p(W |θ, I)p(θ|I). (7)
The weight functions p(W |θ, I) and p(θ|I) are proba-
bility distributions that encode prior beliefs about the
importance of particular values of W or θ given all oth-
er information available at the time, denoted by I. For
example, if we are interested primarily in time series that
display shock- or cusp-like behavior that usually lasts for
approximately one month, we might specify p(W |θ, I) to
be sharply peaked about W = 28 days. Throughout this
work we take an agnostic view on all possible window
widths and parameter values of possible significance and
so set p(W |θ, I) ∝ p(θ|I) ∝ 1.
After calculation, we normalize CK(t|I) so that it again
integrates to zero and has maxt CK(t|I)−mint CK(t|I) =
2. The shock indicator function is used to find windows
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FIG. 4. Effects of the reflection group R4 on the cusplet
transform. The top four panels display the results of the
cusplet transform of a random walk xt = xt−1 + zt with zt ∼
N (0, 1), displayed in the bottom panel, using the kernels rj ·K.
in which the time series displays anomalous shock- or
cusp-like behavior. These windows are defined as
{t ∈ [0, T ] : intervals where CK(t|I) ≥ s} . (8)
where the parameter s > 0 sets the sensitivity of the
detection.
The DST is relatively insensitive to quantitative
changes to its functional parameterization; it is a qualita-
tive tool the purpose of which is to extract time periods
during which “interesting” behavior is hypothesized to
have occurred in in a time series, not to find time periods
during which the time series appeared to take on a par-
ticular functional form. Figure 5 displays an example of
this feature. We compute the shock indicator function of
the time series of the usage of the word “bling” on Twit-
ter during the time period of study for three different
functional parameterizations: two that are qualitatively
similar due to their symmetric, positive shock shape and
one that has a negative, asymmetric shock shape and so
is qualitatively dissimilar from the first two. While pair-
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FIG. 5. The top panel displays the rank time series of
the word “bling” on Twitter over the time range of study,
along with shock indicator functions derived from this time
series for two different functional parameterizations (power
and exponential) of a symmetric cusp and multiple values
of each kernel function’s parameters. The dashed curve is
the shock indicator function for “bling” corresponding to an
asymmetric, downward-pointing kernel. The bottom panels
display time series of pairwise differences between the power
(second from bottom) and exponential (bottom) kernel func-
tions when their defining parameter is varied. The DST is
relatively insensitive to functional parameterization as long
as the family of functions considered demonstrate the same
qualitative characteristics.
wise error terms (differences) between members of the
symmetric, positive functional family—displayed in the
bottom two panels of Fig. 5—are minimal, there is obvi-
ous divergence between the behavior of the Shock Indica-
tor Function when using symmetric, positive kernels and
when using the example, asymmetric, negative kernel.
That the Shock Indicator Function is a relative quan-
tity is both beneficial and problematic. The utility of
this feature is that the dynamic behavior of time series
derived from systems of widely-varying time and length
scales can be directly compared; while the rank of a word
on Twitter and—for example—the volume of trades in
an equity security are entirely different phenomena mea-
sured in different units, their Cusp Indicator Functions
are unitless and share similar properties. On the oth-
er hand, the Shock Indicator Function carries with it
no notion of dynamic range. Two time series xt and
yt could have identical Shock Indicator Functions but
have spans differing by many orders of magnitude, i.e.,
diam xt ≡ supt xt − inft xt  diam yt. We can direct-
ly compare time series inclusive of their dynamic range
by computing a weighted version of the Shock Indicator
Function, CK(t|I)∆x(t). A simple choice of weight is
∆x(t) = diam
t∈[tb,te]
xt, (9)
where tb and te are the beginning and end times of a par-
ticular window. We use this definition for the remainder
of our paper.
III. EMPIRICAL RESULTS
A. Social narrative extraction
We seek both an understanding of the intertemporal
semantic meaning imparted by the weighted Shock Indi-
cator Function and a characterization of the dynamics of
the cusps themselves. We first compute the cusplet indi-
cator and weighted Cusplet Indicator Functions for each
of the 10,222 labMT words filtered from the gardenhose
dataset, described in section II A, using a power law ker-
nel with θ = 3. For each time step, words are sorted
by the value of their weighted Cusp Indicator Function.
The j-th highest valued weighted cusp indicator function
at each temporal slice, when concatenated across time,
defines a new time series. We perform this computa-
tion for the top ranked k = 20 words for the entire time
under study. We repeat this process for the Spike Indica-
tor Function and display the resulting time series in Fig.
7 (ranked weighted cusp indicators) and Fig. 8 (ranked
weighted spike indicators).
The j = 1 word time series is annotated with the corre-
sponding word at relative maxima of order 40. (A relative
maximum xs of order k in a time series is a point that sat-
isfies xs > xt for all t such that |t−s| ≤ k.) This annota-
tion reveals a dynamic social narrative concerning popu-
lar events, social movements, and geopolitical fluctuation
over the past near-decade. Interactive versions of these
visualizations are available on the authors’ website[23].
To further illuminate the often-turbulent dynamics of the
top j ranked weighted (cusp / shock) indicator functions,
we focus on two particular 60-day windows of interest,
denoted by shading in the main panels of Figs. 7 and 8.
In Fig. 7, we outline a period in late 2011 during which
multiple events competed for collective attention:
• the 2012 U.S. presidential election (the word “her-
man”, referring to Herman Cain, a presidential
election contender);
• Occupy Wall Street protests (“occupy” and
“protestors”);
• and the U.S. holiday of Thanksgiving (“thanksgiv-
ing”)
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FIG. 6. Sociotechnical time series can display intricate dynamics and extended periods of anomalous behavior. The red curve
shows the time series of the ranks down from top of the word “bling” on Twitter. Until 2015/10/31, the time series presents as
random fluctuation about a steady trend that is nearly indistinguishable from zero. However, the series then displays a large
fluctuation, increases rapidly, and then decays slowly after a sharp peak. The underlying mechanism for these dynamics was
the release of a popular song titled “Hotline Bling” by a musician known as “Drake”. Returns ∆rt = rt+1 − rt are calculated
and their histogram is displayed in panel B. To demonstrate the qualitative difference of the “bling” time series from other
time series with an identical returns distribution, elements of the symmetric group σi ∈ ST are applied to the returns of the
original series, ∆rt 7→ ∆rσit, and the resultant noise is integrated and plotted as rσit =
∑
t′≤t ∆rσit. The bottom-left panel
(B) displays time-decoupled probability distributions of the returns of the plotted time series. The distributions of ∆ri and
σ∆ri are identical, as they should be, but the integrated series have entirely different spectral behavior and dynamic ranges.
Panels [C-F] display the discrete cusplet transform of the original series (panel A) and the random walks
∑
t′≤t ∆rσit, showing
the responsiveness of the DST to nonstationary local dynamics and its insensitivity to dynamic range. The right-most column
of panels [G-J] displays the discrete wavelet transform of the original series (panel A) and of the random walks, demonstrating
its comparatively less-sensitive nature to local anomalous dynamics.
Each of these competing narratives is reflected in the top-
left inset. In the top right inset, we focus on a time period
during which the most distinct anomalous dynamics cor-
responded to the 2014 Gaza conflict with Israel (“gaza”,
“israeli”, “palestinian”, “palestinians”, “gathered”). In
Fig. 8, we also outline two periods of time: one, in the
top left panel, demonstrates the competition for social
attention between geopolitical concerns:
• street protests in Egypt (“protests”, “protesters”
“egypt”, “response”);
• and popular artists and popular culture (“rebec-
ca”, referring to Rebecca Black, a musician, and
“@ddlovato”, referring to another musician, Demi
Lovato).
In the top right panel we demonstrate that the most
prominent dynamics during late 2015 are those of the
language surrounding the 2016 U.S. presidential election
immediately after Donald Trump announced his candida-
cy (“trump”, “sanders”, “donald”, “hillary”, “clinton”,
“maine”).
B. Typology of mechanistic local dynamics
To further understand divergent dynamic behavior in
word rank time series, we analyze regions of these time
series for which Eq. 8 is satisfied: Where the value of the
indicator function is greater than the sensitivity parame-
ter. We term these cusp windows, and the pieces of time
series within these windows, cusp segments. We focus on
cusp-like dynamics in particular—those dynamics that
exhibit increasing rates of increase followed by decreas-
ing rates of decrease in intensity—since these dynamics
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FIG. 7. Time series of the ranked and weighted shock indicator function. At each time step t, the weighted shock indicator
functions (WSIF) are sorted so that the word with the highest WSIF corresponds to the top time series, the words with the
second-highest WSIF corresponds to the second time series, and so on. Vertical ticks along the bottom mark fluctuations in
the word occupying ranks 1 and 2 of WSIF values. Top panels present the ranks of WSIF values for words in the top 5 WSIF
values in a given time step for the sub-sampled period of 60 days. The top left panel highlights a period in late 2011 during
which the 2012 U.S. presidential election, U.S. Occupy Wall Street protests, and U.S. holiday of Thanksgiving were competing
for collective attention. The top right panel focuses on a time period during which the most distinct anomalous dynamics
corresponded to the 2014 Gaza conflict with Israel. An interactive version of this graphic is available on the authors’ webpage:
http://compstorylab.org/shocklets/ranked_shock_weighted_interactive.html.
qualitatively describe aggregate social focusing and sub-
sequent de-focusing of attention mediated by the algo-
rithmic substrate of the Twitter platform. We extract
cusp segments from the time series of all words that made
it into the top j = 20 ranked cusp indicator functions at
least once. Since cusps exist on a wide variety of dynam-
ic ranges and timescales, we normalize all extracted cusp
segments to lie on the time range tcusp ∈ [0, 1] and have
(spatial) mean zero and variance unity. Cusps have a
focal point about their maxima by definition, but in the
context of stochastic time series (as considered here), the
observed maximum of the time series may not be the
“true” maximum of the hypothesized underlying deter-
ministic dynamics. Cusp points—hypothesized deter-
ministic maxima—of the extracted cusp segments were
thus determined by two methods: The maxima of the
within-window time series,
t∗1 = arg max
tcusp∈[0,1]
xtcusp ; (10)
and the maxima of the (relative) Cusp Indicator Func-
tion,
t∗2 = arg max
tcusp∈[0,1]
CK(tcusp|I). (11)
Distributions of these quantities were calculated and are
plotted in the top panel of Figure 9. While the empir-
ical distribution of t∗1 is unimodal, the corresponding
empirical distribution of t∗2 demonstrates clear bimodali-
ty with peaks in the first and last quartiles of normalized
time. To better characterize these maximum a posteriori
(MAP) estimates, we sample those cusp segments xt the
maxima of which are temporally-close to the MAPs and
calculate spatial means of these samples,
〈xtcusp〉n =
1
|M|
∑
n∈M
x
(n)
tcusp , (12)
where
.M =
{
n :
∣∣∣∣ arg max
tcusp∈[0,1]
x
(n)
tcusp − t∗
∣∣∣∣ < ε
}
. (13)
The number ε is a small value which we set here to ε =
10/503[24]. We plot these curves in the bottom panel of
Fig. 9. Cusp segments that are close in spatial norm to
the 〈xtcusp〉n—that is, cusp segments xtcusp that satisfy∥∥xtcusp − 〈xtcusp〉n∥∥1 ≤ F←‖xs−〈xtcusp 〉n‖1(0.01), (14)
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FIG. 8. Time series of the ranked and weighted spike indicator function. At each time step t, the weighted spike indicator
functions (WSpIF) are sorted so that the word with the highest WSpIF corresponds to the top time series, the words with
the second-highest WSpIF corresponds to the second time series, and so on. Vertical ticks along the bottom mark fluctuations
in the word occupying ranks 1 and 2 of WSpIF values. Top panels present the ranks of WSpIF values for words in the top 5
WSpIF values in a given time step for the sub-sampled period of 60 days. The top left panel, demonstrates the competition
for social attention between geopolitical concernsstreet protests in Egypt–and popular artists and popular culture influence–
Rebecca Black and Demi Lovato. The top right panel displays the language surrounding the 2016 U.S. presidential election
immediately after Donald Trump announced his candidacy. An interactive version of this graphic is available at the authors’
webpage: http://compstorylab.org/share/papers/dewhurst2019a/ranked_spike_weighted_interactive.html.
where F←Z (q) is the quantile function of the random vari-
able Z—are plotted in thinner curves. From this pro-
cess, three distinct classes of cusp segments emerge, cor-
responding with the three relative maxima of the cusp
point distributions outlined above:
- Type I: exhibiting a slow buildup (anticipation)
followed by a fast relaxation;
- Type II: with a correspondingly short buildup
(shock) followed by a slow relaxation;
- Type III: exhibiting a relatively symmetric shape.
Words corresponding to these classes of cusp segments
differ in semantic context. Type I dynamics are related
to known and anticipated societal and political events
and subjects, such as:
• “hampshire” and “republican”, concerning U.S.
presidential primaries and general elections,
• “labor”, “labour”, and “conservatives”, likely con-
cerning U.K. general elections,
• “voter”, “elected”, and “ballot”, concerning voting
in general, and
• “grammy”, the music awards show.
To contrast, Type II (shock-like) dynamics describe
events that are partially- or entirely-unexpected, often
in the context of national or international crises, such as:
• “tsunami” and “radiation”, relating to the Fukushi-
ma Daichii tsunami and nuclear meltdown,
• “bombing”, “gun”, “pulse”, “killings”, and “con-
necticut”, concerning acts of violence and mass
shootings, in particular the Sandy Hook elemen-
tary school shooting in the United States;
• “jill” (Jill Stein, a 2016 U.S. presidential election
competitor), “ethics”, and “fbi”, pertaining to sur-
prising events surrounding the 2016 U.S. presiden-
tial election, and
• “turkish”, “army”, “israeli”, “civilian”, and “holo-
caust”, concerning international protests, conflicts,
and coups.
Type III dynamics are associated with anticipated events
that typically re-occur and are discussed substantially
after their passing, such as
8Classification Cusp shape Words
Type I Slow buildup, fast relaxation rumble veterans dusty labour scattered hampshire #tinychat elected ballot
selection labor entering beam phenomenon voters mamma anonymity repub-
lican #nowplaying indictment wages conservatives pulse knee grammy essays
#tcot kentucky fml netherlands jingle valid whitman syracuse dems deposit
bail tomb walker reader
Type II Fast buildup, slow relaxation xbox chained yale bombing holocaust connecticut #tinychat civilian jill turk-
ish tsunami ferry #letsbehonest beam agreement riley ethics phenomenon har-
riet privacy israeli #nowplaying gun dub pulse killings herman enormous fbi
dmc searched norman joan affected arthur sandra radiation army walker reader
Type III Roughly symmetric rumble memorial sleigh veterans costumes greeks britney separated father’s
shark grammys labor costume x-mas bunny commonwealth clause olympics
olympic daylight cyber wrapping rudolph drowned re-election
TABLE I. Words for which at least one cusp segment was close in norm to a spatial mean cusp segment as detailed in Section
III. We display the distributions of “cusp points”—hypothesized deterministic maxima of the noisy mechanistically-generated
time series—in Fig. 9.
• “sleigh”, “x-mas”, “wrapping”, “rudolph”, “memo-
rial”, “costumes”, “costume”, “veterans”, and
“bunny”, having to do with major holidays, and
• “olympic” and “olympics”, relating to the Olympic
games.
We give a full list of words satisfying the criteria given
in Eqs. 13 and 14 in Table III B. We note that, though
the above discussion defines and distinguishes three fun-
damental signatures of word rank cusp segments, these
classes are only the MAP estimates of the true distri-
butions of cusp segments, our empirical observations of
which are displayed as histograms in Fig. 9; there is an
effective continuum of dynamics that is richer, but more
complicated, than our parsimonious description here.
C. Document-free topic networks
An important application of the DST is the partial
recovery of context- or document-dependent information
from aggregated time series data. In natural language
processing, many models of human language are statisti-
cal in nature and require original documents from which
to infer values of parameters and perform estimation
[27, 28]. However, such information can be both expen-
sive to purchase and require a large amount of physical
storage space. For example, the tweet corpus from which
the labMT rank dataset used throughout this paper was
originally derived is not inexpensive and requires approx-
imately 55 TB of disk space for storage[29]. In contrast,
the dataset used here is derived from the freely-available
LabMT word set and is less than 400 MB in size. If
topics of relatively comparable quality can be extracted
from this smaller and less expensive dataset, the poten-
tial utility to the scientific community at large, could be
high.
We demonstrate that a reasonable topic model for
Twitter during the time period of study can be inferred
from the panel of rank time series alone. This is accom-
plished via a multi-step meta-algorithm. First, the
weighted Cusp Indicator Function Ri is calculated for
each word i. At each point in time t, words are sorted by
their respective cusp indicator functions as in Fig. 7. At
time step t, the top k words are taken and linked pair-
wise for an upper bound of
(
k
2
)
additional edges in the
network; if an edge already exists between word i and j,
it is incremented by the mean of the words’ respective
weighted Cusp Indicator Function
Ri+Rj
2 . Performing
this process for all time periods results in a weighted net-
work of related words. The weights wij =
∑
t
Ri,t+Rj,t
2
are large when the value of a word’s weighted cusp indi-
cator function is large or when a word is frequently in
the top k, even if it is never near the top. The resulting
network can be large; to reduce its size, its backbone is
extracted using the method of Serrano et al. [25] and fur-
ther pruned by retaining only those nodes and edges for
which the corresponding edge weights are at or above the
p-th percentile of all weights in the backboned network.
Topics are associated with communities in the resulting
pruned networks, found using the modularity algorithm
of Clauset et al. [26].
Fig. 10 and Fig. 11 display the result of this procedure
for k = 20 and p = 50. Unique communities (topics) are
indicated by node color. In the co-cusp network (Fig.
10), topics include, among others:
• Winter holidays and events (“valentines”, “super-
bowl”, “vday”,...);
• U.S. presidential elections (“republicans”,
“barack”, “clinton”, “presidential”,...);
• Events surrounding the 2016 U.S. presidential elec-
tion in particular (“clinton’s”, “crooked”, “giu-
liani”, “jill”, “stein”,...);
while the co-shock network displays topics pertaining to:
• popular culture and music (“bieber”, “#nowplay-
ing”, “@nickjonas”, “@justinbieber”);
9FIG. 9. Extracted cusp segments display diverse behavior cor-
responding to divergent social dynamics. We extract “impor-
tant” cusp segments (those that breach the top k = 20 ranked
weighted shock indicator at least once during the decade
under study) and normalize them as described in Section
III. The top panel displays observed densities of cusp points
t∗1, measured using the maxima of the within-window time
series, plotted in the gray histogram, and alternatively mea-
sured using the maxima of the (relative) cusp indicator func-
tion. We calculate relative maxima of these distributions and
spatially-average cusp segments whose maxima were closest to
these relative maxima; we display these mean cusp segments
in the bottom panel, along with sample cusp segments that
are close to these mean cusp segments in norm. We introduce
a classification scheme for cusp dynamics: Type I dynam-
ics are those that display slow buildup and fast relaxation
(orange curves); Type II dynamics, conversely, display fast
(shock-like) buildup and slow relaxation (blue curves); and
Type III dynamics are relatively symmetric (green curves).
Overall, we find that Type III dynamics are most common
(40.9%) among words that breach the top k = 20 ranked
weighted shock indicator function, while Type II are second-
most common (36.4%), followed by Type I (22.7%).
• U.S. domestic politics (“clinton”, “hillary”,
“trump”, “sanders”, “iran”, “sessions”,...);
• and conflict in the Middle East (“gaza”, “iraq”,
“israeli”, “gathered”)
The predominance of U.S. politics at the exclusion of pol-
itics of other nations is likely because the labMT dataset
contains predominantly English words.
IV. DISCUSSION
We have introduced a nonparametric pattern detection
method, termed the discrete shocklet transform (DST)
for its particular application in extracting shock- and
cusp-like dynamics from noisy time series, and demon-
strated its particular suitability for analysis of sociotech-
nical data. Though extracted social dynamics display a
continuum of behaviors, we have shown that maximizing
a posteriori estimates of cusp likelihood results in three
distinct classes of dynamics: anticipatory dynamics with
long buildups and quick relaxations, such as political con-
tests (Type I); “surprising” events with fast (shock-like)
buildups and long relaxation times, examples of which
are acts of violence, natural disasters, and mass shoot-
ings (Type II); and quasi-symmetric dynamics, corre-
sponding with anticipated and talked-about events such
as holidays and major sporting events (Type III). We
analyzed the most “important” cusp-like dynamics—
those words that were one of the top-20 most signif-
icant at least once during the decade of study—and
found that Type III dynamics were the most common
among these words (40.9%) followed by Type II (36.4%)
and Type I (22.7%). We then showcased the discrete
shocklet transform’s effectiveness in extracting coherent
intertemporal narratives from word usage data on the
social microblog Twitter, developing a graphical method-
ology for examining meaningful fluctuations in word—
and hence topic—popularity. We used this methodol-
ogy to create document-free nonparametric topic mod-
els, represented by pruned networks based on cusp indi-
cator similarity between two words and defining topics
using the networks’ community structures. This con-
struction, while retaining artifacts from its construction
using intrinsically-temporal data, presents topics possess-
ing qualitatively sensible semantic structure.
There are several areas in which future work could
improve on and extend that presented here. Though
we have shown that the discrete shocklet transform is a
useful tool in understanding non-stationary local behav-
ior when applied to a variety of sociotechnical time
series, there is reason to suspect that one can gener-
alize this method to essentially any kind of noisy time
series in which it can be hypothesized that mechanis-
tic local dynamics contribute a substantial component
to the overall signal. In addition, the DST suffers from
noncausality, as do all convolution or frequency-space
transforms. In order to compute an accurate transformed
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FIG. 10. Topic network inferred from weighted cusp indicator functions. At each point in time, words are ranked according to
the value of their weighted cusp indicator function and the top k words are taken and linked pairwise for an upper bound of
(
k
2
)
additional edges in the network; if the edge between words i and j already exists, the weight of the edge is incremented. The
edge weight increment at time t is given by wij,t =
Ri,t+Rj,t
2
, the average of the weighted cusp indicator for words i and j, with
the total edge weight thus given by wij =
∑
t wij,t. After initial construction, the backbone of the network is extracted using
the method of Serrano et al. [25]. The network is pruned further by retaining only those nodes i, j and edges eij for which wij
is above the p-th percentile of all edge weights in the backboned network. The network displayed here is constructed by setting
k = 20 and p = 50, where size of the node indicates normalized page rank. Topics are associated with distinct communities,
found using the modularity algorithm of Clauset et al. [26].
signal at time t, information about time t + τ must be
known to avoid edge effects or spectral effects such as
ringing. In practice this may not be an impediment to
the DST’s usage, since: empirically the transform still
finds “important” local dynamics, as shown in Fig. 7 near
the very beginning (the words “occupy” and “slumdog”
are annotated) and the end (the words “stormy” and
“cohen” are annotated) of time studied. Furthermore,
when used with more frequently-sampled data the lag
needed to avoid edge effects may have decreasing length
relative to the longer timescale over which users interact
with the data. However, to avoid the problem of edge
effects entirely, it may be possible to train a supervised
learning algorithm to learn the output of the DST at
time t using only past (and possibly present) data. The
DST could also serve as a useful counterpart to phrase-
and sentence-tracking algorithms such as MemeTracker
[30, 31]. Instead of applying the DST to time series of
simple words, one could apply it to arbitrary n-grams
(including whole sentences) or sentence structure pattern
matches to uncover frequency of usage of verb tenses,
passive/active voice construction, and other higher-order
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FIG. 11. Topic network inferred from weighted shock indicator functions. At each point in time, words are ranked according
to the value of their weighted shock indicator function and the top k words are taken and linked pairwise for an upper bound
of
(
k
2
)
additional edges in the network; if the edge between words i and j already exists, the weight of the edge is incremented.
The edge weight increment at time t is given by wij,t =
Ri,t+Rj,t
2
, the average of the weighted cusp indicator for words i and
j, with the total edge weight thus given by wij =
∑
t wij,t. After initial construction, the backbone of the network is extracted
using the method of Serrano et al. [25]. The network is pruned further by retaining only those nodes i, j and edges eij for
which wij is above the p-th percentile of all edge weights in the backboned network. The network displayed here is constructed
by setting k = 20 and p = 50, where size of the node indicates normalized page rank. Topics are associated with distinct
communities, found using the modularity algorithm of Clauset et al. [26].
natural language constructs. Other work could apply the
DST to more and different natural language data sources
or other sociotechnical time series, such as asset prices,
economic indicators, and election polls.
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