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GRADIENT OF THE SINGLE LAYER POTENTIAL AND
QUANTITATIVE RECTIFIABILITY FOR GENERAL RADON
MEASURES
CARMELO PULIATTI
Abstract. We identify a set of sufficient local conditions under which a significant portion
of a Radon measure µ on Rn+1 with compact support can be covered by an n-uniformly
rectifiable set at the level of a ball B ⊂ Rn+1 such that µ(B) ≈ r(B)n. This result involves
a flatness condition, formulated in terms of the so-called β1-number of B, and the L
2(µ|B)-
boundedness, as well as a control on the mean oscillation on the ball, of the operator
Tµf(x) =
ˆ
∇xE(x, y)f(y) dµ(y).
Here E(·, ·) is the fundamental solution for a uniformly elliptic operator in divergence form
associated with an (n + 1) × (n + 1) matrix with Ho¨lder continuous coefficients. This gen-
eralizes a work by Girela-Sarrio´n and Tolsa for the n-Riesz transform. The motivation for
our result stems from a two-phase problem for the elliptic harmonic measure.
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1. Introduction
In the recent work [PPT], Laura Prat, Xavier Tolsa and the author dealt with the connec-
tion between rectifiability and the boundedness of the gradient of the single layer potential.
This operator plays a central role in the study of partial differential equations. Our goal is to
investigate the nature of the gradient of the single layer potential for certain elliptic operators
and apply the results to the study of elliptic measure.
An elliptic equivalent of the so-called David-Semmes problem in codimension 1 was consid-
ered in [PPT], under the assumption of Ho¨lder continuity of the coefficients of the uniformly
elliptic matrix defining a differential operator in divergence form. The case of the codimen-
sion 1 Riesz transform was studied in the deep works of Mattila, Melnikov and Verdera in the
plane and by Nazarov, Tolsa and Volberg for higher dimensions (see [MMV] and [NToV1]).
We remark that the David-Semmes problem for higher codimensions is still unsolved.
In the same spirit of [PPT], the aim of the present article is to establish an elliptic equivalent
of a quantitative rectifiability theorem that Girela-Sarrio´n and Tolsa proved for the Riesz
transfom in [GT].
Let µ be a Radon measure on Rn+1. Its associated n-dimensional Riesz transform is
Rnµf(x) =
ˆ
x− y
|x− y|n+1 f(y) dµ(y), f ∈ L
1
loc(µ),
whenever the integral makes sense. Given x ∈ Rn+1 and r > 0, we denote by B(x, r) the
open ball of center x and radius r. A Radon measure µ has growth of degree n if there exists
a constant C > 0 such that
µ
(
B(x, r)
) ≤ Crn for all x ∈ Rn+1, r > 0.
We call µ n-Ahlfors-David regular (also abbreviated by n-AD-regular or just AD-regular) if
there exists some constant C > 0, also referred to as an AD-regularity constant, such that
C−1rn ≤ µ(B(x, r)) ≤ Crn for all x ∈ suppµ, 0 < r < diam(suppµ).
A set E ⊂ Rn+1 is said n-AD-regular if Hn|E is a n-AD-regular measure, Hn denoting the n-
dimensional Hausdorff measure in Rn+1. Note that the support of an n-AD-regular measure
is n-AD-regular.
A set E ⊂ Rn+1 is called n-rectifiable if there exists a countable family of Lipschitz functions
fj : Rn → Rn+1 such that
Hn
(
E \
⋃
j
fj(Rn)
)
= 0.
A measure µ is rectifiable if it vanishes outside a rectifiable set E and, moreover, it is abso-
lutely continuous with respect to Hn|E .
David and Semmes introduced the quantitative version of the notion of rectifiability, which
is important because of its relations with singular integrals. A set E is called n-uniformly
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rectifiable (or just uniformly rectifiable) if it is n-AD regular and there exist θ,M > 0 such
that for all x ∈ E and all r > 0 there is a Lipschitz mapping g from the ball Bn(0, r) ⊂ Rn
to Rn+1 with Lip(g) ≤M such that
Hn(E ∩B(x, r) ∩ g(Bn(0, r))) ≥ θrn.
We say that a measure µ is n-uniformly rectifiable if it is n-AD-regular and it vanishes out
of a n-uniformly rectifiable set.
Many characterizations of uniformly rectifiable measures are present in the literature. In
particular, if the measure is n-AD-regular, then it is n-uniformly rectifiable if and only if its
associated n-Riesz transform is bounded on L2 (see [DS], [MMV] and [NToV1]).
This fact plays a crucial role in the study of the geometric properties of harmonic measure.
In particular, it was used in [AHM3TV] to prove that the mutual absolute continuity of the
the harmonic measure for an open set Ω ⊂ Rn+1 with respect to surface measure Hn in a
subset of ∂Ω implies the n-rectifiability of that subset. This answered a problem raised by
Bishop (see [Bi]).
The analogous result for elliptic measure has been proved in [PPT], following the ideas of
[AHM3TV], as an application of the characterization of uniform rectifiability via the bound-
edness of the gradient of single layer potential.
Another question proposed by Bishop asks whether, given two disjoint domains Ω1,Ω2 ⊂
Rn+1, mutual absolute continuity of their respective harmonic measures implies absolute
continuity with respect to surface measure in ∂Ω1 ∩ ∂Ω2 and rectifiability.
This is a so-called two phase problem for harmonic measure and was eventually solved in
its full generality in [AMTV]. This work relies on three main tools: a blow-up argument
for harmonic measure (see also [KPT] and [TV]), a monotonicity formula ([ACF]) and a
quantitative rectifiability criterion (see [GT]).
In particular, we point out that the theorem by Girela-Sarrio´n and Tolsa served to overcome
some intrinsic technical issue in the formulation of the problem and it can be interpreted as
an adapted version of previous results by David and Le´ger, which were formulated in terms
of the so-called Menger curvature of a measure (see [Da] and [Le´]). Their theorem is of
fundamental importance also in other two-phase problems examined in [AMT2] and the very
recent work [PT]. The goal of the present paper is to encounter an analogue criterion in the
context of elliptic PDE’s in divergence form with Ho¨lder coefficients.
Let A = (aij)1≤i,j≤n+1 be an (n + 1) × (n + 1) matrix whose entries aij : Rn+1 → R are
measurable functions in L∞(Rn+1). Assume also that there exists Λ > 0 such that
Λ−1|ξ|2 ≤ 〈A(x)ξ, ξ〉, for all ξ ∈ Rn+1 and a.e. x ∈ Rn+1,(1.1)
〈A(x)ξ, η〉 ≤ Λ|ξ||η|, for all ξ, η ∈ Rn+1 and a.e. x ∈ Rn+1.(1.2)
We consider the elliptic equation
(1.3) LAu(x) := −div (A(·)∇u(·)) (x) = 0,
which should be understood in the distributional sense. We say that a function u ∈W 1,2loc (Ω)
is a solution of (1.3), or LA-harmonic, in an open set Ω ⊂ Rn+1 ifˆ
A∇u · ∇ϕ = 0, for all ϕ ∈ C∞c (Ω).
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We denote by EA(x, y), or just by E(x, y) when the matrix A is clear from the context,
the fundamental solution for LA in Rn+1, so that LxEA(x, y) = δy in the distributional sense,
where δy is the Dirac mass at the point y ∈ Rn+1. For a construction of the fundamental
solution under the assumptions (1.1) and (1.2) on the matrix A we refer to [HK]. Given a
measure µ, the function f(x) =
´ EA(x, y) dµ(y) is usually known as the single layer potential
of µ. We define
(1.4) K(x, y) = ∇1EA(x, y),
the subscript 1 indicating that we take the gradient with respect to the first variable, and we
consider (1.4) as the kernel of the singular integral operator
Tµ(x) =
ˆ
K(x, y) dµ(y),
for x away from supp(µ). Observe that Tµ is the gradient of the single layer potential of µ.
Given a function f ∈ L1loc(µ), we set also
Tµf(x) = T (f µ)(x) =
ˆ
K(x, y)f(y) dµ(y),
and, for ε > 0, we consider the ε-truncated version
Tεµ(x) =
ˆ
|x−y|>ε
K(x, y) dµ(y).
We also write Tµ,εf(x) = Tε(fµ)(x). We say that the operator Tµ is bounded on L
2(µ) if the
operators Tµ,ε are bounded on L
2(µ) uniformly on ε > 0.
In the specific case when A is the identity matrix, −LA = ∆ and T is the n-dimensional
Riesz transform up to a dimensional constant factor. We say that the matrix A is Ho¨lder
continuous with exponent α ∈ (0, 1) (or briefly Cα continuous), if there exists Ch > 0 such
that
(1.5) |aij(x)− aij(y)| ≤ Ch|x− y|α for all x, y ∈ Rn+1 and 1 ≤ i, j ≤ n+ 1.
Under this assumption on the coefficients, the kernel K(·, ·) turns out to be locally of
Caldero´n-Zygmund type (see Lemma 2.1 for more details). However we remark that, con-
trarily to what happens in the case of the kernel of the Riesz transform, in general K(·, ·) is
neither homogeneous nor antisymmetric (not even locally).
For our applications, it is useful to determine whether Tµ,εf converges pointwise µ-almost
everywhere for ε→ 0. In case it does, we denote the limit as
p. v. Tµf(x) = lim
ε→0
Tµ,εf(x)
and we call it the principal value of the integral Tµf(x). One can prove the existence of
the principal values for general Radon measures with compact support under the additional
assumption of L2(µ)-boundedness of Tµ. In particular, our first result is the following.
Theorem 1.1. Let µ be a Radon measure on Rn+1 with compact support and with growth of
degree n, i.e. suppose that there is C > 0 such that
µ(B(x, r)) ≤ Crn for all x ∈ Rn+1 .
Let A be a matrix that satisfies (1.1), (1.2) and (1.5) and assume, moreover, that the gradient
of the single layer potential Tµ associated with LA is bounded on L
2(µ). Then:
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(1) for 1 ≤ p <∞ and all f ∈ Lp(µ), p. v. Tµf(x) exists for µ-a.e. x ∈ Rn+1;
(2) for all ν ∈M(Rn+1), p. v. T ν(x) exists for µ-a.e. x ∈ Rn+1.
If A ≡ Id, Theorem 1.1 reduces to its analogous for the Riesz transform (see for example
[To, Chapter 8]). In light of this result, in the rest of the paper we will often denote the
principal value operator simply as Tν with a slight abuse of notation.
Given a ball B = B(x, r) ⊂ Rn+1, we denote by r(B) its radius and, for a > 0, by aB its
dilation B(x, ar). Multiple notions of density come into play in this paper. For a ball B, we
denote
Θµ(B) =
µ(B)
r(B)n
and, for γ > 0, its smoothened version
(1.6) Pµ,γ(B) :=
∑
j≥0
2−jγΘµ(2jB).
We remark that if γ1 ≤ γ2, then
Pµ,γ2(B) =
∑
j≥0
2−jγ2Θµ(2jB) ≤
∑
j≥0
2−jγ1Θµ(2jB) = Pµ,γ1(B).
Another notion of density that we need is the pointwise one. In particular, we denote the
upper and lower n-densities of µ at x respectively as
Θ∗µ(x) := lim sup
r→0
µ
(
B(x, r)
)
(2r)n
and Θ∗,µ(x) := lim inf
r→0
µ
(
B(x, r)
)
(2r)n
.
A way to quantify the flatness of a measure at the level of a ball B is in terms of the
β-coefficients. For an n-plane L we denote
βLµ,1(B) =
1
r(B)n
ˆ
B
dist(x, L)
r(B)
dµ(x) and βµ,1(B) = inf
L
βLµ,1(B),
the infimum being taken over all hyperplanes in Rn+1. Using a standard notation, given
E ⊂ Rn+1 with µ(E) > 0 and f ∈ L1loc(µ) we write
mµ,E(f) =
1
µ(E)
ˆ
E
fdµ
for the mean of f with respect to the measure µ on the set E. The main result of the paper
is the following.
Theorem 1.2. Let n > 1, let µ be a Radon measure on Rn+1 with compact support and
consider an open ball B ⊂ Rn+1. Let C0, C1 > 0 and let A be a matrix satisfying (1.1), (1.2)
and (1.5). Denote by Tµ the gradient of the single layer potential associated with LA and µ.
Suppose that µ and B are such that, for some positive λ, δ and ε and some α˜ ∈ (0, 1), the
following properties hold
(1) r(B) ≤ λ.
(2) C−10 r(B)
n ≤ µ(B) ≤ C0r(B)n.
(3) Pµ,α˜(B) ≤ C0 and for all x ∈ B and 0 < r ≤ r(B) we have µ
(
B(x, r)
) ≤ C0rn.
(4) Tµ|B is bounded on L
2
(
µ|B
)
with ‖Tµ|B‖L2(µ|B)→L2(µ|B) ≤ C1 and T
(
χ2Bµ
) ∈ L2(µ|B).
(5) βµ,1(B) ≤ δ.
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(6) We have ˆ
B
∣∣Tµ(x)−mµ,B(Tµ)∣∣2dµ(x) ≤ εµ(B).
There exists a choice of λ, δ and ε small enough and a proper choice of α˜ = α˜(α, n), all
possibly depending on C0 and C1, such that if µ satisfies (1)− · · ·−(6), there exists a n-
uniformly rectifiable set Γ that covers a big portion of the support of µ inside B. That is to
say, there exists τ > 0 such that
µ(B ∩ Γ) ≥ τµ(B).
Notice that Theorem 1.2 immediately implies that a big piece of µ|B is mutually absolutely
continuous with a big piece of Hn|Γ. This is a relevant feature in light of possible applications,
in particular to elliptic measure.
Our proof of the theorem shows that a good choice for α˜ is α˜ = α/2n+1. It is not clear
whether Theorem 1.2 holds with a condition on Pµ,α(B), that would be a more natural
homogeneity to assume. We remark that the integral in the left hand side of the assumption
(6) makes sense because of the existence of principal values ensured by Theorem 1.1 and the
hypothesis Pµ,α(B) < +∞. For a sketch of the argument we refer to the end of Section 3.
The main conceptual difference with respect to the analogous theorem for the Riesz trans-
form in [GT] is that we need to require the ball B to be small enough. The locality of our
result reflects the non-scale invariant character of the Ho¨lder regularity assumption for the
coefficients of the matrix A. This issue is evident also in [PPT] and it is not clear how to
overcome this difficulty without making further assumptions on the matrix.
Another difference is that we could not formulate the theorem in terms of Pµ,1. The
proofs of the rectifiability results for the harmonic measure in [AMT] and [AMTV] actually
rely on the fact that the theorem of Girela-Sarrio´n and Tolsa holds for α˜ = 1. However,
a slight variation on their arguments allows to overcome this technical obstacle. We close
the introduction by presenting an application of Theorem 1.2, which is, in fact, its main
motivation.
Before stating it, recall that if Ω is a Wiener regular set, the elliptic measure ωpLA with
pole at p associated with the elliptic operator LA is the probability measure supported on
∂Ω such that, for f ∈ C0(∂Ω), ˆ
fdωpLA = f˜(p),
where f˜ denotes the LA-harmonic extension of f . A large literature is available on the subject.
For example, we refer to [HKM] and [Ke] for its definition and basic properties.
Theorem 1.3. Let n ≥ 2 and let A be an elliptic matrix satisfying (1.1), (1.2) and (1.5).
Let Ω1,Ω2 ⊂ Rn+1 be two Wiener-regular domains and, for pi ∈ Ωi, i ∈ {1, 2}, let ωpiLA,i
be the respective elliptic measures in Ωi associated with LA and with pole pi. Suppose that
E is a Borel set such that ωp1LA,1|E  ω
p2
LA,2
|E  ωp1LA,1|E . Then there exists an n-rectifiable
set F ⊂ E with ωp1LA,1(E \ F ) = 0 such that ω
p1
LA,1
|F and ωp2LA,2|F are mutually absolutely
continuous with respect to Hn|F .
We remark that the generalization of the blow-up methods for the harmonic measure to our
elliptic context is contained in the work [AM2]. Also, the proof of Theorem 1.3 follows closely
the path of the work [AMTV]. However, some variations are needed so that we decided to
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sketch the proof at the end of the paper, where we also provide precise references for the
reader’s convenience.
We finally remark that recently several studies have appeared concerning the connection
between the geometry of a domain and the properties of its associated elliptic measure, among
which we list [ABHM], [AGMT], [HKMP], [HMiT], [HMT] and [KKiPT].
The structure of the work. Section 2 is devoted to settle our notation and to make an
overview of the results in PDE’s relevant for our work. In particular, we need some estimate
for the gradient of the fundamental solution coming from homogenization theory.
In Section 3 we prove Theorem 1.1.
Section 4 contains the statement of the Main Lemma that we use to prove Theorem 1.2.
The biggest advantage of the formulation of this lemma with respect to the one of the main
theorem is that the flatness condition on the β1-number is replaced by an hypothesis on the
α-numbers. The latter are more powerful when trying to transfer the flatness estimates to
the integrals.
In Section 5 we discuss an equivalent formulation of the Main Lemma in terms of an
auxiliary elliptic operator which shares more symmetries than LA. This is a novelty of the
elliptic case, this issue not being present in the work of Girela-Sarrio´n and Tolsa.
The Sections 6, 7, 8 and 9 follow the path of the original work for the Riesz transform,
with some minor variations. They are necessary for expository reasons; indeed, they present
the core of the contradiction argument for the proof of the Main Lemma and the construction
of a periodic auxiliary measure.
Section 10 consists of the proof of two crucial results: the existence of the limit of proper
smooth truncates of the potential of bounded periodic functions and a localization estimate
for the potential close to a cube. We emphasize that these proofs rely on the periodicity of
the modification of the elliptic matrix.
In Section 11 we complete the proof of the Main Lemma via a variational technique. We
highlight that one of the most delicate point consists in finding an appropriate variant of a
maximum principle in an infinite strip in our elliptic setting. Our argument heavily exploits
the additional symmetries provided by the modified matrix.
In the final Section 12, we present the application of the main rectifiability theorem to the
study of elliptic measure, sketching the proof of Theorem 1.3.
Acknowledgments. This work is part of my PhD thesis, which was supervised by Xavier
Tolsa and Joan Verdera. I want to thank them for their guidance and their help. I am also
grateful to Mihalis Mourgoglou for useful discussions.
2. Preliminaries and notation
It is useful to write a . b to denote that there is a constant C > 0 such that a ≤ Cb. To
make the dependence of the constant on a parameter t explicit, we will write a .t b. Also,
we say that b & a if a . b and a ≈ b if both a . b and b . a.
All the cubes, unless specified, will be considered with their sides parallel to the coordinate
axes. Given a cube Q, we denote its side length as `(Q) and, for a > 0, we understand aQ
as the cube with side length a`(Q) and sharing the center with Q.
We say that a cube Q has t-thin boundary if
µ
{
x ∈ 2Q : dist(x, ∂Q) ≤ λ`(Q)} ≤ tλµ(2Q)
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for every λ > 0. Analogously to (1.6), we define
Pµ,γ(Q) =
∑
j≥0
2−jγΘµ(2jQ) =
∑
j≥0
2−jγ
µ(2jQ)
`(2jQ)n
.
Given a measure µ and a measurable set E, we denote as µ|E the restriction of µ to E
and, for φ : Rn+1 → Rn+1, we use the notation φ]µ(E) := µ(φ−1(E)). An important tool in
the study of rectifiabilty is the so-called α-number introduced by Tolsa in [To2]. Let us fix a
cube Q ⊂ Rn+1 and consider two Radon measures µ and ν on Rn+1. A natural way to define
a distance between µ and ν is to consider the supremum
dQ(µ, ν) := sup
f
ˆ
fd(µ− ν),
where f ∈ Lip(Rn+1), ‖f‖Lip ≤ 1 and supp f ⊆ Q. The distance dQ offers a way of quantifying
the “flatness” of a measure alternative to that via β1-numbers. More precisely, if we consider
a n-plane L in Rn+1, we can define
αLµ(Q) :=
1
`(Q)n+1
inf
c≥0
dQ(µ, cHn|L).
Given a matrix A(·), possibly with variable coefficients, we use the notation AT (·) to
indicate its transpose. Also, we write Ln+1 for the Lebesgue measure on Rn+1.
Partial Differential Equations. For any uniformly elliptic matrix A with Ho¨lder con-
tinuous coefficients, one can show that K(x, y) = ∇1 E(x, y) is locally a Caldero´n-Zygmund
kernel.
Lemma 2.1. Let A be an elliptic matrix with Ho¨lder continuous coefficients satisfying (1.1),
(1.2) and (1.5). If K(·, ·) is given by (1.4), then it is locally a Caldero´n-Zygmund kernel.
That is, for any given R > 0,
(a) |K(x, y)| . |x− y|−n for all x, y ∈ Rn+1 with x 6= y and |x− y| ≤ R.
(b) |K(x, y)−K(x, y′)|+ |K(y, x)−K(y′, x)| . |y−y′|α|x−y|−n−α for all y, y′ ∈ B(x,R)
with 2|y − y′| ≤ |x− y|.
(c) |K(x, y)| . |x− y|(1−n)/2 for all x, y ∈ Rn+1 with |x− y| ≥ 1.
All the implicit constants in (a), (b) and (c) depend on Λ and ‖A‖α, while the ones in (a)
and (b) depend also on R.
The statements above are rather standard. For more details, see Lemma 2.1 from [CMT].
Let ωn denote the surface measure of the unit sphere of Rn+1. For any elliptic matrix A0
with constant coefficients, we have an explicit expression for the fundamental solution of LA0 ,
which we denote by Θ(x, y;A0). More precisely, Θ(x, y;A0) = Θ(x− y;A0) with
(2.1) Θ(z;A0) = Θ(z;A0,s) =

−1
(n− 1)ωn
√
detA0,s
1
(A−10,sz · z)(n−1)/2
for n ≥ 2,
1
4pi
√
detA0,s
log
(
A−10,sz · z
)
for n = 1,
where A0,s is the symmetric part of A0, that is, A0,s =
1
2(A0 +A
T
0 ).
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The reason why only the symmetric part of A0 enters (2.1) it that, using Schwarz’s theorem
to exchange the order of partial derivatives writing A0 = {aij}i,j , for every appropriate
function u we have
(2.2)
LA0u = −
∑
i,j
∂i(aij∂ju) = −1
2
∑
i,j
aij∂i∂ju− 1
2
∑
i,j
aij∂j∂iu = −
∑
i,j
aij + aji
2
∂i∂ju = LA0,su.
These formal considerations can be made rigorous by standard arguments.
Differentiating (2.1) we have
∇Θ(z;A0) = 1
ωn
√
detA0,s
A−10,sz
(A−10,sz · z)(n+1)/2
.
The next result is proven in [KS, Lemma 2.2].
Lemma 2.2. Let A be an elliptic matrix with Ho¨lder continuous coefficients satisfying (1.1),
(1.2) and (1.5). Let also Θ(·, ·; ·) be given by (2.1). Then, for x, y ∈ Rn+1, 0 < |x− y| ≤ R,
(1) |EA(x, y)−Θ(x, y;A(x))| . |x− y|α−n+1,
(2) |∇1EA(x, y)−∇1Θ(x, y;A(x))| . |x− y|α−n,
(3) |∇1EA(x, y)−∇1Θ(x, y;A(y))| . |x− y|α−n.
Similar inequalities hold if we reverse the roles of x and y and we replace ∇1 by ∇2. All the
implicit constants depend on Λ, ‖A‖α, and R.
The gradient of the fundamental solution in the periodic case. We denote as Λα the
set of matrices such that (1.1), (1.2) hold and with α-Ho¨lder coefficients. We say that the
matrix A ∈ Λα is `-periodic, ` > 0, if
A(x+ `z) = A(x) for every z ∈ Zn+1.
For periodic matrices the estimates in Lemma 2.1 turn out to be global.
Lemma 2.3 ([KS]). Let A ∈ Λα be 1-periodic and let EA be the fundamental solution of LA.
Let K(·, ·) is given by (1.4). Then
(1) |∇1 EA(x, y)| ≤ c1|x− y|−n for every x, y ∈ Rn+1 with x 6= y.
(2) | ∇1 EA(x, y)−∇1 EA(x′, y)|+ | ∇1 EA(y, x)−∇1 EA(y, x′)| ≤ c2|x− x′|α|x− y|−(n+α)
for every x, x′, y ∈ Rn+1 such that 2|x− x′| ≤ |x− y|.
The constants appearing in (1) and (2) are such that c1 ≈n,Λ c2 ≈n,Λ ‖A‖α.
The period of the matrix plays an important role in our construction, so it is useful to
rephrase the previous lemma for matrices with a period different from 1. We are interested
in studying matrices with small period, so we only consider the case in which it is strictly
smaller than 1.
Lemma 2.4. Let 0 < ` < 1. Let A ∈ Λα be `-periodic and let EA be the fundamental solution
associated with LA. Then
(1) |∇1 EA(x, y)| ≤ c′1|x− y|−n for every x, y ∈ Rn+1 with x 6= y.
(2) | ∇1 EA(x, y) − ∇1 EA(x′, y)| + | ∇1 EA(y, x) − ∇1 EA(y, x′)| ≤ c′2|x − x′|α|x − y|−n−α
for every x, x′, y ∈ Rn+1 such that 2|x− x′| ≤ |x− y|.
The constants appearing in (1) and (2) are such that c′1 ≈n,Λ c′2 ≈n,Λ ‖A‖α.
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Proof. For ` ∈ (0, 1) and all x ∈ Rn+1 we define the rescaled matrix
A˜(x) := A(`x)
and we denote by E˜ the fundamental solution of L
A˜
. By the definition of fundamental solution,
it is not difficult to see that
(2.3) ∇1 E˜(x, y) = `n∇1 EA(`x, `y) for x, y ∈ Rn+1 .
Moreover,
|A˜(x)− A˜(y)| = |A(`x)−A(`y)| ≤ `α‖A‖α|x− y|α ≤ ‖A‖α|x− y|α,
so that ‖A˜‖α ≤ ‖A‖α. Applying Lemma 2.3 together with (2.3) we get
| ∇1 EA(x, y)| = `−n| ∇1 E˜(`−1x, `−1y)| . `−n|`−1x− `−1y|−n = |x− y|−n
for any x, y and
| ∇1 EA(x, y)−∇1 EA(x′, y)| = `−n| ∇1 E˜(`−1x, `−1y)−∇1 E˜(`−1x′, `−1y)|
. `−n |`
−1x− `−1x′|α
|`−1x− `−1y|n+α =
|x− x′|α
|x− y|n+α.
for 2|x− x′| ≤ |x− y|. The same estimate holds for | ∇1 EA(y, x)−∇1 EA(y, x′)|. 
The following is the (global) analogue of Lemma 2.2 in the 1-periodic setting.
Lemma 2.5. Let A ∈ Λα be 1-periodic. Then for every x, y ∈ Rn+1, x 6= y, we have∣∣ EA(x, y)−Θ(x, y;A(x))∣∣ . |x− y|α−n+1∣∣∇1 EA(x, y)−∇1Θ(x, y;A(x))∣∣ . |x− y|α−n∣∣∇1 EA(x, y)−∇1Θ(x, y;A(y))∣∣ . |x− y|α−n,
the implicit constants depending on ‖A‖α and Λ. Similar estimates hold if we replace ∇1 by
∇2.
Let us now recall some result from elliptic homogenization. For more details we refer to
the work by Avellaneda and Lin [AL2]. For this purpose, we need to recall the definition of
vector of correctors χ and homogenized matrix A0. Let ` > 0 and let A ∈ Λα be a 1-periodic
matrix, i.e.
A(x+ z) = A(x) for every z ∈ Zn+1.
We will denote by χ(x) = (χi(x)), for i ∈ {1, . . . , n + 1} the vector of correctors, which is
defined as the solution of the following cell problem
(2.4)

Lχ = divA,
χ is 1-periodic,´
[0,1]n+1 χ(x)dx = 0,
where the first condition in (2.4) has to be understood in coordinates as∑
i,j
∂xi
[
aij∂xjχ
h
]
(x) = −
∑
i
∂xiaih(x),
(aij)i,j being the coefficients of the matrix A. An important fact is that that
(2.5) ‖∇χ‖∞ ≤ C,
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the bound C depending only on n, α and ‖A‖Cα . We remark that ∇χ denotes the matrix
with variable coefficients whose entries are ∂iχ
j for i, j = 1, . . . , n + 1. Now, if we consider
the following family of elliptic operators
Lε := div
(
A(x/ε)∇ · )
depending on the parameter ε > 0, it can be proved that for any f ∈ L2(Rn+1), the solutions
uε ∈W 1,2(Rn+1) of
Lεuε = div f
converge weakly in W 1,2(Rn+1) to a function u0 as ε→ 0. This function solves the equation
L0u0 := div(A0∇u0) = div f,
where A0 is an elliptic matrix with constant coefficients usually called homogenized matrix
(see, for example, [Sh]).
Homogenization is a powerful tool to study the fundamental solution of an elliptic equation
in divergence form whose associated matrix is periodic and has Cα coefficients. The main
result that we will use is the following (see [AL2, Lemma 2] and [KS, Lemma 2.5]).
Lemma 2.6. Let A ∈ Λα. Let us assume that A is 1-periodic. Then there exists γ ∈ (0, 1)
depending on α, ‖A‖Cα and n such that
(2.6)
∣∣ EA(x, y)− (Id+∇χ(x))Θ(x, y;A0)∣∣ . c|x− y|n+γ−1
and
(2.7)
∣∣∇1 EA(x, y)− (Id+∇χ(x))∇1Θ(x, y;A0)∣∣ . c|x− y|n+γ ,
where Id denotes the identity matrix and the implicit constants in (2.6) and (2.7) depend just
on n, α and ‖A‖α.
The period of the coefficients of A plays a crucial role in these estimates. We will be dealing
with matrices with periodicity different from 1, so we need a suitably adapted version of the
previous lemma. Let A ∈ Λα be a `-periodic matrix. Let us define the 1-periodic matrix
A˜(x) := A(`x)
for x ∈ Rn+1 and let χ˜ denote the vector of correctors associated with A˜ defined according
to (2.4). For ` > 0 we define
χ`(x) := ` χ˜
(x
`
)
.
Observe that, because of (2.5) there exists C > 0 depending on the n, α and ‖A‖Cα such that
(2.8) ‖∇χ`‖∞ ≤ C.
Lemma 2.7. Let 0 < ` < 1. Let A ∈ Λα be an `-periodic matrix. Then there exists γ ∈ (0, 1)
and c > 0, both depending just on n, α and ‖A‖α such that∣∣∇1 EA(x, y)−∇1Θ(x, y;A(x))∣∣ ≤ c`α|x− y|α−n,(2.9) ∣∣∇2 EA(x, y)−∇2Θ(x, y;A(y))∣∣ ≤ c`α|x− y|α−n.(2.10) ∣∣∇1 EA(x, y)− (Id+∇χ`(x))∇1Θ(x, y;A0)∣∣ ≤ c`γ |x− y|−n−γ .
for every x 6= y.
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Proof. Let E˜ denote the fundamental solution of the operator L
A˜
. As in (2.3), we have
(2.11) ∇1 EA(x, y) = `−n∇1E˜(x/`, y/`),
so an application of Lemma 2.5 gives∣∣∇1 EA(x, y)−∇1Θ(x, y;A(x))∣∣
= `−n|∇1 E A˜(`−1x, `−1y)−∇1Θ(x, y; A˜(`−1x))| ≤ c`α|x− y|α−n.
Using (2.7) and (2.11), we get
|∇1 EA(x, y)− (Id+∇χ`(x))∇1Θ(x, y;A0)|
= `−n|∇1E˜(x/`, y/`)− (Id+∇χ˜(x/`))∇1Θ(x/`, y/`;A0)|
. c`
n+γ
`n|x− y|n+γ =
c`γ
|x− y|n+γ ,
where c depends on n, α and ‖A˜‖α, ‖A˜‖α ≤ ‖A‖α. Inequality (2.10) follows as (2.9). 
3. The existence of principal values
The purpose of the present section is to prove Theorem 1.1. The proof of the existence of
principal values can be divided into the study of two different cases: the case in which µ is a
rectifiable measure and the one in which µ has zero n-density, i.e.
lim
r→0
µ(B(x, r))
rn
= 0 for µ-a.e. x ∈ Rn+1 .
Indeed, without providing the detailed argument, we recall that by means of [PPT, Theorem
2] we can decompose a measure µ for which Tµ is bounded on L
2(µ) into the sum of a
rectifiable measure and a measure with zero n-density almost everywhere.
3.1. Principal values for rectifiable measures with compact support. This subsection
follows the scheme of [CMT, Section 2.2]. The proof of the existence of principal values for
Tµ if the measure µ is rectifiable and has compact support relies on the following result.
Theorem 3.1. Let µ be a rectifiable measure. Let K ∈ C∞(Rn+1 \ {0}) be an odd kernel
and homogeneous of degree −n, i.e. K(x) = −K(−x) and K(λx) = λ−nK(x). Assume, for
some M = M(n), the further regularity condition
|∇jK(x)| .n C(j)|x|−n−j for all 0 ≤ j ≤M and x ∈ Rn+1 \ {0}.
Then the operator TK,µ is bounded on L
2(µ) with operator norm
‖TK,µ‖L2(µ)→L2(µ) .n ‖K|Sn‖CM (Rn+1).
Moreover, the principal value
TK,µf(x) = lim
ε→0
ˆ
|x−y|≥ε
K(x− y)f(y)dµ(y)
exists µ-almost everywhere.
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The proof of the boundedness of TK,µ is due to David and Semmes. The result on principal
values was first proved imposing an analogous condition for all j = 0, 1, 2, . . . (for a more
detailed exposition we refer, for example, to [Mat, Chapter 20]). We remark that it has been
recently improved by Mas (see [Mas, Corollary 1.6]).
The previous theorem together with a spherical harmonics expansion of the kernel is the
key tool to prove the following result.
Lemma 3.1. Let µ be an n-rectifiable measure. There exists M = M(n) such that the
following holds. Let b(x, z) be odd in z and homogeneous of degree −n in z, and assume
Dαz b(x, z) is continuous and bounded on Rn+1 × Sn, for any multi-index |α| ≤ M . Then for
every f ∈ L2(µ), the limit
Bf(x) = lim
ε→0
ˆ
|x−y|>ε
b(x, x− y)f(y)dµ(y)
exists for µ-almost every x.
Proof. This result is used in [MT] (see for example [MT, (1.14)]). The proof is a variation of
the argument in [MT, Proposition 1.2]. For the reader’s convenience we discuss the details
below.
Let {ϕj,l}j≥1,1≤l≤Nj be an orthonormal basis of L2(Sn) consisting of surface spherical
harmonics of degree j. Recall that (see [AH, (2.12)])
(3.1) Nj = O(j
n−1), for j  1.
Using the homogeneity assumption for b(x, ·) and the orthonormal expansion, we write
b(x, z) = b
(
x,
z
|z|
)
|z|−n =
∑
j≥1
Nj∑
l=1
〈b(x, ·), ϕj,l〉L2(Sn)ϕj,l
( z
|z|
)
|z|−n
=
∑
j,l
bj,l(x)ϕj,l
( z
|z|
)
|z|−n,
(3.2)
where bj,l(x) := 〈b(x, ·), ϕj,l〉L2(Sn). Since b(x, ·) is an odd function and ϕ2j,l is even for every
j, bj,l(x) ≡ 0 for j even. Being b in L∞(Rn+1 × Sn) by hypothesis and Ho¨lder’s inequality,
we have
(3.3) |bj,l(x)| ≤ C(n)‖b(x, ·)‖L∞(Sn)‖ϕj,l‖L2(Sn) ≤ C(n)‖b‖L∞(Rn+1×Sn) ≤ C(n).
Moreover, recalling that we can suppose j odd, the function K˜j,l(z) := ϕj,l
(
z/|z|)|z|−n satisfies
the hypothesis in Theorem 3.1: there exists an harmonic polynomial Pj,l of odd degree j such
that ϕj,l(z/|z|) = Pj,l(z)/|z|j , so ∣∣∣∇ϕj,l( z|z|)∣∣∣ . 1|z|
and ∣∣∇K˜j,l(z)∣∣ . ∣∣∣∇ϕj,l( z|z|)∣∣∣ 1|z|n + ∣∣∣ϕj,l( z|z|)∣∣∣ 1|z|n+1 . 1|z|n+1 .
Analogous estimates hold for higher order derivatives. So, Theorem 3.1 ensures that
(3.4) T
K˜j,l,µ
f(x) = lim
ε→0
ˆ
|x−y|>ε
K˜j,l(x− y)f(y)dµ(y) ≡ lim
ε→0
T
K˜j,l,µ,ε
f(x)
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exists for µ-a.e x. Recall also that by the Theorem 3.1 there exists M = M(n) such that
T
K˜j,l,µ
is bounded on L2(µ) with operator norm
(3.5) ‖T
K˜j,l,µ
‖L2(µ)→L2(µ) . ‖K˜j,l|Sn‖CM (Sn) = ‖ϕj,l‖CM (Sn).
Gathering (3.2), (3.3) and (3.4), to prove the lemma it is enough to show that the dominated
convergence theorem applies and, in particular, that
(3.6)
∑
j,l
∣∣bj(x)TK˜j,l,µ,εf(x)∣∣ ≤ C(x) <∞,
where C(x) does not depend on ε. By Lebesgue differentiation theorem, to prove (3.6) it
suffices to show that for every ball B0 ⊂ Rn+1 we have∑
j,l
ˆ
B0
∣∣bj,l(x)TK˜j,l,µ,εf(x)∣∣dµ(x) .B0,n ∑
j,l,m
‖bj,l‖∞‖ϕj,l‖Cm(Sn)‖f‖L2(µ)
≤ C‖f‖L2(µ)
for some C > 0, where the first inequality above uses the L2-boundedness (3.5).
The smoothness of b implies that (see [St, 3.1.5])
‖bj,l‖∞ . 1
j
3
2
n+2+M
,
where the exponent on the right hand side is chosen accordingly to what we need next. Now,
recall that the Sobolev space Hs(Sn), s ∈ R can be defined via spherical harmonics expansion.
In particular, it is the completion of C∞(Sn) with respect to the norm
(3.7) ‖v‖Hs(Sn) :=
(∑
j,l
(
j +
n− 1
2
)2s|vj,l|2)1/2,
where vj,l = 〈v, ϕj,l〉L2(Sn). For the definition and the properties of this space, we refer for
example to [AH, Section 3.8] and to [AH, Section 6.3] for the relation of (3.7) with that via
the restriction of the gradient to the unit sphere. By Sobolev embedding theorem, Hs(Sn)
continuously embeds into C(Sn) for s > n/2. So, choosing s = n2 + 1 and using (3.7) can
estimate
‖Dmϕj,l‖C(Sn) .n ‖ϕj,l‖Hs+m(Sn) =
(2j + n− 1
2
)n
2
+m+1
.
Hence, using (3.1)∑
j,l
‖bj,l‖‖ϕj,l‖CM (Sn) .n
M∑
m=0
∑
j≥1
Njj
− 3
2
n−2−Mj
n
2
+m+1 .
∑
j≥1
1
j2
<∞,
which concludes the proof. 
Theorem 3.2. Let µ be an n-rectifiable measure on Rn+1 with compact support. Let A be a
matrix having the properties (1.1), (1.2) and (1.5). Then for every f ∈ L2(µ) the principal
value
Tµf(x) = lim
ε→0
ˆ
|x−y|>ε
∇1 E(x, y)f(y)dµ(y)
exists for µ-almost every x.
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Proof. Let ε > 0 and denote b(x, z) := ∇1 Θ(z, 0;A(x)). As a consequence of the explicit
formula (2.1), it is not difficult to see that each component of b verifies the hypothesis of
Lemma 3.1. So, split Tµ,ε as
(3.8)
Tµ,εf(x) =
ˆ
|x−y|>ε
b(x, x−y)f(y)dµ(y) +
ˆ
|x−y|>ε
(∇1 E(x, y)−∇1 Θ(x, y;A(x)))f(y)dµ(y).
The limit for ε → 0 of the first integral in the right hand side of (3.8) exists µ-a.e. because
of Lemma 3.1. On the other hand, ∇1 E(x, y) − ∇1 Θ(x, y;A(x)) defines an operator which
is compact on Lp(µ) because of Lemma 2.2, which guarantees that the limit for ε→ 0 exists
for µ-a.e. x and concludes the proof. 
3.2. Principal values for measures with zero density. We argue as in [To, Chapter
8], proving the existence of the principal values passing through the existence of the weak
limit and following the approach of Mattila and Verdera [MV]. Again, we suppose that µ has
compact support.
A combination of the proof of [MV, Theorem 1.4] (see also [To, Theorem 8.10]) and Lemma
2.2 makes possible to prove that if µ is a Radon measure in Rn+1 with growth of degree n,
then for every 1 < p < ∞ and f ∈ Lp(µ), {Tµ,εf}ε admits a weak limit Twµ f in Lp(µ) as
ε→ 0. Moreover, the representation formula
(3.9) Twµ f(x) = lim
r→0
 
B(x,r)
Tµ
(
fχB(x,r)c
)
(y)dµ(y)
holds for µ-almost every x ∈ Rn+1, giving an explicit way of computing the weak limit. We
remark that, in general, we can only infer that formula (3.9) holds if Tµ has an antisymmetric
kernel.
Let us recall the following theorem by Mattila and Verdera (see [MV]), here reported in
the formulation of [To, Theorem 8.11].
Theorem 3.3. Let µ be a Radon measure in Rd that has growth of degree n and zero n-
dimensional density µ-a.e. Let Tµ be an n-dimensional antisymmetric Caldero´n-Zygmund
operator. Then, for all 1 < p < ∞ and f ∈ Lp(µ), p. v. Tµf(x) exists for µ-a.e. x ∈ Rd and
coincides with T wµ f(x). Also, for all ν ∈M(C), p. v. T ν(x) exists for µ-a.e. x ∈ Rd.
This result can be transferred to the gradients of the single layer potential Tµ.
Theorem 3.4. Let µ be a Radon measure in Rn+1 that has growth of degree n, zero n-
dimensional density and compact support. Suppose that Tµ is a bounded operator from L
2(µ)
to L2(µ). Then, for all 1 < p < ∞ and f ∈ Lp(µ), p. v. Tµf(x) exists for µ-a.e. x ∈ Rn+1
and coincides with Twµ f(x). Also, for all ν ∈M(C), p. v. T ν(x) exists for µ-a.e. x ∈ Rn+1.
Proof. Let 1 < p < ∞ and f ∈ Lp(µ). We decompose Tµf into its symmetric and antisym-
metric part. That is to say,
Tµf(x) = T
(a)
µ f(x) + T
(s)
µ f(x),
where T
(a)
µ is the integral operator with kernel (∇1 E(x, y) − ∇1 E(y, x))/2 and T (s)µ whose
kernel is (∇1 E(x, y) +∇1 E(y, x))/2. We can apply Theorem 3.3 to antisymmetric part T (a)µ ,
obtaining that p. v. T
(a)
µ f(x) exists for µ-a.e. x.
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On the other hand, T
(s)
µ defines a compact operator on Lp(µ) sinceˆ
| ∇1 E(x, y) +∇1 E(y, x)|dµ(y) . diam(suppµ)α,
so that the principal values exist.
The fact that Twµ f coincides with p. v. Tµf a.e. follows from the definition of weak limit
together with dominated convergence theorem:ˆ
Twµ fg dµ = lim
ε→0
ˆ
Tµ,εfg dµ =
ˆ
p. v. Tµfg dµ for all g ∈ Lp′(µ),
p′ being the Ho¨lder conjugate exponent of p. 
A remark on the well-posedness of the assumption (6) of Theorem 1.2. Let T, µ
and B be as in Theorem 1.2. Let x, y ∈ B and ε > 0 and write
(3.10) Tεµ(x)− Tεµ(y) = Tµ,εχ2B(x)− Tµ,εχ2B(y) +
[
Tµ,εχRn+1 \2B(x)− Tµ,εχRn+1 \2B(y)
]
.
Now observe that, being the operator Tµ|B bounded on L
2(µ|B), Theorem 1.1 (2) applies
with ν = χ2Bµ. So, the first two summands on the right hand side of (3.10) admit a limit
as ε → 0 for almost every x, y ∈ B. The limit for ε → 0 of the last summand exists, too.
Indeed, since x, y do not belong to Rn+1 \2B, for ε < r(B),
Tµ,εχRn+1 \2B(x)− Tµ,εχRn+1 \2B(y) =
ˆ
Rn+1 \2B
(∇1 E(x, z)−∇1 E(y, z))dµ(y).
If we assume α˜ ≤ α in the statement of the main theorem, an application of the Caldero´n-
Zygmund property of the kernel combined with a dyadic decomposition of the domain of
integration gives∣∣∣ ˆ
Rn+1 \2B
(∇1 E(x, z)−∇1 E(y, z))dµ(z)∣∣∣ . |x− y|α +∞∑
j=1
ˆ
2j+1B\2jB
1
|x− z|n+αdµ(z)
≤ Pµ,α(B) ≤ Pµ,α˜(B) < +∞.
(3.11)
In particular, this tells that Tµ(x)−Tµ(y) exists in the principal value sense for almost every
x, y ∈ B.
We also want to point out that Tµ −mµ,B(Tµ) defines an L2(µ|B)-function. Indeed, for
x ∈ B and using (3.11),
|Tµ(x)−mµ,B(Tµ)| ≤ 1
µ(B)
ˆ
B
|Tµ(x)− Tµ(y)|dµ(y)
≤ |T (χ2Bµ)(x)|+
(
mµ,B|T (χ2Bµ)|2
)1/2
+ Pµ,α˜(B).
The right hand side of the previous majorization defines an L2(µ|B) function because of the
assumptions T (χ2Bµ) ∈ L2(µ|B) and Pµ,α˜(B) < +∞ in Theorem 1.2.
4. The Main Lemma
A careful read of [GT] shows that the same arguments as the ones for the Riesz transform
give that, in order to prove Theorem 1.2, it suffices to prove the following result.
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Lemma 4.1 (Main Lemma). Let n > 1 and let C0, C1 > 0 be some arbitrary constants.
There exist M = M(C0, C1, n) > 0 big enough, λ(C0, C1, n) > 0 and ε = ε(C0, C1,M, n) > 0
small enough such that if δ = δ(M,C0, C1, n) > 0 is sufficiently small, then the following
holds. Let µ be a Radon measure in Rn+1 with compact support and Q0 ⊂ Rn+1 a cube
centered at the origin satisfying the properties:
(1) `(MQ0) ≤ λ.
(2) µ(Q0) = `(Q0)
n.
(3) Pµ,α˜(MQ0) ≤ C0.
(4) For all x ∈ 2Q0 and 0 < r ≤ `(Q0), Θµ(B(x, r)) ≤ C0.
(5) Q0 has C0-thin boundary.
(6) αLµ(3MQ0) ≤ δ, for some hyperplane L through the origin.
(7) Tµ|2Q0 is bounded on L
2(µ|2Q0) with ‖Tµ|2Q0‖L2(µ|2Q0 )→L2(µ|2Q0 ) ≤ C1.
(8) We have
(4.1)
ˆ
Q0
|Tµ(x)−mµ,Q0(Tµ)|2dµ(x) ≤ εµ(Q0).
Then there exists some constant τ > 0 and a uniformly n-rectifiable set Γ ⊂ Rn+1 such that
µ(Q0 ∩ Γ) ≥ τµ(Q0),
where the constant τ and the uniform rectifiability constants of Γ depend on all the constants
above.
The matrix A may have a very general form. In particular, we need some additional ar-
gument to overcome the lack of “symmetries” of the matrix with respect to reflections and
to periodization (the exact meaning of this sentence will be clear after the reading of Section
5, where we recall how second order PDE’s in divergence form are affected by a change of
variable). Indeed, this is a crucial point for our proof to work. A similar problem has been
faced in [PPT]. First, in order to be able to argue via a change of variables, we have to show
that we can assume the matrix A to be symmetric.
We recall Schur’s lemma for integral operators with a reproducing kernel. The proof is a
standard application of Cauchy-Schwarz’s inequality.
Lemma 4.2. Let K : Rn+1 × Rn+1 → Rn+1 be a function such that, for a constant C > 0,
we have ˆ
|K(x, y)|dµ(x) ≤ C
and ˆ
|K(x, y)|dµ(y) ≤ C.
Then the operator Tf = K ∗ f is a continuous operator from L2(µ) to L2(µ) and
‖T‖L2(µ)→L2(µ) ≤ C.
Let A be a matrix as before. We denote by As = (A + A
T )/2 its symmetric part and by
TAsµ its correspondent gradient of the single layer potential.
Recalling that, for any matrixA0 with constant coefficients we have Θ(·, ·;A0) = Θ(·, ·;A0,s),
we can formulate the following lemma.
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Lemma 4.3. Let Q be a cube in Rn+1 such that, for M > 1, Pµ,α(MQ) ≤ C1. The operator
T
(s)
µ|2Q is bounded on L
2(µ|2Q) if and only if Tµ|2Q is bounded on L2(µ|2Q). In particular
(4.2)
∥∥Tµ|2Q∥∥L2(µ|2Q)→L2(µ|2Q) = ∥∥TAsµ|2Q∥∥L2(µ|2Q)→L2(µ|2Q) +O(`(Q)α).
Moreoverˆ
Q
∣∣TAsµ(x)−mµ,Q(TAsµ)∣∣2dµ(x)
.Λ,‖A‖α
ˆ
Q
∣∣Tµ(x)−mµ,Q(Tµ)∣∣2dµ(x) + (Mα`(Q)α +M−α)2µ(Q).(4.3)
Proof. Let us first prove (4.2). The identity (2.2) for matrices with constant coefficients leads
to
TAsµ|2Qf(x) =
ˆ
2Q
∇1 EAs(x, y)f(y)dµ(y)
=
ˆ
2Q
(∇1 EAs(x, y)−∇1Θ(x, y;As(x)))f(y)dµ(y)
+
ˆ
2Q
(∇1Θ(x, y;A(x))−∇1 E(x, y))f(y)dµ(y) + ˆ
2Q
∇1 E(x, y)f(y)dµ(y)
≡ I + II + Tµ|2Qf(x).
(4.4)
To estimate I and II in (4.4) it suffices, then, to invoke Lemma 2.7 and Schur’s Lemma.
This finishes the proof of the first part of the lemma.
Let us now prove (4.3). We split
Tµ(x)−mµ,Q(Tµ)
=
(
T (χMQµ)(x)−mµ,Q
(
T (χMQµ)
))
+
(
T (χ(MQ)cµ)(x)−mµ,Q
(
T (χ(MQ)cµ)
))
.
(4.5)
Let us estimate the two terms in the right hand side separately. Again, as a consequence of
(4.4) and Lemma 2.2 we can write∣∣∣T (χMQµ)−mµ,Q(T (χMQµ))− (TAs(χMQµ) +mµ,Q(TAs(χMQµ)))∣∣∣ .Mα`(Q)α.
To bound the second term in the right hand side of (4.5), notice that for x, y ∈ Q standard
estimates together with Lemma 2.7 give∣∣Tµχ(MQ)c(x)− Tµχ(MQ)c(y)∣∣ . ˆ
(MQ)c
|x− y|α
|x− z|n+αdµ(z)
. |x− y|
α
`(MQ)α
Pµ,α(MQ) .
1
Mα
Pµ,α(MQ) .
1
Mα
,
so that, averaging over y in Q we have∣∣T (χ(MQ)cµ)(x)−mµ,Q(T (χ(MQ)cµ))∣∣ .M−α
The same calculations lead to∣∣∣TAs(χ(MQ)cµ)(x)−mµ,Q(TAs(χ(MQ)cµ))∣∣∣ .M−α,
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so the inequality (4.3) in the statement of the lemma follows by gathering all the previous
considerations. 
Gathering Lemma 4.1 and Lemma 4.3 shows that it suffices to prove Theorem 1.2 under
the additional assumption that the matrix A is symmetric. Indeed, proving Lemma 4.1
with A = As gives it in the non-symmetric case with worse assumptions on the parameters
involved. We omit further details.
Remark 4.1. Arguing as in Lemma 4.3, one could prove that∥∥Tµ|2Q∥∥L2(µ|2Q)→L2(µ|2Q) = ∥∥T aµ|2Q∥∥L2(µ|2Q)→L2(µ|2Q) +O(`(Q)α),
where T a is the operator corresponding to the antisymmetric part of the kernel K(·, ·), that
is to say Ka(x, y) = (K(x, y)−K(y, x))/2. However, as in [PPT] and [CMT], we prefer not
to make this reduction because it would create problems later on in the proof. In particular,
it would be an obstacle to the application of the maximum principle, which is a crucial tool
in Section 11.
5. The modification of the matrix
5.1. The change of variable. The following lemma deals with how the fundamental solu-
tion and its gradient are affected by a change of variable.
Lemma 5.1 (see [PPT], Lemma 13). Let φ : Rn+1 → Rn+1 be a locally bilipschitz map
and let A ∈ Λα. Let EA be the fundamental solution of LA = −div(A∇·). Set Aφ :=
| detφ|D(φ−1)(A ◦ φ)D(φ−1)T . Then
EAφ(x, y) = EA(φ(x), φ(y)) for x, y ∈ Rn+1,
and
∇1 EAφ(x, y) = D(φ)T (x)∇1 EA(φ(x), φ(y)) for x ∈ Rn+1 .
Let us state a lemma concerning how the gradient of the fundamental solution transforms
under a change of variable φ as in Lemma 5.1. We use the notation
Tφµ(x) :=
ˆ
∇1 EAφ(x, y)dµ(y).
Lemma 5.2 (see [PPT], Lemma 14). Let φ : Rn+1 → Rn+1 be a bilipschitz change of vari-
ables. For every x ∈ Rn+1 we have
Tφµ(x) = D(φ)
T (x)Tφ]µ(φ(x)).
A particularly useful change of variable is the one that turns the symmetric part of the
matrix at a given point into the identity. For the following statement we refer to [AGMT].
Lemma 5.3. Let Ω ⊂ Rn+1 be an open set, and assume that A is a uniformly elliptic matrix
with real entries. Let As = (A + A
T )/2 be the symmetric part of A and for a fixed point
y0 ∈ Ω define S =
√
As(y0). If
A˜(·) = S−1(A ◦ S)(·)S−1,
then A˜ is uniformly elliptic, A˜s(z0) = Id if z0 = S
−1y0 and u is a weak solution of LAu = 0
in Ω if and only if u˜ = u ◦ S is a weak solution of L
A˜
u˜ = 0 in S−1(Ω).
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As a remark, we want to point out that the change of variables defined in Lemma 5.3 is
a linear map and, in particular, a bilipschitz map of Rn+1 to itself. Its bilipschitz constant
depends on the ellipticity of the matrix A.
We need the notion of flatness for images of cubes via maps of the aforementioned type.
For a set E ⊂ Rn+1, we define the α-number in an analogous ways as for cubes. In particular,
for any hyperplane L and any measure ν, we denote
αLν (E) :=
1
diam(E)n+1
inf
c≥0
dE(ν, cHn |L).
This particular notation will be used only in this section.
Lemma 5.4. Let ϕ be an affine, bilipschitz change of variables of Rn+1. Let L be a hyperplane
in Rn+1. Let Jϕ > 0 be the Jacobian of ϕ. Then, for any Radon measure ν, for any cube
Q ⊂ Rn+1 and any constant c ≥ 0 we have that
(5.1) dQ(ν, cHn |L) ≈n,C dϕ(Q)
(
ϕ]ν, cHn |ϕ(L)
)
.
Hence,
(5.2) αLν (Q) ≈n,C αϕ(L)ϕ]ν (ϕ(Q)
)
.
Proof. Formula (5.2) is an immediate consequence of (5.1) and the fact that `(Q) ≈C
diam(ϕ(Q)).
Let us prove (5.1). For every c ≥ 0
ϕ]
(
cHn |L
)
= c(ϕ]Hn)|ϕ(L).
Indeed for any ϕ]Hn |L-measurable set E we have
ϕ](cHn |L)(E) = cHn
(
ϕ−1(E) ∩ L) = cHn (ϕ−1(E ∩ ϕ(L))) = c(ϕ]Hn)|ϕ(L)(E).
Moreover, as a consequence of the Radon-Nikodym differentiation theorem (see [EG, Lemma
1, p. 92]), we have
Hn (ϕ−1(E)) = JϕHn(E).
So,
dQ(ν, cHn |L) ≈C dϕ(Q)
(
ϕ]ν, ϕ]cHn |L
) ≈n,C dϕ(Q)(ϕ]ν, cHn |ϕ(L)),
which proves the lemma. 
5.2. Reduction of the Main Lemma to the case A(0) = Id. Recall that by Lemma 4.3
we can assume A to be a symmetric matrix.
Let us begin with a preliminary observation. Let Q0 ⊂ Rn+1 be a cube as in the Main
Lemma and let us denote S := As(zQ0)
1/2, where zQ0 is the center of Q0. We choose the map
ϕ so that ϕ(x) = Sx. By Lemma 5.3 we have that Aϕ(ϕ
−1(zQ0)) = Id. Denoting ν = ϕ−1]µ
and arguing as in [PPT, Section 6], Lemma 5.2 givesˆ
Q0
∣∣Tµ(x)−mµ,Q0(Tµ)∣∣2dµ(x) ≈ ˆ
ϕ−1(Q0)
∣∣Tϕν(x)−mν,ϕ−1(Q0)(Tϕν)∣∣2dν(x)
and
‖Tϕν‖L2(ν|ϕ−1(2Q0)) ≈ ‖Tµ‖L2(µ|(2Q0)),
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the implicit constants in the formulas above depending only on ϕ and, hence, on the ellipticity
of the matrix A.
Using these facts and Lemma 5.4, in order to prove Lemma 4.1 it suffices to study the
variant that stated below.
Lemma 5.5. Let n > 1 and let C0, C1 > 0 be some arbitrary constants. There exists M =
M(C0, C1, n) > 1 big enough, λ(C0, C1, n) > 0 small enough and ε˜ = ε˜(C0, C1,M, n) > 0
small enough such that if δ = δ(M,C0, C1, n) > 0 is small enough, then the following holds.
Let µ be a Radon measure in Rn+1, Q0 ⊂ Rn+1 a cube centered at the origin and ν := ϕ−1]µ,
ϕ being as in the comments before the lemma, satisfying the following properties:
(1) Aϕ
(
ϕ−1(0)
)
= Id.
(2) `(MQ0) ≤ λ.
(3) ν
(
ϕ−1(Q0)
)
= `(Q0)
n.
(4) Pν,α/2
(
ϕ−1(MQ0)
) ≤ C0.
(5) For all x ∈ 2Q0 and 0 < r ≤ `(Q˜), Θµ(B(x, r)) ≤ C0.
(6) Q0 has C0-thin boundary.
(7) α
ϕ−1(H)
ν
(
ϕ−1(3MQ0)
) ≤ δ, where H = {x ∈ Rn+1 : xn+1 = 0}.
(8) Tϕ,ν|ϕ−1(2Q0) is bounded on L
2(ν|ϕ−1(2Q0)) with∥∥Tϕ,ν|ϕ−1(2Q0)∥∥L2(ν|ϕ−1(2Q0))→L2(ν|ϕ−1(2Q0)) ≤ C1.
(9) we have ˆ
ϕ−1(Q0)
∣∣Tϕν(x)−mν,ϕ−1(Q0)(Tϕν)∣∣2dν(x) ≤ ε˜ν(ϕ−1(Q0)).
Then there exists some constant τ > 0 and a uniformly n-rectifiable set Γ ⊂ Rn+1 such that
µ(Q0 ∩ Γ) ≥ τµ(Q0),
where the constant τ and the UR constants of Γ depend on all the constants above.
The aim of most of the rest of the paper is to provide the proof of this result.
In what follows, for the sake of simplicity of the notation, we will assume that A(0) =
A(zQ0) = Id, which in particular gives that ϕ = Id, µ = ν and Tϕ,µ = Tµ. Indeed, if this is
not the case, we should carry the following proofs for the image of cubes via ϕ−1, periodize
with respect to the image of a lattice of standard cubes and work with Tϕ instead of T . This
would be a merely notational complication that we prefer to avoid to make the arguments
more accessible.
Reduction to a periodic matrix. The forthcoming lemma shows, roughly speaking, that
the local structure of A close to Q0 is what matters to the purposes of Lemma 4.1. An
immediate consequence of this fact is that, without loss of generality, we can replace the
matrix A with a periodic matrix, provided that the new matrix coincides with A in a suitable
neighborhood of the cube Q0.
In what follows, we assume the matrix A¯ to have Ho¨lder continuous coefficients of exponent
α˜ < α for technical reasons that will result clearer later on.
Lemma 5.6. Let A¯ ∈ Λα˜ be such that A¯(x) = A(x) for every x ∈ 2Q0. Let T¯ denote the
gradient of the single layer potential associated with A¯. The operator Tµ|2Q0 is bounded in
22 CARMELO PULIATTI
L2(µ|2Q0) if and only if T¯µ|2Q0 is bounded in L2(µ|2Q0) and
‖Tµ|2Q0‖L2(µ|2Q0 )→L2(µ|2Q0 ) = ‖T¯µ|2Q0‖L2(µ|2Q0 )→L2(µ|2Q0 ) +O
(
`(Q0)
α˜
)
.
Moreover we have
ˆ
Q0
|Tµ(x)−mµ,Q0(Tµ)|2dµ(x)
.
ˆ
Q0
|T¯ µ(x)−mµ,Q0(T¯ µ)|2dµ(x) +
(
`(MQ0)
2α˜ +M−α˜
)2
µ(Q0),
(5.3)
where M is as in the statement of Lemma 4.1 and the implicit constant in (5.3) depends on
diam(suppµ).
The proof of Lemma 5.6 relies on the fact that Θ(·, ·;A(x)) = Θ(·, ·; A¯(x)) for every x ∈ 2Q0
and it is very similar to the one of Lemma 4.3, so that we omit it.
In the rest of the paper, without additional specifications, we will deal with a matrix A¯
periodic with period `, 2`(Q0) < ` . `(Q0).
The definition of the matrix A¯. The construction in the present subsection is dictated
by the necessity of having an auxiliary matrix which agrees with A on 2Q0 and has the
further properties of being periodic (which is crucial to use the estimates of the theory of
homogenization) and of presenting ‘additional simmetries’ with respect to reflections (see the
forthcoming Lemma 5.8). For a scheme of this construction we also refer to Figure 1.
Let ej denote the j-th element of the canonical basis of Rn+1. We denote by ψj : Rn+1 →
Rn+1 the map
(5.4) ψj(x) := x+ (3`(Q0)− 2xj)ej ,
which corresponds to the reflection across the hyperplane Pj orthogonal to ej and which
passes through the point 32`(Q0)ej . Let 0 < δ < 1/10.
Figure 1. A schematization of the construction of A¯ at the level of the pe-
riodic unit.
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Given a matrix B(x) with variable coefficients, we define Bj as
(5.5) Bj = Bψj = D(ψ
−1
j )(B ◦ ψj)D(ψ−1j )T .
Moreover, we define the matrix B˜ as
(5.6)
B˜(x) =
{
B(x) for dist
(
x, ∂(3Q0)
) ≥ δ`(Q0),
dist(x,∂(3Q0))
δ`(Q0)
B(x) +
(
1− dist(x,∂(3Q0))δ`(Q0)
)
Id for dist
(
x, ∂(3Q0)
)
< δ`(Q0).
It is also useful to introduce the notation
(5.7) B̂j(x) =
{
B(x) for xj ≤ 32`(Q0),
Bj(x) for xj >
3
2`(Q0).
Let us apply the previous constructions to the matrix A. First, observe that the matrix Aˆj is
not necessarily continuous. However, (̂A˜)j is continuous because Idj = Id and A˜|∂(3Q0) ≡ Id.
Our aim, now, is to define the final auxiliary matrix A¯ by an iteration of the construction in
(5.7) along every direction and which is followed by a periodization. Before doing so, let us
observe that for i, j ∈ {1, . . . , n+ 1},
(A˜i)j(x) = (A˜j)i(x), x ∈ Rn+1 .
This follows directly from (5.5) using the facts that ψi
(
ψj(x)
)
= ψj
(
ψi(x)
)
and that the
matrices D(ψ−1i ), D(ψ
−1
j ) are diagonal. Thus by the linearity of the interpolation in (5.6) we
have that
(5.8)
(̂
(A˜)i
)
j
=
(̂
(A˜)j
)
i
=: (̂A˜)i,j ,
so the order of the modifications is not relevant.
Let us now construct the matrix A¯ in two steps:
• For x belonging to the cube of side length 6`(Q0) centered at the point with coordi-
nates 32`(Q0)(1, . . . , 1) we define
A¯(x) := (̂A˜)1,...,n+1.
• By (5.6), the matrix A¯ defined in the first step coincide with Id for x belonging to
the boundary of the cube with side length 6`(Q0) and centered at
3
2`(Q0)(1, . . . , 1).
Hence, A¯ admits a continuous and 6`(Q0)-periodic extension to Rn+1 so that
A¯(x) = A¯
(
x+ 6~k`(Q0)
)
for every ~k ∈ Zn+1.
The following holds.
Lemma 5.7. The matrix A¯ is well-defined, Ho¨lder continuous with exponent α/2n+1 and
periodic with period 6`(Q0).
The well-definition of A¯ follows from (5.8). The proof of the Ho¨lder regularity is a minor
variation of that of [PPT, Lemma 8.1], where a similar modification of the matrix was in-
volved. In particular, the exponent α/2n+1 is given by the fact that every reflection of the
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matrix across a hyperplane halves the order of the Ho¨lder regularity. We also point out that,
being A¯ periodic, there is no need to introduce a radial cut-off for the matrix as in [PPT].
For the rest of the paper we use the notation α˜ := α/2n+1.
Properties of EA¯. As a consequence of the definition of A¯ and, more specifically, of its
periodicity and the fact that by construction
A¯j(x) = A¯(x)
for every x ∈ Rn+1 and j = 1, . . . , n+ 1, we have the following.
Lemma 5.8.
(5.9) E A¯(x, y) = E A¯(ψj(x), ψj(y)) for j = 1, . . . , n+ 1
and
E A¯(x, y) = E A¯
(
x+ 6~k`(Q0), y + 6~k`(Q0)
)
for ~k ∈ Zn+1.
By Lemma 2.3, the function K¯ = ∇1 E A¯(·, ·) is (globally) a Caldero´n-Zygmund kernel. In
particular
(a) |K¯(x, y)| . |x− y|−n for all x, y ∈ Rn+1 with x 6= y.
(b) |K¯(x, y)−K¯(x, y′)|+ |K¯(y, x)−K¯(y′, x)| . |y−y′|α˜|x−y|−n−α˜ for 2|y−y′| ≤ |x−y|.
Let T¯µ denote the singular integral operator associated with K¯,
T¯µf(x) =
ˆ
K¯(x, y)f(y)dµ(y).
Lemma 5.6 tells that we can prove the Main Lemma for T¯ instead of T , possibly by slightly
worsening the parameters involved.
6. A first localization lemma
It is useful to provide a local analogue of the BMO-type estimate (4.1). This is possible
because of the smallness of the α-number and the bound for the Pµ,α˜-density. Also, recall that
because of the assumptions in Lemma 4.1, we have µ(MQ0) .Mnµ(Q0). In what follows we
sketch the proof of the localization of (4.1) for T¯µ, highlighting the differences with respect
to the case of the Riesz transform (see [GT, Lemma 4.2]).
In the rest of the paper we omit to indicate the dependence of the implicit constants in
our estimates on C0 and C1.
Lemma 6.1. For δ small enough depending on M , the following inequality holds
(6.1)
ˆ
Q0
|T¯µχMQ0 |2dµ .
(
ε+
1
M2α˜
+M4n+2δ1/(4n+4) + (M`(Q0))
2α˜
)
µ(Q0).
Proof. First, observe that
(6.2)ˆ
Q0
|T¯µ(χMQ0)|2dµ ≤ 2
ˆ
Q0
|T¯µ(χMQ0)−mµ,Q0(T¯µχMQ0)|2dµ+ 2|mµ,Q0(T¯µχMQ0)|2µ(Q0).
SINGLE LAYER POTENTIALS AND RECTIFIABILITY FOR GENERAL MEASURES 25
Let us estimate the two summands on the right hand side of (6.2) separately. To study the
first one, we write
ˆ
Q0
∣∣T¯µχMQ0 −mµ,Q0(T¯µχMQ0)∣∣2dµ
≤ 2
ˆ
Q0
∣∣T¯µχ(MQ0)c(x)−mµ,Q0(T¯µχ(MQ0)c)∣∣2dµ(x) + 2 ˆ
Q0
|T¯ µ−mµ,Q0(T¯ µ)|2dµ.
(6.3)
Applying Lemma 2.1, it follows that for x, y ∈ Q0
|T¯µχ(MQ0)c(x)− T¯µχ(MQ0)c(y)| ≤
ˆ
(MQ0)c
|K¯(x, z)− K¯(y, z)|dµ(z)
. |x− y|α˜
ˆ
(MQ0)c
1
|x− z|n+α˜dµ(z)
. |x− y|α˜
∞∑
j=1
ˆ
2j+1MQ0\2jMQ0
1
|x− z|n+α˜dµ(z) .
|x− y|α˜
`(MQ0)α˜
Pµ,α˜(MQ0) .
1
M α˜
,
being Pµ,α˜(MQ0) . 1. Then, averaging the previous inequality over the variable y, we get∣∣T¯µχ(MQ0)c(x)−mµ,Q0(T¯µχ(MQ0)c)∣∣ . 1M α˜
and ˆ
Q0
|T¯µχ(MQ0)c(x)−mµ,Q0(T¯µχ(MQ0)c)|2dµ(x) .
1
M2α˜
µ(Q0).
Recalling that by hypothesis we haveˆ
Q0
∣∣T¯ µ−mµ,Q0(T¯ µ)∣∣2dµ ≤ εµ(Q0),
we can estimate (6.3) as
(6.4)
ˆ
Q0
∣∣T¯µ(χ(MQ0)c)−mµ,Q0(T¯µχMQ0)∣∣2dµ . (ε+ 1M2α˜)µ(Q0).
An application of Lemma 2.7 together with the antisimmetry of ∇1 Θ(·, ·; A¯(x)) also gives
(6.5)
∣∣mµ,Q0(T¯µχQ0)∣∣ . 1µ(Q0)
ˆ
Q0
ˆ
Q0
|x− y|−n+α˜dµ(x)dµ(y) . `(Q0)α˜.
Minor variations of the arguments which prove [GT, (4.2)] show that that
|mµ,Q0(T¯µχMQ0)|
(6.5)
. |mµ,Q0(T¯µχMQ0\Q0)|+ `(Q0)α˜
.M2n+1δ1/8(n+1) +
(
M`(Q0)
)α˜
+ `(Q0)
α˜ .M2n+1δ1/8(n+1) +
(
M`(Q0)
)α˜
.
(6.6)
For the sake of brevity we omit the details and we just point out that the presence of the
second summand on the right hand side comes from the estimate
(6.7)
∣∣∣ ˆ
Q0
T¯
(
ϕHn|H
)
dHn|H
∣∣∣ . (M`(Q0))α˜`(Q0)n,
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where ϕ is a proper even C1 function with 0 ≤ ϕ ≤ 1 and supported on MQ0 \ Q0. To get
the estimate (6.7), we just write∣∣∣ ˆ
Q0
T¯
(
ϕHn|H
)
dHn|H
∣∣∣
≤
ˆ
Q0
ˆ
MQ0
∣∣∣1
2
K¯(x, y)− 1
2
∇1Θ(x, y; A¯(x))
∣∣∣ dHn|H(x)dHn|H(y)
+
ˆ
Q0
ˆ
MQ0
∣∣∣1
2
K¯(x, y)− 1
2
∇1Θ(x, y; A¯(y))
∣∣∣ dHn|H(x)dHn|H(y)
+
1
2
∣∣∣ ˆ
Q0
ˆ
MQ0
(∇1Θ(x, y; A¯(x)) +∇1Θ(x, y; A¯(y))) dHn|H(x)dHn|H(y)∣∣∣.
Then, the third summand is null because of the antisymmetry of its integrand and the first
two terms can be estimated via Lemma 2.2.
Gathering (6.2), (6.4) and (6.6) we are able to conclude the proof of the lemma. 
7. The David and Mattila lattice associated with µ and its properties
The dyadic lattice constructed by David and Mattila [DM, Theorem 3.2] is a powerful
tool in the study of the geometry of Radon measures. Its main properties are listed in the
following lemma, that we state for a general Radon measure with compact support.
Lemma 7.1 (David and Mattila). Let σ be a compactly supported Radon measure in Rn+1.
Consider two constants K0 > 1 and A0 > 5000K0 and denote W = suppσ. Then there exists
a sequence of partitions of W into Borel subsets Q, Q ∈ Dσ,k, which we will refer to as cells,
with the following properties:
• For each integer k ≥ 0, W is the disjoint union of the cells Q, Q ∈ Dσ,k. If k < l,
Q ∈ Dσ,l, and R ∈ Dσ,k , then either Q ∩R = ∅ or Q ⊂ R.
• For each k ≥ 0 and each cell Q ∈ Dσ,k, there is a ball B(Q) = B
(
zQ, r(Q)
)
such that
zQ ∈W, A−k0 ≤ r(Q) ≤ K0A−k0
W ∩B(Q) ⊂ Q ⊂W∩28B(Q) = W ∩B(zQ, 28r(Q)),
and the balls 5B(Q), Q ∈ Dσ,k are disjoint.
• The cells Q ∈ Dσ,k have small boundaries. By this, we mean that for each Q ∈ Dσ,k
and each integer l ≥ 0, if we set
N intl :=
{
x ∈ Q : dist(x,W \Q) < A−k−l0
}
N extl (Q) :=
{
x ∈W \Q : dist(x,Q) < A−k−l0
}
and
Nl(Q) := N
int
l (Q) ∪N extl (Q),
we get
σ
(
Nl(Q)
) ≤ (C−1K−3(n+1)−10 A0)−lσ(90B(Q))
• Denote by Ddbσ,k the family of cells Q ∈ Dσ,k for which
σ
(
100B(Q)
) ≤ K0σ(B(Q)).
We have that r(Q) = A−k0 when Q ∈ Dσ,k \Ddbσ,k and
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(7.1) σ
(
100B(Q)
) ≤ K−10 σ(100l+1B(Q))
for all l ≥ 1 with 100l ≤ K0 and Q ∈ Dσ,k \Ddbσ,k .
Let us denote Dσ :=
⋃
k Dσ,k. Let us choose A0 big enough so that
(7.2) C−1K−3(n+1)−10 A0 > A
1/2
0 > 10.
Here we list some useful quantities associated with each cell Q ∈ Dσ,k:
• J(Q) := k, which may be interpreted as the generation of Q.
• `(Q) := 56K0A−k0 , that we also call side length. Notice that
1
28
K−10 `(Q) ≤ diam(28B(Q)) ≤ `(Q)
and r(Q) ≈ diam(Q) ≈ `(Q).
• calling zQ the center of Q, we denote BQ := 28B(Q) = B(zQ, 28r(Q)), which in
particular gives
Q ∩ 1
28
BQ ⊂ Q ⊂ BQ.
We recall, now, some of the properties of the cells in the David and Mattila lattice.
The choice in (7.2) implies, for 0 < λ ≤ 1, the estimate
σ
({x ∈ Q : dist(x,W \Q) ≤ λ`(Q)})+ σ({x ∈ 3.5BQ \Q : dist(x,Q) ≤ λ`(Q)})
≤ cλ1/2σ(3.5BQ).
We denote Ddbσ :=
⋃
k≥0Ddbσ,k and we say that it is the lattice of doubling cells. This notation
is justified by the fact that, for Q ∈ Ddbσ , we have
σ(3.5BQ) ≤ σ(100B(Q)) ≤ K0σ(B(Q)) ≤ K0σ(Q).
An important feature of the David and Mattila lattice is that every cell Q ∈ Dσ can be
covered by doubling cells up to a set of σ-measure zero ([DM, Lemma 5.28]). Moreover, if
we have two cells R,Q ∈ Dσ with Q ⊂ R and such that every intermediate cell Q ( S ( R
belongs to Dσ \Ddbσ , we have the control
(7.3) σ(100B(Q)) ≤ A−10n(J(Q)−J(R)−1)0 σ(100B(R))
on the decay of the measure. The estimate (7.3) is proved via an iterated application of the
inequality
(7.4) σ(100B(Q)) ≤ A−10n0 σ(100B(Qˆ)),
where Qˆ is the cell from Dσ,J(Q)−1 containing Q (also called parent of Q). We remark that
(7.4) follows by (7.1) and a proper choice of A0 and K0 (see [DM, Lemma 5.31]).
For Q ∈ Dσ, we denote by Dσ(Q) the cells in Dσ which are contained in Q and Ddbσ (Q) :=
Dσ(Q) ∩ Ddbσ .
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8. The Key Lemma, the stopping time condition and a first modification of
the measure
The hearth of the proof of Lemma 5.5 consists in providing a control on the abundance of
cells with low density (in some sense that we clarify below). The whole construction that we
are about to discuss depends on some auxiliary parameter to be chosen properly later in the
proof.
Definition 8.1 (Low density cells). Let 0 < θ0  1. A cell Q ∈ Dµ is said to be of low
density if
Θµ(3.5BQ) ≤ θ0
and it has maximal side length. We denote by LD the family of low density cells.
Most of the rest of the paper deals with the proof of the fact that the low density cells fail
to cover a significant portion of Q0.
Lemma 8.1 (Key Lemma). Let ε, δ and M be as in Lemma 4.1. There exists ε0 > 0 such
that if M is big enough and θ0, δ and ε are small enough, then
(8.1) µ
(
Q0 \
⋃
Q∈LD
Q
)
≥ ε0µ(Q0).
To prove the main Lemma 5.5 using the results in the Key Lemma, it suffices to refer
to the construction in [GT, Section 10], which relies on a subtle covering argument together
with the connection between uniform rectifiability and the Riesz transform, and invoke [PPT,
Theorem 1.1 and Theorem 1.2] in place of the results of Nazarov, Tolsa and Volberg. So, the
rest of the present article (a part from the last section) is devoted to the proof of Lemma 8.1.
We argue by contradiction: assume that (8.1) does not hold, that is to say
(8.2) µ
( ⋃
Q∈LD
Q
)
> (1− ε0)µ(Q0).
More specifically, we want to show that a choice of ε0 small enough leads to an absurd. The
proof is based on a stopping time argument. Roughly speaking, for Q ∈ LD, we say that a
cell R belongs to its associated stopping family if it is a descendant of Q (i.e. R ⊂ Q) and it
is sufficiently small. The definition of stopping cells depends on a parameter t, which has to
be thought small and that will be appropriately chosen later.
Definition 8.2 (Stopping cells). Let Q ∈ LD . Let 0 < t < 1. We say that R ∈ Stop(Q) if
the two following conditions are verified and it has maximal side length
• R ∈ Ddbµ , R ⊂ Q.
• `(R) ≤ t`(Q).
We also denote Stop :=
⋃
Q∈LD Stop(Q) the family of all the stopping cells.
Assuming that the stopping cells in Stop(Q) are doubling makes sense in light of the fact
that doubling cells cover Q up to a set of µ-measure zero. In particular, this implies that
(8.2) is equivalent to
µ
( ⋃
Q∈Stop
Q
)
> (1− ε0)µ(Q0).
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The proof of the Key Lemma 8.1 involves a periodization of the measure µ, which is essentially
carried out by replicating µ|Q0 on the horizontal plan according to the periodicity of the
matrix A¯.
The cells close to the boundary of Q0 may give problems, so that our first temptation
would be to try not to incorporate them into the contruction. This is possible just in the case
their contribution to the measure of Q0 is negligible. So, we say that P ∈ Bad if P ∈ Stop
and 1.1BP ∩ ∂Q0 6= ∅.
Another technical problem is that Stop may contain infinitely many cells. This second
difficulty can be easily overcome considering a finite family of cells, named Stop0, which
contains a big portion of the measure of Stop, e.g.
(8.3) µ
( ⋃
Q∈Stop0
Q
)
> (1− 2ε0)µ(Q0).
The rest of the section is devoted to a justification of the last affirmations concerning Bad
and the first modification of the measure µ. It is essentially a rewriting of [GT, Lemma 6.2,
Lemma 6.3, Lemma 6.4] in our context, in which we highlight the right homogeneities coming
from our elliptic setting.
The following lemma contains an estimate of the density Pµ,α˜ of the stopping cells in terms
of the low density parameter θ0.
Lemma 8.2. Let Q ∈ Stop and let t = θ1/(n+α˜)0 . We have
Θµ(2BQ) ≤ Pµ,α˜(2BQ) . θ
α˜
n+α˜
0 .
Proof. The first inequality is an immediate consequence of the definition of Pµ,α˜. To prove
the second inequality, we consider the maximal cell R′ ∈ Dµ such that Q ⊂ R′ ⊂ R and
`(R′) ≤ t`(R) and write
Pµ,α˜(2BQ) .
∑
P∈Dσ :Q⊂P⊂R′
Θµ(2BP )
(`(Q)
`(P )
)α˜
+
∑
P∈Dσ :R′⊂P⊂R
Θµ(2BP )
(`(Q)
`(P )
)α˜
+
∑
P∈Dσ :R⊂P⊂Q0
Θµ(2BP )
(`(Q)
`(P )
)α˜
+
∑
k≥1
2−kα˜Θµ(2kBP )
=I + II + III + IV.
Then, the estimates work as in the case of the Riesz transform. In particular, the same
arguments prove
I + II . θ0
tn
and
III + IV . tα˜,
which justifies the choice of t in the statement of the lemma. 
For the rest of the paper we assume t = θ
1/(n+α˜)
0 in Definition 8.2.
Using the estimates in Lemma 8.2, one can prove (see [GT, Lemma 6.3]) that
(8.4) µ
(⋃
Bad
Q
)
. θ
α˜
n+α˜
0 µ(Q0).
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First modification of the measure. As already mentioned, for technical purposes it is
useful to modify the measure inside Q0 by taking just finitely many stopping cells and getting
rid of the cells in Bad. To make the previous statement rigorous, we choose a small parameter
0 < κ0  1 to be fixed later and, after denoting
Iκ0(Q) := {x ∈ Q : dist(x, suppσ \Q) ≥ κ0`(Q)},
we define the modified measure
µ0 := µ|Qc0 +
∑
Q∈Stop0 \Bad
µ|Iκ0 (Q).
Using (8.3) and (8.4), it is not difficult to prove that µ0 differs from µ, in the sense of the
total mass, possibly by a very small quantity. Indeed,
(8.5) ‖µ− µ0‖ ≤
(
2ε0 + Cθ
α˜/(n+α˜)
0 + κ
1/2
0
)
µ(Q0).
For this modification to be valid to our purposes, we need the gradient of the single layer
potential associated with this measure to satisfy a localization estimate analogous to (6.1).
This is easily proved by gathering the L2(µ|Q0)-boundedness of T¯µ|Q0 , the estimate (8.5) and
the localization estimate (6.1) for µ (see [GT, Lemma 6.4]).
Lemma 8.3. If δ is chosen small enough (depending on M), thenˆ
Q0
|T¯ (χMQ0µ0)|2dµ0 .
(
ε+
1
M2α˜
+M4n+2δ1/(4n+4)+(M`(Q0))
2α˜+ε0+θ
α˜/(n+α˜)
0 +κ
1/2
0
)
µ(Q0).
9. Periodization and smoothing of the measure
The periodization. We want to get rid of the truncation at the level of M`(Q0) present
in Lemma 8.3. This can be done replicating the measure periodically by means of horizontal
translations. The localization of the gradient of the single layer potential associated with
this auxiliary measure will eventually make us able to implement a variational argument in
Section 11.
We denote by
M := {Q0 + zP : zP ∈ 6`(Q0)Zn × {0}}
the family of disjoint cubes covering H and obtained translating Q0 along the coordinate
(horizontal) axes. The factor 6 is chosen in order for this periodization to be coherent with the
period of the matrix A¯. Given P ∈M we denote by zP its center and by TP : Rn+1 → Rn+1
the translation
TP (x) := x+ zP ,
so that the periodization of the measure reads
µ˜ :=
∑
P∈M
TP ]µ0|Q0 .
Observe that µ0(∂Q0) = 0, which implies χQ0 µ˜ = µ0.
As for the first modification of the measure, we have to prove the equivalent of the lo-
calization Lemma 8.3. This can be done as for the Riesz transform (see [GT, Lemma 7.2]),
using that µ˜ is very flat at the level of 3MQ0.
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Lemma 9.1. Let κ0, θ0 and ε0 be as in Section 8 and δ as in the Main Lemma. Letting
δ˜ := Mn+1
(
ε0 + θ
α˜/(n+α˜)
0 + κ
1/2
0 + δ
1/2
)
,
we have
αHµ˜ (3MQ0) . δ˜.
Moreover, for
ε˜ := ε+
1
M2α˜
+M4n+2δ1/(4n+4) + ε0 + θ
α˜/(n+α˜)
0 + κ
1/2
0 +M
2n+2δ˜1/(4n+5) + (M`(Q0))
2α˜
we have ˆ
Q0
∣∣T¯ (χMQ0 µ˜)∣∣2dµ˜ . ε˜µ˜(Q0).
It is not difficult to see that the measure µ˜ has polynomial growth:
µ˜(B(x, r)) . rn for every x ∈ Rn+1 and r > 0.
The following lemma contains a technical estimate for a suitably modified version of the
density Pµ˜,α˜(2BQ).
Lemma 9.2. For every Q ∈ Stop0 \Bad the inequalityˆ
1.1BQ\Q
ˆ
Q
1
|x− y|ndµ˜(x)dµ˜(y) . θ
α˜
(n+α˜)(1+2n)
0 µ˜(Q)
holds. Moreover, the function
pµ˜,α˜(x) :=
∑
Q∈Stop0 \Bad
χQPµ˜,α˜(2BQ)
satisfies
(9.1)
ˆ
Q0
p2µ˜,α˜dµ˜ . θ
2α˜
(n+α˜)(1+2α˜)
0 µ˜(Q0).
Remark on the proof. In order to prove (9.1) it suffices to follow the path of [GT, Lemma
7.4] taking into consideration the right homogeneity given by α˜, which leads to
(9.2)
ˆ
Q0
p2µ˜,α˜dµ˜ .
(
κ¯+
θ
2α˜
(n+α˜)
0
κ¯2α˜
+ θ
α˜
n+α˜
0
)
µ˜(Q0),
where 0 < κ¯ < 1 is a small constant. Inequality (9.2) gives the desired estimate after making
the choice κ¯ = θ
2α˜/[(n+α˜)(1+2α˜)]
0 . 
The smoothing. A priori, the measure µ0 may not be absolutely continuous with respect to
the Lebesgue measure on Rn+1. This would constitute a problem when trying to implement
the variational techniques. For this reason, it it useful to consider the following further
modification of the measure
η0 :=
∑
Q∈Stop0 \Bad
µ0(Q)
Hn+1(14B(Q))Hn+1| 14B(Q)
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and its periodization
η :=
∑
P∈M
TP ]η0.
We remark that, being Stop0 a finite family, the measures η0 and η both have bounded density
with respect to Hn+1. A specific control on the density is not relevant to the purposes of our
proof. The following lemma contains a localization estimate for the potential associated with
η.
Lemma 9.3. Denoting
ε′ := ε˜+ `(Q0)2α˜ +Mnκ−2n−2α˜0 θ
2α˜
(n+α˜)(1+2α˜)
0 + θ
2α˜
(n+α˜)(1+2n)
0 ,
we have ˆ
Q0
|T¯ (χMQ0η)|2dη . ε′η(Q0).
The presence of the summand `(Q0)
2α˜ in ε′ (already taken into account in ε˜) to point out
that, as in (6.6), the lack of antisimmetry of K¯(·, ·) gives the error term∣∣mµ˜,Q(T¯µ˜χQ)∣∣ . `(Q)α˜ . `(Q0)α˜
for every Q ∈ Stop0 \Bad . This contribution is not present in the case of an elliptic matrix
with constant coefficients. The rest of the proof is analogous to the one of [GT, Lemma 8.1]
and all is needed is a careful check that Lemma 9.2 applies and the new homogeneity does
not affect the final result. We omit further details.
Remark 9.1. Observe that the expressions of δ˜, ε˜ and ε′ all include a summand which depends
on ε0. In particular, the quantities in question are small if ε0 and M`(Q0) are chosen small
enough. Then the choice of ε0  1 (which is possible because we assumed (8.2) to hold)
gives the localization for the potentials associated with the auxiliary measures.
10. The localization of T¯ η
Let L∞M denote the set of functions f ∈ L∞(η) such that
f(x+ zP ) = f(x)
for every x ∈ Rn+1 and P ∈M.
Let ϕ ∈ C1(Rn+1) be a non-negative radial function whose support is contained in B(0, 2)
and that equals 1 on B(0, 1). For r > 0 and x ∈ Rn+1 let us set ϕr(x) := ϕ(x/r). Observe
that ‖∇ϕ‖∞ . 1. For x, y ∈ Rn+1 we define the regularized kernel
K˜r(x, y) = K¯(x, y)ϕr(x− y)
and its associated operator
T˜r(fη)(x) :=
ˆ
K˜r(x, y)f(y)dη(y) for f ∈ L∞M(η),
where the integral above is absolutely convergent.
We are interested in getting an existence result for the limit
(10.1) p. v. T¯ (fη)(x) = lim
r→∞ T˜r(fη)(x).
For simplicity, we denote the principal value in (10.1) just as T¯ (fη)(x).
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Lemma 10.1. Let f ∈ L∞M. The principal value T¯ (fη)(x) exists for every x ∈ Rn+1. More-
over, given any compact set F ⊂ Rn+1, there exist r0 = r0(F ) > 0 and a constant cF
depending on F such that for s > r ≥ r0∥∥T˜r(fη)− T˜s(fη)∥∥∞,F . cFrγ ‖f‖∞,
where γ ∈ (0, 1) is as in Lemma 2.7.
Remark 10.1. Lemma 10.1 implies that the limit in (10.1) converges uniformly on compact
sets and in supp η.
Proof. Recall that we can assume `(Q0) < 1. Let s > r. Let us denote ν := fη, ϕr,s(x) :=
ϕr(x) − ϕs(x) for every x ∈ Rn+1 and K˜r,s(x, y) := K¯(x, y)ϕr,s(x − y). Because of the
periodicity of f and the definition of η, we have
ν =
∑
P∈M
(TP )](χQ0ν)
so that
T˜r(fη)(x)− T˜s(fη)(x) =
ˆ
K˜r,s(x, y)d
( ∑
P∈M
(TP )](χQ0ν)
)
(y)
=
∑
P∈M
ˆ
Q0
K˜r,s(x, y + zp) dν(y),
(10.2)
the last equality being a consequence of K˜r,s having compact support, which implies that the
sum has only finitely many non-zero terms.
Let A0 be the homogenized matrix associated with {Lε}ε > 0 and χ` be as in Section 2,
with ` = 6`(Q0). Recall that
‖∇χ`‖∞ . 1
(see (2.8)). The matrix A0 is an elliptic matrix whose coefficients are constants and can be
expressed in terms of χ and those of A. We denote by Θ(·, ·;A0) the fundamental solution of
the operator L0 = −div(A0∇). We decompose the right hand side of (10.2) as∑
P∈M
ˆ
Q0
K˜r,s(x, y + zp)dν(y)
=
∑
P∈M
ˆ
Q0
(
K¯(x, y + zP )− (Id+∇χ`(x))∇1Θ(x, y + zP ;A0)
)
ϕr,s(x− y − zP )dν(y)
+
∑
P∈M
ˆ
Q0
(
Id+∇χ`(x)
)∇1Θ(x, y + zP ;A0)ϕr,s(x− y − zP )dν(y)
≡ Ir,s(x) + IIr,s(x).
Let us observe that since F is compact and y ∈ Q0, there exists a compact set F˜ such that
±(x−y) ∈ F˜ , so that if we choose r0 ≥ 2 diam
(
F˜
)
, both ϕr,s(x−y−zP ) and ϕr,s(x−y+zP )
vanish for |zP | < r. Moreover, |x− y| ≤ diam
(
F˜
) ≤ r/2 ≤ |zP | and
|(x− y)− zP | ≈ |(x− y) + zP | ≈ |zP |.
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Let us now estimate Ir,s(x). As stated in Lemma 2.7, there exist C > 0 and γ ∈ (0, 1)
depending only on n and α such that∣∣∇1 E A¯(x, y + zP )− (Id+∇χ`(x))∇1Θ(x, y + zP ;A0)∣∣ ≤ C`(Q0)γ |x− y − zP |−(n+γ)
for every x, y ∈ Rn+1. Then, exploiting the linear growth of η and the considerations on the
support of ϕr,s, we get
(10.3)
|Ir,s(x)| .
∑
P∈M,|zP |≥r
ˆ
Q0
`(Q0)
γd|ν|(y)
|x− y − zP |n+γ . ‖f‖∞
∑
P∈M,|zP |≥r
`(P )n+γ
|zP |n+γ .
‖f‖∞`(Q0)γ
rγ
.
In the last inequality of (10.3) we used the convergence of
∑
P∈M `(P )
n|zP |−n.
We are left with the estimate of IIr,s(x). Using the antisymmetry of ∇1Θ(·, ·;A0) and the
properties of standard Caldero´n-Zygmund kernels, the same argument of [GT, Lemma 8.2]
proves that there exists a constant cF > 0 such that
|IIr,s(x)| ≤ ‖Id+∇χ`‖∞
∑
P∈M˜
ˆ
Q0
∇1Θ(x, y + zP ;A0)ϕr(x− y − zP )dν(y)
.
(2.8)
∑
P∈M˜
ˆ
Q0
∇1Θ(x, y + zP ;A0)ϕr(x− y − zP )dν(y)
. cF ‖f‖∞
r
.
(10.4)
We conclude the proof of the lemma gathering (10.3), (10.4) and observing that, being γ ∈
(0, 1) and r > 1, r−1 < r−γ . 
The measure η is M-periodic and the matrix A¯, by construction, is 6`(Q0)-periodic. This
implies that for every f ∈ L∞M(η) and r > 0, the function T˜r(fη) is M-periodic, too. The
same holds for p. v. T (fη). Using Lemma 10.1, the following result is immediate.
Corollary 10.1. T¯η is a bounded operator from L
∞
M to L
∞
M. For r > 0 big enough and for
every f ∈ L∞M(η) we have ∥∥T¯ (fη)− T˜r(fη)∥∥∞,F .F ‖f‖∞rγ .
Our next intent is to prove the final localization estimate
(10.5)
ˆ
Q0
∣∣T¯ η∣∣2dη  η(Q0).
We have already proved that for M big enough there exists ε′  1 such that
(10.6)
ˆ
Q0
∣∣T¯ (χMQ0η)∣∣2dη . ε′η(Q0).
Then, in order to prove (10.5), it suffices to use the estimate in the following lemma.
Lemma 10.2. Let f ∈ L1loc(η) be a M-periodic function and let M˜ = 6N˜ , where N˜ ≥ 3 is
an odd number. For all x ∈ 2Q0 we have
(10.7)
∣∣T¯ (χ
(M˜Q0)c
fη
)
(x)
∣∣ . 1
M˜γ`(Q0)n
ˆ
Q0
|f |dη.
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Proof. Being N˜ odd, there exists a subfamily M˜ ⊂M such that
χ
(M˜Q0)c
η =
∑
P∈M˜
TP ]η
and whose elements P ∈ M˜ satisfy |zP | & M˜`(Q0). In particular
(10.8) |x− y − zP | ≈ |zp| for x, y ∈ 2Q0.
Let r > 0 and x ∈ 2Q0. Denote ν := fη and observe that there are just finitely many cubes
P ∈ M˜ such that |zP | < r. Arguing as in the proof of Lemma 10.1, this justifies the following
writings.
T˜r
(
χ
(M˜Q0)c
fη
)
(x) =
ˆ
K¯(x, y)ϕr(x− y)dν(y)
=
∑
P∈M˜
ˆ
Q0
K¯(x, y + zP )ϕr(x− y − zP )dν(y)
=
∑
P∈M˜
ˆ
Q0
(
K¯(x, y + zP )− (Id+∇χ`(x))∇1Θ(x, y + zP ;A0)
)
ϕr(x− y − zP )dν(y)
+
∑
P∈M˜
ˆ
Q0
(
Id+∇χ`(x)
)∇1Θ(x, y + zP ;A0)ϕr(x− y − zP )dν(y)
≡ Ir(x) + IIr(x)
Let us estimate Ir(x). Using (10.8) together with Lemma 2.7 and the estimate |zP | & M˜`(Q0)
for P ∈ M˜, we can write
|Ir(x)| .
∑
P∈M˜
ˆ
Q0
`(Q0)
γ
|x− y − zP |n+γ dν(y) ≈
∑
P∈M˜
ˆ
Q0
`(Q0)
γ
|zP |n+γ dν(y)
=
∑
P∈M˜
`(Q0)
γ
|zP |n+γ |ν|(Q0) .
|ν|(Q0)
M˜γ`(Q0)n
( ∑
P∈M˜
`(Q0)
n
|zP |n
)
. 1
M˜γ`(Q0)n
ˆ
Q0
|f |dη.
(10.9)
We claim that
(10.10) |IIr(x)| . 1
M˜`(Q0)n
ˆ
Q0
|f |dη.
The calculations to prove (10.10) exploit (2.8) and the antisimmetry of ∇1 Θ(·, ·;A0); they
resemble those of [GT, Lemma 8.4], so that we leave the verification to the reader.
The estimates (10.9) and (10.10), together with the observation that M˜−1 ≤ M˜−γ , conclude
the proof of the lemma after taking the limit for r →∞. 
Corollary 10.2 (Final localization estimate). We haveˆ
Q0
∣∣T¯ η∣∣2dη . ( 1
M2γ
+ ε′
)
η(Q0).
Proof. Inequality (10.7) in the case f ≡ 1 reads∣∣T¯ (χMQ0η)∣∣ . 1Mγ ,
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so that applying it together with (10.6), we have
ˆ
Q0
∣∣T¯ η∣∣2dη . ˆ
Q0
∣∣T¯ (χMQ0η)∣∣2dη + ˆ
Q0
∣∣T¯ (χ(MQ0)cη)∣∣2dη . ( 1M2γ + ε′)η(Q0),
which finishes the proof. 
11. A pointwise inequality and the conclusion of the proof
The following lemma implements a variational technique inspired by potential theory that
allows to obtain a pointwise inequality for the potential of a proper auxiliary measure. We
denote as T¯ ∗~ξ the operator that, given a vector-valued measure ~ξ, is defined by
T¯ ∗~ξ(x) =
ˆ
∇1E¯(y, x) · d~ξ(y)
and which corresponds to the adjoint of T¯ .
Lemma 11.1. Suppose that for some 0 < λ ≤ 1 the inequality
ˆ
Q0
|T¯ η|2dη ≤ λη(Q0)
holds. Then there is a function b ∈ L∞(η) such that
• 0 ≤ b ≤ 2.
• b is M-periodic.
• ´Q0 b dη = η(Q0).
and such that the measure ν = bη satisfies
(11.1)
ˆ
Q0
|T¯ ν|2dν ≤ λν(Q0)
and
(11.2) |T¯ ν|2(x) + 2T¯ ∗((T¯ ν)ν)(x) ≤ 6λ for ν-a.e. x ∈ Rn+1.
Proof. The proof is a minor variation of the proof of [GT, Lemma 9.1]. In particular, we
recall that the way to prove (11.2) consists in defining an adapted energy functional
J(a) = λ‖a‖L∞(η)η(Q0) +
ˆ
Q0
|T¯ (aη)|2dη,
where a ranges in
A =
{
a ∈ L∞(η) : a ≥ 0, a is M-periodic, and
ˆ
Q0
a dη = η(Q0)
}
.
Then, one proves that J admits a minimizer in A and gets (11.2) by taking proper competi-
tors. The proof does not use the antisymmetry of the kernel of T¯ but just its M-periodicity
which follows by the construction of A¯. 
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11.1. A maximum principle. Let λ, b and ν be as in Lemma 11.1. In order to be able
to perform the final argument to get the contradiction, we need to extend the inequality
(11.2) out of the support of ν. More precisely, the next step consists in proving that a
inequality similar to that provided by Lemma 11.1 holds in a suitable strip. To this purpose,
some version of maximum principle is needed. The elliptic setting of the problem makes this
procedure slightly more technical then the one adopted by Girela-Sarrio´n and Tolsa in the
case of the Riesz transform.
Before presenting the main result of the section, we introduce some notation. We denote
by H˜ the hyperplane
H˜ := {x ∈ Rn+1 : xn+1 = 3`(Q0)/2},
which corresponds to the translate of H that contains the upper face of 3Q0. Let KS  1 to
be chosen later and let S denote the strip
S := {x ∈ Rn+1 : dist(x, H˜) < KS`(Q0)}.
Its boundary ∂S is given by the union of two hyperplanes ∂S+ and ∂S− which lay in the
upper and lower half spaces respectively. Let
(11.3) xS±=
3
2
`(Q0)(1, . . . , 1, 1)±
(
0, . . . , 0,KS`(Q0)
)
.
For the proof of our next lemma we need to invoke a result on elliptic measure. Suppose that
Ω ( Rn+1 is an open set with n-AD-regular boundary and consider a point p ∈ Ω. Let ωpΩ
denote the elliptic measure on ∂Ω associated with the operator LA¯ with pole at p. For the
proof of the following standard result we refer to [AM1, Lemma 2.3].
Lemma 11.2. Let Ω ( Rn+1 be open with n-AD-regular boundary with constant CAD. There
exists ϑ = ϑ(n,A,CAD) ∈ (0, 1) such that for every x ∈ ∂Ω and 0 < r < diam Ω, we have
(11.4) ωyΩ
(
B(x, r)c
) ≤ C( |x− y|
r
)ϑ
for y ∈ Ω ∩B(x, r).
An application of (11.4) gives a boundary regularity result for LA¯-harmonic functions, see
e.g Lemma 2.10 in [AGMT].
Lemma 11.3. Let Ω ( Rn+1 be open with n-AD-regular boundary with constant CAD. Let
u ≥ 0 be LA¯-harmonic function in B(x, 4r) ∩ Ω and continuous in B(x, 4r) ∩ Ω¯. Suppose,
moreover, that u ≡ 0 in ∂Ω∩B(x, 4r). Then, extending u by zero in B(x, 4r)\ Ω¯, there exists
ϑ = ϑ(n,A,CAD) ∈ (0, 1) such that u is ϑ-Ho¨lder continuous in B(x, 4r) and, in particular,
u(y) .n,A,CAD
(dist(y, ∂Ω)
r
)ϑ
sup
B(x,2r)
u for all y ∈ B(x, r).
Lemma 11.4 (Maximum principle on the strip). Let S be the strip as before and let f be a
bounded continuous LA¯-harmonic function on S so that f |∂S ≡ 0. Then f ≡ 0 on S.
Proof. Choose R > 100KS and set SR := S ∩ [−R,R]n+1. For p ∈ S, denote hp := dist(p, ∂S)
and let xp be a point that realizes the distance. We choose p far from the “vertical” parts
∂SR \ (∂S+ ∪ ∂S−) of ∂SR, in particular such that B(xp, R/10) ∩ (∂SR \ ∂S) = ∅. Let ωpR
denote the elliptic measure with pole at p associated with LA¯ on SR. The family {SR}R is
a collection of AD-regular sets whose AD-regularity constants do not depend on R. Then
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inequality (11.4) implies that there exit two constants C and ϑ, both independent on R, such
that
ωpR(∂SR \ ∂S) ≤ ωpR
(
B(xp, R/10)
c
) ≤ C(hp
R
)ϑ
.
By hypothesis we may assume that f ≤ 1 on ∂SR \ ∂S. Thus, we have
(11.5) |f(p)| =
∣∣∣ˆ fdωpR∣∣∣ ≤ ‖f |∂SR\∂S‖∞ωpR(∂SR \ ∂S) ≤ C(hPR )ϑ.
The results stated in the lemma follows by passing to the limit in (11.5) for R→∞. 
Now, we prove an existence result on the infinite strip S.
Lemma 11.5. There exists a function fS : S¯ → R such that:
(1) fS is LA¯-harmonic in the strip S and continuous in S¯.
(2) fS is M-periodic.
(3) fS(x) = ±1 on ∂S± and fS(x) = 0 for x ∈ H˜.
Proof. Let k ∈ N, k ≥ 100KS and denote Sk = S ∩ [−k, k]n+1. We define the continuous
functions fk on ∂Sk as
fk(x) =
xn+1 − 32`(Q0)
KS`(Q0)
.
In particular, observe that fk(x) = ±1 for x ∈ ∂S± and
fk(x) = −fk
((
x1, . . . , xn,−xn+1 + 3`(Q0)
))
,
i.e. it is antisymmetric with respect to H˜.
Define uk be the LA¯-harmonic function such that uk|∂Sk = fk, whose existence is guar-
anteed by the continuity of fk and the AD-regularity of Sk. Our aim is to prove that, a
part from possibly considering a proper subsequence, uj converges uniformly in the compact
subsets of Sk, for every k to an LA¯-harmonic function in S.
We claim that there exist γ ∈ (0, 1) and Ck > 0 such that
(11.6) |uj(x)− uj(y)| ≤ Ck|x− y|γ for x, y ∈ S¯k, j ≥ k + 2.
Assume that (11.6) holds. As a consequence of Ascoli-Arzela`’s theorem together with a
standard diagonalization argument, there is a function fS so that uk converges to fS uniformly
on the compact subsets of S. The LA¯-harmonicity of fS is a consequence of Caccioppoli’s
esimate (cfr. [HKM, Theorem 3.77]).
To prove (2), define ~v = (6`(Q0), 0, . . . , 0) and observe that, being the matrix A¯M-periodic
and since fS is constant on ∂S±, the function f(x) = fS(x)−fS(x+~v) satisfies the hypotesis
of Lemma 11.4. So, f ≡ 0 and fS is M-periodic.
To prove (3), first observe that A(x) = Aφ
((
x1, . . . , xn,−xn+1 + 3`(Q0)
))
, where φ is the
function that maps a point to its reflected with respect to H˜ and Aφ is defined as in (5.5).
Then we can apply again Lemma 11.4 to
f˜(x) = fS(x) + fS
((
x1, . . . , xn,−xn+1 + 3`(Q0)
))
,
which is LA¯-harmonic and vanishes on ∂S.
We are left with the proof of the claim (11.6). By Lemma 11.3, there exists ϑ ∈ (0, 1)
depending only on n, A¯ and the AD-regularity of ∂Ω (hence independent both on j and
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k) such that uj is ϑ-Ho¨lder continuous in the set {x ∈ Ω¯ : dist(x, ∂Ω) ≤ 2`(Q0)}. Being
‖uj‖∞ ≤ 2 for every j, by De Giorgi-Nash interior estimates we can infer that there exists
γk independent on j such that, for every j ≥ k + 2, uj is γk-Ho¨lder continuous in {x ∈
Ωk+1 : dist(x, ∂Ω) > `(Q0)}. Gathering the interior and the boundary regularity of uj proves
(11.6). 
By the previous lemma, Lemma 11.3 and the fact that fS ≡ 0 on H˜, we have the estimate
|fS(y)| .
(dist(y, H˜)
KS`(Q0)
)ϑ
, for y ∈ S with dist(y, H˜) ≤ 10`(Q0).
Let us define the auxiliary function
FS(x) := fS(x)T¯ ν(xS+).
Observe that FS |∂S± ≡ ±T¯ ν(xS+). The rest of the present section is devoted to the proof of
the following, which may be regarded as an approximated maximum principle on S.
Lemma 11.6 (Pointwise bound for the potential on the strip). For x ∈ S we have
|T¯ ν(x)− FS(x)|2 + 4T¯ ∗
(
(T¯ ν)ν
)
(x) . λ1/2 + 1
K2α˜S
+
1
KϑS
+ (CS`(Q0))
α˜ +
(KS
CS
)α˜
,
where CS is a constant chosen so that CS  KS.
Before proving this lemma, we need some auxiliary result.
Lemma 11.7. Let xS+ and xS− as in (11.3). Then:
(1) For x ∈ ∂S+, dist(x, xS+) . `(Q0) we have the estimate
(11.7) |T¯ ν(x)− T¯ ν(xS+)| . 1
Kα˜S
.
The analogous estimate holds in x ∈ ∂S− replacing xS+ with xS−.
(2) The difference of −T¯ ν(xS+) and T¯ ν(xS−) can be estimated as
|T¯ ν(x+) + T¯ ν(xS−)| . 1
Kα˜S
.
(3) For x with dist(x, H˜) ≥ 2`(Q0) we have
(11.8) T¯ ∗
(
(T¯ ν)ν
)
(x) . λ1/2.
Proof. Let us begin with the proof of (1). Because of theM-periodicity of T¯ ν, we can assume
without loss of generality that xH ∈ [−3`(Q0), 3`(Q0)]n×{0}, xH denoting the projection of
x on H. We claim that for P ∈M and y ∈ Q0 we have
|K¯(x, y + zP )− K¯(xS+, y + zP )| . `(Q0)
α˜
(KS`(Q0))n+α˜ + |zP |n+α˜ .
40 CARMELO PULIATTI
This follows from the (global) Caldero´n-Zygmund estimates for K¯(·, ·) once we observe that
|x− xS+| . |x− y − zP | ≈ KS`(Q0) + |zP |. So, for r > 0, standard calculations give∣∣T˜rν(x)− T˜rν(xS+)∣∣ . ∑
P∈M
ˆ
Q0
`(Q0)
α˜
(KS`(Q0))n+α˜ + |zP |n+α˜dν(y)
=
∑
P∈M
`(Q0)
n+α˜
(KS`(Q0))n+α˜ + |zP |n+α˜ .
`(Q0)
n+α˜
(KS`(Q0))n+α˜
=
1
Kα˜S
.
Being this estimate independent on the choice of r, in the limit for r → ∞ we have (11.7).
The proof of the analogous estimate for xS− is identical, so we omit it and we go to the proof
of (2).
Denote by x∗ the reflection of the point x across x0 = 32`(Q0)(1, . . . , 1), i.e.
x∗ = 2x0 − x.
By the specific choice of x0, this transformation can be obtained via a composition of the
reflections ψj ’s with respect to the hyperplanes passing through x0 which we defined in (5.4):
x∗ = ψ1 ◦ · · · ◦ ψn+1(x).
Moreover,
(11.9) (xS+)
∗ = 3`(Q0)(1, . . . , 1)− 3
2
`(Q0)(1, . . . , 1)−
(
0, . . . , 0,KS`(Q0)
)
= xS− .
Thus, an immediate application of Lemma 5.1 and (5.9) gives that, for y ∈ Q0,
(11.10) K¯(xS+ , y + zP ) = −K¯(xS− , y∗ + z∗P ), P ∈M.
Observe that
|y + zP − (y∗ − z∗P )| ≤ |y − y∗|+ |zP − (−z∗P )| . `(Q0)
which, combined with Lemma 2.4, gives∣∣K¯(xS+ , y + zP ) + K¯(xS− , y − zP )∣∣
(11.10)
= |K¯(xS+ , y + zP )− K¯(x∗S− , y∗ − z∗P )|
=|K¯(xS+ , y + zP )− K¯(xS+ , y∗ − z∗P )| .
`(Q0)
α˜
(KS`(Q0))n+α˜ + |zP |n+α˜ ,
(11.11)
where the second equality uses (11.9) (with −zP = z−P replacing zP ). Taking r > 0 and
applying (11.11), we have
∣∣T˜rν(xS+) + T˜rν(xS−)∣∣ . ∑
P∈M
`(Q0)
n+α˜
(KS`(Q0))n+α˜ + |zP |n+α˜ .
1
Kα˜S
which, taking the limit for r →∞, proves (2).
We are left with the proof of (3). Set σ = (T¯ ν)ν and observe that this measure is M-
periodic. So, without loss of generality, we can assume that xH ∈ [−3`(Q0), 3`(Q0)]n × {0}.
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Let r > 0 and, denoting by A0 the homogenized matrix associated with A¯, by χ the vector
of correctors and ` = 6`(Q0), write
T˜rσ(x) =
∑
P∈M
ˆ
Q0
K˜r(y + zP , x)dσ(y)
=
∑
P∈M
ˆ
Q0
(
K¯(y + zP , x)− (Id+∇χ`(y + zP ))∇1Θ(y + zP , x;A0)
)
ϕr(x− y − zP )dσ(y)
+
∑
P∈M
ˆ
Q0
(Id+∇χ`(y + zP ))∇1Θ(y + zP , x;A0)ϕr(x− y − zP )dσ(y)
≡ Ir + IIr.
Recalling that ‖∇χ`‖∞ . 1 and using Lemma 2.7, we can proceed with the following estimates
|Ir| .
∑
P∈M
ˆ
Q0
`(Q0)
γ
|x− y − zP |n+γ d|σ|(y) .
∑
P∈M
ˆ
Q0
`(Q0)
γ
(dist(x, H˜) + |zP |)n+γ
d|σ|(y)
. `(Q0)
n+γ
(dist(x, H˜) + |zP |)n+γ
|σ|(Q0)
`(Q0)n
. `(Q0)
n+γ
dist(x, H˜)γ
|σ|(Q0)
`(Q0)n
. |σ|(Q0)
`(Q0)n
,
(11.12)
where the last inequality holds because we assumed dist(x, H˜) ≥ 2`(Q0). We claim that
(11.13) |IIr| . |σ|(Q0)
`(Q0)
.
It is possible to prove this estimate analogously to the case of the Riesz transform. We omit
its proof in order not to make the presentation too lengthy. We remark that the calculations
that lead to (11.13) solely relies on the Caldero´n-Zygmung property of the kernel and some
geometric considerations that are independent on its specific expression. We refer to [GT,
(8.20)] for more details.
Hence, gathering (11.12), (11.13) and passing to the limit on r, we get
T¯ ∗
(
(T¯ ν)ν
)
(x) . 1
`(Q0)n
ˆ
Q0
|T¯ ν|dν.
Then, recalling (11.1), the growth of ν and using Cauchy-Schwarz’s inequality,
T¯ ∗
(
(T¯ ν)ν
)
(x) . 1
`(Q0)n
(ˆ
Q0
|T¯ ν|2dν
)1/2
ν(Q0) . λ1/2,
which finishes the proof of (3). 
The following result is a direct consequence of Lemma 11.7.
Corollary 11.1. For x ∈ ∂S
(11.14) |T¯ ν(x)− FS(x)|2 . 1
K2α˜S
,
where the implicit constant does not depend on S.
Another result which is needed for the application of the maximum principle is the estimate
of |FS(x)| for x close to the support of the measure ν.
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Lemma 11.8. Let KS be an odd natural number, KS ≥ 3. For x ∈ Rn+1 with dist(x, H˜) ≤
10`(Q0) we have
|FS(x)| . 1
KϑS
.
Proof. Because of the Ho¨lder continuity of fS , we can write
|FS(x)| .
(dist(x, H˜)
KS`(Q0)
)ϑ|T¯ ν(xS+)| . |T¯ ν(xS+)|
KϑS
.
So, to prove the lemma, it suffices to show that
|T¯ ν(xS+)| ≤ C
for some constant C > 0 not depending on KS . Recall now that ν = b η. Applying Lemma
10.2 with M˜ = 6KS and f = b to the point 0 ∈ 2Q0, we have the estimate
(11.15)
∣∣T¯ (χ(6KSQ0)cν)(0)∣∣ . 1(6KS)γ`(Q0)n
ˆ
Q0
|b| dη . 1,
where the implicit constant in the last inequality does not depend on KS . Now, we observe
that the (global) Caldero´n-Zygmund properties of K¯ and the fact that |xS+| . KS`(Q0)
imply ∣∣T¯ (χ(6KSQ0)cν)(0)− T¯ (χ(6KSQ0)cν)(xS+)∣∣ . ˆ
(6KSQ0)c
∣∣K¯(0, y)− K¯(xS+, y)∣∣dν(y)
.
ˆ
(6KSQ0)c
|xS+|α˜
(|y|+ |xS+|)n+α˜dν(y) . 1.
(11.16)
Then, by (11.15), (11.16) and the triangle inequality, we have∣∣T¯ (χ(6KSQ0)cν(xS+))∣∣
≤ ∣∣T¯ (χ(6KSQ0)cν)(0)∣∣+ ∣∣T¯ (χ(6KSQ0)cν)(0)− T¯ (χ(6KSQ0)cν)(xS+)∣∣ . 1.(11.17)
Moreover, since dist(xS+, supp ν)
n & KS`(Q0) and estimating the kernel via Lemma 2.4,∣∣T¯ (χ6KSQ0ν)(xS+)∣∣ ≤ ˆ
6KSQ0
|K¯(xS+, y)|dν(y) .
ˆ
6KSQ0
1
|xS+ − y|ndν(y)
. ν(6KSQ0)
dist(xS+, supp ν)n
. K
n
S`(Q0)
n
dist(xS+, supp ν)n
. 1.
(11.18)
Thus, gathering (11.17) and (11.18) we obtain
|T¯ ν(xS+)| ≤
∣∣T¯ (χ6KSQ0ν)(xS+)∣∣+ ∣∣T¯ (χ(6KSQ0)cν(xS+))∣∣ . 1,
which proves the lemma. 
In order to be able to use the previous lemma, from now on we assume without loss of
generality KS ≥ 3 and we suppose it to be an odd number. Observe that for x ∈ supp ν,
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Lemma 11.8 and (11.2) give
sup
x∈supp ν
∣∣T¯ ν(x)− FS(x)∣∣2 + 4T¯ ∗((T¯ ν)ν)(x)
≤ sup
x∈supp ν
2
∣∣T¯ ν(x)|2 + 4T¯ ∗((T¯ ν)ν)(x) + 2|FS(x)|2
≤ 12λ+ 2|FS(x)|2 . λ+ 1
KϑS
.
(11.19)
Moreover, by (11.8) and (11.14),
sup
x∈∂S
∣∣T¯ ν(x)− FS(x)∣∣2 + 4T¯ ∗((T¯ ν)ν)(x) . 1
K2α˜S
+ λ1/2
which, together with (11.19) brings us to
(11.20) sup
x∈∂S∪supp ν
∣∣T¯ ν(x)− FS(x)∣∣2 + 4T¯ ∗((T¯ ν)ν)(x) . λ1/2 + 1
K2α˜S
+
1
KϑS
.
Finally, we provide the proof of Lemma 11.6.
Proof. We recall that A¯ = A¯T . Let ~g ∈ L∞(S;Rn+1). We claim that T¯ ∗(~gLn+1) is a LA¯T -
harmonic (vector valued) function. This would imply the maximum principle
(11.21) sup
x∈S
T¯ ∗
(
~gLn+1)(x) = sup
x∈∂S∩supp ν
T¯ ∗
(
~gLn+1)(x).
Observe that, because of Lemma 11.5, the same equality holds with FS(x) in place of
T¯ ∗(~gLn+1)(x). Let ϕ ∈ C∞c (S \ supp~g) be a test function. To prove the claim, apply the def-
inition of T¯ ∗ together with Fubini’s theorem together with the fact that E¯(x, y) = EAT (y, x):ˆ
A¯T∇T¯ ∗(~gLn+1) · ∇ϕ =
ˆ
A¯T∇x
( ˆ
∇yE¯(y, x) · ~g(y)dy
)
· ∇ϕ(x)dx
=
ˆ
∇y
(ˆ
A¯T∇xE¯(y, x) · ∇ϕ(x)dx
)
· ~g(y)dy
=
ˆ
∇y
(ˆ
A¯T∇x E A¯T (x, y) · ∇ϕ(x)dx
)
· ~g(y)dy
=
ˆ
∇ϕ · ~g = 0.
Notice that for every z ∈ Rn+1 we have the elementary relation
|z|2 = sup
β≥0,e∈Sn
2〈e, z〉 − β2,
so that, choosing z = T¯ ν(x)− FS(x), it reads
(11.22)
∣∣T¯ ν(x)− FS(x)∣∣2 = sup
β≥0,e∈Sn
2〈e, T¯ ν(x)〉 − 2〈e, FS(x)〉 − β2.
We want to show that the argument of the supremum in the right hand side of (11.22) differs
from a LA¯-harmonic function possibly by a small term. This will allow to apply the maximum
principle on the strip and to finish the proof.
For a fixed e ∈ Sn and x ∈ supp ν, we split
〈e, T¯ ν(x)〉 = −T¯ ∗(νe)(x) + (T¯ ∗(νe)(x) + 〈e, T¯ ν(x)〉)
44 CARMELO PULIATTI
and consider that, claiming that the dominated convergence theorem applies,
(11.23) T¯ ∗(νe)(x) + 〈e, T¯ ν(x)〉 = lim
r→∞
ˆ (
K˜r(x, y) + K˜r(y, x)
) · e dν(y).
To prove that the previous identity holds, set CS  KS to be chosen later. By the triangle
inequality, the antisimmetry of ∇1 Θ(x, y; A¯(x)) and the linear growth of ν, we haveˆ
|x−y|<CS`(Q0)
∣∣K˜r(x, y) + K˜r(y, x)∣∣dν(y)
.
ˆ
|x−y|<CS`(Q0)
∣∣K¯(x, y)−∇1 Θ(x, y; A¯(x))∣∣dν(y)
+
ˆ
|x−y|<CS`(Q0)
∣∣K¯(y, x)−∇1 Θ(y, x; A¯(x))∣∣dν(y)
.
ˆ
|x−y|<CS`(Q0)
1
|x− y|n−α˜dν(y) .
(
CS`(Q0)
)α˜
.
(11.24)
So, to bound (11.23) we have to estimate the integral on its rights hand side for |x − y| >
CS`(Q0). As before, by the periodicity of MS we can assume that xH ∈ [−3`(Q0), 3`(Q0)]n×
{0}. Hence, using arguments analogous to the ones in Lemma 11.7, it is possible to prove
that for y ∈ Q0 and zP such that |x− y − zP | > CS`(Q0), we have∣∣K¯(x, y + zP ) + K¯(x, y − zP )∣∣ . (KS`(Q0))α˜|zP |n+α˜ + |x|n+α˜ ,
hence, calling MS the subset of P ∈ M such that |x− y − zP | > CS`(Q0) for every y ∈ Q0,
we have
(11.25)
∑
P∈MS
ˆ
Q0
|K˜r(x, y + zP ) + K˜r(x, y − zP )|dν(y) .
(KS
CS
)α˜
.
Analogously, one can prove
(11.26)
∑
P∈MS
ˆ
Q0
|K˜r(y + zP , x) + K˜r(y − zP , x)|dν(y) .
(KS
CS
)α˜
,
so, gathering (11.24), (11.25) and (11.26) and letting r → ∞, we can use the dominated
convergence theorem and we estimate (11.23) as
(11.27)
∣∣T¯ ∗(νe)(x) + 〈e, T¯ ν(x)〉| . (CS`(Q0))α˜ + (KS
CS
)α˜
.
We are now ready to proceed with the calculations for the maximum principle. Indeed, taking
x ∈ S, an application of (11.22) and (11.27) gives∣∣T¯ ν(x)− FS(x)∣∣2 + 4T¯ ∗((T¯ ν)ν)(x) = sup
β≥0,e∈Sn
2〈e, T¯ ν(x)〉 − 2〈e, FS(x)〉 − β2 + T¯ ∗((T¯ ν)ν)(x)
. sup
β≥0,e∈Sn
−2T¯ ∗(νe)(x)− 2〈e, FS(x)〉 − β2 + T¯ ∗((T¯ ν)ν)(x) + (CS`(Q0))α˜ +
(KS
CS
)α˜
.
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Then, using the maximum principle (11.21) we have
|T¯ ν(x)− FS(x)|2 + 4T¯ ∗((Tν)ν)(x)
. sup
β≥0,e∈Sn
2− T¯ ∗(νe+ (T¯ ν)ν)(x)− 2〈e, FS(x)〉 − β2 + (CS`(Q0))α˜ + (KS
CS
)α˜
≤ sup
z∈∂S∪supp ν
sup
β≥0,e∈Sn
−2T¯ ∗(νe+ (T¯ ν)ν)(z)− 2〈e, FS(z)〉 − β2 + (CS`(Q0))α˜ + (KS
CS
)α˜
.
So, another application of (11.22) and (11.27) concludes the proof of the lemma. Indeed,
recalling the estimate (11.20) on ∂S ∪ supp ν,
|T¯ ν(x)− FS(x)|2 + 4T¯ ∗((Tν)ν)(x)
. sup
z∈∂S∪supp ν
sup
β≥0,e∈Sn
2〈e, T¯ ν(x)〉 − 2〈e, FS(x)〉 − β2
+ T¯ ∗((T¯ ν)ν)(x) + (CS`(Q0))α˜ +
(KS
CS
)α˜
. sup
z∈∂S∪supp ν
|T¯ ν(z)− FS(z)|2 + 4T¯ ∗((T¯ ν)ν)(z) + (CS`(Q0))α˜ +
(KS
CS
)α˜
. λ1/2 + 1
K2α˜S
+
1
KϑS
+ (CS`(Q0))
α˜ +
(KS
CS
)α˜
. 
11.2. The conclusion of the proof of the Key Lemma. To simplify the notation, set
Err(KS , CS , `(Q0)) :=
1
K2α˜S
+
1
KϑS
+ (CS`(Q0))
α˜ +
(KS
CS
)α˜
.
Notice that if x ∈ 2Q0, Lemma 11.6 together with Lemma 11.8 allows to majorize |T¯ ν(x)|2
as ∣∣T¯ ν(x)∣∣2 . |T¯ ν(x)− FS(x)|2 + |FS(x)|2 + 4T¯ ∗((T¯ ν)ν)(x)− 4T¯ ∗((T¯ ν)ν)(x)
. λ1/2 + Err(KS , CS , `(Q0)) + |FS(x)|2 − T¯ ∗((T¯ ν)ν)(x)
. λ1/2 + Err(KS , CS , `(Q0))− T¯ ∗((T¯ ν)ν)(x).
(11.28)
Let ϕ be a smooth function such that χQ0 ≤ ϕ ≤ χ2Q0 and ‖∇ϕ‖∞ . `(Q0)−1. Set
ψ := A¯T∇ϕ and observe that it verifies
T¯ ∗[ψLn+1](x) = T¯ ∗[A¯T∇ϕLn+1](x) =
ˆ
∇1 E A¯(y, x) · A¯T (y)∇ϕ(y)dy
=
ˆ
A¯(y)∇1 E A¯(y, x) · ∇ϕ(y)dy = ϕ(x),
the last equality being a consequence of the definition of fundamental solution.
The choice of ϕ ≥ χQ0 , together with Cauchy-Schwarz’s inequality, gives
ν(Q0) ≤
ˆ
ϕdν =
ˆ
T¯ ∗(ψLn+1)dν =
ˆ
T¯ ν · ψdLn+1
≤
(ˆ
|T¯ ν|2|ψ|dLn+1
)1/2(ˆ |ψ|dLn+1)1/2.(11.29)
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Now, observe that
(11.30) ‖ψ‖∞ ≤ ‖A¯T ‖∞‖∇ϕ‖∞ . `(Q0)−1
and
(11.31)
ˆ
|ψ|dLn+1 . 1
`(Q0)
Ln+1(2Q0) . `(Q0)n.
We claim that ˆ
|T¯ ν|2|ψ|dLn+1  `(Q0)n.
Applying (11.28) and (11.31), we can writeˆ
|T¯ ν|2|ψ|dLn+1
.
(
λ1/2 + Err(KS , CS , `(Q0))
) ˆ |ψ|dLn+1 + ∣∣∣ ˆ T¯ ∗((T¯ ν)ν)|ψ|dLn+1∣∣∣
.
(
λ1/2 + Err(KS , CS , `(Q0))
) ˆ |ψ|dLn+1
+
∣∣∣ ˆ T¯ ∗(χ(30Q0)c(T¯ ν)ν)|ψ|dLn+1∣∣∣+ ∣∣∣ ˆ T¯ ∗(χ30Q0(T¯ ν)ν)|ψ|dLn+1∣∣∣
.
(
λ1/2 + Err(KS , CS , `(Q0))
)
`(Q0)
n +
∣∣∣ ˆ T¯ ∗(χ(30Q0)c(T¯ ν)ν)|ψ|dLn+1∣∣∣
+
∣∣∣ ˆ T¯ ∗(χ30Q0(T¯ ν)ν)|ψ|dLn+1∣∣∣
=
(
λ1/2 + Err(KS , CS , `(Q0))
)
`(Q0)
n + I + II,
(11.32)
where I and II are defined by the last equality.
The estimate for I is an application of (10.7) with M˜ = 30. In particular, recalling (11.1),∣∣T¯ ∗(χ(30Q0)c(T¯ ν)bη))(x)∣∣ . 1`(Q0)n
ˆ
Q0
|(T¯ ν)b|dη
≤ ν(Q0)
1/2
`(Q0)n
(ˆ
Q0
|T¯ ν|2dν
)1/2≤λ1/2 ν(Q0)
`(Q0)n
,
which, together with (11.31), implies
(11.33) I . λ1/2ν(Q0).
For the estimate of II, recall that |K¯(x, y)| . |x− y|−n. This and (11.30) imply∣∣T¯ (|ψ|Ln+1)(x)∣∣ = ∣∣∣ˆ K¯(x, y)|ψ|(y)dy∣∣∣ . 1
`(Q0)
ˆ
2Q0
1
|x− y|ndy .
`(Q0)
`(Q0)
= 1.
Then, by Cauchy-Schwarz’s inequality, the periodicity of T¯ ν and the localization (11.1),
(11.34) II ≤
∣∣∣ˆ
30Q0
T¯ (|ψ|Ln+1) · T¯ νdν
∣∣∣ . ν(Q0)1/2( ˆ
30Q0
|T¯ ν|2dν
)1/2
. λ1/2ν(Q0).
So, gathering (11.29), (11.32), (11.33) and (11.34), we have
(11.35) ν(Q0) .
(
Err(KS , CS , `(Q0)) + λ
1/2
)1/2
ν(Q0).
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Choosing KS big enough, KS/CS small enough, CS`(Q0) and λ small enough, we have
Err(KS , CS , `(Q0)) + λ
1/2  1,
so (11.35) brings us to the contradiction
ν(Q0) ν(Q0).
This proves the Key Lemma and, hence, completes the proof of Theorem 1.2.
12. The two-phase problem for the elliptic measure
To the purpose of the application to the study of the elliptic measure, it is useful to
reformulate Theorem 1.2 under slightly different hypothesis. The proof of the following
closely resembles that of [AMT, Theorem 3.3].
Theorem 12.1. Let µ be a Radon measure in Rn+1 and let B ⊂ Rn+1 be a ball with µ(B) > 0.
Assume that, for some constants C0, C1 > 0 and 0 < λ, δ, τ  1 the following conditions hold:
(1) r(B) ≤ λ.
(2) Pµ,α˜(B) ≤ C0Θµ(B).
(3) There is some n-plane L through the center of B such that βLµ,1(B) ≤ δΘµ(B).
(4) There is GB ⊂ B such that for all x ∈ GB
sup
0<r≤2r(B)
µ
(
B(x, r)
)
rn
+ T∗(χ2Bµ)(x) ≤ C1Θµ(B).
(5)
´
GB
|Tµ(x)−mµ,GB |2dµ(x) ≤ τΘµ(B)2µ(B).
There exists ϑ > 0 such that, if δ, τ and λ are small enough (depending on C0 and C1), there
is a n-uniformly rectifiable set Γ such that
µ(B ∩ Γ) ≥ ϑµ(B).
The proof in the case A ≡ Id is based on a Tb theorem for suppressed kernels by Nazarov,
Treil and Volberg. To replicate the proof of Azzam, Mourgoglou and Tolsa in the elliptic
context, we define the suppressed kernel associated with K(·, ·) as
K˜Φ(x, y) = χ˜
( |x− y|2
Φ(x)Φ(y)
)
K(x, y),
where χ˜ : [0,+∞)→ [0, 1] is a smooth, vanishes identically in [0, 1/2] and equals 1 in [1,+∞)
and Φ is a 1-Lipschitz function to be chosen as in the proof of [AMT]. Then, one can split
K(x, y) =
1
2
(
K(x, y) +K(y, x)
)
+
1
2
(
K(x, y)−K(y, x)) = K(s)(x, y) +K(a)(x, y),
apply the Tb theorem for suppressed kernels (see also [To, Section 5.12] and the references
therein) to the antisymmetric part of K and exploit the L2-boundedness of the symmetric
part guaranteed by the freezing technique of Lemma 2.2. We leave to the interested reader
to check that there is no further difficulty in the proof Theorem 12.1.
The rest of the present section is devoted to show how to apply Theorem 12.1 to prove the
two-phase problem for the elliptic measure.
After possibly splitting the set E, we can assume diamE ≤ 110 min
(
diam Ω1,diam Ω2
)
.
We choose the poles pi, i = 1, 2 such that pi ∈ Ωi ∩ 2B˜ \ B˜, where B˜ is a ball centered at E
with radius r(B˜) = 2 diamE.
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We are going to apply Theorem 12.1 to the measure ω1: we are going to prove that we
can find an n-rectifiable set F ⊂ E such that ω1|F  Hn|F  ω1|F . In particular, we can
suppose that Ω1 is such that
(12.1) Hn+1(B˜ ∩ Ω1) ≈ r(B˜).
By the so-called Bourgain’s estimates (see [PPT, Lemma 32] for the statement in the elliptic
case and [AHM3TV] for a proof in the case A ≡ Id) together with (12.1), we can infer that
there exists δ0 such that
ω1
(
2δ−1B˜
) ≈ 1, for 0 < δ < δ0.
Let a, γ˜ > 0 and i = 1, 2. We say that a ball B is a-Pωi,γ˜-doubling if
Pωi,γ˜(B) ≤ aΘωi(B).
The following lemma is important for the applicability of the doubling condition.
Lemma 12.1. Let γ˜ ∈ (0, 1). Let Ω1,Ω2 be Wiener regular domains in Rn+1 and let E ⊂
∂Ω1∩∂Ω2 be a set on which ω1|E  ω2|E  ω1|E. Then there exists a constant a = a(γ˜, n) big
enough such that for ω1|E-almost every x ∈ Rn+1 we can find a sequence of a-Pωi,γ˜-doubling
balls B(x, ri) with ri → 0 as i→∞.
Proof. Let i = 1, 2. Let m ∈ Z,m ≥ 1 and denoting
Zm :=
{
x ∈ ∂Ωi : for all j ≥ m, B(x, 2−j) is not a-Pωi,γ˜-doubling
}
it suffices to prove that ωi|E(Zm) = 0 for every m. Arguing as in [AMTV, Lemma 6.1] we
have that, for x ∈ Zm, we can estimate the elliptic measure of B(x, r) as
ωi(B(x, r)) ≤ C(m)rn+γ˜ for r ≤ 2−m.
Then
ω|E(A) ≤ ω(A) ≤ C(m)Hn+γ˜(A) for any A ⊂ Zm.
We recall that the dimension of ω|E can be defined as
dimω|E := inf
{
s : ∃F ⊂ ∂Ω s.t. Hs(F ) = 0
and ω|E(F ∩K) = ω|E(∂Ω ∩K)∀K ⊂ Rn+1 compact
}
First let us bound dimω|E from below. Let F ⊂ ∂Ω be such that Hn+γ˜(F ) = 0. For K ⊂ Zm
compact and such that ω|E(K) > 0, we have ω|E(F ∩K) ≤ C(m)Hn+γ˜(F ∩K) = 0. This in
turn implies
(12.2) dimω|E ≥ n+ γ˜.
Conversely, [AM2] gives that dimω|E = n, which gathered with (12.2) tells that
n ≥ n+ γ˜.
Being γ˜ > 0, this brings to a contradiction and, in particular, this proves that ω(Zm) = 0 for
every m. 
Let i = 1, 2. Denote by ui(·) = Gi(pi, ·) the Green function associated with Ωi with pole
at pi. We understand that ui is extended by zero to Ω
c
i . As a corollary of [AGMT, Theorem
1.5], which was formulated under weaker assumptions on the regularity of the matrix A, we
can state the following monotonicity formula.
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Lemma 12.2 (Monotonicity formula). Let Ωi and ui be as above and let R > 0. Suppose
that that As(ξ) = Id for ξ ∈ ∂Ω1 ∩ ∂Ω2. Then, setting
γ(ξ, r) =
( 1
r2
ˆ
B(ξ,2r)
|∇u1(y)|2
|y − ξ|n−1dy
)
·
( 1
r2
ˆ
B(ξ,2r)
|∇u2(y)|2
|y − ξ|n−1dy
)
,
we have that, for some c > 0,
γ(ξ, r) ≤ γ(ξ, s)ec(sα−rα) <∞ for 0 < r ≤ s < R.
We remark that Azzam, Garnett, Mourgoglou and Tolsa proved their result under the
hypothesis A(ξ) = Id. However, the same proof works under our assumption.1
The following lemma is crucial to prove the elliptic variant version of the blowups.
Lemma 12.3. Let Ω1 be a Wiener regular domain and denote by ω1 = ω
p1
1 its associated
elliptic measure with pole at p1 ∈ Ω1. Let B be a ball centered at ∂Ω1 and such that p1 6∈ 10B.
Assuming that ω1(8B) ≤ Cω1(δ0B) and Hn+1(B \ Ω1) ≥ C−1r(B)−1, we have
(12.3) Hn+1(Ω1 ∩ 2δ0B) & r(B)n+1.
Moreover
(12.4) Hn+1(2δ0B \ Ω1) ≈ Hn+1(2δ0B \ Ω2) ≈ r(B)n+1.
Proof. Denote r = r(B). Let us first prove (12.3). Consider a smooth function ϕ ≥ 0 such
that ϕ ≡ 1 on δ0B and suppϕ ⊂ 2δ0B. In particular, suppose that ‖ϕ‖∞ . (δ0r)−1. Then,
recalling that, by the properties of Green’s function and being x1 outside of the support of
ϕ, ˆ
ϕdω1 = −
ˆ
AT∇u1 · ∇ϕ,
we use the ellipticity of the matrix A and write
ω1(2δ0B) ≤
ˆ
ϕdω1 ≤
ˆ
|∇u1 ·A∇ϕ|
.
ˆ
|∇u1||∇ϕ| =
ˆ
Ω1∩2δ0B
|∇u1||∇ϕ| . 1
δ0r
ˆ
Ω1∩2δ0B
|∇u1|.
Then applying, in order, Ho¨lder’s and Caccioppoli’s inequalities,
1
δ0r
ˆ
Ω1∩2δ0B
|∇u1| ≤ H
n+1(Ω1 ∩ 2δ0B)1/2
δ0r
(ˆ
2δ0B
|∇u1|2
)1/2
. H
n+1(Ω1 ∩ 2δ0B)1/2
δ0r
1
δ0r
( ˆ
4δ0B
|u1|2
)1/2
,
so
ω1(2δ0B) . Hn+1(Ω1 ∩ 2δ0B)1/2 (δ0r)
(n+1)/2
(δ0r)2
sup
4δ0B
|u1|.
At this point, recalling that (see [PPT, Lemma 32])
sup
y∈4δ0B
u1(y) .
ω1(8B)
rn−1
,
1It suffices to define the matrix D in [AGMT, Appendix A.1] as D = A(ξ) − A and observe that LA(ξ) =
LAs(ξ) = Id.
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we have
ω1(δ0B) . Hn+1(Ω1 ∩ 2δ0B)1/2 (δ0r)
(n−3)/2
(δ0r)n−1
ω1(8B)
which, since we suppose ω1(8B) ≤ Cω1(δ0B), concludes the proof of (12.3).
The second estimate in the statement of the lemma is a direct application of the first one
(see also [AMTV, Lemma 3.4]). 
The following lemma provides the connection between the function γ in Lemma 12.2 and
elliptic measure.
Lemma 12.4. Let i = 1, 2 and Ωi, pi be as above. Let 0 < R < mini dist(pi, ∂Ωi). Then, for
0 < r < R/4 and ξ ∈ ∂Ω1 ∩ ∂Ω2 we have
(12.5)
ω1(B(ξ, r))
rn
ω2(B(ξ, r)
rn
. γ(ξ, 2r)1/2.
Moreover, if r < δ0R/8 and ωi(B(ξ, 8r)) . ωi(B(ξ, δor)),
(12.6) γ(ξ, r)1/2 . ω1(B(ξ, 16δ
−1
0 ))
rn
· ω2(B(ξ, 16δ
−1
0 ))
rn
.
The proof of (12.5) is analogous to that for the harmonic measure in [KPT]. The proof
of (12.6) is an application of Caccioppoli’s inequality together with Lemma 12.3 (see also
[AMTV, Lemma 3.5]).
The blowup technique for the elliptic measure developed in [AM2] is crucial to prove
the next lemma. We remark that the authors formulated this result under more general
assumptions on the matrix A then the ones of the present work.
Lemma 12.5. Let Ω1,Ω2 and E be as above. Let ε < 1/100 and, for m ≥ 1, define Em as
the set of ξ ∈ E such that for all ξ ∈ E, 0 < r < 1/m and i = 1, 2 the following properties
hold:
(E1) ωi(B(ξ, 2r)) ≤ mωi(B(ξ, r)).
(E2) Hn+1(B(ξ, r) ∩ Ωi) ≥ 1mrn+1.
(E3) βω1,1(B(ξ, r)) < εr
−nω1(B(ξ, r)).
The sets Em cover E up to a set of ω1-measure 0, i.e.
ω1
(
E \
⋃
m≥1
Em
)
= 0.
The proof follows by known results in the literature. However, we think that it may be
useful to the reader to dispose of precise references.
Sketch of the proof. Set
E∗ =
{
ξ ∈ E : lim
r→0
ω1(E ∩B(ξ, r))
ω1(B(ξ, r))
= lim
r→0
ω2(E ∩B(ξ, r))
ω2(B(ξ, r))
= 1
}
.
One can see that ωi(E \ E∗) = 0, i = 1, 2. Now, for ξ ∈ E∗, set h(ξ) = dω1dω2 (ξ),
Λ =
{
ξ ∈ E∗ : 0 < h(ξ) <∞}
and
Γ = {ξ ∈ Λ : ξ is a Lebesgue point for h with respect to ω1}.
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By Lebesgue differentiantion theorem, ωi(E \ Γ) = ωi(E∗ \ Γ) for i = 1, 2. Then, in order to
prove the lemma it suffices to show that for ω1-almost every ξ ∈ Γ:
(P1) ω1 is locally doubling, i.e.
lim sup
r→0
ω1(B(ξ, 2r))
ω1(B(ξ, r))
<∞.
(P2) For i = 1, 2
lim inf
r→0
Hn+1(B(ξ, r) ∩ Ωi)
rn+1
> 0
(P3) We have the flatness estimate
lim
r→0
βω1,1(B(ξ, r))
rn
ω1(B(ξ, r))
= 0.
The condition (P1) holds because of the flatness of the tangents Tan(ωi, ξ), see [AM2, The-
orem 1.3], which is known to imply the locally doubling condition ([Pr, Corollary 2.7]).
The property (P2) follows by the arguments in [AMTV] together with (12.4).
To prove (P3), it suffices to argue as in the end of [AMTV, Section 5]. 
Now consider m ≥ 1 such that ωi(Em).
Lemma 12.6. Let δ > 0. For ω1-almost every x ∈ Em there is rx > 0 such that, given an
a-Pγ˜,ω1-doubling ball B(x, r) with r ≤ rx, there exits a set Gm(x, r) ⊂ Em ∩B(x, r) such that
ω1(B(z, t))
tn
. ω1(B(x, r))
rn
for every z ∈ Gm(x, r), 0 < t ≤ 2r.
In particular,
(12.7) ω1(B(x, r) \Gm(x, r)) ≤ δω1(B(x, r)).
and, if we denote by E˜mδ the set of points where (12.7) is verified, we have
ω1
(
Em \ E˜m,δ
)
= 0.
This lemma can be proved arguing as in [AMTV, Lemma 6.2] and more precisely combining
the locally doubling property of the elliptic measure ensured by the blowup argument together
with Lemma 12.4.
We also point out that their argument relies on the monotonicity formula of Alt, Caffarelli
and Friedman. So, to prove it in the elliptic case we have to invoke Lemma 12.2, whose
hypothesis include the assumption As(x) = Id. This, of course, is not true in general.
However, one can argue via the change of variable in Lemma 5.3 to achieve this property.
For a more detailed treatment of how the elliptic measure varies under that transformation
we refer to [AGMT, Corollary 2.5]. We omit further details.
From now on fix γ˜ = α˜. The following lemma contains an estimate of the potential of ω1
which is needed to recollect the property (4) in Theorem 12.1.
Lemma 12.7 (cfr. [AMTV, Lemma 6.3]). Let 0 < c  1 to be chosen small enough. For
m ≥ 1 and δ > 0, let E˜m,δ and rx0 be as in the previous lemma. Consider x0 ∈ E˜m,δ and
take
0 < r0 < min
(
rx0 , 1/m,dist(p1, ∂Ω1)
)
.
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Assume, moreover, that B0 = B(x0, r) is an a-Pω1,α˜-doubling ball. Then, for all x ∈
Gm(x0, r0) we have
T∗(χ2B0ω1)(x) . Θω1(B0).
Proof. Suppose As(x0) = Id. Indeed, if this is not the case, one can argue via a change of
variable as mentioned before. Also, without loss of generality, we can consider only the case
r ≤ r0/4.
Let ε > 0. The proof relies on the estimates for the smoothened potential
T˜εω1(z) :=
ˆ
K(z, y)ϕε(z − y)dω1(y), z ∈ Rn+1,
where ϕ : Rn+1 → [0, 1] is a smooth radial function whose support is contained in Rn+1 \B(0, 1),
equals 1 on Rn+1 \B(0, 2) and ϕε denotes the dilate ϕε(z) = ϕ(ε−1z).
Now take x ∈ Gm(x0, r0) and considering r ≤ r0/4 and define
(12.8) vr(z) = E(p1, z)−
ˆ
E(z, y)ϕr(x−y)dω1(y), z ∈ Rn+1 \[supp(ϕr(x−·)ω1)∪{p1}].
Recall that As(x0) = Id and that Θ(·;A(x0)) = Θ(·;As(x0)). On the same range of z of
(12.8) we consider
v¯r(z) = Θ(p1 − z; Id)−
ˆ
Θ(z − y; Id)ϕr(x− y)dω1(y).
As in [AMTV, Lemma 6.3], to prove the lemma it suffices to show the validity of the estimate
|T˜rω1(x)− T˜r0/4ω1(x)| . Θω1(B0).
To this purpose, observe that
|T˜rω1(x)− T˜r0/4ω1(x)| = |∇vr(x)−∇vr0/4(x)|
=
∣∣∣ˆ ∇1 E(x, y)(ϕr(x− y)− ϕr0/4(x− y))dω1(y)∣∣∣.
Now, using Lemma 2.2 and the Ho¨lder continuity of A, it is not difficult (recall that r0 ≤ 1)
to prove that
| ∇1 E(x, y)−∇1 Θ(x− y; Id)| . r
α˜
0
|x− y|n ≤
1
|x− y|n ,
which in turn implies
|T˜rω1(x)− T˜r0/4ω1(x)| . Θω1(B0) +
∣∣∣ ˆ ∇1 Θ(x− y; Id)(ϕr(x− y)− ϕr0/4(x− y))dω1(y)∣∣∣
= |∇v¯r(x)−∇v¯r0/4(x)|+ Θω1(B0).
(12.9)
We claim that |v¯r(x)− v¯r0/4(x)| . Θω1(B0), which would conclude the proof. To show this,
notice that functions v¯r and v¯r0/4 are harmonic outside supp(ϕr(x − ·)ω1) ∪ {p1}, hence in
particular in B(x, r). Then, an application of the mean value property gives
(12.10) |∇v¯r(x)−∇v¯r0/4(x)| .
1
r
 
B(x,r)
|v¯r(z)− v¯r0/4(z)|dz.
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Another application of the freezing argument together with the Cα˜-continuity of A proves
|v¯r(z)− v¯r0/4(z)− vr(z)− vr0/4(z)| . rα˜0 rΘω1(B0), z ∈ B(x, r)
that, gathered with (12.9) and (12.10) gives
|T˜rω1(x)− T˜r0/4ω1(x)| . Θω1(B0) +
1
r
 
B(x,r)
|vr(z)− vr0/4(z)|dz
≤ Θω1(B0) +
1
r
 
B(x,r)
|vr(z)|dz + 1
r
 
B(x,r)
|vr0/4(z)|dz.
From this point on, the proof is analogous to that in [AMTV]. 
The proof of the Theorem 1.3 follows the footprints of that of [AMT] and [AMTV]. More
precisely, taking x0 ∈ E˜m,δ and r0 as in Lemma 12.7, we split the set Gm(x0, r0) as a union
of
Gzdm (x0, r0) =
{
x ∈ Gm(x0, r0) : lim
r→0
Θω1
(
B(x, r)
)
= 0
}
and
Gpdm (x0, r0) = Gm(x0, r0) \Gzdm (x0, r0).
Then, using Lemma 12.7, the elliptic analogue of [AMTV, Lemma 6.5] and the rectifiability
Theorem 12.1 that we proved in the present paper, it is possible to infer that
ω1(G
zd
m (x0, r0)) = 0.
On the other side, [PPT, Theorem 3] ensures the existence of an n-rectifiable set F (x0, r0) ⊂
Gpdm (x0, r0) of mutual absolute continuity of the elliptic measure ω1|F (x0,r0) and the Hausdorff
measure Hn|F (x0,r0) that covers Gm(x0, r0) up to a ω1-null set. This concludes the proof of
Theorem 1.3.
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