Abstract. In this paper we investigate uniqueness and nonuniqueness for nonnegative solutions of the equation
(NS)
u(x, 0) = f (x), x ∈ R n ; u ≥ 0,
with a i,j , b i ∈ C α (R n ). 
In the sequel we will sometimes use the notation N S f , N S(L, V, γ) or N S f (L, V, γ)
to specify the dependence respectively on the initial condition, on the particular operator or on both the intial condition and the particular operator. Similarly, we will sometimes use the notation BL(L, V ). (In the linear case, the initial condition is of course irrelevant with regard to the question of uniqueness.)
In Section 2 we prove a basic result asserting the existence of a minimal and a maximal solution to the nonnegative semilinear equation N S f . For some related results in the case L = ∆, see [10] and [1] . This result, of interest in its own right, 2
is also useful for the study of uniqueness-indeed, uniqueness occurs if and only if the minimal and maximal solutions coincide.
In section three, we begin the study of uniqueness for the semilinear equation.
One of the two main results in that section is a sufficiency condition for uniqueness which is given in terms of pointwise bounds on the coefficients of the semilinear operator. The other main result in that section is a sufficiency condition for nonuniqueness which states that if inf x∈R n V (x)
γ(x) > 0 and if nonuniqueness holds for the linear problem BL(L, 0), then nonuniqueness also holds for N S 0 (L, V, γ). In order to implement this result, we also present a result on uniqueness for the linear problem.
In section 4, we develop a connection between uniqueness for the semilinear parabolic problem and uniqueness for the corresponding steady state elliptic equation, which turns out to be very useful in applications. In sections 5 and 6, we apply the results of sections 3 and 4 to two specific classes of problems. We also show how our results can be used to give an alternative proof to a classical result of Ni [11] , Kenig and Ni [7] and Lin [9] on uniqueness/nonuniqueness of positive solutions to the semilinear elliptic equation ∆w − γw p = 0 in R n , for n ≥ 3, and how they lead to a new result for this equation when n = 1, 2.
Since the proof of Theorem 1 in section 2 is long and technical, one may prefer, at least on the first reading, to read the statement of Theorem 1 and then preceed directly to sections 3-6.
Existence of a Maximal and a Minimal Solution.
In this section we prove the following theorem on the existence of minimal and maximal solutions. where f ∈ C(B R ).
Returning to the inequalities above, an easy calculation shows that
From this it is clear that if K = K R is chosen sufficiently large, then the right hand side above will be nonpositive. This proves that Lw 2, + V w 2, − γw 
where f m ∈ C 2 (B m ) is nonnegative and compactly supported in B m . (Actually, to apply the existence result in [8] , one must make a truncation as follows.
, and letting G k (x, z) be an appropriately truncated version of G which agrees with G on {|z| ≤ k}, one applies the existence result in [8] to obtain a solution to (2.2) with
replaced by G k (x, u(x, t)). Then using the maximum principle in Proposition 1 and the a priori estimate in Proposition 2, it follows that the solution is in fact nonnegative and bounded, in which case the term G k (x, u(x, t)) agrees with 
follows from an interior parabolic Schauder estimate [8, Theorem 4.9] and the assumption on L, V and γ that there exists a C > 0 such that 
) for each p > 1. It then follows from the Sobolev embedding theorems [5] 
is uniformly bounded. Using this in conjunction with (2.3) shows that the sequence
is precompact in the || · || 2,1;Ω m− ,T , −norm. Thus there exists a subsequence which converges to a function u m which satisfies the parabolic equation in
It remains to show that u m satisfies the initial condition and the boundary condition. This is done via appropriate barrier functions.
denote the solutions to the linear inhomogeneous boundary-initial value problems
By the a priori bound (2.1), it follows that for sufficiently large 
To show that the zero Dirichlet boundary value is satisfied, one makes a similar 7 argument using the barrier functions Z M which satisfies
We are now ready to construct the minimal solution to N S f . Assume first that 
We now show that lim
Using [8, Theorem 12 .16] again, there exists a nonnegative solution
where f m ∈ C 
Using this, the proof of the existence of a maximal solution goes as follows. For 
Then by (2.6) and the maximal principle in Proposition 1,
We now turn to the proof of (2.6). For > 0, we will constuct a function w
From the maximum principle, we then obtain U m ≥ w in B m+ . From the construction, it will follow that w ≡ lim →0 w satisfies lim x→∂B m w(x) = ∞. To implement this, we need a number of preliminary results.
We first show that
for m ≤ |x| ≤ 2m and 0 ≤ t ≤ T . Since N and T are arbitrary, (2.7) follows.
We will need the function g described below. It is well-known from the theory of travelling waves [4] that for ρ > 0 sufficiently small, there exists a strictly increasing
For m > 0 define
In light of the strict ellipticity, it is easy to see that if l > 0 is chosen sufficiently large, then the sum of the second and third terms on the right hand side of (2.9) is nonnegative on B m , and that if λ > 0 is chosen sufficiently small, then the sum of the first term and the last two terms on the right hand side of (2.9) is nonnegative.
Fixing such an l and a λ, we conclude that
We can now define the function w as follows:
Using the ellipticity and the fact that g and ∇φ m+ · x |x| are nonnegative, it follows that (2.12)
In the sequel, when g appears without an argument, it is to be understood that the
. From (2.10)-(2.12) we have (2.13)
Using the fact that g ≥ 0 and g ≤ 0, it's easy to check that for any δ > 0, one
m+ (x), we conclude from (2.8), (2.13), and (2.14) that 
Now (2.6) follows from (2.16).
Uniqueness/Nonuniqueness for the Semilinear Parabolic Equation.
Note that by Theorem 1, uniqueness holds for N S f if and only if u f ;min ≡ u f ;max .
We begin with a couple of useful comparison results.
Remark. In particular, it follows from the proposition that if uniqueness holds
. In fact, we suspect that uniqueness either holds for all f or no f .
Proposition 4. Assume that
V 1 ≤ V 2 13 and 0 < γ 2 ≤ γ 1 .
If uniqueness holds for
Proof of Proposition 3. To prove the proposition, it suffices to show that
The construction of the minimal and maximal solutions revealed that for f ∈ 
m,k solves (2.5) with f m replaced by f i . Since f i is compactly supported, the constuction also showed that
u(x, t) = 0, for x ∈ ∂B m and t > 0. Thus (3.1) will follow if we show that
Fix m and k and let
. By the strong maximum principle,
where
Since f 1 ≤ f 2 , it follows from the maximum
m,k and u (2) 2m ≥ u (1) 2m . One can easily check that the function H(x, y) ≡
x−y , for 0 ≤ y < x < ∞ is increasing in each of its variables. Thus, we have
Letting Z = W 1 − W 2 , and using the fact that W 2 ≥ 0, we obtain from (3.4) and
Noting that Z(x, 0) = 0 for x ∈B 2m and that Z(x, t) = 0 for x ∈ ∂B 2m and t > 0, it follows from (3.6) and the standard linear parabolic maximum principle that Z ≥ 0. . Similar to the proof of Proposition 3, we have u
Proof of Proposition 4. Let u
m,k solves (2.5) with V, γ and f m replaced respectively by V i , γ i and 0. Thus, to show (2.7) it suffices to prove that
follows from the maximum principle in Proposition 1.
We now come to our first main result, which guarantees uniqueness for N S if the coefficients satisfy appropriate pointwise estimates.
Theorem 2. Assume that
n i,j=1 a ij (x)ν i ν j ≤ C|ν| 2 (1 + |x|) 2 ; (3.9a) |b(x)| ≤ C(1 + |x|); (3.9b) V (x) ≤ C, (3.9c) for some C > 0. Assume in addition that inf x∈R n γ(x) > 0.
Then uniqueness holds for
Proof. By Proposition 3, it suffices to consider the case f = 0. We need to show that u 0;max = 0. We will build an appropriate family of test functions which will be compared to u 0;max . Fix ∈ (0, 1).
and such that
where C > 0 is independent of R. This is possible because from the definition of φ R in (3.10), it follows that the inequality in (3.11) holds for |x| = . Define
We have (3.12)
for x ∈ R n and t > 0.
We will show below that
is bounded above uniformly in R.
From (3.12) and (3.13), we conclude that there exists a K independent of R such that (3.14)
Since u 0;max (x, 0) = 0, u R ≥ 0, and lim x→∂B R u R (x, t) = ∞, it follows from (3.14) and the maximum principle in Proposition 1 that
Letting R → ∞, it follows from (3.10) and (3.15) that
Since > 0 is arbitrary we conclude that u ≡ 0.
We now return to prove (3.13). Letting r = |x| and resolving L into spherical coordinates, we have In order for Theorem 3 to be useful, we need to know when uniqueness holds for the bounded linear problem BL(L, 0). Before proving Theorem 3, we make a small digression to study the linear problem. We have the following result which actually considers more generally BL(L, V ). 
. See, for example, [6] and references therein.
Remark 2. It's well-known in the probability literature that uniqueness holds for
BL(L, 0) if and only if the Markov diffusion process corresponding to the operator
L is nonexplosive; that is, the process does not run out to infinity in finite time.
In the case that p ∈ (1, 2], the equation N S is also connected with a Markov process; namely, with a measure-valued diffusion process. The so-called compact support property for measure valued diffusions can be thought of as the parallel to nonexplosiveness for ordinary diffusions. We have shown elsewhere that uniqueness for N S 0 is equivalent to the compact support property holding [3] . (Actually, the case p = 2 is treated in [3] but it extends immediately to p ∈ (1, 2].) Certain results in this paper appeared in the case p = 2 with probabilistic proofs in [3] or [2] .
We now give the proof of Proposition 5 followed by the proof of Theorem 3. 
By the maximum principle, We will now show that the uniqueness assumption for BL(L, 0) guarantees that From (3.17) and (3.19) we conclude that
By the maximum principle,
By the assumption on φ in the proposition, there exists an x 0 ∈ R n −B m 0 such that φ(x 0 ) is strictly larger than the righthand side of (3. 
Letting m → ∞, we conclude that u 0;max ≥ kw 
ii. If w = 0 is the only solution to (4.1), then uniqueness holds for N S f , for all f .
We prepare for the proof of Theorem 4 with the following result which is of independent interest. 23 
is a solution to (4.1) and
is the maximal, nonnegative solution to (4.1).
Proof. By the maximum principle and the construction of minimal and maximal solutions, u f m ;min and u f m ;max are monotone in m. Thus, the existence of the limits and the fact that u ∞;min and u ∞;max satisfy N S with initial condition f = ∞ follow from the standard compactness argument and the a priori bounds in (2.1). The fact that the above procedure is independent of the particular sequence follows from the existence plus the fact that given two such sequences, one can construct a new increasing sequence of compactly supported functions using infinitely many of the functions from each of the two original sequences.
We now turn to the monotonicity in t. A similar proof works for w max .
Finally, we show that w max is the maximal nonnegative solution to (4.1). To show this, we will prove that if w is a nonnegative solution to (4.1), then 
Since w satisfies the semilinear parabolic equation, it follows from the maximal principle in Proposition 1 that U 
2m . It follows from the maximum principle in Proposition 1 that W ≥ 0. From that maximum principle, (4.8) will hold if we show that
where ψ m,k is as in (2.5). We have
Thus,
Now (4.9) follows from (4.10) and the inequality b
We now turn to the proof of (4.3). Let β = sup x∈R n V + (x) and let α = inf x∈R n γ(x). By assumption, α > 0 and we may assume that β < ∞ since otherwise there is nothing to prove. Define
Then an easy calculation shows that 
Applications.
In this section we use the array of results in sections three and four to prove theorems on uniqueness/nonuniqueness for two classes of semilinear parabolic equations. We will also show how some of the results in this paper can be used to give an alternative proof and an extension of a classical result in semilinear elliptic theory.
We will determine how uniqueness depends on α for the following class of equations:
And with a relatively generic V we will determine how uniqueness depends on γ for the following class of equations:
Concerning the class of equations appearing in (5.1), we have the following result. Note that the above proof is independent of dimension and works just as well for n = 1, 2. Using Theorem 5(i), we can also give an alternative proof of the existence part of the above result, and more importantly, we can extend the existence/nonexistence dichotomy to dimensions n = 1, 2.
Theorem 6. Let p > 1.
i. Consider the equation ii. Consider the equation
There exists a positive solution to (5.4) 
, for some C, > 0, and there is no positive solution to (5.4) 
, for some C > 0.
Proof. Consider the semilinear equation We now turn to the class of equations in (5.2).
Theorem 7. i. Let V be bounded from above. If
for some C, > 0, then uniqueness does not hold in (5.2) for f ≡ 0.
Remark. Equation ( For an example where uniqueness holds for N S but not for BL, consider the 
and 
p−1 , we obtain from (5.6)
Note that the coefficients of the operator on the left hand side of (5.7) satisfy the requirements in Theorem 2. (They depend on t unlike in Theorem 2, but this is not important.) Thus, it follows from the maximum principle that for any R > 1,the super solution in B R × (0, ∞) constructed in the proof of Theorem 2 is larger , δ) , and thus the same is true for u 0;max . As the original equation was time homogeneous, it is clear that in fact Letting r = |x|, the radial form of the elliptic operator on the right hand side of (6.7) is Cr 
