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Abstract
A graph G is called an L1-graph if, for each triple of vertices u, v, and w with d(u; v)=2 and
w 2 N (u)\N (v), d(u)+d(v)>jN (u)[N (v)[N (w)j−1. Let G be a 2-connected L1-graph of order
n. If (G)>(n−2)=3 or 3(G)>n, then G is hamiltonian or G 2K, where 3(G)=minfd(u)+
d(v) + d(w): fu; v; wg is an independent set in Gg, K= fG: Kp;p+1GKp + (p+ 1)K1 for
some p >2g. Some results on the traceability of L1-graphs are also obtained. c© 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction
We consider only nite undirected graphs without loops and multiple edges. Notation
and terminology not dened here follow that in [7]. If S V (G), then N (S) denotes
the neighbors of S, that is, the set of all vertices in G adjacent to at least one vertex
in S. For a subgraph H of G and S V (G) − V (H), let NH (S) = N (S) \ V (H) and
jNH (S)j=dH (S). If S=f s g, then NH (S) and jNH (S)j are written as NH (s) and dH (s)
respectively. For disjoint subsets A, B of the vertex set V (G) of a graph G, let e(A; B)
be the number of the edges in G that join a vertex in A and a vertex in B. A graph
G is 1-tough if !(G− S)6jSj for every subset S of V (G) with !(G− S)> 1, where
!(G − S) denotes the number of components in the graph G − S. For a graph G,
3(G) is dened as minfd(u) + d(v) + d(w): fu; v; wg is an independent set in Gg
and K is dened as K = fG: Kp;p+1GKp + (p + 1)K1 for some p>2g. We
use c(G) to denote length of a longest cycle in G and p(G) the order of a longest
path. A cycle C of G is called a dominating cycle of G if each edge of G has
at least one of its vertices on C. If C is a cycle of G, let
!
C denote the cycle C
with a given orientation. For u; v 2 C, let !C [u; v] denote the consecutive vertices on
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C from u to v in the direction specied by
!
C . We use x− and x+ to denote the
predecessor and successor of a vertex x on C along the orientation of C. If AV (C),
then A−, and A+ are dened as fv−: v2Ag and fv+: v2Ag, respectively. The analogous
notation is used when the cycle C is replaced by a path P. A graph G is a claw-free
graph if G has no induced subgraph isomorphic to K1;3. For an integer i, a graph
G is called an Li-graph if d(u) + d(v)>jN (u) [ N (v) [ N (w)j { i , or equivalently
jN (u)\N (v)j>jN (w)− (N (u)[N (v))j − i for each triple of vertices u, v, and w with
d(u; v) = 2 and w 2 N (u) \ N (v).
It can easily be veried that every claw-free graph is an L1-graph (see [2]). Further-
more, there are many graphs which are L1 but not claw-free. The family K described
above is such a family. An additional such family of L1-graphs which is not claw-free
is given later in this paper (see Example 1).
The longtime interest in claw-free graphs motivates our study of L1-graphs. In recent
years several authors already obtained results on the hamiltonian properties of Li-graphs.
Asratian and Khachatrian [4] proved that all connected L0-graphs of order at least three
are hamiltonian and Saito [12] showed that if a graph G is a 2-connected L1-graph
of diameter two then either G is hamiltonian or G 2 K. More results related to the
hamiltonian properties of Li-graphs can be found in [1{3,5].
The primary objective of this paper is to show that the following two results of
Matthews and Sumner hold for the larger family of L1-graphs.
Theorem 1 (Matthews and Sumner [11]). If G is a 2-connected claw-free graph of
order n with (G)>(n− 2)=3; then G is hamiltonian.
Theorem 2 (Matthews and Sumner [11]). If G is a connected claw-free graph of
order n with (G)>(n− 2)=3; then G is traceable.
The next two results are the improvements of Theorems 1 and 2.
Theorem 3. Let G be a 2-connected L1-graph of order n. If (G)>(n− 2)=3; then G
is hamiltonian or G 2K.
Theorem 4. Let G be a connected L1-graph of order n. If (G)>(n − 2)=3; then G
is traceable.
Using results in [9], we obtain the following result on the length c(G) of a longest
cycle in an Li-graph.
Theorem 5. Let G be a connected Li-graph of order n>3. If 3(G)>n; then c(G)>
n− i or G 2F(n); where F(n) is dened in [9].
The reader should note that a description of F(n) has not been included here since
it is lengthy, cumbersome, and not relevant to Corollaries 1 and 2 (which follow the
central theme of this paper).
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Corollary 1. Let G be a 2-connected L1-graph of order n. If 3(G)>n; then G is
hamiltonian or G 2K.
Corollary 2. Let G be a connected L1-graph of order n. If 3(G)>n; then G is
traceable.
The examples which follow demonstrate the usefulness of Theorem 3 and the
sharpness of Theorems 3 and 4.
Example 1. Let G = (V (G); E(G)) be a graph, where V (G) = fx; y; z; v1; v2; : : : ; v2kg
(k>3), E(G) = fvivj: 16i 6= j6k + 1g [ fvivj: k6i 6= j62kg [ fxvi; yvi: 16i6
k + 1g [ fzvi: k6i62kg. Then G is an L1-graph and Theorem 3 implies that G is
hamiltonian. However, the conditions of Theorem 1 fail to hold since G has claws.
Also since d(x) + d(z)6jV (G)j − 1, there exist two vertices x; z in G such that
d(x; z)=2; maxfd(x); d(z)g< jV (G)j=2, and (G)=k(G)+1. Therefore none of Bondy
and Chvatal’s closure theorem [7], Fan’s theorem [10], and Chvatal and Erdos’
theorem [8] can be applied to deduce that G is hamiltonian.
Example 2. Let G=(V (G); E(G)) be a graph, where V (G)=V (G1)[V (G2)[V (G3),
E(G) = E(G1) [ E(G2) [ E(G3) [ fuiuj; vivj: ui; vi 2 V (Gi); ui 6= vi; 16i 6= j63g,
and G1, G2, G3 are complete graphs of the same order of at least 3. Then G is a
2-connected L1-graph with (G)>(jV (G)j − 3)=3. However, G is not hamiltonian and
G 62K. Therefore, the degree condition of Theorem 3 cannot be lowered.
Example 3. Let G=(V (G); E(G)) be a graph, where V (G)=V (G1)[V (G2)[V (G3),
E(G) = E(G1) [ E(G2) [ E(G3) [ fuiuj: ui 2 V (Gi); 16i 6= j63g, and G1, G2, G3
are complete graphs of the same order of at least 3. Then G is a connected L1-graph
with (G)>(jV (G)j − 3)=3. However, G is not traceable so that the degree condition
of Theorem 4 cannot be lowered.
2. Lemmas
The following lemmas are used in the proofs of the theorems.
Lemma 1 (Asratian et al. [2]). If G is a 2-connected L1-graph; then either G is 1-tough
or G 2K.
Lemma 2 (Bauer and Schmeichel [6], Tian and Zhao [13]). If G is 1-tough; then the
length of the longest cycle in G is at least 2(G) + 2.
Lemma 3 (Enomoto et al. [9]). Let G be a connected graph on n>3 vertices such
that 3(G)>n. Then G satises c(G)>p(G)− 1 or G 2F(n).
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Lemma 4 (Enomoto et al. [9]). Let G be a connected graph that satises c(G)>
p(G)− 1. Then every longest cycle in G is a dominating cycle.
3. Proofs
Proof of Theorem 3. Let G be a graph satisfying the conditions in Theorem 3. Sup-
pose that G is not hamiltonian and G 62K. Choose a longest cycle C in G and specify
an orientation of C. Then Lemma 1 implies that G is 1-tough and Lemma 2 ensures
that the length c(G) of C is at least 2(G) + 2. Let H be a component of the graph
G[V (G)−V (C)]. We claim that there exists a vertex x in V (H) such that jNC(x)j>2.
Suppose not, then for each vertex x in V (H), dC(x)61. Thus dH (x)>d(x) − 1 and
jV (H)j>1 + dH (x)>d(x)>(G). Therefore, n>jV (C)j + jH j>3(G) + 2 = n. Thus
for each vertex x in V (H), jV (H)j = d(x), d(x) = (G) = (n − 2)=3, H is complete
and H is a unique component of the graph G[V (G)−V (C)]. Since G is 2-connected,
jN (V (H)) \ V (C)j>2. We rst show jN (V (H)) \ V (C)j = 2. If not, let x1, x2, and
x3 be three vertices in N (V (H)) \ V (C) ordered with increasing index in the di-
rection of the orientation C. Since C is a longest cycle in G and H is complete,
j!C [x+1 ; x−2 ]j>jV (H)j=(G), j
!
C [x+2 ; x
−
3 ]j>jV (H)j=(G), and j
!
C [x+3 ; x
−
1 ]j>jV (H)j=
(G). Therefore, n>4(G) + 3, a contradiction. Thus let N (V (H)) \ V (C) = fa; bg
with a preceding b in the orientation of C. Since G is 1-tough, G − fa; bg has at
most two components. Thus there exist two vertices u 2 !C [a+; b−], v 2
!
C [b+; a−]
such that uv 2 E(G). Since C is a longest cycle in G, we have j!C [u+; b−]j+
j!C [v+; a−]j>jV (H)j= (G) and j
!
C [a+; u−]j+ j
!
C [b+; v−]j>jV (H)j= (G). There-
fore, n>3(G) + 4, again a contradiction. Hence, H contains a vertex with at least
two neighbors on C.
Choose a vertex q in V (H) such that jN (q) \ V (C)j>2. Let A be the set N (q) \
V (C):=fa1; a2; : : : ; alg with the ai’s ordered with increasing index in the direction of
orientation of C and l>2. Let bi and di be the predecessor and successor, respectively,
of ai along C, 16i6l. Set B= fb1; b2; : : : ; blg; D= fd1; d2; : : : ; dlg. Clearly, B[fqg is
independent and N (bi) \ N (q) \ (V (G)− V (C)) = ;, for 16i6l. Moreover, for each
i, 16i6l, d(q; bi) = 2 and ai 2 N (q) \ N (bi), so by the hypothesis of Theorem 3,
jN (q) \ N (bi)j>jN (ai)− (N (q) [ N (bi))j − 1:
Obviously,
NB(ai)N (ai)− (N (q) [ N (bi) [ fqg):
Thus,
jNB(ai)j6jN (ai)− (N (q) [ N (bi))j − 1:
Therefore,
jNB(ai)j6jN (q) \ N (bi)j= jNA(bi)j:
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Hence,
e(A; B) =
lX
i=1
jNB(ai)j6
lX
i=1
jNA(bi)j= e(A; B):
It follows, for each i, 16i6l, that
N (ai)− (N (q) [ N (bi) [ fqg) = NB(ai)B: (1)
Similarly, for each i, 16i6l,
N (ai)− (N (q) [ N (di) [ fqg) = ND(ai)D: (2)
We claim that there exists an i such that bi+1 6= di, where 16i6l and bl+1 is
regarded as b1. Suppose not, then for each i, 16i6l, bi+1 = di. Clearly, N (di) \
V (H)= ;, otherwise C is not of maximum length, also for any pair of i; j; 16i; j6l
and i 6= j, di, dj do not have neighbors in the same component of the graph
G[V (G) − V (C) − V (H)], otherwise C is again not of maximum length. Therefore
G − fa1; a2; : : : ; alg has at least l + 1 components, contradicting the fact that G is
1-tough.
Without loss of generality, assume that b1 6= dl. Observe that b1 2 N (d1), otherwise
from (2), b1 2 D, which is impossible. Let y1 be the rst vertex on
!
C [d1; b2] such
that b1y1 62 E(G). The existence of y1 is guaranteed by the fact that b2 62 N (b1). Also
observe that y1 62 N (a1), otherwise by (1) we have y1 2 N (a1) − (N (q) [ N (b1) [
fqg)=NB(a1)B, so y1=b2, contradicting the maximality of the length of C. Similarly,
bi 2 N (di), for each i, 26i6l, and there exists a vertex y2 which is the rst vertex in!
C [d2; b3] such that b2y2 62 E(G) and y2 62 N (a2).
The proof of this theorem is completed by counting the degree sum of the vertices
q, y1 and y2 and arriving at a contradiction. To accomplish this, we rst set
V1 =
!
C [y1; b2];
V2 =
!
C [y2; b3];
V3 =
!
C [a3; b4];
...
Vl−1 =
!
C [al−1; bl];
Vl =
!
C [al; b1];
Vl+1 =
!
C [a1; y−1 ];
Vl+2 =
!
C [a2; y−2 ]
and
Vl+3 = V (G)− V (C):
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For each vertex w in G, we simplify some notation letting Ni(w) replace NVi(w),
di(w) = jNi(w)j and (Ni(w))− = N−i .
Clearly, d1(q)=0. Also N−1 (y1)\N1(y2)=;, otherwise there is a cycle in G which
is longer than C. Therefore,
d1(q) + d1(y1) + d1(y2) = jN−1 (y1)j+ jN1(y2)j
= jN−1 (y1) [ N1(y2)j6jV1j − 1:
Similarly, d2(q) + d2(y1) + d2(y2)6jV2j − 1.
For each i; 36i6l, it follows that yjai 62E(G); yjdi 62E(G), yjd+i 62 E(G), where
j=1 or 2, otherwise there is a cycle in G which is longer than C. For each i, 36i6l;
Ni(y1) \ N−i (y2) = ;, otherwise we can again nd a cycle in G which is longer than
C. Therefore, for each i; 36i6l,
di(q) + di(y1) + di(y2) = 1 + jNi(y1)j+ jN−i (y2)j
= 1 + jNi(y1) [ N−i (y2)j6jVij − 1:
Clearly, dl+1(y2)=0, for otherwise again a cycle longer than C is found. Therefore,
dl+1(q) + dl+1(y1) + dl+1(y2)6jVl+1j:
Similarly, dl+2(q) + dl+2(y1) + dl+2(y2)6jVl+2j.
Note that q 62 Nl+3(q)[Nl+3(y1)[Nl+3(y2). Also note that Nl+3(q)\Nl+3(y1) = ;,
Nl+3(y1) \ Nl+3(y2) = ;, and Nl+3(y2) \ Nl+3(q) = ;, otherwise there are again cycles
in G which are longer than C. Therefore,
dl+3(q) + dl+3(y1) + dl+3(y2)6jVl+3j − 1:
Hence, n − 26d(q) + d(y1) + d(y2)6
Pl+3
i=1 (di(q) + di(y1) + di(y2))6n − l − 1.
A nal contradiction.
Proof of Theorem 4. Suppose G is a graph satisfying the conditions in Theorem 4 that
is not traceable. Let P be a longest path in G with end-vertices a; b and the orientation
of P is specied from a to b. Since G is not traceable, V (G) − V (P) 6= ;. Let H
be a component in G[V (G)− V (P)]. Since G is connected, there exists a vertex q in
V (H) such that NP(q) 6= ;. Choose q such that jNP(q)j is as large as possible. Let
A be the set NP(q):=fa1; a2; : : : ; alg and the order of ai’s with increasing index along
the orientation of P. Clearly, l>1 and a; b 62 A. Let bi; ci denote the predecessor and
successor respectively of ai with respect to the orientation of P, where 16i6l. Set
B = fb1; b2; : : : ; blg and C = fc1; c2; : : : ; clg. Using an argument similar to that in the
proof of Theorem 3, we have, for each i; 16i6l, that
N (ai)− (N (q) [ N (bi) [ fqg) = NB(ai)B; (3)
N (ai)− (N (q) [ N (ci) [ fqg) = NC(ai)C: (4)
If l = 1, then b1 2 N (c1), otherwise by (4) we have b1 2 C, which is impossible.
Let P1 be a longest path in H starting from vertex q and ending at vertex u. From the
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choice of q, we have jNP(u)j6jNP(q)j = 1. Therefore, dH (u)>d(u) − 1. The choice
of P1 implies that jV (P1)j>dH (u)+1>d(u). Since P is a longest path in G, we have
j!P [a; b−1 ]j>d(u) and j
!
P [c+1 ; b]j>d(u). Therefore, n>jV (P)j + jV (H)j>jV (P)j +
jV (P1)j>3d(u) + 3>3(G) + 3, a contradiction.
For the remainder of the proof we assume that l>2. We rst consider the case when
l>3. Using an argument similar to that in the proof of Theorem 3, we have, for each
i; 16i6l, bi 2 N (ci) and there exist vertices y1; y2 which are the rst vertices in!
P [c1; b2],
!
P [c2; b3], respectively, such that yi 62 N (bi); yi 62 N (ai), for i=1 or 2. Set
V1 =
!
P [y1; b2];
V2 =
!
P [y2; b3];
V3 =
!
P [a3; b4];
...
Vl−1 =
!
P [al−1; bl];
Vl =
!
P [al; b];
Vl+1 =
!
P [a1; y−1 ];
Vl+2 =
!
P [a2; y−2 ];
Vl+3 =
!
P [a; b1]
and
Vl+4 = V (G)− V (P):
We further have
di(q) + di(y1) + di(y2)6jVij − 1 when 16i6l− 1 or i = l+ 4;
di(q) + di(y1) + di(y2)6jVij when i = l+ 1 or l+ 2:
If i = l, then Nl(y1) \ N−l (y2) = ;, and, for j = 1 or 2; yjal 62 E(G), yjcl 62 E(G),
yjc+l 62 E(G), otherwise we can nd paths in G which are longer than P. Therefore,
dl(q) + dl(y1) + dl(y2)6jVlj − 1:
But N+l+3(y1) \ Nl+3(y2) = ;, otherwise we again nd a path in G which is longer
than P. Therefore,
dl+3(q) + dl+3(y1) + dl+3(y2) = jN+l+3(y1)j+ jNl+3(y2)j
= jN+l+3 [ Nl+3(y2)j6jVl+3j:
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Hence, n− 26d(q) + d(y1) + d(y2)6
Pl+4
i=1 (di(q) + di(y1) + di(y2))6n− l− 1, a
contradiction.
Finally we consider the case when l= 2. As before, we still have bi 2 N (ci), when
i= 1 or 2 and there exists a vertex y1 which is the rst vertex on
!
P [c1; b2] such that
y1 62 N (b1); y1 62 N (a1). Observe that there exists a vertex t in
!
P [c2; b] such that
b2t 62 E(G), otherwise we nd a path in G which is longer than P. Let y2 be the rst
vertex in
!
P [c2; b] such that b2y2 62 E(G), We claim that y2 62 N (a2), otherwise from
(3) there is a contradiction. Set
V1 =
!
P [y1; b2];
V2 =
!
P [y2; b];
V3 =
!
P [a1; y−1 ];
V4 =
!
P [a2; y−2 ];
V5 =
!
P [a; b1]
and
V6 = V (G)− V (P):
Using the same arguments as in the case when l>3, we have
d1(q) + d1(y1) + d1(y2)6jV1j − 1;
d3(q) + d3(y1) + d3(y2)6jV3j;
d4(q) + d4(y1) + d4(y2)6jV4j;
d5(q) + d5(y1) + d5(y2)6jV5j
and
d6(q) + d6(y1) + d6(y2)6jV6j − 1:
Clearly, N−2 (y2)V2 − fbg. Also N2(y1) \ N−2 (y2) = ; and N2(y1)V2 − fbg,
otherwise we can nd a path in G which is longer than P. Therefore,
d2(q) + d2(y1) + d2(y2)6 jN2(y1)j+ jN−2 (y2)j
= jN2(y1) [ N−2 (y2)j6jV2j − 1:
Therefore, n− 26d(q) + d(y1) + d(y2)=
P6
i=1 (di(q) + di(y1) + di(y2))6n− 3, a
contradiction, which completes the proof.
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Proof of Theorem 5. Let G be a graph satisfying the conditions of Theorem 5. Suppose
c(G)6n−i−1 and G 62F(n). Choose a longest cycle C (which exists by Lemma 3) in
G and specify an orientation of C. Then Lemmas 3 and 4 imply that C is a dominating
cycle. Since c(G)6n − i − 1, the cardinality of the independent set V (G) − V (C) is
at least i + 1. Let fq; q1; q2; : : : ; qig be a subset of V (G) − V (C), let A be the set
of N (q) \ V (C):=fa1; a2; : : : ; alg, and B be the set fb1; b2; : : : ; blg, where, for each k;
16k6l; bk is the predecessor of ak in the orientation of C. Since C is a longest
cycle in G and c(G)>p(G)− 1, B[ fq; q1; q2; : : : ; qig is independent in G. Moreover,
for each k, 16k6l; d(q; bk) = 2 and ak 2 N (q) \ N (bk), so by the hypothesis in
Theorem 5,
jN (q) \ N (bk)j>jN (ak)− (N (q) [ N (bk))j − i:
Clearly, NB(ak)N (ak)− (N (q) [ N (bk) [ fq; q1; q2; : : : ; qig) so that
jNB(ak)j6jN (ak)− (N (q) [ N (bk))j − i − 1:
Therefore,
jNB(ak)j6jN (q) \ N (bk)j − 1 = jNA(bk)j − 1:
Hence,
e(A; B) =
lX
k=1
jNB(ak)j6
lX
k=1
(jNA(bi)j − 1) = e(A; B)− l;
a contradiction, which completes the proof.
Using Theorem 5, we can prove Corollary 1 as follows. Let G be a graph satisfying
the conditions in Corollary 1. Suppose G is not hamiltonian and G 62 K. Lemma 1
implies that G is 1-tough. Thus, G 62F(n) since every graph in F(n) is not 1-tough
[9]. Choose a longest cycle C in G. Then by Theorem 5 the length of C is n − 1.
Let q be the unique vertex outside C, then jN (q) \ V (C)j>2 since G is 2-connected.
The proof is now completed using the same style of argument used in the proof of
Theorem 3.
The truth of Corollary 2 follows from the fact that a connected graph G is traceable
if c(G)>n− 1 and every graph in F(n) is traceable [9].
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