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Abstract
Containment regions for the zeros of a monic polynomial are given with the aid of re-
sults for containment regions for the numerical range of certain bordered diagonal matrices
which are applied to different types of companion matrices of the polynomial. © 2002 Elsevier
Science Inc. All rights reserved.
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1. Introduction
Let
Pn(x) := xn − α1xn−1 − · · · − αn,
αj ∈ C, j = 1, 2, . . . , n, αn /= 0, (1)
be a monic polynomial of degree n  3. In this paper we give some containment
regions for the zeros of Pn.
In several numerical methods it is of importance to have regions for zeros of
polynomials. For example, initial regions for zeros of polynomials are needed before
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improving, simultaneously, the zeros of a polynomial by applying a local algorithm
with rapid convergence (cf. for example [16]). In many cases the approach to this
problem uses matrix analysis (cf. [1,3,4,8,9], [10, pp. 139–146] and [15, pp. 125–
155]). In particular, there were used estimates of the numerical radius of companion
matrices of the given polynomial to give bounds for the zeros of the polynomial (cf.
[1,4,9] and [5, p. 122]).
In this paper we also use matrix analysis to give regions for the zeros of polyno-
mials. We apply results on containment regions for the numerical range of certain
companion matrices of the given polynomial to give containment regions for the
zeros of that polynomial. The regions which usually are given are circular disks with
center at the origin. The regions which we derive are circular disks with center not
necessarily at the origin (only in special cases), the convex hull of two circular disks
with the same radius, the intersection of two such sets, and the sum of a certain
elliptical disk with a circular disk with center at the origin. From these regions there
can be easily derived rectangular containment regions for the zeros. The localization
of the zeros of a polynomial is a classical problem which has been considered by
many authors, see [10–14].
To be more specific: In Section 2 we consider bordered diagonal matrices of
the following type: Let a := (α1, . . . , αn−1)T, b := (β1, . . . , βn−1)T ∈ Cn−1,D :=
diag {δ1, . . . , δn−1}, δ1, . . . , δn−1 ∈ C, be given, and let γ ∈ C. Furthermore, let a :=
(α1, . . . , αn−1)T and b := (β1, . . . , βn−1)T, and let A /= 0 be the square matrix of
order n given by
A :=
(
D b
aT γ
)
. (2)
For the special case that δk := δ, k = 1, . . . , n− 1, the numerical range of A
is either a circular disk or a (noncircular) elliptical disk (possibly degenerated to
a line segment) as follows from results in [7]. With the aid of these descriptions
we give regions which contain the numerical range of the general matrix A given
by (2).
In Section 3—the main part of this paper—we consider monic polynomials
of type given by (1), and two different types of generalized Frobenius compan-
ion matrices of Pn which we have already used in [8,9]. Each of these companion
matrices can be decomposed in different ways in the sum of a shift matrix and
of a bordered diagonal matrix. To the special shift matrices we can apply a result
of Chien (cf. Theorem 3 in [2]) to describe their numerical range. To the special
bordered diagonal matrices we apply the results from Section 2 on numerical ranges
of bordered diagonal matrices. From this we get containment regions for the zeros of
Pn, since these are contained in the sum of the numerical ranges of the matrices of
the decompositions. In some special cases these containment regions coincide with
known ones, but mainly these are new ones, and in many cases they are better as
known ones as examples show.
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2. The numerical range of bordered diagonal matrices
We denote by (·, ·) the usual inner product in Cn and by ‖ · ‖ := √(·, ·) the corre-
sponding norm. Let M be a square matrix of order n. Then the numerical range (or the
field of values) W(M) of M is defined by W(M) := {(Mx, x) : x ∈ Cn, ‖x‖ = 1},
and the numerical radius r(M) of M is defined by r(M) := max{|z| : z ∈ W(M)}.
W(M) is a compact convex set which contains the spectrum (eigenvalues) of M. See
[6, Chapter 1] for further details on the numerical range and the numerical radius.
We consider bordered diagonal matrices of the type given by (2). In the following
proposition we describe the numerical range W(A) in the special case that δ1 =
· · · = δn−1 =: δ. From this we derive regions in the complex plane which contain
the numerical range of A in the general case.
Proposition 1. Let A be as given by (2), where δ1 = · · · = δn−1 =: δ, and let
η := 14 (γ − δ)2 + (a, b).
(a) Suppose that η = 0. Then W(A) is a circular disk with center at 12 (γ + δ)
and radius
1
2
( 1
2 |γ − δ|2 + ‖a‖2 + ‖b‖2
)1/2
.
(b) (i) Suppose that η /= 0 and |η| /= 14 |γ − δ|2 + 12‖a‖2 + 12‖b‖2. Then W(A)
is an elliptical (noncircular) disk with center at 12 (γ + δ), major axis of length 2α,
minor axis of length 2β and the inclination of the major axis with the real axis is
equal to ϕ, where
ϕ := 12 arg(η),
α := 12
(
2|η| + 12 |γ − δ|2 + ‖a‖2 + ‖b‖2
)1/2
,
β := 12
(− 2|η| + 12 |γ − δ|2 + ‖a‖2 + ‖b‖2)1/2.
That is, W(A) is the closed interior of the ellipse{
z ∈ C : z = 12 (γ + δ)+ 12 eϕi
(
(α + β)ei + (α − β)e−i), 0   < 2}.
(ii) Suppose that η /= 0 and |η| = 14 |γ − δ|2 + 12‖a‖2 + 12‖b‖2. Then A is nor-
mal, and W(A) is the line segment from 12 (γ + δ)−
√
η to 12 (γ + δ)+
√
η.
Proof. Let En denote the identity matrix of order n. The matrix A is unitarily similar
to the matrix δEn−3 ⊕ A˜, where A˜ is given by
A˜ :=
 δ 0 00 δ ‖b‖
α˜1 α˜2 γ
 ,
and α˜1, α˜2 are such that |˜α1|2 + |˜α2|2 = ‖a‖2. The construction of the unitary trans-
formation matrix U is as follows: Let U be given by
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U :=
(
a1 a2 · · · an−1 o
0 0 · · · 0 1
)
,
where a1, a2, . . . , an−1 ∈ Cn−1, and o ∈ Cn−1 is the null vector in Cn−1.
Case 1: ‖a‖ = 0, ‖b‖ = 0. Then U = En.
Case 2: ‖a‖ /= 0, ‖b‖ = 0. Let an−2 := a/‖a‖, and let {a1, . . . , an−3, an−1} be
an orthonormal system, where each vector aj is orthogonal to an−2. With α˜1 =
‖a‖, α˜2 = 0 we have the desired result.
Case 3: ‖a‖ = 0, ‖b‖ /= 0. Let an−1 := b/‖b‖, and let {a1, . . . , an−2} be an or-
thonormal system, where each vector aj is orthogonal to an−1. With α˜1 = 0, α˜2 = 0
then U∗AU will have the desired form.
Case 4: ‖a‖ /= 0, ‖b‖ /= 0, and a and b are linearly dependent. Let an−1 := b/‖b‖,
and let {a1, . . . , an−2} be an orthonormal system, where each vector aj is orthogonal
to an−1. With α˜2 = (a, b)/‖b‖ and α˜1 = 0 we have δEn−3 ⊕ A˜ = U∗AU.
Case 5: ‖a‖ /= 0, ‖b‖ /= 0, and a and b are linearly independent. Let an−1 :=
b/‖b‖, and let {a1, . . . , an−3} be an orthonormal system, where each vector aj is or-
thogonal to a and b. Furthermore, let an−2 :=(a−(a, b) b/‖b‖2)/‖a−(a, b)b/‖b‖2‖.
With α˜2 = (a, b)/‖b‖ and α˜1 = (‖a‖2 − |(a, b)|2/‖b‖2)/‖a − (a, b)b/‖b‖2‖ again
we have δEn−3 ⊕ A˜ = U∗AU.
In all cases the eigenvalues of A˜ are 12 (γ + δ)−
√
η, 12 (γ + δ)+
√
η, δ. There-
fore, W(A) = W(A˜). The assertion of (a) now follows from Corollary 2.5 in [7].
The assertions of (b) follow from Theorem 2.4 in [7]. 
In the next corollary we describe regions in the complex plane which contain the
numerical range of the matrix A of the general form given by (2).
Corollary 1. Let A be as given by (2).
(a) Let γ̂1 and γ̂2 denote the two square roots of −(a, b). Then W(A) is contained
in the intersection of the two sets
co
{
δ1 + γ̂j , . . . , δn−1 + γ̂j , γ − γ̂j
}
+{z ∈ C : |z|  12(2|(a, b)| + ‖a‖2 + ‖b‖2)1/2} for j = 1, 2.
(b) Suppose that (a, b) /= 0. Let
ϕ(1) := 12 arg(a, b),
α(1) := 12
(
2|(a, b)| + ‖a‖2 + ‖b‖2)1/2,
β(1) := 12
(− 2|(a, b)| + ‖a‖2 + ‖b‖2)1/2,
E(1) := {z ∈ C : z = 12 eϕ(1)i((α(1) + β(1))ei + (α(1) − β(1))e−i),
0   < 2
}
.
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Then
W(A) ⊂ co {δ1, . . . , δn−1, γ } + the closed interior of the ellipseE(1).
Proof. (a) We decompose A in the formA :=diag {δ1+γ̂j , . . . , δn−1+γ̂j , γ − γ̂j}+
Âj , where Âj is given by
Âj := diag
{− γ̂j , . . . ,−γ̂j , γ̂j}+ ( 0 b
aT 0
)
for j = 1, 2.
Then
W(A) ⊂ co {δ1 + γ̂j , . . . , δn−1 + γ̂j , γ − γ̂j}+W(Âj ). (3)
Furthermore, Âj satisfies the assumptions of Proposition 1(a). Thus, from Proposi-
tion 1(a) it follows that W(Âj ) is a circular disk with center at the origin and radius
1
2 (2|γ̂j |2 + ‖a‖2 + ‖b‖2)1/2. According to the definition of γ̂j from (3) the assertion
follows.
(b) We decompose A in the form A = diag {δ1, . . . , δn−1, γ } + A(1), where
A(1) :=
(
0 β
aT 0
)
.
Then W(A) ⊂ co {δ1, . . . , δn−1, γ } +W(A(1)), and from Proposition 1(b) it follows
that W(A(1)) is equal to the closed interior of the ellipse E(1). The assertion follows.

3. Regions for the zeros of polynomials
In this section we apply the results of Section 2 to certain different types of com-
panion matrices of the monic polynomial Pn given by (1). From this containment
regions for the zeros of Pn are derived. In the following theorem we use compan-
ion matrices of Pn which come from a diagonal similarity of the usual Frobenius
companion matrix. Let Pn be as given by (1). We suppose that there exist complex
numbers γ1, . . . , γn ∈ C, 0 /= β1, . . . , βn−1 ∈ C such that
α1 := γ1,
α2 := γ2β1,
...
αn := γnβn−1 · · ·β1.
(4)
Furthermore, let
δ1 := min
{
cos

n+ 1 maxk=1,...,n−1 |βk|,
1
2
max
k=1,...,n−2
(|βk| + |βk+1|)
}
,
δ2 := min
{
cos

n
max
k=2,...,n−1
|βk|, 12 maxk=2,...,n−2(|βk| + |βk+1|)
}
,
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and for 0 /= α̂ ∈ C let
δ̂2 :=min
{
cos

n+ 1 max
{|̂α|, |βk|, k = 2, . . . , n− 1},
1
2
max
{|̂α| + |βn−1|, |βk| + |βk+1|, k = 2, . . . , n− 2}}.
Decompositions of type (4) of the coefficients of Pn are always possible. The sim-
plest one is γk := αk, k = 1, . . . , n, β1 = · · · = βn−1 := 1. We propose three dif-
ferent special choices for the decompositions (4) (cf. also [8]). Special regions which
can be obtained by using some of these special choices are given in Corollary 2.
Special Choice I.
γ1 := α1, β1 := max
k=1,...,n
‖αk‖1/k,
βk := max
j=k+1,...,n
∣∣∣∣ αjβ1β2 · · ·βk−1
∣∣∣∣1/(j−k+1) , k = 2, . . . , n− 1,
γk+1 := αk+1
β1β2 · · ·βk , k = 1, . . . , n− 1.
Special Choice II.
β1 := · · · := βn−1 =: β := max
k=1,...,n
|αk|1/k,
γk := αk
βk−1
, k = 1, 2, . . . , n.
Special Choice III. Let αk /= 0, k = 1, . . . , n. Then
β1 := γ1 := α1,
βk := γk := αk
αk−1
, k = 2, . . . , n− 1,
γn := αn
αn−1
.
Theorem 1. Let Pn be as given by (1), and let its coefficients satisfy (4).
(a) Let α̂2,1, α̂2,2 denote the two square roots of −α2. Then all zeros of Pn lie in the
intersection of the two sets given by
co
{
α̂2,j , α1 − α̂2,j
}
+
z ∈ C : |z|  δ2 + 12
2|α2| + |β1|2 + n∑
k=2
|γk |2
1/2

for j = 1, 2.
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(b) All zeros of Pn lie in the set
co{0, α1} +
z ∈ C : |z|  δ1 + 12
(
n∑
k=2
|γk|2
)1/2 .
(c) Let 0 /= α̂ ∈ C, and let κ1, κ2 denote the two square roots of α̂α1 − α2. Then
all zeros of Pn lie in the intersection of the two sets given for j = 1, 2, by
co
{
κj , α1 + α̂ − κj
}
+
{
z ∈ C : |z|  δ̂2 + 12
(
2|̂αα1 − α2| + |β1|2 + |γn|2
+
n−1∑
k=1
∣∣∣∣∣γk+1 − α̂ γkβk
∣∣∣∣∣
2)1/2}
. (5)
(d) Suppose that α1 /= 0. Let
ϕ1 := arg(α1), a1 := 12
(
n∑
k=1
|γk|2
)1/2
, b1 := 12
(
n∑
k=2
|γk|2
)1/2
. (6)
Let E1 denote the closed interior of the ellipse given by{
z ∈ C : z = 12α1 + 12 eϕ1i
(
(a1 + b1)ei + (a1 − b1)e−i
)
, 0   < 2
}
.
Then all zeros of Pn lie in the region given by E1 + {z ∈ C : |z|  δ1}.
Proof. Let Ac :=
(
τi,j
)n
i,j=1 be the square matrix of order n given by
τi,j :=

γn−j+1, i = n, j = 1, . . . n,
βn−i , i = 1, . . . , n− 1, j = i + 1,
0, otherwise.
(7)
Then det(xEn − Ac) = Pn(x). That is, Ac is a companion matrix of Pn. We set
Ac := A1 + A2 + A3 + A4, where Ak :=
(
τ
(k)
i,j
)n
i,j=1 for k = 1, . . . , 4, and
τ
(1)
i,j :=
{
γn−j+1, i = n, j = 1, . . . n− 1,
0, otherwise,
A2 := diag (0, . . . , 0, γ1) ,
τ
(3)
i,j :=
{
β1, i = n− 1, j = n,
0, otherwise,
τ
(4)
i,j :=
{
βn−i , i = 1, . . . , n− 2, j = i + 1,
0, otherwise.
(a) We have W(Ac) ⊂ W(A1 + A2 + A3)+W(A4). Using the block form of the
shift matrix A4 it follows from a result of Chien (cf. Theorem 3 in [2]; we use this
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theorem subsequently several times without further citing) that W(A4) is a circular
disk centered at the origin with
r(A4)  min
{
cos

n
max
k=2,...,n−1
|βk| , 12 maxk=2,...,n−2(|βk| + |βk+1|)
}
.
We apply Corollary 1(a) to the matrix A1 + A2 + A3. From this the assertion
follows.
(b) We have W(Ac) ⊂ W(A1)+W(A2)+W(A3 + A4). From Proposition 1(a)
it follows that W(A1) is a circular disk with center at the origin and radius
1
2
(
n∑
k=2
|γk|2
)1/2
.
Furthermore W(A2) = co{0, α1}, and W(A3 + A4) is a circular disk with center at
the origin with
r(A3 + A4)  min
{
cos

n+ 1 maxk=1,...,n−1 |βk| ,
1
2
max
k=1,...,n−2
(|βk| + |βk+1|)
}
.
The assertion follows.
(c) We consider the square matrixAα̂ :=
(
τ
(̂α)
i,j
)n+1
i,j=1 of order n+ 1 for 0 /= α̂ ∈ C
given by
τ
(̂α)
i,j :=

α̂, i = 1, j = 2,
βn−i+1, i = 2, . . . , n, j = i + 1,
−γn, i = n+ 1, j = 1,
γn−j+2 − α̂ γn−j+1βn−j+1 , i = n+ 1, j = 2, . . . , n,
γ1 + α̂, i = n+ 1, j = n+ 1,
0, otherwise.
Aα̂ is a companion matrix of the polynomial Qn+1(x) := (x − α̂)Pn(x). We decom-
pose Aα̂ := Bα̂ + Cα̂ (analogous as in the proof of (a)), where
Bα̂ :=
(
ρ
(̂α)
i,j
)n+1
i,j=1 , Cα̂ :=
(
σ
(̂α)
i,j
)n+1
i,j=1 ,
and
ρ
(̂α)
i,j :=

α̂, i = 1, j = 2,
βn−i+1, i = 2, . . . , n− 1, j = i + 1,
0, otherwise,
σ
(̂α)
i,j :=

β1, i = n, j = n+ 1,
−γn, i = n+ 1, j = 1,
γn−j+2 − α̂ γn−j+1βn−j+1 , i = n+ 1, j = 2, . . . , n,
γ1 + α̂, i = n+ 1, j = n+ 1,
0, otherwise.
Then W(Aα̂) ⊂ W(Bα̂)+W(Cα̂). The block form of Bα̂ implies that W(Bα̂) is a
circular disk centered at the origin with
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r(Bα̂) min
{
cos

n+ 1 max
{|̂α|, |βk|, k = 2, . . . , n− 1},
1
2
max
{|̂α| + |βn−1|, |βk| + |βk−1|, k = 2, . . . , n− 2}}.
Again we apply Corollary 1(a) to the matrix Cα̂ . From this the assertion follows.
(d) We have W(Ac) ⊂ W(A1 + A2)+W(A3 + A4). W(A3 + A4) is a circular
disk with center at the origin with
r(A3 + A4)  min
{
cos

n+ 1 maxk=1,...,n−1 |βk| ,
1
2
max
k=1,...,n−2
(|βk| + |βk+1|)
}
.
From Proposition 1(b) it follows that W(A1 + A2) is an elliptical disk as described
by the ellipse E1. The assertion follows. 
Remark 1. (a) If 14α21 + α2 = 0, then the application of Theorem 1(a) gives that all
zeros of Pn lie in the circular disk given by∣∣∣∣z− 12α1
∣∣∣∣  δ2 + 12
(
1
2
|α1|2 + |β1|2 +
n∑
k=2
|γk|2
)1/2
.
(b) If α1 = 0, then the application of Theorem 1(b) gives that all zeros of Pn lie
in the circular disk given by
|z|  δ1 + 12
(
n∑
k=2
|γk|2
)1/2
.
(c) If in Theorem 1(c) we choose α̂ to be equal to α1 + 2α̂2,j , j = 1, 2, then all
zeros of Pn lie in the intersection of the two circular disks given by
|z− (α1 + α̂2,j )|
 δ̂2,j + 12
(
2|α1 + α̂2,j |2 + |β1|2 + |γn|2 +
n−1∑
k=1
∣∣∣∣γk+1 − α̂j γkβk
∣∣∣∣2
)1/2
for j = 1, 2, where α̂j = α1 + 2α̂2,j , and
δ̂2,j :=min
{
cos

n+ 1 max
{|̂αj |, |βk|, k = 2, . . . , n− 1} ,
1
2
max
{
(|̂αj | + |βn−1|), |βk| + |βk−1||, k = 2, . . . , n− 2
}}
.
(d) The application of the techniques of the proof of Theorem 1 to the inverse
matrix A−1c of the matrix Ac given by (7) yields further regions for the zeros of
Pn by the transformation z → 1/z. But except for some special cases the resulting
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regions are complicated to describe in closed form. Therefore we do not consider the
details.
(e) For α1 /= 0 the region from (d) is properly contained in the region from (b);
only the latter is to handle somewhat easier. The same is valid for the region from
Proposition 2, Formula (6), in our paper [9] (cf. also the region of Fujii and Kubo
from Theorem 2 in [4] and the region from Theorem 1 in our paper [9]), because in
these cases the numerical range of the matrix A1 + A2 is in Theorem 1(d) exactly
determined as an elliptical disk, whereas at the cited places only the determination of
the numerical radius of A1 + A2 gives a circular disk which contains W(A1 + A2)
properly. In this context also confer the comparison of the bounds from Fujii and
Kubo [4], from Parodi [15, p. 131] and of Carmichael-Mason (cf. [10, p. 125]) in
[9].
We consider some special cases in the following corollary to Theorem 1 by choos-
ing β1 = · · · = βn−1 =: β. Possible special choices of β are β := 1 (the usual Frobe-
nius companion matrix) or β := maxk=1,...,n |ak|1/k.
Corollary 2. Let Pn satisfy the assumptions of Theorem 1 with β1 = · · · = βn−1 =:
β.
(a) All zeros of Pn lie in the intersection of the two sets given by
co
{
α̂2,j , α1 − α̂2,j
}
+
z ∈ C : |z|  |β| cos n + 12
(
|β|2 + 2|α2| +
n∑
k=2
|αk|2
|β|2(k−1)
)1/2
for j = 1, 2.
(b) All zeros of Pn lie in the set
co{0, α1} +
z ∈ C : |z|  |β| cos n+ 1 + 12
(
n∑
k=2
|αk|2
|β|2(k−1)
)1/2 .
(c) All zeros of Pn lie in the intersection of the two circular disks given by∣∣z− (α1 + α̂2,j )∣∣  δ̂2,j + 12
(
2|α1 + α̂2,j |2 + |β|2 + |αn|
2
|β|2(n−1)
+
n−1∑
k=1
1
|β|2k
∣∣αk+1 − βα̂jαk∣∣2)1/2
for j = 1, 2, where α̂j = α1 + 2α̂2,j , j = 1, 2, and
δ̂2,j := min
{
cos

n+ 1 max
{|̂αj |, |β|} ,max{12 (|̂αj | + |β|), |β|
}}
.
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(d) Suppose that α1 /= 0. Let
a1β := 12
(
n∑
k=1
|αk|2
|β|2(k−1)
)1/2
, b1β := 12
(
n∑
k=2
|αk|2
|β|2(k−1)
)1/2
.
Let E1β denote the closed interior of the ellipse given by{
z ∈ C : z = 12α1 + 12 eϕ1i
(
(a1β + b1β)ei+ (a1β − b1β)e−i
)
, 0   < 2
}
.
Then all zeros of Pn lie in the region given by
E1β +
{
z ∈ C : |z|  |β| cos 
n+ 1
}
.
Since some of the containment regions are not easily comparable, we consider an
example.
Example 1. We take the polynomial P3(x) := x3 − 3x2 + 4x − 2 from the book of
Gustafson and Rao [5, p. 122], which has the zeros x1 := 1 − i, x2 := 1, x3 := 1 + i.
Then from Corollary 2 we have (Corollary 2(a) with β := 32 )
xk ∈ co{1, 2} +
{
z ∈ C : |z|  2.8803},
and thus
xk ∈
{
z ∈ C : −1.8803  z  4.8803,−2.8803  z  2.8803},
and (Corollary 2(b) with β := 2)
xk ∈ co{0, 3} + {z ∈ C : |z|  2.4450},
and thus
xk ∈
{
z ∈ C : −2.4450  z  5.4450,−2.4450  z  2.4450},
and (Corollary 2(c) with β := 21/3)
xk ∈
{
z ∈ C : |z− 1|  2.3803},
and (Corollary 2(d) with β := 2)
xk ∈
{
z ∈ C : −1.7342  z  4.7344,−2.4449  z  2.4450},
whereas for example the bound from Abdurakhmanov [1] gives |xk|  4.7581 (see
[5, p. 122], cf. also the containment regions in [5, p. 117] coming from Gershgorin-
type sets). For this example the containment region from Corollary 2(c) gives the
best result.
Using a different type of generalized companion matrix not coming from a diag-
onal similarity of the Frobenius companion matrix we get some more regions for the
zeros of Pn. Let Pn be as given by (1). We suppose now that there exist complex
numbers α(1)1 , α
(1)
2 , α
(2)
2 , . . . , α
(1)
n , α
(2)
n , . . . , α
(n)
n ∈ C such that
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α1 := α(1)1 ,
α2 := α(1)2 α(2)2 ,
...
αn := α(1)n α(2)n · · ·α(n)n .
(8)
Furthermore, let
β̂1 :=max
{
1
2
∣∣α(2)2 ∣∣, 12 ∣∣α(2)3 ∣∣, maxk=4,...,nmin
{
cos

k
max
j=2,...,k−1
∣∣α(j)k ∣∣,
1
2
max
j=2,...k−2
(∣∣α(j)k ∣∣+ ∣∣α(j+1)k ∣∣)}} ,
β̂2 :=max
{
1
2
∣∣α(2)3 ∣∣, max
k=4,...,n
min
{
cos

k
max
j=2,...,k−1
∣∣α(j)k ∣∣,
1
2
max
j=2,...k−2
(∣∣α(j)k ∣∣+ ∣∣α(j+1)k ∣∣)}} ,
and for 0 /= α̂ ∈ C let
β̂2 :=max
{
1
2
∣∣α(2)3 ∣∣, max
k=4,...,n
min
{
cos

k
max
j=2,...,k−1
∣∣α(j)k ∣∣,
1
2
max
j=2,...,k−2
(∣∣α(j)k ∣∣+ ∣∣α(j+1)k ∣∣)} ,
min
{
cos

n+ 1 max
{
|̂α|, ∣∣α(2)n ∣∣, . . . , ∣∣α(n−1)n ∣∣} ,
1
2
max
j=2,...n−2
{
|̂α| + ∣∣α(2)n ∣∣, ∣∣α(j)n ∣∣+ ∣∣α(j+1)n ∣∣}}} .
Decompositions of type (8) of the coefficients of Pn are always possible. The sim-
plest one is if we choose α(1)k := αk, k = 1, 2, . . . , n, α(j)k := 1, j = 2, . . . , k, k =
2, . . . , n. But also the decomposition (4) is a special case of decomposition (8). In
this case a decomposition of type (4) generates many different decompositions (8).
Furthermore the Special Choices I–III are applicable here. We propose some further
special choices of the decomposition coefficients in (8), which give special estimates
for the zeros of Pn (cf. also Corollaries 3 and 4). Many other useful decompositions
are possible (cf. [8] for some further discussion):
Special Choice IV. Let α be a positive real number. Then
α
(1)
1 := α1,
α
(1)
k :=
( |αk|
αk−2
)1/2
exp(i arg(αk)), k = 2, . . . , n,
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α
(k)
k :=
( |αk|
αk−2
)1/2
, k = 2, . . . , n,
α
(j)
k := α, j = 2, . . . , k − 1, k = 3, . . . , n.
The additional special choices α := 1 (cf. Corollary 3) and α := maxk=1,...,n |αk|1/k
are useful.
Special Choice V.
α
(1)
1 := α1,
α
(1)
k := |αk|1/k exp(i arg(αk)), k = 2, . . . , n,
α
(j)
k := |αk|1/k, j = 2, . . . , k, k = 2, . . . , n.
Theorem 2. Let Pn be as given by (1), and let its coefficients satisfy (8).
(a) All zeros of Pn lie in the intersection of the two sets given by
co
{
α̂2,j , α1 − α̂2,j
}
+
z ∈ C : |z|  β̂2 + 12
(
2|α2| +
n∑
k=2
(∣∣α(1)k ∣∣2 + ∣∣α(k)k ∣∣2)
)1/2
for j = 1, 2.
(b) All zeros of Pn lie in the set
co{0, α1} +
z ∈ C : |z|  β̂1 + 12
(∣∣α(1)2 ∣∣2 + n∑
k=3
(∣∣α(1)k ∣∣2 + ∣∣α(k)k ∣∣2)
)1/2 .
(c) Let 0 /= α̂ ∈ C, let α2, . . . , αn /= 0, and let κ1, κ2 denote the two square roots
of α̂α1 − α2. Then all zeros of Pn lie in the intersection of the two sets given for
j = 1, 2, by
co
{
κj , α1 + α̂ − κj
}
+
{
z ∈ C : |z|  β̂2 +
1
2
(
2|̂αα1 − α2| +
∣∣α(1)n ∣∣2 + ∣∣α(n)n ∣∣2 + n∑
k=2
∣∣α(1)k ∣∣2
+
n∑
k=2
∣∣α(k)k ∣∣2 ∣∣∣∣1 − α̂ αk−1αk
∣∣∣∣2
)1/2 . (9)
(d) Suppose that α1 /= 0. Let
â1 := 12
(
|α1|2 +
n∑
k=2
(∣∣α(1)k ∣∣2 + ∣∣α(k)k ∣∣2)
)1/2
,
138 H. Linden / Linear Algebra and its Applications 350 (2002) 125–145
b̂1 := 12
(
n∑
k=2
(∣∣α(1)k ∣∣2 + ∣∣α(k)k ∣∣2)
)1/2
.
Let Ê1 denote the closed interior of the ellipse given by{
z ∈ C : z = 12α1 + 12 eϕ1i
(
(̂a1 + b̂1)ei + (̂a1 − b̂1)e−i
)
, 0   < 2
}
.
Then all zeros of Pn lie in the region given by Ê1 + {z ∈ C : |z|  β̂1}.
Proof. Let n̂ := 1 + 12n(n− 1), and let Âc :=
(̂
τi,j
)n̂
i,j=1 be the square matrix of
order n̂ with
τ̂i,j :=

α
(1)
µ , i = n̂, j = n̂− 12µ(µ− 1), 1  µ  n,
α
(µ)
µ , i = n̂− 1 − 12 (µ− 1)(µ− 2), j = n̂, 2  µ  n,
α
(µ)
ν , i = 3 − µ+ 12ν(ν − 1), j = i − 1, 2  µ < ν  n,
0, otherwise.
Then
det
(
xEn̂ − Âc
) = x(n−1)(n−2)/2Pn(x),
where En̂ is the identity matrix of order n̂. Thus Âc is a generalized companion
matrix of Pn. We set Âc := Â1 + Â2 + Â3 + Â4, where Âk :=
(̂
τ
(k)
i,j
)n̂
i,j=1 for k =
1, . . . , 4, and
τ̂
(1)
i,j :=

α
(1)
µ , i = n̂, j = n̂− 12µ(µ− 1), 2  µ  n,
α
(µ)
µ , i = n̂− 1 − 12 (µ− 1)(µ− 2), j = n̂, 3  µ  n,
0, otherwise,
Â2 := diag
(
0, . . . , 0, α(1)1
)
,
τ̂
(3)
i,j :=
{
α
(2)
2 , i = n̂− 1, j = n̂,
0, otherwise,
τ̂
(4)
i,j :=
{
α
(µ)
ν , i = 3 − µ+ 12ν(ν − 1), j = i − 1, 2  µ < ν  n,
0, otherwise.
(a) We have W(Âc) ⊂ W(Â1 + Â2 + Â3)+W(Â4). Using the block form of the
shift matrix Â4 it follows that W(Â4) is a circular disk centered at the origin with
r(Â4)  β̂2. We apply Corollary 1(a) to the matrix Â1 + Â2 + Â3. The assertion
follows.
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(b) We have W(Âc) ⊂ W(Â1)+W(Â2)+W(Â3 + Â4). From Proposition 1(a)
it follows that W(Â1) is a circular disk with center at the origin and radius
1
2
(∣∣α(1)2 ∣∣2 + n∑
k=3
(∣∣α(1)k ∣∣2 + ∣∣α(k)k ∣∣2)
)1/2
.
Furthermore, W(Â2) = co{0, α1}, and the block form of the shift matrix Â3 + Â4
implies that W(Â3 + Â4) is a circular disk with center at the origin with r(Â3 +
Â4)  β̂1. From this the assertion follows.
(c) We consider the square matrix Âα̂ :=
(
τ
(̂α)
i,j
)n̂+n
i,j=1 of order n̂+ n for 0 /= α̂ ∈
C given by
τ̂
(̂α)
i,j :=

α
(1)
1 + α̂, i = n̂+ n, j = n̂+ n,
α
(1)
µ , i = n̂+ n, j = n̂+ n− 12µ(µ− 1),
2  µ  n,
α
(µ)
µ (1 − α̂αµ−1/αµ), i = n̂+ n− 1 − 12 (µ− 1)(µ− 2),
j = n̂+ n, 2  µ  n,
α
(µ)
ν , i = 3 − µ+ 12ν(ν − 1),
j = i − 1, 2  µ < ν  n,
α
(1)
n , i = n̂+ n, j = 1,
α
(i)
n , i = 2, . . . , n− 1, j = 3, . . . , n,
α
(n)
n , i = n, j = n̂+ n,
−α̂, i = 1, j = 2,
0, otherwise.
Âα̂ is also a generalized companion matrix of the polynomial Qn+1(x) := (x −
α̂)Pn(x). We decompose Âα̂ := B̂α̂ + Ĉα̂, where
B̂α̂ :=
(
ρ̂
(̂α)
i,j
)n̂+n
i,j=1 , Ĉα̂ :=
(
σ̂
(̂α)
i,j
)n̂+n
i,j=1 ,
and
ρ̂
(̂α)
i,j :=

α
(µ)
ν , i = 3 − µ+ 12ν(ν − 1), j = i − 1, 2  µ < ν  n,
α
(i)
n , i = 2, . . . , n− 1, j = 3, . . . , n,
−α̂, i = 1, j = 2,
0, otherwise,
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σ̂
(̂α)
i,j :=

α
(1)
1 + α̂, i = n̂+ n, j = n̂+ n,
α
(1)
µ , i = n̂+ n, j = n̂+ n− 12µ(µ− 1),
2  µ  n,
α
(µ)
µ (1 − α̂αµ−1/αµ), i = n̂+ n− 1 − 12 (µ− 1)(µ− 2),
j = n̂+ n, 2  µ  n,
α
(1)
n , i = n̂+ n, j = 1,
α
(i)
n , i = 2, . . . , n− 1, j = 3, . . . , n,
α
(n)
n , i = n, j = n̂+ n,
0, otherwise.
Then W(Âα̂) ⊂ W(B̂α̂)+W(Ĉα̂). Using the block form of the shift matrix B̂α̂ it
follows that W(B̂α̂) is a circular disk centered at the origin with
r(B̂α̂) max
{
1
2
∣∣α(2)3 ∣∣, max
k=4,...,n
min
{
cos

k
max
j=2,...,k−1
∣∣α(j)k ∣∣,
1
2
max
j=2,...,k−2
(∣∣α(j)k ∣∣+ ∣∣α(j+1)k ∣∣)} ,
min
{
cos

n+ 1 max
{
|̂α|, ∣∣α(2)n ∣∣, . . . , ∣∣α(n−1)n ∣∣},
1
2
max
j=2,...n−2
{
|̂α| + ∣∣α(2)n ∣∣, ∣∣α(j)n ∣∣+ ∣∣α(j+1)n ∣∣}}} ,
and we apply Corollary 1(a) to the matrix Ĉα̂ . The assertion follows.
(d) We have W(Âc) ⊂ W(Â1 + Â2)+W(Â3 + Â4). The block form of the shift
matrix Â3 + Â4 implies that W(Â3 + Â4) is a circular disk with center at the origin
with
r(Â3 + Â4)  β̂1.
From Proposition 1(b) it follows that W(Â1 + Â2) is an elliptical disk as described
by the ellipse Ê1. From this the assertion follows. 
Remark 2. (a) If 14α21 + α2 = 0, then the application of Theorem 2(a) gives that all
zeros of Pn lie in the circular disk given by∣∣∣∣z− 12α1
∣∣∣∣  β̂2 + 12
(
2|α2| +
n∑
k=2
(∣∣α(1)k ∣∣2 + ∣∣α(k)k ∣∣2)
)1/2
.
(b) If α1 = 0, then the application of Theorem 2(b) gives that all zeros of Pn lie
in the circular disk given by
|z|  β̂1 + 12
(
n∑
k=2
(∣∣α(1)k ∣∣2 + ∣∣α(k)k ∣∣2)
)1/2
.
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(c) If in Theorem 1(c) we choose α̂ to be equal to α1 + 2α̂2,j , j = 1, 2, then all
zeros of Pn lie in the intersection of the two circular disks given by
|z− (α1 + α̂2,j )|  β̂2,j + 12
(
2|α1 + α̂2,j |2 +
∣∣α(1)n ∣∣2 + ∣∣α(n)n ∣∣2 + n∑
k=2
∣∣α(1)k ∣∣2
+
n∑
k=2
∣∣α(k)k ∣∣2 ∣∣∣∣1 − α̂j αk−1αk
∣∣∣∣2
)1/2
for j = 1, 2, where α̂j = α1 + 2α̂2,j , j = 1, 2, and
β̂2,j :=max
{
1
2
∣∣α(2)3 ∣∣, max
k=4,...,n
min
{
cos

k
max
j=2,...,k−1
∣∣α(j)k ∣∣,
1
2
max
j=2,...,k−2
(∣∣α(j)k ∣∣+ ∣∣α(j+1)k ∣∣)} ,
min
{
cos

n+ 1 max
{
|̂αj |,
∣∣α(2)n ∣∣, . . . , ∣∣α(n−1)n ∣∣} ,
1
2
max
j=2,...,n−2
{
|̂αj | +
∣∣α(2)n ∣∣, ∣∣α(j)n ∣∣+ ∣∣α(j+1)n ∣∣}}} .
See also Remark 2(c).
(d) For α1 /= 0 the region from Theorem 2(d) is properly contained in the region
from (b); only the latter is to handle somewhat easier.
We consider two special cases of the decompositions of the coefficients of Pn in
the following two corollaries to Theorem 2.
Corollary 3. Let Pn be as given by (1).
(a) All zeros of Pn lie in the intersection of the two sets given by
co
{
α̂2,j , α1 − α̂2,j
}+
z ∈ C : |z|  cos n + 12√2
(
|α2| +
n∑
k=2
|αk|
)1/2
for j = 1, 2.
(b) All zeros of Pn lie in the set
co{0, α1} +
{
z ∈ C : |z| max
{
1
2
|α2|1/2, cos 
n
}
+ 1
2
√
2
(
1
2
|α2| +
n∑
k=3
|αk|
)1/2}
.
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(c) Let α2, . . . , αn /= 0. Then all zeros of Pn lie in the intersection of the two circu-
lar disks given by
|z− (α1 + α̂2,j )|  β̂2,j +
1
2
(
2|α1 + α̂2,j |2 + 2|αn|
+
n∑
k=2
|αk|
(
1 +
∣∣∣∣∣1 − α̂j αk−1αk
∣∣∣∣∣
2))1/2
for j = 1, 2, where α̂j = α1 + 2α̂2,j , j = 1, 2, and
β̂2,j :=max
{
cos

n
,min
{
cos

n+ 1 max
{|̂αj |, 1},
max
{
1
2
(|̂αj | + 1) , 1}}} .
(d) Suppose that α1 /= 0. Let
â1Q := 12
(
|α1|2 + 2
n∑
k=2
|αk|
)1/2
, b̂1Q := 12
(
2
n∑
k=2
|αk|
)1/2
.
Let Ê1Q denote the closed interior of the ellipse given by{
z ∈ C : z = 12α1 + 12 eϕ1i
(
(̂a1Q + b̂1Q)ei + (̂a1Q − b̂1Q)e−i
)
, 0   < 2
}
.
Then all zeros of Pn lie in the region given by
Ê1Q +
{
z ∈ C : |z|  max
{
1
2
|α2|1/2, cos 
n
}}
.
Proof. In Theorem 2 we make the special choice α(1)k = α(k)k to be equal to the
same square root of αk, k = 2, . . . , n, and all other α(j)k to be equal to 1. Then from
Theorem 2 the assertions follow. 
Corollary 4. Let Pn be as given by (1).
(a) All zeros of Pn lie in the intersection of the two sets given by
co
{
α̂2,j , α1 − α̂2,j
}+ {z ∈ C : |z|  max
k=3,...,n
|αk|1/k cos 
k
+ 1
2
√
2
(
|α2| +
n∑
k=2
|αk|2/k
)1/2}
for j = 1, 2.
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(b) All zeros of Pn lie in the set
co{0, α1} +
{
z ∈ C : |z| max
{
1
2
|α2|1/2, max
k=3,...,n
|αk|1/k cos 
k
}
+ 1
2
√
2
(
1
2
|α2| +
n∑
k=3
|αk|2/k
)1/2}
.
(c) Let α2, . . . , αn /= 0. Then all zeros of Pn lie in the intersection of the two circu-
lar disks given by
∣∣z− (α1 + α̂2,j )∣∣  β̂2,j + 12
(
2|α1 + α̂2,j |2 + 2 |αn|2/n
+
n∑
k=2
|αk|2/k
(
1 +
∣∣∣∣1 − α̂j αk−1αk
∣∣∣∣2
))1/2
for j = 1, 2, where α̂j = α1 + 2α̂2,j , j = 1, 2, and
β̂2,j :=max
{
max
k=3,...,n
|αk|1/k cos 
k
,
min
{
cos

n+ 1 max
{
|̂αj |, |αn|1/n
}
,
max
{
1
2
(
|̂αj | + |αn|1/n
)
, |αn|1/n
}}}
.
(d) Suppose that α1 /= 0. Let
â1R := 12
(
|α1|2 + 2
n∑
k=2
|αk|2/k
)1/2
, b̂1R := 12
(
2
n∑
k=2
|αk|2/k
)1/2
.
Let Ê1R denote the closed interior of the ellipse given by{
z ∈ C : z = 12α1 + 12 eϕ1i
(
(̂a1R + b̂1R)ei + (̂a1R − b̂1R)e−i
)
, 0   < 2
}
.
Then all zeros of Pn lie in the region given by
Ê1R +
{
z ∈ C : |z|  max
{
1
2
|α2|1/2, max
k=3,...,n
|αk|1/k cos 
k
}}
.
Proof. In Theorem 2 we make the special choice α(j)k , j = 1, . . . , k, to be equal to
the same kth root of αk for k = 2, . . . , n. Then from Theorem 2 the assertions follow.

Example 2. We take the polynomial P3 from Example 1. Then we have (Corollary
3(a))
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xk ∈ co{1, 2} +
{
z ∈ C : |z|  2.7361},
and thus
xk ∈
{
z ∈ C : −1.7360  z  4.7361,−2.7360  z  2.7361},
and (Corollary 3(b))
xk ∈ co{0, 3} + {z ∈ C : |z|  2.4142},
and thus
xk ∈
{
z ∈ C : −2.4141  z  5.4143,−2.4141  z  2.4141},
and (Corollary 3(c))
xk ∈
{
z ∈ C : |z− 1|  2.5946},
and (Corollary 3(d))
xk ∈
{
z ∈ C : −2  z  5,−3  z  3}.
Furthermore, we have (Corollary 4(a))
xk ∈ co{1, 2} +
{
z ∈ C : |z|  2.8195},
and thus
xk ∈
{
z ∈ C : −1.8194  z  4.8195,−2.8194  z  2.8195},
and (Corollary 4(b))
xk ∈ co{0, 3} +
{
z ∈ C : |z|  2.3393},
and thus
xk ∈
{
z ∈ C : −2.3392  z  5.3393,−2.3392  z  2.3393},
and (Corollary 4(c))
xk ∈
{
z ∈ C : |z− 1|  2.6657},
and (Corollary 4(d))
xk ∈
{
z ∈ C : −1.7459  z  4.7459,−2.6714  z  2.6715},
whereas for example a bound from [9, Theorem 5] gives |xk|  4.5. This bound is
based on a theorem from [1] applied to the matrix Âc.
Note. The author is indebted to anonymous referees for their remarks, in particular
for the present formulation and proof of Proposition 1.
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