Abstract-In this paper, the position tracking control with finite-time convergence has been studied for a class of nonliear uncertain robot manipulators. Radial basis function neural network (RBFNN) based adaptive control is designed to compensate for the effect of the unknown dynamics. To achieve the finite-time convergence of both trajectory tracking error and RBFNN learning error, barrier Lyapunov functions (BLFs) and and filtering techniques are employed to design a performance function and a tracking error region to ensure position tracking error converge to a pair of specified bounds in a finite time. The effectiveness and efficiency of the proposed control method is tested and verified by simulation studies.
I. INTRODUCTION
With the rapid development and progress of science and technology, robot manipulators have been widely used in various industrial application and even in our daily life, and the study of trajectory tracking has been a topic attracting much attention from both the control and robotics communities. Many a control scheme, such as adaptive control, sliding-mode control schemes have been employed and tested for robot manipulators [1] , [2] . In fact, robot manipulators are highly nonliear, unmodeled and uncertain dynamic systems, make that robot controllers designed to obtain ideal position trajectories are very challenging [3] , and there are many robot control falling into the unknown dynamics [4] . In recent years, various approaches have been investigate to compensate for unknown dynamics of robot manipulators, in which, adaptive neural network (NN), adaptive RBFNN are of great capacity to approximate complex nonlinear unknown functions. In [5] , [6] , adaptive NN or RBFNN controllers have been designed and applied to approximate unknown nonlinear function of robot dynamics, which obtain a satisfied tracking performance while a stable error convergence is guaranteed, but the adaptive laws may not guarantee the convergence of weight during weigh learning. The learning process to approximate for nonlinear functions is complex due to vary-time uncertainties existing of robot manipulators, which may result in the convergence of NN weight being relatively slow, a finite-time convergence method has been applied to resolve the problem. In [7] , the continuous non-smooth feedback controllers were developed for the finite-time stabilisation of the dynamic systems. And the same approach has been implemented to the robot manipulator later in [8] . Applying RBFNN control method in infinite-time for robotic system needs learning or renewing the weight terms, which can be considered as the unknown parameter for robotic system. The adaptive parameter estimation schemes are proposed in [9] , [10] . Exponential and finite-time convergence of error is achieved, without the use of the system's state derivatives. In [11] , [12] technique is combined with terminal sliding mode (TSM) control to relax the requirement of the knowledge of system dynamics and to achieve finite-time (FT) convergence. However, parameter estimation has not been fully resolved in the above methods. Therefore, RBFNN with finite-time convergence is one of main goals in this paper. However, in most of practice, the controllers of robot manipulators have diversified constraints, which may result in violations and collisions to degrade control performance, and further threaten safety and stability of the environment and the robot-selves. In [13] , [14] , the motions of a human-robot and a rehabilitation-robot are constrained to avoid the damage to both human and robot. BLFs have the property that function value grows unbounded when the arguments approach the specified limits, to infinity whenever its arguments approach the limits [15] , and this property has been investigated to deal with system control with output constrains or state constrains for nonlinear systems [16] , [17] . In this paper, a novel controller is investigated to achieve (i) the proposed adaptive RBFNN control is designed to compensate for unknown dynamics, and (ii) the BLFs technique is applied to obtain predefined transient performance and guarantee finite-time convergence. Based on these method, robot control is able to achieve satisfied trajectory tracking performance.
II. PROBLEM FORMULATION AND MODEL DYNAMICS

A. Robot Manipulators Dynamics
The dynamic equation of a general class of n-link robot manipulators can be described as follows:
where M (q) ∈ R n×n , C(q,q) ∈ R n×n and G(q) ∈ R n are the inertial matrix with symmetric and positive definite property, Coriolis and centrifugal matrix and gravitational force vector, respectively, and n is the number of robotic joints; q ∈ R n ,q ∈ R n andq ∈ R n are the vectors of robot arm joint position, joint velocity and joint acceleration, respectively, and τ ∈ R n is torque vector applied on the joints.
B. Preliminaries
In this paper, RBFNN is applied to approximate a continues function ϕ(z) ∈ R l as follows [18] ,
where
Ns×l is the weight matrix with w i ∈ R Ns , and N s , m, l are the number of node, input and output dimension, respectively.
T ∈ R Ns is the radial basis function of RBFNN with s i (·) ∈ R. In this paper, the Gaussian functions are used as follows
where b i are the center of receptive field, and c i are the width of the function, i = 1, · · · , N s . It is well known that an any continuous function F (z) ∈ R l over a compact set Ω z , can be well approximated by applying the RBFNN, if the number of neural network N l is chosen as a sufficiently large value, such that an ideal weight matrix W * ∈ R Ns×l exists, and the function F (z) is approximated as follows
where ǫ(z) ∈ R l is the approximation error such that |ǫ(z)| < ǫ * with constant ǫ * > 0 for all z ∈ Ω z . To design robot controller and analyse system stablity, the following definition and lemmas are prepared.
Then, V (t) ≡ 0, ∀t ≥ t c , for a certain t c that satisfies
Lemma 2: [9] The matrix P is positive definite, and it satisfies λ min (P (t)) > δ p for t > T and σ > 0, T > 0, which provid the RBFNN function S(z) is PE in Definition 1.
III. DESIGN CONTROLLER
A. Adaptive RBFNN Control
By introducing a virtual controller α, two new tracking error vectors are defined for robot manipulators in (1) as follows
where α will be designed in (28). Then, an error equation can be derived from the robot dynamics (1) and (5) as
T , M , G and C are the abbreviation of M (q), G(q) and C(q,q), respectively. It should be noted that F 1 (z) ∈ R n is an unknown function vector as the matrices M , C and the vector G are unknown. Therefore, the function F 1 (z) can not be available in robot controller design. Subscripts i = 1, 2, · · · , n and j = 1, 2, 3 will be used in the remainder of the paper. To formulate the system (6), let us define three continuous functions with n dimension as
Thus, the system (6) can be rewritten as below:
In this paper, the RBFNN (4) is applied to approximate the unknown dynamics functions F 1 (z), F 2 (z) and F 3 (z) in (7).Let us define alternative vectors as
where W * Fj ∈ R Nj×n are the optimal weigh matrices;
T ∈ R n are the approximation error vectors, ||ε j || ≤ ε * with a positive constant ε * , and N j are the number of neural network node. Furthermore, three new sets of basis functions are defined as
T ∈ R Na with N a = N 1 +N 2 +N 3 . And a RBFNN ideal weight matrix W * (z) ∈ R Na×n also is defined as follows,
Then, the equation (9) can be further formulated as
Consequently, substituting (11) into (8), we have
T ∈ R Na is a new RBFNN basic function vector. By using RBFNN method, the system (12) can be divided into n subsystems as
where τ i andε i are control input and RBFNN approximation error of the ith subsystem, respectively, the subsystem control input τ i are designed as
where k 2i and k 3i are positive constants,
T are defined in (5),Ŵ i is the estimate of W * i . To design the optimal adaptive estimation law of weight vectors W i , a novel adaptive parameter estimation is introduced [21] . We first design the following filters
where k > 0 is a filter parameter,S j f =S jf (z) ∈ R Na and τ f i ∈ R are the filtered variables, respectively. The filter operations are applied to the equation (13) , such that a corresponding equation can be obtained as follows
It is clear that W * i can be considered as unknown parameters in (16) , which needs to be estimated asŴ i during the control process. To accommodate parameter estimation, the matrix P ∈ R Na×Na and vector Q i ∈ R 1×Na are defined as follows
−κi(t−r)ε f iSf (r)dr ∈ R Na in (17). Then, we have (18) where µ εi are bounded, Definition 1 implies thatS i are also bounded, andε i are bounded according to (12) , then, we have ||µ εi || ≤ ξ * ε for a constant ξ * ε > 0. Let us design an adaptive law as below:
where Γ i ∈ R Na×Na are positive definitive matrices, and γ i are positive constants.
B. Design of Predefined Tracking Performance
The control objective of this paper focuses on trajectory tracking of joint position q for a predefined position trajectory q d , the state error ζ e can be well guarantee to satisfy a predefined transient performance. First, let us define a performance function as follows [22] 
where φ(t) has a smooth decreasing property, and represents the transient performance of tracking error ζ e . And further describe φ i as
where parameters ρ 0i > 0, ρ ∞i > 0 and a i > 0 are constants, and φ i is a positive smooth function bounded as lim t→∞ φ i (t) = ρ ∞i Second, let us specify a pair of bounds of the tracking error to satisfy the prescribed transient tracking performance as follows
where β 1 > 0 and β 2 > 0 are constants. Consequently, from (21) and (22) , it is easy to known that the predefined tracking performance can be satisfy by selecting the appropriate function φ i and designing β 1 , β 2 .
IV. STABILITY ANALYSIS To perform stability analysis, we choose the following Lyapunov function,
where V 1 is designed according to [22] as below:
where ξ ai and ξ bi are ith element of the vectors ξ a , ξ b , which are designed as follows [22] 
V 2 and V 3 are chosen as follows:
where Γ i is defined in (19) . Design a virtual controller α i as
with k ai and k 1i are designed positive constants. Consider the following two inequalities,
The time differentiation of (24) [22] as followṡ
). Let us take the derivative of V 2 in (27), substitute (1) and (5) into (31), we can obtain thaṫ
where F 1 (z) was defined in (6) . Substitute the control input (14) into (31) aṡ
|ζvi| − ̺ i ζ ei ζ vi . According to the Young's inequality, the following relation can be easily obtained
Substituting (33) into (32), and considering ||ε j || < ε * , we haveV
Differentiating the second equation of (27) with respect to time, we can obtainV 3 aṡ
According to (17) and (18), we have
whereμ εi = P −Tμ εi − P −TṖ T P −T µ εi ∈ R Na . Substitute (36) into (35) and consider the equation (18), the differentiation of V 3 can be written aṡ
(37) Let us combine (30), (34) with (37),
It is easy to know that ε j andS j are bounded with ||ε j || ≤ ε * and t+T tS jS T j ≥ ι, T > 0, ι > 0 , then, µ εi andμ εi are bounded in finite-time interval. Consider the Lemma 2, P is bounded in magnitude, thus ||µ Then, the equation (23) is semiglobal stability for enough large k 1i , γ i , and k 3i and k 2i ≥ 1 2 , we havė
(39) further implies lim t−→∞ ζ v ≡ 0. Thus, the error ζ v converges to zero and all other signals in the closed-loop are bounded.
To further prove finite-time convergence, we substitute (27) into V 23 = V 2 + V 3 , thus
Then, the time differentiation of (40) is written aṡ
iμ εi || can be confirmed as long as all closed-loop system parameters are suitably chosen. Then, V 23 is semiglobal stability for enough large γ i and k 3i , the semiglobal stability of (41) follows such thatV
(41) can be represented aṡ (44), shows that the finite-time convergence of the tracking error ζ e , ζ v and R to zero is guaranteed, such that lim t→∞W T P = µ ε . This complete the proof.
V. SIMULATION STUDIES
To illustrate the effectiveness and efficiency of the above proposed adaptive RBFNN control algorithm with finite-time convergence, a 2-link manipulator model is employed and the system parameters are chosen by [22] . T .
A. Simulation setup
B. Test Results
The simulation results are presented for the nonlinear, vary-time robot manipulator with uncertaintyin Figs.1-3 . Fig.1 shows tracking trajectories of virtual joint positions q 1 and q 2 for ideal joint position q d1 and q d2 an excellent tracking. Fig.2 shows the tracking errors ζ e1 , ζ e2 coverage to a small value close to zero quickly, and further illustrate that the proposed adaptive RBFNN controller using time-vary BLFs technique well guarantee the tracking errors ζ e1 , ζ e2 always remain in the predefined region, meanwhile the prescribed transient performances are never violated. Fig.3 shows curves of the control input torques τ 1 and τ 2 . 
VI. CONCLUSION
A novel adaptive RBFNN controller is designed for a class of nonlinear robot manipulators with dynamic uncertainties in this paper. RBFNN is applied to compensate for all unknown dynamics terms, the weigh parameters are renewed using adaptive method. The time-varying BLFs is employed to achieve predefined transient performance. The controller is designed by combining adaptive RBFNN with time-varying BLF technique, and the satisfied control performance is achieved in finite time. Simulation results have demonstrated the effectiveness and efficiency of the proposed control scheme. we will further extend the research for robot manipulator with external disturbance and achieve a global uniformly ultimately boundedness stability in the future work.
