In this presentation, we summarize our experience with multi-dimensional seismic data reconstruction in the spatial domain via Minimum Weighted Norm Interpolation (MWNI).
Introduction
The Minimum Weighted Norm Interpolation (MWNI) algorithm Sacchi, 2004, Trad et al. 2005) has been proposed as a method to reconstruct band-limited seismic data that depends on 1, 2, 3 and 4 spatial dimensions. In addition, Sacchi and Liu (2005) and Hunt et. al (2008) have demonstrated the ability of the method to reconstruct the data prior to true amplitude migration. Recently, Trad (2009) provided a full description of the method and its application to 5D seismic data regularization. That work emphasizes the realistic industrial strength of the method for seismic data processing flows.
Like many current interpolation methods, MWNI operates in the f-x domain. The idea is to break the reconstruction in a set of manageable reconstruction problems for each temporal frequency. In addition, like most f-x methods, the algorithm relies on the assumption of a simple signal model (Spitz, 1992) . In other words, the data in a small multidimensional window is assumed to be composed of a limited number of waveforms. This same assumption is also made by other multidimensional Fourier reconstruction methods like Anti Leakage Fourier Transform (ALFT) interpolation (Xu et al., 2005) and Projection onto Convex Set (POCS) reconstruction (Abma and Kabir, 2006 ). It's doubtful whether one can escape the need of a simple signal model at the time of defining a reconstruction algorithm. It is clear that a simple signal model entails a sub volume of seismic data that can be easily represented in an auxiliary domain such as the Fourier domain. In view of the latter, seismic data reconstruction can be understood as a regression problem. The regression is based on elementary basis functions capable of representing a data sub-volume in simple terms. For a limited number of nondispersive plane waves, the Fourier transform offers an optimal data representation and this is why we have adopted Fourier bases as the core of our algorithm. Bear in mind, however, that the optimization methodology utilized by MWNI can also be used for reconstruction with other basis functions.
One advantage of MWNI is its straightforward extension to the multidimensional case. In essence, the method relies on an optimization that uses the method of conjugate gradient. Increasing the number of dimensions reduces to redefining inner products in data and wavenumber domain and changing the dimension of the MWNI engine, the Fast Fourier Transform.
MWNI in a nutshell
The multidimensional seismic data reconstruction problem in the f-x domain is represented as follows
where T indicates the sampling operator, F N H is the inverse Fourier transform (N dimensional), d obs ( , x ) is the observed seismic data in the f-x domain and D( ,k ) is the complex Fourier spatial spectra of the data. It is clear that (1) is a regression problem. In other words, a set of observations is used to retrieve the unknown distribution of wavenumbers that honor the observations. The estimated complex Fourier spectrum is then used to synthesize data at unrecorded spatial positions. Evidently, the problem is ill posed and consequently, it requires adding a constraint to uncover a stable and unique solution. In other words, there are an infinite number of wavenumber spectra that can honor the data. We find one solution by minimizing a cost function that includes a regularization term R
Different regularization terms have been proposed for interpolation. For instance, Sacchi et al (1998) and Zwartjes and Gisolf (2006) have proposed norms to impose sparsity on the wavenumber domain. The latter is somehow also a condition utilized by POCS (Abma and Kabir, 2006) and ALFT (Xu et al., 2005) . However, it is important to stress that the aforementioned methods avoid the minimization of a cost function and rely on a different criteria to extract the dominant wavenumbers required to fit the data. MWNI uses a spectral norm that attempts to balance the necessity of simplicity (sparsity) without exaggerating it. This is an important concept; in general sparse solutions can lead to suboptimal results when the basis functions used to represent the data do not match the waveforms in the window of analysis. The spectral norm used by MWNI, on the other hand, is less stringent of the sparsity requirement and flexible at the time to cope with departure from the plane wave model. The spectral norm use by MWNI can be expressed as follows
where W ( ,k ) is a weighting function that considers the spectral support of the data and it is proportional to the inverse of the power spectrum density (PSD) of the data. The latter indicates that this norm is not only valid for the inversion of sparse models but also for any model where the PSD is a priori known. Clearly, the PSD of the data is unknown and therefore, it needs to be bootstrapped from the data. For this purpose MWNI uses low frequency information (retrieved form data that has already been regularized) to estimate the weighting function W ( ,k ).
Field examples
In this section we show one example portraying the application of MWNI to reconstruct prestack land data. Figure 1 shows a typical Slim Bin sparse acquisition. This type of design uses large shot and receiver line intervals resulting in a decrease of acquisition costs and producing rectangular bins (20x120m), with the coarser direction perpendicular to the line direction. By using Prestack Multidimensional Interpolation the line intervals have been reduced three times ( Figure 2) . As a result, the size of bins in the coarser direction becomes, 20x40m, three times smaller than their original size. Conversely the data volume is increased nine times. Migrating the original data produces time slices with poor resolution (Figure 3) , but migrating the interpolated data produces a more resolved image that helps the subsequent interpretation. In this particular example the bin size has been further reduced by migration from 20x40m to 20x20m. In this particular project there was a saving of 20% on the acquisition costs. What is more important, the combination of slim bin/ interpolation provided better quality for the particular goals of the project than the alternative more costly orthogonal 20x20m bin size with large line spacing. This is illustrated in Figure 5 , where the two sections are shown side by side. The upper section, obtained with the Slim Bin acquisition, was 20% cheaper to acquire than the orthogonal below and also shows a superior vertical and horizontal resolution and shallow imaging. This is a consequence of the larger number of near offset traces in the parallel design with large line interval compared to an orthogonal design with large line interval. On the other hand, azimuth sampling may have suffered. Clearly there are many factors to consider on each case, not only the cost but also the particular goals of the project. What this example illustrates is that in particular scenarios, designing a survey taking account of the benefits of interpolation can certainly bring quality improvements plus cost savings.
Conclusions: Can we use interpolation to reduce acquisition costs?
Interpolation has the capability to increase the sampling for sparse surveys and therefore, it has the potential to improve the image quality while also decreasing acquisition costs. Indeed this has been the case in several land projects in the past few years, one of which is shown above. On the other hand, obtaining high quality interpolations depends quite heavily on two aspects: a)the validity of the assumptions utilized to derive the interpolator, i.e. simplicity of the model. b) the success of processes applied prior interpolation. The latter includes noise attenuation, and static corrections.
The first point is not so critical: working simultaneously with all spatial dimensions has greatly allowed for more complex models. With respect to b) the situation is less promising. In fact, experience in land data processing seems to indicate that what interpolation can achieve is to shift sampling limitations from migration algorithms to premigration processing. It is very possible that future signal processing techniques will be able to cross this obstacle as well. We need to stress, however, that the challenge of eliminating noise on poorly sampled land data is by no means small. In the meantime, we believe acquisition should always be performed with the denser possible sampling allowed by costs and terrain obstacles. However, for optimal results, it is important to consider interpolation potential and focus the acquisition design towards the most critical aspects where interpolation can not help. 
