Introduction
Numerical modeling has played an important role in understanding the behavior of geothermal systems since as early as the 1970s. While capabilities of geothermal reservoir simulators have grown since then, the prospect of simulating more challenging classes of geothermal problems-such as reservoir creation and operation of engineered geothermal systems (EGS), high enthalpy supercritical magmatic systems, etc-pose additional, and very significant, computational challenges that the current generation of continuum or dual-continuum hydrothermal models are ill-equipped to describe.
Interest in multiphysics simulation techniques is growing rapidly with a focus on more realistic and higher fidelity analysis of geothermal and engineering systems. This increase in activity is typically attributed to increasing computer power and more robust computational schemes [9, 11, 12] , but in truth, advanced numerical methods are playing an equal role. The phrase "multiphysics simulation" is used to describe analyses which include disparate physical phenomena-such as coupled multiphase, multicomponent fluid flow, enthalpy transport, and geomechanics and their feedbacks-are examined in a simultaneous manner. Examples of multiphysics problems in subsurface energy applications are numerous and include pressure and temperature driven permeability creation and evolution in geothermal reservoirs, temperature driven phase evolution of in-situ kerogen processing of oil shale reservoirs, kinetically controlled reactive transport in the flow of contaminants, etc. In addition to multiphysics coupling, most of these problems also have multiscale issues to resolve.
Examining coupled physics for fluid flow, energy transport, and geomechanical deformation is a relatively new area for the geothermal community; however, simulating coupled problems has been an important topic of study in the reactive transport community for decades. Yeh and Tripathi [21] and Steefel and MacQuarrie [16] cite three major approaches that differ in the way coupling transport and reaction have been considered for reactive transport modeling: (1) GIA (fully-coupled) approach that solves all governing nonlinear equations simultaneously at each time step using various forms of Newton's method, (2) sequential iteration approach (SIA) that subdivide the reactive transport problem into transport and reaction subproblems, solves them sequentially, and then it-erates, and (3) sequential non-iteration approach (SNIA) that solves the transport and reaction problems sequentially without iteration, which is often referred as operatorsplitting. The operator-splitting approach is perhaps the simplest to implement and requires the least computational resources in terms of the memory and CPU time; thus, it became the method of choice for subsurface reactive transport modeling during the past three decades.
However, the drawback of the operator-splitting approach is the splitting error when the physics (either reactions-transport or flow-mechanics) are tightly coupled; the solution becomes inaccurate and requires very small time steps [17] . For most potential EGS reservoirs fluid flow, heat transport, and rock deformation will be strongly nonlinearly coupled. The changes in flow and energy transport properties due to fracturing and/or dissolution add further complexity and nonlinearity to the problem. For such situations, the global implicit approach (GIA) solves all solution variables simultaneously during each time step by seeking the solution of a large system of nonlinear equations via some form of Newton's method and is a more robust solution than the other two approaches [3, 8, 14] .
One potential limitation of the GIA approach is the need to compute, store and invert the Jacobian matrix. This could become problematic for large systems which would be expected for reservoir-scale geothermal problems. As the number of solution variables grows, the matrix holding the Jacobian entries also grows. The increased size of the Jacobian matrix results in greater memory usage and more CPU time to solve the resulting system of linear equations within the Newton iterations. For highly nonlinear processes involving strong fluid-reservoir interactions and significant changes of flow and transport properties due to fracturing, the true Jacobian is often difficult to describe in analytical formulas. For reasons such as these, during the past three decades, despite its numerical merits of greater robustness and the ability to take larger time steps, the fully-coupled GIA method was considered to be too CPU-time and memory-intensive [21] or to be computationally inefficient [16] . It has been used primarily only as a research tool for small one-or two-dimensional problems with a few thousands of unknowns. Since the first attempts of implementing the GIA approach in the early 1980s [17, 13] , only a handful of examples based on this approach have been reported in the literature, compared with numerous examples of applications based on an operator splitting approach [19, 20, 15] . This paper highlights the development of a fully-coupled and fully-implicit modeling tool for predicting the dynamics of fluid flow, heat transport, and rock deformation using a GIA named FALCON (Fracturing And Liquid CONvection). The code is developed on a parallel Multiphysics Object Oriented Simulation Environment (MOOSE) computational framework developed at Idaho National Laboratory (INL) for providing finite element solutions of coupled system of nonlinear partial differential equations. In this paper, a brief overview of the governing equations numerical approach are discussed, and an example simulation of strongly coupled geothermal reservoir behavior is presented.
Architecture and Design
FALCON has been designed for the simulation of geothermal reservoirs, both conventional hydrothermal and EGS. The architecture of FALCON has a plug-and-play modular design structure based on representing each piece of the residual term in a weak form of the governing PDEs as a "Kernel". Kernels may be coupled together to achieve different application goals. All kernels are required to supply a residual, which usually involves summing products of finite element shape functions. The basic architecture of the code allows convenient coupling of different processes and incorporation of new physics. • Single-phase flow of water For any given simulation, any combination of the primary kernels can be applied to make the problem as simple or complex as necessary, with some exceptions. Single phase flow of water problems must be cast in terms of temperature, while steam-water flow problems must use enthalpy for energy transport. The option of single phase temperature formulation was the basis for early versions of FALCON and have been retained because of their computational and memory efficiency. As an example of the modular framework, one can simply choose only a single phase pressure kernel, and solve a simple LaPlace equation based on imposed boundary conditions, totally ignoring energy and mechanics kernels.
An auxiliary variable system has been built into FALCON to handle solving most all of the derived quantities and variables that are dependent on the primary kernels mentioned above. The number of auxiliary kernels needed for a given simulation depends on the choice of primary variables and whether they are formulated in terms of pressure-temperature or pressure-enthalpy. In general, a simulation run with the pressure-enthalpy formulation, considering geomechanical displacement and damaging, requires the most auxiliary kernels and has the highest computational burden. The auxiliary kernels consist of In addition to the primary and auxiliary physics kernels, other kernels are required for the mesh, material properties (and some additional supporting calculations), boundary conditions, code execution/solver parameters, and data output.
Code Uses and Limitations
As stated above, the FALCON code has been developed to support simulation of both conventional hydrothermal and EGS reservoirs, with a primary design focus on EGS resources. While we are using the IAPWS-97 formulation [18] , which has an quite an effective operating range of pressure ( 100M P a) and temperature( 800C), code development to date has focused on subcritical conditions.
Maximum mesh sizes are related to the number of kernels, and hence the total system wide Degrees of Freedom (DoFs), used in a simulation. In practice, the true limitations are based on computational power and available memory. The parallel scaling and performance example testing used 1 million grid blocks and more than 20 million DoFs, and showed remarkable scalability. Code tests have used computational meshes with greater than 30 million elements and also showed excellent scaling performance [7] . For any parallel simulation runs, a minimum of 20,000 DoFs per processor is recommended for good scalability.
Numerical Methodology
FALCON has been developed using INL's MOOSE framework [6] . This framework provides a strong numerical foundation for rapid development of multi-dimensional, parallel, fully implicit, fully-coupled, nonlinear simulation capabilities. MOOSE is based on a finite element discretization strategy and utilizes state-of-the-art preconditioned Jacobian-Free Newton-Krylov (JFNK) nonlinear solution method that requires only residual evaluations of the discrete system. Strategic use of this feature results in a modular, pluggable architecture that greatly simplifies adding new physics and coupling them together. The MOOSE framework incorporates multiple parallel solution capabilities including both Message Passing Interface (MPI) and threading utilizing the Intel Threading Building Blocks (TBB), which allows application codes developed upon MOOSE to run efficiently on multicore workstations, laptops and supercomputers. All parallel activities are completely hidden from application developers, enabling scientists and engineers to focus on the physics of problem they wish to solve instead of parallel programing practices. In addition, applications developed upon MOOSE also inherit many advanced computing capabilities such as dimension-independence, massive parallelism, high-order finite elements and adaptive mesh refinement/coarsening with both structured and unstructured meshes.
The MOOSE framework has a layered structure, as shown in Figure 2 . The lower layer interfaces with several open-source libraries from multiple universities and national laboratories. In particular, the libMesh finite element framework developed by the CFDLab at the University of Texas at Austin [10] provides a core set of parallel finite-element libraries. Coupled with interfaces to linear and nonlinear solvers from both PETSc [2] and Trilinos [9] along with other packages such as Hypre [4] , MOOSE and application codes developed upon it provide considerable flexibility including the abilities to swap out solver libraries and to utilize diverse large scale parallel computing resources. The middle layer of MOOSE provides a set of core functionalities necessary for residual and Jacobian (more precisely, the preconditioner) evaluations required by the preconditioned JFNK approach, such as fetching the designated test and shape functions, numerical integration using Gaussian quadrature, and coupling physics. The top layer of MOOSE, referred as the kernel, is the interface with physics where the FALCON application is built (see Figure 2) . It is convenient to think of a kernel as a piece of the residual term in the weak forms of PDEs, for example, the diffusion term, advection term, time accumulation term in the weak form of general enthalpy transport equations. Kernels may be coupled together to achieve different application goals. All kernels are required to supply a residual, which usually involves summing products of finite element shape functions. Kernels may also provide diagonal and off-diagonal blocks of the (approximate) Jacobian matrix for the purpose of building certain preconditioners.
In order to further clarify the Kernel concept, we provide a simple example (single phase water pressure diffusion) kernel here. The diffusion of pressure written as ∇· kρw µw · ∇p w equation, which contributes to the overall residual in the system is provided as an example. Figure 3 shows the actual codes of the pressure diffusion kernel. In this FALCON MOOSE libMESH PETSc, hypre, Trilinos [6] . The libMesh finite element framework developed by the CFDLab at the University of Texas at Austin [34] provides a core set of parallel finite-element libraries and couples with interfaces to linear and nonlinear solvers from both Petsc [2] and Trilinos [9] along with other packages such as Hypre [4] . figure, test is the test function evaluated at the quadrature point qp and grad phi is the gradient of shape function evaluated at the quadrature point qp (both provided by MOOSE), u and grad u are the current solution variable and the gradient of the current solution variable this kernel operates on evaluated at the quadrature point qp. permeability is the intrinsic material permeability defined in material kernel that the physics kernels can access, dens water and visc water are the water phase fluid density and viscosity, respectively, as returned from the equation of state auxiliary Kernel. Every other term in the weak form of the general flow equation has similar kernel structure. Based upon the MOOSE framework, the FALCON code has developed a set of "physics" kernels handling the time derivatives, single-and two-phase flow equations, heat and energy transport, source-sink terms, geomechanics, as well as a set of "Auxiliary" and "Material" kernels for equations of state (EOS) and flow-transport-mechanical properties required for geothermal reservoir simulations. As shown and discussed in the sections that follow, these kernels all have modular, pluggable structure, and can be coupled in arbitrary ways depending on the type of problems of interest. It is also worth noting that the MOOSE framework provides a material kernel. Flow and transport properties such as porosity, permeability, and relative permeability can all be defined within this material kernel and can be accessed by the physics kernels during each residual evaluation. Furthermore, the material kernel has access to state variables if needed. This feature is particularly useful for hydrofracturing applications where fracturing significantly modifies the porosity and permeability of porous media.
Example Applications 4.1 Comparison with Analytical Solution
Our first example problem is to solve a simple one-dimensional heat conduction-convection problem using FALCON and compare the numerical solution with the analytical solution. In this particular example, only two equations, fluid flow and heat transport, are solved.
The analytical solution compared in this example is derived from the solution by Faust and Mercer [5] , by omitting the heat exchange between confined aquifer and surrounding rock matrix. In order to obtain the analytical solution, the thermodynamic and transport properties, such as water density and viscosity are assigned as constants. Then the mass conservation equation reduced to a Laplacian equation of pressure (Equation 1), which gives a uniform velocity v w along x-direction.
And the energy equation reads as:
where ρ m c m = φρ w c w + (1 − φ)ρ r c r . The c is specific heat capacity of water (subscripted with w) or rock (subscripted with r). And u is normalized temperature u =
, T i and T 0 are the injection and initial temperature, respectively. K m is the heat conductivity of wet rock.
The analytical solution for Equation 1 and 2 is given by Avdonin [1] :
where
,Q is the injection rate, and b is the reservoir thickness (1-m in this example).
In FALCON simulations, the geometry used for this example is a 100 meter long rectangle, 1 meter in width, with a 1 meter grid resolution. The mesh consisted of 100 elements and 102 nodes. Table 1 summarizes the parameters used for this example. Initial conditions are set as pressure P = 10M P a, temperature T = 200 • C, uniformly.
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The BC are set as: injection pressure P i = 10.5M P a, temperature T i = 150 • C at left side, and constant pressure 10M P a, temperature 200 • C are assigned at right side. The injection tests for estimating the injectivity were conducted as described below. Maximum flow of water at preferred temperature was injected into the well for several days. The wellhead pressure was monitored in order to estimate when the well had reached equilibrium. A pressure and temperature sensor was placed in the well at the depth of its main feed zone. The flow was lowered in three steps, each lasting for approximately 3 hours to allow the pressure to equilibrate to the new injection rate. Figure 6 is an example of pumping test results for the hot water injection into well HN-09. The pressure and temperature are plotted over the duration of the injection steps.
Model Setup
A radial structured mesh, with a radius of 250 meters, is being used to simulate the injection into well HN-09. The simulation domain is 100 meters thick, with the production zone begin represented as a 5-meter thick zone of fractured rock embedded in lower permeability (unfractured) reservoir rock. Figure 7 shows the simulation domain and the computational mesh.
Initial conditions being used in the simulations mimic those that exist in the reservoirs. The initial temperature distribution used in the simulation is shown in Figure 8 , with the resulting water density, as calculated from the IAPWS-97 steam tables, shown on The initial pressure in the reservoir was specified to a uniform 185 bars, and as the majority of the flow was expected to be primarily horizontal and limited to exist only within the thin fracture zone, the effects of gravity of the fluid flow and heat transport were neglected. This approach greatly simplified the specification of the boundary conditions needed for the simulations.
Feedback between the geomechanics and fluid flow are being implemented by revising the permeability of the feed zone by an effective fracture aperture, as calculated by the thermo-mechanical deformation of the mesh resulting from the injection of cold fluid into the initially hot reservoir. As the host reservoir rock thermally contracts, the effective permeability from the fractured feed zone increases using a cubic law approximation.
An initial modeling scenario, consisting of injecting approximately 30 l/s of 20 • C pure water into the approximately 260 • C reservoir, is currently underway. Preliminary simulation results are encouraging, where permeability increases on the order of 10X to 100X are predicted in the vicinity of well HN-09's feed zone. The reservoir matrix contraction in the feed zone near the injection well is predicted to approach 10 −4 meters. Figure  10 shows the results of the geomechanical deformation in the vicinity of the injection well in the feed zone, along with the mesh that is adaptively refined by FALCON to 
