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Abstract
In this paper, we examine the problem of robust Kalman 'ltering for a class of linear uncertain discrete-time
systems with Markovian jump parameters. The underlying system is subjected to norm-bounded time-varying
uncertainties in the state and measurement equations. First, stochastic quadratic stability of the system is
studied. Then a linear state estimator is constructed such that the estimation error covariance is guaranteed
to lie within certain bound for all admissible uncertainties. The solution is given in terms of two coupled
algebraic Riccati equations.
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1. Introduction
The problem of optimal 'ltering has been well studied for more than three decades in various
branches of science and engineering. Much focus has been directed to dynamical systems subject
to stationary Gaussian input and measurement noise processes [1]. The celebrated Kalman 'ltering
provides a solution to this problem. When the available plant model contains uncertain parameters,
the robust state estimation problem comes into the scene for which several techniques have been
proposed; see for example, [27,31,35,36] and the references cited therein. In [3], a Kalman 'ltering
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with an H∞ norm constraint has been considered. The design of 'lters guaranteeing both robust
stability and a prescribed H∞ performance for the 'ltering error in the presence of parameter un-
certainty has been studied in [35]. A robust Kalman 'ltering problem for systems with bounded
parameter uncertainty in the state matrix has been discussed in [25,22], while a diEerent approach
has been proposed in [36] to the above problem for systems with bounded parameter uncertainty in
both the state and measurement matrices.
On another front of research, systems with Markovian jumping parameters have received increas-
ing interests in recent years from both control and 'ltering points of view. For some representative
prior work on this general topic, we refer the reader to [8–12,14,15,28–30] and the references therein.
The 'ltering problem of systems with jumping parameters has been resolved in [12] and a new ap-
proach based on the study of the BjHork’s 'lter equation is proposed to compute a suboptimal 'lter
for estimating the state trajectory. Moreover, a discrete-time 'ltering problem for hybrid systems
has been studied in [13], in which the state process is observed in white noise and the random
jump process is observed by a point process. H∞ 'lter of jump systems has been designed in [10]
via a linear matrix inequality approach, which provides a mean square stable error dynamics and a
prescribed bound on the L2-induced gain from the noise signals to the estimation error. The prob-
lem of robust Kalman 'ltering for uncertain linear continuous-time systems with Markovian jump
parameters has been studied in [30] in which a state estimator is designed such that the covariance
of the estimation error is guaranteed to be within a certain bound for all admissible uncertainties.
However, to date the problem of robust Kalman 'ltering for uncertain discrete-time linear systems
with Markovian jump parameters, to the best of the authors’ knowledge, has not yet been fully
investigated.
The purpose of this paper is to consider the state estimation problem for linear discrete-time sys-
tems with Markovian jumping parameters and norm-bounded parametric uncertainties. Speci'cally,
we address the state estimator design problem such that the estimation error covariance has a guar-
anteed bound for all admissible uncertainties. It is shown that the above problem can be solved in
terms of the solutions of two set of coupled Riccati-like equations. Moreover, it has been shown
that the developed results encompass the available results in the literature.
Notations and facts. In the sequel, we denote by W t , W−1 and (W ) the transpose, the inverse and
the eigenvalues of any square matrix W . We use W ¿ 0 (¿ ;¡ ;6 0) to denote a symmetric positive
de'nite (positive semide'nite, negative, negative semide'nite matrix) and I to denote the n × n
identity matrix. E[·] stands for mathematical expectation, and tr(·) denotes the matrix trace. ‘2[0;∞]
is the space of square summable vectors de'ned by
∑∞
k=1 f
t
kfk ¡∞ for f = (fk)∈ ‘2[0;∞].
Sometimes, the arguments of a function will be omitted in the analysis when no confusion can
arise.
Fact 1. For any real matrices 1, 2 and 3 with appropriate dimensions and t336 I , it follows
that
132 + t2
t
3
t
16 1
t
1 + 
−1t22; ∀¿ 0:
Proof. This fact can be proved as follows. Since t¿ 0 holds for any matrix , then take  as
= [1=21 − −1=22]:
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Expansion of t¿ 0 gives ∀¿ 0
1t1 + 
−1t22 − t12 − t21¿ 0
which by simple arrangement yields the desired result.
Fact 2. Let 1; 2; 3 and 0¡R=Rt be real constant matrices of compatible dimensions and H (t)
be a real matrix function satisfying H t(t)H (t)6 I . Then for any ¿ 0 satisfying t22¡R, the
following matrix inequality holds:
(3 + 1H (t)2)R−1(t3 + 
t
2H
t(t)t1)6 
−11t1 + 3
(
R− t22
)−1 t3:
Proof. The proof of this inequality proceeds like the previous one by considering that
= [(−12t2)
−1=22R−1t3 − (−12t2)−1=2H t(t)t1]:
Expansion of t¿ 0 under the condition t22¡R with standard matrix manipulations gives
3R−1t2H
t(t)t1 + 1H (t)2R
−1t3 + 1H (t)2
t
2H
t(t)t16 
−11H (t)H t(t)t1
+t3R
−12[−1I2t2]
−12R−1t3 ⇒ (3 + 1H (t)2)R−1(t3 + t2H t(t)t1)
−3R−1t36 −11H (t)H t(t)t1 + t3R−12[−1I2t2]−12R−1t3
⇒ (3 + 1H (t)2)R−1(t3 + t2H t(t)t1)63[R−1 + 2[−1I2t2]−12R−1]t3
+−11H (t)H t(t)t1 = 
−11H (t)H t(t)t1 + 3(R− t22)−1t3:
Note that the relations [R−t22]−1=[R−1+R−1t2[−1−2R−1t2]−12R−12 and H t(t)H (t)6 I ⇒
H (t)H t(t)6 I were used in the foregoing derivations.
2. Problem statement and preliminaries
Given a probability space (;F;P) where  is the sample space, F is the algebra of events and
P is the probability measure de'ned on F. We consider a class of stochastic discrete-time uncertain
systems with Markovian jump parameters:
xk+1 = [A(k) + MA(k; k)]xk + wk;
x0 = ; 0 = i; k ∈Z; (2.1)
zk = [C(k) + MC(k; k)]xk + vk ; (2.2)
where xk ∈Rn is the system state, zk ∈Rp is the system measurement and wk ∈Rn and vk ∈Rp,
respectively, the process and measurement noise sequences with {wk}∈ ‘2[0;∞] and {vk}∈ ‘2[0;∞].
The matrices A(k)∈Rn×n and C(k)∈Rp×n are known as real-valued matrices. These matrices are
functions of the random process {k}, which is a discrete-time, discrete-state Markovian chain taking
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values in a 'nite set S= {1; 2; : : : ; s} with generator I= (ij) and transition probability from mode
i at time k to mode j at time j + 1; k ∈S:
pij = Pr(k+1 = j | k = i) (2.3)
with pij¿ 0 for i; j∈S and
s∑
j=1
pij = 1: (2.4)
We note that the set S consists of diEerent operation modes of system (1)–(2) and for each value
k = i; i∈S, we will denote the matrices associated with mode i by
A(k) = Ai; C(k) = Ci; (2.5)
where Ai; Ci are known constant matrices describing the nominal system. For i∈S, MA(k; k) and
MC(k; k) are unknown matrices which represent time-varying uncertainties and are assumed to
belong to certain bounded compact sets. The admissible parameter uncertainties are assumed to be
of the form[
MA(k; k)
MC(k; k)
]
=
[
H1(k)
H2(k)
]
F(k; k)E(k); (2.6)
where for k= i, i∈S, H1(k)=H1i ∈Rn×i, H2(k)=H2i ∈Rp×i, and E(k)=Ei ∈Rj×n, are known
real constant matrices characterizing the way the uncertain parameters F(k; k) = Fi(k)∈Ri×j aEect
the nominal matrices A(k); C(k), and F(k; k), k = i; i∈S, is an unknown time-varying matrix
function satisfying
‖F(k; k)‖6 1; ∀k ∈Z; k = i∈S: (2.7)
Remark 2.1. The use of uncertainty structure (2.6)–(2.7) is quite common in the robust control
literature [18,20,21,28]. Note in general that MA(k); MC(k) is allowed to be state dependent
provided that (2.6)–(2.7) is satis'ed along all possible state trajectories.
Remark 2.2. Note that system (2.1)–(2.2) is called a discrete-time Markovian jump linear system.
This kind of system can be used to represent many important physical systems subject to random
failures and structure changes, such as electric power systems [33], control systems of a solar
thermal central receiver [32], communications systems [2], aircraft Oight control [23], control of
nuclear power plants [26] and manufacturing systems [4,5].
Remark 2.3. As pointed out by the reviewer, we could have de'ned the whole problem through the
introduction of a $-'eld Fk to include all the information for designing a robust 'lter at time k,
much in line of [6] which requires that the random matrices of the system to be 'nite with probability
one at each time instant. Such an approach generalizes much of the previous results which require
that the random matrices should possess 'nite second moments at each instant. In the present work,
we attempt to extend the results of [10–13,22,29,35,37] to deal with Kalman 'ltering for a class of
stochastic discrete-time uncertain systems with Markovian jump parameters. The apparent advantage
is that we can make use of their results in developing appropriate expressions for the gain matrices.
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The following standard assumption on x0 and the noise sequences {wk} and {vk}, is made.
Assumption 2.1. (a) E[wk] = 0; E[wkwtj] =W%(k − j); W¿ 0; ∀k; j,
(b) E[vk] = 0; E[vkvtj] =V%(k − j); V¿ 0; ∀k; j,
(c) E[wkvtj] = 0; E[x0w
t
k] = 0, ∀k; j,
(d) E[x0] = 0; E[x0xt0] = R0¿ 0,
where %(·) is the Kronecker delta.
Distinct from (2.1) to (2.2) is the input-free nominal jump system:
xk+1 = A(k)xk ;
x0 = ; 0 = i; k ∈Z; (2.8)
zk = C(k)xk (2.9)
for which we have the following.
Denition 2.1. The input-free nominal jump system is said to be stochastically stable (SS) if for
all 'nite initial state ∈Rn and initial mode 0 ∈S there exists a 'nite number N(; 0)¿ 0 such
that
lim
R→∞E
[
R∑
k=0
xtk(; 0)xk(; 0)
∣∣∣∣∣ ; 0
]
¡N(; 0): (2.10)
The following lemma provides a test condition for stochastic stability of the system (2.8).
Lemma 2.1. The input-free nominal jump system (2.8) is stochastically stable if and only if there
exists a set of matrices {Wi=W ti ¿ 0}, i∈S satisfying the following set of coupled linear matrix
inequalities (LMIs):
Ati

 s∑
j=1
pijWj

Ai −Wi ¡ 0; i = 1; : : : ; s: (2.11)
Proof. Consider system (2.8) and let the mode at time k be i, that is k= i∈S. Take the stochastic
Lyapunov function candidate V (·) to be (see, e.g., [17])
Vk(xk ; k) = xtkW (k)xk : (2.12)
When k = i, we use W (k)=Wi and note that it is constant for each i. Thus, we have from (2.12),
together with (2.11)
E{Vk+1(xk+1; k+1) | xk ; k = i} − Vk(xk ; k = i)
=
s∑
j=1
p(k+1 = j | i)(xtk+1Wjxk+1)− xtkWixk
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=
s∑
j=1
pijxtk+1Wjxk+1 − xtkWixk
=
s∑
j=1
pijxtkA
t
iWjAixk − xtkWixk
=− xtkQixk ¡ 0: (2.13)
With Qi ¿ 0, we have from (2.13) for xk = 0
E{Vk+1(xk+1; k+1) | xk ; k} − Vk(xk ; k = i)
Vk(xk ; k)
¡− −x
t
kQixk
xtkW (k)xk
6−min
i∈S
{
m(−Qi)
M (Pi)
}
= + − 1; (2.14)
where
+ = 1−min
i∈S
{
m(−Qi)
M (Pi)
}
;
m(−Qi) is the minimal eigenvalue of −Qi, and M (Pi) is the maximal eigenvalue of Pi.
Since
+¿
E{Vk+1(xk+1; k+1) | xk ; k}
Vk(xk ; k)
=
∑s
j=1 p(k+1 = j | i)(xtk+1Wjxk+1)
Vk(xk ; k)
¿ 0
and in view of (2.14), it is readily evident that 0¡+¡ 1 and hence
E{Vk+1(xk+1; k+1) | xk ; k}¡+Vk(xk ; k)
⇒ E{Vk(xk ; k) |; 0}¡+kV0(; 0): (2.15)
It follows from (2.15) that
E
[
R∑
k=0
Vk(xk ; k)
∣∣∣∣∣ ; 0
]
¡ (1 + + + · · ·+ +R)V0(; 0)
=
1− +R+1
1− + V0(; 0)
and hence
lim
R→∞E
[
R∑
k=0
xtkW (k)xk
∣∣∣∣∣ ; 0
]
¡
1
1− + V0(; 0): (2.16)
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Introducing
N(; 0) :=
maxi∈S {W−1i }
1− + V0(; 0)
and using Rayleigh quotient, we have
lim
R→∞E
[
R∑
k=0
xtkxk
∣∣∣∣∣ ; 0
]
= lim
R→∞E
[
R∑
k=0
‖xk‖2
∣∣∣∣∣ ; 0
]
¡N(; 0)
which means that system (2.8) is SS, thus the suQcient part is proved. The proof of necessity can
be found from [16].
Remark 2.4. It is easy to show that (2.11) is equivalent to the fact that there exists a set of matrices
{Zi ¿ 0; i∈S} satisfying
Ati

 s∑
j=1
pijZj

Ai − Zi = 0; i = 1; : : : ; s:
Remark 2.5. In the light of [7,16], it follows that (2.10) is equivalent to mean square stability
(MSS) in the sense that
lim
k→∞
E[‖xk‖ |; 0]→ 0
and in turn, it implies almost surely stable (ASS) in the sense that for every 'nite initial state ∈Rn
and initial mode 0 ∈S we have
lim
k→∞
x(k)→ 0
with probability 1.
We now direct our attention to system (2.1) and by similarity to the concept of quadratic stability
in linear systems [19], we introduce the following de'nition of stochastic quadratic stability.
Denition 2.2. System (2.1) with wk ≡ 0 is said to be stochastically quadratically stable if there
exists a set of symmetric matrices {Wi ¿ 0; i∈S} satisfying
[Ai +MAi(k)]t

 s∑
j=1
pijWj

 [Ai +MAi(k)]−Wi ¡ 0; i∈S (2.17)
for all admissible parameter uncertainties MAi(k); i∈S satisfying (2.6)–(2.7).
In the following theorem, we show that for system (2.1) stochastic quadratic stability implies SS.
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Theorem 2.1. System (2.1) with wk ≡ 0 is SS for all admissible parameter uncertainties MAi(k);
i∈S if it is stochastically quadratically stable.
Proof. Since system (2.1) with wk ≡ 0 is stochastically quadratically stable, by De'nition 2.2) there
exists a set of symmetric matrices {Wi ¿ 0; i∈S} satisfying (2.17) for all admissible parameter
uncertainties MAi(k); i∈S, thus (2.1) is SS.
Due to the existence of uncertainty, it is not easy to verify the holdness of (2.17). However, by
applying Fact 2 with 3 ≡ Ai; 1 ≡ Eti ; 2 ≡ H t1 and rearranging terms, we have the following
corollary.
Corollary 2.1. System (2.1) with wk ≡ 0 is SS for all admissible parameter uncertainties MAi(k);
i∈S if there exist a set of matrices {Wi = W ti ¿ 0}, i∈S, and a set of scalars i ¿ 0; i∈S
satisfying the following set of coupled matrix inequalities (LMIs):
−1i H1iH
t
1i + Ai[ RW
−1
i − iEtiEi]−1Ati −Wi ¡ 0;
where
RWi =
s∑
j=1
pijWj; i∈S:
Our aim in this paper is to design a state estimator of the form for i∈S
xˆ(k + 1) = Gixˆ(k) + Kizk ; (2.18)
where Gi and Ki; i∈S are matrices to be determined in order that the estimation error dynamics
is stochastically asymptotically stable and there exists a matrix Q such that in steady state, i.e., as
k →∞
E{(x(k)− xˆ(k))t(x(k)− xˆ(k))}6 tr(Q) (2.19)
for all admissible uncertainties. In this situation we say that estimator (2.18) provides a guaranteed
cost tr(Q).
To begin with the study of robust state estimation problem, let us 'rst de'ne the estimation error
e(k) = x(k)− xˆ(k): (2.20)
Then, from (2.1) and estimator (2.18), for k = i, one has
e(k + 1)=Gie(k) + (Ai − Gi − KiCi)x(k) + [MAi(k)− KiMCi]x(k)
+w(k)− Kiv(k) (2.21)
and the augmented system of (2.1) and (2.21) is given by
r(k + 1) = [ RAi + RHiFi(k) REi]r(k) + RBi1(k); (2.22)
e(k) = [0 I ]r(k); (2.23)
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where r(k)=[xt(k) et(k)]t ; 1(k) is a zero-mean white noise signal satisfying E[1(k)1t(l)]=%(k−l)I
and
RAi =
[
Ai 0
Ai − Gi − KiCi Gi
]
; RHi =
[
H1i
H1i − KiH2i
]
; (2.24)
REi = [Ei 0]; RBi RBti =
[
W W
W W + KiVK ti
]
: (2.25)
We introduce the following de'nition.
Denition 2.3. Given system (2.1)–(2.2), the state estimator (2.18) is said to be a stochastically
stable quadratic state estimator associated with a set of symmetric matrices {Xi¿ 0; i∈S} if
Xi; i∈S satisfy the inequalities
[ RAi + RHiFi(k) REi] RX i[ RAi + RHiFi(k) REi]t − Xi + RBi RBti6 0 (2.26)
for all uncertainties MAi(k) and MCi(k) satisfying (2.6)–(2.7), where
RX i =
s∑
j=1
pijXj; i∈S:
The following result shows that a stochastic stable quadratic estimator will provide a known
guaranteed cost.
Theorem 2.2. Suppose that system (2.1)–(2.2) is stochastically quadratically stable, and satis<es
(2.6)–(2.7) and Assumption 2.1. Then estimator (2.18) provides a guaranteed cost for (2.1) if (2.18)
is a stochastic stable quadratic estimator associated with a set of cost matrices {Xi¿ 0; i∈S}.
Moreover, we have that in steady state, i.e., as k →∞
E{[x(k)− xˆ(k)]t[x(k)− xˆ(k)]}6 tr( RX ); (2.27)
where RX =maxi∈S X
(i)
22 , and X
(i)
22 is the 2-2 block of the matrix Xi; i∈S.
Proof. For any given Fi(k); i∈S; k ∈Z satisfying (2.7), it can be easily shown that
E[r(k)rt(k)] = Yi(k);
where Yi(k) = Y ti (k)¿ 0; ∀i∈S; ∀k¿ 0 satis'es
Yi(k + 1) = [ RAi + RHiFi(k) REi] RY i(k)[ RAi + RHiFi(k) REi]t + RBi RBti ; (2.28)
where
RY i(k) =
s∑
j=1
pijYj(k):
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Let us de'ne Zi(k) = Xi − Yi(k); i∈S. From (2.26) and (2.28), it follows that
[ RAi + RHiFi(k) REi] RZi(k)[ RAi + RHiFi(k) REi]t − Zi(k + 1)6 0; (2.29)
where
RZi(k) =
s∑
j=1
pijZj(k):
Since system (2.1) is stochastically quadratically stable, inequality (2.29) implies that as k → ∞,
Zi(k); i∈S is bounded and nonnegative de'nite [16], i.e., Yi(k)6Xi; i∈S. Now, taking (2.23)
into account, one obtains in steady state
E[e(k)et(k)] = [0 I ]Yi(k)
[
0
I
]
6X (i)22 :
Therefore, estimator (2.18) provides a guaranteed cost tr( RX ) for system (2.1)–(2.2).
3. Main results
In this section, we design a Kalman Markovian jump 'lter for system (2.1)–(2.2). We show that
the 'ltering problem can be solved if two sets of coupled Riccati-like equations have symmetric
positive de'nite solutions.
We need the following assumption for system (2.1)–(2.2).
Assumption 3.1.
The matrix Ai is invertible for all i∈S:
Theorem 3.1. Consider system (2.1)–(2.2) satisfying (2.6)–(2.7) and (3.1) and suppose that it is
stochastically quadratically stable. If there exist two sets of matrices {i =ti ¿ 0; 5i =5ti ¿ 0;
i∈S} and a set of scalars {6¿ 0; 7i ¿ 0; i∈S} such that {i} and {5i} are stabilizing solutions 1
1 A solution Pi¿ 0; i∈S of
Ati RPiAi − Pi + [Bti RPiAi +Mi]t[Ri − Bti RPiBi]−1[Bti RPiAi +Mi] + Qi = 0
is called a stabilizing solution if the system
xk+1 = [A(k) + B(k)[R(k)− Bt(k) RP(k)B(k)]−1[Bt(k) RP(k)A(k) +M (k)]]xk
is stochastically stable, where
RPi =
s∑
j=1
pijPj; Qi = Q
t
i ; Ri = R
t
i :
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of the following two sets of coupled Riccati equations:
Ati RiAi − i + Ati Ri RWi1=2[I − RW1=2i Ri RW1=2i ]−1W1=2i RiAi + 7i[EtiEi + 6I ] = 0; (3.1)
Aˆi R5iAˆti −5i − [Aˆi R5iCˆ ti + Li](Rˆi + Cˆi R5iCˆ ti)−1[Aˆi R5iCˆ ti + Li]t +Mi = 0; (3.2)
where
Ri =
s∑
j=1
pijj; R5i =
s∑
j=1
pij5j; (3.3)
RWi =W + 7iH1iH t1i; (3.4)
I = RW1=2i Ri RW
1=2¿ 0; (3.5)
Aˆi =Ai + %Ai
=Ai + RWi[ R−1i − RWi]−1Ai; (3.6)
Cˆi =Ci + %Ci
=Ci + 7−1i H2iH
t
1i[ R
−1
i − RWi]−1Ai; (3.7)
Rˆi =V+ 7−1i H2iH
t
2i + 7
−2
i H2iH
t
1i[
−1
i − RWi]−1H1iH t2i; (3.8)
Li = 7−1i [I − RWi R−1i ]−1H1iH t2i ; (3.9)
Mi = RWi + RWi[ R−1i − RWi]−1 RWi: (3.10)
Then the state-estimate generated by
xˆ(k + 1) = Aˆixˆ(k) + Ki[zk − Cˆixˆ(k)]; (3.11)
where the Kalman <lter gain Ki is given by
Ki = [Aˆi R5iCˆ ti + Li](Rˆi + Cˆi R5iCˆ
t
i)
−1 (3.12)
is a stochastic stable quadratic state estimator with guaranteed cost
E{[x(k)− xˆ(k)]t[x(k)− xˆ(k)]}6 $i , max
i∈S
tr(5i): (3.13)
Proof. The proof essentially follows a similar line to the proof of a result in the work of Xie et al.
[37]. First, in view of the stochastic quadratic stability of system (2.1), it follows from the results
of [37,19] that for each 'xed i∈S
‖Ei(zI − Ai)−1H1i‖∞¡ 1: (3.14)
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For an arbitrary small 6¿ 0 and a suQciently small 7i ¿ 0, inequality (3.14) implies that
‖[Eti 61=2I ]t(zI − Ai)−1[H1i71=2i W1=2]‖∞¡ 1:
By the discrete bounded real lemma [20,24], there exists a matrix 9i=9ti ¿ 0 with R9i=
∑s
j=1 pij9j
satisfying R9−1i − 7iW − H1iH t1i ¿ 0 and such that
Ati[ R9
−1
i − 7iW − H1iH t1i]−1Ai − 9i + EtiEi + 6I ¡ 0: (3.15)
Letting 9∗i = 7i9i with R9∗i =
∑s
j=1 pij9
∗
j , using (3.4) and applying the matrix inversion lemma [2],
it follows from (3.15) that
Ati R9
∗
i Ai − 9∗i + Ati R9∗i RWi1=2[I − RW1=2i R9∗i RW1=2i ]−1W1=2i R9∗i Ai + 7i[EtiEi + 6I ]¡ 0: (3.16)
Now, it is ready to see that from (3.16) and Remark 2.4, together with the results in [24] that there
exists a stabilizing solution i = ti ¿ 0 to (3.1) with Ri =
∑s
j=1 pijj such that RW
1=2
i
Ri RW
1=2
i ¡ I
and Aˆi is a stable matrix.
From [1], it follows that (3.2) is the Riccati equation associated with a stationary standard Kalman
'lter where Mi and Rˆi are the covariance matrices of the process and measurement noise signals,
respectively, and Li is the cross-covariance matrix between the process and measurement noises.
To establish that (3.11) is a stable quadratic estimator, we 'rst compare (2.18) and (3.11) and
deduce that Gi = Aˆi − KiCˆi. Let us de'ne
Yi =
[
−1i 0
0 5i
]
where i and 5i are the stabilizing solutions to (3.1) and (3.2), respectively. In terms of
EtiEi = E
t
iEi + 6I; REi = [Ei 0]
and (2.24)–(2.25), it can be shown by algebraic manipulations that
RAti RYi RAi −Yi + 7i RAti RYi REti[I − 7i REi RYi REi]−1 REi RYi RAi + 7−1i RHi RH ti + RBi RBti = 0
and I − 7i REi RYi REi ¿ 0. Observe that REti REi¿ REti REi implying that I − 7i REi RYi REi ¿ 0 and
RAti RYi RAi −Yi + 7i RAti RYi REti[I − 7i REi RYi REi]−1 REi RYi RAi + 7−1i RHi RH ti + RBi RBti6 0: (3.17)
For all Fi(k) satisfying (2.7), it follows from [20] and Fact 2 that (3.17) leads to
[ RAi + RHiFi(k) REi] RYi[ RAi + RHiFi(k) REi]t −Yi + RBi RBti6 0 (3.18)
for all Fi(k) satisfying (2.6)–(2.7), where RYi =
∑s
j=1 pijYj.
It follows from Theorem 2.2 that (3.11) is a stochastic stable quadratic estimator with a guaranteed
cost given by (3.13).
Remark 3.1. To apply Theorem 3.1 for designing the state-estimator (3.11), what we need are: two
sets of matrices {i = ti ¿ 0; 5i = 5ti ¿ 0; i∈S} and a set of scalars {6¿ 0; 7i ¿ 0; i∈S}
such that {i} and {5i} are stabilizing solutions of (3.1) and (3.2). In this study, it is assumed that
jumping parameter information {k ; k = 1; 2; : : :} is available for our design. However, if it is not
the case, then Wonham 'ltering technique [34] would be required to 'rst estimate the Markov chain
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observed in Gaussian noise, and the approach presented in this paper can then be employed. Also, it
should be noted that the designed state-estimator/'lter (3.11) depends upon the system mode i. This
is because due to the existence of the jumping parameters {k} in the system, the “complicated”
dependence is unavoidable, otherwise, the 'lter (independent of i) would be very conservative (using
one operating form for the whole system). Indeed, the dependence is good in the sense that it gives
us more options for designing, and choosing the better, if not the best, 'lter to better estimate the
system state. That is, if the system has more chance to stay in mode i, then 'lter (3.11) would be
likely to be chosen at ith form. Similarly, the 'lter can be chosen jth form, if the system likely
jumps from i mode to j mode (with high probability).
Remark 3.2. It should be mentioned that many computational algorithms for solving coupled Riccati
equations are now available, see for example [20]. Observe that the introduction of an arbitrary small
6¿ 0 is to guarantee the positive de'niteness of i. The selection of scaling parameters 7i ¿ 0; i∈S
is crucial to the existence of appropriate stabilizing solutions i = ti ¿ 0 and 5i =5
t
i ¿ 0, i∈S.
Remark 3.3. Using monotonicity results on algebraic Riccati equations, it follows that if system
(2.1)–(2.2) is stochastically quadratically stable, then there exists a sequence { R7i ¿ 0; i∈S} such
that for any 7i ∈ (0; R7i] the algebraic Riccati equations (3.1)–(3.2) have stabilizing solutions i =
ti ¿ 0 and 5i =5
t
i ¿ 0, i∈S which corresponds to the solvability of the robust Kalman 'ltering
problem. In this regard, R7i; i∈S is the largest 7i; i∈S such that (3.1) admits a stabilizing solution
i = ti ¿ 0. Hence, the optimal bound for (3.13) can be obtained by
min
7i∈(0; R7i]
$i; i∈S:
In eEect, that the estimation error with minimum covariance of system (2.1)–(2.2) can be determined
by the following minimization problem:
minimize $i
subject to 7i ¿ 0; i ¿ 0; 5i ¿ 0; i∈S;
where i and 5i; i∈S satisfy (3.1)–(3.2).
Remark 3.4. It should be noted that from Theorem 3.1 and the Riccati equation (3.2) our design
approach yields a Kalman Markovian jump 'lter for a related system described by
xˆ(k + 1) = [Ai + RAi]xˆ(k) + Ki{zk − [Ci + RCixˆ(k)} (3.19)
in which the eEects of parametric uncertainties on the structure of the observer are contained in RAi
and RCi.
Remark 3.5. We note that when the 'nite set S contains only one element, that is, s=1, Theorem
3.1 encompasses the result of [37]. In the absence of uncertainties in system (2.1)–(2.2), that is,
H1i ≡ 0; H2i ≡ 0; Ei ≡ 0; i∈S; 6= 0, then i = 0; i∈S= {1} and hence Theorem 3.1 reduces
to the standard Kalman 'ltering result.
66 M.S. Mahmoud et al. / Journal of Computational and Applied Mathematics 169 (2004) 53–69
4. Example
In order to illustrate Theorem 3.1, we consider a pilot-scale multi-reach water quality system
which can fall into type (2.1)–(2.2). Let the Markov process governing the mode switching has the
in'nitesimal generator [34]
I=


−4 3 1
2 −6 4
4 4 −8

 :
For the three operating conditions (modes), the associated date are
Mode 1:
A(1) =


0:2 −0:1 0
0:004 0:4 0:1
0 0:1 0:6

 ; C(1) =


1 0
0 1
0 0

 ;
H1(1) =


0:1
0:1
0:1

 ; Et(1) =


0:5
0:4
0:2

 ; H2(1) =
[
0:2
0:3
]
:
Mode 2:
A(2) =


−0:3 0:1 0
0 0:4 0:2
0 0:2 −0:5

 ; C(2) =


0 0
0 1
1 0

 ;
H1(2) =


0:15
0:15
0:15

 ; Et(2) =


0:3
0:4
0:3

 ; H2(2) =
[
0:3
0:2
]
:
Mode 3:
A(3) =


0:5 −0:2 0
0:02 0:6 0
−0:1 0:1 0:1

 ; C(3) =


1 0
0 0
0 1

 ;
H1(3) =


0:1
0:15
0:2

 ; Et(3) =


0:2
0:4
0:5

 ; H2(3) =
[
0:2
0:2
]
:
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Table 1
Summary of computational results
Mode Cost Ki × 106 Aˆi Cˆi
1 66:802× 10−4 −0.841 −1.309 0.331 −0.019 −0.034 −0.1 0.03 0.005
3.463 5.388 −0.277 0.254 0.175 0.436 1.977 0.224
8.782 13.665 −1.641 −0.897 0.961 0.175 0.436 1.977
2 92:114× 10−4 −0.923 2.917 −0.001 −0.176 0.105 0.01 −0.02 0.004
4.772 −1.298 −0.084 0.193 −0.005 0.517 −0.008 0.401
12.802 11.577 0.091 −0.722 0.651 0.252 1.674 1.756
3 74:353× 10−4 −0.841 1.455 −0.122 0.149 −0.124 −0.096 0.004 0.03
2.574 14.763 0.176 −0.411 −0.017 1.537 0.383 0.104
−2.287 3.511 0.481 0.811 −0.621 −0.018 0.811 1.854
Table 2
A cost comparison between standard and robust Kalman 'lters
Filter :k =−0:75 :k = 0 :k = 0:75
Standard 54:802× 10−2 24:713× 10−2 226:444× 10−2
Robust 73:142× 10−4 69:089× 10−4 76:536× 10−4
For the three modes, we use W = I , V = 0:2I , R0 = 0:1I . Numerical computations of (3.1)–(3.2)
are summarized in Table 1.
For the purpose of comparison, Table 2 gives the associated cost of both the standard Kalman
'lter designed for the nominal system and the robust Kalman 'lter developed in this paper. It is clear
that the robust Kalman 'lter outperforms the standard one in the presence of parametric uncertainty.
5. Conclusions
In this paper we have addressed the problem of Kalman 'ltering for a class of uncertain linear
discrete-time systems with Markovian jump parameters. A stochastic quadratic estimator has been
designed which guarantees both stochastic stability and estimation error boundedness. The stabilizing
solution of the robust 'ltering problem has been expressed using two sets of algebraic Riccati
equations.
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