Abstract-The data scarcity of user preferences and the coldstart problem often appear in real-world applications and limit the recommendation accuracy of collaborative filtering strategies. Leveraging the selections of social friends and foes can efficiently face both problems. In this study, we propose a strategy that performs social deep pairwise learning. Firstly, we design a ranking loss function incorporating multiple ranking criteria based on the choice in users, and the choice in their friends and foes to improve the accuracy in the top-k recommendation task. We capture the nonlinear correlations between user preferences and the social information of trust and distrust relationships via a deep learning strategy. In each backpropagation step, we follow a social negative sampling strategy to meet the multiple ranking criteria of our ranking loss function. We conduct comprehensive experiments on a benchmark dataset from Epinions, among the largest publicly available that has been reported in the relevant literature. The experimental results demonstrate that the proposed model beats other state-of-the art methods, attaining an 11.49% average improvement over the most competitive model. We show that our deep learning strategy plays an important role in capturing the nonlinear correlations between user preferences and the social information of trust and distrust relationships, and demonstrate the importance of our social negative sampling strategy on the proposed model.
I. INTRODUCTION
Collaborative filtering has been widely adopted in recommendation systems, providing similar-minded users with similar recommendations [1] , [2] . In the real-setting though, the data scarcity of user preferences and the cold-start problem degrade the quality of recommendations. To face these problems, various collaborative filtering strategies exploit the selections of social friends [3] , [4] . Real-world platforms such as Last.fm 1 , allow users either to form trust relationships or import friends from other platforms such as Facebook 2 and Yahoo! 3 . Exploiting the selections of trust friends in collaborative filtering stategies can efficiently combat the data scarcity and cold-start problems as shown in [5] , [6] . Moreover, users on Slashdot 4 , a technological-related news and discussion site, can directly tag other users as friends and foes. Epinions 5 , an e-commerce site for reviewing and rating products, allows users to evaluate other users based on the quality of their reviews, and establish trust and distrust relations with them. In recognition that users might accept the recommendations from the friends but not from their foes, several models exploit both trust and distrust relationships in recommendation systems [7] - [11] . However, these studies consider the explicit feedback of ratings using pointwise loss functions in their learning strategies to produce recommendations.
In practice, rather than explicit feedbacks of ratings users' implicit feedback is usually available, such as number of views, clicks and so on. Several methods have been proposed to handle the case of users' implicit feedback, such as weighted matrix factorization [1] . These methods design pointwise loss functions such as square or cross-entropy loss functions to predict either the error prediction or if an unobserved item would be preferred or not by a user. However, provided that end-users are usually interested in the top-k recommendations, pointwise loss functions do not necessarily focus on the top-k recommendation task [12] . For instance, if all the low-ranked ratings are predicted very accurately, but significant errors are made on the higher-ranked ratings, then these methods will provide a low-quality personalized recommendation list to users.
In the context of pairwise learning [13] , aiminig at the topk recommendation task Bayesian Personalized Ranking (BPR) strategies use a pairwise ranking loss function, considering the relative ordering of items in a ranked list [14] . The pairwise ranking criterion of the BPR model is based on the assumption that a user prefers the observed items over the unobserved ones. This idea results in a pairwise ranking loss function that tries to discriminate between a small set of observed items and a very large set of unobserved ones. Due to the imbalance between the user's observed items and unobserved ones, the BPR model uniformly samples negative examples from the set of unobserved items to reduce the training time, also known as negative sampling. In a similar spirit, other representative ranking models among recommendation systems are CofiRank [15] and CLiMF [16] , which use loss functions based on Normalized Discounted Cumulative Gain and Reciprocal Rank, respectively. However, the aforementioned studies ignore the social information of trust and distrust.
While several ranking models follow the pairwise learning strategy of BPR to exploit the selections of friends such as [17] - [19] , they do not account for the selections of foes.
More recently, in [20] a ranking model with trust and distrust relationships is proposed based on the optimization ranking algorithm of [21] . However, this model does not capture the nonlinear correlations between user preferences and the social information of trust and distrust relationships, thus having limited recommendation accuracy as we will experimentally show in Section IV. Meanwhile, deep learning stategies have been proved to be an effective means to compute the nonlinear correlations between different types of user data in recommendation systems, due to their ability of producing abstract representations at the hidden layers of their deep structures [22] - [27] . Also, a few attempts have been made to consider user preferences and trust relationships in collaborative filtering with deep learning strategies [28] - [30] . However, they ignore users' distrust relationships and consequently produce less accurate recommendations [9] .
To overcome the shortcomings of existing methods we propose a social ranking model that performs deep pairwise learning with trust and distrust relationships, namely SDPL, making the following contributions:
• We formulate our ranking problem following the BPR framework. We design a ranking loss function with multiple ranking criteria based on the choice in users, and the choice in their friends and foes.
• We propose a deep learning strategy to optimize the ranking loss function with the multiple ranking criteria, to calculate the nonlinear correlations between user preferences and the social information of trust and distrust relationships at the deep representations. We learn the parameters of our ranking model via backpropagation. In this respect, in each backpropagation step we follow a social negative sampling strategy to meet the multiple ranking criteria of our ranking loss function. Our experiments on a benchmark dataset from Epinions, among the largest publicly available, show that the proposed social deep pairwise learning model outperforms competitive models when the data scarcity of user preferences varies, as well as in the case of cold-start users. Also, we demonstrate the importance of our deep learning strategy to capture the nonlinear correlations between user preferences and users' social information of trust and distrust. Furthermore, we experimentally show that our social negative sampling strategy is a key factor for the proposed SDPL model.
The remainder of the paper is organized as follows, Section II reviews the related work and in Section III we present the proposed SDPL model, finally, Section IV presents the experimental results and Section V concludes the study.
II. RELATED WORK
A. Social Recommendation a) Ranking models with trust: Instead of using pointwise loss functions such as [3] - [6] , several ranking models with trust relationships have been widely studied in recommendation systems. For example, [19] present a trust-based BPR model that incorporates trust relationships into a pairwise ranking model, assuming that users tend to assign higher ranks to items that their friends prefer. [18] introduce a BPR model with strong and weak social ties of the user's friends. Their ranking criterion assumes that the observed items of weak tie friends should be ranked higher than those of strong tie friends, because weak tie friends are likely to introduce novel and diverse items. [17] incorporate friends' selections and the geographical proximity of venues in the negative sampling strategy of BPR to produce recommendations. Except for the BPR framework, other studies use different ranking models for the top-k social recommendation task with trust. For instance, [31] , [32] jointly learn different ranking strategies into a unified model to leverage the recommendation accuracy with trust relationships. [33] infer user preferences and the influence of her friends based on Social Poisson factorization. The main limitation of the above ranking models is that they ignore users' distrust relationships, a crucial factor to leverage the quality of recommendations [10] , [20] . Our proposed SDLP model accounts for both the selections of social friends and foes when learning the ranking model, thus significantly improving the quality of recommendations.
b) Models with trust and distrust: In [9] a trust-based, as well as a distrust-based model are introduced to exploit trust and distrust relationships in each model separately. The goal of the trust-based model is to minimize the distances of latent features between friends, while the distrust-based model tries to maximize the latent features' distances between foes. To exploit both trust and distrust relationships at the same time in a unified model, [8] use trust and distrust relationships in a matrix factorization framework using a hinge loss function. This method assumes that the trust/distrust relationships between users are considered as similarity/dissimilarity in their preferences. Then, the latent features are computed in a manner such that the latent features of foes who are distrusted by a certain user have a guaranteed minimum dissimilarity gap from the worst dissimilarity of friends who are trusted by this same user. In [7] , a recommendation strategy is introduced to rank users' latent features based on their trust and distrust relationships, considering also neutral relationships between users who have no relation to a certain user. The goal of this strategy is to rank the neutral users' latent features after the friends' latent features and before those of foes. [10] form a signed graph where trust and distrust relationships are modeled into edges with positive and negative weights, respectively. This model first captures local and global information from the signed graph. Local information reveals the correlations among users and her friends/foes, and the global information reveals the reputation of the user in the whole social network, as users tend to trust users with high global reputation. Then, they exploit both local and global information in a matrix factorization technique to compute the recommendations. The main drawback of these methods is that they do not focus on the top-k recommendation task, as they design different poinwise loss functions in their learning strategies. In [20] , a ranking model is presented to balance the influences of friends' and foes' selections on users' preferences based on the collaborative ranking algorithm of [21] , focusing on the accuracy at the top of the list. The main limitation of the ranking model of [20] is that it does not compute the nonlinear associations of user preferences and the social information of trust and distrust relationships. Instead, our deep learning model can capture the nonlinear associations of user preferences and those of their friends and foes, outperforming several models with trust and distrust, as we will experimentally show in Section IV.
B. Deep Learning for Collaborative Filtering a) Neural collaborative filtering: Accordingly, in recommendation systems deep learning strategies use either a pointwise [24] or a pairwise ranking loss function [27] to handle user implicit feedbback and capture user data nonlinear correlations. In [22] , different sampling strategies are examined for implicit feedback to train neural network-based collaborative filtering strategies with pointwise or pairwise loss functions. In [25] , [26] , [34] , various deep learning strategies are introduced to exploit user feedback with users' and items' side information. For example, [34] model implicit feedback in stacked Denoising Autoencoders with the side information of articles, such as the title and abstract of the articles. Compared to the proposed SDPL model, the above studies do not consider any social information when training their deep learning models, a key factor to generate accurate recommendations [3] , [5] , [10] , [20] . b) Trust-based recommendation with deep learning: Recently, a few deep learning strategies have been introduced to generate recommendations with social relationships, such as Denoising Autoencoders [28] and Restricted Boltzmann Machines [29] . [35] introduce a deep neural model that jointly learns the embeddings of users and locations to predict user preferences over locations. This model first transforms the users' social relationships and locations' contextual proximities into graphs and then employs neural embedding for location recommendation as a bridge between collaborative filtering and semi-supervised learning. Instead of using a pairwise ranking function, it defines a pointwise function to handle the case of implicit feedback during the deep neural network learning. All the aforementioned studies are limited to users' trust relationships and do not account for the selections of foes. Likewise, [23] extend the BPR model by first extracting deep features based on a convolutional neural network, and then using a deep neural network to produce friend recommendations. Compared to the proposed SDPL model, trust-based recommendation with deep learning strategies do not account for both user preferences and distrust relationships, thus having limited accuracy.
C. Deep Network Embedding with Trust and Distrust Relationships
Meanwhile, several deep network embedding strategies have been proposed in the literature, which aim to learn lowdimensional vector representations of users/nodes based on users' trust relationships. For example, DeepWalk [36] introduces the idea of Skip-gram, a word representation model in NLP, to learn node representations from random-walk sequences. [37] introduce the node2vec model, to learn a mapping of nodes to a low-dimensional space of features that maximizes the likelihood of preserving network neighborhoods of nodes. They define a flexible notion of a node's network neighborhood and design a biased random walk procedure, which efficiently explores diverse neighborhoods. Similarly, various deep network embedding strategies have been introduced for signed graphs with both trust and distrust relationships [38] , [39] . These embedding strategies generate the low-dimensional vector representations based on the structural balance theory [40] , "a structure in a signed graph should ensure that users should be able to have their friends closer than their foes". Instead of focusing on the recommendation task, the deep network embedding strategies omit user preferences, aiming at different tasks such as link prediction, community detection and node classification.
III. THE PROPOSED MODEL
In our model we denote N and I the sets of users and items, with n = |N | being the number of users and m = |I| the number of items. The input of our model is a user-item matrix X ∈ R n×m with user preferences, expressed by any type of user-item interactions such as the explicit feedback of ratings or user implicit feedback such as number of views, clicks, and so on. In addition, we consider two adjacency matrices A + ∈ R n×n and A − ∈ R n×n , corresponding to users' trust and distrust relationships. + and A − . In the following, we first formulate the pairwise ranking problem (Section III-A) and design the ranking loss function of our model based on the multiple ranking criteria with trust and distrust relationships (Section III-B). Then, we present our deep pairwise learning architecture (Section III-C) and detail the model's parameter set Θ in the hidden layers (Section III-D). Finally, we explain how to train our model via backpropagation based on a social negative sampling strategy (Section III-E).
A. The Pairwise Ranking Problem
Given user preferences in X, users' trust relationships in A + and distrust ones in A − , the goal of our model is to generate top-k recommendations for a user u ∈ N . In our SDPL model we formulate the recommendation problem as a pairwise ranking task [14] . We define the probability x ui , where x ui = X(u, i) denotes that user u has already interacted with item i. Thus, we can define two disjoint sets, a set I + u of observed items that user u has already interacted with, and a set I − u of unobserved items 6 . For the task of top-k recommendation, we build a pairwise ranking model that is able to rank the observed items before the unobserved ones.
For any pair of items i and j, with i ∈ I + u and j ∈ I − u , the probability x ui should be greater than x uj . To describe this relation we define a partial relation i > u j. For each user u ∈ N the set of all partial relationships is computed as follows:
We define our top-k recommendation task of the proposed SDPL model as the following ranking problem:
The Pairwise Ranking Problem: "Given (i) the set of all partial relationships R u for each user u ∈ N (ii) users' trust relationships in A + and (iii) distrust ones in A − , the goal of the proposed SDPL model is to maximize the ranking likelihood probability as follows:"
B. Ranking Loss Function
To account for the selections of friends and foes in our pairwise ranking problem of Eq. (2), we consider the sets I In particular, to design our ranking loss function we study the pairwise ordering of the observed and unobserved items of each user u, as well as the ordering of the selections of her friends and foes in the recommendation list. According to relevant studies, friends' preferences do not necessarily match, which means that the selections of user u (observed items) have to be ranked higher than those of a friend a [18] , [19] , [33] . In addition, foes' preferences certainly do not match as shown in the analysis of [7] , [9] , [10] . This can be interpreted as follows, the selections of user u have to be ranked higher than those of a foe b, as well as the selections of a friend a have to be ranked higher than those of a foe b. Hence, we reformulate the set R u of all partial relationships of Eq. (1) based the following six cases of pairwise ordering i > u j:
The six cases of Eq. According to the r = 6 ranking criteria of Eq. (3) the pairwise ranking problem of Eq. (2) is reformulated as follows:
Using the negative natural logarithmic function − ln(x) and the sigmoid function σ(x) = 1/(1 + e −x ), we transform the maximization problem of Eq. (4) into a minimization problem, and we define our model's ranking loss function as follows:
where Θ is the model's parameter set (Section III-D) and λ controls the regularization.
C. Architecture
The proposed deep pairwise learning architecture is presented in Figure 1 . We first factorize the user-item interaction matrix X to compute the d-dimensional embeddings in the user latent matrix U ∈ R n×d and item latent matrix V ∈ R m×d , trying to minimizing the following approximation error ||X − U V || 2 F . Depending on the type of user feedback in the input matrix X we apply different matrix factorization strategies. In case of explicit feedback e.g., ratings, we apply non-negative matrix factorization [2] . Alternatively, in case of implicit feedback e.g., views or clicks, we follow the weighted matrix factorization strategy [1] . Based on the r = 6 ranking criteria of our pairwise ranking task in Eq. (3), for each user u we have six different sets of pairs of partial relations
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u and H (0) j we consider the respective d-dimensional embeddings V i , U u and V j . The bottom layer is the widest and each successive layer has a smaller number of hidden units. For each branch of our model we implement a tower structure, as in [41] , halving the layer size for each successive layer.
user latent vector U u ∈ R d , the u-th row of U . Then, we design the three branches of our model, where each latent vector V i , U u and V j is provided to the respective branch. Given h hidden layers, we first try to capture the nonlinear representations H At this point we would like to highlight that the reason that the hidden layers of each branch of the network are learned separately, is to save the computational cost when training our model. Notice that if all hidden layers were connected, then more parameters in the weighting matrices would be required, thus significantly increasing the computational cost when optimizing the model parameters. However, the three branches are connected as follows (i) the input of the proposed model are the user latent vectors and the item latent vectors of observed and unobserved items. Notice that the latent vectors are computed by factorizing the user-item interaction matrix. The selection of unobserved items to train the parameters of the three branches of our network is performed based on our social negative sampling strategy (Section III-E1). (ii) As illustrated in our neural architecture in Figure 1 the last hidden layers are combined via the sigmoid function to learn based on the joint loss function at the top of our model which is defined in Eq. (5) based on our ranking criteria.
D. Hidden Layers
To optimize the minimization problem of the ranking loss function of Eq. (5) we compute the models' parameter set Θ. Given the h hidden layers used in the three branches of our model of Figure 1 we set Θ = {W
preferences and the social information of trust and distrust relationships. For each branch of our model we implement a tower structure, as in [41] , halving the layer size for each successive layer. Hence, to implement the tower architecture we add the constraint of 2 h ≤ d for the number of hidden layers h and the low d-dimensional embeddings of matrix factorization. For the hidden layers there are several choices of activation functions, like sigmoid, hyperbolic tangent tanh(x) and rectifier linear unit function ReLU (x). In our implementation, we used ReLU activation functions, with ReLU (x) = max(0, x), as they are non-saturated 7 , well-suited for sparse data and making the model less likely to be overfitting [42] . Using ReLU activation functions, ∀q = 1, . . . , h, the q-th hidden layers of the three branches of our model produce the respective representations:
In addition, at the bottom layer of our architecture (q = 0) we set the biases b
u and b (0) j to the interaction frequencies of i, u and j, respectively. Notice that the user and item biases play a crucial role in recommendation systems, handling the popularity bias of users and items [2] . For example, the song recommendation task often suffers from popularity bias. As a consequence, it will lack opportunities to discover more obscure songs and will be dominated by songs of a few popular artists [43] .
In our architecture of Figure 1 , we combine the hidden representations and the biases of the last hidden layers, that is the h-th layers of the three branches of our model, to compute the probabilities x ui and x uj (Section III-A). We use the sigmoid function σ to ensure that the probabilities x ui and x uj are in the range of [0, 1], which are calculated as follows:
E. Model Learning 1) Backpropagation and social negative sampling: In our implementation we used Tensorflow 8 , compatible with Python. We computed the model's parameter set Θ via backpropagation with stochastic gradient descent, trying to solve the minimization problem of the ranking loss function L(Θ). The training of the network runs on CPU. We employed minibatch Adam [44] , which adapts the learning rate for each parameter by performing smaller updates for frequent and larger updates for infrequent parameters. We set the batch size of mini-batch Adam to 512 with a learning rate of 1e-4, and we fix the regularization parameter λ of Eq. (5) to 1e-4. In each backpropagation iteration we performed negative sampling, to randomly select a subset I Notice that it is necessary to satisfy the two conditions of the social negative sampling strategy, as we have to produce the different sets of partial relationships based on the six cases in Eq. (3). Consequently, the respective six ranking criteria can be incorporated into the ranking loss function of Eq. (5) over the backpropagation algorithm. In addition, in our social negative sampling strategy we draw the negative samples without replacement. In our implementation we used five negative samples for each positive/observed sample, as we found out that for larger numbers of negative samples the computational cost of the model learning did not pay off in terms of recommendation accuracy. In this setting, it took less than an hour to train the model on a single machine of 2.7 GHz Intel Core i7 with 16 GB memory. The influence of the number of negative samples on our model's performance is further studied in Section IV-F.
2) Pretraining strategy: To account for the fact that the optimization method of gradient-based of Section III-E1 might find locally -optimal solution of the model's parameter set Θ, we followed a pretraining strategy [22] . We first trained our model with random initializations using only the user-item interaction X, ignoring the selections of social friends and foes in our social negative sampling strategy. In particular, in the negative sampling of the pretraining strategy we randomly select negative instances unconditionally, without considering the sets I + a and I + b . Then, we used the trained parameters as the initialization of our model with the social negative sampling strategy based on the selections of friends and foes, as discussed in Section III-E1. The pretraining strategy is very important for our model. To verify this we tested our model without applying the pretraining strategy and we found that there is an average drop of -6.93% in the model's performance. This observation has been also confirmed by relevant studies pointing out that the initialization of the model parameters Θ plays a significant role for the model's convergence and performance [24] .
3) Generating recommendations: Having learned the model, that is having computed the model's parameter set Θ, the prediction of an unobserved item i is calculated by first forwarding its low d-dimensional embedding V i on the respective neural network as shown in Figure 1 and then by calculating the probability x ui . Given that the probabilities x ui and x uj are in the range of [0, 1], as discussed in Section III-D, we first compute the probability of the partial relation (i, j) as (x ui − x uj )/2 + 0.5. The final top-k recommendations are generated by ranking the unobserved items based on the computed probabilities.
IV. EXPERIMENTS
In this Section we conduct experiments aiming to answer the following research questions: RQ1 Compared to models that exploit trust relationships, can models with trust and distrust boost the recommendation accuracy? Does our proposed SDPL model outperform state-of-the-art models when the data scarcity of user preferences varies? RQ2 How does our proposed social deep pairwise model perform for cold-start users with poor history record? RQ3 Can our deep learning architecture of Figure 1 capture the nonlinear correlations between user preferences and the social information of trust and distrust relationships? RQ4 What is the impact of our social negative sampling strategy on the proposed SDPL model? In the following, we first present the experimental settings and enlist the compared methods, followed by answering the four research questions.
A. Experimental Settings
In our experiments we used the Epinions dataset 9 . To the best of our knowledge this is the largest publicly available dataset with user preferences and trust and distrust relationships reported in the literature [7] , [8] , [20] . This dataset contains n=119,867 users, m=676,436 items and 12,328,927 ratings, with 452,123 trust and 92,417 distrust relationships. Notice that in the Epinions dataset trust relationships are formed if users add other users to their "Web of Trust", that is reviewers whose reviews and ratings they have consistently found to be valuable. In a similar spirit, distrust relationships are established if users add others to their "Block List", that is authors whose reviews they find consistently offensive, inaccurate or in general not valuable. Further details of how trust and distrust relationships are formed in the Epinions dataset can be found in [45] .
We train the examined models on the 50, 70 and 90% of the ratings and evaluate them on the remaining test ratings. Instead of using the proposed social negative sampling strategy, in the pretraining strategy we use random sampling in the training sets. Having trained our model, we keep the parameters fixed to evaluate our model on the test ratings. To remove user rating bias from our results, we consider an item as relevant if a user has rated it above her average ratings and irrelevant otherwise [20] . We measure the quality of the topk recommendations in terms of the ranking-based metrics recall (R@k) and Normalized Discounted Cumulative Gain (NDCG@k). Recall R@k is the ratio of the relevant items in the top-k ranked list over all the relevant items for each user. NDCG measures the ranking of the relevant items in the top-k list. For each user the Discounted Cumulative Gain (DCG) is defined as:
where rel j represents the relevance score of item j, that is binary in our case, i.e., relevant or irrelevant. NDCG is the ratio of DCG/iDCG, where iDCG is the ideal DCG value given the ratings in the test set. We repeated our experiment five times, and we averaged recall and NDCG over the five runs.
B. Compared Methods
BPR [14] : the baseline BPR model trying to order higher the observed items than the unobserved ones. This method samples the negative instances randomly, and does not exploit trust nor distrust relationships in the learning process.
SBPR [19] : a ranking model that extends BPR, assuming that users tend to assign higher ranks to items that their friends prefer. SBPR exploits only trust relationships and ignores distrust ones.
SDAE [30] : a deep learning strategy that couples matrix factorization with the Denoisining Autoencoders' hidden layers. SDAE uses only the selections of users' social friends. [8] : a matrix factorization strategy that uses a hinge loss function, so that the latent features of foes who are distrusted by a certain user have a guaranteed minimum dissimilarity gap from the worst dissimilarity of friends who are trusted by this same user.
MF-TD
RecSSN [10] : a recommendation method in social signed networks, that considers trust and distrust relationships when generating recommendations. RecSSN captures both local and global information from the signed graph and then factorizes both types of information with user preferences.
LTRW [20] : a ranking model that considers the relative ordering of the observed items of users, their friends and foes at the top of the recommendation list, following the optimization ranking algorithm of [21] .
DPL: a variant of the proposed SDPL model that ignores both trust and distrust relationships, by performing random negative sampling. DPL is the pretrained model of Section III-E2 used to initialize the parameters of the proposed SDPL model. The reason for using the DPL variant is to demonstrate the importance of trust and distrust relationships when they are missing in our proposed SDPL model.
SPL: a variant of SDPL that does not perform deep learning ignoring the deep architecture of Section III-C. Instead, SPL learns the user and item latent matrices with the ranking loss function of Eq. (5) based on the multiple ranking criteria with trust and distrust and uses the social negative sampling strategy of Section III-E1.
SDPL: our proposed model with the social deep pairwise learning architecture of Figure 1 , that uses multiple ranking criteria in the ranking loss function based on the selections of friends and foes.
The parameters of the examined models have been determined via cross-validation and in our experiments we report the best results. The parameter analysis of the proposed model is further studied in Sections IV-E and IV-F.
C. Performance Evaluation -RQ1
In Table I , we evaluate the performance of the examined models in terms of recall R@k and NDCG@k, with k = 10, 20. The grouped columns of Table I correspond to the grouping of the examined models based the source of additional information of users' social relationships employed in the learning process, as discussed in Section IV-B. The last group consists of the proposed SDPL model and its two variants of DPL and SPL. Next, we analyze the results reported in Table I for each group.
The baseline BPR model. Firstly, we note that BPR has the lowest performance in the experiments for all three training sets. BPR does not utilize users' trust nor distrust relationships when producing top-k recommendations. As a consequence, BPR is significantly affected by the data scarcity of user preferences in the training sets, justifying BPR's limited performance.
Models with trust. The two trust-based models of SBPR and SDAE exploit the selections of social friends, outperforming the baseline BPR model in all runs. This occurs because both SBPR and SDAE are less affected by the scarcity in the training sets by taking into account trust relationships along with user preferences. In the deep learning strategy of SDAE, the nonlinear correlations between user preferences and trust relationships are captured, which explains the superiority of SDAE over SBPR.
Models with trust and distrust. Next, we evaluate the performance of MF-TD, RecSSN and LTRW. Clearly, all the three models with trust and distrust beat the baseline BPR model as well as the two models with trust of SBPR and SDAE. This happens, because MF-TD, RecSSN and LTRW employ both the selections of friends and foes, which can leverage the recommendation accuracy by efficiently handling the data scarcity. The performances of the three models vary as they follow different strategies when exploiting users' trust and distrust relationships. MF-TD underperforms as it uses a pointwise loss function in its matrix factorization technique. Likewise, RecSSN calculates the correlations of users and friends/foes in the signed graph, as well as exploits the selections of users that have high reputation in the graph. However, RecSSN does not focus on the ranking performance in the top-k recommendation task. As we can observe from Table I , LTRW outperforms both MF-TD and RecSSN. The ranking model of LTRW exploits both trust and distrust relationships, trying to balance the influence of friends' and foes' selections on user preferences at the top of the list. Notice that LTRW is the most competitive model, as it beats all the other baselines.
The DPL variant. The deep learning strategy of the DPL variant outperforms the baseline BPR model, as DPL computes the nonlinear correlations between user preferences in the deep representations. Nonetheless, DPL does not use the multiple ranking criteria based on users' trust and distrust relationships. This means that DPL is trained in each backpropagation step based on random negative sampling. This limitation makes DPL underperform compared to the other baseline models that either consider trust or both trust and distrust relationships.
The SPL variant. Table I shows that the SPL variant has comparable performance with the most competitive model of LTRW. This occurs because both models use different ranking loss functions, by incorporating the selections of friends and foes into their learning strategy to generate top-k recommendations.
The proposed SDPL model. Clearly, the proposed SDPL model performs significantly better than its two variants of DPL and SPL. The proposed SPDL model not only utilizes the multiple ranking criteria in the ranking loss function of Eq. (5), but also learns the nonlinear correlations of users' preference with the selections of friends and foes in its deep learning architecture at the same time. Using the paired t-test (p < 0.05), we found out that SDPL beats the second best method of LTRW in all experiments, achieving an average relative improvement of 10.96% for all measures. Based on the results reported in Table I , an interesting observation is that the relative improvement is in the ranges of 13.73 − 17.24%, 9.71−15.07% and 4.14−9.23% when training SDPL on 50, 70 and 90% of the data, respectively. This observation indicates that, compared to the most competitive approach of LTRW, the proposed SDPL model achieves a larger relative improvement when a smaller training set is used. This is very important, due to the data scarcity of user preferences in the real-world setting, where models are trained in very scarce user data.
D. Cold-Start Analysis -RQ2
In the next set of experiments, we study the performance of the examined models on the cold-start scenario. We define users with less than ten appearances in the training set as coldstart users. In Table II we report the effect on recall and NDCG for cold-start users, having trained the examined models on the 70% of the user data. In addition, for each measure we report the relative drop ∆ (%) of each model for the cold-start users, compared to the performance on all users as presented in Table I .
We observe that for all models there is a drop on both measures in the cold-start case. In particular, models that are only trained on user preferences (BPR and DPL) have a significant drop of ∆ in the range of 26.05 − 32.64%. The models with trust (SBPR and SDAE) are less influenced by cold-start users, with a drop of ∆ in 18.73 − 26.47%. As shown in Table II , all models with trust and distrust (MF-TD, RecSSN, LTRW, SPL and SDPL) can downsize the negative effect of cold-start users on the performance, with the drop ∆ being in the range of 13.91 − 16.41%. This occurs because models with trust and distrust exploit the selections of friends and foes, hence the cold-start problem has relatively less impact on the models' performances. Evaluated against the second best method of LTRW, we note that the proposed SDPL model maintains the quality of recommendations relatively high, achieving an average improvement of 14.17% and 10.94% in recall and NDCG, for * p <0.05. This is very crucial in recommendation systems, as in real-world applications there are often many inactive or new users with poor history record, corresponding to cold-start users [2] .
E. Parameter Study of Deep Learning Architecture -RQ3
The two most important parameters in our deep pairwise learning architecture are: (i) the number of low dimensional embeddings d of matrix factorization, which are then provided to the respective branches of our model for each pairwise relation i > u j, as illustrated in Figure 1 
F. Social Negative Sampling -RQ4
In this set of experiments we evaluate the influence of the proposed social negative sampling strategy of Section III-E1 on the performance of the SDPL model. Figure 3 shows the effect on NDCG@10 when we use the proposed social negative sampling strategy for different numbers of negative instances in SDPL. As reference, we also report the performance of our model when a baseline negative sampling is used. The baseline strategy ignores the selections of friends and foes when the negative samples are randomly drawn. This means that the multiple ranking criteria of the ranking loss in Eq. (5) do not apply, thus the baseline strategy only uses the single set of partial relationships of Eq. (1) trying to rank the observed items higher than the unobserved ones of each user u.
Firstly, on inspection of Figure 3 , we note that the baseline strategy does not perform well, even in the case of drawing a large number of negative samples. This occurs because the baseline strategy aims at assigning higher ranks to the observed items of a user than the unobserved ones, without taking into account the observed items that her friends and foes prefer. Instead, the proposed social negative sampling strategy significantly boosts the recommendation accuracy, outperforming the baseline strategy in all cases. This implies that our social negative sampling strategy is more effective by selecting the unobserved items based on users' trust and distrust and consequently it produces the different sets of partial relationships based on the six cases in Eq. (3). In doing so, the respective six multiple ranking criteria can be incorporated into the ranking loss function of Eq. (5), as discussed in Section III-E1. Hence, the quality of recommendations is relatively high even for a small number of negative instances, compared to the baseline negative sampling strategy. As shown in Figure 3 , NDCG@10 does not improve much when more than five negative samples are drawn in our sampling strategy, complying also with similar observations of related studies [14] , [19] . Given that more negative samples increase the computation cost of our model, we fix the number of negative samples to five.
V. CONCLUSIONS
In this paper we presented SDPL, a ranking model that performs social deep pairwise learning with users' trust and distrust relationships to face the data scarcity and the coldstart problem in recommendation systems. A key factor of our proposed SDPL model is that it aims at improving the performance in the top-k recommendation task, using a ranking loss function with multiple ranking criteria based on the selections of users and those of their friends and foes. As we experimentally showed, in comparison with the DPL variant that ignores the multiple ranking criteria, the proposed SDPL model can significantly boost the recommendation accuracy. To further verify this we compare our social negative sampling strategy with a baseline sampling strategy, and we found out that SDPL retains high recommendation quality, even when a few negative samples are drawn. Furthermore, we demonstrated the crucial role of our deep learning architecture, as we observed that deep structures with more hidden layers are required to better capture the nonlinear correlations between user preferences and the social information of trust and distrust, compared to shallow architectures. In addition, we measure the performance of our SPL variant that ignores the deep learning architecture, and we confirmed again that the deep learning architecture of SDPL can further improve the recommendation accuracy in terms of recall and NDCG. To evaluate the performance of our SDPL model, in our experiments we varied the data scarcity of user preferences and tested our model in the case of cold-start users. Evaluated against the second best method, our SDPL model achieves an average improvement of 11.49% in all measures for all experiments.
Although in some web sites users can form both trust and distrust relationships, such as in Epinions and Slashdot, in several real-world web platforms distrust cannot be computed. For example, Netflix users cannot tag others as foes nor comment on others' feedback, and as a consequence distrust relationships cannot be established. An interesting future direction is to exploit user data from various web platforms, as nowdays users open multiple accounts on different social networking websites. This is a challenging task as users behave differently in distinct social media platforms. This means that we have to weigh the knowledge transfer of user preferences along with the social information of trust and distrust relationships across the different platforms following a cross-domain strategy. In the future, to test this idea we plan to extend our SDPL model to generate recommendations for Netflix users based on user data from Epinions and Slashdot [46] - [49] . In addition, we plan to explore ways to extend the proposed model to account for evolving user preferences [50] - [53] , hybrid recommendations [54] and social event detection [55] .
