A simple approach to enable water-management agencies employing free data to achieve 16 the goal of using a single set of predictive equations for water-quality retrievals with satisfactory 
Introduction
event) [4] . Additionally, it is impossible to evaluate the spatial variation in water quality from single-point measurements.
In recent decades, remote sensing has provided an alternative method for monitoring water quality in a spatially synoptic manner at a lower cost compared with extensive in situ measurement.
spatio-temporal sampling density/data availability may be low. This drawback seriously limits the ability of a water-management agency to utilize free Landsat program data, for example, as the basis of a water-quality monitoring program since the satellite images and corresponding in situ measurements must be acquired in a temporally proximal manner [17] .
combinations of causal links among variables are tested against the hypothesized model. Since SEM is not an exploratory technique, SEM is prone to inferential errors made during development and selection of the hypothetical models [33] .
We propose utilizing the variation inflation factor (VIF) to minimize multicollinearity. Unlike the field of remote sensing on a limited basis to check multicollinearity of results [34; 35] . Dubovyk et al. [36] used VIF to choose variables to enter into a logistic regression model. However, to our knowledge, VIF has not previously been employed in deriving predictive equations for water-quality parameters. Details regarding VIF computation and the methodology to include VIF 156 in equation derivation is discussed below in the Methodology section.
157
The Landsat program constitutes a truly ideal free data-source candidate for Table 1 [39, 40, 41] . Note Table   164 1 shows only comparable bands among Landsat TM, ETM+, and OLI/TIRS sensors.
165
Due to the different band numbering in OLI/TIRS, in this study, numbering of bands will be 166 based on TM/ETM+. For example, if Band 3 is noted, it means Band 3 for TM and ETM+, but Band 4 for OLI/TIRS. Based on the gaps in the research literature illustrated above, the objectives of this study were: 2. Increase model predictive power for a limnological water-quality parameter-estimation application by considering the effect of multicollinearity in model creation.
169
The goal of this study is to address all four concerns of utilizing satellite data in decision making by water-management agencies-i.e., cost, product accuracy, data continuity, and programmatic support. This study provides water-management agencies with a simple,
179
easy-to-follow methodology for utilizing free observation data (from Landsat program, USGS, etc.)
180
in order to address cost and programmatic-support issues for water-quality monitoring. The
181
Landsat program guarantees long-term data continuity. The proposed methodology provides a single set of predictive equations; accuracy is maintained because all available data are consolidated for the creation of a single model. Also, consideration of multicollinearity increases the likelihood for acceptable estimation accuracy of the derived model in future water-quality parameter retrieval applications.
Study Area
The population of City of Austin, Texas, USA has increased dramatically in recent decades, impervious area, higher runoff and lower water quality in local water bodies. Lady Bird Lake (formerly Town Lake), situated near the city center, provides an opportunity to remotely monitor
193
water quality in an urban watershed ( Figure 1 
200
Bird Lake.
202
The USGS maintains a number of water-quality sampling stations on Lady Bird Lake, but only transparency, a pseudo-measure of turbidity, was measured in four locations when the samples of Table 2 were taken (Table 3) . Secchi disc depths were much shallower than the average bottom depth
210
of the lake (6 m); thus, bottom reflection is not observable from above the air-water interface for 211 these cases. Therefore, contribution of bottom reflectance to the water-leaving radiance (Equation 1) 212 can be ignored. 
where L is the spectral radiance observed by the sensor; ρ is the "correct" surface reflectance for 
In Equation 3, atmospheric transmission τ, path radiance Lu, and sky radiance Ld were obtained satellite image date and the surrogate date are expected to be similar. If more than two surrogate dates were found based on the above criteria for one satellite image, the one that is temporally closest to the date in the year in which a given the satellite image was acquired was chosen. Table 6 provides the list of the satellite image dates, the corresponding surrogate dates, and daily 299 meteorological parameters for both of them. 300 301 
Multiple Regression Analysis

325
Multiple regression equations were derived to predict constituent concentrations (TSS, TN, and 326 TP, i.e. the dependent variables) from the predictor variables, such as band reflectance. The 327 procedure for selection of predictor variables is delineated below.
328
The spectral bands and associated band ratios were all chosen as candidates for independent variables. Band ratios were included as independent variables in the regression analysis [10] Radiance data from the thermal bands (band 6 of Landsat TM and ETM+, and band 10 of Landsat TIRS) were converted to water surface temperature. As discussed, water temperature has been found to be related to phytoplankton concentration [23, 24] , and thus, related to water quality derived from the satellite images does not represent the actual water temperature at the time of 337 water sampling. 
and ≈ 1.61(1 − + 0.0019 )
349
where is the surface albedo (usually very low for water so SWRnet ≈ SWRdown), ε is the surface 
379
Instantaneous temperature and wind speed were interpolated from the hourly historical data
[52]. And further considering Equations 5 to 9, the full list of variables considered in the multiple regression process is provided in Table 7. A look-up table between variable abbreviations and variable descriptions is provided as Table 8 . As described above, in this study, the band number is based on band-numbering scheme for TM and ETM+. includes a predictor in the regression equation if its p-value is below a "probability to enter," and 394 includes a predictor that will most improve the fit first (i.e., "forward"). A default value of 0.25 in 395 JMP [64] was used for "probability to enter."
396
In addition to p-value, the variation inflation factor (VIF) was used to minimize 397 multicollinearity of the model. Multicollinearity occurs when a predictor variable is a linear 398 combination of other predictor variables in the model. The direct consequence of multicollinearity is 399 that the error variance is inflated, which may result in low prediction power if the overfitted model 400 is used with a new set of data. VIF is calculated as:
where is the multiple coefficient of determination between the j-th predictor variable of 
408
We propose a novel approach that considers VIF while adding variables in forward selection.
409
When a variable is added according to the rules of forward selection, VIFs of all included variables
410
(including the one that is just added) are also checked. If VIFs are all below the threshold of 10, the 411 newly-added variable is allowed, and the next variable is chosen according to the rule of forward 412 selection. However, if any VIF is found to be larger than the threshold for any of the variables, the procedure is illustrated in Figure 2 . 
426
The package CARET in the software R [67] was used to perform validation by bootstrapping and
427
LOOCV. For bootstrapping, 1000 trials were specified.
428
Results
429
The best-fitting regression equations chosen by the hybrid forward selection for each 430 water-quality constituent (TSS, TN and TP) are provided in Table 9 . The results in Table 9 
442
The resulting multiple regression-based models are provided in Equations 11 to 13: • .
• .
• ) 
457
The derived multiple linear predictive equations were validated by bootstrapping and LOOCV.
458
The results are shown in Table 10 . Table 10 shows that the equations have satisfactory predictive 
Discussion
466
The multiple linear equations derived from the regression analysis indicate that 467 weather-related variables play an important role in predicting water-quality parameters. In fact,
468
many weather variables bear more importance than the multispectral variables do. The relative 469 importance of each variable is provided in Table 9 . If all the weather variables are stripped from Table 9 , the predictive variables related to Landsat bands alone provide only coefficients of 
478
In the current study, the predictive equation that includes B3/B1 alone has a R 2 of 0.53 for TSS 479 because our available data only allows in situ samples to be ±7 days from satellite image acquisitions.
480
Considering weather variables successfully boosted R 2 to 0.68, such that it was comparable with that
481
of Kloiber et al.
[10] (i.e., 0.75).
For TSS, we found the instantaneous wind speed, W, to be an important prediction variable.
Since the instantaneous wind speed is chosen, instead of the daily mean wind speed between the image date and the water-quality sampling date (Wmean), it indicates that the instantaneous effect of wind (such as the surface ripple effect) is more important to TSS determination than the long-term as one of the predictor variables, but B2/B1 still bears little predictive power as shown in Table 9 . In 494 contrast, the daily mean wind speed between the image date and the water-quality sampling date
495
(Wmean) and water surface temperature (Ts) were determined to be the two most important predictor 496 variables for TN prediction.
497
The high importance of water surface temperature Ts fortified the hypothesis that water lesser role [70] .
506
As for TP, similar to TN prediction, the water surface temperature Ts still bears considerable 507 importance. However, wind speed and Doff are not as important for estimating TP as it is for TN 508 prediction, as the relative importance of variables in Table 9 indicates. It is intriguing that the square of noon solar altitude, Alt 2 , has high importance in TP prediction. Referring to Equations 6 and 7, this implies that long wave radiation cooling correlates well with TP prediction. The weak importance of wind speed and a strong importance of solar altitude for TP prediction jointly suggest that long wave radiative cooling constitutes the main process important for predicting TP 513 concentration.
It is worth noting that, for TP prediction, optical multispectral data variables yield insignificant 
531
The inclusion of Alt 2 in the model probably signifies the combined effect of both effects.
532
Field Application
533
To demonstrate the utility of water-quality monitoring by satellites via our proposed method,
534
water-quality quantities for Lady Bird Lake on May 14, 2014 were estimated using Equations 11 to 535 13, respectively. This date was chosen because storms occurred the previous day and also the 536 morning of the satellite flyover day before flyover time with cumulative rainfall depth of 27 mm,
537
likely making it easier to discern the effect of urban stormwater runoff to the lake. Figures 6 to 8 give 538 the respective predicted spatial distribution of TSS, TN, and TP concentrations.
539
The water quality in the northwestern part of the lake is generally better than that in the 540 southeastern extent, which is expected as a result of urban runoff. Lady Bird Lake has three major 
600
The results showed that: parameters (i.e., TSS, TN, and TP) with satisfactory accuracy from Landsat TM, ETM+, and OLI/TIRS imagery on the same lacustrine water body; 
613
In the future, the hybrid forward-selection method can be further refined to entail a stricter criterion for the inclusion of predictor variables. 
