Background: The design of new nuclear reactors and transmutation devices requires to reduce the present neutron cross section uncertainties of minor actinides.
I. INTRODUCTION
Nuclear data for minor actinides have gained importance in the last years because they are necessary for improving the design and performance of advanced nuclear reactors and transmutation devices for the incineration of radioactive nuclear waste [1] [2] [3] . In particular, 243 Am is the minor actinide which contributes most to the total radiotoxicity of the spent fuel at times after disposal close to its half life (7370 years). In addition, in a nuclear reactor most of the production of 244 Cm, which is a strong neutron emitter and which is in the path of the creation of any heavier isotope, is originated as the result of the 243 Am(n,γ) reaction.
The differential data available for the evaluation of the 243 Am capture cross section are presented in Table I . As it can be observed, there are only two differential capture measurements covering the energy region below 250 eV, apart from the one presented here. Both of them are recent and their final results have not been published yet. In this energy range, only the information provided by the transmission measurements have been used to determine the 243 Am capture cross section in the current evaluated data libraries (the last releases at this moment are ENDF/B-VII.1 [14] , JENDL-4.0 [15] , JEFF-3.1.2 [16] , ROSFOND-2010 [17] and CENDL-3.1 [18] ). In particular, the present evaluations are based essentially in the Simpson et al. results, which are the only ones which extend above 35 eV. This information has been completed with the integral measurements presented in Table II , which provide the thermal capture cross section and resonance integral measurements performed up to now.
As it can be observed, there are sizeable differences between them.
At higher neutron energies there are only two data sets between 250 eV and 5 keV, both with the evaluated libraries do not reproduce necessarily these experimental results [19, 20] .
These inconsistencies have motivated, for example, changes in the evaluated 243 Am capture cross section in the ENDF/B-VII.1 release with respect to ENDF/B-VII.0 [14] .
The lack of data, the inconsistencies presented above, and the recent interest in the design of new nuclear devices, specially those related with the transmutation of the spent fuel, have motivated new 243 Am capture cross section measurements, such as the one presented in this work or the ones of Jandel et al. and Hori et al..
The experimental setup of the 243 Am(n,γ) measurement carried out at the n TOF facility at CERN is described in Section II. The reduction of the data which leads to the capture yield, which will be available in the EXFOR database [35] , is presented in Section III; and the cross section analysis performed with the resulting yield, in Section IV. At the end of Section IV we extend the analysis of the 243 Am(n,γ) cross section up to higher energies with the data availble in EXFOR and in the literature. Finally, the conclusions of this work are presented in Section V. (45) , where I 0 =σ/α + (0.45 − 1/α)σ 0 . c Cut-off energy was taken as 0.625 instead of 0.5 eV.
d Cut-off energy was taken as 0.83 instead of 0.5 eV.
II. THE EXPERIMENTAL SETUP
A. The n TOF facility at CERN
The n TOF (Phase-1 [36] ) facility at CERN [37] is a pulsed neutron source coupled to a 200 m flight path designed to study neutron-nucleus interactions for neutron kinetic energies ranging from a few meV to several GeV. The neutrons are produced in spallation reactions induced by a 20 GeV/c proton beam with 16 ns FWHM time resolution and a repetition rate of ∼0.4 Hz. The spallation source was a 80x80x60 cm 3 lead block surrounded by 5.8
cm of water, serving as a coolant and as a moderator for the initially fast neutron spectrum.
The neutrons travel along a beam line in vacuum orientated at 10
• with respect to the proton beam until reaching the measuring station. Along the beam line a magnet avoids the charged particles reaching the measuring station and two collimators give the appropriate shape to the neutron beam. This facility is used mainly to measure fission and capture cross sections relevant for nuclear astrophysics and nuclear technologies.
There are around 1.54·10 5 neutrons per nominal pulse of 7·10 7 protons between 1 eV and 10 keV reaching the irradiation position, placed at 185 m from the spallation source, with a nearly isolethargic energy distribution. Only proton pulses with intensities close to the mentioned nominal intensity have been considered in this analysis. At the irradiation position the neutron beam has a spatial distribution which does not vary significantly in the energy range of this measurement and that resembles a 2D-Gaussian with σ x =σ y =0.54
cm [38] . The description of the resolution function can be found in [39] .
B. The detection system
Three different detectors were used to monitor the beam during the 243 Am(n,γ) measurement: a wall current monitor [37] and wall current transformers [37] , used to monitor the intensity of the proton beam; and a silicon flux monitor [40] used to monitor the intensity of the neutron beam. The latter is a 6 Li-based silicon monitor placed around 2 m before the irradiated sample.
The 243 Am(n,γ) reactions were measured with the n TOF Total Absorption Calorimeter (TAC) [41] , by measuring in coincidence the γ-cascades which follows the neutron capture reactions. The TAC, shown in Figure 1 , is a 4π segmented array made of 40 The detector signals were recorded by a digital data acquisition system [42] which used Acqiris-DC270 digitizers with 8 bits resolution operating at 250 MHz and recording continuously a time of flight of 16 ms for each pulse, thus containing the digitized electronic response of each detector for neutron energies above 0.7 eV. The data buffers were then analyzed offline, with dedicated pulse shape reconstruction algorithms. The algorithm used to analyze the BaF 2 signals is described in [43] , and a more accessible reference of a similar routine is [44] . It returns for each signal the time-of-flight, the area, and other parameters used to distinguish the detected particle type: γ or α (the latter is produced by the decay of Ra impurities in the crystals). Each detector was calibrated in energy from measurements performed with standard calibration sources ( 137 Cs, 60 Co, 88 Y, 24 Na, and Pu/C), and the gain drifts occurred along the entire measurement were monitored with the changes observed in the α deposited energy spectra in each BaF 2 detector. The individual detector signals are grouped into TAC events using a coincidence window of 20 ns. Each TAC event is characterized by its time-of-flight, total energy deposited (E Sum ) and crystal multiplicity (m cr ), which is the number of detectors contributing to the event. The E Sum and m cr values are used to apply conditions to the detected events in order to improve the capture over background ratio. In this paper, the word event always refers to these TAC events. Pu. The temperature of the sample was assumed to be 293±4 K, which is the average temperature of the n TOF experimental area.
The sample was placed in the center of the TAC, held by two kapton foils of 25 µm thickness and surrounded by the neutron absorber. Due to the high sample activity, a Pb cylinder of 11.5 cm length and 1 mm thickness was placed around the sample, surrounding the 5.2 cm diameter vacuum tube. In this way, the amount of gamma rays with highest energies (200-300 keV) originated in the sample decay and reaching the TAC were strongly reduced. However, even with this lead shielding, the counting rate of this measurement was much higher than of other previous measurements performed with the TAC [45, 46] . Other measurements were also performed to determine the different background components: a measurement without beam and without sample in place (Env. Background), a measurement without beam and with the sample in place (Activity) and a measurement with neutron beam but without any sample (Empty frame). The time (pulses) and beam intensity (protons) allocated to each of these measurements is summarized in Table III .
III. DATA REDUCTION
In this Section we describe the analysis process which leads to the experimental capture yield, which can be calculated as:
where C tot (E n ) and C bkg (E n ) are the number of total and background counts registered by the TAC, respectively, under certain E Sum and m cr conditions; ε is the detection efficiency under the same conditions; φ(E n ) is the incident neutron fluence; and F BIF is the fraction of the neutron beam intercepted by the measured sample.
The data reduction process is quite similar to the one described in [46] , with some additional features specially developed to deal with the much higher counting rates (5.4 events/µs) observed in the 243 Am(n,γ) measurement due to the sample activity.
A. Background and selection of the analysis conditions
The background events in the 243 Am(n,γ) measurement can be divided into two contributions: (i) events coming from fission reactions and scattered neutrons in the 243 Am nuclei;
and (ii) the rest of the background, which results from the environmental background, the activity of the BaF 2 crystals, the sample activity and the interaction of the neutron beam with all the materials except with the 243 Am nuclei.
The second contribution could be obtained directly, in principle, from the different background measurements presented in Table III , by subtracting and adding properly the different contributions. However, during the 243 Am sample measurement the detection of the background events was distorted by the pile-up and dead time induced by the high 243 Am sample activity, whereas in the background measurements it was not. This causes that the background can not be calculated directly from the dedicated background measurements and some corrections are needed. The procedure followed to take this effect into account is described in detail in [47] , and it is based in the offline manipulation of the digitized detector signals and the parametrization of the response of the pulse shape analysis routine. It can also be observed that the capture to background ratio is highly improved if the low (E Sum <2 MeV) and high (E Sum >6 MeV) energy events are not considered. The same occurs if some conditions are applied on the m cr , since the capture events have, in general, higher multiplicity than the background ones. On the other hand, the detection efficiency becomes lower as the conditions in E Sum and m cr are more restrictive. A detailed analysis has lead to the optimum conditions of m cr >2 and 2.5<E Sum <6 MeV adopted in the analysis.
The number of events detected per proton pulse under these conditions is presented in Fig. 3 as a function of the neutron energy. It can be appreciated that the background is smooth until E n =2-3 keV, where the resonances of the Ti capsule appear. These Ti resonances have not allowed to measure above 2.5 keV, which is the high energy limit of this measurement.
The low energy limit of 0.7 eV is given by the 16 ms recording time.
Due to small differences in the energy calibration caused by the pile-up correction method [48] , there was a background component constant in time that could not be determined from the measurements and had to be fitted. The uncertainty due to this fit can be expressed by considering the background
The relative uncertainty of the background due to this component is 1%, 0.6%, 0.3% and 0.13% at 1, 10, 100 and 1000 eV, respectively.
The background contribution related with the interaction of neutrons in the 243 Am nuclei follows the similar resonant behavior than the 243 Am(n,γ) cross section. An estimation of this contribution can be performed with the evaluated cross sections if the probability of detecting a scattered neutron (neutron sensitivity, in this paper) and a fission reaction are known. The neutron sensitivity has been obtained from the measurement performed with the graphite sample (Table III) , by assuming that the neutrons scattered in Carbon have similar energies and angles than the neutrons scattered in 243 Am. The neutron sensitivity depends on the neutron energy and also in the E Sum and m cr conditions considered. With the conditions used in this analysis, the 2.2 MeV γ-rays resulting from neutron capture in the H of the neutron absorber are avoided, thus reducing the neutron sensitivity significantly.
This calculated neutron sensitivity was used, together with the 243 Am evaluated cross section present in the ENDF/B-VII.0 library, to estimate the background induced by the neutrons scattered in the AmO 2 sample, finding that its contribution to the total background is below 0.5% in the entire energy range of the measurement, even in the peak of the resonances.
For the fission events, if an overestimated detection efficiency of 100% was assumed then its contribution to the total background would be higher than the previous one in the peak of certain 243 Am resonances, but this fission contribution would always be below 1% with respect to the capture yield. As a consequence, both contributions, elastic scattering and fission in the sample, have been neglected in the analysis.
B. Detection efficiency and determination of the sample activity
The detection efficiency has been calculated from Monte Carlo simulations. The entire process starts with the generation of the electromagnetic cascades which follows the neutron capture, which has been performed with the DECAYGEN code [49] . The resulting cascades are then transported into the TAC geometry with a code based in the GEANT4 package [50] .
In the last step the Monte Carlo results are reconstructed in the same way as it is done in a real experiment, including all the experimental effects such as the energy resolution of the crystals or the dead time and pile-up effects. The generation of the capture cascades includes statistical models for the description of the level densities and photon strength functions.
These models depend on parameters, which are adjusted until the experimental results are reproduced. A detailed description of the entire process is given in [51] , and this method has been also used in [46] . The main difference introduced in this analysis is that a new dead time and pile-up correction method was developed, specially due to the strong effect of the high sample activity [47] . We have not found any significant difference in the shape of the deposited energy spectra between several resonances, and thus it was assumed that the detection efficiency depends only on the analysis conditions in E Sum and m cr and in the detected counting rate, CR, due to the associated pile-up and dead time effects. Thus, ε = ε(E Sum , m cr , CR), and the variations in the detection efficiency with the neutron energy are only due to changes in the detected counting rate. The Monte Carlo simulations allow to determine the detection efficiency for any E Sum and m cr conditions, and for any detected counting rate. For the conditions used in this analysis, 2.5<E Sum <6 MeV and m cr >2, the calculated detection efficiency for low counting rates is 56.3(12)%, and it varies less than 1% due to the counting rate in the entire neutron energy range of the analysis. The estimation of the uncertainty in the efficiency was performed taking into account uncertainties in the generation of the cascades and uncertainties in the simulated TAC geometry. More details can be found in [52, 53] .
The same tools used to calculate the detection efficiency were used to reproduce the energy response of the TAC to the sample activity. In this way, the value of the sample mass could be deduced by comparing the Monte Carlo simulations with the data. We obtained a sample mass of 6.77±15% mg, which is consistent with the results of the spectroscopic characterization of the sample performed at CERN (7.34±15% mg) and not with the value provided by the manufacturers (10 mg). An example of the comparison between the experimental and the simulated results is given in Fig. 5 . The estimated uncertainty is much larger than the one of the detection efficiency due to the lower energies of the γ-rays involved in the simulation, which in this case are close to the 100 keV threshold of the BaF 2 crystals.
C. Normalization
The fraction of the neutron beam intercepted by the measured sample, F BIF , is the other quantity, together with the detection efficiency and the sample mass, which determines the normalization of the measurement. It has been calculated by measuring a thick 197 Au sample of the same diameter as the 243 Am one (Section II C), placed at the same position.
The strongest 197 Au resonance at 4.9 eV has been used to measure the F BIF by means of the saturated resonance method [54] obtaining a value of 0.196(3), which is consistent with other measured values [38, 46] for the same sample diameter.
The uncertainty in the normalization of the experimental capture yield is dominated by the uncertainties in the detection efficiency (2.2%) and the F BIF (1.5%), which added linearly or quadratically give total uncertainties of 3.7% or 2.7%, respectively. However, the uncertainty in the sample mass is much larger (11%), so the n TOF capture measurement was finally normalized to the previous existing transmission measurements (Table I ). The normalization procedure was performed with the SAMMY code [39] , by fitting the obtained capture yield to the existing transmission data. Two different methods were used:
1. A simultaneous fit of the n TOF capture yield and the transmission measurements, where the resonance parameters and the normalization of the n TOF capture yield were varied. Only the Simpson et al. data sets were used for these analyses, due to the lack of experimental information available for the rest of the transmission measurements, necessary to perform the fits.
2. A normalization of the n TOF data to the resonance parameters provided by the experimentalists of the transmission measurements [4] [5] [6] [7] , or the evaluators [32, 55] .
The Simpson et al. transmission measurement was performed with two 243 Am samples, one thicker [56] than the other [57] . The normalization of the n TOF capture data was performed to both data sets in six different energy ranges [58] . These transmission data were only used to normalize the capture data, and not to perform the resonance analysis, for two reasons. First, the uncertainties in the transmission data available in EXFOR are not given and thus realistic assumptions are necessary to perform the resonance analysis.
It was estimated that reasonable assumptions can be made to perform a normalization, but
are not sufficient to perform a resonance analysis. Second, the resolution function of the measurement was not reported and thus it had to be taken from a different reference. This is why the normalization was performed only at low neutron energies, below 50 eV, were the effect of the resolution function is very low.
In the second method we fitted the n TOF capture yield to the theoretical capture yield resulting from the different resonance parameters obtained by experimentalists and evaluators. We found that our data are incompatible with the values provided by Cote et al.
and Bellanova et al. (see Table I ), but are in a reasonable agreement with the resonance parameters provided by Simpson et al., Berreth et al., and some evaluations such as the ones performed by Mughabghab [32] or Maslov [55] .
The results of all these normalization values are presented in is the dominant contribution. More information concerning the normalization procedure can be found in [53] .
The mean value of all the normalization values presented in Fig. 6 is 0.970, which corresponds to a sample thickness of 1.94·10 5 atoms/barn, or a mass of 6.23 mg of 243 Am. The standard deviation is 1.6%, but the different values are not independent and thus a 3% uncertainty in the normalization was adopted, which is more conservative. Note that this 3% uncertainty is the uncertainty in the normalization of the capture cross section. In the calculation of the uncertainty of the sample mass, the 2.7% uncertainty in the normalization of the experimental capture yield (due to the detection efficiency and the F BIF , without taking into account the normalization to transmission) has to be added. Thus, the fitted sample mass (or thickness) has an uncertainty of 4%, if both quantities are added quadratically.
IV. CROSS SECTION ANALYSIS A. Analysis of the Resolved Resonance Region
The Resolved Resonance Region (RRR) has been analyzed with the SAMMY code (version 7.0.0) up to 400 eV (250 eV is the high energy limit of the RRR in the present evaluations). We have fitted the energy E 0 , the neutron width Γ n , and the radiative capture width Γ γ of each resonance in the measured energy range, using the Reich-Moore approximation. (Table III) , it was necessary to integrate the background in large neutron energy intervals to reduce the statistical fluctuations. However, since the shape of the background is quite smooth (Fig. 3) , we used an smoothed background for the resonance analysis. In order to estimate the uncertainties in the resonance parameters due to the smoothing procedure, different analysis were performed, each of them with a background smoothed with a different technique. The uncertainties in the fitted resonance parameters were then estimated as the standard deviation of the resulting fitted values.
5. Uncertainty due to the Doppler broadening model. Following the same approach than in the previous cases, we estimated this contribution by comparing the results of a fit performed with the free gas model and a fit performed with the crystal-lattice model [39] . In the latter case, we used the phonon spectrum of UO 2 , since it has not been measured for AmO 2 .
6. Uncertainty due to the sample inhomogeneities. The resonance integral (I 0 = ∞ 0.5eV σ γ (E)/EdE) obtained after performing the fit is I 0 =1681 barn, which is significantly lower than any of the measured values presented in Table II Table IV provides as well the (quadratic) sum of the systematic uncertainties. In the case of the gΓ n parameters, the contributions to the systematic uncertainties associated with the temperature, the shape of the background and the Doppler broadening are negligible. In addition, since for nuclei with Γ γ ≫ Γ n the resonance area is nearly proportional to gΓ n , the uncertainty in the gΓ n due to the normalization is the same 3%
as the normalization uncertainty and has not been included in the tables. Thus, only the uncertainties due to the background component constant in time and the sample inhomogeneities were taken into account in the tabulated values. Concerning the Γ γ parameters, the normalization is the only negligible contribution to the total systematic uncertainty.
Above 43 eV, all the Γ γ values were fixed to < Γ γ >= 42 meV, and only the energy and gΓ n values are given in Table V . At these energies, the estimated uncertainties due to the background component constant in time and the sample inhomogeneities are negligible, so only the statistical uncertainty and the uncertainty due to the normalization have to be considered.
More information concerning the correlations between the different resonance parameters and the different contributions to the systematic uncertainties will be made available in EXFOR. The ratio between the n TOF capture cross section and the most recent evaluations is presented in Fig. 8 . The ratio has been performed with three different evaluations, carried out by: Mughabghab, adopted by the ENDF/B-VII.1 evaluation; Weston, adopted by the older ENDF/B releases and similar to the one by Mughabghab; and Maslov, adopted by the rest of the evaluations in this energy range: JEFF-3. 
B. Statistical analysis of the resonance parameters
The average radiation width Γ γ was determined from the fitted values available in Table IV . We used the generalized weighted mean to take into account the correlations n greater than a certain value, x, is obtained from:
where N is the number of resonances in the energy interval. This formula was used to estimate the number of missing resonances, by fitting the values of N and gΓ 0 n , as it is presented in Fig. 9 . The result was D 0 =0.66 (3) with an additional 3% normalization uncertainty.
C. Analysis of the Unresolved Resonance Region
We have analyzed the energy range between 250 and 2500 eV as Unresolved Resonance Region (URR). Thus, the 250 -400 eV energy region has been analyzed as both RRR and URR, the latter for comparison to the existing experiments and evaluations. The analysis has been performed with the SAMMY code, which contains a modified version of the FITACS code [39, 64] , which uses Hauser-Feshbach theory [65] with width fluctuations.
SAMMY performs the fits in the URR to the capture cross section instead of the capture yield. In the URR the shelf-shielding and multiple scattering effects are negligible, so σ γ was obtained directly by dividing the capture yield by the sample thickness,
In the calculation of the capture yield, the background was subtracted without any smoothing procedure, since it can not be verified if the smoothed background is at the level of the measured yield between resonances, as it can be done in the RRR. Concerning the uncertainties, all the contributions to the systematic uncertainties mentioned in Section IV A are negligible in this energy range, with the exception of the uncertainty in the normalization.
The largest contribution to the statistical uncertainties comes from the subtraction of the measured background.
The only parameters which could be fitted with the n TOF data were S 0 and Γ γ 0 . The channel radius, distant level parameter R ∞ l and fission parameters are not sensitive to this measurement, and the p-wave contribution starts to be important at higher energies. In particular, according to the ENDF/B-VII.1 evaluation, the p-wave contribution to the total capture cross section is around 11% at 2.5 keV, and a variation of 25% in the S 1 value induces a change of only 0.5% in the fitted value of S 0 .
The fit of S 0 and Γ γ 0 was performed by using the results of the statistical analysis of the RRR as prior uncertainties, and the average level spacing was fixed to the obtained value The fitted n TOF capture data is presented in Fig. 11 , together with the only two available capture data sets at present in this energy range, tagged as "Weston I" [66] and "Weston II" [67] . Both of them have been provided by Weston et al. (see Table I ), in the range from 250 eV up to 92 keV and differ significantly below 1.5-2 keV. The n TOF data is compatible, in absolute value and shape, with the Weston I data set, whereas it is not with the Weston II data. This is an important result, since the normalization of the n TOF data to the available transmission experiments has been performed at low energies. On the other hand, all the present evaluations, which do not differ significantly from the two present in Fig. 11 , are much closer to the Weston II data set, underestimating the 243 Am capture cross section in this energy region between 7% and 20%.
D. Analysis at higher energies
The high energy limit of the n TOF data is 2.5 keV. However, we have used the experimental data available in EXFOR and in the literature to extend the analysis up to higher energies.
The URR ranges up to 40-42 keV in the present evaluations. As it is shown in Table I at cero neutron energy, E n =0, and in the case of the n TOF data the evolution of the URR parameters with E n is the one described in [39] . The ratio between the results obtained in [19, 20] . Indeed, the changes in the ENDF/B-VII.1 evaluation with respect to ENDF/B-VII.0 were motivated by the results of this integral experiment [14] . The information which can be obtained from PROFIL-1 is the 243 Am effective capture cross section,
is the neutron flux at the irradiated sample position.
We had access to the shape of the mentioned neutron flux, obtained from detailed Monte
Carlo simulations [68] , so we used this flux to compare the experimental values of PROFIL-1 with the ones calculated from different capture cross sections. The neutron flux used in these calculations multiplied by the 243 Am capture cross section is presented in Fig. 13 , in order to show the neutron energy ranges sensitive to the PROFIL-1 integral experiment.
The references [19] and [20] provide calculated to experimental ratios (C/E) of the mentioned effective capture cross section, σ cap , each of them calculated with a different neutron data library. We did not have enough information to calculate these C/E values, but with the shape of the neutron flux we could calculate ratios between σ cap values obtained from different libraries, i.e., we could calculate ratios between different C/E values. We used the C/E value provided by [20] with the ENDF/B-VII.0 evaluated library to normalize our results. With this normalization, we calculated the C/E values using several evaluated data libraries, and the results obtained are presented in the second column of Table VII 
V. CONCLUSIONS
The 243 Am capture cross section has been measured at n TOF using the segmented BaF 2
Total Absorption Calorimeter (TAC), in the energy range between 0.7 and 2500 eV.
The certified mass of the 243 Am sample provided by the manufacturers was not correct, and therefore we normalized the n TOF capture cross section to the existing transmission measurements in the neutron energy range between 3 and 50 eV. This normalization was consistent with the sample mass obtained from a high resolution γ-ray spectrometry analysis and a low resolution measurement performed with the TAC of the sample activity. In addition, this normalization is consistent with one of the only two capture measurements in the 250-2500 eV energy interval available in EXFOR.
Due to the large flight path of the n TOF facility (185 m) and the statistics achieved, the results provide a better description of the resolved resonance parameters than the ones available in the current evaluated libraries, which were obtained essentially from a single In the unresolved resonance region, it has been found that the n TOF results are compatible with one of the two available capture measurements in the 0.25-2.5 keV energy range.
Due to the fact that the current evaluations are closer to the other capture measurement, they underestimate the 243 Am(n,γ) cross section by 7-20% in the mentioned energy range.
We have completed the 243 Am(n,γ) cross section analysis above 2.5 keV by using the data available in EXFOR and in the literature, including both differential and integral measurements. In particular, we have found an 243 Am(n,γ) cross section that reproduces, under some assumptions, all the differential data sets and the PROFIL-1 integral experiment.
Taking into account the n TOF measurement, the 243 Am(n,γ) cross section presents its larger uncertainties at thermal energies, at the strongest resonance energy of 1.35 eV, and in the fast range for reactor applications. The experimental results of Jandel et al. [10] and Hori et al. [11] , which have not been published yet, could reduce further some of the mentioned uncertainties. 
