ABSTRACT: The importance of bioturbation in mediating biogeochemical processes in the upper centimetres of oceanic sediments provides a compelling reason for wanting to quantify in situ rates of bioturbation. Whilst several approaches can be used for estimating the rate and extent of bioturbation, most often it is characterized by calculating an intensity coefficient (D b ) and/or a mixed layer depth (L). Using measures of D b (n = 447) and L (n = 784) collated largely from peer-reviewed literature, we have assembled a global database and examined patterns of both L and D b . At the broadest level, this database reveals that there are considerable gaps in our knowledge of bioturbation for all major oceans other than the North Atlantic, and almost universally for the deep ocean. Similarly, there is an appreciable bias towards observations in the Northern Hemisphere, particularly along the coastal regions of North America and Europe. For the assembled dataset, we find large discrepancies in estimations of L and D b that reflect differences in boundary conditions and reaction properties of the methods used. Tracers with longer half-lives tend to give lower D b estimates and deeper mixing depths than tracers with shorter half-lives. Estimates of L based on sediment profile imaging are significantly lower than estimates based on tracer methods. Estimations of L, but not D b , differ between biogeographical realms at the global level and, at least for the Temperate Northern Atlantic realm, also at the regional level. There are significant effects of season irrespective of location, with higher activities (D b ) observed during summer and deeper mixing depths (L) observed during autumn. Our evaluation demonstrates that we have reasonable estimates of bioturbation for only a limited set of conditions and regions of the world. For these data, and based on a conservative global mean (± SD) L of 5.75 ± 5.67 cm (n = 791), we calculate the global volume of bioturbated sediment to be > 20 700 km 3 . Whilst it is clear that the role of benthic invertebrates in mediating global ecosystem processes is substantial, the level of uncertainty at the regional level is unacceptably high for much of the globe.
INTRODUCTION
The seabed is the most extensive habitat on the planet, occupying > 75% of the Earth's surface. Most marine sediments are cohesive muds that are replete with complex biogeochemical cycles, which are critical for the marine ecosystem. Benthic macrofauna bioturbate and bioirrigate the upper centimetres of marine sediments, significantly increasing the depth of the mixed layer, the recycling of nutrients, and the flux of materials from the sediment to the water column. Accurate measurements of bioturbation rates are crucial in determining how faunal-induced fluid and particle redistribution affects the properties of the sediment profile. Given the vast area of marine sediments across the globe and the importance of bioturbators in mediating ecosystem processes, there are numerous studies measuring bioturbation values worldwide. To-gether, these form a valuable repository of information on global patterns of bioturbation intensity and the mixed depth of marine soft sediments (see e.g. Boudreau 1994 , 1998 , Middelburg et al. 1997 .
Studies investigating the rate and extent of bioturbation have generally adopted modelling techniques that allow the distribution and exchange rates of pore water solutes, or sediment particles, across the sedimentwater interface to be quantified and compared. Bioturbation is characterized numerically by determining a mixed layer depth (L), over which sediment mixing most frequently occurs, and/or a bioturbation coefficient (D b ) (for review, see Meysman et al. 2003) . D b is defined as the rate at which the variance of particle location changes over time, where the variance is a measure of the spread of particles in a tracer profile and is proportional to the velocity of the diffusing particle (Crank 1975) , thus providing a convenient descriptor of the intensity of bioturbation. Both L and D b can be determined by measuring the vertical distribution of a tracer through the sediment profile. Tracers commonly used for bioturbation experiments include naturally occurring, particle reactive radionuclides and artificial tracers such as glass beads, fluorescent sediment particles (luminophores), metal-doped sediment and isotopically labelled algae (Mahaut & Graf 1987 , Wheatcroft et al. 1994 , Blair et al. 1996 , Gerino et al. 1998 , Sandnes et al. 2000 , Berg et al. 2001 , Green et al. 2002 , Forster et al. 2003 . Incorporation of the tracer into the sediment by faunal activity results in a vertical tracer profile that is either: (1) smooth and exponential in decline, in which case faunal-mediated particle movements approximate diffusional mixing, or (2) more complex, resulting from discrete burrowing events, in which case particles are displaced by the fauna in a series of 'non-local' movements. Mathematical models appropriate to the form of the tracer profile are applied, and a D b coefficient can be estimated (for an overview, see Meysman et al. 2003 . L can also be determined from tracer profiles, or, when using alternative methods such as sediment profile imaging (SPI; Rhoads & Cande 1971) , can be measured directly from the sediment profile.
Despite methodological differences (Gerino et al. 1998 ), some analyses of published D b and L values have been used to determine empirical relationships between parameters used in diagenetic models and water depth (Boudreau 1994 , 1998 , Middelburg et al. 1997 . Such empirical relationships can enable predictions to be made about biogeochemical rates and processes in oceanic sediments where data are still limited or absent. In a rudimentary analysis of > 200 datapoints, for example, Boudreau (1994) found a significant correlation between D b and sedimentation rate (ω), both of which decrease with increasing water depth (Middelburg et al. 1997) . Conversely, no apparent relationships between L and ω or L and water depth were found. In fact, L exhibited a well-defined world-wide mean (± SD) of 9.8 ± 4.5 cm (Boudreau 1994) , which was later shown to result from the feedback between the food dependence of bioturbation and the decay of that resource (Trauth et al. 1997 , Boudreau 1998 , Smith & Rabouille 2002 . In this case, the independence of L would indicate that considerable confidence can be placed in using an average L in sediment modelling (Boudreau 1994) , although we recognize that the factors influencing L are likely to be numerous and interact with one another.
This contribution builds on that of Boudreau (1994 Boudreau ( , 1998 by extending the database of L and D b . Our objectives were to: (1) examine the relationship between measured estimates of bioturbation and the method of determination, (2) determine the influence of season, water depth and location on D b and L, (3) identify areas of high and low D b and L, (4) highlight regions or benthic habitats that have been poorly researched, and (5) refine the global estimate of bioturbated sediment. In so doing, we wish to summarise the present knowledge of bioturbation at the global level and, after taking into account biases in the data, recommend areas of future research.
METHODS
Global database. Global data on L and D b were collated from peer-reviewed literature. Data were retrieved from the 'ISI Web of Knowledge' using the 'Science Citation Index Expanded' and 'Social Sciences Citation Index' databases. A 'general search' using the search term bioturbation in the titles and key words of all document types, in all languages, was performed for the publication years 1970 to 2006. All published sources were manually searched for values of L and/or D b , and, where available, additional information was gathered on the geographical position of the study (latitude, longitude), water depth, sedimentation rates (ω), type of tracer used (hereafter method) and month of year the measurement was taken. Additional D b and L values were added from the publications cited in Boudreau (1994) , and further estimates of L were obtained from the sediment profile imaging literature. Much of the latter includes monitoring studies that document localized benthic impacts. As our focus was to determine representative estimates of bioturbation, only reference sites furthest away from any anthropogenic impact (as defined by the study authors), or sites acknowledged as having no discernable anthropogenic impact, were used. In addition, we determined additional values for L from previously unpublished SPI surveys (n = 31; for sources, see 'Acknowledgements'). In SPI images, the depth of L is delineated using the vertical colour transition (from brown to olive green/black) that occurs within the sediment profile (Fenchel 1969 , Lyle 1983 ). This coloration is dictated by the redox state (ferrous or ferric) of the dominant electron acceptor iron (Lovley & Phillips 1986) , such that regions of high reflectance (brown) in an image represent the oxidised bioturbated sediment and can be delineated using standard threshold analysis. For all unpublished SPI surveys, L was determined using a custom-made, semi-automated macro that runs within ImageJ (Version 1.38), a Java-based public domain program developed at the USA National Institutes of Health (available at http:// rsb.info.nih.gov/ij/index.html). Including all sources of information, the total database included > 2000 studies. After eliminating publications that lacked the data required and including data from studies that investigated multiple locations, the refined database included 791 individual values of L and 454 individual values of D b from 130 publications and the additional SPI analyses.
Generation of a global map. All points (latitude and longitude) were plotted on a global map (Fig. 1 ) using ArcView GIS (v3.3) . When the precise location of a study was not provided, latitude and longitude coordinates were estimated from the available information reported in each study using Google Earth (http://earth.google.com/). To account for regional differences in environmental conditions, Bailey's oceanic regions (Bailey 1998 ) and Spalding's coastal regions (Spalding et al. 2007 ) were combined to ensure complete global coverage. Within these regions, there are 2 oceanic levels (domains and ecoregions) and 3 coastal levels (realms, provinces and ecoregions). Using GIS, each datapoint was linked to its corresponding domain and ocean ecoregion or, in coastal areas, the corresponding realm, province and coastal ecoregion.
An estimate of the area of the global ocean floor was generated using ETOPO2v2 (2006; available from the US National Geophysical Data Center www.ngdc. noaa.gov/). Several digital databases of seafloor elevations contribute to this database on a 2' latitudelongitude grid (1' of latitude = 1 n mile = 1852 m). The resolution of the gridded data varies from true 2' intervals for the Atlantic, Pacific and Indian Ocean floors and all land masses to 5' for the Arctic Ocean floor.
Statistical analysis. The inherent biases in the data (Table 1 ) made the statistical analyses potentially imbalanced, with some independent variables poorly represented. We therefore removed from each analysis all independent variables with < 5 datapoints. Sedimentation rate was excluded from the analysis, as few studies included estimates. As a significant portion of Ra, Tektites, organic C, chl a, glass beads, luminophores, colour, X-ray, SPI) and was treated as a nominal independent variable. As the distribution of data between methods was uneven (Table 1) , methods with <10 observations were grouped together into a separate category (Other) in order to maximize the number of data available for the model, but this grouping was not compared directly to specific methods.
As our analyses include data from both the Northern and Southern Hemispheres, where calendar months do not correspond to the same season, the seasonal offset was corrected by classifying each study into 1 of 4 seasons (spring, summer, autumn and winter). Spring included studies that took place between April and June in the Northern Hemisphere (NH) or October and December in the Southern Hemisphere (SH). Summer included studies that took place during July to September (NH) or January to March (SH); autumn, during October to December (NH) or April to June (SH); and winter, during January to March (NH) or July to September (SH). Due to latitudinal variations in seasonal timing, the scheme is not representative of any specific location.
In the global and Temperate Northern Atlantic realms, both dependent variables (L and D b ) followed a highly skewed distribution with many small values. We assessed the use of generalized linear modelling using a Poisson or quasi-Poisson link, but highly skewed distributions remained in the residuals due to strong over-dispersion. We therefore cube roottransformed L and D b (less severe transformations were insufficient). For both the global and the Temperate Northern Atlantic realm analysis, the first step was a linear regression model for both L and D b , with season and method as nominal independent variables, and water depth as a continuous independent variable. We tested for potential regional (or, within the Temperate Northern Atlantic realm models, subregional) effects by producing a linear mixed model with random regional effects. Comparison with the original linear model was carried out using the likelihood ratio test. If the random effect was found to be significant at the 0.05 level, the random structure in the model was retained. At this stage, for some of the models, the diagnostic residual plots indicated heteroscedasticity due to the inherent heterogeneity of variance within independent variables. If this was the case, we produced models using the generalized least squares (GLS) extension. GLS allows the introduction of a range of variance-covariate structures (see Table 5 .1 in Pinheiro & Bates 2000) that model the variance structure. These models were compared with the equivalent model without the GLS extension using Akaike's information criterion (AIC) and examination of plots of residuals versus fitted values. The model with the most-appropriate random structure was then 210 used as a starting point for determining the mostappropriate fixed structure. This was done by applying a backward selection process using the likelihood ratio test obtained by maximum likelihood estimation. The numerical output of the minimal adequate model was obtained using restricted maximum likelihood (REML) (Faraway 2006 , West et al. 2007 ). All analyses were performed using the 'nlme' package (v3.1; Pinheiro et al. 2006) in the 'R' statistical and programming environment (R Development Core Team 2005).
RESULTS
The database included 791 measurements of L and 454 measurements of D b . The greater numbers of mixing depth data were largely attributable to the inclusion of SPI, which generally does not provide an estimate of D b (but see Solan et al. 2004) . At the broadest level, the global coverage of bioturbation estimates was reasonable, but highly clustered (Fig. 1) . The data revealed a strong bias towards the Northern Hemisphere and, in particular, coastal regions thereof. Remote locations such as the Central Pacific and Antarctic were represented by a limited number of studies often based on a single cruise or research campaign (e.g. ANDEEP; Diaz 2004 , Howe et al. 2004 . In terms of latitude and longitude, data were available from 89.98°N to 75.20°S and from 174.00°E to 179.76°W. Over 88% of the data, however, emanated from studies in the Northern Hemisphere, particularly along the coasts of North America and Europe (Figs. 1 & 2) . No obvious patterns or trends were observed in either L or D b from north to south (Fig. 2a,c) or from east to west (Fig. 2b,d) .
For water depth, estimates of bioturbation (L and D b ) ranged from the intertidal zone (0 m, n = 8) down to 5654 m (Yang et al. 1986 ), although the data were highly skewed towards shallower waters (mean ± SD = 1133 ± 1630 m, median = 100 m, n = 917). Most esti- No estimates of hadal bioturbation were available. Seasonal information was difficult to collate as observation dates were missing in 47% of the studies. Of those studies that did include dates, 79% took place in spring or summer.
Regional and methodological biases within the data are shown in Table 1 . For L, regions that were not well represented (n < 5) include the Arctic, Eastern IndoPacific and Temperate Australasia. Measurements were missing for the Tropical Eastern Pacific. The vast majority of L data was from the Temperate Northern Atlantic realm, which includes the North American east coast and European coastal waters. This was reflected in the large range of L values at approximately 50°N, 0°W and 75°W (Fig. 2a,b) .
Although slightly less pronounced, a similar pattern in the distribution of data existed for 
Global analysis

Mixing depth (L)
The simplest model adequate for the analysis of mixing depth (n = 300) was a linear mixed effects model incorporating 3 single terms (method, season and water depth). The maximal subset of data included 4 levels of method ( 210 Pb, 234 Th, luminophores, SPI) and all 4 seasons. Region was included as a random factor as it contributed significantly to the model (L-ratio = 82.06, df = 1, p < 0.0001). The variance-covariate terms were season and water depth. Method had the greatest influence on L (L-ratio = 94.69, df = 4, p < 0.0001), followed by season (L-ratio = 31.10, df = 3, p < 0.0001) and water depth (L-ratio = 3.94, df = 1, p = 0.047), which was only marginally significant. The data were not strong enough to investigate interactions between the single terms.
The depth of L was dependent on the type of tracer used, a finding consistent with that of others (e.g. The timing of each bioturbation study with respect to season was also influential in determining the depth of L. Mixing depths were greatest in the autumn relative to all other seasons (Fig. 3b, p < 0.001 in all cases) . Summer values of L were shallower than those determined in the spring (coefficient = -0.133, df = 286, p = 0.001). We found no evidence that mixing depths determined in winter were different to any other season; however, the low numbers of data (n = 15) for winter made this conclusion tentative.
In contrast to the findings of Boudreau (1994) , we found that water depth had a significant and positive effect on mixing depth (coefficient = 9.25 × 10 -5
, df = 286, p = 0.0498). However, the coefficient is so small that it is unlikely to be ecologically relevant. (Fig. 4a) . Of the latter 3 methods, Whereas the greatest depth of L occurred in the autumn, the highest D b value was recorded in summer, declining through autumn, winter and spring (Fig. 4b) . Both summer and autumn D b values were significantly higher than values obtained in the spring (coefficient = 0.664, df = 139, p < 0.0001 and coefficient = 0.412, df = 139, p = 0.005, respectively). As with L, we found no evidence that D b values were higher in the winter; this was also most likely due to the low quantity of data (n = 17) available.
The values for D b were significantly and negatively affected by water depth (coefficient = -1.61 × 10 -4 , df = 139, p < 0.0001). However, as with L, the coefficient was so small that it was likely to be ecologically irrelevant; the effect of water depth over the maximum depth range in the ocean (~11 000 m) would amount to <1.8 cm 2 yr -1 .
Temperate Northern Atlantic realm analysis
Mixing depth (L)
The minimum adequate model for the analysis of mixing depth within the Temperate Northern Atlantic realm (n = 237) was a linear mixed effects model incorporating 3 single terms (method, season and water depth) and subregion as a random factor (L-ratio = 4.461, df = 1, p = 0.035). The maximal subset of data included 3 levels of method ( 210 Pb, luminophores, SPI) and all seasons. Only season was required as a variance-covariate term. Method had the greatest influence on L (L-ratio = 55.76, df = 2, p < 0.0001), followed by season (L-ratio = 16.79, df = 3, p < 0.0001) and water depth (L-ratio = 6.91, df = 1, p = 0.009). The data was not strong enough to investigate interactions between the single terms.
As with the global model, the depth of L was dependent on the type of tracer used and the season in which the study was taken (Fig. 5) . Closer examination of the model coefficients revealed that the inter-level differences in the values of L for method and season were broadly consistent with the findings of the global model. Values of L based on 210 Pb were significantly higher than those estimated with SPI (coefficient = 0.678, df = 225, p < 0.0001) and were marginally higher than those estimated with luminophores (coefficient = 0.389, df = 225, p = 0.055; Fig. 5a ). Estimates of L based on luminophores are marginally higher than those based on SPI (coefficient = 0.368, df = 225, p = 0.044).
In and increased through the spring and summer before reaching a maximum in the autumn (Fig. 5b) . Examination of the model coefficients revealed that values of L measured in the autumn were significantly greater than those obtained in the spring (coefficient = 0.354, df = 225, p = 0.0001), summer (coefficient = 0.292, df = 225, p < 0.001) and winter (coefficient = 0.418, df = 225, p = 0.0001).
In contrast to the global analysis of L, water depth showed a positive effect on mixing depth (coefficient = 1. 65 × 10 -4 , df = 225, p = 0.008), but as highlighted earlier, the ecological relevance of such a small effect is highly debatable and should be discounted.
Bioturbation intensity (D b )
The minimum adequate model for bioturbation intensity (D b ) within the Temperate Northern Atlantic realm (n = 78) was a linear regression with a GLS extension incorporating 2 single terms (method and season). The maximal subset of data included 4 levels of method ( 210 Pb, 234 Th, chl a, luminophores) and all seasons. There was no significant effect of region as a random factor (L-ratio < 0.0001, df = 1, p = 0.9999), and the variance-covariate term was depth. Method had a greater influence on D b (L-ratio = 31.93, df = 3, p < 0.0001) than season (L-ratio = 18.47, df = 3, p = 0.0004). As with the previous analyses, the data were not strong enough to investigate interactions between the single terms.
Overall, the patterns of D b observed in the Temperate Northern Atlantic corresponded closely to those observed for the global analysis (Fig. 6) , although there was less certainty in the results due to the reduction in data. Nevertheless, estimates of D b determined using 210 Pb were significantly lower than those based on chl a (coefficient = -1.375, df = 78, p < 0.0001) and luminophores (coefficient = -1.275, df = 78, p = 0.001), but not those based on 234 Th (coefficient = -0.331, df = 78, p = 0.08) (Fig. 6a) . Of the latter 3 methods, 234 Th-based D b values were significantly lower than those based on chl a (coefficient = -1.044, df = 78, p < 0.0001) or luminophores (coefficient = -0.944, df = 78, p = 0.010). Chl a and luminophore-based D b values were equivalent to one another (coefficient = 0.099, df = 78, p = 0.805).
The highest D b was recorded in summer, declining through autumn, winter and spring (Fig. 6b) . However, the summer D b values were only significantly higher than values obtained in the spring (coefficient = 0.838, df = 78, p < 0.0001), a finding most likely due to the expanded confidence limits caused by the reduced dataset.
Regional patterns
When comparing the global and Temperate Northern Atlantic realm analyses, broadly similar outcomes were determined for both L and D b . We interpret this to indicate that the North Atlantic bias in the data governs the outcome of the global model, rather than suggesting that the same effects are dominant over different scales. The complex nature of the global and regional models for L and D b , however, made it difficult to estimate patterns at a global level, although it was possible to determine relative differences using the raw data used within the models. In doing so, we found that the deepest values for L were recorded in Temperate South America (x = 6.4 ± 2.7 cm, n = 10), whilst the shallowest values of L were located in the Temperate (x = 0.8 ± 1.8 cm, n = 5) and Polar (x = 2.3 ± 0.3 cm, n = 6) domains and in the Southern Ocean (x = 2.8 ± 1.3 cm, n = 12). Bioturbation intensities follow the same pattern, with the highest mean , n = 12). It should be noted, however, that our formal analyses only identified significant effects of Region for L and not for D b . Of the data used in the models, the Temperate Northern Atlantic realm had the highest number of datapoints for both L (n = 256) and D b (n = 87) and had a mean (± SD) L of 3.9 ± 5.0 cm and D b of 23.00 ± 50.17 cm 2 yr -1 . Within the Temperate Northern Atlantic realm, the highest mean (± SD) L (x = 24.00 ± 8.22 cm, n = 5) was observed in the Gulf of Maine, whilst the lowest was recorded in the Baltic Sea (x = 0.9 ± 0.7 cm, n = 40). The North Sea had the highest number of datapoints (n=135) and a mean (± SD) L of 2.7 ± 2.3 cm. 
DISCUSSION
A global database of bioturbation intensity and sediment mixing depths has been collated and analysed despite an inherent bias in the data and the inconsistencies between studies in recording information necessary for an integrative analysis. An important component missing from the dataset is information on the faunal assemblages dominant at the study sites, which is often poorly documented, absent, or focused on a particular species. The lack of information on faunal characteristics is not overly surprising as a large proportion of the studies in our database have a geological focus. Whilst data are numerous in areas that are either more accessible or near regions of high research density (e.g. Temperate Northern Atlantic realm), the Arctic, Central Pacific and most tropical regions lack sufficient data to make a credible position statement. Nevertheless, our results demonstrate broadly that methodology and season have clear effects on both D b and L and that water depth, although significant in our models, is unlikely to be of ecological importance over the range of depths so far studied (< 6000 m).
Whilst our findings are consistent with previous, less statistically sophisticated analyses that used much smaller datasets (e.g. Boudreau 1994 , 1998 , Middelburg et al. 1997 , Gerino et al. 1998 , our analyses differ in that they fully incorporate the heteroscedasticity inherent in the data -caused by biogeographic regionsusing a mixed modelling framework. The inclusion of biogeographic regions in this way has revealed spatial differences in bioturbation at subregional and regional scales that have not been detected previously. Such regional differences contradict the view that a global average of L is sufficient for sediment modelling purposes (Boudreau 1994) , whilst reinforcing the argument that mixing depth reflects the supply and availability of food, rather than the activity of benthos per se (Trauth et al. 1997 , Boudreau 1998 , Smith & Rabouille 2002 , Niggerman et al. 2007 ; but see Johnson et al. 2007 ). The Temperate South American realm, for example, includes extremely productive areas of coastal upwelling and has both the deepest mixing depth and highest intensity of bioturbation (Gutierrez et al. 2000) . In contrast, the Temperate domain includes a greater proportion of less productive waters and supports a low level of mixing intensity, with correspondingly shallow mixing depths.
Despite strong evidence for regional effects, there is little evidence for latitudinal or longitudinal effects on bioturbation. Intuitively, such trends are to be expected for both L and D b , as both of these are linked to attributes of the fauna (species richness, biomass, abundance, functional groups) that vary along geographical clines (e.g. Rex et al. 2000 , Roy et al. 2000 , Attrill et al. 2001 , Cusson & Bourget 2005 , Ormond et al. 2005 . Similar trends have also been documented with depth (e.g. Rex et al. 2006 ), but our data showed only weak evidence that D b or L follow suit. The lack of evidence for such trends is not, however, surprising given the limited quantity and sparse geographical spread of the available data.
Perhaps the most important findings of the present study are the large discrepancies in estimates of both D b and L between methods, raising critical questions over the validity and comparability of alternative techniques. Earlier studies (e.g. Smith et al. 1993 , Pope et al. 1996 , Gerino et al. 1998 , Hughes et al. 2005 ) compared D b coefficients obtained from different naturally occurring tracers within a specific region and, consistent with the findings presented here, concluded that the rates of bioturbation measured are commonly tracer dependent. For radionuclide tracers, for example, Smith et al. (1993) demonstrated that there is an inverse relationship between the half-life of the tracer used ( 210 Pb, 234 Th,
228
Th and 32 Si) and the observed mixing coefficient, indicating that the longer the period over which mixing effects are accumulated, the smaller the measured bioturbation intensity. Based on these findings, Smith et al. (1993) proposed that the characteristic time scale of a continuous-supply tracer (the time frame within which 95% of the tracer activity is likely to have entered deep-sea sediments) is approximately equal to 5 times its half-life. Thus, 210 Pb, which has a half-life of 22.3 yr, will record mixing events over ~100 yr, whereas 234 Th (half-life of 24 d) will illustrate mixing events over only ~120 d. There is, however, a more parsimonious explanation for the apparent tracer dependency observed between D b values. The biodiffusion model is the default descriptor for biogenic reworking of sediments, but using such a model on short-lived radionucleotide profiles, or artificial tracers observed over a short duration (days), often violates the underlying assumptions of the model and will produce erroneous mixing coefficients (Reed et al. 2006) . The different time scales over which tracers operate will also affect the measured mixing depth, depending on how frequently deep mixing occurs and how fast a tracer decays relative to the rate and depth of mixing. Hughes et al. (2005) found that 210 Pb estimates of L in the Rockall Trough (NW of Scotland) were, on average, shallower than those measured by Thomson et al. (2000) Pb has, however, been refuted by other studies that have obtained mixing depths that are in good agreement with one another and which approximate well to the sediment mixed layer (Nozaki et al. 1977 , Peng & Broecker 1979 , Henderson et al. 1999 . Model predictions from the analyses here show a similar discrepancy between 210 Pb and 234 Th, where deep mixing events occurring on greater time scales are more likely to be integrated using 210 Pb, resulting in deeper mixing depths. Shallower mixing depths can also be an artefact of tracer decay rate because, as is often the case when using 234 Th, the tracer may disappear before reaching the mixing depth, especially in areas where deep mixing events occur frequently. Similarly, our analyses show that studies using other types of tracers (e.g. luminophores and chl a) that integrate over even shorter time scales (days) will generally result in higher D b and shallower L. Whilst criticism over model selection may be valid in some cases (Reed et al. 2006) , particles associated with chl a, for example, can also be affected substantially by the differential reworking of the sediment profile resulting from selective particle feeding. Particles that are low in excess density and/or have organic coatings (i.e. younger particles) are selected 10 to 100 times more often than surrounding sediment particles, increasing their mixing rate by the same order of magnitude (Smith et al. 1993) . For some methods, however, particle displacement may be under-represented.
The low values of L obtained using sediment profile imaging (relative to those obtained with particulate tracers) were a striking outcome of our analyses. In SPI images, the lower limit of mixing depth is delineated using colour, which correlates well with the transition between the oxic and anoxic layers of sediment (see e.g. Rosenberg et al. 2001 , Diaz & Trefy 2006 that is, in turn, influenced directly by infaunal bioturbation. Thus, being essentially biogeochemical profiles, SPI images are likely to reflect the rate of bioirrigation (and sediment permeability) rather than particle movement. Determining such a gradient can be a complex process, however, particularly in oligotrophic or deep areas where the colour change is less pronounced. Furthermore, differences in camera technology (e.g. sensor, colour response, flash position and intensity) and the sophistication of image analysis systems make direct comparisons between data obtained with different cameras difficult. Due to the different behaviour of tracers within the sediment and the discrepancy between mixing depths derived with SPI, methods used for assessing bioturbation intensities and sediment mixing depths need to be selected carefully based on their appropriateness for the objectives of the study, the processes in question and the time scales over which they operate. An equally cautious approach needs to be adopted when selecting models to fit the tracer profiles to ensure mixing coefficients are estimated appropriately (Reed et al. 2006) .
Considering the characteristic time scales of some tracers, it is somewhat surprising to detect a strong effect of season on L and D b . Had more data been available, it is likely that the inclusion of a method × season interaction term in our models would have emphasized the importance of tracer dependency. This was not possible due to the dataset having a strong bias towards summer months and the low number of studies that provided a definitive study date. Nevertheless, seasonal differences are evident, and, although L is not appreciably dependant on D b (Boudreau 1994) , there are many seasonal processes that would affect both L and D b simultaneously, such as plankton blooms and changes in species activity, abundance and biomass. Our analyses reveal a seasonally related change in L, but this lags behind that of D b and may be affected more by seasonal increases in infaunal biomass or abundance that occur later in the year and lead to deeper burrowing events, than by bioturbation intensity per se.
Whilst its importance for habitat quality (Pearson & Rosenberg 1978 ) and other ecosystem processes (e.g. Emmerson et al. 2001 ) is well known and has been well documented at local scales, bioturbation has seldom been considered on a global scale. Although we have assembled the most extensive database to date, significant gaps in our knowledge remain, hindering a derivation of global relations between variables that are needed to parameterize global diagenetic models of bioturbation. Taken as a whole, our analyses indicate a global mean (± SD) D b of 19.98 ± 42.64 cm 2 yr -1 (n = 454) and L of 5.75 ± 5.67 cm (n = 791). Based on a conservative estimate of ocean area of 360 million km 2 , the global volume of bioturbated sediment is 20 700 km 3 , a quantity approximately 8.5 times the volume of Mount Everest or that would bury the entire metropolitan area of London under 13 km of sediment. Nevertheless, this estimate is small relative to the global mean (± SD) L of 9.7 ± 4.5 cm (n = 200) calculated by Boudreau (1994) . His estimate, however, did not include any measurements of L by SPI, which underestimates particle movement and therefore lowers the global mean. Recalculation of L for the present dataset reveals a global mixing depth of 2.52 ± 2.46 cm (n = 381) based on SPI or 8.37 ± 6.19 cm (n = 403) based on particle tracer methods, raising the global estimate of bioturbated sediment to 30 132 km 3 . Changes in bioturbation at this scale are likely to have far-reaching consequences for global cycles. Our focus was to provide a representative global estimate for sediments unaffected by human activity, but a large fraction (41%) of the oceans have already been strongly affected by multiple anthropogenic drivers (Halpern et al. 2008) . Comparison of the distribution of our datapoints with a global map of human impact on the world's oceans (loc. cit.) shows that much of our knowledge on bioturbation stems from areas that are most impacted. Given that the advent of complex bioturbation is one of the most significant events in the evolution of marine ecosystems (Seilacher & Pflüger 1994) 
