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Graphs of relational structures: restricted types
Andrei A. Bulatov
Abstract
The algebraic approach to the Constraint Satisfaction Problem
(CSP) uses high order symmetries of relational structures — poly-
morphisms — to study the complexity of the CSP. In this paper we
further develop one of the methods the algebraic approach can be im-
plemented, and apply it to some kinds of the CSP. This method was
introduced in our LICS 2004 paper and involves the study of the local
structure of finite algebras and relational structures. It associates with
an algebra A or a relational structure A a graph, whose vertices are
the elements of A (or A), the edges represent subsets of A such that
the restriction of some term operation of A is ‘good’ on the subset,
that is, act as an operation of one of the 3 types: semilattice, majority,
or affine. In this paper we use this theory and consider algebras with
edges from a restricted set of types. We prove type restrictions are
preserved under the standard algebraic constructions. Then we show
that if the types edges in a relational structure are restricted, then the
corresponding CSP can be solved in polynomial time by specific algo-
rithms. In particular, we give a new, somewhat more intuitive proof of
the Bounded Width Theorem: the CSP over algebra A has bounded
width if and only if A does not contain affine edges. Actually, this re-
sult shows that bounded width implies width (2,3). Finally, we prove
that algebras without semilattice edges have few subalgebras of pow-
ers, that is, the CSP over such algebras is also polynomial time. The
methods and results obtained in this paper are important ingredients
of the 2017 proof of the Dichotomy Conjecture by the author. The
Dichotomy Conjecture was also proved independently by Zhuk.
1 Introduction
The Constraint Satisfaction Problem (CSP) has received a great deal of
attention over the last several decades from various areas including logic,
artificial intelligence, computer science, discrete mathematics, and algebra.
Different facets of the CSP play an important role in all these disciplines. In
this paper we focus on the complexity of and algorithms for the CSP. This
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direction in the study of the CSP revolves around the Dichotomy Conjecture
by Feder and Vardi [28, 29] for the decision version of the problem, and the
Unique Games Conjecture by Khot [38] for the optimization version.
One of the several possible forms of the CSP asks whether there exists
a homomorphism between two given relational structures. The Dichotomy
Conjecture deals with the so called nonuniform CSP parametrized by the
target structure B; that is, for a given relational structure A the goal is to
decide the existence of a homomorphism from A to the fixed target struc-
ture B. Such a problem is usually denoted by CSP(B). The conjecture
claims that every problem CSP(B) is either NP-complete, or is solvable in
polynomial time; so no intermediate complexity class is attained by prob-
lems CSP(B). This conjecture has been attacked using different approaches,
see, e.g. [40, 39, 31, 30], however, the algebraic approach using invariance
properties of relational structures has been the most effective and eventually
led to a resolution of the Dichotomy Conjecture. This approach is based on
exploiting the properties of polymorphisms of relational structures, which
can be thought of as homomorphisms from a power An of a structure A
to the structure itself, but are usually viewed as multi-ary operations on A
‘preserving’ the relations of A. The use of polymorphisms was first proposed
by Jeavons et al. [35, 34, 36], who showed that the complexity of CSP(B)
is completely determined by the polymorphisms of B, and identified several
types of polymorphisms whose presence guarantees the solvability of CSP(B)
in polynomial time. We will be using these types of operations all the time
in this paper, so we name them here: semilattice, majority, and affine op-
erations, for exact definitions see Section 3.1. The algebraic approach was
later developed further in [25, 23] to use universal algebras associated with
relational structures rather than polymorphisms; which allowed for appli-
cations of structural results from universal algebra. This connection has
been used first to state the Dichotomy Conjecture in a precise form, that
basically boils down to the presence of ‘nontrivial’ polymorphisms (in which
case CSP(B) is polynomial time solvable) [25], and to obtain a number of
strong tractability and dichotomy results [11, 13, 22, 16, 18, 3, 9, 8, 33]. This
line of research recently culminated in confirming the Dichotomy Conjecture
[19, 43].
One of the main obstacles that had to be overcome to prove the Di-
chotomy Conjecture is that structural theories of universal algebras existed
before are not designed for the CSP. Therefore, the study of the CSP has
triggered substantial research in algebra aiming to obtain more advanced
results on the structure of finite algebras. Several approaches have been
suggested. The first one is based on the absorbing properties of algebras,
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see, e.g. [7, 5]. Within this approach the bounded width conjecture has been
proved [8] (see more about this conjecture in subsequent sections), along with
many algebraic results and generalizations of the known CSP complexity re-
sults [3, 9, 8, 6]. Another potential approach is to use so called key relations,
i.e. relations that cannot be represented through a combination of simpler
ones, see, e.g. [42]; although this method requires further development. The
third approach has been originally introduced in [12, 24, 15] and uses the
local structure of universal algebras. More precisely, it identifies small sets
of elements of a relational structure or an algebra — in most cases 2-element
sets — such that there is a polymorphism of the structure or a term oper-
ation of the algebra that behaves well on this subset, where ‘well’ means
that the operation is close to a semilattice, majority, or an affine one. These
subsets are then considered edges of a graph; these edges can have one of
the three types, corresponding to the three types of good operations: semi-
lattice, majority, or affine. For a relational structure A or an algebra A the
resulting graph will be denoted by G(A) and G(A), respectively. Properties
of graph G(A) reflect many aspects of the corresponding CSP. For example,
that for every algebra A that gives rise to a tractable CSP, the graph G(A)
is connected, moreover, the types of edges present in the graph are related
to other properties of the CSP. In particular, the absence of affine edges
corresponds to the bounded width of the CSP.
Although this paper does not directly deal with the Dichotomy Conjec-
ture, the methods and results obtained here are essential ingredients in the
proof in [19]. We refine and advance the approach from [12, 24]. The main
motif of this work is to consider algebras A for which the graph G(A) con-
tains edges from a restricted set of types. We first show that the property
to have edges from a certain set of types is preserved under the standard
algebraic constructions.
Theorem 1 Let S ⊆ {semilattice,majority, affine} and A be a finite idem-
potent algebra such that every edge of G(A) has a type from S. Then every
edge of any finite algebra from the variety generated by A belongs to S.
An algebra A is said to have few subpowers if the number of subalgebras
of direct products of several copies of A is exponentially smaller than it
generally can be. Idziak et al. [33] proved that if A has few subpowers then
CSP(A) can be solved in polynomial time. Moreover, for such CSPs it is
possible to construct a small (polynomial size) set of generators of the set
of all solutions to the problem. We show that every algebra whose edges
are majority or affine has few subpowers, although it is not true that every
algebra with few subpowers satisfies this condition.
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Theorem 2 Let A be an idempotent algebra every edge of which is majority
or affine. Then A has few subpowers. In particular, CSP(A) can be solved
in polynomial time.
Then we study algebras whose edges are either of the affine and semilat-
tice types, or of the majority and semilattice types. In both case we show
that G(A) has stronger connectivity properties. In the semilattice-majority
case we also give a somewhat more intuitive proof for the characterization
of CSPs of bounded width than that in [8] and [14].
Theorem 3 Let A be an idempotent algebra every edge of which is semilat-
tice or majority. Then CSP(A) has bounded width. Moreover, every algebra
that gives rise to a CSP of bounded width satisfies this condition.
2 Preliminaries
2.1 Relational structures and universal algebras
By [n] we denote the set {1, . . . , n}. For sets A1, . . . , An tuples from A1 ×
· · · × An are denoted in boldface, say, a; the ith component of a is re-
ferred to as a[i]. An n-ary relation R over sets A1, . . . , An is any subset
of A1 × · · · × An. For I = {i1, . . . , ik} ⊆ [n] by prIa,prIR we denote the
projections prIa = (a[i1], . . . ,a[ik]), prIR = {prIa | a ∈ R} of tuple a and
relation R. If priR = Ai for each i ∈ [n], relation R is said to be a subdirect
product of A1 × · · · × An. As usual, a relational structure A with a (rela-
tional) alphabet (R1, . . . , Rm) is a set A equipped with interpretations R
A
i
of predicate symbols with relations over A of matching arity.
We assume familiarity with basic concepts of universal algebra, for refer-
ences see [26]. A (universal) algebra A with a functional alphabet f1, . . . , fℓ
is a set A, called the universe equipped with interpretations fAi of functional
symbols with (multi-ary) operations on A of matching arity. In this paper
all structures and algebras are assumed finite. Algebras with the same func-
tional alphabet are said to be similar. Operations that can be derived from
f1, . . . , fℓ by means of composition are called term operations.
Let A,B be similar algebras with universes A and B, respectively. A
mapping ϕ : A → B is a homomorphism of algebras, if it preserves all the
operations, that is ϕ(fAi (a1, . . . , ak)) = f
B
i (ϕ(a1), . . . , ϕ(ak)) for any i ∈ [ℓ]
and any a1, . . . , ak ∈ A. A bijective homomorphism is an isomorphism. A
set B ⊆ A is a subuniverse of A if, for every i ∈ [ℓ], the operation fAi
restricted to B takes values from B only. For a nonempty subuniverse B of
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algebra A the algebra B with universe B and operations fB1 , . . . , f
B
ℓ (where
fBi is a restriction of f
A
i to B) is a subalgebra of A. Given similar algebras
A,B, a product A × B of A and B is the algebra similar to A and B with
universe A×B and operations computed coordinate-wise. An algebra C is a
subdirect product of A and B if it is a subalgebra of A×B whose universe is
a subdirect product of A and B. An equivalence relation θ on A is called a
congruence of algebra A if θ is a subalgebra of A×A. Given a congruence θ
on A we can form the factor algebra A/θ similar to A, whose elements are the
equivalence classes of θ and the operations are defined so that the natural
projection mapping is a homomorphism A → A/θ. The θ-block containing
element a ∈ A is denoted by a/θ. We often abuse the notation and use the
same operation symbol for all similar algebras including factor algebras. In
particular, to make notation lighter we use f rather than f/θ for operations
on a factor algebra. Algebra A is simple, if it has the trivial congruences
only (i.e. the equality relation and the full congruence). If θ is a maximal
congruence of A, then A/θ is simple.
A variety is a class of algebras closed under direct products (including in-
finite products), subalgebras, and homomorphic images (or factor algebras).
Algebra A is said to be idempotent if fi(x, . . . , x) = x for all x ∈ A and any
i ∈ [ℓ]. If θ is a congruence of an idempotent algebra A, then θ-blocks are
subuniverses of A. The subalgebra of A generated by a set B ⊆ A is denoted
SgA(B). In most cases A is clear from the context and is omitted.
The connection between algebras and relational structures is given by
the invariance relation. Let A1, . . . , An be sets, operation f(x1, . . . , xk) is
defined on each of the Ai, and R is a relation over A1, . . . , An. An operation
f(x1, . . . , xk) is said to preserve relation R, or f is a polymorphism of R,
or R is invariant with respect to f , if for any a1, . . . ,ak ∈ R the tuple
f(a1, . . . ,ak) ∈ R. Operation f on a set A is a polymorphism of relational
structure A = (A;R1, . . . , Rm) if it is a polymorphism of every relation of
A. This definition can be generalized to multi-sorted relational structures,
but we do not need it here. For a (finite) class of finite algebras K with basic
operations f1, . . . , fℓ by Inv(K) we denote the class of all finitary relations
over the universes of algebras from K invariant under every fi, i ∈ [ℓ].
Alternatively, Inv(K) is the class of subalgebras of direct products of algebras
from K.
2.2 Constraint Satisfaction Problem
The (nonuniform) Constraint Satisfaction Problem (CSP) associated with
a relational structure B is the problem CSP(B), in which, given a structure
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A of the same alphabet as B, the goal is to decide whether or not there is
a homomorphism from A to B. Nonuniform CSPs can also be defined for
algebras. For a class of algebras K = {Ai | i ∈ I} for some set I an instance
of CSP(K) is a triple (V, δ, C), where V is a set of variables; δ : V → K is a
type function that associates every variable with a domain in K. Finally, C
is a set of constraints, i.e. pairs 〈s, R〉, where s = (v1, . . . , vk) is a tuple of
variables from V , and R ∈ Inv(K), a subset of Aδ(v1) × . . . Aδ(vk). The goal
is to find a solution, that is a mapping ϕ : V →
⋃
K such that ϕ(v) ∈ Aδ(v)
and for every constraint 〈s, R〉, ϕ(s) ∈ R. It is easy to see that if K is a class
containing just one algebra A, then CSP(K) can be viewed as the union of
CSP(A) for all relational structures A invariant under the operations of A.
The CSP dichotomy theorem [28, 19, 43] states that for every relational
structureB, CSP(B) is either solvable in polynomial time or is NP-complete.
In its algebraic form [25] it claims that for any finite algebra A the problem
CSP(A) is either solvable in polynomial time or NP-complete; the single al-
gebra A can also be replaced here with a finite class of finite similar algebras.
The algebraic approach also helps to make the tractability condition more
precise: for a class K of idempotent algebras the problem CSP(K) is solvable
in polynomial time if and only if the variety generated by K does not contain
‘trivial’ algebras, or, equivalently, when it omits type 1 in the sense of tame
congruence theory [32]. Otherwise CSP(K) is NP-complete. Note that all
CSPs for non-idempotent algebras or relational structures are equivalent to
some CSPs over idempotent algebras under log-space reductions [25]. In
the next section we give an alternative characterization of algebras omitting
type 1 that will be used in this paper. In particular, all algebras we deal
with will be assumed finite, idempotent, and omitting type 1.
3 Coloured graphs
3.1 Edges
In [12, 24] we introduced a local approach to the structure of finite algebras.
As we use this approach throughout the paper, we present it here in some
details, see also [17, 20, 21].
Let A be an algebra with universe A. Recall that a binary operation f on
A is said to be semilattice if it satisfies the equations f(x, x) = x, f(x, y) =
f(y, x), and f(x, f(y, z)) = f(f(x, y), z) for any x, y, z ∈ A. A ternary
operation g is said to be majority if it satisfies the equations g(x, x, y) =
g(x, y, x) = g(y, x, x) = x for all x, y ∈ A. It is called Mal’tsev if it satisfies
g(x, y, y) = g(y, y, x) = x. An operation is said to be semilatiice (majority,
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Mal’tsev) on a set B ⊆ A or B ⊆ A/θ for an equivalence relation θ, if the
above equalities hold for all x, y, z ∈ B or x/θ, y/θ, z/θ ∈ B/θ. A standard
example of a Mal’tsev operation is the operation x−y+z of a module; we call
this operation of a module affine. Modules are used for definitions below,
and so we need the following observation. Modules are not idempotent, and
so in this paper they are replaced with their full idempotent reducts, in which
we remove all the non-idempotent operations from the module.
Graph G(A) is introduced as follows. The vertex set is the set A. A pair
ab of vertices is an edge iff there exists a congruence θ of Sg(a, b), other than
the full congruence and a term operation f of A such that either Sg(a, b)/θ
is a set (that is, an algebra whose term operations are trivial), or Sg(a, b)/θ
is a module and f is an affine operation on it, or f is a semilattice operation
on {a/θ, b/θ}, or f is a majority operation on {a/θ, b/θ}. (Note that we use
the same operation symbol in this case.)
If there is a maximal congruence θ such that Sg(a, b)/θ is a set then ab
is said to have the unary type. If there are a maximal congruence θ and
a term operation of A such that f is a semilattice operation on {a/θ, b/θ}
then ab is said to have the semilattice type. An edge ab is of majority type if
there are a maximal congruence θ and a term operation f such that f is a
majority operation on {a/θ, b/θ} and there is no semilattice term operation
on {a/θ, b/θ}. Finally, ab has the affine type if there are maximal θ and f
such that f is an affine operation on Sg(a, b)/θ and Sg(a, b)/θ is a module;
in particular it implies that there is no semilattice or majority operation on
{a/θ, b/θ}. In all cases we say that congruence θ witnesses the type of edge
ab. Observe that a pair ab can still be an edge of more than one type as
witnessed by different congruences. We will often refer to the set {a/θ, b/θ}
as a thick edge.
The conditions for CSP(A) to be tractable — ‘omitting type 1’, — and
the condition for CSP(A) to have bounded width (see Section 8 for more
details) — ‘omitting types 1 and 2’ — can be characterized as follows: An
idempotent algebra A omits the type 1 (the types 1 and 2) if and only if
G(B) contains no edges of the unary type (G(B) does not contain edges of the
unary and affine types) for every subalgebra B of A, see Theorem 12 from
[17]. In this paper we always assume that algebras do not contain edges of
the unary type.
For the sake of the Dichotomy Theorem, it suffices to consider reducts
of an algebra A omitting type 1, that is, algebras with same universe but
reduced set of term operations, as long as the reducts also omit type 1.
In particular, we are interested in reducts of A, in which semilattice and
majority edges are subalgebras.
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Theorem 4 (Theorem 12, [20]) Let A be an idempotent algebra. There
exists a reduct A′ of A such that
(1) if G(A) does not contain edges of the unary type, then G(A′) does not
contain edges of the unary type;
(2) if G(A) contains no edges of the unary and affine types, then G(A′)
contains no edges of the unary and affine types.
An algebra A such that a/θ∪b/θ is a subuniverse of A for every semilattice
or majority edge ab of A is called smooth.
Operations witnessing the type of edges can be significantly uniformized.
As is proved in [12, 17, 20], for any finite class K of smooth algebras there
are term operations f, g, h of K such that for every edge ab of any A ∈
K witnessed by a maximal congruence θ, f is a semilattice operation on
{a/θ, b/θ} whenever ab is a semilattice edge, g is a majority operation on
{a/θ, b/θ} if ab is a majority edge, and h is an affine operation operation on
{a/θ, b/θ} if ab is an affine edge.
Unlike majority and affine operations, for a semilattice edge ab and a
congruence θ of Sg(a, b) witnessing that, there can be semilattice operations
acting differently on {a/θ, b/θ},which corresponds to the two possible orien-
tations of ab. In every such case by fixing operation f introduced above we
effectively choose one of the two orientations. In this paper we do not really
care about what orientation is preferable.
3.2 Thin edges
Edges as defined above are not always most effective. In [20, 21] we therefore
refine these notions. For the definitions given in this section we first need
to fix a finite class K of similar smooth algebras that do not contain edges
of the unary type. To streamline the arguments we will assume that K is
closed under taking subalgebras and factor-algebras. A pair ab of elements
of algebra A ∈ K is called a thin semilattice edge if ab is a semilattice edge,
and the congruence witnessing that is the equality relation. In other words,
f(a, a) = a and f(a, b) = f(b, a) = f(b, b) = b. We denote the fact that ab
is a thin semilattice edge by a ≤ b. Operation f can be selected to have an
additional property.
Proposition 5 (Proposition 24, [20]) Let K be as specified above. There
is a binary term operation f of K such that f is a semilattice operation on
{a/θ, b/θ} for every semilattice edge ab of any A ∈ K, where congruence θ
witnesses that, and, for any a, b ∈ A, either a = f(a, b) or the pair (a, f(a, b))
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is a thin semilattice edge of A. Operation f with this property will be denoted
by a dot (think multiplication).
Defining thin majority and affine edges requires a bit more work. A
ternary term operation g′ of K is said to satisfy the majority condition if
it satisfies the identity g′(x, g′(x, y, y), g′(x, y, y)) = g′(x, y, y) and g′ is a
majority operation on every thick majority edge of every algebra from K.
A ternary term operation h′ is said to satisfy the minority condition if it
satisfies the identity h′(h′′(x, y, y), y, y) = h′(x, y, y) and h′ is a Mal’tsev
operation on every thick minority edge of every algebra from K.
A pair ab, a, b ∈ A ∈ K is called a thin majority edge if
(*) for any term operation g′ satisfying the majority condition the subal-
gebras Sg(a, g′(a, b, b)),Sg(a, g′(b, a, b)),Sg(a, g′(b, b, a)) contain b.
A pair ab, a, b ∈ A ∈ K is called a thin affine edge if
(**) h′(b, a, a) = b and b ∈ Sg(a, h′(a, a, b)) for any term operation h′ satis-
fying the minority condition.
The operations g, h introduced in the previous section, although they satisfy
the majority and minority conditions, respectively, do not have to satisfy any
specific conditions on the set {a, b}, when ab is a thin majority or affine edge,
except what follows from their definition. Also, both thin majority and thin
affine edges are directed, since a, b in the definition occur asymmetrically.
We therefore can define yet another directed graph, G′(A), in which the arcs
are the thin edges of all types.
Lemma 6 (Corollaries 25,29,33, [20]) Let A be a smooth algebra. Let
ab be a semilattice (majority, affine) edge, θ a congruence of Sg(a, b) that
witnesses this. Then, for any c ∈ a/θ there is d ∈ b/θ such that cd is a thin
edge of the same type as ab.
We conclude this section with a result that shows that the presence of
types of thick and thin edges are closely related.
Proposition 7 (Proposition 34, [20]) Let K be a finite class of smooth
algebras. Then there exists an algebra from K containing a thin semilattice
(majority, affine) edge if and only if there is an algebra in K containing a
thick edge of the same type.
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3.3 Paths and connectivity
Let A be a smooth algebra. A path in A is a sequence a0, a1, . . . , ak such that
ai−1ai is a thin edge for all i ∈ [k] (note that thin edges are always assumed
to be directed). We will distinguish paths of several types depending on
what types of edges are allowed. If ai−1 ≤ ai for all i ∈ [k] then the path is
called a semilattice or s-path. If for every i ∈ [k] either ai−1 ≤ ai or ai−1ai
is a thin affine edge then the path is called affine-semilattice or as-path.
Similarly, if only semilattice and thin majority edges are allowed we have
a semilattice-majority or sm-path. The path is called asm-path when all
types of edges are allowed. If there is a path a = a0, a1, . . . , ak = b which is
arbitrary (semilattice, affine-semilattice, semilattice-majority) then a is said
to be asm-connected (or s-connected, or as-connected, or sm-connected) to b.
We will also say that a is connected to b if it is asm-connected. We denote
this by a ⊑asm b (for asm-connectivity), a ⊑ b, a ⊑as b and a ⊑sm b for s-,
as-, and sm-connectivity, respectively.
Let Gs(A),Gas(A),Gasm(A) denote the digraph whose nodes are the ele-
ments of A, and the arcs are the thin semilattice edges (thin semilattice and
affine edges, all thin edges, respectively). The strongly connected compo-
nent of Gs(A) containing a ∈ A will be denoted by s(a). The set of strongly
connected components of Gs(A) are ordered in the natural way (if a ≤ b then
s(a) ≤ s(b)), the elements belonging to maximal ones will be called maximal,
and the set of all maximal elements from A will be denoted by max(A).
The strongly connected component of Gas(A) containing a ∈ A will be
denoted by as(a). A maximal strongly connected component of this graph
is called an as-component, an element from an as-component is called as-
maximal, and the set of all as-maximal elements is denoted by amax(A).
Alternatively, maximal and as-maximal elements can be characterized as
follows: an element a ∈ A is maximal (as-maximal) if for every b ∈ A such
that a ⊑ b (a ⊑as b) it also holds that b ⊑ a (b ⊑as a). Sometimes it will
be necessary to specify what the algebra is, in which we consider maximal
components or as-components, and the corresponding connectivity. In such
cases we we will specify it by writing sA(a), asA(a). For connectivity we will
use a ⊑A b and a ⊑
as
A
b.
Proposition 8 (Corollary 11, Theorem 23, [21]) Let A be an algebra
omitting type 1. Then
(1) any a, b ∈ A are connected in Gasm(A) with an oriented path;
(2) any a, b ∈ max(A) (or a, b ∈ amax(A)) are connected in Gasm(A) with a
directed path.
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The graphs G(A),Gs(A),Gas(A),Gasm(A) retain substantial amount of
crucial information required for solving CSPs. They witness that the omit-
ting type 1 condition and the bounded width condition hold, and also can
certify some other useful properties. However, in general they also erase
much information about the algebra. As an extreme example, if A is a
prime algebra, that is, every possible operation on its universe is a term
operation of A, then it satisfies all the CSP related conditions on an alge-
bra. It has few subpowers (see the Section 5), CSP(A) has bounded width,
etc. But according to the definitions graphs G(A) and Gasm(A) have only
semilattice edges that are oriented in an arbitrary way. In particular, there
is no way to know from these graphs that A has few subpowers, unless one
picks a very special orientation of semilattice edges.
Lemma 9 (Corollary 18, [21]) Let R be a subdirect product of A1×· · ·×
An and I ⊆ [n]. For any a ∈ R, and an s- (as-, asm-) path b1, . . . ,bk ∈ prIR
with prIa = b1, there is an s- (as-, asm-) path b
′
1, . . . ,b
′
ℓ ∈ R such that
b′1 = a and prIb
′
ℓ = bℓ.
We will usually apply Lemma 9 as follows.
Corollary 10 Let R be a subdirect product of smooth algebras A1,A2 and let
C1, C2 be as-components of A1,A2, respectively. Then either R∩(C1×C2) =
∅ or R ∩ (C1 × C2) is a subdirect product of C1 × C2.
3.4 Rectangularity
Let R ≤ A1 × · · · × Ak be a relation. Also, let toli(R) (or simply toli if R is
clear from the context), i ∈ [k], denote the link tolerance
{(ai, a
′
i) ∈ A
2
i | (a1, . . . , ai−1, ai, ai+1, . . . , ak),
(a1, . . . , ai−1, a
′
i, ai+1, . . . , ak) ∈ R, for some (a1, . . . , ai−1, ai+1, . . . , ak)}.
Recall that a tolerance is said to be connected if its transitive closure is the
full relation. The transitive closure lki(R) of toli(R), i ∈ [k], is called the
link congruence, and it is, indeed, a congruence. A binary relation R is said
to be linked if both lk1(R) and lk2(R) are total congruences.
In [21] we proved some ‘rectangularity’ properties of relations with re-
spect to as-components and link congruences.
Proposition 11 (Corollary 27, [21]) Let R be a subdirect product of A1
and A2, lk1(R), lk2(R) the link congruences, and let B1, B2 be as-components
of a lk1(R)-block and a lk2(R)-block, respectively, such that R∩ (B1×B2) 6=
∅. Then B1 ×B2 ⊆ R.
11
4 Algebras with graphs of restricted types
We start with showing that finite algebras in the variety generated by an
algebra A can only contain edges of the types already in A.
Let T ⊆ {semilattice, majority, affine}. An algebra A is said to be T -
restricted if every edge of A has a type from T . Note that if we set K to
be the class of all factor algebras of subalgebras of A then by Proposition 7
it makes no difference whether we restrict the set of types of thick or thin
edges.
Theorem 12 Let T ⊆ {semilattice, majority, affine} and K a finite col-
lection of similar smooth T -restricted algebras containing no edges of the
unary type. Then every finite algebra from the variety generated by K is
T -restricted.
Proof: Every subalgebra of a T -restricted algebra is T -restricted, as
it follows from the definition of types of edges. Let A = A1 × · · · × An
where all A1, . . . ,An are T -restricted. Suppose there is an edge ab in A
of type z ∈ {semilattice, majority, affine} − T , and θ is the congruence of
B = Sg(a,b) witnessing that. Let I(a′,b′) = {i ∈ [n] | a′[i] = b′[i]} for
a′,b′ ∈ A. As is easily seen, for any a′ ∈ a/θ,b
′ ∈ b/θ, the congruence
θ′ = θ ∩ D2 of D = Sg(a′,b′) witnesses that a′b′ is an edge of A of the
same type as ab. Therefore, tuples a,b can be assumed to be such that
I = I(a,b) is maximal among pairs a′,b′ with a′ ∈ a/θ, b
′ ∈ b/θ. Then for
any c ∈ B and any i ∈ I, c[i] = a[i].
Take i ∈ [n]−I and set A′ = {a′[i] | a′ ∈ a/θ} and B
′ = {b′[i] | b′ ∈ b/θ}.
By the choice of a,b, A′ ∩ B′ = ∅. We argue that this means that the
projection η of θ on the ith coordinate, that is, the congruence of C = priB
given by the transitive closure of
toli = {(a, b) | for some c,d ∈ B, a = c[i], b = d[i], (c,d) ∈ θ}
is nontrivial. Indeed, if ab is a semilattice or majority edge, then θ has
only two congruence blocks, whose restrictions on C are A′, B′, which are
disjoint. If ab is affine, then suppose there exist c,d ∈ B such that (c,d) 6∈ θ
but c[i] = d[i]. Then we replace a,b with c,d: cd is an affine edge and
I(a,b) ⊂ I(c,d). Every term operation that is semilattice, majority or
affine on B/θ is semilattice, majority, or affine on C/η, as well. Since C is
generated by a[i],b[i], this pair is an edge of Ai of type z, a contradiction.
Now suppose that A is T -restricted and B = A/α for some congruence α.
Let ab, a, b ∈ B, be an edge of type z ∈ {semilattice,
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majority, affine} and θ a maximal congruence of C = SgB(a, b) witness-
ing that. We will find a′, b′ ∈ A such that a′b′ is an edge of A of type z, see
also Lemma 16 from [21]. Let C′ =
⋃
c∈C c (elements of C are subsets of A),
α′ = α ∩ C′2, and θ′ = α′ ∨ θ, a congruence of C′. Choose a′, b′ ∈ C′ such
that a′ ∈ a and b′ ∈ b. Let θ′′ be the restriction of θ′ on C′′ = SgA(a
′, b′).
Then clearly, C′′/θ′′ is isomorphic to C/θ, and therefore θ
′′ witnesses that
a′b′ is an edge of type z in A. ✷
5 Affine and majority: few subpowers
5.1 Few subpowers
We call algebras without semilattice edges semilattice free. In this section
we prove two results that relate semilattice free algebras to algebras with
the property to have few subpowers. The few subpowers property has been
introduced in [10]. Let A be a finite algebra. Then sA(n) denotes the
logarithm (base 2) of the number of subalgebras of An; and gA(n) is the
least number k such that for every subalgebra B of An, B has a generating
set containing at most k elements. Algebra A is said to have few subpowers
if sA(n) is bounded by a single exponential function in n, that is by 2
O(p(n)),
where p is a polynomial in n. Note that the number of all subsets of An is
|A||A|
n
.
Having few subpowers can be characterized by the presence of an edge
term [10]. A term operation f in k + 1 variables is called an edge term if
the following k identities are satisfied:
f(y, y, x, x, x, . . . , x) = x
f(y, x, y, x, x, . . . , x) = x
f(x, x, x, y, x, . . . , x) = x
f(x, x, x, x, y, . . . , x) = x
...
f(x, x, x, x, x, . . . , y) = x.
Theorem 13 ([10]) For a finite algebra A the following conditions are
equivalent:
(a) A has few subpowers,
(b) the variety generated by A has an edge term,
(c) gA is bounded by a polynomial.
13
In this section we will need the property of a finite collection of algebras
to have few subproducts. More precisely, let K be a finite set of similar
algebras. Let sK(n) be the maximal number of subalgebras of a direct
product A1 × · · · × An, where A1, . . . ,An ∈ K are not necessarily different.
Also, let gK(n) be the least number k such that for every subalgebra B of
A1 × · · · × An for any A1, . . . ,An ∈ K, B has a generating set containing at
most k elements. Set K is said to have few subproducts if sK(n) is bounded
by 2O(p(n)), where p is a polynomial in n. The next statement easily follows
from Theorem 13.
Corollary 14 For a finite set of finite idempotent algebras K the following
conditions are equivalent:
(a) K has few subproducts,
(b) the variety generated by K has an edge term,
(c) gK is bounded by a polynomial.
Proof: Let A =
∏
B∈G B. Since the variety generated by A equals
that generated by K, it suffices to prove that K has few subproducts if
and only if A has few subpowers. Suppose A has few subpowers. Take
B = A1×· · ·×An with A1, . . . ,An ∈ K. Observe that, since all the algebras
from K are idempotent, B can be viewed as a subalgebra of An, and therefore
sK(n) ≤ sA(n). On the other hand A
n can be viewed as a product of |K| · n
algebras from K. Hence, sA(n) ≤ sK(|K| · n), and therefore is also bounded
by 2O(p(n)), where p is a polynomial. ✷
5.2 Semilattice free algebras have few subpowers
Firstly, we observe a simple corollary of Proposition 8(2). By this proposi-
tion any two maximal elements are connected by a directed asm-path. Since
semilattice free algebras contain no semilattice edges, every element in such
algebras is maximal, and every asm-path is a path containing only thin affine
and majority edges.
Corollary 15 Let A be a smooth semilattice free algebra. Then any a, b ∈ A
are connected with a thin directed path containing only affine and majority
edges.
We now show that every finite collection of semilattice free algebras has
few subproducts. We use the definition of signature and representation quite
similar to [10], except instead of minority index we use thin affine edges. Let
R be a subdirect product of A1, . . . ,An, let every Ai be semilattice free, and
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let Af(Ai) denote the set of thin affine edges of Ai (it also contains all pairs
of the form (a, a)). The signature is the set
Sig(R) = {(i, a, b) | i ∈ [n], (a, b) ∈ Af(Ai),∃ a,b ∈ R
with a[i] = a, b[i] = b, and pr[i−1]a = pr[i−1]b}.
Note that the pair a, b in this kind of a signature is ordered, because thin
affine edges are directed. A set of tuples R′ ⊆ R is a representation of R if
(1) for each (i, a, b) ∈ Sig(R) there are a,b ∈ R′ such that a[i] = a, b[i] = b,
and pr[i−1]a = pr[i−1]b;
(2) for each I ⊆ [n], |I| ≤ 3, and every a ∈ prIR there is b ∈ R
′ such that
prIb = a.
As is easily seen, every representation R′ of R contains a subset R′′ ⊆ R′
which is also a representation and has size at most
2|Sig(R)|+
(
n
3
)
·max{|Ai| · |Aj| · |Ak| | i, j, k ∈ [n]}.
We will need the following lemmas.
Lemma 16 (Lemmas 27, 35, [20]) Let A1,A2,A3 be similar idempotent
algebras omitting type 1.
(1) Let ab and cd be thin edges of different types in A1,A2, resp. Then there
is a term operation r with r(b, a) = b, r(c, d) = d.
(2) Let a1b1, a2b2, and a3b3 be thin majority edges in A1,A2,A3, respectively.
Then there is a term operation g′ such that g′(a1, b1, b1) = b1, g
′(b2, a2, b2) =
b2, g
′(b3, b3, a3) = b3.
Lemma 17 (Lemma 25, [21]) Let R be a subalgebra of A1 × A2 and let
(a, c) ∈ R. For any b ∈ A1 such that ab is thin edge, and any d ∈ A2 such
that cd is a thin semilattice or affine edge and (a, d) ∈ R, it holds (b, d) ∈ R.
The main result of this section is the following
Theorem 18 Let K be a finite set of finite semilattice free algebras closed
under subalgebras. Then K has few subproducts.
Proof: Let R be a subdirect product of A1 × · · · ×An, A1, . . . ,An ∈ K.
We show that any representation of R generates R, which will prove that any
such R has a generating set of size O(n3), and therefore few subproducts.
Let R′ ⊆ R be a representation of R, and Q = Sg(R′).
15
Take a ∈ R; we prove by induction on k ∈ [n] that pr[k]a ∈ pr[k]Q.
For k ≤ 3 it follows from property (2) of representations, so assume that
k ≥ 4. Suppose that there is b ∈ Q with pr[k]b = pr[k]a. Let a[k + 1] = a,
b[k + 1] = b, and B the subalgebra of Ak+1 generated by {a, b}. We will
show that pr[k]a× B ⊆ pr[k+1]Q, which implies the result. Note that, since
(pr[k]a, a), (pr[k]a, b) ∈ pr[k+1]R, it also holds that pr[k]a × B ⊆ pr[k+1]R.
Let C = {c ∈ B | (pr[k]a, c) ∈ pr[k+1]Q}. If C 6= B then by Corollary 15
there are c ∈ C and d ∈ B − C such that cd is a thin majority or affine
edge. For the sake of obtaining a contradiction, replace a and b with d
and c, respectively. If ba is an affine edge, then as (pr[k]a, a) ∈ pr[k+1]R,
the triple (k + 1, b, a) ∈ Sig(R). Therefore there are c,d ∈ R′ witnessing
it, and so (b, a) is in the link congruence of pr[k+1]Q. By Corollary 15
there is a path from pr[k]c to pr[k]b consisting of thin affine and majority
edges. Since (pr[k]b, b) ∈ pr[k+1]Q and ba is a thin affine edge, by Lemma 17
(pr[k]b, a) ∈ pr[k+1]Q, as well, a contradiction.
Consider now the case when ba is a majority edge. We show that for
any J ⊆ [k] there is c ∈ Q such that prJc = prJa and c[k + 1] = a. For
subsets |J | ≤ 2 the statement follows from property (2) of representations.
Take J ⊆ [k], without loss of generality, J = [ℓ], and suppose that there are
a1,a2 ∈ Q such that a1[k+1] = a2[k+1] = a, and prJ−{ℓ−1}a1 = prJ−{ℓ−1}a,
prJ−{ℓ}a2 = prJ−{ℓ}a. Let B1 be the subalgebra of Aℓ−1 generated by a1 =
a[ℓ − 1] and b1 = a1[ℓ − 1], and let C1 = {e ∈ B1 | (pr[ℓ−2]a, e,a[ℓ], a) ∈
pr[ℓ]∪{k+1}Q}. As a1 6∈ C1, C1 6= B1, and therefore there are c1 ∈ C1 and
d1 ∈ B1−C1 such that c1d1 is a thin affine or majority edge. Again, replace
a1 with d1 and b1 with c1. If b1a1 is an affine edge, by Lemma 16(1) there is
a term operation r(x, y) such that r(a, b) = a and r(b1, a1) = a1. Applying
c = r(a1,b) we obtain a tuple c such that c[i] = a[i] for i ∈ [ℓ] − {ℓ − 1},
because t is idempotent, c[ℓ− 1] = a1, and c[k + 1] = a, a contradiction.
Consider the case when b1a1 is a majority edge. Let B2 be the subalgebra
of Aℓ generated by a2 = a[ℓ] and b2 = a1[ℓ], and let C2 = {e ∈ B2 |
(pr[ℓ−1]a, e, a) ∈ pr[ℓ]∪{k+1}Q}. As before, we may assume that b2a2 is a
thin majority edge. Then by Lemma 16(2) there is a term operation g such
that g(a1, a1, b1) = a1, g(a2, b2, a2) = a2, and g(b, a, a) = a. Therefore for
c = g(b,a2,a1) we have pr[ℓ−2]c = pr[ℓ−2]a, c[ℓ − 1] = a1, c[ℓ] = a2, and
c[k + 1] = a. The result follows. ✷
Corollary 19 Let K be a finite set of similar semilattice free algebras. Then
the variety generated by K has an edge term.
Proof: Let V be the variety generated by K. By Theorem 12 every
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finite algebra from V is semilattice free. By Theorem 18 it also has few
subproducts, and by [10] V has an edge term. ✷
6 Affine and semilattice: thin edges and undi-
rected connectivity
Algebra A whose graph does not contain edges of the majority type will be
called majority free. We show that in majority free algebras every affine
edge contains a pair that is quite similar to a thin affine edge, and that any
two maximal components of a majority free algebra are connected with a
thin affine edge.
We start with a simple corollary from Proposition 8 and a simple obser-
vation.
Corollary 20 Let A be a smooth majority free algebra. Then max(A) ⊆
amax(A) and A has only one as-component.
Proof: By Proposition 8 every two as-maximal elements a, b of A are
asm-connected. Since A contains no majority edges this is in fact a directed
thin as-path, showing that a and b are as-connected to each other.
As is easily seen, amax(A) contains a maximal element a. Then by
Proposition 8 a is connected to any b ∈ max(A) with a thin directed asm-
path, which in our case is an as-path. Therefore, b ∈ as(a) = amax(A).
✷
Lemma 21 Let A be a smooth algebra and C1, C2 its maximal components.
Then there are a ∈ C1 and b ∈ C2 such that (a, b) is a maximal element in
the subalgebra of A2 generated by (a, b), (b, a).
Proof: Take any a ∈ C1, b ∈ C2 and let C = Sg((a, b), (b, a)). If they
do not satisfy the required conditions, let (c, d) be an element maximal in
C and such that (a, b) ⊑C (c, d). Since C is symmetric with respect to
swapping the coordinates, (d, c) ∈ C. Now, if SgC((c, d), (d, c)) = C then
c, d satisfy the required conditions, and a, b can be replaced with c, d. If
C
′ = SgC((c, d), (d, c)) ⊂ C, then we replace a, b with c, d and repeat the
procedure in C′. ✷
We say that a pair ab from algebra A is a Mal’tsev edge if there exists a
term operation of A that is Mal’tsev on {a, b}. Note that although Mal’tsev
edges have a number of desirable properties, this notion is not comparable
with the notion of a thin affine edge. We use the following result from [21].
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Lemma 22 (Lemma 12, [21]) Let A be a smooth algebra and θ ∈ Con(A).
If ab is a thin edge in A, then a/θb/θ is a thin edge in A/θ of the same type.
The main result of this section is
Theorem 23 Let A be a smooth majority free algebra.
(1) Let C1, C2 be maximal components of A. There are a ∈ C1, b ∈ C2
such that ab is a Mal’tsev edge.
(2) Let a′, b′ ∈ A be such that a′b′ is an affine edge and this is witnessed
by a congruence θ of SgA(a
′, b′). Then there are a ∈ a′/θ, b ∈ b
′/θ such
that ab is a Mal’tsev edge.
Moreover, ab is a Mal’tsev edge for any a ∈ C1, b ∈ C2 (or a ∈ a
′/θ, b ∈
b′/θ such that (a, b) is as-maximal in the subalgebra of A
2 generated by
(a, b), (b, a).
Proof: First, we show that if (a, b) is as-maximal in C = Sg((a, b), (b, a))
then ab is a Mal’tsev edge. Let a = (a, b) and b = (b, a). It suffices to prove
that there exists a term operation m such that m(a,a,b) = m(b,a,a) = b.
Consider the relation R, a subalgebra of C2 generated by {(a,b), (a,a), (b,a)}.
We need to show that (b,b) ∈ R. Since {a} × C ⊆ R, this relation is
linked. By Corollary 20 there is only one as-component of C, this implies
amax(C)× amax(C) ⊆ R. Since a,b ∈ amax(C), the result follows.
Now, part (1) follows immediately by Lemma 21 and Corollary 20. For
part (2) if ab is affine edge witnessed by a congruence θ, then B/θ, B =
Sg(a, b), is a module. Therefore by Lemma 22 every maximal component
of belogns to one of the θ-blocks, and each θ-block contains a maximal
component. We can now apply the argument above to a pair of such maximal
components belonging to a/θ and b/θ. ✷
Theorem 23 easily implies that term operations that are Mal’tsev on a
Mal’tsev edges can be uniformized.
Corollary 24 Let A be a smooth majority free algebra. Then there is a
ternary term operation m and a set U of a Mal’tsev edges such that
(1) m is Mal’tsev on every edge from U ;
(2) for any maximal components C1, C2 of A, C1 6= C2, there are a ∈
C1, b ∈ C2 such that ab ∈ U .
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Proof: Let (a1, b1), . . . , (ak, bk) be all the pairs of Mal’tsev edges such
that ai ∈ C, bi ∈ C
′, for some maximal components C,C ′, C 6= C ′. Let a be
the 2k-ary tuple (a1, b1, a2, b2, . . . , ak, bk) and b = (b1, a1, b2, a2, . . . , bk, ak).
Let also B be the subalgebra of A2k generated by a,b. Similar to the proof of
Theorem 23 we choose c such that a ⊑B c and c is maximal in the subalgebra
generated by c,d, where d ∈ B is the ‘symmetric’ tuple to c, that is, if
c = (c1, d1, c2, d2, . . . , ck, dk) then d = (d1, c1, d2, c2, . . . , dk, ck). Then there
exists an operation m with m(c, c,d) = m(d, c, c) = d. This operation is
Mal’tsev on every pair ci, di. It remains to observe that (ai, bi) ⊑A2 (ci, di),
and therefore ai ⊑A ci and bi ⊑A di. ✷
If an algebra A contains only affine edges (it does not have to be smooth
in this case) then every element is maximal, and every maximal component
is a singleton. Therefore we obtain the following
Corollary 25 Let A be an algebra that only contains affine edges. Then A
is Mal’tsev.
7 Semilattice and majority: thin edges and undi-
rected connectivity
Algebra A whose graph does not contain edges of the affine type will be
called affine free. In this section we prove results similar to those in Sec-
tion 6. As it will require some additional preparations, in Section 7.1 we
remind and improve some results about the structure of subdirect products
of affine free algebras related to maximal components. A pair ab of elements
is called a thin undirected majority edge if it is a majority edge witnessed
by the equality relation. In other words, if there is a term operation h
that is majority on {a, b}. The main result, Theorem 30 is then proved in
Section 7.2.
7.1 The structure of subdirect products of affine free alge-
bras
We start with reminding several results from [21]. Recall that an (n-ary)
relation over a set A is called 2-decomposable if, for any tuple a ∈ An,
a ∈ R if and only if, for any i, j ∈ [n], prija ∈ prijR. The property of
2-decomposability is closely related to the existence of majority polymor-
phisms of the relation. In our case relations in general do not have a major-
ity polymorphism, but they still have a property close to 2-decomposability.
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We say that a relation R, a subdirect product of A1, . . . ,An, is quasi-2-
decomposable, if for any elements a1, . . . , an, such that (ai, aj) ∈ amax(prijR)
for any i, j, there is a tuple b ∈ R with (b[i],b[j]) ∈ as(ai, aj) for all i, j ∈ [n].
Theorem 26 (Theorem 30, [21]) Any subdirect product R of smooth al-
gebras is quasi-2-decomposable.
Moreover, if R is n-ary, X ⊆ [n], tuple a is such that (a[i],a[j]) ∈
amax(pri,jR) for any i, j, and prXa ∈ amax(prXR), there is a tuple b ∈ R
with (b[i],b[j]) ∈ as(a[i],a[j]) for any i, j ∈ [n], and prXb = prXa.
Definition 1 A relation R ⊆ A1 × . . . × An is said to be almost trivial if
there exists an equivalence relation θ on the set [n] with classes I1, . . . , Ik,
such that
R = prI1R× . . . × prIkR
where prIjR = {(ai1 , πi2(ai1), . . . , πil(ai1)) | ai1 ∈ Ai1}, Ij = {i1, . . . , il}, for
certain bijective mappings πi2 : Ai1 → Ai2 , . . . , πil : Ai1 → Ail.
An algebra A is said to be maximal generated if it is generated by one
of its maximal components.
Lemma 27 (Lemma 35, [21]) Let R be a subdirect product of simple max-
imal generated algebras A1, . . . ,An, say, Ai is generated by a maximal com-
ponent Ci; and let R ∩ (C1 × . . . × Cn) 6= ∅. Then R is an almost trivial
relation.
In the case of affine free algebras this claim can be strengthened by
removing the requirement R ∩ (C1 × . . . ×Cn) 6= ∅.
Proposition 28 Let R be a subdirect product of simple maximal gener-
ated affine free algebras A1, . . . ,An such that for any i, j ∈ [n] there is
(a, b) ∈ prijR such that a, b belong to maximal components generating Ai,Aj,
respectively. Then R is an almost trivial relation.
Proof: It suffices to prove that there are C1, . . . , Cn, maximal compo-
nents generating the Ai’s, such that R ∩ (C1 × . . . × Cn) 6= ∅. Note first
that if prijR is the graph of a bijective mapping π, then Ai,Aj are isomor-
phic, and π is an isomorphism. Therefore if Ci generates Ai then π(Ci) is
a maximal component that generates Aj. Set Cj = π(Ci). For any a ∈ R
if a[i] ∈ Ci, then a[j] ∈ Cj . Therefore, it suffices to assume that for all
i, j ∈ [n] the relation Q = prijR is not a graph of a bijective mapping.
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Since Ai,Aj are simple, Q is linked. Suppose that Ci, Cj are maximal
components of Ai,Aj, respectively, generating them, such that Q ∩ (Ci ×
Cj) 6= ∅. Then by Proposition 11 Ci × Cj ⊆ Q, that is, Ai × Aj ⊆ Q. For
each ℓ ∈ [n] fix an arbitrary maximal component Cℓ generating Aℓ and let
a ∈ A1×· · ·×An be such that a[ℓ] ∈ Cℓ for ℓ ∈ [n]. Then for any i, j ∈ [n] we
have (a[i],a[j]) ∈ prijR. By Theorem 26 there is a
′ ∈ R such that a′[i] ∈ Ci
for all i ∈ [n]. This completes the proof. ✷
We complete this subsection citing the following structural result from
[21] that will be needed a bit later.
Corollary 29 (Corollary 38, [21]) Let R be a subdirect product of smooth
algebras A1, . . . ,An such that pr1iR is linked for any i ∈ {2, . . . , n}. Let also
a ∈ R be such that a[1] ∈ max(A1) and pr2...na ∈ max(pr2...nR). Then
as(a[1]) × as(pr2...na) ⊆ R.
7.2 Undirected majority edges
In tis section we show that unlike in the general case, a (thick) majority
edge always contains a thin undirected one.
Theorem 30 Let A be a smooth affine free algebra.
(1) Let C1, C2 be maximal components of A. There are a ∈ C1, b ∈ C2
such that ab is an undirected thin majority edge.
(2) Let a′, b′ ∈ A be such that a′b′ is a majority edge and this is witnessed
by a congruence θ of SgA(a
′, b′). Then there are a ∈ a′/θ, b ∈ b
′/θ such
that ab is an undirected thin majority edge.
Moreover, ab is an undirected thin majority edge for any a ∈ C1, b ∈ C2
(or a ∈ a′/θ, b ∈ b
′/θ such that (a, b) is maximal in the subalgebra of A
2
generated by (a, b), (b, a).
Proof: Let us first assume that a, b ∈ A are such that (a, b) is maximal
in B, the subalgebra of A2 generated by a = (a, b) and b = (b, a). Consider
the relation R ⊆ B3 generated by (a,a,b), (a,b,a), (b,a,a). In order to
prove that ab is a thin majority undirected edge it suffices to show that
(a,a,a) ∈ R.
Let C = s(a). Then, as is easily seen, C×B,B×C ⊆ prijR for i, j ∈ [3].
By Theorem 26 R ∩ C3 6= ∅. Set Q = SgR(R ∩ C
3). Then by Lemma 9
C ⊆ priQ, and, since C
2 is strongly s-connected, C2 ⊆ prijQ. Therefore,
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we are in the conditions of Corollary 29, implying C3 ⊆ Q. In particular,
(a,a,a) ∈ Q ⊆ R.
Now, part (1) follows immediately by Lemma 21. For part (2) if ab is a
majority edge witnessed by a congruence θ, then D = Sg(a, b) = a/θ ∪ b/θ,
as A is smooth. Therefore every maximal component of D belogns to either
a/θ or b/θ, and both θ-blocks contain a maximal component. We can now
apply the argument above to a pair of such maximal components. ✷
Theorem 30 easily implies
Corollary 31 Let A be an affine free algebra. Then any maximal a, b ∈ A
are connected by a path a = c1, . . . , ck = b, where each ci is a maximal
element, each cici+1, i ∈ [k−1], is a thin semilattice edge or a thin undirected
majority edge, and the path contains at most one majority edge.
8 Semilattice and majority: bounded width
In this section we give a simpler proof of the Bounded Width Theorem that
a CSP (A) has bounded width if and only if A omits types 1 and 2 [2, 8, 14]
(or, equivalently, if and only if A contains no edges of the unary and affine
types).
8.1 Bounded width
We start with reminding necessary definitions. Let P = (V, δ, C) be a CSP
and W ⊆ V . The restriction of P to W is the CSP PW = (W, δW , CW ),
where δW is the restriction of δ on W , and for every C = 〈s, R〉 the set CW
contains the constraint CW = 〈s∩W,prs∩WR〉, where s∩W is the subtuple
of s containing all the elements from W in s, say, s ∩W = (i1, . . . , ik), and
prs∩WR stands for pr{i1,...,ik}R. A solution of PW is called a partial solution
of P on W . The set of all partial solutions on W is denoted by SW . It will
be convenient to define problems of bounded width as follows. Let F be
a set of pairs (W,ϕ), where |W | ≤ ℓ and ϕ ∈ SW . We say that a tuple a
over set of variables U is F-compatible if for any W ⊆ U , |W | ≤ k, it holds
(W,prWa) ∈ F . The set F is said to be a (k, ℓ)-strategy if the following
conditions hold:
(S1) for every set W , |W | ≤ ℓ, there is a constraint 〈s, R〉 ∈ C such that
W ⊆ s;
(S2) for any (W,ϕ) ∈ F and any U ⊆W , it holds (U,ϕU) ∈ F ;
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(S3) for every 〈s, R〉 ∈ C, and any (W,ϕ) ∈ F , W ⊆ s, |W | ≤ k, there is a
F-compatible tuple a ∈ R such that prWa = ϕ,
If P has a (k, ℓ)-strategy F it is called (k, ℓ)-minimal.
Checking if a CSP is (k, ℓ)-minimal can be done in polynomial time [27].
For instance the following procedure establishes (k, ℓ)-minimality by finding
the largest (with respect to inclusion) (k, ℓ)-strategy. Start with computing
SW for all sets W ⊆ V with |W | ≤ ℓ. Then repeat the following steps while
this changing the instance: (a) Pick W ⊆ V with |W | ≤ k, a ∈ SW , and
W ⊆ U ⊆ V with |U | ≤ ℓ. If there is no b ∈ SU such that prWb = a, remove
a from SW . (b) Pick W ⊆ U ⊆ V with |W | ≤ k, |U | ≤ ℓ, and b ∈ SU . If
prWb 6∈ SW , remove b from SU . (c) For every C = 〈s, R〉 and a ∈ R, if
there is W ⊆ s with |W | ≤ k such that prWa 6∈ SW , remove a from R. As is
easily seen, the procedure converges in time O(mnℓ), where n = |V | and m
is the total number of tuples in all the constraint relations of P. Also, the
resulting collection of sets SW is a (k, ℓ)-strategy by construction, and the
resulting instance P still belongs to CSP(K) provided the original instance
belongs to CSP(K), and the sets SW are the sets of partial solutions of P.
The latter property allows us to assume that a (k, ℓ)-strategy can always be
chosen to be a collection of sets of partial solutions.
Finally, CSP(K) is said to have width (k, ℓ) if every (k, ℓ)-minimal in-
stance of this problem has a solution. A problem is said to have bounded
width if it has width (k, ℓ) for some k, ℓ. Every CSP of bounded width has
a polynomial time solution algorithm.
Remark 32 Note that sometimes (k, ℓ)-strategy is defined in a different
way. The difference is in the definition of the problem PW . The alternative
definition includes into Cw only those constraints 〈s, R〉, for which s ⊆ W .
This leads, of course, to a different concept of (k, ℓ)-consistency and width
(k, ℓ). This alternative concept of consistency is much weaker, and does not
result in an equivalent notion of bounded width.
Problem CSP(K) has bounded width if and only if K omits types 1 and
2 [41, 14, 8, 4]. Moreover, a CSP has bounded width if and only if it has
width (2, 3) [14, 4]. There is also an alternative characterization in terms of
types of edges.
Proposition 33 (Theorem 5, [20]) For a class K of similar idempotent
algebras omitting type 1 the following two conditions are equivalent.
(1) The variety generated by K omits types 1 and 2.
(2) Algebras from K have no edges of the unary and affine types.
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We also give a proof of the following theorem (see [14, 8, 4]).
Theorem 34 Let K be a class of similar affine free algebras. Then CSP(K)
has bounded width. More precisely, every (2,3)-minimal instance of CSP(K)
has a solution.
8.2 Proof of Theorem 34
We start with a simple observation. Clearly, if we replace algebras from K
with their reducts that are also affine free, it suffices to prove Theorem 34 for
the class of reducts. Therefore by Theorem 4 we may assume that algebras
in K are smooth.
The overall method of proving Theorem 34 is to show that starting from
a (2,3)-minimal CSP we can construct another CSP, which is also (2,3)-
minimal, but whose domains are smaller. Then we conclude by induction,
in which the base step is a CSP with singleton domains. Our reduction
restricts one of the domains, say, A, to one of the congruence blocks of a
maximal congruence of A.
Let P = (V ; δ; C) be a (2, 3)-minimal problem instance. To simplify
notation we use Av rather than Aδ(v) for v ∈ V . We prove by induction
on the number of elements in Av, v ∈ V , that P has a solution. If all Av,
v ∈ V , are 1-element, the result holds trivially.
Suppose that the theorem holds for problem instances P ′ = (V ; δ′; C′),
where |Aδ′(v)| ≤ |Av| for v ∈ V (here Aδ′(v) denotes the set of partial solutions
to P ′ on {v}), and at least one inequality is strict.
For some v ∈ V , take a maximal congruence θ of Av (it can be the
equality relation if Av is simple). Note that for any u ∈ V − {v}, S
θ
vu =
{(a/θ, b) | (a, b) ∈ Svu} is either a linked relation, or the graph of a surjective
mapping πu : Au → Av/θ.
Let W denote the set consisting of v and all u ∈ V such that Sθvu is
the graph of πu, and let θu denote ker πu, the congruence of Au which is
the kernel of πu, for u ∈ W , and let θu denote the equality relation for
u ∈ V −W ; also let θv = θ. Since P is (2,3)-minimal, for any u,w ∈ W
there is a bijective mapping πuw : Au/θu → Aw/θw such that whenever
(a, b) ∈ Suw, πuw(a/θu) = b/θw. Take a maximal (as a vertex of G(Av/θ))
θ-block B ⊆ Av and let P
′ be the problem (V ; δ′; C′) given by
Aδ′(u) =
{
πvu(B) if u ∈W,
Au otherwise,
and for each C = 〈s, R〉 ∈ C there is C ′ = 〈s, R′〉 ∈ C′ such that a ∈ R′ if
and only if a ∈ R and au ∈ πvu(B) for all u ∈W ∩ s.
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The result now follows from Lemma 35 by the induction hypothesis.
Lemma 35 P ′ is (2,3)-minimal.
Proof: To simplify notation we write A′u rather than Aδ′(u). Let F de-
note the (2,3)-strategy for P consisting of the pairs of the form ({u1}, a),
a ∈ Su1 , ({u1, u2}, (a, b)), (a, b) ∈ Su1u2 , ({u1, u2, u3}, (a, b, c), (a, b, c) ∈
Su1u2u3 . We show that the set F
′ of the pairs of the form ({u1},max(S
′
u1
)),
({u1, u2},max(S
′
u1u2
)), ({u1, u2, u3},max(S
′
u1u2u3
)), where S ′u1 = A
′
u1
, S ′u1u2 =
Su1u2 ∩ (A
′
u1
×A′u2), and S
′
u1u2u3
= Su1u2u3 ∩ (A
′
u1
×A′u2×A
′
u3
), form a (2,3)-
strategy for P ′. Condition (S1) for F ′ immediately follows from (S1) for
F . Condition (S2) follows from the definition of F ′, (S2) for F , and Corol-
lary 10.
We will need the following simple statement.
Claim. For w ∈ V such that Sθvw is not the graph of a mapping, if a ∈
max(S ′w) and a ⊑ b, then b ∈ max(S
′
w).
If Sθvw is not the graph of a mapping, then it is linked. Let C be the
maximal component of Av/θ containing B and D the maximal component
of Aw containing a and b. Since S
θ
vw ∩ (C × D) 6= ∅, by Proposition 11
C ×D ⊆ Sθvw. In particular, b ∈ S
′
w.
To verify (S3) take u,w ∈ V , (a, b) ∈ S ′uw, and 〈s, R〉 ∈ C with u,w ∈ s.
Without loss of generality let s = {u1, . . . , um} and u = u1, w = u2. We
need to prove that there exists a ∈ R such that a[u1] = a,a[u2] = b, and for
any s, t ∈ [m] it holds (a[us],a[ut]) ∈ S
′
usut . We will treat the θ-block B as
an element of Av/θ, and to make notation more uniform denote it by e.
By induction on i ∈ [m] we prove that there is ai ∈ pr[i]R such that
a[u1] = a,a[u2] = b, and for any s, t ∈ [i] it holds (a[us],a[ut]) ∈ S
′
usut . The
base case, i = 2, follows from (S3) for F . Suppose ai with the required
properties exists. Consider the relation
Q(u1, . . . , ui, v) = ∃ui+1(pr[i+1]R(u1, . . . , ui, ui+1) ∧ (S
θ
vui+1
)(v, ui+1)
∧
i∧
j=1
Sujui+1(uj , ui+1).
We show that (ai, e) ∈ Q. This implies that there is a value c of ui+1
that satisfies the required properties. We use Theorem 26. As ai ∈ pr[i]R,
there is d ∈ Aui+1 with (ai, d) ∈ pr[i+1]R. Moreover, by the choice of F ,
(ai[uj], d) ∈ Sujui+1 for j ∈ [i]. There is also a value b of v such that
(Sθvui+1)(b, d). Hence, ai ∈ pru1...uiQ. Next, by (S3) for any j ∈ [i] the
25
pair (e∗,a[uj ]) ∈ Svuj , e
∗ ∈ e, can be extended to (e∗,a[uj ], d) ∈ Svujui+1 .
Therefore, there is d ∈ Aui+1 such that (a[uj ], d) ∈ Sujui+1 and (e, d) ∈
Sθvui+1 . Again by (S3) for F the pair (a[uj ], d) can be extended to a tuple
b ∈ pr[i+1]R, b[uj ] = ai[uj ] and b[ui+1] = d, and such that for every s ∈ [i],
it holds (b[us], d) ∈ Susui+1 . Therefore (ai[uj ], e) ∈ prujvQ. Theorem 26
implies that (ai, e
′) ∈ Q for some e′ ∈ Av/θ with e ⊑ e
′.
There are two possibilities. If, say, ui+1 ∈ W and uj ∈ W , for some
j ∈ [i], then prvujQ is the graph of πvuj and e
′ = e. Otherwise prujvQ is
linked, and C × D ⊆ prvujQ, where C is the maximal component of Av/θ
containing e and D is that of Auj containing a[uj ]. Since ai ∈ max(pr[i]Q),
by Corollary 29 we conclude that (ai, e) ∈ Q.
The result follows. ✷
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