Abstract
Introduction
One source of inspiration in the development of sensor systems is the study of biological sensory systems which have the ability to selectively gather information from the environment [l] . The human visual system is one such system. The density of optical cells in a human retina is not constant, as shown in Figure 1 . The central high-density area is called the fovea and provides better spatial resolution than the surrounding low-density areas.
In this paper, we study the use of multiple foveal sensors to track a target moving in three dimensions. The structure of our foveal sensor model is inspired by the human visual system. A foveal sensor has a high-acuity foveal region surrounded by regions with much lower acuity; the location and acuity of the foveal region are configured to collect observations of the target's angular position. We use particle filters to estimate the target position and velocity from the foveal sensor observations. We also investigate two system architectures to implement the tracker:
A joint resampling scheme, in which data from all sensors is combined by a central control module to estimate the target state. Information from the central control module is used to configure each sensor.
e An individual resampling scheme, in which each sensor estimates the target state individually and uses this information to configure itself. Estimated target bearings from each sensor are used by the central control module to estimate the target state.
This work is an extension of previous work in which a single foveal sensor was used to track a target moving in one dimension [3] . This paper is structured as follows. In Section 2, we introduce the target dynamics and observation model and provide an overview of the particle filter. Section 3 introduces foveal sensors and presents an adaptive acuity algorithm for three-dimension tracking. The data fusion process of the distributed sensor system is discussed in Section 4. simulation results are presented in Section 5, and conclusions are drawn and suggestions for further work are given in Section 6.
Particle Filter Formulation
The particle filter estimates the target state from observations obtained by foveal sensors and provides statistical information necessary to configure the foveal sensors. In earlier work with a fixed-acuity foveal sensor [12, 131, these functions were performed by a Kalman filter whose input data were subjected to significant statistical preprocessing. In prior work [ 3 ] , we have shown that for the fixed-acuity sensor, the particle filter performs as well as the Kalman filter/preprocessor implementation. For the variableacuity sensor used in [3] and in this paper, simulation results show that the particle filter performs significantly better than an Extended Kalman Filter (EKF); the particle filter can correctly compute the statistics resulting from the different acuities (gains) in the different regions of the foveal sensor.
Target and Observation Models
The target state at time k is a random vector x k .
The target is free to move in three dimensions; for each dimension, the target state consists of a position and a velocity. The target state evolution is modeled by the following linear system[4]:
where u k is a vector Gaussian noise process with a mean of zero and a covariance matrix E",. This dynamics model is Markov and can be represented by the conditional density p ( q f l I Z k ) .
At each discrete time k, a foveal sensor obtains a vector observation Y k , which is a function of the target state x k and observation noise w k as described in Equations (5) and (6) in Section 3.2. The conditional density of Yk given X k is denoted by P ( 9 k l Z k ) . We assume that w k is Gaussian and additive, so that this conditional density is Gaussian. A sequence of state values is denoted x 1 : k and a sequence of observation values is denoted y 1 : k .
Given the conditional densities p (~k + 1 IZk) and p ( Y k I Z k ) , one can formulate a recursive Bayesian estimator of the target state sequence given the observation sequence.
[5] provides a development of the recursion, as well as a description of optimal and suboptimal implementations for particular cases. These implementations include particle filters, the Kalman filter, extended Kalman filter, and grid-based filters; in this paper, we use particle filters to implement the target state estimator.
Particle Filters
With the increase in computer power over the last two decades, sequential Monte Carlo (MC) filters have become increasingly important. The sequential MC approach is known as particle filtering or bootstrap filtering. It implements an asymptotically optimal Bayesian filter to estimate the state of a system from a sequence of observations by using a set of random samples {x:), i = 1,. . . , N,} with associated weights { w L ) , i = 1 , . . . , N , } . The system dynamics and o b servation models can be non-linear, and the process and observation noise can be non-Gaussian. Particle filtering is described in detail in [5, 6, 71.
In this work, the particles (random samples) { x~~~} and associated weights {wLL,} approximate the posterior density p ( z k -1 ItJ1:k-l). The predicted density p ( X k l y 1 : k -1 ) is approximated by sampling each particle using the state transition density p Z l ) 1 Z k -1 the proposal distribution. After the foveal sensor is configured and an observation Y k is obtained, the associated weights {ut'} are updated using
The posterior density of x k is approximated as
The system state estimate is the conditional mean of the posterior density, which is computed approximately using the particles and weights:
This particle filter is simple to implement, but may suffer from sample impoverishment (when the resampled particles contain many repeated points) , particularly when the observation noise variance is very small relative to the process noise variance. Sample impoverishment is a significant issue when configuring the acuity of the foveal sensor, since the width of the foveal region is set to include a given percentage of particles (as discussed in Section 3 . 3 ) . We address this problem by adopting a Gaussian resampling method (fully described in [ 3 ] ) that increases the diversity of particle locations. In this method, the mean and covariance of the posterior density p (~k l y 1 : k ) are computed from the particles and weights; the particles are then resampled from a Gaussian density with this mean and covariance. In practice, this resampling scheme has given improved performance compared to the resampling algorithm in [5] .
The system model in (1) is linear with Gaussian noise, and the observations from the model defined in Section 3.2 depend only on the target position. Thus, the computational requirements of the particle filter are significantly reduced by using Rao-Blackwellization (see for example [17] ).
Foveal Sensor
In this section, we provide some background on concepts and previous work related to foveal sensors, and then present the foveal sensor model used in our work.
Background
There have been significant efforts to emulate the structure and function of the human vision system in applications of automated tracking, robot vision, and surveillance. Most previous research on foveal sensors has concentrated on the development of image sensors with a foveal region and on tracking algorithms specifically tailored to these sensors. In 1990 Debusschere et. al. presented their work on a retinal CCD sensor for fast 2D shape recognition and tracking, which is the earliest designed using CMOS technology in the literature [8] . Wodnicki designed a foveated image sensor using a standard 1.2pm ASIC CMOS process in 1994 [9] . Another foveated sensor using 0.7pm CMOS technology was designed to achieve a higher resolution E Theoretical work investigating the performance of target tracking algorithms using a one-dimensional foveal sensor was initiated by Cochran et. al. [12, 131. 
Coordinates and notation for the t w e
In this work, a target was constrained to move in one dimension. A foveal sensor provided measurements of position, which were used to estimate the target position and velocity. This work used a Kalman filter with various data pre-processing schemes to implement the tracker. This work was extended in [3] to a foveal sensor with adaptive acuity; a particle filter, rather than the Kalman-filter based estimator, was also used. The foveal sensor model developed in Section 3.2 is a twodimensional extension of the one-dimensional model used in [3].
Mathematical Model
The two-dimensional foveal sensor measures the angles from the sensor axis to the target location. The foveal region of this sensor is illustrated in Figure 2 . The foveal sensor has an conical foveal region. The foveal sensor can be configured by adjusting the orientation of the cone's axis. This foveal sensor provides highly accurate angle measurements when the angle between the axis and the target bearing is close to zero, and less accurate angle measurements when this angle is large. We illustrate the sensor accuracy in Figure 2 by the shading from dark to light, indicating decreasing visual acuity as the angle increases. determine the center of the foveal region; ce and c4 determine the gain in the foveal region.
Adaptive Acuity Algorithm
In previous work[l3 ,12] , the gain of the foveal sensor was fixed and only the center of the foveal region could be configured. In [3] and this paper, we investigate the performance obtainable by codiguring both the center and gain of the foveal region. The foveal region is centered at the predicted angular position of the target. We now describe the algorithm used to adjust the gains.
The particle filter, by computing samples from an approximation to the posterior density, provides the information necessary to set the width of the foveal region to include likely target observations. In 
where E is a weighting factor between one and zero.
... 
Data Fusion in a System of Distributed Foveal Sensors
The observations from a single angular sensor are typically insufficient to track a target moving in three dimensions. Thus, we consider a system of distributed foveal sensors similar to that shown in Figure 5 ; the number of sensors in the system is denoted M . This multiple sensor system comprises a control module and multiple sensor modules, as shown in Figure 6 . Each sensor module is composed of three parts: the foveal sensor, a local processor and a communication interface; these parts perform the functions of observing the target, making local sensor configuration and tracking decisions, and transmitting the decisions to the control module. The control module is a global decision maker which estimates the target location based on information supplied by the sensor modules; the control module also feeds back information to the sensors. The sensors may adapt their codgurations based on this feedback information. This type of distributed detection network was categorized as a parallel fusion network topology with feedback in [14] . This architecture can also be seen as a self-improving fusion system architecture[l5]. Data fusion in such a distributed sensor system is a research area of significant interest. Frameworks for data fusion, mainly based on probabilistic models or least-squares techniques, are well known, eg. [14, 161; however, specific algorithms must be designed for each specific system. In this work, two different approaches have been developed: a joint resampling scheme, and and an individual resampling scheme. In the joint resampling scheme, data fusion is performed using particle weights fiom each sensor. In the individual resampling scheme, each sensor uses a particle filter to estimate the angular measurements, which are then transmitted to the control module.
In the joint resampling scheme, the control module implements a particle filter; the particles from this filter are communicated to each sensor, where they are 
Decision input
used to configure the sensor location and gain as described in Section 3.3. After configuration, the sensor computes particle weights, which are then transmitted to the control module and used (jointly with all sensor weights) to update the particles in the particle filter. This scheme is described in Table 1 . The drawback of this method is the heavy communication burden, and thus large bandwidth requirement, of transmitting samples and weights.
The individual resampling scheme is designed to reduce the amount of information that must be communicated between the control and sensor modules. In this scheme, each sensor individually implements a particle filter; each sensor is configured using the particles in its own filter. In addition, from these-particles, each sensor module estimates the angles (AOF, A@), where m is the index of the sensor, which are then communicated to the control module. The control module finds as its estimate the point z k The 1/0 characteristics of the fusion process are different for these two resampling schemes. Figure 7 shows the 1/0 characteristics of the joint resampling scheme using the characterization developed in [15] ; Figure 8 shows the 1/0 characteristics of the individual resampling scheme. In Figure 8 , the fusion process in the sensor module is a combination of Data InFeature Out (DAI-FEO) fusion mode and Feature InDecision Out (FEI-DEO) fusion mode. The performance of this tracking system has been evaluated using Monte Carlo simulations. The dynam- We used the simulation to investigate the performance differences between the joint and individual resampling schemes. We also investigated the tracker performance as a function of the number of foveal sensors.
Control

Joint Versus Individual Resam-
The performance of the joint and individual resampling schemes was evaluated using Monte Carlo simulation and three foveal sensors. In all simulations, the time between observations was A k = 0.1, the intensity of the process noise was Q k = 0.5, and the covariance matrix of the observation noise was Cw, = diag(0.1,O.l). Each simulation was run for 50 epochs (observations).
Three different sets of 100 Monte Carlo simulation runs were created using 200 particles in each run; in pling Number of Sensors I Set 3 I 0.0560 1 0.1210 I Table 2 : Average squared position estimation error for the three sets of simulation runs. In Set 1, the sensors were closest to the origin, and in Set 3, they were far away from the origin. each run, the sensor positions were chosen randomly.
For the first set of Monte Carlo runs, sensor positions were close to the origin; sensor positions were farther away for the second set, and even farther away for the third set. The relative directions from the origin to each of the three sensors was the same in all three sets of Monte Carlo runs. The squared position error was averaged over the 50 epoch duration of each run and over the 100 simulation runs in each set. Table 2 shows the average squared position error for the two resampling schemes for each set of simulations. In each of the three cases, the average squared estimate error for the joint resampling was significantly lower than the average error for the individual resampling. Also, the system performance improves as the sensors are moved farther from the origin; this is because moving the sensors farther from the origin increases their angular separation, which decreases the errors in estimated position caused by errors in the observations. We also investigated the effect of increasing the number of particles in the particle filters from 200 to 1000; this improves the performance of the joint resampling scheme significantly but does not improve the performance of the individual resampling scheme appreciably.
The improved performance of the joint resampling scheme comes at the price of a much higher communication cost. For the joint scheme, at each time epoch, the control module sends the sensors the information for each particle (all six components of the state vector). After the observation is obtained, each sensor sends the local weight for each particle back to the con- 
Number of Sensors Versus Performance
We investigated how the number of sensors affects the performance of the target tracker. Clearly, the performance of the sensor network depends on the location of the sensors as well as the number of sensors. Table 4 shows the performance of sensor networks composed of two to five foveal sensors for a particular sensor placement; the joint resampling scheme with 100 particles is used, and the squared error is averaged over 1000 simulation runs. Two sensors are insufficient to locate the target from a single set of observations; three sensors provide enough information to locate the target from a single set of observations, and four or five sensors provide redundant information. The results show that increasing the number of sensors improves the estimate quality except in the case of five sensors, where the addition of the fifth sensor does not improve the estimate quality. 6 
Conclusions and Future Work
In thisapaper, we have presented a target tracking system based on multiple foveal sensors. We have presented a centralized and a decentralized system architecture to configure the foveal sensors and estimate the target state. The centralized architecture provides better performance at the cost of significant information communication.
We have identified several areas for further work:
e Alternative system architectures: We have investigated only two of the many possible system architectures. It is possible that other architectures will provide useful cost/performance trade offs. For example, it is likely that improved state estimates could be obtained from the individual resampling architecture by the addition of a particle filter at the control node that estimates the system state based on the estimated angular values supplied by the sensors.
Sensor selection strategy: When sensing resources are redundant, the required communication bandwidth can be significantly reduced without degrading the system performance by selecting the most appropriate sub-set of sensors from among the sensors available to the system. Finding computationally tractable centralized and distributed algorithms for sensor selection is an area of ongoing research.
