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Abstract— In this paper, we present a model-based periodic
event-triggered control mechanism for nonlinear continuous-
time Networked Control Systems. A sampled-data prediction
of the system behavior is used at the actuator to reduce the
amount of required communication while maintaining a user-
defined performance level. This prediction is based on a possibly
inaccurate discretization of the nonlinear system dynamics and
can be implemented on simple hardware. Nevertheless, guar-
antees for asymptotic stability and a user-defined performance
level are given for the periodic event-triggered control (PETC)
mechanism, whilst the reduction of the required amount of
transmissions of state information depends on the quality of
the prediction. We discuss furthermore how the prediction
can be implemented. The performance of the proposed PETC
mechanism is illustrated with a numerical example. This paper
is the accepted version of [1], containing also the proofs of the
main results.
I. INTRODUCTION
A major challenge in the field of Networked Control
Systems (NCS) is to find sampling and control strategies that
require only a small amount of communication while still
guaranteeing stability and a certain degree of performance
for the control system [2]. By prolongating the time between
transmissions, a reduction of the required amount of commu-
nication for the NCS can be achieved. However, this comes
often at the cost of decreasing performance. In literature,
there are different sophisticated techniques to extend the
time span between transmissions, while still obtaining a good
trade off between these two potentially conflicting objectives.
A widespread approach to achieve such a good trade
off, is event-triggered control (ETC) [3], [4], [5], [6]. In
ETC, control updates are not send periodically, but instead
according to a state dependent trigger rule. This stands in
contrast to time-triggered control, where control updates are
triggered periodically with a fixed sampling period. Since
it is impossible to evaluate the state dependent trigger rule
continuously on digital hardware, periodic event triggered
control (PETC) [6], [7], [8] has been developed. Here, the
trigger rule is only evaluated periodically at fixed sampling
times, but nevertheless stability can be guaranteed.
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Another technique that is capable of reducing the amount
of communication, while still guaranteeing a certain perfor-
mance level, is based on using a model at the actuator to
predict the plant behavior. Then, the system input is calcu-
lated based on this prediction, if no current state information
is available [9], [10], [11]. We will refer to this technique
subsequently as model-based networked control (MBNC).
To exploit the advantages of both PETC and MBNC, it
is hence desirable to combine both techniques. For ETC,
MBNC and linear systems, this has been done successfully in
[12], [13]. A linear model-based PETC framework has been
presented in [14]. Whilst model-based PETC (MB-PETC)
for linear systems is thus well understood, most nonlinear
PETC approaches from literature do not take into account a
prediction at the actuator. For discrete-time systems that
satisfy a dissipation inequality, nonlinear MB-PETC was
investigated in [15]. Moreover, the nonlinear PETC approach
from [16] can in principle be modified to include a prediction
with a continuous-time prediction model at the actuator, even
though [16] focuses on the prediction-free case. Since the
research for nonlinear MB-PETC is hence still at an early
stage, it is desirable to investigate MB-PETC mechanisms.
In this paper, we present an MB-PETC mechanism for
nonlinear systems that is based on the linear PETC approach
from [17]. The proposed mechanism uses a possibly inaccu-
rate discretization of the considered plant as sampled data
prediction model. The prediction of the system state, that
is used to determine the system input at the actuator if no
current state information is available, thus only needs to be
updated periodically at sampling times of the PETC mecha-
nism. This stands in contrast to [16], where a continuous-
time prediction model would be required, that cannot be
implemented on digital hardware. The sampled-data predic-
tion model, on the contrary makes the proposed approach
feasible, even if the actuator has only very limited com-
putational capabilities. Stability and a chosen convergence
speed are guaranteed independent of the actual choice of the
prediction model. To achieve this, a copy of the prediction
model is used by the PETC mechanism at the actuator side to
include knowledge about the next input that will be applied
to the system for the trigger decision. The reduction of the
required amount of communication depends on the quality of
the prediction model. We discuss how a suitable prediction
model can be obtained. Finally, we demonstrate with a
numerical example that the proposed approach can improve
the system performance and nevertheless significantly reduce
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the required amount of communication in comparison to the
prediction-free PETC mechanism from [18].
The remainder of this paper is structured as follows. In
Section II, we introduce the considered setup and specify
the control objective. Then, we discuss how the sampled-
data prediction can be implemented on simple hardware in
Section III. Some basic results for the PETC design are
presented in Section IV. Building up on this, we propose
the MB-PETC mechanism in Section V. A conclusion in
Section VI completes the paper. Some spacious proofs are
given in the appendix.
Notation: The positive (respectively nonnegative) real
numbers are denoted by R>0, respectively R≥0 := R>0 ∪
{0}. The positive (respectively nonnegative) natural numbers
are denoted by N, respectively N0 := N ∪ {0}. bxc returns
the next integer to x that is smaller than or equal to x. A
continuous function α : R≥0 → R≥0 is a class K function
if it is strictly increasing and α(0) = 0. The notation t− is
used as t− := lim
s<t,s→t s. A continuous function V : R
n → R
is positive definite if V (0) = 0 and V (x) > 0 for all x 6= 0.
V ′(k) denotes ∂V (x)∂x
∣∣∣
x=k
. Furthermore, we use in a slight
abuse of notation LfV (x, u) to denote the Lie derivative
of V along the vector field f : Rn × Rm → Rn, i.e.,
LfV (x, u) = V ′(x)f(x, u). We use [f ]j (·) = f ◦ · · · ◦ f(·)︸ ︷︷ ︸
j−times
as operator for j concatenations of a function f .
II. SETUP
In this section, we specify the setup for this paper, includ-
ing the considered control system, the MB-PETC strategy
and the control objective.
A. Control System
The setup that we consider is sketched in Figure 1. The
plant to be controlled is described by a nonlinear, time-
invariant system
x˙ = f(x, u) (1)
with a vector valued function f : Rnx × Rnu → Rnx
satisfying f(0, 0) = 0, the system state x(t) ∈ Rnx with
initial condition x(0) = x0 and the input u(t) ∈ Rnu . The
input is generated by a controller as
u = κ(xˆ) (2)
with the nonlinear feedback law κ : Rnx → Rnu and a
prediction xˆ(t) of the system state x(t) that is generated
at the actuator based on received state information and a
prediction mechanism.
The system state is sampled uniformly with a fixed sam-
pling period h ∈ R>0 that will be specified later. Thus,
at each discrete time instant satisfying t = kh for some
k ∈ N0, a new sample of the current system state is drawn.
We define the sequence of sampling times as (τsk)k∈N0 , i.e.,
τsk = kh and introduce the infinite set of sampling times
as T s := {τs0 , τs1 , τs2 , . . . }. However, to reduce the network
load, current state information is not transmitted at each
sampling time to the actuator. Instead, the time instants, when
PlantControllerPrediction
MB-PETC
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Network
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xˆ
Fig. 1. Sketch of the considered setup.
state information is transmitted to the actuator are given
by the infinite sequence (τal )l∈N0 and define a discrete set
T a := {τa0 , τa1 , τa2 , . . . } ⊆ T s. The set T a depends on a
PETC mechanism that will be designed in this paper. The
PETC mechanism will guarantee that τa0 = τ
s
0 = 0.
The update of the predicted state xˆ when current state
information is received at the actuator is represented by
xˆ(τal ) = x(τ
a
l ) for all τ
a
l ∈ T a. Between the update
times, a state prediction is used at the actuator. We assume
however, that a continuous-time prediction model cannot be
implemented at the actuator. This is for example the case
for digital hardware. Instead, in this paper, a sampled-data
approach is used for the prediction. This approach consists of
updating xˆ at each sampling time when no state information
is received according to
xˆ(τsk) = fp(xˆ(τ
s
k−1)) (3)
if τsk ∈ T s\T a, with a continuously differentiable prediction
function fp which can be chosen arbitrarily as long as
fp(0) = 0. Between sampling times, xˆ is kept constant, i.e.,
˙ˆx(t) = 0 for all t /∈ T s. This allows the implementation of
the xˆ dynamics even on simple hardware. Zero-order hold
(ZOH) feedback is a special case of the prediction with
fp(xˆ) = xˆ and resembles the setup of [18].
The closed-loop system consists of system (1), controller
(2), prediction (3) and its reset condition and can be modeled
as a discontinuous dynamical system (DDS) with state ξ =[
ξ>1 , ξ
>
2
]>
=
[
x>, xˆ>
]>
for k ∈ N0 as
ξ˙(t) =
[
f(ξ1(t), κ(ξ2(t)))
0
]
, τsk ≤ t < τsk+1,
ξ(t) =
[
ξ1(t
−)
fp(ξ2(τ
s
k))
]
, t = τsk+1 ∧ t /∈ T a
ξ(t) =
[
ξ1(t
−)
ξ1(t
−)
]
, t = τsk+1 ∧ t ∈ T a
(4)
with ξ(0) = ξ0 :=
[
x>0 , xˆ
>
0
]>
with xˆ0 = x0 due to τa0 = 0.
B. PETC Triggering Strategy
The time instants when the system state is transmitted to
the actuator are determined using PETC, i.e., according to a
trigger mechanism that is evaluated at each sampling time,
and thus at each element of T s. As depicted in Figure 1,
the PETC trigger mechanism has access to a copy of the
prediction that is used at the actuator. Using the feedback
law κ(xˆ), it can thus also include knowledge about the input
that will be applied to the plant during the next sampling
period in the trigger decision. If the trigger rule of the PETC
mechanism is violated at a sampling time, then the current
system state is transmitted to the actuator.
In order to design the PETC mechanism, we assume that
a stabilizing controller for the continuous-time system has
already been synthesized. Thus, a continuous-time feedback
law and a Lyapunov function are known, that satisfy the
following assumption.
Assumption 1: There is a continuous, positive definite
function Vγ : Rn → R, satisfying
α1(‖x‖) ≤ Vγ(x) ≤ α2(‖x‖) (5)
V
′
γ (x(t))f(x(t), κ(x(t))) ≤ −γ(Vγ(x(t))) (6)
with class K functions γ, α1, α2.
Finding κ and Vγ that satisfy Assumption 1 is a common
but non-trivial problem in control theory for continuous-time
systems and is widely discussed in literature, see e.g. [19].
Subsequently, we consider local results for a level set of
Vγ , that can be defined as Xc := {x|Vγ(x) ≤ c} for a chosen
c ∈ R>0. Next, we present a criterion on the convergence
speed of the system state, which will be used in this paper as
performance measure, and define the control objective that
has to be guaranteed by the MB-PETC mechanism.
C. Convergence Criterion and Control Objective
We consider in this paper the same averaged convergence
criterion that was used in [5] for event-triggered control with
performance barrier, except for a time shift of one sampling
period. Let S(t, x0) be the solution to
d
dt
S(t, x0) = −σγ(S(t, x0)), S(0, x0) = Vγ(x0). (7)
for a chosen σ ∈ (0, 1). We require as performance criterion
Vγ(x(t+ h)) ≤ S(t, x0) (8)
for all t > 0. This means, that we require in average the same
convergence speed as can be guaranteed for continuous-time
feedback except for a tunable deviation, that is described by
σ, and a time shift of one sampling period. Note that this time
shift is small as long as h is small. We denote subsequently
the maximum admissible sampling period such that (8) can
be guaranteed as σ-MASP. The following proposition, that
is taken from [18] can be used to guarantee satisfaction of
(8) without explicit knowledge S(t, x0).
Proposition 1 (Proposition 3 from [18]): Consider two
constants C1, C2 ∈ R≥0, and S(t, x0) defined by (7).
If C1 ≤ C2 − rσγ(C2) and C2 ≤ S(s, x0) holds for
r, s ∈ R≥0, then C1 ≤ S(s+ r, x0).
The goal of this paper is to present an MB-PETC mecha-
nism, that exploits the prediction at the actuator to improve
the system performance in comparison to existing approaches
without prediction, whilst reducing the amount of transmis-
sions of the system state. Nevertheless, asymptotic stability
of the origin of the closed-loop system that is represented by
the DDS (4) and satisfaction of the convergence criterion (8)
have to be guaranteed for all initial conditions from the level
set Xc, even in case the prediction function is very inaccurate
due to computational limitations of the actuator.
III. SAMPLED-DATA PREDICTION FOR A
CONTINUOUS-TIME PLANT
In this section, we discuss options for choosing the predic-
tion function fp. The choice of fp does significantly influence
the closed-loop performance and the required amount of
transmissions, and is thus important for the MB-PETC .
Choosing fp(x) = x, which resembles the ZOH case
and which is done for most nonlinear PETC mechanisms
from literature, will in general not deliver a good predic-
tion. Instead, a small amount of transmissions can e.g. be
achieved, if fp approximates the exact discretization of the
plant dynamics (1) with a small enough approximation error
since then, the difference between x(t) and xˆ(t) grows only
slowly. If the exact discretization of f could be used, one
single transmission would even suffice to stabilize the plant
if no additional perturbations occur. However, finding the
exact discretization is impossible for most nonlinear systems.
Moreover, the computational capabilities of the actuator may
be limited, making the evaluation of an exact discretization
impossible. We present now different options how fp can be
chosen, depending on the actuator.
Runge-Kutta discretization: The prediction function fp
can be chosen as a Runge-Kutta discretization of f . This
works well if the actuator has suitable computational capa-
bilities to evaluate the nonlinear function f at any point in
the state space.
Look-up tables: The prediction function fp can be con-
structed from a look-up table that is based on sampled values
of a precise but computationally demanding discretization of
f . Continuous differentiability of fp can then be ensured by
interpolation between the samples. This works well, even if
the actuator has only very limited computational capabilities.
Regression of a precise discretization: A regression
method as e.g. a neural network can be used to approximate a
precise but computationally demanding discretization of f .
Such regressions can be implemented on simple hardware
with limited computational capabilities and nevertheless of-
ten allow a good approximation.
Transmitting sequences of future inputs: For packet based
networks, a sequence of future updates of xˆ can be computed
by the trigger mechanism based on a precise but computa-
tionally demanding discretization of f , and an input sequence
can be transmitted to the actuator. Then no computational
capabilities are required at the actuator at all. In turn, the
required packet size may be larger for that approach as for
the other approaches presented here.
Remark 1: Due to limited computational capabilities of
the actuator, it may be impossible to compute κ exactly at
the actuator. Instead, the above discussed approaches can also
be used to approximate κ. This approximation can be easily
included in the proposed MB-PETC mechanism. To obtain
still guarantees, it is then only required to transmit an exactly
computed input together with the current system state over
the network to the actuator at transmissions times.
IV. PETC PRELIMINARIES
In this section, we first recap some results from [6] and
[18]. Then, we extend a sufficient stability condition for DDS
based on non-monotonic Lyapunov functions from [20] to the
setup of this paper. Both parts of this section will be used
later to design the PETC mechanism.
A. Preliminary Results from [6] and [18]
First, we recap from [6] how a time dependent and state
independent upper bound on the time derivative of Vγ(x(t))
can be computed. This bound is used in [6] and [18] to
design PETC mechanisms and to compute a lower bound
on the σ-MASP for which stability and the convergence
criterion (8) can be guaranteed. We will use the bound on the
time derivative of Vγ(x(t)) for the design of the MB-PETC
mechanism.
First, we need some assumptions that specify the consid-
ered setup. A discussion of these assumptions is omitted here
due to spacial limitations and can be found in [6] and [18].
Assumption 2: (cf. Assumption 1 and 2 from [6]) For the
chosen c ∈ R>0, there is a finite Lipschitz constant L1,c sat-
isfying L1,c
4
= sup
x1,x2,x3∈Xc,x1 6=x2
‖f(x1, κ(x3))−f(x2, κ(x3))‖
‖x1−x2‖ .
Assumption 3: (cf. Assumption 3 in [6]) For the chosen
c ∈ R>0, there is a finite Lipschitz constant L2,c ∈ R
satisfying L2,c
4
= sup
x1,x2∈Xc,x1 6=x2
∥∥∥V ′γ (x1)−V ′γ (x2)∥∥∥
‖x1−x2‖ .
Assumption 4: (cf. Assumption 4, resp. Lemma 1 from
[6]) For the chosen c ∈ R>0, there is a positive definite
function Mc : Rn → R, that is bounded on Xc, satisfying
for all x ∈ Xc∥∥∥V ′γ (x)∥∥∥‖f(x, κ(x))‖+ ‖f(x, κ(x))‖2
≤Mc(x)
∣∣∣V ′γ (x)f(x, κ(x))∣∣∣.
In order to obtain a time dependent but state independent
bound on Vγ(x(t)) for a constant input, we consider the
additional Cauchy problem ˙˜x(t) = f(x˜, u∗), x˜(0) = x˜0 ∈ Xc
for the chosen c ∈ R>0 and some constant u∗. We define
t∗ as the first time after t = 0 for which Vγ(x˜(t)) ≥ c
and 4∗(x˜0, u∗) = [0, t∗]. Note that a unique solution to the
Cauchy problem exists on [0, t∗] due to Assumption 2. The
following upper bound on the time derivative of Vγ(x˜(t))
has been derived in [6].
Corollary 1: (deviated from Corollary 4 from [6], cf.
Corollary 1 from [18]) Let Assumptions 2 and 3 hold for
the chosen c ∈ R>0. Let x˜0, x˜1 ∈ Xc , u∗ = κ(x˜1),
t ∈ 4∗(x˜0, u∗)∩
[
0, (1 + 2L1,c)
−1] and x˜(t) be the solution
of ˙˜x(t) = f(x˜(t), u∗), x˜(0) = x˜0. Then,
|LfVγ(x˜(t), u∗)− LfVγ(x˜0, u∗)|
≤√tµc
(∥∥∥V ′γ (x˜0)∥∥∥‖f(x˜0, u∗)‖+ ‖f(x˜0, u∗)‖2) ,
where µc ,
√
emax {L1,c, L2,c(1 + L1,c
√
e)} .
Based on the upper bound on the time derivative of Vγ(x˜(t))
from Corollary 1, there are different approaches to determine
an upper bound on the σ-MASP. A bound that takes directly
into account the time derivative of Vγ(x˜(t)) and that guaran-
tees a certain amount of decrease of Vγ(x˜(t)) at any time has
been presented in [6]. The averaged convergence criterion (8)
allows an increase of the Lyapunov function for some times
if an average decrease is still guaranteed. Thus, we use in
this paper instead the bound on the σ-MASP from [18], that
is less conservative for the considered setup. This bound is
given for x0 ∈ Xc by
hσ-MASP = min
{(
3(1− σ)
2µcMmax,c
)2
, (1 + 2L1,c)
−1
}
, (9)
where Mmax,c = sup
x∈Xc
Mc(x) and σ ∈ (0, 1). If h ≤
hσ-MASP, then we know from [18, Remark 1] that asymptotic
stability and satisfaction of the convergence criterion (8) are
guaranteed for periodic sampling with sampling period h.
B. Non-Monotonic Stability for the MB-PETC Setup
Now, we present a sufficient stability condition for the
DDS (4) that is closely related to Theorem 6.4.2 from [20].
The main difference to Theorem 6.4.2 is that our DDS
model (4) has two different jump equations for t ∈ T a and
t ∈ T s\T a. However, a decrease of the Lyapunov function
can only be guaranteed along successive time instants from
T a. A modified version of Theorem 6.4.2 that takes into
account the additional jumps of the DDS (4) can nevertheless
be stated for our setup as follows.
Proposition 2: Observe the DDS given by (4). Assume
that the unbounded discrete subset T a of R≥0 satisfies
0 < η ≤ τal+1 − τal ≤ η, ∀l ∈ N0 (10)
and τa0 = 0. Furthermore, assume there is a continuous
positive definite function V : R2nx → R, satisfying
α3(‖ξ‖) ≤ V (ξ) ≤ α4(‖ξ‖), (11)
such that for all l ∈ N0, and all ξ(τal ) ∈ Xc,2, where Xc,2 :=
{ξ|V (ξ) ≤ c} for the chosen c ∈ R>0,
V (ξ(τal + r)) ≤ α5(V (ξ(τal ))), 0 ≤ r < τal+1 − τal (12)
and
1
τal+1 − τal
[
V (ξ(τal+1))− V (ξ(τal ))
] ≤ −γ2(V (ξ(τal )))
(13)
hold with class K functions α3, α4, α5, γ2. Then the equi-
librium ξ = 0 is asymptotically stable for the DDS (4) with
region of attraction Xc,2.
Proof: The proof is given in Appendix A.
Based on Assumption 1 and our setup, we can simplify the
conditions of Proposition 2 as follows.
Proposition 3: Let Assumption 1 hold. Then, (11),
(12) and (13) hold for the DDS (4) and V (ξ) =
1
2 (Vγ(ξ1) + Vγ(ξ2)), if (10) holds, and for all x(τ
a
l ) ∈ Xc
and all l ∈ N0
Vγ(x(τ
a
l + r)) ≤ Vγ(x(τal )) (14)
Algorithm 1 MB-PETC triggering mechanism at t = τsk for
k ∈ N0.
1: if k = 0 then
2: iref ← 0, xˆsens ← x0,
3: V ref ← Vγ(x0) with Vγ according to Assumption 1
4: send x0 over the network
5: else
6: xˆsens ← fp(xˆsens),
7: usens ← κ(xˆsens)
8: λk ← hLfVγ(x(kh), usens) + 23h3/2µc(∥∥∥V ′γ (x(kh))∥∥∥‖f(x(kh), usens)‖+ ‖f(x(kh), usens)‖2)
9: if k − iref > ν or Vγ(xˆsens) > c or
Vγ(x(kh)) + λk ≥ V ref − (k − iref + 1)hσγ
(
V ref
)
then
10: send x(kh) over the network
11: iref ← k, V ref ← Vγ(x(kh)), xˆsens ← x(kh)
12: else
13: no transmission of x(kh) necessary
14: end if
15: end if
holds for 0 ≤ r < τal+1 − τal , and
1
τal+1 − τal
[
Vγ(x(τ
a
l+1))− Vγ(x(τal ))
] ≤ −γ2(Vγ(x(τal )))
(15)
holds. Furthermore, x(τal ) ∈ Xc implies ξ(τal ) ∈ Xc,2.
Proof: The proof is given in Appendix B.
Proposition 3 allows us to state a sufficient stability condition
in terms of the decrease conditions (14) and (15) for the
system state x. This will turn out to be useful to guarantee
stability for the MB-PETC mechanism. Note that the choice
of h according to the σ-MASP bound from (9) guarantees
satisfaction of the decrease conditions (14) and (15) if a
transmission is triggered periodically at each sampling time.
This is formalized in [18] by the following Lemma, which
we will use in the stability proof for the PETC mechanism.
Lemma 1 (cf. Lemma 1 from [18]): Let Assumptions 1-4
hold for the chosen c ∈ R>0. Assume system (1) is used with
controller (2), xˆ(τal ) = x(τ
a
l ), and with x(τ
a
l ) ∈ Xc for some
τal ∈ T a. If the next successful transmission takes place at
a time τal + h, i.e., τ
a
l+1 = τ
a
l + h and h ≤ hσ-MASP with
hσ-MASP according to (9), then (14) and (15) hold for Vγ on
Xc with γ2 = σγ. Moreover, if Vγ(x(τal )) ≤ S(τal , x0), then
(8) holds for τal ≤ t ≤ τal+1 and Vγ(x(τal+1)) ≤ S(τal+1, x0).
Proof: See [18].
Remark 2: Instead of Lemma 1, different methods to
determine a bound on the (σ-)MASP can be used in our
setup. For example, the emulation approach from [21] can
be used if a hybrid Lyapunov function is found for the
considered system (1). Using this approach may for some
setups lead to a larger bound on the (σ-)MASP, than the one
we consider here, but requires some additional assumptions.
V. MODEL-BASED PETC
In this section, we present the trigger mechanism for MB-
PETC, provide stability guarantees that are independently
of the choice of fp and demonstrate the efficiency of the
proposed mechanism with a numerical example.
A. Model-Based Triggering Mechanism
The MB-PETC trigger mechanism is given by Algo-
rithm 1. As in [18], an upper bound on the time evolution
of the Lyapunov function is computed at each sampling time
based on the bound from Corollary 1 and the current system
state, and a transmission is triggered if this bound violates
the convergence criterion.
Due to the prediction at the actuator, the input changes
at sampling times, such that the methods from [18] cannot
directly be used for the considered setup. Instead, the key
idea here is, to use a copy of the prediction at the actuator
also for the PETC mechanism. On that way, it is possible to
include knowledge about the input that will be applied to the
system for the next sampling period in the triggering deci-
sion, and thus to bound the time evolution of the Lyapunov
function for the next sampling period.
For technical reasons a transmission is also triggered if the
time between two transmissions exceeds the arbitrary large,
but fixed bound νh, or if the predicted state xˆ leaves the
considered level set Xc. We can state the following Theorem.
Theorem 1: Let Assumptions 1-4 hold on Xc for the
chosen c ∈ R>0. Assume system (1) is used with controller
(2), prediction (3) and with x0 ∈ Xc. Let necessary trans-
missions be detected with the trigger mechanism specified by
Algorithm 1 that is evaluated periodically with a sampling
period h ≤ hσ-MASP with hσ-MASP according to (9), σ ∈ (0, 1)
and arbitrary large ν ∈ N. Then, the origin of the DDS (4)
is locally asymptotically stable with region of attraction
x0 ∈ Xc and the convergence criterion (8) is satisfied.
Proof: The proof is given in Appendix C.
Remark 3: A special case of Theorem 1 for ZOH feed-
back is given by Theorem 1 from [18], if the maximum
number of successive lost packets m in Theorem 1 from
[18] is chosen to be 0.
Remark 4: The computational complexity of Algorithm 1
depends mainly on the computational complexity required
for evaluating fp, κ,LfVγ(x(kh), usens),
∥∥∥V ′γ (x(kh))∥∥∥ and
‖f(x(kh), usens)‖ and therefore on the system dynamics (1)
and on the chosen prediction function and controller.
Remark 5: The main advantage of the proposed MB-
PETC mechanism, i.e., the prediction at the actuator, can
also be combined with different PETC mechanisms from
literature. For example, in the mechanism from [8], a trans-
mission is triggered at time kh, if for a trigger function
Υ, the limit Υ(e(kh−), x(kh−)) with e(t) = xˆ(t) − x(t)
is larger than 0. The prediction at the actuator can here
be included by considering for the trigger decision the
error after the next prediction step is done, i.e., by using
Υ(fp(xˆ((k−1)h)−x(kh−), x(kh−)) for the trigger decision.
Theorem 1 allows us to use a wide class of prediction
functions at the actuator. As long as fp is continuously
differentiable and satisfies fp(0) = 0, stability is guaranteed
independently of the actual choice of fp. We will now show
in a numerical example, that even a simple and erroneous
prediction fp at the actuator can significantly improve the
performance of the closed-loop system in comparison to the
PETC with ZOH (subsequently denoted as ZOH-PETC).
B. Comparison of the Model-Based PETC to ZOH-PETC
To compare the MB-PETC mechanism to ZOH-PETC, we
use the same inverted pendulum example, that was used in
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Fig. 2. Comparison of ZOH-PETC (according to [18]) and MB-PETC with
Euler forward prediction: System states (above left), inputs (above right) and
Lyapunov functions (below) for the pendulum example.
[18]. For this example the system dynamics are given by(
x˙1(t)
x˙2(t)
)
=
(
x2(t)
(sin(x1(t))− u(t)cos(x1(t)))ω0
)
(16)
with pendulum angle x1, angular velocity x2, input u, that
is a force that acts on the mass center of the pendulum,
and a constant ω0. As in [18], we chose ω0 = 0.1, κ(x) =
31.6x1+40.4x2+sin(x1)
cos(x1)
and Vγ(x) = 1.278x21 + 0.632x1x2 +
0.404x22. For that choice, the DDS (4) satisfies for c =
0.258 and σ = 0.35 the assumptions of Theorem 1 with(
3(1−σ)
2µcMmax,c
)2
= 2.77 · 10−5 and (1 + 2L1)−1 ≈ 14.3 . Thus,
we chose h = 2.77 · 10−5s as the sampling period length,
for which Algorithm 1 stabilizes the DDS (4) independent
of the used prediction function fp. To demonstrate the
proposed approach, we use a prediction that is based on an
erroneous Euler forward integration. Thus, we use fp(xˆ) =
xˆ+ 1.05hf(xˆ, κ(xˆ)).
In Figure 2, a comparison of the MB-PETC mechanism
with Euler forward based prediction to the ZOH-PETC
mechanism from [18] is given. Whilst the time evolution of
the system states (above left) already heavily emphasizes that
the model-based mechanism is superior for the considered
example, the advantages become obvious from the input
plot (above right) and from the Lyapunov function plot
(below). The average input magnitude is significantly smaller
and the Lyapunov function converges much faster for the
MB-PETC mechanism than for the ZOH-PETC mechanism.
Nevertheless, significantly fewer transmissions are required
for the MB-PETC . Whilst the ZOH-PETC has an average
time between two transmissions of 0.47s, there are at least
2.5s between two transmissions of the MB-PETC .
This emphasizes that the MB-PETC mechanism can sig-
nificantly improve the performance of the closed-loop system
whilst reducing the amount of communication in comparison
to the ZOH-PETC mechanism if a relatively simple and
erroneous prediction is used even though the worst case
guarantees are the same as for the ZOH-PETC mechanism.
Remark 6: For the considered example, the MB-PETC
mechanism triggers transmissions event tough the value of
the Lyapunov function is much lower as it would be required
to satisfy the convergence criterion (also satisfied by the
trajectory for the ZOH-PETC mechanism). This is caused
by the sufficient condition for the convergence criterion from
Proposition 1, and can be omitted by using directly S(t, x)
for the trigger decision, if S(t, x0) is available.
VI. CONCLUSION
In this paper, we presented an approach to combine PETC
with MBNC for nonlinear systems. The proposed approach
is based on predicting the behavior of the continuous-time
plant at the actuator based on a discretization of the plant
dynamics, if no current state information is received. Differ-
ent approaches can be employed to implement the sampled-
data prediction on simple hardware with limited computa-
tional capabilities. Even with such an inexact prediction, the
model-based mechanism can reduce the required amount of
communication significantly in comparison to prediction-free
PETC approaches or to time-triggered control. Stability and a
user-defined convergence speed are nevertheless guaranteed.
REFERENCES
[1] M. Hertneck, S. Linsenmayer, and F. Allgo¨wer, “Model-Based Non-
linear Periodic Event-Triggered Control for Continuous-Time Systems
with Sampled-Data Prediction,” in Proc. European Control Confer-
ence, 2020.
[2] J. P. Hespanha, P. Naghshtabrizi, and Y. Xu, “A Survey of Recent
Results in Networked Nontrol Systems,” Proceedings of the IEEE,
vol. 95, no. 1, pp. 138–162, 2007.
[3] W. P. M. H. Heemels, K. H. Johansson, and P. Tabuada, “An introduc-
tion to event-triggered and self-triggered control,” in Proc. 51st IEEE
Conf. Decision and Control (CDC), 2012, pp. 3270–3285.
[4] P. Tabuada, “Event-Triggered Real-Time Scheduling of Stabilizing
Control Tasks,” IEEE Trans. Automat. Contr., vol. 52, no. 9, pp. 1680–
1685, 2007.
[5] P. Ong and J. Corts, “Event-Triggered Control Design with Per-
formance Barrier,” in Proc. 57th IEEE Conf. Decision and Control
(CDC), 2018, pp. 951–956.
[6] A. V. Proskurnikov and M. Mazo Jr, “Lyapunov Event-triggered
Stabilization with a Known Convergence Rate,” IEEE Trans. Automat.
Contr., 2019.
[7] W. P. M. H. Heemels, M. C. F. Donkers, and A. R. Teel, “Periodic
Event-Triggered Control for Linear Systems,” IEEE Trans. Automat.
Contr., vol. 58, no. 4, pp. 847–861, 2013.
[8] W. Wang, R. Postoyan, D. Nei, and W. P. M. H. Heemels, “Stabiliza-
tion of nonlinear systems using state-feedback periodic event-triggered
controllers,” in Proc. 55th IEEE Conf. Decision and Control (CDC),
2016, pp. 6808–6813.
[9] L. A. Montestruque and P. J. Antsaklis, “On the model-based control
of networked systems,” Automatica, vol. 39, no. 10, pp. 1837–1843,
2003.
[10] I. G. Polushin, P. X. Liu, and C.-H. Lung, “On the model-based ap-
proach to nonlinear networked control systems,” Automatica, vol. 44,
no. 9, pp. 2409–2414, 2008.
[11] S. Mastellone, C. T. Abdallah, and P. Dorato, “Model-based networked
control for nonlinear systems with stochastic packet dropout,” in Proc.
American Control Conference, 2005, pp. 2365–2370 vol. 4.
[12] J. Lunze and D. Lehmann, “A state-feedback approach to event-based
control,” Automatica, vol. 46, no. 1, pp. 211–215, 2010.
[13] E. Garcia and P. J. Antsaklis, “Model-Based Event-Triggered Control
for Systems With Quantization and Time-Varying Network Delays,”
IEEE Trans. Automat. Contr., vol. 58, no. 2, pp. 422–434, 2013.
[14] W. P. M. H. Heemels and M. C. F. Donkers, “Model-based periodic
event-triggered control for linear systems,” Automatica, vol. 49, no. 3,
pp. 698–711, 2013.
[15] M. J. McCourt, E. Garcia, and P. J. Antsaklis, “Model-based event-
triggered control of nonlinear dissipative systems,” in Proc. American
Control Conference, 2014, pp. 5355–5360.
[16] D. P. Borgers, R. Postoyan, A. Anta, P. Tabuada, D. Nei, and W. P.
M. H. Heemels, “Periodic event-triggered control of nonlinear systems
using overapproximation techniques,” Automatica, vol. 94, pp. 81–87,
2018.
[17] S. Linsenmayer, D. V. Dimarogonas, and F. Allgo¨wer, “Periodic Event-
Triggered Control for Networked Control Systems based on Non-
Monotonic Lyapunov Functions,” Automatica, vol. 106, pp. 35–46,
2019.
[18] M. Hertneck, S. Linsenmayer, and F. Allgo¨wer, “Nonlinear Dynamic
Periodic Event-Triggered Control with Robustness to Packet Loss
Based on Non-Monotonic Lyapunov Functions,” in Proc. 58th IEEE
Conf. Decision and Control (CDC), 2019, pp. 1680–1685.
[19] H. Khalil, Nonlinear Systems Third Edition. Prentice Hall, Upper
Saddle River, NJ, 2002.
[20] A. N. Michel, L. Hou, and D. Liu, Stability of dynamical systems:
On the role of monotonic and non-monotonic Lyapunov functions.
Springer, 2015.
[21] D. Nesic, A. R. Teel, and D. Carnevale, “Explicit Computation of the
Sampling Period in Emulation of Controllers for Nonlinear Sampled-
Data Systems,” IEEE Trans. Automat. Contr., vol. 54, no. 3, pp. 619–
624, 2009.
APPENDIX
A. Proof for Proposition 2
Proof: This proof follows directly from the proof of
Theorem 6.4.2 from [20]. We have to show that
∀ > 0,∃δ() > 0, s.t.‖ξ0‖ ≤ δ()⇒ ‖ξ(t)‖ ≤  ∀t ≥ 0
(17)
and
‖ξ(t)‖ → 0 as t→∞ (18)
for all ξ0 ∈ Xc,2, to show asymptotic stability with region of
attraction Xc,2. Subsequently, we use the abbreviation zl :=
V (ξ(τal )). From (13), we observe that zl ≤ z0 for all l ≥ 0
and z0 ≤ c. Using (11) and (12), we obtain for τal ≤ t < τal+1
that
‖ξ(t)‖ ≤ α−13 (α5 (zl)) (19)
and thus ‖ξ(t)‖ ≤ α−13 (α5 (z0)) for all t ≥ 0. Hence,
‖ξ(t)‖ ≤  if ‖ξ0‖ ≤ min
{
α−14
(
α−15 (α3 ())
)
, α−14 (c)
}
:=
δ() and thus (17) is satisfied. To show (18), we con-
sider again (13) and observe by using (13) recursively that
zl+1 − z0 ≤ −(τal+1 − 0)γ2(zl). With (10), this yields zl ≤
γ−12
(
z0
lη
)
. Consequently, condition (18) follows directly due
to (19).
B. Proof for Proposition 3
Proof: Due to Assumption 1, (11) holds. Next, observe
that
ξ2(τ
a
l + r) = [fp]j (ξ2(τ
a
l )) (20)
for jh ≤ r < (j+ 1)h and all j ∈
{
0, . . . ,
⌊
τal+1−τal
h
⌋
− 1
}
.
Due to the continuous differentiability of fp, on each
compact set C there is a Lipschitz constant LC , such that
‖fp(x)‖ ≤ LC‖x‖ for all x ∈ C. Hence, for x ∈ Xc it
holds that
∥∥∥[fp]j (x)∥∥∥ ≤ (Πji=1LCi) ‖x‖, where LCv is a
Lipschitz constant for the set Cv , that is recursively defined as
Cv :=
{
x|‖x‖ ≤ (Πv−1i=1LCi)xmax} with xmax = max
x∈Xc
‖x‖
for v ≥ 2 and C1 = Xc.
We know from (10) that τal+1 − τal ≤ η. Let jmax :=⌊
η
h
⌋
− 1. Thus it holds, that
‖ξ2(τal + r)‖ ≤max
{
1,Πjmaxi=1 LCi
}
‖ξ2(τal )‖
≤max
{
1,
(
LCjmax
)jmax} ‖ξ2(τal )‖. (21)
Observe that due to (5), it follows that ‖ξ2(τal )‖ ≤
α−11 (Vγ(ξ2(τ
a
l ))) holds and Vγ(ξ2(τ
a
l + r)) ≤
α2(‖ξ2(τal + r)‖) holds for all r. Furthermore, we have
ξ1(t) = x(t) for all t and ξ2(τal+1) = ξ1(τ
a−
l+1) = x(τ
a
l+1)
due to the structure of the DDS (4). Thus, we can
conclude from (14) and (21) that (12) holds with
α5(·) := max
{
(·), α2
((
LCjmax
)jmax
α−11 (·)
)}
. Moreover,
(13) follows due to the structure of the DDS from (15) and
ξ(τal ) ∈ Xc,2 follows due to the structure of the DDS from
x(τal ) ∈ Xc.
C. Proof for Theorem 1
Proof: This proof follows the same structure as the
proof of Theorem 1 from [18]. We will show that the
conditions from Proposition 2 hold for the DDS (4) and the
Lyapunov function V (ξ) = 12 (Vγ(ξ1) + Vγ(ξ2)). Moreover,
we show that (8) holds for τal ≤ t ≤ τal+1 and Vγ(x(τal+1)) ≤
S(τal+1, x0) if Vγ(x(τ
a
l )) ≤ S(τal , x0).
In Algorithm 1, a transmission is triggered if the number
of sampling periods between two successive transmissions
exceeds the bound ν. Since in addition, the time between
two transmissions is lower bounded by the length of the
sampling period h, we know that (10) holds. Thus, if (14)
and (15) hold for all l ∈ N0, then (11), (12) and (13) hold
due to Proposition 3 and the assumptions of the theorem.
We consider now an arbitrary l ∈ N0 with Vγ(x(τal )) ≤
S(τal , x0).
First assume that τal+1 = τ
a
l +h. In this case, we know from
Lemma 1 that (14) and (15) hold for τal and τ
a
l+1 with γ2 =
σγ and that (8) holds for τal ≤ t ≤ τal+1 and Vγ(x(τal+1)) ≤
S(τal+1, x0) if Vγ(x(τ
a
l )) ≤ S(τal , x0).
Now assume that τal+1 > τ
a
l + h. In this case, we can
choose k˜ ≥ 0 and p > 1, such that τal = τsk˜ and τal+1 = τsk˜+p.
Henceforth, we consider an arbitrary j ∈ {1, . . . , p− 1}. We
know from line 9 of Algorithm 1 that at k = k˜ + j with
τs
k˜+j
= (k˜ + j)h
Vγ(x(τ
s
k˜+j
)) + λk˜+j
<Vγ(x(τ
a
l ))− (τsk˜+j − τal + h)σγ(Vγ(x(τal ))) (22)
holds with λk˜+j from Algorithm 1, and that xˆ(τ
s
k˜+j
) ∈ Xc,
since otherwise, a transmission would have been triggered at
time τs
k˜+j
.
We use subsequently the abbreviation u∗
k˜+j
:= κ(xˆ(τs
k˜+j
))
for which it holds that u∗
k˜+j
= usens at k˜+ j = k. We define
the auxiliary function
Vb(x(τ
s
k˜+j
), u∗
k˜+j
,m)
:=Vγ(x(τ
s
k˜+j
)) +mLfVγ(x(τsk˜+j), u∗k˜+j)
+
2
3
m3/2µc
(∥∥∥V ′γ (x(τsk˜+j))∥∥∥∥∥∥f(x(τsk˜+j), u∗k˜+j)∥∥∥
+
∥∥∥f(x(τs
k˜+j
), u∗
k˜+j
)
∥∥∥2) .
For m = h, we obtain with (22) and the definition of λk˜+j
from Algorithm 1
Vb(x(τ
s
k˜+j
), u∗
k˜+j
, h)
<Vγ(x(τ
a
l ))− (τsk˜+j − τal + h)σγ(Vγ(x(τal ))). (23)
The second derivative of Vb(x(τsk˜+j), u
∗
k˜+j
,m) w.r.t. m is
positive for 0 < m ≤ h, and thus, Vb(x(τsk˜+j), u∗k˜+j ,m)
must have its maximum w.r.t. m on the interval 0 ≤ m ≤ h
either at m = 0 or at m = h, i.e.,
Vb(x(τ
s
k˜+j
), u∗
k˜+j
,m)
≤max
{
Vγ(x(τ
s
k˜+j
)), Vb(x(τ
s
k˜+j
), u∗
k˜+j
, h)
}
< c. (24)
Now, we consider an auxiliary system starting at time
τs
k˜+j
defined by ˙˜x = f(x˜, u∗
k˜+j
), x˜(0) = x(τs
k˜+j
), for
which a unique solution exists at least until t∗, and have
Vγ(x˜(m)) = Vγ(x(τ
s
k˜+j
+ m)) for 0 ≤ m ≤ τs
k˜+j+1
−
τs
k˜+j
. Then by Corollary 1, we obtain for 0 ≤ m ≤
min
{
τs
k˜+j+1
− τs
k˜+j
, (1 + 2L1,c)
−1, t∗
}
LfV (x˜(m), u∗k˜+j)
≤LfV (x(τsk˜+j), u∗k˜+j) +
√
mµc
(∥∥∥V ′γ (x(τsk˜+j)∥∥∥∥∥∥f(x(τs
k˜+j
), u∗
k˜+j
∥∥∥+ ∥∥∥f(x(τs
k˜+j
), u∗
k˜+j
∥∥∥2) .
A time integration yields
Vγ(x(τ
s
k˜+j
+m)) = Vγ(x˜(m)) ≤ Vb(x(τsk˜+j), u∗k˜+j ,m)
(25)
for 0 ≤ m ≤ min
{
τs
k˜+j+1
− τs
k˜+j
, (1 + 2L1,c)
−1, t∗
}
. We
know from (24) and the choice of h according to (9) that h ≤
min
{
τs
k˜+j+1
− τs
k˜+j
, (1 + 2L1,c)
−1, t∗
}
. Thus, (15) follows
from (23) and (25) for j = p− 1 with τal+1 = τsk˜+p + h and
γ2 = σγ. Moreover, (14) is guaranteed for 0 ≤ r ≤ h
due to Lemma 1 and for jh ≤ r ≤ (j + 1)h due to (23),
(24) and (25). Since (23), (24) and (25) hold for each j ∈
{1, . . . , p− 1}, and τal+1 − τal = hp, (14) holds between τal
and τal+1.
It remains to show that the convergence criterion (8) holds
for τal and τ
a
l+1 and that Vγ(x(τ
a
l+1)) ≤ S(τal+1, x0) for the
considered case, if Vγ(x(τal )) ≤ S(τal , x0). For τal ≤ t ≤
τal +h, (8) is directly implied by Lemma 1 and Vγ(x(τ
a
l )) ≤
S(τal , x0). For τ
s
k˜+j
≤ t ≤ τs
k˜+j
+ h, we can use for each
j ∈ {1 . . . , p− 1} Proposition 1 with s = τal , r = τsk˜+j −
τal + h, C1 = Vb(τ
s
k˜+j
, u∗
k˜+j
, h) and C2 = Vγ(x(τal )) and
(22) and obtain that Vb(τsk˜+j , u
∗
k˜+j
, h) ≤ S(τs
k˜+j
+ h, x0).
Using additionally (24) and (25), we see that (8) holds for
τs
k˜+j
≤ t ≤ τs
k˜+j
+h for each j ∈ {1, . . . , p− 1} and hence
for τal ≤ t ≤ τal+1. Moreover, for j = p−1, we observe that
Vγ(x(τ
a
l+1)) ≤ S(τal+1, x0), for the considered case, which
finishes this proof.
