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Journal of Science & Technology
About the Journal
Overview
Pertanika Journal of Science & Technology (JST) is the official journal of Universiti Putra Malaysia 
published by UPM Press. It is an open-access online scientific journal which is free of charge. It publishes 
the scientific outputs. It neither accepts nor commissions third party content.
Recognized internationally as the leading peer-reviewed interdisciplinary journal devoted to the 
publication of original papers, it serves as a forum for practical approaches to improving quality in issues 
pertaining to science and engineering and its related fields.  
JST is a biannual (January and July) periodical that considers for publication original articles as per its 
scope. The journal publishes in English and it is open to authors around the world regardless of the 
nationality.  
The Journal is available world-wide.
Aims and scope
Pertanika Journal of Science and Technology aims to provide a forum for high quality research related 
to science and engineering research. Areas relevant to the scope of the journal include: bioinformatics, 
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology, 
engineering, engineering design, environmental control and management, mathematics and statistics, 
medicine and health sciences, nanotechnology, physics, safety and emergency management, and 
related fields of study.
History
Pertanika was founded in 1978. A decision was made in 1992 to streamline Pertanika into three journals 
as Journal of Tropical Agricultural Science, Journal of Science & Technology, and Journal of Social 
Sciences & Humanities to meet the need for specialised journals in areas of study aligned with the 
interdisciplinary strengths of the university. 
After almost 25 years, as an interdisciplinary Journal of Science & Technology, the revamped journal 
now focuses on research in science and engineering and its related fields.
Goal of Pertanika
Our goal is to bring the highest quality research to the widest possible audience.
Quality 
We aim for excellence, sustained by a responsible and professional approach to journal publishing.  
Submissions are guaranteed to receive a decision within 14 weeks. The elapsed time from submission 
to publication for the articles averages 5-6 months. 
Abstracting and indexing of Pertanika
Pertanika is almost 40 years old; this accumulated knowledge has resulted in Pertanika JST being 
abstracted and indexed in SCOPUS (Elsevier), Thomson (ISI) Web of Knowledge [BIOSIS & CAB Abstracts], 
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We are continuously improving access to our journal archives, content, and research services.  We have 
the drive to realise exciting new horizons that will benefit not only the academic community, but society 
itself. 
Citing journal articles
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. Technol.
Publication policy
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration 
by two or more publications.  It prohibits as well publication of any manuscript that has already been 
published either in whole or substantial part elsewhere. It also does not permit publication of manuscript 
that has been published in full in Proceedings. 
Code of Ethics
The Pertanika Journals and Universiti Putra Malaysia takes seriously the responsibility of all of its 
journal publications to reflect the highest in publication ethics. Thus all journals and journal editors are 
expected to abide by the Journal’s codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or 
visit the Journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php
International Standard Serial Number (ISSN)
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media–print 
and electronic. All Pertanika journals have ISSN as well as an e-ISSN. 
Journal of Science & Technology: ISSN 0128-7680 (Print);  ISSN 2231-8526 (Online).
Lag time 
A decision on acceptance or rejection of a manuscript is reached in 3 to 4 months (average 14 weeks). 
The elapsed time from submission to publication for the articles averages 5-6 months. 
Authorship
Authors are not permitted to add or remove any names from the authorship provided at the time of 
initial submission without the consent of the Journal’s Chief Executive Editor.
Manuscript preparation
Refer to Pertanika’s Instructions to Authors at the back of this journal.
Most scientific papers are prepared according to a format called IMRAD. The term represents the first 
letters of the words Introduction, Materials and Methods, Results, And, Discussion. IMRAD is simply 
a more ‘defined’ version of the “IBC” [Introduction, Body, Conclusion] format used for all academic 
writing. IMRAD indicates a pattern or format rather than a complete list of headings or components of 
research papers; the missing parts of a paper are: Title, Authors, Keywords, Abstract, Conclusions, and 
References. Additionally, some papers include Acknowledgments and Appendices. 
The Introduction explains the scope and objective of the study in the light of current knowledge on the 
subject; the Materials and Methods describes how the study was conducted; the Results section reports 
what was found in the study; and the Discussion section explains meaning and significance of the results 
and provides suggestions for future directions of research. The manuscript must be prepared according 
to the Journal’s Instructions to Authors.
Editorial process
Authors are notified with an acknowledgement containing a Manuscript ID on receipt of a manuscript, 
















   
   
   
   
   
   
   
















   
   
   
   
   
   
   
















Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication 
are usually sent to reviewers.  Authors are encouraged to suggest names of at least three potential 
reviewers at the time of submission of their manuscript to Pertanika, but the editors will make the final 
choice. The editors are not, however, bound by these suggestions. 
Notification of the editorial decision is usually provided within ten to fourteen weeks from the receipt 
of manuscript.  Publication of solicited manuscripts is not guaranteed.  In most cases, manuscripts are 
accepted conditionally, pending an author’s revision of the material.
As articles are double-blind reviewed, material that might identify authorship of the paper should be 
placed only on page 2 as described in the first-4 page format in Pertanika’s Instructions to Authors 
given at the back of this journal. 
The Journal’s peer-review
In the peer-review process, three referees independently evaluate the scientific quality of the submitted 
manuscripts. 
Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and 
weaknesses of written research, with the aim of improving the reporting of research and identifying the 
most appropriate and highest quality material for the journal.
Operating and review process
What happens to a manuscript once it is submitted to Pertanika?  Typically, there are seven steps to the 
editorial review process:
1. The Journal’s chief executive editor and the editorial board examine the paper to determine 
whether it is appropriate for the journal and should be reviewed.  If not appropriate, the 
manuscript is rejected outright and the author is informed. 
2. The chief executive editor sends the article-identifying information having been removed, to 
three reviewers.  Typically, one of these is from the Journal’s editorial board.  Others are 
specialists in the subject matter represented by the article.  The chief executive editor asks 
them to complete the review in three weeks.  
Comments to authors are about the appropriateness and adequacy of the theoretical or 
conceptual framework, literature review, method, results and discussion, and conclusions. 
Reviewers often include suggestions for strengthening of the manuscript.  Comments to the 
editor are in the nature of the significance of the work and its potential contribution to the 
literature.
3. The chief executive editor, in consultation with the editor-in-chief, examines the reviews and 
decides whether to reject the manuscript, invite the author(s) to revise and resubmit the 
manuscript, or seek additional reviews.  Final acceptance or rejection rests with the Edito-
in-Chief, who reserves the right to refuse any material for publication.  In rare instances, 
the manuscript is accepted with almost no revision.  Almost without exception, reviewers’ 
comments (to the author) are forwarded to the author.  If a revision is indicated, the editor 
provides guidelines for attending to the reviewers’ suggestions and perhaps additional advice 
about revising the manuscript. 
4. The authors decide whether and how to address the reviewers’ comments and criticisms and 
the editor’s concerns.  The authors return a revised version of the paper to the chief executive 
editor along with specific information describing how they have answered’ the concerns 
of the reviewers and the editor, usually in a tabular form. The author(s) may also submit 
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5. The chief executive editor sends the revised paper out for re-review.  Typically, at least one of 
the original reviewers will be asked to examine the article. 
6. When the reviewers have completed their work, the chief executive editor in consultation 
with the editorial board and the editor-in-chief examine their comments and decide whether 
the paper is ready to be published, needs another round of revisions, or should be rejected. 
7. If the decision is to accept, an acceptance letter is sent to all the author(s), the paper is sent to 
the Press. The article should appear in print in approximately three months. 
The Publisher ensures that the paper adheres to the correct style (in-text citations, the 
reference list, and tables are typical areas of concern, clarity, and grammar).  The authors are 
asked to respond to any minor queries by the Publisher.  Following these corrections, page 
proofs are mailed to the corresponding authors for their final approval.  At this point, only 
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Foreword
Welcome to the Second Issue 2016 of the Journal of Science and Technology (JST)!
JST is an open-access journal for studies in science and technology published by Universiti 
Putra Malaysia Press. It is independently owned and managed by the university and is 
run on a non-profit basis for the benefit of the world-wide science community. 
In this issue, 24 articles are published; two are review articles, nine are regular articles 
and two are case studies. This issue also features seven selected papers from the 
International Conference on Computational Methods in Engineering and Health Sciences 
2015 (ICCMEH 2015) and four selected papers from the International Conference on 
Innovations, Shifts and Challenges (ICISC 2015). The authors of these articles vary in 
country of origin, coming from Malaysia, India, Thailand, Australia, Algeria, Palestine, 
Taiwan and Indonesia.
The first review article in this issue discusses the flow modification around a circular 
cylinder applying splitter plates, where it was found that the length ratio was a more 
important factor compared with the gap ratio in the case of vortex suppression (Babak 
Mahjoub, Kamarul Arifin Ahmad and Surjatin Wiriadidjaja). The second review article is 
a comprehensive and comparative study on online testability for reversible logic (Hari 
Mohan Gaur, Ashutosh Kumar Singh and Umesh Ghanekar).
The first regular article in this issue is on the seismic response of a light rail transit station 
equipped with braced viscous damper (Fateh, A., Hejazi, F., Ramanathan, R. A. and 
Jaffar, M. S.). The following articles look at: the path analysis of mental health among 
Thai elderly with Diabetes Mellitus (Chonticha Kaewanuchit); data clustering using 
differential search algorithm (Vijay Kumar, Jitender Kumar Chhabra and Dinesh Kumar); 
the effect of silica fillers on viscosity, peel strength, shear strength and tack of a styrene-
butadiene rubber-based adhesive (Poh, B. T. and Loh, W. S.); an artificial neural network 
for modelling rainfall runoff (Aida Tayebiyan, Thamer Ahmad Mohammad, Abdul Halim 
Ghazali and Syamsiah Mashohor); modified levels of parallel Odd-Even Transposition 
Sorting Network (OETSN) with GPU computing using CUDA (Neetu Faujdar and SP 
Ghrera); identification, characterisation and phylogenetic analysis of commensal bacteria 
isolated from human breast milk in Malaysia (Zubaida Hassan, Shuhaimi Mustafa, Raha 
Abdul Rahim and Nurulfiza Mat Isa); coverage and lifetime optimisation of WSN using 
evolutionary algorithms and collision-free nearest neighbour assertion (Vinodh P. Vijayan 
and N. Kumar); and data gathering protocol for reducing energy utilisation in a qireless 
sensor network (Biju Paul and N. Kumar).
The two case studies featured in this issue highlight the 18F-FDG-PET CT features of colo-
colic intussusceptions in patient with colonic carcinoma (Fathinul Fikri, A. S., Noraini 
Sarina, A., Shahrin, S. and Abdul Jalil, N.) and the pattern of calcification on CT and FDG-
PET of a rare perineural mantle cell lymphoma, with a potential as a  non-histological 
imaging marker (Fathinul Fikri, A. S., Ramdave Shakher and Abdul Jalil, N.)
I conclude this issue with 11 articles arising from the ICCMEH 2015 and ICISC 2015 
international conferences: a combined meshless RBF-FDTD method for the analysis of 
transient electromagnetic fields (Khalef, R., Benkhawa, L., Grine, F., Benhabiles, M. T. 
and Riabi, M. L.); high capacity video steganography technique in a transform domain 
(Hemalatha, S., U. Dinesh Acharya and Renuka, A.); the heat transfer performance of 
gold/water nanofluid flows in a minitube using the thermal lattice boltzmann method 
(Ahmed A. Hussien, Mohd Z. Abdullah, Mohd A. Al-Nimr, N. M. Yusop, C. Nuntadusit 
and M. H. Elnaggar); flapping membrane wing as a prediction towards inter-domain 
flight (Abas, M. F., Aftab, S. M. A., Rafie, A. S. M., Yusoff, H. and Ahmad, K. A.); CFD 
investigation of transonic axial compressor rotor blades in various off-design conditions 
(Pauline Epsipha, Mohammad, Z. and Kamarul, A. A.); on the extension of moving 
particle method for flow computation in irregular flow domain (Ng, K. C., Sheu, T. W. 
H. and Hwang, Y. H.); split-disk properties of kenaf yarn fibre-reinforced unsaturated 
polyester composites using the filament winding method (Misri, S., Ishak, M. R., Sapuan, 
S. M. and Leman, Z.); using Tracker to engage students’ learning and research in physics 
(Eddy Yusuf); automatic tag generation in folksonomy for learning resources reuse 
and sharing (Ching Chieh Kiu); a case study on utilising a mobile application to teach 
Malaysian governance to international students (Azizan Yatim); and an investigation into 
the impact of E-learning implementation on change management in Malaysian private 
higher education institutions (Sheiladevi, S. and Rahman, A.).
I anticipate that you will find the evidence presented in this issue to be intriguing, thought-
provoking, and, hopefully, useful in setting up new milestones. Please recommend the 
journal to your colleagues and students to make this endeavour meaningful.
I would also like to express my gratitude to all the contributors, namely, the authors, 
reviewers and editors for their professional contribution towards making this issue 
feasible. Last but not least, the editorial assistance of the journal division staff is fully 
appreciated.
JST is currently accepting manuscripts for upcoming issues based on original qualitative 
or quantitative research that opens new areas of inquiry and investigation.
Chief Executive Editor
Nayan Deep S. KANWAL, FRSA, ABIM, AMIS, Ph.D.
nayan@upm.my
Pertanika J. Sci. & Technol. 24 (2): 231 - 244 (2016)
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INTRODUCTION
BLUFF bodies which are immersed in a flow 
field endure high drag forces due to their 
non-streamlined shapes. These drag forces 
cause many undesirable consequences such 
as energy loss. As flow passes a bluff body, 
depending on the Reynolds number and 
Review Article
Flow Modification around a Circular Cylinder Applying Splitter 
Plates
Babak Mahjoub, Kamarul Arifin Ahmad* and Surjatin Wiriadidjaja
Department of Aerospace, Engineering Faculty, Universiti Putra Malaysia, 43400 UPM Serdang, Selangor, 
Malaysia
ABSTRACT
A number of different studies were reviewed to investigate the functionality of splitter plates for the 
purpose of drag reduction and vortex elimination behind a circular cylinder. The studies were carried 
out numerically or experimentally in different combinations of Reynolds range, 2D or 3D dimensions, 
with intention of drag reduction, vortex suppression or both. Results were compared to discover the 
generalities of a splitter plate’s applications and its performance in drag reduction and vortex control. 
The reduction of 12% up to 38.6% in drag coefficient suggests that all reviewed studies verified the 
effectiveness of upstream plate in drag reduction. Varied upstream plate’s gap ratios (gap between the 
plate and cylinder) were tested and the optimum position was obtained. For the finite cylinder case, 
however, the studies discovered that the effectiveness of upstream plate decreased severely and thus, are 
barely considered as a drag reductive tool for shorter cylinders. Although downstream plate influences 
drag force, its prominent application is found to be vortex shedding elimination (up to 14.7%). The 
length ratio and gap ratio of downstream plate were varied in these studies and it was found that the 
length ratio was a more important factor compared with the gap ratio in the case of vortex suppression.
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corresponding flow regime, various regions, such as separated flow, wake and periodic vortex 
shedding regions form behind the body. Each of these formations can be considered as either a 
desirable phenomenon (turbulence vortex shedding in heat transfer applications) or an unwanted 
occurrence. The aim of preventing those undesirable excitations has made the topic of flow 
control more significant among scientists in the past three decades. The purpose of reducing 
drag forces, delaying separation and suppressing vortex shedding in order to overcome erosion 
problem and reducing undesirable vibrations have motivated researchers to conduct various 
methods to achieve these goals in the field of flow control.
Flow over circular cylinders recently has become a matter of consideration due to its 
applications in industries. Bridge pillars and industrial stacks are examples which demand flow 
enhancement in order to increase their lifespan. There have been several methods to control the 
flow over these bodies; however, they are all categorised as active and passive flow control. 
As the presence of external energy is demanded in an active flow control, this type of flow 
control requires a more complex structure compared with passive control. Electric motors, 
pumps and speakers are some devices used in an active flow control to generate blow, suction 
and sound wave exertion. Endeavours of researchers in flow modification applying acoustic 
perturbation (Okamoto et al., 1981), cylinder oscillation (Suryanarayana et al, 1993;) Nakano 
& Rockwell, 1991), heating cylinder (Wang et al., 2000), applying electromagnetic forces 
(Kim & Lee, 2001), and blowing and suction (Bearman, 1965) are some of the examples 
within the scope of active flow control. Alternatively, applying changes to the body shape, 
attaching extra elements, changing the surface roughness, creating grooves or bumps on the 
surface are cheaper and easier ways to control and enhance the flow which are all considered 
as passive control method. Some typical examples of studies on passive control are controlling 
the separation of shear layers, effect of surface roughness (Buresti, 1981), applying different 
arrangements between two cylinders (Zdravkovich, 1977), controlling induced vibration 
among tandem cylinders (Assi et al., 2010), using small control cylinders (Kuo et al., 2007), 
(Bouak & Lemay, 1998), and utilising splitter plates downstream and upstream of a cylinder 
(Cimbala & Leon, 1996; Kwon & Choi, 1996; Anderson & Szewczyk, 1997; Hwang & Yang, 
2007; Shukla et al., 2009).
Ensuring various effective influences on flow control over cylinders and application of 
splitter plates have recently become a focus among researchers. They have been used in the 
form of attached (Cimbala & Leon, 1996; Shukla et al., 2009) and detached (Hwang & Yang, 
2007; Igbalajobi et al., 2013) upstream and downstream of the circular cylinder for the purpose 
of drag reduction, separation delay, vortex suppression and fluctuating lift assuagement. Apelt 
and West (1973) studied the effect of adding splitter plate by investigating pressure distribution 
(Apelt et al., 1973). Their research demonstrated the high level of dependency of drag force, 
base pressure and wake area to the presence of splitter plate. Zdravkovich researched on various 
aerodynamically control methods and mentioned splitter plate as a device to stabilise the 
wake (Zdravkovich, 1981). Kwon & Choi studied vortex shedding behind a circular cylinder 
numerically and discovered how the attached splitter plate affects it. In their research, it was 
shown that the Strouhal number is dependent on the length of plate. The presence of splitter 
plate is effective as long as it is completely positioned on the cylinder stream line, so it must 
be aligned with the mean flow direction (Kwon & Choi, 1996). This fact convinced some 
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researchers to apply hinged plates to the cylinder as demonstrated by Cimbala & Leon (year of 
publication) who conducted their experiments using attached hinged plates, so plates were able 
to rotate in some pre-defined angles (Cimbala & Leon, 1996). Anderson & Szewczyk (year of 
publication) carried out an experiment for a variety of splitter plate lengths and found out that 
there was a reverse relation between base pressure and formation length. In their experiments, 
different plates with different length ratio (L/D =0-1.5) were tested (Anderson & Szewczyk, 
1997). Ozono’s study illustrated that in certain range of spacing between the cylinder and plate, 
the Strouhal number exceeds the natural vortex shedding frequency of the cylinder (Ozono, 
1999). Shukla et al. (year of publication) also used hinged splitter plate behind the cylinder; 
likewise, the effect of plate on the vortex shedding suppression was observed (Shukla et al., 
2009). Alam et al. (year of publication) applied tripping rods to reduce fluctuation fluid forces 
in two side-by-side and tandem cylinders (Alam, Sakamoto, & Moriya, 2003). Akilli et al. 
showed in their experiments that the plate thickness has no effect on the flow characteristic. 
They experimentally tested the effect of detached plate on the vortex shedding suppression 
in the shallow water using PIV techniques (Akilli, Sahin, & Filiz Tumen, 2005). In order to 
achieve more drag reduction using splitter plates, Hwang & Yang (year of publication) placed 
dual detached splitter plates, one upstream and the other downstream, on (or behind?) the 
cylinder. In their experiment, the position of the splitter plates were a matter of consideration 
(Hwang & Yang, 2007). Recently, many studies have been conducted considering the cylinder 
as a finite object with regards to its aspect ratio- the ratio of its height to its diameter (Uematsu 
& Yamada, 1995; Sumner, Heseltine, & Dansereau, 2004; Cimbala & Çengel, 2008; Igbalajobi 
et al., 2013; H. F. Wang, Zhou, & Mi, 2012). The current review attempts to compile the 
results of those studies on the application of upstream, downstream and dual plate, and make a 
comparison between the results of finite and infinite (2D and 3D) analysis. Table 1 summarises 
the specifications of these studies which will be compared and discussed in this review article.
Table 1 
List of selected studies and their test details
Study Test Method Re Range Dim. Plates used
Apelt & West 1973 Experimental 1X104 – 5X104 2D Downstream
Apelt et al. 1975 Experimental 1X104 – 5X104 2D Downstream
Hwang et al. 2003 Numerical 30 – 100 – 160 2D Upstream + Downstream
Hwang & Yang 2007 Numerical 30 – 100 – 160 2D Upstream + Downstream
Igbalajobi et al. 2013 Experimental 7.4 X 104 3D Downstream
DRAG REDUCTION
Pressure distribution around a circular cylinder is the reason for drag formation on the cylinder. 
The non-streamlined shape of the cylinder causes significant differences between the stagnation 
pressure (Ps) and the base pressure (Pb). The higher pressure on the stagnation point results 
in generating a drag force on the opposite direction of the body movement (in case the body 
is moving) or on the direction of the fluid flow (in case the fluid is moving over the body). 
Pressure drag is the most dominant type of drag on the cylindrical shaped bodies in the laminar 
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flow, thus modifying the flow in a way that diminishes the pressure difference between those 
two points resulting in drag reduction. Figure 1 demonstrates the distribution of pressure 
coefficient along the circumferential direction of an isolated circular cylinder (Apelt & West, 
1975; Hwang et al., 2003). Pressure coefficient for cylinder stagnation point is shown at θ=0o 
while the cylinder stagnation point is shown at θ=180o. 
Figure 1. Distribution of pressure coefficient along the circumferential direction of the circular 
cylinder (Apelt & West, 1975).
In a referred study, a wake splitter plate was placed along the centreline of the cylinder 
to augment the pressure coefficient on the cylinder base (Cpb). Based on the cylinder diameter 
(D), length ratio of splitter plates was defined as (L/D) varying from 2 to 7. It was found that 
the pressure drag coefficient was independent of Reynolds number as Cp values were identical 
for all the velocities corresponding to 104<Re<5x104. Figure 2 illustrates how drag coefficient 
(CD) varies as Cpb changes in different plate’s L/D. CD follows a descending order until it reaches 
L/D=1.5, then the trend changes direction in L/D=2 where a relative maximum is observed in 
CD diagram. For length ratio longer than 5, no significant changes in CD have been noted. The 
length ratio of wake splitter plates is a dominant factor in vortex shedding elimination which 
will be discussed later. Therefore, a more serious consideration has been given to L/D>2. A study 
on the effect of splitter plates L/D≤2 was conducted by Apelt et al. (year of publication) and it 
was ascertained that the presence of splitter plate increases the base pressure and subsequently 
reduces pressure drag. It was also observed that even shorter splitter plates made remarkable 
changes in Cpb and CD (Apelt et al., 1973). Increasing L/D however, proved to have improved 
modification in vortex suppression resulting in the author continuing investigation on splitter 
plates as long as L/D≥2. The maximum drag reduction obtained was 33% based on Apelt’s 
study (year of publication) which was acquired by implementing splitter plates longer than 
5D. Applying splitter plates with L/D≥5 has no significant changes in drag reduction (Apelt & 
West, 1975). Based on visualisation studies downstream of the cylinder, for very large splitter 
plates, the flow reattaches on the plate at the L/D=5 regardless of the length of the plates. 
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Figure 2. Variation of Cpb and CD with downstream plate’s length ratio. L/D≤2 (Apelt et al., 1973), 
2≤L/D≤7 (Apelt & West, 1975).
Hwang (year of publication) had studied the use of splitter plates as CP modifier ) in order 
to reduce drag on the circular cylinder. The study was conducted numerically at laminar flow 
with Re=30,100 and 160 and the upstream plate was settled in front of the cylinder centreline 
without relative angle (Hwang & Yang, 2007). The mechanism of drag reduction differs from 
what was used in Apelt’s (year of publication) study as pressure coefficient at cylinder stagnation 
point (CPs) was the varying parameter. By decreasing Cps the difference between Cps and Cpb 
is reduced which in turn diminished the drag force. The two controlling parameters were the 
plate’s length ratio to the cylinder diameter (L1/D) and the gap between the plate’s trailing edge 
and cylinder stagnation point measured relatively to the cylinder diameter (G1/D). 
As seen in Figure 3, there is a minimum value for CD and the upstream plate’s position 
varies along the cylinder centreline. Hwang’s justification vindicates this phenomenon using 
pressure distribution in fluid along the cylinder centreline shown in Figure 4. The dashed-
dotted line represents the distribution of CP without a splitter plate while the solid line denotes 
the case with upstream plate. The solid line is not continuous and is intercepted in a position 
of x which corresponds to place in which the plate is implemented. That’s where the line 
becomes dashed-double dot and represents the Cp on the plate’s surface. The mechanism of 
drag reduction using upstream splitter plate differs from what a downstream splitter plate does. 
They even act independently in the case of applying dual splitter plates (one upstream and 
one downstream). Upstream plates cause a sudden reduction in the flow’s momentum energy 
while the flow reaches the plate’s leading edge. At that point, pressure escalates drastically 
due to the conservation of energy. By moving along the plate, the flow’s energy is converted 
to momentum energy gradually, thus a sudden fall is observed for the pressure until the flow 
attains the trailing edge of the plate. The flow continues its path recovering the kinetic energy till 
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it gets to the cylinder stagnation point. Once more, energy conversion happens and momentum 
turns into pressure due to the blockage of the cylinder. Compared with an isolated cylinder, this 
pressure at stagnation has a lower value, and this fact is legitimatised by considering energy 
loss via friction and blockage during the flow passage over the plate.
Figure 3. Drag coefficient in different upstream plate’s gap ratios. Re=160 (Hwang & Yang, 2007).
The minimum drag coefficient is obtained by locating the plate in a proper position which 
causes the flow to have its minimum possible pressure magnitude at the vicinity of the cylinder. 
The variation of Cp along cylinder centreline is demonstrated for three different gap ratios of 
0.5, 1.5 and 4 in Fig. 4 a, b, and c respectively. It is noticed that by moving the plate further 
to the cylinder, a lower pressure flow comes out of the trailing edge of the plate, which is 
promising to obtaining lower CD on the plate. Additionally, the wider the distance of the plate 
from the cylinder, the more time it takes for the flow to recover its energy and consequently 
the higher value it has in the vicinity of the cylinder. Therefore, there is an optimum position 
where the value of CP is minimum at the stagnation point of the cylinder which is at G1=1.5D.
To enhance the flow characteristics around the cylinder, Hwang (year of publication) 
also applied an additional downstream splitter plate while the upstream plate was fixed in its 
proper position. Although employing a splitter plate behind the cylinder follows the primary 
objective of vortex shedding elimination, it has a positive effect on the reduction of drag force 
over the cylinder. The length ratio was defined as G2/D and L2/D corresponds to the distance 
between cylinder stagnation point and the downstream plate’s leading edge. Figure 5 represents 
the variation of C D for two cases - G2/D varies when only downstream plate is implemented 
(∆) and when dual plates are applied (□). The value for drag coefficient reaches its minimum 
at G2/D=2.5 regardless of the presence of upstream plate. The figure also indicates the same 
pattern of C D response to the variation of G2/D in both cases. This similarity indicates that the 
mechanism of drag reduction for downstream splitter plate is completely independent of the 
upstream plate’s performance. 
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Figure 4. Variation of Cp along the upstream centreline for three different upstream gap ratios. (a) 
G1/D = 0.5, (b) G1/D = 1.5, (c) G1/D = 4 (Hwang & Yang, 2007).
Figure 5. CD distribution for different downstream gap ratios, G1/D = 1.5. (∆) Downstream plate 
(Hwang et al. 2003), (□) Dual plate (Hwang & Yang, 2007)
The effect of downstream plate in its optimum position (G2/D = 2.4) was reported at 14.7% 
in Hwang et al.’s study (2003). The reason for this effect is that when a downstream plate is 
settled, Cpb increases and lessens the difference between Cpb and Cps as shown in Figure 6. 
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The time-averaged distribution of pressure along the circumferential direction of the cylinder 
coefficient for other cases is plotted in Figure 6. The reason for Cpb augmentation due to the 
implementation of upstream plate solely (even a very small effect) is that it affects vortex 
shedding indirectly by generating free shear layers. The maximum drag reduction happened 
when both plates were applied and caused Cps to decrease (upstream) and Cpb to increase 
(upstream and downstream), and since its maximum obtained value was 38.6%, it was found 
out that the upstream plate plays a more important role for this purpose (compared with a value 
of 14.7% which was caused by using the downstream plate only). Apelt and West (1975)  had 
reported a 33% of drag reduction by only applying a plate behind the cylinder/ They discovered 
that unlike for the upstream plate, the determinant factor for downstream plate is the length 
ratio of the plate. As discussed later, longer plates are more applicable for vortex shedding 
suppression, thus, implementing short plates behind the cylinder would not be a rational choice 
for any purpose of drag reduction or vortex shedding elimination.
Fig. 6. Distribution of Cp along the circumferential direction of cylinder. (Dashed) upstream only, (Dashed-
dotted) downstream only, (Solid line) dual plate, (Dashed-double dotted) no plate (Hwang & Yang, 2007)
Igbalajobi et al. (2013) looked at a broader application of downstream splitter plate as 
he experimentally applied the same plates as Apelt and West (correct?) to investigate their 
effectiveness in cylinders with aspect ratio (the ratio of cylinder height to its diameter). The 
experiment was conducted in a low-speed wind tunnel at a Reynolds number of 7.4x10  4[17]. 
Figure 7 contains data for different aspect ratios of AR=9, 7, 5, and 3 in plate’s length ratio 
varying from 1 to 7. Unlike certain studies (Apelt et al., 1973; Apelt & West, 1975) the plate 
is not attached to the cylinder; (note that the data presented for mean drag coefficients concern 
total cylinder drag (pressure and skin friction drag) and the drag generated by the plate is 
not considered in the calculations). Based on Figure 7, for the shorter cylinders, the effect of 
downstream splitter plate in drag reduction is less compared with the infinite cylinder (data 
for infinite cylinder are from Apelt & West, 1975). The bulkier the cylinders gets, the less 
effective the plate becomes; in the case AR≤7 this effect is negligible (maximum 3%). The 
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difference between two trend lines of infinite and AR=3 proves this statement. Even for the 
case AR=9 for which the maximum effect reaches up to 12%, the pattern for CD behaviour to 
the L/D changes is different from what was observed for the infinite cylinder in Apelt’s study. 
The reason relates s to the effect of tip vortex structure. For shorter cylinders, this structure 
absorbs a greater portion of the wake and becomes the leading aspect which determines wake 
behaviour. Thus, the drag is no longer influenced by the plate behind the cylinder. 
Figure 7. Mean CD in different downstream plate’s length ratio. Infinite cylinder (Apelt & West, 
1975), Finite cylinder (Igbalajobi et al., 2013).
VORTEX SHEDDING SUPPRESSION
Power spectra graph for vortex frequencies behind a circular cylinder experience a peak at 
a frequency corresponding a specific Strouhal number (Igbalajobi et al., 2013). This peak 
reduces in its amplitude as the downstream plate is placed behind the cylinder till the peak 
decays and the power spectrum follows a steady trend. Figure8 shows a power spectrum for 
a cylinder with AR=9. For splitter plates above 3D, no peak is observed which shows the 
shedding suppression by the mean of plates longer than 3D. The frequency where the peak 
occurs corresponds to the Strouhal number where vortices are shed behind the cylinder. This 
occurrence which is based on instabilities of shear layer (Nakamura, 1996) can be neutralised 
by implementation of splitter plates downstream of the cylinder. Splitter plates if placed in a 
proper gap relative to cylinder diameter are able to extend upwards the shear layer to its trailing 
edge and barricade the free-stream flow to be carried along into the base region (Akilli et al., 
2005). This is categorised as a direct wake modification based on the classification of flow 
control into 2 major types of boundary-layer controls and direct-wake modifications (Choi 
et al., 2008). Altering a downstream splitter plate’s length ratio (L2/D) (Apelt & West, 1975; 
Igbalajobi et al., 2013), gap ratio (G2/D) (Akilli et al., 2005; Hwang & Yang, 2007) or picking a 
suitable combination between them results in vortex shedding suppression behind the cylinder. 
Table 2 lists four different studies with information about the state in which vortex shedding 
suppression has occurred.
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Figure 8. Power spectrum of vortex frequency for different L2/D behind a finite circular cylinder with 
AR=9 (Igbalajobi et al., 2013).
Table 2 
States in which suppression of shedding happens in four different studies
Study Re L2/D G2/D St Dimension
Hwang et al. (2007) 100 Cte = 1 2.4 0.122 Infinite
Apelt et al. (1975) 1-5 X104 ≥3 Cte = 0 0.165 Infinite
Akilli et al. (2005) 5 x 103 Cte = 1 1.75 0.163 Infinite
Igbalajobi et al. (2013) 7.4 x 104 ≥3 Cte = negligible 0.141 AR=9
In a similar situation, Strouhal number for infinite cylinder is higher than the finite one. 
Looking deeper in a finite case , shorter cylinders possess lower value of Strouhal number as 
base pressure is higher and vortex formation length becomes longer (Igbalajobi et al., 2013). 
In the study by Igbalajobi et al. the length ratio was the altering parameter of the splitter plate 
with a constant gap ratio relative to the cylinder diameter (G2/D=1). Splitter plates with length 
ratio of 1-7 were examined to determine the minimum length to eliminate shedding for each 
cylinder aspect ratio. It was discovered that as the cylinder gets bulkier, a shorter plate is needed 
to attenuate the shedding. The behaviour of cylinders with AR=7, 9 was found to be similar to 
the infinite as the vortices were not shed with a same pattern along the height of the cylinder. 
In fact, there is no shedding at the tip and near the ground plane. Unlike for the long cylinder, 
a uniform shape of vortices covers along the whole downstream from the ground plane to the 
tip. This is justified by the prominence of tip structure in bulkier cylinders compared with 
longer cylinders. This phenomenon makes shedding control easier in short cylinders even by 
using shorter plates (Igbalajobi et al., 2013).
Both Hwang (2007) and Akilli (2005) considered constant length for the downstream 
plate and the varying parameter is determined to be the gap ratio. The differences between 
their studies were the range of Reynolds number and the presence of upstream plate, which 
was implemented in Hwang’s study but not in Alilli’s. The critical G2/D was 2.4 in Hwang’s 
case as the vortex shedding was effectively suppressed. By moving the plate to the position 
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of 2.5D this effect is no longer stable and vortices start to shed behind the trailing edge of the 
plate as it is seen in Fig. 9. The significant rise in Strouhal number (St = 0.122 at G2/D = 2.4 
to 0.146 at G2/D = 2.5) also confirms this fact. The effectiveness of the upstream plate in the 
reduction of Strouhal number was reported at10% (Hwang & Yang, 2007), and that’s why the 
critical state in Akilli’s study (with no upstream plate) experienced a higher Strouhal number 
compared with Hwang’s study despite the same configuration of the cylinder and plate. Figure 
10 shows how the splitter plate loses its functionality as it exceeds the critical gap which was 
obtained in Akilli’s study and was reported to be G2/D = 1.75. The Strouhal number however, 
continues to diminish as the gap gets bigger until it reaches the value of 2.7D (Akilli et al., 
2005) unlike Hwang’s study in which the shedding suppression and Strouhal number reduction 
stop after achieving a same gap ratio.
Figure 9. Vorticity contour in 4 intervals of a period. Left: G2/D=2.4 (critical), Right: G2/D=2.5 
(supercritical) (Hwang & Yang, 2007)
Figure 10. Velocity vector field, streamlines and vorticity contour for two gap ratios. G2/D subcritical, 
G2/D supercritical. Shedding appears when G2/D exceed the critical value of 1.75 (Akilli et al., 2005).
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It is deduced in Akilli’s study that the peak is observed in the power spectra and vortices 
are even shed in low frequencies. Low Reynolds number in this study may be the reason for this 
phenomenon. The unclear state and lack of a precise setting for splitter plates make this topic 
open for further investigations. Besides, applying plates with a height similar to the cylinder 
may not be practical especially in large structures. This consideration necessitates a new scope 
for future experiments concerning 3D analysis to investigate whether or not shorter plates (in 
height) have the same functionality in drag reduction and vortex shedding suppression. 
SUMMARY
A review of the effectiveness of splitter plate in drag reduction and vortex suppression of 
a circular cylinder was conducted. All the reviewed studies verified that the presence of 
upstream plates has a significant influence on drag reduction since they lessen the pressure at 
the stagnation point and partly augment the base pressure behind the cylinder. The important 
parameter of the upstream plate is discovered to be its position to the cylinder, relative to 
the cylinder diameter. This plate has no impact on the vortex shedding behind the cylinder. 
Downstream plate has less effect on the drag compared with the upstream one and this fact was 
confirmed in all studies. The main use of a downstream plate is vortex shedding suppression 
which can be optimised through altering the combination of its relative position and length to 
the cylinder. Regarding the 3-dimensional analysis, bulkier cylinders sustain less drag force 
and experience lower frequency of vortices. However, the effect of plates in drag reduction 
were observed less when compared with the infinite case. Yet, it was easier to achieve the 
elimination of shedding behind the finite cases and which required shorter plates. In case of 
failure of suppression, downstream plates cause a significant reduction in the frequency of 
remaining vortices.
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INTRODUCTION
Testing of irreversible circuits has been 
extensively studied in the 70s; however, 
reversible logic has been studied by researchers 
only to some extent. More attention is required 
to meet the demand of high-speed low-power 
electronic devices. Reversible logic ensures 
nearly energy-free computation by preventing 
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loss of information in the form of heat as in irreversible operations (Bennett, 1973; Landauer, 
1961). Since testing guarantees the true functioning of these devices, it is very important 
to attain the desired results. Testing of reversible logic circuits is achieved at the cost of an 
increase in gate count, quantum cost, ancilla inputs and garbage output. Although gate count 
and quantum cost have improved over the years, the argument for ancilla inputs and garbage 
output persists. One resembles an extra input bit and the other an extra output bit; both are 
sources of power loss in reversible circuits.
Reversible logic performs bijective functions, where a unique output state is obtained 
from every input state and therefore, the number of inputs should be the same as the number 
of outputs. The outcome is fully controllable and observable operations, which, in turn make 
the testing of reversible logic circuits easier than that of irreversible logic circuits. Also, some 
challenges have arisen as a consequence of new technology that should be considered during the 
entire testable design process. Some major challenges pertaining to online testability include:
 ● Design complexity due to high density of gates,
 ● A variety of new fault models; the maximum number of faults should be covered in one 
design,
 ● Garbage and ancilla input minimization, the outcomes of implementing a reversible function 
from an irreversible function,
 ● Very low signal levels as compared to that of irreversible logic circuits (Polian et al., 2005) 
and
 ● Fanout and feedback, a technology problem which is not permitted in reversible circuits.
There are two possible approaches of testing for any system, and in reversible logic, the 
first is online testing and the other is offline testing. A circuit is said to be online testable if 
it is able to find a fault within the circuit during its operation. In the case of offline testing, a 
number of test vectors are applied after taking out the circuit from its usual operation, for which 
correct output values are known. All the existing reversible logic-testing approaches that have 
been proposed previously are divided into these two major categories as shown in Figure 1. 
Further classification is given on the basis of different methodology of testing reversible logic 
circuits. Designing with novel gates and designing with the existing circuit are two methods 
in case of online testing. Test-set generation and compaction ATPG (Patel et al., 2004, Polian 
et al., 2005 & Tabei et al., 2005) and DFT methodology (Rahman et al., 2007, & Rahman et 
al., 2011) are found prominent in case of offline testing. We are concerned here with online 
testing approaches as online testing is gaining ground over offline testing. The latter approach 
entails utmost 2n test vectors to test a circuit with n number of inputs, which probably becomes 
hugely time consuming and places the emphasis on categorizing various strategies on the basis 
of quantum cost, gate count, ancilla input and garbage output. Quantum cost is not reported 
by most researchers, but gate count has a proportional relationship with it.
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Figure 1. Classification of testing approaches.
In this paper, we first consider some background details, which include the basics of 
reversible logic, fault, fault models and performance parameters pertaining to online testing 
of reversible logic. Then, we demonstrate various testing approaches in online testing of 
reversible logic circuits from the literature by differentiating them into two categories. These 
approaches are then summarized and compared in a table based on their features, highlighting 
the optimum among them on behalf of performance parameters in two consecutive sections. 
Finally, the last section provides a comparative study of all the approaches on available work 
and future directions related to performance parameters with fault models.
BACKGROUND
Reversible Functions and Reversible Gates
A logic function with n Boolean variables is a reversible function if it maps distinct input to 
distinct output. There should be n × n bijective function mapping between input and output. 
In general, a truth table or a permutation can be used to represent a reversible function (Chua 
& Singh, 2014) as shown in the example in Table 1, where each output (x,y) is assigned to a 




a b Permutation x y Permutation
0 0 0 0 0 0
0 1 1 0 1 1
1 0 2 1 1 3
1 1 3 1 0 2
A reversible gate realizes a reversible function. A k input k output gate that produces k 
distinct output from its k distinct input functions is called a k × k reversible gate. There is 
one-to-one mapping between input and output vectors and therefore, the input state can be 
reconstructed from its output state. Various reversible gates are given in the literature, which 
is used for synthesizing reversible circuits using different algorithms (Shende et al., 2003). 
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Some of the commonly used are the NOT (Feynman, 1985), CNOT (Feynman, 1985), Toffoli 
(Toffoli, 1980), Fredkin (Fredkin & Toffoli, 1982) and Peres (Peres, 1985) gates, which are 
demonstrated in Figure 2, with inputs a, b and c and their respective response x, y and z shown 
in Table 2. 
Figure 2. Reversible gates (a) NOT, (b) CNOT, (c) Toffoli, (d) Fredkin and (e) Peres.
Table 2 
Responses of Reversible Gates for Their Corresponding Inputs
x y z
NOT a' - -
C-NOT a ab -
Toffoli a b c⊕ab
Fredkin a a'b+ac ab+a'c
Peres a a⊕b ab⊕c
Fault and Fault Models
Faults are any kind of imperfection in a circuit that affects the functional behavior of a 
system. They are classified into two main categories (Hurst, 1998). The first category includes 
permanent faults that affect the functional behavior of a system due to incorrect interconnections, 
designing and masking, breakage etc. The second includes non-permanent faults that affect the 
functional behavior of a system for a finite period of time. Non-permanent faults occur due 
to environmental conditions like temperature, humidity, dust etc., which are called transient 
faults or are due to non-environmental conditions like ageing, loose connections, critical 
timing (hazards and race) etc. which are called intermittent faults. The online approach finds 
its application to detect permanent as well as non-permanent faults. In this review paper, we 
focused only on non-permanent faults that occurred only once during the operation of a circuit. 
A fault model describes the type of fault that occurs in a circuit. It identifies the target of 
testing. There are several fault models proposed in the literature. In this paper, we focused only 
on structural fault models in reversible logic circuits. The following is a detailed discussion of 
fault models as depicted in Figure 3 from the left to the right.
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Figure 3. Fault models in reversible circuits.
Missing gate fault. A missing gate fault is defined as complete disappearance of a 
reversible gate from a circuit. If a single gate disappears from a circuit, it is called a ‘single 
missing gate fault’. If two or more consecutive gates disappear, the fault is called a ‘multiple 
missing gate fault’. Figure 4a shows that the first gate is missing and Figure 4b shows the first 
two consecutive gates missing. These faults are transient fault models that appear in a circuit 
due to short or mistuned input pulses (Polian, Hayes, Fiehn, & Becker, 2005).The un-faulty/
faulty value is written on the wire at each stage where the value is likely to be changed.
Missing gate faults may also occur as repeated gate faults when any gate replicates its 
functionality in certain instances, for instance, in a reversible circuit as shown in Figure 4c, 
where the second gate repeated its functionality twice. If the number of instances is even, 
it affects the circuit in a similar way as in the case of a single missing gate fault and if the 
instances are odd in number, then there is no change in the functionality of the circuit and 
a partial missing gate fault occurs when any control point loses its control from a gate in a 
reversible circuit as shown in Figure 5b.This fault model appears in a circuit due to long or 
duplicated input pulses. 
Figure 4. Illustration of fault models (a) Single missing gate fault (b) Single missing gate fault and (c) 
Repeated gate fault.
Cross-point fault. This fault model is related to the missing or extra connection at the 
cross-point or control point of a gate in a reversible circuit (Zhong, & Muzio, 2009). There 
are two types of cross-point faults that may occur in a circuit. They are the appearance fault, 
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which occurs when an extra control point is added on a gate, as shown in Figure 5a and the 
disappearance fault, which occurs when one or more control points are missing from a gate as 
shown in Figure 5b, similar to a partial missing gate fault.
Figure 5. Illustration of fault models (a) Appearance fault and (b) Partial missing gate fault/
Disappearance fault.
Cell fault. This type of fault occurs due to malfunctioning of any gate in a reversible 
circuit such that it produces an incorrect output (Hayes et al., 2004). These faults may appear 
in a circuit in any form as in the case of repeated gate faults, where the output becomes faulty 
due to the repeated operation of a gate or a cell. These faults are based on the fault modeling 
of cellular logic arrays (Kautz, 1967) and that is why they are called cell faults.
Stuck-at fault. Like the traditional stuck-at fault model, this type of fault occurs in a 
circuit when a wire gets stuck or is fixed on a single value 0 or 1; these are called the stuck-at 
0 or stuck-at 1 faults, respectively (Peres, 1985). The possible nine sites for the occurrence of 
this type of fault are represented by small circles shown in Figure 6a.
Figure 6. Illustration of fault models (a) Stuck-at fault (b) Bridging fault.
Bridging fault. Again, similar to the traditional fault model, this type of fault takes place 
when two adjacent wires in a circuit get physically bridged or shorted by means of wired AND/
OR interconnections. As a result, the response comes to an erroneous value (Hurst, 1998), as 
shown in Figure 6b.
Whenever any type of fault occurs in a circuit, the result is a change of single or multiple 
values of bits on any wire. This is referred to as a bit fault. When the value of a single line is 
changed, the fault is called a ‘single bit fault’ and if the values of two or more lines are changed, 
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the fault is called a ‘multiple bit fault’. Figure 7a and Figure 7b demonstrate the respective 
faults where the propagation stuck-at-0 fault is shown by the highlighted box.
Figure 7. Illustration of fault models (a) Single bit fault and (b) Multiple bit fault.
Hence, the bit fault model is exclusively meant for online testing of reversible logic circuits 
as the detection of bit faults will detect all other fault models (Gaur et al., 2015). As a result, 
the complexity of designing for online testability reduces. In the case of offline testability, a 
separate algorithm is required for each fault.
Performance Metrics
It has been pointed out in the literature that the proposed testable design techniques in reversible 
logic circuits are justified by means of certain parameters. These parameters illustrate different 
performance measures for a testable design and on the basis of these measures; quality and 
performance can be evaluated. These performance measures are defined below:
Gate count. The total number of reversible gates required to realize a reversible circuit 
is its gate count. It is the straightforward function to find the cost of a reversible circuit, often 
called the logic cost (Golubitsky & Maslov, 2012). Figure 8a shows the rd32 benchmark 
circuit (Maslov et al., 2015) as an example where the gate count is 4. Sometimes, a gate count 
is analyzed on the basis of basic building blocks used to realize a reversible circuit as shown 
in Figure 8b where three R gates (Vasudevan et al., 2004) are required to implement an NOR 
function.
Figure 8. Example circuits (a) rd32 benchmark and (b) Implementation of NOR function using R 
gate.
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Quantum cost. The majority of researchers use quantum cost to evaluate the quality 
of their design. The quantum cost of a quantum circuit is defined as the sum of elementary 
quantum gates (1×1, 2×2, Controlled-V and Controlled-V+ quantum gates) used to realize a 
circuit. In the case of circuits consisting of larger gates, one can substitute them with their 
equivalent elementary quantum implementation (Barenco et al., 1995; Golubitsky & Maslov, 
2012). The quantum cost of some common reversible gates can be found in Table 3; for more 
information please refer to Maslov and Dueck (2015). The rd32 circuit in Figure 8a can be 
realized by eight elementary gates; hence, the quantum cost is 8.
Table 3  
Quantum Cost of Common Reversible Gates







Garbage. In order to make a function reversible, some additional output is added to the 
circuit to maintain equality between the number of outputs and inputs. The values of these 
additional outputs are not important in the realization of a circuit (Maslov & Dueck, 2015). 
There are two unused additional outputs in the rd32 benchmark in Figure 8a (marked garbage 
against them), which are referred to as garbage of garbage output. They are one of the causes 
of power loss in reversible circuits in the form of information loss, which should be minimized.
Ancilla inputs/Constant inputs. In the designing of a reversible circuit from an 
irreversible function, certain constant inputs are required whose values are set to constant 0 
or 1 (Mohammadi & Eshghi, 2009). In quantum computation these are extra qubits added to 
the quantum circuit that are set as a constant state that is affected by the quantum operators 
in order to realize a reversible function. The number of inputs increases the number of qubits 
in a reversible circuit that increases the area/size of the circuit. These inputs are also referred 
to as branch cost (Farazmand et al., 2010) as a new branch is added with the addition of an 
ancilla input.The value of the last line in the rd32 circuit in Figure 8a is set to constant 0 and 
is referred to as ancilla input. The total number of inputs (sum of variable and constant inputs) 
in a reversible circuit is also a measure of performance as both are directly related to the area/
size of a circuit. 
The above-mentioned parameters have a direct relationship with area/size. If these 
parameters increase, they raise the size of the design and hence, power dissipation increases. 
Consequently, they should be minimized and should be considered as a matter for concern 
throughout the development of test strategies. The quantum cost has a proportional relationship 
with gate count, while ancilla input is an extra source of input power and garbage represents 
power loss. There are some technology-dependent measures like input to output delay, which 
gives computation rapidity while the fault coverage shows the quality of design. 
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Delay can be calculated as the product of depth and number of unit delays of the circuit 
(Mohammadi & Eshghi, 2009), where depth is the number of stages in a quantum circuit and 
unit delay is the duration of each stage when all the gates present in the circuit are replaced by 
their equivalent elementary quantum gates. Fault coverage is the ratio of the number of faults 
detected to the total number of faults in the circuit (Jha & Gupta, 2003).
DESIGN USING NOVEL TESTABLE GATES
Testing of the reversible circuit came into existence a decade ago and researchers have been 
curious about the idea of testing in the emerging field of reversible logic. The smart way to 
achieve online testability is to design new online testable gates, keeping the minimum number 
of inputs, quantum cost and garbage output. Only a few researchers have proposed this as well. 
These new gates do have some additional input and output other than purely functional ones 
to achieve testability during their operation.
Designing with R1 and R2 Online Testable Gates
The very first online testable 4×4 reversible gates,R1 & R2, in addition to a new reversible gate 
R, were introduced in the year 2004 (Vasudevan et al., 2004) depicted in Figure 9. The method 
is meant for the detection of single bit faults inside a reversible circuit. The gate R1 is used 
to produce logical functions with a parity output bit, and gate R2 is used to pass the output of 
gate R1 directly to its output in addition to one more output parity bit. Both the reversible gates 
combine to form a testable block TB, as can be seen in Figure 10. The input p is set to logic 
1 and r is set to logic 0 in order to achieve online testability. Test output q and s of TB should 
resulting complementary values that can be checked using the proposed dual-rail checker 
circuit composed of eight reversible R gates. Non-complementary output of TB implies a fault 
within the reversible gates R1 or R2. 
Figure 9. Schematic of proposed gates Gates (Vasudevan, 2004; Vasudevan et al., 2006) (a) R gate, 
(b) R1 gate and (c) R2gate.
Figure 10. Construction of testable block (TB) (Vasudevan, 2004; Vasudevan et al. 2006)
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Experiments were done using a set of benchmarks. Results were analyzed on the basis of 
the number gates used to synthesize a circuit, which includes a total number of TBs (R1and 
R2) and R gates (used to implement the required number of rail checker circuits) as gate count 
(GC) and garbage output (GO) as shown in Table 4. The quantum cost of TB and R is not 
indicated by the author; it would have been large as their output functions were complex. Also, 
the required number of checker circuits was equal to the number of TBs used to synthesize 
a circuit. Hence, the idea is better as far as GO is concerned. The idea was extended further 
and the authors implemented their proposed scheme in CMOS technology (Vasudevan et al., 
2006) in VHDL using Xilinx ISE. The results showed the technology specific measures, power 
dissipation (PD) in microwatts and total number of transistors (NoT) required for realize a 
benchmark circuit. 
Table 4 
Operating Cost of Testable Design in Proposed Method (Vasudevan, 2004; Vasudevan et al., 2006)
Benchmark/Circuit NoT PD GC GO
xor5 81 69.35 4 8
t 81 54.21 8 16
b1 105 43.12 9 8
majority 129 62.12 11 13
con 1 285 93.42 24 36
clip 309 216.51 26 37
t481 3604 293.21 34 412
rd53 777 311.20 65 90
o64 1545 56.21 129 258
misex 1 1401 675.31 117 161
Full Adder without Propagate - 59.32 4 3
Full Adder with Propagate - - 4 2
Illustration. The test bits q and s of TB shown in Figure 10 can be given as:
This means that if p = 0 and r = 1, the value of q and s will be complementary 
values for correct operations. 
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Improved Rail-Check Circuit with R1 and R2
An efficient rail-check circuit, namely IRC (improved rail check), was proposed (Hasan et al., 
2009) in the advancement of the former approach for the detection of a single bit fault. The 
method proved competent in terms of reduction in quantum cost and garbage output. The design 
consisted of only a Fredkin gate and a Feynman gate (Chua & Singh, 2014) shown in Figure 
11 rather than using R gates, where x1 and x2 are test inputs. Test output d produces a high state 
for a faulty operation and G represents garbage value. Hence, quantum cost decreases as the 
quantum cost of IRC is only 5, regardless of the number of gates used to synthesize a circuit. 
Figure 11. Schematic of IRC (Hasan et al., 2009)
A set of benchmark circuits and some sequential logic blocks like SR, D, JK and T flip 
flops were realized and performance was evaluated on the basis of the total number of gates, 
GC, and garbage output, GO. This is depicted in Table 5.
Illustration. In Figure 11, if x1 = x2 = 1 or x1 = x2 = 0 then output of the Feynman gate
a = x1⊕x2 = 0
This implies the output of the Fredkin gate:
d = 1 for b = 1 and d = 0 for b = 0
Table 5 
Operating Cost of Testable Design in Proposed Method (Hasan et al., 2009)
Sequential Circuit GO GC
RS FF 28 24
JK FF 36 32
D FF 33 28
T FF 41 36
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This shows that output d is the decision parameter to check whether the input to the IRC 
circuit is complementary or not. 
Designing with OTG 
Thapliyal and Vinod (2007) proposed a 4×4 reversible online testable gate (OTG) shown in 
Figure 12, which can perform all Boolean functions. The OTG seems better with respect to the 
earlier proposed R1 gate in terms of computational complexity. In view of online testability, 
OTG is used in combination with the 4×4 Feynman gate to form a testable block CTSG for 
the detection of a single bit fault, as mentioned in Figure 13. The output R and W of CTSG 
should give complementary logic values for the correct operation; otherwise, there will be a 
fault in OTG or in the Feynman gate. The value of E is set in accordance to the necessity of 
any logical function implementation. 
Figure 12. Schematic of OTG (Thapliyal & Vinod, 2007).
Figure 13. Construction of CTSG (Thapliyal & Vinod, 2007).
A number of testable combinational logic circuits like full adder, ripple carry adder and 
carry skip adder were synthesized using CTSG. The complementary values for W and R can be 
verified using the proposed improved two-pair two-rail checker per CTSG. The implementation 
was justified in terms of number of OTG used as GC, garbage output GO and unit delay (D). 
This is shown in Table 6. The quantum cost is high as the output functions of OTG are again 
complex as that of TB regardless of gate count. 
Table 6 
Operating Cost for Testable Design in Proposed Method (Thapliyal & Vinod, 2007)
Circuit GO GC D
Full Adder with propagate 2 2 2
4-bit ripple carry adder 8 4 4
4-bit carry skip adder 17 22 -
Online Testability for Reversible Logic
257Pertanika J. Sci. & Technol. 24 (2): 245 - 271 (2016)
Illustration. Output W and R of CTSG can be given as:
This proves that W and R will hold complementary values that can be detected by the proposed 
dual rail-checker circuit to attain online testability.
Designing with Dual Rail-Coding-Scheme-Based Reversible Gates
In 2010 Farazmand et al. proposed an idea to reduce design complexity by eliminating the 
necessity of separate rail checker circuits. They projected two self-testable reversible gates 
by means of a dual-rail coding scheme for the detection of single bit faults. The schematic 
representation of the proposed gates as NAND gate and fanout branch is shown in Figure 14. 
The dual rail NAND gate was used to implement Boolean functions and the dual rail fanout 
was used to provide branching capability as they did not use reversible logic, which may 
require synthesizing a circuit. 
Figure 14. Schematic of dual rail reversible gates Farazmand et al., 2010 (a) as NAND gate and (b) as 
fanout branch.
Experiments were done on a set of benchmarks where the rail-checker circuit was used 
only at the final output stage. As a result, there was a large reduction of area in terms of branch 
cost/ancilla input (AI) and number of inputs (NoI), as seen in Table 7. The method was more 
efficient in terms of fault coverage and claims 100% coverage of single bit faults.
Table 7 
Operating Cost of Testable Design in Proposed Method (Farazmand et al., 2010)
Benchmarks GO NoI AI
xor5 112 224 116
t 48 96 40
b1 30 60 24
Majority 18 36 20
con 1 44 88 48
clip 1250 2500 800
t481 9534 19068 958
Benchmarks GO NoI AI
rd53 212 424 220
misex 1 134 268 118
o64 258 516 0
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Illustration. The dual rail-coding scheme in reversible logic empowers self-testability in 
the gate itself. The outputs of a reversible circuit implemented using these gates will always 
be complementary, which can be detected using a dual rail- checker circuit only at the final 
output stage as illustrated in the schematic of NAND gate realization in Figure 14. 
Designing with LG, FIG and DCG
Further, in 2011 Zamani and Tahoori introduced an idea of development of gates in such a 
manner that they produced the necessary information at the output rather. This was an alternative 
to the parity generation method. In this approach, a detection line was added to gates whose 
value was inverted at every gate stage. The error can be detected by knowing the number of 
stages present in a circuit for the detection of missing gate faults and repeated gate faults. The 
proposed reversible gates are Logic Gate LG, Fanout/Inversion Gate FIG and Decision Collector 
Gate DCG as shown in Figure 15. The 4×4 LG gate is used to implement a Boolean function 
with target inputs A and B and outputs F1 and F2 where C is the control input, D is the detection 
line and G is garbage. The 3×3 FIG gate is used to make the fanout/inversion branch since a 
fanout is not allowed with reversible circuits. The control input is C set to logic 0/1 such that 
input A appears as A’/A at outputs F1 and F2 of FIG and D is again treated as the detection line. 
The error can be detected on the basis of the output at detection line D, which is collected by 
DCG. The value of D will be different for both even and odd numbers of stages in a circuit 
synthesized using LG and FIG. During any operation, initially all input D values were set to 
0, the output value of D (say Dodd) was 1 for odd numbers of stages and the output value of D 
(say Deven) was 0 for even numbers of stages in a fault-free circuit. For a circuit consisting of 
both even and odd numbers of stages, the fault can be analyzed using the 3×3 DCG gate with 
inputs Deven and Dodd for even and odd numbers of stages, respectively, where C is the control 
input. The erroneous output is identified by the Alarm output of DCG.
Figure 15. Schematic of proposed gates (Zamani et al., 2011) (a) LG, (b) FIG and (c) DCG.
The benchmark circuit made use of this approach and performance was analyzed on 
the basis of gate count (LG/FIG/DCG), garbage and delay as seen in Table 8. The method is 
more suitable in terms of delay, but is faulty because of an increase in design complexity, gate 
count and garbage output. The method was only meant for the detection of single missing and 
repeated gate faults.
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Table 8 
Operating Cost of Testable Design in Proposed Method (Zamani et al., 2011)
Benchmarks GO GC D
Majority 25 17 6
t481 9712 7283 22
b9 815 587 13
alu2 1859 1385 18
term1 3835 2882 17
vda 2653 1948 17
x4 5203 3887 16
Illustration. In the example shown in Figure 16, the upper sub-circuit contains three stages 
(odd in number) and the lower contains two stages (even in number). For testability, initially 
the detection line D was set to value 0, hence Dodd = 1 and Deven = 0. For non-erroneous output 
the output on Alarm was 0, keeping C = 1. For other than these values of Dodd and Deven, a high 
signal value appeared at the Alarm output of DCG, revealing a fault. 
Figure 16. Illustration of method of online testing using LG, FIG and DCG.
Concurrent Error Detection Approach
Reversible functions are bijective functions where the input and output have a one-to-one 
relationship. Also, the inputs can be regenerated at the outputs if the output signal is re-applied at 
the inputs of a reversible gate/circuit. The problem of testing can be resolved by the comparison 
of original inputs and regenerated inputs by comparing these values. This scheme is termed 
‘concurrent error detection’ of a reversible circuit.
Thapliyal and Ranganathan (2004) exploited the idea of concurrent error detection for 
online testing of reversible logic circuits and established the detection of multi-bit error at 
the outputs of a reversible circuit in a method called inverse and compare. As a result, the 
reduction on power dissipation could be achieved by minimizing the requirement of excessive 
garbage output in design for testability. The technique is illustrated in Figure 17a. The problem 
of fanout was avoided by the use of intermediate Feynman gate(s). The implementation of the 
concurrently testable full adder was proposed using OTG (Thapliyal & Vinod, 2007) and its 
inverse gate IOTG, which can be seen in Figure 17b. The fault can be detected by comparing 
primary inputs to OTG and outputs of IOTG. This results in zero garbage and a delay of 3 
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units using only three gates with a quantum cost of 20. The application of the concurrent error 
detection technique for quantum dot cellular automata QCA was also explained by Thapliyal 
and Vinod. Their method reduced the design complexity, but the quantum cost and garbage 
were much higher for bigger circuits as the number of gates used to synthesize a circuit was 
more than double. The ancilla input would be much higher with the addition of a Feynman 
gate for dealing with the output. Also, it is very complicated to insert a comparator circuit after 
each block in an electronic device.
Figure 17. Concurrent error detection (a) Block diagram representation and (b) Schematic of IOTG.
Illustration. It is already proven that reversible gates produce input functions. The output 
functions can be seen in the equations given below for IOTG as shown in Figure 17b. The 
output of IOTG can be given as:
Similarly, C’ = C and D’ = D
Hence, one can detect faults in a reversible circuit by comparing primary inputs and 
regenerated inputs as shown in the block diagram representation in Figure 17a.
Attributes of Designing with Novel Gates Methods
Extracted attributes of all the testing methods explained in this section are depicted in Table 9. 
These attributes appropriately compare all these methods. Comparison tables are also given. 
By comparison, it is found that the method by Vasudevan et. al., 2006 and Hasan et. al., 2009 
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proved better in performance in terms of minimum garbage output. The later approach has 
lower quantum cost and garbage than the first method.
Table 9 
Attributes of Designing with Novel Gates Methods
Testing Method Features  Tables for comparison
(Vasudevan et al., 2004 and 
Vasudevan et al., 2006)
Large GC (i.e. QC high), GO is 
comparatively small.
4,5,7 and 8
(M.Hasan et al., 2009) QC and GO both are high 4,5,7 and 8
(Thapliyal et al., 2007) QC is high and GO is comparatively small 4,6
(Farzamand et al., 2010) QC , GO and NoI are high 4,5,7 and 8
(Zamani et al., 2011) QC and GO both are high 4,5,7 and 8
(Thapliyal et al., 2004) GC, QC, AI and GO all are high -
DESIGNING WITH EXISTING CIRCUIT
Another way of achieving online testability in reversible logic circuits is to design with any 
existing standard circuits. In this approach, the original circuit is modified by adding a number 
of reversible gates and wires with constant inputs in order to attain online testability.
Designing with Derived Reversible Gates
In this regard Mahammad and Veezhinathan (2010) proposed a two-step procedure of 
conversion of a reversible gate in its testable form to detect single bit faults. A reversible gate 
URG was also proposed that used four basic logic functions efficiently in terms of quantum 
cost. In the first step a reversible gate R was converted into a deduced reversible gate DRa 
such that for a n × n reversible gate with input vector Iia and output vector Oia was changed into 
(n+1) × (n+1) reversible gate with input vector Iia+1 and output vector Oia+1 without changing 
the original functionality of the circuit as depicted in Figure 18a. 
Figure 18. Basic fundamental used in proposed scheme (Mahammad et al., 2010) (a) Conversion of 
DRa from reversible gate R, (b) Schematic of identity gate DRb and (c) Construction of TRC.
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If, Iia= (I1a, I2a …Ina) and Oia = (O1a, O2a…Ona), then Iia+1 = (I1a, I2a … Ina, Pia) and Oia+1 = 
(O1a, O2a…Ona, Poa) where Pia and Poa are the input and output parity bit corresponding to the 
first step, respectively and Poa=[O1a⊕ O2a ⊕…Ona⊕Pia].
In the second step DRa was cascaded with (n+1) × (n+1) identity reversible gate DRb 
as shown in Figure 18b to form (n+2) × (n+2) testable reversible cell TRC as can be seen in 
Figure18c. The unity reversible gate passes the output of DRa directly to its output except 
parity Poa and generates another parity bit Pob with respect to the input parity bit Pib such that 
for a (n+1) × (n+1) identity gate, the input vector and output vector are given by Iib+1 = (I1b, 
I2b … Inb, Pib) and Oib+1 = (O1b, O2b…Onb, Pob), respectively, where (O1a, O2a…Ona) = (I1b, I2b … 
Inb) = (O1b, O2b…Onb) and Pob = [O1b⊕ O2b ⊕… Onb⊕Pib].
The detection of faults can be done by assigning logic values to the input parity bits and 
checking the corresponding output parity bit. If Pia and Pib are assigned the same logic values, 
then Poa and Pob should be same or if Pia and Pib are assigned complementary logic values, 
then Poa and Pob should be complementary to prevent an erroneous result. Moreover, a testable 
cell TC is also proposed to detect faults consisting of multiple TRCs. The illustration below is 
based on implementing a testable Fredkin based 2×4 decoder. The results are given in terms of 
CMOS characteristics 2.249×10-9µW dynamic power using 1496 numbers of transistors with 
a delay of 13.2ns. The method is efficient in terms of quantum cost, but the number of ancilla 
inputs increases to twice the number of TRC used to synthesize a circuit. 
Illustration. Using Figure 18c, if Poa = 0 and Pob = 1, then Poa = [O1a⊕O2a⊕…Ona⊕0] 
= Foa⊕0 = Foaand Pob = [O1b⊕O2b⊕…Onb⊕1] = Fob⊕1 = ~Foa. Since Fob = Foa, this implies 
Poa= ~Pob. Hence, for a complementary input parity bit, output will always be complementary 
for correct operation of any circuit that can be checked using a dual-rail-checker circuit or 
proposed testable circuit called TC.
Design Using ETG for ESOP-Based Toffoli Circuits
Another idea for a testable design with existing circuit was proposed by Nayeem and Rice 
in 2011 for the detection of single and multiple bit faults. The idea is valid for the exclusive 
sum-of-product (ESOP)-based Toffoli circuits, which ensure a negligible increment in garbage 
on the cost of small increase quantum cost. The process of conversion of an ESOP circuit in 
its testable form unfolds in three steps. In the first step every n-bit Toffoli gate in the circuit is 
converted into (n+1)-bit ETG (Extended Toffoli Gate) (Chen et al., 2008) using an additional 
parity line without disturbing the original circuit. In the second step, CNOT gates are included 
from all the output lines to the parity line. In the third step, CNOT gates are again added from 
each input line to the parity line ahead and behind the complete circuit. This requires the addition 
of twice the number of CNOT gates as the number of input lines plus the number of outputs, 
which enhance quantum cost, but garbage output remains the same as in the original circuit. 
The steps of conversion of a given circuit in its testable form are shown in Figure 19. The 
fault is detected if the value of the output parity bit changes from 0 to 1 during its operation. 
This method is also valid for the ESOP circuit consisting of the inverted-Toffoli gate. The 
performance of this method is predicted in terms of quantum cost (QC) and garbage output 
(GO) by performing experiments on some benchmark circuits, as can be seen in Table 10.
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Figure 19. Conversion of ESOP-based circuit in its testable form (Nayeem & Rice, 2011).
Illustration. Mathematically, the output of the parity line P of build testable circuit shown 
in Figure 19 can be given as:P ⊕ a ⊕ b ⊕ c ⊕ d ⊕ ab ⊕ ac ⊕ bc ⊕ (d ⊕ bc) ⊕ (e ⊕ ab ⊕ ac) ⊕ (f ⊕ d) ⊕ a 
⊕ b ⊕ c ⊕ d
Since values of P, e and f are set logic 0 then,a ⊕ b ⊕ c ⊕ d ⊕ ab ⊕ ac ⊕ bc ⊕(d ⊕ bc )⊕(ab ⊕ ac) ⊕ d ⊕ a ⊕ b ⊕ c ⊕ d
The solution gives the value of output of wire P as logic 0 if there are bit faults in the 
circuit or at the input and output of the circuit. If the value of output P changes to logic 1, a 
fault can be detected.
Design Using ETG for Toffoli-Based Circuits
The approach in previous section was extended by Nayeem and Rice (Vancouver, 2011) for 
any type of Toffoli circuit for the detection of single and multiple bit faults. An online testable 
circuit was constructed from a Toffoli circuit in similar manner except for the second step 
where, first a Toffoli gate was converted into an ETG connected to an additional parity line 
and then CNOT gates were inserted from all lines to parity lines before and after the original 
circuit. This required only double the number of lines as the number of additional CNOT gates 
compared to the previous method, as shown in Figure 20. The fault was also detected in the 
same manner by checking the logic value of output of parity line. Further, this technique was 
again extended for ternary Toffoli circuits (Nayeem & Rice, 2012). The detailed study was 
specified in Nayeem and Rice (2013), where a large number of benchmarks were used and a 
comparative study of proposed methods was given. Figures of merit are depicted in Table 10 
Hari Mohan Gaur, Ashutosh Kumar Singh and Umesh Ghanekar
264 Pertanika J. Sci. & Technol. 24 (2): 245 - 271 (2016)
in comparison to their previous approach.
The two methods in Nayeem and Rice (Canada, 2011; Vancouver, 2011) were efficient 
in terms of garbage output GO and ancilla input AI, but the quantum cost increased with the 
addition of CNOT gates. GO remained the same as that of the original circuit and only one 
AI was required to convert a circuit to its testable form. The basic difference between the 
respective methods was that the first was meant for ESOP-based circuits and the other was 
valid for all Toffoli circuits. 
Figure 20. Conversion of a Toffoli-based circuit in its testable form Nayeem and Rice (Vancouver, 
2011).
Table 10 
Comparison and Operating Cost for Testable Design in Proposed Methods
Benchmarks
Nayeem et al. (Canada 2011; 2013) Nayeem et al. (Vancouver 2011; 2013)
QC GO QC GO
majority 154 5 154 5
con 1 184 7 184 7
misex 1 1040 8 439 8
ham7 259 7 162 7
rd32 49 3 45 3
alu2 4882 10 4551 10
9symml 11065 9 11066 9
alu4 48951 14 42071 14
nth prime3 607 7 575 7
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Illustration. Mathematically, the output of the parity line P of the constructed testable 
circuit as shown in Figure 20 can be given as:P ⊕ a ⊕ b ⊕ c ⊕ d ⊕ e ⊕ ab ⊕ b ⊕ bd ⊕ a (c ⊕ ab ⊕ b) ⊕ a ⊕ [b ⊕ a (c ⊕ ab 
⊕ b)] ⊕ (c ⊕ ab ⊕ b) ⊕ d ⊕ (bd ⊕ e)
The solution gives a value of output of wire P as logic 0 when applying input logic 0 in the 
same manner if a bit fault had occurred in the circuit or at the input and output of the circuit. 
The value of output P changed to logic 1 from 0 and hence, a fault was detected.
Design Using Testable Toffoli and Peres 
In this concern, Sen et al. (2012) also proposed a DFT methodology in which they demonstrated 
the idea of converting a reversible gate into its online testable form, ensuring detection of 
nearly all multiple bit faults. The authors introduced a DFT process algorithm based on parity 
generation using concurrent error detection. The algorithm renovated a reversible gate into 
its online testable form, and this resulted in three error detecting bits that were used to test a 
circuit. The testable 3×3 Toffoli gate was synthesized with input A, B and C and output X, Y 
and Z as shown in Figure 21. The fault can be noticed by error detecting bits P, Q and R. These 
bits should hold logic 0 values for a fault-free circuit operation. Similarly, a testable Peres 
gate was also proposed and the implementation of an online testable full adder was given for 
justification. 
Figure 21. Online testable 3×3 Toffoli gate (Sen et al., 2012).
The performance of the proposed DFT was evaluated by performing experiments on the 
existing reversible gates, three benchmark circuits, full adder and full subtractor circuit, as 
shown in Table 11. The testable Toffoli gate had a quantum cost of 11 and a garbage output of 
3. Hence, the quantum cost was much higher regardless of the lower gate count.
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Table 11 










Illustration. Error detecting bits for a testable Toffoli gate as shown in Figure 21 can be 
calculated as:
If single/multiple bit faults occur in any gate or at the wire, any values of error detecting 
bits flip to logic 1 and the fault can be detected.
Extracted Attributes of Designing with Existing Circuit
Extracted attributes of all the testing methods explained in this section are depicted in Table 12. 
These attributes appropriately compare all these methods. Comparison tables are also provided. 
It is found that the method suggested by Nayeem & Rice, Canada, 2011 and Nayeem & Rice, 
Vancouver, 2011 was better in performance in terms of minimum garbage output. Also, the 
first method was more efficient in terms of quantum cost and garbage output.
Table 12 
Attributes of Designing with Existing Circuit Methods
Testing Method Features Demonstration table number
Mahammad et al., 2010 AI and GO are large due to TC, 
QC is comparatively small
-
Nayeem et al., Canada, 2011 QC large but minimum GO 10 and 11
Nayeem) et al., Vancouver, 2011 QC large but minimum GO 10 and 11
Sen et al., 2012 QC, NoI and GO are large per 
testable gate 
10 and 11
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DISCUSSION AND CONCLUSION
There are various methods in two broad classifications of designing with proposed gates and 
designing with existing circuits. These methods are claimed to cover all the faults in the new 
family of fault models. Detection is achieved by the detection of single and multiple bit faults. 
These methods are illustrated by performing experiments on benchmark circuits and evaluating 
results in terms of performance parameters. Final attribute tables in two respective sections 
suggest the pros and cons of each method, which can be used to determine the suitability for 
designing under online testability. The evaluation is summarized in Table 13 with testability 
technique, considered fault models and metrics that can well define their identity.
Table 13 
Comparison Table of Discussed Online Testing Approaches
S 
No.
Author Online Testability Approach Fault model
Computed 
parameters
1 Vasudevan et al. 
(2004)
Propose testable Reversible Gates R1 
& R2 and Parity Generation method for 
testing is used
Single Bit Fault GC, GO
2 Vasudevan et al. 
(2006)
CMOS realization with previous testable 
technique is provided
Single Bit Fault GC, GO
3 Thapliyal et al. 
(2007)
Parity Generation method for testing is 
used Proposed reversible gate OTG with 
Feynman gate
Single Bit Fault GC, GO, 
D
4 Chowdhury et al. 
(2009)
Improved Rail-check circuit is proposed 
and R1 and R2 are used for parity 
generation
Single Bit Fault GC, GO
5 Mahammad et al. 
(2010)
Reversible gate URG and testable 
design with existing circuit using parity 
generation
Single Bit Fault -
6 Tahoori et al. 
(2010)
Reversible Gates with dual rail I/O Single Bit Fault NoI, GO, 
AI
7 Thapliyal et. al. 
(2010)
Concurrent error detection using OTG 





8 Nayeem et. al. 
(Canada, 2011)





9 Nayeem et. al. 
(Vancouver, 
2011)





10 Tahoori et. al. 
(2011)
Reversible gates, namely FIG, DCG and 
LG for testability
MGF and RGF GC, GO, 
D





12 Nayeem et. al. 
(2013)
Testable design with existing circuit 
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A comparison of implemented online testable combination circuits can be seen in Table 
14 with performance measures. Table 4 presents CMOS-technology dependent measures 
like number of transistors and power dissipation. The online testable sequential circuits with 
performance measures can be seen in Table 5. Quantum cost is not reported by most researchers, 
but gate count is proportionally related to it. If the gate count is low, the quantum cost can be 
high; this depends on the complexity of the output function of the respective gates. 
Table 14 
Comparison Table for Online Testable Combinational Logic Circuits
Circuit
Vasudevan et al., 2004  
& Vasudevan et al., 2006
Thapliyal et al., 
2007
Thapliyal et al., 
2010
Sen et al., 2012 
QC GO GC QC GO GC QC GO GC QC GO GC
Full adder without 
propagate
_ 3 4 _ _ _ _ _ _ _ _ _
Full Adder with 
propagate
_ 2 4 _ 2 2 30 3 8 _ _ 14
4-bit ripple carry 
adder
_ _ _ _ 8 4 _ _ _ _ _ _
4-bit carry skip 
adder
_ _ _ _ 17 22 _ _ _ _ _ _
Full subtractor _ _ _ _ _ _ _ _ _ _ _ 21
Table 15 summarizes all the covered benchmarking circuits (Maslov et al., 2015; Reversible 
benchmarks, 2015) with online testability along with the comparison of all discussed techniques 
on the basis of performance parameters (QC, GO, GC and AI). The comparison clearly points 
out differences in area/size and consequently, the increment and decrement of power dissipation 
in designing with testability for reversible logic. The method with the best possible results 
among the depicted two categories is shown in the highlighted blocks.
Table 15 
Comparison Table for all Discussed Approaches
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It is observed that the bijective property in reversible logic is maximally utilised for online 
testability. One can easily generate or preserve information of input and output vectors in the 
form of parity. In reversible circuits TB (Vasudevan et al., 2004; Vasudevan et al. 2006) and 
CTSG (Thapliyal & Vinod, 2007), a fault was detected by generating two output parity bits. 
Sometimes, a reversible gate (Mahammad & Veezhinathan, 2010) or a circuit (Nayeem & 
Rice, Canada, 2011; Vancouver, 2011; 2013) was modified in order to generate parity bits by 
adding an extra wire and CNOT gates. Also, it was used along with a concurrent error detection 
technique (Sen et al., 2012) to generate error-detecting information. Moreover, the method of 
concurrent error detection in collaboration with parity generation was used in Thapliyal and 
Ranganathan (2004) and Sen et al. (2012). Dual-rail-coding (Farazmand et al., 2010) methods 
also utilised this fact for testability in reversible circuits. It was also observed that quantum cost 
was slightly improved, but the optimization of ancilla input and garbage output still required 
more effort by the researchers.
We have presented a comparative study of online testability in reversible logic circuits 
along with a brief illustration of each method by combining all possible fault models and 
performance metrics. The major challenges pertaining to online testability are presented. The 
paper also projects the role of garbage output and ancilla inputs in increasing power dissipation. 
Furthermore, the reliability of the method of parity preservation and generation, concurrent 
error detection and dual-rail coding techniques in designing for testability is discussed. Despite 
significant progress in online testability of reversible logic, new techniques will always 
arise to replace existing ones. This paper points out the considerable issues in this area and 
encourages the development of new strategies to face a new era of reversible logic because 
several challenges remain.
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INTRODUCTION
The general use of Light Rail Transit (LRT) 
is preferable because LRT is sustainable, 
improves travel options and facilitates 
swift mobility in urban areas. Hence, the 
safety of this type of public transportation 
against seismic occurrences is indispensable. 
Considering that LRT systems cannot be 
erected on conventional frames because of 
their architectural complexity, focussing 
meticulously on reliable seismic design codes 
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ABSTRACT
The use of the Light Rail Transit (LRT) system is currently preferred because LRT is sustainable, 
improves travel options and facilitates swift mobility in urban areas. Hence, the structural stability 
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of the roof. Furthermore, the lateral base shears decrease by approximately 70%.
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and structural rehabilitation is vital. The misconception by Malaysians that the country is free 
from earthquake disasters has become the main concern of engineers in Malaysia in analysing 
and designing structures without accounting for the possibility of an earthquake and thereby, 
even going for retrofitting of the existing structures.
Peak Ground Acceleration (PGA) plays an important role in design and earthquake load 
determination. Given the fact Malaysia does not have any reliable and economic seismic 
code, local engineers utilise the specifications of available international codes to determine 
the seismic loads to be applied. The direct application of international standards, such as the 
Uniform Building Code UBC 1997 or the American Assocation of State Highway and Transport 
Officials Standard Specifications for Highway Bridges AASTHO 1996, to determine such loads 
has resulted in high construction costs because of the overestimation of PGA for Malaysia in 
the absence of sufficient seismic data for Malaysian conditions.
REVIEW OF LITERATURE AND STUDY SCOPE
The Lam stochastic model was introduced to simulate the elastic response spectra (5% critical 
damping) of large-magnitude long-distance earthquakes generated by the Sunda Arc subduction 
source in Indonesia (Lam et al., 2009). A new set of attenuation relationships for PGA, peak 
ground velocity and response spectrum analysis in rock sites caused by distant Sumatran-
subduction earthquakes have been derived for Singapore and Peninsular Malaysia based on 
synthetic seismograms that account for source and path effects (Megawati et al., 2003; 2005). A 
previous study investigated potential effective factors, such as site ground response, variation in 
the water table and soil properties, in the response of a structure to multi-directional earthquake 
loading (Yang & Yan, 2009). The spatial effects on the seismic responses of large structures 
with two-line support were studied. The 3D variation in ground motion was modelled with an 
empirical coherency loss function. Numerical outcomes indicated that horizontal multi-support 
excitations have a large amplification effect on the seismic responses of the trussed arch (Su 
et al., 2006; 2007). 
In the present study, the seismic response of an LRT station located in Kuala Lumpur, 
Malaysia was evaluated. Time history analysis was performed using the Structural Analysis 
Programme (i.e. SAP-2000) by modelling structures ‘with’ and ‘without’ the brace viscous 
damper. In other words, in this study the damper element was introduced as a supplementary 
energy dissipation device to the existing station’s frame and the seismic behaviour of the 
mentioned frame was assessed. The efficiency of deployment of SAP-2000 in dynamic analysis 
was established based on the results derived (Behnia et al., 2013).
MATERIALS AND METHODS
Detail of the Case Study
The structure of the study station is supported by three reinforced concrete (RC) column piers 
attached to the foundations located on the road shoulders. The spacing between the supporting 
column piers is orthogonal to the carriageway. The guide way structure varies between 13.0 
and 16.5 m and is repeated every 12.0 m along the viaduct piers, as shown in Figure 1. The 
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station consists of steelwork, fabricated plated steel sections spanning continuously between 
the supporting RC piers and simply supported precast pre-stressed hollow core slabs with over 
12 m spans. The steel girders are supported on laminated elastomeric bearing pads to reduce 
the risk of damage to the RC piers caused by the rotation of the beams being loaded. A series 
of one-way and two-way RC slab frameworks spanning onto in situ RC beams are in turn 
supported by RC columns. The design is independent of the viaduct structure to prevent dynamic 
loads from the rail from propagating into the station structure. The roof is pinned or fixed to 
a curved truss frame, stable on its own plane by virtue of moment continuity throughout, and 
exhibits 1 to 3 degrees of static indeterminacy. The resistance of the base is improved with 
the use of a continuous plate girder that effectively acts as the base tie. On-elevation lateral 
stability in the orthogonal direction to the plane of the frame is provided by tie-bracing or 
moment frame trusses or beams. Roof diaphragm action is ensured with the use of on-plan 
tie-bracing and roof sheeting. For the stations constructed with reinforced concrete, the rigid 
connection between the RC girders and piers ensures a portalised framing on-elevation lateral 
stability configuration. On-elevation lateral stability between the concourse level and the 
platform is provided by the inherent-moment connections between the in situ RC columns 
and beams. The building is founded on RC pile caps and in situ bored RC piles. Tie-beams 
between these pile caps are employed to resist the pile out-of-tolerance moments and ensure 
robustness and rigidity. These tie-beams also resist the bending action caused by vehicular 
impact loading. In order to evaluate the dynamic behaviour of LRT station time history as 
well as response spectrum analyses (RSA) was performed. Time history analysis shows the 
response of a structure over seismic time history record. Furthermore, the results were separated 
for each direction of motion to assess the seismic behaviour of structure with the existence of 
a damper. This study was performed for evaluation of an elevated light rail transit station. In 
the case of an underground station, a few design considerations and parameters such as soil 
pressure should be included during modelling. Therefore, the evaluation of seismic response 
of an underground station is out of this study scope.
Figure 1. Structural layout of the LRT station.
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Software Model Detail
This research was carried out by employing the modelling techniques and capabilities of SAP-
2000. As illustrated in Figure 2, the model comprised a 3D space frame model founded on 
fixed supports. Two models were created to represent the station ‘with’ and ‘without’ dampers 
so as to analyse the different impact. The models were analysed through linear dynamic time 
history analysis.
Figure 2. 3D space frame models ‘with’ and ‘without’ dampers.
Loading Details
The material densities adopted in the calculation of loads were based on British Standards, 
schedule of weights of building materials (BS 648:198). Live load reduction in accordance 
with loading for buildings, code of practice for dead and imposed loads (BS 6399-1:1995) 
was inapplicable because of the relative low-rise nature of the station buildings. Wind loads 
were calculated in accordance with Loading for buildings, Code of practice for wind loads 
(BS 6399-2) and Malaysian Standards, code of practice on wind loading for building structure 
(MS 1553:2002). Vehicular impact loads were considered in the design of the primary station 
piers over the vehicular trafficked roads according to British Standards, the design of highway 
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bridges for vehicle collision loads (BD 60), which stipulates an equivalent static load of 1000 
kN at 3.0 m and 500 kN at 1.5 m above the carriageway level parallel to traffic direction and 
half of the above values for the orthogonal direction. All structures were designed for the worst 
combination of loading. Different load combinations were considered to fulfil the ultimate limit 
state and serviceability limit state criteria, which are based on structural use of concrete, Code 
of practice for design and construction, BS 8110 and structural use of steelwork in building, 
BS 5950. Since the station consisted of a variety of structural elements such as RC frame and 
steel girder and was subjected to the various types of load such as wind, earthquake and moving 
loads, use of different design codes was inevitable. 
Construction Materials and Structural Control Specifications
In the reinforced concrete elements, longitudinal reinforcement bars (Type 2 deformed grade 
T460), that is, threaded rebar with minimum characteristic yield strength of 460 N/mm2, were 
utilised. Shear links were of grade R250, that is, plain rebar with minimum yield strength of 
250 N/mm2. The mesh reinforcement, BRC, had minimum characteristic yield strength of 485 
N/mm2. The grades and properties of the hollow core slab were based on the specifications of 
the renowned prefabricator, Eastern Pretech (Malaysia) Sdn. Bhd. The properties of the damper 
are damping coefficient of 490 KN m/s, brace stiffness of 98066 KN/m and brace-damper 
mass of 1360 KNs2/m; these properties were based on a previous study (Panah et al., 2008).
Seismic Analysis and Software Modelling Procedure
A general overview of different analysis methods is presented in Figure 3. Modal analyses were 
performed to determine the modes of vibration of the LRT station. The modes were utilised as 
the basis of modal superposition in the time history analysis. In the modal analyses, the structural 
system of the LRT station was relatively regular and suitable for either single-dominant modal 
response analysis or multi-modal response analysis. To evaluate the response of all modes of 
vibration with a significant contribution to the global response, the following conditions were 
considered and should be satisfied for each direction as stated in the Euro code EC8.
Firstly, the effective modal masses for the modes considered should be at least 90% of 
the total mass of the structure. Secondly, all modes with effective modal masses greater than 
5% of the total mass must be considered. Modal analysis, which defines the fundamental 
modes inclusive of participating masses was established for both un-damped and damped 
structures. A linear time history analysis of the LRT station was performed with the El Centro 
1940 earthquake as 3D excitation (X, Y and Z). The displacement and base reactions were 
the benchmark for the comparison. The process of seimic evaluation of LRT station is shown 
in Figure 3. 
RESULTS AND DISCUSSION
Four parameters were compared to check the response of the proposed models in linear static 
and dynamic analyses. The three parameters are the three natural vibration periods of the 
sample buildings, participating mass ratios, displacements of the buildings and base shear 
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of the buildings. Understanding the modelling features is critical to obtaining an idea of the 
situation before viewing the results of all the analyses. Figure 4 shows the essential elements 
that pertain to the important features of the model.
Figure 3. Seismic analysis procedure of the LRT station
Figure 4. LRT station FE 3D model
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Modal and Linear Time History Analyses
Twenty Eigen modes were selected during pre-analysis and their equivalent frequencies and 
periods were calculated. The dominant period for the un-damped case was 1.594 s, whereas for 
the damped case it was 0.938 s. Time history analysis was performed in X, Y and Z directions 
for the station building structures. The displacement and base shear results were evaluated 
for both models (damped and un-damped). The acceleration time record of the El Centro 
earthquake was applied directly to the base of the station building structure for both models in 
all the three directions. The excitation in the lateral directions (X and Y) produced significant 
responses. By contrast, the excitation in the vertical direction (Z) produced no significant 
change in the responses. The time history response at each joint was derived from the analysis. 
The results showed a limited response of the LRT station for 20 seconds of the entire duration 
of the earthquake, which was 50 s. However, the critical components of the earthquake fell 
within the first 20 s. Apart from the maximum responses, a time-dependent function was also 
obtained; hence, a dynamic response can be plotted with respect to time. Similarly, four joints 
were selected through Response Spectrum Analysis (RSA) to display the response to time 
history excitation. Figures 5 and 6 show the displacement response to earthquake excitation 
in X and Y directions in relation to the damped and un-damped models at different locations. 
The provision of viscous dampers caused a significant decrease in response. Two joints at the 
top of the tubular roof structure (Joints 1525 and 1634) exhibited approximately 40% reduction 
for the damped condition even though the damper was not physically connected to any part of 
the roof structure. Furthermore, two joints at the top of the RC column or piers (Joints 2219 
and 2215) showed approximately 90% reduction for the damped condition. Contrary to the 
roof joints, the column at Joint 2215 was directly connected to the damper and thus allowed 
for high dissipation of energy, which in turn reduced the displacement significantly. Figure 7 
shows the base shear time-dependent graphs obtained through time history analysis in X and 
Y directions for the two models, namely, the damped and un-damped structures. Comparison 
of the un-damped and damped structures indicated more than 60% reduction in Y direction 
and 71% in X direction in accordance with the overall base shear. 
Figure 5. Time history displacement for Joints 1525 and 1634, Roof Top Node
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Figure 6. Time history displacement for Joints 2215 and 2219, RC Column Top Node
Figure 7. Time history of base shear
Modal Analysis
Modal analysis is a prerequisite for both analysis cases. Based on the abovementioned 
conditions, 20 Eigen modes were selected during pre-analysis. Their equivalent frequencies 
and periods were calculated. The dominant period for the un-damped case was 1.594 s whereas 
for the damped case it was 0.938 s.
Response Spectrum Analysis
The response spectrum curve is plotted in Figure 8. The RSA of the structure was performed 
for the un-damped and damped LRT station structures and the results were separated for each 
direction of motion. Differential displacements in all three global directions obtained from the 
comparison of the damped and un-damped structures are shown in Table 1 together with the 
corresponding percentage of reduction for ease of comparison.
The displacements were confined to four predefined joints within the model, which were 
used as the basis for discussion.
1. Two joints at the top of the tubular roof structure (Joints 1525 and 1634) exhibited more 
than 40% reduction for the damped condition even though the damper was not physically 
connected to any part of the roof structure.
2. Two joints at the topmost point of the RC column or piers (Joints 2219 and 2215), which 
were connected to the damper element (damped model), showed more than 80% reduction 
compared to the un-damped model. 
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Comparison of the four predefined design response spectra showed more than 75% 
reduction in overall base shear (Table 2). Generally, the introduction of dampers to the structure 
reduced the inherited frequency of the structure, which was inversely proportional to the natural 
period of vibration, and affected the overall equivalent static earthquake load applied to the 
structure, which in turn, reduced the base shear.
Figure 8. Summary of the Seismic Design Response Spectrum Curve
Table 1 























5 ASSHTO 1.463 2.171 0.563 0.691 0.971 0.555 52.77 55.27 1.42
UBC97 1.769 2.274 0.742 0.968 1.202 0.732 45.28 47.14 1.35
EC8 2.177 2.728 1.043 1.212 1.473 1.029 44.33 46.00 1.34






4 ASSHTO 1.361 2.184 0.43 0.722 0.989 0.429 46.95 54.72 0.23
UBC97 1.642 2.288 0.559 1.009 1.224 0.559 38.55 46.50 0.00
EC8 2.017 2.745 0.778 1.261 1.499 0.772 37.48 45.39 0.77






5 ASSHTO 0.626 1.36 0.006 0.031 0.016 0.002 95.05 98.82 50.87
UBC97 0.753 1.419 0.007 0.043 0.02 0.003 94.29 98.59 43.61
EC8 0.925 1.701 0.008 0.054 0.025 0.005 94.16 98.53 36.38






9 ASSHTO 0.787 1.362 0.007 0.032 0.015 0.003 95.93 98.90 57.14
UBC97 0.945 1.42 0.008 0.045 0.019 0.005 95.24 98.66 37.50
EC8 1.16 1.703 0.011 0.056 0.023 0.006 95.17 98.65 45.45
LAM.S 0.334 0.787 0.003 0.007 0.006 0.001 97.90 99.24 66.67
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Table 2 
Base Reaction for Damped and Un-damped Structures
Response 
Spectrum Curve
Un-damped Structure Damped Structure Reduction (%)
Fx (kN) Fy (kN) Fz (kN) Fx (kN) Fy (kN) Fz (kN) Fx Fy Fz
ASSHTO 251.84 190.42 44.73 54.29 32.39 44.92 78.44 82.99 0.43
UBC97 302.59 198.59 58.99 76.05 40.13 59.18 74.87 79.79 0.32
EC8 371.51 238.16 82.96 95.25 49.31 83.22 74.36 79.29 0.32
LAM.S 106.84 109.99 7.52 12.43 12.36 7.52 88.36 88.77 0.11
CONCLUSION
The seismic behaviour of a structure in terms of displacement and base shear was determined. 
The numerical results for the two models (un-damped and damped) clearly indicate that the 
dampers reduced the seismic response of structures in an extremely efficient manner. The 
horizontal displacements of the joint at the top of the structure were reduced by 40% for both 
the RSA and time history cases. Consequently, the horizontal displacements of the joint at the 
top of the column or pier were reduced by 80% and 90% for the RSA case and time history 
cases, respectively. Lastly, the lateral base shears were reduced by 75% and 65% for the RSA 
and time history cases, respectively. The benefits of damper application in the LRT station 
were demonstrated by the comparative data provided above. Therefore, it can be inferred that 
an improvement in the performance of the structure during earthquake excitation was observed 
from the modelling study.
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of the Thai population of diabetes patients 
over 35 years old (Ministry of Public Health, 
2011). The Bureau of Epidemiology, Thailand 
in 2010 reported that new diabetes patients 
numbered 176,685 with a morbidity rate of 
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Diabetes Mellitus
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ABSTRACT
The study objectives are to verify a path analysis of mental health among Thai elderly with diabetes 
mellitus. The sampling method used is stratified random sampling. The sample size comprises 2,000 
Thai elderly persons over 60 years old with diabetes mellitus. The variables are divided into individual 
(food, exercise, BMI and drugs), psychological (illness perception) and social factors (family support). 
Data are analysed using path analysis. The total variables described mental health change by 64.5%. 
It was found that exercise, illness perception, food and drugs as variables had a direct influence on 
mental health with standardised regression weights of 0.732, 0.347, 0.243 and 0.050, respectively 
(p-value<0.01). The exercise variable had a direct effect on mental health the most. The benefits of this 
study include providing recommendations to guide future mental health policy and to reduce the cost 
of health maintenance in Thailand.
Keywords: Path analysis, mental health, Thai elderly, Diabetes Mellitus
INTRODUCTION
Diabetes mellitus (DM) has become a Non-Communicable Disease (NCD) today that is also an 
important health issue globally. It has a severe effect worldwide, and there is a rising incidence 
and prevalence of diabetes mellitus. The Bureau of Policy and Strategy, Ministry of Public 
Health, Thailand found that diabetes mellitus killed an average of 19 patients per day in 2009. 
The number of Thai people with diabetes mellitus is indeed increasing (4.02 times) and the 
number facing the problem is also rising (6.9%) (Ministry of Public Health, 2009). The Thai 
diabetes database in 2012 found that patients with compliable diabetes was 17.51% (18,943.581) 
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277.36 per 100,000 persons. The ratio of new cases of male to female patients was 1:1.79. 
Thai elderly people over 60 years old number the highest among diabetes patients in Thailand 
(79,023 cases). The morbidity rate was 1,060.46 per 100,000 people (Thonghong et al., 2012).
Diabetes mellitus is a cause of death among the elderly (Aekplakorn et al., 2003; 
Nanthamongkolchai, 2009) and leads to complications without control (Vihayanrat, 2003; 
Gupta et al., 2007). Diabetes can be prevented with exercise, diet and regular medicine taking 
(Nanthamongkolchai, 2009; Nanthamongkolchai et al., 2009; American Diabetes Association, 
2010; Tripeud et al., 2010). A report found that 3% of diabetes patients who control plasma 
glucose level by themselves but this figure is very low. In addition, the survey data of the 
National Statistical Office in 2010 found that only 13% of Thai elderly persons exercised; lack 
of exercise is an additional factor in diabetes incidence (National Statistical Office, 2011). 
The number of Thai elderly persons is increasing rapidly. The number is estimated to 
increase to 20% of the Thai population in 2025. The elderly face physical and mental health 
challenges (Chamratrithirong et al., 2010). Illness perception and family support are factors 
that influence mental health among the elderly (Choorat et al., 2012). Several researchers have 
found that factors influencing the mental health of the elderly were not linked to mental health 
among Thai elderly persons with diabetes mellitus by path analysis (George , 2010; Malathum 
et al., 2010; Tuntichaivanit et al., 2010; Choorat et al., 2012; Gray & Thongcharoenchupong, 
2012; Suwanmanee et al., 2012). Some researchers studied only the relationship between 
patients and family and friend support, social activity and participation, and rising self-esteem 
among the elderly in general (Malathum et al., 2009; Nanthamongkolchai et al., 2011), and 
did not include causal relationship between diabetes and food, exercise, drugs, Body Mass 
Index (BMI), family support and illness perception. They related their findings to individual, 
psychological and social factors relevant to holistic health care, especially the effect on mental 
health among the diabetic elderly. In addition, a Thai health report on four regions in 2006 found 
that the Thai population were mainly depressed and anxious. Their mental health scores were 
the lowest when compared with other populations (National Statistical Office, Department of 
Mental Health Institute for Population and Social Research Mahidol University & Department 
of Health Promotion Foundation, 2009; Suwannoppakao & Gray, 2011). 
AIM
The aim of this research was (i) to study the direct and indirect influence of path analysis 
among Thai elderly persons with diabetes mellitus, (ii) to examine the relationship between 
each variable (e.g. food, exercise, BMI, drugs, illness perception and family support) and the 
mental health of Thai elderly persons with diabetes mellitus.
DATA AND METHOD
Sample
This cross-sectional study was conducted among Thai elderly persons with diabetes mellitus 
in the central region of Thailand. The sampling method was the stratified random sampling for 
a quantitative study. It involved the division of the population into smaller groups. The first 
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stratum was region; there are five regions in Thailand. From these five areas, 2,000 Thai elderly 
persons with diabetes mellitus were randomly selected from the central part of Thailand. The 
second stratum was province. The central region of Thailand is divided into two provinces. 
One thousand participants were selected from each province (1,000 cases/province).
Variables and Measurement
Data consisted of individuals, causal factors (e.g. food, exercise, drugs, body mass index, illness 
perception, family support) and effect factors (e.g. mental health). Illness perception is the reflex 
result of emotions and the thinking process. It consists of consequences, timeline, personal 
control, treatment control, identity, coherence, emotional representation, illness concern and 
causal items using BIPQ (Broadbent et. al., 2006). Family support is a social factor measuring 
satisfaction from the five dimensions of family support (adaptation, resolve, growth, affection 
and partnership) using the family APGAR (Smilkstein et al., 1982). The Thai mental health 
indicator (THMHI-15) (Mongkol et al., 2009) was from the Department of Mental Health, 
Ministry of Public health, Thailand to determine a path analysis to measure the mental health 
variable. A questionnaire was administered. It was divided into five parts, namely: 
(i) General individual data consisted of province, region, sex (coded as 1=male, 2=female), 
education (coded as 1=primary school, 2=secondary school, 3=bachelor’s degree, 
4=master’s degree, 5=doctoral degree) and BMI was calculated as weigh (kg)/height (m2). 
Average BMI is below 18 (thin), 18-22 (normal), 23-30 (slightly fat) and above 30 (obese)
(ii) A path analysis of mental health measurement level uses an interval scale. For this research, 
it was divided into three domains (e.g. food, exercise and drugs). The food scale consisted 
of four items (e.g. ‘You eat a lot of food during every meal’; ‘You usually have dessert’; 
‘You eat rice three times a day and have three servings per meal’; ‘You like to drink Coca 
Cola, tea or coffee’). The exercise and medicine scales consisted of two items (e.g. ‘You 
exercise 30 minutes/3 days/week’; ‘You do yoga, walk or run 30 minutes-1 hour every day’) 
and four items (e.g. ‘You took medicine on time, regularly, frequently and periodically’), 
respectively. Each item was rated on a 4-point scale ranging from 1 (none) to 4 (the most)
(iii) Each item of the BIPQ assessed one dimension of illness perception: consequence, timeline, 
personal control, treatment control, identity, coherence scores, emotional representation 
and causal items. This reflects a combination of emotional and cognitive representations. In 
some circumstances, it may be possible to compute an overall score, which represents the 
degree to which the illness is perceived as threatening or benign. The internal consistency 
of this score will depend on the illness studied and it is recommended that this is checked. 
To compute the score, reverse and add the score items. A higher score reflects a more 
threatening view of the illness.
(iv) Family support was measured by The Family APGAR questionnaire. Its measurement is 
by interval scale. Its scores are low, moderate and high family support (coded as 1=0-3 
scores, 2=4-6 scores, 3=7-10 scores), respectively. 
(v) A major issue of THMHI-15 is to check how mental health among participants compares to 
the general population. In this study, the mental health scores of the participants were poor, 
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normal and good (below 43, 44-50, and 51-60 scores), respectively. The Cronbach’s alpha 
for food, exercise, drugs, illness perception, family support and mental health scales were 
0.75, 0.78, 0.80 and 0.82 and 0.83, respectively. The researcher created additional questions, 
and used a standard measurement for the reviewer’s consideration. The questionnaire was 
sent to the Human Ethics Committee for acceptance from Mahidol University, Thailand 
(COA.No.2014/060.1003). After that, the suggested changes were made. The study was 
carried out under the Thai Clinical Trial Register code TCTR20141124001 from Thailand.
Data analysis
General data were analysed using SPSS. The total direct and indirect relationships were verified 
by path analysis.
RESULTS
Two thousand Thai elderly persons with diabetes mellitus (100%) were divided into female 
and male groups, They were located in Nonthaburi and Nakhon Pathom province (each 1,000 
cases/group/province). Most (800) had education up to Bachelor’s degree level (40%). The 
majority were aged between 71 and 75 years old (600 cases, 30%). The BMI readings classified 
most of them as being obese (1,026 cases, 51.3%) (Table 1). 
Table 1 
Number and percentage among Thai elderly persons with Diabetes Mellitus (N=2,000)
Data Number Percent
Province : Nonthaburi 1,000 50.00
 : Nakhon Pathom 1,000 50.00
Age (year) : 61-65 500 25.00
 : 66-70 500 25.00
 : 71-75 600 30.00
 : 76-80 400 20.00
Sex : Female 1,000 50.00
 : Male 1,000 50.00
Education : Primary school 200 10.00
 : Secondary school 300 15.00
 : Diploma 600 30.00
 : Bachelor’s degree 800 40.00
 : Master’s degree 100 5.00
 : Doctoral degree 0 0
Body Mass Index; BMI 
  : thin 166 8.30
  : normal 250 12.50
  : a little fat 558 27.90
                           : obesity 1,026 51.30
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The mean and standard deviation for the BMI, exercise, medicine, food, illness perception, 
family support and mental health variables among the Thai elderly with diabetes mellitus were 
found to be 3.222 ± 0.959, 2.050 ± 0.864, 2.075 ± 0.754, 2.587 ± 0.693, 5.029 ± 3.141, 1.987 
± 0.715 and 1.802 ± 0.784, respectively. Exercise, medicine, food, illness perception, family 
support and mental health variables showed a positive skewedness. Their kurtosis was -0.688, 
0.341, 0.546, -1.103, -1.048 and -1.292, respectively. The BMI variable showed a negative 
skewedness (-1.020) and kurtosis (-0.059) (Table 2). The results of the Pearson correlation 
analysis confirmed the significance of all these relationships at the p<0.01 level of the two-
tailed t-test. 
Table 2 
Statistic data among Thai elderly persons with Diabetes Mellitus (N=2,000)
Variable Mean Minimum Maximum  S.D. Skewedness  Kurtosis
BMI 3.222 (slightly fat) 1 (thin) 4 (obese) 0.959 -1.020 -0.059
Exercise 2.050 (less) 1 (none) 4 (most) 0.864 0.368 -0.688
Drugs 2.075 (less) 1 (none) 4 (most) 0.754 0.574 0.341
Illness 
perception
5.029 (moderate) 1 (none) 10 (most) 3.141 0.006 -1.103
Family 
support
1.987 (almost moderate) 1 (low) 3 (high) 0.715 0.018 -1.048
Mental 
health
1.802 (almost normal) 1 (poor) 3 (good) 0.784 0.362 -1.292
Food 2.587 (almost more) 1 (none) 4 (most) 0.693 0.205 0.546
This research estimated a maximum likelihood path analysis using M-plus to find the 
path analysis relationship. It focussed on the accuracy of fit of the index of this research. It 
indicated a very close fit model (Chi-square=1.987, p-value=0.3703, CFI=1.000, TLI=1.000, 
RMSEA=0.000, SRMR=0.003). In addition, the total variables described mental health change 
by 64.5% (R square=0.645, p<0.01).
A path analysis of mental health among Thai elderly persons with diabetes mellitus found 
that the variables exercise, illness perception, food and drugs had a direct influence on mental 
health with standardised regression weights of 0.732, 0.347, 0.243 and 0.050 at the statistically 
significant level of 0.01, respectively. However, the BMI variable had no direct influence on 
mental health (Figure 1). 
DISCUSSION
The elderly constitute a group who are experiencing physical changes that can lead to many 
diseases (e.g. hearing, diabetes mellitus, hypertension, cancer and inactive organs). The elderly 
have to cope with mental health issues (e.g. depression, hopelessness and anxiety) and are 
faced with loss (Chamratrithirong et al., 2009). Diabetes mellitus is a major cause of mortality 
among the elderly in Thailand and is an important issue for global health (American Diabetes 
Association, 2010).
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One concept of public health and determinant of mental health has identified the factors 
influencing mental health problems among Thai elderly persons with diabetes mellitus. 
Three factors were given i.e. individual factor, psychological factor and social factors (Gray 
& Thongcharoenchupong, 2012; Kaewanuchit, 2013). Diabetes mellitus is a major cause of 
mortality among the elderly in Thailand (American Diabetes Association, 2010). Its cause is 
the change in individual lifestyle and behaviour. Factors influencing diabetes control are related 
to food, drugs/medicine and lack of exercise (Tripeud et al., 2010); and change in lifestyle and 
symptom management (Chaves et al., 2009; Malathum et al., 2009; Nanthamongkolchai,et 
al., 2009; Tuntichaivanit, et al., 2010). The commonest BMI among Thai elderly persons with 
diabetes mellitus in this study was obesity (51.31%) (Table 1). The mental health score was 
almost normal (Table 2). 
Additionally, the study showed that the path analysis of mental health among the Thai 
elderly with diabetes mellitus has goodness-of-fit indices that are most accurate for the 2,000 
cases. This indicated that the important path relationships based on public health concept 
and determinant of mental health among the elderly with diabetes mellitus are individual, 
psychological and social factors; these are factors that determine the level of mental health 
of a person in the field of public health. Food, exercise, BMI and drugs/medicine, which are 
individual variables, and illness perception, which is a psychological variable, have a direct 
influence on mental health among the Thai elderly with diabetes mellitus. Furthermore, this 
finding was also in accordance with a study (Gray & Thongcharoenchupong, 2012) that 
found that higher age, marital status, higher education, good economic status and good health 
evaluation among the Thai elderly led to good mental health. It was a determinant of mental 
health among the Thai elderly population. However, that research found that only 30 % of 
Thai elderly persons exercised regularly . By contrast, other research has described factors 
influencing the mental health problem among the Thai elderly. It found that the elderly, who 
were from the central region of Thailand, risked developing mental health problems (Choorat 
et al., 2012; Gray & Thongcharoenchupong, 2012). In addition, one research work found that 
education was a factor influencing the risk of mental health problems in Thai elderly persons 
(Choorat et al., 2012). Moreover, the results were also in accordance with a study (Tripeud et 
al., 2010) that found that factors influencing diabetes control related to food, drugs/medicine 
and exercise. The results indicated that these factors had a positive effect on mental health. 
Family support, which was a social factor, had a direct influence on mental health (Figure 
1). This finding was consistent with Thai research work done in Songkhla province in 2011 
(Suwanmanee et al., 2012). It found that a factor influencing mental health among the elderly 
was family relationship. Moreover, several studies found that high family support was related 
to the mental health of the elderly in all aspects (Sitthisran & Naruthum, 2009; Tuntichaivanit 
et al., 2010; Gray & Thongcharoenchupong, 2012). The same point showed that family 
relationships related to life satisfaction among female elderly persons in Hong Kong (Siu & 
Phillips, 2002). This was also shown by Nanthamongkolchai et al., 2009 in a study. The latter 
found that family relationships influenced life happiness among female Thai elderly people 
in Thailand. The family support variable agreed with the hypothesis and matched the finding 
of several other research studies (Siu & Phillips, 2002; Nanthamongkolchai et al., 2009). The 
results indicated that the exercise variable had a direct influence on mental health the most. It 
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is an individual factor that determines the level of mental health in the field of public health. 
Moreover, exercise, illness perception and drugs showed a positive effect on mental health. 
This implied that good exercise, high illness perception and drug taking led to good mental 
health. By contrast, BMI did not have a direct effect on mental health. However, its influence 
should be further examined in future studies. 
** p-value<0.01 * p-value<0.05
Figure 1. A path analysis of mental health among Thai elderly persons with diabetes mellitus 
(N=2,000).
The major strengths of this research were as follows; (1) This sample was representative 
of a large population among Thai elderly persons with diabetes. The data collected was 
sufficient. (2) This research focussed on factors influencing mental health among Thai elderly 
persons with diabetes mellitus. The results were explained by path analysis in the field of 
public health (Thonghong et al., 2012). Furthermore, a questionnaire was used to clarify and 
facilitate understanding of the participants including standard measurement (e.g. The Family 
APGAR questionnaire and THMHI-15 using). The results of these indicated that well-validated 
measures were used to drive rapid changes among the elderly in society and health policy. 
The benefits of this study include providing recommendations to guide future mental health 
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policy and to reduce the cost of health maintenance in Thailand. Several limitations influenced 
this research. Firstly, this research studied only Thai elderly with diabetes mellitus. It did not 
study other groups and other NCDs (e.g. hypertension, cardiovascular disease etc.) that are 
also fatal among the Thai elderly population as well as world population. Some suggestions for 
further research are that researchers should increase important research among the Thai elderly 
population suffering from other NCDs, especially bio-psychosocial research. Secondly, this 
research studied only quantitative methods. Qualitative methods to help data support should 
be added. Thirdly, important statistical data used only path analysis. Further research could 
also use SEM analysis to analyse data more deeply. 
Table 3 
Direct Effect (DE), Indirect Effect (IE) and Total Effect (TE) Among Thai Elderly Persons with 





Food BMI Mental health
 DE IE TE DE IE TE DE IE TE
Drugs -0.057** - -0.057** 0.007 - 0.007 0.050* -0.014** 0.036**
Exercise 0.912** - 0.912** 0.133** - 0.133** 0.732** 0.213** 0.945**
Illness 
perception
0.242** - 0.242** 0.058* - 0.058* 0.347** - 0.347**
Food - - - -0.014 - -0.014 0.243** - 0.243**
BMI - - - - - - 0.007 - 0.007




Exogenous variables or causal variables of this research influenced mental health. They were 
divided into three variables (exercise, illness perception and drugs). The exercise variable 
(individual factor) had a direct effect on mental health the most at a statistically significant 
level. Every exogenous variable had a positive influence on the mental health variable. Family 
support, which was an exogenous variable, had a direct effect on the food and BMI variables. 
It had no direct effect on mental health. The food variable became a mediated variable like the 
BMI variable. However, the BMI variable had no direct or indirect effect on mental health, 
which should be studied in future. The benefits of this study include providing recommendations 
to guide future mental health policy and to reduce the cost of health maintenance in Thailand.
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1993; Abraham et al., 2008). Data clustering 
algorithms are broadly classified into two main 
categories: hierarchical and partitional (Leung 
et al., 2000). The hierarchical clustering 
algorithms provide a tree structure output that 
represents the nested grouping of the elements 
of a dataset (Frigui & Krishnapuram, 1999). 
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ABSTRACT
The main challenges of clustering techniques are to tune the initial cluster centres and to avoid the 
solution being trapped in the local optima. In this paper, a new metaheuristic algorithm, Differential 
Search (DS), is used to solve these problems. The DS explores the search space of the given dataset to 
find the near-optimal cluster centres. The cluster centre-based encoding scheme is used to evolve the 
cluster centres. The proposed DS-based clustering technique is tested over four real-life datasets. The 
performance of DS-based clustering is compared with four recently developed metaheuristic techniques. 
The computational results are encouraging and demonstrate that the DS-based clustering provides better 
values in terms of precision, recall and G-Measure.
Keywords: Data clustering, differential search algorithm, metaheuristic
INTRODUCTION
Data clustering is an unsupervised technique that partitions a set of data points into a number 
of clusters such that data points in the same cluster are similar to each other according to 
some criteria. It has been found applicable in various applications such as engineering 
(artificial intelligence, pattern recognition, mechanical engineering), computer sciences 
(image segmentation, web mining), medical sciences (biology, microbiology), earth sciences 
(geology, remote sensing), social sciences (sociology, psychology) and economics (Everitt, 
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These do not require a priori knowledge about the number of clusters present in the dataset. 
The main drawback of hierarchical clustering algorithms is that these may fail to separate 
overlapping clusters (Jain et al., 1999).
On the other hand, partitional clustering algorithms divide the dataset into a number of 
groups based upon certain clustering criteria. The clustering criterion directly affects the nature 
of clusters formed. The advantages of partitional clustering algorithms are the disadvantages 
of the hierarchical algorithms and vice versa. A large number of partitional clustering 
algorithms have been reported in the literature (Jain et al., 1999; Xu & Wunsch, 2009). The 
focus of this paper is on the partitional clustering algorithm. It is also worth mentioning that 
the hierarchical clustering algorithms are unable to differentiate the overlapping clusters and 
are computationally expensive. The well-known partitional clustering technique is K-Means. 
The performance of the K-Means clustering algorithm is heavily influenced by the number of 
clusters specified and the random choice of initial cluster centers. To solve these problems, a lot 
of metaheuristic techniques are available for use, such as genetic algorithm (GA), ant colony 
optimisation (ACO), particle swarm optimisation (PSO), gravitational search algorithm (GSA).
Recently, Civicioglu (2012) developed a novel metaheuristic algorithm, namely, the 
differential search algorithm (DS), which mimics the Brownian-like random-walk movement 
used for migration of organisms. DS is preferred over other metaheuristic techniques as it is 
easy to implement and has fewer control parameters. Due to these advantages of the DS, it is 
employed on data clustering. The novel approach is proposed, in which DS is used to generate 
the optimal cluster centres. 
This paper aimed to explore the applicability of differential search approach to the 
development of clustering technique. It includes a general overview of data clustering with 
emphasis on recently developed metaheuristic-based clustering techniques followed by the 
proposed Differential Search-based clustering technique. The performance evaluation has been 
done on real-life datasets. 
BACKGROUND
This section describes the related concept of clustering and related works. 
Basic Concepts of Clustering
The mathematical formulation of partitional clustering technique is described (Abraham et al., 
2008). Consider a dataset  that consists of n  data points, { }1 2, ,...., nX x x x= . Each data point 
is described by d  features, where ( )1 2, ,....,j j j jdx x x x=  is a vector representing the thj  data 
point and jix  represents the 
thi feature of jx . As we know, the main objective of any clustering 
technique is to partition the dataset into a number of clusters (say K ) { }1 2,C ,....,CKC  based on 
some similarity measure. The value of K  may or may not be known beforehand. The partition 
matrix is represented as [ ]klU u= , 1,2,....,k K=  and klu , where klu  is the membership of 
data point jx  to cluster kC . For the hard and fuzzy partitioning of the dataset, the conditions 
that must be satisfied are as follows (Xu & Wunsch, 2009): 
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Related Works
Though classical clustering algorithms are computationally simple, they have certain 
shortcomings such as sensitivity towards initialisation of cluster centres and trapping in local 
optima. There are many algorithms available in the literature to solve these problems such 
as the evolutional or population-based algorithms. Selim and Al-Sultan (1991) proposed a 
simulated annealing algorithm for the clustering algorithm. They proved theoretically that 
a clustering problem’s global solution can be reached. Sung and Jin (2000) proposed a tabu 
search-based heuristic for clustering. They combined the packing and releasing procedures with 
a tabu search. Krishna and Murty (1999) developed a novel approach called genetic K-Means 
algorithm for clustering analysis that defines a mutation operator specific to clustering. Maulik 
and Bandyopadhyay (2000) proposed a genetic algorithm-based method for data clustering 
problems. The clustering solutions move towards better solutions via selection, crossover and 
mutation. An ant colony algorithm for clustering was presented by Shelokar et al. (2004). This 
algorithm mimics the behaviour of ants to find the shortest path from their nest to a food source 
and back. Its performance was compared with the genetic algorithm, simulated annealing and 
tabu search and was found to show better performance in comparison to others. Fathian et 
al. (2007) developed an application of the honey-bee mating optimisation algorithm for data 
clustering. Particle swarm optimisation (PSO), which simulates the social behaviour of bird 
flocking, was used for clustering by Kao et al. (2008). Its performance was further enhanced 
by hybridisation of K-Means with PSO and compared with GA (Murthy & Chowdhury, 1996) 
and KGA (Bandyopadhyay & Maulik, 2002).
Karaboga and Basturk (2008) described an artificial bee colony (ABC) algorithm for 
the data clustering problem. Zhang et al. (2010) extended the ABC for data clustering. Its 
performance was compared with other heuristic-based clustering techniques. Satapathy and 
Naik (2011) used the teaching learning-based optimisation technique for data clustering. They 
optimised the cluster centres for a user-specified number of clusters. Hatamlou et al. (2011a) 
presented the Big Bang-Big Crunch algorithm (BB-BC) for the data clustering problem. In 
the Big Bang phase, some candidate solutions are randomly generated, which are uniformly 
spread over the search space. In the Big Crunch phase, some randomly distributed solutions 
are treated as a single delegate point using a centre of population. Hatamlou et al. (2011b) also 
presented a gravitational search algorithm-based data clustering technique. Hassanzadeh et 
al. (2012) presented a firefly algorithm for data clustering. They optimised the cluster centres 
and extended it to use K-Means clustering to further refine cluster centres. Hatamlou (2013) 
introduced a new algorithm named Black Hole (BH) algorithm and applied it to solve the 
clustering problem. Hatamlou and Hatamlou (2013) investigated the combination of GSA and 
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BB-BC algorithms for clustering problems. They used GSA for exploring the search space for 
finding the optimal locations of cluster centres and BB-BC was used to diversify the problem. 
Kumar et al. (2014a) used the gravitational search-based clustering technique for MRI brain 
image segmentation. Kumar et al. (2014b) also proposed four new variants of harmony search 
clustering algorithms. They used these variants for solving the clustering problem. They used 
the search capability of harmony search for optimisation of the within-cluster variation. Saida 
et al. (2014) presented a cuckoo search for solving data clustering problems. Kumar et al. 
(2014c) developed a variance-based harmony search algorithm, which is used to solve cluster 
centre computation problems.
In this paper, differential search-based clustering technique were developed. There are two 
main reasons for adopting the differential search as a metaheuristic technique for clustering. 
First is its simplicity, robustness and ease of implementation. Second, it has few control 
parameters to fine-tune. The proposed approach is applied on real-life datasets.
PROBLEMS AND SOLUTION OF DATA CLUSTERING
Problems and challenges of data clustering
A large number of partitional clustering techniques already exist and are reported in the 
literature. Some of the well-known clustering techniques are K-Means, Fuzzy C-Means, 
K-Medoid etc. Among these techniques, the K-Means algorithm is the most widely used 
clustering technique. It is used for high dimensional datasets due to its simplicity of 
understanding, ease of implementation and speed of convergence (Duda et al., 2001). Most 
of the clustering algorithms are sensitive towards the initialisation of cluster centres. Another 
problem is convergence of the final cluster towards the nearest local optimum solution (Jain, 
2010). The K-Means algorithm also suffers from these problems.
Solution to the Problems
Recently, researchers used metaheuristic techniques to overcome problems mentioned in the 
preceding section. Metaheuristic algorithms are believed to be able to solve NP-hard problems 
with satisfactory near-optimal solutions with less computational time compared to other 
classical methods. Although many meta-heuristic algorithms for solving clustering problems 
have been proposed, the results obtained in terms of accuracy are not up to the mark as reported 
by Omran et al. (2006), thereby giving rise to the proposal of a DS-based clustering approach. 
The proposed approach uses the basic steps of DS. It utilises the concept of population to 
explore the search space of the given dataset and ensures a greater probability in achieve the 
near-optimal cluster centres. The cluster centres obtained from the DS algorithm are computed 
using the inter-cluster distance measure. 
Clustering using Differential Search Algorithm
The DS algorithm is used for evolving a set of candidate cluster centres for a fixed number 
of clusters and determining a near optimal partitioning of the dataset. It is also able to cope 
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with local optima by comparing several solutions simultaneously. The well-known clustering 
criterion is the sum of squared Euclidean distances between data points, taken individuallys, 
and the centre of the cluster belonging to every such allocated data point. It is described 









              (3)
where ijm  refers to the cluster centre vector of the 
thi  member in thj cluster (say ijC ).
The main goal of the proposed DSA-based clustering technique is to search for the 
appropriate cluster centres such that the above-mentioned clustering criterion is minimised. 
Differential Search Algorithm
Civicioglu (2012) developed a novel metaheuristic technique, namely, the differential search 
algorithm (DS). It is inspired from the migration of living beings, which comprise super-
organisms during the climate change of the year. In the DS algorithm, the search space is 
simulated as the food areas and each point in the search space corresponds to an artificial-
super-organism migration (Liu, 2014). The goal of the migration process is to find a global 
optimal solution to the problem. During this process, the artificial-super-organism chooses 
the randomly selected positions to be retained temporarily. The members of artificial-super-
organisms continue to settle at a position so long as the randomly selected position is suitable 
for them. As soon as the position becomes unsuitable, members start migrating from that 
position to another suitable position. The main steps of DS are shown in Figure 1 and described 
below (Liu, 2014):
In DS algorithm, artificial-super-organisms are made up of artificial-organisms 
{ }( ). ., , 1,2,....,ii e X i N= .
A member of an artificial-organism { }( ),. ., , 1,2,....,i ji e x j D=  is randomly initialised 
using the following equation:
( ), j j jmin max mini jx x rand x x= + × −              (4)
Here, N  indicates the number of artificial organisms in a super-organism and D  indicates 
the size of the respective problem. 
j
minx  and 
j
maxx are the minimum and maximum value of 
the thj component, respectively.
After initialisation, the mechanism of finding a stopover site ( )iS  at the areas between the 
artificial-organisms may be described by a Brownian-like random walk model. The algorithm 
creates a stopover site corresponding to each population individual vector in the current 
population. The method for producing the stopover site can be described as: 
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Differential Search Algorithm
begin
 Generate initial population of n  superorganism, iX  ( )1,2,....,i n=
 Initialize the parameter 1 2P and P
 Evaluate the fitness of each individual in population
 while ( )t MaxGeneration< or ( )stop criterion
 ( ) ( )2Scale randg rand rand rand= × × −  
 for i = 1 to n do
  Select randomly select an individual ( ax )
  
( )i i a iS x Scale x x= + × − end  for
 ( ),r rand N D=
 if  rand rand< then
  if 1rand P<  then
   for i = 1 to n do
   ( ) ( ),: ,:r i r i rand= <
   end for
  else
   for i = 1 to n do
   ( ), randi(D) 0r i =
   end for
  end if
 else
 for i = 1 to n do
 ( ),1, 2.d randi D P rand=   
  for j = 1 to size (d, 2) do
  ( )( ), 0r i d j =
  end for
 end for
 end if
 0r r= >
 ( ) ( )S r X r=
 for j = 1 to n do
  Evaluate the offspring 
iS
  if iS  is better than iX  then 
  i iX S=
  end if
 end for
 Store the best solution achieved so far
 end while
end
Figure 1. Pseudo code of differential search algorithm (DS)
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 ( )i i a iS x Scale x x= + × −              (5)
where [ ]1,....,a N∈ is a randomly chosen integer and a i≠ . The variable, scale, is used to 
control the size of change in the positions of the individuals of the artificial-organisms. The 





i j i j
i, j




=′ =  =               (6)
where ,i jr  is an integer number. ,i jS ′  indicates the trail vector. The selection operation helps 
in selecting the better of the two populations, the stopover site and the artificial-organism as 
the next population. 
DS-Based Clustering Technique
The basic steps of DS, as shown in Figure 1, are used in the proposed clustering technique. In 
the context of clustering, a member of the artificial super-organism represents the K cluster 
centres. That is, each member is represented as:
1 2, ,....., ,.....,i i i ij iKx m m m m =                (7)
Therefore, a member of the super-organism represents a number of candidate cluster 
centres for the given dataset. The fitness of each member is computed using Equation 3. The 
pseudo code of DS-based clustering algorithm is shown in Figure 2. 
DS-based Clustering Algorithm
begin
 Initial each individual with K  random cluster centres.
 for iter = 1 to maximum_iteration do
       for all individual i do  
        for all data point PX  in dataset do
     Compute Euclidean distance of PX  with all cluster centres
      Assign PX  to the cluster that have nearest cluster centre to PX
      end for
      Compute the fitness function mentioned in Eq.3 
  end for
  Update the cluster centres using DS.
 end for
end
Figure 2. Pseudo code of DS-based clustering algorithm
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VALIDATION AND DISCUSSIONS
Datasets used
The proposed clustering approach was applied to five benchmark datasets to evaluate its 
performance (Blake & Merz, 1998). The datasets are Iris, Wine, Haberman and Contraceptive 
Method Choice (CMC). Table 1 describes the main characteristics of the used datasets.
Table 1 
Description of Datasets Used
Dataset Number of Instances Number of Features Number of Classes Type
Iris 150 4 3 Real
Wine 178 13 3 Real
Glass 214 9 6 Real
Haberman 306 3 2 Real
CMC 1473 9 3 Real
Performance Metrics
Three well-known cluster quality measures such as precision, recall and G-Measure were used 
to evaluate the performance of the clustering algorithms. These were defined mathematically 












               (9)
( ) ( ) ( )GM i,j = Precision i,j ×Recall i,j            (10)
where ijN  is the number of data points of class i  in the cluster j . jN  is the number of data 
points of cluster . iN  is the number of data points of class i . TN  is the total number of 
cases. A large value of these measures were required for better clustering. The values reported 
in the tables are average and standard deviation (mentioned in parenthesis) of solutions over 
20 independent runs of algorithms. 
Algorithms for Comparison
The performance of the DSA-based clustering (DSC) technique was compared with six well-
known clustering algorithms such as K-Means (Jain et al., 2010), genetic algorithm-based 
clustering (GAC) (Maulik & Bandyopadhyay, 2000), modified harmony search-based clustering 
(MHSC) (Kumar et al., 2014b), particle swarm-based clustering (PSOC) (Omran et al., 2006), 
flower pollination algorithm-based clustering (FPAC) (Yang, 2012), and bat algorithm-based 
clustering (BATC) (Yang, 2010). 
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The population size and maximum number of iterations for all algorithms were set as 30 
and 500, respectively. The parameter settings of the above-mentioned algorithms were the 
same as reported in their original papers. 
EVALUATION AND DISCUSSION
Tables 2 to 5 show the comparison between the proposed DS-based clustering approach and 
above-mentioned techniques for Iris, Wine, Haberman and CMC datasets, respectively. For 
the Iris dataset, DSC performed better than the other techniques. The performance of other 
metaheuristic-based clustering algorithms were almost similar. For the Wine dataset, DSC 
outperformed other clustering techniques. The MHSC was the second best clustering technique 
among the compared techniques. For Haberman and CMC datasets, DSC provided better cluster 
quality measures than the other competitive techniques. 
Table 2 
Cluster Quality Matrices for Iris Dataset












































Cluster Quality Matrices for Wine Dataset












































Cluster Quality Matrices for Haberman Dataset
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Table 5 
Cluster Quality Matrices for CMC Dataset















































The field of metaheuristic-based partitional clustering is relatively novel and promising with 
new ideas and applications. Future research directions are as follows. 
 ● The performance of metaheuristic-based clustering algorithms greatly depends upon the 
setting of algorithm parameters and an encoding scheme. Hence, theoretical analysis is 
required before the simulation and its implementation.
 ● The performance consistency of these metaheuristic algorithms need to be ensured.
 ● Most of the real-life datasets contain data points that are overlapping in nature. There is a 
need to further explore the possibility of clustering algorithms that take care of overlapped 
data points and to group them in the appropriate cluster. 
CONCLUSION
A novel differential search algorithm-based clustering technique was developed to solve 
clustering problems. The DSC was applied for data clustering as the number of clusters was 
known a priori. It was compared with four well-known metaheuristic techniques and tested on 
four datasets. The results revealed that DSC outperformed the four well-known metaheuristic-
based clustering techniques. 
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2011; Donate-Robles & Martin-Martinez, 
2011). The addition of nanosilica increased 
the surface energy of the polyurethane as 
indicated by the moderate increase in the 
single lap shear strength of stainless steel/
polyurethane adhesive joints. It was also 
observed that 10 wt % of precipitated calcium 
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ABSTRACT
Viscosity, peel strength, shear strength and tack of styrene-butadiene rubber (SBR)-based pressure-
sensitive adhesive were studied using silica as the filler. The silica content was varied from 10-50 parts 
per hundred parts of rubber (phr). The tackifying resin, solvent and coating substrate used were gum rosin, 
toluene and poly(ethylene terephthalate) (PET) respectively. Viscosity of the adhesive was determined by 
a Brookfield Viscometer. Both peel strength, shear strength and tack were measured by a Lloyd Adhesion 
Tester operating at 10-60 cm/min. Results show that viscosity increases with silica loading due to the 
concentration effect. Peel strength, shear strength and tack passes through a maximum value at 20 phr 
silica loading, an observation which is attributed to the culmination of wettability at the optimum silica 
content. Peel strength decreases with the angle of testing at a fixed silica loading and coating thickness. 
Both peel strength, shear strength and tack increases with coating thickness and testing rates.
Keywords: Adhesion, adhesive, peel, shear, tack, rate of testing
INTRODUCTION
Several investigations have been carried out to study the effect of fillers on adhesion properties 
of adhesives. These include the study of the cohesive strength of silicone rubber adhesive 
containing an organic montmorillonite (Wang et al., 2006), surface modifications and adhesion 
of SBS rubber containing calcium carbonate filler by treatment with UV radiation (Romero-
Sanchez et al., 2007). The effect of nanosilica and precipitated calcium carbonate on the 
adhesion properties of thermoplastic polyurethane adhesives were reported (Bahattab et al., 
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carbonate filler produced the highest final adhesive strength. The adhesion properties of filled 
epoxy resin adhesives have also been studied by other researchers. Wolf et al. (2012) found that 
with the addition of less than 1% wt of carbon nanotube/protein moiety filler to epoxy adhesive, 
peel strength and shear strength were improved by 50% and 24%, respectively. Ghosh et al. 
(2013) reported that thermal stability and single lap shear joint strength of filled epoxy adhesive 
showed significant improvement with 10 wt % loading of Al2O3, Al and Cu particles compared 
to neat epoxy adhesive. On the other hand, Ho et al. (2013) observed that silane coupling 
agent-treated Ag flakes have a significant effect on the electrical resistivity and shear strength 
in phenolic-based Ag-filled conductive adhesive. Recently, we have investigated the effect 
of zinc oxide and kaolin on the shear property of natural rubber adhesives (Poh & Ng, 2013; 
Poh & Sulaiman, 2015). For both fillers used, viscosity increases with filler loading. However, 
shear strength of adhesive increases up to 20 phr of filler loading after which it decreases with 
further addition of filler. This observation is attributed to the culmination of cohesive strength 
at the optimum filler loading for both filler systems. For a fixed filler loading, shear strength 
increases with coating thickness and testing rate. In view of the scarcity of research carried 
out on filled rubber adhesives, it is thus the aim of this article to report our findings on the 
adhesion properties of styrene-butadiene rubber (SBR)-based adhesive using silica as the filler.
MATERIALS AND METHODS
Styrene-butadiene rubber (SBR) with a 33.5% by weight of target-bound styrene and Mooney 
viscosity of 50 was used as the elastomer. It was supplied by Bayer Company (Penang, 
Malaysia). Silica with a surface area of 50 m2/g and specific gravity of 2.0 was selected as the 
filler. Gum rosin, toluene and poly(ethylene terephthalate) (PET) were used as the tackifier, 
solvent and coating substrate respectively in this study. All the materials were freshly supplied 
commercial grades and purification was not carried out prior to use.
Preparation of Adhesive
SBR was masticated on a two roll-mill for 10 minutes. An amount of 5 g of the masticated 
rubber was cut into small pieces to facilitate easy dissolution in 30 mL of toluene. The rubber 
solution was tightly closed and kept overnight at 30° C until complete dissolution of SBR 
occurred. This was followed by the addition of 2 g, corresponding to 40 phr of tackifier, of 
pulverised gum rosin into the rubber solution with constant stirring. The rubber adhesive thus 
produced was kept for 2 hours before the addition of silica. In this study, five different loadings 
of silica i.e. 0.5, 1.0, 1.5, 2.0 and 2.5 g corresponding to 10, 20, 30, 40 and 50 phr of filler were 
used. One control sample without silica loading was also prepared for comparison purposes.
Measurements
Viscosity. A Brookfield viscometer (model DV-II + Pro) (Middleboro, MA, USA) fitted with 
spindle (CPE-51) and metal cup (CPE-44Y) was used to determine the viscosity of the silica-
filled SBR adhesive. The testing speed was set at 1 rpm. Both the platform and spindle head 
were cleaned with isopropyl alcohol to eliminate any trace of contamination. A drop of adhesive 
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was then put in the middle of the platform and measurement was carried out for one minute. 
The average viscosity was computed from at least five readings displayed. 
Peel strength. Three peel modes i.e. T-, 90º and 180º peel were used in the determination of 
peel strength using PET film as the coating substrate. Table 1 shows the respective dimensions 
of the peel testing samples. The effect of angle on the peel strength was also investigated using 
PET substrate having the same dimension as that of a 90º sample. For all the modes of peel 
testing, the end of a base stock was coated using a SHEEN hand coater (Teddington, Middlesex, 
UK) at a coating area of 10 cm × 4 cm at 60 µm and 120 µm coating thicknesses. The face 
stock was then gently laid on the coated base stock to form the test specimen, which was then 
conditioned at 30° C for 24 hours. A Lloyd Adhesion Tester (Hampshire, UK) operating at 10-60 
cm min-1 was used to determine the peel strength of the samples. The average peel force was 
calculated from the three highest peaks recorded from the load-propagation plot. Peel strength 
is expressed as the average load per width of the bond line required to separate progres sively 
a flexible member from a rigid member or another flexible member (ASTM D 907). 
Table 1 
Dimensions of peel test sample
Mode of Peel Test Base Stock Face Stock
T- Peel 20 cm x 4 cm 20 cm x 4 cm
90° Peel 20 cm x 4 cm 15 cm x 7 cm
180° Peel 25 cm x 4 cm 10 cm x 10 cm
Shear strength. PET film with dimension of 20 cm x 4 cm was used as the substrate. A 
SHEEN hand coater was used to coat the base stock from the end of the film at a coated area 
of 10 cm x 4 cm at 60 µm and 120 µm coating thicknesses. One end of the uncoated PET film 
(face stock) was then carefully placed on the coated area of the base stock so that the testing 
distance was 10 cm corresponding to the coated length. The test sample was conditioned at 30° 
C for 24 hours before testing on a Lloyd Adhesion Tester operating at 10-60 cm min-1. Shear 
strength was defined as the shear force per unit area of testing (N m-2).
Loop tack. A PET film with dimensions of 4 cm × 25 cm was used as the substrate. It 
was coated at the centre with a coated area of 4 cm × 4 cm using a SHEEN hand coater at 60 
μm and 120 μm coating thicknesses. The coated sample was then conditioned at 30° C for 24 
hours. This was followed by the formation of a loop and the outer coated surface was gently 
brought into contact with a glass plate. A Lloyd Adhesion Tester operating at 10-60 cm min-1 
was used to determine the debonding force to detach the loop from the glass plate. The loop 
tack was expressed as the average debonding force per area of contact (N m-2).
RESULTS AND DISCUSSION
The effects of silica loading, testing rate and angle of testing on the adhesion properties are 
systematically discussed below. 
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Viscosity
The dependence of viscosity of SBR-based adhesive on silica loading is shown in Figure 
1. The graph shows that viscosity of adhesive increased steadily with silica loading; the 
increase was greater as the filler concentration was increased. This observation is attributed 
to the concentration effect of the silica whereby interaction between silica and SBR occurred, 
resulting in the increase in viscosity of adhesive. The nonlinear dependence of viscosity on 
silica concentration indicates that the molecular interaction between SBR and silica did not 
increase linearly with silica loading, suggesting that the adhesive system was a non-ideal 
mixture. This observation is consistent with our previous results reported on zinc oxide and 
kaolin-filled natural rubber adhesives (Poh & Ng, 2013; Poh & Sulaiman, 2015).
Figure 1. Variation of viscosity of SBR-based adhesive with silica content.
Peel Strength
Figures 2-4 show the dependence of peel strength on silica loading for the T-, 90º and 180º 
peel tests at 60 µm and 120 µm coating thicknesses. For the three modes of peel tests, peel 
strength increased with filler loading up to 20 phr silica content before it decreased with further 
addition of silica for both coating thicknesses. The initial increase in peel strength is attributed 
to the increase in wettability, which enhanced mechanical interlocking and anchorage of the 
adhesive in pores and irregularities in the adherent (Lee, 1991; Gierenz & Karmann, 2001). At 
the optimum silica content of 20 phr, culmination of wettability occurred whereby the lowering 
of surface tension provided proper flow and wetting characteristics (Poh & Chow, 2007). 
However, at higher filler content, the wettability of adhesive decreased as viscosity increased 
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with further addition of silica filler. The viscous component of adhesive was decreased by the 
increase in viscosity, which hindered the rubber chain mobility, hence decreasing the wettability 
of adhesive as shown by the drop in peel strength at the higher loading of silica. Figures 2-4 
also show that for a fixed silica loading, the 120 µm coated sample consistently indicated higher 
peel strength compared to that of 60 µm coating thickness. This phenomenon is associated with 
the higher amount of adhesive in 120 µm coated substrate, which enhances the viscoelastic 
response of the adhesive (Leong et al., 2003) and is consistent with the general belief that 
peel force increases with increasing adhesive thickness up to a certain limit (Satas, 1982). The 
effect of testing rate on the peel strength (90º peel) at the optimum silica loading of 20 phr for 
60 µm and 120 µm coating thicknesses is shown in Figure 5. Peel strength increased steadily 
with testing rate for both coating thicknesses, an observation that is attributed to the different 
viscoelastic responses as the testing rate was increased. At low testing rate, the viscoelastic 
response was predominantly viscous in nature and cohesive failure occurred. However, at high 
testing rate, the viscoelastic response was predominantly elastic, resulting in adhesive failure 
mode (Satas, 1982). The dependence of peel strength on peel angle is shown in Figure 6 at 
the optimum silica loading of 20 phr for 120 µm coating thicknesses. The plot indicates that 
the peel strength decreased steadily as the angle of peel test was increased. This observation is 
attributed to the increase of dissipation of energy in bending the tape away from the substrate 
at the line of detachment as the angle of detachment increased (Gent, 1987).
Figure 2. Variation of peel strength (T-peel) with silica content at 30 cm/min for 60 micron and 120 
micron coating thicknesses.
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Figure 3. Variation of peel strength (90° peel) with silica content at 30 cm/min for 60 micron and 120 
micron coating thicknesses.
Figure 4. Variation of peel strength (180° peel) with silica content at 30 cm/min for 60 micron and 
120 micron coating thicknesses.
Figure 5. Dependence of peel strength (90° peel) on testing rate at 20 phr silica content for 60 micron 
and 120 micron coating thicknesses.
Silica-Filled Rubber Adhesive
313Pertanika J. Sci. & Technol. 24 (2): 307 - 317 (2016)
Figure 6. Dependence of peel strength on angle of testing at 30 cm/min and 20 phr silica content for 
120 micron coating thicknesses.
Shear Strength
Figure 7 shows the effect of silica loading on the shear strength of SBR-based adhesive at 60 
µm and 120 µm coating thicknesses. As in the case of peel strength, the shear strength also 
increased with silica content up to an optimum loading of 20 phr filler. This observation is 
attributed to the steady increase in the cohesive and adhesive strength up to the optimum filler 
loading where maximum cohesive strength occurred as reflected by the peak value of shear 
strength in Figure 7. However, after the optimum filler loading, cohesive strength decreased 
due to the increasing dilution effect of silica with further filler loading. For a fixed silica 
loading, the shear strength increased with coating thickness. The observation is attributed to 
the increase in the amount of adhesive in thicker coated samples, which enhanced the shearing 
resistance; hence, this increased the cohesive strength of the adhesive. Figure 8 shows the effect 
of testing rate on shear strength of silica-filled SBR adhesive at 20 phr filler for 60 µm and 120 
µm coating thicknesses. As in the case of peel strength, shear strength also increased steadily 
with testing rate for both coating thicknesses. This finding is attributed to the difference in 
viscoelastic response of the rubber adhesive as testing rate was increased. At low testing rate, 
the viscoelastic response was predominantly viscous in nature, resulting in lower shear strength. 
On the other hand, at higher testing rate, the viscoelastic response was predominantly elastic, 
contributing to higher shear strength where adhesive failure mode occurred.
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Figure 7. Variation of shear strength with silica content at 30 cm/min for 60 micron and 120 micron 
coating thicknesses.
Figure 8. Dependence of shear strength on testing rate at 20 phr silica content for 60 micron and 120 
micron coating thicknesses.
Tack
The dependence of tack on silica loading at 60 µm and 120 µm coating thicknesses is shown 
in Figure 9. As in the case of peel and shear strength, tack also increased with silica loading up 
to the optimum value of 20 phr content for both coating thicknesses. This observation is again 
attributed to the increase in wettability, which culminated at 20 phr silica loading as shown 
by the maximum tack value. At the optimum silica loading, the adhesive was able to conform 
to the irregularities of the adherend i.e. low surface energy condition was observed (Satas, 
1982). However, as the filler loading was further increased beyond 20 phr, wettability decreased 
due to the increase in viscosity, which reduced the ability of the adhesive to flow and wet the 
substrate. For a fixed silica content, the 120 µm coated substrate consistently showed higher 
tack value compared to the 60 µm coated sample. This observation is ascribed to the higher 
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amount of adhesive, which increased the mechanical interlocking of adhesive molecules in 
the porous or rough substrates (Rezaeian et al., 2012) as coating thickness was increased and 
consequently, increased the wettability as shown by the higher tack value in thicker-coated 
samples as shown in Figure 9. The effect of testing rate on the tack property is illustrated in 
Figure 10. The graph indicates that tack increased steadily with testing rate for both coating 
thicknesses. This phenomenon is associated to the change in viscoelastic responses as testing 
rate was increased. At low testing rate, the response was predominantly viscous and cohesive 
failure occurred whereas at high testing rate, the response was predominantly elastic, resulting 
in the adhesion failure (Satas, 1982). The increase in tack value at high testing rate is thus 
attributed to the increase in elastic component of the viscoelastic response of the silica-filled 
adhesive.
Figure 9. Variation of tack with silica content at 30 cm/min for 60 µm and 120 µm coating 
thicknesses.
Figure 10. Dependence of tack on testing rate at 20 phr silica content for 60 µm and 120 µm coating 
thicknesses.
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CONCLUSION
The viscosity of SBR-based adhesive increased with increases in silica loading, an observation 
which is attributed to the molecular interaction between silica and SBR. This concentration 
effect increased as silica content was increased. Peel strength, shear strength and tack increase 
with silica loading up to 20 phr of the filler before decreasing with further addition of silica 
filler. This observation is attributed to the increase in wettability and cohesive strength, which 
culminates at 20 phr of silica loading. Peel strength decreased with angle of peel test. In all 
cases, peel strength, shear strength and tack increased with coating thicknesses, an observation 
that is attributed to the higher amount of adhesive in thicker-coated samples. All the adhesion 
properties increased with increase in testing rate due to the difference in viscoelastic response 
as testing rate was increased, whereby viscous and elastic response occurred at low and high 
testing rates, respectively. 
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INTRODUCTION
Rainfall-Runoff modelling is significantly 
useful for the design and operation of various 
components of water resource projects 
like dams, barrages, water supply schemes 
etc. (Ghumman et al., 2011). Furthermore, 
the results of modelling could support 
hydrologists in decision-making in the face 
of bad predictions. It could, therefore, help 
water resource managers to prevent damage 
to private and public property as well as to 
avoid health and ecological dangers that can 
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result from flooding. Due to the great temporal and spatial variability of precipitation patterns, 
watershed characteristics and the number of parameters involved in the process of modelling 
and due to the presence of complex nonlinear relationships in the transformation of rainfall into 
runoff, the rainfall-runoff relationship is one of the most difficult hydrologic problems facing 
water resource managers (Wu & Chau, 2011; Young & Liu, 2014). Many approaches have 
been applied to estimate runoff, such as distributed physical-based models, stochastic models, 
conceptual models and black box models (Tingsanchali & Gautam, 2000; Bahremand & De 
Smedt, 2008; Bahremand & De Smedt, 2010). Conceptual modelling uses an approximation 
to forecast daily, monthly or seasonal stream flows in the long term. The Stanford Watershed 
Model (SWM) is an instance of conceptual modelling, which uses 20-30 variables for runoff 
forecasting (El-Shafie et al., 2011). Due to the numerous parameters and the high complexity 
of parameter interaction, the optimisation of model parameters is mostly applied by method 
of trial-and-error. 
In order to overcome these difficulties, Artificial Neural Networks (ANNs) have been 
proposed. Indeed, they have recently received considerable attention as powerful computing 
systems in approaching hydrology problems due to their practical applications and ability 
to map the extremely complex and nonlinear systems among hydrological variables such as 
rainfall-runoff (Govindaraju, 2000; Wu & Chau, 2011). Since ANNs do not consider the physics 
of the problem, they are treated as black-box models; however, some researchers have recently 
reported that it is possible to detect physical processes in training ANN hydrologic models 
(Jain & Srinivasulu, 2004; Sudheer & Jain, 2004). Although there are extensive sorts of ANN 
algorithms, the main duty of all ANNs is to map a set of inputs into a set of outputs. ANNs are 
an information-processing system, which comprises many nonlinear interconnected elements 
called neurons (Srinivasulu & Jain, 2006). Researchers have investigated and concluded that 
ANNs gave better results when applied to problems that encountered noise or involved pattern 
generalisation, abstraction, diagnosis and recognition, and also in complex systems that do not 
have enough information or poor descriptions (Zhang & Govindaraju, 2000; Jain & Srinivasulu, 
2004). In addition, ANNs can be used in situations when input data are insufficient or obscured 
by nature. It can be summarised that ANN approaches have the capability to map the patterns 
of the highly unknown input and output relationship and overcome the aforementioned 
difficulties. So, many researchers have used the ANN algorithm to discover the rainfall-runoff 
relationship due to its ability to generalise patterns in cases of ambiguous and insufficient data 
and to incorporate a complex model without enough knowledge or probability distributions. 
However, the conceptual models need numerous parameters for modelling, but all the required 
data are not available in many watersheds. 
Another drawback of the conceptual method is using an approximation for prediction, 
which affects the accuracy of the results. In addition, the performance of the model is highly 
subjective and dependent on the user’s knowledge, ability, understanding of watershed 
characteristics and skill in running the model. Although this type of modelling provides 
reasonable accuracy, its application is limited due to the aforementioned difficulties (Gökbulak 
et al., 2015). All these gaps can be covered by ANNs.
The purpose of this study was to develop an artificial neural network (ANN) model for 
simulation of daily runoff. So, the application of ANN methodology for modelling daily 
Artificial Neural Network for Modelling Rainfall-Runoff
321Pertanika J. Sci. & Technol. 24 (2): 319 - 330 (2016)
runoff discharge of the Bertam River was investigated in this research. The Bertam River is 
the main river feeding the Ringlet reservoir in Cameron Highland, Malaysia. Since the Ringlet 
reservoir is a hydropower reservoir system, the results of the present study could help the 
managers to predict the future discharge to predict the future hydropower as well as to control 
the danger of flooding in times of extreme phenomena. In order to develop a rainfall-runoff 
model, three parameters, such as daily observed rainfall, daily observed stream flow and 
daily evapotranspiration data (estimated by Hargreaves-Samani equation) from 2003-2012 
were used to train the network based on the back propagation learning rule. Afterwards, the 
performance of the developed ANN model in simulating the rainfall-runoff was assessed by 
four quantitative statistical indicators, such as the Nash-Sutcliffe Coefficient (E), Pearson 
Correlation of Coefficient (r), Root Mean Square Error (RMSE) and Mean Bias Error (MBE). 
The description of methods and the given resluts are described in detail in the following sections.
STUDY AREA AND DATA COLLECTION
The present research focused on the Cameron Highlands, Pahang, Malaysia. The Sultan Abu 
Bakar dam was constructed on the Bertam River in the district of Cameron Highland. The lake 
that was created from the construction of the dam is known as the Ringlet Reservoir (Figure 1).
The Ringlet Reservoir is nearly 3.2 km long and 0.4 km wide. It impounds the combined 
stream flow from Telom Tunnel and the Bertam River and other minor tributaries. The total 
Bertam catchment area is 159km2. The principal aim of this research was to build a model 
for simulating the Bertam River stream flow coming into the Ringlet Reservoir. An average 
monthly inflow of the Bertam River is shown in Figure 2. 
The data of rainfall, evapotranspiration and stream flow were collected to map the rainfall-
runoff relationship. Daily rainfall and stream flow data were gathered from Tenaga Nasional 
Berhad Company. Evapotranspiration data were estimated by the Hargreaves-Samani equation, 
which needs the observed temperature data for estimation. The temperature data were collected 
from the nearest station into the reservoir (Table 1).
Figure 1. Location of Ringlet Reservoir in Cameron Highland, Malaysia.
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Figure 2. Average monthly inflow of Bertam River coming into Ringlet Reservoir.
Table 1 
Weather Data Used as LARS-WG Input









Daily min and max 
temperatures
101° 22' E 4° 28' N 1545 Meteorological 
Department
Evapotranspiration Estimation Method
In this research, the Hargreaves-Samani (HS) equation was employed to estimate the amount 
of evapotranspiration (ET0) at the reservoir (Lima et al., 2013; Raziei & Pereira, 2013). The 
required data for the HS method are only the observed minimum temperature (Tmin) and 
maximum temperature (Tmax) for the estimation of daily evapotranspiration (mm/day), which 
is expressed as:
ET0 = 0.0135 KRs Ra (Tmax- Tmin) 0.5 (Ta+17.8)           [1] 
In this equation, 0.0135 is a constant, which converts American units to the international 
system of units. KRs is the adjustment coefficient of radiation. In the typical version of HS, the 
value of KRs is equal to 0.17. Ra is called extraterrestrial radiation, which will be explained in 
detail in the next section. Tmin, Tmax, Ta are minimum, maximum and average daily air temperature 
(°C), respectively (Hargreaves & Allen, 2004).
Extraterrestrial radiation (Ra). The extraterrestrial radiation (Ra) for each day of the 
year and for various latitudes is estimated from the solar declination, solar constant and the 
time of the year (Raes & MUNOZ, 2008). So, for a certain latitude, the Ra is constant for each 
day of every year. The Ra formula is expressed as follows:
Ra=(24*60/∏) Gsc dr [ws sin(α) sin(φ)+ cos(α) cos(φ) sin(ws)]          [2]
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In this equation, Ra = extraterrestrial radiation (MJ m-2. Day-1); Gsc = solar constant (0.0820 
MJ m-2 min-1); dr = inverse relative distance Earth-Sun; ws = sunset hour angle (rad); α = latitude 
(rad); φ = solar declination (rad). The unit of latitude (α) is in radians, which has a positive sign 
for the northern hemisphere and negative sign for the southern hemisphere. The conversion 
equation from decimal degrees to radians is given by:
[Radians]= (∏/180)[decimal degrees]             [3]
The inverse relative distance Earth-Sun and solar declination is expressed by:
dr=1+0.003 cos[(2∏/365)J]              [4]
φ=0.409 sin[(2∏J/365)-1.39]             [5]
In these equations, J is the number of days in any year (from 1 January to 31 December).
In order to compute the evapotranspiration based on the Hargreaves-Samani equation, 
minimum and maximum temperature data were collected from Cameron Highland station, 
and extraterrestrial radiation was calculated as a function of day and latitude. The latitude of 
the reservoir is 4.42.
Artificial Neural Networks Procedure
Artificial Neural Networks (ANNs) are information-processing systems that imitate the 
functions of the human brain. The ANN structure comprises a number of processing elements, 
which are called neurons, and the interconnections between the neurons are called weights 
(Kisi et al., 2013). In the architecture of ANN, neurons are classified in groups, and are called 
layers. The neurons in one layer have connections to those neurons in adjacent layers, but not 
to those in the same layer. The strength of the connection between two neurons in adjacent 
layers is known as their weight (Lake et al., 2009). Most of the developed ANN models use 
three layers: input, hidden and output layers. The input layer is the layer where the data import 
to the network, data processing is done in the hidden layer, and the output layer is where the 
results of imported data are generated. Overall, ANN models can be either ‘feed forward’ 
or feedback networks. The feed forward network is selected for use in this study. Based on 
this network, the information from the input layer passes into the output layer in the forward 
direction only. An important stage in developing an ANN model is its training to determine 
the weight matrix in order to learn the relationship between the data introduced. There are two 
principal types of training mechanisms: supervised and unsupervised. A supervised training 
method needs an external teacher or a guide to be involved throughout the training process. 
The main objective of this training is to minimise the error at the output layer by searching 
for a strong connection from generated outputs that are equal or close to the targets. The most 
popular supervised training method employed in the sciences and engineering for the training 
of the feed forward ANN is called the back propagation method (Srinivasulu & Jain, 2006). 
Back propagation is part of a gradient descent method used to train the ANN model. ANN has 
a parallel processing system that interconnects the neural computing elements. The system 
architecture is illustrated in Figure 3 (Shirke et al., 2012).
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Figure 3. Architecture of back propagation ANN model.
The many neurons (also known as ‘nodes’) of the ANN process the information. The signals 
are transferred by employing the connecting links. These links have associated weights, which 
will be multiplied by the incoming signal (input). Furthermore, the output signal is determined 
using activation functions to the net input. There are different learning mechanisms, which 
help the ANN to discover knowledge (Kohonen, 2012).
In the ANN structure, each layer comprises several nodes. The layers are interconnected by 
associated weights. Each node in the input layer (k=1,2,..,m) disseminates the input signal to the 
hidden layer. Any hidden node (i=1,2,…,n) calculates its weighted input signals according to:
Uink=bi+XkWki                   [6]
In this equation, Wki is an associated weight between input layer node (k) and output layer 
node (i), Xk is an input signal and bi is the weight for any bias. Later, the current formulation 
will be used to apply the activation function in order to calculate the output signal from any 
input signal according to:
Ui=f(Uink)                [7]
The neurons go through an activation function to generate the result. The system, therefore, 
needs continuous-transfer functions in order to determine the output of neurons based on its 
input. The most common transfer functions are identity functions, binary functions, binary 
sigmoid (Logistic) functions and binary sigmoid (Hyperbolic Tangent) functions. In the present 
research, the sigmoid function is used (Ehret, 2014). This transfer function is a continuous, 
differential and monotonically increasing function, which is typically employed in back 
propagation network. Later, the signal transmits from the second to third layer and the error 
is transmitted from the output layer back to the earlier layers. This process is called back 
propagation because the output error goes back to the input nodes in order to revise the weights.
ANN learning process. The learning process is a procedure that modifies the network 
weights and biases. The duty of the learning process is to train the network system to do some 
tasks. There are three different learning rules: supervised learning, unsupervised learning and 
reinforcement learning. In the current research, supervised learning is used.
The system will be trained based on the training data to map the relationship between 
input-output. When the inputs are imported to the network, the outputs will be compared with 
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the targets. In this step, the learning rule is employed to modify the weights and biases of the 
system in order to decrease the difference between the outputs and targets. 
ANN training procedure. An ANN is used to discover the relationship between the input 
and output data. Several techniques can be employed to assign a strength connection among data 
sets. One method is to set the weights based on prior knowledge. This method cannot be applied 
for some models due to lack of information and knowledge. A neural network is an efficient 
way to overcome these difficulties. In this technique, the network will be trained by teaching 
patterns and letting it adjust its weights and biases based on the learning rules. The problem still 
exists of how to adjust the associated weights from the input layer to the hidden layer. In order 
to solve this problem, the back propagation learning rule is used. Based on the back propagation, 
the errors for the elements of the hidden layer are specified by back-propagating the errors 
from the elements of output layer. The weights of the network are adjusted by minimising the 
error between the target and computed outputs. The network weights are continuously revised 
until the minimum error is obtained (Nayak et al., 2013; Kisi et al., 2013). As a result, training 
pairs are chosen from the training set, and the network computes the outputs according to the 
inputs used for the training pair. The obtained result from the network is then compared with 
the outputs by the training pair. According to this result, the weights add biases to all neurons, 
modified by a coefficient is based on the discrepancy between actual output and calculated 
output (errors), the derivation of the sigmoid function and actual output. The amount of neuron 
weight adjustment depends largely on the learning rate (α), which is a single coefficient that 
is multiplied by all adjustments. A small learning rate does not allow the network to learn and 
therefore, it will capture a local minimum, meaning it will not discover more precise weights. 
However, large learning rates produce extremely poor network results. Therefore, selecting 
the proper learning rate is very important before starting ANN training (Shirke et al., 2012).
Model development. In the present research, an ANN was developed to map the rainfall-
runoff relationship. The more factors used, the more accurate results were obtained. Three 
types of data were therefore gathered: rainfall, evapotransipration and stream flow. The input 
layer comprised two layers (rainfall and evapotranspiration) and the stream flow constituted 
the output layer. 
The whole data set was divided into two subsets, including the training set and testing set. 
Seventy per cent of the data was used for training and the remaining 30 per cent comprised the 
testing set. In the training sets, the adjusted weights and biases of the network were determined, 
and the test set was employed to prevent the networks from being over-trained. The overall 
idea in selecting a good training set from the available data series was to have extreme events 
(including all minimum and maximum values in the training sets). 
Another factor, which is one of the most significant characteristics of ANNs, is the number 
of neurons in the hidden layers. If the number of neurons is insufficient, the network cannot 
configure the complex data set and the obtained results will be a poor fit. Conversely, if the 
number of neurons is too high, the time required for network training will be long, and the 
network might over-fit the data (Rodríguez-González et al., 2011). In the present research, the 
number of neurons was determined by trial and error. The best result was obtained using 10 
neurons. The proposed architecture was developed in order to predict the Bertam River runoff 
coming into the Ringlet Reservoir. The obtained results give valuable information to water 
Aida Tayebiyan, Thamer Ahmad Mohammad, Abdul Halim Ghazali and Syamsiah Mashohor
326 Pertanika J. Sci. & Technol. 24 (2): 319 - 330 (2016)
resource managers to operate the reservoir efficiently and protect the system from extreme 
events such as flooding.  
Model evaluation. The performance of the developed ANN model in simulating the 
rainfall-runoff was assessed by four statistical evaluation measurements: the Nash-Sutcliffe 
Coefficient (Riad et al., 2004), Pearson Correlation of Coefficient (r), Root Mean Square Error 
(RMSE) and Mean Bias Error (MBE) (Riad et al., 2004). RMSE and MBE statistics evaluate 
the efficiency of the model in terms of its ability to predict data from a calibrated model. The 
other statistics E and r quantify the effect of the ANN model in capturing the dynamic, complex 
and nonlinear rainfall-runoff processing. These statistical criteria are calculated according to 
the following equations 
Nash-Sutcliffe Coefficient (E)
            [8]
(Correlation Coefficient (r)  
             [9]
Root Mean Square Error (RMSE)
          [10]
Mean Bias Error (MBE)
          [11]
In these equations, the parameters Xmodel,i and Xobs,i are simulated and observed values, 
respectively and  is the mean value of observed data and n is the number of samples. 
Furthermore, Xi and Yi are the input and output values of the ANN model respectively and 
and  are the mean values of input and output data, respectively.
RESULTS AND DISCUSSION
An ANN was developed using three types of data: rainfall, evapotranspiration and stream 
flow. The available data covering the duration of 10 years (2003-2012) were employed in this 
research. The imported data used to build the ANN model were taken from the Bertam River 
catchment, Malaysia. The daily rainfall data were collected from the nearest station (Kajiklm 
Habu station) to the Ringlet reservoir, and daily evapotransipation data were estimated by the 
Hargreaves-Samani equation. Another required data set was stream flow, which was taken 
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from the Bertam River catchment and constituted the output layer. The units of stream flow 
were converted from m3/sec into mm/day and then used in the model. This conversion was 
made due to improve the network performance. The number of neurons and hidden layers was 
determined by trial and error. The results indicated that ANN could give the best output by 
using 10 neurons and three hidden layers.
A number of statistical measurements were calculated to evaluate the network performance 
in both training and test sets (Table 2). The Nash-Sutcliffe coefficient was used to specify the 
predictive power of the hydrological models, which obtained 0.77 in training sets and 0.74 in 
testing sets. These results show that the constructed network had an acceptable predictive power. 
The correlation coefficient is a measure of the strength and direction of the linear relationship 
between two or more variables. The results indicate that the ANN model had good ability to 
capture the relationship between input/output in both training and test sets. RMSE and MBE 
are frequently-used measures of the differences between values (sample values) predicted by 
a model and the values actually observed, and in this model the differences were found to be 
negligible. Overall, the evolution measurements illustrate the ability of the ANN as a predictor 
to simulate the observed data. The results indicate that the ANN model has good ability to 
capture the nonlinearity of input/output in both training and test sets. It could, therefore, be 
used as a predictor to simulate the rainfall-runoff model. 
Table 2 
Statistical Evaluation Measurements of the Ringlet Reservoir
Model Evaluation Training Set Test Set
Nash-Sutcliffe Coefficient (E) 0.77 0.74
Correlation Coefficient (r) 0.88 0.86
Root Mean Square Error (RMSE) 0.17 0.17
Mean Bias Error (MBE) 0.001 0.004
The comparison between daily observed (actual) and simulated (predicted) Bertam river 
stream flow data from 2003-2012 was calculated and sis hown in Figure 4. The coefficient of 
determination (R2) is the measurement that indicates the goodness fit of a model or represents 
how well data fit a statistical model. This measurement can vary from 0 to 1. The closest value 
to 1 shows the strongest fit between observed and simulated data. The R2 result was found to 
be 0.76 in this model, which is an acceptably good result.
Furthermore, the linear regression between observed stream flow (Y) and the simulated 
stream flow (X) was found, and the best line fit for simulation period (2003-2012) was 
determined (Eq. 12). This equation shows the general relationship between observed and 
predicted values. This equation can be used to validate the predicted value. For example, for 
predicting stream flow, observed rainfall and evapotranspiration data should be imported to the 
constructed model and the model should then be run to give the predicted (modelled) stream 
flow. After determination of the modelled stream flow value (X), Eq (11) can be used to modify 
this value for a more accurate stream flow (Y) reading. 
Y=0.9921X              [11]
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Figure 4. Comparison between daily observed (actual) and simulated (predicted) Bertam River runoff 
from 2003-2012. 
CONCLUSION
In the present research, an Artificial Neural Network (ANN) was used to predict daily river 
runoff as a function of daily evapotranspiration and rainfall for the Bertam river stream flow 
coming into the Ringlet Reservoir in Cameron Highland, Malaysia. The back propagating 
learning rule was employed to train the network. The performance of the developed model was 
then evaluated by statistical evaluation measurements, such as the Nash-Sutcliffe Coefficient 
(E), Pearson Correlation of Coefficient (r), Root Mean Square Error (RMSE) and Mean Bias 
Error (MBE). The results indicated that ANN could capture the nonlinearity of rainfall-runoff 
modelling very well with 76% predictive power for simulation in hydrological models. The 
given results provide valuable information, which could help water resource managers to predict 
future stream flow into the reservoir, especially in extreme phenomena in order to mitigate the 
danger of damage. To improve the predictive power of the ANN model, it is recommended to 
include in the future other environmental factors as assessed parameters, such as deforestation, 
agricultural activities and land use.
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INTRODUCTION
Nowadays, sorting is in big demand. There 
are many sorting algorithms available to 
arrange data (Ye et al., 2014). In computer 
science, sorting network algorithms also exist 
to arrange data over the network. In sorting 
networks, comparators (Amin et al., 2013) are 
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ABSTRACT
Sorting huge data requires an enormous amount of time. The time needed for this task can be minimised 
using parallel processing devices like GPU. The odd-even transposition sorting network algorithm is 
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used to compare and exchange data. Compare-exchange operation is used in sorting networks 
(Martinet et al., 1989). There are two types of comparators: 1) Increasing (low to high) and 
2) Decreasing (high to low) comparator. These comparators (Amin et al., 2013) are shown in 
Figure 1. 
Figure 1. (a) Increasing comparator (b) Decreasing comparator.
The odd-even transposition sorting network (OETSN) (Perrie et al., 1999; Behzad et al., 
2010) algorithm is designed for network models. The comparators are used to rearrange the 
numbers in network models. In the odd-even transposition sorting network, an increasing 
comparator is used to compare and exchange data. The OETSN algorithm performs n/2 
iteration. Each iteration has two phases: 1) Odd-even exchange and 2) Even-odd exchange. 
The concept of OETSN is explained with the help of an example shown in Figure 2 (Ushijima 
& Fugiwara, 2005).
Figure 2. Example of OETS network.
The OETSN algorithm operates alternatively for odd and even phases. In the odd phase, 
the odd position number of items is compared with the adjacent element. Similarly in the even 
phase, the even position number of items is compared with the adjacent element. If the items 
are not in increasing order, swapping is performed as shown in Figure 2. After ‘n’ phases of 
odd-even exchange, the sequence is sorted. Each phase of the algorithm, either odd or even, 
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requires O(n) comparisons. There are a total of ‘n’ phases; thus, the sequential complexity 
of OETSN is O(n2). In this paper, we parallelised the OETSN algorithm using CUDA with 
C language. We tested the OETSN using a benchmark of sorting. We used the following 
distributions for benchmark to compare the performance of the OETSN algorithm. We tested 
the OETSN algorithm in six types of test case, which are uniform, sorted, zero, bucket, 
Gaussian and staggered. The parallel time complexity of OETSN is O(n). In this work, we 
introduced a modified parallel odd-even transposition sorting algorithm, which is more efficient 
in comparison to parallel OETSN on the zero and sorted test cases.
The literature review on GPU is presented in Section 2. The problem statement is given in 
Section 3. A review of the literature on parallel OETSN is provided in Section 4. The proposed 
algorithm is described in Section 5. The benchmark of sorting is described in Section 6. Section 
7 describes the hardware configuration. Experimental evaluation of parallel OETSN and 
modified parallel OETSN are given in Sections 8 and 9. In Section 10, we make our conclusions 
and suggest future work in this area.
RELATED WORK
Sorting is a common problem in computer science. A huge number of algorithms have been 
suggested to find an efficient solution to solve the problem. In this work, we focused on GPU 
technology using the CUDA paradigm. In this section, we briefly review the related work by 
other researchers on GPU sorting algorithms using CUDA.
A version of the parallel odd-even sorting algorithm implemented using CUDA was 
presented by Ajdari et al. in 2015. The design of parallel radix sort and merge sort using CUDA 
was given by Nadathur et al. (2009). They achieved higher performance in their experiments. 
Shifu et al. (2009) proposed a sorting algorithm that is a combination of the bucket sort and 
internal bitonic sort types. This algorithm achieved acceleration of many times over the STL 
Quicksort implementation. They also showed that their implementation had higher performance 
than the GPU quick and GPU radix sort. 
Daniel and Philippas in (Daniel et al., 2009) proposed a parallel Quicksort algorithm 
designed to take advantage of the high bandwidth of GPUs by minimising the amount of 
bookkeeping and inter-thread synchronisation needed. They showed that their GPU-Quicksort 
implementation performed better than the fastest known sorting implementations for GPU, 
such as radix and bitonic sort.
Performance Evaluation of Merge and QuickSort using GPU Computing 
with CUDA was presented by Neetu et al. (2015). In this paper the authors achieved better 
experimental results using GPU technology. 
Greb et al. presented parallel sorting based on stream processing architecture. The proposed 
sorting was based on adaptive bitonic sorting. The input of ‘n’ requires ‘p’ stream processor 
to sort. The optimal time complexity of the proposed approach achieved O(nlogn)/p). The 
proposed approach was more competitive than sequential sorting from the theoretical as well 
as a practical perspective viewpoint. The proposed algorithm was faster than sequential sorting 
as well as previous non-optimal sorting approaches on the GPU. The proposed algorithm was 
specially designed for practicability on modern GPU, so the name GPU-ABiSort was used 
for it (Grab et al., 2006).
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Peters et al. presented Batcher’s bitonic sorting network using CUDA hardware with GPUs. 
The arbitrary numbers were taken as input and assigned compare-exchange operation to threads 
using the adapted bitonic sort. The proposed algorithm greatly increased the performance of 
implementation (Peters et al., 2010). Jan et al. presented the analysis of three widely used 
parallel-sorting algorithms. The algorithms were odd-even sort, rank sort and bitonic sort. 
The comparative analysis was performed in terms of sorting rate, sorting time and speedup 
on CPU and different GPU architecture. The author also implemented the parallel algorithm: 
min-max butterfly network. The min-max butterfly network sorting was used to find minimum 
and maximum numbers in huge data sets. The purpose of all algorithm implementation was 
used to exploit the data parallelism model in order to achieve high performance on available 
GPU using the OpenCL specification. The results showed minimum speedup 19x of bitonic 
sort against the odd-even sort. The implementation results of the full-butterfly network were 
relatively better than the three sorting techniques: bitonic, odd-even and rank sort. The author 
achieved the high speedup of NVIDIA quadro 6000 GPU for min-max butterfly network, 
reaching much lower sorting for high data (Jan et al., 2012).
Ajdari et al. described the modification of the odd-even sort. The modification of the 
algorithm consisted of the ability to work with the blocks of elements instead of working with 
individual elements. The modification was done using CUDA technology. The experimental 
analysis of odd-even sort was done in both theoretical and experimental with its parallel 
implementation. The results showed that sorting of integers in a CUDA environment was 
much faster (Ajdari et al., 2015). 
PROBLEM STATEMENT
Odd-even transposition sorting is designed for networks. In networks, the compare-exchange 
operation is used to compare the elements. We found that the time taken for sorting by OETSN 
was the same for all test cases such as uniform, sorted, zero, Gaussian, staggered and bucket. 
The sequential and parallel time complexity was O(n2) and O(n), respectively for OETSN 
using any kind of test case. 
In our approach, we reduced the time complexity O(n) to O(1) over two types of test case, 
which are sorted and zero. We have used the the bubble sort technique. If the data are sorted 
and unique, bubble sorting requires only one pass and then terminates the programme. In our 
approach we used this technique, and are able to reduce the number of levels in the network 
and the time complexity for sorted and zero test cases.
PARALLEL OETSN ALGORITHM
It is easy to parallelise OETSN algorithm (Grama et al., 1994). Compare-exchange operation 
was performed simultaneously on each pair of elements. There are two cases: 1) when n=p 
where ‘p’ is the number of processing elements and ‘n’ is the number of elements to be sorted. 
In both the phases compare-exchange operation is performed on the right adjacent element. 
This required time O(1). A total of ‘n’ phases is performed. So the parallel run time of this 
formulation is O(n). 2) When p<n or p>n initially, each process is assigned a block of n/p 
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elements, which it sorted internally in O((n/p)(n/p)) time. After these processes, ‘p’ phases 
(p/2 odd and p/2 even) are executed. During each phase O(n) comparisons are performed and 
time O(n) is spent in communication. We did not use any local sort before the odd-even phase. 
The parallel run time of this formulation is shown in equation (1).
              
[1]
Since the sequential complexity of OETSN is O (n2), the speedup (S) of this formulation is 
















          
       [2]
PROPOSED MODIFIED PARALLEL OETSN ALGORITHM
ALGORITHM 1: Proposed Modified OETSN Algorithm
Input: Unsorted List A, Number of threads 
Output: Sorted List A   
fori= 1 to N/2 do   
Initialise the P array to zero for GPU ;  /* N/2 number of passes */ 
Odd Phase(A, P, N) ; /* comparison of odd positions of array */
Even Phase(A, P, N) ; /* comparison of even positions of array */
if (i==0 OR i== N/4 OR i==N/8 OR i==N/16);/* check whether list has been sorted, then 
not performing any swaps at 0,1/8,1/4,1/2 passes */ 
then   
Evalute (P) ; /* sum the number of swap of various threads */
Read sum from GPU ;   
if sum == 0 then /* number of swap has been done */ 




The proposed sorting algorithm is inspired by the traditional bubble sorting algorithm. In 
the traditional bubble sorting algorithm, we compared the adjacent elements. If the elements 
are sorted, no swapping is done. Traditional bubble sorting takes ‘n’ passes to complete the 
sorting in the best case. In the modified version of bubble sorting, we used the flag variable to 
keep the track of swapping. If the variable highlighted swapping, the next pass is executed. The 
same concept is applied to the odd-even transposition sorting algorithm using GPU. Let the 
number of elements to be sorted be ‘N’ and ‘T’ is the number of threads. The number of threads 
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is restricted to a maximum limit of the hardware. According to the hardware configuration, 





The odd () function can generate a maximum number of threads of T=1024 while the 
blocks are N/1024, where N is the data element. Similarly, the even () function has the same 
configuration as the odd () function. The evaluate () function does not execute with every 
iteration. Its data element is based on the number of threads and varies according to T. This 
evaluate () function is evaluated in sequential manner in a single block and uses single data. 
The reason for keeping it sequential is that the thread value is limited to T=1024.
In GPU instead of using a single variable array we used two variable arrays i.e. ‘P’ and 
‘T’. ‘T’ is equal to the number of threads and ‘P’ is the sum of total swapping performed in 
the proposed algorithm. The odd-even pass is executed. If there is no swapping then the sum 
of ‘P’ was zero and we got the sorted array. This gave an added advantage as the sorted and 
unique test cases did not need to be executed in the code on the GPU unnecessarily as is the 
case when the data are sorted or unique. On the other hand, a slight increase in the execution 
time for the uniform, staggered, bucket and Gaussian test cases was noted. This made them 
unable to take advantage of the above proposed approach. We observed the same with N/2, 
N/4 and N/8 of the data.
We used the GPU NVDIA GeForce GTX 460 with compute capability 2.1 but the new 
version of GPU cards come with the compute capability 3.0, which has unified memory for 
GPU and CPU, and can therefore, further enhance the performance of the suggested algorithm. 
Future enhancements may be possible to get a further speedup. For instance, we may use the 
scan function to speed up the sum up. The functionality of the proposed algorithm is described 
through the flowchart shown in Figure 3. The green-coloured box shows the modules running 
on GPU. The proposed algorithm is more efficient in comparison with the existing techniques 
using two types of test case i.e. zero and sorted test cases.
Sorting Benchmark
We have tested the sequential, parallel and proposed modified parallel OETSN algorithms on 
six types of test case (uniform, sorted, zero, bucket, Gaussian and staggered) (Matsumoto & 
Nishimura, 1998; Daniel et al, 2009; Leischner, Sanders , 2010). We varied the data from 1000 
to 2500000 and the thread in multiples of two from 1 to 1024.
1. Uniform test case: In this test case values are picked randomly from 0 to 231.
2. Gaussian test case: In this test case the distribution of data is created by taking the average 
of four randomly picked values from the uniform distribution.
3. Zero test case: In this test case a constant value is used.
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4. Bucket test case: For p ∈ N, the input of size ‘N’ is split into ‘p’ blocks, such that the first n/
p2 elements in each are random numbers in [0, 231/p−1], the second n/p2 elements in [231/p, 
232/p− 1 ], and so forth.
5. Staggered test case: For p ∈ N, the input of size ‘N’ is split into ‘p’ blocks such that if the 
block index is i≤ p/2, all its n/p elements are set to a random number in [(2i− 1)231/p, (2i)
(231/p− 1)].
6. Sorted test case: In this test case sorted uniformly distributed values are taken.
Hardware Configuration
We ran the algorithms on a Windows 7 32-bit operating system Intel® core™ I3 processor 
530@ 2.93 GHz machine. The system has a GeForce GTX 460 graphic processor with (7 
multiprocessors X (48) CUDA cores\MP) = 336 CUDA cores. There are a maximum of 1536 
threads per multiprocessor and 1024 threads per block. A system having the CUDA runtime 
version is 6.0. The total amount of global memory of the system is 768 Mbytes and the total 
amount of constant memory is 65536 bytes. The total amount of shared memory per block is 
49152 bytes. The system has a total number of registers available per block of 32768 and its 
warp size is 32. The maximum size of each dimension of a block is 1024 x 1024 x 64 and the 
maximum size of each dimension of a grid is 65535 x 65535 x 65535.
Figure 3. Flowchart for the proposed modified parallel OETSN.
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Experimental Evaluation of Sequential and Parallel OETSN Algorithm
Sorting benchmark is used for testing the algorithms. We have tested the sequential and parallel 
OETSN algorithms on six types of test case using GPU computing that used CUDA hardware. 
Table 1 shows the execution time in seconds of the sequential OETSN algorithm. ‘N’ is the size 
of the data used for the particular cases here for the performance analysis of the algorithm. The 
value of ‘N’ varied from 1000 to 2500000. Table 2 shows the execution time in seconds of the 
parallel OETSN algorithm using different types of test cases. The size of the data is denoted by 
‘N’. The number of threads is denoted by ‘T’. The values of ‘T’varied from 1 to the maximum 
of 1024. The threads increased in the power of 2. The CUDA hardware version 2.1 has a total 
of 1024 threads per block so the maximum value of thread is selected as 1024. In Table 1, the 
sequential execution time is shown for the six types of test case. Table 1 shows, that the zero 
test case has less execution time in comparison to the others. It has less execution time for all 
the values of ‘N’. The sorted test case has less execution time in comparison to the bucket, 
staggered, uniform and Gaussian tests for all the values of ‘N’. The remaining test cases has 
nearly equal execution time as shown in Table 1. This is because in the zero and sorted test 
cases, the comparison is performed to the adjacent element and swapping is not required for 
both. Comparison and swapping are performed in the remaining test cases.
Table 1 
Execution Time in Seconds of Sequential OETSN Using Different Types of Test Case
N Uniform Gaussian Zero Staggered Bucket Sorted
1000 0.016 0.016 0.001 0.015 0.016 0.015
5000 0.062 0.062 0.015 0.078 0.063 0.031
10000 0.203 0.187 0.078 0.187 0.234 0.062
50000 4.602 4.681 0.905 4.145 5.704 0.842
100000 18.86 19.282 3.26 16.645 22.687 3.292
500000 496.988 501.091 82.681 425.274 584.469 101.713
1000000 2067.263 2050.446 400.33 1861.966 2734.954 577.812
1500000 4671.309 5135.357 912.34 4843.285 6035.218 1342.607
2000000 8095.204 7666.997 2072.224 7958.578 11156.45 4119.251
2500000 17099.89 17128.84 3719.095 16171.63 15732.54 6368.703
Next, we have evaluated the speedup achieved by the parallel OETSN over the sequential 
OETSN. Speedup measures the performance gain achieved by parallelising a given application 
over sequential application. In Tables 1 and 2, we have evaluated the execution time in seconds 
of sequential and parallel OETSN. Using equation (2) and the results from Table 1 and 2, the 
speedup is calculated. The speedup results are described in Table 3. From Table 2 and 3, it can be 
observed that the execution time is minimum when the number of threads is 512. The speedup 
is increased by eight times more than the sequential code when T=512. The performance of 
the algorithm got degraded at T=1024. The reason behind this is that the data we took is not 
evenly divided over the threads. So, some of the threads are executed ideally and degraded 
the overall performance of the algorithm. The speedup for all the six mentioned test cases is 
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shown in Figures 4 to 9. The X-axis represent the number of threads, the Y-axis represent the 
speedup achieved by the parallel OETSN and the Z-axis represent the size of the dataset.
Table 2 
Execution Time in Seconds of Parallel OETSN Using Different Types of Test Case
N/T Test case 1 2 4 8 16 32 64 128 256 512 1024
1000
Uniform 0.019 0.014 0.009 0.006 0.005 0.005 0.004 0.004 0.004 0.004 0.005
Gaussian 0.019 0.014 0.009 0.006 0.005 0.005 0.005 0.004 0.004 0.004 0.006
Zero 0.019 0.014 0.009 0.006 0.005 0.005 0.004 0.004 0.004 0.004 0.005
Staggered 0.019 0.014 0.009 0.007 0.005 0.004 0.004 0.004 0.003 0.003 0.005
Bucket 0.019 0.014 0.009 0.006 0.005 0.004 0.004 0.004 0.004 0.004 0.007
Sorted 0.019 0.014 0.009 0.006 0.006 0.005 0.005 0.005 0.004 0.004 0.005
5000
Uniform 0.441 0.322 0.173 0.096 0.056 0.035 0.026 0.023 0.023 0.023 0.025
Gaussian 0.442 0.321 0.173 0.096 0.055 0.034 0.026 0.025 0.024 0.024 0.026
Zero 0.441 0.321 0.167 0.091 0.051 0.031 0.021 0.021 0.021 0.021 0.022
Staggered 0.441 0.322 0.171 0.093 0.052 0.033 0.029 0.023 0.022 0.021 0.025
Bucket 0.442 0.322 0.169 0.092 0.052 0.033 0.025 0.023 0.023 0.023 0.025
Sorted 0.439 0.319 0.168 0.168 0.091 0.054 0.024 0.024 0.023 0.023 0.032
10000
Uniform 1.742 1.265 0.667 0.358 0.197 0.114 0.071 0.066 0.062 0.061 0.079
Gaussian 1.744 1.263 0.667 0.359 0.197 0.115 0.072 0.064 0.061 0.061 0.079
Zero 1.733 1.257 0.643 0.336 0.182 0.104 0.065 0.056 0.053 0.052 0.071
Staggered 1.744 1.271 0.657 0.345 0.188 0.108 0.067 0.06 0.058 0.058 0.074
Bucket 1.744 1.265 0.649 0.339 0.185 0.108 0.07 0.065 0.062 0.062 0.079
Sorted 1.733 1.256 0.643 0.335 0.182 0.104 0.065 0.057 0.054 0.054 0.072
50000
Uniform 43.438 31.472 16.462 8.602 4.499 2.41 1.353 1.094 1.09 1.08 1.235
Gaussian 43.452 31.433 16.43 8.588 4.492 2.406 1.351 1.093 1.091 1.083 1.235
Zero 43.328 31.338 15.931 8.02 4.089 2.16 1.204 0.943 0.925 0.919 1.078
Staggered 43.574 31.69 16.276 8.273 4.249 2.247 1.255 0.999 0.988 0.984 1.134
Bucket 43.573 31.535 16.081 8.092 4.127 2.228 1.24 1.11 1.09 1.08 1.231
Sorted 43.248 31.282 15.884 7.996 4.073 2.153 1.195 0.939 0.919 0.916 1.069
100000
Uniform 213.99 130.446 70.589 36.806 19.111 9.994 5.457 4.151 4.129 4.125 4.948
Gaussian 213.996 130.335 70.571 36.805 19.119 9.995 5.459 4.151 4.131 4.131 4.951
Zero 213.105 129.583 69.112 34.693 17.491 9.063 4.882 3.579 3.547 3.539 4.378
Staggered 213.938 130.885 70.171 35.605 18.077 9.373 5.069 3.786 3.757 3.751 4.564
Bucket 213.831 130.282 69.621 34.961 17.626 9.991 4.975 3.735 3.811 3.133 4.947
Sorted 213.189 129.58 69.117 34.681 17.491 9.053 4.877 3.578 3.543 3.535 4.366
500000
Uniform 4770.3 3349.3 1749.8 914.91 472.11 244.11 130.31 98.141 97.991 96.471 119.91
Gaussian 4755.1 3340.3 1749.6 914.91 472.11 243.81 130.21 98.071 98.112 96.431 119.91
Zero 4686.2 3264.3 1683.6 862.11 432.12 220.21 116.11 83.841 83.651 82.021 105.81
Staggered 4705.3 3295.6 1705.1 878.7 438.91 228.21 120.51 88.861 88.781 87.211 110.21
Bucket 4694.9 3287.8 1694.3 869.1 435.11 226.31 117.41 92.651 91.151 90.201 119.91
Sorted 4686.2 3264.4 1683.6 861.9 431.81 220.12 115.91 83.781 83.591 83.096 105.81
1000000
Uniform 18833.7 13246.5 6886.4 3698 1799.5 921.41 488.11 359.71 359.61 358.11 476.81
Gaussian 18805.3 13215.4 6855.2 3578.4 1799.5 922.31 488.11 359.61 359.41 358.71 476.41
Zero 18716.1 13055.2 6755.8 3505.9 1719.1 873.71 459.21 331.31 330.91 330.92 420.71
Staggered 18759.6 13170.4 6844.5 3556.4 1746.9 890.11 468.61 341.41 341.21 340.71 438.31
Bucket 18746.3 13105.1 6821.3 3544.3 1724.8 884.5 461.91 334.81 332.31 331.61 476.71
Sorted 18736.3 13095.8 6798.5 3526.7 1718.9 872.8 459.41 333.61 332.91 332.11 420.51
1500000
Uniform 60324.2 31243.2 15348.8 8155.1 4299.8 2078.1 1096.3 808.1 807.81 806.61 1071.5
Gaussian 60297.8 31199.2 15329.7 8134.3 4255.2 2072.6 1096.3 807.91 807.81 806.31 1071.8
Zero 60155.4 31056.2 15255.4 8005.8 4150.9 1964.2 1031.3 744.71 743.61 743.11 946.21
Staggered 60266.4 31178.3 15299.8 8099.2 4239.3 1999.3 1052.4 766.81 766.61 765.17 985.81
Bucket 60243.8 31141.2 15279.4 8055.3 4199.7 2070.6 1039.1 752.31 751.91 750.31 995.31
Sorted 60196.4 31098.3 15299.4 8023.3 4162.9 1964.1 1030.9 744.21 743.51 743.31 946.21
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2000000
Uniform 90655.3 46143.2 24199.3 12693.9 6678.4 3688.1 1948.4 1435.5 1435.1 1434.5 1903.5
Gaussian 90605.4 46099.4 24210.3 12649.9 6648.9 3689.8 1948.5 1435.4 1434.7 1433.9 1902.7
Zero 90395.3 45905.3 24065.4 12544.4 6533.5 3494.9 1833.7 1322.1 1321.2 1321.1 1681.6
Staggered 90555.4 46055.3 24188.5 12627.9 6633.4 3556.4 1869.1 1361.7 1361.7 1360.4 1855.9
Bucket 90498.9 45999.4 24148.8 12599.5 6598.9 3520.1 1842.6 1342.2 1340.2 1340.1 1806.9
Sorted 90445.4 45972.8 24105.4 12555.2 6555.3 3494.1 1832.9 1321.8 1320.2 1318.7 1742.9
2500000
Uniform 165205.3 82815.4 42674.4 23139.4 12349.2 7299.8 3041.9 2241.6 2241.6 2221.1 2797.2
Gaussian 165193.3 82793.5 42648.8 23099.8 12344.7 7291.4 3043.1 2241.4 2241.1 2241.1 2796.7
Zero 164560.8 82555.3 42556.4 23005.3 12259.8 7233.3 2866.2 2063.6 2063.1 2060.7 2623.4
Staggered 165149.3 82740.1 42631.9 23089.1 12316.4 7266.3 2917.1 2126.7 2126.5 2022.9 2677.5
Bucket 165105.9 82693.3 42599.3 23049.8 12299.2 7249.4 2881.5 2084.3 2027.1 2021.6 2680.1
Sorted 165060.8 82649.8 42574.7 23019.4 12268.5 7238.7 2862.1 2064.2 2072.1 2077.5 2622.1
Table 3 
Speedup Achieved by Parallel OETSN Using Different Types of Test Case
N/T Test case 1 2 4 8 16 32 64 128 256 512 1024
1000
Uniform 0.84 1.14 1.78 2.67 3.2 3.2 4 4 4 4 3.2
Gaussian 0.84 1.14 1.78 2.67 3.2 3.2 3.2 4 4 4 2.67
Zero 0.05 0.07 0.11 0.17 0.2 0.2 0.25 0.25 0.25 0.25 0.2
Staggered 0.79 1.07 1.67 2.14 3 3.75 3.75 3.75 5 5 3
Bucket 0.84 1.14 1.78 2.67 3.2 4 4 4 4 4 2.29
Sorted 0.79 1.07 1.67 2.5 2.5 3 3 3 3.75 3.75 3
5000
Uniform 0.14 0.19 0.36 0.65 1.11 1.77 2.38 2.7 2.7 2.7 2.48
Gaussian 0.14 0.19 0.36 0.65 1.13 1.82 2.38 2.48 2.58 2.58 2.38
Zero 0.03 0.05 0.09 0.16 0.29 0.48 0.71 0.71 0.71 0.71 0.68
Staggered 0.18 0.24 0.46 0.84 1.5 2.36 2.69 3.39 3.55 3.71 3.12
Bucket 0.14 0.2 0.37 0.68 1.21 1.93 2.52 2.74 2.74 2.74 2.52
Sorted 0.07 0.1 0.18 0.18 0.34 0.57 1.29 1.29 1.35 1.35 0.97
10000
Uniform 0.12 0.16 0.3 0.57 1.03 1.78 2.86 3.08 3.27 3.33 2.57
Gaussian 0.11 0.15 0.28 0.52 0.95 1.63 2.6 2.92 3.07 3.07 2.37
Zero 0.05 0.06 0.12 0.23 0.43 0.75 1.2 1.39 1.47 1.5 1.1
Staggered 0.11 0.15 0.28 0.54 0.99 1.73 2.79 3.12 3.22 3.22 2.53
Bucket 0.13 0.18 0.36 0.69 1.26 2.17 3.34 3.6 3.77 3.77 2.96
Sorted 0.04 0.05 0.1 0.19 0.34 0.6 0.95 1.09 1.15 1.15 0.86
50000
Uniform 0.11 0.15 0.28 0.53 1.02 1.91 3.4 4.21 4.22 4.26 3.73
Gaussian 0.11 0.15 0.28 0.55 1.04 1.95 3.46 4.28 4.29 4.32 3.79
Zero 0.02 0.03 0.06 0.11 0.22 0.42 0.75 0.96 0.98 0.98 0.84
Staggered 0.1 0.13 0.25 0.5 0.98 1.84 3.3 4.15 4.2 4.21 3.66
Bucket 0.13 0.18 0.35 0.7 1.38 2.56 4.6 5.14 5.23 5.28 4.63
Sorted 0.02 0.03 0.05 0.11 0.21 0.39 0.7 0.9 0.92 0.92 0.79
100000
Uniform 0.09 0.14 0.27 0.51 0.99 1.89 3.46 4.54 4.57 4.57 3.81
Gaussian 0.09 0.15 0.27 0.52 1.01 1.93 3.53 4.65 4.67 4.67 3.9
Zero 0.02 0.03 0.05 0.09 0.19 0.36 0.67 0.91 0.92 0.92 0.74
Staggered 0.08 0.13 0.24 0.47 0.92 1.78 3.28 4.4 4.43 4.44 3.65
Bucket 0.11 0.17 0.33 0.65 1.29 2.27 4.56 6.07 5.95 7.24 4.59
Sorted 0.02 0.03 0.05 0.09 0.19 0.36 0.68 0.92 0.93 0.93 0.75
500000
Uniform 0.1 0.15 0.28 0.54 1.05 2.04 3.81 5.07 5.07 5.15 4.15
Gaussian 0.11 0.15 0.29 0.55 1.06 2.06 3.85 5.11 5.11 5.2 4.18
Zero 0.02 0.03 0.05 0.1 0.19 0.38 0.71 0.99 0.99 1.01 0.78
Staggered 0.09 0.13 0.25 0.48 0.97 1.86 3.53 4.79 4.79 4.88 3.86
Bucket 0.12 0.18 0.34 0.67 1.34 2.58 4.98 6.31 6.41 6.48 4.88
Sorted 0.02 0.03 0.06 0.12 0.24 0.46 0.88 1.21 1.22 1.21 0.96
Table 2 (continue)
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1000000
Uniform 0.11 0.16 0.3 0.56 1.15 2.24 4.24 5.75 5.75 5.77 4.34
Gaussian 0.11 0.16 0.3 0.57 1.14 2.22 4.2 5.7 5.71 5.72 4.3
Zero 0.02 0.03 0.06 0.11 0.23 0.46 0.87 1.21 1.21 1.21 0.95
Staggered 0.1 0.14 0.27 0.52 1.07 2.09 3.97 5.45 5.46 5.46 4.25
Bucket 0.15 0.21 0.4 0.77 1.59 3.09 5.92 8.17 8.23 8.25 5.74
Sorted 0.03 0.04 0.08 0.16 0.34 0.66 1.26 1.74 1.74 1.74 1.37
1500000
Uniform 0.08 0.15 0.3 0.57 1.09 2.25 4.26 5.78 5.78 5.79 4.36
Gaussian 0.09 0.16 0.33 0.63 1.21 2.48 4.68 6.36 6.36 6.37 4.79
Zero 0.02 0.03 0.06 0.11 0.22 0.46 0.88 1.23 1.23 1.23 0.96
Staggered 0.08 0.16 0.32 0.6 1.14 2.42 4.6 6.32 6.32 6.33 4.91
Bucket 0.1 0.19 0.39 0.75 1.44 2.91 5.81 8.02 8.03 8.04 6.06
Sorted 0.02 0.04 0.09 0.17 0.32 0.68 1.3 1.8 1.81 1.81 1.42
2000000
Uniform 0.09 0.18 0.33 0.64 1.21 2.19 4.15 5.64 5.64 5.64 4.25
Gaussian 0.08 0.17 0.32 0.61 1.15 2.08 3.93 5.34 5.34 5.35 4.03
Zero 0.02 0.05 0.09 0.17 0.32 0.59 1.13 1.57 1.57 1.57 1.23
Staggered 0.09 0.17 0.33 0.63 1.2 2.24 4.26 5.84 5.84 5.85 4.29
Bucket 0.12 0.24 0.46 0.89 1.69 3.17 6.05 8.31 8.32 8.32 6.17
Sorted 0.05 0.09 0.17 0.33 0.63 1.18 2.25 3.12 3.12 3.12 2.36
2500000
Uniform 0.1 0.21 0.4 0.74 1.38 2.34 5.62 7.63 7.63 7.7 6.11
Gaussian 0.1 0.21 0.4 0.74 1.39 2.35 5.63 7.64 7.64 7.64 6.12
Zero 0.02 0.05 0.09 0.16 0.3 0.51 1.3 1.8 1.8 1.8 1.42
Staggered 0.1 0.2 0.38 0.7 1.31 2.23 5.54 7.6 7.6 7.99 6.04
Bucket 0.1 0.19 0.37 0.68 1.28 2.17 5.46 7.55 7.76 7.78 5.87
Sorted 0.04 0.08 0.15 0.28 0.52 0.88 2.23 3.09 3.07 3.07 2.43
Figure 4. Speedup achieved by parallel OETSN using the uniform test case.
From Figure 4, the speedup for the uniform test case is observed. The 7 times more  speedup is achieved 
when thread (T) =512 and data size (N) =2500000 in comparison to the sequential OETSN. We have also 
found that for T=1024, the speedup got decreased. This is because the data is not evenly distributed over 
the threads and some threads are ideal, hence the performance of the algorithm is degraded.
Table 3 (continue)
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Figure 5. Speedup achieved by parallel OETSN using the Gaussian test case.
Figure 5 shows, the speedup for the Gaussian test case. Here we have achieved speedup 
seven times greater for the thread (T)=512 and data size (N)=2500000 in comparison to the 
sequential OETSN. The speedup difference can be seen at larger inputs, or we may say that 
speedup is directly proportional to the number of threads and size of the input. 
Figure 6. Speedup achieved by parallel OETSN using the zero test case.
Figure 6 shows, the speedup for a zero test case, highlighting that speedup is at least 
two times greater at T=512 and N=2500000 in comparison to the sequential OETSN. This is 
achieved in the zero test case. 
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Figure 7. Speedup achieved by parallel OETSN using the staggered test case.
Figure 7 shows, the speedup for the staggered test case. In this test case, speedup is eight 
times greater at T=512 and N=2500000 in comparison to the sequential OETSN. 
Figure 8. Speedup achieved by parallel OETSN using the bucket test case.
Figure 8 shows, the speedup for the bucket test case. The speedup increased by eight times 
at T=512 & N=2000000 in comparison to the sequential OETSN. Speedup is less at N=500 
due to the smaller amount of data.
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Figure 9. Speedup achieved by parallel OETSN using the sorted test case.
Figure 9 shows, the speedup for the sorted test case. The speedup is achieved three times 
greater at T=512 and N=1000 in comparison to the sequential OETSN. But in other test cases 
more speedup is achieved at N=2500000 or 2000000. This is because comparison is performed 
to the adjacent element only. There is no swapping performed as the data is already sorted.
In conclusion, we found that speedup is directly proportional to the number of threads and 
size of data in most of the tests. Maximum speedup is achieved by the bucket and staggered 
test case i.e. eight times greater in comparison to the sequential OETSN. Minimum speedup is 
achieved by the zero test case i.e. two times. We also found that in some cases good speedup 
is also achieved at N=1000 and 5000 at nearly seven and eight times greater.
EXPERIMENTAL EVALUATION OF PROPOSED MODIFIED PARALLEL 
OETSN ALGORITHM
Testing of proposed modified parallel OETSN algorithm is done on the sorting benchmark using 
GPU computing on CUDA hardware. Table 4 shows the execution time in seconds of proposed 
modified parallel OETSN algorithm using different types of test case. By examining Table 4, 
we found that the proposed approach is very efficient in comparison to the parallel OETSN 
only for the zero and sorted test cases. The execution time comparison for the sorted and zero 
test cases of parallel and proposed modified parallel OETSN are shown in Figures 10 and 11.
The results obtained in Table 4 are justified with the proposed algorithm discussed above. 
In the zero and sorted test cases, data did not require any swapping. In the odd-even module 
an evaluation function is called after one pass. It is a serial function, which added the number 
of swaps after every function was performed. The number of swaps is zero for the sorted and 
zero test case, so the algorithm is terminated. Now in the case of other test cases, we do not 
know how the data are placed, but we still tried to take advantage of the proposed approach. 
However, it added an extra overhead on the execution time of the programme of the remaining 
test cases.
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Figures 10 and 11 are shown with the sub-figures from (a) to (j). In all the sub-figures the 
X-axis represent the number of threads and the Y-axis represent the execution time in seconds. 
The execution time comparison of the zero and sorted test case of parallel OETSN and the 
proposed modified parallel OETSN is shown in Figure 10 and 11. The analysis of Figures 10 
and 11 show that the execution time of the proposed modified parallel OETSN algorithm is 
much less compared to that of the existing parallel OETSN algorithm. The scale of the Y-axis 
was taken in logarithmic, using base to the power 2 because the execution time of the proposed 
approach is much less in comparison to the existing one.
Figure 10 describes the execution time comparison of the existing parallel OETSN and 
proposed modified parallel OETSN over the zero test case. As the modified parallel OETSN is 
exploiting the nature of the data, we got better results in all the cases of data size from N=1000 
to 2500000. For the small data set we could see that the execution time of modified parallel 
OETSN was trending towards the existing parallel OETSN. This is due to the fact that each 
tread had very little data elements to sort.
Figure 11 compares the execution time comparison of the parallel OETSN and modified 
parallel OETSN over the sorted test case. The zero test case was the special case of the sorted 
data. There is no swapping in both cases, and so, the trends of the modified OETSN are almost 
similar to those of the zero test case.
Table 4 
Execution Time in Seconds of Modified Parallel OETSN Using Different Types of Test Case
N/T Test case 1 2 4 8 16 32 64 128 256 512 1024
1000
Uniform 0.039 0.03 0.012 0.008 0.007 0.006 0.006 0.006 0.005 0.005 0.005
Gaussian 0.029 0.019 0.012 0.008 0.006 0.004 0.004 0.004 0.004 0.004 0.006
Zero 0.0004 0.0003 0.0003 0.0002 0.0002 0.0002 0.0002 0.0001 0.0001 0.0001 0.0005
Staggered 0.029 0.02 0.012 0.008 0.007 0.006 0.006 0.005 0.004 0.004 0.006
Bucket 0.029 0.019 0.011 0.008 0.006 0.004 0.004 0.003 0.003 0.003 0.005
Sorted 0.00017 0.00016 0.00009 0.00008 0.00007 0.00006 0.00005 0.00005 0.00004 0.00004 0.00009
5000
Uniform 0.656 0.435 0.234 0.128 0.072 0.042 0.031 0.027 0.026 0.025 0.028
Gaussian 0.657 0.437 0.235 0.129 0.072 0.042 0.033 0.026 0.025 0.024 0.029
Zero 0.0003 0.0003 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0006
Staggered 0.657 0.462 0.24 0.129 0.07 0.042 0.032 0.032 0.028 0.029 0.029
Bucket 0.656 0.43 0.227 0.122 0.069 0.041 0.033 0.026 0.025 0.025 0.029
Sorted 0.00032 0.00025 0.00021 0.00013 0.00011 0.00008 0.00007 0.00007 0.00006 0.00006 0.00014
10000
Uniform 2.598 1.72 0.909 0.483 0.263 0.146 0.091 0.081 0.074 0.073 0.095
Gaussian 2.597 1.718 0.909 0.484 0.263 0.147 0.091 0.082 0.075 0.074 0.096
Zero 0.0005 0.0004 0.0002 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0007
Staggered 2.6 1.825 0.932 0.483 0.259 0.142 0.088 0.078 0.072 0.072 0.094
Bucket 2.6 1.695 0.879 0.457 0.245 0.139 0.09 0.082 0.075 0.074 0.095
Sorted 0.00062 0.00037 0.00024 0.00013 0.00018 0.00009 0.00006 0.00007 0.00006 0.00006 0.00006
50000
Uniform 64.64 42.9 22.52 11.67 6.03 3.15 1.76 1.4 1.4 1.39 1.5
Gaussian 64.66 42.91 22.52 11.66 6.03 3.15 1.76 1.41 1.4 1.4 1.5
Zero 0.0025 0.0016 0.0009 0.0005 0.0003 0.0002 0.0001 0.0002 0.0002 0.0004 0.0007
Staggered 64.64 45.54 23.11 11.61 5.88 3.04 1.69 1.34 1.33 1.33 1.44
Bucket 64.64 42.25 21.81 11 5.58 2.89 1.62 1.4 1.4 1.4 1.5
Sorted 0.00255 0.00167 0.00087 0.00047 0.00026 0.00015 0.00013 0.00013 0.00011 0.00011 0.00013
100000
Uniform 225.65 174.34 94.25 48.95 25.27 13.12 7.1 5.33 5.31 5.31 6.04
Gaussian 223.12 174.21 94.24 48.96 13.12 7.11 5.34 5.34 5.32 5.31 6.04
Zero 0.006 0.0032 0.0018 0.0009 0.0005 0.0003 0.0002 0.0002 0.0003 0.0004 0.0007
Staggered 225.87 184.77 97.43 49.1 24.79 12.69 6.82 5.09 5.07 5.06 5.8
Bucket 224.53 171.3 92.32 46.7 23.57 12.04 6.51 4.98 4.18 4.02 6.04
Sorted 0.00584 0.00321 0.00178 0.00091 0.00054 0.00028 0.00017 0.00016 0.00015 0.00015 0.00024
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500000
Uniform 4870.8 3550.6 1921.6 1217.1 625.3 321.5 170.3 126.2 126.1 126 146.3
Gaussian 4870.2 3521.9 1911.7 1216.8 624.5 320.4 170.2 126.4 126.3 126.2 146.3
Zero 0.0258 0.0162 0.0083 0.0044 0.0022 0.0012 0.0007 0.0006 0.0006 0.0008 0.0011
Staggered 4770.2 3421.9 1811.7 1116.8 613 310.8 163.2 120.4 120.3 120.3 140.3
Bucket 4690.2 3391.9 1791.7 1196.8 583.5 295 155.4 124.3 123.6 123.2 146.4
Sorted 0.02576 0.01631 0.0084 0.00435 0.00226 0.00116 0.00072 0.00052 0.00052 0.00049 0.00057
1000000
Uniform 18999.6 13446.8 6986.6 3749.7 1999.8 1288.9 688.4 504.7 506.4 505.6 593.4
Gaussian 18931.6 13412.7 6931.6 3721.6 1958.7 1231.6 612.6 484.3 481.6 478.6 521.3
Zero 0.0519 0.0327 0.0169 0.0088 0.0043 0.0023 0.0013 0.001 0.0011 0.0013 0.0016
Staggered 18998.6 13487.8 6998.5 3798.4 1998.9 1287.6 698.9 584.3 581.6 578.6 621.3
Bucket 18811.6 13337.8 6838.5 3658.4 1985.8 1197.6 658.8 524.4 511.4 508.6 611.3
Sorted 0.05187 0.03265 0.01701 0.0088 0.00432 0.00222 0.00132 0.00106 0.00101 0.00096 0.00113
1500000
Uniform 60576.7 31467.7 15587.6 8368 4599.6 2251.7 1264.8 1156.6 1145.9 1142 1333.6
Gaussian 60521.7 31421.7 15531.9 8315.7 4523.6 2121.7 1212.6 1115.7 1106.7 1101.7 1312.7
Zero 0.0761 0.049 0.0252 0.0132 0.0075 0.0033 0.0018 0.0015 0.0015 0.0016 0.0022
Staggered 60621.7 31496.6 15588 8393.9 4589.9 2179.7 1289.8 1198.8 1188.7 1179.7 1389.7
Bucket 60511.7 31336.6 15428 8283.9 4679.6 2119.7 1199.9 1088.8 1078.7 1069.7 1319.7
Sorted 0.07624 0.049 0.02521 0.01322 0.00751 0.00338 0.00175 0.00138 0.00137 0.0013 0.00162
2000000
Uniform 90841.8 46324.8 24343.8 12843.7 6834.9 3873.7 2052.7 1665.9 1645.9 1611.7 2012.6
Gaussian 90759.3 46289.6 24289.6 12789.5 6779.6 3812.6 2012.6 1612.7 1601.7 1589.6 1989.6
Zero 0.1021 0.0652 0.0336 0.0176 0.009 0.0044 0.0023 0.0019 0.002 0.0021 0.0026
Staggered 90859.3 46389.9 24389.5 12889.2 6879.6 3899.9 2079.9 1612.7 1609.7 1604.6 1999.6
Bucket 90710.3 46124.9 24249.5 12779.2 6789.6 3789.9 2010.8 1582.7 1579.7 1564.6 1919.6
Sorted 0.10196 0.06515 0.03359 0.01761 0.00896 0.00436 0.00242 0.00181 0.00179 0.0017 0.0021
2500000
Uniform 167205.5 83211.7 42817.7 23834.8 12887.7 7934.9 3476.5 2483.7 2454.9 2444.7 2984.9
Gaussian 165803.7 83204.8 42253.6 23765.6 12754.6 7911.6 3432.7 2426.5 2423.5 2422.5 2932.3
Zero 0.1281 0.0813 0.042 0.0221 0.0119 0.0069 0.0025 0.0019 0.0018 0.0017 0.0029
Staggered 165898.7 83298.8 42353.9 23865.2 12854.6 7997.6 3489.9 2432.5 2424.5 2422.5 2989.3
Bucket 165721.7 83198.8 42213.9 23745.2 12744.6 7867.7 3399.7 2329.5 2324.5 2322.5 2929.3
Sorted 0.12802 0.0816 0.04196 0.0221 0.01186 0.00687 0.00286 0.00233 0.00228 0.0022 0.00267
Table 4 (continue)
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Figure 10. Execution time comparison of parallel and modified parallel OETSN using the zero test 
case.
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Figure 11. Execution time comparison of parallel and modified parallel OETSN using the sorted test 
case.
The overall conclusion of the paper is that odd-even transposition sorting has the sequential 
time complexity, O(n2). So, we parallelised the OETSN using GPU computing on CUDA 
hardware and then proposed the modified parallel OETSN using GPU computing. In the 
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proposed modified parallel OETSN, we reduced the number of levels of the network. After 
testing, we found that the number of levels of the OETSN are reduced for two types of test 
case i.e. zero and sorted test cases.
CONCLUSION AND FUTURE WORK
The suggested approach provided the best results when the data did not require swapping i.e. 
the data are sorted or unique. This significantly reduced the execution time in comparison 
to the existing one. The proposed approach achieved an improvement in execution time of 
981661.6 times faster in the sorted test case and 904620.7 times in the zero test case using 
2500000 elements and 1024 threads in comparison to the existing parallel OETSN. The time 
complexity is reduced from O(n) to O(1) because the proposed approach is executed using 
GPU. Some tasks are done sequentially on parallel machines so the time required in other types 
of test cases is slightly increased. We tested six types of test case. We varied the data from 
1000 to 2500000 and the thread in multiples of two from 1 to 1024. The suggested approach 
can be further improved by using parallel reduction as we used linear addition. We used GPU 
computing using CUDA hardware with the computing capability 2.1 to test the algorithms. 
However, if the same algorithms will be used on hardware with the computing capability 3.0, 
then they will give an added advantage of unified memory architecture.
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ABSTRACT
Human breast milk microbiota is essential for infant immune system development, maturation and 
protection against infection. However, there is scarce information on the fluid’s microbiological 
composition from Malaysia. The objective of the study was to isolate, identify and characterise commensal 
bacterial population present in human breast milk from Malaysia. One hundred bacteria were isolated 
from the human breast milk of healthy lactating women (n=30). After preliminary screening, 20 isolates 
were characterised using both phenotypic and molecular techniques. The results indicated that most 
frequently identified bacteria in this study were E. faecalis and S. hominis. These organisms alongside E. 
cloacae were all metabolised D-Maltose, Sucrose, D-Turanose, α-D-Glucose, D-Fructose, D-Mannose, 
D-Galactose, D-sorbitol and D-Mannitol and were able to grow at pH 5 and 6, 1% sodium lactate, 1%, 
2% and 8% NaCl. BLAST showed over 99% similarity to those deposited in Genbank. Phylogenetic-
relatedness was depicted using neighbour-joining method and had two clades with 100% bootstrap. These 
findings provided insight into the nature, characteristics and also phylogenetic-relatedness of bacteria 
present in human milk from Malaysia. Isolation and identification of commensal bacteria from human 
milk are considered the first step for future studies on the benefit of these organisms towards human health.
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INTRODUCTION
Human breast milk is a vital postpartum fluid and is considered the most important element 
in metabolic and immunologic programming of the health of neonates (Wagner, 2012). The 
presence of live cells in the fluid has been established across the world but such information 
from Malaysia is missing. Microbial populations in human milk vary with geographical location 
(Dubos et al., 2011; Nasiraii et al., 2011; Nuraida et al., 2012). Thus, the aim of this study was 
to isolate, identify and characterise bacteria present in human milk from Malaysia.
Human milk is an important factor in the initiation, development and of course, the 
composition of the neonatal gut microflora as it is a source of microorganisms to the infant 
gut for several weeks after birth (Martin et al., 2005). Wagner (2012) defined breast milk as 
a bioactive fluid that evolved from colostrum to mature milk. Heikkilä and Saris (2003) and 
Martı́n et al. (2002) estimated the ingestion of about 1 × 105 to 1 × 107commensal bacteria by 
infants consuming approximately 800 mL per day while suckling.
The human body is inhabited by 10 times more bacteria than body cells. Reports evaluating 
the beneficial effects of these bacteria have been shared in past decades (Gregoret et al., 2013). 
Human breast milk is not an exception as it contains numerous live cells. It is considered a 
symbiotic fluid. It is not sterile, as traditionally believed. Human breast milk is a complex fluid 
rich in nutritional and non-nutritional bioactive components (Prentice, 1996). These include 
prebiotic oligosaccharides (Kralj et al., 2002; Pridmore et al., 2004; Nasiraii et al., 2011) in 
addition to the potential probiotic and the biotherapeutic commensal (Holzapfel et al., 1998; 
Martin et al., 2005; Nasiraii et al., 2011). 
Research on commensal bacteria from human milk has just resumed as previously breast 
milk studies focused on pathogens (Heikkila & Saris, 2003). Commensal bacterial strains 
reported from human milk are widely used in the health and industrial sectors as they have 
the ability to inhibit the growth of a wide spectrum of pathogenic bacteria by competitive 
exclusion and/or through the production of antimicrobial compounds, such as bacteriocins, 
organic acids and hydrogen peroxide (Fooks et al., 1999; Reid, 2001; Beasley, 2004; Martín 
et al., 2007). Martin et al. (2005) and Olivares et. al. (2006) suggested that the milk of healthy 
woman may be a source of potentially probiotic or biotherapeutic bacteria and can play a role in 
protecting mothers and/or infants against infectious and clinical diseases. In the present study, 
we characterised the commensal bacterial composition of expressed breast milk in Malaysia 
and determined their evolutionary relationship by sequence and phylogenetic analyses.
MATERIALS AND METHODS
Sample Collection
Expressed breast milk was collected from 30 healthy women aged between 23 and 38 years 
who were breastfeeding children from birth to two years old. They were randomly selected 
from four states and two federal territories in Peninsular Malaysia, namely Selangor, Johor, 
Perak, Negeri Sembilan, Kuala Lumpur and Putrajaya. Consent forms were obtained from 
the respondents. The samples were received as freshly expressed, chilled or iced. All samples 
collected were immediately stored at -20 ºC until further analyses. 
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Bacterial Culture and Isolation
A total of 100 isolates were obtained by plating 100 µL of the milk sample on non-selective MRS 
agar plates after thawing at 4 ºC overnight. The plates were incubated aerobically at 37 ºC for 
48 to 72 h. An MRS medium was used to support growth of nutritionally fastidious microbes 
as previously reported (Heikkila & Saris, 2003). Based on colony morphology, colonies were 
randomly picked from culture plates and purified twice in the same conditions for 18 to 24 
h. The purified strains were stored at -80ºC in growth media containing 20% (v/v) glycerol.
Bacterial Identification and Phenotyping
Isolates were identified and metabolically profiled using Biolog GenIII MicroPlate™ 
microbial identification system (Biolog; Haywood, CA, USA). Pure bacterial isolates were 
suspended in minimal media (Inoculating Fluid A (IF-A); Biolog; Haywood, CA, USA) using 
a sterile cotton swab and adjusted to approximately 90 to 98% transmission using a Biolog 
turbidimeter. From the bacterial suspension, 100µL was inoculated into each well of GenIII 
micro titre plates. The plates were incubated at 33 ºC for 16 to 22 h. Bacteria were speciated 
using algorithms provided by ML5 on the Biolog microstation 2 reader (Microlog 3/5.2.01 
35, Biolog, USA). For all isolates, end-point raw absorbance data from the 96-well GenIII 
identification plates were normalised by subtracting absorbance in the negative control well 
and then exported automatically into a separate programme (Statistica†; Statsoft, Tulsa, OK, 
USA) for data analysis. Isolate metabolic profile was compared to the Biolog identification 
database (Biolog GEN III 2_6_1_08.15G). All isolates identified as microaerophilic based on 
the results obtained using IF-A were double confirmed with group specific fluid - IF-C (Biolog; 
Haywood, CA, USA).
Molecular Identification and Typing of the Isolates
Bacterial genomic DNA was extracted using the Qiagen DNA extraction kit (QIAamp®, Hilden, 
Germany) according to the protocols of Gram positive bacteria from DNeasy Blood and tissue 
culture handbook (2006) with modifications. Prior to the addition of buffer AL, 10µL of RNase 
A/T1 (2mg/mL, Fermentas) was added to the mixture after Proteinase K, vortexed and incubated 
at room temperature for 2 min. The genomic DNA was eluted with 50µL of sterile deionised 
distilled water instead of 200 µL of elution buffer and then stored at -20oC.
The extracted bacterial genomic DNA was visualised using 1% Agarose (TopVision™, 
Thermo scientific, Fermentas) stained with 1µL of Redsafe™ (iNtRoN Biotechnology, Korea) 
at 99V for 30 min. UV illuminator (G-Box, Syngene) with Gene system software (version 
1.4.0.0) was used to view and capture the gel image.
Amplification was carried out using a Bio-Rad Thermocycler (Berkeley, California). The 
reaction mixture (25µL) contained 12.5µL of PCR master mix (DreamTaq Green, Thermo 
scientific, USA), 10.5µL of nuclease free water, 1µL of genomic DNA template and 0.5µL 
of 10mM of forward and reverse primers; 27F (5´-AGAGTTTGATCCTGGCTCAG-3´) and 
WLAB2R (5´-TCGAATTAAACCACATGCTCCA-3´) (Integrated DNA Technologies) as 
previously described by Emerenini et al. (2013) and Lopez et al. (2003). The amplification 
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programme was initial denaturation at 95 ºC for 2 min, followed by 30 cycles of denaturation 
at 95 ºC for 0.5 min, primer annealing at 48.9 ºC for 0.5 min and extension at 72 ºC for 1.5 
min. Final extension was done at 72 ºC for 7 min.
The PCR products were purified using the GelJet PCR purification kit (Thermo-scientific, 
Lithuania) according to the manufacturer’s instructions. The purified PCR amplicon were 
visualised on 1% agarose gel as described previously. The DNA concentrations of the 
purified products were determined using a nanodrop (IMPLEN, Shimadzu) before subjected 
to sequencing.
DNA Sequencing and Sequence Analysis
The purified PCR products of each isolate were sequenced thrice on both strands by ABI 
Prism 3730xl DNA sequencer using ABI PRISM Dye Terminator Cycle Sequencing Ready 
Reaction kit (Perkin Elmer) to get precise consensus sequence. BioEdit™ software version 
7.2 package (Hall, 1999) was used in editing, quality assurance trimming and analysing the 
consensus sequence between the three sets of forward and the reverse complement of the 
reverse sequences. The consensus sequence was then BLAST for highly similar organism 
sequence identity using the “blastn” algorithm from GenBank (http://www.ncbi.nlm.nih.
gov/BLAST/). Isolate identities of 99% and above were considered the identity of the query 
organisms. Sequences of all isolates from each genus were BLAST with a reference sequence 
for comparison. 
Molecular Evolutionary Genetics Analysis, MEGA (Tamura et al., 2007) software version 
6.03 Beta (6131108) was used to construct the tree. The neighbour-joining algorithm was used 
to explore the phylogenetic tree (Saitou & Nei, 1987); the robustness of individual branches 
was estimated using bootstrapping with 1000 replications (Felsenstein, 1985). 
A total of 35 isolates was included in the phylogenetic analysis depicted by neighbour-
joining (Table 1). Twenty of the sequences were obtained from this study while 15 closely 
related available sequences were retrieved online from the GenBank database.
Table1 





1 Enterococcus faecalis CP008816 1629243-1630110 Minogue et al. (2014)
2 Enterococcus faecalis CP008816 2056343-2057210 Minogue et al. (2014)
3 Staphylococcus lugdunensis FR87027 2424570-2425475 Heilbronner et al. (2011)
4 Staphylococcus lugdunensis FR87027 2476052-2476957 Heilbronner et al. (2011)
5 Staphylococcus lugdunensis CP001837 2447081-2447986 Tse et al. (2010)
6 Staphylococcus lugdunensis CP001837 2505017-2505922 Tse et al. (2010)
7 Staphylococcus hominis FN393804 10-900 Unpublished
8 Staphylococcus hominis EU337115 24-914 Bauer et al. (2009)
9 Staphylococcus hominis FJ768458 15-905 Tothova et al. (2010)
10 Staphylococcus hominis JQ795892 5-895 Unpublished
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11 Staphylococcus hominis KJ147074 14-904 Unpublished
12 Enterobacter cloacae CP008823 3604651-3605545 Unpublished
13 Enterobacter cloacae CP008823 4730135-4731029 Unpublished
14 Enterobacter cloacae CP008823 4390718-4391612 Unpublished
15 Enterobacter cloacae CP008823 4649858-4650752 Unpublished
16 Staphylococcus hominis KM392086 1-890 This study
17 Staphylococcus hominis KM392085 1-890 This study
18 Staphylococcus lugdunensis KM392088 1-905 This study
19 Staphylococcus hominis KM392087 1-890 This study
20 Staphylococcus hominis KM609184 1-890 This study
21 Staphylococcus hominis KM609185 1-890 This study
22 Enterobacter cloacae KM609192 1-894 This study
23 Enterobacter cloacae KM392095 1-894 This study
24 Enterobacter cloacae KM392093 1-894 This study
25 Enterobacter cloacae KM392094 1-894 This study
26 Enterococcus faecalis KM609186 1-867 This study
27 Enterococcus faecalis KM392090 1-867 This study
28 Enterococcus faecalis KM392089 1-867 This study
29 Enterococcus faecalis KM392091 1-867 This study
30 Enterococcus faecalis KM609187 1-867 This study
31 Enterococcus faecalis KM609188 1-867 This study
32 Enterococcus faecalis KM609189 1-867 This study
33 Enterococcus faecalis KM609190 1-867 This study
34 Enterococcus faecalis KM609191 1-867 This study
35 Enterococcus faecalis KM392092 1-867 This study
Confirmatory PCR
After the molecular identification of the isolates, confirmatory PCR was performed using genus 
and/or specie specific primers (Table 2) to the identified isolates to double confirm the success 
and reliability of the bacterial identification.
Bacterial Accession Numbers
All sequences obtained in this study were deposited in the GenBank under the following 
accession numbers: KM392085, KM392086, KM392087, KM392088, KM392089, KM392090, 
KM392091, KM392092, KM392093, KM392094, KM392095, KM609184, KM609185, 
KM609186, KM609187, KM609188, KM609189, KM609190, KM609191 and KM609192.
Table1 (continue) 
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Human milk was traditionally considered 
sterile; however, studies have shown that 
the fluid serves as a continuous supply of 
commensal, mutualistic and/or potentially 
probiot ic  bacteria  to the infant  gut . 
Staphylococci, Streptococci, Lactic acid 
bacteria and Bifidobacteria were reported 
to be the dominant species in human milk 
(Fernández et al., 2013).
Twenty bacterial isolates were identified 
in this study and their metabolic profile 
showed that all of the isolates were able to 
metabolise a wide variety of carbon sources 
and have the ability to survive in many 
environments. For example, D-Maltose, 
Sucrose, D-Turanose, α-D-Glucose and 
D-Fructose were metabolised by all of the 
bacteria identified. They vary in a wide 
range of growth requirements, including also 
the carbon sources they utilise. Most of the 
identified bacteria needed some additional 
growth factors for adequate growth. Pyruvate, 
alanine, arginine, aspartate, glutamate, 
histidine, serine and pectin are some examples 
of essential nutrients required by these 
bacteria, which may not be present in general 
growth media. Therefore, we used an enriched 
media for their growth; otherwise they can 
over-grow in mixed cultures. Probiotic 
characteristics including acid tolerance 
and l-lactate production as seen from the 
isolates were also observed as did Choi et al. 
(2006). Individual requirement differences are 
tabulated in Table 3.
Consistent with earlier studies, this 
study showed the genera Enterococci and 
Staphylococci were the most frequently 
isolated from human breast milk (Caroll 
et al., 1979; Eidelman & Szilagyi, 1979; 
El-Mohandes et al., 1993; Wright & Feeny, 
1998; Heikkila & Saris, 2003). Among the 20 
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Table 3 








Dextrin - + +
D-Maltose + + +
D-Trehalose + + +
D-cellobiose - + +
Gentibiose - + +
Sucrose + + +
D-Turanose + + +
D-Stachyose - - +
D-Raffinose - - +
α-D-Lactose - - +
D-Melibiose - - +
β-Methyl-D-Glucosidase - + +
D-salicin - + +




N-Acetyl-D-Galactosamine - + +
N-Acetyl Neuraminic Acid + - -
α-D-Glucose + + +
D-Mannose - + +
D-Fructose + + +
D-Galactose - + +
L-Rhamnose - - +
Inosine - + +
D-sorbitol - + +
D-Mannitol - + +
Myo-innositol - - +
Glycerol - + +
D-Glucose-6-PO4 - + +
D-Fructose-6-PO4 - + +
D-Serine - - +
Glycyl-L-Proline - - +
L-Alanine - - +
L-Arginine - - +
L-Aspartic Acid - - +
L-Glutamic Acid - - +
L-Histidine - - +
L-Serine + + +
Pectin + + +
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bacteria isolated, E. faecalis were 10 and Staphylococci, six. The genus Staphylococcus has 
species that are of concern in medical treatment; however, most of the detected Staphylococci 
(S. hominis) are known as residents of the normal bacterial flora in humans (Heikkila & Saris, 
2003).
This present finding supports the view that commensal Staphylococci are part of the 
predominant bacterial species in breast milk (Heikkilä & Saris, 2003). This bacterium may 
have originated from the skin (Dubos et al., 2011), perhaps when it came into contact with 
milk during suckling or pumping. Some bacteria present in the maternal gut could reach the 
mammary gland during late pregnancy and lactation through a mechanism involving gut 
monocytes. Infrared photography has shown that a certain degree of retrograde flow back 
into the mammary ducts can occur during suckling (Fernández et al., 2013). This bacterial 
community may differ depending on the individual and the health status of the lactating women. 
Cabrera-Rubio et al. ( 2012) held the view that breast milk microbiome is by the mammary 
glands because the bacteria isolated during the weeks previous to labour, that is, before any 
kind of contact with the infant, were very similar to the bacterial species isolated from fresh 
milk obtained after childbirth. 
E. faecalis is a common inhabitant of the gastrointestinal tracts of humans and is a highly 
diverse species that includes opportunistic pathogens, commensal, food-derived and probiotic 












D-Gluconic Acid - - +
D-Glucoronic Acid - + +
Glucoronamide - - +
Mucic Acid - - +




Methyl Pyruvate + + +
L-Lactic Acid + - +
Citric Acid - + +
L-Malic Acid - +
Bromo-Succinic Acid - + -
α-Keto-Butytic Acid - + -
ϒ-Amino-Butryric Acid - - -
Acetic acid + - +
Formic Acid - - +
+ = Ability to metabolise   - =Unable to metabolise     GP=Gram Positive
Table 3 (continue) 
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(Buhnik-Rosenblau et al., 2013). It is a member of the lactic acid bacteria group and was found 
as the most frequently identified strain in this study (Table 5). Its origin in the milk remains 
unclear. Some reports suggest that these microorganisms and even Bifidobacteria might be 
brought to the lactating breast tissue through the endogenous trafficking of bacteria-loaded 
dendritic cells originated from intestinal mucosa (Dubos et al., 2011). Dendritic cells have 
been described to penetrate the intestinal epithelium to take up commensal bacteria from the 
gut lumen to reach the systemic circulation, and to retain even life bacteria for several days 
(Cabrera-Rubio et al., 2012). However, it has been reported that lactobacilli and enterococcal 
isolates present in human milk are genotypically different from those isolated in the skin, 
within a same bacterial species and a same host (Martín et al., 2003).
A chemical sensitivity assay obtained in this study showed that all of the isolates profiled 
were able to grow in harsh environments such as growth at low acidic conditions (pH 5 and 
6), as well as in a salted environment: that is in the presence of 1% sodium lactate and 1%, 
2% and 8% NaCl. Thus, these characteristics make them potential probiotic microorganisms. 
These characteristics can be compared with probiotics’ ability to resist bile acid and stomach 
conditions. The isolates vary in resistance to common antibiotics. For example, Enterobacter 
cloacae isolates were found to be resistant to Lincomycin, Niaproof 4, Rifamycin SV and 
Vancomycin antibiotics while Staphylococcus hominis and Enterococcus faecalis are sensitive. 
The latter, which were reported to be commensals/probiotic, were found to be sensitive to a 
range of antibiotics; nonetheless they survived in unfavourable physical environments (Table 4).
Table 4 
Chemical Sensitivity Assay of the Isolated Bacteria






pH 6 + + +
pH 5 + - +
1% NaCl + + +
2% NaCl + + +
8% NaCl + + -
1% Sodium lactate + + +
Fusidic Acid - - +
D-Serine + + -
Troleandomycin - - +
Rifamycin SV - - +
Minocycline - - -
Lincomycin - - +
Guanidine HCl - + +
Niaproof 4 - - +
Vancomycin - - +
Tetrazollium violet + + +
Tetrazollium blue - + +
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Nalidixic Acid + + -
Lithium Chloride + + -
Potassium Telluite + + -
Aztreonam + + -
Sodium Butyrate + + -
+ = Resistant                  - = Sensitive
Table 5 










1 1 2 Cocci +ve
2 2 4
3 2a1 Cocci +ve Enterococcus faecalis  
KM609186    
4 3 4
5 3a1 Rods +ve
6 3a2 Cocci +ve Staphylococcus hominis 
KM609184   
7 3b Cocci +ve Staphylococcus hominis  
KM392086    
8 4 3 Cocci +ve
9 5 4
10 5a1 Cocci +ve Enterococcus faecalis 
KM392090   
11 6 6 No growth
12 7 6 No growth
13 8 3
14 8a2 Cocci +ve Enterococcus faecalis 
KM392089  
15 9 Cocci +ve
16 10 3
17 10a Cocci +ve Staphylococcus hominis 
KM392085   
18 10c Cocci +ve Staphylococcus hominis 
KM609185   
19 11 3 Rods +ve
20 12 4 Cocci +ve
21 13 3 Cocci +ve
Table 4 (continue) 
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22 14 3 Cocci +ve
23 15 3 Cocci +ve
24 16 3 Rods +ve
25 17 4 Cocci +ve
26 18 4
27 18g Cocci +ve Enterococcus faecalis 
KM392091
28 18n Cocci +ve Staphylococcus lugdunensis 
KM392088   
29 19 4
30 19b1 Cocci +ve Enterococcus faecalis 
KM609187   
31 19b2 Cocci +ve Staphylococcus hominis  
KM392087
32 20 4 Cocci +ve
33 21 3 Cocci +ve
34 22 2
35 22l Cocci +ve Enterococcus faecalis 
KM609188    
36 22n Rods -ve Enterobacter cloacae 
KM392094
37 23 3 Cocci +ve
38 24 4
39 24d Rods -ve Enterobacter sp. KM609192    
40 24i Rods -ve Enterobacter sp. KM392095     
41 24m Rods -ve Enterobacter sp. KM392093    
42 25 4
43 25a1 Cocci +ve Enterococcus faecalis 
KM609189   
44 26 5 Cocci +ve
45 27 2




49 29a1 Cocci +ve Enterococcus faecalis 
KM609191   
50 30 3
51 30a2 Cocci +ve Enterococcus faecalis 
KM392092   
Table 5 (continue) 
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Resistance to bile salts, tolerance to gastric acid and low pH conditions are indication 
of survival in the stomach and intestinal digestion indicating probiotic properties (Dunne et 
al., 2001). As reported previously (Nueno-Palop & Narbad, 2011), E. faecalis is one of the 
strains found in this study to possess these characteristics. It was the strain that showed the 
most adherence to human intestinal cells (Nueno-Palop & Narbad, 2011) and adherence is an 
effective property of potential biotherapeutics as it is a prerequisite for colonisation, making 
the organisms a good probiotic.
S. hominis is normally found on human skin and usually as a harmless commensal. It is a 
coagulase-negative member of the bacterial genus Staphylococcus. They are Gram-positive, 
spherical cells in clusters of usually 1-2 mm in diameter. On agar plates, colonies usually have 
wide edges and an elevated centre and are yellow-orange pigmented. As observed during our 
isolation and also reported in previous findings (Abdalla et al., 2013), this study found out 
that S. hominis was able to metabolise glucose, fructose, sucrose, trehalose, turanose, lactose, 
galactose, mannitol and mannose. Its optimal growth conditions were 28 to 40 °C, but good 
growth was still observed at 45 °C, NaCl around 7.5% (Abdalla et al., 2013). S. hominis 
differ phenotypically from other species in the Staphylococcus genus as it produces acid from 
trehalose, low tolerance of NaCl and the carbohydrate reaction pattern.
The issue of antibiotic resistance is of medical concern since most of the genes involved 
are often plasmid or transposon associated, thereby presenting a risk of horizontal gene transfer 
of such genes to pathogens. In line with Nueno-Palop & Narbad (2011), the present findings 
indicated that both E. faecalis and S. hominis were susceptible to common antibiotics, for 
example, vancomycin, Niaproof 4 and rifampicin. However, E. cloacae is of concern due to 
its antibiotic-resistant pattern.
Pathogens such as Staphylococcus aureus and Streptococcus agalactiae, have been reported 
in breast milk (Bingen et al., 1992; Le Thomas et al., 2001; Novak et al., 2000). However, such 
pathogens were regarded as rare contaminants of the breast milk of healthy lactating women 
(Caroll et al., 1979; West et al., 1979; Law et al., 1989; El-Mohandes et al., 1993). In this study, 
the isolation of Enterobacter cloacae from the milk of healthy women can be considered as 
a contamination of breast milk. The presence of maternal dietary fat during pregnancy and 
lactation greatly influences breast milk fatty acid content (Amusquivar et al., 2000; Scopesi 
et al., 2001). Maternal dietary and health conditions (especially in terms of infection) are very 
important to the nature of bacteria in the milk. Berlin et al. (1984) reported the presence of 
dietary caffeine in human milk shortly after its consumption. 
The number of E. cloacae in this study was few, but if the numbers were very high in the 
breast milk it could have caused dissemination of multidrug resistance. This is because the 
isolate was able to resist the presence of common antibiotics such as rifamycin SV, lincomycin, 
vancomycin, troleandomycin, among others while also being able to metabolise a wide range 
of carbon sources, growth at low pH and withstand up to 8% NaCl similar to E. faecalis and 
S. hominis.
Biolog GenIII MicroPlate™ was developed originally for the identification of isolated 
microorganisms based on their substrate utilisation pattern. It is a 96-well microtiter plate 
containing tetrazolium violet with a 71-carbon source utilisation assay and 23 chemical 
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sensitivity assays in addition to positive and negative controls. Three species of bacteria (E. 
faecalis, E. cloacae, S. hominis) were phenotyped using this identification panel.
Human milk is generally accepted as the best source of nutrition for neonates. It contains 
all of the essential nutrients and growth factors that can protect infants from infections. 
Expressed human milk contains commensal bacteria (Heikkilä & Saris, 2003) and has the 
potential to replace fresh milk. In addition to nutritional support, breast milk provides bioactive 
constituents that both directly and indirectly enhance mucosal barrier function and shape 
immune development (Cabrera-Rubio et al., 2012). The species diversity and the importance 
of the normal bacterial flora have received little attention so far (Heikkilä & Saris, 2003). This 
study explored the commensals’ potential probiotic bacterial diversity in expressed human milk 
of healthy lactating women in Peninsular Malaysia. 
Human breast milk is a fluid that serves as a source of microbes and their growth factors. 
It regulates interactions of host-microbe (Cabrera-Rubio et al., 2012). Until the past decade, 
most reports on the bacteria in human milk have focused on pathogenic bacteria (Gregoret et 
al., 2013), probably due to its significance in breast milk for milk banks. However, the milk 
contains beneficial bacteria whose growth is supported by several factors such as lysozyme, 
lactoferrin and oligosaccharides (prebiotics), which is believed to have assisted in preventing 
infections (Cabrera-Rubio et al., 2012).
All genomic DNA gel bands viewed have greater or equal to 20,000 base pairs (bp) when 
compared to the bands of the DNA ladder (Thermo Scientific). PCR amplification using the 
16S rDNA gene universal primer set generated amplicons of around 945bp in size (Figure 1A). 
This is in line with the results of a previous study (Emerenini et al., 2013). BLAST results of 
the sequences obtained in this study showed an identity query coverage percentage of 100% 
and the percentage identity was 99% and 100%.
The Enterococcus faecalis genus- and species-specific primer sets produced fragments 
of around 733bp and 360bp, respectively (Figure 1B), as reported by Deasyt et al. (2000) 
and Jackson et al. (2004). Efforts to get clear and sharper bands for both genus- and species-
specific primers for E. faecalis proved abortive, with PCR programmes annealing at different 
temperatures ranging from 47o C to 62o C. All the isolates yielded the expected band sizes with 
specie-specific primers and so, all were considered E. faecalis. 
The Staphylococci group identified by sequencing and phenotyping produced bands with 
genus-specific primers at an annealing temperature of 49o C. Products of 370 bp were produced 
by confirmatory PCR carried out using the Staphylococci genus primer set (Figure 1C), which 
was in line with that reported by Martineau et al. (2001). 
Three out of four isolates produced bands when the Enterobacter species was amplified 
using the hsp60 gene of Enterobacter cloacae, as reported by Morand et al. (2009) and produced 
approximately 341bp (Figure 1D). However, the one Enterobacter isolate that failed to produce 
a band may be of a different species.
All sequences obtained were grouped by their respective genera and blasted against a 
reference. E. faecalis group was blasted using Enterococcus faecalis ATCC 29212, with the 
complete genome isolated in the USA with Sequence ID: gb|CP008816.1 and Length: 2939973 
base pairs. Our isolates were found to amplify position 1629207 to 1630144 of the reference 
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sequence. Multiple sequence alignment was performed by the ClustalW programme of the 
BioEdit™ software package version 7.2. The sequences were trimmed at position 1629243-
1630110 of the reference sequence so that they all had the same number of bases. Therefore, 
a total of 867 base pairs was used in Enterococcus faecalis multiple sequence alignment (data 
not shown).
Figure 1. PCR amplification of the isolated bacteria from human breast milk.
The Enterobacter group was blasted using Enterobacter cloacae ECNIH2 as the 
reference genome, the complete genome of which was also isolated in the USA with Sequence 
ID: gi|662712225, accession number CP008823 and length of 4852980 base pairs. Our isolates 
were found to amplify position 3604643 to 3605545 of the reference sequence. Multiple 
sequence alignment was performed by the ClustalW programme of the BioEdit™ software 
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package version 7.2. The sequences were trimmed at position 3604651 to 3605545 of the 
reference sequence so that they all had the same number of bases. Therefore, a total of 894 base 
pairs were used in the Enterobacter group for multiple sequence alignment (data not shown).
In the Staphylococcus genus, there were two strains: S. lugdunensis and S. hominis. S. 
lugdunensis was blasted against the complete genome of Staphylococcus lugdunensis N920143 
with the sequence ID: gi|339893212, accession number FR870271 and length of 2595888 base 
pairs. Our isolate matched the reference at position 2424570 to 2425475. All of the sequences 
aligned at position 2424570 to 2425475 of S. lugdunensis (FR870271). The multiple sequence 
alignment included a total of 905 bases (data not shown).
Due to the lack of an available complete genome sequence of Staphylococcus hominis, the 
group was blasted against the Staphylococcus group (taxid: 90964). Our sequences were found 
to match 100% to S. hominis partial 16S ribosomal RNA with accession number KJ147074, 
which was 1511bp in length and had a sequence ID of gi|628823726 at region 4 to 944 base 
pairs. Multiple sequence alignment matched S. hominis (KJ147074) at 14 to 904; that is, a 
total of 890 base pairs were included in the alignments (data not shown).
The phylogenetic tree constructed (Figure 2) had two main clades, each containing an 
isolate relating closely to other isolates in the same genus. However, the Staphylococcus genus 
was divided into two distant clades. Each clade had a high bootstrap value (>80%). One of 
the clades contained S. hominis and S. lugdunensis from our isolates and the S. lugdunensis 
reference sequences, while the other clade contained our S. hominis sequence together with 
its reference sequence. The variations were also observed in the multiple sequence alignment 
results.
Phylogenetic analysis is a modern way of testing hypotheses about a descent of species 
from a common ancestor (Persing et al., 2011). Sequences that have related genomes are easily 
influenced to detailed reconstruction of the genome evolution (Makarova & Koonin, 2007). 
Phylogenetic tree construction works on principles proposed by Charles Darwin that all living 
organisms descended from a common ancestor and that struggles for existence make offspring 
dissimilar from their parents. Based on this, organisms can be classified in taxonomic hierarchy 
(Persing et al., 2011).
Rooted phylogenetic trees often allow prediction of descendent. A total of 890bp were 
analysed in Figure 2, with each genus assigned. The taxonomic assignment of the sequences 
showed that the composition of human breast milk is dominated by cocci. Every genus was 
grouped with its members from the same root. However, Staphylococcus genus was split into 
two distant clades with about 80% bootstrap. The clade that consisted of S. hominis alone 
was bootstrapped 100% whereas the other comprising both S. hominis and S. lugdunensi had 
64% bootstrap value. This implies that although both are of the same genus and/or species, 
they have differences in their molecular characteristics that lead to their possible evolutional 
variation. These differences were reported in their phenotypic characteristics as well (Abdalla 
et al., 2013). The clade containing the two Staphylococci species together with Enterococci 
and Enterobacter appeared to have evolved earlier than the other clade because it has a shorter 
length to their common ancestor.
Lack of deposition of sequences of bacteria isolated from human breast milk to GenBank 
or other online databases limited the phylogenetic comparison of our isolates to those found in 
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human breast milk from other countries and regions of the world. Based on the results obtained 
as discussed herein, E. faecalis and S. hominis are the most frequently isolated species from 
the human milk.
Phylogenetic tree showing the relative positions of identified isolates from human breast milk 
as inferred by the neighbour-joining method of partial 16SrDNA sequences. Bootstrap values 
for a total of 1000 replicates are shown at the nodes of the tree. References of the type strains 
used for comparison are given, as well as the accession numbers for all 16S rDNA sequences. 
Sequence divergence was at 0.2 scales.
Figure 2. Phylogenetic tree of 16S rDNA gene of bacteria isolated.
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CONCLUSION
Three bacterial genera were successfully isolated and characterised from human breast milk 
using both phenotypic and molecular techniques. Based on the phenotypic characterisation, 
these isolates were found to metabolise a wide range of carbohydrates such as D-Maltose, 
Sucrose, D-Turanose, α-D-Glucose, D-Fructose, D-Mannose, D-Galactose, D-sorbitol and 
D-Mannitol. All the isolates were able to grow in acidic pH (5 and 6), 1% sodium lactate, 1%, 
2% and 8% NaCl. The isolates’ identities were further confirmed by molecular techniques, 
sequence and phylogenetic analyses. The knowledge of human milk commensal bacteria is 
limited especially in Malaysia. This study explored such commensal bacteria in expressed 
human milk of healthy lactating women. Isolation and identification of these bacteria from 
human milk served as the basis for further studies on benefit of these organisms towards human 
health such as in the area of biotherapeutics.
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2015). The balancing of sensor coverage 
and network lifetime is a fundamental issue 
because of the dynamic nature of mission 
requirement. End-to-end delivery is also an 
important parameter because it ensures all 
fruitful messages reach the base station; this 
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ABSTRACT
Multipath transmission of raw sensor signals is the customary technique used in the wireless sensor 
network to improve end-to-end delivery. However, this technique suffers significantly because of the 
occurrence of multiple copies of data at the destination and their collision. The Collision-Free Nearest 
Neighbour Assertion (CNNA) method with n-d tree structure improves the collision removal which, 
in turn, avoids duplicate packets, but load balancing among neighbouring nodes is an essential issue. 
Optimising network performance by considering various network parameters and load balancing the 
network demands a good evolutionary-based optimisation technique other than traditional algorithms. 
Optimisation techniques based on Particle Swarm Optimisation (PSO) and Genetic Algorithm (GA) are 
applied and compared against various network parameters in this work.
Keywords: Collision-Free Nearest Neighbour Assertion (CNNA), genetic algorithm (GA), multipath 
transmission, Particle Swarm Optimisation (PSO).
INTRODUCTION
Coverage, network-life time and end-to-end delivery are the three important parameters that 
decide the performance of a wireless sensor network (WSN). In WSN, network lifetime and 
coverage are dependent parameters, meaning there is a trade-off between these two parameters. 
Coverage can be simply improved by making more sensors active for a unit amount of time 
but this affects the life time of the sensor network. Similarly, in order to improve the average 
life time of the sensor network more sensors are needed to be in sleep mode for the maximum 
possible duration but this approach affects coverage of the network critically (Vijayan et al., 
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demands multiple sensors to be active and a multipath transmission that ultimately affects 
network life time. So it is important to use good optimisation techniques to decide the optimal 
sensor scheduling that yields superior load balancing. The demand of the scheduling algorithm 
is purely on improving the pre-defined coverage and lifetime requirement. The dynamic nature 
of the application demands different coverage requirement but at the same time, lifetime 
parameters are always expected to be maximum. The proposed scheduling algorithm optimises 
coverage and life time based on the requirement by considering other network parameters 
like end-to-end delivery, throughput and load balancing etc. The type of sensor like static 
sensor or dynamic sensor requires different levels of attention in sensor scheduling because 
the requirement of coverage enhancement with a fixed number of static sensors cannot be 
solved using traditional techniques. Similarly, there are multiple mission requirements where 
the traditional algorithm fails, so an optimisation algorithm is needed that considers these 
multi-objective parameters for the best possible solution. Measurement coverage and life time 
are considered based on a spatial-temporal metric where the product of area and duration is 
calculated. In this work, we applied the collision-free Nearest Neighbour Assertion method 
in the inter-domain to improve the elimination of duplicate packets and energy, end-to-end 
delay, data loss etc. in WSN. The global measure of spatial-temporal coverage is taken from the 
average value of the individual local sites and such use of a network-wide metric guarantees 
global optimum solutions.
As the initial formulation of the problem confirms it is an NP hard optimisation problem, 
our objective was to optimise spatial temporal coverage by scheduling robotic sensors that 
use a centralised heuristic optimisation approach with the Nearest Neighbour Assertion 
method. As this is a classic problem of optimisation, coverage and lifetime measurement can 
be improved with the application of Genetic Algorithm (GA) (Vijayan et al., 2014) or Particle 
Swarm Optimisation (PSO). A comparison of the GA and PSO in this application context shows 
that each technique had its own strength according to context and configuration. However, 
challenges like creating initial populations, chromosome representation, selection of genetic 
operators etc. need to be solved in the implementation phase.
LITERATURE REVIEW
Robotic sensor coverage and lifetime optimising problems in a WSN has been discussed 
in detail. Convergent diversity like area coverage, point coverage and barrier coverage has 
been analysed precisely (Cardei & Wu, 2005). In coverage optimisation, most of the research 
focussed on minimising the number of wireless sensors without affecting coverage degree (e.g. 
1-degree or k-degree) (Tian & Georganas, 2002; Wang et al., 2003) but these works did not 
consider network lifetime. A centralised scheduling algorithm can be used to activate sensors 
sequentially to ensure coverage and guarantee the O (logn) (Liu & Cao, 2010) factor of the 
improved network lifetime, where n is the total number of nodes. Further, application of a 
distributed scheduling algorithm improved the performance factor by O (logn*lognB), where 
B is the upper bound (Meguerdichian et al., 2001) of the initial battery. Connectivity is the 
other factor that needs research attention in WSN. For example, when coverage requirement 
could be satisfied, the conditions to achieve communication connectivity were derived (Kumar 
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et al., 2005). If coverage is not up to the expected level it needs to be improved e.g. partial 
coverage can be slightly improved by proper application of routing protocols (Kasbekar et al., 
2011) that ensure delivery of data at the destination.
Major research works treat lifetime as an important objective and coverage and end-to-end 
delivery etc. as constraints that need the scheduling of robotic sensors for a unit amount of time 
to optimise total spatial-temporal coverage redundancy. Differences in problem formulation 
approaches are applicable based on the mission requirement for coverage or network life time.
THE OPTIMISATION OF NETWORK PARAMETERS AND LOAD-BALANCING 
PROCEDURE
In order to yield the optimum result, the robotic sensors need to cover a maximum area without 
compromising on life time of the network and other parameters like end-to-end delivery etc. 
In the implementation of the total network time ‘T’ is divided into ‘L’ number of cycles and 
the various sensors within each cycle are turned on based on the present coverage and battery 
life. The same procedure is repeated in each cycle and the sleep mode of the sensor is used in 
the same way the power-saving mode of 802.11 is used. The purpose of optimum scheduling is 
to identify the ‘L’ local schedule, which ensures maximum overall spatial-temporal coverage.
Figure 1. System architecture.
Here the initial step (Kumar et al., 2004) was to locate ‘k’ nearest neighbour sensor based 
on the distance or round-trip time in the wireless robotic sensor networks. Once the nearest 
neighbour list was identified a query would be sent to the nearest nodes and perimeter  nodes 
around the query. A circle was formed around the query point and this space was further divided 
into subspaces of similar nature, with each subspace containing a perimeter node. Information 
from each subspace was collected through the perimeter node through a tree structure. Once the 
query was resolved the tree might be removed from the memory due to cost of maintenance.
The neighbour list created is used for Collision-Free Nearest Neighbour Assertion (CNNA) 
(Vijayan  et al., 2016) and an n-d tree is created as shown in Figure 1. The focus is on locating 
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the nearest robotic sensor nodes; we assume the locations of robotic sensor nodes usually do 
not change during this time. Many researchers concentrate on the static environment (Zou & 
Chakrabarty, 2005; Kumar et al., 2004), but here the focus was on the dynamic environment 
tracked by the robotic sensor network. The object near a query point was located and the 
number of indexing schemes were proposed as dynamic object databases (Bai et al., 2006; 
Cardei et al., 2005).
Figure 1 clearly describes the segregation procedure with the aid of a flow chart. The nearest 
neighbour assertion method creates a neighbour list using the binary search technique and 
duplicate packets are removed based on the variance (Vijayan et al., 2016) value computed on 
each node, which is higher than a pre-defined threshold value (Liu et al., 2005). The evolutionary 
algorithms are now applied to the network to optimise network performance and parameters 
with the focus of load balancing.
The genetic optimisation procedure on the n-d data structure in the CNNA method 
undergoes genetic operations like initial population, selection, cross-over and mutation 
operation. Genetic operations with a weighted variance are used to optimise the load factor 
in a robotic sensor network with other network parameters. Challenges identified during the 
implementation are representation of chromosomes and selection of different genetic operators. 
The GA-based optimisation technique is replaced by PSO and the performance measure is 
done. PSO is a robust stochastic optimisation technique based on the movement and intelligence 
of swarms, which literally try to improve the candidate solution. The inherent behaviour of 
PSO like separation, alignment, cohesion etc. are most appropriate for a WSN environment.
Procedures of the Global Version
The algorithm for PSO is as follows:
1. Initialise an array of the population of particles with random positions and velocities in D 
dimensions in the problem space.
2. Evaluate the fitness function in the D variables for each particle.
3. Compare each particle’s fitness evaluation with its ‘pbest’. If the current value is better 
than the ‘pbest’, save the current value as ‘pbest’ and let its location correspond with the 
current location in the ‘D’ dimensional space.
4. Compare the fitness evaluation with the population’s overall previous best. If the current 
value is better than the ‘gbest’, save the current value as the ‘gbest’ to the current particle’s 
array index and value.
5. Modify the velocity and position of the particle according to the following equations: 
Vid = Vid +C1r1(Pid – Xid) + C2r2 (Pgd – Xid)            [1]
Xid = Xid + Vid               [2]
The difference is that the basic principles applied to GA and PSO yield slightly different 
performance especially in different contexts. 
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METHOD AND RESULTS
The robotic sensor network is a distributed ad-hoc network comprising a large number of 
robotic sensor nodes equipped with capabilities of computing, storing and communicating. In 
this research simulation was done on Network Simulator 2 to evaluate the performance of the 
proposed collision-free Nearest Neighbour method with GA and PSO in the inter-domain. In the 
simulation, n robotic sensors were deployed in an area of 20 X 20 square metres with random 
motion enabled; the value of n varied from 100 to 800. The sensing range was 1 unit unless, 
otherwise specified. The scenarios were identified such that the application requirement made 
it difficult to achieve coverage and lifetime. Both homogeneous and heterogeneous cases of 
battery states were considered. In the homogeneous scenario, every node had the same battery/
network lifetime ratio, but in the heterogeneous scenario the battery life factor of each sensor 
node was considered different with value.
 Result Analysis of CCNA with Optimisation Technique Applied
In order to analyse and infer the characteristics and functionality of the CNNA method with 
GA or PSO, we quantitatively simulated performance by considering a network size of 1000 
* 1000 with simulation time varying from 100 to 800 (m/s). The routing protocol used was 
Dynamic Source Routing (DSR) Protocol and we compared the outcomes of the results achieved 
with the Genetic Optimisation (GO) algorithm and Particle Swarm Optimisation (PSO). The 
simulation results using NS2 simulator were compared and analysed using tabulated values 
and graphical form as given below. Table 1 shows the measured values that are evident for 
effectiveness of Genetic Optimisation algorithm and Particle Swarm Optimisation to support 
transient performance. The results were measured to obtain the collision-removal rate and 
comparison was made between the two techniques.
Table 1 
Measure of Collision-Removal Rate & Measure of Load-Balancing Efficiency
Node 
Density
Collision Removal Rate (bps)
Load Balancing Efficiency in Terms of 
Load Balancing Factor (%)
CNNA with GA CNNA with PSO CNNA with GA CNNA with PSO
100 2.105 2.055 48.15 43.10
200 3.472 3.172 51.25 46.20
300 3.750 3.650 57.35 52.30
400 4.025 4.045 61.15 56.10
500 5.275 5.125 64.24 41.59
600 4.135 4.225 53.45 62.60
700 9.105 9.035 70.05 65.00
800 11.255 11.150 71.08 66.03
Figure 2 shows that the Collision-Free Nearest Neighbour Assertion (CNNA) method 
provided a higher collision removal rate but it was comparable to both GA and PSO. The 
improved result was due to the application of collision-free nearest neighbour assertion 
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methods that efficiently identified duplicate packets created for a time period using n-d data 
structure with binary tree search. The n-d data structure identified the collision node using the 
binary tree, which ultimately reduced duplicate packets in the network and the node overhead 
in processing duplicate packets. 
Figure 2. Impact of collision-removal rate on CNNA. 
Figure 3. Impact of load-balancing efficiency with GA and PSO.
Figure 3 shows the load-balancing efficiency of both optimisation techniques. This result 
also proves that the effectiveness of both algorithms was comparable and that they performed 
equally well.
The comparison of the packet delivery ratio  against the varying number of nodes for 
both GA and PSO was measured and tabulated as shown in Table 2.  Figure 4 plots the packet 
delivery ratio of the two different optimisation techniques applied. It can be inferred from the 
graph that both GA and PSO provide a good packet delivery ratio with CNNA.
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Table 2 
Measure of Packet Delivery Ratio & Measure of Throughput.
Packet Delivery Ratio (%) Throughput in %








100 30.25 36.35 100 66.3 32.35
200 32.45 42.44 200 59.1 37.48
300 38.56 48.52 300 58.2 42.55
400 42.35 52.35 400 52.0 58.42
500 45.55 55.45 500 66.33 62.59
600 55.45 60.45 600 70.53 70.25
700 34.45 45.25 700 65.23 70.38
800 72.35 72.45 800 66.70 70.45
Figure 4.  Impact of packet delivery ratio on varied node density.
The second part of Table 2 shows the measured value of the throughput against time and 
the corresponding graph plotted in Figure 5. It is evident from Figure 5 that the GA with CNNA 
is a good technique in the early stages of simulation while the PSO with CNNA performs well 
in the later stages of simulation.
From the various results obtained it can be inferred that the difference in performance 
between GA and PSO in different contexts is due to the operational principle difference of 
these techniques. Due to the strength of genetic operators like cross-over and mutation GA 
could bring an effective solution in the early period of  network time. However, PSO operates 
with a previous value and memory and it can perform well once the solution is closer or in 
the later stage of the network.
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Figure 5. Impact of throughput on varying network time.
CONCLUSION
The application of Genetic Algorithm and Particle Swarm Optimisation in a wireless sensor 
network with Collision-Free Nearest Neighbour Assertion (CNNA) method is an effective 
technique for finding optimal sensor scheduling. The CNNA method eliminates duplicate 
packets in a network, which is generated due to multipath transmission. In this work, the 
optimisation technique solved the problem of load balancing in the network. The results proved 
that both GA and PSO performed equally well in collision removal, load balancing and packet 
delivery ratio for a dynamic network with a varying number of nodes. The results also proved 
that the throughput of the GA applied network was higher in the early stages of the scheduling 
and the throughput of the PSO applied network was higher in the later stages of scheduling. The 
performance difference was due to the operational difference of the optimisation techniques, 
where the GA produced higher fitness value initial populations quickly due to cross-over and 
mutation operations and due to the inherent nature of PSO i.e. it could operate on the existing 
values with large memory, performing well with later populations. 
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algorithm detailed by Abdullah et al. (2014) 
used the connectivity between sensor nodes to 
establish the route of the mobile sink to suit its 
path limit and reduce the number of multi-hop 
communications. However, it utilised a large 
volume of energy. Ant Colony Optimisation 
Data Gathering Protocol for Reducing Energy Utilisation in a 
Wireless Sensor Network
Biju Paul* and N. Kumar
Department of Computer Science and Engineering, Vels University, Chennai-600043, India
ABSTRACT
Energy is a main issue in wireless sensor networks (WSN) that function on limited power supplies 
like batteries. Minimisation of energy utilisation is a promising area of research in WSN. However, 
energy utilisation of partitioning data still remains a demanding issue. With the objective of reducing 
the energy utilisation partitioning multi-hop wireless communications, the Energy-Efficient Traffic 
Renovate Partitioning (EETRP) method is proposed in this paper. The network traffic partitioning 
method, phantom partitioning, is an efficient technique for practical conditions. The partitioning using 
double cut methods yields desirable results with significant reduction in energy utilisation. Renovating 
by the EETRP method provides enhanced data gathering by means of centroid mean point gathering. 
Crucial sites are recognised and connectivity is reestablished in data aggregation. The results prove that 
the EETRP method achieves significant improvement in performance over state-of-the-art methods in 
terms of network-connectivity rate, data-gathering accuracy, network-traffic rate, energy-utilisation rate, 
node-renovating efficiency and network-partitioning time.
Keywords: Energy-efficient traffic renovate partitioning, partition gaps, phantom partitioning, wireless 
sensor networks
INTRODUCTION
A wireless sensor network is defined as the group of sensor nodes with one or more base 
stations. Sensor nodes generate and process through intermediate sensor nodes to base 
stations. Recent research has developed a capable technique to reduce communication energy 
utilisation in renovating partitioned nodes. The Connectivity-Based Data Collection (CBDC) 
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for Data Aggregation (DAACA) as explained by Lin et al. (2012) was used to reduce energy 
consumption and increase network lifetime. However, the data-gathering efficiency was not 
at the required level.
Sheetalrani (2014) described an energy-balanced data-gathering routing algorithm that 
was designed based on the principles of physics. An energy-balanced routing protocol sent 
data packets to the sink through dense energy areas for preserving the nodes with low residual 
energy. However, it failed to send the packets by eliminating loops. A cross-layer energy 
efficient protocol (Munish et al., 2015) decreased the energy utilisation of sensor nodes at the 
Network, MAC and physical layers of the protocol stack. However, the results for the network 
and MAC layer were not verified and validated. 
Mohamad and Seyed (2014) took an energy-efficient approach based on a genetic 
evolutionary algorithm for preserving coverage and connectivity where the sensor node had 
many numbers of sensing ranges and transmission ranges. However, the renovating efficiency 
remained an unsolved issue. A layer-based topology control scheme for long-term hybrid 
WSNs (Ikjune et al., 2015) had both battery-powered and energy-harvesting nodes. Each node 
chose its own layer with the available energy to balance energy levels and preserve network 
connectivity. However, the scheme took a long time to renovate. The Combine-Skip-Substitute 
(CSS) scheme used by He et al. (2013) is a good technique with minimum data collection delay 
in WSN while the Energy-efficient Routing Algorithm to Prolong Lifetime (ERAPL) (Zhu 
et al., 2010) increased network lifetime when energy utilisation was efficiently managed. In 
ERAPL, a data-gathering sequence (DGS) was employed to remove mutual transmission and 
loop transmission between the nodes built, and each node sent out traffic to the links in the 
DGS. However, an overhead was required to swap the messages among the sink and the nodes.
Our objectives in this research work were threefold. Initially, we introduced the phantom-
partitioning method to locate the affected areas to change the range of mobile elements and 
renovate the network structure derived from inter-partition gaps. Secondly, the method attained 
high data gathering efficiency by relating the centroid mean point gathering method derived 
from Euclidean distance. Lastly, double-cut-based partitioning contributed to reduce energy 
usage in a dynamic sensor environment.
LITERATURE REVIEW
The deterministic model of data collection suffers from many demerits and at the same 
time, the probabilistic approach of data aggregation improves data collection efficiency. A 
probabilistic model of data aggregation using path scheduling gives improved performance 
to the Cell-Based Path Scheduling (CPS) algorithm (Ji et al., 2014). However, CPS does not 
solve the security issues that could be raised in sensor networks. A hybrid approach of using 
the centralised heuristic approach with a distributed parallel optimisation (POP) (Liu & Cao, 
2011) gives improved data rate against time. However, this hybrid model is not so feasible in 
the face of practical implementation procedures. Performance improvement in a critical mission 
with a distributed approach and improved scalability, collision removal etc. were focussed 
on a conflict-free time slot allocation mechanism (Lin et al., 2011) but this technique did not 
consider the position of the various sensors involved in data collection.
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Ozlem et al. (2011) reported that multi-frequency scheduling could be used to deal with 
issues related to many interference and channel modes. Even though the problem of data with 
a static nature was considered, the problem with dynamic data remained unsolved. An efficient 
data collection scheme by a ferry node was planned by Mariam et al. (2015) with a significant 
result in the ferry path. The performance of the selecting cluster heads was derived from their 
residual energy and distance from the ferry path. However, it was not used for a nonlinear 
route to attain enhanced results. A distributed data compression framework (Lee & Lee, 2013), 
however, used the broadcasting feature of the wireless medium to increase energy efficiency. 
However, data compression was not considered.
ENERGY-EFFICIENT TRAFFIC- RENOVATE PARTITIONING
The design and details of the traffic-renovate partitioning method, which offers energy efficiency 
during data collection in WSN, is discussed here. The key goal of the proposed work was to 
renovate the structure of the network, and with the help of a renovated network structure, 
the EETRP method executed an effective data-gathering process with optimised utilisation 
of energy. Renovation was done based on the position of the mobile node. The process of 
partitioning the wireless sensor network structure is described in Figure 1. 
Figure 1. Node partitioned in wireless sensor network structure.
Figure 1 describes node partitioning. The intermediate gaps connecting the partitioned 
nodes are recognised by means of phantom partitioning. Phantom partitioning in the EETRP 
method represents spectral-based damaged and partitioned nodes recognised in the wireless 
sensor network structure. The traffic network structure discovers the route path connectivity 
with the double cut. The double cut in the EETRP method is employed in order to divide or 
cut the network structure into two divisions and then balance the partitioned limits with less 
energy utilisation. The bisected path discovers the safer route in a sensor network with help 
of the EETRP.
The renovated network structure functions as an efficient data-gathering system using the 
centroid mean point gathering method. The method is executed after addressing the network 
traffic problem using the EETRP method. The partitioned nodes are added into the suitable 
Biju Paul and N. Kumar
384 Pertanika J. Sci. & Technol. 24 (2): 381 - 392 (2016)
group in the renovated network structure. The data gathering is executed using the centroid 
mean computation value. The renovated network structure for data gathering executed by the 
centroid mean point gathering method is explained in Figure 2.
Figure 2. Renovated wireless sensor network structure in EETRP for data gathering.
The centroid mean point in the EETRP method is calculated by Euclidean distance. The 
centroid-based technique divides the structure into ‘n’ different zones and the data collection is 
done at the centre point. The EETRP method makes use of mobile sensor nodes to identify the 
partitioned nodes. The partitioned node gap inside the traffic network structure is recognised 
by phantom partitioning. Phantom partitioning utilises the double cut in the EETRP method to 
balance the limits. The balanced limits eliminate the partitioned node and renovate the sensor 
network structure. The renovated network structure utilises the centroid mean point gathering 
method to improve the data-gathering rate. The framework of the Energy Efficient Traffic 
Renovate Partitioning (EETRP) method is explained in Figure 3.
Figure 3. Architecture diagram of EETRP method.
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Finally, the renovated network structure, now without any traffic, executes data gathering 
derived from the estimation of the centroid mean point. 
Partitioned Node-Gap Calculation
The gap between the partitioned nodes in the sensor network structure is calculated to renovate 
the nodes with less energy utilisation. Consider a wireless sensor network with vertex ‘v’ and 
edges ‘e’ on the two integers ‘p’ and ‘q’. The  is such that: 
          [1]
In Eqn (1), denotes the degree of membership function on the vertex . All the 
partitioned nodes are added together and form the point ‘1’ to integer ‘p’. The partitioned nodes 
are represented in Figure 1. Eigen vector value is used to identify the gap between the partitioned 
nodes. Eigen vector points are a non-zero vector matrix, where the matrix multiplication results 
in constant multiple points in EETRP method. The vector point is automated as: 
               [2]
 is the vector point on integer ‘p’ and ‘ ’ represents the constant multiple points. The 
Eigen vector with the continuous vector space functions computes the distance between the 
partitioned nodes in the sensor network. The continuous vector space function is explained as:
              [3]
 on integer ‘p’ and ‘q’ uses the Eigen value multiple constants for calculation on 
a larger network zone. The algorithmic step on the partitioned node-gap calculation in the 
EETRP method is explained as: 
The step-wise explanation is given for the distance-gap calculation on all partitioned nodes 
in the sensor network structure of changeable mobile range numbers. 
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Balancing Limits Through Double Cut
The balancing limits by the double cut in the EETRP method is given by: 
             [4]
Eqn (4) uses the vector  within the network structure to renovate the network set-up. The 
balancing limit is less than the integer value ‘q’ so the partitioned nodes are eliminated and the 
renovated structure is designed in the EETRP method. The renovated network with a traffic-
free mobile element structure recognises the efficient connectivity between the sensor nodes. 
Centroid Mean Point Gathering Method
In order to estimate the centroid mean point gathering on all ‘n’ zones in the sensor network 
structure by means of the EETRP method, the partitioned nodes are maintained in the 
corresponding group for the sake of fruitful data collection. 
Figure 4. Centroid mean point collection method.
Figure 4 describes the Centroid Mean Point Collection method. The method renovates the 
partition nodes, which help to increase the data-gathering rate.
RESULTS
The environment was simulated in NS2 with a sensor field size of 900m X 900m. Simulation 
was done using a configuration of 100 sensor nodes, while the routing protocol initialised was 
DSR, the speed of the sensor was 30 m/s and random motion was enabled. 
The Energy Efficient Traffic Renovate Partitioning (EETRP) method was compared with 
the existing the Ant Colony Algorithms for Data Aggregation (DAACA) method and the 
Connectivity-Based Data Collection (CBDC) method with regards to factors such as network-
connectivity rate, data-gathering accuracy, network-traffic rate, energy-utilisation rate, node-
renovating efficiency and node-partitioning time.
Energy-Utilisation Rate (EUR)
The energy-utilisation rate is defined as the amount of energy consumed for partitioning the 
nodes by double-cut-based partitioning to create a safe route path. It is measured in terms of 
percentage (%).
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Table 1 
Tabulation for Energy-Utilisation Rate
Number of Sensor Nodes 
Energy-Utilisation Rate (%)
DAACA CBDC EETRP
10 35 40 29
20 38 43 33
30 41 47 36
40 45 51 39
50 48 54 44
60 52 57 49
70 55 60 53
Figure 5. Performance of energy-utilisation rate with respect to sensor nodes.
A performance analysis for energy-utilisation rate with respect to movable sensor nodes 
was carried out with the existing DAACA and CBDC. The energy-utilisation rate for increasing 
the number of movable sensor nodes in the range of 10 to 70 was used in a wireless sensor 
network. The simulation results are shown in Figure 5. It can be seen that when the number 
of movable sensor nodes increased, the energy-utilisation level also increased; however, this 
development was achieved using the proposed EETRP method. The Research in Energy 
Efficient Traffic Renovate Partitioning (EETRP) method utilised 12.01% less energy than the 
Ant Colony Algorithms for Data Aggregation (DAACA) method and 25.97% less energy than 
the Connectivity-Based Data Collection (CBDC) method.
Node-Renovating Efficiency
Node-Renovating Efficiency is defined as the rate at which the nodes in the networks get 
renovated exactly after the partitioning of the nodes. It is measured in terms of percentage (%).
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Table 2 
Tabulation for Node-Renovating Efficiency
Number of Sensor Nodes
Node-Renovating Efficiency (%)
DAACA CBDC EETRP
10 70 60 78
20 73 63 81
30 75 67 84
40 78 71 87
50 81 75 89
60 84 78 91
70 86 82 94
Figure 6. Performance of node-renovating efficiency with respect to sensor nodes.
 A performance analysis for node-renovating efficiency with respect to movable sensor 
nodes was carried out with the existing DAACA and CBDC. Node-renovating efficiency for 
increasing the number of movable sensor nodes in the range of 10 to 70 was measured in a 
wireless sensor network. The simulation results are shown in Figure 6. It can be seen that when 
the number of movable sensor nodes increased, node-renovating efficiency also increased 
although growth was attained by means of the proposed EETRP method. The Research in 
Energy Efficient Traffic Renovate Partitioning (EETRP) method had 9.48% greater node-
renovating efficiency than the Ant Colony Algorithms for Data Aggregation (DAACA) method 
and 18.10% greater node-renovating efficiency than the Connectivity-Based Data Collection 
(CBDC) method.
Data-Gathering Accuracy
Data-gathering accuracy is defined as the degree to which the data are exactly collected. It is 
measured in terms of percentage (%).
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Table 3 
Tabulation for Data-Gathering Accuracy
Number of Sensor Nodes
Data-Gathering Accuracy (%)
DAACA CBDC EETRP
10 75 69 84
20 77 72 86
30 78 73 89
40 80 75 91
50 82 76 93
60 83 79 94
70 86 81 95
A performance analysis for data-gathering accuracy with respect to movable sensor nodes 
was carried out using the existing DAACA and CBDC methods. The data-gathering accuracy 
for an increasing number of movable sensor nodes in the range of 10 to 70 was measured in a 
wireless sensor network. The simulation results are shown in Figure 7.
Figure 7. Performance of data-gathering accuracy with respect to sensor nodes.
It can be seen that when the number of movable sensor nodes increased, the data-gathering 
accuracy also increased, although growth was attained by means of the proposed EETRP 
method. The Research in Energy Efficient Traffic Renovate Partitioning (EETRP) method had 
11.23% greater data-gathering accuracy than the Ant Colony Algorithms for Data Aggregation 
(DAACA) method and 16.95% greater data-gathering accuracy than the Connectivity-Based 
Data Collection (CBDC) method.
Node-Partitioning Time
Node-partitioning time is defined as time taken to partition the nodes in an efficient manner. 
It is measured in terms of milliseconds (ms).
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Table 4 
Tabulation for Node-Partitioning Time
Number of Sensor Nodes 
Node-Partitioning Time (ms)
DAACA CBDC EETRP
10 20 23 13
20 24 25 16
30 26 29 18
40 27 31 21
50 29 35 24
60 31 37 25
70 33 40 29
Figure 8. Performance of node-partitioning time with respect to sensor nodes.
A performance analysis for node-partitioning time with respect to movable sensor nodes 
was carried out using the existing DAACA and CBDC methods. The node-partitioning time 
for increasing the number of movable sensor nodes in the range of 10 to 70 was measured 
in a wireless sensor network. The simulation results are shown in Figure 8. It can be seen 
that when the number of movable sensor nodes increased, the node-partitioning time also 
increased, although the development was achieved using the proposed EETRP method. The 
Research in Energy Efficient Traffic Renovate Partitioning (EETRP) method took 33.64% 
less node-partitioning time than the Ant Colony Algorithms for Data Aggregation (DAACA) 
method and 55.16% less node-partitioning time than the Connectivity-Based Data Collection 
(CBDC) method.
CONCLUSION
The issue of data-gathering efficiency in a wireless sensor network was solved using the Energy 
Efficient Traffic Renovate Partitioning (EETRP) method, which also reduced energy utilisation 
during renovation of nodes. The mobile nodes were used to reduce energy during transmission 
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in a mobile environment, which also improved data-gathering efficiency. We also examined 
the process of minimum energy utilisation during renovation into data-gathering efficiency and 
attained optimality for these contentious ideas. Three important methods were designed; they 
are termed as phantom partitioning for changing the range of mobile elements in a wireless 
sensor network structure for recognising the exact positioning of partitioned nodes that use the 
double-cut structure for efficient energy utilisation, resulting in data gathering by the Centroid 
Mean Point Collection method for movable sensor nodes. The performances results showed 
that the proposed EETRP method presented a higher level of data collection efficiency and 
also reduced energy utilisation compared to state-of-the-art methods. 
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INTRODUCTION
Intussusception occurs when one loop of 
bowel (intussusceptum) telescopes into 
an adjacent segment (intussuscipiens). 
Intussusception is rarely found in adults, with 
only approximately 5% of all intussusceptions 
occurring in adults, often associated with a 
malignant lead point (Young et al., 2006). 
Case Report
18F-FDG-PET CT Features of Colo-Colic Intussusceptions in 
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ABSTRACT
Colo-colic intussusception is a rare manifestation of a primary tumour in an adult patient. This article 
aims to document the rarity of colo-colic intussusception features on the 18 FDG- PET-CT in a patient 
with primary colonic carcinoma. An 18 FDG-PET-CT was performed for the purpose of pretreatment 
staging of a colonic carcinoma in a 61-year-old man following a diagnostic colosnoscopic biopsy. He 
presented with abdominal distension and peri-rectal bleeding for a month. The fused 18 F-FDG PET-CT 
image revealed an FDG-avid mass in the left hemicolon showing a rim of FDG avidity denoting the head 
of intussusceptum. There are also multiple FDG-avid nodules seen along the anti-mesenteric colonic fat 
suspicious for lymph nodes metastasis. Debulking of tumour revealed a mucinous adenocarcinoma of 
colon with a metastatic lymph node. 18 FDG PET-CT features of intussusception in colonic carcinoma 
have never been described before. It can potentially become a preferred diagnostic tool in delineating a 
potential tumour mass within the intussusceptions that help improve prognosis in patients with malignancy
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More than one half of large-bowel intussusceptions are associated with malignant lesions 
with the incidence of primary cancers in the colon at about 2 to 5% (Chien-Chih et al., 2013). 
Affected adults are rarely present with intestinal obstruction (Gayer et al., 2002).
At large diagnostic work of the intussusception is by conventional imaging technique 
i.e. abdominal radiography, barium enema, upper gastrointestinal series and ultrasound 
following further evaluation of the suspected intestinal obstruction. Computed Tomography 
(CT) is a routine examination as it will clearly demonstrate the site of intussusceptions given 
its compatibility in visualising a gaseous structure. In addition, CT could delineate a complex 
sausage-shaped mass, the ‘target’ lesion, consisting of the outer intussuscipiens and the central 
intussusceptum (Gayer et al., 2002). There is often an eccentric area of fat density within the 
mass representing the intussuscepted mesenteric fat, and the mesenteric vessels are often visible 
within it (Gayer et al., 2002). Furthermore, a rim of oral contrast medium may at times be noted 
encircling the intussusceptum conforming along the opposing walls of the intussusceptum and 
the intussuscipiens.
The Positron Emission Tomography-Computed Tomography (PET/CT) utilising 
Flurodeoxyglucose (FDG) is a sensitive imaging tool in localising mass lesions. Aside from 
its role in preoperative evaluation of tumours, the PET-CT feature of intussusceptions has 
never been reported to our best knowledge. We document a PET-CT feature of a rare case of 
the colo-colonic intussuception secondary to colonic cancer.
CASE REPORT
A 61-year-old man presented with an altered bowel habit for for months associated with 
constitutional symptoms and tenesmus. On physical examination, there appeared to be a vague 
mass in the left lumbar region. Diagnostic colonoscopy revealed a friable obstructing tumour 
of approximately 70-cm distance from the anal verge. An FDG PET-CT of the whole body 
revealed an FDG-intense mass at the descending colon proximally measuring about 6 cm x 
4c m x 5.7c m in diameter with a claw-like FDF-avidity at the proximal descending colon for 
which the correlated CT revealed a bowel-telescoping, denoting the site of intussusception 
(Figure 1). There was also a focus of FDG avidity at the peri-colonic area suspected of hosting 
a metastatic lymph node. 
The patient underwent a left hemicolectomy and omentectomy. Intraoperative findings 
showed an obstructive colon tumour with intussuseption at the splenic flexure with dilated 
proximal colon. There were also multiple lymph nodes seen along the mesentery and omentum 
with minimal ascites without peritoneal involvement. An intussusseption at the tumour growth 
of the splenic flexure was confirmed.
Histologically, the tumour was a moderately differentiated mucinous adenocarcinoma 
which had invaded the muscular layer with only one adjacent pathological lymph node 
metastasis (T3N1M0) modified Dukes C1. Surgical resection with adjuvant chemotherapy 
was planned for the patient. 
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Figure 1. Maximum intensity projection (MIP) image of the FDG PET-CT showing an FDG-avid mass 
(SUVmax: 8.9) (arrow head) with a claw-like FDF-avidity (wall of the opposing inflammatory walls of 
the intussusceptum and the intussuscipiens) at the proximal descending colon (blue arrow). The correlated 
CT image revealed the site of intusseption (telescoping of the bowel lumen). There is also a focal FDG 
uptake lesion (long arrow) suggestive of lymph node metastasis.
DISCUSSION
In nearly two thirds of adult patients with colo-colonic tumours, intussusception is strongly 
associated with a malignant lead point (Gayer et al., 2002). Typically, adults presented with 
chronic complaints such as intermittent crampy abdominal pain, nausea or bloody stools. In this 
case, the patient presented with altered bowel habits associated with constitutional symptoms. 
The erect plain radiograph is not specific to characterise the intususseption aside from revealing 
evidence of air-fluid levels and the dilated colonic segment proximal to the intussuseption. A 
recent Best Evidence Topic report found that the sensitivity of plain radiology ranges from 36 to 
90% and a specificity of 45-90% (Broomfield., 2008). Routinely, single contrast barium enema 
is more popular in neonatal intussusception. Air, water-soluble or barium contrast enemas are 
diagnostic approaches with significant therapeutic values, with reduction rates between 70% 
and 90%, which characterises the intussuseption as a coiled-spring contrast fill. (Daneman et al., 
2005). The patient underwent 18F-FDG PET-CT for pre-operative staging following a detection 
of mass lesion in the descending colon on the colonoscopy, which revealed an FDG-avid 
mass in the descending colon with suspicion of mesenteric lymph node metastasis. Peculiarly 
in our case, the nature of the leading cause for an intussusception was poorly defined on the 
corroborated CT images. The sensitivity of CT scans to correctly diagnose intussusception 
has been reported from 71.4%-87.5% while its specificity in adults has been reported to be 
100% as verified by the subsequent surgery (Erkan et al., 2005).Therefore, a long intestinal 
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tube visualised in the centre of the colon may not be readily distinguished as an interposition 
of a malignant mass (Gayer et al., 2002). 
With the use of FDG PET-CT scanning in this case, the increased FDG activity of the lead 
mass confirmed the site of the primary tumour origin. The increased FDG avidity could also 
be attributable to infection of the intussusception, for which inflammatory cells constitute a 
major portion of increased FDG accumulation in tumour tissue (Chamroonrat et al., 2010). 
The claw-like FDG avidity seen at the intussusceptum is likely the hallmark of the opposing 
inflammatory walls of the intussusceptum and the intussuscipiens. These case documented that 
18-FDG-PET-CT can be utilised as a tool for detection of intussusception given its superiority 
in delineating an infective focus and the detection of primary colonic carcinoma (Fathinul et 
al., 2013).
CONCLUSION
18-FDG-PET-CT features of intussusception in colonic carcinoma have never been described 
before. It can potentially become a preferred diagnostic tool in delineating a potential 
tumour mass within the intussusceptions, which will help improve prognosis in patients with 
malignancy.
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CASE REPORT
A 71-year-old female, who presented with 
chronic cough with associated dyspnea 
and constitutional symptoms, underwent 
18F-FDG-PET-CT for  investigation of a 
Case Report
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ABSTRACT
The presence of calcification in a particular FDG-avid soft tissue lesion may at times present uncertainty 
regarding the clinical course of the disease pathology. Calcific deposits are not specific for either benign 
or malignant aetiologies (Brant et al., 2010). Altered glucose metabolism with associated calcification 
may underpin underlying aggressive pathophysiology with necrosis as sequelae. Mantle Cell Lymphoma 
(MCL) is a subtype of non-Hodgkin’s lymphoma. It is a rare B-cell NHL that is prevalent in men over 
the age of 60. The disease may be aggressive but it can also behave in a more indolent fashion in some 
patients. MCL comprises about 5% of all NHLs. The disease is called Mantle Cell Lymphoma because the 
tumour cells originally come from the ‘mantle zone’ of the lymph node (Zhou et al., 2004). Pretreatment 
Hodgkin’s lymphoma with calcification may masquerade as other second primary pathologies, e.g. 
extraosseous osteosarcoma or myositis ossificans (Apter et al., 2002; Korek-Amorosa et al., 1974). A 
calcified perineural lymphoma prior to treatment is exceedingly rare and calcification usually occurs 
one to five years after chemotherapy or radiation therapy with an incidence of 2% (Apter et al., 2002). 
This case documents how the manifestation of a rare malignant perineural mantle cell lymphoma may 
be indistinguishable from other pathological entities based on its pattern of distribution in a combined 
FDG- PET-CT study.
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suspicious pulmonary nodule found on a CT scan. Her symptoms persisted in spite of antibiotic 
treatment. On examination, she looked pale and had pulmonary rhonci on auscultation. 
Biochemical results were unremarkable. FDG-PET-CT revealed numerous FDG-avid 
pulmonary nodules, FDG-avid nodal disease above and below the diaphragm and extra-nodal 
disease in the left thigh soft tissue with suspicion of stage IV lymphoma (Figure 1). The left 
thigh FDG avidity (standardised uptake value: SUV of 14.5) was associated with dystrophic 
peripheral rim calcification (Figure 2). Biopsy of the lymph node and the left thigh lesion 
confirmed a diagnosis of Mantle Cell Lymphoma (MCL) 
Peripheral rim calcification of an FDG-avid lesion in a florid lymphomatous disease may 
masquerade as other concomitant second pathologies e.g. extraosseous sarcoma or a benign 
lesion e.g. myositis ossificans. There are two types of CT pattern of calcification: dystrophic 
and metastatic. Typically, in an aggressive tumour, associated dystrophic calcification 
commonly results from necrosis in an unchecked altered cellular glucose metabolism (Apter 
et al., 2002). Such infarction typically occurs in histologically aggressive lymphoma e.g. 
Mantle Cell (Korek-Amorosa et al., 1974; Ishikawa et al., 1999). This is likely to represent a 
dystrophic process when bulky tumours outgrow their blood supply. In this case, the untreated 
lymphomatous deposit in the perineural region featuring as peripheral rim calcification 
indicated the likelihood of a malignant feature on the CT scan (Henry, 2012). On the one hand, 
the dystrophic calcific deposition in MCL is peculiar to its aggressive nature as opposed to 
the now common calcification in post-treatment lymphoma. On the other hand, the basis of 
metastatic calcification manifested by a raised serum calcium level is not demonstrated in this 
patient (Apter et al., 2002). 
Figure 1. Multiple image projection (MIP) PET image showing numerous FDG-avid nodal diseases 
above and below diaphragm with an extranodal avid disease in the left mid-thigh.
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Figure 2. Coronal non-contrasted CT and coronal fused PET-CT images showing an elongated FDG-
avid mid-thigh soft tissue lesion (SUVmax: 14.5; value>2.5 is significant) with adjoining dystrophic 
peripheral rim calcification (arrowed).
The dystrophic rim calcification shown on the CT scan with FDG avidity has been described 
in myositis ossificans, with a potential resemblance to the features shown in this case. The 
calcification is the result of mineralisation of the mature lamellar bone, which occurs after 4 to 
6 weeks of trauma (Brant et al., 2010). Nevertheless, by virtue of the previous surgical history 
of non-traumatic bodily harm,  potential second pathology of myositis ossificans was unlikely. 
Extraskeletal osteosarcoma on the combined FDG PET-CT may also resemble the pattern 
of disease in this case. It is a rare malignant neoplasm that produces osteoid or unmineralised 
bone in soft tissues without an attachment to bone or periosteum (McAuley et al., 2012). 
Clinically, this patient denied any history of an enlarging soft tissue mass, which is not always 
accompanied by pain. 
The dystrophic peripheral rim calcification of a soft tissue lesion on the FDG-PET-CT 
is otherwise non-specific for MCL with an aggressive malignant tendency resulting from the 
necrosis. The index of suspicion of MCL is rendered high when dystrophic calcification is 
seen with the adjoining FDG-avid masses along the nodal chain. Other diagnostic methods 
include CT and fine needle biopsy with a sensitivity of 37% and 63-100%, respectively (Dong 
et al., 2001). Multiparametric MRI exploiting diffusion-weighted sequences have been shown 
to improve lesion detection by 47% compared to conventional MRI sequences, which renders 
differentiation of benign from malignant pathology an adjunct to the FDG-PET-CT (Gu Ji 
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et al., 2011; McAuley et al., 2012). The cytologic features of MCL have yet to be directly 
correlated with the FDG-PET-CT in the altered glucose metabolism, for which the latter 
would potentially serve as a non-invasive imaging marker for the suspicion of the diagnosis 
(Fathinul et al., 2014). More correlative studies of this cell line is needed to ascertain the 
significant correlative pathological imaging features. Magnetic Resonance Imaging (MRI)/
PET would also be important to further associate the soft tissue characterisation adjunct to 
the CT (Nagata, 2005).
CONCLUSION
The recognition of the disease distribution pattern on the combined 18-FDG-PET-CT is 
potentially important in suspecting the likelihood of an underlying disease when a typical 
calcific pattern of pathology is indeterminate. This could potentially become a non-histological 
imaging marker for the rare perineural Mantle Cell Lymphoma.
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approaches distinguish four main methods 
based on a Galerkin variational formulation:
 √ The Moving Least-Squares approximations, 
which regroup fundamentally the Diffuse 
Element Method DEM, and the Element 
Free Galerkin Method EFGM (Cingoski 
et al., 1998).
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ABSTRACT
A Meshless Time Domain Method is used in the local support domain to solve Maxwell’s equations 
for one-dimensional transient electromagnetic problems. The approach is based on a combination of 
the Meshless Radial Basis Functions and the Leapfrog time-stepping scheme for the Finite-Difference 
approximation of the first order partial derivatives. A comparison is performed between the conventional 
FDTD and RBF’s with Gaussian, Wendland-C4 Compactly Supported RBF (CSRBF) and Inverse Multi-
Quadric (IMQ) basis functions. The numerical results showed that the proposed method provides an 
accurate solution for transient electromagnetic problems.
Keywords: Finite-Difference-Time-Domain, Local Support, Meshless method, Compact support RBF, 
Inverse Multi-Quadric, Transient Electromagnetic Field
INTRODUCTION
During the last decade, several methods have been proposed to solve Maxwell equations 
in complex radiating structures, without the use of finite element meshes. Such Meshless 
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 √ The Reproducing Kernel Method RKM, or Smooth Particle Hydrodynamics (Belytschko 
et al., 1996).
 √ Methods constructed from a purely polynomial interpolation, Point Interpolation Method 
PIM (Liu & Gu, 1999), (Lima et al., 2012).
 √ Mixed methods coupling radial basis functions, either with a moving least square 
approximation (Kansa, 1990; Kansa, 1992; Fasshauer , 2007; Liu & Gu, 2005), or with a 
polynomial interpolation (Viana et al., 2006; Wang & Liu, 2001; Wendland, 1995).
The purpose of this paper is to apply the explicit Meshless RBF (Radial Basis Function) 
method, with three types of local support of basis functions, namely Gaussian, Wendland – C4 
CSRBF and IMQ, to solve time domain Maxwell equations in one dimension. The rationale 
for this project is to check the stability problems related with last basis functions in local 
support domain and to provide the best solutions for the analysis of transient electromagnetic 
problems. Additionally, the RBF method is very economical in terms of computation time and 
programming burden in comparison with the conventional Finite-Difference Time-Domain 
(FDTD) method. The present research also attempts to shed light on the errors of the FDTD 
method.
The present project is structured as follows. The first section provides a brief overview of 
the RBF method with a description of the shape function with its derivative; the local support 
domain will be presented in the same section. Section three is equated to the time domain 
equations for the electromagnetic field in one dimension and the criterion of stability condition 
of time. Section four discusses the use of 1-D electromagnetic case to estimate the accuracy 
and efficiency of the proposed method by comparing the results of the proposed method with 
that of the FDTD, and the RBF with global support basis function at (Lai et al., 2008) with 
regard to the PEC boundary conditions and time-exponential current excitation. The last section 
presents a general conclusion about the results of the present study.
THE MESHLESS METHOD BASED ON RBF
The RBF approximation function  can be expressed as follows:
             [1]
where  is the radial basis function centred at the collocation nodes x1 ,x2,…,, 
,  are unknown coefficients to be computed and represents the Euclidean distance 
between test points x and node points xI.
In order to determine the coefficients  we force the interpolation to pass through all the 
N collocation points, resulting in 
             [2]
where 
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            [3]
and is the matrix of shape function, that is to satisfy the delta function 
property. The vector  holds the field values at N node locations in the surrounding domain 
of influence around x.
Figure 1 represents the local support domain.
Figure 1. Schematic Illustration of the Local Support Domain with Radius rmax, Average Node 
Distance h and Distance dI between Collocation Points and Test Points
In this work, the formula can be any component of the electric and magnetic fields, 
the spatial derivatives of electric and magnetic fields needed to solve Maxwell’s equations. 
The partial derivative of  is only related to shape function matrix. Where, the first – order 
derivative of this function in x direction can be expressed as (Lai et al., 2008): 
               [4]
where
            [5]
THE TIME DOMAIN FIELD FORMULATION IN ONE DIMENSION
The one-dimensional transient electromagnetic problem in a homogenous isotropic medium is 
tackled as a TEM wave. According to Cartesian coordinates, the wave is polarised along the y 
direction, and it propagates along the x direction. Consequently, the problem is independent of 
the z variable, and Maxwell’s set reduces to only two equations where the time derivatives in 
RBF meshless method can be approximated by central differences in leapfrog time stepping 
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scheme similar to FDTD method. The resulting explicit discretisation formulation of those 
equations can be derived by the following equations (Kaufmann et al., 2012):
            [6]
           [7]
where i is the current node locations, n is the time step and j the index in local support domain 
in Figure 1. An acceptable time-step t∆ for the stability of leapfrog scheme is derived from 
the Neumann condition as , where dmin,i is the shortest distance between any 
two collocations points in the domain (Shaterian et al., 2012).
NUMERICAL EXAMPLE 
In order to confirm the proposed method, comparison of simulation results was carried out 
between the Meshless RBF with three types of basis function (Gaussian, Wendland-C4 CSRBF, 
IMQ) and the FDTD on a 1-D perfect electric conductor. The tangential electric field component 
must be zero at the boundary collocation points with each time-step update (Lai et al., 2008): 
In Figure 2, the distribution of collocation points and test points is uniform. We suppose 
that Nx is the number of collocation points and that nx is the test points whereas, h is the distance 
between two successive collocation points.
The computation region is one-metre long, the current excitation point is at JP (x = 0.35m) 
and the measurement point is at obs1(x = 0.85m) (Lai et al., 2008).
Figure 2. Distribution of collocation and test points in one dimension
The excitation source is a Gaussian pulse. Accordingly; we used three kinds of basis 
functions with a local support domain, namely Gaussian, Wendland-C4 CSRBF, and IMQ.
The Gaussian pulse of excitation is expressed by:
              [8]
where: t0=3x10-9 (s), T=0.5x10-9 (s) 
In the present study, the following three types of radial basis functions (Gaussian, 
Wendlend-C4 CSRBF and IMQ) are expressed by:
               [9]
         [10]
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            [11]
where  are the shape parameters of the above basis functions successively. 
And , where rmax represents the local support domain radius at collocations points 
xI,  is the distance between the test points and the collocations points.
Based on the analysis in this section, it can be inferred that the number of collocation 
points Nx represents the number of electric field E-points, and the number of test points nx 
represents the number of magnetic field H-points. In the electromagnetic computation, the 
shape parameters s in the Gaussian function,  in the Wendland-C4 function and e in the IMQ 
function, have to be adjusted carefully in order to achieve a sum of shape functions equal to 
unity and subsequently to ensure the stability of the computational scheme. In the following, 
we will choose their parameters to obtain the best results.
RESULTS AND DISCUSSION
The input data used for the computation of the plots presented in Figures 3-5are Nx=101, nx=100, 
rmax= 1.1.h. Figure 3 shows a comparison of the results for the Ey component in the observation 
point obs1 for the effective odd oscillations 20 periods in PEC boundary condition between:
1. Three different types of local support basis functions, Gaussian, Wendland-C4 CSRBF, 
and IMQ, for which we obtained identical results.
2. For RBF method and the traditional FDTD method, we had obtained the same results.
3. The same as the previously obtained result from RBF-FDTD method with the data from 
(Lai et al., 2008), Figure 3-5-a and we found them similar, although the radial basis function 
from (Lai et al., 2008), is of global support, and the number of collocation and test points 
differs (Lai et al., 2008).
Figure 3. Ey at observation point obs1 using PEC boundary condition
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Figure 4 shows that on one hand, a comparison of the spatial profiles of propagation 
computed respectively to RBF method at three types of local support with each and on the 
other hand, the same results of RBF method with the FDTD method at t=10ns, t=15ns and 
t=20ns where identical results were obtained.
In order to show consistency in the computing scheme for long term time arguments as well 
as for both the RBF Method and the FDTD, the spatial distribution of Ey are plotted in Figure 
5 at t= 150 ns, where the comparison showed identical results. The results obtained by RBF-
FDTD was compared with the results shown in Figure 6 from Lai et al. (2008) are identical. 
Through this comparison, the choice of the type of support and the number of points do 
not affect completely the results obtained.
Figure 4. Evolution of Ey spatial profiles for FDTD and RBF method at t=10 ns (a), t=15ns (b) and 
t=20 ns (c), using PEC boundary condition.
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Figure 5. Ey spatial profiles given by RBF- FDTD method at t= 150ns, using PEC boundary condition.
CONCLUSION 
In this research, a comparison was performed between the conventional FDTD and RBF 
methods with radial basis functions. The numerical results showed that the numerical stability of 
the proposed method is related to the radius of a local support domain and the shape parameters 
of basis functions. Yet, the construction of the shape function matrix in local RBF method 
is more complex than that of the global RBF method. Moreover, the use of locally Gaussian 
and CSRBF basis function is more complex than that of the IMQ; otherwise, the previous 
basis functions have a problem of stability . In order to eliminate the instability programming 
process of the above two basis functions, each node in the local support must have its own 
suitable parameter. It was found that the use of RBF method is very economical in terms of 
computation time and programming burden.
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can be used with video steganography too. 
Video steganography gives flexibility of 
selective frame steganography to increase 
the security of the system or it can use the 
whole video for hiding huge amounts of data 
so that the hiding capacity is much higher in 
the case of video. Compressed video formats 
High Capacity Video Steganography Technique in Transform 
Domain
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ABSTRACT
Steganography is one of the techniques used for secure transmission of secret information. The secret 
information is concealed in a carrier and transmitted. Video steganography uses video signals to hide 
the secret information. The objective of this paper is to hide large volumes of secret data in video files. 
In the proposed technique, AVI video files are used as the carrier. Video files containing audio are 
split to get video and audio frames. Video frames are like still images and so, can be used for image 
steganography. When audio is extracted from the video, it is like an audio file and it can also be used 
for steganography. This leads to the high capacity steganography, since both video and audio frames 
are used as the carrier. When a small video clip is read, thousands of video and audio frames will also 
become available. The secret data can be image, audio or text. In this proposed work, secret image and 
audio signals are hidden in the video file.
Keywords: Capacity, Integer Wavelet Transform, Peak Signal to Noise Ratio, Structural Similarity Index 
Metric, Video Quality Metric (VQM), Video steganography
INTRODUCTION
Steganography is the science of secret communication. The secret information to be 
communicated is hidden in another carrier and transmitted. In video steganography a video clip 
can be a carrier. A video stream consists of many images and audio frames. All these frames can 
be used to hide the secret information, so, any image and/or audio steganography techniques 
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however, are challenging because during compression the hidden information may be lost. The 
most commonly used codec for video is H.264/AVC. The underlying coding structure can be 
modified to hide data but in this case, only a small amount of data can be hidden securely. Other 
possible ways of data hiding in video are hiding in motion vectors or macro blocks (Sadek et 
al., 2014; Tew & KokSheik, 2014).
Compared with image steganography, video steganography is harder to be tested by the 
attacker because random frames or audio tracks can be selected for the hiding process and 
for the attacker it is difficult to guess the sequence of frames or audio tracks. There are many 
attacks for videos such as lossy compression, change of frame rate, frames interchanging and 
addition or deletion of frames during video processing among others. The challenge in video 
steganography is to make the steganography technique resistant to these attacks.   
Three important characteristics of steganography are invisibility or imperceptibility, 
robustness and security. Invisibility or imperceptibility is the ability to be unseen by human 
eye. Robustness is the aptitude of the steganography to resist operations such as filtering, 
cropping, rotation, and compression. If the hidden information is not detected by third party, 
then the system is said to be secure. Even if it is suspected, it should be impossible to detect 
the hidden information by the third party.
Capacity is another important factor to be considered in steganography. It is the amount 
of information that can be hidden relative to the size of the cover object without reducing the 
quality of the cover object. Usually, it is specified as the number of bits per bytes or kilobytes. 
The more information the cover can carry the better it is. Large embedded information however, 
degrades the quality of the steganography (referred to as stego henceforth) significantly. This 
means that when capacity is increased, the security decreases and vice versa
 Steganography can be in spatial domain or in transform domain. In spatial domain 
techniques, actual sample values are modified to hide the secret information. These techniques 
are less resistant to signal processing operations. In transform domain, the actual sample values 
are transformed to some other domain like frequency domain or time-frequency domain. The 
transformed coefficients are then modified to hide the secret information. Transform domain 
techniques are robust against signal processing operations (Sadek et al., 2014). 
In this paper, a transform domain video steganography technique is proposed. Integer 
Wavelet Transform (IWT) is used to transform the video and audio frames into time-frequency 
domain. The IWT is a type of wavelet transform which maps integer to integers and can be 
used to transform digital signals.  
MATERIALS AND METHODS
A study (Su et al., 2013) proposed high volume of data embedding in compressed video files 
in H.264/AVC format. The process is too complex and it achieved only 10% of the capacity 
of the video file size. Since in this process the size of the stego file increases, it is prone to 
suspicions about hidden data. Some researchers (Gujjunoori & Amberker, 2013) have proposed 
a data embedding technique for MPEG-4 video using HVS characteristics in DCT domain to 
improve the capacity while maintaining good visual quality. Tamer Shanableh (2014) proposed 
two approaches. The message bits are hidden using modulation of the quantisation scale of a 
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constant bitrate video in the first approach. A payload of one message bit per macro-block is 
achieved. In the second approach, a second order multivariate regression is used. The regression 
model is then used by the decoder to predict the values of the hidden message bits. This also 
did not improve the capacity. 
A few researchers (Xu et al., 2014) have attempted to hide data in the encrypted H.264/
AVC video, but it will not increase the security level of data hidden. A study (Yao et al., 
2014) proposed a motion vector based steganography by defining embedding distortion. But 
it increased the bit rate which is not appreciated in steganography. Other researchers (Gaj et 
al., 2015), proposed a watermarking technique for H.264/AVC video which resists rotation, 
scaling and translation attacks by embedding the watermark in the moving objects of the video. 
Quality of a video is measured using many metrics. Peak Signal to Noise Ratio is the most 
widely used metric. Pinson and Wolf (2004, 2011) discovered a new standardised method 
for objectively measuring video quality, namely Video Quality Metric or VQM. Winkler and 
Wang, 2009) and Tew & KokSheik (2014) also suggested that VQM is one of the best metrics 
to measure the video quality.
All the above compressed video steganography papers did not achieve good payload 
capacity. Compared with the size of the video, the capacity was too low. The capacity can be 
improved if the information is hidden in many frames. But selection of frames which can resist 
compression is the challenge. The proposed method is explained below.
Video files containing audio are split to get video and audio frames. Video frames are like 
still images and so can be used for image steganography. When audio is extracted from the 
video it is like an audio file and it can also be used for steganography. When a small video clip 
is read, thousands of video and audio frames become available. All these frames can be used for 
steganography. The stego video file however, cannot resist compression, even though the other 
attacks such as RST attack, addition and deletion of frames can be handled efficiently. When 
the RST attack is applied, the secret data is not lost since it is applied to the entire frame. To 
handle frame deletion or addition, random frames are selected as per random number generator 
and secret information is hidden in duplicates. Pseudo Random Number Generator (PRNG) 
principle is used to select the frames. Only the seed has to be exchanged between sender and 
receiver. The first two prime factors of the seed are discovered. Sum of these two prime factors 
gives the first frame number where the secret data is hidden; then for the next two continuous 
frames, same secret data are hidden. This procedure is repeated three times in the frames at an 
offset of sum of the prime factors. For example, if 10 is the seed then 2 and 5 are its first two 
prime factors. Their sum is 7. Secret data is hidden in the continuous frames 7, 8 and 9. Then 
in the frames 16, 17 and18 (because 9+7=16) and in frames 25, 26 and 27 (because 18+7=25) 
same data are hidden. At the receiver, data is extracted from all these frames and checked for 
majority similarity. There is no chance of losing all such frames. Thus, any addition or deletion 
of frames can be handled. 
The audio frame size is small and the first frame always contains silent period. Hence, 
except for the first frame, all other frames are combined to hide secret audio. The secret audio 
is hidden in duplicate to resist frame loss.
Secret information is hidden in the video frames using Integer Wavelet Transform (IWT). 
The IWT decomposes the image into four sub bands LL, LH, HL and HH. The low frequency 
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LL sub band contains the most significant features and the high frequency sub bands contain 
less significant features. Thus, if the secret information is an image, only LL sub band will be 
hidden and during extraction, the secret image is constructed using only LL sub band. When 
IWT is applied to audio signals, it is converted into approximate or low frequency components 
and detail or high frequency components. Detail components are not significant. So to hide 
secret audio in audio frames, only approximate components are hidden and it is possible to 
reconstruct the secret audio using only approximate components. 
Experimentation is done in MATLAB 8.2. The embedding and extracting procedures are 
explained in the following sections. The MATLAB functions used in this proposal are listed 
in the Appendix.
Embedding Procedure:  
Input: 
 ● Cover video C.avi   
 ● Secret images S1.jpg and S2.jpg.
 ● Secret audio S3.wav.  
Output: Stego video, G.avi.
Method:
1. Read cover video C.avi and get video and audio frames. Store audio frames in ‘a’ and 
video frames in ‘im’.
2. Get the frame numbers as per the PRNG and hide the secret image in duplicates. 
Separate out Red Green and Blue components from the selected frames. Two secret 
images are hidden in one frame: one in Blue component and the other in Green 
component. Hiding procedure in the frame is explained in the following steps.
3. Obtain IWT of Blue and Green components to get four sub bands in each as BLL, 
BHL, BLH and BHH, GLL, GHL, GLH and GHH.
4. Obtain IWT of the secret images S1 and S2 to get four sub bands of each as sLL1, 
sHL1, sLH1 and sHH1, sLL2, sHL2, sLH2 and sHH2.
5. Hide the low frequency sub band of the secret image S1 by replacing the coefficients 
in BHH band. Also, hide the number of coefficients hidden.




6. Hide the low frequency sub band of the secret image S2 by replacing the coefficients 
in GHH band along with the number of coefficients hidden.
for i=1 to size(sLL2) do
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7. Obtain the inverse IWT to get Blue and Green components
8. Integrate the R, G and B components into a single image frame
9. Add the frame to the video in the correct location.
The secret audio is hidden as follows:
10. Except for the first frame, all other audio frames are combined.  
11. Obtain IWT of the combined audio frames and secret audio S3 to get approximation 
(CA) and detail coefficients (CD).
12. Obtain the binary of approximation coefficients of the secret audio and duplicate the 
bits 3 times. 
13. Hide the duplicated secret bits in the 3rd, 4th and 5th bit planes of the detailed coefficients 
of the cover.  
14. Obtain the inverse IWT of the cover to get the stego audio samples and then convert 
into frames. Add the frames to the audio in the correct location.
15. Store the video and audio frames in the AVI format in the uncompressed form to get 
stego video G.avi.
Extracting Procedure:
Input: Stego video G.avi
Output: 
 ● Secret images S1.jpg. and S2.jpg. 
 ● Secret audio S3.wav.
Method:
1. Get the frame numbers as per the PRNG and extract the required video and audio 
frames from the stego video. The hidden secret images are extracted as follows:
2. Decompose the extracted video frames into Blue and Green components. 
3. Obtain IWT of Blue and Green components and get the secret image sizes.
4. Extract the low frequency sub bands of the secret images hidden in the high frequency 
sub bands of Blue and Green components of all the selected frames. The size of the low 
frequency sub band is one fourth of the secret image size since ‘haar’ transform is used. 
for i=1 to (secret size)/4
begin
newSLL1(i) = gHH1(i)
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newSLL2(i) = gHH2(i)
end// gHH1 and gHH2 are the HH sub band of the Blue and Green components of 
the stego frame respectively. The size of the two secret images are taken as same.
5. For the extracted low frequency sub bands of the secret images, obtain the inverse 
IWT by considering zeroes as high frequency components to get secret images
6. Extract all the duplicates of the secret images similarly. The corresponding secret 
images must be compared for majority similarity and that will be selected as the secret 
image. Thus obtain the secret images S1 and S2.
The secret audio is extracted as follows:
7. Except for the first frame, combine all the audio frames and obtain the IWT to get 
approximate and detail coefficients.
8. Extract the 3rd, 4th and 5th bits of detail coefficients as per the number of secret bits 
hidden.
9. Form the bits into three groups and perform the majority evaluation and obtain the 
secret coefficients. These are the approximate coefficients of the secret audio.
10. Perform inverse IWT for these approximate coefficients, considering detailed 
coefficients as zeros to get the secret audio S3.      
RESULTS AND DISCUSSION
Figure 1 shows one of the frames. The frame size is 240 X 320. Figure 2 shows the secret 
images. The stego frame and the extracted secret images are shown in Figure 3.
Figure 1. One of the frames from the video  
Source: downloaded from MirchiFun.com in January 2015.
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Figure 2. Secret images : (a) football, (b) earth 
Source: downloaded from Google in June 2013
Figure 3. Stego frame and Extracted images: (a) stego frame (b) extracted football (c) extracted earth
The quality of the stego video is measured using Video Quality Metric (VQM). The VQM 
(Pinson & Wolf, 2004) is developed by the Institute for Telecommunication Science (ITS) 
which is used as an objective measurement to evaluate the quality of the video. It measures 
the perceptual effects such as blurring, unnatural motion, noise and colour distortion among 
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others and combines them into a single metric. The VQM has a high correlation with subjective 
video quality assessment and it has been accepted by American National Standards Institute 
(ANSI) as an objective video quality standard. Hence, VQM is a better quality metric than 
Peak Signal to Noise Ratio (PSNR).
The ITS has developed a video quality metric (BVQM) software tool that performs 
automated batch processing of multiple video clips to objectively assess their video quality 
(Pinson & Wolf, 2011). The processed video clips are calibrated and the VQM is calculated. 
This tool is used to measure VQM. The VQM ranges between ‘0’ and ‘1’. If it is ‘0’, that 
indicates no difference between the original and the stego video meaning it is of good quality. 
‘1’ indicates a fully distorted video.
The extracted secret image quality is measured using PSNR and Structural Similarity Index 
Metric (SSIM). The PSNR is a simple statistics error metric which objectively quantifies the 
error signal. With PSNR, greater values indicate greater similarity. It is given by equation [1].
             [1]
where MAX = maximum value, MSE = Mean Square Error as given by equation [2].
           [2]
O(i,j) is original pixel and D(i,j) is stego pixel. M X N is the size of image. It is expressed in 
decibels (dB).
The SSIM is an objective image quality metric and is superior to traditional PSNR which 
estimates the perceived errors, whereas SSIM considers image degradation as perceived change 
in structural information. The SSIM is given by equation [3].
            [3]
where C1 = (k1L)2, and C2 = (k2L)2 are two constants used to avoid null denominator. L is the 
dynamic range of the pixel values (typically this is 2# bits per pixel -1). k1 = 0.01 and k2 = 0.03 by 
default.
The dynamic range of SSIM is between -1 and 1. The maximum value of 1 will be obtained 
for identical images. Equation [3] can be written as the product of three terms: M1, M2 and M3.
              [4]
              [5]
               [6] 
where 
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M1 indicates luminance distortion, M2 indicates contrast distortion and M3 indicates 
structural distortion (Wang et al., 2004); Sasi varnan et al., 2011). 
The extracted secret audio is evaluated using Signal to Noise Ratio (SNR) and Squared 
Pearson Correlation Coefficient (SPCC). The SNR is a term that refers to the measurement 
of the level of an audio signal compared to the level of noise that is present in that signal. 
It is expressed in decibels (dB). A larger SNR value indicates a better quality. It is given by 
equation [7].
              [7]
The recommended SNR for audio signal is above 30dB.
The SPCC is based on correlation of samples. The high value of SPCC indicates a good 
quality of the output signal. Its range is between 0 and 1. It is given by equation [8].
             [8]
where x, y,  and  are the cover signal, stego signal, average of the cover signal and average 
of the stego signal, respectively (Ballesteros & Moreno, 2013).
Table 1 shows the performance metrics for the stego video and extracted secret images 
and secret audio. When the payload is increased, the quality of the stego is reasonably good 
even with six secret images and 40000 secret audio samples. The quality of the extracted secret 
audio however, decreases and if the payload is further increased, the extracted secret audio 
will be distorted. Table 2 shows performance against RST attack. A rotation of 3 degrees is 
applied to all the stego frames and then scaled to the original size. It is possible to extract the 
secret image and audio with reasonable performance metrics. Table 3 compares the proposed 
video steganography algorithm with the research outcome of other video steganography. 
Since VQM is not calculated in those papers, the comparison is done in terms of PSNR with 
reference to payload capacity percentage. The results show that the proposed technique has 
better metrics than the others.
CONCLUSION
This paper proposes a high capacity video steganography technique using AVI video files as 
cover object. The secret information is hidden in the cover video frames, instead of hiding in 
the Meta data or macro block as found in the literature. The audio frames are also used for 
information hiding. The experimental results show that the technique is robust and secure.
Hemalatha, S., U. Dinesh Acharya and Renuka, A.





Secret images (gray scale) 
and Secret audio





SSIM SNR in 
dB
SPCC
C.avi Two images with size 







Four images with size 











Six images with size 
















Performance Against RST Attack
Cover 
video
Secret images (gray scale) Stego Extracted image Extracted audio
VQM PSNR in dB SSIM SNR in dB SPCC
C.avi Two images with size 








Performance Comparison of Proposed Video Steganography Algorithm with That of Other Related 
Published Work
Algorithm Payload capacity in % PSNR in dB
Su et al. (2013) 14.5 36.5
Gujjunoori & Amberker (2013) 3.1 25.0
Liu et al. (2013) 2.0 36.0
Proposed  17.6 34.0
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APPENDIX
Following MATLAB functions are used in the experimentation:
To read video file C.avi and to get number of video frames n:
 VideoFreader=vision.VideoFileReader(‘C.avi’)
 vid=VideoReader(‘C.avi’) (Sadek, Khalifa, & Mostafa, 2014)
 n= vid.NumberOfFrames
To extract audio and image frames (a and im) from the video:
 for i=1 to n do
 begin




To decompose an image B into four sub bands BLL, BHL, BLH, BH using IWT:  
 LS = liftwave(‘haar’,’Int2Int’)
 [BLL,BHL,BLH,BHH] = lwt2(double(B), LS)
To get back the image B, inverse IWT is applied as follows:
 B=ilwt2(BLL, BHL, BLH, BHH, LS)
To obtain the IWT of audio frame a:
 [CAc, CDc] = lwt(double(a), LS)
To get back the audio frame, inverse IWT is applied as follows:
 a= ilwt (CAc, CDc, LS)
To write video and audio frames (im and a) into a video file G. avi (n is the total no. of frames):
 VideoFwriter=vision.VideoFileWriter(‘G.avi’)




Pertanika J. Sci. & Technol. 24 (2): 423 - 438 (2016)
SCIENCE & TECHNOLOGY
Journal homepage: http://www.pertanika.upm.edu.my/
ISSN: 0128-7680  © 2016 Universiti Putra Malaysia Press.
INTRODUCTION
Nowadays, conventional fluid with the 
addition of ultrafine particles in nanometer 
size makes a difference in enhancing heat 
transfer exchange in many applications which 
emit high heat flux, such as MEMS/NEMS 
systems, high performance electronic device, 
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ABSTRACT
One of the best ways to enhance heat transfer coefficient is by improving thermal properties of the 
working fluid. Gold/water nanofluid flow through horizontal minitube with very low Reynolds number 
was simulated by using Thermal Lattice Boltzmann Method (TLBM) under uniform heat flux boundary 
condition. The effect of different volume fraction of nanoparticles on the heat transfer coefficient was 
studied and compared with the base fluid (water). The results were verified using Finite Volume Method 
(FVM). The results showed enhancement of heat transfer coefficient when using gold/water nanofluid 
and this enhancement depends on the volume concentration of Gold nanoparticles. The maximum 
enhancement was 18% with 0.03 volume concentration.
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solar cells and many applications that need high performance cooling systems (Hussien et al., 
2016; Verma & Tiwari, 2015) . These nanoparticles have thermal conductivity of a hundred 
times more than conventional fluid. This means that the thermal and rheological properties 
will be changed upon the addition of nanoparticles to the fluid even at a very low amount 
(Zhou et al., 2012). Moreover, the change depends on the size, shape and the material of the 
nanoparticles (Anoop et al., 2009; Ji et al., 2011) . Many experimental research have been 
conducted to identify the physical properties of nanofluids and compared with existing models 
as described in nanofluids cases (Mostafizur et al., 2015; Solangi et al., 2015) . Besides that, 
the nanoparticles are continuously in the stage of development by introducing new materials 
(hybrid nanoparticles), shapes and sizes (Sarkar et al., 2015; Tian et al., 2015) . 
So far, the literature survey conducted by researchers have created roles for very small 
channels to increase the heat transfer coefficient. It is desirable for high heat transfer rate and 
that is the reason why the contact surface area is higher out of the volume.
Many experimental investigations performed so far have concerned mainly with the study 
of nanofluids with micro/minichannels for developing a new generation of cooling systems. For 
instance, Jung et al. (2009) found enhancing the heat transfer up to 30% in their experimental 
study of AL2O3/water nanofluid in rectangle microchannels. Meanwhile, Nitiapiruk et al. 
(2013) studied TiO2/water nanofluids in rectangle microchannels experimentally and their 
results showed that enhancing heat transfer coefficient depends on the volume concentration 
of the nanoparticles. Nazari et al. (2014) experimented with the performance of the CPU 
cooling performance by using nanofluids. They used two types of nanoparticles (Al2O3 and 
CNT) dispersant in (water and EG) with various particle concentrations in their experiment. 
Their results showed 13% maximum enhancement in convection heat transfer which occurred 
when they used CNT nanoparticles. They also concluded that the maximum enhancement 
can be achieved when the optimum concentration of nanoparticles and flow rate is taken into 
consideration.
Recently, numerical simulations of testing the enhancement of heat transfer performance 
when using nanofluids in micro/minichannels were taken into account for avoiding experimental 
fabrication efforts and saving time and money. Jang and Choi (2006) investigated numerically 
Cu/water and diamond/water nanofluids in rectangle microchannels heat sink. The enhancement 
in thermal performance was about 10%. In another study, J. Li and Kleinstreuer (2008) 
worked numerically to find out CuO/water nanofluid in trapezoidal microchannels leading to 
extra pressure drop with the enhancement of heat transfer. Mohammed et al. (2011) tested six 
different types of nanofluids (Al2O3, Ag, CuO, diamond, SiO2 and TiO2)/water in triangular 
microchannels numerically and based on their observation, the peak thermal performance 
and less pressure drop can be utilised using Diamond and Ag /water nanofluids. Salman et 
al. (2012) studied convection heat transfer of (Al2O3, CuO,SiO2, ZnO) / EG nanofluids flow 
through circular microchannel with different nanoparticle sizes and volume concentrations. 
Their results revealed significant effects on the Nusselt number, velocity, wall shear stress and 
pressure drop with the change of size and concentration of the nanoparticles. Mohammadian et 
al. (2014) studied the performance of counter flow microchannel heat exchanger when using 
Al2O3–water nanofluid numerically. They used different nanoparticle volume concentrations 
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and sizes. The results pinned that the highest thermal performance can be achieved using the 
highest concentration and the smallest particle size.
Some researchers prefer the minichannel when using nanofluids by for two main reasons: 
the cost of fabrication and less of pressure drop (Shenoy et al., 2011). Ijam and Saidur (2012) 
studied the cooling performance of the heat sink by using the SiC–water and TiO2– water 
in the minichannel. They found out that the improvement was between 7–12%. Liu and Yu 
(2011) investigated experimentally convective heat transfer Al2O3/water nanofluid flow inside 
circular minichannel (Di= 1.09 mm) in different flow types of laminar and transition and 
turbulence. Their results revealed that the laminar flow caused greater enhancement compared 
with the transition and turbulent flow with pressure drop penalty while the conventional 
correlations can be used in the laminar regime. Vafaei and Wen (2012) studied the Al2O3/
water nanofluid flow inside circular minichannel (Di= 510 μm). The enhancement of the heat 
transfer coefficient reached 40% for higher flow rate. In addition, Al2O3/water nanofluid with 
rectangle minichannels heat sink was investigated experimentally by Ho et al. (2014) with the 
hydraulic diameter at 1.2 mm. Ijam et al. (2012) investigated (Al2O3, TiO2)/water nanofluids 
flow through rectangle minichannels heat sink. Hassan et al. (2013) concluded that nanofluids 
with laminar flow in minichannels are a superior coolant when compared between the circular 
minichannel (Di=3mm) and microchannel (Di=50 μm) with Al2O3/water nanofluid. 
Many types of nanofluids have been studied so far for high thermal conductivity of metal 
nanoparticles, such as Au, Ag, Cu, Al, which made it highly demanding for being the perfect 
coolant in the recent market. However, very few researches have been concerned with the 
convection of heat transfer performance on gold/water nanofluid. Sabir et al. (2015) studied 
experimentally the characteristics of convection heat transfer of gold nanofluid with very low 
volume concentrations and their results detected up to 30% of enhancement in heat transfer 
coefficient. On the other hand, Patel et al. (2003) detected 9% thermal conductivity enhancement 
in their experimental research when they used Au/water nanofluid, while Tsai et al. (2004) 
revealed that using gold/water nanofluid reduced the thermal resistance of the heat pipes.
In the past few years, researchers have started using the Thermal Lattice Boltzman 
Method (TLBM), which is considered as a very effective method to simulate many problems 
for fluid and thermal flow (Sidik & Razali, 2014). Sheikholeslami et al. (2013) applied TLBM 
to figure the magnetic field effect to concentric annuals filled by A2O3/H2O nanofluid. In another 
research, Karimipour et al. (2015) used TLBM the force convection of Cu/H2O nanofluid flow 
inside the microtube in very low Reynolds number with slip wall flow boundary condition.
This article focuses on the enhancement of heat transfer coefficient by using gold/water 
nanofluid flow inside the minitube with different volume concentrations using TLBM.
GEOMETRY MODELING AND GOVERNING EQUATIONS
The continuity, 2-D Navier-Stokes and energy equations will be used to describe the flow 
velocities and temperature distributions in the whole region. Figure 1 shows the computational 
domain, the axial and radial axis (z, r) respectively, and the uniform heat flux (q”) which 
will be exposed to the outer surface of the minitube. According to Kandlinkar classifications 
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(Kandlikar, 2006), the channel that has hydraulic diameter from 200µm to 3mm is considered 
minichannel, whereas the minitube diameter is 2.1 mm with wall thickness of 0.45 mm. 
Figure 1. Schematic diagram
The governing equations are:
               [1]
             [2]
           [3]
             [4]
where vu,  are the velocity components in z and r directions respectively.
The following assumptions will be considered:
 - Continuum.
 -  Newtonian fluid.
 - Incompressible.
 - Constant viscosity, density, and thermal conductivity.
 - Negligible gravity force.
 - Negligible nuclear, electromagnetic and radiation energy transfer
NUMERICAL METHOD
Nanofluids Treatment
In this paper, we used gold-water nanofluid as homogenous working fluid. The physical and 
thermal properties of the nanofluid were calculated from the properties of water and gold as 
shown in Table 1. 
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Table 1 









Water 992.22 4178 0.0006532 0.6305
Gold nanoparticles 19300 126 - 318
The general formulas for fluid-solid mixture was used to find the density and specific heat 
capacity of the nanofluids:
            [5]
          [6]
Batchelor’s model (Batchelor, 1977) was used to calculate the effective viscosity of 
nanofluids:
            [7]
The effective thermal conductivity was calculated by using the Hamilton and crosser 
model (Hamilton & Crosser, 1962):
         [8] 
where the kinematic viscosity is , the prandtl number is  and the thermal 
diffusivity is .
According to Hamilton and Crosser (1962), increasing the volume concentration caused 
an increase in the thermal conductivity and the viscosity in the crosser model and Batchelor’s 
model, as can be seen in Figure 2.
Figure 2. The effect of the nanoparticles volume concentrations on the (a) viscosity and (b) thermal 
conductivity
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Lattice Boltzmann Methods
Numerical simulations are considered over experimental at the situations where it becomes 
tedious to collect data from setup. Numerical methods are preferable because experimental setup 
needs very high treatment care, special tools and expensive instruments. Thus, the Thermal 
Lattice Boltzman Method (TLBM) has become a very significant research technique in mini/ 
microchannels with nanofluids (Yang & Lai, 2011). In this study, TLBM was used for the 
analysis of fluid flow and heat transfer in minitube, with uniform heat flux.
The idea of Lattice Boltzmann Method (LBM) is to take advantage of micro-scale and 
macro-scale by considering a collection of particles as a unit, which is called the meso-scale. 
For instance, LBM is connected between the entropy of a system with time and the change in 
macroscopic variables. It can predict the macroscopic behaviour by studying the distribution 
functions which is in a general probability of finding particles in Lattice Unite at a certain time 
f( r,c,t) and g(r,c,t) respectively.
Halliday et al. (2001) were the first to explore the energy equation in axisymmetry by 
LGK approximation with selected source terms. Later, many models studied the axisymmetric 
flow such as those by Lee et al. (2006), Reis and Phillips (2008), Guo et al. (2009) and J. G. 
Zhou (2011).
In this paper, Zhou’s model (J. G. Zhou, 2011) was used to define the source terms in the 
D2Q9 LB Model, the distribution function of nine velocities were formulated as:
                [9]
the source terms θ and  are defined as: , and  respectively.
where  is the distribution functions,  is the position vector  the effective 
relaxation time depends on the position, i index represents z and r. The other parameters of 
the D2Q9 model are shown in Table 2.
Table 2 






The equilibrium distribution function can be formulated as:
          [10]
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The distribution functions give the density and the velocity as: 
            [11]
             [12]
Peng et al. (2003) proposed the first axisymmetric flow in TLBM by solving the temperature 
distribution with finite difference method. The hybrid model was then used to solve the thermal 
and vorticity stream function (Sheng Chen et al., 2009).
In recent times, the dual lattice form has been used to recover thermal energy equation by 
new distribution function g(x,t) with f(x,t) (Wang et al., 2007; Q. Li et al., 2009; Zheng et al., 
2010). In this paper, D2Q4 thermal model was used for solving the temperature distributions, 
which in turn helps to reduce the computational efforts over D2Q9 thermal model (Djebali 
et al., 2008). In this model, the scalar distribution function can be derived from the following 
formulation:
               [13]
where: 
 and the relation between thermal diffusivity  and thermal relaxation time
 is . The equilibrium distribution , where
 and  as shown in Fig. 3. 
The macroscopic temperature is obtained similarly as that of flow distribution functions:
             [14]
Boundary conditions
After the streaming process,  are unknown at the inlet and for outlet its 
. N`ow at the wall,  and at the axis  as 
shown in Figure 3. 
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Figure 3. Distribution functions at the boundaries for D2Q9-D2Q4 flow thermal model
Applying boundary conditions helps to locate the unknown distribution functions. For 
a boundary condition with nonzero velocity, the inlet flow in the west side is known, so the 
bounce-back scheme is obviously invalid. The Zou and He (Zou & He, 1997) boundary 
condition for known inlet velocity was used, whereas for constant inlet temperature,  was 
divided to scalar distribution function and hence, the macroscopic and microscopic boundary 
conditions are:
 
               [15]
For constant heat flux at the wall, the bounce back boundary (Shiyi Chen et al., 1996) 
condition was used to the flow distribution function, and constant temperature gradient for 
scalar distribution functions is expressed as (Tarokh et al., 2013):
 
               [16]
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Simple forward finite’s difference scheme was used to define the unknown distribution 
function around the central axis as shown in Eq. (17).
         [17]
As outlet density and velocity are unknown, it is assumed that velocity at the point before 
last lattice is the outlet velocity and the same procedure of inlet boundary condition is applied 
(Mohamad, 2011). For thermal distribution function, the extrapolation was used to define the 
unknown value.
Figure 4 shows the sequence steps for each time step to solve BKG-LBM D2Q9-D2Q4 
flow thermal models until convergence (Mohamad, 2011).
Figure 4. The TLBM steps
DISCUSSION
In this simulation, the uniform heat flux was applied at the surface of the tube  
with low Reynolds number  for all process fluids. In total, four different volume 
concentrations of gold nanoparticles were used to perform the experiment, namely 0.1,0.5,1 
and 3% volume concentrations. The enhancement of heat transfer coefficient through axial 
distance was studied by using a 2.1 mm diameter minitube and 27cm axial length. 
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Thus, the local heat transfer coefficient was calculated by applying the Newton law:
            [18]
where  is the temperature of the inner wall surface and  is the mean temperature in 
the z location and can be predicted by using the following formulae:
             [19]
 is the mean density and the mean axial velocity in the same axial point respectively:
            [20]
The results of D2Q9-D2Q4 TLBM showed acceptable values as compared with commercial 
CFD package. From Figure 5 and Figure 6, it can be easily confirmed that wall temperature 
along the axial direction and cross section temperature distribution in different axial locations 
are almost matching respectively.
Figure 5. The Inner wall temperature along the axial direction for water
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Figure 6. Temperature distribution for different axial locations
Figure 7 shows the dimensionless inner wall temperature θw, with reference to Eq.20 along 
the axial distance ranges from 0 - 0.27m. This curve indicates that the increase in volume 
concentration of nanoparticles will decrease the dimensionless wall temperature. This is due 
to the increase in effective thermal conductivity of the nanofluids, which in turn improves 
the heat transfer along the radial direction. This relation can be seen especially in the fully 
developed regions. 
Figure 7. The dimensionless inner wall temperature variation with different nanoparticles volume 
concentration
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Figure 8 shows heat transfer coefficient along axial direction by considering volume 
concentrations of gold nanoparticles. It can be seen that heat transfer coefficient increases with 
the increase in concentration of the gold/water nanofluid. Now comparing results with that of 
water, we found out that there is an enhancement of 18% for 3.0vol.% gold/water nanofluid. 
Hence, for very low concentration of 0.1vol.%, the enhancement was around 1%. With these 
figures, a much large enhancement was seen at the beginning of the developing region.
Figure 8. The heat transfer coefficient variation with different volume concentrations of nanoparticles
The average Nusselt number increases with the increase in volume concentration of gold 
nanoparticle, as shown in Figure 9. The results show very low enhancement in average Nusselt 
number which is due to the enhancing of nanofluids thermal conductivity. The maximum 
developing value of Average Nusselt number in comparing water is 7% for 3.0vol.% gold/
water nanofluid.   
The major advantage of using nanofluids will not only boost effective thermal conductivity 
but also drastically enhance viscosity. For example, the velocity of the 3.0vol.% gold/water 
nanofluid is about 30% less than the velocity of water at the same Reynolds number. This 
shows that the reduction in the mean velocity causes more heat carrier.
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Figure 9. Average Nusselt number variation with different volume concentrations of nanoparticles
Nowadays, research on gold/water nanofluid is rarely seen, thus more experimental research 
must be carried out in this area for a comprehensive understanding. 
CONCLUSION
The Thermal Lattice Boltzmann Method (D2Q9-D2Q4 TLBM) has been used to simulate 
the force convection heat transfer by using gold/water nanofluid with different volume 
concentrations through minitube. The results pinned that heat transfer coefficient enhances 
with gold/water nanofluid over pure water. Furthermore, the enhancement depends on the 
volume concentration of the gold nanoparticles proportionally. From this study, the maximum 
enhancement was 20% for 0.03 volume concentration of gold/water nanofluid compared 
with water. The enhancement of the heat transfer coefficient was due to the effective thermal 
conductivity and effective viscosity. From this study, it has been observed that there is a 
shortage in the investigation of gold/water nanofluid and its effects in enhancing heat transfer 
coefficient experimentally.
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feat, even more when designing a flapping 
vehicle that has a size of an insect. There 
are a lot of factors and variables to consider, 
and a lot more to be discovered. As MAV 
has a very short wingspan, lift and thrust 
production are limited to the ability of the 
MAV’s wings to manipulate airflow in its 
surroundings to counter any shortcomings. 
Flapping Membrane Wing: A Prediction towards Inter-Domain 
Flight
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ABSTRACT
The purpose of this research is to gain initial knowledge and to predict the sustainability of an all-weather 
Micro-Aerial-Vehicle (MAV). The observed parameters are: the maximum coefficient of lift, CL and the 
changes in CL after impact, the fluctuation of CL upon entering simulated rain environment, and length of 
stability recovery in terms of time and flapping cycle, t and t/T, at flapping frequencies of 8, 16, and 24 
Hz, at t/T = 3/8 and 7/8. At 24 Hz, the increase in peak CL value after impact of entering rain environment 
is 0.59. The average fluctuations in CL occurred when entering the rain environment are 410.263. The 
stability recovery time recorded is 0.006 seconds. Small birds (especially hummingbirds) have a very 
high flapping frequency that enables them to efficiently withstand external disturbances caused by nature 
and to instantly adapt to new environments.
Keywords: Membrane wing, flapping, flat plate, inter-domain, flapping stability, simulated rain
INTRODUCTION
The DARPA (The Defense Advanced Research Projects Agency) defines Micro-Aerial-
Vehicle (MAV)as an aerial vehicle that has; a maximum wingspan of 15cm. Producing a 
small size flapping vehicle inspired by biomimetics of birds has been a very challenging 
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External disturbance is also a potential factor in determining the reliability of a certain MAV, 
with larger concerns when attempting to achieve and produce an all-weather MAV (a MAV 
that could be operated under any weather condition).
One of the simplest ways to produce enough lift and thrust force for a very short wingspan 
is to reduce its aspect ratio (AR). Tsai and Fu (2005) have proven that a wing with AR of 3 
can produce lift equivalent to a wing with AR of 8 given the right chord length and flight 
speed. Referring to the external disturbance factor, Warrick et al . (2005) discovered that 
hummingbird wing motion exhibits a figure-eight pattern and is highly adaptive to accommodate 
the challenges posed by wind gust. To top it off, AeroVironment (http://www.avinc.com/) uses 
a hummingbird-like flapping wing design that can withstand a 2 m/s wind gust from the side 
without drifting more than 1m.
On the other hand, Lee et al. (2011) discovered that longitudinal flight dynamics of 
a bio-inspired ornithopter with a reduced-order aerodynamics model and wing flexibility 
effects showed robustness towards external disturbances due to its trimmed flight dynamic 
characteristics. Niu et al. (2012), Lee et al. (2008), and Kim et al. (2005) conducted a 
preliminary study of three-dimensional aerodynamics, experimental evaluation of aerodynamic 
model, and a comparative study of rigid and flexible wing in flapping motion respectively. 
Combes and Dudley (2009) have discovered that bees have the ability to overcome external 
disturbances as well by means of wing-body interactions to regain aerodynamic stability. Lian 
et al. (2003) reported that the advantage of a flexible membrane wing is that it can adapt to 
wind gust and provide a smoother flight platform, which has been proven experimentally by 
Shyy et al. (1997). Furthermore, Shyy et al. (2013) have compiled all of his researches with a 
special subtopic addressing the effects of wind gust on hovering aerodynamics.
Limited research has been done on the other effects of external disturbances on flapping 
wing aerodynamics, such as rain, snow, and sandstorm due to the high complexity and difficulty 
of mimicking those environments and the vast amount of variables and unknowns to consider. 
The purpose of this research is to gain initial knowledge and to predict the sustainability of 
an all-weather MAV. In this research, a flat wing is simulated to flap through two different 
domains, from actual atmospheric air plunging through simulated “rainy” environment. An 
initial prediction on the effects of rain on flapping wing aerodynamic forces will be simulated 
by applying an assumption - rain environment is treated as modified water vapour environment 
with mixture density, ρmix and viscosity, µmix. The maximum coefficient of lift, CL and the 
changes in CL after impact, the fluctuation of CL upon entering simulated rain environment, 
and length of stability recovery in terms of time and flapping cycle, t and t/T, will be observed 
for 8, 16, and 24 Hz flapping frequencies, f. The nomenclature associated in this research is 
shown in Table 1.
Inter-Domain Flapping Wing Flight
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Table 1 
Nomenclature
Symbol Quantity SI Units
y(t) wing motion with respect to time m
ha flapping amplitude m
Fh flapping oscillating frequency Hz
T time s
φh phase angle °
aSI Units: s = seconds,  m = meter, Hz = Hertz, ° = Degree angle
METHODOLOGY
Simulation Model
In this research, a rectangular flat plate wing has been considered for simplicity. The chord 
length of the wing, c is 5cm, the half wingspan length is 7.5cm, and the thickness is 0.03cm. 
The domain of the simulation is created using three-dimensional “C-mesh”. The dimensions 
are 32.5c in length, 12.5c in width, and 25c in height. Two test domains were created, one 
with structured mesh “casing” to capture the boundary layer effects and increase the accuracy 
of the simulation as shown in Fig. 1a, and the other one without the structured mesh casing 
as shown in Fig. 1b. Both test domains have similar cell count; 633862 and 642544, with the 
former being the test domain with the structured mesh casing. The structured mesh casing has 
been set to move with the flapping motion of the membrane wing. 
Figure 1. Membrane wing with structured mesh casing (a) and without structured mesh casing (b).
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As shown in Figure 2, the movement of the structured mesh casing does not interfere with 
the pressure distribution on the wing and it has been observed that this domain produces faster 
simulation results compared with the one without the structured mesh casing by approximately 
one hour. The mesh was done using Pointwise V17.3R1 (2015) while simulation of the test 
domains were done using Ansys Fluent 15.0 (2013).
Figure 2. High pressure value at leading edge of membrane wing (a) and the 3D simulation domain (b).
The simulation was been done under unsteady (transient) conditions, utilising SIMPLE 
pressure-velocity coupling scheme, with pressure and momentum solver set to 2nd order upwind 
under spatial discretisation criteria. A simple harmonic function (pure flapping) was adopted 
for the membrane wing flapping motion.
y(t) = hαcos(2πfht+φh)
where hα is the flapping amplitude (30˚) and is defined positive upwards, 2πfh is the flapping 
angular frequency, fh is the flapping oscillating frequency (8, 16, 24 Hz), and φh is the phase 
angle of the flapping motion (15˚). The flapping flight velocity was set to 10 m/s. The impact 
of rain environment will be initiated at two different instances, t/T = 3/8 and t/T = 7/8 as shown 
in Figure 3. 
Inter-Domain Flapping Wing Flight
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Figure 3. Visualisation of wingtip position viewed at normal of wingtip surface.
Validation of Model
The simulation of the flapping membrane wing in this research was validated using Tsai and 
Fu (2015) and Shi-Ming Huang (2004). Figure 4 below shows the comparison of the validation 
test case of the flapping membrane wing at 24 Hz flapping frequency. All calculations and 
comparisons are done with respect to the second flapping cycle to ensure optimum data 
accuracy.
Figure 4. Validation case of flapping membrane wing at 24 Hz; this research, Tsai and Fu (2015), and 
Shi-Ming Huang (2004).
Rain Condition Prediction
To mimic a rainy environment, an assumption was made; rain particles were treated as modified 
water vapour particles with mixture density, ρmix and viscosity, µmix, since no published method 
or equation is currently available dedicated solely on calculating the actual density and viscosity 
of rainy atmosphere. Therefore, the following equations, as proposed by Davidson (1993) and 
Brokaw (1968), will be used to predict the density and viscosity of dry air-water vapour mixture:
where 
D = Density
P = Pd + Pv = Total air pressure
Pd = Pressure of dry air
Pv = Pressure of water vapour
7Rd = Gas constant for dry air = 287.05 J/kg˚K
7T = Temperature = 288.15 ˚K
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Pressure of water vapour, Pv can be obtained using the following equation:
where 
As = Saturation pressure of water vapour




To predict the viscosity of dry air-water vapour mixture, the following equation was 
adopted:
µmix = xdry airµdry air + xwater vaporwave vapour
where 
µmix = viscosity of dry air-water vapour mixture
xdry air = mole fraction of dry air
xwater vapour  = mole fraction of water vapour 
µdry air = viscosity of dry air
µwater vapour = viscosity of water vapour
Using all the equations above, the value of dry air-water vapour mixture’s density, ρmix 
will be set to 1.2378 kgm-3 and the value of dry air-water vapour mixture’s viscosity, µmix will 
be set to 1.597x10-5 kgm-1s-1.
RESULTS AND DISCUSSION
Maximum coefficient of lift, CL before and after impact
In this research, the maximum achievable coefficient (peak value) of lift, CL during upstroke 
and downstroke was observed for membrane wing with flapping frequency of 8 Hz, 16 Hz, 
and 24 Hz, before and after the impact of crossing from atmospheric air into the simulated rain 
environment. The peak CL for all three of the flapping wing frequencies is as shown in Figure 5.
For flapping frequency of 8 Hz, the peak CL value stabilises at an average value of ±0.405 
and for flapping frequency of 16 Hz, the peak CL value stabilises at an average value of ±0.891. 
Meanwhile for flapping frequency of 24 Hz, the peak CL value stabilises at an average value of 
±1.266. These peak CL values achieved stability after the second flapping cycle within the air 
domain before entering the simulated rain domain. As mentioned in the methodology section 
above, peak CL values are taken from the second flapping cycle to ensure optimum accuracy. 
These stabilised peak CL values agree with the simulation results produced by Tsai and Fu 
(2015) and Shi-Ming Huang (2004).
After entering the rain environment and immediately after the peak CL values regained 
stability, a slight increase in peak CL values for all three flapping frequencies was observed. 
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At t/T = 3/8 impact position, an increase of peak CL values of approximately 0.21, 0.53, and 
0.56 were observed at 8, 16, and 24 Hz respectively. Meanwhile at t/T = 7/8 impact position, 
a slightly larger increase in peak CL values were recorded as compared to the increase in peak 
CL values at t/T = 3/8, which yielded an increase of peak CL values of approximately 0.23, 
0.57, and 0.62 at 8, 16, and 24 Hz respectively.
Figure 5. Peak CL before and after impact of rain environment; 8 Hz (a), 16 Hz (b), 24 Hz (c)
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Impact of rain domain 
The effects of rain domain are applied at the t/T = 3/8 and t/T = 7/8 positions. Figure 6 a-c 
shows the fluctuations of CL that occur upon impact at the boundary between air domain and 
rain domain. The maximum fluctuations of CL are recorded for flapping frequency on 8, 16 
and 24 Hz.
At t/T = 3/8, CL fluctuation that occurred at flapping frequency of 8 Hz reached up to 
140.505, which is more than 346 times the maximum value of stabilised CL. For flapping 
frequency of 16 Hz, CL fluctuated up to 261.031 and flapping frequency of 24 Hz recorded 
CL fluctuation up to 409.522, which was more than 292 and 323 times the maximum value of 
stabilised CL for 16 Hz and 24 Hz respectively.
At t/T = 7/8, it can be observed that the maximum value of CL fluctuations is similar to its 
t/T = 3/8 position counterpart. Flapping frequency of 8 Hz recorded a maximum value of CL 
fluctuation of up to -140.997 (“-” sign indicates downstroke direction). Meanwhile flapping 
frequencies of 16 Hz and 24 Hz recorded a maximum value of CL fluctuation of up to -260.374 
and -411.003 respectively. Therefore, we can safely assume that the values CL fluctuation at t/T 
= 7/8 are the same in magnitude with t/T = 3/8 (less than 10 percent difference) but in different 
direction (caused by upstroke and downstroke motions).
It is observed that fluctuations occurred more than a 100 folds more than the recorded 
stabilised CL. With this much amplification of peak CL, aerodynamic instability will definitely 
occur during the flapping flight. The fluctuation of peak CL only happens within a narrow time 
frame of 0.0035 to 0.0195 seconds. Within that short window of opportunity, a flapping wing 
MAV must be able to adapt and regain aerodynamic stability in order to maintain air superiority.
Stability Recovery 
As mentioned in the previous section, a flapping wing MAV needs to be able to adapt towards 
any form of peak CL fluctuations within an instance to maintain aerodynamic stability. It is 
important for us to understand and estimate the period of time a flapping wing MAV takes to 
regain stability of its flapping wing peak CL value in order to produce a sustainable all-weather 
MAV. As shown in Figure 7a-b, the length of stability recovery in terms of time and flapping 
cycle, t and t/T, are observed for 8, 16, and 24 Hz flapping frequencies at t/T = 3/8 and t/T = 
7/8 impact positions.
At impact position t/T = 3/8, a flapping membrane wing that flaps at 8 Hz recovers its 
stabilised peak CL value in 0.016 seconds, which is equivalent to 1.375 flapping cycle where as 
a flapping wing that flaps at 16 Hz recovers its stabilised peak CL value in 0.011 seconds, which 
is equivalent to 1.4375 flapping cycle. Flapping at 24 Hz, a flapping membrane wing recovers 
its stabilised peak CL value in 0.006 seconds, which is equivalent to 1.625 flapping cycle.
At impact position t/T = 7/8, the time and flapping cycle taken by a flapping membrane 
wing that flaps at 8 Hz, 16 Hz, and 24 Hz to recover stabilised peak CL values are equivalent to 
its counterpart at impact position t/T = 3/8. With this results, we can conclude that a flapping 
wing MAV that flaps at 24 Hz is able to adapt to the impact of entering the simulated rain 
environment the fastest with only 0.006 seconds of recovery time.
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Figure 6. Fluctuation at 8 Hz (a), 16 Hz (b), and 24 Hz (c)
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Figure 7. Stability recovery period at t/T = 3/8 (a) and t/T = 7/8 (b) at 8 Hz, 16 Hz, and 24 Hz
CONCLUSION
In this research, a flapping membrane wing has undergone impact of inter-domain flight from 
atmospheric air into a simulated rain environment at an impact position of t/T = 3/8 and 7/8. 
Three flapping frequencies, 8 Hz, 16 Hz, and 24 Hz have been considered for this research. 
As a conclusion, at 8 Hz flapping frequency, the increase in peak CL value after impact of 
entering rain environment is the lowest among the three flapping frequencies, which is only by 
an average of 0.22. The fluctuations that occurred are also the lowest among the three flapping 
frequencies, up to an average of 140.751. At 8 Hz flapping frequency, the stability recovery 
time recorded is 0.016 seconds, which is the longest stability recovery time among the three 
flapping frequencies.
Inter-Domain Flapping Wing Flight
449Pertanika J. Sci. & Technol. 24 (2): 439 - 449 (2016)
At 24 Hz flapping frequency, the increase in peak CL value after impact of entering rain 
environment is the highest, which is by an average of 0.59. The fluctuations that occurred are 
also the highest, up to an average of 410.263. At 24 Hz flapping frequency, the stability recovery 
time recorded was 0.006 seconds, which is the shortest stability recovery time among the three 
flapping frequencies. The results of this research can very well explain as to why small birds 
(especially hummingbirds) have a very high flapping frequency. It is to enable them to efficiently 
withstand external disturbances caused by nature and to instantly adapt to new environments.
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Thus, progress in the performance chart of the 
compressors plays a crucial part in research 
as well engine manufacturing.
The flow field which progresses inside 
a transonic axial compressor is particularly 
complicated and puts forth huge challenges on 
compressor designers. Critical flow challenges 
such as secondary flows, shock waves, shock/
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ABSTRACT
Flow separation over blade surfaces is an important parameter and its reduction or elimination can improve 
better aerodynamic performance, efficiency and stall margin. In this work, numerical investigation has 
been carried out to study the flow separation and performance analysis of a transonic axial compressor 
rotor blade at off-design operating conditions. The off-design cases studied comprised of compressor 
operation at 80%, 90%, 100% and 105% on the on-design rotational speed. The results are validated with 
experimental work from literature. Additionally, 3D flow visualisations and performance parameters were 
examined in detail to understand the blade to blade relative mach number distributions and shock front 
created by the model. Finally, the benefits of unsteady simulation on axial compressor blade performance 
predictions were examined.
Keywords: Compressor rotor blade, Numerical investigation, Flow separation, Off-design cases, Shock 
front, Efficiency
INTRODUCTION
In recent years, in the field of turbo machinery and aero-engine, transonic axial flow 
compressors have played important role to attain higher pressure ratios which help in increasing 
the efficiency and reducing the size and weight of the engine. The increase in pressure ratio at 
every single stage of compressor counts the reciprocating results on operational and fuel cost. 
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boundary layer interactions, and flow separation over the blade surfaces decrease the efficiency 
and encourage energy losses (Cumpsty, 1989; Law & Wadia, 1993; Denton & Xu, 1998). 
Various experimental and numerical investigations of transonic compressors have been 
carried out since 1960 (Chen et al., 1991; Freeman & A., 1992). As transonic compressors 
paved the way for investigation over supersonic compressors, various researches of its kind 
have been conducted over the past decades. A significant number of researches were carried 
out for new development in design (Reid & Moore, 1978; Strazisar, 1985), which in turn gave 
a wider perspective over the loss mechanisms (Strazisar, 1985; Hah & Reid, 1991). These 
deeper understanding later emerged as concepts for active and passive techniques to decrease 
the loss (Cumpsty, 1989; Denton & Xu, 1998; Calvert et al., 2003) and increase the efficiency 
and stall margin. 
According to Biollo (Biollo & Benini, 2013), in transonic axial flow compressors, the 
typical value achieved for the rotor inlet relative flow at the tip is Mach = 1.3. And the total 
pressure ratio achieved for high efficiency transonic axial flow compressors (civil aviation) is 
in the order of 1.7-1.8 along with the tip speed of 450 m/s and high stage loading in the order 
of 1.0. Despite a decade of research on it, the concept of further performance enhancement in 
transonic compressor is still under investigation. 
The primary goal of this research is to investigate the flows within the transonic axial flow 
compressor rotor blade across a wide range of off-design operating conditions. The off-design 
cases studied comprised compressor operation at 80%, 90%, 100% and 105% at on-design 
rotational speed. The opportunity to study the flow separation and performance of rotor blade 
would provide a broad understanding of its reduction/elimination capacity and thereby improve 
efficiency and stall margin. 
NASA ROTOR 37
The NASA rotor 37 is an isolated low aspect ratio inlet rotor for an axial core compressor. 
This rotor is a transonic compressor with a tip speed of 454 m/s and produces a relatively 
high pressure ratio of 2.1 (Denton, 1997). This ‘blind’ test case study is widely used in many 
research programmes, which intends to study the flow and aerodynamic parameters at transonic 
speed level. Initially, it was designed and tested at NASA lewis research centre without any 
inlet guide vanes for four related axial flow compressor stage. These stages were tested for a 
wide range of design parameters especially aspect ratio and pressure ratio by Reid and Moore 
(1978). A more detailed performance parameters of this rotor 37 were reported by Reid and 
Moore (1980, 1982). The rotor was again tested in a single-stage compressor facility at NASA 
Glenn by Suder (Kenneth & Celestina, 1996; Kenneth, 1997; Suder et al. 1995) and by various 
researchers. Table 1 shows the design parameters for the Rotor 37 and Figure 1 shows the 
meridional view of NASA Rotor 37 (Benini et al., 2011).
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Table 1 
Aerodynamic design parameters
Number of blades 37
Blade type Multiple Circular Arc
Rotational Speed 17188.7 rpm
Inlet hub-tip diameter ratio 0.7
Blade aspect ratio 1.19
Tip solidity 1.29
Tip clearance 0.0356 cm (0.45% of blade span)
Tip speed 454 m/s
Adiabatic efficiency 0.877
Design pressure ratio 2.106
Design mass flow rate 20.19 kg/s
Choked mass flow rate 20.93 kg/s
Figure 1. Meridional view of NASA Rotor 37 (Benini et al., 2011)
TURBULENCE THEORY
Navier–Stokes equations
The Navier-Stokes equations describing the flow of compressible gases are a non-linear set 
of partial-differential equations (PDEs) governing the conservation of mass, momentum and 
energy of the gaseous motion. 
The conservation of mass equation (Continuity Equation) in tensor notation can be 
formulated as:
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where  and  are gas density and flow velocity respectively. In tensor notation, the momentum 
equation that represents the Navier-stokes equation is:
where P and  are gas pressure and mean rate of stress tensor respectively and  is the 
acceleration of the gas due to body forces.
Reynolds-averaged Navier–Stokes (RANS) equations
The Reynolds-averaged Navier–Stokes (RANS) equations are the oldest form of time averaged 
equation for turbulence modelling. In turbulent flow, even in a steady state, all the variables 
tend to fluctuate with time. Reynolds (1895) introduced the idea that the turbulent flow total 
variable (U) can be expressed as the sum of the mean ( ) and fluctuating variable ( ). The 
 (overbar) represents the time averaged quantity as:
This decomposition equation can be substituted for all the variables in the flow 
. RANS describing the time-evolution of the mean flow quantities Ui and P 
can be written as:
where  is fluid stress tensor which is evaluated in terms of the mean flow quantities and 
is the Reynolds or turbulent stress tensor which is given as:
Shear-Stress Transport model
Predicting the flow separation from a smooth surface is considered as one of the main issues 
in turbulence modelling. Standard two equations do not have the capability to predict the 
amount of flow separation under adverse pressure gradient conditions. Hence, several advanced 
turbulence models were developed for this application. One such model is known as Shear 
Stress Transport (SST) turbulence model, which is a combination of k-ε and k-ω models. 
The turbulence model used in this computation is k-ω based Shear-Stress-Transport (SST) 
model which was designed to give a highly accurate prediction of the onset and the amount 
of flow separation under adverse pressure gradients by the inclusion of transport effects into 
the formulation of the eddy-viscosity. This results in a major improvement in terms of flow 
separation predictions.
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The turbulent eddy viscosity is computed from the turbulent kinetic energy and turbulent 
frequency as:
METHODOLOGY
A steady state simulation was carried out for 80, 90, 100 and 105% design speed of the rotor 37 
using ANSYS CFX and the resultant flow field was further investigated along with an overall 
performance map. The results obtained from the numerical analysis were compared with the 
experimental data for validation purposes. It should be noted that no stage approach has been 
carried out but only a rotor was used in the frozen approach. 
Modelling and Mesh Generation
The data points for the rotor model and the computational domain were collected as a .curve 
and .inf (bladegen files), where it is interlinked to the ANSYS Turbo grid meshing tool. Figure 
2 shows the 3D model of the rotor along with the flow domain in the entire compressor. The 
meshing of the domain with blade is made using ANSYS Turbo grid package. y+ value for 
the generated mesh near the wall zones are maintained at 2 which is as per the turbulence 
modelling requirements. Thus, the discretisation of the structured grid with around 1,800,000 
cells was generated. A single passage simulation is modelled and numerically solved with an 
assumption that the flow is periodic within the passage. Figure 3 shows the picture of discretised 
rotor model with flow domain.
Figure 2. Rotor alone model
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Figure 3. Meshed Rotor model
Flow Analysis
The flow analyses were carried out using a commercial CFD package. The ANSYS CFX 
executes 3D Reynolds-averaged Navier-stokes equations based on the finite volume numerical 
method. The flow fluid was assumed to be an Ideal gas, having constant specific heats. K-ω 
Shear Stress Transport (SST) turbulence model was equipped for the present study which is 
governed by adverse pressure gradients. This model is not able to capture the fine vortex micro 
structures development We neglect the necessity as it is not of primary concern. To confirm 
that results are independent of the mesh, grid dependency tests were carried out for Y+ values 
as 1, 2, 5 and total of around 1,800,000 cells were taken into account for the final domain. 
The walls of the domain were assumed to be adiabatic and hydraulically smooth which 
is specified as no slip condition. It indicates that the fluid sticks to the wall and moves with 
the same velocity as the wall (if it is moving). For validation purposes, calculations were run 
at the design speed of the rotor (1800 rad/s). The boundary conditions of total pressure and 
total temperature were imposed at the inlet (Pinlet = 101330 Pa, Tinlet = 288.15 K) to recreate 
the experimental boundary conditions. 
As an outlet condition, the static pressure was imposed as a mass-averaged value, in 
order to find the Design mass flow and choked mass flow condition at On-design speed. The 
turbulent intensity was fixed to a 5% value. The rotor was run at frozen rotor condition in 
order to make a smooth flow inside the domain. For every steady simulation, the convergence 
criteria (RMS residuals) was inflicted as 1 x 10-6. Figure 4 shows the boundary conditions 
applied to the flow domain. 
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Figure 4. Flow domain boundary conditions.
Validation of Numerical Results
Validation processes were carried out upon the on-design rotor speed (1800 rad/s) and the 
numerical results were plotted against experimental results of baseline compressor performance 
extracted from Suder et al. (1995). The primary performance measure investigated is total 
pressure ratio which is ratio between exit pressure and inlet pressure. Figure 5 shows graph for 
total pressure ratio and adiabatic efficiency against the various mass flow rate condition. The 
percentage error calculated were 1.24% and 1.61%. Through the plotted graph, it is witnessed 
that computed results which are below than 5% are in good agreement with the experimental 
data at on-design speed.
Figure 5. Performance characteristics of design speed (1800rad/s)
Pauline Epsipha, Mohammad, Z. and Kamarul, A. A.
458 Pertanika J. Sci. & Technol. 24 (2): 451 - 463 (2016)
RESULTS AND DISCUSSION
The comparative performance map of the baseline compressor at on- design speed and off-
design speed is shown in Figure 6. Total pressure ratio and adiabatic efficiency against the mass 
flow rate were plotted in the performance map below. The red plots indicate experimental case 
results while the black plots indicate the numerical case of the baseline rotor. As the on-design 
speed is validated properly with a percentage error of 1.24% and 1.61%, the off-design speed of 
90% experimental values were ignored. It is monitored that among the off/on design conditions, 
the flow follows the consistent patterns and the highest efficiency occurred at on-design speed. 
The flow physics of the compressor rotor for different off-design conditions were studied using 
velocity vectors, mach number contours and velocity streamlines as mentioned below.
Figure 6. Overall Performance characteristics
Mach number
Figure 7 shows the comparative mach number contours computed along the on-design speed 
and varied off design conditions. Concerning the calculated flow field, the plots were computed 
at 70% span blade to blade mach number. It is observed that a strong shock front was created 
and flow separation was combined along the flow at the suction side of the rotor blade at 100% 
and 105% design speed. While in the 90%, the formation of shock and flow separation region 
was much weaker compared to previous flows. 
In 80% design speed, the flow was much smoother and flow separation was almost 
unnoticed. With the help of a well captured model, the reduction in shock strength is seen to 
directly affect the pressure ratio reduction which disturbs the efficiency of the compressor 
rotor. It also indicates the fact that blade boundary layer and its interaction have been properly 
captured by the numerical simulation. Table 2 indicates the relative inlet mach number for 
each speed.
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Table 2 
Variation of Inlet Mach number for various speed





Figure 7. Comparative Mach number contours at 70% span at various off design conditions, (a) 80% 
(b) 90% (c) 100% (d) 105%
Velocity
Figure 8 displays the comparative velocity vector plots for peak efficiency condition at baseline 
rotor’s on/off design compressor speed. Vector plots are plotted at the 95% span of blade to 
blade view for the velocity distribution over the different operating conditions. As shown in 
the contour, high velocity is observed at the inlet condition which produces shock front where 
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it gets reduced from the blade surface at trailing edge because of the flow separation. Though 
there is a difficulty to produce the well-defined tip clearance vortex pattern, its shock interaction 
with the flow is captured reasonably well. 
Figure 8. Comparative Velocity plot at 95% span at Various off design conditions, (a) 80% (b) 90% 
(c) 100% (d) 105%
Streamline
Figure 9 shows the comparative detailed streamline patterns in suction side of the rotor for 
various design speed at maximum efficiency condition. The streamlines discharged from the 
leading edge and the separation line are created at the suction side boundary. The 3D streamline 
patterns indicate fairly well the internal flow conditions created at suction of the rotor span. 
A form of flow disruption were created because of the shock and the flow separation near the 
trailing edge which were also captured in the blade to blade mach number contour as seen in 
Figure 7. Also for the off-design condition at maximum efficiency state, clearly reveals that 
there is less flow separation created compared with the on-design speed.
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Figure 9. Comparative streamlines on the maximum efficiency rotor state at various off design 
conditions (a) 105% (b) 100% (c) 90% (d) 80%
CONCLUSION
A computational flow steady analysis for a transonic axial flow compressor rotor at on-design 
speed (1800 rad/s) and various off design conditions at 80%, 90% and 105% was carried out. 
The flow pattern analysis was conducted for the mach number distribution, velocity vector and 
streamline patterns to provide a detailed conclusion. The purpose of this paper was to study 
the flow and performance parameters for better understanding over the off-design condition. 
A weak flow separation condition was observed in mach number contour at the off design 
conditions at 80% and 90% compared with 100% and 105% design speed. It was found that 
the efficiency of the rotor has a direct impact from the shock front created. Thus, there is a 
reduction in efficiency due to the poorly produced shock front in 80% and 90% design speed 
along with a big pressure ratio difference. Even though the velocity condition at 105% design 
speed looks better than on-design speed (1800 rad/s), due to unstable flow condition along 
various mass flow rate, reduced efficiency was noted which negatively impacts the efficiency.
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Lagrangian manner which can circumvent the 
issue of convective instability as commonly 
found in the Eulerian scheme (e.g. finite-
volume method, see Ng et al., 2006a, 2006b, 
2007, 2008; Ng 2009). To date, the MPS 
method has been extensively used in various 
engineering applications, such as breaking 
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ABSTRACT
A new numerical scheme based on the particle method, namely the Moving Particle Pressure Mesh 
(MPPM) method, has been previously developed by the authors to address the limitation of the 
conventional Moving Particle Semi-implicit (MPS) method in simulating incompressible flow. In this 
paper, we shall investigate on a more practical way to extend our MPPM method to handle complex 
geometry, i.e. by employing an embedded unstructured mesh system to cope with an arbitrarily-complex 
flow domain. No-slip boundary condition is modelled via placing a series of fixed particles at the wall 
boundaries, negating the use of ghost particles which are difficult to generate. In order to verify our 
numerical procedure, the vortex-shedding process behind a cylinder is computed and it is found the 
numerical result is agreeable with the reference solution.
Keywords: Moving Particle Semi-implicit (MPS), Moving Particle Pressure Mesh (MPPM), CFD, 
incompressible flow, unstructured mesh, semi-Lagrangian
INTRODUCTION
The original Moving Particle Semi-implicit (MPS) method was developed by Koshizuka 
and Oka (1996) to simulate incompressible flow. One of the main advantages of MPS is that 
the convective term (i.e. the non-linear term in Navier-Stokes equation) is discretised in the 
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wave (Koshizuka et al. 1998; Lee et al. 2011), two-phase flow (Chen et al. 2010), mixing 
problem (Ng et al. 2013; Ng & Ng 2013) and many others.
While realising the fact that the computational domain for practical fluid flow problem is 
geometrically complex, we have notified that the original MPS scheme poses a few problems 
while treating complex flow boundary. First, the information related to proper reinforcement 
of a uniform initial particle number density (commonly denoted as n0) throughout the flow 
field involving an arbitrarily complex flow boundary, is rather limited. Second, the current 
treatment of no-slip wall boundary condition (e.g. mirror/ghost particles) on complex flow 
boundary is cumbersome (Akomoto, 2013). 
We have previously worked on a possible way to partially address the problems mentioned 
above. In our previous work, namely the Moving Particle Pressure Mesh (MPPM) method 
(Hwang 2011; Ng et al. 2014), we have made use of an embedded pressure mesh to resolve 
the continuity equation, thereby negating the use of particle number density. However, owing 
to the Cartesian nature of the embedded pressure mesh in MPPM, we are able to consider only 
the simple flow problem (i.e. rectangular flow domain). In spite of this, we realise that this 
problem can be resolved by employing a more robust pressure mesh system (e.g. unstructured 
mesh) to cope with the complex domain. 
In the current work, we shall report on our recent numerical results obtained based on the 
unstructured pressure mesh. A typical flow past a cylindrical bluff body will be considered and 
the numerical results will be validated with the well-established numerical results published 
in the renowned Journal of Fluid Mechanics (Zovatto & Pedrizzetti, 2001).
MATHEMATICAL MODEL AND NUMERICAL METHODS
Governing Equation
The 2D incompressible flow equations, which consist of the continuity and momentum 
equations, are solved in the current work:
                [1]
             [2]
Numerical Methods
Eqns. (1&2) are solved by using the fractional-step method. The velocity of a fluid particle i 
at time level n+1 can be computed via:
             [3]
and the new position of the particle i can be updated as:
            [4]
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Eqn. [4] is mainly adopted to address the convective effect of fluid flow in particle-based 
method.
As seen from Eqn. [3], the viscous term and pressure gradient term are treated in an explicit 
and implicit manner respectively. In order to ensure the divergence-free velocity condition 
as enforced in Equation [1], the pressure term must be corrected accordingly via the Pressure 
Poisson Equation (PPE): 
              [5]
Here, the superscript * denotes the intermediate time level, a state where the fluid flow 
velocity is obtained by considering only the viscous term (i.e. neglecting the effect of pressure 
gradient term in Eqn. [3]). The subscript M indicates mesh level, indicating that Eqn. [5] is 
solved on the mesh level (i.e. pressure mesh) instead, which is in contrast with Eqn. [3]. In 
the current work, Eqn. [5] is discretised on an unstructured mesh system. Once the correct 
pressure field is obtained at the mesh level, the particle’s velocity is corrected corresponding to 
the pressure gradient. Meanwhile, the face velocities at the mesh level can be correspondingly 
corrected to ensure divergence-free condition. It is worth to mention here that in MPPM, the 
pressure and velocity are stored in a staggered mesh manner, following the philosophy of the 
classical Marker and Cell (MAC) method. The numerical details of MPPM method can be 
found in our previous work (Hwang, 2011).
RESULT
The method has been applied to solve the incompressible flow pass through a non-rectangular 
body. A cylindrical bluff body of diameter D = 0.2m is considered in this case, whereby it 
is contained in a flow channel of length L = 10.5m. The distance apart between the top and 
bottom walls (i.e. width of the channel W) is 1.0m. The inflow x-velocity profile is assumed 
to be parabolic (which yields an averaged inflow velocity U = 1.0m/s). For this particular flow 
case where the origin is placed at the lower left corner of the flow domain (refer to Figure 1), 
the inflow x-velocity profile is:
               [6]
while the inflow y-velocity is zero. Mass balance is ensured via specifying the same velocity 
profile at the outlet.
Figure 1. Schematic diagram of the problem involving flow passing through a cylinder (of diameter 
D = 0.2m) placed in the middle of the flow channel of length L = 10.5m and W = 1.0m. The distance 
between the inlet and the cylinder centre is 3.0m
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The flow Reynolds number is defined as Re = U.W/υ, where υ is the kinematic viscosity of 
the fluid. An unstructured quadrilateral mesh consisting of 16704 elements is used to discretise 
the flow domain, while the flow particles (necessary to solve the momentum equation, see Eqn. 
(3)) are placed at the centroid of the quad-mesh initially. In order to model the no-slip boundary 
condition at the wall, fluid particles with fixed velocity (i.e. u=v=0.0) are placed along the 
wall segment, without the necessity to employ the ghost/mirror particles. The implementation 
of boundary condition without introducing ghost particles have been discussed in Ng et al. 
(2015). Figure 2 shows the initial layout for the unstructured pressure mesh and fluid particles 
of this flow problem.
Figure 2. The pressure mesh in the vicinity of the cylinder body. Fixed wall particles (solid black 
circles) are placed along the cylinder body without the necessity of employing ghost/mirror particles
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In order to initiate the flow instability, a skewed inflow x-velocity profile is introduced 
within a short time frame 0 < t < 0.1 s, defined as:
              [7]
This skewed inflow velocity profile is crucial to hasten the occurrence of vortex shedding 
behind the cylinder, if any. For this unsteady simulation, we have adopted a Courant number 
of 0.5.
Two flow cases (Re = 240 and Re = 1000) have been considered in the current work. For 
the case of Re = 240, a relatively mild vortex shedding process behind the cylinder can be 
observed from the vorticity plot reported in Figure 3(a). The y-velocity plot is shown in Figure 
4, indicating that the shedding is intensified while the Reynolds number is increased to 1000. 
Figure 5 reports the spatial distribution of static pressure at t=80s. It is interesting to note the 
smoothness of the static pressure field computed from our particle method, which is hardly 
attainable by employing the conventional MPS methods. 
In order to validate the shedding frequencies of the flow cases, the y-velocity values 
at point located at 1.0m downstream from the cylinder centroid are numerically measured. 
Results are shown in Figure 6. It is found that the period (T) is 0.844s and 0.679s for Re = 240 
and Re = 1000, respectively. Our numerical results are very close to that reported in Zovatto 
and Pedrizzetti (2001), i.e. 0.85s (for Re = 240) and 0.67s (for Re = 1000). As observed from 
Figure 6, as Re increases, the shedding frequency increases (decrease of T).
Figure 3. Vorticity [s-1] plot for (a) Re = 240 and (b) Re = 1000. Negative vorticity values are marked 
with dashed lines. t = 80s
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Figure 4. y-velocity [m.s-1] plot for (a) Re = 240 and (b) Re = 1000. t = 80s. The velocity vectors are 
positioned at the centroid of the flow particles
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Figure 5. Static pressure [Pa] plot for (a) Re = 240 and (b) Re = 1000. t = 80s
Figure 6. Time evolution of y-velocity at point located 1.0 m downstream from the cylinder centroid 
at different Reynolds number
CONCLUSION
In the current work, we have implemented an unstructured pressure mesh system as a solution 
to extend our previous MPPM particle method to solve an incompressible fluid flow problem 
in a non-rectangular flow domain. Although data structure is relatively complex compared with 
that of our original MPPM solver which employed a Cartesian mesh to resolve the continuity 
equation, we find that our current method is robust and it has a great potential to resolve 
industrial flow problems involving very complex flow domains. Combined with the inherited 
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benefits of moving particles used to resolve the convective term, we foresee that this method 
is accurate in computing flow at high Re (convection-dominated flow).
A few interesting problems have been observed during the course of our study. Generally, 
the total execution time of most of the particle methods (including our current one) is relatively 
longer compared with the conventional Eulerian scheme, mainly due to the CPU time spent 
to process the scattered moving particles. Also, the order of accuracy of the discretisation 
method of the diffusion (or viscous) term is highly dependent on the instantaneous locations 
of the fluid particles, which may diminish the overall accuracy of the flow solver. As such, 
we are currently considering ways to shorten the overall execution time of the flow solver by 
parallelisation (via OPENMP and GPU). A more proper way to discretise the viscous term 
must be sought as well.
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concluded that the orientation on fibre angle has 
a significant impact on the hoop tensile strain, 
hoop tensile modulus and hoop tensile strength 
properties.
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ABSTRACT
There are many contributions from synthetic fibres in the world of industrial composites over the years. 
However, they contain hazardous properties to humans causing irritation when exposed to the skin 
and eye. Inhalation of fibrous synthetic can cause lung cancer with its deadly effects. There have been 
studies and researches conducted on natural fibres to replace synthetic fibres as it is believed the latter 
are more environmental-friendly and pose less health risks to humans. The aim of this study was to 
investigate hoop tensile properties of the composite hollow shaft for different winding angles and PVC 
reinforcement produced via the filament winding technique. For this purpose, split-disk tests (according 
to ASTM D-2290 standard) were performed for the specimens produced with two different winding 
angles such as 45o and 90o winding angle. By determining the hoop tensile strength and modulus of 
these specimens, the effects of filament-winding processing parameter in winding angle were evaluated. 
Experiments successfully showed that the mechanical properties such as tensile properties of kenaf yarn 
fibre reinforced unsaturated polyester hollow tube at 90° and 45° winding angle with and without PVC. 
The value was 15% for the different winding angles and 25% for the different winding angles with and 
without PVC. The results indicate that 90° fibre winding angle kenaf yarn fibre unsaturated polyester with 
PVC has the highest hoop tensile strength compared with other composite specimens. The experiments 
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INTRODUCTION
In the world of composites, there are many natural fibres that have not yet been explored for the 
sake of commercial purposes . Synthetic fibre composites have many bad side effects on human 
health and the environment. As a result, many researchers have studied natural fibre composites 
with the hope that natural fibre composites may reduce the usage of synthetic fibre in composite. 
Before discussing further on how natural fibres can contribute to the world of composite, below 
is a brief overview of bio-composites. What is a bio-composite? Bio-composites or natural 
fibres are made up of resin and reinforced by natural fibres. Natural fibres can be categorised 
into three different types: = bast fibre, leaf fibre, and seed fibre (Suddel, 2008).
Kenaf is categorised as bast fibre in natural fibre. There are many studies that have been 
conducted on kenaf and its composites (Alkbir et al., 2014; Misri et al., 2015; ). Kenaf is a 
fibre plant which has been grown for several thousand years for its food and fibre sources, 
especially in east-central Africa. It is also a common wild plant in Asia. Kenaf has been a source 
of textile fibre to produce products such as rope, twine, bag and rugs. Kenaf is a promising 
source of raw material fibre for pulp, paper and other fibre products, and has been introduced 
since World War II (WWII) in China, USSR, Thailand, South Africa, Egypt, Mexico and Cuba.
Lehtiniemi et al., (2011) studied the use of natural fibre yarn reinforcement composites such 
as flax fibre made from filament winding process. Filament winding process of fibre reinforced 
thermosetting resin and can used to make simple components such as pipes, tubes and rods 
such as those found in sailboard masts, lamp posts, and fishing rods or high tech components 
such as high pressure vessels, and aerospace components (Hernández-Moreno et al., 2008; 
Abdalla et al., 2007; Zhou et al., 2009). Shaw-Stewart (1985) reported that complicated tubes 
can be made from a series of joined filament wound tubes to develop a space frame. Synthetic 
fibres such as glass and carbon are the main fibres used for filament winding process. Studies 
on the winding process employing natural fibre composites however, are very limited.
METHODOLOGY
Materials
There are four types of fabricated specimens. The first specimen is ±45° kenaf yarn fibre 
reinforced unsaturated polyester (UP) composite without PVC. The second specimen was 90° 
kenaf unsaturated polyester (UP) composite without PVC. The third specimen consists of ±45° 
kenaf unsaturated polyester (UP) composite with PVC while the fourth specimen consists of 
90° kenaf unsaturated polyester (UP) composite with PVC.
Fabrication
An advanced composite material is made up of a fibrous material embedded in a resin matrix 
and usually laminated with fibres oriented in alternating directions to give the material strength 
and stiffness. The strength and stiffness of a composite build-up depend on the orientation 
sequence of the plies. A proper selection of ply orientation in advanced composite materials 
is necessary to provide a structurally efficient design. The part may require 90° plies to react 
to the axial loads, ±45° plies to react to the shear loads and 90° plies to react to the side loads.
Split-Disk Properties of Kenaf Yarn Fibre-Reinforced Unsaturated Polyester Composites
477Pertanika J. Sci. & Technol. 24 (2): 475 - 482 (2016)
In filament winding, a bundle of continuous filaments is wound on mandrel. For hoop 
winding and polar winding filaments, they are wound together in one direction. For helical 
winding filaments, they are wound together in two directions. The directions are determined 
by given winding angles in Figure 1 (a) and Figure 1 (b).
      (a)            (b)
Figure 1. (a) ±45° Winding Angle, and (b) 90° Winding Angle
Split Disk Method
The current experimental test to study the mechanical properties of kenaf yarn fibre reinforced 
unsaturated polyester hollow tubes uses 4 sets of specimens. The orientation at 90° and 45° 
winding angle with and without PVC were done according to ASTM D2290 standard. The 
ASTM D2290 standard determines the comparative apparent tensile strength of most plastic 
products using a split disk test fixture tested under defined conditions and test machine speed. 
Extruded and moulded thermoplastic piping is also covered in this test. Data from this test 
are useful for research and development, quality control specification and design. This test 
method covers the determination of the comparative apparent tensile strength of most plastic 
products utilising a split disk test fixture when tested under defined conditions of pre-treatment, 
temperature, humidity and test machine speed. In a split-disk tensile test, tension forces are 
applied as shown by the arrow in Figure 2. The internal diameter of the kenaf yarn fibre hollow 
composite was 90 mm and the length was 35 mm. The thickness of kenaf yarn fibre hollow 
composite was 4.5–5.5 mm. The mandrel was a PVC cylinder with a diameter of 90 mm.
Figure 2. 90° and ±45° Fibre winding angle kenaf with PVC when given load (direction of load)
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Equation for Hoop Tensile Strength and Hoop Tensile Modulus
The hoop tensile strength of the specimens was calculated using the following equation:
               [1]
where:
σhts : Hoop tensile strength, MPa
Pm : Maximum load, N
Am : Cross-sectional area of crack composite sections, mm2
Obtained strain and calculated stress data were then used to plot hoop tensile of stress-strain 
curve for kenaf yarn hollow tube composites. The plotted curves were analysed to obtain the 
hoop tensile modulus elasticity of the kenaf yarn hollow tube composites specimens. Then, 
the slopes of the linear portion of the curve were determined. After that, fitting a straight line 
to the linear portion of the curve and the least square method was done. Therefore:
               [2]
where:
Ehtm : Hoop tensile modulus of elasticity, GPa.
dσ/ dε: Slope of the linear portion of the stress – strain curve from kenaf composite analysis.
RESULTS AND DISCUSSION
By conducting the tensile test experiment, it can determine the stress-strain curve. From the 
stress-strain graph, it can be examined whether the material is brittle or ductile. The hoop tensile 
properties such as hoop tensile strength, hoop tensile modulus and hoop tensile strain could be 
determined from the stress-strain graph. This experiment was conducted to investigate the hoop 
tensile strength, hoop tensile modulus and hoop tensile strain of the specimen and to differentiate 
the tensile properties between kenaf reinforced unsaturated polyester with and without PVC 
as a composite material with different 90° and ±45° fibre winding angle. Figure 3 shows the 
tensile stress-strain behaviour of kenaf reinforced hollow tube in filament winding technique.
From the graph, it can be observed that composite materials with 90° kenaf fibre winding 
angle have the highest hoop tensile strength compared with the other specimens. It clearly shows 
that at 90° orientation of kenaf fibre winding angle with PVC, the hoop tensile strength value 
has increased. This was followed by ±45° kenaf fibre winding angle with PVC (142.79 MPa), 
pure kenaf 90° winding angle (119.72 MPa), ±45° kenaf fibre winding angle (98.13 MPa) and 
PVC of 59.67 Mpa. Emrah (2004) compared the hoop tensile strengths of specimens having 
different winding angle hollow fibre composite. The result shows the 90º winding angle has 
the highest hoop tensile strength compared with the lower winding angle. It shows a similar 
trend with the current study where lower winding angle gives lower hoop tensile properties. 
This is because the failure fibre direction for 90º winding angle is parallel to the direction of 
loading. The lowest strength values were obtained for the fibre direction in 90º winding angle 
where the failure fibre direction is perpendicular to the direction of loading. 
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Figure 3. Hoop tensile of stress-strain curve for kenaf yarn hollow tube composites
The hoop tensile strength of the kenaf fibre composite with different type of winding angle 
and specimens are shown in Figure 4. The highest hoop tensile strength values were obtained 
for the specimens having the 90º winding angle with PVC due to the fact that they have two 
layers. The first layer is kenaf yarn composite and the second layer is the PVC hollow tube. 
Reinforcing it with PVC increases the strength of structure fibre hollow tube composite. The 
lowest strength values were obtained for the specimens having only PVC. The results for the 
specimens having ±45º winding angles show decreased ability of the kenaf fibre to absorb 
stress from the matrix during failure. Thus, as shown in Figure 4, when the winding angle 
decreases, the values of hoop tensile strength specimens also decrease.
Figure 4. Hoop tensile strength graph of kenaf yarn filament wound hollow tube
Another substantial property that can be extracted from the tensile stress-strain behaviour 
is hoop tensile modulus. The hoop tensile modulus is the capability of a material to persist 
deformation in tension. Theoretically, the higher the hoop tensile modulus is, the stiffer the 
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materials. It means that the tensile modulus affects the stiffness property of the material (Ishak, 
2009). Figure 5 shows the results of tensile modulus kenaf yarn fibre reinforced unsaturated 
polyester hollow composite with different fibre winding angle, with PVC and without PVC. 
The results shown in Figure 5 clearly indicate that ±45º kenaf reinforced unsaturated polyester 
without PVC has the higher hoop tensile modulus compared with other composite samples 
whereas PVC has the lowest hoop tensile modulus. The ±45º was increased and so, the 
composite becomes stiffer compared with 90º winding angle of composite. Thus, it is clear 
that different winding angle has a different effect on the mechanical properties of composites. 
The fractured kenaf yarn fibre in this hollow composite was observed to exhibit brittle 
fracture as well, suggesting that the arrangement of the 90º winding angle kenaf fibre has 
decreased the ability of the kenaf fibre to absorb stress from the matrix during failure and 
contributed to the decreasing hoop tensile modulus and hoop tensile strain failure of the 
composites. At the ±45º winding angle kenaf yarn fibre hollow composite, only a few fibre 
de-bonding occurred during the failure of the unsaturated polyester composites. 
Figure 5. Hoop tensile modulus graph of kenaf filamen wound hollow tube
By studying the hoop tensile strain, the ductility of a material can be determined where a 
higher hoop tensile strain indicates a higher ductility of the material. The result of hoop tensile 
strain for 90º and ±45º winding angle kenaf yarn fibre reinforced unsaturated polyester with and 
without PVC are shown in Figure 6. It has been shown that ±45º kenaf yarn fibre composite 
with PVC has the highest value of hoop tensile strain compared with other samples. The Figure 
6 below also show the same behaviour between two types of winding angles such as 90º and 
±45º. The ±45º winding angle kenaf yarn composite was higher than the 90º winding angle; 
it has been shown that the ±45º winding angle improves the hoop tensile strain of kenaf yarn 
fibre composite. The effect of winding angles and the different layers are depicted in Figure 6. 
Generally, the in plane tensile modulus for winding angle 45° is higher than 90°. It is a well-
known fact the maximum tensile strain occurs at 45° from hollow of loading. It means that 
it can withstand more tensile and this is clearly seen in Figure 6. These have been supported 
by Cho and Lee (1998) and in a large scale test of a hybrid aluminium/composite drive shaft 
for passenger car. 
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Figure 6. Hoop tensile strain graph of kenaf filamen wound hollow tube
The winding angle fibre composite plays a major role in determining the fibre strength. 
It is because the force is exerted by the composite and will be distributed to the fibre so the 
winding angle is very important for load distribution. In general, it is known that fibre winding 
angles are related to mechanical properties, especially in unidirectional fibrous composites 
(Baosheng et al., 2010).
CONCLUSION
From the experiments, the mechanical properties such as hoop tensile properties of 90° and 
±45° winding angle kenaf yarn fibre reinforced unsaturated polyester hollow tube composites 
with and without PVC are successfully determined. The results of the experiments concluded 
that the winding angle fibre has a significant impact on the hoop tensile strain, hoop tensile 
modulus and hoop tensile strength. This is because they have different winding angle fibre 
and effect the mechanical properties of composites. When the loads were further increased 
in testing, the crack grew in the composite and penetrated the fibres at the interface, showing 
the brittle fracture perpendicular to the load direction in composite. This proves that winding 
angle fibre has a significant impact on improving the mechanical properties of the material. 
Adding a kenaf yarn fibre composite using the filament winding technique will increase the 
material structure. In this experiment, PVC is used as a mandrel for kenaf yarn fibre composite 
and also to improve the strength of the kenaf yarn fibre composite. The results showed that the 
45°winding angle has a higher value for hoop tensile strain and hoop tensile modulus to crack 
the wound of winding single yarn kenaf fibre composite compared with 90º winding angle.
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In this paper, we focus on Tracker 
(Brown, 2015), an image and video analysis 
software, which is suitable as a teaching aid 
to deliver Physics concepts in classrooms. 
The power of Tracker lies in the fact that one 
is able to visualize the concept in question in 
Using Tracker to Engage Students’ Learning and Research in 
Physics
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ABSTRACT
Information and communication technologies (hardware and software), have become an important part 
in classroom learning because they allow diversity in learning styles and make learning more flexible. 
This study focuses on Tracker, a free video analysis and modeling software, which offers an alternative 
route to discuss concepts that are otherwise difficult to grasp. Using the popular game, Angry Birds, we 
demonstrate the ongoing research on the application of Tracker in three cases: 1) motion of exploding 
projectile, 2) free fall with air resistance, and 3) calibration of a home-made spectrometer. Findings 
reveal that such visualizations can offer an alternative way to explain concepts that are otherwise rather 
difficult to grasp in Physics. Findings from these experiments open up exciting possibilities on the 
need for future research in more advanced research themes like determining diffusion coefficient and 
absorption spectra of materials.
Keywords: Tracker, parabola, momentum conservation, air resistance, spectrometer, physics
INTRODUCTION
Technologies have become an integral part of classrooms these days; they serve not only as 
an alternative way to make active learning in classroom but also as a tool to deliver concepts 
more clearly (Kozma, 2003; Freeman, et al., 2014). The technologies cover a wide range of 
spectrums, including, but not limited to, mobile apps, tablets, and computer software. Recent 
developments have embraced using social media to teach Physics in classrooms (Page, 2015). 
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real time. We have picked two concepts that are often misunderstood by the students (the law 
of momentum conservation in exploding projectile and the effect of air resistance on falling 
objects) and we demonstrate how Tracker is employed to help students understand those 
concepts. We also investigate using a simple exercise in calibrating a home-made spectrometer 
using Tracker and discuss how Tracker can be used to deliver advanced concepts beyond high 
school level.
EXPLODING PROJECTILE
Consider the motion of a projectile under gravity. Ignoring the effect of air resistance, the 
projectile will have a trajectory of a parabola. Let us assume at some point the projectile 
explodes into several fragments. A typical problem of this sort involves finding the trajectories 
of these fragments after the explosion happens. If we consider the earth-projectile system, then 
there is no external force acting on the system and total momentum is conserved. i.e.  = 
, where  is the initial momentum of the projectile + earth and  is the total momentum of 
the fragments + earth after the explosion. The fact that the earth is much more massive than 
the projectiles, allows us to ignore the earth’s recoil effect and consider it stationary. Thus the 
trajectory of the center of mass of the fragments after the explosion would follow the trajectory 
of the original projectile if there had not been any explosion (Thornton & Marion, 2003). 
The calculation for this problem is straightforward: by applying the center of mass theorem 
or conservation of momentum, one can easily solve the exploding projectile problem (Holics, 
2011). However, the formal machinery may pose challenges to the students’ understanding so 
that they may fail to fully grasp the concept behind it. One of the approaches to circumvent 
the difficulty in understanding concepts in Physics is through visualization (Robinett, 1995; 
Dori & Belcher, 2005; Cataloglu, 2006). We revisit this classic problem and use the popular 
game “Angry Bird” (Google Play, 2015) to visualize the physics of exploding projectiles. We 
focus on The Blues (Angry Birds Wiki, 2015) which have the property of splitting into three 
birds. We record The Blues in action and use Tracker to extract the coordinates of the bird(s) 
before and after explosion for analysis. 
A snapshot of the tracker window which consists of three major components is shown in 
Figure 1. The left side of the window is where the user uploads the video and performs the 
analysis which includes setting the coordinate system, determining the scale, and tracking 
the object. The right side of the window allows the user to choose what parameters/variables 
to plot. The numerical values of the variables are given in the table below the plot. The red 
symbols on Figure 1 mark the traces of the objects from which the coordinates are recorded. 
Tracker allows us to visualize the conservation of momentum in the exploding projectile 
problem process. We show that  and , where  and the final 
momenta of the birds are
,
where we assume that the original bird splits into three birds with equal mass. Figure 2 shows 
the momentum per unit mass of the bird before the explosion (black) and the total momentum 
per unit mass after the explosion (blue) as calculated from the above equations. Had there not 
Using Tracker to Engage Students’ Learning in Physics
485Pertanika J. Sci. & Technol. 24 (2): 483 - 491 (2016)
been any explosion, the original bird would have the momentum per unit mass as shown in 
orange. By comparing the total momentum per unit mass after the explosion (blue) and the 
momentum of the bird if there had not been any explosion (orange), one can verify that the 
momentum is indeed conserved in the process. The momentum per unit mass of the individual 
birds after explosion is also shown in the figure (red, green, yellow) for completeness.
Figure 1. Tracking the coordinates of the bird(s) from which relevant quantities are extracted and 
calculated. We define the frame of reference (purple lines) along with the calibration measurement 
(blue line) to allow us to extract and record the data. The red marks show that the birds are tracked by 
Tracker. The Top panel shows the trajectory of the original bird before explosion and the bottom panel 
shows the trajectories of the birds after explosion. The user can choose the plots and numerical values 
to show at the right side of the window as shown in the figure above. 
 
Figure 2. Momentum analysis of The Blues before and after the explosion along the (top panel) 
and (bottom panel) which demonstrates the conservation of momentum. The momentum per unit 
mass if there had not been any explosion (black and orange) matches the total momentum of the 3 
birds after explosion (blue), indicating that momentum is conserved. The momentum per unit mass of 
the three birds after explosion, from which the total momentum is calculated, are shown in red, green, 
and yellow. 
The trajectories of The Blues before (black) and after explosion (red, green, and yellow) 
are shown in Figure 3. The top (bottom) panel of Figure 3 shows the horizontal (vertical) 
position of the birds. We show the trajectory of the center of the mass after the explosion (blue) 
by performing weighted average. We also plot the calculated trajectory of the original bird if 
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there had not been any explosion (orange). The analysis clearly shows that the trajectory of 
the center of mass after the explosion agrees with the calculated trajectory of the original bird 
if there had not been any explosion. 
  
Figure 3. The trajectories of The Blues before (black) and after (red, green, and yellow) the explosion: 
the horizontal position (top panel) and vertical position (bottom panel) as the function of time. We 
assume that a single blue bird splits into three birds (bird1, bird2, bird3) with equal masses after the 
explosion. The trajectory of the center of mass (blue) after the explosion is obtained by averaging the 
trajectories of the individual birds (red, green, and yellow). The calculated trajectory if there had not 
been any explosion is shown in orange. The analysis confirms that the trajectory of the bird if there 
had not been any explosion (orange) follows those of the center of mass of the birds (blue). 
Here we have shown how visualizations can offer an alternative way to explain concepts 
that are otherwise rather difficult to grasp. We use a simple and free tool and combine it with 
a popular game to discuss the application of momentum conservation and center of mass in 
the exploding projectile problem. 
THE PHYSICS OF FALLING OBJECTS
In this section we discuss the physics of falling objects under gravity. The equivalence 
between inertial and gravitational mass (Pendrill, et al., 2014) implies that, in the absence 
of air resistance, all objects will fall with the same acceleration, i.e. gravity. A hammer and 
feather will fall at the same time dropped from the same height in a vacuum, or on the Moon 
(NSSDCA, 2008). The situation changes when one considers the drag force which arises from 
air resistance. The drag force will oppose the motion of the falling objects and will change 
the kinematics.
We contrast the cases where the effect of air resistance is negligible and is important. In 
the absence of air resistance, where the only force acting on an object is the force of gravity, 
the vertical position is quadratic with time and the vertical velocity is linear with time. The 
presence of air resistance is usually modeled by a velocity-dependent force, , at low 
speeds (Landau & Lifshitz, 1959). The parameter  is a constant which depends on the surface 
area of the object and  is the instantaneous velocity at a particular time. The velocity of the 
falling object, with mass , in the presence of air resistance will then be given (Alonso & 
Finn, 1992): 
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at short times, the force of air resistance is small and plays little role in modifying the kinematics; 
the object obeys the kinematics of free fall. As time increases, the force of air resistance grows 
and opposes gravity, thus decreasing the effective acceleration. At long times, the velocity of 
the object saturates (terminal velocity) because the force of air resistance balances the force 
of gravity. The vertical position is no longer quadratic in time but grows linearly with time. 
 We performed a simple experiment to see how air resistance affects the motion of 
falling objects. We used two sheets of tissue paper, one tightly crumpled and another one loosely 
crumpled, as the objects, dropped them separately from a height of approximately 3 meters, 
and recorded the motions. Tracker was used to analyze the motions of the tissue papers. This 
is shown in Figure 4. 
Figure 4. Video analysis of a sheet of tissue paper dropped from a certain height above the floor. We 
set up the frame of reference (purple lines) and calibration (blue line) to enable data collection of the 
motion. Red symbols are the tracked data in the motion. The right panel shows the plotted graph on a 
vertical position along with the numerical values on the table below it. 
The result of the analysis is presented in Figure 5. The effect of air resistance is small for 
the tightly-crumpled tissue paper and thus it serves as a model for free fall situations where an 
object falls under the sole influence of gravity. The position and velocity are plotted in Figure 5 
in red symbols. The time dependence of the position and velocity agree with that of theoretical 
description: quadratic in time for the position and linear in time for the velocity. The effect of 
air resistance on the loosely-crumpled tissue paper is large. The position and velocity exhibit 
time dependence consistent with the description of an object falling under gravity and opposed 
by the force of air resistance. At short times, the position and velocity agree with those of free 
fall, while at long times, the position is linear with time and the velocity saturates, a hallmark 
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of terminal velocity. This simple exercise can bring a new level of understanding about the 
physics of falling objects in the absence and presence of air resistance.
  
Figure 5. The position (top panel) and velocity (bottom) of falling objects in the absence (red) and 
presence (blue) of air resistance. When the effect of air resistance is negligible (red), the object 
follows free-fall kinematics where the object is falling under the sole influence of gravity: the position 
grows quadratically in time while the velocity grows linearly in time. When the effect of air resistance 
is large, the position grows linearly with time while the velocity is linear with time at short times and 
saturates at long time, a clear demonstration of the strong interplay between the force of gravity and 
force of air resistance.
CALIBRATION OF A HOME-MADE SPECTROMETER
In the last example, we show how to use Tracker to calibrate a home-made spectrometer 
based on known spectra of a mercury lamp (Philips Lighting, 2015). The spectrometer was 
made from household items such as cardboard, an unused mouse pad which was used as the 
entrance slit, and an old CD which served as the diffracting grating. Figure 6 demonstrates 
the calibration process and result. The calibration process is as follows: we used the entrance 
slit (white line on top panel of Figure 6) as the frame of reference from which the distance (in 
pixels) to the known spectra is measured. To determine the distance to the spectral lines, we 
used the line profile feature in Tracker to measure the spectral intensities along the line; the 
peaks in the observed intensity were marked as the distance to the said spectrum. Correlating 
the known wavelengths of the spectra with distance gave us the calibration curve shown in 
the bottom panel of Figure 6. 
Equipped with the calibration curve, one can extract unknown wavelengths of observed 
spectra of a light source. We applied this to a commercial mosquito repellant lamp. Figure 7 
shows the image of the observed spectra of such a light source which has 3 sharp lines. The 
calibration curve given in Figure 6 allowed us to extract the wavelengths of the spectra. The 
result is shown in Table 1. It is unfortunate that the commercial mosquito repellant light does 
not provide any information on the wavelengths of the emitted light. Thus it is not possible to 
compare our finding with the real wavelengths. 
Using Tracker to Engage Students’ Learning in Physics
489Pertanika J. Sci. & Technol. 24 (2): 483 - 491 (2016)
Table 1 
The extracted wavelengths of the spectra of a commercial mosquito repellant lamp




Figure 6. Calibrating a home-made spectrometer using a mercury lamp with known spectra. The 
top panel shows the tracker window where the calibration involves two processes: 1) setting up the 
coordinate system and 2) placing calibration points at spectral lines with known wavelength. The 
calibration points mark the distance (measured in pixels) from the reference point, which is taken 
as bright white line at the right. The bottom panel shows the calibration curve for the mercury lamp 
which is done by correlating the distance from the reference point with the known wavelength.
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Figure 7. Measuring the unknown wavelengths of the spectra of a commercial mosquito repellant 
lamp. The entrance slit is used as a reference from which the distance to the spectra is measured. 
By comparing the measured distance with the calibration curve in Figure 6, one can extract the 
wavelengths of the observed spectra.
CONCLUSION
In this work we show how Tracker offers visualizations of concepts that are otherwise rather 
difficult to grasp. We discuss the application of Tracker, an image and video analysis software, in 
two different settings: mechanics and optics. In mechanics, Tracker was used to analyze videos 
of an exploding projectile, modeled by The Blues in the Angry Bird game, and a falling object 
in the presence of air resistance. The concepts of momentum conservation, center of mass, and 
terminal velocity in these exercises are presented by combining experiments, calculations, and 
visualizations. In optics, a home-made spectrometer was calibrated using Tracker by analyzing 
still images of the known spectra of a mercury lamp. The calibrated spectrometer can be used 
to extract wavelengths of unknown spectra. This simple exercise opens up an opportunity to 
introduce advanced concepts in modern Physics, such as energy band gap, at high school levels. 
In the future, we would like to bring Tracker into the classrooms. One of the goals of this 
future study is to study the effectiveness of using visualizations in delivering Physics concepts. 
Tracker can also be used to study advanced topics beyond conventional topics in classrooms. 
For example, diffusion dynamics is one of the topics that is not typically offered at high school 
level; nevertheless we believe that students will be able study and grasp the concept using 
Tracker. Thus Tracker opens up wide range of possibilities for further (advanced) works.
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tag clouds (unstructured navigations). In 
addition, the mechanism also enables the 
learning resources to be shared and reused 
with their peers in an e-learning environment. 
The example of learning resources uploaded 
and tagged by learners with freely chosen tags 
Automatic Tags Generation in Folksonomy for Learning Resources 
Reuse and Sharing
Ching Chieh Kiu
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ABSTRACT
With the proliferation of Web 2.0 technologies, folksonomy which is also known as social tagging or 
collaborative tagging is widely used by learners to annotate and categorize their learning resources. In 
a folksonomy system, the tags are added by learners to the learning resources, hence the tags are often 
ambiguous, overly personalised and imprecise. In addition, conjugated words, compound words and 
nonsense words may be used in tagging and shared among a group of learners. This has resulted in an 
uncontrolled and chaotic set of tagging terms that cause learning resources searching, reuse and sharing 
to become ineffective. In this paper, we present a content-based approach which automatically generates 
tags from a learning resource using Part-Of-Speech Tagging and K-Means Clustering techniques. The 
generated tags are more precise and unambiguous which can improve learning resources searching, 
reuse and sharing among learners.
Keywords: Folksonomy, clustering, K-Means, Part-of-Speech, collaborative tagging, learning content 
reuse, learning content Sharing, learning process, automatic tagging
INTRODUCTION
With the increasing popularity of Web 2.0 technologies, folksonomies (a method for collecting, 
organizing and creating tags) are emerging to allow learners to categorise and annotate 
learning content through collaborative tagging or social tagging systems. In social tagging 
systems, learners freely choose their own vocabulary, so-called tags, by adding explicit 
meaning which may come from inferred understanding of the learning contents. In this way 
folksonomies provide a new mechanism for learners to retrieve their learning resources via 
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and their tag clouds are depicted in Figure 1. Tag clouds display the most popular tags. The 
bigger the font size of a tag, the more learning resources are indexed with the tag.
Figure 1. Example of Learning Resources Tagged by Learners and Their Tag Cloud
Since learners personally assign tags to the learning resources, the tags are often ambiguous, 
overly personalised and imprecise. In addition, learners may use acronyms words, conjugated 
words, compound words and nonsense words to tag their learning resources and these tags 
may be shared among a group of learners in collaborative learning environments. This has 
resulted in uncontrolled and chaotic sets of tagging terms (uncontrolled vocabularies) that 
cause learning resources retrieval, reuse and sharing among learners to become ineffective and 
inefficient (Macgregor & McCulloch, 2006; Koren, 2010; Gueye et al., 2014;). Hence, the use 
of controlled vocabularies to tag learning resources should be prominent prior to knowledge 
sharing and reuse in a collaborative learning environment (Lau et al., 2015). 
In a social tagging system, there are three typical approaches of tag recommendation for 
annotating learning resources as listed below:
1.) Content-based tagging approach – recommends a tag to a user based on items with similar 
content in the user’s profile. Relies on the content of the documents (Figure 2(a) & Figure 
2(b)).
2.) Collaborative-based tagging approach – recommends a tag to a user based on tags used by 
similar users. Relies on the tagging behaviour of similar users (Figure 2(c)).
3.) Hybrid or combined approaches.
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Figure 2. Tag Recommendation Approaches of Tagging System
Automatic tag recommendations can ease the task of learners when annotating new 
resources. The majority of the tag recommendation approaches assume that a learning resource 
posting by a learner already exists in the system (prior knowledge) (Jaschke et al., 2007) as 
depicted in Figure 2(b) and Figure 2(c). In the case where there is no prior knowledge and 
a learner posts for the first time, the tag recommendation needs to rely on the content of a 
learning resource to provide good recommendations for unseen resources (Lipczak, 2008; Lu 
et al., 2009; Tatu et al., 2008; Hassan et al., 2009) as shown in Figure 2(a). 
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This paper addresses the limitation of uncontrolled vocabularies and the absence of 
prior knowledge in tagging a learning resource by presenting a content-based approach to 
automatically generate social tags (controlled vocabularies) from a learning resource using 
Part-Of-Speech Tagging and K-Means Clustering techniques. The generated social tags from 
a learning content itself are regarded as controlled vocabularies, hence they are more precise 
and unambiguous social tags to use for tagging learning resources. The searching, reuse and 
sharing on the learning resources among learners becomes more effective and efficient through 
the generated social tags.
The paper is organized as follows: In next section, we discuss related work. Following 
section explains methodologies for tag generation which comprise folksonomy, part-of-speech 
tagging and k-means clustering. The framework for automatic tag generation is presented in 
next section. An example of the results of a simulation to illustrate the framework algorithm is 
provided in following section. Lastly, the paper is concluded with conclusions and future work. 
RELATED WORK
Automatic tag recommendations can reduce people’s tagging effort and encourage them to 
use more tags to annotate resources in a folksonomy system. Therefore, the annotated learning 
resources can be easily retrieved, shared and reused among people in the folksonomy system. 
Tags provide new information to resources over original contents (Bischoff et al., 2008; Zhang 
& Ge, 2015; De Caro et al., 2016), hence tags enhance the capability to discover relevant 
resources via existing search engines (Heymann et al., 2008; Wei et al., 2016). Furthermore, 
automatic tag recommendations lighten the task of users while annotating a new resource when 
prior tag information is not available.
Most of the tag recommendations rely on prior tag information (Sigurbjornsson & Zwol, 
2008; Jaschke et. al., 2007; Symeonidis et al., 2008). However, if prior tag information is not 
available, then the contents of the posted resource need to be relied upon. For folksonomy 
systems, contents of resources are textual and unstructured in nature, hence appropriate text 
and natural language processing techniques are required to overcome them (Hassan et. al., 
2009). In addition, clustering techniques have been used to handle parsing of document spaces 
in summarizing large set of documents (Kogan et al., 2006; Kiu & Eric, 2011) for information 
retrieval and post recommendation in collaborative tagging systems (Begelman et al., 2006; 
Shepitsen et al., 2008; Lau et. al., 2015). 
As discussed in previous section, social tagging systems mainly can be categorized into two 
approaches, the content-based tagging approach and collaborative-based tagging approach. In 
this section, content-based tagging for folksonomy systems proposed by Lipczak (2008), Tatu 
et. al. (2008), Heymann et. al. (2008), Hassan et. al. (2009) and Lu et. al. (2009) are discussed.
Lipczak (2008) proposed a method to extract the terms in the title of a post, and then to 
expand the set using a tag co-occurrence database. The result is filtered with the poster’s tagging 
history. Meanwhile, Tatu et. al. (2008) used terms from several fields including URL and title 
to build post and user based models. Natural language processing is used to normalize terms 
from various sets before recommending them.
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Heymann et. al. (2008) developed content-based tag recommendation using a supervised 
learning method. Page text, anchor text, surrounding hosts and available tag information 
are formulated as training data. They trained a classifier for each tag they wanted to predict. 
However, the time required to train the classifiers for each tag becomes substantial when the 
number of distinct tags increases. For little tag information associated with documents, an 
association rules mining is used to generate the tag set of the document.
Hassan et. al. (2009) implemented a discriminative clustering approach for content-based 
tag recommendation in social bookmarking systems. They grouped posts based on the textual 
contents of the posts with discriminative clustering. The clustering method was used to build 
two clustering models whereby the first cluster was based on the tags assigned to posts and 
the second cluster was based on the content terms of posts. In the case of a new posting, the 
clustering method generated a ranked list of tags which served as final tag recommendations. 
If the tagging history is available, then this list is also utilized in the final tag recommendation. 
Lu et. al. (2009) proposed a content-based tag recommendation for users to manually 
and automatically annotate webpages with or without prior tag information. Each webpage 
shares the tags they own with similar webpages. The similarity metric between sending and 
receiving webpages is defined as a linear combination of four cosine similarities. The similarity 
is calculated based on tag information and page content. An entropy-based metric is used to 
describe tags/terms to represent the annotated document. They represent each document with 
two vectors, namely a tag vector and a term vector using a vector space model.
There are also many content-based tagging systems with prior tag information consisting 
of different methods (Zhang et al., 2009; Guan et al., 2009; Wetzker et al., 2010; Rendle & 
Schmidt-Thieme, 2010). Collaborative tagging approaches are seen in studies by Chen et al. 
(2008), Koren (2010), Gueye et al. (2014) and Ifada, & Nayak (2015). 
We present a content-based approach which automatically generates social tags from a 
learning resource using Part-Of-Speech Tagging and K-Means Clustering techniques to tag 
learning resources without prior tag information available in social tagging system. 
METHODOLOGIES FOR SOCIAL TAG GENERATION
In this section, we provide a formal description of folksonomy, part-of-speech tagging and 
k–means clustering algorithm. 
Folksonomy
A folksonomy is a system where users can use personal or public tags to annotate online 
resources such as web pages, videos, podcasts, photos and others. It is also known as 
collaborative tagging and social tagging. This social tagging system uses these tags to index 
information, facilitate searches and navigate resources (Wikipedia, 2015).
As depicted in Figure 3, a folksonomy consists of users, tags, documents (resources) and 
the user-based assignment of tags to resources. A folksonomy can be written as a tuple F:= (U, 
T, R, Y) where U (users), T (tags), and R (documents) are finite sets, and Y is a ternary relation 
between the three components, Y ⊆ U × T × R, (Jäschke et al., 2007).
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Figure 3. Relations of Tags, Users and Resources (Peters & Stock, 2007)
Part-of-Speech Tagging
Part-of-speech (POS) tagging is applied to transform unstructured text format into a structured 
text format (Navigli, 2009). Every word in the text is assigned a unique part-of-speech as listed 
in Table 1. It predicts the part-of-speech even for an unknown word by exploiting the context of 
the word in a sentence. The POS tagging process is shown in Figure 4 and explicated as below:
1.) Tokenization is a normalization process that splits up the text into a set of words.
2.) Part-of-speech tagging is the process to assign a grammatical category to each word. This 
process is referred as grammatical tagging as it assigns a single part-of-speech tag to each 
word and punctuation marker. 
Figure 4. Process of POS Tagger 
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Table 1 
Description for Tags of Part-of-Speech
Tag Description Tag Description
$ dollar PDT pre-determiner 
`` opening quotation mark POS genitive marker 
'' closing quotation mark PRP pronoun, personal 
( opening parenthesis PRP$ pronoun, possessive 
) closing parenthesis RB adverb 
, comma RBR adverb, comparative 
-- dash RBS adverb, superlative 
. sentence terminator RP particle 
: colon or ellipsis SYM symbol 
CC conjunction, coordinating TO "to" as preposition or infinitive 
marker 
CD numeral, cardinal UH interjection 
DT determiner VB verb, base form 
EX existential there VBD verb, past tense 
FW foreign word VBG verb, present participle or 
gerund 
IN preposition or conjunction, 
subordinating 
VBN verb, past participle 
JJ adjective or numeral, ordinal VBP verb, present tense, not 3rd 
person singular 
JJR adjective, comparative VBZ verb, present tense, 3rd person 
singular 
JJS adjective, superlative WDT WH-determiner 
LS list item marker WP WH-pronoun 
MD modal auxiliary WP$ WH-pronoun, possessive 
NN noun, common, singular or mass WRB Wh-adverb 
NNP noun, proper, singular 
NNPS noun, proper, plural 
NNS noun, common, plural 
K-Means Clustering
K-Means clustering is a simple unsupervised clustering technique (Berkhin, 2006). It is used to 
classify a given data set into a previously specified number of clusters (k). K-means clustering 
divides a data set to a number of clusters. It is defined as
where C is the number of clusters, x is a data point, and ck is the centroid of the data points k.
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The algorithm of k-means is composed of four steps:
Step 1: Specify the number of clusters, k. Initialize k point randomly as cluster centers.
Step 2: Assign each instance to its closest cluster center using Euclidean distance.
where µj is mean of point in xj.
Step 3: Re-compute the centroid (mean) for each cluster as a new cluster center.
Step 4: If the new cluster centers are different from the old cluster centers repeat Step 2 
until the cluster centers do not change anymore.
THE SOCIAL TAG GENERATION FRAMEWORK
This section explicates the automatic social tag generation framework as depicted in Figure 5.
The algorithm implementation of the framework comprises the following steps:
Input :  A learning resource
Step 1 :  HTML Parser
A learning resource obtained online is parsed into unstructured text 
(unformatted text) using HTML Content Extractor (Alexander, 2015) 
automatically. All non-text contents such as flash animation, hyperlinks, 
audios, videos and others are parsed. Meanwhile the unformatted text 
context is saved into text processing format (.txt) as output for the next 
process.
Step 2 :  Tokenization
The sentences are tokenized into each word (token) prior to the POS tagging 
process. For example, the text “This is social bookmarking.” , 
is tokenized into “This, is, a, social, bookmarking, .”. 
Step 3 :  Part-of-Speech Tagging
The tokenized words are assigned with POS tags. The Standford POS 
English tagger, namely bidirectional-distsim (Toutanova et. al, 2003) is 
used to perform the POS tagging assignment. For example, the tokens 
“This, is, a, social, bookmarking, .”, are POS tagged 
into “This_DT is_VBZ a_DT Social_NNP bookmarking_NN 
._.”. The structured text is generalized at the end of this process.  
Step 4 :  Contextual Clustering
K-means clustering in Weka is used to contextualize the structured text 
in order to reduce the tag generation processing time (Hall et. al., 2009). 
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Clusters of five are applied in k-means clustering to cluster each word in 
the structured text. The words are clustered into five clusters according 
to their attributes.
Step 5 :  Keyword Generation 
In this process, words that are associated with the unconventional part-
of-speech (``, :, ? CD, DT, VBZ, IN, PRP, RBS, VBN, 
VBP, EX, -RRB-, -LRB-, CC, VBG, MD, VB, WRB, RB, 
WDT, RP, VBD, RP, WP,  JJR, TO,  PRP$, POS, RP) in 
each cluster are eliminated to retain only the words in nouns. Key words 
(tags) are formed based on the sequence relations of each word in a cluster.
Output : A set of tags (controlled vocabularies).
Figure 5. Framework for Automatic Social Tag Generation
SIMULATED EXAMPLE
The learning resource (http://whatis.techtarget.com/definition/social-bookmarking) to be 
tagged is illustrated in Figure 6. The learning resource is parsed into unstructured text using 
HTML Parser and saved into text processing format. Each of the words in the file is tokenized 
and assigned with part-of-speech has resulted 341 tokens as illustrated in Figure 7. K-Mean 
clustering (Figure 8) is applied to cluster the tokens according to the tokens’ attributes. 117 
token are yielded after the process of contextual clustering (Figure 9). The process of elimination 
the unconventional part-of-speech which associated with the words has generated 23 tags 
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(controlled vocabularies) as shown in Figure 10. The generated tags are the recommended 
tags for a learner to annotate the learning resource.
Figure 6. The Tagged Learning Resource
Figure 7. List of Tokens after POS Tagger 
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Figure 8. Visualization of Clustered Tokens
Figure 9. List of Tokens after Contextual Clustering and Part-of-Speech Elimination
Figure 10. Generated Tags for a Learning Resource Tagging 
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CONCLUSION AND FUTURE WORK
Tags used by learners to annotate learning resources are often ambiguous, imprecise and 
overly personalised. Hence this has resulted in uncontrolled vocabularies that cause learning 
resources retrieval, sharing and reuse to become ineffective. This paper has proposed an 
automatic tags generation algorithm to generate controlled vocabularies (social tags) from 
contents of a learning resource. The experimental result has shown the used of part-of-speech 
and unsupervised clustering techniques in the proposed algorithm has improved the scalability 
of tag generation from a learning resource. Furthermore, prior knowledge (tag information) 
is not required in tag generation. For future work, we will investigate a suitable weighting 
scheme for tag recommendation by incorporating a learner profile. 
Tagging a learning resource with the generated controlled vocabularies can appropriately 
describe the content of the learning resource itself. Subsequently, these learning resources can 
be shared and reused effectively and efficiently among learners in an e-learning environment. 
In addition, learning resources navigation and retrieval are more effective with controlled 
vocabularies annotation. 
The algorithm can be applied to generate tags for explicit knowledge organizing and 
navigating in knowledge management systems. It also can be extended to E-Commerce 
system to generate tags from product catalogue or description. Product tagging with controlled 
vocabularies can enhance product searching, recommendation and personalization. On the other 
hand, the generated tags from a product catalogue can serve as SEO keywords and metadata 
for the product itself.
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(Forest, 2014), which was used as a guide by 
educators in both the designing and evaluating 
of their instruction.
In this research project, a mobile app was 
developed for one of the Malaysian Studies 
class session in one of the private universities 
in East Malaysia. An analysis of the learners, 
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ABSTRACT
Malaysian Studies is a compulsory course for international undergraduate students in Malaysia. The 
subject comprises Malaysian history, its governance and administration system. Due to different socio-
cultural backgrounds and histories, most, if not all, international students, struggled with this subject. 
This research project aims to create, implement and evaluate a mobile application (app) as a catalyst for 
mobile learning (m-learning) for one particular topic of the Malaysian Studies course. The increased 
use of technology in learning environments has changed instructional approaches by making it more 
accessible and essentially, more student-centered. Using a design-based research approach, the mobile 
app is aimed to guide students to write their own notes to assist in deeper understanding of the subject. 
The mobile app was also reviewed by users to gauge its effectiveness and ease of use. Findings from the 
tests showed the potential to structure the students’ learning from the topic. From the research, there are 
a few improvements and suggestions that could be implemented for similar future studies and projects.
Keywords: Mobile learning, m-learning, technology-based learning environment, constructivist learning, 
Malaysian Studies, Malaysian governance components, student engagement, design-based research
INTRODUCTION
This design-based research project investigated how a mobile app could be used as a catalyst 
for learning. The development involved the analysis, design, development, implementation, 
and evaluation processes, following what is more popularly known as the ADDIE model 
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the topic, potential problems and the appropriate learning theories was conducted before the 
app’s design process. The design process incorporated the findings from the analysis and the 
app was later developed using the appnotch software. Upon completion, the learners were 
given full access to the app to use as part of their class activity. The learners were given the 
freedom to either work together with their course mates or as individual activity using the app 
as a guide. Online evaluation forms were used to evaluate the app’s effectiveness and usability.
RESEARCH SCOPE
The Topic
The topic for the learning environment is “Components of Malaysia’s Government System”. 
This topic is part of the Mata Pelajaran Umum (MPU) Malaysian Studies course for 
international students.
In the topic, the students will learn about the fundamentals of Montesquieu’s Separation 
of Powers Doctrine, draw an outline of the Malaysian system of government and finally to 
be able to understand the roles, limitations and importance of the key figures in Malaysia’s 
administrative system.
This topic was chosen for several reasons. Primarily, it has been the hardest topic for 
international students to master in previous semesters. Previous students showed that they were 
not able to see the bigger picture of the topic, more specifically, how the main components 
are interrelated to each other. Though there has been no known research done in the area, the 
reason may be the apparent differences in governance systems for the international students. 
The socio-cultural backgrounds of students studying in foreign countries have an impact on 
their learning. Mahmud, Amat, Rahman, & Ishak (2010) found that among the three areas of 
concern - culture, climate and care, the cultural aspects causes the main concern for international 
students in Malaysia. The cultural part in the research focused on language, values, food 
and sanitation practices and the cause for the concern is due to their acculturation issues in 
Malaysia. Academic and social adjustments were also discovered to play an important part in 
international students’ learning and experience in Malaysia (Malaklolunthu & Selan, 2011). 
Hence, the topic was chosen because the Malaysian governance system is different from the 
students’ own due to their socio-cultural backgrounds.
The next reason for the selection of this topic for this project is due to the difference in 
the students’ needs, wants and expectation in their classes. Alavi & Mansor (2011) conducted 
a study at Universiti Teknologi Malaysia, which indicated that factors such as boring classes 
(34.1%), inefficient teaching (39.3%) and curriculum and method of teaching (12%) caused 
concerns among international students in their studies here. Thus, the use of mobile apps would 
enable these students to learn at their own pace by guiding them to construct their understanding 
of the course material. Also, the usage of mobile apps, especially apps created by the instructor 
themselves, gives a “wow-factor” to the students in their classes, and thus, this is aimed to 
reduce boredom in classes. Hence, the other reason for the selection of this course is to fulfil 
the international students’ needs and expectations for their course.
The Malaysian Studies and Bahasa Melayu Komunikasi course are part of the MPU 
subjects offered under the new Ministry of Higher Education policy. These subjects, offered 
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since September 2013 for private higher education institutions, are aimed to immerse, or at 
least, introduce international students to the Malaysian socio-cultural systems and history. 
But, international students tend to see these subjects as uninteresting and more importantly, 
not related to their programs. This is supported in the study by Alavi & Mansor (2011) which 
discovered that 20% of the international students surveyed from five private higher education 
institutions, see certain subjects as not related to their programs. Thus, the topic was selected 
in hopes of making the subject interesting for the students.
To conclude, the topic was chosen as it is among the hardest topic to master in this subject, 
the differences in the international students’ socio-cultural backgrounds and the fact that the 
subject is seen as not being related to their programs.
The Technology-Based Learning Environment
For this project, the technology-based learning environment is the use of mobile app in the 
instruction. The app is aimed to guide students to produce their own notes that would further 
enhance their understanding of the topic. At the end of the class, the students shared their notes 
and the instructor helped by correcting any incorrect understanding and misconceptions by 
emphasizing the main points of the topic.
The increased use of technology in learning environments has changed instructional 
approaches by making it more accessible and essentially, more student-centered. Strommen & 
Lincoln (as cited in Hannafin & Land, 1997) mentioned that rapid technological development 
played an integral role in the evolution of student-centered learning environments.
The use of mobile phones in classrooms is the next dimension in the use of technology. It 
can be said that mobile learning (m-learning) is an extension and the next step for e-learning. 
Wireless mobile technology empowers learners from all around the world by giving them access 
to learning materials and information from to enable them to learn anywhere, any time (Ally, 
2012). Georgiev, Georgieva, & Smrikarov (2004) defined m-learning as a learning activity that 
is not limited by geographical constraints by constantly being connected to cable networks 
by utilizing mobile and portable devices which must be able to connect to other devices that 
presents educational materials and open up two-way information exchange between the learners 
and the teacher. Therefore, m-learning emphasizes mobility, portability and accessibility that 
is absent from traditional and even e-learning platforms.
The use of mobile devices is relatively new in education and studies have been conducted 
to investigate the potential for m-learning and to develop the framework to implement the 
technology in classrooms, such as by Alioon & Delialioglu (2015); Motiwalla (2007); Sharples 
et al. (2005). These studies recommend the best methodologies and practices for m-learning. 
It is undeniable that there are challenges for the implementation of m-learning (small screen 
size, keyboards, limited memory, battery usage, application compatibility, multimedia elements’ 
use and high price), but it is getting more popular as continuous advancements are made in 
information and communication technologies (Georgiev et al., 2004). Thus, there is an emerging 
potential for further studies and application of m-learning in the future.
For this project, the inclusion of mobile apps may prove useful in the helping the 
international students manage the differences in culture, the method of teaching and learning 
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styles as it gives them freedom to learn at their own pace. The multiple capabilities of mobile 
technology are useful as they support different instructional strategies, provide an efficient 
delivery of the course and enhance student learning (Ferdousi & Bari, 2015). Thus, mobile 
devices and apps provide students with options on their learning. Therefore, the use of the 
mobile app is a new approach for the intended learners for this project.
The Integrated Learning Theory
In creating the app, two learning theories were drawn upon. The learning theory that underpins 
the app’s purpose and application is Constructivism.
Constructivism is a learning theory where the responsibility to learn is from the learners. 
This is because under this theory, the learners are the knowledge and information builders, 
or more appropriately, the constructor. Demirel (as cited in Epçaçan, 2014, p. 5106) argued 
that constructivism is not related to teaching but is more inclined towards and related with 
information and learning. As further explained by Sjøberg (2010, p.3), “learners construct 
their knowledge through their interaction with the physical world, collaboratively in social 
settings in a cultural and linguistic environment”. In short, constructivism is a learning theory 
that is student-centered and applied by putting the learners in the right learning environment 
to complete specific tasks through social and environmental interaction.
It is due to this “learning empowerment” concept that this learning theory was applied to 
the mobile app. It is hoped that the theory integration would overcome the challenges faced 
by the international students. By giving them specific tasks to accomplish and understand 
the topic, the learners will be able to construct their understanding and ultimately, master the 
topic. This learning theory provides the theoretical basis for the use of the app, and which 
drives the app’s objective.
The Learners
There were 11 students in this class. The students were all undergraduates taking their 
Bachelor’s Degree program. The students took the Malaysian Studies course during the May-
August 2015 semester. The students were from Bangladesh, China, Indonesia, Korea, Pakistan, 
the Philippines and Uzbekistan.
The students were between 18 to 27 years old and were from Semesters Two and Three. 
There were 5 male and 6 female students. The levels of understanding on basic governance 
systems, including those from their respective countries, vary from being knowledgeable to 
no knowledge at all. This is an important aspect as a good foundation here would provide the 
basics for their learning on Malaysia’s governance system.
MOBILE APPLICATION DESIGN
Learning Theory Integration
To integrate the learning theories mentioned, the mobile app has to be able to include activities 
which guide the students to create their own knowledge and be able to recreate the bigger 
picture of the key concepts.
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The learners must be guided to seek and form their own understanding about the Malaysian 
government system. And to be able to do that, the responsibility to produce their notes is now 
given to the learners. The app guides the international students by first giving them the brief 
information on the matter and following up with specific questions for the student to answer. 
The ultimate goal is for them to be able to visualize and create the bigger picture of Malaysia’s 
administrative structure and link the main components in a visual diagram.
App Flowchart
Figure 1 below outlines the app’s overall layout.
Figure 1. Flowchart of the App’s overall layout
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Design Process
The design process for the mobile app took into account factors such as content, layout and 
color that would help with maximizing the learner’s usage and experience. Ideas were initially 
drawn on paper until a practical but user friendly layout was finalized. The ideas were put in 
appnotch and the completed product proceeded to troubleshooting and beta testing before the 
implementation. The beta testing was implemented by letting other students and non-students 
(working adults) try out the app to assess its usability.
The Methodology
The app was used for the Malaysian Studies class. The class was conducted in week two of the 
semester (12 May 2015) in one of the university’s classrooms from 2pm to 5pm.
 The students were briefed about the project, which was made part of the class activity. 
The flow of the class on that day was explained and the activities are listed in Table 1.
The students were given the link to the mobile app for their study, observations were then 
made by the course instructor, particularly on how they used the app and interactions they made 
with their peers during the activity. Questions that were asked by the students were also noted 
to better understand how they had used the mobile app. Instrument-wise; the observations were 
made using a camera (the students were asked for consent beforehand and their anonymity 
and privacy were assured) and notes were taken using a notebook.
The class activity was completed when students successfully created the “Visual Note” 
(seen in Figure 2) and are able to explain the key concepts and components in their own words. 
The instructor gave some scaffolding to help with the articulation of ideas and correct any 
misconceptions, as necessary.
Consequently, the students were asked to complete two separate evaluation forms online 
via the university’s Learning Management System (LMS). The first evaluation utilized the 10 
item SUS scale instrument, developed by Brooke (1996). The SUS evaluation was utilized 
for its simple and easy to interpret instrument items and the average score were compared to 
a score table proposed by Sorflaten (2010). In the second evaluation, the students were given 
6 questions (5 multiple choice and 1 open-ended) for some general feedback. 
OBSERVATIONS OF THE STUDENTS’ APP USAGE
It was found that students used the mobile app in a different manner. Three groups of students 
worked in groups while three remaining students worked individually. It was observed that the 
group of three students used the class’ main textbooks to get the information and answer the 
questions posed in the app whilst the other groups used the computer laboratory and even asked 
some of the senior students (who had completed the subject) for clarifications and explanations.
All of the students used their laptops to search for the answers online. There was active 
classroom discussion and some interaction with the instructor for some clarification on some 
of the terms.
No problems emerged with the app use except in one instance. In the first few minutes 
of the app use, a student had problems with the app layout –but after the explanations were 
given, the student continued to use the app without any problems. 
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Table 1 
Flow of class activities
Activity Details
Briefing
Students were briefed on the project and what is to be expected for the class on 
that day.
App Usage & 
Class Session
The students are given the link to the mobile app and to go through the activities 
that is in the app.
They are expected to come up with their own visual notes/mind map on the 
topic (see: “The Bigger Picture” page of the app)
Break Class Break – 15 minutes
Evaluation
The students went to complete two evaluation using their LMS page:
The System Usability Scale (SUS) Evaluation
General Feedback
Class Discussion
The instructor discussed the students’ findings and they all came up with the 
bigger picture of the topic.
The Visual Note
At the end of the session, the students discussed their findings with the instructor and together, 
they constructed their understanding of the topic. Figure 2 below shows the overall lesson and 
how the main components are linked to each other.
Figure 2. The Class’ Mind Map
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EVALUATION AND FINDINGS
System Measurement (SUS Evaluation)
To evaluate the app, the SUS Evaluation was used. The results of the SUS measurements are 
seen in the following table. From the data, the minimum was 47.5 and maximum was 92.5. 
The average mean for the evaluation was 61.8, which is a D and is marginally acceptable. The 
SUS Score was obtained drawing from a table by Sorflaten (2010).
It was discovered later that the difference between the min and max score for the SUS 
evaluation was attributed to two of the students’ limited understanding of what was asked in 
the SUS’ 10 item questions. The students shared that though the language was simplified, they 
couldn’t understand the exact context of what was written and in the end, they simply randomly 
picked the rating for the item.
General Feedback
The students were also given the chance to give their feedback about using the app for the 
topic. The general feedback was given via the Learning Management System. There were 6 
questions for them to answer, 5 multiple choice and 1 open ended. 
The feedback was generally positive. 72% of the students saw the app as useful to the 
class session with 81% finding it as easy to use. 8 students agreed that the app forces them to 
find information. In terms of app layout, 9 students gave ‘Good’ and ‘Very Good’ rating for 
the app with 2 being neutral, whilst in the context of design and aesthetics, almost 90% of the 
students gave ‘Good’ and ‘Very Good’ ratings whilst only one student gave a ‘Neutral’ rating. 
For the open-ended question, the students were asked to provide feedback on the app and only 





It is extremely helpful. It makes understanding easier and 
learning much more effective.
So far, I think it's very useful for me, can 
let I am interested in Malaysian studies!
app is convenient, but real lectures are the best!
good N/a
Nice app...
This app i think is useful somewhat but i think you 
need to provide more guide line and information for the 
users. One more thing is good to use this app in laptop or 
computer because is easy to see and clear...
From the feedback and SUS evaluation, it is clear that there is room for improvement for 
the ap. These include providing clearer guidelines and information on the usage of the app. 
The benefits from the students’ perspective was the ease of understanding and learning and 
the increased interest in the subject. Furthermore, the apps’ convenience and ability to be used 
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in laptops and desktop computers was an advantage to the students. For future research, more 
data need to be collected (especially student’s qualitative feedback) to improve the application.
CONCLUSION
The objective of this project was to develop a mobile app that would guide the intended learners 
(international students) to learn the fundamentals of the Malaysian system of government. As 
this is a complex topic, even for Malaysian students, the content was made more accessible by 
utilizing the constructivist learning approach. In addition to that, the app was intended to create 
variety in learning for the learners, and which would alleviate boredom, at least to some degree. 
Based on the results of the SUS evaluation and general feedback, this app does demonstrate 
the potential to be used for other learning purposes and course evaluation. To conclude, the app 
did achieve some of its intended objectives and the project could be successful in the future, 
provided some refinements and tweaks are made in terms of simplifying the layout. Due to 
the small number of students (a normal occurrence for the course) and considering that this is 
the first iteration of the research, improvements, better idea implementation, and approaches 
could be further unearthed with further research on a bigger scale down the line.
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ABSTRACT
The purpose of this research is to analyse the impact of identified variables to adapt change management 
due to e-learning implementation in Malaysian private higher education institutions focusing on educators’ 
perspectives. The conceptual framework was modified in combination of various theories from Systemic 
Change Models and E-learning Cycle Models. A self-administered questionnaire adapted from Siebel 
4.0-2 Survey Questionnaires (SSQ) by Hambling, 2010 was the data collection instrument. The sample 
consisted of educators from private higher education institutions with visions or missions based on 
e-learning implementation in Malaysia. As per findings, through review of the visions and missions, 
the selected private higher education institutions integrated teaching and learning, advancement of the 
knowledge based on e-learning and leadership in service and outreach.
Keywords: Change management, e-learning, vision, mission, private higher education, implementation
INTRODUCTION
E-learning is a teaching and learning method that switches educators’ responsibilities from 
instructors to facilitators (Frye, 2002). This is important because an e-learning based pedagogy 
requires educators to not only extend their teaching potential, but also to adjust their attitudes 
(Center of Educational Technology, 2005). This is in line with the National Accreditation 
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Malaysian Minister of Higher Education, authorised under the Private Higher Educational 
Institutions Act 1996. MAPCU (Malaysian Association of Private Colleges and Universities) 
registered 18 March 1997. They form Malaysia’s most prominent group of private higher 
education institutions with involvement from well established private colleges and universities 
in Malaysia (Molly, 2005). The Malaysian Association of Private Colleges and Universities is 
acknowledged by the Ministry of Education, the National Accreditation Board, the Multimedia 
Development Corporation, the Ministry of Finance, and the Economic Planning Unit of the 
Prime Minister’s Department (Molly, 2005).
The main point of managing an online digital archive is to create and utilise the instructional 
technology in various ways for accommodating student preferences (Ravet & Layte, 2008). 
In researchers’ views, the important issue to integrating instructional technology is how to 
accommodate learners with different learning abilities. Clearly, there is a need to look at 
the educators’ strategies and their attitudes to adapt to changes produced by implementing 
e-learning in learning and teaching. In private higher education institutions, the quality 
of e-learning is deeply linked to the educators’ mindset about their roles (Ridzuan, 2010). 
They should be able to adjust according to the changes they encounter in diverse teaching 
environments (Ridzuan, 2010). The Sixth International Conference on adult education, held 
in Brazil in December 2009 found that many private higher education institutions still rely on 
professional programmers to set a syllabus that included e-learning, instead of the educators 
who are the subject experts (Victoria, 2009).
The survey of Zakaria and Iksan (2007) states that with good professional development 
programmes, the majority of Malaysians believe that to turn our country into a knowledge-
based economy, we need to incorporate technology for educational advancement. According 
to the Malaysia Education Blueprint (2013-2025), the Ministry of Education has identified 
the need to convert lecturers’ careers as the most preferred job by the graduates (Ministry of 
Education, 2012). Educators’ qualities influence students’ outcomes (Zakaria & Iksan, 2007). 
The quality of the education system is only as good as its educators (Ministry of Education, 
2012). In short, educators’ ability to adapt to change is becoming an issue of dependence in 
the education system.
PROBLEM STATEMENT
In the National Higher Education Strategic Plan (2010) e-learning has been identified as 
one of the Critical Agenda Projects (CAPs) and is a National Key Result Area (NKRA) for 
MOHE (Ministry of Education, 2011). Embi (2011) identified the main aspects of e-learning 
to be e-learning policies, governance, Learning Management Systems (LMS), training, the 
development of e-content and the integration of e-learning in teaching and learning. These 
aspects have exposed a gap in the practice of e-learning that has proved the difficulty of 
implementing and sustaining e-learning in the Malaysian education system (Embi, 2011). 
E-learning was not an application that was readily available with the birth of the internet. It 
came about only almost two decades after the internet was introduced (Alhabshi, 2006). Hence, 
implementing e-learning is not as easy as it was first thought (Alhabshi, 2006).
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Furthermore, the challenges faced by institutions of higher learning in relation to e-learning 
utilisation (88.9%) were that the academic staff was complacent about the current teaching 
practices, due to lack of training on how to adapt to the changes in the education system in 
Malaysia (Hamat, Embi & Sulaiman, 2011). Most lecturers are found to be unfamiliar with 
e-learning. (Embi, 2011) Therefore, training is often considered the fastest way to deliver 
instructions (Embi, 2011). “One finds that the diverse array of theoretical perspectives and 
overwhelming latest application without proper concepts are the reasons for lacking in 
acceptance of e-learning” (Gene & Weibelzahl, 2007, pp. 42-45). These findings indicated 
that change is crucial for e-learning implementation in higher learning institutions. However 
there is a gap in identifying the significant of concepts and theories of e-learning and change 
management for educators.
In order to encourage change in people to include ICT in the educational and administrative 
processes, Malaysia has heavily invested in its education plan, resources and infrastructure 
(Ministry of Education, 2012). The future economic and social well-being of the nation depends 
critically on the success of adaptation to educational transformation (Ministry of Education, 
2007). Universities are being equipped with the latest ICT infrastructures, and educators are 
being trained to use ICT for education and also administrative purposes (Gene & Weibelzahl, 
2007). Since ICT has yet to be seen to be fully embraced by educators, an analysis of how 
private higher education institutions implement e-learning is deemed necessary (Maznah & 
Harland, 2012). Therefore this research has only focused on educators from private higher 
education institutions with an e-learning based vision and mission. Change management was 
the main area of interest within the field of e-learning implementation. However there has 
been no study conducted to analyse the relationship between change management and the 
e-learning focus on educators that emphasizes methodological triangulation by using qualitative 
and quantitative methods concurrently. To address this gap in methodology, there is a need to 
conduct a comprehensive study on managing change in status, trends, challenges, and ways 
to adapt change management and to explore the journey that educators experience during the 
change process of e-learning implementation in private higher learning institutions.
RESEARCH QUESTION, OBJECTIVE AND HYPHOTHESIS
The objective of this research is to analyse the significant relationship between e-learning 
implementation and change management in private higher education institutions within 
Malaysia from the perspectives of educators, thus the following research question has been 
constructed: Is there a significant relationship between e-learning implementation and change 
management in private higher education institutions within Malaysia from the perspective 
of educators? To relate research question and objective of the research the hypothesis of this 
research has been reviewed as e-learning implementation has no significant effect on change 
management in private higher education institutions within Malaysia from the perspective of 
educators.
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METHODOLOGY
The research instruments were modified according to the conceptual framework based on 
theoretical framework. This research matter examined aspects of literature on e-learning 
and change management to identify a theoretical outline. In this research the survey method, 
cross sectional study and exploratory method were used as the research strategy to conduct 
this research in Malaysia’s private higher education institutions. This survey method was 
used because the data obtained was standardized, facilitated comparison and analyzed using 
quantitative means.
A self-administered questionnaire was chosen as the data collection instrument for the 
quantitative method and interviews were conducted as the qualitative method. The samples 
were educators from private higher education institutions with visions or missions based on 
e-learning implementation in Malaysia. The questionnaire was adapted from the Siebel 4.0-2 
Survey Questionnaire (SSQ) by Hambling (2010). The rationale for adapting the ideas of the 
SSQ was because the research that Hambling conducted used the Systemic Change Model in 
implementation of the Siebel 4.0-2, an e-learning platform from the perspective of the ‘people’ 
who were the users. SSQ was cited by 14 research articles that used Systemic Change Model 
from the year 2010-2012 (MS Academia, 2013). Besides that, this research questionnaire used 
the ideas of SSQ with modified variables to suit the conceptual framework and answer the 
research questions. 
For this study, the researcher selected participants from institutions with university status 
situated in Kuala Lumpur that incorporate e-learning implementation in their vision and 
mission. Private higher education institutions in Kuala Lumpur were selected as the sample 
because the majority of the university status private higher education institutions with visions 
and missions on e-learning were situated in Kuala Lumpur. Besides, technologically advance 
private universities were also situated in Kuala Lumpur. In line with government ambition 
to make Malaysia a regional hub for education, higher education in Kuala Lumpur aims at 
attracting top world institutions with innovative teaching and learning (Ministry of Education 
Statistic, 2013).
Besides that higher education institutions in Kuala Lumpur are envisioned as leading in 
teaching and learning facilities with a major contribution to the education sector of the country. 
There are 37 private universities in Malaysia with total 282928 students studying in Malaysia 
(Ministry of Education, 2013).
Universities in Malaysia have been shaped with conducive monitoring from the Universities 
and University Colleges Act 1971 (Ministry of Higher Education, 2012). The number of 
students and educators was determined by the ratio of 1:13 which means that in total there 
were 21763 of educators in the year of 2014 (Ministry of Education, 2014). There were nine 
private higher education institutions with university status that were qualified to participate in 
this research after analyzing the vision and mission of the institutions. However, only private 
higher education institutions in Kuala Lumpur with university status that included e-learning 
implementation in their institute’s vision and mission statement were selected. Educators in 
this research consist of teachers, tutors, instructors and lecturers in the selected private higher 
education institutions based on their qualifications. 
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Besides that, Krejcie and Morgan’s (1970) model was used because it was an appropriate 
model to get the sample size and this model has been cited in 394 studies. 
CONTENT VALIDITY
Content validity was determined through using scales which were adopted from established 
empirical studies (Narver et al., 1993; Jaworski & Coupland, 2014). The questionnaire validity 
and reliability was ascertained by conducting Cronbach alpha. Furthermore, the researcher 
conducted a pilot test to determine the actual validity in the context of this research.
Moreover, the test was not used for statistical purposes and responses from the pilot test 
were not included in the research findings. In fact, only a preliminary reliability evaluation 
was carried out with Cronbach’s Coefficient Alpha Reliability analysis. 
Additionally, participants were encouraged to be very free with their responses, make 
suggestions for improvement and delineate any difficulties that they found. After questionnaires 
were answered by each participant, they were asked for their comments. Comments were 
solicited on the clarity of the questions and the editing was done in order to simplify the 
questions. The pilot test results identified ambiguities in the questionnaire items. Problems 
concerning instructions given for completing the questionnaire were also solved. A final version 
of the questionnaire was prepared for use in the actual research. The entire commentaries, 
opinions and implications of the respondents were taken into consideration. The summary 
results of Cronbach’s Alpha stated in Table 1.
Table 1 
Summary results of Cronbach’s Alpha
Construct No. of items Means    Std-deviation     Cronbach’s Alpha
1 Stakeholders involvement 2 75.39             14.76            .8002
2 Systems view 8 45.89               4.67            .9001
3 Evolving mindset 4 59.56               7.87            .8395
4. Understanding transition 3 64.56               9.87            .8279






Academic transform   
Service and satisfaction                 
Ownership control               
2
6
10                   
10
80.66             14.89            .8021
53.86             11.54            .7910
64.63               9.32            .8153
62.83              11.28           .8522
NUMBER OF QUESTIONAIRES DISTRIBUTED, RETURNED AND USABLE
In order to capture the targeted sample size of 381 respondents, 550 survey questionnaires 
were distributed to private higher education institutions in Kuala Lumpur that have visions and 
missions on e-learning implementation. A total 493 were returned, representing a response rate 
of 89.6%. Out of the 493 returned, 487 were found to be usable (98.8%) and 6 questionnaires 
were rejected due to incomplete responses (1.21%). From this feedback, it was concluded that 
respondents were willing to give their cooperation in answering the survey questions at their 
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convenience. This provides evidence that if a survey is monitored and administered properly, 
much information can be gathered from the respondents. 
SKEWNESS AND KURTOSIS OF STUDY VARIABLES
All variables were measured on a five points Likert type scale. The mean scores for all the 
variables range between 20.23 and 67.54. This indicates that change management variables 
and e-learning variables are at a moderate level. The standard deviation scores range from 
6.03 to 22.67.
The normality distribution of the data, the skewness and kurtosis of each variable were 
examined. The critical value for both measures of normality has drawn the distribution. The 
skewness and kurtosis for the nine main variables of this study were examined. By applying 
the above criteria to the skewness values for each of the study variables, it is shown that none 
of the variables fall outside the more and less 2.58 range of skewness. Thus, the data for this 
study is normal with regards to skewness.
Univariate skewness and univariate kurtosis values range from -0.501 to 0.062 and -0.402 
to 0.564 respectively. The relatively large value of Mardia’s normalized multivariate estimate 
kurtosis (23.623) shows evidence that the data are slightly not multivariate normal. In order 
to address the issue of multivariate non-normality, bootstrapping is conducted to assess the 
stability of parameter estimates and report them more accurately. Within the context of the 
Structural Equation Model, bootstrapping provides a mechanism for addressing situations where 
the statistical assumptions of large samples and multivariate normality may not hold (Boon, 
2003). In this study the Bollen-Stein bootstrap procedure (Bollen & Scott, 1993) was employed.
It is a modified bootstrap method for the χ2 goodness of fit statistic which provides means 
to test if the specified model is correct. In particular, it can be used to correct for the standard 
error and fit statistic bias that occurs due to non-normal data. It tests the adequacy of the 
hypothesized model based on the transformation of the sample data such that the model is made 
to fit the data perfectly. In this study, 1000 bootstrap samples were drawn with replacement 
from this transformed sample. The Bollen-Stein bootstrap p-value is 0.356 (>.05) indicating 
that there is sufficient evidence to reject the hypothesized model.
Considering the feasibility and statistical significance of all parameter estimates, the 
substantially good fit of the final model and the lack of any substantial evidence of model misfit, 
the author concludes that the nine dimensions ( ownership control, academic transform, service 
and satisfaction, stakeholders involvement, system view, evolving mindset, understanding 
transition, system design and system evaluation) can represent an adequate description of 
educators’ perspectives of change management due to e-learning implementation in private 
higher education institutions.
The Cronbach’s alpha was computed on each of the Likert scale items that were factor 
loaded into the nine factors. The internal consistency reliability scores ranged from .641 to 
.854 after removing some items with low corrected item-total correlations value. Reliability 
is also an indicator of convergent validity (Hair, Black, Babin, Anderson & Tatham., 2006). 
According to Hair et al., (2006) coefficient alpha is generally an internal measure of reliability 
as in most practical cases it is only the lower bound on reliability. Hair et al., (2006) also 
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stated that coefficient alpha remains a commonly applied estimate although it may understate 
reliability. The rule of thumb for the reliability estimate is that 0.7 or higher suggests good 
reliability (Hair et al., 2006), and the results indicate that convergent validity exists for the 
constructs of the study. Variance extraction measures the total amount of variance in the 
indicators accounted by the variable (Hair et al., 2006). Variance extracts of less than 0.5 
indicate that on average, more error remains in the items than the variance explained by the 
factor structure in the measurement model (Hair et al., 2006). The calculated results of the 
variance extracted, indicate that the variance extracted for item are below 0.5, however they did 
not cause concern as it is not uncommon to find estimates below 0.5, even when the reliability 
is acceptable (Hatcher, 1994).
The results of the construct reliability for the variables examining the dimension of change 
management due to e-learning implementation showed that the overall alpha that exceed 
the cut off point of reliability recommended by Nunnally and Berstein (1994), are evolving 
mindset, academic transform, system view, stakeholders involvement and ownership control 
with 0.942, 0.952, 0.914, 0.961 and 0.952 respectively. However, the result showed that the 
construct reliability coefficients for understanding academic transform, service and satisfaction 
and system design showed 0.864, 0.835 and 0.843 respectively. For system evaluation, the 
result for construct reliability coefficients showed 0.732. Table 2 revealed the summary of 
Skewness and Kurtosis.
Table 2 
Skewness and Kurtosis for study variables
Study Variables                                     Skewness                            Kurtosis
1) Stakeholders involvement                   0.062                                   -0.627
2) Systems view                                      -0.130                                  -0.468
3) Evolving mindset                                -0.222                                  -0.862
4) Understanding transition                    -0.306                                  -0.355
5) System design                                     -0.100                                   0.768
6) System evaluation                              -0.500                                   -0.455
7) Academic transform                           -0.465                                   -0.344
8) Service and satisfaction                       0.060                                   -0.643
9) Ownership control                               0.041                                   -0.535
CHARACTERISTICS OF THE RESPONDENTS
Data collected on the demographics of private higher education educators were analyzed 
using descriptive statistics. Respondents were asked to identify themselves according to five 
different categories from doctorate degree to diploma and the others. Four levels of professional 
qualification of educators in the selected private higher education institutions were identified. 
The findings showed that 244 (50.1%) of the respondents held a Master level degree. In total of 
46 (9.5%) of the respondents had a doctoral degree and the remaining 190 (39.1%) respondents 
had a bachelor degree with six 6 (1.2%) respondents holding a diploma and only one who 
answered “Other” for their qualification.
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 More than half of the respondents were lecturers: 265 (54.4%) respondents. This was 
followed by tutors, 101 (20.7%) respondents and teachers 80 (16.4%) respondents. However, 
25 (5.1%) respondents were senior lecturers and only 16 (3.2%) respondents were instructors.
The most respondents, almost one third, (169 or 34.3%) were in the age range between 
25-35 years. 97 (20%) respondents were more than 56 years old. These results indicated 
that slightly fewer educators were in the age range 46-55 and 36-45 which were 94 and 92 
respectively. The fewest educators (35 or 7.2%) were in the range of less than 25 years old.
Most of the respondents (398 or 81.7%) were full time educators, compared to part 
time respondents numbering 80 (16.4%) and under contract who numbered only 9 (1.8%) 
respondents. None of the respondents was in “other” category of job status. 
Most respondents 191 (39.2%) had 2-5 years of experience in the teaching profession. The 
results indicated that more than one third of the total respondents had teaching experience within 
five years. 96 (19.7%) respondents had 6-10 years of experience in the teaching profession. 85 
respondents had 11-15 years of teaching experience and this number was close to respondents 
who had 6-10 years of teaching experience. These results also indicated that fewer educators 
or 66 (13.6%) had less than 1 year of experience. Those with 16-20 years of experience in the 
teaching profession numbered 46 (9.4%). Furthermore, 3 (0.6%) of educators stated they had 
teaching experience exceeding 20 years.
CORRELATION ANALYSIS
Pearson’s correlation analysis was conducted on all the main constructs as well as between 
e-learning implementation variables and change management variables. After the measurements 
were confirmed the correlation analysis was performed to provide preliminary information 
regarding the associations between the relationships of each dependent variable with 
independent variables using multilinear regression. The correlation analysis also gives an 
indication of whether there exist any multicollinearity problems in the data set. In this study, 
e-learning variables are explained by three separate variables namely academic transformation, 
ownership control (OC), and service and satisfaction (SS). In order to generate comparable mean 
scores on e-learning variable for each of the three variables, the weighted average approach 
was used. The total score for each three variables were divided by numbers of items. Among 
the studies that used average approach were Albers-Miller and Straughan (2000).
It was an evident that there is not very strong correlation (0.8 and above) between any pairs 
of the nine variables of this study. One correlation coefficient value (“academic transform” 
(AT) and “evolving mindset (EM)”) was significant at the 0.01 level while the remaining were 
significant at the 0.05 levels. “Academic transform” also was found to have significant and 
positive correlation with “understanding transition (UT)” (r=0.449). “Ownership control” 
was recorded having high correlation with “system view (SV)” (r= 0.481). However, it was 
recorded as having low and positive correlation with “stakeholders involvement (SI)” (r= 
0.276). ”Service and satisfaction” recorded high correlation with positive significance with 
“system evaluation (SE)” (r=0.413) and “system design (SD)” (r=0.383). According to Benny 
and Feldman (1985), a rule of thumb states that any correlation exceeding a value of 0.8 (a 
very strong correlation) between independent variables is likely to result in multicollinearity 
An Investigation on Impact of E-Learning Implementation
525Pertanika J. Sci. & Technol. 24 (2): 517 - 530 (2016)
in the data. The multicollinearity is likely to affect the interpretation of the regression model as 
the absolute of the correlation coefficients (ranging from -0.088 and 0.449) are lower than the 
acceptable cut off value of 0.8. Table 3 shows the summary of the correlation coefficient matrix.
Table 3 
Correlation coefficient matrix
                                    Evolving         Academic        Understanding       Service                  System             System      Ownership       Stekeholders     System 
                                    mindset           transform          transition            and satisfaction      evaluation         design       control             involvement       view
1-Evolving mindset         1              
2-Academic                 0.412**                 1 
    transform                   
3-Understanding          0.220**              0.449**                    1
    transition            
4- Service                     0.211**              0.201**             0.297**                1   
    and satisfaction         
5- System                     0.153**               0.287**            0.308**              0.413**                   1
    evaluation    
6- System design           0.236**              0.172**           0.279**               0.383**               0.345**               1                         
7- Ownership                 0.299**             0.274**           0.371**                0.287**               0.184**            0/254 **          1
    control          
8- Stakeholders             0.231**             0.257**             0.311**                0.434**               0.267**            0.291**       0.276**           1
     involvement                      
9- System view              0.288**             0.361**             0.301**              0.203**              0.282**              0,319**         0.481**          0.258**            1
**p<0.01 level (2-tailed)
RELATIONSHIP BETWEEN E-LEARNING IMPLEMENTATION AND 
CHANGE MANAGEMENT
Multivariate analysis of variance (MANOVA) was conducted with six dependent and three 
independent variables. Box’s M test was not significant, M=15.16, F (18, 171664) =.865, 
p>0.001 and so was Levene’s test of homogeneity of variance. The non-significance of both 
tests indicates that the assumptions of homogeneity of variance covariance and homogeneity 
of variance are tenable. 
MANOVA between variables revealed that there were significant differences in the 
mean scores of all measures of e-learning variables as well as change management variables. 
Significant differences exist in the mean scores of (SI), F(2,485)=11.92, p<0.001; (SV), 
F(2,485)=10.93, p<0.003; (EM), F(2,485)= 9.53, p<0.001; (UT), F(2,485)=7.75, p<0.001; 
(SD), F(2,485)= 6.69, p<0.001; (SE), F(2,485)=10.03, p<0.001. Post hoc test indicated that 
the mean scores of SI, SV, SD for OC and SS were not significantly different from each 
other. However, those obtained by AT were different and thus significantly lower than those 
of their counterparts of OC and SS. On the other hand, EM and UT for AT and SS were not 
significantly different from each other. However, SE for OC and AT was also not significantly 
different from each other.
The analysed data revealed that there were significant differences in the mean scores of 
all measures of e-learning and change management variables. 
Significant differences exist in the mean scores of SI, SV, EM, UT, SD, and SE. These 
findings are consistent with related studies done by Sims (2008). The study found that change 
management had significant effect with the e-learning implementation. Some scholars like Jung 
et al. (2011) and Seale (2014) have highlighted that some facets of change, such as a system 
view, system design and system evaluation were needed for e-learning implementation. The 
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post hoc test indicated that the mean scores of SI, SV, SD for OC and SS were not significantly 
different from each other. However, those obtained by AT were significantly lower than those 
of their counterparts at OC and SS.
A related study conducted in Kuwait by Ali (2008) that examined the phenomenon of 
resistance to change, in implementing e-learning also found that “academic transform” had a 
lower significant difference compared to other study variables. The further argued that change 
was dependent on its conformance to values, attitudes and patterns of behaviour typical of 
human attitude. Therefore, in order to have high relevance in “academic transform”, the 
change management variables that supported the study variables of “evolving mindset” and 
“understanding transition” will need to play a role. Thus the educators may have a particular 
way to adapt to the “academic transform” from the e-learning implementation. The rate of 
change depends on the change agent. Table 4 reveals the summary results of MANOVA on 
e-learning variables and change management variables.
Table 4 
Results of MANOVA on e-learning variables and change management variables
                                                 Mean                                             MANOVA
                 OC                      AT                      SS                   df             F             p
SI             4.23                     4.62                   4.53                   2          11.92      .000*
SV           4.13                      4.56                   4.51                  2           10.32      .003*
EM          4.29                      4.82                   4.11                  2             9.53      .000*
UT           4.08                      4.57                   4.32                  2            7.75       .001*
SD           4.27                      4.02                   4.17                  2             6.69      .000*
SE            4.66                      4.13                   4.22                  2            10.03     .000*
*Significant mean effect
CONCLUSION
Overall, the implications of the findings are that educational institutions embrace all kinds of 
faculty and staff. However some of the educators may simply be opposed to change. This can 
result from adapted or assumed pedagogical concepts of the past or from a lack of exposure 
to better ways of doing things, or just being slow to decide. With regards to these barriers to 
change management due to e-learning implementation among the educators, the human factor 
is of vital importance and success largely depends on positive and constructive management 
motivation, educators’ creativity, and adaptability to e-learning implementation in the relevant 
teaching and learning situations. The change management process has been acknowledged by 
private higher education institutions in Malaysia, as an engaging approach.
The private higher education institutions are showing interest in supporting research 
and development of new knowledge. This has allowed the researcher to explore the internal 
systems of the institutions and report the findings. Each finding could add to a greater reservoir 
of knowledge on change management due to e-learning implementation. Private higher 
education institution deputy vice chancellors, deans and the decision makers at the top level, 
e-learning experts and other relevant parties could definitely benefit from the findings that 
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reflect on experience that improves continuously. This study’s findings also allow other higher 
education institutions to reflect on their counterparts’ experiences of change management, due 
to e-learning implementation, in order that they might emulate them or adapt their practices.
For theoretical implications based on the findings, the model illustrates two types of 
variables affecting (positively or negatively) the different dimensions of change management 
due to e-learning. An inspection of the model indicates that age and experience variables, such 
as years of working experience as a lecturer, years of working in the institution, negatively 
influence the lecturers’ adaptation to e-learning implementation. Findings indicate that younger 
lecturers show more confidence, and are better in using various new software, tools and 
programmes in the change management process, as compared to senior lecturers. These factors 
along with good communication helps determine the understanding of change management 
due to e-learning implementation. Secondly, “ownership control” has a significant effect on the 
“system view” when e-learning implementation starts in the institution, and the experiences of 
educators handling e-learning classes are positively affected, which has not been studied before. 
This is strengthened by the finding that lecturers with a Master’s Degree and who are working 
full time in the respective institutions, show greater adaptability to change due to e-learning as 
compared to the other categories of educators. Thirdly, no research has linked the relationship 
of “service and satisfaction”, which is also found to correlate with “system design”.
For methodological implications the present study provides a few methodological 
contributions. In terms of adding to the body of literature, the significance of this study involves 
the newly developed change management due to e-learning implementation. In this study, the 
researcher decided to take a weighted average for the variables to represent change management 
due to e-learning. This is the first implication contributed by this study, as no past studies 
have conducted such research to develop a measurement of change management. This study 
departs from most of the previous studies in that it has focused on e-learning implementation 
and change management separately. Secondly, this study adds to the existing literature on 
change management due to e-learning implementation. In the newly developed variables 
constructed was measured using 18 items. Thus, this also provides a significant methodological 
contribution in terms of scale development for change management variables, due to e-learning 
implementation constructs. Lastly to date there is no known study investigating change 
management due to e-learning implementation in terms of significant relationship between 
change management variables that contribute to e-learning implementation, status, trend, 
problem, challenges and ways to adapt from the perspective of educators using quantitative 
methods. Therefore, it is a significant methodological contribution to the body of knowledge 
in terms of new findings pertaining to change management due to e-learning implementation 
in private higher education institutions.
In terms of practical implications the present study provides a number of contributions 
to practice. The first implication of this study is the variables of change management namely 
“stakeholders involvement”, “system view”, “evolving mindset”, “understanding transition”, 
“system design” and “system evaluation” influence three aspects of e-learning implementation, 
namely “ownership and control”, “academic transform”, and “service and satisfaction”. This 
finding will enable educators and e-learning management teams in private higher education 
institutions, to create a more refined strategy to carry out successful change management. 
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In addition, this contribution can be discussed further in terms of status and trend, problem 
and challenges and ways to adapt to change and the journey of e-learning implementation. 
Leaders and top management of private higher education who integrate teaching and learning, 
advancement of the knowledge should concentrate in constructing a vision and a mission that 
relates to educators, teaching and learning.
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