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Motivated by a recent experimental report on in-plane anisotropic resistivity in the double-striped
antiferromagnetic phase of FeTe, we theoretically calculate in-plane resistivity by applying a memory
function approach to the ordered phase. We find that the resistivity is larger along an antiferromag-
netically ordered direction than along a ferromagnetically ordered one, consistent with experimental
observation. The anisotropic results are mainly contributed from Drude weight, whose behavior is
attributed to Fermi surface topology of the ordered phase.
PACS numbers: 72.80.-r, 74.70.-b, 75.10.Lp, 75.50.Ee
I. INTRODUCTION
Electronic states of two-dimensional Fe plane with
square lattice are crucial for the mechanism of supercon-
ductivity in iron-based superconductors. At high temper-
ature, the electronic state of the plane is isotropic with-
out directional difference between two nearest-neighbor
Fe-Fe directions of the square lattice. With decreas-
ing temperature, an anisotropic electronic state emerges
through the breakdown of four-fold symmetry in mag-
netic1, electric2–7, and electronic8–14 properties, result-
ing in a nematic state with two-fold symmetry dis-
tinguishing two Fe-Fe directions. When antiferromag-
netism next to superconductivity in phase diagrams ap-
pears, the anisotropy is strongly enhanced, for exam-
ple, in resistivity measurements for detwinned samples
of Ba(Fe,TM)2As2 with TM =Co
2,7, Cr, and Mn15 as
well as (Ba,K)Fe2As2
16,17. Not only BaFe2As2 systems
(called 122 system), but also Se- and Cu-substituted
Fe1+xTe systems (called 11 systems) exhibit in-plane
anisotropy of resistivity18.
In the 122 systems, antiferromagnetic (AFM) order oc-
curs with a stripe-type spin arrangement characterized
by ordering vector Q = (π, 0), by defining the x and y
directions to be nearest-neighbor Fe-Fe directions: AFM
arrangement along x, ferromagnetic (FM) along y [see
Fig. 1(a)]. The asymmetry gives rise to preference in
electronic transport for the x or y direction. It is very
intuitively supposed that carriers will be scattered more
strongly along the AFM-ordered direction than along the
FM-ordered direction. This is tempting us to expect
larger resistivity along the x direction as compared with
the y direction. However, experimental data have clearly
shown that resistivity along the y direction is larger than
the x direction2,7. This counterintuitive behavior in the
AFM phase of the 122 systems is naturally explained if
one takes into account both anisotropic Fermi surfaces
and nonmagnetic-impurity scattering19.
In the 11 system, the ordering vector is close to Q =
(π/2, π/2)20–22, unlike the 122 systems. The ordering is
called double stripes, where the AFM spin arrangement
occurs along one of the second-neighbor Fe-Fe directions
and the FM arrangement appears perpendicular to the
AFM-ordered direction. We call the AFM (FM) direc-
tion the a (b) direction [see Fig. 1(b)]. A recent exper-
iment has shown that resistivity along the a direction
(AFM direction) is larger than the b direction (FM di-
rection)18, which is opposite to the 122 systems and the
intuitive view looks accurate. However, it should be ex-
amined carefully whether such an intuitive view is really
accurate. In order to understand in-plane anisotropy sys-
tematically, the procedure applied to the 122 systems in
the previous study19 would be helpful.
In this paper, we theoretically examine in-plane resis-
tivity in the AFM phase of the 11 system at zero temper-
ature. The AFM state is obtained by a mean-field theory
of a five-orbital Hubbard model. The anisotropy of re-
sistivity is obtained by a recently developed multi-orbital
memory function approach19 that takes into account non-
magnetic impurity scattering. In the approach, resistiv-
ity is proportional to scattering rate divided by Drude
weight. Calculated results are consistent with experi-
mental data, showing the resistivity in the AFM-ordered
direction larger than that in the FM-ordered direction.
In contrast to the 122 systems19, the anisotropy of re-
sistivity is never reversed, though its magnitude may be
changed as doping related to x, due to a transition of
Fermi surface topology. As a result of the contribution
from Drude weight and scattering rate reflecting the elec-
tronic band structure at the Fermi level, the anisotropy
remains opposite to the 122 systems. Finding out that
the anisotropy is attributed to Fermi surface topology of
the ordered phase, we derive a conclusion that the intu-
itive view based on an arrangement of local spins is un-
likely to be a good starting point as expected in metallic
systems.
II. FORMULATION
We introduce a multiband Hubbard Hamiltonian for d-
electron system in two-dimensional square lattices, Hd =
2(a) 122 system
ab
x
y
(b) 11 system
FIG. 1. (Color online) Schematic illustration of spin configu-
rations for (a) 122 and (b) 11 systems. Axes x and a (y and b)
show the direction across (along) the stripes. The rectangles
display the unit cell.
H0 +HI , which describes iron pnictides. The noninter-
acting Hamiltonian H0 is given by
H0 =
∑
i,j
∑
µ,ν,σ
[t(∆ij ;µ, ν) + εµδµ,ν ] c
†
iµσcjνσ , (1)
where c†iνσ creates an electron of an orbital µ with a spin
σ at the i-th Fe site with on-site energy εµ. The hopping
energy t(∆ij ;µ, ν) is for the one from the orbital ν at
the site position rj to µ at ri between the sites distanced
by ∆ij ≡ ri − rj . The interaction Hamiltonian HI can
be written as follows, by assuming that the pair hopping
equals the Hund coupling J23:
HI =U
∑
i,µ
niµ↑niµ↓ + (U − 2J)
∑
i,µ6=ν
niµ↑niν↓
− J
∑
i,µ6=ν
(c†iµ↑ciµ↓c
†
iν↓ciν↑ − c
†
iµ↑ciν↑c
†
iµ↓ciν↓)
+
U − 3J
2
∑
i,µ6=ν,σ
niµσniνσ, (2)
where niµ↑ = c
†
iµ↑ciµ↑ and U is the intraorbital Coulomb
interaction.
In practice, we calculate the electronic state within
the mean-field approximation by self-consistently solving
the mean-field equations containing the AFM order pa-
rameter. The order parameter is defined by 〈nlQµνσ〉 =
N−1
∑
k〈c
†
k+lQµσck νσ〉with Q being the ordering vector,
N being the number of the lattice points, and the Fourier
transform ckµσ = N
− 1
2
∑
i ciµσ exp (ik · ri). The order-
ing vectors arising from the spin configuration (Fig. 1) are
(π, 0) for the 122 system and (π/2, π/2) for the 11 sys-
tem20–22: Thus, the first Brillouin zone is reduced into
1/NQ, where NQ = 4 for the 11 system. The multiplier
l in lQ takes 0, 1, . . ., NQ− 1. Finding the solution satis-
fying the self-consistent condition
∑
k,ǫ ψ
∗
µǫσ(k)ψνǫσ(k+
lQ) = N〈nlQµνσ〉, we finally obtain a quasiparticle state
of a band ǫ, γ†kǫσ =
∑
l
∑
µ ψ
∗
µǫσ(k + lQ)c
†
k+lQµσ with
energy Ekǫσ. The mean-field Hamiltonian H
MF is ex-
pressed as HMF =
∑
k0,σ
Ek0ǫσγ
†
k0ǫσ
γk0ǫσ, where k0 is
restricted within the reduced zone.
We refer to the data from an ab initio model based
on the downfolding scheme24 for the on-site energies and
hopping integrals of FeTe. Since Fermi surface topol-
ogy in the paramagnetic phase does not fit to a nesting
condition for Q = (π/2, π/2), we need to use stronger
Coulomb interactions as compared to those of the 122
systems in order to stabilize theQ = (π/2, π/2) magnetic
order. In fact, we get the order with magnetic moment
m = 2.67µB (µB is the Bohr magneton) at electron den-
sity n = 6.0 corresponding to x = 0 by setting U = 1.6 eV
and J = 0.32 eV, which are larger than the values for the
122 systems used before (U = 1.2 eV, J = 0.22 eV, and
m = 0.8µB). A tendency toward a large value of U and J
for the 11 system is consistent with ab initio low-energy
models based on a constrained random-phase approxi-
mation24. The obtained m is close to an experimental
value of m = 2.25 µB
21 as well as a theoretical value of
m = 2.5 µB
25 obtained by an ab initio calculation based
on the local spin density approximation and a value of
m = 2.1 µB
26 obtained by a combined density-functional
and dynamical mean-field theory. Fermi surfaces in our
calculation are qualitatively similar to the ab initio cal-
culation25 in the sense that there are two components
in the magnetic Brillouin zone at n = 6 [see Fig. 2(a)].
Naturally assuming that excess iron of concentration x
introduces electrons in the Fe plane, we change n from
6.0 to 6.2 and obtain the double-striped AFM order.
To investigate the anisotropy of the electronic trans-
port, we evaluate the resistivity, Drude weight, and scat-
tering rate in the each direction along and across the
stripes, i.e., the b and a directions, respectively. Recently
a multiorbital memory function technique that is a multi-
orbital version of the memory function theory27 has been
developed19, where nonmagnetic impurity is a source of
elastic scattering and a Born approximation is employed.
Within the method, resistivity along the α direction is
given by the ratio of the imaginary part of the memory
function M ′′α to the charge stiffness or Drude weight Dα:
ρα =
(~/NF)
∑
kF
M ′′α(kF)
2Dα
, (3)
where kF represents k points at the Fermi level EF and
NF is the number of the points.
In the calculation of ρα of the multi-orbital system,
the memory function approach is rather simple and fea-
sible, while the application of the Boltzmann equation to
the multiorbital systems is limited and still within a phe-
nomenological level27 This is why we here adopted the
memory function approach.
Dα and M
′′
α are calculated from the current matrix
Jǫ,ǫ′ and the impurity matrix Iǫ,ǫ′ , which arise from
the current operator j = −c
(
∂H
∂A
)
A=0
(c is the ve-
locity of light) and the impurity Hamiltonian Himp =
Iimp
∑
µ,σ c
†
ℓµσcℓµσ, respectively —we here assume a non-
magnetic local potential Iimp at a site ℓ and hereafter set
rℓ = 0.
3The current matrix is defined as
j =
∑
ǫ,ǫ′,σ
Jǫ,ǫ′γ
†
k0ǫσ
γk0ǫσ, (4)
and the impurity matrix is defined as
Himp =
1
N
∑
ǫ,ǫ′
Iǫ,ǫ′(k0,k
′
0)γ
†
k0ǫσ
γk′
0
ǫσ. (5)
The α component of Jǫ,ǫ′ is calculated as
J
(α)
ǫ,ǫ′ (k0, σ) =
i
N
e
~
∑
l,i,j,µ,ν
(aα ·∆ij) t(∆ij ;µ, ν)
× exp [i(k0 + lQ) ·∆ij ]
× ψ∗µǫσ(k0 + lQ)ψνǫ′σ(k0 + lQ), (6)
where e is the elementary charge and aα is a unit vec-
tor pointing to the α direction. The impurity matrix is
calculated as
I
(α)
ǫ,ǫ′ (k0,k
′
0, σ) = Iimp
∑
µ,l,l′
ψ∗µǫσ(k0 + lQ)ψµǫ′σ(k
′
0 + l
′Q).
(7)
Drude weight is obtained from
Dα =
1
NF
∑
ǫF,σ
∑
kF
1
|v(kF)|
∣∣∣J (α)ǫF,ǫF(kF, σ)
∣∣∣
2
(8)
where the set (ǫF,kF, σ) is chosen so that EkFǫFσ = EF
and v(kF) is the Fermi velocity at kF. Scattering rate
can be evaluated as
M ′′α(kF) =
πnc
2Dα
1
N ′F
1
|v(kF)|
×
∑
ǫF,ǫ
′
F
,σ
∑
k′
F
1
|v(k′F)|
∣∣∣A(α)ǫF,ǫ′F(kF,k
′
F, σ)
∣∣∣
2
,
(9)
where
A
(α)
ǫ,ǫ′(k,k
′, σ) =I
(α)
ǫ,ǫ′ (k,k
′, σ)
×
[
J (α)ǫ,ǫ (k, σ) − J
(α)
ǫ′,ǫ′(k
′, σ)
]
. (10)
It can be seen how Fermi velocities affect scattering
rate by taking into account J (α)(k) ∝ vα(k), where the
subscript α means its α component. From Eqs. (9) and
(10), M ′′α(kF) is contributed from Fermi velocities as fol-
lows:
M ′′α(kF) ∝
1
Dα
∑∣∣∣I(α)ǫ,ǫ′ (k,k′, σ)
∣∣∣
2 |vα(kF)− vα(k
′
F)|
2
|v(kF)| |v(k′F)|
(11)
Roughly speaking, M ′′α can be enhanced for kF with
v(kF) in the α direction, and diminished for a large v(kF).
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FIG. 2. (Color online) The Fermi surface and magnitude of
Fermi velocity |vF|. Plotted are (a) the Fermi surface and (b)
|vF| for n = 6.0; panels (c) and (d) show the same for n = 6.2.
The rectangles are the reduced zone.
III. RESULTS
We now present the results of the calculation. First,
we examine Fermi velocity as a fundamental of the trans-
port property together with features of the Fermi surface.
Figure 2 shows the distribution of the velocities |vF| [(b)
and (d)] on the Fermi surface [(a) and (c)] for different
electron densities: n = 6.0 and 6.2. In the undoped
case, the Fermi surface has crescent-shaped hole pockets
and circular electron pockets. The former has the largest
|vF| on the side facing the b direction. As electrons are
doped, the hole pockets shrink and vanish, while the elec-
tron pockets with their radii increased grow into an in-
terlocking structure. The n = 6.2 case is shown in Fig. 2
(c). In both cases, the largest velocity is directed to ±b
rather than ±a. This affords a preference in conductive
direction for b over a. The contribution of velocities to
the transport is closely reflected in that of Drude weight
through the current operator. The preference for b con-
duction is, therefore, interpreted directly as an effect of
Dα in Eq. (3): The larger the velocity along b, the larger
the value of Db and the smaller the resistivity ρb along b.
We find, as a result, that the Fermi velocity feature tends
to increase the b conduction (or decrease the a resistiv-
ity): This is consistent with the experimental results.
Since we have perceived the effect of D in Eq. (3) on
ρ, we next focus on that of M ′′, i.e., the scattering rate
as an effect of impurities to the transport property. The
intensity of the scattering rate is represented by M ′′ at
the Fermi level [Eq. (9)]. Since the formula of M ′′α has a
4(c) (d)
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FIG. 3. (Color online) Scattering rate arising from the mem-
ory functionsM ′′a (a, c) andM
′′
b (b, d) for the cases of n = 6.0
(a, b) and n = 6.2 (c, d). The rectangles are the reduced zone.
factor of inverse Dα, it is basically expected to behave in
an opposite way: The ratio M ′′a /M
′′
b tends to increase as
Da/Db decreases (Db/Da increases).
Another factor to determine M ′′α is |v(kF)|, which re-
lates to its dependence on kF. As mentioned above
[Eq. (11)], M ′′b is enhanced for kF with v(kF) in the b
direction, and diminished for a large v(kF): The result
shown in Fig. 3 is consistent with this basic aspect. In
both cases n = 6.0 and 6.2, scatterings in the a direc-
tion mostly coming from the circular pockets overwhelm
those in b.
In total, it results in M ′′a > M
′′
b as shown in Fig. 4,
where it is also demonstrated that the anisotropy of D is
larger than that of M ′′. As a result, M ′′ contributes to
the anisotropy ρa > ρb as well as D in a way that it is
much less than that of D.
Hence, we obtain the ratio of ρa/ρb consistent with the
experimental result ρa > ρb. In addition, this turns out
to contribute to the anisotropy of D. D closely reflects
the structure of Fermi pockets, and so does ρa/ρb.
The anisotropy ρa > ρb is never reversed despite dop-
ing. This is different from the 122 systems, where the
anisotropy reverses in hole doping19. As to the doping
effect in the 11 system, the fundamental properties are
unchanged in terms of anisotropy unless the structure of
Fermi pockets is changed. This occurs around n = 6.13,
where the crescent-shaped electron pockets shrink to van-
ish, and the circular hole pockets come to link with each
other. As the hole pockets grow with doping, the ratio
ρa/ρb decreases until n = 6.13 and increases for n > 6.13,
where the hole pockets are linked pairwise. Hence, the
anisotropy is never reversed by doping.
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FIG. 4. (Color online) Anisotropy of the resistivity. Plot-
ted are the ratio of ρa/ρb (squares), Db/Da (triangles), and
M ′′a /M
′′
b (circles).
Experimental data indicate that ρa/ρb is more than
unity but roughly less than 1.318. Such a range is roughly
located around n = 6.13 in Fig. 4. This n larger than 6.1
is not unrealistic since excess Fe concentration is near
x = 0.0818, and thus 0.08m electrons will be added to
n = 6 assuming Fem+ for the excess Fe.
IV. CONCLUSION
We have investigated the origin of the anisotropic re-
sistivity based on calculations of memory function and
Drude weight. From the calculation, it is revealed that
the anisotropic property mostly arises from that of Drude
weight, which is closely related to Fermi velocity. Since
the anisotropy of Drude weight directly represents that
of electronic states at the Fermi level, we simply under-
stand that the anisotropic resistivity originates from the
anisotropic Fermi surface caused by the magnetic order.
We have reached this simple interpretation without intro-
ducing any bold, hypothetical assumption. This means
that the symmetry breaking induced by the magnetic
order directly appears in the transport property —not
through the spin configuration, but through the Fermi
surface topology. This is important in advancing the
study of the 11 system.
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