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1Natural Scene Categorization with the
EN-HMAX Model
Ali Alameer, Student Member, IEEE, Patrick Degenaar, and Kianoush Nazarpour, Senior Member, IEEE
Abstract—Visual processing has attracted a lot of attention in
the last decade. Hierarchical approaches for object recognition
are gradually becoming widely-accepted. Generally, they are
inspired by the ventral stream of human visual cortex, which
is in charge of rapid categorization. Similar to objects, natural
scenes share common features and can, therefore, be classified
in the same manner. However, natural scenes generally show a
high level of statistical correlation between classes. This, in fact,
is a major challenge for most object recognition models. Rapid
categorization of a natural scene in the absence of attention is a
challenge. However, researchers have found that 150 ms is enough
to categorize a complex natural scene. We tested the capability of
our recent and bio-inspired En-HMAX model of visual processing
for scene classification. The results show the En-HMAX model
has a comparable performance to state of the art methods for
natural scene categorization.
Index Terms—Elastic-net regularization, hierarchical MAX,
dictionary learning, object recognition, sparsity
I. introduction
THE last decade has witnessed great advances in the fieldsof machine learning and visual recognition. Computer
vision techniques have achieved the state of the art perfor-
mance in observing the environment and recognizing objects.
However, there is still a large margin between these methods
and biological systems. Consequently, biologically-inspired
models have attracted the attention of many researchers in
the recent years. Hierarchical models of visual cortex [1]
have proved promising in many computer vision tasks. These
models mimic the ventral stream of the visual cortex. The
ventral stream is involved with extracting information about
objects’ shape and texture which are very informative for rapid
categorization.
Many examples of hierarchical structures can be found
in the literature such as the convolutional neural network
(CNN) [2] and the Hierarchical MAX (HMAX) model [1].
The hierarchy of these models helps to imitate the shape-
texture-extracting pathway of the brain. The layers of the
hierarchy alternate between the weighted linear summation
and the MAX operation.
At the other extreme, histogram based models have shown
good performance in single tasks categories such as cars
The work of A. Alameer is supported by the HCED (Higher Committee
for Education Development in Iraq). The work of K. Nazarpour is supported
by the EPSRC, UK (grants: EP/M025977/1 and EP/M025594/1).
A. Alameer is with the School of Electrical and Electronic Engineering,
Newcastle University, Newcastle NE1 7RU, UK.
Patrick Degenaar and K. Nazarpour are with the School of Electrical
and Electronic Engineering and the Institute of Neuroscience, Newcastle
University, Newcastle NE1 7RU, UK.





Fig. 1. An image from living-room class of scene categories dataset.
Highlighted are the two notions of co-occurrences. On the left is ambiguity
co-occurrences: image patches compatible with multiple unrelated classes. On
the left are contextual co-occurrences: patches of multiple other classes related
to the image class.
and face [3]. One limitation of these approaches is their
limited capabilities in capturing the objects’ texture and shape.
SIFT-based features, on the other hand, have shown excellent
performance in terms of detecting previously seen objects from
a different angle. However, experiments have shown that they
offer limited performance in generic object recognition tasks.
The second class of scene understanding involves under-
standing the context of the complete scene rather than the
texture of objects within the scene, this is known as “obtaining
gist” [4], [5]. It is important to note that humans are able to
recognize the meaning of a complex scene (or gist) within 12
of a second, regardless of the number of objects in the scene
[6]. In this stage of recognition the scene (or the image) is not
grouped into regions, but decoded in a holistic framework. Re-
cent studies have shown that semantic description of the scene
can be achieved without the need for image segmentation [7].
A large body of evidence in both cognitive neuroscience [8]
and psychology [9] literature support this.
The literature on holistic representation shows a variety of
approaches to address a context within a scene. One approach
is to calculate the low-level statistics of the visual features
of the whole image [7]. This is by obtaining the differential
regularities of the second order statistic. One other approach
is by modifying the bag of features model for representing a
local low level features. A holistic context model is formed
by aggregating the bags across the image [9], [10]. However,
these methods tend to neglect the spatial information to favour
the invariance.
In this work, we present our biological inspired model for
object recognition, that is the En-HMAX model [11], [12], to
address the holistic scene understanding problem.
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Fig. 2. Compression between LASSO regularization and Elastic net regular-
ization. The selected bases are highlighted in red.
information to make the final decision. This is by extracting
a mixture of low-level and high-level features throughout the
hierarchy of the model. This enables the model to extract the
object-centric information within the image. At the same time,
using the elastic net in different layers of the hierarchy enable
the model to better understand the highly correlated ambiguous
data and extract meaningful features that regard to the global
scene representation.
II. Sparsity and Dictionary learning in En-HMAX
Sparse coding is a linear model that can obtain linear sta-
tistical regularities from the input data. It has been shown that
sparse coding can be used to generate an optimal dictionary
in terms of computational resources and parameter tuning.
There are many approaches that include dictionary learning
for visual recognition; such as, the statistical approach for on-
line dictionary learning has been proposed in [13].
The En-HMAX model [12] utilizes independent component
analysis (ICA) to pre-process the input data. This is by project-
ing the input data to the whitening space, in order to extract
only the informative decorrelated data. Elastic net, on the other
hand, is used to sparsify the data and to create dictionaries
that extract high level features though the hierarchy of the
model. Both of the mentioned coding methods were utilized
in both lower and higher layers of En-HMAX. The filters in
the first layer were learned from natural images using ICA
instead of the using Gabor filters. Dictionary learning was
proposed using a combianation of the l1 norm regularizer or
LASSO (Least Absolute Shrinkage and Selection Operator)
[14] and the l2 norm or ridge regression regularizer. LASSO is
a regression method that include penalizing the absolute size
of the regression coefficients, to extract both low-and high-
level features from the input images. While ridge regression
is method that include all input data into the solution (sparse-
free).
Natural scene images comprise nonlinear statistical regulari-
ties [15]. This outcome has motivated several findings to obtain
non-linear statistical regularities from natural scene images
[16]–[18]. It has also been shown that statistical regularities
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Fig. 3. Illustration of the En-HMAX model. The model has six layers in its
hierarchy, three of them are simple and three of them are complex. Elastic
net regularizer is used in the simple layers, while, norm-pooling is used in
complex layers.
a result of using the non-linear max pooling process in the C
layers.
An elastic-net regularizer for dictionary learning was pre-
sented in [19]. The benefit of using the elastic net as a
regularizer is taking the advantage of the sparsity of the l1
norm as well as the grouping effect. Figure 2 illustrates how
the elastic net regularizer select atoms from a dictionary with
highly correlated data.
State of the art HMAX performance has been achieved using
the l1 norm regularizer [20]. However, if the atoms in the
dictionary are correlated, the l1 norm regularizer is confronted
by a number of problems regarding its mechanism of selecting
atoms. We therefore proposed the En-HMAX model in [12].
III. The architecture of the En-HMAX model
The architecture of En-HMAX (shown in Fig. 3) consists of
the same simple (S 1, S 2) and complex (C1, C2) layers used in
the original HMAX. However, En-HMAX model extended to
a three-stage model, comprising an additional S 3 and C3 layers
to achieve more abstract representation of the input images. In
line with the traditional HMAX, the proposed model uses the
pooling operator in the C layers to achieve invariance. Using
pooling operator helps the En-HMAX model to downsample
the data through the hierarchy of the model, creating position
invariant features. Norm pooling is proposed in the complex
layers in the En-HMAX model to enhance the specificity of
the features. On the other hand, elastic net regularizer is used
in the higher layers of the model in order to achieve both
sparsity and grouping in the generated dictionaries.
3Inspired by [19], we augmented the dictionary learning
approach in S 2 and S 3 by using both `1 and `2 norms of the
sparse coefficients matrix as penalizing terms. In other words,
let xi ∈ Rm be an image patch in S 2 or S 3, di ∈ Rm be a set of
bases, and s j be elements of the sparse vector s. Then, xi =∑p
j=1 di s j, where p denotes the size of the dictionary represent
sparse coding. In the matrix notation, this converts to X = DS,
where X contains n-dimensional local descriptors extracted
from the input images, D is a p-dimensional dictionary matrix
with a set of di in its columns. Each column of S is a vector
si ∈ Rp holding the sparse coefficients of the p bases. Therefore
elastic-net regularization dictionary learning will be
minimize
D,S
‖X − DS‖2F + λ1 ‖S‖1 + λ2 ‖S‖2F
subject to ‖di‖2 ≤ 1,∀i = 1, · · · , p.
(1)
where ‖.‖F denotes the Frobenius norm and λ1 and λ2 are the
regularization parameters that regulate the trade-off between
sparsity and the sensitivity of basis selection. When λ1 = 1 and
λ2 = 0, (1) reduces to the `1 coding method described in [20],
[21], hereafter called LASSO-HMAX and when λ1 = 0 and
λ2 = 1, (1) reduces to another extreme case, which we call
Ridge-HMAX. The notions of LASSO and Ridge regressions
are borrowed from [21].
A. Image Database
Fifteen scene categories in the dataset presented in [5]
were selected. These classes were: bedroom, CAL suburb,
industrial, kitchen, living room, MIT coast, MIT forest, MIT
highway, MIT inside city, MIT mountain, MIT open country,
MIT street, MIT tall building, PAR office, and store. Figure 4
shows examples of each class of the images. It also shows the
number of images in each class.
Fig. 4. Example images from the scene category database. In this type of
data sets, the important features are located on the peripheral rather than the
center of the images.
B. Classification
The extracted features were classified using a linear support
vector machine (SVM) [22]. The use of multi-class linear
SVM has been supported in [23], that carried out a complete
comparison between different classifiers in a visual recognition
task. Similar investigations [24], [25] have suggested that, in
TABLE I
Classification results for the scene category database
Feature types / recognition model Classification performance
Our method [12] 76.4 ± 0.005
BSC [26] 72.5 ± 0.3
Rasiwasia [27] 72.2 ± 0.2
Liu [28] 63.32
Bosch [29] 72.7
comparison to the use of nonlinear kernels, standard linear
SVMs have a reduced risk of over-fitting data. We have
therefore used LIBLINEAR [23] library for classification. In
order to solve the multi-class problem we used the one-vs-the-
rest method, as implemented in LIBLINEAR. Additionally,
SVM remained the top choice for our En-HMAX model
because of its computational simplicity and speed.
We used the same settings used in other methods (shown in
Table I) to have a fair performance comparison. In particular,
we have used 100 images per class for training and the rest of
images for testing. In addition, to ensure that the classification
scores were not biased by the random choice of training
samples, we repeated the classification for 20 independent
runs. We report the average classification score together with
the standard deviations.
IV. Results
Table I shows the complete results of the classification
performance using 100 images per class for training and the
rest for testing (the same setup as [26]–[29] ). Average clas-
sification results across 20 independent runs and the standard
deviations are reported. Our classification rate is 76.4%, which
is much higher than the best results of 72.5 %, achieved in
[26].
V. Discussion
This paper reported the behavior of the recently-proposed
En-HMAX model in a scene understanding problem. The
model, which basically operates using a combination of sparse
coding and norm pooling, showed promising results. The En-
HMAX model was originally designed to recognize objects
(inspired by the ventral visual stream), however, it showed
an acceptable level of scene understanding. In particular, our
results on the scene dataset highlight the increased selectivity
of the En-HMAX model as well as the invariance to local
geometrical correlation. Furthermore, using the elastic net in
different layers of En-HMAX enhanced the discriminative
power toward highly correlated. This is perhaps because
the En-HMAX model can extract meaningful features that
correspond to the global scene representation.
It is important to note that spatial pyramid pooling used
in the final layer has been essential to capturing the important
features, and the discriminative dominant edges and lines. This
enhanced the model ability to capture discriminative features
that relate to the same class of images. For example, the
office image class contains white documents stuck to the wall,
the dark border of the kitchen cabinet door that belongs to
the kitchen image class, and the dark window frames that
correspond to the inside city image class.
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