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Abstract We consider the following elliptic system:

−∆u = |v|p−1v + h(x) x ∈ Ω
−∆v = |u|q−1u+ k(x) x ∈ Ω
u = v = 0 x ∈ ∂Ω
where Ω ⊂ RN , N ≥ 3 is a smooth bounded domain. If h(x) ≡ k(x) ≡ 0 the system presents
a natural Z2 symmetry, which guarantees the existence of infinitely many solutions. In this
paper we show that the multiplicity structure can be maintained if (p, q) lies below a suitable
curve in R2. MSC subject classification: 35J55.
1 Introduction
There has been recently an active research in the study of semilinear elliptic
systems: see for example [dF] for a survey on the argument. Such systems are
called variational if solutions can be viewed as critical points of an associated
functional defined on a suitable function space. Restricting our attention to
second order elliptic systems with two unknowns, whose principal part is given
by the differential operator −∆, we consider systems of the form

−∆u = f(x, u, v) x ∈ Ω
−∆v = g(x, u, v) x ∈ Ω
u = v = 0 x ∈ ∂Ω
(1)
where Ω is a smooth bounded domain in RN , N ≥ 3.
We say that (1) is a potential system if there exists a function F : Ω×R×R→
R of class C1 such that
∂F
∂u
= f, −∂F
∂v
= g,
that is, 

−∆u = ∂uF x ∈ Ω
+∆v = ∂vF x ∈ Ω
u = v = 0 x ∈ ∂Ω.
∗e-mail: Cristina.Tarsi@mat.unimi.it.
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These are the Euler-Lagrange equations of the functional
Φ(u, v) =
1
2
∫
Ω
|∇u|2 − 1
2
∫
Ω
|∇v|2 −
∫
Ω
F (x, u, v)
whose critical points are the weak solutions of equations (1). If F satisfies suit-
able growth conditions, this functional is well defined in the cartesian product
E = H10 (Ω) × H10 (Ω), by virtue of the Sobolev embedding theorem; note that
Φ has a strongly indefinite quadratic part. Systems of this type have been
studied, for example, in [BR], [CM], [dFF]; recently existence and multiplicity
results have been obtained also for indefinite systems with critical growth (see
e.g. [dFD], [CDH-L]).
We say that (1) is a Hamiltonian system if there exists a function H :
Ω× R× R→ R of class C1 such that
∂H
∂v
= f,
∂H
∂u
= g,
that is, 

−∆u = ∂vH x ∈ Ω
−∆v = ∂uH x ∈ Ω
u = v = 0 x ∈ ∂Ω.
By analogy with the scalar case one would guess that the subcritical case occurs
if the growths ofH with respect to u and v are both less than 2∗ = (N+2)/(N−
2): in this case one could search the weak solutions of the Hamiltonian system
as critical points of the functional
Φ(u, v) =
∫
Ω
∇u∇v −
∫
Ω
H(x, u, v)
which is well defined on E = H10 (Ω) ×H10 (Ω). Nevertheless, the coupling now
also occurs in the quadratic part of Φ, and therefore is much stronger than in the
potential case. An immediate consequence is that this approach is too restric-
tive: there is no longer one appropriate choice of function spaces, and the notion
of criticality have to take into consideration the fact that the system is coupled.
In [CdFM], [dFF] and [HvdV] appeared the notion of Critical Hyperbola, which
replaces the notion of critical exponent of the scalar case when N ≥ 3,
1
p+ 1
+
1
q + 1
= 1− 2
N
(2)
that is associated to Hamiltonian system when ∂vH grows like v
p as v → +∞
and ∂uH grows like u
q as u→ +∞, and the dependance on the other variables is
of some lower orders. It is known that for any point (p, q) ∈ R2 below the critical
hyperbola the Hamiltonian system has a nontrivial solution (see [CdFM], [dFF],
[HvdV], [FM] and [dFR]), whereas for points (p, q) on the critical hyperbola one
finds the typical problems of non-compactness and non-existence of solutions
(see [vdV] and [M]).
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If F (x, u, v) or H(x, u, v) is even in (u, v), the potential, respectively Hamil-
tonian, system possesses a natural Z2-symmetry: by analogy with the scalar
case, one would expect the existence of infinitely many solutions. In the scalar
case, the standard variational method for dealing with even equations is based on
the symmetric version of the Mountain Pass Theorem of Ambrosetti-Rabinowitz
(see [St]); this theorem is no longer applicable in the case of an elliptic system,
since the functional associated is strongly indefinite. Nevertheless, by means of
a Galerkin type approximation, one can reduce the strongly indefinite functional
to a semidefinite situation (see [BW], [BC], [D], [BdF], [dFD] and others). A
different approach to the problem of symmetric indefinite functional was given
by Angenent and van der Vorst in [AvdV], who applied Floer’s version of Morse
theory to Hamiltonian elliptic systems, in the spirit of [BL]; see also [AvdV2].
As in the scalar case, one could ask if the multiplicity structure can be main-
tained by adding a perturbation term of lower order. This problem has been
extensively investigated in the case of a single equation: a partial answer was in-
dependently obtained by Struwe [St1], Bahri-Berestycki [BB], Rabinowitz [Ra],
Bahri-Lions [BL], who showed in important works that the multiplicity struc-
ture can be maintained restricting the growth range of the nonlinearity with
suitable bounds depending on N .
The problem of perturbation from symmetry of elliptic systems have been
treated, to our knowledge, only by Clapp, Ding and Hernandez-Linares in
[CDH-L]. Here the authors obtain a multiplicity result only for perturbed sym-
metric potential systems, where the perturbation terms can depend also on the
unknowns (u, v) (with suitable limitations on the growth in u, v). The proof,
as mentioned before, is based on a Galerkin type approximation, which reduces
the study of the strongly indefinite functional associated to the potential system
to a semidefinite situation, thus allowing the use of the Morse theory methods
as in [BL].
The aim of this paper is to obtain a multiplicity result for Hamiltonian
systems with perturbed symmetries of the type:

−∆u = |v|p−1v + h(x) x ∈ Ω
−∆v = |u|q−1u+ k(x) x ∈ Ω
u = v = 0 x ∈ ∂Ω
(3)
where Ω ⊂ RN , N ≥ 3, is a smooth bounded domain. In this case, as observed,
there is no longer a one appropriate choice of the function spaces: in [HvdV] and
[dFF] the authors propose the use of Sobolev spaces of fractional order, obtain-
ing the critical hyperbola, whereas in [dFdOR] the authors choose a different
approach, based on an Orlicz space setting, which yields to the same result
when the hypotheses overlap. In this paper we follow the idea of de Figueiredo-
Felmer [dFF] and van der Vorst [HvdV], defining the variational setting of (3)
on a cartesian product of suitable fractional Sobolev spaces: roughly speaking,
these spaces, denoted by Hs(Ω), s > 0, consist of functions whose derivative of
order s is in L2(Ω) (they can be defined by means of interpolation or Fourier
expansion). Therefore, even if we reduce to a semidefinite situation by means
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of Galerkin type approximation, the classical Morse theory methods, as in [BL]
and in [CDH-L], are not applicable. For this reason our approach to the problem
of perturbation from symmetry follows the first one proposed by Struwe [St1],
Bahri-Berestycki [BB] and Rabinowitz [Ra]. This yields the following theorem,
which is our main result:
Theorem 1.1. Let Ω be a smooth bounded domain in RN , N ≥ 3, and let
p, q > 1 satisfying the following conditions
1
p+ 1
+
1
q + 1
+
p+ 1
p(q + 1)
>
2N − 2
N
if q ≥ p
(4)
1
p+ 1
+
1
q + 1
+
q + 1
q(p+ 1)
>
2N − 2
N
if q ≤ p.
Then, for any h, k ∈ L2(Ω) problem (3) has infinitely many solutions.
Conditions (4) define a region in the (p, q) plane which is strictly contained
in the subcritical one, as shown in Fig. 1.
p
N+4
N−4
3N+4
3N−41
1
3N+4
3N−4
N+4
N−4
q
Figure 1: Critical Hyperbola and Theorem (1.1), N > 4.
The paper is organized as follows. In Section 2 we describe the variational
formulation of the perturbed system (3). In Section 3 we consider the symmetric
system which arises from (3) when h(x) ≡ k(x) ≡ 0, exhibiting the unbounded
sequence of critical values of the functional associated to the symmetric problem.
In Section 4 we define a suitable modified functional J associated to the per-
turbed problem, in the spirit of [Ra2], whose critical points are solutions of (3).
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In Section 5 we construct minimax sequences strictly related to the existence
of critical points of J , by means of Galerkin type approximation. In Section 6
and 7, finally, we prove Theorem 1.1 comparing upper and lower bounds of the
minimax sequences constructed before.
Remark 1.2. Another possible approach to the perturbed Hamiltonian system
(3) could be trying to apply Floer’s version of Morse theory as done by Angenent
and van der Vorst in [AvdV], in the spirit of [BL]. However, in the scalar case
the proof deeply depends on the relation between the Morse index of a critical
point and the number of non positive eigenvalues of the operator −∆+V (x) (see
[BL] or [Ta]), whereas in the hamiltonian case this relation makes no sense.
Nevertheless, Angenent and van der Vorst give an alternative description of
the index of a critical point z = (u, v) in terms of the spectrum of an integral
operator associated with the matrix
P (x) =
(
Huu(x, z(x)) Hvu(x, z(x))
Huv(x, z(x)) Hvv(x, z(x))
)
(see [AvdV2], Section 3). We don’t known if this variational description of the
index could be somehow used to obtain estimates on the growth of the minmax
sequences associated to the functional J , as in [BL].
2 Variational formulation.
In this section we establish the functional analytic framework needed to study
problem (3) from the variational point of view, and we give the variational
formulation for (3).
We begin with the spaces Θr(Ω), which are defined in terms of the domains
of fractional powers of the Laplacian in L2(Ω) with zero Dirichlet boundary
conditions, i.e.
−∆ : H2(Ω) ∩H10 (Ω) ⊂ L2(Ω)→ L2(Ω)
whereH2(Ω), H10 (Ω) are the usual Sobolev spaces; namely Θ
r(Ω) = D((−∆)r/2)
for 0 ≤ r ≤ 2, and the corresponding operator is denoted by Ar
Ar = (−∆)r/2 : Θr(Ω)→ L2(Ω).
The spaces Θr are Hilbert spaces with inner product and associated norm
(u, v)Θr =
∫
Ω
AruArvdx = ((−∆)r/2u, (−∆)r/2v)L2 ,
‖u‖2Θr =
∫
Ω
|Aru|2dx = ‖(−∆)r/2u‖2L2 ,
see Lions and Magenes [LM]. Let us fix in H10 (Ω) a system of orthogonal and
L2-normalized eigenfunctions ϕ1, ϕ2, ϕ3, ..., of −∆, ϕ1 > 0, corresponding to
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positive eigenvalues λ1 < λ2 ≤ λ3 ≤ ... ↑ +∞, counted with their multiplicity.
Then, writing
u =
∞∑
k=1
ξkϕk, with ξk =
∫
Ω
uϕkdx,
it is well known that
Aru = (−∆)r/2u =
∞∑
k=1
λ
r/2
k ξkϕk, (5)
with domain
Θr(Ω) = D((−∆)r/2) = {
∞∑
k=1
ξkϕk ∈ L2(Ω) :
∞∑
k=1
λrkξ
2
k <∞}, (6)
if r ≥ 0. Then we can identify Θr(Ω) with the space
ω¯r = {ξ = {ξk}∞k=1 :
∞∑
k=1
λrkξ
2
k <∞}, (ξ, η)r =
∞∑
k=1
λrkξkηk, (7)
and
(u, v)Θr = ((−∆)r/2u, (−∆)r/2v)L2 = (ξ, η)r , ‖u‖Θr = |ξ|r. (8)
The spaces Θr(Ω), with r < 0, can be introduced as a representation of the dual
spaces Θr(Ω)′, using the Fourier characterization (6) of Θr(Ω) (see [HvdV]). The
motivation to introduce these spaces is to extend A(u) =
∫ ∇u∇v to functions
u and v with different regularity properties, and to define an appropriate func-
tional associated to (3): this approach has been introduced by Hulshof and van
der Vorst in [HvdV], and by de Figueiredo and Felmer in [dFF], hence we will be
brief. Let us first consider the quadratic part. Using the previous notations, the
quadratic form A(u) can also be written as A(u) =
∫ ∇u∇v = ∑∞k=1 λkξkηk,
where u =
∑∞
k=1 ξkϕk and v =
∑∞
k=1 ηkϕk. Hence, if we define the product
Hilbert spaces
Er(Ω) = Θr(Ω)×Θ2−r(Ω), 0 < r < 2, (9)
the quadratic form A(u) uniquely extends to a selfadjoint bounded linear oper-
ator L : Er(Ω)→ Er(Ω) as follows:
∞∑
k=1
λkξkηk =
1
2
∞∑
k=1
λrk(λ
1−r
k ηk)ξk +
1
2
∞∑
k=1
λ2−rk (λ
r−1
k ξk)ηk
=
1
2
((−∆)1−rv, u)Θr + 1
2
((−∆)r−1v, u)Θ2−r
=
1
2
(Lu,u)Er
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where
Lu = ((−∆)1−rv, (−∆)r−1u) u = (u, v) ∈ Er(Ω) (10)
(see [HvdV]). Next we consider the eigenvalue problem
Lu = λu in Er(Ω).
Using (10) we can write equivalently
(−∆)1−rv = λu
(−∆)r−1u = λv
which give directly
v = λ2v
so that λ = ±1. The associated eigenvectors are
u+ = (u, (−∆)r−1u) for λ = 1 (11)
and
u− = (u,−(−∆)r−1u) for λ = −1. (12)
We can define the eigenspaces
E± = {(u,±(−∆)r−1u) : u ∈ Θr(Ω)}; (13)
orthonormal bases consisting of eigenvectors of E± are given by{
e±k :=
1√
2
(λ
−r/2
k ϕk,±λr/2−1k ϕk)
}
k∈N
, (14)
and we have
Er(Ω) = E+ ⊕ E− = {u = u+ + u−,u± ∈ E±} . (15)
We also find that, for u = u+ + u−,
A(u) =
1
2
(Lu,u)Er = A(u
+) +A(u−),
and
A(u+)−A(u−) = 1
2
‖u‖2Er .
The derivative of A(u) defines a bilinear form on Er(Ω)
B(u,Φ) = A′(u)Φ = (Lu,Φ)Er , u,Φ ∈ Er(Ω). (16)
Next we define the Lagrangian I(u) : Er(Ω) → R associated to problem (3).
First of all, we need the following Sobolev embedding theorem for fractional
order spaces (see [LM] ):
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Theorem 2.1. If 0 < 2r < N the inclusions
Θr(Ω) →֒ Hr(Ω) →֒ Lp(Ω) if 1 ≤ p ≤ 2N
N − 2r <∞ (17)
are bounded; the second inclusion is compact if 1 ≤ p < 2N/(N − 2r).
If 2r ≥ N , the inclusions are bounded and the second one is compact for any
1 ≤ p <∞.
This theorem will allow us to define the Lagrangian associated to problem
(3) in a consistent way. An immediate consequence of Theorem 2.1 is that, by
definition of Er(Ω),
Er(Ω) →֒ Lp+1(Ω)× Lq+1(Ω)
if
1 ≤ q + 1 ≤ 2N
N − 2r , 1 ≤ p+ 1 ≤
2N
N + 2r − 4 (18)
for N > 2r and N > 4− 2r, that is,
N
[
1
2
− 1
q + 1
]
< r < 2−N
[
1
2
− 1
p+ 1
]
. (19)
This embedding is compact if both inequalities bounding p and q from above
are strict. If 2r ≥ N , there is no restriction on p, whereas if 4 − 2r ≥ N there
is no restriction on q. Therefore, the Lagrangian I associated to problem (3) is
well defined on Er(Ω) if p and q satisfy inequality (18), while we only require
that 0 < r < 2: this restriction is motivated by the fact that we need the
compactness of the inclusion Er(Ω) →֒ L2(Ω) × L2(Ω). The limiting values of
p and q in (18) can be represented in the first quadrant of the (p, q)-plane as a
section of the well known critical hyperbola
1
p+ 1
+
1
q + 1
=
N − 2
N
which vanishes for N ≤ 2.
Combining the extension L of the quadratic form A(u) =
∫ ∇u∇v to Er(Ω)
defined in (10) with these inclusions, we can define the Lagrangian
I(u) =
1
2
(Lu,u)Er − 1
q + 1
∫
Ω
|u|q+1dx− 1
p+ 1
∫
Ω
|v|p+1dx (20)
−
∫
Ω
kudx−
∫
Ω
hvdx
associated to the perturbed system (3), which is well defined for u = (u, v) ∈
Er(Ω) if p, q satisfy (18) and 0 < r < 2. We remark that critical points of I(u)
are classical solutions of problem (3): see for example [HvdV]. Hence, to prove
Theorem 1.1 it suffices to show that I(u) has an unbounded sequence of critical
values. To do so, we require an estimate on the deviation from symmetry of I
of the form
|I(u)− I(−u)| ≤ β(|I(u)|1/µ + 1) (21)
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for u in Er(Ω) and some β > 0. Unfortunately I does not satisfy (21); however,
it can be modified in such a way that the new functional J satisfy (21) and large
critical values of J are also critical values of I.
3 The symmetric case.
In this section we consider the symmetric problem

−∆u = |v|p−1v x ∈ Ω
−∆v = |u|q−1u x ∈ Ω
u = v = 0 x ∈ ∂Ω
(22)
that arises from (3) if k(x) ≡ h(x) ≡ 0. System (22) possesses a natural symme-
try, which guarantees the existence of infinitely many solutions. The aim of this
section is to exhibit these symmetrical critical values, which will be used later on
to construct the critical values of the perturbed system (3). The infinitely many
solutions of problem (22) can be found as critical points of the corresponding
functional I by means of a version of the symmetric Mountain Pass Theorem of
Ambrosetti-Rabinowitz, valid for strongly indefinite functionals.
Let E be a Banach space with norm ‖ · ‖. Suppose that E has a direct sum
decomposition E = E1 ⊕ E2 with both E1, E2 being infinite dimensional. Let
P i denote the projections from E onto Ei. Assume {e1n}, {e2n} are basis for E1
and E2 respectively. Set
Xn = 〈e11, ..., e1n〉 ⊕ E2, Xk = E1 ⊕ 〈e21, ..., e2k〉, (23)
and let (Xk)⊥ denote the complement of Xk in E. For a functional I ∈ C1(E,R)
set In := I|Xn the restriction of I on Xn. Denote the upper and lower level
sets, respectively, by Ia = {z ∈ E : I(z) ≥ a}, Ib = {z ∈ E : I(z) ≤ b} and
Iba = Ia ∩ Ib. Then we have the following theorem (see [dFD]).
Theorem 3.1. Let E as above and let I ∈ C1(E,R) be even with I(0) = 0. In
addition suppose, for each k ∈ N, the conditions below hold:
(I1) there is Rk > 0 such that I(z) ≤ 0 for all z ∈ Xk with ‖z‖ ≥ Rk;
(I2) there are rk > 0 and ak → +∞ such that I(z) ≥ ak for all z ∈ (Xk−1)⊥
with ‖z‖ = rk;
(I3) I is bounded from above on bounded sets of X
m;
(I4) I satisfies the (PS)
∗
c condition for any c ≥ 0: that is, any sequence
{zn} ⊂ E such that zn ∈ Xn for any n ∈ N, I(zn) → c and I ′n(zn) ≡
∇(I|Xn)(zn)→ 0 as n→ +∞ possesses a convergent subsequence.
Then the functional I possesses an unbounded sequence {ck} of critical values.
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Remark 3.2. This theorem is a version of the Mountain Pass Theorem of
Ambrosetti and Rabinowitz for strongly indefinite symmetric functionals, due to
de Figueiredo and Ding (see [dFD]). Other versions of the same theorem are
known, where the (PS)∗c condition is replaced by other variants, or by the usual
(PS) (cf. [B], [BR], [D] and references therein).
The sequence of critical values can be constructed by means of certain
Galerkin approximations (see [BC], [BW], [dFD]), as we briefly recall. Using
the previous notations, set
Bk :=
{
u ∈ Xk : ‖u‖ ≤ Rk
}
, (24)
the ball of radius Rk in X
k,
Bnk := Bk ∩Xn =
{
u ∈ Xk ∩Xn : ‖u‖ ≤ Rk
}
, (25)
and define the following sets of continuous maps
Γnk := {h ∈ C(Bnk , Xn) : h(−u) = −h(u), h(u) = u on ∂Bnk } ; (26)
finally define
cnk := inf
h∈Γn
k
sup
u∈Bn
k
I(h(u)). (27)
Then, it can be proved that for each k ∈ N fixed (large enough, if necessary),
the sequences cnk converge to critical values ck of the functional I, as n tends to
+∞; that is, the limits
ck := lim
n→+∞
cnk (28)
define critical values of the symmetric functional I.
The functional I(u) associated to the symmetric problem (22) obviously satisfy
the hypotheses of Theorem 3.1, with E = Er(Ω), E1 = E−, E2 = E+, e1j := e
−
j ,
e2j := e
+
j , as we briefly prove in the following.
• As regards hypothesis (I1), observe that u ∈ Xk can be decomposed into
the orthogonal sum u = u+ + u− with u− = (u1, v1) ∈ E− and u+ = (u2, v2)
belonging to the finite dimensional space 〈e+1 , ..., e+k 〉 ≡ Xk ∩ E+; furthermore,
by definition of the eigenvectors (14), u2 and v2 belong to the finite dimen-
sional spaces Ek = 〈ϕ1, ...ϕk〉. By definition of I, and recalling the embedding
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Theorem 2.1, we have, for u ∈ Xk, ‖u‖Er = R
I(u) =
1
2
(Lu,u)Er − 1
q + 1
∫
Ω
|u|q+1dx− 1
p+ 1
∫
Ω
|v|p+1dx
≤ −1
2
‖u−‖2Er +
1
2
‖u+‖2Er − cq
∫
Ω
(|u1|q+1 + |u2|q+1) dx
−cp
∫
Ω
(|v1|p+1 + |v2|p+1) dx
≤ −1
2
‖u−‖2Er − cq‖u1‖q+1q+1 − cp‖v1‖p+1p+1
+
1
2
‖u+‖2Er − cq‖u2‖q+1Θr inf
w∈Ek, ‖w‖Θr=1
∫
Ω
|w|q+1dx
−cp‖v2‖p+1Θ2−r infw∈Ek, ‖w‖Θ2−r=1
∫
Ω
|w|p+1dx
≤ 1
2
‖u‖2Er − cq(k, r)‖u2‖q+1Θr − cp(k, r)‖v2‖p+1Θ2−r
≤ 1
2
R2 − cp,q(k, r)Rmin (p+1,q+1)
which tends to −∞ as R→ +∞.
• The verification of hypothesis (I2) follows from the classical interpolation
inequality in the Lp spaces:
‖f‖Ls0 ≤ ‖f‖αLs1‖f‖1−αLs2 ,
1
s0
=
α
s1
+
1− α
s2
, 0 ≤ α ≤ 1. (29)
Indeed, if u ∈ (Xk−1)⊥, (Lu,u)Er = ‖u‖2Er ; combining the interpolation in-
equality (29) with the Sobolev embedding (2.1) yields
I(u) =
1
2
(Lu,u)Er − 1
q + 1
∫
Ω
|u|q+1dx− 1
p+ 1
∫
Ω
|v|p+1dx
≥ 1
2
‖u‖2Er −
(
‖u‖α2 ‖u‖1−α2N
N−2r
)q+1
−
(
‖v‖β2‖v‖1−β2N
N+2r−4
)p+1
where α = 1− N(q − 1)
2r(q + 1)
and β = 1− N(p− 1)
(4− 2r)(p+ 1). Now, let us observe that
(Xk−1)⊥ = 〈e+k , e+k+1, ...〉: hence, if u = (u, v) ∈ (Xk−1)⊥ it is easy to verify,
using definitions (7), (8) that
‖u‖2 ≤ 1
λ
r/2
k
‖u‖Θr , (30)
‖v‖2 ≤ 1
λ
1−r/2
k
‖v‖Θ2−r . (31)
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Combining (30), (31) with the Sobolev embedding Theorem 2.1 in the left hand
side of the previous inequality yields
I(u) ≥ 1
2
‖u‖2Er −
C
λ
α(q+1)r/2
k
‖u‖q+1Θr −
C
λ
β(p+1)(1−r/2)
k
‖v‖p+1Θ2−r
=
1
2
‖u‖2Θr − C
(
λ
− 2r(q+1)−N(q−1)
4(q+1)
k ‖u‖Θr
)q+1
+
1
2
‖v‖2Θ2−r − C
(
λ
− (4−2r)(p+1)−N(p−1)
4(p+1)
k ‖v‖Θ2−r
)p+1
= ‖u‖2Θr
(
1
2
− Cλ−
2r(q+1)−N(q−1)
4
k ‖u‖q−1Θr
)
+‖v‖2Θ2−r
(
1
2
− Cλ−
(4−2r)(p+1)−N(p−1)
4
k ‖v‖p−1Θ2−r
)
.
On the other hand, since (Xk−1)⊥ = 〈e+k , e+k+1, ...〉 ⊆ E+, by definition (13) of
the eigenspace E+ if u = (u, v) ∈ (Xk−1)⊥, then u = (u, v) = (u, (−∆)r−1u),
and
‖v‖Θ2−r = ‖(−∆)r−1u‖Θ2−r = ‖u‖Θr . (32)
Hence
I(u) ≥ ‖u‖2Θr
(
1− Cλ−
2r(q+1)−N(q−1)
4
k ‖u‖q−1Θr
−Cλ−
(4−2r)(p+1)−N(p−1)
4
k ‖u‖p−1Θr
)
By (18), the exponents of λk in the last expression are strictly positive (re-
call that we choose p, q below the critical hyperbola); therefore, recalling that
λk ≥ C · k2/N for k → +∞, the verification of (I2) can be easily concluded.
• Hypothesis (I3) is clearly verified, whereas the verification of (PS)∗c is stan-
dard, and follows the one which will be given in the proof of (3) of Proposition
4.2, recalling that that I(u) ≡ J(u), so it is omitted here (see also [HvdV] or
[D]).
Hence we can conclude that the symmetric problem (22) possesses an unbounded
sequence of critical values, defined by (28) and (27).
4 A modified functional.
The aim of this section is to define a suitable modified functional J(u), satisfying
(21), and whose critical points are solutions of the original perturbed problem
(3). We need first the following proposition.
12
Proposition 4.1. There exists a constant A depending on ‖h‖L2(Ω), ‖k‖L2(Ω)
such that if I ′(u)u = 0, then
1
q + 1
∫
Ω
|u|q+1dx+ 1
p+ 1
∫
Ω
|v|p+1dx ≤ A
√
I2(u) + 1. (33)
Proof of Proposition 4.1. . We follow the proof in [Ra]. Suppose that I ′(u)u =
0. Then, by simple estimates,
I(u) = I(u)− 1
2
I ′(u)u
= (
1
2
− 1
q + 1
)
∫
Ω
|u|q+1dx+ (1
2
− 1
p+ 1
)
∫
Ω
|v|p+1dx
−1
2
∫
Ω
hudx− 1
2
∫
Ω
kvdx
≥ C1
∫
Ω
|u|q+1dx+ C2
∫
Ω
|v|p+1dx− Ch‖u‖2 − Ck‖v‖2
≥ C3
∫
Ω
|u|q+1dx+ C4
∫
Ω
|v|p+1dx− C5
≥ C6
{∫
Ω
|u|q+1dx+
∫
Ω
|v|p+1dx
}
− C7
where we have used the following inequality: for any ε > 0 there is a constant
Cε > 0 such that
‖f‖2 ≤ ε‖f‖rr + Cε
which is valid for any f ∈ Lr(Ω), r > 2.
Hence (33) follows immediately.
The idea underlying the construction of the modified functional J is, roughly
speaking, to preserve the perturbation only where
∫ |u|q+1+∫ |v|p+1 is bounded
from above by C|I(u)|, and to eliminate it where not.
To do so, let χ ∈ C∞(R+,R) be a function satisfying χ(t) = 1 for t ≤ 1, χ(t) = 0
for t ≥ 2 and −2 < χ′(t) < 0 for 1 < t < 2. Set
Q(u) = Q(u, v) = 2A
√
I2(u) + 1
and
ψ(u) = ψ(u, v) = χ
(
1
Q(u)
[
1
q + 1
∫
Ω
|u|q+1dx+ 1
p+ 1
∫
Ω
|v|p+1dx
])
.
Note that if u is a critical point of I, then the argument of χ lies in [0, 12 ] by
Proposition (4.1) and therefore ψ(u) = 1. Finally we set
J(u) =
1
2
(Lu,u)Er − 1
q + 1
∫
Ω
|u|q+1dx− 1
p+ 1
∫
Ω
|v|p+1dx (34)
−ψ(u)
(∫
Ω
kudx+
∫
Ω
hvdx
)
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for u = (u, v) in Er(Ω). It is easily seen that J ∈ C1(Er(Ω),R); furthermore, if
u is a critical point of I, then J(u) = I(u). the following proposition contains
the properties of J which we need.
Proposition 4.2. Let f ∈ L2(Ω). Then
(1) There is a constant β > 0 depending on ‖h‖2 and ‖k‖2, such that
|J(u)− J(−u)| ≤ β
(
|J(u)| 1q+1 + |J(u)| 1p+1 + 1
)
(35)
for u ∈ Er(Ω).
(2) There is a constant M0 > 0, depending on ‖h‖2, ‖k‖2 such that
if J(u) ≥M0 and J ′(u) = 0 then J(u) = I(u) and I ′(u) = 0.
(3) There is a constant M1 ≥M0 such that for any c > M1,
J satisfies (PS)c and (PS)
∗
c .
Proof of Proposition 4.2. We follow the proof in [Ra], Proposition 10.16.
• To prove (1), note first that if u /∈ supp ψ(·) ∪ supp ψ(−·), then ψ(u) =
ψ(−u) = 0 and J(u) = J(−u), so that (35) is valid. Hence, let us suppose that
u ∈ supp ψ(·) ∪ supp ψ(−·). If u ∈ supp ψ, then∣∣∣∣
∫
Ω
kudx+
∫
Ω
hvdx
∣∣∣∣ ≤ αq,p (|I(u)| 1q+1 + |I(u)| 1p+1 + 1) , (36)
where αq,p depends on q, p, ‖k‖2 and ‖h‖2. Indeed, by Schwartz and Ho¨lder
inequalities and by definition of ψ(u),∣∣∣∣
∫
Ω
kudx+
∫
Ω
hvdx
∣∣∣∣ ≤ ‖k‖2‖u‖2 + ‖h‖2‖v‖2 ≤ C (‖u‖q+1 + ‖v‖p+1)
≤ C
(∫
Ω
|u|q+1dx+
∫
Ω
|v|p+1dx
) 1
q+1
+
C
(∫
Ω
|u|q+1dx+
∫
Ω
|v|p+1dx
) 1
p+1
≤ C
[
4A
(
I2(u) + 1
) 1
2(q+1) + 4A
(
I2(u) + 1
) 1
2(p+1) + 1
]
which implies directly (36). Now, by definition,
|J(u)− J(−u)| ≤ (ψ(u) + ψ(−u))
∣∣∣∣
∫
Ω
kudx+
∫
Ω
hvdx
∣∣∣∣ ;
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combining this inequality with (36) yields
|J(u)− J(−u)| ≤ αq,p(ψ(u) + ψ(−u))
(
|I(u)| 1q+1 + |I(u)| 1p+1 + 1
)
≤ c(ψ(u) + ψ(−u))
(
|J(u)| 1q+1 +
∣∣∣∣
∫
Ω
kudx
∣∣∣∣
1
q+1
+|J(u)| 1p+1 +
∣∣∣∣
∫
Ω
hvdx
∣∣∣∣
1
p+1
+ 1
)
≤ 2c
(
|J(u)| 1q+1 +
∣∣∣∣
∫
Ω
kudx
∣∣∣∣
1
q+1
+ |J(u)| 1p+1 +
∣∣∣∣
∫
Ω
hvdx
∣∣∣∣
1
p+1
+ 1
)
.
Since the exponents are smaller than 1, the k and h terms on the right-hand
side can be absorbed into the left-hand side yielding (35). A similar estimate is
valid for u ∈ supp ψ(−·).
• To prove (2), it suffices to show that if M0 is large and u is a critical point
of J with J(u) ≥M0, then
Q(u)−1
(
1
q + 1
∫
Ω
|u|q+1dx+ 1
p+ 1
∫
Ω
|v|p+1dx
)
< 1; (37)
indeed, by definition of ψ, (37) implies ψ(v) ≡ 1 for v near u. Hence ψ′(u) = 0,
so J(u) = I(u), J ′(u) = I ′(u) and (2) follows. Therefore we will prove that
(37) holds. Let u = (u, v) and w = (w, z) be in Er(Ω); hence, by definition of
J ,
J ′(u)w = (Lu,w)Er −
∫
Ω
|u|q−1uwdx−
∫
Ω
|v|p−1vzdx (38)
−ψ(u)
(∫
Ω
kwdx+
∫
Ω
hzdx
)
− ψ′(u)w
(∫
Ω
kudx+
∫
Ω
hvdx
)
,
where
ψ′(u)w = χ′(θ(u))θ′(u)w
= χ′(θ(u))Q(u)−2
{
Q(u)
[∫
Ω
|u|q−1uwdx+
∫
Ω
|v|p−1vzdx
]
−(2A)2θ(u)I(u)I ′(u)w}
and
θ(u) = Q(u)−1
(
1
q + 1
∫
Ω
|u|q+1dx+ 1
p+ 1
∫
Ω
|v|p+1dx
)
.
Regrouping terms in (38) yields
J ′(u)w = (1 + T1(u))(Lu,w)Er (39)
−(1 + T2(u))
(∫
Ω
|u|q−1uwdx+
∫
Ω
|v|p−1vzdx
)
−(ψ(u) + T1(u))
(∫
Ω
kwdx +
∫
Ω
hzdx
)
,
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where
T1(u) = χ
′(θ(u))(2A)2θ(u)Q(u)−2I(u)
(∫
Ω
kudx+
∫
Ω
hvdx
)
(40)
and
T2(u) = T1(u) + χ
′(θ(u))Q(u)−1
(∫
Ω
kudx+
∫
Ω
hvdx
)
. (41)
Let us now consider the term J ′(u)u: from (39) we have
J ′(u)u = (1 + T1(u))(Lu,u)Er (42)
−(1 + T2(u))
(∫
Ω
|u|q+1dx+
∫
Ω
|v|p+1dx
)
−(ψ(u) + T1(u))
(∫
Ω
kudx+
∫
Ω
hvdx
)
;
therefore, if ψ(u) = 1 and T1(u) = T2(u) = 0, we obtain J
′(u)u = I ′(u)u and
J(u) = I(u), so that (37) follows from (33). Otherwise, consider
I(u)− 1
2(1 + T1(u))
J ′(u)u (43)
and suppose that u is a critical point for J ; since 0 ≤ ψ(u) ≤ 1, if T1(u) and
T2(u) are both small enough, the calculation made in the proof of Proposition
4.1, when carried out for (43), leads to (33) with A replaced by a larger constant
which is smaller than 2A: but then (37) holds. Therefore, it suffices to show
that T1(u), T2(u)→ 0 as M0 →∞.
If u /∈ supp ψ then T1(u) = T2(u) = 0; hence we assume that u ∈ supp ψ.
Observe first that, by definition (40) of T1 and (36)
|T1(u)| ≤ 4αp.q(|I(u)|
1
q+1 + |I(u)| 1p+1 + 1)|I(u)|−1, (44)
where we have used the properties |χ′| < 2 and θ(u) < 2 if u ∈ supp ψ.
Therefore, to conclude we need an estimate relating I(u) and J(u) for u ∈
supp ψ. By definition,
I(u) ≥ J(u)−
∣∣∣∣
∫
Ω
kudx+
∫
Ω
hvdx
∣∣∣∣ ;
thus, by (36),
I(u) + αq,p
(
|I(u)| 1q+1 + |I(u)| 1p+1
)
≥ J(u)− αp,q ≥M0/2 (45)
for M0 large enough. If I(u) ≤ 0, estimate (45) implies that
α
(q+1)′
p,q
(q + 1)′
+
α
(p+1)′
p,q
(p+ 1)′
+
1
q + 1
|I(u)|+ 1
p+ 1
|I(u)| ≥M0/2 + |I(u)|,
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where (q+1)′, (p+1)′ are, respectively, the conjugate exponents of q+1, p+1.
But this is impossible for p, q ≥ 1 and M0 large enough: therefore, we can
assume I(u) > 0. In this case, (45) implies that I(u) → +∞ as M0 → +∞,
which shows, together with (44), that T1(u) → 0 as M0 → +∞. Analogous
estimates yield T2(u)→ 0 as M0 → +∞, and (2) holds.
• Let us now verify (3). We have to show that there is a constant M1 ≥M0
such that for any sequence {un} in Er(Ω) satisfying
M1 < J(un) < K for n large, J
′(un)→ 0 as n→∞ (46)
has a convergent subsequence. The key point here is to prove that such a
sequence is necessarily bounded in Er(Ω). Indeed, by (39) and (16),
J ′(un) = (1 + T1(un))A
′(un)−H(un)
where H is compact and |T1(un)| ≤ 1/2 for M1 large enough; therefore, since
J ′(un) converges in (E
r(Ω))′ = E−r(Ω), the compactness of H implies that a
subsequence of A′(un) also converges. In view of (16), we also have that Lun
and un converge in E
r(Ω), because L is invertible. To prove that un is bounded
we proceed as follows. By (46), for any ε > 0 there is a n(ε) such that for
n ≥ n(ε)
K + ε‖un‖Er ≥ J(un)− 1
2(1 + T1(un))
J ′(un)un
=
(
1 + T2(un)
1 + T1(un)
1
2
− 1
q + 1
)∫
Ω
|un|q+1dx
+
(
1 + T2(un)
1 + T1(un)
1
2
− 1
p+ 1
)∫
Ω
|vn|p+1dx
+
(
ψ(un) + T1(un)
1 + T2(un)
1
2
− ψ(un)
)∫
Ω
(kun + hvn)dx;
recalling that T1(u), T2(u) → 0 as M1 → +∞, we can choose M1 sufficiently
large such that the coefficients of the integral terms
∫ |un|q+1, ∫ |vn|p+1 are
strictly positive, that is (remember that 0 ≤ ψ(un) ≤ 1),
K + ε‖un‖Er ≥ Cq
∫
Ω
|un|q+1dx+ Cp
∫
Ω
|vn|p+1dx− C
∫
Ω
|kun + hvn| dx
≥ Cq
∫
Ω
|un|q+1dx+ Cp
∫
Ω
|vn|p+1dx− C (‖k‖2‖un‖2 + ‖h‖2‖vn‖2)
≥ Cq
∫
Ω
|un|q+1dx+ Cp
∫
Ω
|vn|p+1dx− C′ (‖un‖q+1 + ‖vn‖p+1)
≥ C′q
∫
Ω
|un|q+1dx+ C′p
∫
Ω
|vn|p+1dx− C′′
where the constants appearing in the previous inequalities depend only on M1,
q, p and not on n. Therefore we can conclude that, for some new constants K,
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ε > 0,
K + ε‖un‖Er ≥
∫
Ω
|un|q+1dx+
∫
Ω
|vn|p+1dx. (47)
Decompose un = u
+
n + u
−
n , where u
+
n ∈ E+, u−n ∈ E−; writing u±n = (u±n , v±n ),
we also have, by (11), (12) and (15) (the value of the constant C can possibly
change)
‖u±n ‖2Er − ε‖u±n ‖Er ≤
∣∣∣∣(Lun,u±n )Er − 11 + T1(un)J ′(un)u±n
∣∣∣∣
≤ 1 + T2(un)
1 + T1(un)
∫
Ω
(|un|q|u±n |+ |vn|p|v±n |) dx
+
ψ(un) + T1(un)
1 + T1(un)
∫
Ω
(|k||u±n |+ |h||v±n |) dx
≤ C‖un‖qq+1‖u±n ‖q+1 + C‖vn‖pp+1‖v±n ‖p+1
+C
(‖u±n ‖2 + |v±n ‖2)
≤ C‖un‖qq+1‖u±n ‖Θr + C‖vn‖pp+1‖v±n ‖Θ2−r + C‖u±n ‖Er
≤ C (‖un‖qq+1 + ‖vn‖pp+1 + 1) ‖u±n ‖Er .
Dividing the first and the last expressions by ‖u±n ‖Er we obtain
‖u±n ‖Er − ε ≤ C
(‖un‖qq+1 + ‖vn‖pp+1 + 1) . (48)
Combining (48) for un = u
+
n + u
−
n , together with (47), it follows that, possibly
for some new constants,
‖un‖Er ≤ C{1 + {K + ε‖un‖Er}q/(q+1) + {K + ε‖un‖Er}p/(p+1)}
which keeps ‖un‖Er away from infinity. This implies that the Palais-Smale
condition is satisfied for M1 sufficiently large. The verification of (PS)
∗
c follows
in the same way, and thereby the proof is concluded.
Property (2) of Proposition 3.2 guarantees that large critical values of J are
also critical values of I; hence, in what follows we shall seek large critical values
of J .
5 Minimax methods.
The aim of this section is to construct suitable minimax sequences which are
strictly related to the existence of critical values of the modified functional J ,
applying the method developed by Rabinowitz to deal with perturbation from
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symmetry (see [Ra]) to this case. The idea is to construct suitable minimax
sequences dnk , ”perturbing” the ones defining the symmetric critical values (in
a sense that will be specified): comparison arguments between the values of the
two sequences will yield our thesis.
Observe first that, following the same lines as for the verification of (I1) of
Theorem 3.1, it is not hard to prove that for any k ∈ N there is a Rk such that
J(u) ≤ 0 if u ∈ (Bk)∁, where Bk is the sphere of radius Rk in Xk defined in
(24). Hence let us define the minimax sequences cnk as in (27), with J(u) instead
of I(u), that is,
cnk = inf
h∈Γn
k
sup
u∈Bn
k
J(h(u)).
It is easy to verify that there is a sequence bk, independent on n, such that for
any k large enough
cnk ≤ bk for any n ∈ N : (49)
indeed, by definition (since id ∈ Γnk ) and applying Theorem 2.1,
cnk ≤ sup
u∈Bn
k
J(u) ≤ sup
u∈Bk
J(u)
≤ sup
u∈Bk
[
1
2
‖u+‖2Er −
1
2
‖u−‖2Er + C‖u‖2
]
≤ sup
u∈Bk
[
1
2
‖u+‖2Er −
1
2
‖u−‖2Er + C‖u‖Er
]
≤ sup
u∈Bk
[
1
2
‖u‖2Er + C‖u‖2
]
≤ CR2k
for each n ∈ N, and for k → +∞. Following the idea in [D], [BW], [dFD], it is
also possible to prove that the sequence cnk is bounded from below by a sequence
ak which is independent on n: that is, for any k large enough
ak ≤ cnk for any n ∈ N : (50)
this fact, together with (49), will be used to prove the existence of the limit
sequence ck, as in the symmetric case. To prove (50), we need first the following
version of the Intersection Lemma:
Lemma 5.1. Let us assume Bnk , Γ
n
k and (X
k−1)⊥ as before; then, for any
h ∈ Γnk , 0 < R < Rk there holds
h(Bnk ) ∩ ∂BR ∩ (Xk−1)⊥ 6= ∅ for any n ∈ N. (51)
Proof of Lemma 5.1. We follow the proof given by Rabinowitz (Proposition 9.23
in [Ra]), hence we will be brief. Let Oˆnk := {x ∈ Bnk | h(x) ∈ BR}; since h is
odd, 0 ∈ Oˆnk . Let Onk denote the component of Oˆnk containing 0. Since Bnk is
bounded, Onk is a symmetric bounded neighborhood of 0 in X
k ∩Xn; therefore
γ(∂Onk ) = k + n, where γ denotes the Krasnoleskii genus. We claim that
h(∂Onk ) ⊂ ∂BR. (52)
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Assuming (52) for the moment. Set W = {x ∈ Bnk | h(x) ∈ ∂BR}; then
(52) implies ∂Onk ⊂ W ; hence, by the monotonicity property of Krasnoleskii
genus, γ(W ) = k + n, so that γ(h(W )) ≥ k + n. Therefore, recalling that
codim(Xk−1)⊥ = k−1, h(W )∩(Xk−1)⊥ 6= ∅. On the other hand, by definition,
h(W ) ⊂ h(Bnk ) ∩ ∂BR; consequently (51) holds.
It remains to prove (52). Suppose x ∈ ∂Onk and h(x) ∈
◦
BR. If x ∈
◦
Bnk , there is a
neighborhood N of x such that h(N) ∈ ◦BR: but then x /∈ ∂Onk . Thus x ∈ ∂Bnk ,
with ∂ relative to Xn ∩ Xk; but on ∂Bnk , h = id. Consequently, if x ∈ ∂Bnk
and h(x) ∈ ◦BR, R > ‖h(x)‖ = ‖x‖ = Rk, contrary to the hypothesis. Thus (52)
must hold.
Applying the Intersection Lemma 5.1 we are now able to prove (50). Let us
fix k large enough; then, for any n ∈ N, for any h ∈ Γnk and 0 < R < Rk there
is a wn ∈ h(Bnk ) ∩ ∂BR ∩ (Xk−1)⊥, so that by definition of cnk ,
cnk = inf
h∈Γn
k
sup
u∈Bn
k
J(h(u))
≥ inf
h∈Γn
k
J(wn)
≥ inf
h∈Γn
k
sup
0<R<Rk
inf
u∈∂BR∩(Xk−1)⊥
J(u)
= sup
0<R<Rk
inf
u∈∂BR∩(Xk−1)⊥
J(u);
observe now that the last term of the previous inequality does not depend on
n, so that (50) is proved. Combining (50) with (49) yields, for k large enough,
ak ≤ cnk ≤ bk for any n ∈ N
so that it is possible passing to the limit as n tends to +∞ (up to a subsequence,
if necessary), defining
ck = lim
n→+∞
cnk
as in the symmetric case. This new minimax sequence ck, constructed for J(u),
is not in general a sequence of critical values for J , unless k(x) ≡ h(x) ≡ 0.
Let us now construct new sequences dnk , dk appropriately ”perturbing” c
n
k . First
of all, we define a new sequence of sets
Unk :=
{
u = te+k+1 +w | t ∈ [0, Rk+1],w ∈ Bnk+1 ∩Xk, ‖u‖ ≤ Rk+1
}
; (53)
then define the new classes of functions
Λnk : =
{
H ∈ C(Unk , Xn) : H |Bnk∈ Γnk , H(u) = u (54)
on Qnk = (∂B
n
k+1 ∩Xk+1) ∪
(
(BRk+1 \BRk) ∩Xk
)}
.
As one can easily observe, the new set Unk is nothing that an half of the sphere
Bnk+1, and the new class of function Λ
n
k are defined such that any H ∈ Λnk ,
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suitably symmetrized, belongs also to Γnk+1: combining these facts with the
estimate on the deviation from symmetry of J , (35), will be the key ingredient
to obtain an upper bound on the minimax sequences cnk (and then also on ck).
Now set
dnk := inf
H∈Λn
k
sup
u∈Un
k
J(H(u)). (55)
Comparing the definition of dnk with the one of c
n
k , (27), shows that d
n
k ≥ cnk .
Furthermore, we can easily prove that dnk is bounded from above independently
on n, as in (49); indeed,
dnk ≤ sup
u∈Un
k
J(u) ≤ sup
u∈Uk
J(u)
≤ sup
u∈Bk+1
[
1
2
‖u+‖2Er −
1
2
‖u−‖2Er + C‖u‖2
]
≤ sup
u∈Bk+1
[
1
2
‖u+‖2Er −
1
2
‖u−‖2Er + C‖u‖Er
]
≤ sup
u∈Bk+1
[
1
2
‖u‖2Er + C‖u‖2
]
≤ CR2k+1
for each n ∈ N, and for k → +∞. Therefore,
ak ≤ cnk ≤ dnk ≤ b˜k for any n ∈ N
and it is possible to define (up to a subsequence)
dk = lim
n→+∞
dnk ;
clearly, dk ≥ ck. Furthermore, we have the following fundamental proposition.
Proposition 5.2. Assume dk > ck ≥M1. For δ ∈ (0, dk − ck), define
Λnk (δ) := {H ∈ Λnk | J(H(u)) ≤ cnk + δ for u ∈ Bnk }
and
dnk (δ) := inf
H∈Λn
k
(δ)
sup
u∈Un
k
J(H(u)). (56)
Then (eventually up to a subsequence) the limit
dk(δ) := lim
n→+∞
dnk (δ) (57)
exists for any k ∈ N large enough, and it is a critical value of J .
Proof of Proposition 5.2. . The proof of Proposition 5.2 is based on the follow-
ing, standard ”deformation lemma” (see, e.g., [AR]).
Lemma 5.3. Let E be a real Banach space, let I ∈ C1(E,R) and assume that
I satisfies (PS)c. For s ∈ R set As = {u ∈ E | I(u) ≤ s}. If c is not a critical
value of I, given an ε¯ > 0 there exists an ε ∈ (0, ε¯) and η ∈ C([0, 1]×E,E) such
that:
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1◦ η(t, u) = u for all t ∈ [0, 1], if I(u) /∈ [c− ε¯, c+ ε¯]
2◦ η(1, Ac+ε) ⊂ Ac−ε.
The proof of Proposition 5.2 follows the same lines as in [Ra], adapted to
this sort of Galerkin approximation inspired to [D], [BW] and others. If dk > ck,
for any δ ∈ (0, dk − ck) there is a nk ∈ N (which depends on k, δ) such that
0 < δ < dnk − cnk for any n ≥ nk.
Consider now, for n > nk, d
n
k (δ) as defined in (56), and assume that it is not a
critical value of Jn = J |Xn . Set ε¯ = 12 (dnk − cnk − δ) > 0; then there exist ε and
η as in the deformation lemma 5.3. Choose H ∈ Λnk (δ) such that
max
u∈Un
k
J(H(u)) ≤ dnk (δ) + ε. (58)
Consider η(1, H(·)): clearly this function belongs to C(Unk , Xn); if u ∈ Qnk ,
H(u) = u since H ∈ Λnk : therefore, J(H(u)) = J(u) ≤ 0 via the definition of
Rk and Rk+1 (which do not depend on n). Moreover, by the choice of ε¯ and the
assumption ck > M1 > 0, J(H(u)) = J(u) ≤ 0 < cnk + ε¯ < dnk − ε¯ ≤ cnk (δ) − ε¯.
Hence, by 1◦ of the deformation lemma 5.3, we have
η(1, H(u)) = H(u) = u for u ∈ Qnk .
Further, since H ∈ Λnk (δ), if u ∈ Bnk ,
J(H(u)) ≤ cnk + δ < dnk − ε¯ ≤ dnk (δ)− ε¯
by the choice of δ and ε¯. Therefore, again by 1◦ of the deformation lemma 5.3,
η(1, H(u)) = H(u) for u ∈ Bnk ,
so that we can conclude that η(1, H(·)) ∈ Λnk (δ). Thus, by definition of dnk (δ),
we get
dnk (δ) ≤ max
u∈Un
k
J(η(1, H(u))). (59)
On the other hand, (58) and 2◦ of Lemma 5.1 yields
max
u∈Un
k
J(η(1, H(u))) ≤ dnk (δ)− ε,
contrary to (59). Hence dnk (δ) is a critical value of Jn. Now, let us apply the
(PS)∗c condition, which is satisfied by J(u): indeed, we have just proved, for
any k large enough, the existence of a sequence {znk} ⊂ Er such that for each
n ≥ nk, znk ∈ Xn, J ′n(znk ) = 0 and J(znk ) = dnk (δ) → dk(δ) > M1 as n → +∞
(the existence of the limit dk(δ), up to a subsequence, can be easily proved, since
cnk ≤ dnk (δ) ≤ dnk ). Hence, znk is a (PS)∗c sequence (with c = dk(δ) > M1), and
by property (I4) of Proposition 4.2 we can conclude that, along a subsequence,
znk → zk as n → +∞, with J(zk) = dk(δ) and J ′(zk) = 0. Hence dk(δ) =
limn→+∞ d
n
k (δ) (up to a subsequence) is a critical value of J(u), and the proof
is completed.
22
On the basis of Proposition 5.2, to prove the existence of infinitely many
critical values for J(u) it suffices to show that, up to a subsequence,
dk > ck ≥M1 for k ∈ N, and ck → +∞ as k → +∞.
This will be done in the following sections, estimating the growth of ck.
6 A lower bound for ck
The aim of this section is to obtain an estimate from below on the growth of the
minimax sequence ck. First of all, we will obtain lower bounds for the minimax
values cnk , and then also for the sequence ck: we recall that this sequence will in
general not consists of critical values of J , unless k(x) ≡ h(x) ≡ 0.
To estimate from below the growth of cnk we follow the same argument used to
prove (50), based on the Intersection Lemma 5.1 combined with the classical
interpolation inequality, in the same spirit of [Ra].
Proposition 6.1. Let 1q+1 +
1
p+1 >
N−2
N and
N
[
1
2
− 1
q + 1
]
< r < 2−N
[
1
2
− 1
p+ 1
]
; (60)
then there are γ > 0 and k˜ ∈ N such that for all k ≥ k˜,
ck ≥ γk2αr (61)
where
αr = min(q1, p1), (62)
q1 =
q + 1
q − 1
r
N
− 1
2
, (63)
p1 =
p+ 1
p− 1
2− r
N
− 1
2
. (64)
Proof of Proposition 6.1. We remark here that the pair (p, q) lies below the
critical hyperbola; for any fixed (p, q), the value of r, which identifies the space
Er, is not fixed, but can be chosen in the range defined by (60) (see Theorem
2.1). The aim of this proposition is to obtain a lower bound for ck that depends
only r, with r unknown in (60) . The ”optimal” choice of r, in dependance of
p, q, will be a fundamental argument of the next Section.
First of all, we will prove a lower bound for the minimax sequences cnk . Let
k ∈ N be fixed. Let h ∈ Γnk and R < Rk. By the Intersection Lemma 5.1, for
any n ∈ N there exists a wn ∈ h(Bnk ) ∩ ∂BR ∩ (Xk−1)⊥, so that
max
u∈Bn
k
J(h(u)) ≥ J(wn) ≥ inf
u∈∂BR∩(Xk−1)⊥
J(u). (65)
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Therefore, to obtain a lower bound for cnk we have to estimate J(u), where
u ∈ ∂BR ∩ (Xk−1)⊥ and 0 < R < Rk. As remarked in the symmetric case
(Section 3), if u ∈ ∂BR ∩ (Xk−1)⊥ ⊂ E+ then
u = (u, v) = (u, (−∆)r−1u)
and
‖v‖Θ2−r = ‖(−∆)r−1u‖Θ2−r = ‖u‖Θr . (66)
Suitable combining the classical interpolation inequality (29) with the Sobolev
embedding Theorem 2.1, as in the symmetric case, yields the following inequal-
ities (that coincides with the classical Gagliardo-Nirenberg inequalities when r
is an integer)
‖u‖q+1 ≤ C‖u‖θ2‖u‖1−θΘr with θ = 1−
N
r
(
1
2
− 1
q + 1
)
, (67)
‖v‖q+1 ≤ C‖v‖ζ2‖v‖1−ζΘ2−r with ζ = 1−
N
2− r
(
1
2
− 1
p+ 1
)
. (68)
Since u ∈ (Xk−1)⊥, then (Lu,u)Er = ‖u‖2Er = 2‖u‖2Θr by (66); combining
(67), (68) and the estimates (30), (31) we obtain (we use the same letter C for
different constants)
J(u) ≥ 1
2
‖u‖2Er −
1
q + 1
‖u‖q+1q+1 −
1
p+ 1
‖v‖p+1p+1 − ‖k‖2‖u‖2 − ‖h‖2‖v‖2
≥ ‖u‖2Θr − C‖u‖q+1q+1 − C‖v‖p+1p+1dx− C
≥ ‖u‖2Θr − C
(‖u‖θ2‖u‖1−θΘr )q+1 − C (‖v‖ζ2‖v‖1−ζΘ2−r)p+1 − C
≥ ‖u‖2Θr − Cλ−
r
2 θ(q+1)
k ‖u‖q+1Θr − Cλ
− 2−r2 ζ(p+1)
k ‖u‖p+1Θr − C
≥ ‖u‖2Θr − Ck−
r
N
θ(q+1)‖u‖q+1Θr − Ck−
2−r
N
ζ(p+1)‖u‖p+1Θr − C (69)
since λk ≥ Ck2/N for k → +∞, where θ, ζ satisfy conditions (67), (68). Insert-
ing these values of θ, ζ in the right hand side of (69) we obtain
J(u) ≥ ‖u‖2Θr − C
‖u‖q+1Θr
kqr
− C ‖u‖
p+1
Θr
kpr
− C. (70)
where
qr =
r
N
(q + 1)
[
1− N
r
(
1
2
− 1
q + 1
)]
pr =
2− r
N
(p+ 1)
[
1− N
2− r
(
1
2
− 1
p+ 1
)]
To maximize the righthand side in (70), let us choose
‖u‖Θr ≍ kα,
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where α is unknown; then
J(u) ≥ ‖u‖2Θr − C
‖u‖q+1Θr
kqr
− C ‖u‖
p+1
Θr
kpr
− C
≍ k2α − kα(q+1)−qr − kα(p+1)−pr − C.
It is easy to verify that the optimal choice of α is
α = αr = min
(
qr
q − 1 ,
pr
p− 1
)
= min (q1, p1) ;
that is, for any r in (60) and for any u ∈ ∂BR ∩ (Xk−1)⊥ with R = 2√γkαr ,
J(u) ≥ 4γk2αr − Cγq+1k 2qrq−1 − Cγp+ 1k 2prp−1 − C
≥ γk2αr
for γ small enough. We remark that the condition R = 2
√
γkαr < Rk is satisfied
since J(u) < 0 if ‖u‖Er ≥ Rk, by definition of Rk, and this contradicts the last
inequality.
We are now ready to complete the proof. By (27) and (65), for any 0 < R <
Rk
cnk = inf
h∈Γn
k
sup
u∈Bn
k
J(h(u)) ≥ inf
u∈∂BR∩(Xk−1)⊥
J(u);
choosing R = R(k) = 2
√
γkαr as before yields
cnk ≥ γk2αr
for any n ∈ N. Since the constants appearing in the last estimate do not depend
on n, as we have just remarked, we can pass to the limit for n→∞, obtaining
the thesis.
7 Proof of Theorem 1.1
In this final section we shall complete the proof of Theorem 1.1. The idea of the
proof is a reduction to the absurd: basing on Proposition 5.2, we will assume
that ck = dk for k large, obtaining an upper bound on the growth of ck which
is in contrast with the lower bound proved in Proposition 6.1. Hence we will
conclude that dk > ck for k large, which yields the existence of an unbounded
sequence of critical values dk(δ) for J , then also for I. Therefore, we need first an
estimate from above on the growth of ck (under the assumptions that ck = dk).
Proposition 7.1. If ck = dk for all k ≥ k1, there exist two constants α1,
α2 > 0 and k2 ≥ k1 such that
ck ≤ α1k
q+1
q + α2k
p+1
p (71)
for all k ≥ k2.
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Proof of Proposition 7.1. . We follow the proof in [Ra]. Let k > k1; then, there
is a sequence {εn} (depending on k) such that
dnk ≤ cnk + εn and εn → 0 as n→ +∞.
Let ε > 0 and choose n large enough such that εn < ε. Then, choose H ∈ Λnk
such that
max
u∈Un
k
J(H(u)) ≤ dnk + ε ≤ cnk + 2ε. (72)
Since Bnk+1 = U
n
k ∪ (−Unk ), H can be continuously extended to Bnk+1 as an odd
function, still denoted with H . Therefore, H ∈ Γnk+1 and
cnk+1 = inf
h∈Γn
k+1
max
u∈Bn
k+1
J(h(u)) ≤ max
u∈Bn
k+1
J(H(u)) = J(H(wnk )) (73)
for some wnk ∈ Bnk+1. If wnk ∈ Unk , by (72) and (73),
cnk+1 ≤ J(H(wnk )) ≤ max
u∈Un
k
J(H(u)) ≤ cnk + 2ε. (74)
If wnk ∈ −Unk , by the oddness of H and the estimate on the deviation from
symmetry (35), we obtain (72) and (73),
J(H(−wnk )) = J(−H(wnk ))
≥ J(H(wnk ))− β
(
|J(H(wnk ))|
1
q+1 + |J(H(wnk ))|
1
p+1 + 1
)
.
Since ck → +∞ as k+∞, (73) and the previous inequality imply that J(−H(wnk )) >
0 for n and k large enough. Then, combining (73), the estimate on deviation
from symmetry (35) and the oddness of H yields
cnk+1 ≤ J(H(wnk )) = J(−H(−wnk ))
≤ J(H(−wnk )) + β
(
|J(H(−wnk ))|
1
q+1 + |J(H(−wnk ))|
1
p+1 + 1
)
≤ cnk + 2ε+ β
(
|cnk + 2ε|
1
q+1 + |cnk + 2ε|
1
p+1 + 1
)
, (75)
where we have used the fact that ifwnk ∈ −Unk , then−wnk ∈ Unk and J(H(−wnk )) ≤
cnk + 2ε, by (74). Since ε is arbitrary (recalling that εn → 0 as n→ +∞), (74)
and (75) imply
ck+1 ≤ ck + β
(
c
1
q+1
k + c
1
p+1
k + 1
)
(76)
for all k large enough. Applying standard arguments, inequality (76) implies
directly our thesis: see e.g. [Ra].
Proof of Theorem 1.1. By Proposition 5.2, if dk > ck for k large (up to a sub-
sequence, if necessary) there is a sequence of unbounded critical values dk(δ)
for J , and then also for I, by Proposition 4.2. Therefore, it suffices to show
that dk > ck for k large. On the contrary, let us assume that ck = dk as
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k → +∞. Then the last Proposition 7.1 assures the estimate from above (71)
on the growth of ck, which depends only on p, q; on the other hand, we have
the estimate from below (61) proved in Proposition 6.1, which depends on r ∈(
N
(
1
2 − 1q+1 ), 2 −N(12 − 1p+1
))
, for any pair (p, q) below the critical hyper-
bola. Theorem 1.1 will be proved if we choose r ∈
(
N
(
1
2 − 1q+1 ), 2 −N(12 − 1p+1
))
such that
min (2q1, 2p1) = min
(
2
q + 1
q − 1
r
N
− 1, 2p+ 1
p− 1
2− r
N
− 1
)
> max
{
q + 1
q
,
p+ 1
p
}
. (77)
Let us now consider the case
q ≥ p (78)
that is,
max
{
q + 1
q
,
p+ 1
p
}
=
p+ 1
p
.
Our aim now is to discuss the value of max (2q1, 2p1).
Let us fix (p, q) below the critical hyperbola 1p+1+
1
q+1 =
N−2
N . By definition
of p1 and q1,
min (2q1, 2p1) = 2q1
if and only if
2
q + 1
q − 1
r
N
− 1 ≤ 2p+ 1
p− 1
2− r
N
− 1,
that is, as one can easily verify, if and only if
r ≤ (p+ 1)(q − 1)
pq − 1 := rp,q. (79)
First of all, we observe that this limiting value of r is consistent with the con-
dition (60) on r; indeed,
N
[
1
2
− 1
q + 1
]
<
(p+ 1)(q − 1)
pq − 1 < 2−N
[
1
2
− 1
p+ 1
]
for any pair (p, q) such that
1
p+ 1
+
1
q + 1
>
N − 2
N
as one can verify (we have used the following decomposition pq−1 = (p+1)(q+
1)− (p+ 1)− (q + 1)). We have now two possible choices for r:
(i) if r ≤ rp,q, then min (2q1, 2p1) = 2q1;
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(ii) otherwise, if we choose r > rp,q, then min (2q1, 2p1) = 2p1.
Hence we discuss separately the two cases.
(i) Consider first the choice
N
[
1
2
− 1
q + 1
]
< r ≤ rp,q = (p+ 1)(q − 1)
pq − 1 .
In this case, recalling that we are assuming q ≥ p, (77) yields
2q1 =
2r
N
q + 1
q − 1 − 1 >
p+ 1
p
,
that is,
r >
N
2
q − 1
q + 1
2p+ 1
p
:= rLp,q. (80)
Observe first that rLp,q > N [
1
2 − 1q+1 ] = N2 q−1q+1 for any p, q > 1, so that (80)
is a condition effectively stronger than (60). Hence, condition (80) can be
satisfied for certain r if and only if
rLp,q < rp,q ,
that is,
N
2
q − 1
q + 1
2p+ 1
p
<
(p+ 1)(q − 1)
pq − 1 .
Recalling that pq−1 = (p+1)(q+1)− (p+1)− (q+1), the last inequality
can be written as
2− 2
N
<
2
p+ 1
+
2
q + 1
+
1
p
(
1
p+ 1
+
1
q + 1
− 1
)
,
that gives the following condition on (p, q):
1
p+ 1
+
1
q + 1
+
p+ 1
p(q + 1)
>
2N − 2
N
. (81)
Therefore, for any pair (p, q) verifying (81) we can choose r ≤ rp,q such
that conditions (60), (80) are satisfied. Condition (81) defines a new region
in the (p, q) plane which is contained in the subcritical region delimited
by the critical hyperbola.
(ii) Consider now the other possible choice of r,
rp,q =
(p+ 1)(q − 1)
pq − 1 < r < 2−N
[
1
2
− 1
p+ 1
]
.
In this case, recalling that we are assuming q ≥ p, (77) yields
2p1 = 2
2− r
N
p+ 1
p− 1 − 1 >
p+ 1
p
,
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that is,
r < rUp,q := 2−
N
2
p− 1
p+ 1
2p+ 1
p
. (82)
Observe that rUp,q < 2−N(12− 1p+1 ) for any p > 0, so that (82) is a condition
effectively stronger than (60). Hence, condition (82) can be satisfied for
certain r if and only if
rp,q < r
U
p,q ,
that is,
(p+ 1)(q − 1)
pq − 1 < 2−
N
2
p− 1
p+ 1
2p+ 1
p
.
This inequality is equivalent to
(q + 1)(p− 1)
pq − 1 >
N
2
p− 1
p+ 1
2p+ 1
p
;
using the decomposition pq− 1 = (p+1)(q+1)− (p+1)− (q+1) the last
inequality yields
2− 2
N
<
2
p+ 1
+
2
q + 1
+
1
p
(
1
p+ 1
+
1
q + 1
− 1
)
,
that is equal to condition (81) found in case (i).
From cases (i) and (ii), we can conclude that there are values of r (satisfying
(60)) such that condition (77) holds if and only if (p, q) verify (81) (assuming
q ≥ p). By symmetry arguments, we immediately conclude that if p ≥ q, (77)
holds for values of (p, q) satisfying the corresponding condition
1
p+ 1
+
1
q + 1
+
q + 1
q(p+ 1)
>
2N − 2
N
. (83)
Combining (81) with (83) yields the thesis.
Remark 7.2. We note that for p = q the limiting curve (4) obtained in The-
orem 1.1 assumes the same (limiting) value independently obtained by Struwe
and Rabinowitz in [St1], [Ra2] in the case of a single perturbed equation. Fur-
thermore, we observe that the subcritical region in the (p, q) plane obtained in
Theorem 1.1 do not include supercritical values (in the sense of Sobolev em-
bedding) of p and q, so that one could ask if the variational setting introduced
in Section 2 is meaningful. Nevertheless, the optimal choice of the exponent r
(that is, the optimal choice of the space Er) is obtained not for r = 1 (the case
E1 = H10 ×H10 ): that is, the regularity allowed for the functions u, v is strictly
related to the pair (p, q), and choosing a priori the space H10 ×H10 would be too
restrictive also for perturbed systems with Sobolev-subcritical nonlinear terms.
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