Abstract. A general Hilbert-space-based stochastic averaging theory is brought forth in this note for arbitrary-order parabolic equations with (possibly long range dependent) random coecients. We start with regularity conditions on the coecients and Cauchy data of @ t u " (x; t) = X 0 jkj2p
brought forth in this note for arbitrary-order parabolic equations with (possibly long range dependent) random coecients. We start with regularity conditions on the coecients and Cauchy data of @ t u " (x; t) = X 0 jkj2p A k (x; t="; !)@ k x u " (x; t); u " ( x; 0) = '(x) (1) which are only slightly stronger than those required to prove pathwise existence and uniqueness for the above equation. Next, we impose on the coecients of (1) a pointwise (in x and t) w eak law of large numbers and a weak invariance 
and b
y is a Hilbert-space-valued stochastic evolution satisfying the linear stochastic partial dierential equation has covariance which is trace class with respect to our Hilbert space H 1 for all t. In particular, this trace class condition can be validated under the conditions of the previous work of Watanabe [Probab. Th. Rel. Fields, 77:359-378, 1988 ]. 1. Introduction Questions involving the asymptotic behavior (as " ! 0) of a system of ordinary dierential equations: _ Z " (t) = F ( Z " ( t ) ; t="); " > 0 ;Z " (0) = z 0 ; (5) were apparently rst encountered in problems of celestial mechanics and have since become important in several areas of physics and engineering. The additional regularity which justies the anticipation of some kind of asymptotic limit as " ! 0 i s that lim
F(x; t) dt : = F(x) (6) exists for each x 2 < d . Under this and other regulatory conditions, Bogoliubov (see [3] ), Gikhman [12] , and Besjes [2] proved versions of the classical averaging principle which states that the solution of (5) converges uniformly over intervals like [ 0 ; T ] t o the solution of _ Z(t) = F ( Z ( t )); Z(0) = z 0
as " ! 0. Nevertheless, some of the richest motivational sources for averaging require that F(x; t) in (5) is a random eld and the so-called stochastic averaging principle was borne out of a desire to retain the non-random nature of the asymptotic solution (7) . Indeed, Khas'minskii [14] suggested comparing (5) to (7) when F is dened by \double averaging" i.e. (8) and established a functional central limit theorem for 1 p " (Z " Z). Freidlin [10] , Kouritzin and Heunis [18] , and Kouritzin and Heunis [19] have since established complimentary large deviation bounds, Prokhorov distance bounds, and a functional law of the iterated logarithm for 1 p " (Z " Z). Whereas a theory for the random ordinary dierential equations in (5) parallel to the classical weak and almost sure uctuation results for partial sums of random elements appears to be unfolding, little has been done on systems of random parabolic partial dierential equations. Khas'minskii [13] , Bensoussan et al. [1] , Zhikov et al. [23] , Kurtz [21] (as an application of an abstract theorem), and Kouritzin [15] , [16] established averaging principles for parabolic equations and, in the latest two cases, for their derivatives. However, the uctuation problem for the stochastic averaging of parabolic partial dierential equations has hardly been addressed. Suppose u " and u are the continuous, bounded, <-valued solutions to second-order parabolic equations with the specic forms @ t u " (t; x) = X i;j a ij ( t " ; x ; ! ) @u " (t; x) @x i @x j + X i b i ( t " ; x ; ! ) @u " (t; x) @x i ; " > 0 ; (9) @ t u(t; x) = X i;j a ij (x) @u(t; x) @x i @x j + X i b i (x) @u(t; x) @x i ; (10) subject to u " (0; x ) = u (0; x ) = ' ( x ) and a ij (x) : = Ea ij (t; x); b i (x) : = Eb i (t; x) : (11) Then, Watanabe [22] shows under strict stationarity and many other conditions that 1 p " (u " u) converges weakly in C([0; 1); S 0 ); S 0 being the space of tempered distributions, to a generalized Ornstein-Uhlenbeck process. In fact, Watanabe's theorem requires a limiting technical assumption (see assumption (A.VII)' in his paper) and uniform boundedness of the coecients with respect to !. In this note, we explore a far more general weak convergence theory for the classical (see e.g. Chapters 1 and 9 o f F riedman [11] or Chapter 1 of Eidel'man [7] ) arbitrary-order parabolic partial dierential equations @ t u " (t; x; !) = X 0 jkj2p
A k (t="; x; !) @ k x u " (t; x; !); u " (0; x ; ! ) = ' ( x ) ; (12) where p 2 N, and fA k (;x); 0 g is a C NN -valued stochastic process for each x 2 < d and k 2 N d such that 0 j k j : = k 1 + k 2 + ::: + k d 2p. Suppose h is any constant in the interval (0; 1) and u is dened by @ t u(t; x) = X 0 jkj2p
Then, a weak invariance principle for " h 1 (u " u) i n C ([0; 1); H 2 ), H 2 being a Hilbert space of functions, will be established without the need for any specic dependence, moment, or stationarity conditions. Our main result states that a weak invariance principle for " h 1 (u " u) exists provided there is enough regularity t o prove there are pathwise unique continuous, bounded solutions to (12) and (13) (14) as " ! 0; H 1 being a Hilbert space to be dened in Section 2: Under these conditions, " h 1 (u " u) will be shown to converge in distribution to the mild solution of @ t b y(t; x) = X j k j2p
Unfortunately, neither the classical theory for parabolic equations nor the classical Sobolev spaces are quite appropriate for this general invariance principle transfer method. For example, to obtain "-independent bounds on the fundamental solutions to (12) from the theory in e.g. Friedman [11] Chapter 9, one would require an assumption like:
(A) For each jmj = q; (the principle coecient) A m (t="; x) is continuous in t uniformly with respect to (x; t; ") 2 < d [0; 1) (0; 1]:
This would not allow our principle coecients to depend on t or ": Fortunately, i t i s shown in Kouritzin [15] that Assumption (A) can be avoided if one imposes a slightly stronger parabolic condition on (12) . Similarly, the classical Sobolev-type spaces were found inappropriate for H 1 and we w ere forced to choose a new Hilbert space that can be thought of as an extension of the fractional Sobolev spaces on bounded domain (see Section 6.8 of Kufner et. al. [20] (15) . An important advantage of our general conditions and this \invariance principle transfer" approach is that the analysis includes non-semimartingale, non-Markov limit objects n b m o jmj2p like fractional Brownian motions which are typical for long range (in t) dependent coecients. In the special case where semimartingale conditions prevail the limit can be represented as a classical stochastic integral or by standard notions of linear stochastic partial dierential equations (see Kouritzin [17] ).
Our approach is to bend a few powerful theorems from the general theory of parabolic partial dierential equations and from contemporary probability theory with a modest amount of analysis and Khas'minskii's method of decomposing stochastic averaging processes like " h 1 (u " u) i n to a principle part z " and an \error" process v " :
= z " " h 1 (u " u) : With the appropriate denitions and the weak invariance principle assumption in (14), we nd that the convergence of the principle part follows relatively easily and our real challenge is to show that (14) implies that the error process v " converges in distribution to zero. To this end; v " is expressed in terms of the fundamental solution of (12); our regularity, the weak law of large numbers hypothesis, and a theorem (from Kouritzin [15] ) on averaging for fundamental solutions are used to replace this fundamental solution with the fundamental solution for (13); and, nally, a constructive argument based on both weak convergence hypotheses and Skorokhod's representation theorem is developed to show that the modied error converges to zero.
Our proof is sketched in Subsection 3.1 and then proved in Subsections 3.2-3.3. Many of the details for these proofs have been placed into the lemmas of Section 4.
Notation, Conditions, and Result
Throughout this note, p; N; and d will be xed positive i n tegers, q : = 2 p; (16) and ;hwill be xed constants such that 0 < < 1 4 ; 0 < h < 1 : Moreover, jj will be used to denote absolute value as well as Euclidean distance in C N and < d , and kk will be used to denote the jj-induced norm for C 
Finally, L(X) will be used to denote the law or distribution of a random variable X and a m;n n;m b m;n will imply that there is a constant c > 0 such that ja m;n j c j b m;n j for all n; m: The latest notation is a natural extension to the Vinogradov symbol. As opposed to the classical work for parabolic equations where the coecients are deterministic, w e assume that (; F; P ) is a probability space and fA m (s; x); s0 g is a stochastic process on (; F; P ) for each 0 j m j q; (C2) (13) is uniformly parabolic in the sense that (C4) @ k x ' exists and is a bounded, continuous function on < d for all 0 j k j q +2:
In preparation for stating our main result we dene our objects of study and the spaces in which they live. We start our denitions with the Hilbert space on which we will prove our desired central limit theorem. 
As previously advertised, we do not impose any specic dependence, moment, Markov, or martingale approximation conditions but rather only assume natural weak convergence results. Hence, we will also require a space on which to postulate one of our two w eak convergence hypotheses. The space we utilize can be thought o f a s a n 
where u " ; uare the unique continuous bounded C N -valued solutions to (12) and (13).
Under a variety of probabilistic conditions, one nds that " m;k (t; x) satises a weak law of large numbers (for each xed (m; k; x; t)) and A " satises a weak invariance principle in H 1 . The main theses of this note are that these two w eak convergence assumptions are sucient to establish that y " converges in distribution to b y (say) and to characterize b y as a stochastic integral of the limit of the A " s. For notational convenience in the remainder of this note we let ) denote convergence in distribution. W e h a v e not imposed any semimartingale or like assumption on b k : Hence, we should explain the integration in (32). However, before we can proceed with our discussion on integration we m ust dene vector spaces of bounded, continuously differentiable functions which will play a role in this discussion as well as the proofs in the sequel. 
Remark 2. The diculty that has arisen is that due to singularity
only exists as an iterated integral when f 2 C 
(Obviously, the denition does not depend on the approximating sequence ff n g 1 n=1 ).
Finally, noting that our integral is a continuous mapping, we are in a position to dene our stochastic integrals and our mild solution to the limiting stochastic partial dierential equation. 
to be n P
Of course this is a natural denition because T s ; s0 has the same form as the semi-group associated with the dierential operator in (45) living on some larger Sobolev-type space. Moreover, it is established in Kouritzin [17] 3.1. Sketch of Proof. As mentioned in the introduction, our approach uses a few powerful theorems from the general theory of parabolic partial dierential equations. In particular, motivated by Theorems 9.4.2, 9.4.3, and 9.5.6 of Friedman [11] and Theorems A and 1 of Kouritzin [15] , we state the following two theorems which can be proved easily by following the development of these other ve theorems. 
for all 0 j b j < q ; l = 1 ; 2 ; :::; 0 t 1 and x; 2 < d , where " and are the fundamental solutions of (12) respectively (13) above and l : = " l . W e also mentioned that we will utilize a standard decomposition method of stochastic averaging problems due to Khas'minskii [14] . Thus y " will be treated as the sum of a \principle" part z " : = P jkjq n R t 0 T t dA " k () u k (); t 2 I o and an \error" process v " : (i) We rst sketch h o w w e will prove that v " converges in distribution to zero. Indeed, it follows from integration by parts and Theorem A that v "r (t; x) = X j k jq where the e F j r are bilinear forms to be dened on (57), (58), and (60) of Subsection 3.2 in terms of the above fundamental solutions: Next, in (64) of Subsection 3.2 we use classical type bounds (see Lemma 14) in conjunction with Lemma 15 of Section 4 and tightness for fA "r k ; r = 1 ; 2 ; :::g to reduce convergence of the rst term of (52) to showing that z "r converges in distribution to zero in the appropriate sense. The proof of this in turn follows largely from the work in Kouritzin [16] (see Theorem 13 of this note). For the second term in (52) we employ a subsequence method to replace our weak law of large numbers assumption (34) with almost sure convergence and use Theorem B pathwise along with Lemma 15 of Section 4 to conclude in (68) of Subsection 3.2 that this term also converges in distribution to zero. For the last term in (52) we let k = k 1 +k 2 and nd by S k orokhod's representation theorem and a constructive argument that we can redene a subsequence of n A "r k ; @ k 1 A r m ; r = 1 ; 2 ; ::: o on a new probability space where our weak invariance principle is replaced with almost sure convergence and we h a v e desirable almost sure bounds. Then, the third term is also shown to converge to zero by continuity, approximation, and integration techniques.
(ii) In Subsection 3.3 we show that the principle part z r converges in distribution to b y by showing z r is a continuous function of A "r and using our imposed weak invariance principle assumption again with the continuous mapping theorem. Due to the way that we h a v e dened our stochastic integral, the limit of the L(z r ) i s L ( b y ). Our proof will follow these two steps in Subsections 3.2 and 3.3 respectively. Many of the details have been relegated to the supporting lemmas of Section 4. for some collection of integers fc k 1 ;k 2 g and all 0 j k j q; where P 
First, on the basis of (73) 
for <-valued random variables e C (independent o f l; n; ) and e c (independent o f l;n). 
for all x 2 < d ; t2I;where 
Supporting Results
This section contains eight previously-referenced results, many of which are partially proven elsewhere. In this case, to avoid duplication, we will only supply the necessary references and changes. Our rst lemma is used in ( ) and (ii) C(I; H 1 ) is a separable Banach space.
The following lemma is used in the statement of Theorem 6 and Denitions 7-10 of Section 2; and (54), (56), (64), (68), (89) (61) [16] . Moreover, using (109) and (110) as well as the proof of Lemma 2 (ii) of [16] , one nds that ju b+l (t; x) u b+l (t; x 0 )j [16] ) and the rst bound in (ii) follows from the proof of Theorem 1 of Kouritzin [16] . Of course, the second bound in (ii) follows from the rst, (i), Condition (C3), and @ t z r (t; x) = X j k jq
Turning to (iii) and (iv), we nd that for any subsequence f" i g 1 i=1 of f" r g 1 r=1 there exists by the method of (65-66) further subsequence f" j g 1 j=1 such that j m;k (t; x) j!1 ! 0 8t 2 I;x2 < d ; j m j q;jkj q + 1a.s.
(114) Now, comparing (62) with (10) in [16] , one can see that the proof of Theorem 1 of Kouritzin [16] will also establish that " 
(ii) k@ (x; t ;)k C ( t ) [11] would follow (for 0 j s j q without Assumption A of the introduction) from the considerations on p. 249 (top) and pp. 245-6 of [11] . (iii) would follow from the arguments on pp. 261-3 (top) of Friedman [11] in the special case a = m = 0 in his proof. Hence, it remains to show (121). However, the case s 0 has already been proved in Equation (152) 4 be as dened in (61) 
Then, k l k 3 ! 0 as l ! 1 .
The following lemma is used in (73-75) of Subsection 3.2.
Lemma 19. Let X;Y be complete separable metric spaces. Suppose that fX n ; n= 0 ; 1 ; 2 ; :::g is a X-valued process dened on a probability space (; F; P )and for each n 0; ( f X n ; e Y n ) T is a X Y -valued random vector dened on probability space ( e n ; e F n ; e P n ) such that: L( f X n ) = L ( X n ) for n = 0 ; 1 ; 2 ; ::: Then Let Z 1 ; Z 2 ; Z 3 be c omplete separable metric spaces. Suppose P 1 and P 2 are p r obability measures on B(Z 1 Z 2 ) and B(Z 2 Z 3 ) such that P 1 and P 2 have the same marginal on B(Z 2 ): Then, there exists a probability measure Q P 1 ;P 2 on B(Z 1 Z 2 Z 3 ) such that the marginal of Q P 1 ;P 2 on B(Z 1 Z 2 )is P 1 
