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CHAPTER I
INTRODUCTION
The wealth of experimental data available today on electronic work
functions of bare metal surfaces 1 is not at all matched by theoretical
calculations of same. In fact, the total electron work function has
been calculated from first principals for only one metal, Na, in a
classic work by Bardeen. 2
There have been numerous empirical correlations made relating
the electron work function of metals to atomic volume, compres-
sibility, the first atomic ionization potential, the energy of the lattice,
surface energy, and elect ronegativity. These efforts are enumerated
by Samsonov et a1 3 (see also Dobretsov et a1 4) .
But the initial step towards a calculation of work function was
made by Wigner and Bardeen. 5 They showed that the work function
can be broken up into two parts, the first depending on bulk properties
of the metal and the second representing the effect of the electrical
double layer formed at the surface. Wigner and Bardeen then calcu-
lated semiempirically the part of the work function depending on bulk
properties for the alkali metals.
1
2Herrin^6 reviews the subsequent efforts through 1949 to calculate
the electron work function. Calculations made after 1949 are re-
viewed in the remainder of this paragraph. Oldekop and Sauter 7 at-
tempted to calculate the correlation energy contribution to the work
function. They assulae the charge density distribution is given cor-
rectly by the Thomas Fermi equation, and then calculate the electric
field due to the deficiency of electrons around the electron that is to be
removed. They find that their "polarization" interaction is almost as
large as the experimental work function for the alkali metals. They
could have much more easily (and more accurately), made use of
Wigner's interpolation formula a for the correlation energy and
Koopmans's theorem 9 to arrive at the above conclusion immediately.
A semiempirical calculation of the double layer of metallic surfaces
using a one electron scheme was performed by Garron. 10 M. Kaplit11
computed the effect of grain orientation on the surface dipole layer of
tungsten in the presence of extremely high electric fields (0. 1 to
10 V/A), and Wider zero field conditions- --ALthough he included
both correlation and exchange energies, his results were disappoint-
ing. He found it necessary to assume 0. 3 free electrons per atom
under the zero field condition and 0. 95 free electrons per atom under
the high field condition in order to obtain the correct work function
differences between grain orientations. These values are of course
not consistent with each other and certainly not with the valence of the
iIWO
3
tungsten atom, which is 6. It is felt here that the main source of
his inaccuracy was the use of the Weizsacker 12 inhomogeneity
correction. The coefficient of this term has been shown to be nine
times too large, 13 and one would expect that grain orientation effects
would depend heavily on inhomogeneity expressions. Still, this is an
important work since it is the only effort to include exchange and cor-
relation energies in grain orientation studies that exists. Finally,
Dubjko et a1 14 claim to have calculated the part of the work function
depending on bulk properties of the metals with atomic numbers be-
low 40. However, their scheme obviously is not applicable to metals
since they find it necessary to assume that the removal of an electron
from a metal is equivalent to removal of that electron from a given
metal cell (Wigner and Seitz Polyhedron 15 ), without disturbing any of
the other cells. But valence electron wave functions are not localized
in any one cell, and are in fact spread out over many cells. In the
free electron model, on which they claim their theory is based, the
valence electron wave functions are spread throughout the entire
metal.
This concludes a review of electron work function theories. In
summary, a self-consistent many electron calculation of the elec-
tron work function including exchange and correlation energies in
computing bulk and/or surface contributions has been done  for
only one metal, Na.
4Another quantity which characterizes the surface region of a metal
is the surface potential. Experimental and theoretical efforts to
determine this quantity are reviewed by Herring et al, 16
Juretschke, 17 Bardeen, 18 and Gerstner. 19
The most sophisticated calculation of the surface potential was
done by Loucks and Cutler. 20 They use a Bohm Pines formalism to
calculate the one-electron potential energy in the surface region of Na
for a number of values of screening parameter. However, complexity
forces them to make the following assumptions among others: first,
they neglect the effect of the electrical double layer, and secondly they
place an infinitely high potential barrier at the surface in order to ob-
tain wave functions. It is seen later that the first approximation may
not be too damaging in the case of Na, but would certainly not be use-
able for the higher electron density metals . The second approximation
of course makes self consistency impossible.
A third quantity of interest in surface physics is the surface
energy. A number of thorough reviews of experimental and theoreti-
cal determinations of this quantity for metal surfaces are avail-
able. 21-25 It is best to start with a quote from Semenchenko, 25
We consider it necessary, however, to emphasize once
more that at the present time a reliable test of both theoreti-
cal and empirical formulae is impossible on account of a lack
of experimental data.
NO
5With the preceding sobering and not always mentioned thought in
mind, let us note first that empirical theories of surface energy are at
present enjoying considerably better agreement with experimental
data then are the more basic calculations. 26927 A rule of thumb for
calculating surface energies was put forward by Sugiyama 28 which is
fairly accurate but at present lacks theoretical justification. The
most successful theory to date is that of Zadumkin. 29 He assumed
the number density distribution of electrons at a metal surface can be
adequately represented by the Thomas Fermi result. Then including
exchange, correlation, and Weizsacker energies, he calculated sur-
face energies on a one dimensional model. He made a number of
corrections, in addition, so that his one dimensional scheme might
tend to better describe a three dimensional reality.
This completes the review of background naterial pertinent to this
thesis. It will now be made explicit just what is desired to be calcu-
lated here. The metals to be studied will he the alkali metals, the noble
metals, Mg, Al, and selected transition metals. For these metals a
self consistent calculation of the electron work function will be made.
This will be a many electron theory which will include exchange and
correlation energies in computing self consistently both the bulk and
surface contributions to the work function. In addition, electron num-
ber density distributions and the potential energy of an electron at the
top of the Fermi distributions will be computed and plotted in the sur-
6face region. The potential energy will be self consistent and will in-
elude coulomb as well as exchange and correlation potential energies.
Lastly, primarily for purposes of comparison with the only available
calculation of this type 2 and for further clarification of the model, the
surface energy will be calculated. The surface energy calculation will
be a self consistent many electron scheme.
For all of the above computations, only quantities available from
the periodic table will be used. This necessitates a rather crude
model, that used by Bardeen 2 and described in section IV.
The method used will be a statistical theory of an inhomogeneous
electron gas. There has been much use of statistical schemes in
nuclear, atomic, molecular, and solid state physics, and considerable
improvement of the method since Thomas 30 and Fermi31 brought it
forth 41 yr ars ago. Two complementary reviews of the statistical ap-
proximation in quantum mechanics are available, the first by March32
and the second by Gombas. 33 Recently, there have been important
advances made in terms of systematically improving +he accuracy of
the statistical theory of the inhomogeneous electron gas. In the
Hart-ee Fock approximation, three authors 13, 34, 35 have by seemingly
independent schemes used expansions in powers of ^L to obtain
identical inhomogeneity and exchange corrections to the Thomas-
Fermi energy. The exchange correction is identical with that first
w 36proposed by Dirac,	 and the inhomogeneity correction is of the same
7form as that proposed by Weizsacker 12 but has a coefficient 1/9 as
large. Although their Thomas-Fermi equations with quantum correc-
tions have been found to be unreliable, 37 their total energy expres-
sion38, 40 and electron number density distributions obtained by apply-
ing a variational scheme to it have shown phenomenal improvement
over uncorrected values. Schey et a 137 propose that the reason for
this is that while they suspect the expansion for the density is asymp-
totic, they feel the energy expansion is less asymptotic since it is an
integral of products of density expansions.
Other suggestions have been offered 41942 for improvements to
the Thomas Fermi equation. But a very powerful and general statisti-
cal theory was introduced by Hohenberg and Kohn 43 (HK), in 1964
which provides a legitimate basis for many of the ad hoc schemes of
the past and for making systematic corrections to them. In their
theory correlation effects come in quite naturally. They prove that
the ground state energy of an interacting inhomogeneous electron gas
in a static potential v(r) can be written in the form
(1.1)
where n(r) is the electron density and G[n] is a universal (valid for
any number of particles and any external potential), functional of the
8density. They show, moreover, that the above expression is a mini-
mam for the correct density function n(r). Thus it remains to find
the function G in order to be able to describe quite general inhomo-
geneous systems.
HK determine G[n] for two cases: first, for a gas of almost con-
stant density, and secondly for the case of a slowly varying , but not
necessarily almost constant density. The latter scheme is what we
will make use of in the surface region of metals. For slowly varying
densities, HK write G[n] with some confidence in terms of a gradient
expansion as follows:
C M7 = q ^^ 3 ,L 1d
(1.2)
where
(1.3)
and where
go = kinetic + exchange + correlation energy density of a uniform gas
of density n C^-) .
Fortunately, the theory of uniform electron gases has progressed
considerably and there are a number of interpolation formulae avail-
able for the correlation energy density of a uniform electron
gas . 44, 45 It should be noted, however, as HK point out, that as
9such the above gradient expansion does not include quantum density
oscillations such as Friedel oscillations or atomic shell structure.
In addition, they show that there are no terms containing odd orders
ofpin since gr f n7 must be invariant under rotations about r.
Theref ore,
z
Then using a random-phase expression for the electronic polari-
zability, HK determine that
U (-z)	 ^/7Z/41	 (1. 5)
which is exactly the coefficient derived in the Hartree Fock scheme by
Kompaneets, et a1139 34, 3 5
Up to now we have not worried about the existence of convergence
of the gradient expansion. Fortunately, HK did worry about this. 46
They note that in general the series does not strictly converge. But
they expect it to be of some utility for sufficiently small values of
VA //1'1 . It is not unusual that a divergent infinite series may be of
some use in physics. For instance it is found at time that the first
few terms of a diverging series give quite useful answers. For a
mathematical introduction to this see Erdelyi's 47 book. For a physi-
cal example of this see Kaempfler. 48
It is a simple matter to show that, e. g. , for Bardeen's resultant
n(r), relation (81) of H. K. is not satisfied, and thus in this case the
gradient expansion does not converge.
10
So we have a situation here which is uncomfortable, but not fruit-
less. Keeping only the first term g o on the right in equation (1. 5),
we have a scheme which was first suggested by Gombas 49 and later
extended by Lewis 4l and Erma. 50 This scheme has been quite use-
ful. 50,55 Also, as mentioned earlier, inclusion of the next tern138, 39
as derived using the RPA (see eq. (1. 5)), can lead to noticeable improve-
ment, at least in the Hartree Fock approximation. Further, Kohn and
Sham 51 have developed a statistical theory based on the gradient expan-
sion which includes quantum density oscillations. This was applied
to atoms by Tong and Sham. 52 Quite accurate values for energies
and electron number densities were obtained and, as expected, the
shell structure was reproduced. For completeness it should be men-
tioned that Kohn and Sham have extended these ideas to include the
possibility to compute single-particle-like excitations. 53, 54
Thus the ground work is now laid so that the remaining chapters
can be previewed. As mentioned earlier, it is desired to calculate
m e t al surface properties. Thus in Chapter II the applicability to
metal surface physics of the homogeneous scheme, i. e. , of keeping
only go in equation (1. 4), is evaluated. We try this first because
it is a very simple scheme which has met with success in other
areas. 50, 55 Chapter III is devoted to the description of g(2)
(eq. (1. 5)) . That is, it is determined there what part of the first
r
inhomogeneity correction is kinetic energy and what part is potential
i
rI 
energy. This information is useful in defining a one-electron potential
energy. chapter IV gives the quantitative application of the statistical
theory to a number of inetals.
12
CHAPTER II
SOME GENERALITIES AND LIMITATIONS OF THREE
COMMON APPROXIMATIONS TO THE STATISTICAL
THEORY OF THE ELECTRON GAS
Despite the successes previously mentioned of statistical theories
which neglect inhomogeneity corrections, there are some areas to
which they do not apply. For instance, Balazs 56 showed that these
types of theories will never describe a stable molecule or molecular
ion. But it is being used at present in metal surface physics. 57
Thus it appears that a basic investigation of its applicability in
predicting the dependence of the electron work function on metal sur-
face properties is in order. It will be shown below that the theory
predicts that the electron work function is independent of the system.
Experimentally, it is well known that the electron work function is
strongly dependent on surface grain orientation, on the amount and
kind of impurities absorbed on the surface, and on the substrate spe-
cies. The basis for this shocking failure will be shown to be the
requirement of finite domain for systems described by this theory.
It is general practice to limit electron density distributions to
finite domains when treating them with the statistical approximation
neglecting inhomogeneity corrections. 58 However, a general proof of
^^C6' L, .: -. -:., ..
	 °Y^.^.,...- __•-_ +	 .....^^._..^..,.	 __... _	 _	 _.	 _ _	 _—.	 __. _ .^.-:^:-:—^w.^'^.'+^!'s ^.^.w^•..,^ARy.r.:,^y^„^,,.,.,.,.. 	 .1wwy..... y.y..y,
__ _	 e_.^.—_ _may . _.3^r._^►^_..`	 _ t	 _	 ^ _.
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the necessity of a finite domain has never been offered. * It will now
be shown that at least certain of these schemes must be limited to a
finite domain and the boundary electron density will be found. The
proof will be made for a general three-dimensional electron gas, but
the interpolation formula of Wigner as corrected by Pines 60 for the
correlation energy will be used since it is desired to apply the result
to metal surface physics. From equations (1. 1) and (1. 3), we have in
this scheme (hereafter referred to as T. F. D. G. for Thomas Fermi
Dirac Gombas).
 f[ -5-13 	 41
V C	 K	 A	 3 j
--t- 
y2 ff I - 4it	 f	 (2.1)
kinetic energy coefficient
= exchange energy coefficient
where
X K = 3/10(3702/3
3 3 1/3
X 
_ 4 T-
Y 1 = 0.056	 = correlation energy coefficient
_/2 = 0.079	 = correlation energy coefficient,
and atomic units are used.
* The closest anvoone has come to a general proof is the thinking
offered by Sheldon. 59 Neglecting correlation energies, he proved
that neutral and positively charged systems must be limited to a
finite domain. He also found the boundary density under the assump-
tion that it is independent of position again neglecting correlation
energies.
14
The energy minimization principal of HK62 yields
^	
'eY EM
	
(2.2)
S,V\
213+ 413 -
rl 
zi3 _ 413 XA ^ `^ _ Y ^^	 z	 4-
+	
-== 0
(2.3)
where
(P (,A-) -=
Rewriting equation (2.3) one obtains
r^
3 K
	 41 L I,4 +- (a,=4,n^3^z
(Y:+m
4- 410
(2.4)
-10
a
15
or
1
^Yl k3 _ '9 — 113	 ± ^ s —	 t ^'n +^	 (2.5)0
where
=
 C
3	 3/1
^SxK)
2 ^i
4 [.^^q ^" 3ia t ^ 1
^ 5 YK
YI /'rk -Xf3
Z
It remains to choose the sign in equation (2.5). First, from
physical reasoning one would expect n to be continuous within the
domain of the system. Thus, if there is to be a sign change at some
point on the R. H. S. of equation (2. 5), it must occur on the closed
surface where
Z - ^4- /"+ =DI 	(2.6)
or
/Vt _ ^o 3^
	
(2-7)
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But n must be real to be physically meaningful. Hencc, every-
whKe on the aforementioned surface the following equation must hold
Z	 ^" ". tC1> (2.8)
where
n _ unit vector normal to the surface
There are, in fact, three roots to equation (2. 7). Two are com-
plex and one is real. The two complex roots are, of course, non-
physical and the one real root is 0. 12.
Hence, we have two equations (eqs. (2. 6) and (2. 8)), and three
unknowns (x, y, and z). In general, two equations containing three
unknowns can be satisfied on a line only. But if the sign in equa-
tion (2. 5) is to change on a line in space, then n cannot be continuous
(the + and - regions have to be separated by a surface to maintain
continuity).
However, one might ask whether the mathematically remote con-
ditions for the existence of this branching surface are as remote
physically. To answer this, consider an atom or a system of atoms
as in a solid or gas. Near the nuclei, -(p becomes very large and
positive so that the plus sign must be used in equation (2. 5) in order
for n 1/3 to be positive. Thus it is some distance from the nuclei
before there is any possibility of existence of a branching surface.
But equation (2. 8) states that 0 co • n = 0 everywhere on this surface.
O
MA
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The statement is exact when correlation energies are neglected and is
true to a good approximation 33 when correlation energies are included.
Additionally, one obtains from equation (2. 6) that
everywhere on this surface (g = 0 so that n -- 0 at large distances).
In sumraary, one obtains that the physical conditions necessary for
the branching surface to exist are:
1. The system must be negatively charged.
2. There must be a surface surrounding all the nuclei everywhere
on which n 1/3 = 0. 12 and the potential is (f 2 + g) 1/3	 and the
n	 =- 0. 12
electric field is zero.
Thus one can see that a system for which the branching surface
can exist is a very special one indeed.
Thus, in general, one must choose one sign and use it for the en-
tire domain of the system. The choice must be the positive sign so
that n will be positive in region where cp becomes very large (e. g. , in
the region near the nucleus of an atom). Also, a positive sign must be
chosen so that equation (2. 5) gives a positive n when exchange and
correlation energies are small or neglected, on the basis of the cor-
respondence principal. Therefore,
r18
^?r	 (2. 9)
Since 2f/an 1/3 < 0, it is clear from equation (2. 9) that the smal-
lest value that n can take which satisfies same is a root of equation
(2. 7), which we have seen to be 0. 12. Therefore,
But any physical system has a finite number of electrons.
(2. 10)
There-
fore, from equation (2. 10) T. F. D. G. systems must have a finite
domain. Of course, the same conclusion can be made for T. F. D.
systems.
Now let us see what the boundary value of n is. As mentioned
in Chapter I, HK show that the energy functional E (eq. (1. 1)), as-
sumes its minimum value for the correct n(r), if the admissible
functions are restricted by the condition
NH= 1---n (n) 'Zn = N -	 (2. 11)
Thus we must choose the domain of the system as well as the dis-
tribution within the domain to be such that the energy functional is
minimized. The approach that we will follow is similar to that used by
Sheldon, 59 except that we will not assume that the boundary density is
independent of position and will include correlation energies. t
Boundary values have been found only by Gombas, 23 Bonet and
Bushkovitch, bb and Sheldon.	 Gombas has only considered spheri-
cally symmetric systems and obtained only an approximate value
when correlation energies were included. Bonet and Bushkovitch's
assumptions were more restrictive than Sheldon' s (see preceding
footnote).
19
Let the distribution which minimizes E be confined within the
volume V. Now, let us consider another distribution which also satis-
fies equations (2. 11) and (2. 2), and which is confined within the
volume V + dv, where dv an infinitesimal increment in V. Let
T
zz
Y ^	 Y	
dA
 
)/V1 (L
(2-12)
and
wr
1
dnr y
k"	 (2-13)
20
where the starred quantities refer to values obtained with a volume of
V + dv, and where
_ F + ^^.	 (2.14)4^e	 Y
Since n(r) satisfies equation (2.2) within the volume V, one obtains
Y
But for the correct n(r) we have, following HK,
E* . it=-- = C;
Therefore
+	 I	 o
Y T
or
OtA
(2.15)
rat;
A
21
Since dv is an infinitesimal volume, one can, in the spirit of
differential calculus, neglect the R. H.S. of equation (2. 15). Com-
bining this with the fact that n* must satisfy equation (2.2), one
obtains
04Ar	 (2. 16)
Equation (2. 16) is a perfectly general equation for determine the
boundary density of any T. F. D. G. statistical system. If a correla-
tion energy expression other than Wigner's is desired to be used,
arriving at an equation corresponding to equation (2. 16) would be
quite straightforward, with only the third term in the brackets being
diffe rent.
Again, according to HK (eq. (2.2)), the energy functional is to
be minimized with respect to all small variations from the correct
n(r), provided equation (2. 11) is satisfied. Thus, one is free to
choose
off" _ AZ eo4-,*- B	 °t
for all coordinates r, 0, and 0 of the bounding surface. Thus
equation (2.16) implies
r22
— Z X 
^"3(A 8 ^ +^( /1"	 ) +
for all coordinates r, &, and ^ of the bounding surface. Therefore,
The root n = 0 is thrown out, since it has been shown that
n > 0 (see eq. (2. 10)). Thus, it remains to solve the equation
/YL	 ( 2
	
Y'4 ) ZI.? +	 2- _ r
 
ZXlk	 xK
,XA vi 2t 01 ai	 Q
^xK
(2. 18)
Equation (2. 18) has three roots, two of which are complex and
hence thrown out. The real root is
 
^ 
= o. 14
^b (2. 19)
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Thus the boundary density for all T. F. D. G. systems is the same
and is in fact independent of position on the boundary.
In like manner, neglecting correlation energies (^'1 = 2^ = 0), one
finds (commonly called the T. F. D. scheme),
d	 Zx^
and neglecting correlation and exchange energies (Thomas Fermi
approximation), one obtains
tit y3 = Db
as expected.
Let us now apply the above result to a calculation of the dependence
of electron work function,(^e , on surface properties of metals. The
electron work function is defined as2
^^ =	 (2.20)
^^ o
where the subscript 0 is used to indicate that the net charge of the
system is zero.
As pointed out by Hulthen 63 equation (2.2) implies that
^Al
therefore
19e, = —^	 (2.21)
Thus, if 
^Oe is to depend on surface properties, then M must1
depend on them. From equation (2.3), one has
24
Xk
e ^
	 6
a; (M^ 3 ^^ dim` f)
C ^, f ^b^ 2
(2. 22)
where the subscript b indicates value on the boundary of the system,
as before.
It is clear, then, that the boundary of the system represents an
equipotential surface. Thus, as pointed out by Sheldon, 64 since the
system is neutral and since there is no charge outside the system,
C^ = constant on and outside the boundary,
But we are free to set arbitrarily 	 = 0 at an infinite distance
from the system. Then nothing on the R. H. S. of equation (2. 22) de-	 y
pends on surface properties, and therefore the electron work function 1
is independent of the physical system in the T. F. D. G. scheme or the
T. F. D. scheme.
It will be seen that this disappointing result does not mean that
statistical theories in general are not useful in surface physics.
Some indication of the direction to go next is indicated by Balazs, 56
who showed that the addition of the first inhomogeneity correction
yields stable homonuclear, diatomic molecules at least.
25
There are, however, two available ways to include the first
inhomogeneity correction. That is, one could turn to the expan-
sionl3, 34, 35 schemes for n or to a direct variational method. 38,40
Both theories apparently satisfy formally the postulates of HK
enumerated in Chapter I. But the former method has been found
lacking, 37 and, in fact it can be easily shown that it will also predict
that cpe is independent of the physical system. To see this, let us
look at equation (16) of reference 34 for the case of a neutral metal.
Should one choose the arbitrary constant in the potential energy so
that the latter vanishes at infinity, then in order for the electron num-
ber density to vanish at infinity the constant E  must be zero, as
pointed out by Kirzhnits 34 . But Kirzhnits shows that E o is the
energy of the maximum filled level. Thus it is clear that the expan-
sion schemes for µ predict that the electron work function is zero,
even when the first inhomogeneity correction is included.
So we are left with the direct variational method. 11. 10 intelligently
apply this method, however, it will be shown to be useful to know what
part of the first inhomogeneity correction is kinetic energy, and what
part is potential energy (see equations (3.2) and (3. 6)).
A
^#^P.
CHAPTER III
EVALUATION OF THE FIRST INHOMOGENEITY CORRECTION
TO THE POTENTIAL ENERGY AND THE CORRESPONDING
ONE-ELECTRON POTENTIAL CONTRIBUTION
It is desired in this chapter to consider the first inhomogeneity
correction, 9 22) (n) C ii ` 2 dr. It will be determined here what
part of this term is kinetic energy and what part is potential energy.
But before beginning this derivation, let us make clear the value
of knowing the potential energy contribution of the first inhomogeneity
contribution. It will be seen that it can be used in a one-electron
formulation of the many-electron problem.
The one-electron formalism has been much used in the descrip-
tion of atoms and solids. It has been the basis of, e. g. , the band
theory of solids, the central field approximation of atomic physics,
and the surface potential at a metal surface.
Attempts have been made 65 to determine under what conditions a
general set of equations such as the Hartree Fock equations is a
scheme in which each electron moves in the same potential.
Recently, Kohn and Sham 66 (KS) have succeeded in formally re-
placing the many-electron problem by an exactly equivalent set of
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self-consistent one electron equations. To do this, they make use of
the theory of HK expounded in Chapter I of this thesis. They note
that G [n] can be written as
G Le-A l = —Fr E-"] + ryc Le+-k)
where Ts Enj = kinetic energy of a system of noninteracting electrons
with density n(r) (it follows from the theory of HK that it can be
written as a universal functional of the density), and Ex4nI =
exchange + correlation energies of an interacting system with density
n(r) .
-1W
Then from equation (2.2), one obtains
SS ,"	 S-"n (3^	 )
KS point out that the above equation is exactly the same as
one would obtain for a system of noninteracting electrons,
(3. 1)
moving in the potential SExc [n]/bn(r). Thus the n(r) which
satisfies the equation (3. 1) also satisfies
+'	 )	 ^^^)J	 c	 (3.2C  	 )
with
AJ
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Thus, as promised, KS have shown that the many-electron prob-
lem is exactly equivalent to a set of one-electron equations.
But as before, it remains to find E xc[n]. In the spirit of HK's
gradient expansion, they expand Exc[nj and Ts [n3 as
c z)	 i
Ex f..^] = E XcLA^7 At o^ ^' Ex c ^~`^	 o f ... ) (3.3)c
-2-/3	 44)	 ',,t4
S	 (3. 4)
where
^,,,
r ^]L r 3^ o 3 	 211 + 6Xa (--") j -*tL
(3.5)
consistent with equation (1. 4) .
^	 1
Of course,
	 (n^^ iyt = — 3/	 4^3,rr ' ^YL S E^ ^'^'' «^)/K where
xc	 ^ 
Ec(n(r)) n _ correlation energy density of a uniform electron gas of
density n.
As pointed out earlier, F c is a reasonably well known
quantity. 44, 45 Thus HK note that when one can neglect or chooses
to omit all but the first term on the R. H. S. of equation (3. 3), then
the one-electron potential is a known quantity
s
29
-- 
3 3^, y3 - f- ^	 /l'l ^'^ C ten ) ,C	 ^
The contribution that will be made here is that the term
^xC Cam) p ^c 2 will be found, and its contribution to the
one-electron potential,
(3.6)
will also be f ound.
The result will be obtained under the assumption that HK's
random-phase expression for g(2) is valid as given by equation
(1.5). However, should a more accurate expression become
available at a later date, a similar proof could be carried
through.
A comparison of Kirzhnits 32 first inhomogeneity term in his
expansion in Dowers of n of the Hartree total energy and that
in Eq. (2.2b) shows that they are identical. Thus, the first
inhomogeneity term contr-.butes only to Tjn) in the RPA.
So, to 0( Jv_ nj 2 ) in E ,
v
3 y3 3 -^-	 C/Yl Ec(M)>	 >	 >
w;-f44, ^, -/t. R. ^ :^. o ^ /I K
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CHAPTER IV
AN APPLICATION TO THE SURFACE REGION OF METALS
As promised in the introduction, the statistical theory of HK
will be applied to the surface region of metals. The model used for
the metal will be the same as that used by Bardeen, 2 the "jellium"
model, as Herring ?4 named it. This model has been much discussed
in the literature. 17 9 74-77 It is a model in which the positive charge
of the . metal ions is replaced by a continuous charge density which is
uniform over each cell. For bulk metal computations, this is more
commonly known as the "Free Electron" model. The surface of this
"jellium" is taken to be planar. Justification for this is that as
pointed out by Kelley,.
 6 usually only the most energetic electrons
have wave functions of periodicity at all comparable to that of the
atoms in the surface plane. Thus it seems reasonable that the elec-
tron density generally will reflect only weakly the bumpiness of the
atomic arrangement. However, it must be remembered that, e. g. ,
electron work functions can vary by as much as several tenths of an
electron volt with surface grain orientation. Also, one might be
skeptical about applying this "Free Electron" model to other than
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simple metals. However, recent experiments?$, 79 on the transition
metal surfaces W, Re, and Mo indicate that even these metals, which
have such complex bulk characteristics, are well represented at least
for some surface properties by a "Free Electron" model in the sur-
face region. The valence band, it is found, must be chosen wide
enough to accomodate all the valence electrons. This is heartening
news to the surface physicist since an overwhelming majority of the
data in surface physics is taken on refractory metal surfaces.
Finally, a warning on the use of this model in the calculation of sur-
face energies should be given. It has been pointed out by Herring80
that it is not fair to compare the surface energv of a "jellium" metal
with an actual metal of the same electron density. This is because
the surface energy is defined to be the change in energy when the
metal is cut in two, divided by the new area created. But Herring
suggests that this chopping continue until cubes are formed which
contain a charge equal to the number of valence electrons per atom of
the actual metal. The amount of work done in separating these
"jellium" atoms should approximate the cohesive energy of the metal.
But especially the complex atoms obvious-l y are not well represented
by a uniform cube of positive charge. Herring points out through a
simple-minded relation between energy of cohesion and surface energy
that, because of this, even for the simple metal Na one would expect
predicted surface energies to be too small by about a factor of 1/3.
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Because grain orientation effects are not included here, it is felt
justified to use the aforementioned "direct" scheme of HK (eq. (2. 2)).
It is to be remembered that this method does not include quantum
oscillations but they should be an effect of the same order as grain
orientation effects. If at a later date grain orientation effects are in-
cluded, the considerable added complexity of HK's alternate scheme
(eq. (3-2)), may ue warranted.
Thus the formulation is hatched from equation (2.2). The cor-
relation energy density in the surface regions of metals is repre-
sented 811 82 by the interpolation formula of Wigner as corrected by
Pines. Therefore,
C	
3TTf/ft
	
rIA- otA —
'lJ"
3 3 "3f 4^3	 AK(a)^(61)^^-
^-	 r
//	 z
	
. CS` /n 9/3	 ^-	 1^^=m) o
^r2
(, 079 +M
(4.1)
Combining equations (4. 1) and (2-2), one obtains
47".--- -
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E Z	 `	 r
s Xio 	 + 4/3 (4, 4 X10 –3 si3
_Z	 ^/3 1 L
Cam, g x to ^'^ J
(4.2)
,0 
-2- ^O 	 M4-	 mil
	
(4.3)
where	 Z
n+ -positive (jellium) charge density
=C
1, Z<0
^ 0, Z > 0
z = coordinate taken on an axis normal to the. metal surface with
z = 0 at the surface
Since the jellium model is one-dimensional, equations (4.2)
and (4. 3) become
t	 3 Z^ 2 ^3 ^xx	 _	 3 33 ......
_	 - 
S3
--	 2	 Z,3\Z
It
(7 9 xi 0" 4-	 J
(4.4)
,..___tee..._..._.._....
	
_	 ...^.^.^_:.^..,.._.^......^. 	 __	 . _ ,^ .. ,.
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dz a	^
(4.5)
It remains to solve equations (4. 4) and (4. 5) subject to the bound-
ary conditions
C^t/^ ^^^ of ^ _ t ^
	
(4.6)
_ 	 3
1/k 
told
where n = 1, 2, .....
The results of equations (4. 4) and (4. 5) can then be used to find
the surface potential, V(1),
0 7 9 -f-
	 (4.7)
and the surface energy S7:
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i 13	 S13— /ji s^3	 -K 'vt --/N^ 5) q9 4-
3	 3 ^r^o C 
70
s	 '^3
7.9  X/o ^+/ k ^^^	 ^' 9 X /O	
^
(4.8)
V" changea in E when the jellium is cut in two - : new area formed,
and the work function ^e, 6 = - (see eq. (2.21)) .
From equation (4. 4) and the boundary conditions (4. 6), it is clear
3 ^^3
_ Z
	
y3
Cr7, 9 010 	 (4.9 )
that
z/J 2^3
__^^-^^- Z	
-4-
Since our scheme does not include quantum oscillations, the fol-
lowing paramatized solution for n seems justified.
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	 (4-10)
One can then easily find the corresponding 
f, 
using
ONO
C
to yield
2 Tr-	 77'/h,,	 L O
Z
(4. 11)
Z
	
 7T^'1^„ G	 7 7
-	 ^	 d
2
i^
It remains to find	 With our paramatized solution (4. 10),
we are assuming that the function which extremizes equation (4. 1)
belongs, to a good approximation, to the family (4. 10). It is clear
that the family (4. 10) belongs to the class of functions (see eq. (2. 11)),
which satisfies
=— / 3N [1*' I .	 -)
Thus the variational principal of HK tells us that
4. 12
^o
I
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for thv v;ilue of the parameterA for which the family (4. 10) ex-
tremizes (4. 1). Or equivalently,
(4. 13)
O^ ^o
To evaluate equation (4. 13), one must first find TIA Quite
st ra ight f orwardly, one f inds
zi3 57/3	 53 _
C,o
_ONO
- 3 (^r- + (	 Z '13
7/0 14,
	
)
Pv	 z	 3
C ^
► — in + S
	 ^ _ ^'^^' ^..
^ 3Z
-- of
	
-2 
J-4A-Z-
.n
i ro	
q	 /	 3	 --Ito 	 3	 6 36	 io 3
lJ
	 f
7?
	 a.
+ a^ 4 13
- 2^ ,,,,^ 3(^7, 9 X /fl
where	 vQ j= ?—,^; (	 2^. q X 10-
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Finding the rest of the correlation energy integral is not straight-
forward, so the following approximation is made ;
 for z < 0,
W13
^' G x i o Zip+	 _ ^: b X / ^ .^(
v
7, 9lk /D Zf-^ 3
o- Tr/ 
3^ q/3^	
3 Y 4/ 3 3 1 4i3
ZP
It is estimated that this approximation will lead to a correlation
energy from the Z < 0 region which is too large by less than
18 percent. One can easily be convinced that this will not cause
a significant error in Rio for any of the metals studied. It is even
less important when one realizes that Wigner claimed an accuracy
of only ±20 percent for his correlation energy formula. Thus,
S'`X o %
C^9X ^0 f^+l
— 00	 I
-2,s 6 X/o
^7.
-2
S. G X i o
7, q Xi 	 + ^r?T 2
I
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Combining the above equations, one obtains
(4. 14)
wlivre A, B. and C are known constants for each n+ value.
(B -	 n2 /2, C = (n+/72) In 2).	 Combining equations (4. 13) and (4. 14),
one has
z G	 (4.15)
Then from equations (4. 11) and (4. 9), one obtains
7 '	 ^37T^^ 2/3 Z/3 _3	 G3 -^-
_ Z 1/3
	 9	
_ 3
L
(4.16)
The results for ee, the dipole barrier,	 V(1), and 7-are
given in the attached tables and graphs. In all cases except Cu and
Au the number of valence electrons per atom was taken to be equal to
the recommended atomic valence as given in most periodic tables.
The number of valence electrons per atom for Cu and Au were taken
to be equal to one, since they are known to be monovalent metals.
4OR
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It is reiterated that the only empirical data made use of in this
calculation is the atomic valence and the density of atoms in the solid.
Discussion of Results
Fortunately, there is one calculation available which does solve
the Hartree Fock equations nearly self-consistently, and does include
correlation energies in an ad hoc fashion. 2 Additionally, Bardeen
uses the same model. Thus a good test of the statistical formulation
is available. This comparison is provided in Table I. The uncor-
rected Wigner interpolation formula was used in the statistical theory
for this comparison, since Bardeen used it. We see that the double
layer moments without exchange and correlation energies and without
correlation energies are larger than when these energies are in-
cluded. This underscores the need to include these energies in such
calculations. Note that our dipole barrier without correlation is very
close to Bardeen's corresponding value, but that when correlation
energies are added there is a difference of 0. 38 eV. This is prob-
"'	 ably due in part to the method Bardeen used to include correlation
energies. He himself 83 noted many years later that it greatly over-
estimates momentum dependence of the exchange correlation hole.
Another reason for the difference is that Bardeen's method includes
quantum oscillations, which lead 84 to a hump in the charge distribu-
tion which we don't obtain. This bump obviously leads to a lower
dipole barrier. Rut. as supposed earlier, the differences are of the
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same order as grain orientation effects. Surface energies were cal-
culated in this work primarily to make a comparison with that ob-
tained by Huntington 85 using Bardeen's potentials. 2 We see that al-
though the methods used by Huntin gton in calculating the surface
energy were somewhat different than ours, reasonable agreement was
obtained nevertheless. Thus it appears that the statistical formula-
tion of HK as used here is are adequate method for somewhat crude
calculations of metal surface properties . Next let us compare our
one-electron potential ( Fig. 1), with Bardeen's potentials. 86 The
comparison should be made for the potential going with electrons
near the top of the Fermi distributions (his oC = 1.0), since that is
what our potential describes. One can see that in general the re-
sults are agreeable, but that Bardeen's potential contains r riedel-
like oscillations which we knew we would rot have. Bardeen re-
quired his potentials to become asymptotic with the curve 1/4 z, which
we have sketched in figure 1. This curve is to represent an image
potential which all one-electron potentials have to go to at large dis-
tances from the metal. But there is an ambiguity in the choice of the
origin of :.uordinates in plotting the image potential. This is because
one does not really know where the classical "surface" is in relation
to the last row of atoms. This and the fact that statistical schemes
are inherently inaccurate in regions of vanishing density are the main
reasons that the 1/4z curve does not approach Iv4 1) as rapidly as
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Bardeen's potentials. Although the aforement-Loned ambiguity exists,
the 1/4z curves are included on the other V(1) plots mainly for ^scal-
ing.
An aside must be made to correct a misconception existing in the
literature. Juretsche has 87 supposedly examined an exchange poten-
tial proportiona: `o our exchange potential, -(3jr) 1/3n 1/3 , and found
it to be lacking in the "surface" region. However, he used an electron
distribution bounded by an infinitely high barrier. We have now shown
that the introduction of this nonphysical and most extreme barrier was
the cause of most of the disagreement. He also notes quite correctly
that his potential could be produced by a uniformly charged sphere of
the proper radius. He then evaluates the effective exchange charge
for positions far outside the metal and in the "surface" region. He
found, of course, that the exchange hole does not remain spherical
about the position in question when this position is in the surface layer
or far outside the metal He then concluded incorrectly that this
meant that the exchange potential -3/2(3/r) 1/3n 1/3 would be incor-
rect in these regions. This interpretation is incorrect since of
course the potential -3/2(3/) 1/3n 1/3 can be produced by other than7
spherical effective charge distributions, i. e. , there is no uniquen%ss
theorem applicable to the type of effective charge distribution used to
produce this potential. The real criteria is how n falls off with dis-
w.ae.e
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tance from the surface, and we have shown that this falloff is reason-
able.
Now let us see (table H) how our scheme does in uncharted domains,
i. e. , in calculating work functions of the other metals. We see that the
results for the alkali metals are higher than experiment, but in the same
order relative to each other. Considering the crudeness of the model,
the agreement is heartening. The values of surface energy are con-
sistently lower than the experimental values, as expected. The one-
electron potentials are plotted in units of 1/r s (rs = S sphere radius),
so that shapes can be compared and then a re>^resentative from each
group of metals is plotted hi atomic units so that absolute values can
be compared. Only enough potentials are plotted tq obtain a perspec-
tive of the results. Of course, if desired, n and V(1) can be plotted
for all the metals using the analytic forms (4. 10) and (4. 11) and the
v values given in Table II.
The noble metals have work function values which are lower than
experiment. But still generally the values have less than 25 percent
error. The surface energies are even going negative at this point
(for n+ > 13x10-3), indicating clearly the general inapplicability of
our method for calculating this quantity. Hence, we stopped including
them in the results. The discrepancy is probably explained in the
main by Herring's observation noted earlier.
'4
AL-
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Quite good agreement is obtained for the experimental and theo-
recitals e for the free electron metals of intermediate bulk densities,
Mg and Al We note also that the double layer values are becoming
considerably larger.
Finally we come to the transition metals which are so studied in
experimental surface physics but practically unconsidered in theo-
retical surface physics . Happily it appears that the earlier experi-
mental observations78, 79 were prophetic and that these metals do
behave like free electron metals for calculation of electron work
functions. Note the order is generally correct and that the values
are rather close to experiment. Note also the extremely large dipole
barriers.
So we see that the model gives reasonable values over bulk den-
sities varying by a factor of 50. As mentioned earlier, this is ex-
tremely encouraging when one realizes that the total electron work
function has been calculated for only one metal, Na.
Addenum
One cannot help but wonder how this bare surface model would fit
into adsorption theory. That is, how would one proceed to describe
a system of particles adsorbed on this "jellium" surface? It is sug-
gested here that an analogue of the Wigner-Seitz cell method 15
 be
used. As spherical symmetry was assumed about an atomic nucleus
in the bulk, cylindrical symmetry is assumed about an axis normal to
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the jellium surface and through the nucleus of the adsorbed particle.
Likewise, as physical quantities (charge density, potential, etc. ),
were assumed to have vanishing normal derivatives at the surface
of the sphere, physical quantities are assumed to have vanishing nor-
mal derivatives at the surface of the cylinder which has a cross-
sectional area equal to the average area per particle. Thus a regular
array of adsorbed particles can be described in this model analo-
gously to the description of the bulk arrays via the Wigner-Seitz
polyhedron method.
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