Abstract-
I. INTRODUCTION
Human gait and the characteristic movement patterns of animals in general, provide a challenging paradigm for studying spatiotemporal pattern recognition. These movements are characterized by unique patterns of relative motion of different body parts. Motion of each part is articulated, yet constrained by the laws of biomechanics. In the biological vision literature, it is an open question as to what kinds of intermediate to highlevel spatiotemporal features drive recognition of biological motion. Gunar Johansson was the first to systematically study biological motion recognition [1] by the visual system. He introduced what are known as point-light displays (PLD). Human subjects wearing dark attire were filmed walking and running in a dark room with lights attached to their body joints so that only the discrete movements of the lights were visible. He showed that observers were able to identify human gait from the motion of these point-lights. Subsequently, researchers have shown that in addition to discriminating different gaits (walking, running, limping) observers could distinguish identity [2] , gender [3] , and emotion [4] of the walker as well. Even though structural information is minimized in a point light video -there is little form information in a single static frame particularly when distracting noise dots are added to the display -it has been suggested that both form and motion based features are used in recognition [5] . Also, observers can detect the presence of a walker within a fraction of the gait cycle [6] .
Gait recognition has been a longstanding research topic in computer vision, both using marker data ( [7] , [8] ) as in PLD and using full-body videos ( [9] , [10] , [11] ). In general, interest in human motion analysis and recognition has come from several different application domains. Vision-based technologies like smart surveillance systems ( [12] , [13] ), intelligent humanmachine interfaces [14] , and biometrics using gait [15] are examples of computer vision applications that make use of human motion analysis. In Biomechanics, kinesiologists develop models of the human body movements and use gait analysis to treat patients with gait disorders and to increase movement efficiencies [16] . Reviews of early work in human motion analysis can be found in [17] and [18] . Gait recognition-based person identification research in computer vision advanced recently with the HumanID project [19] as reviewed by [15] and [12] .
Most gait recognition research has concentrated either on image processing/machine learning methodology, or on psychophysical aspects of the perception of biological motion (such as the role temporal information [20] , or the contributions of structural vs. kinematic cues [2] ). A key to progress will be to identify human psychophysical mechanisms and incorporate efficient versions of these mechanisms into recognition systems [10] .
In psychophysical studies [21] , we have found evidence suggesting that the perception of gait depends upon the detection of specific "motion features" that characterize the relative motion of body parts. Focusing on the legs, we identified three particular motion features: (1) anti-symmetrical movement of the thighs, (2) knee flexion followed by extension during the swing phase of gait, and (3) relative absence of knee movement during the pivot phase compared to the swing phase of gait. Interestingly, these three features are the core features of Cutting's [22] algorithm for generating realistic looking point light displays of human gait. While the visual system most likely makes use of additional motion features, these three motion features define a lowdimensional manifold of motion parameters, as described by orientation angles of limb segments, and the shape of this manifold can be used for accurate recognition and classification of gait. Such manifolds, commonly known as cyclograms [23] , have been shown to be sensitive descriptors of gait in biomechanics [24] and computer vision [25] applications.
We tested human observers' sensitivity to perturbations in these motion features in upright vs. inverted point-light walker displays. Since it is well known that display inversion impedes recognition [26] , we hypothesized that observers should be more sensitive to features used for recognition in upright displays than in inverted displays. This is indeed what we found psychophysically [21] . In these experiments, perturbations to a variety of potential motion features were introduced. Perturbations that led to distortions of the low-dimensional cyclogram manifold were detectable at much lower thresholds than similar motion perturbations that did not distort the manifoldsuggesting that the cyclogram manifold represents critical information used by the visual system for recognition. Most critically for the present study, we found that the first two principal components of gait data have close correspondence with the identified motion features [27] . It has been shown that PCA can be successfully employed to represent movement data in a lowdimensional space ( [28, 29] ). We can therefore use the low-dimensional manifold defined by the first few principal components to perform a second stage of principal component analysis that describes deviations in the manifold across individuals or types of gait. This second PCA stage primarily distinguishes the temporal characteristics of the motion. We demonstrate high accuracy for gait and identity discrimination tasks, and show that the two-stage PC representation yields insights into the contributions of various parameters to different recognition tasks. Preliminary versions of results described in this paper have appeared in [30] .
II. METHODS
Gait data was obtained using the ReActor2 motion capture system (http://www.ascension-tech.com). Six human subjects (3 male, 3 female) walked, jogged, ran and limped on a Quinton Hyperdrive Club Track treadmill. Limping was simulated by tying weights to one ankle of the subject. Infrared emitters placed at 30 body positions provided 3D spatial positions of markers at 33 frames/s with a spatial resolution of 3 mm. The locations of 13 major body parts (shoulders, elbows, hands, hips, knees, feet, and head) were calculated from this data and projected to the sagittal plane. Angles and angular velocities were calculated from the data using angles as defined in Figure 1 . We concentrate on the lower limbs, as they provide more salient information on gait than other body parts [31] . An example of how the thigh and knee angles vary with time during two consecutive gait cycles is shown in Figure 2 .
III. TWO STAGE PCA
In the first stage, we performed principal component analysis [32] on a 6-dimensional dataset consisting of left Figure 1 . Subject running on a treadmill. The thigh angle θ is defined as the relative orientation of the thigh with respect to the vertical -it is negative for thigh behind the torso and positive for thigh in front of the torso. The knee angle κ is defined as the joint angle at the knee -zero means a fully extended knee, a positive angle means flexed knee. 
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represent the time series of projections onto the first and second PCA dimensions. This is pictorially explained in Figure 3 . 
.. 
All results presented here are based on projections onto the first three principal components of this second
A similar two-stage PCA method has been used for classification of spatiotemporal patterns of neuronal activity in turtle cortex [33] . Figure 4 and Figure 5 show the results of the first stage of PCA. The projection space has the appearance of a "D"-shaped manifold ( Figure 5 ). The "D" is traversed once every gait cycle in the counterclockwise direction. The semicircular portion of the "D" corresponds to the swing phase and the vertical stem corresponds to the pivot phase. The first stage of PCA thus extracts a lowdimensional representation of gait with similar properties to the gait cyclogram [23] [24] [25] .
IV. RESULTS

A. First Stage PCA
In Figure 5 , PC 1 captures the differences in relative motion between the first and second halves of the swing phase -during which the knee flexes and extends respectively, as seen by red and magenta colored points respectively, as described by our second motion feature. PC2, on the other hand, captures the differences between the swing and pivot phases. The projection values for PC2 are near zero during pivot and goes through a wide range of values during swing -indicating the relative asymmetry in knee motion between the two phases, as described by our third motion feature. Indeed, the "D" shape of the phase space of thigh and knee angle provides a canonical low-dimensional manifold representation of a gamut of gait variables. It captures the majority of the variance in the data (Figure 4b ) and provides an optimal way of describing spatiotemporal relationships between gait variables.
There is, in fact, a close correspondence between the motion features identified psychophysically and the principal components [27] . In Figure 4a , the loadings of PC1 on left and right thigh angles (variables 1 and 2) are approximately equal and opposite -representing the first motion feature of antisymmetric thigh motion. Loadings of PC1 on Left thigh angle (variable 2) and left knee velocity (variable 6) are of opposite signs -meaning when thigh angle is negative (behind the body, as in first half of swing), knee angle velocity is positive (flexion); similarly when left thigh angle is positive (in front of the body, as in second half of swing), knee angle velocity is negative (extension). This describes the second motion feature. The projection of PC2 is only significant and positive during the swing phase and near zero during the pivot phase (see Figure 5 ). PC2 shows positive loadings on both left knee angle (variable 5) and inter thigh velocity (variable 4). This translates to positive knee the "D"-like manifold contains information about the type of gait, the identity of the subject, etc. This information is extracted by the second stage of PCA. We used projections in the eigenspace after two-stage PCA to perform various classification tasks. For all the results reported here, linear discriminant analysis [34] based on the first three principal components was performed.
Gait Classification
The presence of a "D"-like manifold in PC space is the signature of a gait-like motion. The "D" manifolds for walking versus running, shown in Figure 6 , differ subtly in their shape characteristics. Differentiation between similar manifolds representing gaits or individuals is extracted by a second stage of PCA. Figure  7 shows the results of gait classification for four types of gait -walking, running, jogging and limping for one subject. There are distinguishable clusters representing different gaits. Figure 8 shows results of identity classification on 6 running subjects. The variations in the appearance of the "D" manifold and the temporal dynamics of how the manifold is traversed during a gait cycle are more subtle in this case (compare the two panels in the top row of Figure 6 ). Nevertheless, more than 90% accuracy in classification was obtained in most cases. Therefore, different patterns of colors in the four panels in Figure 9 These observations based on the loadings of second stage PCs, therefore, reveal the relative importance of information available in different phases of the gait cycle that is useful for a particular recognition task.
Identity Recognition
Another way to look at the discriminating ability of PC projection spaces is depicted in Figure 10 . The left panel shows the 2D discrimination space for identity recognition from running gaits. We consider four points in this space approximately situated at four corners of the area enclosing all the distinguishable clusters. These points, when back projected onto the It is also interesting to note that depending on the type of gait used for identity recognition, different parts of the gait cycle and/or different properties of the manifold contain discriminating information. One way to look at the importance of different parts of the gait cycle for recognition is to use data from only part of the gait cycle in the second stage PCA. The results for this for identity recognition using only half of the gait cycle are shown in Figure 11 . Observe that discriminating individuals from their running gait is in general easier than from other gaits. Also, the first half of the gait cycle seems to contain more discriminating information for running compared to walking or jogging (lower error rates). Note that the relatively higher error rates for certain conditions are due to only half of the gait cycle being used. A similar analysis can be done for gait type recognition. In Figure 12 , data was provided for different fractions of a gait cycle, with the cycle beginning at various phases of gait (e.g., start of swing, midway through swing, etc..). The initial portions of the cycle contain more discriminatory information about the type of gait than the later parts.
V. DISCUSSION
We have developed a PCA-based gait representation that generates components corresponding to a set of psychophysically-identified features used in the visual recognition of biological motion. We perform a two-stage principal component analysis where the first stage extracts salient information, in the form of a "D"-shaped manifold, concerning the relative motion of limbs. This is followed by a second PCA stage that discriminates differences in the temporal trajectory of data points along the manifold. Despite this straightforward eigen-approach, promising recognition accuracies are obtained for classifying both gait type and identity, and informative task-specific discriminating properties emerge. Joint angles or orientation angles of the limb segments have been traditionally used in kinesiology to describe human gait [23] . In Biomechanics, angle-angle diagrams, also known as cyclograms [24] have been used for the description of gait. Tanawongsuwan and Bobick used joint angle trajectories derived from motion capture data for gait recognition [8] . In a practical computer vision application where marker data may not be available, calculation of joint angles from real images may be difficult. However, gait analysis and recognition from real images where joint angles are extracted as a preprocessing step have recently been attempted successfully by Yoo et al. [35] by trigonometric models and more recently, by Su and Huang [36] .
Computer vision researchers have used both traditional machine vision techniques and techniques that take advantage of the unique properties of periodic gait. Boyd and others have exploited the periodic nature of gait to define gait as a periodic sequence of events with predictable relative timings and used it for gait recognition [37] [38] [39] . Others have also tried to use the spatial symmetry inherent in gait motion -for example, the antisymmetric movement of the thighs, for gait recognition [10, 40, 41] . From a feature-based recognition point of view, these are probably the closest to the approach we present here. The other aspect of our algorithm is the use of a data reduction technique like principal components analysis (PCA). Orrite-Urunuela et al. used PCA for gait recognition from silhouette data [42] . Others have used similar data representation and classification methods like a more generalized version of PCA [43] or locally linear embedding (LLE) [44] .
Note that our manifold representation normalizes the range of original angle variables as well as temporal evolution of PCs in a gait cycle. This makes the representation time-warp invariant ( [45] ) but discards potentially discriminating information like stride lengthinstead focusing on the relative motion of limbs on a normalized time scale -yet the classification performance is good.
A more sophisticated classification technique in the second stage may improve performance further. Also, instead of performing a second stage of PCA, the manifolds generated after the first stage could be classified directly using other manifold recognition techniques like locally linear embedding [44] . Another approach would be to directly utilize shapes of cyclogram manifolds without performing any kind of eigen analysis on angle data. For example, the "D"-shaped cyclogram defined by thigh angle vs. knee angle varies among subjects and between different gaits [46] . A shape recognition algorithm could directly be applied to these cyclograms in order to perform recognition [47] .
The set of variables used are a reduced set that describes the relative motions of limb segments. Including more variables may also improve performance. Our dataset is relatively small, and for large-scale biometric applications, the representations and/or algorithms may have to be extended, for example by including more form information, to achieve maximal performance. Also, we have used motion capture data, with the assumption that accurate joint position and gait cycle data are available. Our intention is to present a proof of concept based on the use of perceptually salient information. This two-stage analysis can be applied to any spatiotemporal sequence dataset. Future work may reveal that this approach has utility for a wider class of problems in motion-based recognition.
