The duality is a fundamental property of the finite multiple harmonic sums (MHS). In this paper, we prove a duality result for certain generalizations of MHS which appear naturally as the differences of MHS. We also prove a formula for the differences of these generalized MHS.
Introduction
In recent years, multiple harmonic sums (MHS for short) have been studied by theoretical physicists and the duality for MHS was discovered [5, Section 8B] . The same formula has appeared in [2, 6] in the study of arithmetical properties of MHS. It is also used in [3] in order to investigate algebraic relations among multiple zeta values.
Here, we explain the duality for MHS. We call an ordered set of positive integers a multi-index. If we introduce the following nested sums s µ (n) = n=n1≥···≥np≥0 1 (n 1 + 1) µ1 · · · (n p + 1) µp , 0 ≤ n ∈ Z for a multi-index µ = (µ 1 , . . . , µ p ), the duality for MHS is expressed as follows:
where µ * is some multi-index determined by µ. For example, we have The lower arrows are in the complementary slots to the upper arrows (see [3, Section 2] for the precise definition of the correspondence µ → µ * ). A qanalogue of the identity (1) is also known [1] .
In [4] , the finite nested sums c x1,...,xp (n) = (n 1 + 1) · · · (n p−1 + 1) , 0 ≤ n ∈ Z with complex parameters x 1 , . . . , x p were studied in order to derive relations among multiple L-values and a generalization of (1) n k=0 (−1) k n k c x1,...,xp (k) = c 1−x1,...,1−xp (n), 0 ≤ n ∈ Z
was proved. To obtain the claim (1) from (2), we have only to note that c 0,...,0,1,...,0,...,0,1,0 (n) and c 0,...,0,1,...,0,...,0,1,0,...,0,1 (n)
are both equal to s µ (n). The duality (2) is a consequence of the difference formula
The right-hand side is given by the following nested sums c x1,...,xp;y1,...,yp (n, k) = n=n1≥···≥np≥0 k=k1≥···≥kp≥0
, 0 ≤ n, k ∈ Z with complex parameters x i and y i for 1 ≤ i ≤ p, where
The symbol ∆ denotes the difference operator and its definition is given in Section 2.
In the present paper, we ask whether the duality exists for these more complicated nested sums which appear naturally as the differences of c x1,...,xp (n). We consider more general nested sums c t1,...,tp−1 x1;··· ;xr (n 1 , . . . , n r ) =
,
We need to find an appropriate Q so that the duality holds. In addition, it is necessary for Q to become P on setting r = 2 and t 1 = · · · = t p−1 = 1. The following
, which consists of multinomial coefficients and generalized binomial coefficients, satisfies such requirements. In fact, for the above Q we have
. This is the main result Corollary 3.7 of this paper. Moreover, we shall determine the differences of c t1,...,tp−1 x1;··· ;xr (n 1 , . . . , n r ) in Corollary 4.3 explicitly.
The differences of multiple sequences
In the present section, we study some fundamental properties of the differences of multiple sequences. For this purpose, we use formal power series belonging to
, where r is a positive integer and is fixed throughout this section. We put ∂ Xi = ∂/∂X i and ∂ Yi = ∂/∂Y i for 1 ≤ i ≤ r. In the following, we denote the set of non-negative integers by N. We sometimes write n (resp. k) for a sequence n 1 , . . . , n r (resp. k 1 , . . . , k r ) for abbreviation. First, we note that for a formal power series
we have the equality
for any 1 ≤ i ≤ r.
and
then we have F = 0.
Proof. If we put
by (3) we have
for any n 1 , . . . , n r , k 1 , . . . , k r ∈ N and any 1 ≤ i ≤ r. Moreover we have a(n 1 , . . . , n r , 0, . . . , 0) = 0 for any n 1 , . . . , n r ∈ N. By induction on k 1 + · · · + k r , we see that
holds for any n 1 , . . . , n r , k 1 , . . . , k r ∈ N.
Definition 2.2. We denote by C N r the set of all mappings from N r to C. For each 1 ≤ i ≤ r, we define the difference operator
for any a ∈ C N r and any n 1 , . . . , n r ∈ N.
We note that ∆ i ∆ j = ∆ j ∆ i for any 1 ≤ i, j ≤ r. We denote the composition
For a sequence a : N r → C, we define
We note that
By (3), we have
Proposition 2.4. Let a : N r → C be a sequence. Then we have
Proof. By (6), we have
for any 1 ≤ i ≤ r. In addition, by (4) and (5) we have
Therefore Lemma 2.1 implies the proposition.
Corollary 2.5. Let a : N r → C be a sequence. Then for any n 1 , . . . , n r , k 1 , . . . , k r ∈ N, we have
Proof. By comparing the coefficients of both sides of the equation in Proposition 2.4, we obtain the corollary. Proof. It follows from Corollary 2.5 on setting n 1 = · · · = n r = 0.
In the rest of this section, we give explicit expressions for the differences and the inversions of multiple sequences.
Proposition 2.7. For any sequence a : N r → C, we have
Proof. It is easily seen that for any 1 ≤ i ≤ r the right-hand side becomes zero if we apply ∂ Xi + ∂ Yi − 1. Noting (4) and (6), we get the proposition by Lemma 2.1.
Corollary 2.8. For any sequence a : N r → C and any n 1 , . . . , n r , k 1 , . . . , k r ∈ N, we have
Proof. If we apply the operator ∂ 
by the Leibniz rule, where we have put
Therefore by applying the operator
Yr to both sides of the equation in Proposition 2.7 and comparing the constant term, we obtain the desired equality.
Corollary 2.9. Let a : N r → C be a sequence. For any n 1 , . . . , n r ∈ N, we have
Proof. It follows from Corollary 2.8 on setting n 1 = · · · = n r = 0.
A proof of the duality
Throughout this section, we fix positive integers r and p. First of all, we define and calculate the inversions of operators on
. Then, we shall prove a generalization of the duality for MHS by using this notion. We begin with the definition of the inversions of formal power series. For a formal power series
we define its inversion by
By Corollary 2.6, the inversion operator ∇ on C[[X]] is an involution. 
Proof. It is immediate from (5) and Proposition 2.7.
For a mapping ξ :
, we define its inversion by 
holds for any mappings ξ, η :
. We note that the inversion operator ∇ is a linear operator.
Proposition 3.2. For any 1 ≤ i ≤ r, we have
where X i is the operator on
Proof. By Proposition 3.1, for any f ∈ C[[X]] we have
which implies ∇X i = −X i . If we calculate (∇∂ Xi )f by definition, the other assertion also follows easily.
In the following, we consider a generalization of the duality for MHS. We recall that we have fixed positive integers r and p. Let x i = (x i1 , . . . , x ip ) ∈ C p for 1 ≤ i ≤ r and let t 1 , . . . , t p−1 ∈ C \ {0, −1, −2, . . .}. Then for any n 1 , . . . , n r ∈ N, we define c t1,...,tp−1 x1;··· ;xr (n 1 , . . . , n r ) by
where we have put
for abbreviation. In the case p = 1, we have
The following Proposition 3.3 is the key to proving the duality for the nested sums c t1,...,tp−1 x1;··· ;xr (n 1 , . . . , n r ). For any x = (x 1 , . . . , x p ) ∈ C p with p ≥ 2, we define , respectively. The kth term in the second sum of the left-hand side of (9) is equal to
where
By a simple calculation we obtain
, which is obviously equal to 0 if n k = n k2 (i.e. ν k1 = 0). Therefore we can replace ♯ by ♭ in the expression (10). Consequently the second sum of the left-hand side of (9) is equal to
, from which the desired equality is easily derived.
In order to rewrite Proposition 3.3 in terms of generating functions, we introduce the following operator on
for complex numbers x 1 , . . . , x r . For this operator we have ∇ξ x1,...,xr = ξ 1−x1,...,1−xr (11)
by Proposition 3.2. We note that for a formal power series
and a complex number t, the equality
holds.
Lemma 3.4. For any x 1 , . . . , x r ∈ C and any t ∈ C \ {0, −1, −2, . . .}, the operator ξ x1,...,xr + t on C[[X]] is an injection.
be a formal power series in the kernel of the operator ξ x1,...,xr + t. Then, by (12), the equality (n 1 + · · · + n r + t)a(n 1 , . . . , n r ) = r k=1
x k n k a(n 1 , . . . , n k − 1, . . . , n r ) holds for any n 1 , . . . , n r ∈ N. Since we have
for any n 1 , . . . , n r ∈ N, we obtain f = 0 by induction on n 1 + · · · + n r .
For any x 1 , . . . , x r ∈ C p and any t 1 , . . . , t p−1 ∈ C \ {0, −1, −2, . . .}, we put x1;··· ;xr (n 1 , . . . , n r )
In the case p = 1, we have
by (8). Now we state the main result of this paper. We put
Theorem 3.6. For any x 1 , . . . , x r ∈ C p and any t 1 , . . . , t p−1 ∈ C\{0, −1, −2, . . .}, we have ∇f Applying the inversion operator ∇ to both sides, we obtain 
The difference formula
In this section, we shall prove a formula which gives explicitly the differences of the nested sums c t1,...,tp−1 x1;··· ;xr (n 1 , . . . , n r ). As usual, we put
Lemma 4.1. Let i 1 , . . . , i q be distinct integers satisfying 1 ≤ i 1 , . . . , i q ≤ r and let x 1 , . . . , x r , t be complex numbers. If we put
then we have
Proof. The left-hand side is equal to
Since we have [∂ Xj , X j ] = 1 and [∂ Xj , X j ∂ Xj ] = ∂ Xj for all 1 ≤ j ≤ r, we obtain the assertion.
Theorem 4.2. Let x 1 , . . . , x r ∈ C p and let c ∈ C. We suppose that
. . , i q ≤ r. Then for any t 1 , . . . , t p−1 ∈ C \ {0, −1, −2, . . .}, we have Therefore by Lemma 2.1, (4) and (6) we obtain the assertion.
By this corollary, we see that the differences of the nested sums considered in this paper are again the same kind of nested sums. Corollary 3.7 follows also from Corollary 4.3 on setting n 1 = · · · = n r = 0.
