Abstract: Link Prediction, that is, predicting the formation of links or interactions in a network in the future, is an important task in network analysis. Link prediction provides useful insights for other applications, such as recommendation system, disease-gene candidate detection and so on. Most link prediction methods assume that there is only one single type in the network. However, many real-world networks have heterogeneous interactions. Link prediction in such networks is challenging since (a) the network has a complicated dependency structure; and (b) the links of different types may carry different kinds of semantic meanings, which is important to distinguish the formation mechanisms of each link type. In this paper, we address these challenges by proposing a general method based on tensor factorization for link prediction in heterogeneous networks. Using a CANDECOMP/PARAFAC tensor factorization of the data, we illustrate the usefulness of exploring the natural three-dimensional structure of heterogeneous network. The experiment on real-world heterogeneous network demonstrates the effectiveness and efficiency of our methodology.
INTRODUCTION
In recent years, complex network analysis has been receiving increasing attention by the scientific community due to the availability of massive network data from diverse domains. One fundamental task in network analysis is link prediction. Link prediction problem [1] can be broadly defined as: Given a snapshot of a social network at time t, we seek to accurately predict the edges that will be added to the network during the interval from time t to a given future time t'. It has been widely studied on homogeneous networks recently.
In reality, most networks are intrinsically multidimensional; there might be multiple connections between any pair of nodes. For example, the YouTube network contains user, video, tag as nodes, with links from types of follow-user, user-tag-video, and user-subscribe-video and so on. Those networks are broadly defined as heterogeneous information networks [2] (Fig. (1) ). There are two typical ways of handling the link prediction problem in heterogeneous networks: treating all types of link equally; studying each type of link independently ignoring its correlation with other link types [3] . However, some information may be lost if different relations are not taken into account, which results in the problem: how to design an effective and general method for link prediction in heterogeneous network. array. In this paper, we describe and evaluate one approach based on tensor factorization to the link prediction task in heterogeneous networks. To summarize, the following works have been done in this paper:
1) We study the link prediction problem in networks involving heterogeneous interactions between actors.
2) We propose a method based on tensor factorization that can capture the correlation between different types of links for the link prediction problem without loss of information.
3) Experiments on real data sets have demonstrated the effectiveness of our approach compared with traditional link predictors.
The rest of the paper is organized as follows. In Section 2, we briefly review previous work related to our research. In Section 3, we propose a method based on tensor factorization for link prediction in heterogeneous networks. In Section 4, we report our experiments. We summarize this paper with our conclusion in Section 5.
Typically, we will use small letters, like x, y z to represent the node in a network and use the letter e to denote the 
RELATED WORK
The literature on link prediction is vast; here we will only give a very brief interview. The seminal work of LibenNorwell and Kleinberg [1] introduces numerous unsupervised methods for link prediction. That is by computing graph based similarity scores to predict the link between two vertices, the higher score, the more likely connected between two vertices. In addition to unsupervised approaches, recently many supervised methods have been raised [4] [5] [6] [7] to extend the seminal work. Those methods treat link prediction as a binary classification problem by treating similarity metric as features. The challenge for those methods is feature engineer and it's difficult to extract good features about node and edge in network as privacy restriction. However most of the approaches introduced above are for homogeneous network, few works have been done for link prediction in heterogeneous network.
The link prediction problem has also been studied in the context of statistical relational learning [8, 9] and many proposed methods in those works can handle any relational data sets. The goal of these methods is to predict whether the type of links between a pair of objects exists. The advantages of those methods are that they are very general to data sets and can exploit the attributes of the objects. However those methods have a lot of parameters to tune and they are not very intuitive for us.
Perhaps the work by Evrim [10] is the closest to our work. However, they focus on temporal link prediction and model on homogeneous networks and have not considered how different relation types affect link formation.
Tensor factorizations have been widely applied to chemometrices and recently researches have applied tensor factorizations in web link analysis [11] , network traffic analyzation [12] and also in social networks for analysis of chat room [13] and email communications [14] Moreover those works based on tensor factorization have achieved good results. More details of tensor factorizations and their applications can refer this excellent review paper [15] .
LINK PREDICTION BASED ON TENSORFAC-TORIZATION
Since our method is based on tensor factorization, we first briefly review this technique. In this paper, we perform three-dimensional analysis on the data, attempting to discover the latent factors that govern the associations among these multi-type objects.
Preliminaries
Tensor. A tensor is a multidimensional array. More formally, an N-way or Nth-order tensor is an element of the tensor product of N vector spaces, each of which has its own coordinate system. A third tensor has three indices. A first order tensor is a vector, a second-order tensor is a matrix and tensors of order three or higher are called higherorder tensors.
Unfolding. Unfolding also known as matricization or flattening, is the process of reordering the elements of an Nway array into a matrix. The mode-d matricization of a ten-
, the mode-n unfolding are defined as follows [12] :
Kronecter Product. he symbol ! denotes the Kronecter product of vectors, For example:
Khatri-Rao Product. The symbol denotes the Khatri-Rao product of two matrices. For example, let 
The symbol represents the vector outer product Tensor Rank. The rank of a tensor X , denoted rank ( X ), is defined as the smallest number of rank-one tensors that generate X as their sum
Data Representation
A tensor is a multidimensional array. If there are N nodes and K link types, then the data can be represented as a threeway tensor of size N N K ! !
where the (i, j, k) entry is nonzero if node i is connected to node j by link type k. For the heterogeneous network example discussed at Sec.1, there are four links types exist: friendship connection, colleague connection, relative connection and the same name connection.
Tensor Decomposition based Link Prediction Model
We employ CANDECOMP/PARAFAC(CP) tensor decomposition [16] to capture the underlying patterns in the node-relationship-node tensor. The idea of the CP decomposition is factorizing a tensor into a sum of component rank one tensors, it is a higher-order analog of the matrix singular value decomposition (SVD). Given a third-order tensor c c = , ! " is used to normalize the columns of the matrices A, B, C to length one. In contrast to the solution matrix of SVD, the columns of factor the matrices A, B, C need not to be orthonormal. Fig. (2) Illustrates the decomposition.
\illustrates the decomposition. The CP decomposition can generate feature vectors for the nodes in the graph, which can be computed to get a similarity score that combines the multiple types of the graph. After CP decomposition, we get three factor matrices: node matrix A, relationship matrix B, and node matrix C. Link prediction can be computed according to the captured associations. We define a score matrix S as follows: S Matrix measures the latent relations between different nodes in which S ij represents the likelihood that node i will connect node j.
Computing the CP Decomposition
In this paper, we use alternating least-squares (ALS) with weighted-! -regularization algorithm to fit the CP decomposition. Let
be a third-order tensor. The goal is to compute a CP decomposition with R components that best approximates X , i.e., to find. 
The problem of computing the CP decomposition that best approximates X can be formulated as a least squares optimization problem:
The ALS approach fixes B and C to solve A by minimizing the objective function (the sum of squared errors) the optimal A solution can be solved using the pseudo-inverse of a Khatri-Rao product:
We can solve B and C using the same pattern. The ALS algorithm for CP decomposition is presented in Algorithm 1:
EXPERIMENTS
In this section, we show that our proposed method can improve link prediction accuracy compared with the methods that only use homogeneous object and link information. First we will review some homogeneous methods as baseline.
Baseline Methods
All the methods can be viewed as computing a measure of proximity of similarity between nodes x and y. They assign a weight ( , ) score x y to pairs of nodes , x y < > , based on the network topology, and then produce a ranked list in decreasing order of ( , ) score x y . Node Neighborhood Methods. For a node x, let ( ) x ! denotes the set of neighbors of x. If two nodes neighbors have large overlap, they are more likely to form a link in the future.
Common neighbors. The more common neighbors between x and y, the chance that x and y have a link between them increases. The score defined as below:
Newman [17] has computed this quantity in the context of collaboration networks to show that a correlation exists between the numbers of common neighbors of x and y at time t, and the probability that they will collaborate in the future.
Jaccard's coefficient:
Adamic/Adar measure. Adamic and Adar [18] proposed this score as a metric of similarity between two web pages. For link prediction, Liben-Nowell and Kleinberg [1] refined this metric and assigned large weight to common neighbors z of x and y which themselves have few neighbors
The score defined as below:
Preferential attachment: The premise of preferential attachment is that nodes like to form ties with popular nodes.
A new edge has node x as its endpoint is proportional to | ( ) | x ! 
where
, for link prediction score(x, y) = similarity (x, y).
Data Sets
UMLS. This data set contains data from the Unified Medical Language System semantic work gathered by [19] .
This consists of 135 entities and 54 relationships. The entities are high-level concepts like 'Disease or Syndrome', 'Diagnostic Procedure', or 'Mammal'. The relation verbs illustrate the relationship between those concepts.
Parameter Settings
We use the top-k recommendations metric [20] to evaluate link prediction results. That is, we will predict top k links for each user. The procedure is as below: for each user, we randomly select one linked user and k-1 unlinked to form the test set and the remaining linked user form the training set. We repeat this procedure 60 times for different samplings. The goal is to find the position of the linked user in the recommendation list. There are k possible ranks for the linked user and the best result is that no unlinked users appear before it.
Dealing with High Computing Cost
It's cost intensively to compute tensor factorization. So in this paper, we conducted our experiments on a Linux Ubuntu server with four Intel Xeon CPUs, each CPU has two cores, and each core has 13.5 MB cache. We parallel [21] our Matlab code, and this significantly improve the speed of the algorithm. We found that the ALS based tensor factorization performs better.
Results and Discussions
To demonstrate the usefulness and effectiveness of our model, we offer comparison experiments on unsupervised link prediction methods. According to [1, 22] . Adamic/Adar measure and Katz measure performs well both in theoretical and practical experiments. So here, we just compare these two measures with our methods. Figs. (3 and 4) show the cumulative distributions of ranks for the connected users in the test set (k=81). 0% means that the connected user is at the first place in the ordered list, while 100% means that it is in the last position.
Comparing the results, in Fig. (3) our method provides better precision than unsupervised ones on the data sets. And in Fig. (4) our method provides competitive effect to Adamic/Adar measure and both those two methods beat Katz measure. The reason for that can be explained that our model can capture the latent multi-relationships of data.
CONCLUSION
In this paper, we study the problem of link prediction in heterogeneous networks. Heterogeneous networks contain multi-relational links between entities and traditional matrix based methods are not expressive enough to model heterogeneous networks without information loss. We propose a new general and effective method based on tensor factorization to address this problem. Experiments on the real world network show that by considering multiple relations, the link prediction accuracy can be significantly improved. In the future, we will try to scale our model for very large scale heteroge- neous networks, such as utilizing the Hadoop platform to speed up tensor factorization.
