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Formelzeichen
a, b große und kleine Halbachse einer Ellipse
ai Amplitude von xi
aV Amplitudenverha¨ltnis
ax Amplitude von x
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aS Modenamplitude im Mittelwert-Kriterium
A Amplitudenfunktion bei der NHT
AC Amplitude des Tra¨gersignals
AD Amplitude des direkten Tra¨gersignals
AM Amplitude des Mehrwegesignals
AAW notwendige Reﬂexionsﬂa¨che
Ak Parameter eines rationalen Splines
Aki, f ,R Messfehler durch Antennenphasenexzentrizita¨ten bei der Codemes-
sung zwischen Satellit k und Empfa¨nger i auf der Frequenz f
Aki, f ,Φ Messfehler durch Antennenphasenexzentrizita¨ten bei der Tra¨gerpha-
senmessung zwischen Satellit k und Empfa¨nger i auf der Frequenz f
azR Azimut des Reﬂektors
azS Azimut des Satelliten
bPSD relative Bandbreite des Leistungsdichtespektrums
B Tra¨gersignal modulierender PRN-Code
Bk Parameter eines rationalen Splines
BM1, BM2 konstante Fehlerterme
BN Rauschbandbreite
c Konstante
c0 Lichtgeschwindigkeit im Vakuum
c1, c2 Schwellwerte
C Signalleistung des unmodulierten Tra¨gersignals
Ck Parameter eines rationalen Splines
C/N0 Tra¨gersignal-zu-Rauschleistungsdichte-Verha¨ltnis
d La¨nge einer Teilstrecke zwischen den Brennpunkten eines Ellipsoiden
dH horizontaler Abstand des Reﬂektors von der Empfangsantenne
dC Abstand zwischen je zwei Korrelatoren des E-, P- und L-Zweiges
d1, d2 Teilstrecken des Umwegsignals
D Tra¨gersignal modulierende Navigationsnachricht
Dk Parameter eines rationalen Splines
d f Abstand zweier Frequenzen im Spektrum
dt Schrittweite
dN, dO, dh Abweichung zweier Positionen in Nord-, Ost- und Ho¨henkomponente
e, ei Spline-Funktionen
eo, eu obere und untere Einhu¨llende
ETx Energie des diskreten Signals x im Intervall T
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EΔx, Eε, Eirr Energie von Δx, von ε bzw. der irrelaevanten IMF
E‖,d Feldsta¨rkevektor der direkten Welle in der Einfallsebene
E‖,r Feldsta¨rkevektor der reﬂektierten Welle in der Einfallsebene
E⊥,d Feldsta¨rkevektor der direkten Welle senkrecht zur Einfallsebene
E⊥,r Feldsta¨rkevektor der reﬂektierten Welle senkrecht zur Einfallsebene
el Elevation des Satelliten in allgemeiner Darstellung
elR Elevation des Reﬂektors
elS Elevation des Satelliten
f , f1, fL1, f2, fL2, fLi Frequenz
f IF Zwischenfrequenz
fm Mittenfrequenz
fo obere Grenzfrequenz
fs Abtastfrequenz
fu untere Grenzfrequenz
F Tra¨gersignal bei der NHT
Fki Auswirkung relativistischer Effekte bei der Code- und Tra¨gerphasen-
messung zwischen Satellit k und Empfa¨nger i
FL Filterla¨nge
Gki Messfehler auf Grund geodynamischer Prozesse bei der Code- und Tra¨-
gerphasenmessung zwischen Satellit k und Empfa¨nger i
h Ho¨he
H Hurst-Komponente
Hi, f ,R instrumentelle Laufzeitverzo¨gerung des Codes auf dem Tra¨gersignal
mit der Frequenz f im Empfa¨nger i
Hi, f ,Φ instrumentelle Laufzeitverzo¨gerung des Tra¨gersignals mit der Frequenz
f im Empfa¨nger i
Hkf ,R instrumentelle Laufzeitverzo¨gerung des Codes auf dem Tra¨gersignal
mit der Frequenz f im Satellit k
Hkf ,Φ instrumentelle Laufzeitverzo¨gerung des Tra¨gersignals mit der Frequenz
f im Satellit k
H Hilbert-Transformation
iE Korrelationswert im Early-Zweig des Inphase-Arms
IE Early-Zweig im Inphase-Arm
iL Korrelationswert im Late-Zweig des Inphase-Arms
IL Late-Zweig im Inphase-Arm
iP Korrelationswert im Prompt-Zweig des Inphase-Arms
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IP Prompt-Zweig im Inphase-Arm
Iki, f ionospha¨renbedingter Messfehler bei der Code- und Tra¨gerphasenmes-
sung zwischen Satellit k und Empfa¨nger i auf der Frequenz f
I1, I2 ionospha¨renbedingter Messfehler auf der Tra¨gerfrequenz L1 bzw. L2
In,m ionospha¨renbedingter Messfehler in der Linearkombination
ka, k f , kp Faktoren bei der Festlegung der Testsignale
kA Anzahl der Abtastwerte
Kkij Fehler in der Single Difference auf Grund von Fehlern in den Koordina-
ten der Referenzstation
L2(R) Raum der quadratintegrierbaren Funktionen
mmin kleinste realisierte Anzahl an IMF von j Zerlegungen
my Mittelwert von y
mky k-te Iterierte von my im Sieb-Prozess
mNA,σε=150 Anstieg des Graphen der 0.5-Quantilfunktion der Rauschleistung mit
σε = 1
mNA99 Anstieg des Graphen der 0.99-Quantilfunktion der Rauschleistung
M Menge der Stu¨tzpunkte eines Splines
Mki, f ,R Messfehler bei der Codemessung zwischen Satellit k und Empfa¨nger i
auf der Frequenz f durch Signalbeugung und -mehrwegeausbreitung
Mki, f ,Φ Messfehler bei der Tra¨gerphasenmessung zwischen Satellit k und
Empfa¨nger i auf der Frequenz f durch Signalbeugung und -mehrwe-
geausbreitung
ne Elektronendichte
mNA,σε=150 Ordinatenschnittpunkt des Graphen der 0.5-Quantilfunktion der
Rauschleistung mit σε = 1
nNA99 Ordinatenschnittpunkt des Graphen der 0.99-Quantilfunktion der
Rauschleistung
−→n Normalenvektor
N Rauschleistung
N0 Rauschleistungsdichte
NA Anzahl an Abtastpunkten
Nki, f Phasenmehrdeutigkeiten bei der Tra¨gerphasenmessung zwischen Satel-
lit k und Empfa¨nger i auf der Frequenz f
N1, N2 Phasenmehrdeutigkeiten bei der Tra¨gerphasenmessung auf L1 bzw. L2
Nn,m Phasenmehrdeutigkeit in der Linearkombination
N Menge der natu¨rlichen Zahlen
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Oki Orbitfehler bei der Code- und Tra¨gerphasenmessung zwischen Satellit
k und Empfa¨nger i
OIi Orthogonalita¨tsindex
p Tensionsparameter des rationalen Splines SP
p C
N0
Proportionalita¨tsfaktor
pA Amplitudendichtefunktion
P, Pi Leistung
Pi,k Leistung der i-ten IMF der k-ten Realisierung von GWR
P Cauchy’scher Hauptwert
qE Korrelationswert im Early-Zweig des Quadratur-Arms
qL Korrelationswert im Late-Zweig des Quadratur-Arms
qP Korrelationswert im Prompt-Zweig des Quadratur-Arms
qP2 quadratischer Mittelwert von qP
QE Early-Zweig im Quadratur-Arm
Qf Auﬂo¨sung im Spektrum
QL Late-Zweig im Quadratur-Arm
QP Prompt-Zweig im Quadratur-Arm
Qσε50 das von σε abha¨ngige 0.5-Quantil der Rauschleistung
Qnorm50 das auf Q
σε=1
50 normierte 0.5-Quantil der Rauschleistung
Qσε99 das von σε abha¨ngige 0.99-Quantil der Rauschleistung
r Radius
rp Kondition fu¨r die Modellierung der Splines an den Intervallenden
r1, r2 Abstand eines Punktes auf einem Ellipsoid zum ersten bzw. zweiten
Brennpunkt
rs Referenzsignal
rt wa¨hrend der EMD extrahierter Trend
−→rR Richtungsvektor zwischen Empfangsantenne und Reﬂektor
−→rS Richtungsvektor zwischen Empfangsantenne und Satellit
R Autokorrelationsfunktion
RC,Rki, f aus der Codemessung auf dem Tra¨gersignal mit der Frequenz f berech-
nete Entfernung zwischen dem Empfa¨nger i und dem Satelliten k
RIF von der Ionospha¨re unabha¨ngiger Anteil der Codebeobachtungen
R1,R2 Codebeobachtung auf der Tra¨gerfrequenz L1 bzw. L2
Rn,m Linearkombination von Codebeobachtungen
Rε Anzahl an Realisierungen von GWR
R Menge der reellen Zahlen
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s empfangenes Tra¨gersignal
sk k-te Teilfunktion des Splines SP
sx Signal innerhalb des EMD-Prozesses
sE Early-Replik
sIQ Mischsignal im Inphase- und Quadratur-Arm
sIQ,E Mischsignal im Early-Zweig des Inphase- und Quadratur-Armes
sIQ,L Mischsignal im Late-Zweig des Inphase- und Quadratur-Armes
sIQ,P Mischsignal im Prompt-Zweig des Inphase- und Quadratur-Armes
sL Late-Replik
sP Prompt-Replik
S Signalleistung des mit Code und Navigationsnachricht modulierten
Tra¨gersignals
Si Leistungsdichtespektrum der i-ten IMF fu¨r Rauschprozesse
SH Leistungsdichtesprektum von fGn
SI , SI, f ix Anzahl an Iterationen im Sieb-Prozess
SP Spline
Si,H Leistungsdichtespektrum der i-ten IMF fu¨r fGn
SDi Abstand zweier Funktionen
T, T˜ Analyseintervall
Ti mittlere Periodendauer
Ts Abtastperiode
TA La¨nge des Analyseintervalls
Tki tropospha¨renbedingter Messfehler bei der Code- und Tra¨gerphasen-
messung zwischen Satellit k und Empfa¨nger i
u Umwegsignal
wk k-te Realisierung von Weißem Rauschen
x Signal
xi i-te, im Signal x enthaltene Monokomponente
xk k-te Realisierung eines von Weißem Rauschen u¨berlagerten Signal x
xki i-te IMF der k-te Realisierung eines, von Weißem Rauschen u¨berlagerten
Signals x
xreli relevante IMF
xij i-te IMF der j-ten Zerlegung
xi = (xi, yi, zi) kartesische Koordinaten des Empfa¨ngers i
xk = (xk, yk, zk) kartesische Koordinaten des Satelliten k
x˜ Signal
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X Fourier-Transformierte von x
X1,X2 Beobachtungsgro¨ße auf der Tra¨gerfrequenz L1 bzw. L2
Xn,m Linearkombination von Beobachtungsgro¨ßen
y Signal innerhalb des Sieb-Prozesses der EMD
ym zeitvarianter Mittelwert von y
yk k-te Iterierte von y im Sieb-Prozess
yz Imagina¨rteil des analytischen Signals z
yN normiertes Signal
yN,i normiertes Signal im i-ten Iterationschritt
z analytisches Signal
zi Imagina¨rteil von z
zr Realteil von z
Z Fourier-Transformierte von z
α Verha¨ltnis zwischen Amplitude des Mehrwegesignals und des direkten
Tra¨gersignals
αi Verha¨ltnis zwischen Amplitude des i-ten Mehrwegesignals und des di-
rekten Tra¨gersignals
α f quadriertes Frequenzverha¨ltnis
αS Quantil im Mittelwert-Kriterium
βH Skalierungsfaktor fu¨r die Amplitudendichtefunktion bei fGn
δti Uhrenfehler des Empfa¨ngers i
δtk Uhrenfehler des Satelliten k
Δn Phasendifferenz zwischen empfangenem und intern erzeugtem Code
Δn+ δM Phasendifferenz zwischen empfangenem und intern erzeugtem Code
bei Mehrwegeausbreitung
Δx Abweichung zwischen Modellsignal und relevanter IMF
ΔP12 Unterschied in der Leistung von erster und zweiter IMF einer Zerle-
gung von GWR
Δα,Δαi,Δθ,Δθi Fehler bei der Bestimmung von α, αi, θ, θi
Δφ Tra¨gerphasenmessfehler bei Mehrwegeempfang
Δτ Laufzeitverzo¨gerung
Δ(Δφ) Abweichung bei der Bestimmung des Tra¨gerphasenmessfehlers
γ, γ′ Einfalls- und Ausfallswinkel
 Genauigkeitsschranke fu¨r den Abbruch des Sieb-Prozesses der EMD
ε Gaußsches Weißes Rauschen
εr Dielektrizita¨tszahl
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εki, f ,R zufa¨lliger Messfehler bei der Codemessung zwischen Satellit k und
Empfa¨nger i auf der Frequenz f
εki, f ,Φ zufa¨lliger Messfehler bei der Tra¨gerphasenmessung zwischen Satellit k
und Empfa¨nger i auf der Frequenz f
εR,εΦ zufa¨lliger Messfehler bei der Code- bzw. Tra¨gerphasenbeobachtung
εn,m zufa¨lliger Messfehler in der Linearkombination
ε̂1, ε̂2 Fehlerterme bei der Bestimmung des Mehrwegeanteils in den Codebe-
obachtungen
ζ1, ζ2 Hilfsgro¨ßen
ηA Da¨mpfungsfaktor mit Bezug zur Richtcharakteristik der Antenne
ηD Da¨mpfungsfaktor auf Grund von Depolarisation
ηE Wert fu¨r die Korrelation des GWR ε mit der Early-Code-Replik im
Inphase-Arm
ηF Da¨mpfungsfaktor auf Grund von Freiraumausbreitung
ηL Wert fu¨r die Korrelation des GWR ε mit der Late-Code-Replik im
Inphase-Arm
ηP Wert fu¨r die Korrelation des GWR ε mit der Prompt-Code-Replik im
Inphase-Arm
ηR Da¨mpfungsfaktor auf Grund von Reﬂexion
η‖ Verha¨ltnis von E‖,r zu E‖,d
η⊥ Verha¨ltnis von E⊥,r zu E⊥,d
θ relative Phasenlage des Mehrwegesignals gegenu¨ber dem direkten
Tra¨gersignal
θi relative Phasenlage des i-ten Mehrwegesignals gegenu¨ber dem direkten
Tra¨gersignal
θS1, θS2 Schwellwerte im Mittelwert-Kriterium
κ auf den 0.5-Quantilwert normierter 0.99-Quantilwert
λ Wellenla¨nge
λ f Wellenla¨nge der Tra¨gerfrequenz f
λ1,λL1, λ2, λL2 Wellenla¨nge der Tra¨gerfrequenz L1 bzw. L2
λn,m Wellenla¨nge der Linearkombination
μr Permeabilita¨tszahl
ν Winkel χ zu 180◦ erga¨nzender Winkel
ξ Basis des Logarithmus
ξE Wert fu¨r die Korrelation des GWR ε mit der Early-Code-Replik im
Quadratur-Arm
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ξL Wert fu¨r die Korrelation des GWR ε mit der Late-Code-Replik im
Quadratur-Arm
ξP Wert fu¨r die Korrelation des GWR ε mit der Prompt-Code-Replik im
Quadratur-Arm
ρ Skalierungsfaktor fu¨r das Leistungsdichtespektrum
ρH Skalierungsfaktor fu¨r das Leistungsdichtespektrum von fGn
ρki, f geometrische Entfernung zwischen dem Empfa¨nger i und dem Satelli-
ten k
σ elektrische Leitfa¨higkeit
σh Standardabweichung der Oberﬂa¨chenrauigkeit
σx Standardabweichung der Funktion x
σn,m Standardabweichung des Rauschens in der Linearkombination
σR,σR Standardabweichung der (gegla¨tteten) Codebeobachtungen
σS Schwellwert im Mittelwert-Kriterium
σε Standardabweichung des Rauschens
σkε Standardabweichung des Rauschens der k-ten Realisierung
φ Phasendifferenz
φ0 Phasenlage des Referenzsignals
ϕ0 Phasenlage zum Zeitpunkt t = 0
φi Phasenlage von xi
φC Phasenlage des Tra¨gersignals
φD Phasenlage des direkten Tra¨gersignals
Φ, Φki, f aus der Tra¨gerphasenmessung des Tra¨gersignals mit der Frequenz f be-
rechnete Entfernung zwischen dem Empfa¨nger i und dem Satelliten k
ΦIF von der Ionospha¨re unabha¨ngiger Anteil der Tra¨gerphasenbeobachtun-
gen
Φn,m Linearkombination der Tra¨gerphasenbeobachtungen
χ Winkel zwischen −→rR und −→rS
ω Kreisfrequenz
ωi Kreisfrequenz von xi
ωIF zur Zwischenfrequenz geho¨rende Kreisfrequenz
∇
Single Difference Operator
∇ ∇ Double Difference Operator
∂, d Differentialoperatoren
E Erwartungswert-Operator
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Kapitel 1
Einleitung
In verschiedensten, verkehrswissenschaftlich relevanten Bereichen werden Informationen glo-
baler Navigationssatellitensysteme (kurz: GNSS ) bei der Positionsbestimmung von Verkehrs-
teilnehmern verwendet. Abha¨ngig von der geforderten Qualita¨t der Position sind dafu¨r Code-
und/oder Tra¨gerphasenmessungen des Empfa¨ngers selbst sowie gegebenenfalls zusa¨tzlich er-
forderlicher GNSS-Empfangsstationen auszuwerten. Der Grund fu¨r die Notwendigkeit der
Nutzung unterschiedlicher Messgro¨ßen und Auswertungsstrategien ist der Einﬂuss diverser
Fehlerquellen, die zu einer Verfa¨lschung der Code- und Tra¨gerphasenmessungen und damit
der Position fu¨hren und deren Effekte es daher zu reduzieren bzw. zu eliminieren gilt. Im Ver-
kehrswesen stellt insbesondere die Mehrwegeausbreitung der GNSS-Signale eine Fehlerquelle
von großer Bedeutung dar, da die Positionsbestimmung oftmals in Umgebungen erfolgt, die
durch eine Vielzahl von die Ausbreitung der Signale beeinﬂussenden Objekten gekennzeichnet
sind.
Erfolgt die Positionsbestimmung codebasiert, ist der Mehrwegefehler in den Codemessungen
ein die Genauigkeit einschra¨nkender Faktor und somit zu reduzieren bzw. zu eliminieren. Bei
Auswertung der Tra¨gerphasenmessungen gilt dies dementsprechend fu¨r den in ihnen ent-
haltenen Mehrwegefehler. Welche Auswertungsstrategie verfolgt wird, ha¨ngt u.a. von der zu
gewa¨hrleistenden Genauigkeit ab. Je nach Anwendung reichen die Anforderungen dabei vom
Meter- bis in den Zentimeter-Bereich. Da die Entwicklung insbesondere fu¨r die Verkehrstra¨ger
Straße und Wasser, bei denen traditionell der Mensch die Verantwortung fu¨r das Fu¨hren des
Fahrzeuges tra¨gt, hin zu einer Automatisierung, auch von sicherheitskritischen Anwendungen
geht, nimmt sowohl die Bedeutung als auch die Notwendigkeit einer hoch genauen Positions-
bestimmung stetig zu. Fu¨r die bereits heute weit verbreitete Navigation und Routenfu¨hrung
der Fahrzeuge sind, sowohl im Straßen- als auch im maritimen Verkehr, Genauigkeiten von
einigen Metern zula¨ssig ([FDR14], [IMO02]). Auch Anwendungen wie die Navigation im Ha-
Angelika Hirrle 1
1. Einleitung
fenbereich oder die spurgenaue Ortung, die bereits eine Genauigkeit von einem Meter (0,95-
Quantil) erfordern ([IMO02], [FON08]), ko¨nnen realisiert werden ([EPo15]). Zuku¨nftig wer-
den jedoch Genauigkeiten zu gewa¨hrleisten sein, die im Dezimeter-Bereich liegen, so zum Bei-
spiel fu¨r das automatische Anlegen von Schiffen ([IMO02]) oder die Kollisionsvermeidung von
hoch- und vollautomatisierten Fahrzeugen im Straßenverkehr ([FDR14], [EPo15]). Eine weite-
re Anwendung mit noch ho¨heren Anforderungen, bei der die Mehrwegeausbreitung und die
durch sie induzierten Fehler eine große Rolle spielen, stellt die reine GNSS-basierte Position-
bestimmung von automatisch gesteuerten Portalkra¨nen in Gu¨terumschlagpla¨tzen, wie sie im
Hafen von Kwangyang/Su¨dkorea erprobt worden ist ([Kim+03]), dar. Die zu gewa¨hrleistende
Genauigkeit fu¨r die in Echtzeit bereitzustellende Position der sich bewegenden Kra¨ne liegt bei
1,5 cm, 0,95-Quantil ([KLK02]).
Von entscheidender Bedeutung fu¨r die Erreichung derart hoher Anforderungen an die Genau-
igkeit der Positionsbestimmung ist es demnach, die Fehler, insbesondere die Effekte der im
Verkehrswesen nicht vermeidbaren Mehrwegeausbreitung zu detektieren und zu eliminieren.
Aus dieser Motivation heraus ergibt sich der folgende Aufbau fu¨r die vorliegende Arbeit.
In Kapitel 2 werden, ausgehend von der Darstellung der Gewinnung der fu¨r die satelliten-
gestu¨tzte Positionsbestimmung beno¨tigten Messgro¨ßen und deren genauigkeitsbeeinﬂussen-
de Faktoren, die besondere Bedeutung der Mehrwegeausbreitung sowie ihre Charakteristika
diskutiert. Aufbauend auf den bisher in der Literatur vorgestellten Ansa¨tzen fu¨r die Detek-
tion und Eliminierung des durch die Mehrwegeausbreitung verursachten Messfehlers, wird
als Strategie dieser Arbeit die Anwendung der Hilbert-Huang-Transformation auf die vom
Empfa¨nger bereitgestellten C/N0-Werte fu¨r die Bestimmung der Mehrwegesignalparameter
mit daran anschließender Berechnung des Fehlers und seiner Korrektur in den Tra¨gerphasen-
messungen herausgearbeitet. Die eingesetzte Hilbert-Huang-Transformation ist eine rein da-
tengetriebene, durch einen iterativ arbeitenden Algorithmus beschriebene Methode. Sie wird
in der Literatur zum einen hinsichtlich der Beitra¨ge zu ihrer (bisher nur in Ansa¨tzen vorhande-
nen) fundierten mathematischen Beschreibung, zum anderen bezu¨glich ihrer Anwendung zur
Signalanalyse in den verschiedenen Fachgebieten diskutiert. Der Einsatz der Methode inner-
halb der oben skizzierten Strategie ist hingegen sowohl in der Idee als auch in der Umsetzung
neuartig.
Der Anwendung der Hilbert-Huang-Transformation geht mit Kapitel 3 zuna¨chst eine Vorstel-
lung der Methode voraus, die den aktuellen Stand der Wissenschaft widerspiegelt. Sie bein-
haltet die algorithmische Beschreibung sowie charakteristische Merkmale und Einsatzgrenzen
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der Methode bei der Signalanalyse. Aufgezeigt wird, dass bei der Verwendung der Methode
verschiedene Parameter festzulegen sind, die maßgeblich die Qualita¨t der Ergebnisse bestim-
men. Die Hilbert-Huang-Transformation muss demnach fu¨r die in dieser Arbeit diskutierte
Anwendung adaptiert werden. Auf welcher Grundlage eine derartige Adaption erfolgen und
welche Qualita¨t bei der Bestimmung der Mehrwegesignalparameter erwartet werden kann, ist
Gegenstand von Kapitel 4.
Im Anschluss an die Adaption der Methode fu¨r die Scha¨tzung der Mehrwegesignalparameter
soll nun der Mehrwert ermittelt werden, den die Korrektur des u¨ber diesen Weg bestimmten
Tra¨gerphasenmessfehlers generiert. In einem ersten Schritt wird diese Bewertung anhand der
in Kapitel 5 vorgestellten Auswertung von realen Messdaten eines Experimentalaufbaus, der
sich durch klar strukturierte Umgebungsbedingungen auszeichnet, vorgenommen. Auf Grund
der dabei erzielten positiven Resultate werden darauf aufbauend Daten eines Referenzstations-
netzwerkes analysiert. Der Diskussion der bei dieser Analyse gewonnenen Ergebnisse widmet
sich Kapitel 6. Fu¨r alle Datensa¨tze wird eine Basislinienauswertung verfolgt, da dadurch eine
rein die Effekte der Mehrwegeausbreitung betreffende Diskussion mo¨glich ist. Dabei wird so-
wohl eine Bewertung im Beobachtungs- als auch im Koordinatenraum vorgenommen.
Die Arbeit schließt in Kapitel 7 mit einer Zusammenfassung und Bewertung der erzielten Er-
gebnisse sowie einem Ausblick auf sich daraus ableitende zuku¨nftige Aufgaben.
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Kapitel 2
Problemanalyse und spezielle
Aufgabenstellung
Dieses Kapitel hat einleitenden Charakter und dient dazu, in die Thematik der satellitenge-
stu¨tzten Positionsbestimmung einzufu¨hren. Es werden offene Fragestellungen herausgearbei-
tet, fu¨r diese, unter Einbeziehung der aktuellen Literatur, eine Lo¨sungsstrategie entwickelt und
daraus eine konkrete Aufgabenstellung, die es zu bearbeiten gilt, abgeleitet. Dafu¨r werden in
Abschnitt 2.1 zuna¨chst einige Grundlagen der satellitengestu¨tzten Positionsbestimmung zu-
sammengestellt, wobei auf Grund des Stoffumfangs nur auf die fu¨r das Versta¨ndnis der vor-
liegenden Arbeit relevanten Aspekte eingegangen werden soll. Herausgearbeitet wird, dass
insbesondere der Einﬂuss der Mehrwegeausbreitung als ein wichtiger, die Genauigkeit ein-
schra¨nkender Faktor zu diskutieren ist, da er, im Gegensatz zu Effekten anderer Fehlerquellen,
nicht durch die Verwendung differentieller Verfahren eliminiert bzw. stark reduziert werden
kann. Um Methoden zu entwickeln, die es ermo¨glichen, diesen, durch die Mehrwegeausbrei-
tung verursachten Fehler (quantitativ) abzuscha¨tzen, ist die Kenntnis u¨ber die sie charakteri-
sierenden Parameter unabdingbar. Einen U¨berblick u¨ber diese gibt Abschnitt 2.2. Der daran
anschließende Abschnitt 2.3 stellt die bisher in der Literatur diskutierten Ansa¨tze zur Bestim-
mung des durch die Mehrwegeausbreitung verursachten Fehlers vor und leitet darauf aufbau-
end die in dieser Arbeit verfolgte Strategie ab.
2.1 Grundlagen der satellitengestu¨tzten Positionsbestimmung
Die satellitengestu¨tzte Positionsbestimmung basiert auf dem Prinzip der Trilateration. Die dafu¨r
beno¨tigten Entfernungen zwischen den Satelliten und dem Empfa¨nger werden u¨ber Lauf-
zeitmessungen der Signale bestimmt. Die Gewinnung dieser als Beobachtungen bezeichne-
ten Gro¨ßen wird in Abschnitt 2.1.1 vorgestellt. Er beinhaltet auch die Darstellung einer vom
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Empfa¨nger ebenfalls bereitgestellten und im Verlauf der Arbeit verwendeten, wichtigen Gro¨ße,
die die Signalqualita¨t beschreibt: Das Tra¨gersignal-zu-Rauschleistungsdichte-Verha¨ltnis C/N0.
Verschiedene Ursachen fu¨hren zu einer Verfa¨lschung der Laufzeitmessung und somit zu ei-
ner nicht korrekten Bestimmung der Beobachtungen. Diesen und den die Signalqualita¨t beein-
ﬂussenden Fehlerquellen widmet sich Abschnitt 2.1.2. Viele der durch diverse Fehlerquellen
hervorgerufenen Effekte lassen sich bei Verwendung der Beobachtungsgro¨ßen eines weiteren
Empfa¨ngers und der damit realisierbaren Basislinienauswertung verringern oder eliminieren
und ko¨nnen damit zu einer ho¨heren Positionsgenauigkeit fu¨hren. Vorgestellt wird dieses Ver-
fahren in Abschnitt 2.1.3.
2.1.1 Quantiﬁzierung der Messgro¨ßen
Die vom Empfa¨nger ausgegebenen Messgro¨ßen sind zuna¨chst einmal die GNSS-Beobachtun-
gen. Darunter wird die Entfernung zwischen Satellit und Empfa¨nger, bestimmt durch die Aus-
wertung der Phasenlage des Codes (kurz: Codemessung), beziehungsweise die Entfernung
zwischen Satellit und Empfa¨nger, bestimmt durch die Auswertung der Phasenlage der Tra¨ger-
schwingung (kurz: Tra¨gerphasenmessung), verstanden. Die fu¨r die Berechnung dieser Entfer-
nungen notwendigen Laufzeiten werden mit Hilfe von Regelkreisen ermittelt, indem intern
erzeugte Repliken mit dem empfangenen Signal abgeglichen werden. Erla¨utert werden diese
Verfahren in Abschnitt 2.1.1.1. Neben der Entfernung wird durch den Empfa¨nger eine die Si-
gnalqualita¨t beschreibende Messgro¨ße bereitgestellt. Diese Messgro¨ße ist fu¨r die Analyse des
Einﬂusses der Mehrwegeausbreitung auf die Bestimmung der Tra¨gerphase von großer Bedeu-
tung (vgl. Abschnitt 2.2) und wird daher in Abschnitt 2.1.1.2 diskutiert.
2.1.1.1 Quantiﬁzierung der Code- und Tra¨gerphasenbeobachtungen
Die Bestimmung der Entfernung zwischen Satellit und Empfa¨nger basiert auf der Bestimmung
der Laufzeiten des Codes und des Tra¨gersignals. Diese werden in miteinander gekoppelten
Regelkreisen ermittelt: Die Laufzeit des Codes im Code-Regelkreis (engl. Delay Locked Loop,
kurz: DLL ), die Laufzeit des Tra¨gers im Phasen-Regelkreis (engl. Phase Locked Loop, kurz:
PLL ). Vor der Verarbeitung in diesen Regelkreisen wird das empfangene Signal aus dem GHz-
Bereich auf eine niedrigere Zwischenfrequenz f IF = ωIF/2π im MHz-Bereich gemischt und
digitalisiert. Bezeichnet dabei fs die Abtastfrequenz und damit Ts = 1/ fs die Abtastschritt-
weite, la¨sst sich das Eingangssignal s als Produkt aus Code B, Navigationsmitteilung D und
Tra¨gerschwingung mit Amplitude AC und Phasenlage φC schreiben, dem additiv mittelwert-
freies Gaußsches Weißes Rauschen ε mit Standardabweichung σε u¨berlagert ist (Gleichung 2.1).
Die Abtastzeitpunkte sind dabei in der u¨blichen Schreibweise n = kTs notiert. Die Verarbeitung
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des Signals s in den Regelkreisen sei im Folgenden in Anlehnung an die ausfu¨hrlichen Darstel-
lungen in [Eis97] anhand der Prinzipskizze in Abbildung 2.1 erla¨utert. Fu¨r diese Erla¨uterungen
ist es von Vorteil, das Signal s in seiner komplexen Darstellung nach Gleichung 2.2 zu verwen-
den.
s(n) = B(n)D(n)AC cos(ωIFn+ φC) + ε(n) (2.1)
=
1
2
B(n)D(n)AC
[
ei(ωIFn+φC) + e−i(ωIFn+φC)
]
+ ε(n) (2.2)
Das Signal s wird im Inphase-Arm I mit einem intern erzeugten Referenzsignal gleicher Fre-
quenz, aber abweichender Phasen φ0, im Quadratur-Arm Q mit eben diesem, jedoch um π/2
phasenverschobenen Referenzsignal multipliziert. Beide Multiplikationen ko¨nnen, unter Ver-
wendung der komplexen Darstellung, unabha¨ngig voneinander in einer Gleichung erfasst wer-
den (Gleichungen 2.3-2.5).
Abbildung 2.1: Prinzipskizze der gekoppelten Regelkreise fu¨r die Gewinnung von Code- und
Tra¨gerphasenmessung nach [Irs08]. Das empfangene Signal wird in der PLL mit einer
intern erzeugten Tra¨gerschwingung abgeglichen. Auf Grund der Abweichung in der
Phasenlage der beiden Schwingungen wird im Phasendetektor ein Fehlersignal gene-
riert, welches u¨ber das PLL-Filter die Frequenz des Oszillators (NCO) steuert, mit dem
Ziel, die Abweichung zu minimieren. In der DLL wird das empfangene Signal mit intern
erzeugten Code-Repliken korreliert. Hier wird auf Grund der Abweichung in der Code-
phase im Code-Detektor ein Fehlersignal generiert. Dieses steuert u¨ber das DLL-Filter
die Frequenz des Oszillators (NCO), mit dem Ziel der U¨bereinstimmung von empfan-
genen Code und Prompt-Code (P-Zweig) im Inphase-Arm I.
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sIQ(n) = s(n)rs(n) (2.3)
= s(n)ei(ωIFn+φ0) (2.4)
=
1
2
B(n)D(n)ACei(φ0−φC)
(
1+ ei(2ωIFn+2φC)
)
+ ε(n)ei(ωIFn+φ0) (2.5)
Dieses, die beiden orthogonalen Signale des Inphase- und Quadratur-Arms umfassende Misch-
signal sIQ wird mit intern erzeugten, um den Abstand dC versetzten Referenzcodes, der Early-
Replik sE, der Prompt-Replik sP und der Late-Replik sL, multipliziert (Gleichungen 2.6-2.8).
A¨hnlich dem Phasenunterschied φ0 − φC zwischen empfangenem und intern generiertem Si-
gnal, existiert auch ein Unterschied Δn in der Phasenlage des eingehenden Codes und der
Phasenlage der Repliken.
sIQ,E(n) = sE(n)sIQ(n)
= B(n− Δn− dC)
[
B(n)D(n)ACei(φ0−φC)
(
1+ ei(2ωIFn+2φC)
)
+ 2ε(n)ei(ωIFn+φ0)
]
(2.6)
sIQ,P(n) = sP(n)sIQ(n)
= B(n− Δn)
[
B(n)D(n)ACei(φ0−φC)
(
1+ ei(2ωIFn+2φC)
)
+ 2ε(n)ei(ωIFn+φ0)
]
(2.7)
sIQ,L(n) = sL(n)sIQ(n)
= B(n− Δn+ dC)
[
B(n)D(n)ACei(φ0−φC)
(
1+ ei(2ωIFn+2φC)
)
+ 2ε(n)ei(ωIFn+φ0)
]
(2.8)
Die sich anschließende Summation von jeweils kA Funktionswerten der Mischsignale sIQ,E,
sIQ,P und sIQ,L liefert Scha¨tzwerte fu¨r die Autokorrelation R des eingehenden Codes mit den
Repliken. Die Summation erfolgt dabei unter der Annahme, dass das Datenbit D u¨ber die kA
Summanden konstant +1 bzw. -1 ist und sich die periodischen Anteile, die mit der doppelten
Frequenz (2ωi) schwingen, zu Null summieren. Die nach der Summation in den sechs Armen
IE, IP, IL, QE, QP und QL vorliegenden Korrelationswerte ergeben sich demnach wie in den
Gleichungen 2.9 bis 2.14 dargestellt.
IE : iE = ±kAACR(Δn− dC) cos(φ0 − φC) + ηE (2.9)
QE : qE = ±kAACR(Δn− dC) sin(φ0 − φC) + ξE (2.10)
IP : iP = ±kAACR(Δn) cos(φ0 − φC) + ηP (2.11)
QP : qP = ±kAACR(Δn) sin(φ0 − φC) + ξP (2.12)
IL : iL = ±kAACR(Δn+ dC) cos(φ0 − φC) + ηL (2.13)
QL : qL = ±kAACR(Δn+ dC) sin(φ0 − φC) + ξL (2.14)
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Die Werte ηE, ηP, ηL, ξE, ξP und ξL bezeichnen dabei den Wert der Korrelationsfunktion des
additiven Rauschens mit den Code-Repliken (Gleichungen 2.15 bis 2.20).
ηE =
kA
∑
k=1
2B(kTs − Δn− dC)ε(kTs) cos(ωIFkTs + φ0) (2.15)
ξE =
kA
∑
k=1
2B(kTs − Δn− dC)ε(kTs) sin(ωIFkTs + φ0) (2.16)
ηP =
kA
∑
k=1
2B(kTs − Δn)ε(kTs) cos(ωIFkTs + φ0) (2.17)
ξP =
kA
∑
k=1
2B(kTs − Δn)ε(kTs) sin(ωIFkTs + φ0) (2.18)
ηL =
kA
∑
k=1
2B(kTs − Δn+ dC)ε(kTs) cos(ωIFkTs + φ0) (2.19)
ξL =
kA
∑
k=1
2B(kTs − Δn+ dC)ε(kTs) sin(ωIFkTs + φ0) (2.20)
Abbildung 2.2 zeigt schematisch die (auf den Maximalwert normierten) Korrelationswerte im
Inphase-Arm. Besteht kein Codephasenunterschied Δn zwischen empfangenem Signal und
Code-Repliken, ist die Korrelation der Prompt-Replik mit dem Code des empfangenen Signals
am gro¨ßten (Abbildung 2.2, rechts). Anderenfalls ist die Korrelation mit einer anderen Replik
gro¨ßer (Abbildung 2.2, links). Die Korrelationswerte (Gleichungen 2.9 bis 2.14) werden im je-
weiligen Detektor des Phasen- bzw. Code-Regelkreises in einen funktionalen Zusammenhang
gesetzt. Aufgabe ist es, ein Fehlersignal zu erzeugen, welches proportional zum Phasenunter-
schied φ0 − φC bzw. Δn zwischen empfangenem Signal und intern erzeugten Referenzsignalen
ist. Dieses Fehlersignal wird genutzt, um die Frequenz der Oszillatoren (engl. Numerical Con-
trolled Oszillator, kurz: NCO ) zu steuern, mit dem Ziel, intern Referenzsignale derart zu er-
zeugen, dass die jeweiligen Phasenunterschiede minimiert werden. Die Auslegung der jeweili-
gen Regelkreisﬁlter (PLL- bzw. DLL-Filter) entscheidet dabei maßgeblich u¨ber die Genauigkeit
und Dynamik, mit der dieses Ziel erreicht wird.1 Aus den durch dieses Nachfu¨hren der Refe-
renzsignale bestimmten Phasenunterschieden (d.h. der zeitlichen Verschiebung zwischen dem
empfangenen und den intern erzeugten Signalen) kann die Entfernung zwischen Satellit und
Empfangsantenne abgeleitet werden. Sind die beiden Regelkreise gerastet, d.h. die Phasenun-
terschiede zwischen dem empfangenen Signal und den Repliken von Code und Tra¨gersignal
ausgeglichen, entha¨lt der prompte Inphase-Arm IP die reinen, bina¨ren Navigationsdaten D, die
1 Fu¨r eine ausfu¨hrliche Darstellung zur Auslegung der Detektoren und der Regelkreisﬁlter sei auf [Eis97] und
[Pan10] verwiesen.
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im Anschluss decodiert und ausgewertet werden ko¨nnen. Des Weiteren ko¨nnen die im promp-
ten Inphase- und Quadraturarm (IP und QP) vorliegenden Korrelationswerte genutzt werden,
um die Signalqualita¨t quantitativ zu erfassen. Die Herleitung dieser Gro¨ße ist Gegenstand des
folgenden Abschnitts.
Abbildung 2.2: Darstellung der Korrelation (mit Korrelatorabstand dC = 0, 5 Chip) der intern erzeug-
ten Codes mit dem empfangenen Code nach [Bor07]: a) Late-Replik und empfangener
Code haben die ho¨chste Korrelation. Um das Ziel zu erreichen, die ho¨chste Korrelation
zwischen empfangenem Code und Prompt-Replik zu erreichen, mu¨ssen die intern er-
zeugten Codes verzo¨gert werden. b) Prompt-Replik und empfangener Code haben die
ho¨chste Korrelation.
2.1.1.2 Quantiﬁzierung der Signalqualita¨t
Eine wichtige, vom Empfa¨nger ausgegebene Kenngro¨ße zur qualitativen Bewertung von GNSS-
Messungen ist das Verha¨ltnis von Signal- und Rauschleistung, kurz Signal-Rausch-Verha¨ltnis.
In der GNSS-Literatur dient dieser Begriff als Oberbegriff fu¨r verschiedene Deﬁnitionen. Es
ist zu unterscheiden, ob das Signal-Rausch-Verha¨ltnis auf der Leistung S des mit Code und
Navigationsnachricht modulierten Signals (Signal-to-Noise-Ratio) oder der Leistung C des un-
modulierten Signals (Carrier-to-Noise-Ratio) beruht. Die beiden Leistungen sollten sich nicht
unterscheiden, da sich durch die Modulation des sinusfo¨rmigen Tra¨gers mittels Phasenumtas-
tung (engl. Binary Phase Shift Keying, kurz: BPSK ) nur die Signalleistungsdichte, nicht jedoch
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die Signalleistung selbst a¨ndert. Sie unterscheiden sich dennoch geringfu¨gig durch nachgeord-
nete Bandpassﬁlterungen zur Unterdru¨ckung von Rausch- und Sto¨rsignalen in benachbarten
Frequenzbereichen der GNSS-Signale, die im Fall der Bestimmung der Leistung des modu-
lierten Signals in die Berechnung einbezogen werden (vgl. [BK04]). Die Signalleistung wird
entweder auf die Rauschleistung N in Watt (S/N bzw. C/N) oder die Rauschleistungsdichte
N0 in Watt pro Hertz (S/N0 bzw. C/N0) bezogen. Welcher dieser Werte durch einen Empfa¨nger
ausgegeben wird, ist hersteller- und produktspeziﬁsch. Grundlage fu¨r Aussagen in dieser Ar-
beit bildet das Tra¨gersignal-zu-Rauschleistungsdichte-Verha¨ltnis C/N0. Dessen im Folgenden
beschriebene Gewinnung wa¨hrend des Nachfu¨hrens der Tra¨gerphase in der PLL ist an die Her-
leitung in [Bad09] angelehnt. Dabei wird angenommen, dass die Regelkreise eingerastet, d.h.
die Phasenunterschiede φ0 − φC und Δn gleich Null sind.
Bestimmung der Signalleistung. Die mittlere Signalleistung wird mit den Werten des promp-
ten Inphase-Armes IP bestimmt. Der Wert, der hier im Fall eingerasteter Regelkreise bereitge-
stellt wird, ergibt sich nach Einsetzen von Gleichung 2.17 in Gleichung 2.11 zu:
iP = ±kAAC +
kA
∑
k=1
2B(kTs)ε(kTs) cos(ωIFkTs + φ0) (2.21)
Unter der Annahme, dass die Signalamplitude AC deutlich gro¨ßer ist als die Amplitude des
u¨berlagerten Rauschens, kann der zweite Term in Gleichung 2.21 vernachla¨ssigt werden. Fu¨r
die mittlere Leistung C des Tra¨gersignals gilt2 Gleichung 2.22 und damit nach Einsetzen von
2.21 in diese die Gleichung 2.23.
C =
1
2
A2C (2.22)
=
1
2
(
iP
kA
)2
(2.23)
Bestimmung der Rauschleistungsdichte. Wa¨hrend die Signalleistung mit Signalwerten des
prompten Inphase-Armes IP berechnet wird, erfolgt die Bestimmung der Rauschleistung mit
den Werten des promptem Quadratur-Armes QP. Diese Werte qP ergeben sich durch Einsetzen
von Gleichung 2.18 in Gleichung 2.12, wieder unter der Annahme eingerasteter Regelschleifen,
zu:
qP =
kA
∑
k=1
2B(kTs)ε(kTs) sin(ωIFkTs + φ0) (2.24)
2 Fu¨r eine Herleitung dieses Zusammenhangs sei auf Anhang D.1 verwiesen.
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Die mittlere Leistung N des mittelwertfreien Gaußschen Weißen Rauschens ε entspricht seiner
Varianz σ2ε ([Mer10]). Um den Wert dieser Gro¨ße aus den Werten des prompten Quadratur-
Armes zu gewinnen, wird der quadratische Mittelwert q2P von qP bestimmt, was gleichbedeu-
tend mit der Berechnung des Erwartungswertes von q2p ist ([Hof98]). Unter Verwendung der
Korrelationseigenschaften des Codes B, des Rauschens ε und des Tra¨gersignals, sowie der Ei-
genschaften des Erwartungswert-Operators E gilt:3
q2P = E
⎧⎨⎩
(
2
kA
∑
k=1
B(kTs)ε(kTs) sin(ωIFkTs + φ)
)2⎫⎬⎭ (2.25)
= E
{
4
kA
∑
k=1
(B(kTs)ε(kTs) sin(ωIFkTs + φ))
2
}
(2.26)
= 4
kA
∑
k=1
E
{
ε2(kTs)
}
E
{
sin2(ωIFkTs + φ)
}
(2.27)
= 2kAσ2ε (2.28)
Fu¨r die mittlere Rauschleistung N gilt nach Umstellen von Gleichung 2.28 demnach:
N = σ2ε =
q2P
2kA
(2.29)
Die mittlere Rauschleistung N bezogen auf die Rauschbandbreite BN wird als Rauschleistungs-
dichte N0 deﬁniert, wobei als Rauschbandbreite die Breite des Frequenzbereiches bezeichnet
wird, in dem Signalanteile das letzte Bandpass-Filter vor der Verarbeitung in der PLL passie-
ren. Fu¨r die Rauschleistungsdichte N0 des Signals s gilt somit:
N0 =
N
BN
=
σ2ε
BN
=
q2P
2kABN
(2.30)
Bestimmung des C/N0. Mit den so bestimmten Gro¨ßen C und N0 la¨sst sich das Tra¨gersignal-
zu-Rauschleistungsdichte-Verha¨ltnis C/N0 in Hz (Gleichung 2.31) bzw. in dBHz4 (Gleichung
2.32) angeben.
C
N0
=
i2PBN
q2PkA
= p C
N0
A2C (2.31)
C
N0 CN0 /Hz
= 10 log10
C
N0
dBHz = (10 log10 p CN0
+ 20 log10 AC)dBHz (2.32)
3 Fu¨r eine ausfu¨hrliche Herleitung sei auf Anhang D.1 verwiesen.
4 Die Angabe in dBHz ist die u¨blicherweise Verwendete.
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Das zweite Gleichheitszeichen in Gleichung 2.31 ergibt sich unter Beachtung der Gleichungen
2.22 und 2.23 sowie 2.30, wobei p C
N0
als Proportionalita¨tsfaktor alle Faktoren ungleich AC zu-
sammenfasst. Das C/N0 ist demnach proportional zum Quadrat der Amplitude des Signals
s, ein Zusammenhang, der insbesondere fu¨r das Ableiten von Mehrwegeparametern aus dem
C/N0 von Bedeutung ist (vgl. Abschnitt 2.2). Es sei angemerkt, dass die fu¨r die Berechnung
des Proportionalita¨tsfaktors beno¨tigten Parameterwerte bzw. der Proportionalita¨tsfaktor selbst
im Allgemeinen nicht bekannt sind. Um das C/N0 fu¨r die Analyse des Mehrwegeeinﬂusses zu
verwenden, werden demnach Empfa¨nger beno¨tigt, bei denen dieser Zusammenhang in Erfah-
rung gebracht werden kann, bzw. bei denen ein auf diesen Faktor normiertes C/N0 ausgegeben
wird.
2.1.2 Quantiﬁzierungsfehler und ihre Ursachen
Die Bestimmung der Entfernung zwischen Satellit und Empfa¨nger beruht, wie in Abschnitt
2.1.1 beschrieben, auf der Auswertung der Laufzeit des Signals. Unter realen Ausbreitungsbe-
dingungen beeinﬂussen verschiedene Sto¨rgro¨ßen diese Laufzeit, so dass die gemessene Lauf-
zeit und die zur tatsa¨chlichen geometrischen Entfernung geho¨rigen Laufzeit verschieden sind.
Folglich unterscheiden sich auch die daraus ermittelte und die geometrische Entfernung von-
einander. Der Unterschied kann als additive U¨berlagerung der durch die verschiedenen Sto¨r-
quellen verursachten Abweichungen modelliert werden. Dieses sogenannte Beobachtungsmo-
dell wird in Abschnitt 2.1.2.1 vorgestellt. Neben einer fehlerbehafteten Laufzeitmessung ver-
ursachen verschiedene Quellen auch eine vera¨nderte Signalsta¨rke, die zum Verlust des Signal-
empfangs fu¨hren kann. Abschnitt 2.1.2.2 gibt einen U¨berblick u¨ber diese, die Signalsta¨rke be-
einﬂussende Quellen.
2.1.2.1 Quantiﬁzierungsfehler bei der Code- und Tra¨gerphasenbestimmung
Der Zusammenhang zwischen der aus der Code- bzw. Tra¨gerphasenmessung fu¨r eine Fre-
quenz f berechneten Entfernung Rki, f (in Metern) bzw. Φ
k
i, f (in Metern) eines Empfa¨ngers i
zu einem Satelliten k, der geometrischen Entfernung ρki (in Metern) sowie den durch diverse
Sto¨rquellen verursachten anteiligen Messabweichungen la¨sst sich durch Beobachtungsmodelle
(Gleichungen 2.33 und 2.34) beschreiben.5
Rki, f = ρ
k
i + c0(δti + Hi, f ,R − δtk − Hkf ,R)
+ Iki, f + T
k
i + M
k
i, f ,R +O
k
i + G
k
i + F
k
i + A
k
i, f ,R + ε
k
i, f ,R (2.33)
5 [Wan00] und [Xu03]
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Φki, f = ρ
k
i + c0(δti + Hi, f ,Φ − δtk − Hkf ,Φ)
− Iki, f + Tki + Mki, f ,Φ +Oki + Gki + Fki + Aki, f ,Φ + λ f Nki, f + εki, f ,Φ (2.34)
mit
ρki =
√
(xk − xi)2 + (yk − yi)2 + (zk − zi)2 (2.35)
= ‖xk − xi‖ (2.36)
Die Modelle enthalten neben den unbekannten Empfa¨ngerkoordinaten xi = (xi, yi, zi) und den
Satellitenkoordinaten xk = (xk, yk, zk), den Empfa¨nger- bzw. Satellitenuhrfehler δti bzw. δtk
(in Sekunden), die im Empfa¨nger bzw. im Satelliten vorhandenen instrumentellen Laufzeitver-
zo¨gerungen Hi, f ,R und Hi, f ,Φ bzw. Hkf ,R und H
k
f ,Φ (ebenfalls in Sekunden), den ionospha¨ren-
bedingten Messfehler Iki, f (in Metern), den tropospha¨renbedingten Messfehler T
k
i (in Metern),
Messfehler durch Signalbeugung und -mehrwegeausbreitung Mki, f ,R und M
k
i, f ,Φ (in Metern),
den Orbitfehler Oki (in Metern), den Messfehler durch geodynamische Prozesse G
k
i (in Metern),
Auswirkungen relativistischer Effekte Fki (in Metern), Antennenphasenexzentrizita¨ten A
k
i, f ,R
und Aki, f ,Φ (in Metern), die Phasenmehrdeutigkeiten N
k
i, f ∈ R sowie zufa¨llige Messfehler εki, f ,R
und εki, f ,Φ (in Metern), die als Gaußsches Weißes Rauschen (kurz: GWR ) angenommen werden.
Ferner bezeichnet c0 (in Metern pro Sekunde) die Lichtgeschwindigkeit im Vakuum und λ f (in
Metern) die Wellenla¨nge der Tra¨gerfrequenz. Die Indizes kennzeichnen die Abha¨ngigkeit der
jeweiligen Gro¨ße von Empfa¨nger (i), Satellit (k), Frequenz ( f ) und Messgro¨ße ({R,Φ}). Die
auftretenden Messfehler lassen sich in die Kategorien satellitenspeziﬁsch, empfa¨ngerspeziﬁsch
und ausbreitungswegspeziﬁsch einteilen und seien im Folgenden na¨her erla¨utert.
Satellitenspeziﬁsche Messabweichungen. Zu dieser Kategorie geho¨ren Satellitenuhrfehler und
Satellitenbahnabweichungen (δtk und Oki ) sowie die instrumentellen Laufzeitverzo¨gerungen
Hkf ,R und H
k
f ,Φ im Satelliten. Um den Uhrfehler und die Satellitenbahn (Orbit ) zu berech-
nen, ko¨nnen die in der Navigationsnachricht enthaltenen Parameter (Broadcast-Ephemeriden)
genutzt werden. Alternativ stehen die auf der Homepage des Internationalen GNSS Service
(kurz: IGS ) bereitgestellten Parameter zur Verfu¨gung ([IGS]). Diese Parameter werden von ver-
schiedenen Analysezentren unter Nutzung einer Vielzahl von Stationen berechnet und kom-
biniert. Sie unterscheiden einander in Bezug auf Genauigkeit, Abtastintervalle und Latenz.
Die Satellitenbahnabweichung Oki bei Verwendung der Broadcast-Ephemeriden
6 liegt nach
[BSW14] bei 1,21 m fu¨r GPS und 2,53 m fu¨r GLONASS. Der Restfehler δtk der Satellitenuhr7
6 Gemeint ist hier der 3D-RMS-Fehler.
7 Gemeint ist hier der RMS-Fehler.
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betra¨gt nach Anwendung der Korrekturparameter aus der Navigationsnachricht laut [BSW14]
1,03 m fu¨r GPS und 2,06 m fu¨r GLONASS. Werden IGS-Produkte genutzt, ko¨nnen diese Rest-
fehler stark reduziert werden. Die nach 12 bis 18 Tagen zur Verfu¨gung stehenden ﬁnalen Orbits
und Uhren haben eine Genauigkeit von 2,5 cm RMS (Orbit) und 75 ps8 (Uhr) fu¨r GPS bzw. 3
cm RMS (Orbit) fu¨r GLONASS.9 Nach [HB15] beﬁndet sich derzeit ein IGS-Echtzeit-Service im
Aufbau. Dieser hat zum Ziel, Orbits mit einer Genauigkeit von 5 cm und Uhrkorrekturen mit ei-
ner Genauigkeit von 0,3 ns, d.h. 9 cm in Echtzeit, bereitzustellen. Die momentane Qualita¨t liegt
nach [HB15] fu¨r die Orbits bei 5 cm (GPS) und 13 cm (GLONASS). Der Restfehler nach Anwen-
dung der Uhrkorrekturen liegt bei 8 cm (GPS) und 24 cm (GLONASS). Zu beachten ist, dass
sich die Messungen und die Broadcast-Ephemeriden auf das mittlere Antennenphasenzentrum
beziehen. Hingegen ist fu¨r die vom IGS bereitgestellten Produkte das Massenzentrum des Sa-
telliten der Bezugspunkt. Da sich diese beiden Zentren unterscheiden, ist (bei Verwendung
der IGS-Produkte) diese Abweichung (engl. phase center offset, kurz: PCO ) zu korrigieren.
Die Korrekturen werden vom IGS bereitgestellt. [SR03] zeigen, dass das Phasenzentrum zu-
dem variiert. Diese Antennenphasenzentrumsvariationen (engl. phase center variations, kurz:
PCV ) sind als Korrekturwerte ebenfalls in den vom IGS bereitgestellten Informationen enthal-
ten.10
Es bleiben die instrumentellen Laufzeitverzo¨gerungen Hkf ,R und H
k
f ,Φ zu diskutieren. Diese
beschreiben die Spanne zwischen dem Zeitpunkt der Generierung der Signale und ihrem Sen-
dezeitpunkt. Sie werden als Konstante (Bias) mit Unsicherheit modelliert ([GPS06]), wobei fu¨r
unterschiedliche Codes und Signalfrequenzen unterschiedliche Werte gelten. Die Code-Biases
werden als Bestandteil der Uhrkorrekturen bzw. als zusa¨tzliche Parameterwerte bereitgestellt.
Fu¨r die Unsicherheiten wird ein maximaler Wert von 3 ns gefordert ([GPS06]).11 Da die Uhrkor-
rekturen auch auf die Phasenmessungen angewandt werden, sich die instrumentelle Laufzeit-
verzo¨gerung aber von der der Code-Messungen unterscheidet, verbleiben in den Phasenmes-
sungen Anteile der instrumentellen Laufzeitverzo¨gerung. Diese zu modellieren wird beispiels-
weise in [Ban+08] diskutiert. Eliminiert werden ko¨nnen diese Fehleranteile bei Durchfu¨hrung
von Relativmessungen (vgl. Abschnitt 2.1.3).
8 Eine Picosekunde ps entspricht in etwa 0,03 cm. Ein Fehler von 75 ps entspricht demzufolge ca. 2,25 cm.
9 Uhrkorrekturen stehen fu¨r GLONASS nicht als kombiniertes IGS-Produkt zur Verfu¨gung. Hier muss auf Korrek-
turen einzelner Analysezentren, wie das European Space Operations Center (kurz: ESOC ) in Darmstadt oder das
Center of Orbit Determination in Europe (kurz: CODE ) in Bern zuru¨ckgegriffen werden.
10 Die hier diskutierten PCO- und PCV-Werte sind im Modell Gleichung 2.33 bzw. 2.34 gemeinsam mit den die Emp-
fangsantenne betreffenden Korrekturen in den Termen Aki, f ,R und A
k
i, f ,Φ modelliert. Fu¨r weitere Erla¨uterungen
zum Phasenzentrum sei auf Anhang B.2 sowie [LRT15] verwiesen.
11 Dieser Wert ist ein 2σε-Wert und entspricht ca. 90 cm.
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Empfa¨ngerspeziﬁsche Messabweichungen. Zu dieser Gruppe geho¨ren der Uhrfehler δti, die
instrumentellen Laufzeitverzo¨gerungen Hi, f ,R und Hi, f ,Φ sowie die bereits im vorangegan-
genen Abschnitt erwa¨hnten Antennenphasenexzentrizita¨ten Aki, f ,R und A
k
i, f ,Φ. Der durch die
Empfangsantenne verursachte Anteil an den Antennenphasenexzentrizita¨ten resultiert eben-
falls aus dem Unterschied zwischen physischem Referenzpunkt der Antenne und Phasenzen-
trum, sowie dessen winkelabha¨ngiger und frequenzspeziﬁscher Variation. Die daher beno¨tig-
ten Werte fu¨r PCO und PCV werden, wie im Fall der Satellitenantennen, fu¨r diverse Antennen-
typen vom IGS bereitgestellt.12 Neben diesen, die Antenne betreffenden Abweichungen, wer-
den die empfangenen Signale in den verschiedenen Bauteilen des Empfa¨ngers verzo¨gert. Wie
bereits im Abschnitt zu satellitenspeziﬁschen Messwertabweichungen ero¨rtert, liegen auch auf
Seiten des Empfa¨ngers instrumentelle Laufzeitverzo¨gerungen vor. Die Verzo¨gerung, model-
liert als Bias, ist fu¨r die zu verschiedenen Satelliten geho¨renden Code-Messungen unterschied-
lich. Der Anteil des Bias, der allen Messungen gemein ist, wird als Teil des Empfa¨ngeruhrfeh-
lers δti gescha¨tzt, es verbleibt jeweils der Anteil als Restfehler, in dem sich die Verzo¨gerungen
unterscheiden ([Ban+08]). Der Phasen-Bias wird hingegen als identisch fu¨r alle Satelliten, je-
doch verschieden fu¨r verschiedene Frequenzen angenommen ([Ban+08]), so dass sich bei der
Durchfu¨hrung von Relativmessungen die Mo¨glichkeit der Eliminierung bietet (vgl. Abschnitt
2.1.3).
Ausbreitungswegspeziﬁsche Messabweichungen. Neben den atmospha¨risch bedingten Lauf-
zeitverzo¨gerungen und den daraus resultierenden Messfehlern za¨hlen zu dieser Kategorie auch
Messfehler, die auf Grund der unmittelbaren Empfa¨ngerumgebung entstehen. Um zuna¨chst
den durch die Atmospha¨re hervorgerufenen Messfehler zu diskutieren, ist es zweckma¨ßig,
sie in zwei Schichten, die Ionospha¨re und die Tropospha¨re, zu unterteilen. Diese Untertei-
lung erfolgt auf Grund des verschiedenen Einﬂusses dieser Schichten auf die Ausbreitung der
GNSS-Signale als elektromagnetische Wellen.13 Nach einer Ausbreitung im Vakuum mit Licht-
geschwindigkeit c0 tritt das Signal in einer Ho¨he von etwa 1000 km u¨ber der Erdoberﬂa¨che in
die Ionospha¨re14 ein, bei etwa 40 km Ho¨he in die Tropospha¨re ([ME06]). In beiden, im Folgen-
den kurz zu charakterisierenden Schichten fu¨hren die dort jeweils vorhandenen Teilchen zur
Refraktion, d.h. der A¨nderung der Geschwindigkeit des Signals in Betrag und Richtung. Die
dadurch hervorgerufenen Laufzeita¨nderungen bewirken dann eine fehlerhafte Bestimmung
der Entfernung.
12 Fu¨r weiterfu¨hrende Informationen sei auf Anhang B.2 sowie [LRT15] verwiesen.
13 Je nach interessierenden Charakteristika (z.B. Temperatur, Magnetfeld) ko¨nnen auch andere Unterteilungen der
Atmospha¨re vorgenommen werden (vgl. [See03]).
14 Teilweise umfasst der Begriff in der Literatur auch die Protonospha¨re, die Schicht der Atmospha¨re ab 1000 km.
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Die Ionospha¨re ist der Teil der Atmospha¨re, in dem, neben Moleku¨len, zu einem geringen Pro-
zentsatz freie Ladungstra¨ger (Elektronen und Ionen) vorhanden sind.15 Die Menge dieser La-
dungstra¨ger ist von deren Produktion und Verlust abha¨ngig. In [Pro¨04] sind die dazugeho¨rigen
Vorga¨nge ausfu¨hrlich beschrieben. So entstehen frei bewegliche Elektronen (und dementspre-
chend Ionen) prima¨r durch Photoionisierung, d.h. das Aufspalten von Moleku¨len auf Grund
solarer, extremer, ultravioletter Strahlung (kurz: EUV-Strahlung) und Ro¨ntgenstrahlung. Des
Weiteren ko¨nnen in dieser Weise freigesetzte Elektronen eine so große Energie besitzen, dass
sie Moleku¨le ionisieren bzw. diese zur Emission von EUV-Strahlung anregen, welche wieder-
um eine weitere Ionisierung hervorrufen kann. Neben der in die Ionospha¨re eindringenden
Strahlung ko¨nnen auch einfallende, hochenergetische Elektronen zu einer Ionisierung fu¨hren.
Als vierte Mo¨glichkeit der Erzeugung von Ladungstra¨gern sei der Ladungsaustausch genannt.
Damit ist die chemische Reaktion gemeint, bei der Ionen eines Gases entstehen, wa¨hrend die
eines anderen verschwinden.
Den hier genannten Varianten der Ladungstra¨gerproduktion stehen dieser, ihr entgegenwir-
kende Prozesse wie Rekombination und Ladungsaustausch gegenu¨ber. Diese kurze Darstel-
lung16 der Entstehung und des Verschwindens freier Ladungstra¨ger macht bereits deutlich,
dass diese Prozesse von einer Vielzahl von Parametern abha¨ngen, wie zum Beispiel dem Vor-
handensein und der Intensita¨t der Sonnenstrahlung sowie der Zusammensetzung und der
Dichte der vorkommenden Gase. Es verwundert daher nicht, dass der Zustand der Ionospha¨re
ra¨umlichen17 und zeitlichen Schwankungen18 unterliegt. Fu¨r den durch die Ionospha¨re indu-
zierten Entfernungsmessfehler Iki, f ist maßgeblich die Anzahl der Elektronen auf dem Ausbrei-
tungsweg des Signals zwischen Satellit k und Empfa¨nger i entscheidend. Die in die Berechnung
eingehende Kenngro¨ße ist der sogenannte Total Electron Content (kurz: TEC ). Darunter wird
die entlang des Signalweges integrierte Elektronendichte ne nach Gleichung 2.37 verstanden.
TEC =
∫ k
i
ne(l)dl (2.37)
Der resultierende Entfernungsmessfehler Iki, f , dargestellt in Gleichung 2.38, ist proportional
zum TEC und indirekt proportional zur Tra¨gerfrequenz f . Er unterscheidet sich demnach fu¨r
verschiedene Signalfrequenzen. Ferner ist er fu¨r Code- und Phasenmessung auf ein und der-
15 Bezogen auf die Dichte der Moleku¨le betra¨gt die Dichte der Ionen nur 1% (vgl. [Klo96]). Die Summe der positiven
(positive Ionen) und negativen Ladungstra¨ger (Elektronen und negative Ionen) ist gleich [Pro¨04].
16 Fu¨r eine ausfu¨hrlichere Darstellung der Physik der Ionospha¨re sei auf [Pro¨04] verwiesen.
17 Damit ist sowohl die ho¨henabha¨ngige als auch die breitengradabha¨ngige Anzahl an freien Ladungstra¨gern ge-
meint.
18 Deutlich erkennbar sind Tag-Nacht-Unterschiede, jahreszeitliche Schwankungen sowie der Einﬂuss des Sonnen-
zyklus.
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selben Tra¨gerfrequenz gleich im Betrag, aber verschieden im Vorzeichen ([ME06]). Es sei an-
gemerkt, dass Gleichung 2.38 eine Na¨herung erster Ordnung darstellt, bei der Terme ho¨herer
Ordnung vernachla¨ssigt werden. Diese Terme liegen in der Gro¨ßenordnung von weniger als
1% des in Gleichung 2.38 gegebenen Fehlers, ko¨nnen jedoch bei hohen TEC-Werten im Bereich
von bis zu einigen Dezimetern liegen [Klo96].19
Iki, f = c0Δτ =
40, 3TEC
f 2
(2.38)
Stehen dem Nutzer GNSS-Signale auf zwei Frequenzen zur Verfu¨gung, la¨sst sich der ionospha¨-
reninduzierte Fehler erster Ordnung (Gleichung 2.38) eliminieren.20 Es verbleibt ein Restfehler
in der Gro¨ßenordnung der Terme ho¨herer Ordnung. Eine derartige Mo¨glichkeit steht bei der
Nutzung von nur einer Frequenz nicht zur Verfu¨gung. Der Messfehler Iki, f muss in diesem Fall
mittels Modellen abgescha¨tzt oder auf Grundlage bereitgestellter TEC-Werte berechnet wer-
den. Fu¨r die Anwendung der Modelle werden die in der Navigationsnachricht gesendeten Pa-
rameter genutzt.21 TEC-Werte werden beispielsweise u¨ber das SpaceWeather Application Center -
Ionosphere (kurz: SWACI) [SWA] oder den IGS [IGS] bereitgestellt. Allen Varianten ist gemein22,
dass sich der aus den Parametersa¨tzen bzw. TEC-Werten berechnete Messfehler Iki, f als Zenit-
verzo¨gerung23 versteht. Da Signale von Satelliten in geringeren Elevationen einen la¨ngeren
Weg durch die Ionospha¨re zuru¨cklegen, ist die tatsa¨chlich verursachte Verzo¨gerung gro¨ßer.
Dieser Tatsache wird Rechnung getragen, indem die berechnete Zenitverzo¨gerung mit einer
elevationsabha¨ngigen Gewichtungsfunktion24 (engl. mapping function) multipliziert wird. In
[Min+14] wird eine U¨bersicht ga¨ngiger Modelle und Services gegeben und diese anhand er-
reichbarer Positionsergebnisse vergleichend diskutiert. Die besten Resultate werden dabei mit
Zweifrequenzlo¨sungen sowie der Verwendung der vom IGS bereitgestellten TEC-Werte erzielt.
Fu¨r die Abscha¨tzung des ionospha¨rischen Restfehlers ko¨nnen daher die in [IGS] angegebenen
Genauigkeiten herangezogen werden. Demnach liegt der Restfehler bei Verwendung der TEC-
Werte bei mindestens 0, 32 m fu¨r GPS L1 und 0, 54 m fu¨r GPS L2.25 Eine weitere Mo¨glichkeit,
den Messfehler Iki, f zu verringern bzw. zu eliminieren, liegt in der Durchfu¨hrung von Rela-
19 Fu¨r die einga¨ngige Herleitung von Gleichung 2.38 sei auf Fachliteratur wie z.B. [ME06] oder [Klo96] verwiesen.
20 Fu¨r weitere Ausfu¨hrungen sei dem Leser Anhang A.1 bzw. Fachliteratur wie [ME06] oder [Xu03] empfohlen.
21 Dies sind Parameter fu¨r das Klobuchar-Modell bei GPS bzw. fu¨r das NeQuick-Modell bei Galileo.
22 Eine Ausnahme bildet das NeQuick-Modell. Fu¨r eine Beschreibung des Modells sei auf [HLW08] verwiesen.
23 Dieser so berechnete Fehler Iki, f gilt fu¨r Satelliten, die sich in einer Elevation von 90
◦, also direkt u¨ber dem Nutzer
und somit im ku¨rzesten Abstand von diesem beﬁnden.
24 Eine mo¨gliche derartige Funktion wird in [ME06] vorgestellt.
25 Die Genauigkeit wird in TEC Units (kurz: TECU ) angegeben. Eine TEC Unit entspricht 1016 Elektronen pro m2.
Dies entspricht nach Gleichung 2.38 einem Fehler von 0, 16 m fu¨r GPS L1 und 0, 27 m fu¨r GPS L2. Die Genauigkeit
der IGS TEC-Werte wird mit 2-9 TECU angegeben.
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tivmessungen (vgl. Abschnitt 2.1.3). A¨ndert sich die Elektronendichte sehr unregelma¨ßig und
ungleichma¨ßig26, kann der durch sie verursachte Messfehler nicht mehr rein deterministisch
erfasst werden und wird zusa¨tzlich stochastisch als mittelwertfreies Gaußsches Weißes Rau-
schen modelliert ([WBH06]).
Im Gegensatz zur Ionospha¨re beﬁnden sich in der Tropospha¨re keine freien Ladungstra¨ger.
Hauptbestandteile sind trockene Gase (Stickstoff und Sauerstoff) sowie Wasserdampf. Dement-
sprechend la¨sst sich der durch die Tropospha¨re verursachte Entfernungsmessfehler Tki in einen
trockenen und einen feuchten Anteil zerlegen. Der trockene Anteil ist fu¨r etwa 90% des Ge-
samtfehlers Tki verantwortlich. Er ist abha¨ngig von Druck und Temperatur und folglich u.a. von
Ho¨he, Jahreszeit und Breitengrad [ME06]. Die restlichen 10% werden durch den feuchten An-
teil verursacht. Hier besteht neben einer Abha¨ngigkeit von der Temperatur, eine Abha¨ngigkeit
vom Partialdruck des Wasserdampfes [ME06]. Sind diese Parameter (in Abha¨ngigkeit von der
Ho¨he) bekannt, ko¨nnen die beiden Anteile und somit Tki berechnet werden. Anderenfalls ist T
k
i
u¨ber Modelle abzuscha¨tzen. Dies kann unter Einbeziehung von Messdaten oder der Nutzung
der Standardatmospha¨re27 erfolgen.
Bei der Berechnung von Trocken- und Feuchtanteil gilt, wie im Fall der Ionospha¨re, dass jeweils
eine Zenitverzo¨gerung modelliert und diese dann in Abha¨ngigkeit von der Elevation gewich-
tet wird. Ein U¨berblick u¨ber ga¨ngige Modelle fu¨r Trocken- und Feuchtanteil sowie mo¨gliche
Mapping-Funktionen wird in [ME06] und [Xu03] gegeben. Dabei gilt, dass der Trockenanteil
stabil ist und daher unter Nutzung aktueller Luftdruckmessungen bis auf einen Restfehler von
wenigen Millimetern28 gescha¨tzt werden kann. Der Feuchtanteil ist hingegen sehr variabel und
daher schwieriger zu modellieren. Hier liegen die Restfehler bei Verwendung meteorologischer
Daten bei mindestens 1-2 cm. Erfolgt die Berechnung der Fehleranteile auf Basis von Modell-
werten, bleibt ein Restfehler von mindestens 5-10 cm29. Es besteht zudem die Mo¨glichkeit,
direkt Werte fu¨r die tropospha¨rische Zenitverzo¨gerung des IGS ([IGS]) zu nutzen. Diese ste-
hen mit einer Verzo¨gerung von wenigen Stunden bzw. einigen Wochen und einer Genauigkeit
von 6 mm bzw. 4 mm zur Verfu¨gung. Im Gegensatz zur Ionospha¨re ist die Tropospha¨re kein
dispersives Medium30. Der Messfehler Tki ist demnach auf Code- und Phasenmessungen und
26 Dieser Effekt wird als Phasen-Szintillation bezeichnet.
27 Die Standardatmospha¨re ist eine Menge genormter Werte fu¨r Druck, Temperatur, Dichte und Luftfeuchte als
Funktion der Ho¨he fu¨r die mittleren Breiten.
28 [ME06]. Diese Angaben beziehen sich auf den Fehler in Zenitrichtung. Fu¨r geringere Elevation ist er gro¨ßer.
29 ebd. In [ME06] wird fu¨r eine Elevation von 5◦ ein Restfehler von 0,5-1 m angegeben.
30 Damit ist gemeint, dass Signale verschiedener Tra¨gerfrequenz keine unterschiedlichen Laufzeitverzo¨gerungen
erfahren.
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fu¨r alle Tra¨gerfrequenzen gleich groß und somit nicht, wie im Fall der Ionospha¨re, u¨ber Li-
nearkombination verschiedener Messgro¨ßen eliminierbar. Es besteht jedoch die Mo¨glichkeit,
den Messfehler Tki durch Relativmessungen zu verringern bzw. zu eliminieren (vgl. Abschnitt
2.1.3).
Zu den umgebungsspeziﬁschen Messfehlern za¨hlen die durch Signalbeugung und -mehrwe-
geausbreitung hervorgerufenen Fehler Mki, f ,R bzw. M
k
i, f ,Φ sowie Messabweichungen durch geo-
dynamische Prozesse Gki . Ebenfalls in diese Gruppe geho¨rt der durch relativistische Effek-
te verursachte Messfehler Fki . Dieser Fehler entsteht, da die Entfernungsbestimmung mittels
GNSS-Signalen auf Zeitmessungen basiert und die dafu¨r verwendeten Uhren in Satellit und
Empfa¨nger relativistischen Effekten unterliegen. Als Gru¨nde hierfu¨r gelten die Relativgeschwin-
digkeit von Satelliten- und Empfa¨ngeruhr, ihr Potenzialunterschied im Gravitationsfeld der
Erde sowie die Erdrotation.31 Der u¨berwiegende Teil des Fehlers wird durch die Architektur
des Systems kompensiert.32 Ein weiterer Anteil la¨sst sich unter Nutzung der Orbit- und Erd-
rotationsparameter berechnen. Der verbleibende Restfehler liegt in der Gro¨ßenordnung von
wenigen Zentimetern [Ash03].
Neben diesen Effekten sind Einﬂu¨sse von geodynamischen Prozessen zu diskutieren. Damit
sind Messabweichungen gemeint, die sich durch den Einﬂuss von Gezeiten und Ozeanauﬂas-
ten ergeben. Der Einﬂuss der Gezeiten la¨sst sich dabei in einen permanenten, einen zeitabha¨n-
gigen und einen durch die Polbewegung verursachten Anteil unterteilen. Die jeweiligen Antei-
le lassen sich durch Modelle, wie sie in [PL10] ausfu¨hrlich dargestellt sind, berechnen. Ferner
besteht die Mo¨glichkeit, den Messfehler Gki durch Relativmessungen zu verringern bzw. zu eli-
minieren (vgl. Abschnitt 2.1.3).
Dies trifft nicht auf den durch die Signalbeugung und -mehrwegeausbreitung verursachten
Messfehler Mki, f ,R bzw. M
k
i, f ,Φ zu, da die Effekte fu¨r Empfa¨nger in unterschiedlichen Umge-
bungen nicht korrelieren. Die durch Signalbeugung, d.h. durch die Ablenkung des Signals an
einem Objekt, verursachte Laufzeitverzo¨gerung fu¨hrt zu einem daraus resultierenden Mess-
fehler in der Gro¨ßenordnung von bis zu wenigen Dezimetern ([WFW00]). Er liegt damit un-
terhalb der Standardabweichung des Rauschens εki, f ,R fu¨r Codemessungen und wird daher
in diesem absorbiert.33 Fu¨r die Auswertung der Tra¨gerphasenmessungen ist er hingegen ein
genauigkeitseinschra¨nkender Faktor. Wie in Abschnitt 2.1.2.2 ausgefu¨hrt, ist das C/N0 eine
31 Eine U¨bersicht inklusive ausfu¨hrlicher Herleitungen ist in [Ash96] zu ﬁnden.
32 Dies betrifft die Vera¨nderung der Frequenz der Oszillatoren im Satelliten [GPS06].
33 In [ME06] werden als typische RMS-Fehler des Code-Rauschens 0,25-0,50 m angegeben.
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Funktion der Entfernung, so dass der Einﬂuss der Beugung in dieser Gro¨ße sichtbar ist. In
der Literatur ﬁnden sich daher Ansa¨tze, u¨ber die Auswertung des C/N0 gebeugte Signale zu
detektieren und die betreffenden Beobachtungen in der Positionsbestimmung geeignet (her-
ab) zu gewichten.34 Grundlage dafu¨r bildet das sogenannte SIGMA-ε-Modell von [HB99], in
dem eine C/N0-abha¨ngige Gewichtung der Beobachtungen vorgenommen wird, wobei kei-
ne explizite Beru¨cksichtigung von Beugungseinﬂu¨ssen erfolgt. Dieser Schritt erfolgt in der
Erweiterung, dem SIGMA-Δ-Modell von [BHT99]. Dabei wird das gemessene C/N0 mit ei-
nem fu¨r eine bestimmte Empfa¨nger-Antennen-Kombination geltenden Referenzwert vergli-
chen und in Abha¨ngigkeit der Differenz gewichtet. Die Auswertung von Testdatensa¨tzen in
[WFW00] zeigt eine deutliche Verringerung der Koordinatenstreuungen bei Verwendung des
SIGMA-Δ-Modells gegenu¨ber ungewichteter oder elevationsabha¨ngig gewichteter Varianten,
d.h. Varianten, in denen keine explizite Betrachtung der Signalbeugung erfolgt, an. Unbefrie-
digende Resultate ergeben sich jedoch beim U¨bergang vom Empfang des direkten Signals zum
Empfang des gebeugten Signals ([WB00]). Eine als robuster und zuverla¨ssiger bewertete Er-
weiterung des SIGMA-Δ-Modells auf Grundlage eines Fuzzy-Systems, das SIGMA-F-Modells,
wird in [WB02] vorgestellt. Methoden fu¨r eine vollsta¨ndige Elimination des durch Signalbeu-
gung hervorgerufenen Messfehlers existieren bislang nicht.
Fu¨r die Diskussion der neben den Effekten der Signalbeugung in den Fehlertermen Mki, f ,R und
Mki, f ,Φ enthaltenen Anteile, die durch Mehrwegeausbreitung hervorgerufen werden, ist zu be-
achten, dass unter dem Begriff der Mehrwegeausbreitung oftmals zwei verschiedene Effek-
te zusammengefasst werden, die jedoch von ganz unterschiedlicher Natur sind ([Gro13a]):
Zum einen der im urspru¨nglichen Wortsinn bezeichnete Empfang des Signals auf mehreren
Wegen (direktes Signal und Reﬂexionen dieses Signals) und zum anderen der ausschließliche
Empfang des reﬂektierten Signals (engl. Non-Line-of-Sight Reception, kurz: NLOS -Empfang).
Durch das Fehlen des direkten Signals beim NLOS-Empfang ergeben sich vera¨nderte Ansa¨tze
fu¨r die Behandlung des verursachten Fehlers. Dies begru¨ndet sich darin, dass alle Ansa¨tze,
die auf dem Abgleich von Effekten beruhen, die durch direktes und reﬂektiertes Signal her-
vorgerufen werden, in diesem Fall nicht angewandt werden ko¨nnen. Das Vorgehen bei der
Behandlung von NLOS-Signalen besteht zuna¨chst im Versuch ihrer Detektion35 und im An-
34 Einer Gewichtung liegt die Idee zugrunde, dass fu¨r Signale aus niedrigen Elevationen fu¨r die nicht im determinis-
tischen Modell erfassten, als stochastisch modellierten Fehleranteile auf Grund des la¨ngeren Ausbreitungswegs
eine gro¨ßere Standardabweichung zu erwarten ist als fu¨r Signale aus hohen Elevationen. Die Gewichtung erfolgt
u¨blicherweise in Abha¨ngigkeit von der Elevation und/oder des C/N0 (vgl. [CL99], [GJ13], [TM13]).
35 In [Gro+13] ﬁndet sich eine U¨bersicht zur Detektion von NLOS-Signalen verwendeten Methoden. Diese umfas-
sen die C/N0-Auswertung, den Einsatz spezieller Antennensysteme und zusa¨tzlicher Informationsquellen zur
Umgebungsmodellierung, wie Kamerasysteme oder 3D-Modelle, sowie die Kombination der Methoden.
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schluss daran in ihrem Ausschluss bzw. ihrer Herabgewichtung bei der Positionsbestimmung
mit einem zusa¨tzlich eingefu¨hrten Faktor ([Pey+13] bzw. [TM13]) oder der Abscha¨tzung der
Differenzla¨nge zum direkten Signal mit anschließender Korrektur ([Bet+13]). Die hier im Zu-
sammenhang mit NLOS-Signalen vorgestellten Methoden werden in der Literatur insbesonde-
re in Zusammenhang mit der Navigation in urbanen Regionen diskutiert, da hier der Empfang
derartiger Signale ein charakterisierendes Merkmal darstellt. Kennzeichnend fu¨r dieses Ge-
biet ist meist auch eine reine Auswertung der Code-Beobachtungen. Der Einﬂuss der Analyse
von NLOS-Signalen auf eine tra¨gerphasenbasierte Lo¨sung wird daher in den entsprechenden
Publikationen nicht diskutiert. Die Ansa¨tze, die eine Verringerung bzw. Eliminierung des im
eigentlichen Wortsinn gemeinten Mehrwegefehlers verfolgen, werden innerhalb des diesem
Fehleranteil gewidmeten Abschnitts 2.2 diskutiert.
2.1.2.2 Quantiﬁzierungsfehler bei der C/N0-Bestimmung
Wie im Fall der Entfernungsbestimmung soll auch bei der C/N0-Bestimmung unter dem Quan-
tiﬁzierungsfehler die Abweichung zwischen erwartetem und real gemessenem Wert verstan-
den werden. Wa¨hrend bei ersterer der geometrische Abstand zwischen Satellit und Empfa¨nger
erwartet wird, sind dies beim C/N0 Werte, die eine ungehinderte Freiraumausbreitung des
Signals, verbunden mit dem Einﬂuss des Antennengewinns der Sende- und Empfangsanten-
nen, widerspiegeln, wobei letzterer die Werte des C/N0 dominiert. Wie im Folgenden na¨her
erla¨utert wird, fu¨hren verschiedene Parameter zu einer A¨nderung dieser erwarteten Werte, so
dass im C/N0 der Einﬂuss verschiedener Gro¨ßen sichtbar wird. Da diese sich in ihren Cha-
rakteristika unterscheiden, kann versucht werden, durch eine geeignete Analyse des C/N0,
einzelne Fehleranteile zu separieren und die durch sie verursachten Verfa¨lschungen der Ent-
fernung zu scha¨tzen und zu eliminieren. Ein derartiges Vorgehen ist, wie in Abschnitt 2.1.1.2
ausgefu¨hrt, beispielsweise bei der Scha¨tzung des die Tra¨gerphasenbestimmung verfa¨lschenden
Mehrwegefehlers Mki, f ,Φ erfolgsversprechend.
Im Folgenden werden die das C/N0 beeinﬂussenden Faktoren in Anlehnung an die Ausfu¨h-
rungen in [ME06] diskutiert. Dabei ist zwischen denjenigen, die die Signalleistung und denje-
nigen, die die Rauschleistung beeinﬂussen zu unterscheiden. Es ist bei dieser Diskussion dabei
ferner vorteilhaft, die Ausbreitung des Signals außerhalb und die Verarbeitung des Signals in-
nerhalb des Empfa¨ngers getrennt zu betrachten.36
36 Die Ausfu¨hrungen in diesem Abschnitt dienen dazu, die Charakteristika der verschiedenen, das C/N0 beeinﬂus-
senden Faktoren zu skizzieren. Fu¨r Herleitungen und beispielhafte Rechnungen sei der Leser auf die Fachliteratur
wie [ME06] verwiesen.
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Empfangene Signalleistung und empfa¨ngerexternes Rauschen. Die empfangene Signalleis-
tung ist von verschiedenen, im Nachfolgenden aufgefu¨hrten Parametern abha¨ngig.37 Es sind
dies:
• die durch den Satelliten abgestrahlte Sendeleistung
• der Antennengewinn (Sendeantenne Satellit, Empfangsantenne Empfa¨nger)
• die Entfernung zwischen Satellit und Empfa¨nger (Freiraumda¨mpfung)
• die Absorption in Ionospha¨re und Tropospha¨re (atmospha¨rische Da¨mpfung)
• ionospha¨rische Szintillationen
• die Mehrwegeausbreitung und Beugung des Signals
Die abgestrahlte Sendeleistung ist abha¨ngig von der Baureihe und dem Betriebsalter des Sa-
telliten. Der Antennengewinn von Sende- und Empfangsantenne ist elevationsabha¨ngig. Glei-
ches gilt fu¨r die Freiraumda¨mpfung und die atmospha¨rische Da¨mpfung. Deren Elevations-
abha¨ngigkeit resultiert aus der elevationsabha¨ngigen La¨nge des Ausbreitungsweges. Fu¨r ein
Signal, welches nur als Funktion dieser Parameter beschrieben wird, gilt demnach: Je geringer
die Elevation, desto geringer die Signalleistung. Typische Werte fu¨r das GPS liegen laut [ME06]
zwischen -162.5 dBW fu¨r Satelliten in geringen Elevationen und -154.5 dBW fu¨r Satelliten im
Zenit. Der Graph einer solchen Signalleistung u¨ber einen Satellitendurchgang a¨hnelt einer nach
unten geo¨ffneten Parabel.
Dieser Verlauf kann zusa¨tzlich von die Signalleistung beeinﬂussenden ionospha¨rischen und
umgebungsbedingten Effekten u¨berlagert sein. So kann eine stark variierende Elektronendich-
te der Ionospha¨re neben Variationen in der Signalphase, den in Abschnitt 2.1.2.1 beschriebenen
Phasen-Szintillationen, auch zu A¨nderungen in der Signalamplitude, sogenannten Amplituden-
Szintillationen, fu¨hren. Wie im Fall der Phasen-Szintillationen gilt, dass diese A¨nderung sto-
chastisch zu modellieren ist, wobei hier laut [WBH06] eine Nakagami-m-Verteilung angewandt
werden kann. Hindernisse in der Umgebung des Empfa¨ngers ko¨nnen zusa¨tzlich zu Mehrwe-
geausbreitung und Beugung des Signals fu¨hren. Bei der Mehrwegeausbreitung u¨berlagern
sich direktes und an den Hindernissen reﬂektierte Signale. Diese U¨berlagerung fu¨hrt, wie
ausfu¨hrlich in Abschnitt 2.2 diskutiert, zu sinusfo¨rmigen Schwingungen. Demgegenu¨ber wird
bei der Beugung des Signals nur das direkte Signal empfangen, was jedoch einen la¨ngeren Aus-
breitungsweg zuru¨cklegt, damit einer gro¨ßeren Freiraumda¨mpfung unterliegt und demzufolge
37 Diese Darstellung ist an die Ausfu¨hrungen in [BK04] angelehnt.
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zu einer geringeren Amplitude fu¨hrt. Das dem Signal u¨berlagerte, empfa¨ngerexterne Rauschen
resultiert aus der Sonnenstrahlung sowie der Wa¨rmestrahlung der Erde. Typische Werte fu¨r die
Rauschleistungsdichte liegen laut [ME06] bei ca. -208 dB(W/Hz). Unter Einbeziehung der o.g.
Werte fu¨r die Signalleistung ergeben sich fu¨r das C/N0 Werte in der Gro¨ßenordnung zwischen
45.5 dBHz fu¨r Satelliten in geringer Elevation und 53.5 dBHz fu¨r Satelliten im Zenit.
Empfa¨ngerinterne Signalverarbeitung. Nach dem Empfang des (von additivem Rauschen
u¨berlagerten) Signals wird es in verschiedenen Verarbeitungsschritten sukzessiv geﬁltert und
versta¨rkt. Zu beachten ist, dass das Rauschen und das Signal selbst dabei der gleichen Ver-
arbeitung unterworfen sind. Wu¨rde durch die Verarbeitung im Empfa¨nger kein zusa¨tzliches
Rauschen hinzugefu¨gt, bliebe das Verha¨ltnis von Signalleistung und Rauschleistungsdichte
gleich.38 Das C/N0 am Ausgang der Antenne entspra¨che demnach dem C/N0, welches in
der PLL (Gleichung 2.31) bestimmt wird. Tatsa¨chlich wird durch die empfa¨ngerinterne Ver-
arbeitung zusa¨tzliches Rauschen hinzugefu¨gt und damit die Rauschleistungsdichte um etwa
7 dBHz erho¨ht. Typische Werte fu¨r das in der PLL gewonnene C/N0 liegen demnach laut
[ME06] in der Gro¨ßenordnung zwischen 38.5 dBHz fu¨r Satelliten in geringer Elevation und
46.5 dBHz fu¨r Satelliten im Zenit. Ein typischer C/N0-Verlauf ist in Abbildung 2.3 dargestellt.
Abbildung 2.3: Darstellung des C/N0 (grau) und der Elevation (schwarz) des PRN 4, Station 1433 des
Experimentalaufbaus (vgl. Kapitel 5). Deutlich erkennbar ist der parabela¨hnliche Ver-
lauf auf Grund von Freiraumda¨mpfung und Antennengewinn sowie die sinusfo¨rmigen
Anteile, verursacht durch Mehrwegeausbreitung (vgl. Abschnitt 2.2.2.2).
38 Eine ausfu¨hrliche Darstellung dazu ﬁndet der Leser in [ME06].
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2.1.3 Positionsbestimmung
Grundlage fu¨r die Berechnung der Position eines einzelnen Empfa¨ngers i bilden die in den
Gleichungen 2.33 und 2.34 gegebenen Beobachtungsmodelle. Ziel ist die mo¨glichst exakte Be-
stimmung der darin enthaltenen Unbekannten: den Empfa¨ngerkoordinaten xi = (xi, yi, zi),
dem Empfa¨ngeruhrfehler δti sowie, im Fall von Phasenmessungen, den Mehrdeutigkeiten Nki, f .
Dafu¨r ist es notwendig, die Messabweichungen quantitativ zu erfassen bzw. zu eliminieren.
Dies kann durch die Anwendung von Modellen, Korrekturwerten und Linearkombinationen
der Code- und Phasenmessung des Empfa¨ngers i innerhalb der in Abschnitt 2.1.2.1 diskutier-
ten Genauigkeit realisiert werden. Wie ebenfalls angedeutet, lassen sich weitere Verbesserun-
gen erzielen, wenn Entfernungsmessungen eines weiteren Empfa¨ngers hinzugezogen werden.
Dies kann auf der Ebene von Code- und Phasenmessungen geschehen. Grund fu¨r die Verbesse-
rungen ist die Korrelation einzelner Fehleranteile in den Messungen und die Mo¨glichkeit ihrer
damit verbundenen Eliminierung. Im Folgenden soll das Prinzip dieser differentiellen Verfah-
ren erla¨utert werden. Verwendet werden bei diesen Verfahren einfache Differenzen (engl. Sin-
gle Difference, kurz: SD ) und doppelte Differenzen (engl. Double Difference, kurz: DD ).
Unter einer einfachen Differenz wird die Differenz zwischen den Entfernungsmessungen zwei-
er Empfa¨nger i und j zu ein und demselben Satelliten k verstanden und mit dem Symbol
∇
ge-
kennzeichnet. Modelliert wird sie als Differenz der in Gleichung 2.33 bzw. Gleichung 2.34 ge-
gebenen Beobachtungsgleichungen. Einfache Differenzen ko¨nnen sowohl fu¨r Codemessungen
(Gleichung 2.39) als auch fu¨r Tra¨gerphasenmessungen (Gleichung 2.41) gebildet werden. Da
der Satellitenuhrfehler δtk in beiden Entfernungsmessungen Rki, f , R
k
j, f bzw. Φ
k
i, f ,Φ
k
j, f identisch
ist, wird er bei der jeweiligen Differenzbildung vollsta¨ndig eliminiert. Dasselbe gilt fu¨r die in-
strumentellen Laufzeitverzo¨gerungen Hkf ,R bzw. H
k
f ,Φ. Fu¨r alle anderen Fehleranteile gilt, dass
sie, wenn nicht eliminiert, so doch reduziert werden, da nach der Differenzbildung nur noch
die Unterschiede der Fehleranteile, ebenfalls gekennzeichnet durch das Symbol
∇
, in der Diffe-
renz enthalten sind (Gleichung 2.40 bzw. 2.42). Zu beachten ist jedoch, dass sich das Rauschen
erho¨ht, da die Addition zweier unabha¨ngiger GWR-Prozesse zu einer Addition der Varian-
zen fu¨hrt ([Bro+05]). Die Anzahl der zu scha¨tzenden Unbekannten bleibt unvera¨ndert, wobei,
unter der Annahme bekannter Koordinaten eines Empfa¨ngers (hier xi), nicht die absoluten Ko-
ordinaten xj des zweiten Empfa¨ngers zu bestimmen sind, sondern der Vektor zwischen den
beiden Empfa¨ngern, die sogenannte Basislinie Δxij nach Gleichung 2.46. Da die Koordinaten
des als Referenzstation bezeichneten Empfa¨ngers i nicht fehlerfrei sind, wird ein zusa¨tzlicher
Fehlerterm Kij eingefu¨hrt, der jedoch nur die absoluten Koordinaten des Empfa¨ngers j, nicht
aber seine relative Position zum Empfa¨nger i beeinﬂusst.
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∇
Rkij, f = R
k
j, f − Rki, f (2.39)
=
∇
ρkij + c0(
∇
δtij +
∇
Hij, f ,R) +
∇
Ikij, f +
∇
Tkij +
∇
Mkij, f ,R
+
∇
Okij +
∇
Gkij +
∇
Fkij +
∇
Akij, f ,R + Kij + ε
k
ij, f ,R (2.40)
∇
Φkij, f = Φ
k
j, f −Φki, f (2.41)
=
∇
ρkij + c0(
∇
δtij +
∇
Hij, f ,Φ)− ∇Ikij, f +
∇
Tkij +
∇
Mkij, f ,Φ
+
∇
Okij +
∇
Gkij +
∇
Fkij +
∇
Akij, f ,Φ + λ f
∇
Nkij, f + Kij + ε
k
ij, f ,Φ (2.42)
mit
∇
ρkij = ρ
k
j − ρki (2.43)
= ‖xk − xj‖ − ‖xk − xi‖ (2.44)
= ‖xk − xi − Δxij‖ − ‖xk − xi‖ (2.45)
mit
Δxij = xj − xi (2.46)
Wa¨hrend die Verwendung von einfachen Differenzen zur Verringerung der einzelnen Feh-
leranteile fu¨hrt, gelingt es bei der Verwendung von doppelten Differenzen, zusa¨tzlich eine Un-
bekannte, die Summe aus Uhrfehler und instrumenteller Laufzeitverzo¨gerung im Empfa¨nger,
zu eliminieren. Unter einer doppelten Differenz wird dabei die Differenz zweier einfacher Dif-
ferenzen verstanden, wobei auch diese sowohl fu¨r Codemessungen (Gleichung 2.48) als auch
fu¨r Phasenmessungen (Gleichung 2.50) gebildet werden kann.
∇ ∇Rklij, f =
∇
Rkij, f −
∇
Rlij, f (2.47)
= ∇ ∇ρklij +∇
∇
Iklij, f +∇
∇
Tklij +∇
∇
Mklij, f ,R +∇
∇
Oklij
+∇ ∇Gklij +∇
∇
Fklij +∇
∇
Aklij, f ,R + ε
kl
ij, f ,R (2.48)
∇ ∇Φklij, f =
∇
Φlij, f −
∇
Φkij, f (2.49)
= ∇ ∇ρklij −∇
∇
Iklij, f +∇
∇
Tklij +∇
∇
Mklij, f ,Φ +∇
∇
Oklij
+∇ ∇Gklij +∇
∇
Fklij +∇
∇
Aklij, f ,Φ + λ f∇
∇
Nklij, f + ε
kl
ij, f ,Φ (2.50)
mit
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∇ ∇ρklij =
∇
ρlij −
∇
ρkij (2.51)
Um die Gro¨ßenordnung der verbleibenden Restfehler, gekennzeichnet durch das Symbol ∇ ∇,
zu diskutieren, ist es sinnvoll, sie zu kategorisieren. Unterschieden werden Fehler, die von
der La¨nge der Basislinie, d.h. entfernungsabha¨ngig sind, und solche, die stationsabha¨ngig sind
([Wan00]).
Entfernungsabha¨ngige Restfehler. Je weiter zwei Empfa¨nger voneinander entfernt sind, desto
gro¨ßer sind die Unterschiede im Ausbreitungsweg, die Fehleranteile in den Entfernungsmes-
sungen dekorrelieren. Fu¨r die atmospha¨rischen Restfehler∇ ∇Iklij, f und∇
∇
Tklij ko¨nnen dabei kei-
ne allgemeingu¨ltigen Aussagen getroffen werden, da die Atmospha¨re ra¨umlichen Schwankun-
gen unterliegt. In der Literatur ﬁnden sich allerdings Richtwerte fu¨r die Gro¨ßenordnung. Der
Restfehler∇ ∇Iklij, f ist nach [PK96] direkt proportional zur Basislinienla¨nge (Gleichung 2.52). Fu¨r
eine Basislinienla¨nge von 100 km betru¨ge der Restfehler ∇ ∇Iklij, f demnach 0.2 m. Laut [ME06]
kann er diesen Wert bei aktiver Ionospha¨re jedoch um das Fu¨nffache u¨bersteigen.
∇ ∇Iklij, f ≈ 2 · 10−6|Δxij| (2.52)
Der tropospha¨rische Restfehler ∇ ∇Tklij ist nach [ME06] um eine Zehnerpotenz kleiner. Es ist
jedoch zu beachten, dass die tropospha¨rische Laufzeitverzo¨gerung abha¨ngig von der Stati-
onsho¨he ist. Fu¨r zwei sich in sehr unterschiedlichen Ho¨hen39 beﬁndende Empfa¨nger i und j
ko¨nnen daher signiﬁkante Unterschiede auftreten40. In diesem Fall ist es sinnvoll, einen diesen
Effekt erfassenden Parameter als zusa¨tzliche Unbekannte einzufu¨hren, die bei der Positionsbe-
stimmung mitzuscha¨tzen ist41. Orbit-Restfehler ∇ ∇Oklij werden in der Literatur nicht explizit
angegeben. Vielmehr lassen sich Angaben ﬁnden, inwiefern sich ein relativer Satellitenbahn-
fehler |Oki |/ρki auf den relativen Fehler |d|Δxij||/|Δxij| in der Basislinienbestimmung auswirkt.
Da bei der Doppeldifferenzbildung wegen der hohen Korrelation der Orbitfehler ein Großteil
dieses Fehlers eliminiert wird, liegt dieser Einﬂuss laut [Lar96] bei ca. 20% (Gleichung 2.53).
|d|Δxij||
|Δxij| ≈ 0.2
|Oki |
ρki
(2.53)
Die Restfehler auf Grund geodynamischer Prozesse∇ ∇Gklij sowie relativistischer Effekte∇
∇
Fklij
liegen in vernachla¨ssigbarer Gro¨ßenordnung.
39 Ab 100 m (vgl. [Wan00]).
40 In [ME06] wird fu¨r Satelliten in geringer Elevation ein Richtwert von 2-7 mm pro Meter Ho¨henunterschied ange-
geben.
41 Fu¨r ausfu¨hrlichere Erla¨uterungen sei auf [Wan00] verwiesen.
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Stationsabha¨ngige Restfehler. In diese Kategorie geho¨ren die Restfehler in den Abweichun-
gen vom Antennenphasenzentrum ∇ ∇Aklij, f ,Φ bzw. ∇
∇
Aklij, f ,R sowie die Restfehler der durch
Mehrwegeausbreitung verursachten Messabweichungen ∇ ∇Mklij, f ,Φ bzw. ∇
∇
Mklij, f ,R. Wie be-
reits in Abschnitt 2.1.2.1 ausgefu¨hrt, stehen fu¨r eine Vielzahl von Antennentypen Korrektur-
werte zur Verfu¨gung. Bei Anwendung dieser, ko¨nnen die Restfehler ∇ ∇Aklij, f ,Φ bzw. ∇
∇
Aklij, f ,R
vernachla¨ssigt werden. Dies trifft ebenfalls fu¨r Relativmessungen unter der Annahme gleicher
Antennenphasenzentrumsfehler fu¨r Antennen gleicher Baureihe, gleicher Antennenausrich-
tung beider Stationen und kurzer Basislinien zu ([Wan00]).42 Anderenfalls sind Antennenkali-
brierungen vorzunehmen.43 Die Messabweichungen, die durch Mehrwegeausbreitung verur-
sacht werden, sind stark von der Umgebung abha¨ngig. Daher sind die Fehler auf den Beob-
achtungen verschiedener Satelliten und Stationen unterschiedlich und lassen sich nicht durch
Relativmessungen eliminieren. Welche Mo¨glichkeiten es derzeit fu¨r eine Verringerung dieser
Effekte gibt und inwiefern die Notwendigkeit weiterfu¨hrender Ansa¨tze besteht, sei im nach-
folgenden Abschnitt 2.2 diskutiert.
2.2 Die Mehrwegeausbreitung als dominante Ursache fu¨r Quantiﬁ-
zierungsfehler
Werden an der Antenne des Empfa¨ngers sowohl das direkte Signal, als auch indirekte Si-
gnale, die durch die Reﬂexion des Signals an Objekten in der Umgebung der Empfangsan-
tenne entstehen, empfangen, wird von einer Mehrwegeausbreitung des Signals gesprochen.
Die Reﬂexion ist u¨ber das Ein-Strahl-Modell deﬁniert (vgl. Abbildung 2.4). Es beschreibt das
Zuru¨ckwerfen eines Strahles an der Grenzschicht, im Folgenden Reﬂexionsebene genannt,
zwischen zwei Medien mit unterschiedlichen Materialeigenschaften44, wobei einfallender und
ausfallender Strahl in einer Ebene EE, der Einfallsebene, liegen. Diese wird durch den einfal-
lenden Strahl und die Fla¨chennormale −→n der Reﬂexionsebene aufgespannt. Die Gro¨ße des
Einfalls- und Ausfallswinkels (γ und γ′) bezu¨glich der Fla¨chennormale −→n der Reﬂexionsebe-
ne ist identisch. Mo¨gliche Ursachen fu¨r das Auftreten der Mehrwegeausbreitung von GNSS-
Signalen werden in Abschnitt 2.2.1 vorgestellt. Ob jedoch tatsa¨chlich eine Reﬂexion stattﬁndet
und welche A¨nderungen die Signalparameter (Amplitude und Frequenz) erfahren, ha¨ngt von
42 Wie bereits in Abschnitt 2.1.2.1 angemerkt, sind in den Parametern∇ ∇Aklij, f ,Φ bzw.∇
∇
Aklij, f ,R Satelliten- und Emp-
fangsantennteneffekte zusammengefasst. Fu¨r die Satellitenantennen stehen die Korrekturgro¨ßen zur Verfu¨gung
und ko¨nnen stets genutzt werden. Auf sie bezieht sich auch die Beobachtungsgro¨ßen- und Frequenzabha¨ngigkeit.
Die hier diskutierten Punkte beziehen sich auf die Empfangsantennen.
43 Eine Zusammenstellung mo¨glicher Verfahren ist in [Wan00] zu ﬁnden.
44 Diese werden in den folgenden Abschnitten dargestellt und diskutiert.
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verschiedenen Eigenschaften der Reﬂexionsebene ab. Diese werden in Abschnitt 2.2.2 ero¨rtert.
Fu¨r den Fall, dass es zu einer Mehrwegeausbreitung kommt, verursacht selbige Fehler bei der
Bestimmung der Code- und Tra¨gerphase sowie des C/N0 (vgl. Abschnitt 2.1.2). Wie diese
quantitativ erfassbar sind, wird in Abschnitt 2.2.3 beschrieben. Der abschließende Abschnitt
2.2.4 widmet sich den bisher in der Literatur diskutierten Ansa¨tzen zur Detektion und Elimi-
nierung des durch die Mehrwegeausbreitung verursachten Quantiﬁzierungsfehlers.
Abbildung 2.4: Prinzip der Reﬂexion eines Signals an der Grenzschicht zwischen zwei Materialien mit
unterschiedlichen Eigenschaften, dargestellt anhand des Ein-Strahl-Modells. Im Fall ei-
ner Reﬂexion sind Einfallswinkel γ und Ausfallswinkel γ′ gleich groß.
2.2.1 Ursprung der Mehrwegeausbreitung
Wird in Zusammenhang mit GNSS-Signalen von Mehrwegeausbreitung gesprochen, werden
damit u¨blicherweise Reﬂexionen an Objekten in der Umgebung der Empfangsantenne verbun-
den. Da sich auf Grund der Satellitenbewegung die Geometrie zwischen Satellit, Empfa¨nger
und den die Reﬂexionen verursachenden Objekten a¨ndert, handelt es sich bei der dadurch ent-
stehenden Art von Mehrwegefehlern, wie in den folgenden Abschnitten erla¨utert, um einen
zeitlich variablen Fehler. Zu erwa¨hnen ist jedoch, dass daneben zum einen Mehrwegeeffekte
durch Reﬂexion des Signals an Bauteilen sowohl im Satelliten als auch im Empfa¨nger entste-
hen ko¨nnen. Zum anderen besteht die Mo¨glichkeit von Signalreﬂexion am Satelliten. Letztge-
nannter Mehrwegeeinﬂuss kann bei Verwendung differentieller Verfahren und kurzer Basis-
linien eliminiert werden ([LRT15]).45 Reﬂexionen an satelliten- und empfa¨ngerinternen Bau-
teilen verursachen einen zeitlich konstanten Fehler (engl. offset ), da sich wegen der gleich-
bleibenden Geometrie die relative Phasenlage des reﬂektierten Signals zum direkten Signal
nicht a¨ndert. Fu¨r Reﬂexionen an Bauteilen im Satelliten werden derartige Offsets in den GPS-
45 Dem liegt die Annahme zugrunde, dass der induzierte Mehrwegefehler in den Entfernungsmessungen beider
Empfa¨nger nahezu identisch ist.
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Codebeobachtungen von [SD09] nachgewiesen, von [Kei02] Gleiches fu¨r Reﬂexionen an Bautei-
len im Empfa¨nger. Diese satelliten- und empfa¨ngerinternen Reﬂexionen sind nicht Gegenstand
der vorliegenden Arbeit. Sie beschra¨nkt sich vielmehr auf die Diskussion der im Ausbreitungs-
weg verursachten Reﬂexionen.
2.2.2 Einﬂuss der Reﬂektoreigenschaften
Im Gegensatz zu der in Abbildung 2.4 dargestellten Reﬂexion eines einzelnen Strahles, han-
delt es sich bei der Mehrwegausbreitung von GNSS-Signalen um die Reﬂexion eines Strah-
lenbu¨ndels. Um eine signiﬁkante Reﬂexion46 zu realisieren, sind durch einen Reﬂektor Anfor-
derungen hinsichtlich der geometrischen Abmessungen der Reﬂexionsﬂa¨che (Abschnitt 2.2.2.1)
zu erfu¨llen. Wa¨hrend die Gro¨ße der Reﬂexionsﬂa¨che u¨ber das Auftreten einer Mehrwegeaus-
breitung bestimmt, werden durch die Satellit-Reﬂektor-Empfa¨nger-Anordnung sowie die Ma-
terialeigenschaften der Reﬂexionsﬂa¨che die Signalparameter festgelegt (Abschnitte 2.2.2.2 und
2.2.2.3). Die Art der Reﬂexion ist hingegen von der Oberﬂa¨chenbeschaffenheit der Reﬂexions-
ﬂa¨che abha¨ngig (Abschnitt 2.2.2.4).
2.2.2.1 Geometrische Eigenschaften der Reﬂexionsﬂa¨che
Die fu¨r eine Reﬂexion minimal notwendige Reﬂexionsﬂa¨che AW wird mithilfe der ersten Fres-
nel-Zone bestimmt. Darunter wird ein Rotationsellipsoid verstanden, in dessen Brennpunkten
B1 und B2 sich Sender (hier der Navigationssatellit) und Empfa¨nger (hier der Spiegelpunkt
der Antenne des GNSS-Empfa¨ngers) beﬁnden (vgl. Abbildung 2.5). In der ersten Fresnel-Zone
wird der gro¨ßte Anteil der Signalenergie u¨bertragen. Fu¨r einen signiﬁkanten Einﬂuss des re-
ﬂektierten Signals auf die Signalverarbeitung im Empfa¨nger muss diese Signalenergie bei der
Reﬂexion u¨bertragen werden. Die minimal notwendige Reﬂexionsﬂa¨che AW ergibt sich dem-
nach als Schnitt der ersten Fresnel-Zone mit der Reﬂexionsebene Are f . Objekte mit Abmessun-
gen, die geringer sind als die Abmessungen von AW verursachen keine (signiﬁkante) Reﬂexi-
on. Als Schnittﬂa¨che eines Rotationsellipsoiden mit einer Ebene beschreibt AW eine Ellipse mit
Fla¨cheninhalt AAW nach Gleichung 2.54.
AAW = πab (2.54)
Dabei bezeichnen a und b die große bzw. die kleine Halbachse der Ellipse. Sie ko¨nnen als Funk-
tion von Elevationswinkel el = γ − 90◦ und Empfa¨ngerho¨he h dargestellt werden.
46 Die Signalenergie des reﬂektierten Signals muss hoch genug sein, um eine messbare U¨berlagerung von direktem
und reﬂektiertem Signal zu gewa¨hrleisten.
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Abbildung 2.5: Bestimmung der minimal notwendigen Reﬂexionsﬂa¨che AW fu¨r eine Realisierung von
Mehrwegeausbreitung. Diese Fla¨che ergibt sich als Schnitt der ersten Fresnel-Zone mit
der Reﬂexionsebene Are f .
Die Herleitung dieses funktionalen Zusammenhangs erfolgt unter Zuhilfenahme der Parame-
ter der ersten Fresnel-Zone. Abbildung 2.6 veranschaulicht die dafu¨r beno¨tigten Gro¨ßen. Die
Halbachsen a und b der Reﬂexionsﬂa¨che AW ko¨nnen direkt aus dem Radius r abgeleitet werden
(vgl. Abbildung 2.6). Es gilt:
a ≈ r
sin el
(2.55)
b = r (2.56)
Fu¨r den Radius r eines Schnittkreises K von erster Fresnel-Zone und einer Ebene, deren Fla¨-
chennormale die große Halbachse der ersten Fresnel-Zone ist, gilt:
r =
√
λr1r2
r1 + r2
(2.57)
Dabei bezeichnen λ die Wellenla¨nge des Signals und r1 bzw. r2 die Absta¨nde eines Punktes auf
dem Schnittkreis zu den jeweiligen Brennpunkten (vgl. Abbildung 2.7). Unter der fu¨r GNSS-
Signal-Reﬂexionen mo¨glichen Annahme r1 
 r2, vereinfacht sich Gleichung 2.57 zu:
r ≈
√
λr2 (2.58)
Ein funktionaler Zusammenhang zwischen r2 sowie Elevation el und Ho¨he h der Antenne des
Empfa¨ngers la¨sst sich unter Verwendung der in Abbildung 2.6 dargestellten Dreiecksbeziehun-
gen und dafu¨r gu¨ltigen mathematischen Sa¨tzen sowie den Gleichungen 2.56 und 2.58 darstel-
len.
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Abbildung 2.6: Schematische Darstellung des funktionalen Zusammenhanges zwischen Elevationswin-
kel el des Satelliten B1, der Ho¨he h der Empfangsantenne B′2 und des Fla¨cheninhaltes der
fu¨r die Mehrwegeausbreitung minimal beno¨tigten Reﬂexionsﬂa¨che. Sie beschreibt eine
Ellipse mit den Halbachsen a und b.
Abbildung 2.7: Schematische Darstellung der ersten Fresnel-Zone, einem Rotationsellipsoiden mit
Brennpunkten B1 und B2 und Querschnittsﬂa¨che K mit Radius r.
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Es gilt:
r22 = d
2 − b2 (2.59)
≈ h
2
sin2 el
− λr2 (2.60)
Unter Nutzung der Lo¨sungsformel fu¨r quadratische Gleichungen und Ausschluss der negati-
ven Lo¨sung ergibt sich fu¨r r2:
r2 ≈ −λ2 +
√
λ2
4
+
h2
sin2 el
(2.61)
=
√
λ2 sin2 el + 4h2 − λ sin el
2 sin el
(2.62)
Unter der Annahme, dass der Anteil des Terms λ sin el gegenu¨ber dem die Ho¨he enthaltenden
Term vernachla¨ssigt werden kann, gilt:
r2 ≈ hsin el (2.63)
Fu¨r die Gro¨ße der Halbachsen a und b ergibt sich damit unter Verwendung der Gleichungen
2.55, 2.56, 2.58 und 2.63 wie in [Eis97] angegeben zu:
a ≈
√
λh
sin3 el
(2.64)
b ≈
√
λh
sin el
(2.65)
Der Fla¨cheninhalt der notwendigen Reﬂexionsﬂa¨che kann nach Einsetzen dieser Zusammen-
ha¨nge in Gleichung 2.54 als Funktion der Empfangsantennenho¨he h und Satellitenelevation el
geschrieben werden (Gleichung 2.66).
AAW ≈
πλh
sin2 el
(2.66)
Je gro¨ßer der Elevationswinkel des Satelliten, desto kleiner wird die fu¨r eine signiﬁkante Re-
ﬂexion notwendige Fla¨che. So wird beispielsweise bei einer Empfangsantennenho¨he von 1 m
bei niedrig stehenden Satelliten mit einem Elevationswinkel von 20◦ eine Fla¨che von ca. 5 m2
beno¨tigt. Bei ho¨her stehenden Satelliten mit einem Elevationswinkel von 50◦ betra¨gt die not-
wendige Fla¨che nur noch ca. 1 m2. Gleichung 2.66 zeigt ebenfalls deutlich den proportionalen
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Zusammenhang zwischen AAW und Ho¨he der Empfangsantenne h. Ist bei einem Elevations-
winkel von 20◦ und einer Empfangsantennenho¨he von 1 m eine Fla¨che von ca. 1 m2 ausrei-
chend fu¨r eine Reﬂexion, sind fu¨r h = 3 m ca. 15 m2 erforderlich. Alle hier genannten Beispiele
beziehen sich auf den Empfang eines GPS L1-Signals (λ ≈ 0, 19 m).
2.2.2.2 Satellit-Reﬂektor-Empfa¨nger-Anordnung
Die Geometrie zwischen Satellit, Reﬂexionsebene (kurz: Reﬂektor) und Empfangsantenne be-
stimmt die Umwegla¨nge des Signals und damit verbunden die zum direkten Signal vera¨nderte
Phasenlage des reﬂektierten Signals, im Folgenden als Mehrwegesignal bezeichnet. Auf Grund
der kontinuierlichen Vera¨nderung dieser Geometrie sind auch die Signalfrequenzen von direk-
tem und Mehrwegesignal sowie deren Verha¨ltnis zueinander zeitvariant. Im Folgenden soll der
Zusammenhang zwischen Satellit-Reﬂektor-Empfa¨nger-Geometrie und den Parametern Phase
und Frequenz des Mehrwegesignals quantitativ erfasst werden. Dabei interessieren nicht die
absoluten Werte, sondern der Unterschied zu den entsprechenden Parametern des direkten Si-
gnals (kurz: relative Phase, relative Frequenz). Fu¨r die Beschreibung des Zusammenhangs wer-
den die beiden genannten Parameter als Funktion von Elevations- und Azimutwinkeln (kurz:
Elevation und Azimut) von Satellit und Reﬂektor dargestellt. Fu¨r die Herleitung dieses funktio-
nalen Zusammenhanges wird das in Abbildung 2.8 dargestellte Modell des Punktreﬂektors47
genutzt. Der durch das Mehrwegesignal gegenu¨ber dem direkten Signal zuru¨ckgelegte (zeit-
variante) Umweg u in m betra¨gt:
u(t) = d1(t) + d2 = d2(cos ν(t) + 1) (2.67)
Um den Winkel ν als Funktion der Elevationen und Azimute von Satellit und Reﬂektor dar-
zustellen, sind in einem ersten Schritt deren Richtungssvektoren in spha¨rischen Koordinaten
(Azimut und Elevation) anzugeben. Mit diesen Vektoren la¨sst sich der Winkel ν, wie in Ab-
bildung 2.8 veranschaulicht, aus dem von ihnen eingeschlossenen Winkel χ ableiten. Fu¨r den
Richtungsvektor −→rS des Satelliten bzw. den Richtungsvektor −→rR des Reﬂektors gilt:
−→rS =
⎛⎜⎜⎝
− cos elS(t) cos azS(t)
cos elS(t) sin azS(t)
sin elS(t)
⎞⎟⎟⎠ −→rR =
⎛⎜⎜⎝
− cos elR cos azR
cos elR sin azR
sin elR
⎞⎟⎟⎠ (2.68)
47 Der Punktreﬂektor ist ein theoretisches Konstrukt, welches ein einfallendes Signal in alle Richtungen reﬂektiert.
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Abbildung 2.8: Schematische Darstellung eines Punktreﬂektors. Dabei sind aus Gru¨nden der U¨ber-
sichtlichkeit die fu¨r die Herleitung der Mehrwegesignalparameter beno¨tigten Gro¨ßen in
zwei separaten Abbildungen visualisiert. Wa¨hrend in der oberen Abbildung die Betra¨ge
von Winkeln und Vektoren im Vordergrund stehen, werden in der unteren Abbildung
insbesondere vektorielle Richtungen betrachtet.
Angelika Hirrle 34
2. Problemanalyse und spezielle Aufgabenstellung
Der von diesen Vektoren eingeschlossene Winkel χ berechnet sich nach [Bro+05] zu:
cos χ(t) =
−→rS−→rE
|−→rS ||−→rE |
(2.69)
Nach Einsetzen der Vektoren aus 2.68 in 2.69 und einigen Umformungen gilt:
cos χ(t) = cos elS(t) cos elR cos(azS(t)− azR) + sin elS(t) sin elR (2.70)
Daraus folgt fu¨r den Winkel ν:48
cos ν(t) = − cos elS(t) cos elR cos(azS(t)− azR)− sin elS(t) sin elR (2.71)
Nach Einsetzen von Gleichung 2.71 in 2.67 und der in Abbildung 2.8 veranschaulichten Be-
ziehung zwischen Elevation des Reﬂektors elR, horizontalem Abstand zwischen Reﬂektor und
Empfangsantenne dH und Schra¨gentfernung zwischen Reﬂektor und Empfangsantenne d2 gilt:
u(t) =
dH
cos elR
(1− cos elS(t) cos elR cos(azS(t)− azR)− sin elS(t) sin elR) (2.72)
Fu¨r ein Signal mit Wellenla¨nge λ verursacht ein Umweg mit La¨nge u eine zum direkten Si-
gnal verschobene relative Phasenlage θ in rad: Die relative Phase des Mehrwegesignals nach
Gleichung 2.73.
θ(t) =
2π
λ
dH
cos elR
(1− cos elS(t) cos elR cos(azS(t)− azR)− sin elS(t) sin elR) (2.73)
Aus Gleichung 2.73 la¨sst sich die relative Kreisfrequenz ω des Mehrwegesignals als zeitliche
Ableitung der relativen Phase und daraus die relative Frequenz f = ω/2π des Mehrwegesi-
gnals gewinnen.
f (t) =
dH
λ cos elR
( cos elR cos(azS(t)− azR) sin elS(t)∂elS(t)
∂t
(2.74)
+ cos elR sin(azS(t)− azR) cos elS(t)∂azS(t)
∂t
− sin elR cos elS(t)∂elS(t)
∂t
)
2.2.2.3 Materialeigenschaften der Reﬂexionsﬂa¨che
Wa¨hrend die Satellit-Reﬂektor-Empfa¨nger-Geometrie die relative Phase und Frequenz des Mehr-
wegesignals festlegt, wird durch die Materialeigenschaften des Reﬂektors die Amplitude des
48 Fu¨r diese Umformung wurde genutzt, dass ν = 180◦ − χ und daher cos χ = − cos ν (vgl. Abbildung 2.8).
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Mehrwegesignals AM und damit ihre Relation zur Amplitude des direkten Signals AD mitbe-
stimmt. Diese relative Amplitude α = AM/AD kann als Funktion von vier Da¨mpfungsfaktoren
nach Gleichung 2.75 geschrieben werden ([Eis97]), wobei nur zwei der vier Faktoren material-
abha¨ngig sind.
α = ηFηRηDηA (2.75)
Es bezeichnen ηF die Freiraumda¨mpfung des Mehrwegesignals bezogen auf die Freiraum-
da¨mpfung des zugeho¨rigen direkten Signals, ηR den Reﬂexionskoefﬁzienten, der die Da¨mpfung
durch die Signalreﬂexion widerspiegelt, ηD die Da¨mpfung durch Depolarisation, sowie ηA den
Da¨mpfungsfaktor mit Bezug zur Richtcharakteristik der Antenne. Die Gro¨ßenordnung dieser
vier Faktoren sei im Folgenden diskutiert.
Einﬂuss der Freiraumda¨mpfung. Da selbst bei maximal zula¨ssigen Umwegla¨ngen von 450 m49
ηF ≈ 1 gilt, kann dieser Faktor vernachla¨ssigt werden.
Da¨mpfung durch Reﬂexion. GNSS-Signale sind elektromagnetische Wellen mit rechtsdrehen-
der Zirkularpolarisation (engl. right hand circular polarized, kurz: RHCP ), welche durch die
U¨berlagerung zweier orthogonaler, linear polarisierter Wellen erzeugt werden.50 Um den Ein-
ﬂuss einer Reﬂexion auf die RHCP-Welle und damit das GNSS-Signal beschreiben zu ko¨nnen,
mu¨ssen die beiden linear polarisierten Wellen, d.h. die sie repra¨sentierenden Feldsta¨rkevek-
toren des elektrischen Feldes (im Folgenden Komponenten genannt), getrennt voneinander
betrachtet werden. Dafu¨r wird der Feldsta¨rkevektor, der in der Einfallsebene EE51 liegt, mit E‖,
derjenige, der senkrecht darauf steht, mit E⊥ bezeichnet. Trifft das sich im Freiraum ausbrei-
tende GNSS-Signal auf die Oberﬂa¨che eines Objektes mit davon abweichenden Materialeigen-
schaften52, wird nur ein Teil der Signalleistung reﬂektiert. Ein anderer Teil wird in das Objekt
transmittiert. Das Verha¨ltnis zwischen der Feldsta¨rke der reﬂektierten und der direkten (ein-
fallenden) Welle, auch als Reﬂexionskoefﬁzient bezeichnet, ergibt sich, getrennt fu¨r die beiden
Komponenten, nach [BS87] zu:
η‖ =
E‖,r
E‖,d
=
Y2 sin el −√Y2 − cos2 el
Y2 sin el +
√
Y2 − cos2 el (2.76)
η⊥ =
E⊥,r
E⊥,d
=
sin el −√Y2 − cos2 el
sin el +
√
Y2 − cos2 el (2.77)
49 Umwegla¨ngen von 450 m entsprechen 1.5 Code-Chips des C/A-Codes. Signale, die in der DLL mehr als 1.5
Code-Chips verzo¨gert sind, werden automatisch unterdru¨ckt ([ME06]).
50 Fu¨r na¨here Erla¨uterungen dazu sein auf Anhang B.1 verwiesen.
51 Vgl. Abbildung 2.4.
52 Gemeint sind elektrische und magnetische Eigenschaften. Na¨here Erla¨uterungen sind in B.1 zu ﬁnden.
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mit
Y =
√
εr + i60λσ
μr
(2.78)
Dabei wird der Index d fu¨r die direkte, der Index r fu¨r die reﬂektierte Welle verwendet. Der
Index ‖ kennzeichnet die Zugeho¨rigkeit zur parallelen, der Index ⊥ die zur senkrechten Kom-
ponente. Die (komplexen) Reﬂexionskoefﬁzienten η‖ und η⊥ sind demnach abha¨ngig von der
Elevation el des GNSS-Signals, ihrer Wellenla¨nge λ sowie von den physikalischen Eigenschaf-
ten des Reﬂektors, der Dielektrizita¨tszahl εr, der Permeabilita¨tszahl μr und der elektrischen
Leitfa¨higkeit σ in (Ωm)−1. Der Reﬂexionskoefﬁzient ηR kann aus den Reﬂexionskoefﬁzienten
η‖ und η⊥ nach Gleichung 2.79 berechnet werden ([Eis97]).
ηR =
√
0.5(|η‖|2 + |η⊥|2) (2.79)
Abbildung 2.9 zeigt zwei aus [Eis97] entnommene Beispiele53, links die Betra¨ge der Reﬂexi-
onskoefﬁzienten fu¨r eine Reﬂexion an u¨blichen Baustoffen (trockene Oberﬂa¨che mit geringer
elektrischer Leitfa¨higkeit, εr = 3, σ = 10−4 (Ωm)−1, μr = 1), rechts fu¨r eine Reﬂexion an
der Meeresoberﬂa¨che (feuchte Oberﬂa¨che mit hoher elektrischer Leitfa¨higkeit, εr = 80, σ = 4
(Ωm)−1, μr = 1).54 Beiden gemein ist, dass der Betrag des Reﬂexionskoefﬁzienten fu¨r die senk-
rechte Komponente η⊥ (grau, Punkt) mit steigender Elevation abnimmt, wobei der Gradient
im ersten Fall deutlich steiler ausgepra¨gt ist. Fu¨r die parallele Komponente η‖ (grau, Strich)
gilt ein solcher Zusammenhang bis zu einem bestimmten Winkel, dem sogenannten Brewster-
Winkel. Darunter wird der Winkel verstanden, bei dem der Reﬂexionskoefﬁzient sein Mini-
mum annimmt. Der Wert des Brewster-Winkels ist vom jeweiligen Material abha¨ngig. Fu¨r
gro¨ßere Elevationswinkel nimmt der Betrag des Reﬂexionskoefﬁzienten η‖ wieder zu. In der
U¨berlagerung dieser Betra¨ge nach Gleichung 2.79 fu¨hrt dies zu einem Reﬂexionskoefﬁzienten
ηR < 1 (schwarz, Linie).
Da¨mpfung durch Depolarisation. In Abbildung 2.9 ist deutlich zu erkennen, dass senkrechte
und parallele Komponenten unterschiedlich stark geda¨mpft werden und damit das Verha¨ltnis
ihrer Amplituden vera¨ndert wird. Dies hat zur Folge, dass sich die Polarisation a¨ndert. Eine zir-
kulare Polarisation setzt gleiche Amplituden der beiden Komponenten voraus. Verschiebt sich
53 Eine umfangreiche U¨bersicht u¨ber Dielektrizita¨tszahl und elektrischer Leitfa¨higkeit verschiedener, fu¨r GNSS-
Signale relevanter Reﬂektormaterialen ﬁndet der Leser in [LRT15].
54 Hier und im Folgenden gilt, dass bei gleicher Einheit und Skalierung bei neben- und u¨bereinander angeordneten
Graﬁken Achsenbeschriftungen nur an den a¨ußeren Achsen angetragen werden.
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Abbildung 2.9: Betra¨ge der Reﬂexionskoefﬁzienten der senkrechten Komponente (grau, Punkt), der
parallelen Komponente (grau, Strich), sowie der RHCP-Welle (schwarz, Linie) in
Abha¨ngigkeit der Elevation. Links: Werte fu¨r trockene Oberﬂa¨chen mit geringer elek-
trischer Leitfa¨higkeit (εr = 3, σ = 10−4 (Ωm)−1, μr = 1). Rechts: Meeresoberﬂa¨che
(εr = 80, σ = 4 (Ωm)−1, μr = 1).
das Verha¨ltnis zugunsten einer der Komponenten, geht die zirkulare Polarisation in eine ellip-
tische u¨ber. Im Fall der Baustoffe (Abbildung 2.9, links) betra¨fe dies zuna¨chst den Bereich bis
zu 30◦ Elevation. An diesem Punkt wird die parallele Komponente vollsta¨ndig in den Reﬂek-
tor transmittiert, es liegt nur noch eine einzige, die senkrechte Komponente vor. Die reﬂektierte
Welle ist demnach nicht mehr zirkular, sondern nur noch linear polarisiert. Fu¨r Elevationswin-
kel gro¨ßer 30◦ nimmt der Wert des Reﬂexionskoefﬁzienten der parallelen Komponente wieder
zu, es liegt erneut eine elliptische Polarisation vor. Hinzu kommt jedoch, dass sich nicht nur
der Betrag, sondern auch die Phasenlage der parallelen Komponente in der Na¨he des Brewster-
Winkels um 180◦ a¨ndert.55 Das hat zur Folge, dass fu¨r Elevationen, die gro¨ßer als dieser Winkel
sind, eine zirkulare Polarisation mit Drehrichtung im Uhrzeigersinn aus Sicht der Empfangsan-
tenne (engl. left hand circular polarized, kurz: LHCP ) vorliegt. GNSS-Antennen sind jedoch auf
den Empfang von Signalen mit RHCP-Eigenschaft ausgelegt. Tra¨gerwellen mit anderen Pola-
risationseigenschaften werden stark geda¨mpft empfangen. Fu¨r eine ausfu¨hrlichen Darstellung
und Herleitung der fu¨r die Berechnung des Da¨mpfungsfaktors ηD beno¨tigten Gro¨ßen sei an
dieser Stelle auf [Alb+95] und [Eis97] verwiesen. Es sei jedoch angemerkt, dass auch ηD mit
zunehmender Elevation (in Abha¨ngigkeit des Reﬂektormaterials) Werte annimmt, die deutlich
kleiner als eins sind.
55 Na¨here Ausfu¨hrungen sowie zahlreicher Abbildungen fu¨r diverse Reﬂektormaterialien ﬁnden sich in [Eis97].
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Einﬂuss der Richtcharakteristik der Empfangsantenne. Typische Richtcharakteristiken56 fu¨r
GNSS-Empfangsantennen werden in [LRT15] vorgestellt und diskutiert. So ist laut [LRT15]
das Richtdiagramm u¨blicherweise rotationssymmetrisch (bezogen auf die lotrechte Achse),
d.h. unabha¨ngig von der azimutalen Richtung. Hingegen werden elektromagnetische Wellen
in Abha¨ngigkeit ihrer Elevation unterschiedllich stark geda¨mpft. Wa¨hrend Signale von Satel-
liten mit einer Elevation von 90◦ ungeda¨mpft empfangen werden (0 dB Da¨mpfung), nimmt
die Da¨mpfung mit abnehmender Elevation zu. So betra¨gt beispielsweise die Amplitude der
empfangenen Feldsta¨rke fu¨r Satellitensignale aus einer Elevation von 10◦ nur noch ca. 30%
der tatsa¨chlichen Amplitude des Feldsta¨rkevektors der elektromagnetischen Welle, was einer
Da¨mpfung von ca. 10 dB entspricht. Durch Reﬂexion der elektromagnetischen Wellen am Bo-
den, ist es mo¨glich, dass die Antenne auch GNSS-Signale mit einer Elevation unterhalb von
0◦ erreichen. Diese erfahren eine Da¨mpfung von ca. 20 dB, sodass die Amplitude der emp-
fangenen Feldsta¨rke nur noch ca. 10% der tatsa¨chliche Amplitude des Feldsta¨rkevektors der
elektromagnetischen Welle entspricht. Diese hier angegebenen Werte gelten fu¨r RHCP-Signale.
Signale anderer Polarisation werden sehr viel sta¨rker geda¨mpft. So betra¨gt beispielsweise fu¨r
LHCP-Signale die Da¨mpfung fu¨r alle Elevationen mindestens 15 dB.57
Es kann, nach Diskussion aller fu¨r die Berechnung der relativen Mehrwegeamplitude α rele-
vanten Faktoren nach Gleichung 2.75, festgehalten werden, dass α in Abha¨ngigkeit der Eleva-
tion des Satelliten und der Materialeigenschaften des Reﬂektors Werte annimmt, die deutlich
kleiner als eins sind. So wird beispielsweise in [Eis97] ausgefu¨hrt, dass allein das Produkt aus
ηR und ηD fu¨r alle in Zusammenhang mit GNSS-Signalen relevanten Reﬂektormaterialien als
< 0.5 fu¨r Elevationen > 20◦ betrachtet werden kann. Je nach Einfallswinkel der reﬂektierten
GNSS-Signale kann dieser Wert auf Grund der Richtcharakteristik der Antenne noch deutlich
geringer ausfallen.
2.2.2.4 Oberﬂa¨chenbeschaffenheit der Reﬂexionsﬂa¨che
Mit den Ausfu¨hrungen der vorangegangenen Abschnitte 2.2.2.2 und 2.2.2.3 ko¨nnen, unter der
Annahme der Gu¨ltigkeit des Ein-Strahl-Modells, alle Signalparameter (Amplitude, Frequenz
und Phase) eines reﬂektierten Signals bestimmt und dieses somit charakterisiert werden. Wie
bereits erwa¨hnt, handelt es sich im Fall der GNSS-Signalen jedoch um ein Strahlenbu¨ndel. Ist
die Oberﬂa¨che des Reﬂektors genu¨gend glatt, gelten fu¨r alle Strahlen die gleichen Reﬂexions-
bedingungen und die reﬂektierten Signale ko¨nnen durch dieselben Signalparameter beschrie-
ben werden. Ist die Oberﬂa¨che hingegen sehr uneben, besitzt sie an jedem Punkt eine andere
56 Fu¨r die Begriffserkla¨rung und weiterfu¨hrende Erla¨uterungen sei auf Anhang B.2 verwiesen.
57 Alle in diesem Abschnitt diskutierten Werte sind [LRT15] entnommen.
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Tangentialebene58. Die Strahlen des Bu¨ndels treffen somit in unterschiedlichen Winkeln auf
die Oberﬂa¨che, was zur Folge hat, dass sich auch die Ausfallswinkel der reﬂektierten Strah-
len und die Signalparameter unterscheiden, da diese Funktionen der Einfallswinkel sind (vgl.
Abschnitt 2.2.2.2 und 2.2.2.3). Durch diese Streuung erreicht demnach nur ein Teil des Strah-
lenbu¨ndels und damit auch nur ein Teil der in den reﬂektierten Signalen enthaltenen Leistung
die Empfangsantenne. Diese Leistung ist jedoch entscheidend dafu¨r, dass das Mehrwegesignal
einen signiﬁkanten Einﬂuss auf die Verarbeitung des empfangenen Signalgemisches59 in den
Regelschleifen hat.
Fu¨r die Entscheidung, ob eine Oberﬂa¨che als glatt oder uneben bezeichnet werden kann, wird
das Rayleigh-Kriterium herangezogen. Es stellt einen Zusammenhang zwischen dem Eleva-
tionswinkel und der Wellenla¨nge des Signals sowie der Standardabweichung σh der Ober-
ﬂa¨chenrauigkeit60 her und besagt, dass eine Oberﬂa¨che als glatt gilt, wenn folgende Unglei-
chung gilt:
σh ≤ λ8 sin el (2.80)
Laut [GW98] stimmt die mit folgender Ungleichung gegebene und als Fraunhofer-Kriterium
bekannte Modiﬁkation des Rayleigh-Kriteriums jedoch besser mit experimentellen Ergebnis-
sen u¨berein:
σh ≤ λ32 sin el (2.81)
Gilt die Oberﬂa¨che des Reﬂektors je nach Wahl eines der in den Gleichungen 2.80 und 2.81 dar-
gestellten Kriterien als uneben, kann nicht mehr von gerichteter Reﬂexion ausgegangen wer-
den und das Mehrwegesignal nicht mehr mit den in den vorangegangenen Abschnitten vor-
gestellten deterministischen Verfahren beschrieben werden. Vielmehr kommen stochastische
Verfahren zur Anwendung. Da sich die Ausfu¨hrungen in dieser Arbeit auf die deterministische
Beschreibung der Mehrwegesignale beschra¨nkt, sei der Leser fu¨r ausfu¨hrliche Erla¨uterungen
zu stochastischen Verfahren auf weiterfu¨hrende Literatur wie beispielsweise [BS87] verwiesen.
2.2.3 Quantiﬁzierungsfehler
Bei auftretender Mehrwegeausbreitung wird in den Regelschleifen des Empfa¨ngers nicht das
direkte, sondern das Signalgemisch aus direktem und reﬂektierten Signalen ausgewertet. Dies
58 Das ist die Ebene, auf die Einfalls- und Ausfallswinkel bezogen werden.
59 Gemeint ist die U¨berlagerung von direktem und den reﬂektierten Signalen.
60 Ist die Oberﬂa¨che durch eine Ho¨henfunktion beschrieben, gibt die Standardabweichung σh der Ober-
ﬂa¨chenrauigkeit die mittlere Abweichung der Ho¨he gegenu¨ber dem Funktionsmittelwert an (vgl. [GW98]).
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fu¨hrt zur Bestimmung einer Code- bzw. Tra¨gerphasenlage, die von derjenigen abweicht, die
sich bei alleiniger Auswertung des direkten Signals erga¨be. Somit unterscheiden sich auch die
daraus abgeleiteten Entfernungen Rki, f bzw. Φ
k
i, f zwischen Satellit und Empfa¨nger. Der Unter-
schied wird bei der Modellierung in den Termen Mki, f ,R bzw. M
k
i, f ,Φ erfasst (Gleichung 2.33 bzw.
2.34).
2.2.3.1 Codephasenmessfehler
Die PhasenlageΔn des Codes wird in der DLL unter Verwendung der Werte der Early-, Prompt-
und Late-Korrelatoren bestimmt (Abschnitt 2.1.1.1). Unter mehrwegefreien Empfangsbedin-
gungen wird ausschließlich der Code des direkten Signals mit den internen Repliken korreliert
und die Korrelationswerte im Diskriminator in einen funktionalen Zusammenhang gesetzt,
anhand dessen die Phasenlage Δn und damit die Laufzeit des Codes bestimmt werden kann.
Im Fall von Mehrwegeausbreitung fu¨hrt die U¨berlagerung des direkten mit den reﬂektierten
Signalen zu einer Abweichung δM von der Phasenlage Δn des empfangenen Signals und da-
mit zu Korrelationswerten der Early-, Prompt- und Late-Korrelatoren, die von den Werten, die
bei mehrwegefreiem Empfang gewonnen werden, abweichen, sodass aus dem mittels dieser
Werte berechneten Diskriminatorausgangs die Phasenlage Δn+ δM anstelle der Phasenlage Δn
bestimmt wird. Die daraus abgeleitete Entfernungsmessung zwischen Satellit und Empfangs-
antenne ist demnach um den daraus resultierenden Codemehrwegefehler Mki, f ,R verfa¨lscht. Die
bisher in der Literatur vorgestellten Verfahren zur Abscha¨tzung dieses Fehlers werden in Ab-
schnitt 2.2.4 diskutiert.
2.2.3.2 Tra¨gerphasenmessfehler
Wie in Abschnitt 2.1.1.1 beschrieben, erfolgt in der PLL die Bestimmung der Phasenlage des
Eingangssignals. Dieses Eingangssignal stellt bei auftretender Mehrwegeausbreitung, eine U¨ber-
lagerung von direktem Signal und den reﬂektierten Signalen dar. Mathematisch kann eine sol-
che U¨berlagerung als Vektoraddition aufgefasst werden. Abbildung 2.10 veranschaulicht den
so entstehenden Zusammenhang zwischen dem in der PLL nachgefu¨hrten Signal, repra¨sentiert
durch den Vektor mit Amplitude AC und Phase φC in rad und den im einfachsten Fall vorhan-
denen Summanden: Dem direkten Signal, repra¨sentiert durch den Vektor mit Amplitude AD
und Phase φD in rad und einem einzigen Mehrwegesignal, repra¨sentiert durch den Vektor mit
Amplitude AM und relativer Phase θ in rad. Deutlich wird, dass durch das Nachfu¨hren des
zusammengesetzten Signals anstelle des direkten Signals ein Tra¨gerphasenmessfehler Δφ in
rad entsteht, welcher bei unterlassener Korrektur den in Gleichung 2.34 aufgefu¨hrten Fehler
Mki, f ,Φ verursacht. Gelingt es hingegen, den Tra¨gerphasenmessfehler Δφ zu bestimmen, kann
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eine Fehlerkorrektur vorgenommen werden. Diese Bestimmung kann, bei Kenntnis der Signal-
parameter der beteiligten Signale, unter Nutzung des in den Gleichungen 2.82 und 2.83 darge-
stellten Zusammenhanges erfolgen.
tanΔφ =
ζ2
AD + ζ1
=
AM sin θ
AD + AM cos θ
=
αAD sin θ
AD + αAD cos θ
=
α sin θ
1+ α cos θ
(2.82)
Δφ = tan−1
(
α sin θ
1+ α cos θ
)
(2.83)
Treten statt eines einzelnen Mehrwegesignals n Mehrwegesignale auf, la¨sst sich zeigen, dass
der in Gleichung 2.84 dargestellte, funktionale Zusammenhang zwischen Tra¨gerphasenmess-
fehler Δφ und den Signalparametern besteht, wobei der Index i die relative Amplitude und
Phase des i-ten Mehrwegesignals kennzeichnet.
Δφ = tan−1
(
∑ni=1 αi sin θi
1+∑ni=1 αi cos θi
)
(2.84)
Der durch den Phasenmessfehler Δφ verursachte Entfernungsmessfehler Mki, f ,Φ (Gleichung
2.34) ergibt sich im Anschluss unter Verwendung der Wellenla¨nge λ der Tra¨gerschwingung
zu:
Mki, f ,Φ =
Δφ
2π
λ (2.85)
In der Literatur diskutierte Verfahren zur Bestimmung des Phasenmessfehler Δφ werden in
Abschnitt 2.2.4 vorgestellt.
Abbildung 2.10: Darstellung der U¨berlagerung von direktem und reﬂektiertem Signal bei Mehrwege-
ausbreitung im Inphase-Quadratur-Diagramm. Nachgefu¨hrt wird in der PLL anstelle
des direkten Signals mit Amplitude AD und Phase φD das Signal mit Amplitude AC
und Phase φC, wodurch ein Tra¨gerphasenmessfehler von Δφ entsteht.
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2.2.3.3 Amplitudenmessfehler
Wie in Abschnitt 2.1.1.2 ausgefu¨hrt, wird die Amplitude des Eingangssignals wa¨hrend sei-
ner Verarbeitung in der PLL erfasst. Bei auftretender Mehrwegeausbreitung ist dies nicht die
Amplitude AD des direkten Signals, sondern die Amplitude AC des Signalgemisches aus di-
rektem und reﬂektiertem Signal (Abbildung 2.10). Dieser Wert liegt dann dem nach Gleichung
2.32 ermittelten und vom Empfa¨nger bereitgestellten C/N0 zugrunde. Da die Amplitude AC
als Funktion der Signalparameter von direktem und reﬂektiertem Signal dargestellt werden
kann61 (Gleichung 2.86), gilt Gleiches auch fu¨r das C/N0.
A2C = A
2
D + A
2
M + 2ADAM cos θ (2.86)
Dieser Zusammenhang kann genutzt werden, um die Mehrwegesignalparameter aus den vor-
liegenden C/N0-Werten abzuleiten und so den Tra¨gerphasenmessfehler Δφ und den daraus
resultierenden Entfernungsmessfehler Mki, f ,Φ (Gleichung 2.34) zu bestimmen. Fu¨r die dazu bis-
her in der Literatur diskutierten Ansa¨tze sei auf Abschnitt 2.2.4 verwiesen.
2.2.4 Ansa¨tze zur Detektion und Eliminierung des durch Mehrwegeausbreitung
verursachten Messfehlers
Die Lo¨sungsansa¨tze zur Detektion und Eliminierung des durch Mehrwegeausbreitung verur-
sachten Messfehlers lassen sich nach [Wan00] in drei Kategorien unterteilen, wobei als Bezugs-
punkt die Signalverarbeitung im Empfa¨nger dient. Tabelle 2.1 am Ende dieses Abschnittes gibt
einen U¨berblick u¨ber diese Kategorien und den ihnen zugeordneten Mo¨glichkeiten der Beein-
ﬂussung von Effekten der Mehrwegeausbreitung.
2.2.4.1 Empfa¨ngerexterne Ansa¨tze
Unter dieser Kategorie, in Tabelle 2.1 als empfa¨ngerextern bezeichnet, werden alle die Ansa¨tze
zusammengefasst, die den Einﬂuss der Mehrwegeausbreitung vor der eigentlichen Signalver-
arbeitung verringern sollen. Dazu za¨hlen eine geeignete, d.h. mehrwegearme Standortwahl
des Empfa¨ngers sowie die Verwendung von Antennen mit gu¨nstigem Antennendesign. Dar-
unter ist zum einen eine Richtcharakteristik gemeint, die Signale mit von RHCP abweichender
Polarisation sowie Signale aus niedrigen Elevationen stark da¨mpft. Zum anderen fallen darun-
ter zusa¨tzlich verwendete Elemente wie große Antennengrundplatten und Choke-Ringe, die
das Empfangen von Signalen unterhalb der Horizontlinie verhindern sollen. In [NEJ11] wird
61 Dieser funktionale Zusammenhang la¨sst sich unter Verwendung des Kosinussatzes fu¨r Dreiecke aus den in Ab-
bildung 2.10 skizzierten Beziehungen der die Signale repra¨sentierenden Vektoren herleiten.
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ferner gezeigt, dass ein zusa¨tzlicher Einsatz von mikrowellenabsorbierendem Material einen
Mehrwert generiert. Dessen ungeachtet ist bei den Grundplatten die an den Plattenra¨ndern
auftretende Signalbeugung und (wie auch bei Choke-Ring-Elementen) die fehlende Wirksam-
keit bei reﬂektierten Signalen aus gro¨ßeren Elevationen als nachteilig anzusehen.62
2.2.4.2 Empfa¨ngerinterne Ansa¨tze
Diese Kategorie beinhaltet die empfa¨ngerinternen Ansa¨tze, d.h. die Ansa¨tze, die die eigent-
liche Signalverarbeitung im Empfa¨nger betreffen: Gemeint sind die Signalstruktur sowie die
Anzahl und Eigenschaften der Korrelatoren in Verbindung mit geeigneten Diskriminatoren.
Beide Ansa¨tze haben die Verringerung des Mehrwegefehlers auf den Codebeobachtungen zum
Ziel. Hinsichtlich der Signalstruktur fu¨hrt einerseits eine ho¨here Bitrate der Codes auf Grund
der dadurch zur Verfu¨gung stehenden ku¨rzeren Korrelatorabsta¨nde (in s) zu einem geringe-
ren Mehrwegeeinﬂuss ([vDie14]). Andererseits variieren bei verschiedenen Modulationsarten
auf Grund der unterschiedlichen Charakteristiken ihrer Autokorrelationsfunktionen und der
damit verbundenen Eigenschaften im Tracking-Prozess die Maximalwerte erreichbarer Mehr-
wegefehler. So ko¨nnen bei Verwendung von Binary Offset Carrier (BOC) -modulierten Signa-
len, in Abha¨ngigkeit der Wahl des Korrelatorabstandes, deutlich geringere obere Schranken
fu¨r diese Werte realisiert werden, als bei Verwendung von Binary Phase Shift Keying (BPSK) -
modulierten Signalen ([Che+14]).
Ein erster Ansatz zur Reduzierung des Mehrwegeeinﬂusses durch Modiﬁkation des Korrela-
tors stellt die Verringerung der Verschiebung der Code-Repliken dar. Dieser sogenannte enge
Korrelator (engl. Narrow Correlator) wird in [vDFF92] vorgestellt. Ein zweiter Ansatz besteht
in der Erho¨hung der Anzahl der Korrelatoren und der damit verbundenen Mo¨glichkeit, die
gestiegene Anzahl an Korrelationswerten zu nutzen, um die durch Mehrwegeausbreitung ver-
ursachte zusa¨tzliche Laufzeitverzo¨gerung zu bestimmen oder aber zuna¨chst Anzahl und Si-
gnalparameter vorhandener Mehrwegesignale zu scha¨tzen und zu elimnieren. Der letztere An-
satz, bekannt als Multipath Estimating Delay Locked Loop wird in [Tow+95b] und [Tow+95a]
vorgestellt.63 Ungeachtet der großen Bedeutung dieser Verfahren sowie der darauf basieren-
den Weiterentwicklungen fu¨r die Reduktion des durch Mehrwegeausbreitung hervorgerufe-
nen Fehleranteils ist festzuhalten, dass dieser, insbesondere bei kurzen Umwegla¨ngen kleiner
30 m, nicht vollsta¨ndig eliminiert werden kann ([SSN13]).
62 Vgl. dazu die Anmerkungen in [Wan00] und [SSN13]. Fu¨r Erla¨uterungen zu verschiedenen Ausfu¨hrungen von
GNSS-Antennen sei auf [LRT15] verwiesen.
63 Eine umfangreiche U¨bersicht und detaillierte Erla¨uterungen zu den verschiedenen Varianten der Korrelatoraus-
legung inklusive vergleichender Analysen sind in [Irs08] zu ﬁnden.
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2.2.4.3 Weiterverarbeitung der Beobachtungen
In diese letzte Kategorie geho¨ren all jene Ansa¨tze, die durch die Weiterverarbeitung der Mess-
gro¨ßen im Anschluss an die Signalverarbeitung eine Verringerung des durch die Mehrwege-
ausbreitung verursachten Messfehlers zu erzielen versuchen. Wa¨hrend ein Teil der Ansa¨tze auf
die unterschiedliche Gewichtung zur Verfu¨gung stehender Beobachtungen bei der Positions-
bestimmung fokussiert, beruht ein anderer Teil darauf, den Mehrwegefehler zu scha¨tzen.
Gewichtungsansa¨tze. Wie in Abschnitt 2.1.2.1 erwa¨hnt, erfolgt eine Gewichtung meist un-
abha¨ngig von einem bestimmten Fehleranteil elevations- und/oder C/N0-abha¨ngig. In Zu-
sammenhang mit einer expliziten Reduzierung des Einﬂusses der Mehrwegeausbreitung wird
in der Literatur insbesondere die Verwendung einer C/N0-basierten Gewichtung fu¨r die Co-
debeobachtungen diskutiert ([TM13] und [Gro+13]). Dies ist (theoretisch) mo¨glich, da die ex-
tremalen Mehrwegefehler Mki, f ,R mit den extremalen Signalamplituden und damit extremalen
C/N0-Werten zusammenfallen.64 In [Bil06] wird jedoch gezeigt, dass in der Praxis nur weni-
ge Empfa¨nger C/N0-Werte ausgeben, die diesen theoretischen Zusammenhang widerspiegeln.
Im Gegensatz zu den Codebeobachtungen treten extremale C/N0-Werte bei relativen Phasen
θ = 0 (C/N0 maximal) und θ = π (C/N0 minimal) auf. In beiden Fa¨llen ist der resultierende
Mehrwegefehler Mki, f ,Φ = 0 (vgl. Abbildung 2.10). Eine C/N0-abha¨ngige Gewichtung der Pha-
senbeobachtungen ist daher ungeeignet.
Scha¨tzung des Mehrwegefehlers. Neben den verschiedenen Gewichtungsansa¨tzen werden
in der Literatur Mo¨glichkeiten diskutiert, den durch die Mehrwegeausbreitung verursachten
Messfehler zu scha¨tzen und zu eliminieren. Dabei kommen zum einen Varianten zum Einsatz,
die, zusa¨tzlich zu den Beobachtungen der Station selbst, Informationen anderer Stationen und
Sensoren nutzen, zum anderen werden Varianten beschrieben, die ausschließlich Daten der Sta-
tion verwenden. Zu den erstgenannten Varianten za¨hlt die Nutzung von Umgebungsmodellen
fu¨r das Detektieren von Mehrwegefehlern in den Codebeobachtungen wie sie in [Bra+07] vor-
gestellt werden.
Des Weiteren werden Beobachtungen zusa¨tzlicher Stationen verwendet, um den Mehrwege-
fehler in den Phasenbeobachtungen sowie seinen Einﬂusses auf die Koordinaten abzuscha¨t-
zen. Basis einer derartigen Auswertung bilden entweder doppelt differenzierte Beobachtungen
der Tra¨gerphase oder die Koordinatenreihen selbst. In [WM00] werden Daten eines Stations-
netzwerkes analysiert. Die Vielzahl an mo¨glichen Kombinationen von Stationen und Satelliten
64 Eine ausfu¨hrliche Herleitung dieses Zusammenhanges ist in [Bil06], [BD97] oder [Gro13b] zu ﬁnden.
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fu¨r doppelt differenzierte Beobachtungen erlaubt das Detektieren und Abscha¨tzen eventuell
vorhandener Mehrwegefehler in den Phasenbeobachtungen. Zahlreiche Ansa¨tze beschra¨nken
sich hingegen auf die Entwicklung von Methoden fu¨r die Detektion und Eliminierung des
Mehrwegefehlers fu¨r Anordnungen, bei denen Beobachtungen lediglich zweier Stationen zur
Verfu¨gung stehen. Ein Teil der Ansa¨tze basiert auf der Analyse der doppelt differenzierten Be-
obachtungen, wobei Analyseverfahren zum Einsatz kommen, die eine Zerlegung des Signals
in Signalanteile verschiedener Skalen bzw. Frequenzbereiche realisieren. So wird in [SM04],
[SR05], [EEE08], [dSou+08] und [EEE09] die Wavelet-Analyse vorgeschlagen und jeweils kur-
ze Sequenzen von Testdaten analysiert. Die vorgestellten Ansa¨tze unterscheiden sich nur in
der Wahl des genutzten Wavelets und des Schwellwertes fu¨r die Festlegung, welcher Signal-
anteil den Mehrwegefehler entha¨lt. Anstelle der Wavelets kommt auch die in dieser Arbeit
vorgestellte empirische Modenzerlegung (EMD) zur Anwendung. In [HW08a] werden Dop-
peldifferenzresiduen mittels EMD in Teilsignale (IMF) zerlegt und Mehrwegesignale, resultie-
rend aus gerichteter Reﬂexion65, detektiert. Die Autoren machen jedoch weder Angaben zu
den genutzten EMD-Parametern, noch zu der Datenbasis, auf deren Grundlage entschieden
wird, welche der IMF als Mehrwegesignale identiﬁziert werden. Vergleichbares gilt fu¨r den in
[WWR09] vorgestellten EMD-basierten Ansatz. Zwar wird hier die Gewinnung des Schwell-
wertes aus Datenla¨nge und Streuung der Daten diskutiert, Angaben zur Gewinnung der Da-
ten, zur Charakterisierung des erwarteten Mehrwegefehlers und zu einer konkreten EMD-
Implementierung werden jedoch nicht angegeben. Neben der signalanalytischen Behandlung
der doppelt differenzierten Beobachtungen bzw. der Doppeldifferenzresiduen werden in eini-
gen Vero¨ffentlichungen Wavelet- und EMD-Analyse auf die Koordinatenreihen angewandt. In
[ElG09] werden die Koordinatenreihen mittels Wavelet-Analyse zerlegt und vor der erneuten
Zusammensetzung der jeweiligen Reihe der Signalanteil eliminiert, der mit einem Signal einer
im Voraus bekannten Frequenz korreliert. In [BZZ10] werden Koordinatenreihen mittels EMD-
Analyse zerlegt und ebenfalls Signalanteile eliminiert.66
Eine Mo¨glichkeit den Mehrwegefehler zu scha¨tzen, wenn keine zusa¨tzlichen Daten anderer
Stationen und Sensoren verwendet werden, besteht darin, statt einer einzigen Antenne, ein
Antennen-Array zu nutzen ([RCF98], [FS01]). Ein derartiger Aufbau beruht auf der Idee, dass
auf Grund der ra¨umlichen Na¨he der Antennen, die von ihnen empfangenen Mehrwegesignale
stark korrelieren, so dass deren Signalparameter unter Einbeziehung der bekannten Geometrie
65 Eine gerichtete Reﬂexion wird in dieser Vero¨ffentlichung nicht explizit diskutiert, la¨sst sich allerdings auf Grund
der sinusfo¨rmigen Anteile in den dargestellten Daten vermuten.
66 In beiden die Analyse der Koordinatenreihen betreffenden Vero¨ffentlichungen sind konkrete Einscha¨tzungen
zu den erzielten Ergebnissen aus der nur vage gegebenen Darstellung der Methoden und Testsignale nahezu
unmo¨glich.
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der Antennen zueinander gescha¨tzt werden ko¨nnen. Anhand dieser Parameter kann der Pha-
senmehrwegefehler berechnet werden. In einer Basislinienauswertung67 von Testdaten kann
bei Verwendung der so bestimmten Fehler eine bis zu 70% geringere Standardabweichung in
der Position nachgewiesen werden ([Ray99]).
Wird der Empfa¨nger an nur einer Antenne betrieben, liegt der Schwerpunkt bei der Bestim-
mung des Mehrwegefehlers auf einer geschickten Kombination der verfu¨gbaren Beobachtun-
gen und C/N0-Werte. Mo¨gliche Ansa¨tze richten sich nach der Anzahl der verfu¨gbaren Fre-
quenzen, der Art der Beobachtungen und der La¨nge des Beobachtungszeitraumes. Stehen Code-
und Phasenbeobachtungen auf zwei Frequenzen zur Verfu¨gung, la¨sst sich der Mehrwegefehler
auf den Codebeobachtungen berechnen.68 Stehen Code- und Phasenbeobachtungen nur einer
Frequenz zur Verfu¨gung, kann eine Code-Gla¨ttung (engl. Code Smoothing) durchgefu¨hrt wer-
den. Der Mehrwegefehler auf den Codebeobachtungen wird dabei nicht berechnet, sondern
lediglich tiefpassgeﬁltert.69
Eine weitere Mo¨glichkeit, Einﬂu¨sse der Mehrwegeausbreitung zu detektieren, basiert auf der
Tatsache, dass sich (fu¨r statische Empfa¨nger und eine unvera¨nderte Empfa¨ngerumgebung)
die Satelliten-Empfa¨nger-Reﬂektor-Konstellation periodisch wiederholt.70 Die dadurch hervor-
gerufenen Mehrwegesignaturen sind unter anderem in den Residuen der Doppeldifferenzen
sichtbar. In [WRC09] werden diese analysiert und die sich mit der Konstellationsperiode wie-
derholenden, charakteristischen Signalanteile als mehrwegebasiert identiﬁziert. In [Zho+08]
und [ElG09] ﬁndet hingegen eine Analyse der Koordinatenreihen statt. Dafu¨r werden diese
zuna¨chst mittels Wavelet-Analyse in Teilsignale zerlegt. Wie auch im Fall der Doppeldifferenz-
residuen werden daran anschließend diejenigen unter ihnen als Mehrwegeanteile identiﬁziert,
die im Zeitversatz der Konstellationsperiode eine starke Korrelation aufweisen.
Den Zusammenhang zwischen Phasenmehrwegefehler und Signalamplitude (vgl. Abschnitt
2.2.3.2) machen sich all jene Ansa¨tze zu Nutze, die auf Basis der vom Empfa¨nger bereitgestell-
ten C/N0 Mehrwegesignalparameter scha¨tzen und basierend auf ihnen den Phasenmehrwege-
fehler bestimmen. Voraussetzung ist dabei stets, dass die C/N0-Werte repra¨sentativ sind, d.h.,
67 Die La¨nge der Basislinie betra¨gt 500 m.
68 In [Roc+95] ist eine ausfu¨hrliche Herleitung zu ﬁnden. Eine kurze Zusammenfassung ﬁndet sich in Anhang A.1.
69 Na¨here Erla¨uterungen ﬁnden sich in Anhang A.1.
70 Die Periode wird in Sterntagen angeben und unterscheidet sich fu¨r die verschiedenen Satellitensysteme. Sie be-
tra¨gt fu¨r GPS einen, fu¨r Beidou sieben, fu¨r GLONASS acht und fu¨r GALILEO 10 Sterntage ([Gro13b]).Diese An-
gaben sind Richtwerte. Die tatsa¨chliche Periode weicht von diesen Werten in der Gro¨ßenordnung von bis zu 10 s
ab ([SSN13]), kann aber u¨ber Modelle, wie sie beispielsweise in [AL07] vorgestellt werden, berechnet werden.
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dass sie die in Abbildung 2.10 sowie die in den Gleichungen 2.82 bis 2.84 dargestellten Zusam-
menha¨nge widerspiegeln. Dass dies nur auf wenige Empfa¨nger zutrifft, wird in [Bil06] und
[BAL07] gezeigt.
Erste Ansa¨tze, wie eine Auswertung der C/N0-Werte gestaltet sein kann, werden in [ACM94]
und darauf aufbauend in [ACM96] und [CA98] diskutiert. Unter der Voraussetzung der Sta-
tionarita¨t der Mehrwegesignale (konstante Amplitude und Frequenz), der Modellierung der
Amplitude des direkten Signals als Polynom dritten Grades71 sowie Kenntnis u¨ber die An-
tennencharakteristik, werden in [ACM94] und [ACM96] zuna¨chst Anzahl und Frequenz der
Mehrwegesignale mittels Lomb-Periodogramm72 gescha¨tzt. U¨ber einen Least-Squares-Ansatz
werden in einem zweiten Schritt Amplitude und Phase der Signale bestimmt. In [CA98] wird
dieser Ansatz derart modiﬁziert, dass die Forderung nach Stationarita¨t fallengelassen wer-
den kann. Es sind nun auch zeitvariante Frequenzen und Amplituden zugelassen, die, wie
auch in [ACM94] und [ACM96], in aufeinander folgenden Schritten gescha¨tzt werden, wobei
fu¨r die Scha¨tzung der Frequenzen nun adaptive Kerbﬁlter73 zum Einsatz kommen. In [RA99]
werden die C/N0-Werte genutzt, um zuna¨chst die Lage des Reﬂektors, die daraus resultie-
rende Umwegla¨nge und die Amplitude des Mehrwegesignals, sowie die Amplitude des di-
rekten Signals in einem iterativen Least-Squares-Verfahren zu bestimmen. Dann erfolgt unter
Verwendung dieser Informationen die Berechnung des Tra¨gerphasenmessfehlers. Die Auto-
ren in [BLA03] verfolgen eine a¨hnliche Strategie, wie die Autoren in [ACM94] und [ACM96].
Zuna¨chst werden Anzahl und Frequenzen der Mehrwegesignale bestimmt, in diesem Fall un-
ter Verwendung eines Periodogramms. Danach erfolgt die Bestimmung der Amplituden und
Phasen mittels Least-Squares-Ansatz.74 In [BL07] werden nach der Modellierung des direkten
Signals als Polynom ho¨herer Ordnung75 und Entfernung des dadurch verursachten Anteils aus
den C/N0-Werten mittels Wavelet-Analyse Anzahl und Frequenzen der enthaltenen Mehrwe-
gesignale gescha¨tzt. In [BLA08] werden dann in einem weiteren Schritt Amplitude und Phasen
mittels Least-Squares-Verfahren bestimmt und der Tra¨gerphasenmehrwegefehler berechnet. In
einer Basislinienauswertung von Testdaten zeigt sich ein um 31% geringerer RMS-Wert der
DD-Residuen, verglichen mit dem RMS-Wert bei Verwendung unkorrigierter Daten.
71 Eine Begru¨ndung fu¨r diese Wahl bleiben die Autoren dem Leser schuldig.
72 Hierbei handelt es sich um eine Least-Squares-Scha¨tzung der im Signal enthaltenen trigonometrischen Funktio-
nen. Eine ausfu¨hrliche Beschreibung des Algorithmus ist in [Van69] und darauf aufbauend in [Lom76] zu ﬁnden.
73 Fu¨r eine algorithmische Beschreibung sei auf [NP86] verwiesen.
74 Die Autoren beschreiben ihr Vorgehen nur qualitativ. Eine genaue Umsetzung wird nicht erla¨utert. Angemerkt
sei, dass die Parameter hier nicht als Funktion der Zeit, sondern als Funktion von sin el untersucht werden, was
im Fall ausschließlich horizontaler Reﬂektoren durchaus sinnvoll erscheint (vgl. Gleichungen 5.9 und 5.10).
75 Vorgeschlagen wird, ohne Begru¨ndung, ein Polynom der Ordnung 3 bis 15.
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Der in [Ros11] vorgestellte Ansatz basiert zuna¨chst ebenso auf der Modellierung des direk-
ten Signalanteils als Polynom ho¨herer Ordnung. Unter der Voraussetzung des Vorhanden-
seins eines einzigen Reﬂektors, dessen Abstand zur Empfangsantenne zudem bekannt ist,
werden die Mehrwegesignalparameter dann jedoch nicht mittels spektraler bzw. auf Least-
Squares beruhender Analyseverfahren gescha¨tzt, um daraus den Tra¨gerphasenmessfehler zu
berechnen. Vielmehr wird unter Verwendung der bekannten und in den Gleichungen 2.74, 2.83
und 2.86 gegebenen Zusammenha¨nge eine direkte Berechnung des Tra¨gerphasenmessfehlers
ermo¨glicht. Durch die Anwendung des Verfahrens auf Daten eines Experimentalaufbaus (vgl.
Kapitel 5) sowie ausgewa¨hlter SAPOS-Stationen (vgl. Kapitel 6) ko¨nnen die Standardabwei-
chungen der Doppeldifferenzresiduen und der Koordinatenkomponenten teilweise um bis zu
38% (Experimentalaufbau) bzw. 13% (SAPOS-Stationen) verringert werden.
Tabelle 2.1: Kategorisierung der verschiedenen Mo¨glichkeiten, Effekte durch Mehrwegeausbreitung zu
verhindern, zu verringern und zu eliminieren.
Kategorie Mo¨glichkeiten Varianten
empfa¨ngerextern Standortwahl
Antennendesign Richtcharakteristik
Zusa¨tzliche Hardware
empfa¨ngerintern Signalstruktur
Korrelatoren Anzahl
Anordnung
Weiterverarbeitung
der Beobachtungen Gewichtung Abha¨ngig von Elevation
Abha¨ngig von C/N0
Abha¨ngig von Elevation und C/N0
Scha¨tzung des
Mehrwegefehlers Multi-Stationen-basiert
Umgebungsmodell-basiert
Multi-Antennen-basiert
Linearkombination-basiert
Konstellation-basiert
C/N0-basiert
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2.3 Lo¨sungsidee und spezielle Aufgabenstellung
Der in dieser Arbeit entwickelte Ansatz zur Verringerung des durch Mehrwegeausbreitung
hervorgerufenen Fehleranteils beruht auf der Annahme, dass weder auf die Festlegung des
Standortes noch auf die konkrete Auslegung der Hardware (spezielles Antennen- und Emp-
fa¨ngerdesign) Einﬂuss genommen werden kann bzw. soll, sodass sich die Ideenﬁndung auf
die Weiterverarbeitung der Beobachtungen konzentriert (vgl. Tabelle 2.1). Auf Grund der in
Zukunft standardma¨ßig auch fu¨r zivile Nutzer zur Verfu¨gung stehenden Code- und Phasen-
beobachtungen auf mehreren Frequenzen kann davon ausgegangen werden, dass der Mehr-
wegefehler auf den Codebeobachtungen u¨ber die Bildung geeigneter Linearkombinationen
abgescha¨tzt wird. Es bleibt also die Aufgabe der Entwicklung geeigneter Verfahren fu¨r die
Behandlung des Mehrwegefehlers auf den Phasenbeobachtungen, wobei Varianten geeigneter
Gewichtungen oder seiner Abscha¨tzung in Frage kommen.
Wie bereits in Abschnitt 2.2.4.3 ausgefu¨hrt, sind sowohl elevations- als auch C/N0-basierte
Gewichtungsansa¨tze nur bedingt bzw. nicht geeignet, sodass die Aufgabe der Scha¨tzung des
Mehrwegefehlers fokussiert wird. Da nicht davon ausgegangen werden kann, dass stets zu-
sa¨tzliche Daten weiterer Stationen oder Umgebungsmodelle zur Verfu¨gung stehen, soll eine
ga¨nzlich autonome Behandlung des Mehrwegefehlers anhand der vom Empfa¨nger bereitge-
stellten Daten mo¨glich sein, wobei eine echtzeitfa¨hige Strategie angestrebt wird. Von den in Ta-
belle 2.1 vorgestellten Varianten verbleiben demnach die C/N0-basierten Scha¨tzmethoden als
vielversprechender Ansatz fu¨r die Bestimmung des Phasenmehrwegefehlers, repra¨sentative
C/N0-Werte vorausgesetzt.
Die bisherigen Realisierungen der C/N0-basierten Scha¨tzmethoden besitzen jedoch, neben dem
nachgewiesenen Potenzial einer deutlichen Verringerung des Mehrwegefehlers, einige Schwa¨-
chen. So werden fu¨r die Bestimmung des direkten Signals Kenntnisse der Antennencharak-
teristik beno¨tigt oder aber die C/N0-Werte eines vollsta¨ndigen Satellitendurchgangs, um es
als Polynom ho¨herer Ordnung zu modellieren. Des Weiteren werden, um die Voraussetzungen
fu¨r die Verwendung diverser Signalanalyseverfahren zu schaffen, mo¨glicherweise nicht zutref-
fende Annahmen zur Stationarita¨t oder Linearita¨t der Mehrwegesignale getroffen, wodurch
die unter diesen Umsta¨nden gewonnenen Ergebnisse zu hinterfragen sind. Wu¨nschenswert
wa¨re demnach eine Methode, die diese a priori Informationen nicht verwendet und dem-
nach das Potenzial besitzt, beliebige Mehrwegesignaturen echtzeitnah detektieren und aus-
werten zu ko¨nnen. Eine Methode, die diesen Anforderungen genu¨gt, ist die Hilbert-Huang-
Transformation. Da sie rein datengetrieben arbeitet und auf keiner analytischen, sondern ledig-
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lich einer rein qualitativen Beschreibung basiert, besteht die Notwendigkeit einer umfassenden
Analyse mit anschließender Adaption fu¨r die Bestimmung des Tra¨gerphasenmehrwegefehlers
sowie einer Beschreibung vorhandener Einsatzgrenzen. Dies soll anhand der Auswertung syn-
thetischer Daten realisiert werden, da so idealisierte Signalkomponenten simuliert werden
ko¨nnen und eine Abscha¨tzung der maximal erreichbaren Ergebnisse vorgenommen werden
kann.
Es ist ferner festzuhalten, dass die in der Literatur vorgestellten Ansa¨tze vielfach ausschließ-
lich anhand einer synthetischen oder sehr geringen Datenbasis vorgestellt werden. Oftmals
wird zudem lediglich die Detektion einer Mehrwegesignatur nachgewiesen, nicht aber ein
daraus eventuell resultierender Einﬂuss auf die Positionsbestimmung als solche. Eine syste-
matische Datenanalyse, auch von unter realen Bedingungen aufgenommenen Messdaten, in-
klusive dem Vergleich korrigierter und nicht korrigierter Beobachtungen und zugeho¨riger Er-
gebnisse der Positionsbestimmung, ist jedoch fu¨r die Bewertung einer verwendeten Signalana-
lysemethode unabdingbar. Daher soll die Hilbert-Huang-Transformation nach ihrer Adaption
fu¨r die Detektion von Mehrwegesignaturen und der Abscha¨tzung des dadurch verursachten
Tra¨gerphasenmessfehlers in einer ersten Untersuchung auf Daten eines Experimentalaufbaus
angewandt werden. Dies hat den Vorteil, dass die Umgebung so gewa¨hlt werden kann, dass
die erwarteten Mehrwegesignalparameter und daraus resultierende Messfehler bekannt sind
und somit eine erste Bewertung der Methode auf Basis eines Vergleichs zwischen erwarte-
ten und tatsa¨chlich realisierten Ergebnissen erfolgen kann. In einem zweiten Schritt soll die
Hilbert-Huang-Transformation auf Daten von Stationen angewandt werden, die unter realen
Bedingungen arbeiten, d.h. deren Umgebung nicht durch einen frei wa¨hlbaren Experimental-
aufbau bestimmt wird. Um zu gewa¨hrleisten, dass tatsa¨chlich das Potenzial einer Mehrwe-
gefehlerkorrektur untersucht wird, sollen die durch andere Fehlerquellen verursachten Mess-
fehler mo¨glichst ausgeschlossen werden. Dafu¨r bietet sich eine Basislinienauswertung an, wo-
bei sowohl die Residuen der doppelten Differenzen als auch die Koordinatenreihen selbst bei
Verwendung korrigierter und nicht korrigierter Phasenbeobachtungen vergleichend analysiert
werden.
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Kapitel 3
Hilbert-Huang-Transformation
Die Hilbert-Huang-Transformation (kurz: HHT ) ist eine von Huang et al. in [Hua+98] ver-
o¨ffentlichte Analysemethode fu¨r Signale, die es ermo¨glicht, deren instantane Parameter zu
bestimmen. Daher ist sie insbesondere fu¨r die Analyse von Signalen mit zeitvarianten Am-
plituden und Frequenzen von Interesse. In einem ersten Schritt wird das zu analysierende Si-
gnal mittels der Empirischen Modenzerlegung in Monokomponenten1 zerlegt. Dieser Schritt
ist notwendig, um die Voraussetzungen fu¨r die sich in einem zweiten Schritt anschließende
Hilbert Transformation zu erfu¨llen, mittels der die Bestimmung der instantanen Signalpara-
meter umgesetzt wird. Die Abschnitte 3.1 und 3.2 stellen die Empirische Modenzerlegung und
die Hilbert-Transformation mit ihren bisher bekannten Modiﬁkationen vor. Ferner enthalten
die Abschnitte jeweils die bisher in der Literatur publizierten Ergebnisse diverser Testsignal-
analysen, die zudem im Kontext dieser Arbeit interpretiert werden.
3.1 Empirische Modenzerlegung
Die Empirische Modenzerlegung (engl. Empirical Mode Decomposition, kurz: EMD ) ist ein
datengetriebener Algorithmus, mittels dessen die einzelnen Monokomponenten iterativ be-
stimmt werden. Datengetrieben meint dabei, dass im Gegensatz zu bekannten Signalanalyse-
methoden wie der Fourier- oder der Wavelet- Transformation keine a priori Basis (trigonome-
trische Funktionen oder Wavelets) festgelegt ist, sondern allein durch die zu analysierenden
Daten selbst generiert wird. Zuna¨chst stellt Abschnitt 3.1.1 die prinzipielle Funktionsweise des
Algorithmus vor. Daran anschließend geht Abschnitt 3.1.2 auf das Kernstu¨ck der Empirischen
Modenzerlegung, den Siebprozess (engl. Sifting) ein, in welchem die einzelnen Monokom-
ponenten aus dem Signal gewonnen (ausgesiebt) werden. Die aus der Deﬁnition des EMD-
Algorithmus resultierenden Eigenschaften der Methode werden in Abschnitt 3.1.3 diskutiert.
1 Monokomponenten sind Signale, die sich als Funktion einer einzigen Frequenz darstellen lassen.
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Fehlerabscha¨tzung und Kriterien fu¨r die Qualita¨tsbewertung des Algorithmus, wie sie anhand
von Testsignalen in der Literatur diskutiert werden, sind in Abschnitt 3.1.4 zusammengestellt.
Auf Grund der daraus gewonnenen Erkenntnisse hinsichtlich der Limitierungen der Methode
zur Bestimmung der Monokomponenten sind von verschiedenen Autoren Erweiterungen der
EMD entwickelt und publiziert worden. Diesen widmet sich Abschnitt 3.1.5.
3.1.1 Das Grundprinzip der EMD
Ausgehend von dem Ziel, ein Signal in Monokomponenten zu zerlegen und damit die Grund-
lage zu schaffen, aussagekra¨ftige instantane Signalparameter bestimmen zu ko¨nnen2, wa¨hlen
Huang et al. fu¨r ein zu analysierendes Signal x den in Gleichung 3.1 dargestellten Modellan-
satz3.
x(t) =
n
∑
i=1
xi(t) + rt(t) = Re{
n
∑
i=1
ai(t)ejωi(t)t}+ rt(t) (3.1)
Das Signal x wird als additive U¨berlagerung von endlich vielen Signalen xi mit zeitvarianten
Amplituden ai und Frequenzen ωi sowie einer Funktion mit maximal einem Extremum, dem
Trend rt, modelliert. Die Signale xi sind Monokomponenten. Sie sind somit zu jedem Zeitpunkt
t Funktion von lediglich einer Frequenz ωi = 0. Ausgehend von diesem Modellansatz deﬁnie-
ren Huang et al. eine Klasse von Funktionen, die sogenannten Intrinsischen Modenfunktionen
(engl. Intrinsic Mode Functions, kurz: IMF ) wie folgt:
Deﬁnition (IMF). Eine IMF ist eine Funktion, die folgende Bedingungen erfu¨llt:
• Die Anzahl der Extrema ist gleich der Anzahl der Nullstellen oder unterscheidet sich von
ihr um ho¨chstens eins.
• An jedem Punkt im Deﬁnitionsbereich ist der Mittelwert der oberen und unteren Einhu¨l-
lenden, eo und eu4, (engl. upper and lower envelope) der Funktion gleich Null.
Die Bedingungen fu¨hren dazu, dass weder Oberwellen (Bedingung 1) noch ein Gleichanteil
(Bedingung 2) zugelassen werden. Nach o.g. Deﬁnition geho¨ren die xi zur Klasse der IMF. Die
Zerlegung eines gegebenen Signals x in diese ist Ziel der von Huang et al. entwickelten EMD.
Sie extrahiert die xi iterativ aus dem Signal x. Das Funktionsprinzip des Algorithmus ist in Ab-
bildung 3.1 dargestellt. Der Algorithmus wird mit dem zu analysierenden Signal x initialisiert.
2 Eine ausfu¨hrliche Begru¨ndung dieser Behauptung wird in Abschnitt 3.2 gegeben.
3 [Hua+98].
4 Eine obere bzw. untere Einhu¨llende eo bzw. eu ist eine Funktion, fu¨r die gilt: ∀t : xi(t)  eo(t) bzw. xi(t)  eu(t).
Dabei tritt die Gleichheit in den Maxima bzw. Minima der Funktion xi ein.
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Besitzt die Funktion mindestens zwei Extrema, wird in einem Siebprozess (vgl. Abschnitt 3.1.2)
die erste IMF x1 gewonnen. Diese wird von dem zu analysierenden Signal subtrahiert. Die Dif-
ferenz ist das nun zu analysierende Signal. Besitzt es mindestens zwei Extrema, wird die zweite
IMF x2 ausgesiebt. Iterativ werden in dieser Weise alle IMF xi gewonnen. Der Algorithmus en-
det, wenn das zu analysierende Signal weniger als zwei Extrema besitzt. Als Ergebnis liegen
die n IMF xi sowie der Trend rt vor und damit die Zerlegung des Signals in Monokomponenten
mit zeitvarianten Amplituden und Frequenzen und einen Trend.
Abbildung 3.1: Prinzipielle Funktionsweise der EMD. Der Siebprozess als Teilprozess der EMD ist in
Abbildung 3.2 dargestellt.
3.1.2 Der Siebprozess als zentrales Element der EMD
Das Aussieben einer IMF als Teilprozess der EMD ist ebenfalls ein iterativer Algorithmus. Seine
Funktionsweise ist in Abbildung 3.2 dargestellt. Der Algorithmus wird mit dem zu analysie-
renden Signal initialisiert. Erfu¨llt das Signal nach Subtraktion seines Mittelwertes die Kriterien
einer IMF, endet der Algorithmus mit Ausgabe dieses Signals als IMF. Anderenfalls werden die
o.g. Berechnungen solange durchgefu¨hrt, bis die Kriterien erfu¨llt sind. Aus dieser Darstellung
heraus ergeben sich zwei Fragestellungen: Die erste betrifft das Wie der Bestimmung des Mit-
telwertes. Dieser wird nicht als globale Konstante angenommen, sondern vielmehr als lokale,
zeitvariante Gro¨ße interpretiert. Global bedeutet, dass der Mittelwert xi aus den Funktionswer-
ten y(t) ∀t ∈ T˜, mit T˜ Analyseintervall, berechnet wird, und damit eine konstante Funktion
ym mit ym(t) = y ∀t ∈ T˜ als Mittelwert der Funktion y auf T˜ deﬁniert werden kann. Lokal
meint hingegen, dass der Mittelwert auf jedem Teilintervall I von T˜ bestimmt wird und somit
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Abbildung 3.2: Prinzipielle Funktionsweise des Siebprozesses als Teilprozess der EMD.
die Funktion ym mit ym(t) = y(t) als lokaler, zeitvarianter Mittelwert von xi angesehen wer-
den kann. Die zweite zu ero¨rternde Fragestellung ist die eines implementierbaren Abbruch-
kriteriums fu¨r den Siebprozess, sprich der U¨berpru¨fung der Zugeho¨rigkeit des Signals y nach
Subtraktion der Funktion ym zur Klasse der IMF. Wa¨hrend die Beantwortung der ersten Frage-
stellung keine Schwierigkeiten bereitet, ist die Beantwortung der zweiten Fragestellung nicht
trivial. Die folgenden Abschnitte stellen die dazu bisher in der Literatur diskutierten Ideen vor.
3.1.2.1 Bestimmung des Mittelwertes
Die Verfahren fu¨r die Bestimmung des Mittelwertes ym lassen sich in zwei Kategorien un-
terteilen. Die erste Kategorie (envelopebasierte Verfahren) fasst Ansa¨tze zusammen, die auf
der Bestimmung von oberen und unteren Einhu¨llenden, basierend auf Interpolation zwischen
den Extremwerten, beruhen. Damit ﬁnden sich hier die Verfahren, die auf Variationen der von
Huang et al. in [Hua+98] vorgeschlagenen Berechnungen setzen und damit dicht an der IMF-
Deﬁnition bleiben. Ansatz der Verfahren der zweiten Kategorie ist die Vermeidung der Inter-
polation und damit verbundener Probleme.
Envelopebasierte Verfahren. Das Grundprinzip dieser Verfahren ist in [Hua+98] beschrieben
und in Abbildung 3.3 visualisiert. Nach der Bestimmung der Maxima und Minima des Signals
y (oben links) bilden diese die Stu¨tzstellen fu¨r die Interpolationsfunktionen5 eo bzw. eu, die fu¨r
5 Eine ausfu¨hrliche Darstellung zu Interpolationsfunktionen ﬁndet sich in Anhang C.2.
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das Signal eine obere bzw. untere Schranke darstellen (oben rechts). Der punktweise Mittelwert
my dieser Funktionen mit
my(t) =
eo(t) + eu(t)
2
∀t ∈ T˜6 (3.2)
wird als lokaler Mittelwert ym des Signals interpretiert (unten links) und von diesem subtra-
hiert (unten rechts). Erfu¨llt das Differenzsignal die IMF-Kriterien, wird der Siebprozess erfolg-
reich beendet, anderenfalls erfolgt eine erneute Mittelwertbestimmung (vgl. Abbildung 3.2).
Aus dieser Darstellung heraus ergeben sich drei im Folgenden zu diskutierende Aspekte des
Verfahrens. So ist erstens die Genauigkeit zu untersuchen, die bei der Bestimmung der als
Stu¨tzstellen genutzten Extremwerte des Signals y erreicht werden kann. Ein zweiter Punkt be-
trifft die Auswahl der Interpolationsfunktionen eo und eu. Deren Modellierung an den Inter-
vallgrenzen ist eine dritte Fragestellung.
Abbildung 3.3: Prinzip envelopebasierter Verfahren. Oben links: Signal y mit Minima (Rechteck) und
Maxima (Kreis). Oben rechts: Signal mit Minima und Maxima sowie den Einhu¨llenden
eo (Punkt) und eu (Strich-Punkt). Unten links: Signal mit Einhu¨llenden und lokalem Mit-
telwert ym (Linie). Unten rechts: Signal y (grau) und Differenzsignal y− ym (schwarz).
Erfu¨llt dieses Signal die IMF-Kriterien, wird der Siebprozess erfolgreich beendet.
Die EMD ist eine fu¨r kontinuierliche Signale entworfene Methode. Insbesondere kann der Sieb-
prozess als nichtlinearer Operator fu¨r kontinuierliche Signale angesehen werden. Die Daten-
6 T˜ bezeichnet die Zeitspanne, fu¨r die Signalwerte vorliegen, z.B. T˜ = [t˜0, t˜l ].
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grundlage der zu analysierenden realen Prozesse ist jedoch (zumeist) von diskreter Form. So
kann es vorkommen, dass die Abtastzeitpunkte nicht mit den Zeitpunkten u¨bereinstimmen, an
denen das kontinuierliche Signal Extremwerte besitzt. Da diese Werte jedoch Stu¨tzstellen der
Interpolationsfunktionen sind, stellt sich in diesem Fall die Frage, inwieweit die Korrektheit
der IMF-Extraktion beeinﬂusst wird. In Abbildung 3.4 wird der beschriebene Sachverhalt vi-
sualisiert. Im oberen Bild ist eine Sinus-Schwingung mit einer Frequenz f = 1 Hz (grau) sowie
das mit fs = 5 Hz abgetastete diskrete Signal (schwarz) dargestellt. Abbildung 3.4 (Mitte) zeigt
die erste extrahierte IMF fu¨r das kontinuierliche (grau) bzw. das diskrete Signal (schwarz),
Abbildung 3.4 (unten) die Differenz zwischen Originalsignal und IMF. Da eine reine Sinus-
Schwingung bereits die Eigenschaften einer IMF besitzt, sollte sie erwartungsgema¨ß in genau
eine IMF zerlegt werden und die Differenz zwischen Sinus-Schwingung und extrahierter IMF
demzufolge gleich Null sein. Dies ist nicht der Fall, wenn, wie in Abbildung 3.4 verdeutlicht,
die Abtastzeitpunkte nicht die Zeitpunkte umfassen, an denen das Signal extremal ist.
Abbildung 3.4: Einﬂuss der Bestimmung der Extremwerte auf die Korrektheit der IMF-Extraktion. Kon-
tinuierliches Signal (grau); diskretes Signal (schwarz). Oben: Zu zerlegendes Signal.
Mitte: Erste extrahierte IMF. Unten: Differenz zwischen Signal und IMF.
In welcher Gro¨ßenordnung liegen nun die durch die Diskretisierung verursachten Abweichun-
gen (kurz: Diskretisierungsfehler)? Dieser Frage wird in verschiedenen Vero¨ffentlichungen
nachgegangen. In [SMB05] wird eine U¨berabtastung vorgeschlagen, die dem 5-fachem der
Nyquistfrequenz entspricht. Deren Wirksamkeit wird anhand der Zerlegung linear frequenz-
modulierter Signale und eigens entwickelter Qualita¨tsparameter nachgewiesen. Rilling und
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Flandrin na¨hern sich der Frage in [RF06] von der theoretischen Seite und geben fu¨r Interpolati-
onsfunktionen, die stu¨ckweise linear sind, eine obere Schranke fu¨r den Diskretisierungsfehler
an. Anhand der Zerlegung stu¨ckweise kubischer Polynome u¨berpru¨fen sie ihren Ansatz. Dabei
werden U¨berabtastungen zwischen 2-facher und 200-facher Nyquistfrequenz vorgenommen.
Untersuchungen in [RF09] schließen an diese Analysen an, sind jedoch umfangreicher und de-
taillierter. Als Fazit der in der Literatur publizierten Erkenntnisse kann festgehalten werden,
dass die Diskretisierung des zu analysierenden Signals durchaus Einﬂuss auf die Genauigkeit
der extrahierten IMF hat. Sie liegt jedoch im Bereich der erzielbaren, numerischen Genauigkeit
und damit in vernachla¨ssigbarer Gro¨ßenordnung (Abbildung 3.4 (unten)). Somit sind auch Al-
gorithmen zur exakten Bestimmung der Extremwertpunkte, wie sie in [XHX08] und [XHZ09]
diskutiert werden, fu¨r diese Arbeit von untergeordneter Bedeutung. Die Extremwertbestim-
mung erfolgt, wie auch in [ROB08], allein anhand des vorliegenden, diskreten Signals:
(y(n) > y(n− 1)) ∧ (y(n) > y(n+ 1)) ⇒ y(n) Maximum (3.3)
(y(n) < y(n− 1)) ∧ (y(n) < y(n+ 1)) ⇒ y(n) Minimum (3.4)
Der in [KM08] vorgeschlagene Ansatz, die Stu¨tzstellen nicht, wie in den bisherigen Ausfu¨h-
rungen erla¨utert, in jeder Iteration des Siebprozesses neu zu bestimmen7, sondern fu¨r den ge-
samten Siebprozess unvera¨ndert zu belassen, hat sich in der Anwendung nicht durchgesetzt,
da er keinen Mehrwert generiert.
Im Anschluss an die oben beschriebene Festlegung der Stu¨tzstellen fu¨r die Einhu¨llenden, stellt
sich nun die Frage nach geeigneten Interpolationsfunktionen8. In [HAC10] wird die Verwen-
dung einer trigonometrischen Funktion vorgeschlagen, diese jedoch nur fu¨r den Fall fourier-
analysierbarer Signale empfohlen. Eher verbreitet ist die Anwendung von stu¨ckweise zusam-
mengesetzten Funktionen, sogenannten Spline-Funktionen9 (kurz: Splines). Huang et al. ver-
wenden in [Hua+98] kubische Splines. Der Wunsch nach einem a¨hnlich glatten, jedoch ﬂexible-
ren Spline10 fu¨hrt Peel, Pegram und McMahon zu den rationalen Splines [PPM07], die einen
zusa¨tzlichen, sogenannten Tensionsparameter besitzen, u¨ber den sich der Graph modiﬁzieren
la¨sst. In [PPM08] analysieren sie deren Potenzial anhand von Testdatensa¨tzen und validieren
die dort getroffenen Aussagen auf Grundlage einer umfangreichen Datenbasis in [PMP09].
Fu¨r die von ihnen verwendeten, rationalen Splines wa¨hlen sie einen Ansatz, der [Spa¨90] ent-
7 Die Stu¨tzstellen ko¨nnen in jeder Iteration des Siebprozesses variieren, da die Extrema zu Beginn jeder Iteration
neu bestimmt werden.
8 In Anhang C.2 sind ausfu¨hrliche Erla¨uterungen zu den mathematischen Grundlagen der Interpolation zu ﬁnden.
9 Zur Deﬁnition und erga¨nzenden Erla¨uterungen sei auf Anhang C.2 verwiesen.
10 Der kubische Spline ist auf dem gesamten Intervall zweimal stetig differenzierbar (vgl. Anhang C.2). A¨hnlich
glatt bedeutet, dass diese Eigenschaft beibehalten werden soll.
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nommen ist und dort eingehend diskutiert wird. Ist dabei M := {(tk, yk)|k ∈ 0, ..., n} die
Menge der Stu¨tzpunkte (zum Beispiel Minimal- bzw. Maximalpunkte einer Funktion y), dann
stimmt SP : [t0, tn] → R auf jedem Intervall [tk, tk+1] mit k = 0, ..., n − 1 mit einer Funktion
sk : [tk, tk+1] → R u¨berein, wobei
sk(t) = Akv+ Bkw+
Ckv3
1+ pw
+
Dkw3
1+ pv
(3.5)
mit
v = 1− w (3.6)
und
w =
t− tk
tk+1 − tk ∀t ∈ [tk, tk+1] (3.7)
Dabei weist der Index k darauf hin, dass die Parameter Ak, Bk,Ck und Dk intervallspeziﬁsche
Parameter sind. Sie werden u¨ber die Anschlussbedingungen an den Stu¨tzstellen tk bestimmt.11
U¨ber den bereits erwa¨hnten, zusa¨tzlichen Tensionsparameter p > −1 ist der Graph des Spli-
nes adaptierbar. Abbildung 3.5 veranschaulicht die Graphen von SP bei Wahl unterschiedlicher
Werte fu¨r p. Fu¨r p = 0 ist SP kubischer Spline, fu¨r p → ∞ Polygonzug.
Abbildung 3.5: Darstellung der Graphen rationaler Splines (schwarz) nach Gleichung 3.5 fu¨r unter-
schiedliche Tensionsparameter p, die als obere Einhu¨llende eines Signals (grau) fun-
gieren: Spline mit p = 0 (durchgezogene Linie), Spline mit p = 1 (Strich-Punkt), Spline
mit p = 50 (Strich). Je ho¨her die Werte fu¨r p, desto straffer wird der Spline.
In engem Zusammenhang mit der Verwendung von Splines unter Nutzung der Extrema als
Stu¨tzpunkte steht die Frage nach der Modellierung der Splines an den Intervallgrenzen des
Analyseintervalls T˜ = [t˜0, t˜l ]. Grund dafu¨r ist, dass erste und letzte Extremalstelle t0 und tn
11 Eine Herleitung wird in Anhang C.2 gegeben.
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nicht mit t˜0 und t˜l zusammenfallen und der Spline nur auf T = [t0, tn] deﬁniert ist. Es stellt
sich also die Frage nach der Fortsetzbarkeit des Splines auf T˜ = [t˜0, t˜l ], d.h. wie obere und
untere Einhu¨llende auf den Intervallen [t˜0, t0] und [tn, t˜l ] modelliert werden sollten. Eine al-
len zu diesem Thema publizierten Beitra¨gen zugrunde liegende Idee basiert auf der Generie-
rung zusa¨tzlicher Extrema außerhalb des Intervalls T˜ = (t˜0, t˜l). Diese dienen als zusa¨tzliche
Stu¨tzpunkte fu¨r die Spline-Interpolation, sodass Einhu¨llende berechnet werden ko¨nnen, die
nicht nur auf T, sondern auf T˜ deﬁniert sind. Festgelegt werden demnach Stu¨tzstellen t−1 ≤ t˜0
und tn+1 ≥ t˜l sowie die zugeho¨rigen Stu¨tzwerte y−1 und yn+1. Die Darstellung der konkreten
Berechnung der Stu¨tzpunkte bleibt in den Publikationen jedoch ha¨uﬁg unvollsta¨ndig.
In [Hua+98] und [CT04] werden dem zu analysierenden Datensatz an den jeweiligen Interval-
lenden charakteristische Schwingungen12 hinzugefu¨gt, deren Amplitude, Frequenz und Pha-
senlage in Abha¨ngigkeit der ersten bzw. letzen Extrema des Datensatzes gewa¨hlt werden. In
[RFG03] wird eine Spiegelachse durch den Extrempunkt gelegt, welcher jeweils den gerings-
ten Abstand zum Intervallanfang bzw. -ende besitzt. Die beiden dieser Achse na¨chstgelegenen
Extrempunkte werden an ihr gespiegelt (Abbildung 3.6, links). Liegen die gespiegelten Punkte
nicht außerhalb des Intervalls T˜, werden die Spiegelachsen in die Intervallgrenzen verschoben.
Die Autoren von [Ami+05] machen bei der Festlegung der Stu¨tzpunkte keine Angaben zu den
Stu¨tzstellen, die Ausfu¨hrungen lassen allerdings vermuten, dass sie wie in [RFG03] gewa¨hlt
werden. Die Berechnung der Stu¨tzwerte wird hingegen explizit angegeben. Sie werden durch
Mitteln der den Intervallgrenzen na¨chstgelegenen zwei Maxima bzw. Minima bestimmt. Tritt
der Fall ein, dass sich die Signalwerte y(t˜0) bzw. y(t˜l) außerhalb der Einhu¨llenden beﬁnden,
werden die Intervallgrenzen t˜0 bzw. t˜l als Stu¨tzstellen und die dazugeho¨rigen y(t˜0) bzw. y(t˜l)
als Stu¨tzwerte festgelegt.
In dem in [DS04] vorgestellten und in [WQ08] modiﬁzierten Ansatz werden die zusa¨tzlichen
Stu¨tzstellen so festgelegt, dass gilt: |t−1 − t0| = |t0 − t1| bzw. |tn+1 − tn| = |tn − tn−1|. Fu¨r
die Bestimmung der Stu¨tzwerte werden nicht wie in den o.g. Publikationen Funktionswerte
y genutzt. Vielmehr werden Geraden, deﬁniert durch die den Intervallgrenzen na¨chst gele-
genen Extrema, zur Konstruktion der Stu¨tzwerte y(t−1) und y(tn+1) verwendet (Abbildung
3.6, rechts). Neben der Festlegung der zusa¨tzlichen Stu¨tzpunkte ist zu beachten, dass fu¨r die
eindeutige Bestimmung der Splines zusa¨tzliche Bedingungen festgelegt werden mu¨ssen.13 In
[DS04] sind dies Werte fu¨r die ersten, in [PPM08] fu¨r die zweiten Ableitungen in t−1 und tn+1.
12 Eine exakte Speziﬁzierung dieser Schwingungen und damit der durch diese Schwingungen gewonnenen,
zusa¨tzlichen Stu¨tzpunkte bleiben die Autoren dem Leser schuldig.
13 Vgl. dazu die Ausfu¨hrungen in Anhang C.2.
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Abbildung 3.6: Prinzipskizze verschiedener Mo¨glichkeiten zur Gewinnung der Einhu¨llenden am In-
tervallanfang. Um die Stu¨tzpunkte fu¨r obere und untere Einhu¨llende unterscheiden
zu ko¨nnen, ist den Zeitpunkten der Index max bzw. min hinzugefu¨gt. Das Signal
(dunkelgrau) beginnt zum Zeitpunkt t˜0 (Senkrechte, schwarz). Links: Verfahren nach
[RFG03] durch Spiegelung. Rechts: Verfahren nach [DS04]. Die Gewinnung zusa¨tzlicher
Stu¨tzpunkte erfolgt unter Nutzung linearer Funktionen, die durch die dem Intervallan-
fang na¨chstgelegenen Extrema bestimmt werden, sowie deren Abstand zueinander. Die
Parallelita¨t von Geraden ist jeweils durch eine gleiche Linienart gekennzeichnet.
Direkte Verfahren. Im Gegensatz zu envelopebasierten Verfahren, die den Nachteil haben,
dass die mittels Interpolation konstruierten Einhu¨llenden nur unter Nutzung der Extremwerte
gewonnen werden und damit nicht garantiert werden kann, dass tatsa¨chlich zu jedem Zeit-
punkt eu(t) ≤ x(t) ≤ eo(t) gilt, umgehen die direkten Verfahren die Interpolation. Sie nutzen
mathematische Methoden, die die o.g. Forderung garantieren ko¨nnen, sodass insbesondere
Konvergenzaussagen fu¨r die EMD mo¨glich werden, was der eigentliche, weitreichende Bei-
trag dieser Verfahren ist.
In [Che+06] wird vorgeschlagen, den lokalen Mittelwert als Summe gewichteter B-Splines14 zu
modellieren, wobei die Wichtung aus den Extremwerten des Signals abgeleitet wird. Die Au-
toren zeigen, dass a¨hnlich gute Resultate wie bei der Verwendung envelopebasierter Verfah-
14 Fu¨r na¨here Erla¨uterungen zu den Vorteilen der Modellierung mit B-Splines sei auf [DR08] verwiesen.
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ren erzielt werden, weisen jedoch gleichzeitig darauf hin, dass auch hier die Wahl der Spline-
Ordnung und die Modellierung der Splines an den Intervallenden offene Fragestellungen sind.
Diese Problematik kann mit der Entwicklung von nicht-splinebasierten Verfahren umgangen
werden. In [DLN05] werden zwei derartige Ansa¨tze vorgestellt. Beide basieren auf der Lo¨sung
partieller Differentialgleichungen (englisch: partial differential equation, kurz: PDE ). Im ers-
ten Ansatz wird der Mittelwert klassisch aus den Einhu¨llenden berechnet, wobei diese als
Lo¨sung eines Systems nicht linearer, parabolischer PDE vierter Ordnung gewonnen werden.
In ihrem zweiten Ansatz bestimmen die Autoren den Mittelwert nicht unter der Nutzung von
Einhu¨llenden, sondern gewinnen ihn direkt als Lo¨sung einer nicht linearen, parabolischen PDE
vierter Ordnung. In beiden Fa¨llen werden die Lo¨sungen fu¨r ausgewa¨hlte Testsignale15 iterativ
gewonnen und bewertet. Die erzielten Ergebnisse sind a¨hnlich denen der in [Hua+98] vorge-
schlagenen Variante, ein rechentechnischer Vorteil wird allerdings erst fu¨r mehrdimensiona-
le Signale gesehen. Diop et al. gelingt es in [DAB09], den Siebprozess als PDE zu modellie-
ren. Lo¨sung ihrer PDE sind demnach nicht Mittelwerte, sondern bereits die gesuchten IMF.
In [DAB10] erweitern sie ihren Ansatz dahingehend, dass dieser fu¨r eine gro¨ßere Klasse von
Funktionen geeignet ist. Bewertet werden auch ihre Ansa¨tze mit synthetischen Signalen.16 Zu
bedenken geben die Autoren, dass ihr PDE-Ansatz einen freien Parameter besitzt, dessen Wert
empirisch festgelegt ist und den es sinnvoll zu wa¨hlen gilt.
Neben der direkten Modellierung des Mittelwertes als Spline-Funktion bzw. als Lo¨sung von
PDE gibt es in der Literatur Ansa¨tze, ihn unter Nutzung von Methoden der Optimierung zu
bestimmen. In [MP07] ist der Mittelwert Lo¨sung eines quadratischen Optimierungsproblems
mit Nebenbedingungen. Modellansatz fu¨r den Mittelwert ist auch hier der eines Splines, so-
dass, wie im Fall des klassischen Ansatzes aus [Hua+98], die Wahl der Spline-Art und dessen
Modellierung an den Intervallenden offene Fragen sind, die in [MP07] durch die Wahl eines ku-
bischen Splines und einer Spiegelung des Signals an den den Intervallenden na¨chstgelegenen
Extrema beantwortet werden. In [HK13] erfolgt die Bestimmung der oberen und unteren Ein-
hu¨llenden als Lo¨sung quadratischer Optimierungsaufgaben unter Nebenbedingungen. Der
Mittelwert wird dann wie in [Hua+98] berechnet.
Die hier vorgestellten Alternativen zu den envelopebasierten Verfahren sind wie diese von der
Festlegung bestimmter Parameterwerte (beispielsweise der Ordnung der PDE) abha¨ngig. Fu¨r
15 Es handelt sich hierbei zum einen um die U¨berlagerung zweier Dreieckschwingungen und einer Sinusschwin-
gung sowie zweier frequenzmodulierter Sinusschwingungen und einer tempora¨r vorhandenen, gaußgefenster-
ten Sinusschwingung. Eine funktionale Beschreibung dieser Testsignale wird nicht gegeben.
16 In diesem Fall handelt es sich um die Summe zweier Sinusschwingungen. Auf welcher Basis die Wahl der Signal-
parameter erfolgt ist, bleibt offen.
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verschiedene Werte und Testsignale sind sie in den o.g. Publikationen evaluiert und als a¨hnlich
gut bewertet. Da sie keinen u¨berragenden Mehrwert generieren17, werden in der vorliegenden
Arbeit klassische envelopebasierte Verfahren favorisiert. Fu¨r die Verwendung dieser gilt, dass
auf Grund der hohen Flexibilita¨t der rationalen Splines und den mit ihnen erlangten, vielver-
sprechenden Analyseergebnissen in [PPM08] und [PMP09], diese fu¨r die im Rahmen dieser
Arbeit vorzunehmenden Analysen geeignet erscheinen, wobei die Frage nach der Festsetzung
der Parameter sowie der Spline-Modellierung an den Intervallenden einen noch zu diskutie-
renden Punkt darstellt.
3.1.2.2 Abbruchkriterien
Der Siebprozess wird abgebrochen, wenn nach k Iterationen die Funktion y als IMF identi-
ﬁziert wird. Dafu¨r ist rein formal zu pru¨fen, ob durch die Funktion die IMF-Eigenschaften
erfu¨llt werden. Was theoretisch zuna¨chst einfach erscheint, erweist sich in der rechentechni-
schen Umsetzung als nicht trivial. Dies liegt insbesondere daran, dass ein lokaler Mittelwert
m ≡ 0 faktisch nicht erreichbar ist. Es stellt sich also die Frage, wie klein  gewa¨hlt werden
sollte, damit |m(t)| ≤  (∀t ∈ T˜) als genu¨gend klein anzusehen ist. Je kleiner das  gewa¨hlt
wird, desto ho¨her wird die Anzahl k an beno¨tigten Iterationen. Fu¨r k → ∞ fu¨hrt dies zu dem
folgenden, in [Wan+10] bewiesenem Resultat:
Satz (Funktion der Einhu¨llenden). Fu¨r jede Funktion mit wenigen Extrema18 degenerieren
obere und untere Einhu¨llende zu einem Paar symmetrischer, linearer Funktionen. 
Ist die Amplitude des zu analysierenden Signals nicht strikt monoton, bedeutet dies, dass die
Einhu¨llenden zu konstanten Funktionen degenerieren und damit jede mo¨glicherweise vorhan-
dene Amplitudenmodulation von physikalischer Bedeutung beseitigt wird. In der praktischen
U¨berpru¨fung an Testdatensa¨tzen zeigt sich zwar, dass dieser Grenzfall konstanter Einhu¨llen-
der selbst bei einer Anzahl an Iterationen in der Gro¨ßenordnung von 105 noch nicht eintritt, ein
hoher Grad an Symmetrie ist jedoch bereits erkennbar ([WL12]). Das  sollte also nicht so klein
wie mo¨glich, sondern nur so klein wie no¨tig gewa¨hlt werden, um die Anzahl an Iterationen zu
beschra¨nken. In der Literatur ﬁnden sich diverse Ansa¨tze fu¨r die Festlegung von Abbruchkri-
terien. Diese modiﬁzieren entweder die Forderung |m(t)| ≤  (∀t ∈ T˜) oder diskutieren die
Festlegung einer Anzahl an Iterationen. In Anlehnung an [Wan+10] seien die Ansa¨tze hier wie
folgt klassiﬁziert:
17 Der tatsa¨chliche Mehrwert dieser Verfahren ist die Mo¨glichkeit mathematisch fundierter Konvergenzaussagen,
die jedoch nicht Gegenstand dieser Arbeit sind.
18 Dabei ist wenig in Relation zur Anzahl der Abtastschritte zu sehen, was hier stets vorausgesetzt wird.
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Cauchy-a¨hnliches Kriterium. Der Name soll die Parallelita¨t zu dem aus der Analysis bekann-
ten Cauchy-Kriterium aufzeigen. Es besagt, dass eine Folge (ak) ∈ R genau dann konvergiert,
wenn ab einem bestimmten Folgeglied der Abstand d(am, an) zweier Folgeglieder am und an
beliebig klein wird, genauer:
∀ > 0 ∃N ∈ N ∀m, n ≥ N : d(am, an) <  (3.8)
Auf den Siebprozess u¨bertragen, bedeutet dies die Betrachtung der Folge der Iterierten y. Der
Siebprozess wird abgebrochen, sobald der Abstand SD1 aufeinander folgender Iterierter ein
vorgegebenes  unterschreitet.19 Der Abstand SD1 wird dabei von Huang et al. in ihrer Pio-
nierarbeit [Hua+98] wie folgt deﬁniert, wobei der Index k die k-te Iterierte kennzeichnet und
und NA die Anzahl an Abtastpunkten bezeichnet.
SD1 =
NA
∑
i=1
[ |yk−1(i)− yk(i)|2
|yk−1(i)|2
]
(3.9)
SD1 kann auch als Summe aller relativen Energiea¨nderungen pro Zeitschritt interpretiert wer-
den. Die Autoren in [Hua+98] schlagen Schwellwerte von 0, 2 ≤ SD1 ≤ 0, 3 vor. Ein Kri-
tikpunkt an diesem Kriterium bezieht sich darauf, dass lokal große Abweichungen zu hohen
Werten von SD1 fu¨hren und damit das Sieben fortgesetzt wird, obwohl die beiden Iterierten yk
und yk−1 mo¨glicherweise bis auf wenige Zeitschritte nahezu identisch sind. Ein weiterer Kri-
tikpunkt betrifft die vollkommene Unabha¨ngigkeit dieses Kriteriums von der Deﬁnition einer
IMF. So wird anhand dieses Kriteriums demnach zwar eine Entscheidung u¨ber den Abbruch
des Siebprozesses getroffen, jedoch nicht u¨berpru¨ft, ob y = yk tatsa¨chlich die Eigenschaften
einer IMF erfu¨llt. Erstgenanntem Kritikpunkt entgegnen die Autoren in [HW08b] mit Modiﬁ-
kationen von Gleichung 3.9, dargestellt in den Gleichungen 3.10 und 3.11.
SD2 =
∑NAi=1 |yk−1(i)− yk(i)|2
∑NAi=1 |yk−1(i)|2
(3.10)
SD3 =
∑NAi=1 |mky(i)|2
∑NAi=1 |yk(i)|2
(3.11)
In Gleichung 3.11 bezeichnet mky den Mittelwert der Einhu¨llenden der k-ten Iterierten, wie er in
Gleichung 3.2 beschrieben ist. Im Gegensatz zu den Gleichungen 3.9 und 3.10, in denen relative
Energieunterschiede aufeinander folgender Iterierter betrachtet werden, erfolgt in Gleichung
19 Huang et al. setzen hier stillschweigend voraus, dass die Folge der Iterierten konvergiert, was bisher zwar an
vielen praktischen Beispielen gezeigt, jedoch nicht mathematisch bewiesen worden ist.
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3.11 die Bestimmung von SD3 allein mittels charakteristischer Werte der k-ten Iterierten. Be-
wertet wird hier die Energie des lokalen Mittelwertes mky bezogen auf die Energie der k-ten
Iterierten, wodurch ein Bezug zur IMF-Deﬁnition hergestellt und somit auf den o.g. zweiten
Kritikpunkt eingegangen wird. Dennoch ist allen vorgestellten Varianten gemein, dass unter
Nutzung aller Funktionswerte nur ein einziger, mit einem Schwellwert zu vergleichender Wert
SDi berechnet wird. Große Werte auf einem schmalen Teilintervall ko¨nnen also dazu fu¨hren,
dass der Schwellwert u¨berschritten wird, obwohl auf dem restlichen Intervall die Energie ver-
nachla¨ssigbar klein ist. Dies wu¨rde dann zu einer Fortsetzung der Iterationen fu¨hren, was, wie
oben ausgefu¨hrt, zur Auslo¨schung physikalisch bedeutsamer Informationen fu¨hren kann. Ril-
ling et al. greifen dieses Problem auf und stellen in [RFG03] ein Abbruchkriterium vor, welches
lokale Fluktuationen zula¨sst. In [Wan+10] wird dieses Kriterium als Mittelwert-Kriterium be-
zeichnet.
Mittelwert-Kriterium. Die Idee von [RFG03] besteht darin, zwei Schwellwerte θS1 und θS2 zu
deﬁnieren. Auf 100(1− αS) Prozent des Intervalls soll ein noch zu deﬁnierender Wert σS < θS1,
auf den restlichen 100αS Prozent des Intervalls σS < θS2 gelten. Sie schlagen vor, θS2 ≈ 10θS1
mit θS1 ≈ 0, 05 sowie αS ≈ 0, 05 zu wa¨hlen. Dies bedeutet, dass auf 5% des Intervalls ein um
den Faktor 10 gro¨ßerer Schwellwert und damit lokale Fluktuationen zugelassen sind. Der Wert
σS (vgl. Gleichung 3.13) ist das zu jedem Zeitpunkt t ∈ T˜ bestehende Verha¨ltnis von lokalem
Mittelwert my (Gleichung 3.2) und Modenamplitude aS (Gleichung 3.12).
aS(t) =
eo(t)− eu(t)
2
(3.12)
σS(t) =
∣∣∣∣my(t)aS(t)
∣∣∣∣ (3.13)
Mit diesem Kriterium wird erreicht, dass bei Abbruch des Siebprozesses die Funktion y die
zweite Eigenschaft einer IMF genu¨gend genau erfu¨llt. Zusa¨tzlich fordern die Autoren, dass der
Unterschied zwischen der Anzahl der Nullstellen und der Anzahl der Extrema kleiner gleich
eins ist, sodass die Funktion y damit auch die erste Eigenschaft einer IMF erfu¨llt.
Sifting-Kriterium. Neben den o.g. Kriterien, bei denen der Abbruch des Siebprozesses unter
Einbeziehung der zu analysierenden Daten entschieden wird, ﬁnden sich in der Literatur auch
von der Datengrundlage (mehr oder weniger) unabha¨ngige Vorschla¨ge. So wird in [HSL99]
empfohlen, eine feste Anzahl SI an Iterationen vorzunehmen. Da diese Variante keine der IMF-
Eigenschaften u¨berpru¨ft, wird als Alternative dazu ein Ansatz erwa¨hnt, der darauf beruht, dass
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die Anzahl der Nullstellen und die der Extrema fu¨r zwei aufeinander folgende Iterationen kon-
stant bleibt. Diese beiden Varianten werden in [Hua+03] miteinander verknu¨pft. Die Autoren
fordern eine unvera¨nderte Anzahl an Nullstellen und Extrema u¨ber SI, f ix Siebiterationen. Nach
einer Analyse von Testsignalen schlagen sie 3 ≤ SI, f ix ≤ 5 vor.
Das von Rilling et al. in [RFG03] beschriebene Abbruchkriterium kann als Weiterentwicklung
der von Huang et al. in [Hua+98] und [HW08b] publizierten Kriterien favorisiert werden, da es
als einziges Verfahren die IMF-Eigenschaften garantieren kann. Es wird daher fu¨r die Analysen
im Rahmen dieser Arbeit verwendet.
3.1.3 Eigenschaften der EMD
Die Empirische Modenzerlegung ist, wie der Name andeutet, eine empirische Signalanalyse-
methode, deren großer Nachteil in einem fehlenden, mathematisch bewiesenen Fundament
liegt. Die U¨berpru¨fung von Eigenschaften, die bei analytisch darstellbaren Signalanalyseme-
thoden einfach und allgemeingu¨ltig aus ihrer mathematischen Beschreibung abgeleitet werden
ko¨nnen, fu¨hrt bei Anwendung der EMD teilweise zu unbeantworteten Fragestellungen. So in-
teressiert beispielsweise, ob die Konvergenz des Verfahrens in jedem Fall gewa¨hrleistet ist und
inwiefern die Zerlegung eindeutig und die fu¨r jedwede Signalanalyse aufgestellte Zielstellung,
physikalisch signiﬁkante Informationen aus einem Signal zu extrahieren, erfu¨llt ist. Eine weite-
re Fragestellung betrifft die Verwendung des Basisbegriffes fu¨r die Menge der erzeugten IMF.
Wa¨hrend fu¨r Fourier- und Wavelet-Analyse eine Basis a priori bekannt ist, ein Signal also ein-
deutig mittels trigonometrischer Funktionen bzw. orthonormaler Wavelets dargestellt werden
kann20, ist der Begriff im Fall der EMD zu adaptieren, da eine solche nicht allgemein angege-
ben werden kann21. In diesem Zusammenhang interessieren fu¨r die IMF auch Aussagen zur
Eigenschaft der Orthogonalita¨t, wie sie fu¨r die Basis in der Fourier-Analyse gegeben sind. Die
bisher publizierten Erkenntnisse bzgl. dieser Eigenschaften (Konvergenz, Eindeutigkeit, phy-
sikalische Signiﬁkanz, Basisbegriff, Orthogonalita¨t) sind im Folgenden zusammengestellt.
Konvergenz. Allgemeingu¨ltige Aussagen zum Konvergenzverhalten ko¨nnen auf Grund der
fehlenden analytischen Darstellung der EMD bisher nicht getroffen werden. Daher sind die-
jenigen Arbeiten vielversprechend, deren Modiﬁkationsansa¨tze fu¨r die EMD auf eine solche
Darstellung abzielen. Dies sind beispielsweise Verfahren zur direkten Bestimmung des Mit-
telwertes, wie sie in Abschnitt 3.1.2.1 diskutiert werden. In der Praxis kann der Abbruch des
20 Fu¨r na¨here Erla¨uterungen sei auf [Mer10], [Bro+05] und [Heu06] verwiesen.
21 Ansa¨tze fu¨r die Charakterisierung von Basiselementen mit zeitvarianten Amplituden und Phasen werden in
[XZ09] diskutiert.
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Algorithmus bei geeigneter Wahl des Abbruchkriteriums erzwungen werden, wobei in diesem
Fall zu untersuchen ist, inwieweit die extrahierten Signale die IMF-Eigenschaften erfu¨llen.
Eindeutigkeit. Je nach Wahl der EMD-Parameter werden unterschiedliche Zerlegungen des Si-
gnals realisiert. Demnach gibt es keine eindeutige Zerlegung, was zu der Fragestellung fu¨hrt,
inwieweit sich die Zerlegungen unterscheiden und welche der Zerlegungen als vertrauenswu¨r-
dig anzusehen ist. In der Literatur ﬁnden sich zahlreiche Untersuchungen, deren Gegenstand
die Festlegung von Konﬁdenzintervallen, sowohl fu¨r die Zerlegung synthetisch erzeugten Rau-
schens als auch fu¨r die Zerlegung realer Signale, ist. Resultate dieser Untersuchungen werden
in Abschnitt 3.1.4.1 und Abschnitt 3.1.4.3 erla¨utert.
Physikalische Signiﬁkanz. Wie schon in der Einleitung zu diesem Abschnitt erwa¨hnt, ist das
Ziel einer Signalanalyse, Informationen, die den zugrunde liegenden, physikalischen Prozess
charakterisieren, zu extrahieren. Klassische Methoden wie die Fourier- oder Wavelet-Analyse
stu¨tzen sich zwar auf ein mathematisches Fundament. Jedoch ist dieses an die Erfu¨llung be-
stimmter Voraussetzungen gekoppelt: Die Signale mu¨ssen linear und stationa¨r (Fourier-Ana-
lyse), zumindest aber linear (Wavelet-Analyse) sein.22 Diesen Bedingungen genu¨gen reale Si-
gnale nur selten, sodass die mit o.g. genannten Methoden gewonnenen Resultate dementspre-
chend nur bedingt physikalische Bedeutung haben. Die EMD ist fu¨r die Analyse nicht linearer,
nicht stationa¨rer Signale geeignet, da keine Voraussetzungen an die zu analysierenden Signa-
le gestellt werden, jedoch kann auch hier keine physikalische Signiﬁkanz der einzelnen IMF
gewa¨hrleistet werden.
Basisbegriff. Sowohl bei der Fourier- als auch bei der Wavelet-Analyse kann jeweils eine maxi-
male Menge linear unabha¨ngiger Funktionen ausgezeichnet werden, die den Funktionenraum
L2(R) aufspannt und demnach eine Basis von diesem bildet. So ist gewa¨hrleistet, dass jedes
Element x ∈ L2(R) eindeutig als Linearkombination dieser (a priori festgelegten) Basisele-
mente dargestellt werden kann. Die Menge der IMF, in die ein Signal x ∈ L2(R) zerlegt wird,
entzieht sich diesem Basisbegriff, da diese a posteriori, also erst nach Ausfu¨hrung der EMD
vorliegt, und allein durch das jeweilige x bestimmt wird. Es ist jedoch festzuhalten, dass jedes
x ∈ L2(R) fu¨r einen festen EMD-Parametersatz eindeutig in IMF zerlegt und aus der Menge
der IMF das zugrunde liegende x mit Gleichung 3.1 vollsta¨ndig rekonstruiert werden kann. So-
mit u¨bernimmt die Menge der IMF die Rolle einer Art adaptiven Basis, wobei, wie in [HW08b]
ausgefu¨hrt, offen bleibt, wie eine solche allgemein zu deﬁnieren ist und welche mathemati-
schen Eigenschaften ihr zuzuordnen sind.
22 Fu¨r die Deﬁnition der Linearita¨t und Stationarita¨t sei auf die Anha¨nge D.1 und D.2 verwiesen.
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Orthogonalita¨t. Die trigonometrischen Funktionen als Basiselemente der Fourier-Analyse sind
paarweise orthogonal23 zueinander. Dies hat den Vorteil, dass Signalanteile von x mit unter-
schiedlicher Frequenz durch verschiedene Basiselemente repra¨sentiert werden. Eine derartige
Darstellung wa¨re auch bei der Durchfu¨hrung der EMD wu¨nschenswert, wobei die einzelnen
IMF als eine Art von Basiselementen anzusehen wa¨ren. Zu beachten ist hier, dass im Gegensatz
zu den Basiselementen der Fourier-Analyse, die IMF per Deﬁnition eine zeitlich variierende
Frequenz besitzen ko¨nnen. Demnach muss ein bestimmter Frequenzbereich in verschiedenen
Zeitintervallen nicht von ein und derselben IMF repra¨sentiert werden. Wichtig ist nur, dass er
sich in einem bestimmten Zeitintervall nicht u¨ber mehr als eine IMF erstreckt. Orthogonalita¨t
hat im Fall der EMD demnach einen lokalen Charakter. Um diese (lokale) Orthogonalita¨t zu
erfassen, leiten [Hua+98] aus Energiebetrachtungen einen Orthogonalita¨tsindex OI1 her. Dabei
seien ETx die Energie des Signals x im Intervall [0, T], xi die i−te IMF, n die Anzahl der IMF24
und NA die Anzahl an Abtastpunkten. Fu¨r die Signalenergie ETx gilt:
ETx =
NA
∑
k=1
x2(k) =
NA
∑
k=1
(
n+1
∑
i=1
xi(k)
)2
=
NA
∑
k=1
(
n+1
∑
i=1
x2i (k) +
n+1
∑
i=1
n+1
∑
j=1
xi(k)xj(k)
)
(3.14)
=
n+1
∑
i=1
NA
∑
k=1
x2i (k) +
NA
∑
k=1
n+1
∑
i=1
n+1
∑
j=1
xi(k)xj(k) (3.15)
=
n+1
∑
i=1
ETxi +
n+1
∑
i=1
n+1
∑
j=1
NA
∑
k=1
xi(k)xj(k) (3.16)
Sind die IMF xi und xj orthogonal, ist der zweite Term auf der rechten Seite von Gleichung
3.16 Null. Die Signalenergie ETx ist in diesem Fall gleich der Summe der Signalenergien ETxi der
IMF. Wird das in jedem Zeitschritt berechnete Produkt xi(k)xj(k) auf die Energie des Signals x
zu diesem Zeitpunkt normiert, ergibt sich der in [Hua+98] vorgeschlagenen und in Gleichung
3.17 dargestellte Orthogonalita¨tsindex OI1.
OI1 =
NA
∑
k=1
n+1
∑
i=1
n+1
∑
j=1
xi(k)xj(k)
x2(k)
(3.17)
Dieser Index besitzt mehrere Deﬁzite. Zum einen kann der Quotient zu einem Zeitpunkt k, an
dem das Signal x eine Signalamplitude von nahe Null besitzt, einen betragsma¨ßig großen Wert
annehmen, und somit zu einem Index fu¨hren, der (mo¨glicherweise unberechtigt) suggeriert,
23 Dies bedeutet, dass fu¨r je zwei Elemente das Skalarprodukt den Wert Null annimmt. Fu¨r na¨here Erla¨uterungen
sei auf [Bro+05] und [Heu06] verwiesen.
24 [Hua+98] beziehen in die Berechnung auch den Trend rt ein. Er wird in den Gleichungen 3.14 bis 3.17 als xn+1
bezeichnet.
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dass die IMF nur ein geringes Maß an Orthogonalita¨t25 aufweisen. Auf der anderen Seiten kann
der Index durchaus auch bei Vorliegen von in hohem Maße nicht orthogonalen IMF einen Wert
von nahe Null annehmen, wenn sich auf Grund unterschiedlicher Vorzeichen Summanden
aufheben. Peel, McMahon und Pegram schlagen daher in [PMP09] einen modiﬁzierten und in
Gleichung 3.18 dargestellten Orthogonalita¨tsindex OI2 vor.
OI2 =
∑ni=1∑
j<i
j=1
∣∣∣∑NAk=1 xi(k)xj(k)∣∣∣
∑NAk=1(x(k)− rt(k))2
(3.18)
3.1.4 Testsignalanalyse - Fehlerabscha¨tzung und Bewertungsansa¨tze
Die EMD ordnet jedem Signal x seine Zerlegung in n IMF xi und einen Trend rt zu. Somit kann
sie als U¨bertragungssystem mit Eingang x und Ausgang {rt, xi|i ∈ {1, ..., n}} angesehen wer-
den. Aufgrund des Siebprozesses ist die EMD ein nichtlineares System. In Anlehnung an die
Mo¨glichkeiten zur Analyse linearer, zeitinvarianter Systeme26 werden in der Literatur Ansa¨tze
diskutiert, die EMD durch ihre Antwort auf diverse Testsignale zu charakterisieren. Dabei sind
insbesondere Fragestellungen von Interesse, die die EMD-Parameterauswahl fu¨r zula¨ssige und
optimale Zerlegungen eines Signals betreffen. Diese Fragestellungen beinhalten die Suche nach
Kriterien, anhand derer die Festlegung der Zula¨ssigkeit und Optimalita¨t einer Zerlegung er-
folgt.
Die bisher publizierten Untersuchungen lassen sich in drei Bereiche untergliedern: Anhand
synthetischer, stochastischer Signale wird die Filterbank-Struktur der EMD herausgearbeitet.
Synthetische, deterministische Signale werden genutzt, um die Trennbarkeit von Signalen un-
terschiedlicher Frequenz zu untersuchen. Schlussendlich wird anhand vorliegender Messwerte
aus unterschiedlichen Wissenschaftsgebieten die Nutzbarkeit der EMD fu¨r die Analyse realer
Daten untersucht. Die folgenden Abschnitte gehen jeweils auf die in den drei Bereichen in der
Literatur diskutierten Erkenntnisse ein.
3.1.4.1 Analyse synthetischer, stochastischer Signale
Die in den Abschnitten 3.1.1 und 3.1.2 beschriebene Struktur des Algorithmus fu¨hrt zu einer
Zerlegung des Signals, die in der Literatur als Fine-to-Coarse-Nature bezeichnet wird. Je eher
25 Aus mathematischer Sicht ist die Frage nach der Orthogonalita¨t damit beantwortet, ob das deﬁnierte Skalarpro-
dukt den Wert Null besitzt. Geringes Maß soll aus ingenieurtechnischer Sicht bedeuten, dass das Skalarprodukt
stark von diesem Wert abweicht.
26 Vgl. [Mer10].
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eine IMF ausgesiebt wird, desto hochfrequenter (ﬁne), je spa¨ter sie ausgesiebt wird, desto nie-
derfrequenter (coarse) ist sie (vgl. Abbildung 3.7). Diese Feststellung fu¨hrt zu der Frage, in-
wiefern die EMD als Filterbank, d.h. als Anordnung von Hoch-, Band- und Tiefpassﬁltern27
beschrieben werden kann und inwieweit sich die mo¨glichen Filter allgemeingu¨ltig charakteri-
sieren lassen. Verschiedene Autoren von zu dieser Thematik vero¨ffentlichter Literatur wa¨hlen
fu¨r ihre Analysen Weißes Rauschen28 als Eingangssignal des U¨bertragungssystems EMD, da
in diesem Signal alle Frequenzen enthalten sind. Des Weiteren wird in der Literatur der Frage
nachgegangen, inwiefern die EMD geeignet ist, den Grad der Korreliertheit stochastischer Pro-
zesse und damit Farbiges Rauschen zu beschreiben. Die bisher publizierten Erkenntnisse zur
Zerlegung von Weißem und Farbigem Rauschen sind im Folgenden zusammengefasst.
Abbildung 3.7: Darstellung der Fine-to-Coarse-Nature der EMD. Normalverteiltes Weißes Rauschen x
(oben) wird mittels EMD in seine IMF xi zerlegt (unten). Die IMF sind in absteigender
Reihenfolge angeordnet, beginnend mit der ersten, endend mit der letzten. Sie sind ein-
heitlich skaliert, fu¨r eine bessere Visualisierung jedoch versetzt. Deutlich sichtbar ist die
Abnahme der Amplitude und der Frequenz mit dem Extraktionszeitpunkt.
Weißes Rauschen. Die in Abbildung 3.7 dargestellte Zerlegung von normalverteiltem Weißen
Rauschen verdeutlicht, dass sowohl die Betra¨ge der (zeitvarianten) Frequenzen als auch die
27 Vgl. [Mer10].
28 Unter Weißem Rauschen versteht man einen unkorrelierten, stochastischen Prozess. Fu¨r na¨here Erla¨uterungen
sei auf Anhang D.2 verwiesen.
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der (zeitvarianten) Amplituden einer IMF abnehmen, je spa¨ter sie ausgesiebt wird. In [HW04]
und [FRG04] wird dieser Zusammenhang untersucht und quantitativ erfasst. Wu und Huang
postulieren in [HW04], dass das Produkt aus mittlerer Periodendauer Ti und der Leistung Pi
fu¨r alle IMF i > 1 identisch ist und es somit einen (im doppelt logarithmischen Maßstab zur
Basis ξ29) linearen Zusammenhang zwischen diesen Gro¨ßen gibt (Gleichung 3.19, Abbildung
3.8). Die Leistung Pi der i-ten IMF wird dabei nach Gleichung 3.20 berechnet und die mittlere
Periodendauer Ti aus der Anzahl der Nullstellen im Analyseintervall abgeleitet.
PiTi = const. ⇒ logξ Pi + logξ Ti = const. (3.19)
mit
Pi =
1
NA
NA
∑
t=1
|xi(t)|2 (3.20)
Abbildung 3.8: Zerlegung von 5000 GWR-Datensa¨tzen a` 212 Datenpunkten in IMF. Dargestellt ist fu¨r al-
le Datensa¨tze die Leistung der ersten 7 IMF als Funktion ihrer mittleren Periodendauer.
Werte fu¨r die ungeraden IMF sind dunkelgrau, fu¨r die geraden IMF hellgrau dargestellt.
Die Median-Werte aller IMF xi, i ≥ 2 (Strich-Punkt) liegen auf der durch Gleichung 3.19
beschriebenen Gerade. Ferner sind die 0,01 und 0,99-Quantile (Linie) sowie die 0,05 und
0,95-Quantile (Strich) angegeben.
29 Wu und Huang stellen diesen Zusammenhang im doppelt logarithmischen Maßstab zur Basis e dar.
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Erga¨nzend zu o.g. Analysen untersuchen sowohl Wu und Huang in [HW04] als auch Flandrin
et al. in [FRG04] die Leistungsdichtespektren (engl. power spectrum density, kurz: PSD ) der
einzelnen IMF auf Selbsta¨hnlichkeit. Es stellt sich heraus, dass sich die vermutete A¨hnlichkeit
der PSD tatsa¨chlich quantiﬁzieren la¨sst und fu¨r den Fall von Weißem Rauschen der in Glei-
chung 3.21 gegebene Zusammenhang zwischen dem PSD Si der i-ten IMF und dem PSD Sj der
j-ten IMF gilt, wobei die Autoren ρ mit ρ ≈ 2 angeben.
Si( f ) = Sj(ρi−j f ) mit i > j ≥ 2 (3.21)
Da auf Grund dieser Skalierung die relative Bandbreite bPSD der PSD der verschiedenen IMF
konstant bleibt30, wird die EMD in [FRG04] auch als Filterbank mit Constant-Q-Bandpassﬁl-
tern bezeichnet31 (vgl. Abbildung 3.9).
Sowohl in [HW04] als auch in [FRG04] werden die Analysen mit wenigen Siebiterationen aus-
gefu¨hrt und so wird in [WH10] der Frage nachgegangen, ob die Filterbank-Aussagen nicht in
Abha¨ngigkeit der Anzahl dieser Iterationen zu diskutieren sind. Die Autoren weisen nach, dass
dem tatsa¨chlich so ist. Je mehr Iterationen durchgefu¨hrt werden, desto kleinere Werte nimmt
das ρ in Gleichung 3.21 an, wobei die untere Schranke bei ρ = 1 liegt. Des Weiteren sei die
Selbsta¨hnlichkeit in Abha¨ngigkeit der Datensatzla¨nge zu diskutieren, wobei gilt, dass die Wer-
te fu¨r ρ umso kleiner werden, je la¨nger der Datensatz ist. Abbildung 3.9 veranschaulicht die
soeben beschriebenen Sachverhalte. Mit steigender Anzahl an Iterationen bzw. Datenpunkten
steigt auch die Anzahl der IMF, in die ein Signal zerlegt wird. Die U¨berlappung der Spektren
der einzelnen IMF nimmt zu, die relativen Bandbreiten bleiben hingegen konstant.
Neben der Beschreibung der EMD als Filterbank wird auch die Beschreibung der Dichtefunk-
tionen der Amplituden bzw. die der mittleren Periodendauer der verschiedenen IMF (kurz:
Amplituden-Dichtefunktion bzw. Perioden-Dichtefunktion) diskutiert. In [HW04] wird nach
Auswertung erster Analysen von gleich- und normalverteiltem Weißen Rauschen die The-
se aufgestellt, dass, unabha¨ngig von der Amplituden-Dichtefunktion des zu analysierenden
Weißen Rauschens, die Amplituden der zugeho¨rigen IMF jeweils normalverteilt seien. Diese
These wird in [Sch+09] widerlegt. Es wird gezeigt, dass die Amplituden-Dichtefunktionen der
einzelnen IMF sowohl von der Datensatzla¨nge als auch der Anzahl der Iterationen im Sieb-
30 Die relative Bandbreite bPSD ist deﬁniert als: bPSD =
fo− fu
fm
, wobei fo die obere Grenzfrequenz, fu die untere
Grenzfrequenz und fm die Mittenfrequenz bezeichnet. Ausfu¨hrliche Erla¨uterungen ﬁnden sich in [Hof98].
31 Ist die relative Bandbreite aller Filter einer Filterbank gleich, ist eine gleichma¨ßige Auﬂo¨sung Qf =
f
d f = const.
mo¨glich. Hierbei bezeichnet d f den Abstand von zwei Frequenzen im Spektrum, was gleichbedeutend mit der
Auﬂo¨sung ist. Fu¨r ausfu¨hrliche Informationen sei auf [Bro91] verwiesen.
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prozess abha¨ngen. Wa¨hrend die Amplituden-Dichtefunktion der ersten IMF unabha¨ngig von
Datensatzla¨nge und Anzahl der Iterationen stets bimodal ist, gilt fu¨r alle spa¨ter ausgesiebten
IMF, dass ihre Amplituden mit zunehmender La¨nge des Datensatzes und steigender Anzahl an
Iterationen durch multimodale Dichtefunktionen beschrieben werden ko¨nnen. Die Perioden-
Dichtefunktionen sind hingegen laut [WH10] unabha¨ngig von der Anzahl der Siebiterationen
und unterscheiden sich ferner fu¨r alle IMF nur marginal32.
Abbildung 3.9: Filterbankstruktur der EMD. Links, oben: Ein GWR-Datensatz von NA = 29 Punkten
(schwarz, Punkt) wird bei ﬁxierter Anzahl an Siebiterationen SI = 23 in IMF (schwarz)
zerlegt. Wa¨hrend die erste IMF Hochpass-Charakter besitzt, ko¨nnen alle weiteren IMF
als Bandpa¨sse interpretiert werden. Links, unten: Wird der Datensatz mit SI = 29 Sie-
biterationen zerlegt (grau), u¨berlappen sich die Spektren der einzelnen IMF sta¨rker als
bei Wahl von SI = 23 (schwarz). Rechts: Skalierung der PSD der IMF xi, i ≥ 2 nach
Gleichung 3.21. NA = 29, SI = 23, ρ = 1, 85 (schwarz), NA = 29, SI = 29, ρ = 1, 38
(dunkelgrau), NA = 212, SI = 29, ρ = 1, 38 (hellgrau). Unabha¨ngig von Iterationsanzahl
und Datensatzla¨nge bleibt die relative Bandbreite aller IMF-Spektren erhalten. (Fu¨r eine
bessere Sichtbarkeit sind die Spektren fu¨r die unterschiedliche Konﬁgurationen versetzt
angeordnet.)
Farbiges Rauschen. Neben der Analyse von Weißem Rauschen, gehen verschiedene Auto-
ren der Frage nach, ob und wie die Filterbank-Struktur der EMD auch im Fall von korrelier-
tem, sogenanntem Farbigen Rauschen erhalten bleibt, indem sie fraktionales Gaußsches Rau-
32 Die Beschreibung der Dichtefunktionen erfolgt in den zitierten Publikationen ausschließlich qualitativ.
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schen (engl. fractional Gaussian noise, kurz: fGn) untersuchen. Dabei heißt ein diskreter, sto-
chastischer Prozess fraktionales Gaußsches Rauschen vom Index H (Hurst-Komponente) mit
0 < H < 1 genau dann, wenn es sich um einen mittelwertfreien, stationa¨ren Gaußschen Pro-
zess handelt, dessen Autokorrelationsfunktion Gleichung 3.22 entspricht (vgl. [FG04])33.
R(k) =
σ2ε
2
(|k− 1|2H − 2|k|2H + |k+ 1|2H) mit 0 < H < 1 (3.22)
Das Leistungsdichtespektrum derartiger Prozesse kann nach [FG04] durch den in Gleichung
3.23 gegebenen, im doppelt-logarithmischen Maßstab linearen Zusammenhang approximiert
werden. Fu¨r H = 0, 5 liegt Weißes Rauschen vor und die Gleichungen 3.22 und 3.23 nehmen
die dafu¨r charakteristischen Werte R(0) = σ2ε und R(k) = 0, ∀k = 0 sowie log SH( f ) = c, ∀ f
an.
log SH( f ) ≈ (1− 2H) log | f |+ c (3.23)
Die als Ergebnis der Analysen von Weißem Rauschen herausgearbeitete Filterbank-Struktur
der EMD wird nach der Untersuchung von Farbigem Rauschen in [FG04] und [FGR11] allge-
meiner formuliert (vgl. Gleichung 3.24). Die bisherigen Erkenntnisse sind darin als Spezialfall
fu¨r H = 0, 5 (Weißes Rauschen) enthalten.
Si,H( f ) = ρ
(2H−1)(i−j)
H Sj,H(ρ
i−j f ) (3.24)
mit
ρH ≈ 2, 01+ 0, 2
(
H − 1
2
)
+ 0, 12
(
H − 1
2
)2
(3.25)
A¨hnlich den Untersuchungen, wie sie fu¨r Weißes Rauschen durchgefu¨hrt worden sind, ver-
suchen Flandrin et al. in [FG04] und [FGR11] Aussagen zu Amplituden-Dichtefunktionen in
Abha¨ngigkeit der Hurst-Komponente zu treffen. Wie auch im Fall der Spektren der verschie-
denen IMF stellen sie eine Selbsta¨hnlichkeit dieser Dichtefunktionen pA fest, die sich fu¨r alle
IMF xi, i ≥ 2 mit Gleichung 3.27 beschreiben la¨sst.34
pA(xi,H) = β
(i−j)
H p(β
(i−j)
H xj,H) (3.26)
mit
βH := ρH−1H (3.27)
33 Fu¨r weiterfu¨hrende Informationen vgl. [Kou02].
34 Wie bereits im Zusammenhang mit Weißem Rauschen diskutiert, ist die A¨hnlichkeit auch hier von Datenla¨nge
und Anzahl an Siebiterationen abha¨ngig.
Angelika Hirrle 74
3. Hilbert-Huang-Transformation
Die durch die Analyse von Rauschprozessen herausgearbeiteten Charakteristika der EMD ko¨n-
nen dazu genutzt werden, um festzustellen, ob ein rein stochastisches Signal vorliegt oder ein
Signalgemisch aus stochastischen und deterministischen Anteilen, wobei letztere als zu ex-
trahierende Information interpretiert werden. So werden beispielsweise in [HW04] die IMF
als signiﬁkant bewertet, deren Leistung u¨ber dem fu¨r reine Rauschprozesse ermittelten 0,99-
Quantil liegt (vgl. Abbildung 3.8). In [FGR04] und [FGR11] wird ein derartiges Vorgehen fu¨r
die Rauschunterdru¨ckung (engl. denoising) bzw. die Trend-Beseitigung (engl. detrending) ge-
nutzt. Des Weiteren kann auf Grundlage der analytischen Beschreibung der Selbsta¨hnlichkeit
in Abha¨ngigkeit der Hurst-Komponente eine Scha¨tzung der Korreliertheit vorliegender Rausch-
prozesse, wie beispielsweise in [FG04] und [Gon+07]) beschrieben, vorgenommen werden.
Die Ergebnisse der Analyse von stochastischen Prozessen und die Ansa¨tze fu¨r die Bewertung
von Signalgemischen bilden fu¨r die Detektion von Mehrwegesignalen eine vielversprechende
Grundlage. Die in dieser Arbeit untersuchten C/N0-Werte ko¨nnen als additive U¨berlagerung
von periodischen und Rauschanteilen modelliert werden (vgl. Abschnitt 2.1.2.2). Ziel ist es, die
IMF herauszuﬁltern, die die periodischen, durch die Mehrwegeausbreitung hervorgerufenen
Signalanteile repra¨sentieren. Die Festsetzung der fu¨r diese Entscheidung beno¨tigten Schwell-
werte erfordert umfangreiche Voruntersuchungen, da, wie gezeigt, die Spektren und damit die
Varianz der IMF von Datenla¨nge, Iterationsanzahl und Korreliertheit der enthaltenen Rausch-
prozesse abha¨ngt. Diese Vorarbeiten werden ausfu¨hrlich in Kapitel 4 beschrieben.
3.1.4.2 Analyse synthetischer, deterministischer Signale
In der Literatur liegt das Hauptaugenmerk bei der Analyse synthetischer, deterministischer
Signale auf der Untersuchung elementarer, trigonometrischer Funktionen35. Zwei Fragestel-
lungen werden dabei diskutiert, die Auﬂo¨sung und das sogenannte Mode Mixing.
Auﬂo¨sung. Bei der Fragestellung der Auﬂo¨sung interessiert, unter welchen Bedingungen die
Summe mehrerer der oben erwa¨hnten Funktionen mittels EMD so zerlegt wird, dass jede der
erzeugten IMF eine der Funktionen repra¨sentiert. Diese Untersuchungen zielen darauf ab, fest-
zustellen, inwieweit ein Signalgemisch, bestehend aus Signalen unterschiedlicher Amplitude
und Frequenz als U¨berlagerung einzelner Signale oder aber als ein einziges Signal interpre-
tiert wird. Dabei ist letztere Interpretation keineswegs als Versagen der EMD zu bewerten,
wie das folgende, in [RF08] verwendete Beispiel zeigt. Mathematisch kann ein Signal x, wel-
ches aus zwei Cosinus-Schwingungen zusammengesetzt ist, sowohl als additive U¨berlagerung
35 Gemeint sind Sinus- und Cosinus-Funktionen unterschiedlicher, zeitvarianter Amplitude und Periodizita¨t.
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(Gleichung 3.28) dieser als auch als amplitudenmodulierte Schwingung (Gleichung 3.29) ge-
schrieben werden.
x(t) = cos(2π f1t) + cos(2π f2t) (3.28)
= 2 cos π( f1 − f2)t cos π( f1 + f2)t (3.29)
= ax(t) cos 2π f t (3.30)
Im Fall der Interpretation als U¨berlagerung zweier Cosinus-Schwingungen wa¨re zu erwarten,
dass das Signal x durch die EMD in genau zwei IMF zerlegt wird, wobei jede IMF genau ei-
ne der Schwingungen konstanter Amplitude und Frequenz repra¨sentiert. Bei Interpretation als
amplitudenmodulierte Schwingung sollte die EMD das Signal x in genau eine IMF mit zeit-
varianter Amplitude ax und konstanter Frequenz f zerlegen. Welche der beiden mathematisch
gleichwertigen Darstellungen gewa¨hlt wird, ha¨ngt davon ab, welche Interpretation physika-
lisch sinnvoll ist. So nimmt beispielsweise das menschliche Ohr bei f1 ≈ f2 nicht zwei un-
terschiedliche To¨ne, sondern einen in der Lautsta¨rke variierenden Ton wahr. Folglich wa¨re in
diesem Fall die Zerlegung von x in eine IMF wu¨nschenswert. Der beschriebene Effekt wird als
Beat-Effect bezeichnet und ist in Abbildung 3.10 dargestellt.
Abbildung 3.10: Darstellung der U¨berlagerung zweier Cosinus-Schwingungen nach [RF08]. Links: Si-
gnal x1 (oben) und Signal x2 (Mitte) sowie die Summe dieser Signale (unten). Da sich
die Frequenzen von x1 und x2 genu¨gend unterscheiden, liegt die Interpretation als
Summe (Gleichung 3.28) nahe. Rechts: Fu¨r die Frequenzen von Signal x1 (oben) und x3
(Mitte) gilt: f1 ≈ f3. Das Summensignal (unten) wu¨rde als ein amplitudenmoduliertes
Signal (Gleichung 3.29) interpretiert werden ko¨nnen (Beat-Effect).
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Erste ausfu¨hrliche Untersuchungen zur Beantwortung der Frage, in wieviele IMF ein Signal
zerlegt und welche Interpretationsvariante demnach durch die EMD gewa¨hlt wird, werden
von Rilling und Flandrin in [RF08] vorgestellt. Als Ansatz dient ihnen dabei der in Gleichung
3.31 dargestellte Ansatz der U¨berlagerung zweier Cosinus-Funktionen mit unterschiedlicher,
konstanter Amplitude, Frequenz und Phase.
x(t) = a1 cos(2π f1t+ φ1) + a2 cos(2π f2t+ φ2) (3.31)
Da jedoch nicht die absoluten Signalparameter, sondern vielmehr ihre Relation das Verhalten
der EMD bestimmen, arbeiten Rilling und Flandrin mit Gleichung 3.32, wobei aV = a2/a1, f =
f2/ f1 und φ = φ2 − φ1. Unter der Annahme, dass f ∈]0, 1[ stellt der erste Term in Gleichung
3.32 die hochfrequente, der zweite die niederfrequente Komponente dar.
x(t) = cos(2πt) + aV cos(2π f t+ φ) (3.32)
Rilling und Flandrin deﬁnieren zwei Schwellwerte c1 und c2 wie folgt:
c1(aV , f , φ) =
‖x1 − cos(2πt)‖
‖aV cos(2π f t+ φ)‖ (3.33)
c2(aV , f , φ) =
‖x1 − x(t)‖
‖ cos(2πt)‖ (3.34)
Werden die beiden Cosinus-Schwingungen als solche erkannt, ist die erste IMF x1 identisch mit
cos(2πt) und somit c1 = 0. Wird x als amplitudenmodulierte Schwingung betrachtet, ist x1 mit
x identisch und demnach c1 = 1 sowie c2 = 0. In ihren Untersuchungen interessiert Rilling und
Flandrin insbesondere die Abha¨ngigkeit der Schwellwerte von aV und f . Die Abha¨ngigkeit
von φ bleibt insofern unberu¨cksichtigt, als dass die Schwellwerte c1 und c2, fu¨r ein festes 2-
Tupel (aV , f ) u¨ber alle φ36 gemittelt werden. Ist die Interpretation von x unabha¨ngig von φ,
nehmen demnach auch die Mittelwerte o.g. Werte an. Als Ergebnis der Auswertung dieser
Schwellwerte ko¨nnen drei Bereiche unterschieden werden (vgl. Abbildung 3.11): Ein Bereich,
in dem die beiden Komponenten von x separierbar sind (c1 = 0 ∀φ), ein zweiter, in dem x
als ein einziges amplitudenmoduliertes Signal interpretiert wird (c1 = 1, c2 = 0 ∀φ), und ein
dritter, in dem keine der beiden eben genannten Interpretationen eintritt.
36 Welche Diskretisierung von [0, 2π] bei ihren Analysen vorgenommen worden ist, welche Werte demnach φ ange-
nommen hat, erwa¨hnen die Autoren nicht.
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Abbildung 3.11: EMD-Interpretation eines aus zwei Cosinus-Schwingungen zusammengesetzten Si-
gnals x (Gleichung 3.32) in Abha¨ngigkeit des Amplituden- und Frequenzverha¨ltnis.
Schwarz: Additive U¨berlagerung nach Gleichung 3.28. Weiß: Amplitudenmodulation
nach Gleichung 3.29. Grau: Keine der beiden Interpretationen.
Aufbauend auf der in [RF08] vorgestellten Analyse eines Signals x nach Gleichung 3.32 mit
konstantem Amplituden- und Frequenzverha¨ltnis wird diese in [PKO11] auf den allgemei-
nen Fall der U¨berlagerung endlich vieler (nicht notwendigerweise trigonometrischer) Signale
mit zeitvarianten Amplituden und Frequenzen erweitert. Die Beweisfu¨hrung fu¨r dazugeho¨rige
Thesen hinsichtlich der Auﬂo¨sung basiert maßgeblich auf den Eigenschaften der als Einhu¨llen-
de fungierenden kubischen Splines.37
Gao und Hatzinakos widmen sich in [GH12] dem in [RF08] wenig beachteten Einﬂuss der
Phasenlage φ. Dabei sind die Bereiche, in denen fu¨r alle φ eine eindeutige Interpretation vor-
liegt, uninteressant. Gao und Hatzinakos konzentrieren sich demnach auf die in Abbildung
3.11 dargestellten grauen Bereiche. Den Ansatz fu¨r x aus Gleichung 3.32 sowie den Schwell-
wert aus Gleichung 3.33 nutzend, zeigen sie sowohl analytisch als auch empirisch, dass fu¨r
f = (2k + 1)−1, k ∈ N fu¨r bestimmte 3-Tupel (aV , f , φ) die beiden Cosinus-Schwingungen als
solche interpretiert werden.
37 Es sei angemerkt, dass weder in [RF08] noch in [PKO11] explizit auf die exakte Parametereinstellung fu¨r den
Siebprozess eingegangen wird.
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Wie in Abschnitt 2.2.2.2 und 2.2.2.3 beschrieben, ha¨ngt die Frequenz eines Mehrwegesignals
unter anderem von dem Abstand zwischen Empfangsantenne und Hindernis (Reﬂektor), die
Amplitude von den Materialeigenschaften der Reﬂektoroberﬂa¨che ab. Sind mehrere Reﬂekto-
ren vorhanden, u¨berlagern sich demnach Mehrwegesignale unterschiedlicher Frequenz und
Amplitude. Den vorgestellten U¨berlegungen zufolge sind diese je nach Anordnung der Re-
ﬂektoren sowie deren Material mo¨glicherweise nicht separierbar. Die Bestimmung der fu¨r die
Berechnung des Tra¨gerphasenmessfehlers beno¨tigten Amplituden und Phasen der Mehrwege-
signale ist demnach fehlerbehaftet. Fu¨r die in dieser Arbeit durchgefu¨hrten Untersuchungen
ist weiterhin zu beachten, dass die in der Literatur vorgestellten Analysen auf einer bestimm-
ten und teilweise nur vage beschriebenen Parametereinstellung fu¨r den Siebprozess beruhen.
Inwieweit die Aussagen fu¨r die in dieser Arbeit gewa¨hlte Adaption der EMD u¨bernommen
werden ko¨nnen, ist Gegenstand der durchgefu¨hrten und in Kapitel 4 vorgestellten Analysen.
Mode Mixing. Wie in 3.1.3 bzw. 3.1.4.1 beschrieben, ist die EMD eine Filterbank mit Fine-to-
Coarse-Struktur, wobei diese Struktur von lokaler Natur ist und somit fu¨r jeden Zeitpunkt
unabha¨ngig von den anderen Zeitpunkten bestimmt wird. Wird einem Signal x1, deﬁniert auf
einem Intervall [0, TA], nur auf Teilintervallen ein weiteres Signal x2 u¨berlagert, wird auf die-
sen Teilintervallen eine neue Fine-to-Coarse-Struktur induziert, die zu einer Zerlegung fu¨hren
kann, in der das Signal x1, welches zuvor durch eine einzige IMF repra¨sentiert worden ist, nun
auf mehrere IMF verteilt ist. Die intuitiv erwartete Zerlegung des Summensignals x1 + x2 in
zwei IMF, wobei jede IMF eines der Teilsignale x1, x2 repra¨sentiert, wird also nicht realisiert.
Abbildung 3.12 veranschaulicht diesen, als Mode Mixing bezeichneten Sachverhalt in Anleh-
nung an die Darstellung in [DK05].
Sowohl in [HSL99] als auch in [Gao+08] wird vorgeschlagen, dieses Pha¨nomen durch Einfu¨h-
rung von Schwellwerten fu¨r Signalfrequenzen zu beseitigen. Bei Unterschreitung dieser Werte
werden die betreffenden Signalanteile erst in darauffolgenden Iterationen ausgesiebt und da-
her durch ho¨here und somit niederfrequentere IMF repra¨sentiert. Auf eine pra¨zise Beschrei-
bung der Verfahren verzichten die Autoren. Weitere Mo¨glichkeiten der Beseitigung des Mode
Mixing beruhen auf Weiterentwicklungen der EMD wie sie in Abschnitt 3.1.5 vorgestellt wer-
den.
Das Pha¨nomen des Mode Mixing stellt auch fu¨r die Analysen in dieser Arbeit eine zu diskutie-
rende Fragestellung dar, da sich auf Grund der Relativbewegung von Empfa¨nger und Satelli-
ten vera¨ndernde Geometrien (vgl. Abschnitt 2.2.2.2) ergeben, die zu plo¨tzlichem Auftreten und
Verschwinden von Mehrwegesignalen fu¨hren ko¨nnen. Werden dadurch andere Mehrwegesi-
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Abbildung 3.12: Darstellung des Mode Mixing. Links: Einem u¨ber das gesamte Intervall deﬁnierten
Signal x1 (oben) wird ein nur auf einem Teilintervall deﬁniertes Signal x2 (Mitte) addi-
tiv u¨berlagert (unten). Rechts: Die erste IMF (oben) repra¨sentiert auf Grund der Fine-
to-Coarse-Eigenschaft der EMD zu jedem Zeitpunkt den ho¨chstfrequenten Anteil des
Summensignals x1 + x2, was in dem Teilintervall, in dem x2 deﬁniert ist, dazu fu¨hrt,
dass das Signal x1 erst durch die folgenden IMF (Mitte, unten) repra¨sentiert wird.
gnale, wie in Abbildung 3.12 dargestellt, in einem Teilintervall nicht mehr durch eine, sondern
durch mehrere IMF repra¨sentiert, sind Amplituden und Phasen der betreffenden Mehrwegesi-
gnale nur fehlerbehaftet bestimmbar und damit gilt Gleiches auch fu¨r den daraus berechneten
Tra¨gerphasenmessfehler. Eine Abscha¨tzung der Gro¨ßenordnung erfolgt in Abschnitt 4.1.3.
3.1.4.3 Bewertungsansa¨tze fu¨r die Analyse realer Signale
Zu analysierende reale Signale bestehen oftmals aus einem Gemisch deterministischer und
stochastischer Signalanteile. Ziel ist es, eine zula¨ssige Zerlegung dieses Signalgemisches zu er-
zeugen. Zula¨ssig bedeutet dabei, dass alle Signalanteile durch entsprechende IMF repra¨sentiert
werden, jedoch keine IMF auftreten, die physikalisch nicht relevant sind. Da Art und Anzahl
der im zu analysierenden Signal enthaltenen Anteile jedoch unbekannt sind, stellt sich die Fra-
ge nach einem handhabbaren Kriterium, mit dem die Zula¨ssigkeit gepru¨ft werden kann. Des
Weiteren ist zu untersuchen, inwieweit die Festlegung der EMD-Parameter Einﬂuss auf die
Zerlegung nimmt. Ist ein solcher Einﬂuss vorhanden, schließt sich die Suche nach einer opti-
malen Zerlegung an, wobei zu kla¨ren ist, wie ein solches Optimum gefunden werden kann.
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Zula¨ssigkeit der Zerlegung. Als Grundlage fu¨r die Entscheidung, ob eine Zerlegung zula¨ssig
ist, wird in [Hua+03] die in der Statistik verbreitete Nutzung von Konﬁdenzintervallen vorge-
schlagen. Dafu¨r erzeugen die Autoren zuna¨chst eine Schar von Zerlegungen, indem sie das in
Abschnitt 3.1.2.2 vorgestellte Sifting-Abbruchkriterium nutzen und den Parameter SI, f ix variie-
ren.38 Scharmittel und zugeho¨rige Standardabweichungen wu¨rden nun u¨blicherweise genutzt
werden, um die Grenzen festzulegen, in denen einer Zerlegung vertraut, sie also als zula¨ssig
angesehen wird. Das Problem an dieser Vorgehensweise liegt im Fall der EMD darin, dass die
Anzahl der IMF, in die ein Signal zerlegt wird, abha¨ngig von der Wahl des Abbruchkriteriums
ist. Sei n die Anzahl verschiedener Zerlegungen j, mj die dabei jeweils realisierte Anzahl an
IMF, xij die i−te IMF der j−ten Zerlegung und sei mmin = min{mj}, (j = 1, ..., n), dann kann
nur fu¨r die ersten mmin IMF eine Mittelung u¨ber alle Zerlegungen nach Gleichung 3.35 erfolgen.
xi =
1
n
n
∑
j=1
xij i = 1, ...,mmin (3.35)
Huang et al. schlagen daher in [Hua+03] vor, eine Mittelung u¨ber die Hilbert-Spektren39 der
Zerlegungen durchzufu¨hren. Dabei werden jedoch nur die Zerlegungen genutzt, deren IMF
den Schwellwert eines Orthogonalita¨tsindexes40 nicht u¨berschreiten. Alle anderen Zerlegun-
gen werden bereits hier als Ausreißer und damit als unzula¨ssig klassiﬁziert.
Optimalita¨t der Zerlegung. In [PPM08] und [PMP09] wird der Frage nachgegangen, anhand
welcher Kriterien aus den zula¨ssigen Zerlegungen diejenige ausgewa¨hlt werden sollte, die als
optimal einzustufen ist. Die Autoren nutzen fu¨r ihre Untersuchungen rationale Splines mit
unterschiedlichen Werten fu¨r den Tensionsparameter p und die Modellierung der Splines an
den Intervallenden41 sowie als Abbruchkriterium das in Abschnitt 3.1.2.2 vorgestellte Sifting-
Kriterium mit SI, f ix = 5. Das Vorliegen einer optimalen Zerlegung wird anhand dreier In-
dikatoren bestimmt: Der Anzahl an Iterationen im Siebprozess, der Anzahl der IMF und der
Orthogonalita¨t der IMF. Anhand der Auswertung zahlreicher Datensa¨tze wa¨hlen sie die Zer-
legung mit der minimalen Anzahl an Siebiterationen, der geringsten Anzahl an IMF und dem
kleinsten Wert des von ihnen vorgeschlagenen Orthogonalita¨tsindexes (vgl. Gleichung 3.18).
Sie begru¨nden dies damit, dass mit steigender Anzahl an Siebiterationen mo¨gliche Amplitu-
38 Dieser Parameter deﬁniert, wie in Abschnitt 3.1.2.2 beschrieben, die Anzahl an Iterationen, fu¨r die die Anzahl an
Nullstellen und Extrema zweier aufeinander folgender Iterierten im Siebprozess unvera¨ndert bleiben muss.
39 Erla¨uterungen dazu ﬁnden sich in [Hua+03]. Zu beachten ist, dass alle Hilbert-Spektren die gleiche zeitliche und
spektrale Auﬂo¨sung haben mu¨ssen.
40 Der Orthogonalita¨tsindex ist hier nicht na¨her speziﬁziert. Es handelt sich jedoch vermutlich um den in einer
fru¨heren Publikation der Autoren verwendeten und in Gleichung 3.17 dargestellten Orthogonalita¨tsindex.
41 Fu¨r eine ausfu¨hrliche Beschreibung vgl. Abschnitt 3.1.2.1 sowie Anhang C.2.
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denmodulationen bereinigt werden42 und die Zerlegung mit der geringsten Anzahl an IMF,
die zudem den ho¨chsten Grad an Orthogonalita¨t43 aufweisen, die physikalisch bedeutsamste
sei. Mit Verweis auf die Ausfu¨hrungen in Abschnitt 3.1.2.2 erscheint das Kriterium der Mi-
nimierung der Siebiterationen plausibel. Ebenfalls schlu¨ssig ist die Einbeziehung der Ortho-
gonalita¨t, da ein geringer Grad an Orthogonalita¨t auf das Vorhandensein von Mode Mixing44
hinweist. Nicht uneingeschra¨nkt nachvollziehbar ist hingegen, inwiefern die Anzahl an IMF
Aussagen u¨ber die physikalische Signiﬁkanz zulassen. Der Nachteil der von Peel et al. ver-
wendeten Kriterien besteht darin, dass keine Aussagen u¨ber die tatsa¨chliche Genauigkeit der
Zerlegung mo¨glich sind. Dies ist jedoch dem Umstand geschuldet, dass bei einer alleinigen
Analyse realer Daten die tatsa¨chlich enthaltenen Signalanteile unbekannt sind und demnach
ein Vergleich zwischen ihnen und den extrahierten IMF nicht mo¨glich ist. In Abschnitt 4.1.2.1
wird daher der Ansatz einer Einbeziehung von Modellen und modiﬁzierten Kriterien verfolgt.
3.1.5 Weiterentwicklungen der EMD
Die in den vorangegangenen Abschnitten zusammengestellten Speziﬁka der EMD und die
damit verbundenen Mo¨glichkeiten und Einschra¨nkungen fu¨r die Signalanalyse haben dazu
gefu¨hrt, dass sich zahlreiche Autoren neben den bereits in Abschnitt 3.1.2 erwa¨hnten Adaptio-
nen einzelner Teilaspekte (Mittelwertbildung, Abbruchkriterien) mit einer Weiterentwicklung
der Methode als solche befasst haben. Dies umfasst zum einen die U¨bertragung der Idee einer
durch additives Rauschen gestu¨tzten Datenanalyse (engl. noise assisted data analysis, kurz:
NADA ) auf die EMD. Zum zweiten zielen Untersuchungen auf eine Erweiterung der EMD fu¨r
die Analyse von Signalen ho¨herer Dimension ab. Drittes Forschungsgebiet ist die Entwicklung
neuer Verfahren, die auf der EMD-Grundidee einer datengetriebenen Bestimmung instantaner
Signalparameter basieren.
Ziel der NADA-Verfahren ist es, durch das Hinzufu¨gen von Weißem Rauschen den Aufbau
einer dyadischen Filterbank (vgl. Abschnitt 3.1.4.1) zu erzwingen, um die Aufteilung der in ei-
nem Signal enthaltenen Anteile verschiedener Frequenzen auf verschiedene IMF zu realisieren
und so den Effekt des Mode Mixing (vgl. Abschnitt 3.1.4.2) zu mindern. Durch das abschlie-
ßende Mitteln der IMF mehrerer Versuche wird das Rauschen eliminiert. Die in der Literatur
vorgestellten Varianten werden im Folgenden kurz wiedergegeben.
42 Vgl. Abschnitt 3.1.2.2.
43 Diese Aussage bezieht sich auf den von den Autoren verwendeten Orthogonalita¨tsindex. Aus mathematischer
Sicht ist das Vorliegen der Orthogonalita¨t (bezu¨glich eines deﬁnierten Skalarproduktes) eindeutig dadurch deﬁ-
niert, dass dieses Skalarprodukt den Wert Null annimmt.
44 Vgl. Abschnitt 3.1.4.2.
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Als eine NADA-Variante wird in [WH09] die Ensemble Empirical Mode Decomposition (kurz:
EEMD ) vorgestellt. Dem Signal x wird in K unabha¨ngigen Versuchen Weißes Rauschen wk,
k = 1, ..,K additiv u¨berlagert (Gleichung 3.36), sodass K Signale (xk, k = 1, ..,K) entstehen.
Jedes dieser Signale wird mittels EMD in eine Menge von IMF {xki } zerlegt, wobei xki die i-
te IMF im k-ten Versuch bezeichnet. Als Ergebnis der EEMD wird dann die Menge aller xi
angesehen, wobei die einzelnen xi als Mittel u¨ber alle xki berechnet werden (Gleichung 3.37).
xk(t) = x(t) + wk(t) (3.36)
xi(t) =
1
K
K
∑
k=1
xki (t) (3.37)
Die Autoren deuten bereits an, dass die Anzahl K der Versuche, sowie die Standardabwei-
chung σkε des Weißen Rauschens zu justierende Parameter sind, wobei sie fu¨r K einige hundert
und σkε = 0, 2 vorschlagen.45 Weiterhin sind, wie bei der EMD als solche, Mittelwertbestim-
mung und Abbruchkriterien fu¨r den Siebprozess festzulegen. Zusa¨tzlich generiert die EEMD
drei weitere Fragestellungen. Da die Anzahl an generierten IMF in jedem der K Versuche unter-
schiedlich ist, ist unklar, wie die Ergebnismenge {xi} zu bestimmen ist. Des Weiteren ist nicht
gewa¨hrleistet, dass die einzelnen xi die IMF-Kriterien erfu¨llen, so dass vor Anwendung der
Hilbert-Transformation46 eine Nachbearbeitung, beispielsweise durch erneutes Ausfu¨hren der
EMD auf die betroffenen xi, wie in [WH09] vorgeschlagen, erfolgen muss. Hinzukommt, dass
Anteile des additiven Rauschens in den xi verbleiben und damit die ausgesiebten Signalanteile
verfa¨lschen. Alle weiteren publizierten NADA-Varianten der EMD bauen auf die grundlegen-
de Idee der EEMD auf, zielen aber auf den Abbau der hier genannten Deﬁzite ab.
In [Nia+09] werden die Wahl eines geeigneten Abbruchkriteriums fu¨r den Siebprozess sowie
der optimalen Standardabweichung des additiven Weißen Rauschens diskutiert, wobei gezeigt
wird, dass sich die Ergebnisse bei unterschiedlicher Parameterwahl nur geringfu¨gig unter-
scheiden, auch im Vergleich zu Ergebnissen der klassischen EMD.47 Ebenfalls wird diskutiert
wie eine Mittelung nach Gleichung 3.37 erfolgen ko¨nnte. Es wird vorgeschlagen, u¨ber die K′
Versuche zu mitteln, in denen das Signal in die Anzahl an IMF zerlegt wird, die, u¨ber alle K
Versuche betrachtet, am ha¨uﬁgsten realisiert worden ist. Da bei der EEMD je nach Anzahl der
Versuche Anteile des additiven Rauschens in den xi verbleiben und damit das exakte Aussie-
45 Diese Werte werden ohne weitere Begru¨ndung angenommen und die Ausfu¨hrungen lassen vermuten, dass sie
aus der Analyse eines Beispieldatensatzes abgeleitet werden.
46 Vgl. Abschnitt 3.2.
47 Die Aussagen werden auch hier aus der Analyse nur weniger Datensa¨tze abgeleitet, sodass ihre Allge-
meingu¨ltigkeit eine offene Fragestellung ist.
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ben relevanter Signalanteile verfa¨lschen, wird in [YSH10] eine Methode vorgeschlagen, die die
Autoren Complementary Ensemble Empirical Mode Decomposition (kurz: CEEMD ) nennen.
Idee ist es, K Weiße Rauschprozesse wk zu erzeugen, diese jedoch jeweils einmal zum Signal
x zu addieren und einmal zu subtrahieren. Folglich wu¨rden 2K zu analysierende Signale xk
zur Verfu¨gung stehen und sich die Rauschanteile bei Mittelung nach Gleichung 3.37 elimi-
nieren. Die erzielten Ergebnisse sind mit denen der EEMD-Analyse vergleichbar. In [Tor+11]
wird das Konzept der Complete Ensemble Empirical Mode Decomposition with Adaptive Noi-
se (kurz: CEEMDAN ) vorgestellt und in [Col+12] umfangreichen Analysen unterzogen. Die
CEEMDAN basiert im Gegensatz zur EEMD, bei der jedes verrauschte Signal xk unabha¨ngig
von den anderen zerlegt und die xi im Anschluss an die Zerlegungen berechnet werden, auf ei-
ner schrittweisen Bestimmung der xi direkt im Anschluss an die i-ten Siebprozesse, wobei die
Eingangsgro¨ßen fu¨r die Siebprozesse gewichtete Rauschanteile sind.48 Durch die sukzessive
Bestimmung der xi und die Nutzung des in [RFG03] vorgestellten Abbruchkriteriums fu¨r den
Siebprozess wird jede xi aus genau K xki berechnet. Ferner kann die Anzahl K der Versuche, die
fu¨r eine vorgegebene Genauigkeit der Zerlegung beno¨tigt wird, wesentlich kleiner angesetzt
werden, als dies fu¨r die EEMD der Fall ist. Die besten Ergebnisse werden fu¨r additives Rau-
schen mit σε = 0, 2 erzielt.
Abwandlungen der hier vorgestellten NADA-Verfahren ﬁnden sich zum einen in [DK05]. In
dieser Publikation wird die Idee verfolgt, dem Signal an Stelle des Weißen Rauschens trigo-
nometrische Funktionen zu u¨berlagern, um das Mode Mixing zu verhindern.49 Zum anderen
wird mit der Addition von Rauschprozessen nicht das Ziel der Beseitigung des Mode Mixing
verfolgt, sondern vielmehr das der Unterdru¨ckung von Signalanteilen mit geringer Amplitude.
Diese als Noise Modulated Empirical Mode Decomposition (kurz: NEMD ) bezeichnete Vari-
ante wird in [Tsu+09] und [TCH10] vorgestellt und analysiert. Allen hier vorgestellten NADA-
Verfahren und ihren Modiﬁkationen ist gemein, dass sie, wie die klassische EMD, u¨ber eine
Vielzahl zu justierender Parameter verfu¨gen, deren Einﬂuss bisher teilweise mit nur wenigen
Testsignalen experimentell untersucht worden ist. Der gro¨ßte Nachteil der NADA-Verfahren
liegt jedoch in der Rechenintensita¨t, die der in dieser Arbeit angestrebten Echtzeitfa¨higkeit der
entwickelten Algorithmen entgegensteht. Daher wird hier keine NADA-Variante, sondern eine
Adaption der EMD fu¨r die Problematik der Bestimmung der durch die Mehrwegeausbreitung
verursachten Entfernungsmessfehler favorisiert.
48 Der Algorithmus der CEEMDAN kann hier auf Grund seines Umfangs nur prinzipiell dargestellt werden. Fu¨r
eine ausfu¨hrliche Beschreibung sei auf die genannte Literatur verwiesen.
49 Die Idee wird lediglich an einem Beispiel vorgestellt. Umfangreiche Analyse wie beispielsweise zur Wahl
beno¨tigter Parameter werden nicht durchgefu¨hrt.
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Neben der Anwendung von NADA-Verfahren basiert eine zweite Weiterentwicklung der EMD
auf der U¨bertragung der Methode auf n-dimensionale Daten. Da die in dieser Arbeit analysier-
ten C/N0-Werte eindimensional sind, sei zu Ausfu¨hrungen zu Forschungsarbeiten auf diesem
Gebiet auf die einschla¨gige Literatur verwiesen.50 Ebenfalls nicht na¨her ausgefu¨hrt seien Me-
thoden, die lediglich auf der EMD-Grundidee der datengetriebenen Signalanalyse beruhen51.
Diese Methoden sind teilweise sehr neu und nur in Ansa¨tzen untersucht. Sie werden als Unter-
suchungsgegenstand fu¨r u¨ber den Rahmen dieser Arbeit hinausgehende Studien angesehen.
3.2 Berechnung instantaner Signalparameter
Ein Interesse an Methoden zur Bestimmung instantaner Signalparameter besteht seit Beginn
des vergangenen Jahrhunderts.52 Als Meilenstein kann der Beitrag von Gabor bezeichnet wer-
den, dessen in [Gab46] vero¨ffentlichtes Konzept des analytischen Signals bis heute als favori-
sierte Variante fu¨r dieses Vorhaben gilt. In Abschnitt 3.2.1 wird das Konzept vorgestellt und
die damit einhergehenden Hilbert-Transformation (HT) eines gegebenen Signals sowie die da-
durch realisierbare Bestimmung der instantanen Signalparameter Amplitude und Phase erla¨u-
tert. Da nicht gewa¨hrleistet werden kann, dass die durch die EMD erzeugten IMF alle Voraus-
setzungen dafu¨r erfu¨llen, nach Anwendung der HT physikalisch signiﬁkante Parameterwerte
zu generieren, schlagen Huang et al. in [Hua+09] eine Modiﬁkation der HT vor. Diesem so-
genannten Normalisierungsschema und der dadurch deﬁnierten normalisierten Hilbert Trans-
formation (NHT) widmet sich Abschnitt 3.2.2. Das Schema kann auch genutzt werden, um die
Voraussetzungen dafu¨r zu schaffen, das analytische Signal mittels direkter Quadratur ohne
Anwendung der HT zu erzeugen. Abschnitt 3.2.3 stellt diese direkte Quadraturmethode (DQ)
vor. Abschließend werden die Methoden in Abschnitt 3.2.4 vergleichend diskutiert und die fu¨r
die Analysen in dieser Arbeit geeignetste ausgewa¨hlt.
3.2.1 Hilbert-Transformation und Konzept des analytischen Signals
Grundlage fu¨r die Bestimmung der instantanen Signalparameter Amplitude ax und Phase θ
eines reellen Signals x ist das von Gabor in [Gab46] vorgestellte und als analytisches Signal
bekannte Konzept. Es basiert darauf, das Signal x als Vektor auf der reellen Achse einer kom-
plexen Ebene zu anzusehen. So kann dieses Signal als Projektion eines komplexen Signals z
(Gleichungen 3.38 bis 3.40) mit Amplitude ax und Phase θ auf die reelle Achse interpretiert
50 Exemplarisch sei [Pab+10] genannt. In dieser Publikation ﬁndet sich auch eine Zusammenstellung weiterer Lite-
ratur auf diesem Gebiet.
51 Hier seien die Arbeiten von Feldman ([Fel08]), Frei und Osorio ([FO07]) sowie Pustelnik et al. ([PBF14]) genannt.
52 Ein historischer Abriss wird in [Boa92a] und [Boa92b] gegeben.
Angelika Hirrle 85
3. Hilbert-Huang-Transformation
werden. Den Imagina¨rteil yz des Signals z bildet das um 90◦ phasenverschobene Signal x, die
sogenannte Quadraturkomponente. Das auf diese Weise konstruierte Signal z wird in der Lite-
ratur als analytisches Signal bezeichnet.
z(t) = ax(t)e−jθ(t) (3.38)
= ax(t) (cos θ(t) + j sin θ(t)) (3.39)
= x(t) + j(yz(t)) (3.40)
Fu¨r analytische Signale z gilt ferner, wie in [Gab46] gezeigt, dass Real- und Imagina¨rteil u¨ber
die Hilbert-Transformation (Gleichung 3.41)verknu¨pft sind.
z(t) = x(t) + jH{x(t)} (3.41)
Die Hilbert-Transformierte H{x} eines Signals x ist dabei deﬁniert als:
H{x(t)} = 1
π
P
∫ ∞
−∞
x(τ)
t− τ dτ (3.42)
= x(t) ∗ 1
t
(3.43)
Dabei bezeichnet P den Cauchy’schen Hauptwert53. Liegt also ein analytisches Signal vor, sind
Quadraturkomponente und Hilbert-Transformierte eines Signals x identisch. Zu beachten ist
jedoch, dass die Hilbert-Transformation nur unter bestimmten Voraussetzungen die Quadra-
turkomponente darstellt, und somit u¨ber sie ein analytisches Signal konstruierbar und phy-
sikalisch relevante Amplituden und Phasen berechenbar sind. Damit dies sicher gestellt ist,
muss, die Gleichungen 3.39 und 3.41 aufgreifend, gelten:
H{x(t)} = H{ax(t) cos θ(t)} (3.44)
= ax(t)H{cos θ(t)} (3.45)
= ax(t) sin θ(t) (3.46)
Sind die Spektren von ax und θ disjunkt, so gilt mit dem in [Bed63] vero¨ffentlichten Theorem
von Bedrosian Gleichung 3.45. Picinbono zeigt in [Pic97], dass Gleichung 3.46 nur gilt, wenn
die zeitvariante Phase θ gewisse Bedingungen erfu¨llt.54 Da jedoch nicht sichergestellt werden
ko¨nne, dass zu analysierende Signale diese Bedingungen tatsa¨chlich erfu¨llen, sei es eher von
Bedeutung, die Fehler abzuscha¨tzen, die auf Grund der Approximation der Quadratur durch
die Hilbert-Transformierte entsta¨nden ([Pic97]). Eine derartige Fehlerbetrachtung ist bereits in
53 Fu¨r die Deﬁnition sei auf Anhang C.1verwiesen.
54 Angesichts der umfangreichen Theorie, die fu¨r eine korrekte Darstellung der Ergebnisse notwendig ist, sei an
dieser Stelle auf die Ausfu¨hrungen in [Pic97] verwiesen.
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[Nut66] diskutiert worden, gestaltet sich jedoch, wie in [Hua+09] ausgefu¨hrt, als schwierig und
nicht abschließend gelo¨st, da die Quadraturkomponente unbekannt ist. Huang et al. empfeh-
len daher in [Hua+09] zur Vermeidung dieser Problematik, eine Vorverarbeitung der zu ana-
lysierenden Signale55, um die Voraussetzungen fu¨r eine korrekte Generierung der Quadratur-
komponente zu schaffen. Bevor diese Ideen in den folgenden Abschnitten vorgestellt werden,
sei zum Abschluss dieses Abschnitts das Vorgehen zur rechentechnischen Gewinnung eines
analytischen Signals aus dem zu analysierenden Signal als Grundlage fu¨r die Berechnung in-
stantaner Signalparameter erla¨utert. Hierfu¨r wird auf den Zusammenhang der Spektren beider
Signale zuru¨ckgegriffen. Er wird durch den folgenden Satz beschrieben ([Mar99]).
Satz (Spektrum des analytischen Signals). Sei Z die Fourier-Transformierte des analytischen
Signals z und X die Fourier-Transformierte seines Realteils x. Dann gilt:
Z( f ) =
⎧⎪⎪⎨⎪⎪⎩
2X( f ), f > 0
X(0), f = 0
0, f < 0
(3.47)

Bei gegebenem Signal x ist demnach zuna¨chst dessen Fourier-Transformierte X zu berechnen.
Mit Gleichung 3.47 wird dann die Fourier-Transformierte Z gebildet. Als Ergebnis der Fourier-
Ru¨cktransformation von Z liegt das (komplexe) Signal z mit instantaner Phase θ und Amplitu-
de ax vor.
Es ist zu beachten, dass das analytischen Signal als kontinuierliche Funktion der Zeit deﬁniert
ist und diskrete Signale, wie sie auch die in dieser Arbeit zu analysierenden C/N0-Werte dar-
stellen, demnach keine analytischen Signale im mathematischen Sinne sind ([Mar99]). Es ist
jedoch mo¨glich, ein A¨quivalent, das diskret-analytische Signal z, zu generieren, welches die in-
teressierenden Eigenschaften ebenfalls besitzt. Diese Eigenschaften sind die U¨bereinstimmung
des diskreten Signals x mit dem Realteil zr des diskret-analytischen Signals nach Gleichung
3.48 sowie die Orthogonalita¨t von dessen Real- und Imagina¨rteil (zr und zi) nach Gleichung
3.49 ([Mar99]). Dabei bezeichnet NA die Anzahl der Datenpunkte.
zr(n) = x(n) n ∈ {0, ..., NA − 1} (3.48)
NA−1
∑
n=0
zr(n)zi(n) = 0 (3.49)
55 In dieser Arbeit ist damit die Modiﬁkation der durch die EMD erzeugten IMF gemeint.
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Vorschla¨ge, wie zu einem vorliegenden diskreten Signal x ein diskret-analytisches Signal z ge-
neriert werden kann, ﬁnden sich in [OSB04] und [RFB94]. Wa¨hrend das diskret-analytische
Signal z aus [OSB04] zwar die Orthogonalita¨t gewa¨hrleistet (vgl. Gleichung 3.49), nicht aber
die Werte des urspru¨nglichen Signals erha¨lt (vgl. Gleichung 3.48), erzeugt das Verfahren aus
[RFB94] diskret-analytische Signale z, fu¨r die Gleichung 3.48, nicht aber Gleichung 3.49 gilt. In
[Mar99] werden hingegen Verfahren vorgeschlagen, bei denen das erzeugte diskret-analytische
Signal z beide gewu¨nschte Eigenschaften erfu¨llt. Ausgangspunkt ist die diskrete Fourier-Trans-
formierte X des Signals x. Die Anzahl der Stu¨tzstellen fu¨r die Transformierte entspricht der
Anzahl NA der Datenpunkte des Signals x. Von dieser Transformierten wird die Fourier-Trans-
formierte Z des zu bestimmenden diskret-analytischen Signals z abgeleitet. Dieses ergibt sich
in einem abschließenden Schritt als Ru¨cktransformierte von Z. Die in [Mar99] vorgeschlage-
nen Verfahren unterscheiden sich im Rahmen dieser Struktur nur anhand der Anzahl von
Stu¨tzstellen fu¨r Z und damit auch fu¨r z. Das in dieser Arbeit verwendete Verfahren nutzt fu¨r
alle Funktionen die gleiche Stu¨tzstellenanzahl NA.56 Die Transformierte Z la¨sst sich demnach
aus der Transformierten X nach Gleichung 3.50 gewinnen.
Z(m) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
X(0), m = 0
2X(m), 1 ≤ m ≤ NA2 − 1
X(NA2 ), m =
NA
2
0, NA2 + 1 ≤ m ≤ NA − 1
(3.50)
3.2.2 Das Normalisierungsschema als Grundlage fu¨r eine modiﬁzierte Hilbert-
Transformation
Wie im vorangegangenen Abschnitt beschrieben, muss das zu analysierende Signal gewisse
Voraussetzungen erfu¨llen, damit die Hilbert-Transformation der Quadraturkomponente ent-
spricht und physikalisch relevante instantante Signalparameter gewonnen werden ko¨nnen.
Durch die EMD wird gewa¨hrleistet, dass die vorliegenden IMF Monokomponenten, und so-
mit zu jedem Zeitpunkt t nur eine instantane Amplitude und Phase zu bestimmen sind. Nicht
gewa¨hrleistet werden kann hingegen, dass deren Spektren disjunkt sind, ebenso wenig die
notwendigen Eigenschaften der Phase (vgl. Ausfu¨hrungen zu den Gleichungen 3.44 bis 3.46).
Um das erstgenannte Problem zu lo¨sen, schlagen Huang et al. in [Hua+09] ein Normalisie-
rungsschema vor. Es ermo¨glicht, empirisch die zeitvariante Amplitude (die Einhu¨llende) und
den Tra¨ger mit zeitvarianter Frequenz zu trennen. Im Ergebnis ko¨nnen Amplituden- und Pha-
senwerte unabha¨ngig voneinander analysiert werden. Insbesondere liegt ein normalisiertes
56 Neben dieser Variante werden in [Mar99] auch die Varianten der Dezimierung der Stu¨tzstellen fu¨r Z auf NA2 und
die Erho¨hung auf NAM, M ∈ N vorgestellt.
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Tra¨gersignal vor, d.h. ein rein frequenzmoduliertes Signal konstanter Amplitude, welches es
(zumindest teilweise) ermo¨glicht, die Voraussetzungen zu erfu¨llen, die Quadraturkomponente
u¨ber die Hilbert-Transformation zu bestimmen.57 Des Weiteren ermo¨glicht ein derartiges Si-
gnal die direkte Berechnung der Quadraturkomponente ohne Anwendung der Hilbert-Trans-
formation. Wa¨hrend diese Berechnungen im folgenden Abschnitt vorgestellt werden, soll an
dieser Stelle die Normalisierung mit anschließender Hilbert-Transformation, in [Hua+09] als
normalisierte Hilbert-Transformation (NHT) bezeichnet, erla¨utert und anhand Abbildung 3.13
veranschaulicht werden.
Abbildung 3.13: Prinzip der NHT. Oben links: Das Signal x, von dem Amplituden und Phasen be-
stimmt werden sollen. Oben rechts: Das Signal x (grau, Strich-Punkt) sowie sein Be-
trag (schwarz). Unten links: Betrag des Signals x (grau) sowie dessen als Stu¨tzwerte
fu¨r die Spline-Funktion (schwarz) fungierenden Maxima (Punkt). Unten rechts: Auf
die Einhu¨llende (grau, Strich-Punkt) normiertes Signal x (schwarz). Nach k Iterationen
entspricht diese Einhu¨llende der zeitvarianten Amplitude A und das normierte Signal
dem rein frequenzmoduliertem Tra¨gersignal F.
Gegeben sei dafu¨r ein zu analysierendes Signal x, welches die Eigenschaften einer IMF erfu¨llt.
Wie in Gleichung 3.51 dargestellt, sei die zeitvariante Amplitude mit A, das Tra¨gersignal mit F
bezeichnet.
x(t) = ax(t) cos θ(t) = A(t)F(t) (3.51)
Zuna¨chst wird der Betrag des Signals x gebildet (Abbildung 3.13, oben, rechts). Von diesem
Signal werden alle Maxima berechnet und als Stu¨tzstellen fu¨r eine kubische Spline-Funktion
57 Nicht geschaffen werden durch die Normalisierung die Voraussetzungen fu¨r Gleichung 3.46, da es sich hierbei
um spezielle Eigenschaften der zeitvarianten Phase θ selbst handelt.
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e genutzt (Abbildung 3.13, unten, links). Das Signal x wird auf diese Funktion normiert (Ab-
bildung 3.13, unten, rechts). Dieses so normierte Signal yN hat idealerweise nur noch Ampli-
tudenwerte kleiner eins. Es ko¨nnen jedoch auch Datenpunkte auftreten, deren Werte u¨ber der
Einhu¨llenden liegen, sodass Funktionswerte von yN entstehen mit yN(t) > 1 fu¨r einige t ∈ T˜.
Die Normierung wird daher erneut durchgefu¨hrt, wobei das zu normierende Signal in die-
sem Fall yN ist. Werden die Signale e und yN mit dem Iterationsschritt indiziert und yN,0 := x
deﬁniert und wird angenommen, dass nach k Iterationsschritten yN,k(t) < 1, ∀t ∈ T˜ gilt, so ist:
yN,i(t) =
yN,i−1
ei
(3.52)
yN,k(t) = cos θ(t) = F(t) (3.53)
und damit:
A(t) =
x(t)
F(t)
=
x(t)
yN,k(t)
=
k
∏
i=1
ei (3.54)
Auf das Signal F kann nun die Hilbert-Transformation angewandt und die instantane Phase
berechnet werden58. Die instantane Amplitude liegt als Produkt der Splinefunktionen ei vor.
3.2.3 Direkte Quadraturmethode
Mit F liegt als Ergebnis der Normalisierung eine Funktion vor, die es erlaubt, die Quadra-
turkomponente direkt zu bestimmen. Unter Ausnutzung der Beziehung zwischen Sinus und
Cosinus (Gleichung 3.55) und der funktionalen Beschreibung von F in Gleichung 3.53 folgt:
sin θ(t) =
√
1− cos2 θ(t) (3.55)
=
√
1− F2(t) (3.56)
Die instantane Phase θ ergibt sich nun unter Verwendung bekannter Zusammenha¨nge trigono-
metrischer Funktionen (Gleichung 3.57) und Einsetzen der in den Gleichungen 3.53 und 3.56
gegebenen, funktionalen Beschreibungen fu¨r Sinus und Cosinus (Gleichung 3.58).
θ(t) = tan−1
(
sin θ(t)
cos θ(t)
)
(3.57)
= tan−1
(√
1− F2(t)
F(t)
)
(3.58)
58 Wie in Abschnitt 3.2.1 angemerkt, unterscheiden sich Hilbert-Transformierte und tatsa¨chliche Quadraturkompo-
nente, wenn die Phase nicht die in [Pic97] diskutierten Eigenschaften erfu¨llt.
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3.2.4 Bewertung und Auswahl geeigneter Methoden
Im Gegensatz zur EMD liegen fu¨r das Gebiet der Gewinnung instantaner Signalparameter nur
wenige Analysen vor. Ein Grund dafu¨r liegt in der Vielfalt der wa¨hlbaren EMD-Parameter,
die es fu¨r eine optimale Extraktion im Signal enthaltener Informationen zu justieren gilt (vgl.
Abschnitte 3.1.2-3.1.5). Im Gegensatz dazu ist die Berechnung instantaner Signalparameter mit
dem in [Gab46] vero¨ffentlichten Konzept des analytischen Signals eindeutig deﬁniert. Ledig-
lich bei der Bestimmung der Quadraturkomponente mittels Hilbert-Transformation besteht
Adaptionsbedarf, da die Signale nicht per se die Voraussetzungen dafu¨r erfu¨llen, sie auf diesem
Weg fehlerfrei zu berechnen (vgl. Abschnitt 3.2.1). Huang et al. widmen sich diesem Thema in
[Hua+09] und vergleichen anhand ausgewa¨hlter Testsignale die von ihnen vorgeschlagenen
und in den Abschnitten 3.2.1- 3.2.3 erla¨uterten Verfahren. Sie weisen nach, dass fu¨r Signale,
die die Voraussetzungen fu¨r den Satz von Bedrosian nicht erfu¨llen59, durch die Anwendung
des Normalisierungsschemas60 diese Voraussetzungen geschaffen werden ko¨nnen. In diesen
Fa¨llen sind NHT und DQ der HT u¨berlegen. Es sei jedoch darauf hingewiesen, dass auf Grund
der splinebasierten Normierung bei diesen beiden Verfahren a¨hnliche Aspekte zu diskutie-
ren sind wie im Fall der EMD61. Die direkte Gegenu¨berstellung von DQ und NHT fu¨hrt laut
[Hua+09] zu keiner Favorisierung von einer der Methoden, es sei denn, es liegen Signale mit
komplizierten Phasenfunktionen62 vor, fu¨r die dann die DQ vorzuziehen wa¨re. Ko¨nnen derar-
tige Phasenfunktionen ausgeschlossen werden, sollte nach Meinung von Huang et al. die NHT
erste Wahl sein, da die DQ rechentechnisch instabiler als die NHT sei.
Ein weiterer Grund dafu¨r, dass fu¨r keine der Methoden zur Bestimmung instantaner Signalpa-
rameter Untersuchungen im Umfang der EMD-Analysen vorliegen, ist die fehlende praktische
Relevanz. Die meisten Anwender der HHT sind lediglich daran interessiert, spezielle Signal-
anteile in zur Verfu¨gung stehenden Daten nachzuweisen bzw. zu extrahieren, nicht aber daran,
instantane Amplituden- und Phasenwerte dieser Signalanteile exakt zu berechnen. In dieser
Arbeit sollen hingegen Effekte der Mehrwegeausbreitung in C/N0-Werten nicht nur nachge-
wiesen, sondern auch Amplituden und Phasen der Mehrwegesignale ermittelt werden, um
Abweichungen bei der Bestimmung des Tra¨gerphasenmessfehlers berechnen und eliminieren
zu ko¨nnen. In Kapitel 4 wird daher zu untersuchen sein, mit welcher Genauigkeit dieses Ziel
erreicht werden kann.
59 Dies sind Signale, bei denen die Spektren der Amplitude a und der Phase θ nicht disjunkt sind.
60 Vgl. Abschnitt 3.2.2.
61 Exemplarisch sei die Modellierung der Spline-Funktion an den Intervallgrenzen genannt.
62 Insbesondere sind hier nichtlineare Phasen gemeint.
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Kapitel 4
Adaption der
Hilbert-Huang-Transformation fu¨r die
Detektion von Mehrwegesignalen
Um die Hilbert-Huang-Transformation fu¨r die Detektion von Mehrwegeeinﬂu¨ssen in C/N0-
Werten anwenden und den dadurch verursachten Tra¨gerphasenmessfehler berechnen zu ko¨n-
nen, ist die Festlegung verschiedener Parameter und Schwellwerte erforderlich. Dies betrifft
zuna¨chst einmal mo¨gliche Prozessparameter der HHT, einer Thematik, der sich, ausgehend
von den in Kapitel 3 dargestellten Erkenntnissen, Abschnitt 4.1 widmet. Des Weiteren ist im
Anschluss an die Zerlegung der C/N0-Werte in ihre IMF zu entscheiden, welche dieser IMF
mo¨gliche Mehrwegesignale repra¨sentieren. Unter Nutzung der in Abschnitt 3.1.4 vorgestell-
ten Charakteristika von Zerlegungen unterschiedlicher Testsignale erfolgt in Abschnitt 4.2 die
Ableitung von Schwellwerten, anhand derer diese Zuordnung im Rahmen dieser Arbeit vor-
genommen wird.
4.1 Auswahl und Bewertung optimaler Prozessparameter fu¨r die
Hilbert-Huang-Transformation
Die Adaption der HHT erfolgt anhand von synthetischen Signalen. Die Verwendung derar-
tiger Signale ermo¨glicht eine Bewertung der theoretisch erzielbaren Genauigkeit bei der Be-
stimmung des durch Mehrwegefehler verursachten Tra¨gerphasenmessfehlers, da sowohl Ist-
als auch Soll-Werte der Signalparameter bekannt sind. Unter Nutzung dieser synthetischen, in
Abschnitt 4.1.1 vorgestellten Signale und aufbauend auf den in Kapitel 3 gewonnenen Erkennt-
nissen werden in Abschnitt 4.1.2 Kriterien fu¨r die Auswahl optimaler Prozessparameter fu¨r die
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HHT erarbeitet und die Parameter anhand dieser Kriterien festgelegt. Die Bewertung der da-
mit erzielbaren HHT-Ergebnisse erfolgt in Abschnitt 4.1.3. Die hier vorgestellten Ergebnisse
sind zu großen Teilen in [HJM12] vero¨ffentlicht.
4.1.1 Auswahl von Testsignalen
Die Testsignale, anhand derer geeignete Prozessparameter fu¨r die HHT ausgewa¨hlt werden,
sollen die C/N0-Werte, die der Bestimmung des Tra¨gerphasenmessfehlers zugrunde liegen,
sowohl realita¨tsnah als auch mo¨glichst einfach nachbilden. Wie in Abschnitt 2.1.2.2 erla¨utert,
fu¨hren Antennengewinn sowie Freiraum- und atmospha¨rische Da¨mpfung zu einem parabel-
fo¨rmigen Verlauf der C/N0-Werte u¨ber den Zeitraum eines Satellitendurchgangs, wohingegen
die Mehrwegeausbreitung Signaturen verursacht, die als sinusartig beschreibbar sind. Dem
u¨berlagert sind Effekte der empfa¨ngerexternen und -internen Rauschprozesse. Testsignale soll-
ten demnach eine verrauschte Parabel mit additiv u¨berlagerten, sinusartigen Anteilen abbilden
(vgl. Abbildung 2.3). Ihre Auswahl leitet sich nun aus folgenden U¨berlegungen ab:
Da die EMD die im Signal enthaltenen Anteile unterschiedlicher Frequenz iterativ gewinnt,
fu¨hrt eine unzureichende Extraktion einer der Anteile in eine bestimmte IMF direkt zu Arte-
fakten in den ihr nachfolgenden IMF und im Trend. Um die erreichbare Genauigkeit bei der
Zerlegung der C/N0-Werte abscha¨tzen zu ko¨nnen, ist es demnach entscheidend, die erreich-
bare Genauigkeit bei der Extraktion der die sinusartigen Anteile enthaltenden IMF zu kennen.
Daher beschra¨nkt sich die Auswahl der Testsignale auf einfache, trigonometrische Funktio-
nen mit additivem Rauschen, wie sie durch Gleichung 4.1 modelliert werden ko¨nnen. Aus den
Betrachtungen in Abschnitt 2.2.2 geht hervor, dass es sich bei den Mehrwegesignaturen um
Signalanteile mit zeitvarianten Signalparametern handelt. Es sind demnach funktionale Be-
schreibungen fu¨r Amplitude α und Frequenz f der Testsignale x sowie die Phasenlage ϕ0 zum
Zeitpunkt t = 0 und Art und Parameter des u¨berlagerten Rauschprozesses ε festzulegen.
x(t) = α(t)cos(2π f (t)t+ ϕ0) + ε(t) (4.1)
Bei der Berechnung des Tra¨gerphasenmessfehlers Δφ ist lediglich die relative Amplitude α von
Bedeutung (vgl. Gleichung 2.83). Deren zeitliche A¨nderung kann als stu¨ckweise linear ange-
nommen werden (vgl. Abschnitt 2.2.2.3). Um den unterschiedlichen A¨nderungen Rechnung
zu tragen, werden Testsignale mit verschiedenen Anstiegen generiert. Dabei soll gewa¨hrleistet
sein, dass mo¨gliche Varianten zwischen einer konstanten relativen Amplitude α und dem Ent-
stehen bzw. dem Verschwinden eines Mehrwegesignals (d.h. der Anstieg von einer relativen
Amplitude α = 0 auf einen beliebigen Wert α ≤ 1 bzw. das Absinken auf eine relative Ampli-
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tude α = 0 ausgehend von einem beliebigen Wert α ≤ 1) erfasst werden. Fu¨r die zeitvariante
Frequenz f wird auf Grund der sehr langsamen zeitlichen A¨nderung (vgl. Gleichung 2.74)
ebenfalls ein linearer Ansatz gewa¨hlt. Wie im Fall der relativen Amplitude werden auch hier
Frequenza¨nderungen unterschiedlicher Gro¨ßenordnung gewa¨hlt, beginnend von einer nahe-
zu konstanten Frequenz, wie sie beispielsweise fu¨r sehr geringe Reﬂektor-Antennen-Absta¨nde
auftritt, u¨ber verschiedene prozentuale Zu- bzw. Abnahmen, wie sie je nach Geometrie von
Satellit, Reﬂektor und Empfangsantenne auftreten ko¨nnen.1 Da die relative Phasenlage θ des
Mehrwegesignals beliebig im Intervall [0, 2π) variieren kann, soll dies auch fu¨r die mo¨glichen
Phasenlagen ϕ0 der Testsignale zum Zeitpunkt t = 0 gelten. Der additiv u¨berlagerte Rausch-
prozess wird, angelehnt an die Gro¨ßenordnung des Rauschens in realen C/N0-Werten, als
mittelwertfreies Gaußsches Weißes Rauschen ε mit einer Standardabweichung σε = 0, 1 (10%
des angenommenen Maximalwertes der relativen Amplitude α) modelliert. Um die theoretisch
erreichbare Genauigkeit bei der Extraktion sinusfo¨rmiger Signalanteile bewerten zu ko¨nnen,
werden zudem nicht verrauschte Testsignale (σε = 0, 0) ausgewertet. In Tabelle 4.1 sind die
unter Beachtung dieser U¨berlegungen ausgewa¨hlten Parameter fu¨r die nach Gleichung 4.1
modellierten Testsignale zusammengefasst. Die Menge der Testsignale ergibt sich durch Bil-
dung aller mo¨glichen Kombinationen der verschiedenen Amplituden, Frequenzen, Phasenla-
gen zum Zeitpunkt t = 0 und Standardabweichungen. Anhand der Zerlegung aller Elemente
dieser Menge werden in Abschnitt 4.1.2.2 optimale Prozessparameter fu¨r die Hilbert-Huang-
Transformation abgeleitet. Fu¨r einen repra¨sentativen Stichprobenraum wird die La¨nge TA des
Analyseintervalls mit TA = 100, die Schrittweite mit dt = 0, 02 festgelegt, sodass die Testsigna-
le an NA = 5000 Abtastpunkten ausgewertet werden.
Tabelle 4.1: Zu modellierende Parameter der Testsignale, ihre funktionalen Beschreibungen und der
Wertebereich der verwendeten Variablen. Es gilt: TA = 100 sowie t ∈ {0, 02; 0, 04; . . . ; TA}.
Parameter funktionale Beschreibung
α kaTA t ka ∈ {0, 1; 0, 2; . . . ; 1, 0}
ka
TA
t+ 1 ka ∈ {−1, 0;−0, 9; . . . ; 0, 0}
f k fTA t k f ∈ {0, 1; 0, 2; . . . ; 1, 0}
k f
TA
t+ 1 k f ∈ {−0, 9;−0, 8; . . . ; 0, 0}
ϕ0 kpπ kp ∈ {0; 0, 1; . . . ; 1, 9}
σε {0; 0, 1}
1 Fu¨r umfangreiche Darstellungen sei auf die Ausfu¨hrungen in [Irs08] verwiesen.
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4.1.2 Auswahl optimaler HHT-Prozessparameter
Wie in Kapitel 3 ausfu¨hrlich diskutiert, sind in der Literatur, ausgehend von dem urspru¨ngli-
chen, in [Hua+98] vorgestellten Algorithmus fu¨r die EMD, zahlreiche Modiﬁkationen vorge-
schlagen worden. Sowohl die Systematik der zugeho¨rigen Analysen als auch der Umfang der
Datengrundlage variieren in den verschiedenen Vero¨ffentlichungen stark. Die Auswahl der fu¨r
die Ziele dieser Arbeit geeigneten Optionen fu¨r HHT-Prozessparameter erfolgt unter Einbezie-
hung o.g. Sachverhalte. Eine erste zu treffende Entscheidung ist die zwischen der EMD in ihrer
urspru¨nglichen Form und einer NADA-Variante. Sie fa¨llt unter Abwa¨gung von Mehrwert und
Rechenintensita¨t, wie in Abschnitt 3.1.5 erla¨utert, zugunsten der EMD aus. Im Anschluss an
diese Entscheidung sind folglich die Art der Mittelwertbestimmung und mo¨gliche Abbruch-
kriterien fu¨r den Siebprozess festzulegen. Diese Fragestellungen sind ausfu¨hrlich in Abschnitt
3.1.2.1 bzw. Abschnitt 3.1.2.2 diskutiert. Als Ergebnis dieser Diskussionen werden envelope-
basierte Verfahren unter Nutzung rationaler Splines in Verbindung mit dem fu¨r den Abbruch
des Siebprozesses in [RFG03] vorgeschlagenen Mittelwert-Kriterium favorisiert. Die Aufgabe
der Festlegung optimaler EMD-Prozessparameter beschra¨nkt sich somit auf die Auswahl opti-
maler Spline-Parameter. Abschnitt 4.1.2.1 stellt die Kriterien vor, anhand derer ein solches Op-
timum bestimmt wird. Der darauffolgende Abschnitt 4.1.2.2 ist dem Auswahlverfahren selbst
gewidmet. Hinsichtlich der Bestimmung der instantanen Signalparameter wird auf Grundlage
der Ausfu¨hrungen in Abschnitt 3.2.4 in dieser Arbeit die normalisierte Hilbert-Transformation
(NHT) verwendet.
4.1.2.1 Kriterien fu¨r die Auswahl optimaler HHT-Prozessparameter
In der Literatur ﬁnden sich nur wenige Arbeiten, in denen allgemeingu¨ltige Kriterien vorge-
schlagen werden, anhand derer eine Zerlegung realer Daten und die zugeho¨rigen Prozess-
parameter als optimal bewertet werden. Peel, Pegram und McMahon leiten die von ihnen in
[PPM08] und [PMP09] vorgeschlagenen Kriterien2 zur Bestimmung optimaler Prozesspara-
meter direkt aus der Analyse realer Datensa¨tze ab. Ein solches Vorgehen hat den Nachteil,
dass bei derartigen Datensa¨tzen nicht bekannt ist, ob vermutete Signale enthalten sind und
anhand welcher Signalparameter (Amplitude, Frequenz) sie tatsa¨chlich charakterisiert wer-
den. Es liegt also kein Soll-Wert (die bekannten Signale) vor, der mit dem Ist-Wert (die ex-
trahierten IMF xi) verglichen werden ko¨nnte. Somit kann die Qualita¨t einer Zerlegung nicht
dadurch bewertet werden, dass die Abweichung zwischen Soll- und Ist-Wert analysiert wird.
Peel et al. greifen daher auf indirekte Kriterien, wie eine minimale Anzahl an IMF und eine
gro¨ßtmo¨gliche Orthogonalita¨t dieser, zuru¨ck. In dieser Arbeit wird der Ansatz verfolgt, die
2 Vgl. Ausfu¨hrungen in Abschnitt 3.1.4.3.
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optimalen HHT-Prozessparameter anhand von Modellsignalen festzulegen. Dieses Vorgehen
besitzt den Vorteil, dass Kriterien angewendet werden ko¨nnen, die auf einem Soll-Ist-Wert-
Vergleich beruhen. Zu beachten ist jedoch, dass die Qualita¨t der Zerlegung echter Daten unter
Nutzung der so bestimmten Prozessparameter von der Gu¨te der Modellsignale abha¨ngt. Unter
Einbeziehung der von Peel et al. genutzten Kriterien und der Mo¨glichkeiten, die die Verwen-
dung von Modellsignalen bieten, werden die folgenden Kriterien fu¨r die Auswahl optimaler
HHT-Prozessparameter vorgeschlagen.
Kriterium (Siebiterationen). Wie in Abschnitt 3.1.2.2 beschrieben, fu¨hrt eine hohe Anzahl an
Siebiterationen zur Eliminierung mo¨glicherweise vorhandener Amplitudenmodulationen und
damit physikalisch relevanter Informationen. Zudem steigt mit der Anzahl an Siebiterationen
auch die Rechenzeit. Daher soll in dieser Arbeit, wie bereits von Peel et al. vorgeschlagen, diese
Anzahl mo¨glichst gering gehalten werden.
Die Verwendung von Modellsignalen bietet die Mo¨glichkeit, die U¨bereinstimmung dieser Si-
gnale mit den zugeho¨rigen IMF zu bewerten. Als Modellsignal wird das durch Gleichung 4.1
deﬁnierte Signal gewa¨hlt. Ist dieses Signal nicht verrauscht, d.h. σε = 0 wird eine Zerlegung
dieses Signals in genau eine IMF erwartet. Fu¨r σε = 0 sollte eine IMF die trigonometrische
Funktion repra¨sentieren, alle weiteren IMF das u¨berlagerte Rauschen. Aus diesen Annahmen
lassen sich die beiden folgenden Kriterien ableiten.
Kriterium (Extraktion relevanter Informationen). Wird das Modellsignal x ideal extrahiert,
gibt es genau eine IMF xreli , fu¨r die gilt: x(t) = x
rel
i (t), ∀t ∈ T˜. Bei einer nicht idealen Zerlegung
wird es zwar eine IMF xreli geben, die dem Signal x sehr a¨hnlich ist, bei der jedoch eine vom
Zeitpunkt t abha¨ngige Differenz Δx zwischen dem Modellsignal x und der zugeho¨rigen IMF
xreli auftritt (Gleichung 4.2).
Δx(t) = x(t)− xreli (t) (4.2)
Ziel ist es, die Signalenergie EΔx dieser Differenz zu minimieren. Folglich soll als ein zweites
Kriterium gelten:
min EΔx =
∫ TA
0
|Δx(t)|2dt (4.3)
Kriterium (Minimierung irrelevanter Informationen). Durch die Methode selbst (u.a. Art der
verwendeten Splines, Modellierung der Splines an den Intervallenden) ko¨nnen zusa¨tzliche,
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urspru¨nglich nicht im Signal enthaltenen Informationen entstehen. Sie suggerieren fa¨lschli-
cherweise das Vorliegen physikalisch signiﬁkanter Signalanteile und sind daher zu vermeiden
bzw. zu minimieren. Im Fall nicht verrauschter Modellsignale sollten demnach keine nicht re-
levanten IMF auftreten, im Fall verrauschter Modellsignale die Energie nicht relevanter IMF
der Energie des additiven Rauschens entsprechen. Sei also Eε die Energie des Rauschens ε, de-
ﬁniert durch Gleichung 4.4 und Eirr die Energie aller nicht relevanten IMF xirri , deﬁniert durch
Gleichung 4.5.
Eε =
∫ TA
0
|ε(t)|2dt (4.4)
Eirr =
k
∑
i=1
∫ TA
0
|xirri (t)|2dt (4.5)
Dann besteht ein drittes Kriterium darin, die Differenz dieser beiden Energien zu minimieren
(Gleichung 4.6).
min |Eirr − Eε| (4.6)
4.1.2.2 Festlegung optimaler HHT-Prozessparameter
Anhand der im vorangegangenen Abschnitt hergeleiteten Kriterien, angewandt auf die Zerle-
gung der in Abschnitt 4.1.1 vorgestellten Modellsignale, wird in diesem Abschnitt ein optima-
ler HHT-Parametersatz bestimmt. Dabei kann, wie in der Einleitung zu Abschnitt 4.1.2 bereits
erla¨utert, auf einen groben Rahmen fu¨r infrage kommende Parametersa¨tze zuru¨ckgegriffen
werden. So beschra¨nkt sich die Optimierungsaufgabe auf die Bestimmung des Tensionspara-
meters p fu¨r den durch Gleichung 3.5 beschriebenen rationalen Spline sowie auf Anschlussbe-
dingungen an den Intervallgrenzen. Der Wert des Parameters p wird dabei von p = 0 (kubi-
scher Spline) bis p = 50 (Polygonzug)3 variiert. Das bereits in Abschnitt 3.1.2.1 diskutierte Hin-
zufu¨gen zusa¨tzlicher Stu¨tzpunkte fu¨r eine bis an die Intervallgrenzen reichende Einhu¨llende
wird, aufbauend auf den in [PPM08] erzielten Ergebnissen, so realisiert, dass Maxima und
Minima an den den Intervallgrenzen na¨chstgelegenen Extrempunkten gespiegelt werden und
die zweiten Ableitungen y′′(t−1), y′′(tn+1) in diesen Punkten t−1 und tn+1 vorgegeben wer-
den. In [PPM08] wird zum einen vorgeschlagen, y′′(t−1) = y′′(tn+1) = 0 zu wa¨hlen. Zum
anderen diskutieren die Autoren den Ansatz, y′′(t−1) bzw. y′′(tn+1) gleich den zweiten Ab-
leitungen ihrer Spiegelpunkte zu setzen. Den erstgenannten Fall bezeichnen sie mit rp = 0,
den letztgenannten mit rp = 1. Aus diesen Voru¨berlegungen leiten sich die in Tabelle 4.2 zu-
sammengestellten Parametersa¨tze (p, rp) ab, fu¨r die die Zerlegung der Modellsignale in IMF
3 Ein Polygonzug wird genau genommen erst fu¨r p → ∞ realisiert. Durch die Wahl des Wertes p = 50 approximiert
der so deﬁnierte Spline einen Polygonzug jedoch genu¨gend genau.
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nach den in Abschnitt 4.1.1 vorgestellten Kriterien bewertet werden soll. Da sich die Splines
fu¨r ansteigende Werte von p Polygonzu¨gen anna¨hern und fu¨r die hier untersuchten Signale
fu¨r große Werte von p kaum signiﬁkante A¨nderungen in der Zerlegung zu erwarten sind, wer-
den Parametersa¨tze zusammengestellt, bei denen nur bis p = 5 alle ganzzahligen p−Werte in
Betracht gezogen werden. Fu¨r jeden dieser Parametersa¨tze wird die EMD realisiert und alle in
Abschnitt 4.1.1 zusammengestellten Modellsignale zerlegt. Daran anschließend werden die fu¨r
die in Abschnitt 4.1.2.1 aufgefu¨hrten Kriterien relevanten Gro¨ßen (Anzahl Siebiterationen, EΔx,
etc.) fu¨r jedes Modellsignal berechnet. Die so entstandene Werteschar wird gro¨ßen- und pa-
rametersatzabha¨ngig in einem Box-Whisker-Plot4, die Box-Whisker-Plots aller Parametersa¨tze
einer jeweiligen Gro¨ße in einem Diagramm dargestellt (vgl. Abbildungen 4.1 - 4.8). Die Diskus-
sion der Ergebnisse erfolgt fu¨r die nicht verrauschten und die verrauschten Signale getrennt.
Tabelle 4.2: Zusammenstellung der verwendeten Paramaterkombinationen von Tensionsparameter p
und Modellierungsparameter fu¨r die Intervallgrenzen rp der verwendeten rationalen Spli-
nes.
Parametersatz 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
p 0 1 2 3 4 5 10 50 0 1 2 3 4 5 10 50
rp 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
Modellsignale ohne additives Rauschen. Fu¨r den Fall σε = 0 wird erwartet, dass die EMD die
durch Gleichung 4.1 deﬁnierten Testsignale in genau eine IMF zerlegt. Abbildung 4.1 zeigt je-
doch, das diese Erwartung nicht erfu¨llt wird. Fu¨r jeden Parametersatz gilt, dass es kein Modell-
signal gibt, welches nicht wenigstens in fu¨nf IMF zerlegt wird. Fu¨r die Parametersa¨tze 7, 15 und
16 gibt es sogar Modellsignale, die in 14 IMF zerlegt werden. Unter der Annahme, dass die rele-
vanten Informationen (ein amplituden- und frequenzmoduliertes Signal) in einer einzigen die-
ser IMF extrahiert worden sind, sollte der Unterschied zwischen beiden Signalen sehr gering,
somit EΔx ≈ 0 sein. Ferner sollten die restlichen IMF keine Information enthalten und demnach
Eirr ≈ 0 gelten. Die Abbildung 4.2 stellt die Gro¨ße EΔx (normiert auf die Energie Ex des jewei-
ligen Modellsignals x) aller Modellsignale fu¨r jeden Parametersatz als Box-Whisker-Plot dar.
Deutlich wird, dass mit zunehmendem p sowohl Wertebereich als auch Standardabweichung
der auf Ex normierten EΔx steigen. Der Einﬂuss des Parameters rp ist von untergeordneter Be-
deutung. Auf Grund der Gro¨ßenordnung von 10−6 kann jedoch festgehalten werden, dass alle
Modellsignale ungeachtet der Wahl der Signalparameter und des HHT-Parametersatzes mit
vernachla¨ssigbarem Fehler extrahiert werden.
4 Fu¨r die Beschreibung eines Box-Whisker-Plots sei auf Anhang C.3 verwiesen.
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Abbildung 4.1: Zusammenstellung der Box-Whisker-Plots fu¨r die IMF-Anzahl aller Modellsignale ohne
additives Rauschen aller Parametersa¨tze. Die erwartete Zerlegung der Modellsignale in
genau eine IMF wird fu¨r kein Modellsignal und keinen Parametersatz realisiert.
Abbildung 4.2: Zusammenstellung der Box-Whisker-Plots fu¨r die, auf die Signalenergie Ex normierte
Energie EΔx aller Modellsignale ohne additives Rauschen aller Parametersa¨tze.
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Abbildung 4.1 zeigt, dass neben der das Modellsignal (nahezu perfekt) repra¨sentierenden IMF
eine Anzahl zusa¨tzlicher IMF ohne physikalische Bedeutung erzeugt wird. Da deren Auftreten
nicht verhindert werden kann, ist zu kla¨ren, in welcher Gro¨ßenordnung die so fa¨lschlicherweise
extrahierten Informationen liegen. Anhand einer a¨hnlichen Darstellung wie in Abbildung 4.2
fu¨r die Gro¨ße EΔx ist in Abbildung 4.3 die Gro¨ße Eirr aller Modellsignale fu¨r jeden Parameter-
satz als Box-Whisker-Plot dargestellt. Die Standardabweichungen liegen bei gleichem p fu¨r die
Parametersa¨tze mit rp = 1 unter denen der Parametersa¨tze mit rp = 0. Ferner steigen bis auf
wenige Ausnahmen die Standardabweichungen mit steigendem p. Dennoch kann auch hier
auf Grund der Gro¨ßenordnung von 10−3 davon ausgegangen werden, dass die durch die EMD
hinzugefu¨gten Informationen vernachla¨ssigbar sind.
Abbildung 4.3: Zusammenstellung der Box-Whisker-Plots fu¨r die Energie Eirr aller Modellsignale ohne
additives Rauschen aller Parametersa¨tze.
Angesichts der vernachla¨ssigbaren Gro¨ßenordnung, sowohl der Fehler bei der Extraktion der
Modellsignale als auch der zusa¨tzlichen, irrelevanten IMF, kann aus der Analyse der nicht ver-
rauschten Modellsignale geschlussfolgert werden, dass unabha¨ngig von der Wahl des Para-
metersatzes eine nahezu einwandfreie Extraktion der Modellsignale realisiert wird und somit
kein Parametersatz zu bevorzugen ist.
Modellsignale mit additivem Rauschen. Fu¨r den Fall σε = 0, 1 wird erwartet, dass als Resul-
tat der Zerlegung eines Modellsignals genau eine IMF dieses Modellsignal repra¨sentiert und
damit wie im Fall der Analyse nicht verrauschter Signale EΔx ≈ 0 gilt. Die Energie Eirr der
u¨brigen IMF soll der Energie Eε des additiven Rauschen entsprechen, also Eirr ≈ Eε. Im Gegen-
satz zu den Ergebnissen nicht verrauschter Modellsignale treten signiﬁkant ho¨here Werte fu¨r
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EΔx/Ex auf (Abbildung 4.4, oben). Der Median der Energie EΔx des Differenzsignals liegt, je
nach Parametersatz zwischen 2% und 5% der Energie Ex des Modellsignals. Er vergro¨ßert sich
mit zunehmendem Wert fu¨r p, unabha¨ngig von der Wahl des Parameters rp. Gleiches gilt fu¨r
die Standardabweichung. Deutlich wird, dass bei der Verwendung sehr straffer Splines (Para-
metersa¨tze 8 und 16, p = 50) signiﬁkant ho¨here Fehler bei der Extraktion relevanter Signale
auftreten als bei Nutzung von Splines mit kleineren Werten fu¨r p. Die Verteilungen der auf
Ex normierten EΔx sind fu¨r alle Parametersa¨tze (mit Ausnahme der Parametersa¨tze 8 und 16
(linearer Spline) sowie 1 und 9 (kubischer Spline)) zudem sehr a¨hnlich, sodass als Kriterium
fu¨r die Priorisierung der Parametersa¨tze die jeweils gro¨ßten extremen Ausreißer pro Parame-
tersatz (im Folgenden als Maximalwerte bezeichnet) hinzugezogen werden sollen. Wa¨hrend
diese fu¨r die meisten Parametersa¨tze vergleichbar sind, verzeichnen die Parametersa¨tze 5, 8, 13
und 16 (stark) erho¨hte Maximalwerte (Abbildung 4.4, unten). Um die Ho¨he der Werte diskutie-
ren zu ko¨nnen, werden die Maximalwerte in einem eigenen Box-Whisker-Plot veranschaulicht
(Abbildung 4.5). Wa¨hrend die Maximalwerte fu¨r den Parametersatz 13 als Ausreißer und fu¨r
die Parametersa¨tze 5 und 8 als extreme Ausreißer gelten, liegt der Maximalwert fu¨r den Para-
metersatz 16 noch innerhalb des Whiskers und gilt somit nicht als Ausreißer.
Die Untersuchung der Energie Eirr fu¨hrt zu a¨hnlichen Ergebnissen. Unabha¨ngig vom Wert des
Parameters rp vergro¨ßern sich Mediane und Standardabweichungen mit steigendem Wert des
Parameters p (Abbildung 4.6, oben), wobei sich die Box-Whisker-Plots fu¨r Parametersa¨tze mit
4 ≤ p ≤ 10 kaum unterscheiden. Daher sollen auch hier die Maximalwerte der auf die Energie
Eε normierten Energie Eirr betrachtet werden. Abbildung 4.6 (unten) zeigt, dass mehrere Para-
metersa¨tze sehr hohe Maximalwerte verzeichnen, sodass die Entscheidung, welche Maximal-
werte als (extreme) Ausreißer anzusehen sind, in diesem Fall nicht so offensichtlich ist. Werden
die Maximalwerte aller Parametersa¨tze wiederum mittels eines Box-Whisker-Plots dargestellt
(Abbildung 4.7), gilt nur der Maximalwert des Parametersatzes 9 als Ausreißer.
Neben der Auswertung der Signalenergie der IMF soll die Anzahl an Siebiterationen, die
fu¨r die Zerlegung eines jeden Modellsignals in seine IMF beno¨tigt wird, diskutiert werden.
Wa¨hrend sich (unabha¨ngig vom Wert des Parameters rp) die Verteilungen der Siebiterationen
fu¨r Parameterwerte 0 ≤ p ≤ 5 nicht signiﬁkant unterscheiden, werden im Fall der Parame-
tersa¨tze mit p = 10 bzw. p = 50 deutlich mehr Siebiterationen beno¨tigt. Die Anzahl streut zu-
dem sehr viel sta¨rker (Abbildung 4.8, oben). Diese Tatsache wird durch die Gro¨ße der Maximal-
werte unterstrichen (Abbildung 4.8, unten). Bei Darstellung dieser in einem Box-Whisker-Plot
(Abbildung 4.9) gelten die Werte der Parametersa¨tze 8 und 16 (p = 50) als extreme Ausreißer,
die Werte der Parametersa¨tze 7 und 15 (p = 10) liegen am Ende des oberen Whisker.
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Abbildung 4.4: Oben: Zusammenstellung der Box-Whisker-Plots fu¨r die, auf die Signalenergie Ex nor-
mierte Energie EΔx aller Modellsignale mit additivem Rauschen aller Parametersa¨tze.
Unten: Parametersatzabha¨ngige minimale und maximale Werte von EΔx/Ex, die bei der
Zerlegung von einem der Modellsignal erreicht werden.
Abbildung 4.5: Box-Whisker-Plot der in Abbildung 4.4 dargestellten maximalen Werte von EΔx/Ex je
Parametersatz. Die einzelnen Werte sind durch den Index des zugeho¨rigen Parameter-
satzes gekennzeichnet. Ausreißer sind zusa¨tzlich durch einen Kreis (Parametersatz 13),
extreme Ausreißer durch Dreiecke (Parametersa¨tze 5 und 8) markiert.
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Abbildung 4.6: Oben: Zusammenstellung der Box-Whisker-Plots fu¨r die, auf die Energie Eε des Rau-
schens normierte Energie Eirr aller Modellsignale mit additivem Rauschen aller Parame-
tersa¨tze. Unten: Parametersatzabha¨ngige minimale und maximale Werte von Eirr/Eε,
die bei der Zerlegung von einem der Modellsignal erreicht werden.
Abbildung 4.7: Box-Whisker-Plot der in Abbildung 4.6 dargestellten maximalen Werte von Eirr/Eε je
Parametersatz. Die einzelnen Werte sind durch den Index des zugeho¨rigen Parameter-
satzes gekennzeichnet. Ausreißer sind zusa¨tzlich durch einen Kreis (Parametersatz 9)
markiert.
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Abbildung 4.8: Oben: Zusammenstellung der parameterspeziﬁschen Box-Whisker-Plots fu¨r die Anzahl
an Siebiterationen, die fu¨r die Zerlegung eines jeweiligen Modellsignals mit additivem
Rauschen beno¨tigt wird. Unten: Parametersatzabha¨ngige minimale und maximale Wer-
te der Siebiterationsanzahl, die bei der Zerlegung von einem der Modellsignal erreicht
werden.
Abbildung 4.9: Box-Whisker-Plot der in Abbildung 4.8 dargestellten maximalen Werte der Siebiterati-
onsanzahl je Parametersatz. Die einzelnen Werte sind durch den Index des zugeho¨rigen
Parametersatzes gekennzeichnet. Extreme Ausreißer sind zusa¨tzlich durch Dreiecke
(Parametersa¨tze 8 und 16) markiert.
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Welcher der Parametersa¨tze ist nun zu bevorzugen? Da es Ziel ist, alle Modellsignale mo¨glichst
gut zu extrahieren, werden zuna¨chst die Parametersa¨tze verworfen, deren Maximalwerte bei
mindestens einer der drei Analysen (Anzahl an Siebiterationen, EΔx/Ex, Eirr/Eε) im oberen
Whisker liegen oder aber als Ausreißer bzw. extreme Ausreißer klassiﬁziert werden. Betroffen
sind demnach die Parametersa¨tze 2, 5, 7, 8, 9, 11, 13, 15 und 16. Damit sind alle die Para-
metersa¨tze aussortiert, die besonders hohe und damit nicht gewollte Werte liefern. Von den
u¨brigen Parametersa¨tzen wird der Parametersatz 3 (rp = 0, p = 2) priorisert, da dies der
einzige Parametersatz ist, bei dem die Maximalwerte aller drei Kenngro¨ßen unter dem jewei-
ligen Median liegen. Fu¨r die Analysen der C/N0-Werte in dieser Arbeit wird somit eine EMD
genutzt, deren Siebprozess durch eine envelopebasierte Mittelwertbestimmung unter Nutzung
rationaler Splines mit rp = 0 und p = 2 sowie das in [RFG03] vorgestellte Mittelwert-Kriterium
als Abbruchkriterium realisiert wird.
4.1.3 Bewertung des optimalen HHT-Prozessparametersatzes
Ziel dieser Arbeit ist es, Tra¨gerphasenmessfehler mo¨glichst genau zu bestimmen, was maß-
geblich von der Genauigkeit bei der Bestimmung von Amplituden und Phasen der Mehrwe-
gesignale abha¨ngt (Gleichung 2.82). Die Bewertung des im vorangegangenen Abschnitt aus-
gewa¨hlten HHT-Parametersatzes erfolgt daher anhand von zwei Analysen. Zuna¨chst wird an-
genommen, dass genau ein Mehrwegesignal auftritt. Die Aufgabe seiner Gewinnung mittels
EMD kann darauf zuru¨ckgefu¨hrt werden, die durch Gleichung 4.1 deﬁnierten Modellsignale
x in ihre IMF xi zu zerlegen und die relevante IMF xreli als Mehrwegesignal zu interpretieren
(Abschnitt 4.1.1). Werden nun instantane Amplituden und Phasen der relevanten IMF xreli (Ist-
Wert) mittels NHT berechnet und mit den entsprechenden Werten des Modellsignals x (Soll-
Wert) verglichen, ko¨nnen Aussagen u¨ber die erzielbare Genauigkeit bei der Bestimmung der
Amplituden und Phasen des Mehrwegesignals und damit auch des Tra¨gerphasenmessfehlers
getroffen werden. Diesen Untersuchungen widmet sich Abschnitt 4.1.3.1. Die zweite Frage-
stellung fokussiert auf die bereits in Abschnitt 3.1.4.2 erwa¨hnten Grenzen der Trennbarkeit
zweier Signale. Diese in Abschnitt 4.1.3.2 fu¨r die adaptierte EMD diskutierte Eigenschaft sowie
Genauigkeitsgrenzen bei der Bestimmung des Tra¨gerphasenmessfehlers ist fu¨r den Fall von
Bedeutung, dass dem direkten Signal mehr als ein Mehrwegesignal u¨berlagert ist.
4.1.3.1 Abscha¨tzung der Abweichung bei der Bestimmung des Tra¨gerphasenmessfehlers
bei Auftreten eines einzelnen Mehrwegesignals
Fu¨r die Berechnung des Tra¨gerphasenmessfehlers Δφ werden nach Gleichung 2.83 die Ampli-
tude α und die Phasenlage θ des Mehrwegesignals beno¨tigt. Demzufolge ha¨ngt die Genauig-
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keit, die bei seiner Bestimmung erreicht werden kann, von der Genauigkeit ab, mit der die Am-
plitude und die Phasenlage des Mehrwegesignals bestimmt werden kann. Quantitativ kann
die Abweichung Δ(Δφ) des berechneten vom wahren Tra¨gerphasenmessfehler mit Hilfe der
Fehleranalyse erfasst werden.5 Dafu¨r sind die den Tra¨gerphasenmessfehler Δφ beschreibende
Gleichung 2.83 nach α und θ partiell abzuleiten (Gleichungen 4.7 und 4.8).6
Δ(Δφ) =
∣∣∣∣∂(Δφ)∂α
∣∣∣∣Δα + ∣∣∣∣∂(Δφ)∂θ
∣∣∣∣Δθ (4.7)
Δ(Δφ) =
∣∣∣∣ sin θ1+ 2α cos θ + α2
∣∣∣∣Δα + ∣∣∣∣ α cos θ + α21+ 2α cos θ + α2
∣∣∣∣Δθ (4.8)
Um den maximalen Wert von Δ(Δφ) in Abha¨ngigkeit der Mehrwegesignalparameter α und
θ diskutieren zu ko¨nnen, sind obere Schranken fu¨r die Fehler Δα und Δθ bei der Bestimmung
der Amplitude α und der Phasenlage θ einzusetzen. Diese oberen Schranken werden unter Ver-
wendung der in Abschnitt 4.1.1 deﬁnierten Testsignale als repra¨sentative Mehrwegesignale er-
mittelt. Dafu¨r werden diese zuna¨chst mittels EMD zerlegt. Im Anschluss daran werden mittels
NHT die instantanen Amplituden- und Phasenwerte der relevanten IMF xreli bestimmt
7 und die
Abweichungen Δα und Δθ zu den Werten der originalen Modellsignale berechnet. Fu¨r jeden
Zeitpunkt ko¨nnen dann, in Abha¨ngigkeit von α und θ obere Schranken Δα und Δθ festgelegt
werden, die nicht oder nur in einer bestimmten Prozentzahl untersuchter Fa¨lle u¨berschritten
wird. Die Ergebnisse werden im folgenden getrennt nach den Werten der Standardabweichung
σε fu¨r das additive Rauschen dargestellt.
Modellsignale ohne additives Rauschen. Fu¨r den Fall σε = 0 kann fu¨r die Gesamtheit der
Modellsignale eine (zeitabha¨ngige) obere Schranke fu¨r Δα und Δθ angegeben werden (vgl. Ab-
bildung 4.10). So werden beispielsweise nach einer Einschwingzeit von 21% des Analyseinter-
valls TA (0, 21TA) alle Amplituden mit einem Fehler Δα < 0, 02, alle Phasen mit einem Fehler
Δθ < 5◦ bestimmt. Nach einer Einschwingzeit von 30% des Analyseintervalls TA (0, 3TA) gilt
Δα < 0, 01 und Δθ < 2◦. Abbildung 4.11 visualisiert den bei der Tra¨gerphasenbestimmung ma-
ximal auftretenden Fehler in Abha¨ngigkeit von der relativen Mehrwegephasenlage θ und der
relativen Amplitude α nach Gleichung 4.8. Dabei wird die Darstellung auf den zu erwartenden
Wertebereich α ≤ 0, 3 beschra¨nkt. Der maximale Fehler betra¨gt 0, 09 rad. Fu¨r ein GPS L1-Signal
bedeutet dies eine bis auf 2, 7 mm genaue Bestimmung des Tra¨gerphasenmessfehlers Δφ.
5 Erla¨uterungen zur Fehleranalyse ﬁnden sich im Anhang C.4.
6 Um eine Ausgleich der einzelnen Fehlerterme zu verhindern, werden deren Betra¨ge addiert.
7 Die IMF gilt als relevant, wenn sie einen Korrelationskoefﬁzienten gro¨ßer 0,9 mit dem Signal x besitzt.
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Abbildung 4.10: Maximal auftretender Amplitudenfehler Δα (schwarz) und maximal auftretender Pha-
senfehler Δθ (grau) bei der Analyse aller Modellsignale mit σε = 0. Nach einer Ein-
schwingzeit von 0, 3TA ko¨nnen die Amplituden mit einem maximalen Fehler von
Δα = 0, 01, die Phasen mit einem maximalen Fehler von Δθ < 2◦ bestimmt werden.
Abbildung 4.11: Abweichung Δ(Δφ) bei der Bestimmung des Tra¨gerphasenmessfehlers Δφ nach Glei-
chung 4.8 in Abha¨ngigkeit von der Phase θ und der Amplitude α des Mehrwegesignals.
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Modellsignale mit additivem Rauschen. Da bei Hinzufu¨gen von additivem Rauschen bereits
die Extraktion der Modellsignale mit gro¨ßeren Fehlern behaftet ist als im Fall von nicht ver-
rauschten Modellsignalen, wird erwartungsgema¨ß auch die Bestimmung der Amplituden und
Phasen ungenauer ausfallen. Wu¨rden die oberen Schranken Δα und Δθ fu¨r deren Abweichun-
gen wie im Fall der nicht verrauschten Modellsignale diskutiert werden, erga¨ben sich inakzep-
tabel hohe Werte fu¨r die AbweichungΔ(Δφ) bei der Bestimmung des Tra¨gerphasenmessfehlers.
Daher werden die Schranken als Quantile, das heißt, nur fu¨r eine bestimmte Prozentzahl der
Modellsignale, dargestellt. Abbildung 4.12 gibt 0.5-, 0.9- und 0.95-Quantil des Fehlers Δα bei
der Bestimmung der Amplitude α wieder, Abbildung 4.13 selbige Quantilwerte fu¨r den Fehler
Δθ bei der Bestimmung der Phasenlage θ. Es ist zu erkennen, dass 90% aller Modellsignale
(0.9-Quantil) nach einer Einschwingzeit von 10% des Analyseintervalls (0, 1TA) mit einem Am-
plitudenfehler von Δα < 0, 18 und einem Phasenfehler von Δθ < 30◦ rekonstruierbar sind.
Wird eine Einschwingzeit von 0, 25TA zugelassen, verbessert sich der Fehler bei der Bestim-
mung der Phasenlage auf Δθ < 20◦. Sollen bei dieser Einschwingzeit 95% aller Modellsignale
(0.95-Quantil) erfasst werden, liegen die oberen Schranken bei Δα < 0, 25 bzw. Δθ < 27◦.
Abbildung 4.12: Fehler Δα bei der Bestimmung der Amplituden α der verrauschten Modellsignale
(σε = 0, 1) nach Gleichung 4.1, dargestellt als zeitabha¨ngige Quantile: 0,5-Quantil
(schwarz), 0,9-Quantil (dunkelgrau), 0,95-Quantil (hellgrau). Nach einer Einschwing-
zeit von 0.25TA ist der Fehler bei der Bestimmung der Amplitude fu¨r 90% der ver-
rauschten Modellsignale kleiner als 0,18 (0,9-Quantil), fu¨r 95% der verrauschten Mo-
dellsignale kleiner als 0,25 (0,95-Quantil).
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Abbildung 4.13: Fehler Δθ bei der Bestimmung der Phasenlage θ der verrauschten Modellsignale
(σε = 0, 1) nach Gleichung 4.1, dargestellt als zeitabha¨ngige Quantile: 0,5-Quantil
(schwarz), 0,9-Quantil (dunkelgrau), 0,95-Quantil (hellgrau). Nach einer Einschwing-
zeit von 0, 25TA ist der Fehler bei der Bestimmung der Phasenlage fu¨r 90% der ver-
rauschten Modellsignale kleiner als 20◦ (0,9-Quantil), fu¨r 95% der verrauschten Mo-
dellsignale kleiner 27◦ (0,95-Quantil).
Die Abbildungen 4.14 bis 4.16 visualisieren die Abweichungen Δ(Δφ) bei der Bestimmung des
Tra¨gerphasenmessfehler Δφ. Dabei wird bei der Darstellung, wie im Fall der nicht verrauschten
Modellsignale, der Wertebereich der Amplitude α auf eine erwartbare Gro¨ßenordnung der re-
lativen Mehrwegeamplitude α ≤ 0, 3 eingeschra¨nkt. Abbildung 4.14 stellt die Werte von Δ(Δφ)
fu¨r 90% der verrauschten Modellsignale nach einer Einschwingzeit von 10% des Analyseinter-
valls (0.1TA) in Abha¨ngigkeit der Phasenlage θ und der Amplitude α dar. Die maximale Ab-
weichung bei der Bestimmung des Tra¨gerphasenmessfehlers liegt bei 0, 38 rad. Fu¨r ein GPS
L1-Signal entspra¨che dieser Wert 1, 15 cm. Abbildung 4.15 visualisiert die Werte von Δ(Δφ)
fu¨r eine zugelassene Einschwingzeit von 25% des Analyseintervalls (0, 25TA). Zuna¨chst wer-
den wieder 90% aller verrauschten Modellsignale in Betracht gezogen. Die maximale Abwei-
chung bei der Bestimmung des Tra¨gerphasenmessfehlers betra¨gt in diesem Fall 0, 31 rad. Fu¨r
ein GPS L1- Signal entspra¨che dies 0, 94 cm. Die bei der Verwendung von 95% aller Modell-
signale berechneten Abweichungen bei der Bestimmung des Tra¨gerphasenmessfehlers Δ(Δφ)
sind in Abbildung 4.16 dargestellt. Der maximale Wert Δ(Δφ) ≈ 0, 43 rad entspricht, wiederum
beispielhaft fu¨r ein GPS L1-Signal, einem Fehler von 1, 3 cm.
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Abbildung 4.14: Abweichung Δ(Δφ) bei der Bestimmung des Tra¨gerphasenmessfehlers Δφ nach Glei-
chung 4.8 in Abha¨ngigkeit von der Phase θ und der Amplitude α des Mehrwegesignals.
Verwendet werden 90% aller Modellsignale nach einer Einschwingzeit von 0, 1TA.
Abbildung 4.15: Abweichung Δ(Δφ) bei der Bestimmung des Tra¨gerphasenmessfehlers Δφ nach Glei-
chung 4.8 in Abha¨ngigkeit von der Phase θ und der Amplitude α des Mehrwegesignals.
Verwendet werden 90% aller Modellsignale nach einer Einschwingzeit von 0, 25TA.
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Abbildung 4.16: Abweichung Δ(Δφ) bei der Bestimmung des Tra¨gerphasenmessfehlers Δφ nach Glei-
chung 4.8 in Abha¨ngigkeit von der Phase θ und der Amplitude α des Mehrwegesignals.
Verwendet werden 95% aller Modellsignale nach einer Einschwingzeit von 0, 25TA.
4.1.3.2 Analysen zur Extraktion mehrerer Mehrwegesignale
Neben der Abscha¨tzung, wie genau der Tra¨gerphasenmessfehler unter der Annahme eines
einzelnen Mehrwegesignals bestimmt werden kann, interessiert, ob und wenn ja mit welcher
Genauigkeit die U¨berlagerung mehrerer solcher Signale, hervorgerufen durch verschiedene
Reﬂektoren, festgestellt wird und welche Auswirkungen dies auf die Bestimmung des Tra¨ger-
phasenmessfehlers hat. Als Basis dienen die in Abschnitt 3.1.4.2 vorgestellten Untersuchun-
gen von [RF08] und [GH12]. Diese zeigen, dass die Antwort auf die Frage, wie zwei addi-
tiv u¨berlagerte Signale interpretiert werden, von deren Amplituden-, Frequenz- und Phasen-
verha¨ltnis abha¨ngt. Sie machen jedoch keine Angaben zu auftretenden maximalen Fehlern bei
der Amplituden- und Phasenscha¨tzung der extrahierten Signale, Werte, die in dieser Arbeit
beno¨tigt werden, um Abweichungen Δ(Δφ) bei der Bestimmung des Tra¨gerphasenmessfeh-
lers Δφ berechnen zu ko¨nnen. Dieses Abschnitt zielt somit darauf ab, die Gro¨ßenordnungen
dieser Werte zu bestimmen, um in Abha¨ngigkeit verschiedener Amplituden- und Frequenz-
verha¨ltnisse (und damit der geometrischen Anordnung verschiedener Reﬂektoren) den Werte-
bereich der Abweichungen Δ(Δφ) abzuscha¨tzen. Als Modellansatz dient die in Gleichung 4.9
bzw. 4.10 dargestellte U¨berlagerung zweier trigonometrischer Funktionen, die bereits in [RF08]
genutzt wird8, wobei hier auch der Fall von additiv u¨berlagertem GWR ε einbezogen wird.
8 Vgl. dazu auch die Ausfu¨hrungen in Abschnitt 3.1.4.2, insbesondere Gleichungen 3.31 und 3.32.
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x(t) = x1(t) + x2(t) + ε (4.9)
= α1 cos(2π f1t+ φ1) + α2 cos(2π f2t+ φ2) + ε (4.10)
= α1 cos θ1(t) + α2 cos θ2(t) + ε (4.11)
= α(t) cos θ(t) + ε (4.12)
mit
α(t) =
√
α21 + α
2
2 + 2α1α2 cos(θ1(t)− θ2(t)) (4.13)
und
θ(t) = tan−1
(
α1 sin θ1(t) + α2 sin θ2(t)
α1 cos θ1(t) + α2 cos θ2(t)
)
(4.14)
Wie bereits in Abschnitt 3.1.4.2 in der Abbildung 3.11 visualisiert, sind, je nach Frequenz-
verha¨ltnis f = f2/ f1 und Amplitudenverha¨ltnis a = α2/α1 drei Fa¨lle zu unterscheiden. Im ers-
ten Fall wird x als additive U¨berlagerungen zweier Cosinus-Schwingungen x1 und x2 interpre-
tiert (Gleichung 4.11). Demzufolge werden nach Anwendung der HHT zwei relevante IMF xreli
mit Amplituden α1, α2 und Phasen θ1, θ2 erwartet. Der Tra¨gerphasenmessfehler Δφ ließe sich in
diesem Fall nach Gleichung 2.84 mit n = 2 berechnen (vgl. Gleichung 4.15). Die Amplituden
werden jedoch mit Fehlern Δα1 und Δα2, die Phasen mit Fehlern Δθ1 und Δθ2 bestimmt. Die
sich daraus ergebende Abweichung Δ(Δφ) bei der Bestimmung des Tra¨gerphasenmessfehlers
la¨sst sich, wie auch bei Auftreten eines einzigen Mehrwegesignals, mit Hilfe der Fehlerana-
lyse abscha¨tzen.9 Dabei gehen die Ableitungen der Funktion Δφ (Gleichung 4.15) nach allen
Parametern sowie die Maximalwerte der Fehler Δα1,Δα2,Δθ1 und Δθ2 ein (Gleichung 4.16).
Δφ = tan−1
(
α1 sin θ1 + α2 sin θ2
1+ α1 cos θ1 + α2 cos θ2
)
(4.15)
Δ(Δφ) =
∣∣∣∣∂(Δφ)∂α1
∣∣∣∣Δα1 + ∣∣∣∣∂(Δφ)∂α2
∣∣∣∣Δα2 + ∣∣∣∣∂(Δφ)∂θ1
∣∣∣∣Δθ1 + ∣∣∣∣∂(Δφ)∂θ2
∣∣∣∣Δθ2 (4.16)
Im zweiten Fall wird x als ein amplitudenmoduliertes Signal interpretiert (Gleichung 4.12).
Folglich wird genau eine relevante IMF xreli mit Amplitude α nach Gleichung 4.13 und Phase
θ nach Gleichung 4.14 erwartet. Es liegt demnach der Fall eines einzeln auftretenden Mehrwe-
gesignals vor. Der Tra¨gerphasenmessfehler Δφ ist somit nach Gleichung 2.83, die Abweichung
Δ(Δφ) bei seiner Bestimmung nach Gleichung 4.8 zu bestimmen. Im dritten Fall ko¨nnen keine
9 Erla¨uterungen zur Fehleranalyse ﬁnden sich in Anhang C.4.
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allgemeingu¨ltigen Aussagen zur Interpretation nach Gleichung 4.11 oder Gleichung 4.12 und
somit zur Anzahl der erwarteten relevanten IMF getroffen werden. Fu¨r die Analyse werden
in diesem Fall, je nach tatsa¨chlicher Anzahl, Amplituden- und Phasenwerte der IMF mit den
entsprechenden Werten der Signale nach Gleichung 4.11 bzw. 4.12 verglichen.
Als Grundlage fu¨r die Analysen werden Testsignale nach Gleichung 4.10 erzeugt. Die Fre-
quenzverha¨ltnisse f = f2/ f1 und die Amplitudenverha¨ltnisse aV = α2/α1 werden dabei wie
in [RF08] gewa¨hlt (vgl. Abbildung 3.11). Da in die Berechnung des Fehlers Δ(Δφ) Absolut-
werte der Amplituden eingehen, ist neben der Angabe des Verha¨ltnisses auch eine der bei-
den Amplituden festzulegen, wobei als obere Grenze der fu¨r Mehrwegesignale u¨bliche Wert
αi = 0, 3 i ∈ {1, 2} angenommen wird. Die Wertebereiche der Phasen φ1 und φ2 sowie der
Standardabweichung σε des GWR ε entsprechen den Wertebereichen fu¨r die Phasen ϕ0 und
σε der Testsignale aus Abschnitt 4.1.1 (Tabelle 4.1). Die so modellierten Testsignale werden in
ihre IMF zerlegt, fu¨r die die Originalsignale nach Gleichung 4.10 bzw. 4.12 repra¨sentierenden
IMF instantane Amplituden und Phasen berechnet und diese mit den Soll-Werten nach Glei-
chung 4.11 bzw. 4.13 und 4.14 verglichen. Fu¨r jede (aV , f )-Kombination interessiert nun der
Maximalwert fu¨r Δ(Δφ) u¨ber alle mo¨glichen 4-Tupel (α1, α2, θ1, θ2). Wie im vorangegangenen
Abschnitt 4.1.3.1 erla¨utert, treten aufgrund der Eigenschaften der EMD an den Intervallenden
deutlich erho¨hte Fehler bei der Bestimmung der Amplituden und Phasen auf. Daher wird eine
Einschwingzeit zugelassen (in den dargestellten Ergebnisse 0, 1TA), nach der die Werte in die
Berechnungen eingehen. Die Ergebnisse werden im folgenden getrennt nach der Standardab-
weichung des Rauschens diskutiert.
Modellsignale ohne additives Rauschen. Fu¨r eine U¨berlagerung der Testsignale nach Glei-
chung 4.9 mit σε = 0 ergeben sich die in Abbildung 4.17 in Abha¨ngigkeit der gewa¨hlten
Amplituden- und Frequenzverha¨ltnisse dargestellten Abweichungen Δ(Δφ) bei der Bestim-
mung des Tra¨gerphasenmessfehlers Δφ, wobei diese nur fu¨r die Kombinationen (aV , f ) bereit-
gestellt werden ko¨nnen, bei denen fu¨r alle zula¨ssigen 4-Tupel (α1, α2, θ1, θ2) die relevante(n)
IMF extrahiert worden sind. Eine IMF gilt dabei als relevant, wenn sie einen Korrelationsko-
efﬁzienten gro¨ßer 0.9 mit einem der mo¨glichen Originalsignale (x1, x2 oder x) besitzt. In der
Abbildung werden Werte Δ(Δφ) > 0, 2 rad einheitlich mit Δ(Δφ) = 0, 2 rad dargestellt.10
Dies entspricht fu¨r ein GPS L1-Signal einer Abweichung von ca. 6 mm. Es ko¨nnen drei Berei-
10 Diese Grenze ist an Angaben in [GPS06] angelehnt. Dort wird gefordert, dass die Tra¨gerphasen in einer derar-
tigen Qualita¨t bereitzustellen sind, dass sie in einer PLL mit einer Genauigkeit von 0, 1 rad RMS nachgefu¨hrt
werden ko¨nnen. Der in Abbildung 4.17 dargestellte Wertebereich erfasst demnach Abweichungen bis zum Zwei-
fachen dieses Wertes mit der tatsa¨chliche Gro¨ßenordnung. Ho¨here Abweichungen werden einheitlich mit dem
Maximalwert dargestellt.
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che unterschieden werden. Der erste Bereich (Δ(Δφ) ≤ 0, 1 rad) umfasst die Kombinationen
(aV , f ), fu¨r die eine nahezu fehlerfreie Bestimmung des Tra¨gerphasenmessfehlers Δφ mo¨glich,
die Abweichung Δ(Δφ) sehr gering ist. Die Kombinationen (aV , f ), fu¨r die eine Bestimmung
des Tra¨gerphasenmessfehlers Δφ fu¨r alle zula¨ssigen 4-Tupel (α1, α2, θ1, θ2) zwar durchfu¨hrbar
ist, jedoch zum Teil mit einem erheblichen Fehler, bilden den zweiten Bereich (Δ(Δφ) > 0, 1
rad). Der dritte Bereich (weiß) erfasst die Kombinationen (aV , f ), bei denen die Extraktion rele-
vanter IMF nicht, oder nur fu¨r bestimmte 4-Tupel (α1, α2, θ1, θ2) erfolgreich durchgefu¨hrt wird.
Abbildung 4.17: Maximale Abweichung Δ(Δφ) des Tra¨gerphasenmessfehlers Δφ bei Auftreten zweier
Mehrwegesignale in Abha¨ngigkeit von deren Amplitudenverha¨ltnis a und Frequenz-
verha¨ltnis f u¨ber alle zula¨ssigen 4-Tupel (α1, α2, θ1, θ2). Werte Δ(Δφ) ≥ 0, 2 werden mit
Δ(Δφ) = 0, 2 dargestellt. Weiße Bereiche kennzeichnen die Kombinationen (aV , f ), fu¨r
die aufgrund einer unzureichenden Extraktion relevanter IMF nicht fu¨r alle zula¨ssigen
4-Tupel (α1, α2, θ1, θ2) Abweichungen Δ(Δφ) bestimmt werden ko¨nnen.
Werden die Abbildung 4.17, in der die Bereiche nach Qualita¨t der Korrektur, und Abbildung
3.11, in der die Bereiche nach Art der Signalinterpretation geteilt sind, miteinander verglichen,
ko¨nnen die verschiedenen Bereiche teilweise einander zugeordnet werden. Die Bereiche, in
denen das Signalgemisch als ein einzelnes amplitudenmoduliertes Signal interpretiert wird
(Abbildung 3.11, weiß), fallen gro¨ßtenteils in Bereiche, in denen eine nahezu fehlerfreie Be-
stimmung des Tra¨gerphasenmessfehlers realisiert wird. Gleiches gilt fu¨r die Bereiche, in de-
nen das Signalgemisch als U¨berlagerung zweier Sinusschwingungen aufgefasst werden (Ab-
bildung 3.11, schwarz). Gro¨ßere Abweichungen treten lediglich fu¨r Kombinationen {(aV , f )| −
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0, 5 ≤ log10 aV ≤ 0, 5, 0, 3 ≤ f ≤ 0, 9} auf. Bei diesen Kombinationen sind die Amplituden
α1, α2 in a¨hnlicher Gro¨ßenordnung. Im Fall der Interpretation als U¨berlagerung zweier Signa-
le treten zudem große Fehler bzw. eine nicht erfolgreiche Zerlegung fu¨r die Kombinationen
{(aV , f )| − 0, 5 ≤ log10 aV ≤ 2, f ≤ 0, 1} auf. In diesen Fa¨llen gilt, dass der Frequenzunter-
schied gering und die Amplitude des niederfrequenten Signals a¨hnlich bzw. gro¨ßer als die
des hochfrequenten Signals ist. Es bleibt die Diskussion der Bereiche, in denen keine Inter-
pretationsweise festgelegt werden kann (Abbildung 3.11, grau). Diese lassen sich bezu¨glich
der Genauigkeit bei der Bestimmung des Tra¨gerphasenmessefehlers in zwei Kategorien tei-
len. Die erste Kategorie umfasst die zur log10 aV-Achse parallel ausgerichteten Streifen. Hier
gelten die Aussagen, die bereits fu¨r die anderen beiden Interpretationsarten gemacht worden
sind. Die zweite Kategorie umfasst den halbmondfo¨rmigen Bereich. Dieser Bereich deckt sich
in großen Teilen mit dem Bereich der (aV , f )-Kombinationen, fu¨r die keine, alle zula¨ssigen 4-
Tupel (α1, α2, θ1, θ2) umfassende, erfolgreiche Extraktion relevanter IMF gewa¨hrleistet ist.
Fu¨r die Bestimmung des Tra¨gerphasenmessfehlers bedeuten die Ergebnisse, dass bei gleichzei-
tigem Auftreten mehrerer Mehrwegsignale aufgrund verschiedener Reﬂektoren fu¨r die u¨ber-
wiegende Mehrheit der (aV , f )-Kombinationen, das heißt die Kombination unterschiedlicher
geometrischer Anordnungen (charakterisiert durch das Frequenzverha¨ltnis f ) und Reﬂektor-
materialen (charakterisiert durch das Amplitudenverha¨ltnis aV), eine nahezu fehlerfreie Durch-
fu¨hrung mo¨glich ist. Kritisch ist die Bestimmung zu sehen, wenn die Amplituden der Mehr-
wegesignale in der gleichen Gro¨ßenordnung liegen (−0, 5 ≤ log10 aV ≤ 0, 5), also a¨hnliche Re-
ﬂektormaterialen vorhanden sind. Insbesondere, wenn in diesem Fall das Frequenzverha¨ltnis
f > 0, 4 ist, ko¨nnen die Abweichungen Δ(Δφ) inakzeptabel hoch werden bzw. ist eine Bestim-
mung des Tra¨gerphasenmessfehlers Δφ aufgrund einer ungenu¨genden Extraktion der Mehr-
wegesignale nicht mehr mo¨glich. Derartige Fa¨lle treten beispielsweise auf, wenn zwei horizon-
tale Reﬂektoren einen geringeren Abstand zueinander haben als Empfangsantenne und der
ihr nahestehendere Reﬂektor (vgl. Gleichung 2.74 bzw. Gleichung 5.10). A¨hnlich negative Er-
gebnisse sind zu verzeichnen, wenn das Frequenzverha¨ltnis f < 0, 1 ist (die Reﬂektoren also
beispielsweise weit voneinander entfernt sind) und die Amplitude des niederfrequenteren Si-
gnals, das heißt des Signals, welches durch den Reﬂektor verursacht wird, der dichter an der
Empfangsantenne gelegen ist, in der gleichen Gro¨ßenordnung bzw. deutlich gro¨ßer ist, als die
Amplitude des hochfrequenteren Signals (log10 aV ≥ −0, 5).
Modellsignale mit additivem Rauschen. Im Unterschied zu den nicht verrauschten Modellsi-
gnalen tritt bei Signalen, die mit additivem GWR u¨berlagert sind, versta¨rkt der Effekt des Mode
Mixing (vgl. Abschnitt 3.1.4.2) auf. Das sinusfo¨rmige Signal wird zu unterschiedlichen Zeit-
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punkten von verschiedenen IMF repra¨sentiert. Die relevanten IMF u¨ber den Korrelationskoef-
ﬁzient zu bestimmen, ist demnach auf Grund seiner geringen Gro¨ßenordnung nur bedingt er-
folgreich. Daher wird fu¨r die Detektion relevanter IMF das im Rahmen dieser Arbeit entwickel-
te und in Abschnitt 4.2 vorgestellte Verfahren verwendet. Die vektorielle U¨berlagerung x˜ der
relevanten IMF xreli und das Originalsignal x sollten in Amplitude und Phase u¨bereinstimmen.
Fu¨r einen Vergleich bzw. eine Bestimmung der Abweichung dieser Parameter sind Amplituden
und Phasen der Signale x und x˜ zu berechnen. Dies erfolgt nach den Regeln der Vektoraddition
unter Verwendung der Amplituden und Phasen der einzelnen Signalanteile xi bzw. xreli .
11 Die
Abweichungen zwischen den Signalen x˜ und x in der Amplitude und Phase fu¨hren zu einer
Abweichung Δ(Δφ) bei der Bestimmung des Tra¨gerphasenmessfehlers Δφ nach Gleichung 4.8.
Abbildung 4.18 (oben) veranschaulicht die maximalen Werte von Δ(Δφ) fu¨r alle in Frage kom-
menden 4-Tupel (α1, α2, θ1, θ2) der jeweiligen (aV , f )-Kombination. Wie auch in der Analyse
nicht verrauschter Modellsignale gilt, dass fu¨r eine (aV , f )-Kombination ein Wert fu¨r Δ(Δφ)
nur dann angegeben wird, wenn die Extraktion relevanter IMF fu¨r alle 4-Tupel (α1, α2, θ1, θ2)
erfolgreich ist. Ferner werden auch in dieser Darstellung Werte Δ(Δφ) > 0, 2 rad einheit-
lich mit Δ(Δφ) = 0, 2 rad dargestellt. Zuna¨chst ist festzuhalten, dass die Bestimmung des
Tra¨gerphasenmessfehlers deutlich schlechter realisiert wird und somit die AbweichungenΔ(Δφ)
sehr viel gro¨ßer ausfallen als im Fall nicht verrauschter Modellsignale. Es lassen sich jedoch
auch hier drei Bereiche unterscheiden. Der weiße Bereich umfasst die (aV , f )-Kombinationen,
bei der nicht fu¨r alle 4-Tupel (α1, α2, θ1, θ2) die Extraktion relevanter IMF gewa¨hrleistet wird.
In diesen Bereich fallen Kombinationen (aV , f ), bei denen das niederfrequente Signal eine
deutlich gro¨ßere Amplitude besitzt als das hochfrequente (log10 aV > 1) und der Abstand
der Frequenzen nicht zu groß ( f > 0, 5) ausfa¨llt. Bereiche, in denen eine Extraktion zwar
mo¨glich ist, jedoch mit unzureichender Genauigkeit realisiert wird (Δ(Δφ) ≥ 0, 2 rad), erge-
ben sich insbesondere fu¨r Kombinationen (aV , f ), in denen die Amplituden der beiden Signale
a¨hnlich sind (−0, 5 ≤ log10 aV ≤ 0, 5), unabha¨ngig vom Frequenzverha¨ltnis der beiden Signa-
le. Der dritte Bereich umfasst die Kombinationen (aV , f ), fu¨r die eine annehmbare Genauig-
keit (Δ(Δφ) < 0, 2 rad) erreichbar ist. Er umfasst Kombinationen mit log10 aV ≤ −0, 5 und
log10 aV ≥ 0, 5. Fu¨r erstere ko¨nnen, (gro¨ßtenteils) unabha¨ngig von der Frequenz, Genauigkei-
ten Δ(Δφ) < 0, 14 rad, das entspricht fu¨r ein GPS L1-Signal 4, 2 mm, erzielt werden. Fu¨r letztere
ist zu großen Teilen eine nahezu fehlerfreie Bestimmung des Tra¨gerphasenmessfehlers mo¨glich
(Δ(Δφ) < 0, 1 rad).
11 Fu¨r den Fall der U¨berlagerung von zwei Signalen x1 und x2 ist die Bestimmung der gesuchten Gro¨ßen in den
Gleichungen 4.13 und 4.14 dargestellt. Fu¨r den Fall der U¨berlagerung von n Signalen erfolgt die Bestimmung
analog.
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Abbildung 4.18: Abweichung Δ(Δφ) des Tra¨gerphasenmessfehlers Δφ bei Auftreten zweier Mehrwe-
gesignale in Abha¨ngigkeit von deren Amplitudenverha¨ltnis a und Frequenzverha¨ltnis
f u¨ber alle zula¨ssigen 4-Tupel (α1, α2, θ1, θ2). Werte Δ(Δφ) ≥ 0, 2 werden mit Δ(Δφ) =
0, 2 dargestellt. Weiße Bereiche kennzeichnen die Kombinationen (aV , f ), fu¨r die auf-
grund einer unzureichenden Extraktion relevanter IMF nicht fu¨r alle zula¨ssigen 4-
Tupel (α1, α2, θ1, θ2) Abweichungen Δ(Δφ) bestimmt werden ko¨nnen. Oben: Maximal-
werte fu¨r Δ(Δφ). Unten: 0,95-Quantilwerte fu¨r Δ(Δφ).
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Werden nicht die Maximalwerte des Δ(Δφ) einer jeden Kombination (aV , f ), sondern lediglich
die 0,95-Quantile in Betracht gezogen (Abbildung 4.18, unten), ist zu konstatieren, dass sich die
Bereiche, in denen eine nahezu fehlerfreie Extraktion der IMF mo¨glich ist, vergro¨ßern. Eine un-
zureichende Genauigkeit bleibt jedoch weiterhin bestehen, wenn die Amplituden der beiden
Signale, unabha¨ngig vom Verha¨ltnis ihrer Frequenzen, in a¨hnlicher Gro¨ßenordnung liegen. Es
bleibt abschließend festzuhalten, dass sich die in diesem Abschnitt herausgearbeiteten Bereiche
hinsichtlich der erreichbaren Genauigkeit bei der Bestimmung des Tra¨gerphasenmessfehlers
nicht mit der Interpretationsstruktur deckt, wie sie in Abschnitt 3.1.4.2 Abbildung 3.11 darge-
stellt und diskutiert wird. Die Abweichung bei der Bestimmung des Tra¨gerphasenmessfehlers
ist demnach nicht abha¨ngig davon, wie das Signal durch die EMD interpretiert wird (additive
U¨berlagerung nach Gleichung 4.11 oder Amplitudenmodulation nach Gleichung 4.12), son-
dern vielmehr, in welchem Verha¨ltnis die Signalparameter, insbesondere die Amplituden, zu-
einander stehen.
Werden die hier diskutierten Ergebnisse auf die zugeho¨rigen Eigenschaften der Reﬂektoren
u¨bertragen, die eine Mehrwegeausbreitung der GNSS-Signale hervorrufen, ist festzuhalten,
dass die Analysen der Testsignale mit additivem Rauschen in Teilen die Aussagen stu¨tzen, die
bereits aus der Analyse der nicht verrauschten Testsignale abgeleitet werden konnten. Die Be-
stimmung des Tra¨gerphasenmessfehlers gestaltet sich insbesondere in den Fa¨llen als schwierig,
in denen die Materialeigenschaften der Reﬂektoren fu¨r beide Signale Amplituden in a¨hnlicher
Gro¨ßenordnung hervorrufen. Die Analysen zeigen, dass der Abstand der Reﬂektoren und das
dadurch hervorgerufene Frequenzverha¨ltnis der beiden Mehrwegesignale dabei eine unterge-
ordnete Rolle spielt. Als gu¨nstig fu¨r eine genaue Tra¨gerphasenmessfehlerbestimmung erwei-
sen sich Materialien von Reﬂektoren, die zu stark unterschiedlichen Amplituden der Signale
fu¨hren. Auch hier gilt, dass die Anordnung der Reﬂektoren von geringerer Relevanz ist. Dies
gilt insbesondere fu¨r den Fall, dass die Amplitude des niederfrequenten Signals (hervorgeru-
fen durch den Reﬂektor mit der geringeren Distanz zur Empfangsantenne) deutlich kleiner ist
als die Amplitude des ho¨herfrequenten Signals (hervorgerufen durch den Reﬂektor mit der
gro¨ßeren Distanz zur Empfangsantenne).
4.2 Festlegung der Schwellwerte fu¨r die Detektion von Mehrwege-
signalen
Voraussetzung fu¨r die Bestimmung der Signalparameter von Mehrwegesignalen ist deren De-
tektion. Nach der Zerlegung der C/N0-Werte in ihre IMF ist somit zu entscheiden, welche
der IMF Mehrwegesignale repra¨sentieren. Als Grundlage dafu¨r dienen die in der Literatur
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diskutierten und in Abschnitt 3.1.4.1 zusammengestellten Auswertungen stochastischer Test-
signale. Aus ihnen geht hervor, dass es fu¨r Rauschprozesse einen (im doppelt logarithmischen
Maßstab zur Basis ξ) linearen Zusammenhang zwischen der mittleren Periodendauer Ti und
der Leistung Pi der IMF xi (i > 1) gibt (vgl. Gleichung 3.19). Liegt hingegen ein Signalge-
misch vor, weichen die Werte der Parameter von diesem Zusammenhang ab, was zur Detek-
tion deterministischer Anteile, wie sie Mehrwegesignale darstellen, genutzt werden kann. Da
aus den Darstellungen in Abschnitt 3.1.4.1 ebenfalls bekannt ist, dass die Parameterwerte auf
Grund ihrer Stochastik streuen und diese Standardabweichung zudem von diversen Fakto-
ren abha¨ngt, widmet sich dieser Abschnitt dem Prozess der Festlegung von Schwellwerten
fu¨r beliebige C/N0-Werte, wobei fu¨r die Detektion von Mehrwegesignalen die Auswertung
der Leistung Pi als zielfu¨hrend erscheint. Wie schon in [HW04] vorgeschlagen, werden dabei
charakteristische Quantile der Pi-Verteilungen der IMF xi (i > 1) verwendet. Um die bereits
erwa¨hnten Abha¨ngigkeiten der Quantile von der speziellen EMD-Parametrisierung, der Da-
tenla¨nge und der Standardabweichung der Rauschprozesse quantitativ zu erfassen, werden
pro Einstellung12 10000 Realisierungen Rε eines GWR-Prozesses mit der in Abschnitt 4.1.2.2
festgelegten Parametrisierung der EMD zerlegt und fu¨r jede IMF xki (k = 1 . . . Rε) die Leistung
Pi,k nach Gleichung 3.19 berechnet. Aus den fu¨r ein festes i zur Verfu¨gung stehenden Rε Werten
der Leistung Pi,k ko¨nnen markante Quantile ihrer Verteilung bestimmt werden.13
In einem ersten Schritt soll die Abha¨ngigkeit der Quantile von der Standardabweichung der
Rauschprozesse betrachtet werden. Dafu¨r werden je Rε Realisierungen von GWR mit einer Da-
tenla¨nge von NA = 29 Punkten fu¨r verschiedene Werte der Standardabweichung σε zerlegt.
Abbildung 4.19 stellt die Ergebnisse fu¨r σε = 0, 01 sowie σε = 100 vor. Die Quantile unter-
scheiden sich zwar bei einer absoluten Darstellung der Werte, normiert auf den Medianwert
der jeweils ersten IMF ko¨nnen sie (bis auf die Werte fu¨r die letzte IMF x9) jedoch als identisch
angesehen werden, woraus ihre Unabha¨ngigkeit von der Gro¨ße der Standardabweichung folgt.
In einem zweiten Schritt soll die Abha¨ngigkeit der Quantilwerte von der Datenla¨nge unter-
sucht werden. Dass eine solche besteht, ist bereits in Abschnitt 3.1.4.1 dargelegt. Da sie jedoch
in der Literatur zumeist nur qualitativ und fu¨r spezielle Datenla¨ngen diskutiert wird und der-
artige Ergebnisse fu¨r die Auswertung realer Messdaten unzureichend sind, werden in dieser
Arbeit Analysen vorgestellt, die es ermo¨glichen sollen, die Pi-Quantile von Datensa¨tzen belie-
12 Eine Einstellung meint dabei die Wahl eines bestimmten Wertes fu¨r die Standardabweichung σε oder die Da-
tenla¨nge.
13 Da die k Zerlegungen unterschiedliche Anzahlen an IMF erzeugen ko¨nnen, werden in den Analysen nur die IMF
betrachtet, fu¨r die exakt Rε Werte der Leistung vorliegen. Fu¨r Untersuchungen von Rauschprozessen einer La¨nge
von NA = 512 Datenpunkten wa¨ren dies die IMF xi (i = 1 . . . 9).
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biger La¨nge quantitativ zu erfassen. Grundlage der Untersuchungen sind jeweils Rε Realisie-
rungen von GWR fu¨r verschiedene Datenla¨ngen NA. Da, wie oben gezeigt, die (normierten)
Quantile unabha¨ngig von der Gro¨ße der Standardabweichung sind, wird im folgenden immer
mit einer Standardabweichung σε = 1 gearbeitet.
Abbildung 4.19: Quantilwerte: 0,01 (Dreieck, Spitze oben), 0,5 (Rombus), 0,99 (Dreieck, Spitze un-
ten) der Leistung der verschiedenen IMF fu¨r unterschiedliche Standardabweichungen:
σε = 100 (schwarz, punktiert), σε = 0, 01 (grau, Strich-Punkt). Werden die Quantilwerte
jeweils auf den 0,5-Quantilwert der ersten IMF normiert (durchgezogene Linie) wird
(bis auf die Werte der letzten IMF x9) ihre Unabha¨ngigkeit von der Standardabwei-
chung deutlich. Datengrundlage sind fu¨r jede Standardabweichung jeweils Rε = 10000
Realisierungen von GWR mit einer Datenla¨nge von NA = 29 Punkten.
Abbildung 4.20 (oben) stellt die Medianwerte Qσε50 der IMF fu¨r GWR-Realisierungen mit σε = 1
unterschiedlicher Datenla¨nge dar. Ihnen u¨berlagert ist, speziﬁsch fu¨r jede Datensatzla¨nge, ein
lineares Modell, welches eine gute Approximation der Medianfunktionen zwischen zweiter
und drittletzter IMF liefert. Die Anstiege dieser linearen Modelle sind in Abha¨ngigkeit der An-
zahl der Datenpunkte in Abbildung 4.20 (links, unten), die der Ordinatenschnittpunkte in 4.20
(rechts, unten) dargestellt. In beiden Fa¨llen kann ein linearer Zusammenhang zwischen der
Datenpunktanzahl und dem jeweiligen Modellparameter festgestellt werden. Dies ermo¨glicht,
fu¨r beliebige Datensatzla¨ngen Anstiege und Ordinatenschnittpunkte der Medianfunktion zu
ermitteln.
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Abbildung 4.20: Medianwerte als Funktion der IMF fu¨r verschiedene Datensatzla¨ngen (oben). Diesen
Funktionen ist jeweils ein lineares Modell (punktiert) u¨berlagert. Anstiege (links, un-
ten) und Ordinatenschnittpunkte (rechts, unten) dieser Modelle zeigen einen linea-
ren Zusammenhang zwischen Datensatzla¨nge und Parameter. Grundlage der Darstel-
lung sind Rε = 10000 GWR-Realisierung pro Datensatzla¨nge mit einer Standardabwei-
chung σε = 1.
Neben den 0,5-Quantilen der IMF (Medianfunktion) werden fu¨r die Detektion determinis-
tischer Anteil in Signalgemischen insbesondere die 0.99-Quantile Qσε99 beno¨tigt, deren U¨ber-
schreitung eben jene Anteile identiﬁziert. Wie bereits in Abbildung 4.19 am Beispiel der Da-
tenla¨nge NA = 29 deutlich wird, nehmen die absoluten 0,99-Quantilwerte mit dem Zeitpunkt
der Extraktion einer IMF ab, der Abstand zum jeweils dazugeho¨rigen 0,5-Quantil nimmt hin-
gegen zu. Um diese Eigenschaft quantitativ und zudem in Abha¨ngigkeit der Datensatzla¨nge zu
erfassen, werden die auf das 0,5-Quantil normierten 0,99-Quantile κ fu¨r verschiedene Daten-
satzla¨ngen analysiert (Abbildung 4.21, oben). Wie im Fall der 0,5-Quantile (Abbildung 4.20) ist
den normierten 0,99-Quantilen speziﬁsch fu¨r jede Datensatzla¨nge ein lineares Modell u¨berla-
gert, welches eine gute Approximation der normierten 0,99-Quantilfunktionen zwischen zwei-
ter und vorletzter IMF liefert. Auch hier kann ein linearer Zusammenhang zwischen der Daten-
punktanzahl und Anstieg (Abbildung 4.21, unten, links) bzw. Ordinatenschnittpunkten (Abbil-
dung 4.21, unten, rechts) festgestellt werden.
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Abbildung 4.21: 0,99-Quantilwerte als Funktion der IMF fu¨r verschiedene Datensatzla¨ngen (oben). Die-
sen Funktionen ist jeweils ein lineares Modell (punktiert) u¨berlagert. Anstiege (links,
unten) und Ordinatenschnittpunkte (rechts, unten) dieser Modelle zeigen einen linea-
ren Zusammenhang zwischen Datensatzla¨nge und Parameter. Grundlage der Darstel-
lung sind Rε = 10000 GWR-Realisierung pro Datensatzla¨nge mit einer Standardabwei-
chung σε = 1.
Um C/N0-Werte beliebiger La¨nge auf das Vorhandensein deterministischer Mehrwegeanteile
hin zu untersuchen und diese Mehrwegeanteile gegebenenfalls zu extrahieren, fehlen nun nur
noch Aussagen zum Verha¨ltnis der Leistungen der ersten und zweiten IMF in Abha¨ngigkeit
der Datensatzla¨nge, sowie eine Festlegung, wie Median- und normierte 0,99-Quantilwerte fu¨r
die IMF zu deﬁnieren sind, fu¨r die die linearen Modelle und die Quantilwerte stark voneinan-
der abweichen.
Fu¨r die normierten 0,99-Quantilwerte betrifft dies jeweils die letzte IMF. Fu¨r diese wird der
Quantilwert der vorletzten IMF als gute Na¨herung angesehen (vgl. Abbildung 4.21). Im Fall
der 0,5-Quantilwerte sind jeweils die beiden letzten IMF betroffen. Fu¨r sie soll das lineare
Modell als Na¨herung genutzt werden. Da die eigentlichen Quantilwerte unterhalb dieser so
deﬁnierten oberen Schranke liegen, werden fu¨r diese IMF dadurch ho¨here Grenzwerte festge-
legt, sodass vorhandene Mehrwegesignale mo¨glicherweise nicht detektiert werden. Da diese
in dem Fall jedoch ohnehin eine sehr geringe Energie aufweisen, ist auch ihr Einﬂuss auf die
Abweichung bei der Tra¨gerphasenmessfehlerbestimmung vernachla¨ssigbar. Das Verha¨ltnis der
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Leistungen der ersten beiden IMF kann nach Analysen, wie sie auch fu¨r das 0,5-Quantil sowie
das normierte 0,99-Quantil gefu¨hrt worden sind, als lineare Funktion der Datensatzla¨nge nach
Gleichung 4.25 approximiert werden.
Um aus C/N0-Werten Mehrwegeanteile zu extrahieren, sind die C/N0-Werte zuna¨chst in Am-
plitudenwerte umzurechnen. Es folgt die Zerlegung dieser Amplitudenwerte mittels EMD in
IMF. Fu¨r jede IMF wird ihre Leistung Pi nach Gleichung 3.19 berechnet. Die Entscheidung,
bei welcher IMF es sich um ein Mehrwegesignal handelt, erfolgt anhand des Vergleiches die-
ser Pi mit einem Grenzwert, dem 0,99-Quantil Q
σε
99 der jeweiligen Verteilung der Pi. Um den
Wert dieses Quantils fu¨r den jeweils vorliegenden Datensatz zu ermitteln, werden die in Ab-
bildung 4.19 bis Abbildung 4.21 dargestellten Zusammenha¨nge genutzt. Zuna¨chst werden fu¨r
die vorliegende Datensatzla¨nge NA Anstieg m
NA
99 (Abbildung 4.21, unten, links) und Ordina-
tenschnittpunkt nNA99 (Abbildung 4.21, unten, rechts) des normierten 0,99-Quantils κ anhand
der die linearen Modelle beschreibenden Gleichungen 4.17 und 4.18 ermittelt.
mNA99 = −0.0212 log2 NA + 0.6726 (4.17)
nNA99 = −0.3298 log2 NA + 1.1772 (4.18)
Der vom IMF-Index i abha¨ngige, normierte 0,99-Quantilwert κ(i) i ≥ 2 berechnet sich dann
nach Gleichung 4.19.
κ(i) = log2 log2
(
Qσε99
Qσε50
(i)
)
= mNA99 i+ n
NA
99 (4.19)
A¨hnlich erfolgt die Bestimmung des 0,5-Quantilwert Qσε=150 (vgl. Abbildung 4.20). Zu beach-
ten ist, dass der 0,5-Quantilwert abha¨ngig von der Standardabweichung des unterliegenden
Rauschprozesses ist, im Gegensatz zum normierten Quantilwert κ als Verha¨ltnis zwischen 0,99-
Quantil und 0,5-Quantil (vgl. Abbildung 4.21). Es gilt fu¨r i ≥ 2:
m(NA,σε=1)50 = 0.0293 log2 NA − 1.3670 (4.20)
n(NA,σε=1)50 = 1.0107 log2 NA − 0.2976 (4.21)
und somit:
log2 Q
σε=1
50 (i) = m
(NA,σε=1)
50 i+ n
(NA,σε=1)
50 (4.22)
Um die fu¨r den Fall σε = 1 erstellten Modelle fu¨r Datensa¨tze beliebiger Standardabweichung
nutzen zu ko¨nnen, ist eine Normierung der Quantile auf den 0,5-Quantilwert der ersten IMF
notwendig (vgl. Abbildung 4.19). Fu¨r die normierten 0,5-Quantile Qnorm50 und i ≥ 2 gilt:
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log2 Q
norm
50 (i) = log2
(
Qσε=150 (i)
Qσε=150 (1)
)
= log2
(
Qσε50(i)
Qσε50(1)
)
(4.23)
Umstellen der Gleichung 4.23 ergibt fu¨r die 0,5-Quantile der IMF mit Index i ≥ 2 von Da-
tensa¨tzen beliebiger Standardabweichung σε:
log2 Q
σε
50(i) = log2 Q
σε=1
50 (i)− log2 Qσε=150 (1) + log2 Qσε50(1) (4.24)
Der Wert Qσε=150 (1) kann nicht aus Gleichung 4.22 gewonnen werden, da dieses Modell erst ab
der zweiten IMF gilt. A¨hnlich wie in Abbildung 4.20 (unten) dargestellt, la¨sst sich jedoch ein
von der La¨nge des Datensatzes abha¨ngiger Zusammenhang zwischen den Quantilwerten der
ersten und zweiten IMF ﬁnden. Es gilt:
ΔP12 = log2
(
Qσε=150 (1)
Qσε=150 (2)
)
= −0.0592 log2 NA + 2.315 (4.25)
Umstellen der Gleichung ergibt fu¨r Qσε=150 (1):
log2 Q
σε=1
50 (1) = ΔP12 + log2 Q
σε=1
50 (2) (4.26)
Unter der Annahme, dass die Leistung P1 der ersten IMF in vernachla¨ssigbarer Gro¨ßenordnung
streut, gilt:
log2 Q
σε
50(1) = log2 P1 (4.27)
Mit diesen Gro¨ßen la¨sst sich nun ein 0,99-Quantil Qσε99 fu¨r Rauschprozesse beliebiger Standard-
abweichung berechnen. Gleichung 4.19 umgestellt nach (dem logarithmierten) Qσε99 ergibt fu¨r
alle IMF mit Index i ≥ 2:
log2 Q
σε
99(i) = 2
κ + log2 Q
σε
50(i) (4.28)
Diese fu¨r jede IMF bestimmten 0,99-Quantilwerte werden mit den nach Gleichung 3.19 berech-
neten Leistungen Pi verglichen. Liegt der Wert der Leistung unterhalb des zugeho¨rigen Quan-
tilwertes, kann davon ausgegangen werden, dass diese IMF nur Rauschanteile repra¨sentiert.
Liegt der Wert der Leistung hingegen oberhalb des Quantilwertes, werden deterministische
Anteile vermutet und die IMF als Repra¨sentant eines Mehrwegesignals identiﬁziert. Von allen
so detektierten Mehrwegesignalen ko¨nnen dann instantane Amplituden und Phasen berechnet
werden, Werte die dann dafu¨r genutzt werden, den Tra¨gerphasenmessfehler Δφ zu bestimmen.
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Kapitel 5
Anwendung der Hilbert-Huang-
Transformation fu¨r die Bestimmung
von Mehrwegesignalparametern -
Auswertung eines
Experimentaldatensatzes
Im vorangegangenen Kapitel ist anhand von synthetischen Signalen eine Parameterjustierung
fu¨r die Hilbert-Huang-Transformation vorgenommen worden, die eine unter den angenomme-
nen Nebenbedingungen optimierte Mehrwegesignalextraktion verspricht. In diesem Kapitel
wird nun untersucht, inwieweit die so parametrisierte Hilbert-Huang-Transformation geeig-
net ist, Mehrwegesignale in realen Datensa¨tzen zu detektieren und zu korrigieren und wel-
chen Einﬂuss dies auf die Qualita¨t der Positionsbestimmung ausu¨bt. Die Analysen werden
anhand von Daten einer Experimentalmessung vorgenommen, die im Rahmen einer Disser-
tation am Geoda¨tischen Institut der TU Dresden durchgefu¨hrt worden ist und deren Aufbau
detailliert in [Ros11] beschrieben wird. Dieser Aufbau wird in Abschnitt 5.1 vorgestellt. Im dar-
auf folgenden Abschnitt 5.2 wird auf erwartete und tatsa¨chlich detektierte Mehrwegesignale
eingegangen. Daran anschließend widmet sich Abschnitt 5.3 einer vergleichenden Analyse von
Positonierungsergebnissen auf Basis von Beobachtungen, die auf Grundlage der Detektion von
Mehrwegesignalen korrigiert werden und denen, die auf nicht korrigierten Beobachtungen be-
ruhen. Die Positionsbestimmung erfolgt dabei unter Nutzung der an der Berner Universita¨t
entwickelten Bernese GNSS Software ([Dac+15]) in Zusammenarbeit mit dem GeoForschungs-
Zentrum Potsdam.
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5.1 Experimentalaufbau und Datengrundlage
Experimentelle Messungen fungieren als Stufe zwischen der Analyse synthetisch generier-
ter Daten und der Auswertung realer Messwerte in unbekannter, komplexer Umgebung. So
ermo¨glicht ein derartiger Messaufbau die Gewinnung realer Messwerte, die jedoch unter mo¨g-
lichst einfachen und deﬁnierten Umgebungsbedingungen aufgenommen werden. In [Ros11]
werden Messungen auf einer 100 m × 130 m großen Freiﬂa¨che1 mit ebener, homogener Ober-
ﬂa¨che durchgefu¨hrt. Die so gewa¨hlte Umgebung gestattet es, von gerichteten Reﬂexionen an
einem einzelnen horizontalen Reﬂektor, dem Boden, auszugehen.2 Die verwendete und in Ab-
bildung 5.1 dargestellte Messanordnung umfasst mehrere Stationen im Abstand von 13− 14 m
in unterschiedlichen Ho¨hen (Tabelle 5.1). Gemessen werden Code- und Phasenbeobachtungen
der GPS-Links L1 und L2 sowie das jeweils zugeho¨rige C/N0 u¨ber einen Zeitraum von 12 Stun-
den. Die zeitliche Auﬂo¨sung betra¨gt 5 s, die digitale Auﬂo¨sung der C/N0-Werte 0,25 dBHz.
Abbildung 5.1: Experimentalaufbau auf dem Parkplatz P1 der Messe Dresden. Die Daten der Stativsta-
tionen 1433 und 5428 sowie der Bodenstation 5424 dienen als Grundlage fu¨r die Analy-
sen in diesem Kapitel. Die Abbildung ist [Ros11] entnommen.
1 Es handelt sich hierbei um den Parkplatz P1 der Messe Dresden.
2 Na¨here Erla¨uterungen dazu folgen in Abschnitt 5.2. Des Weiteren wird fu¨r die Analyse zusa¨tzlich eine Elevati-
onsmaske von 10◦ angewandt, sodass davon ausgegangen werden kann, dass neben den Bodenreﬂexionen keine
Beugungen an weiter entfernten Geba¨uden und Vegetation in Erwa¨gung gezogen werden mu¨ssen.
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Tabelle 5.1: Zusammenstellung der in dieser Arbeit analysierten Stationen des Experimentalaufbaus mit
Kennung, Ho¨he u¨ber dem Boden in m, sowie Empfa¨nger- und Antennentyp.
Station Empfa¨ngertyp Antennentyp
Kennung Ho¨he h in m
5424 0,00 LEICA
GRX1200GGPRO
Trimble Zephyr
GNSS Geodetic II
1433 1,40 LEICA
GRX1200GGPRO
Septentrio
PolaNt
5428 0,69 LEICA
GRX1200GGPRO
Septentrio
PolaNt
Der Vorteil des hier verwendeten Empfa¨ngertyps liegt in einem bekannten Zusammenhang
zwischen Amplitude und C/N0.3 Dieser gestattet es, aus den durch den Empfa¨nger bereit-
gestellten C/N0-Werten nach Gleichung 2.32 Amplitudenwerte zu berechnen, um daraus, auf
Grundlage der bekannten Zusammenha¨nge (Gleichungen 2.83 bis 2.84), Phase und Amplitude
der Mehrwegesignale sowie die Amplitude des direkten Signals ableiten zu ko¨nnen.
Der gewa¨hlte Aufbau ermo¨glicht ferner eine Basislinienauswertung, wobei die Basislinien je
zweier Empfa¨nger mit einer La¨nge von wenigen Metern sehr kurz sind. Wie bereits in Ab-
schnitt 2.1.3 beschrieben, ko¨nnen die meisten Fehleranteile daher eliminiert bzw. so stark ver-
ringert werden, dass sie vernachla¨ssigbar klein sind. Dies gilt jedoch nicht fu¨r den Mehrwege-
fehler, sodass der Einﬂuss der Korrektur dieses Fehlers auf die Positionsbestimmung bewertet
werden kann. Dieser Diskussion als Gegenstand von Abschnitt 5.3 vorangestellt seien im fol-
genden Abschnitt Voru¨berlegungen zur Charakteristik erwartbarer sowie ein Vergleich dieser
mit tatsa¨chlich detektierten Mehrwegesignalen.
5.2 Charakterisierung und Detektion der Mehrwegesignale
In Abha¨ngigkeit von der Umgebung ko¨nnen die erwarteten Mehrwegesignale charakterisiert
werden. Dieser Thematik widmet sich Abschnitt 5.2.1. Inwiefern diese theoretisch zu erwarten-
den mit den tatsa¨chlich auftretenden Mehrwegesignalen u¨bereinstimmen, wird in Abschnitt
5.2.2 untersucht. Dabei wird auf die Besonderheiten bei der Gewinnung der Mehrwegesignale
bei Verwendung der Hilbert-Huang-Transformation eingegangen.
3 Dieser Zusammenhang ist nur bei wenigen Empfa¨ngern bekannt ([Bil06]).
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5.2.1 Charakterisierung erwarteter Mehrwegesignale
Wie in Abschnitt 2.2.2 ausgefu¨hrt, entscheiden geometrische Abmessungen und die Oberﬂa¨-
chenbeschaffenheit des Reﬂektors u¨ber das Auftreten und die Art der Mehrwegeausbreitung.
Fu¨r die hier vorliegenden Messungen kann, unter Einbeziehung der Wellenla¨ngen der genutz-
ten Signale, einer Elevationsmaske von 10◦ und der Absta¨nde zwischen Boden und Station, die
fu¨r das Auftreten von Reﬂexionen maximal beno¨tigte Fla¨che nach Einsetzen der Gleichungen
2.64 und 2.65 in Gleichung 2.54 wie folgt abgescha¨tzt werden.
A = πab (5.1)
≤ π
(
λh
sin3 el
)0,5 ( λh
sin el
)0,5
(5.2)
≤ π
(
0, 245 m · 1, 4 m
sin3 10◦
)0,5 (0, 245 m · 1, 4 m
sin 10◦
)0,5
(5.3)
≤ π · 8, 1 m · 1, 5 m (5.4)
≤ 38, 2 m2 (5.5)
Durch die in [Ros11] gewa¨hlte Messumgebung ko¨nnen diese Gro¨ße und damit Bodenreﬂe-
xionen gewa¨hrleistet werden. Damit eine gerichtete Reﬂexion auftritt, muss die Oberﬂa¨che
genu¨gend glatt sein. Abgescha¨tzt mit dem Fraunhofer-Kriterium (Gleichung 2.81) unter der
Annahme einer maximalen Elevation von 90◦ und einer minimalen Wellenla¨nge, die der Wel-
lenla¨nge des GPS L1-Signals entspricht, bedeutet dies fu¨r die Standardabweichung σh der Ober-
ﬂa¨chenho¨hen:
σh ≤ λ32 sin el (5.6)
≤ 0, 1903 m
32
(5.7)
≤ 5, 9 · 10−3 m (5.8)
Da die Oberﬂa¨che aus Asphalt und feinem Schotter besteht, kann davon ausgegangen werden,
dass die Grenzen fu¨r die Standardabweichung, insbesondere fu¨r Elevationen kleiner 90◦, ein-
gehalten werden und demnach von gerichteter Reﬂexion auszugehen ist ([Ros11]). Es lassen
sich daher deterministische Mehrwegemodelle anwenden. Aufgabe ist es demnach, die An-
zahl der Mehrwegesignale sowie deren Signalparameter (Amplitude, Frequenz, Phasenlage)
zu bestimmen. Die Messumgebung ist ferner so gewa¨hlt worden, dass ausschließlich der Bo-
den als Reﬂexionsebene dient. Somit wird ho¨chstens ein Mehrwegesignal erwartet. Da es sich
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bei der Reﬂexionsebene um einen horizontalen Reﬂektor handelt, vereinfachen sich in diesem
Fall die fu¨r die Phasen- und Frequenzberechnung geltenden Gleichungen 2.73 und 2.74 zu:
θ(t) =
4πh sin el(t)
λ
(5.9)
f (t) =
2h cos el(t)
λ
del
dt
(5.10)
Die Frequenz des Mehrwegesignals ist abha¨ngig von der Ho¨he h der Station u¨ber dem Bo-
den sowie der Wellenla¨nge λ, der Elevation el und der Elevationsa¨nderung del/dt des Si-
gnals. Je ho¨her die Station angebracht ist, desto ho¨her ist die Frequenz. Fu¨r Station 1433 (h =
1, 40 m) wird demnach in etwa eine doppelt so hohe Frequenz erwartet wie fu¨r Station 5428
(h = 0, 69 m). Die Frequenz ist ferner indirekt proportional zur Wellenla¨nge des Signals. Fu¨r
das GPS L1-Signal (λ ≈ 0, 19 m) wird daher also eine ho¨here Frequenz auftreten als fu¨r das GPS
L2-Signal (λ ≈ 0, 24 m). Da eine direkte Proportionalita¨t zwischen der Frequenz und dem Cosi-
nus der Elevation besteht, wird die Frequenz mit zunehmender Elevation abnehmen. Es besteht
ebenfalls eine direkte Proportionalita¨t zwischen der Frequenz und der Elevationsa¨nderung.
Den letzten zu diskutierenden Signalparameter stellt die Amplitude des Mehrwegesignals dar.
Wie in Abschnitt 2.2.2.3 beschrieben, ist sie von den Materialeigenschaften des Reﬂektors (hier
des Bodens) sowie der Richtcharakteristik der Antenne abha¨ngig, wobei diese Abha¨ngigkeit
eine Funktion der Elevation ist. Auf Basis dieser theoretischen Grundlagen wird im Fall des
hier beschriebenen Messaufbaus eine relative Mehrwegeamplitude α erwartet, die mit zuneh-
mender Elevation kontinuierlich abnimmt und insbesondere fu¨r Elevationen el ≥ 20◦ deutlich
kleinere Werte als α = 0, 5 annimmt.
5.2.2 Detektion vorhandener Mehrwegesignale
Um die Signalparameter mo¨glicher Mehrwegesignale bestimmen zu ko¨nnen, werden die in
den RINEX-Dateien zur Verfu¨gung gestellten C/N0-Werte zuna¨chst in Amplitudenwerte um-
gerechnet (Gleichung 2.32). In Abbildung 5.2 sind beispielhaft die Amplitudenwerte des Sa-
telliten mit der PRN 7 fu¨r verschiedene Stationsho¨hen und Tra¨gerfrequenzen dargestellt. Wie
erwartet, ist die Frequenz des Mehrwegesignals fu¨r eine Stationsho¨he von h = 1, 40 m in etwa
doppelt so hoch, wie im Fall einer Stationsho¨he von h = 0, 69 m (Abbildung 5.2, oben). Bei glei-
cher Stationsho¨he (in Abbildung 5.2, (Mitte) beispielhaft h = 1, 40 m) ist die Frequenz ho¨her, je
niedriger die Wellenla¨nge des Tra¨gersignals. Auch wird die Elevationsabha¨ngigkeit der relati-
ven Amplitude α deutlich: Je gro¨ßer die Elevation, desto kleiner die relative Amplitude. Ferner
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wird durch die Messwerte das in Abschnitt 4.1.1 entwickelte Modell veriﬁziert: Die Amplitu-
denwerte ko¨nnen als U¨berlagerung eines parabela¨hnlichen Trends, eines sinusfo¨rmigen Mehr-
wegesignals und Rauschen interpretiert werden.
Abbildung 5.2: Mehrwegebehaftete Amplitudenwerte des PRN 7 fu¨r verschiedene Stationsho¨hen und
Tra¨gerfrequenzen. Oben: Amplitudenwerte auf der Tra¨gerfrequenz GPS L1. Station
mit Ho¨he h = 1, 40 m (grau), Station mit Ho¨he h = 0, 69 m (schwarz). Mitte: Am-
plitudenwerte an der Station mit Ho¨he h = 1, 40 m. Tra¨gerfrequenz GPS L1 (grau),
Tra¨gerfrequenz GPS L2 (schwarz). Unten: Elevation des Satelliten (grau), sowie Eleva-
tionsa¨nderung (schwarz). Wie erwartet gilt: Je geringer die Stationsho¨he bzw. die GPS-
Tra¨gerfrequenz, desto niedriger die Frequenz des Mehrwegesignals. Je geringer die Ele-
vation, desto ho¨her die Frequenz.
Es wird erwartet, dass bei der Zerlegung der Messwerte durch das Rauschen eine Filterbank
aufgebaut wird.4 Es wird des Weiteren damit gerechnet, das Mehrwegesignal, in Abha¨ngigkeit
seiner Frequenz, in der IMF vorzuﬁnden, die das zugeho¨rige Frequenzband repra¨sentiert. Der
Trend sollte die parabela¨hnliche Amplitude des direkten Signals widerspiegeln. Abbildung 5.3
zeigt beispielhaft die Zerlegung der GPS L1-Amplitudenwerte des PRN 7, aufgenommen von
der Station 1433. Deutlich erkennbar ist die durch die IMF 1 bis 7 gebildete Filterbankstruktur.
Der Trend (rechts, unten) repra¨sentiert die Amplitude des direkten Signals.
4 Vgl. hierzu die Ausfu¨hrungen in Abschnitt 3.1.4.1.
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Abbildung 5.3: Zerlegung der in Abbildung 5.2 dargestellten GPS L1-Amplitudenwerte des PRN 7 der
Station 1433 (h = 1.40 m) in ihre IMF und einen Trend. Grau dargestellt sind in den Ab-
bildungen die Trend bereinigten Amplitudenwerte, schwarz die IMF sowie der Trend.
Links: IMF 1 bis 4 in absteigender Reihenfolge. Rechts: IMF 5 bis 7, sowie der Trend.
Zu beachten ist, dass bei der Wahl eines Analyseintervalls, das ku¨rzer als die Ha¨lfte der Periode
eines auftretenden Mehrwegesignals gewa¨hlt ist, der Trend die U¨berlagerung aus der Ampli-
tude dieses Mehrwegesignals und der Amplitude des direkten Signals darstellt. In diesem Fall
fu¨hrt die Interpretation des Trends als alleinige Amplitude des direkten Signals zu Fehlinter-
pretationen. Ein solcher Fall kann zum Beispiel bei sehr geringen Distanzen zwischen Reﬂektor
und Station auftreten, wodurch Mehrwegesignale mit sehr niedrigen Frequenzen bzw. langen
Periodendauern entstehen.
Im hier dargestellten Beispiel trifft dies nicht zu. Bei einer Stationsho¨he von h = 1.40 m und
einer Wellenla¨nge von λ ≈ 0.19 m (GPS L1), treten je nach Elevation Periodendauern zwischen
10 und 18 Minuten auf. Diese Perioden sind deutlich ku¨rzer als das hier gewa¨hlte Analyse-
intervall von ca. zwei Stunden. In den trendbereinigten Amplitudenwerten (grau) als Summe
aller IMF beﬁnden sich demnach alle Signalanteile außer dem direkten Signal. Das durch die
Bodenreﬂexion verursachte Mehrwegesignal ist hauptsa¨chlich in IMF 5 enthalten. Anteile ﬁn-
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den sich jedoch auch in der IMF 4 sowie in den IMF 6-7.5 Dieser Effekt fu¨hrt dazu, dass das
in Abschnitt 4.2 vorgestellte Schwellwertverfahren im Ergebnis eben diese IMF als Mehrwe-
gesignale klassiﬁziert. Wie in Abbildung 5.3 deutlich sichtbar, enthalten die als Mehrwegesi-
gnale identiﬁzierten IMF (im vorgestellten Beispiel IMF 4-7), neben dem tatsa¨chlich durch die
Bodenreﬂexion verursachten Mehrwegesignal, auch Rauschanteile sowie Artefakte auf Grund
des Mode Mixing6. Dies fu¨hrt dazu, dass die Berechnung des Tra¨gerphasenmessfehlers nach
Gleichung 2.84, in die die Amplituden- und Phasenwerte aller als Mehrwegesignale identiﬁ-
zierten IMF eingehen, fehlerbehaftet ist.
Im Anschluss an diese Berechnung wird der Tra¨gerphasenmessfehler genutzt, um die zugeho¨-
rige Phasenbeobachtung zu korrigieren. Inwieweit sich diese Korrektur auf die Position aus-
wirkt, wird im folgenden Abschnitt zu diskutieren sein.
5.3 Analysen zum Mehrwert einer Korrektur des Mehrwegefehlers
Wie bereits in 5.1 erwa¨hnt, ermo¨glicht die gewa¨hlte Messanordnung eine Positionsbestimmung
unter Nutzung kurzer Basislinien. Diese Auswertestrategie hat den Vorteil, dass durch die
Bildung doppelter Differenzen satelliten- und empfa¨ngerseitige Uhrfehler und instrumentel-
le Laufzeitverzo¨gerungen eliminiert werden. Da die Basislinien ferner sehr kurz sind, ko¨nnen
zudem atmospha¨risch bedingte Messabweichungen ebenso vernachla¨ssigt werden, wie geo-
dynamische und relativistische Effekte. Werden zusa¨tzlich noch hochpra¨zise IGS-Orbits7 und
Antennenkorrekturwerte verwendet, ko¨nnen auch die dazu geho¨rigen Fehleranteile vernach-
la¨ssigt werden. Somit reduzieren sich die Gleichungen 2.48 und 2.50 auf die Gleichungen 5.11
und 5.12.
∇ ∇Rklij, f = ∇
∇
ρklij +∇
∇
Mklij, f ,R + ε
kl
ij, f ,R (5.11)
∇ ∇Φklij, f = ∇
∇
ρklij +∇
∇
Mklij, f ,Φ + λ f∇
∇
Nkli, f + ε
kl
ij, f ,Φ (5.12)
Demnach verbleibt, neben dem additiven Rauschen, allein der durch die Mehrwegeausbrei-
tung induzierte Fehler in den doppelten Differenzen. Inwiefern eine Scha¨tzung dieses Feh-
leranteils einen Mehrwert fu¨r die Bestimmung der Position darstellt, wird im Folgenden zu
diskutieren sein. Dabei werden im Weiteren nur die doppelt differenzierten Phasenbeobach-
tungen (Gleichung 5.12) von Bedeutung sein, da fu¨r eine Positionsbestimmung im cm-Bereich
5 Dieses als Mode Mixing bekannte Pha¨nomen ist in Abschnitt 3.1.4.2 beschrieben.
6 Vgl. Abschnitt 3.1.4.2.
7 Fu¨r diese Arbeit ﬁnden die von CODE bereitgestellten Bahndaten Verwendung.
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die Festsetzung der Mehrdeutigkeiten erforderlich ist und die (fu¨r diese Anwendung zu unge-
nauen) Codebeobachtungen lediglich fu¨r erste Scha¨tzungen dieser herangezogen werden.8
5.3.1 Auswertung im Beobachtungsraum
Gegenstand dieses Abschnitts sind die bei der statischen Positionsbestimmung9 entstehenden
Residuen der als Eingangsgro¨ßen verwendeten Beobachtungen. In diesem Fall sind dies die
doppelten Differenzen der Phasenbeobachtungen (Gleichung 5.12). Die in Abschnitt 5.1 vor-
gestellte Anordnung liefert Beobachtungsdaten von drei Stationen auf jeweils zwei Tra¨gerfre-
quenzen, sodass verschiedene Mo¨glichkeiten der Basislinienberechnung und damit der Bil-
dung doppelter Differenzen bestehen. Ferner bestehen verschiedene Korrektur-Varianten fu¨r
den durch die Mehrwegeausbreitung verursachten Fehler. So ko¨nnen die Korrekturen an die
Beobachtungen keiner, nur einer oder beider Stationen angebracht werden. Erwartet wird,
dass sich die Qualita¨t der Residuen mit der Verwendung der Korrekturen verbessert. Um
dies zu u¨berpru¨fen, erfolgt eine sukzessive Anwendung dieser. Zuna¨chst werden nur die GPS
L1-Beobachtungen fu¨r die Positionsbestimmung genutzt und die Mehrwegekorrekturen aus-
schließlich an die Beobachtungen einer Station angebracht.10 Abbildung 5.4 zeigt beispielhaft
den Unterschied in den DD-Residuen bei Verzicht auf Korrekturen und ihrer Verwendung.
Abbildung 5.4: Residuen der Doppeldifferenz bei Verwendung der Stationen 5424 (Boden) und 1433
(Ho¨he h = 1,40 m) sowie der Satelliten mit der PRN 7 und 8. Oben: Die Phasenbeob-
achtungen beider Stationen werden nicht korrigiert. Unten: Die Phasenbeobachtungen
der Station 1433 werden korrigiert, die der Station 5424 bleiben unvera¨ndert. Durch die
Korrektur werden die durch den Mehrwegefehler verursachten sinusfo¨rmigen Anteile
eliminiert.
8 Zu na¨heren Erla¨uterungen sei auf Anhang A.1 bzw. weiterfu¨hrende Fachliteratur wie z.B. [ME06] verwiesen.
9 Fu¨r na¨here Erla¨uterungen sei auf Abschnitt 5.3.2 verwiesen.
10 Es handelt sich dabei um die Station mit nicht festgesetzten Koordinaten.
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Erkennbar ist, dass bei Verwendung der Korrekturen der Einﬂuss des Mehrwegefehlers deut-
lich reduziert wird. Dies fu¨hrt zur Abnahme der Standardabweichung11 der DD-Residuen. Ta-
belle 5.2 stellt diese Werte fu¨r die Basislinienauswertungen Boden-Stativ (5424-1433 bzw. 5424-
5428) sowie Stativ-Stativ (5428-1433) bei Verwendung korrigierter und nicht korrigierter Beob-
achtungen gegenu¨ber. Im Fall der Basislinienauswertung Boden-Stativ kann eine Verringerung
der Standardabweichung um mehr als 15% erreicht werden, wenn die Beobachtungen der Sta-
tivstation korrigiert werden. Gleiches gilt fu¨r die Basislinienauswertung zwischen den beiden
Stativ-Stationen (1433 und 5428). Werden in diesem Fall zusa¨tzlich die Phasenbeobachtungen
der zweiten Station korrigiert, kann eine weitere Verringerung der Standardabweichung der
DD-Residuen und damit eine u¨ber 20%-ige Verbesserung erzielt werden.
Tabelle 5.2: Standardabweichung der Residuen der doppelten Differenzen in mm bei Verwendung der
GPS L1-Beobachtungen in der statischen Basislinienauswertung. Die Korrektur des Mehr-
wegefehlers auf den Phasenbeobachtungen fu¨hrt zu einer Verringerung der Standardabwei-
chung.
5424 (Boden) 5428 (h = 0, 69 m)
unkorrigiert unkorrigiert korrigiert
1433 (h = 1, 40 m)
unkorrigiert 6,0 7,6
korrigiert 5,0 6,9 5,9
5428 (h = 0, 69 m)
unkorrigiert 5,7
korrigiert 4,9
Abbildung 5.5 verdeutlicht diese Tatsache beispielhaft. Wa¨hrend bei alleiniger Korrektur der
Phasenbeobachtungen der ho¨her gelegenen Stativ-Station 1433 zuna¨chst nur die Schwingungs-
anteile mit ku¨rzerer Periodendauer eliminiert werden (Abbildung 5.5, Mitte), werden durch die
zusa¨tzliche Korrektur der Phasenbeobachtungen der niedrigeren Stativ-Station 5428 auch die
Anteile mit gro¨ßerer Periodendauer beseitigt (Abbildung 5.5, unten). Auffa¨llig ist jedoch, dass
in den Residuen nach Korrektur der Phasenbeobachtungen beider Stationen (Abbildung 5.5,
unten) ein langwelliger Anteil verbleibt und nicht wie erwartet, ein reiner Rauschprozess. Dies
ist auf eine nicht exakte Extraktion des direkten Signals zuru¨ckzufu¨hren. Da dieses Signal als
11 Die Berechnung der Standardabweichung erfolgt u¨ber alle DD-Residuen und den gesamten Beobachtungszeit-
raum.
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letztes Signal aus der EMD hervorgeht, unterliegt es dem Einﬂuss aller davor stattﬁndenden
Siebprozesse und damit verbundenen Artefakten (u.a. Mode Mixing). Eine weitere Ursache,
die zu derartigen Artefakten fu¨hrt, ist, wie in Abschnitt 5.2.2 angedeutet, ein durch Mehrwege-
ausbreitung verursachtes Signal mit einer Periodendauer von mindestens der doppelten La¨nge
des Beobachtungsintervalls. In diesem Fall wird dieses Signal nicht mehr in einer IMF extra-
hiert, sondern verbleibt im Trend. Somit wird zum einen das Mehrwegesignal als solches nicht
erkannt und zum anderen die Amplitude des direkten Signals nicht richtig bestimmt. Dies
spiegelt sich dann in den Residuen der doppelten Differenzen wieder. Ein solches Ereignis tritt
bei der hier verwendeten Anordnung im Fall der Bodenstation ein, da sich die Frequenz direkt
proportional zur Ho¨he der Station verha¨lt (vgl. Gleichung 5.10).
Abbildung 5.5: Residuen der Doppeldifferenz bei Verwendung der Stationen 5428 (Ho¨he h = 0,69 m)
und 1433 (Ho¨he h = 1,40 m) sowie der Satelliten mit der PRN 7 und 8. Oben: Die Pha-
senbeobachtungen beider Stationen werden nicht korrigiert. Mitte: Die Phasenbeobach-
tungen der Station 1433 werden korrigiert, die der Station 5428 bleiben unvera¨ndert.
Unten: Die Phasenbeobachtungen beider Stationen werden korrigiert.
Die in Tabelle 5.3 zusammengestellten Standardabweichungen der Residuen der doppelten
Differenzen bei unterschiedlicher Verwendung der Korrektur unterstreichen diese Beobach-
tung. Die Tabelle dokumentiert die Ergebnisse einer auf die erste, einfrequenzbasierte Auswer-
tung aufbauende Analyse, die die Beobachtungen beider Tra¨gerfrequenzen (L1 und L2) fu¨r die
Positionsbestimmung verwendet. Wird bei der Basislinienauswertung zwischen der Boden-
station und einer Stativ-Station ausschließlich die Stativ-Station korrigiert, verringert sich die
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Standardabweichung der DD-Residuen. Bei zusa¨tzlicher Korrektur der Bodenstation erho¨ht sie
sich wieder. Dies ist darauf zuru¨ckzufu¨hren, dass das im Fall der Bodenstation auf Grund der
geringen Ho¨he vorliegende Mehrwegesignal mit sehr langer Periodendauer nicht erkannt und
durch eine IMF repra¨sentiert wird. Es wird stattdessen im Trend und damit im gescha¨tzten
direkten Signal absorbiert. Die in diesem Abschnitt vorgestellten Ergebnisse besta¨tigen die in
[Ros11] pra¨sentierten Resultate in Qualita¨t und Quantita¨t.
Tabelle 5.3: Standardabweichung der Residuen der doppelten Differenzen in mm bei Verwendung der
GPS L1- und L2-Beobachtungen in der statischen Basislinienauswertung. Wa¨hrend die Kor-
rektur der Mehrwegefehler auf Beobachtungen der Stativ-Stationen zu einer Verringerung
der Standardabweichung fu¨hrt, erho¨ht sich diese wieder, wenn zusa¨tzlich die Bodenstation
korrigiert wird.
5424 (Boden)
unkorrigiert korrigiert
L1 L2 L1 L2
1433 (h = 1, 40 m)
unkorrigiert 6,0 8,5
korrigiert 5,1 8,1 5,6 8,6
5428 (h = 0, 69 m)
unkorrigiert 5,8 8,3
korrigiert 5,0 8,0 5,4 8,4
5.3.2 Auswertung im Koordinatenraum
Die im vorangegangenen Abschnitt diskutierten Verringerungen der Standardabweichung der
DD-Residuen lassen erwarten, dass durch die Korrektur des Mehrwegefehlers auch die Qua-
lita¨t der ermittelten Positionen zunimmt. Um dies zu untersuchen, wird zuna¨chst eine statische
Basislinienauswertung durchgefu¨hrt. Dafu¨r werden die Koordinaten einer Station festgesetzt.
Sie dient demzufolge als Referenzstation. Die Koordinaten der zweiten, freien Station sind ne-
ben den Mehrdeutigkeiten als Unbekannte wa¨hrend der Ausgleichung zu scha¨tzen. Alle in
den Beobachtungen der Referenzstation enthaltenen und durch Bildung doppelter Differenzen
nicht eliminierten Fehleranteile gehen somit auf die Koordinatenlo¨sung der freien Station u¨ber.
Daher sollte sich sowohl die Korrektur des Mehrwegefehlers auf den Beobachtungen der Refe-
renzstation als auch die Korrektur des Mehrwegefehlers auf den Beobachtungen der freien Sta-
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tion in den Koordinatenlo¨sungen letzterer bemerkbar machen. Fu¨r die Basislinienauswertung
zwischen der Bodenstation und einer Stativ-Station (5424-1433 bzw. 5424-5428) werden jeweils
die Koordinaten der Bodenstation auf ihre a priori Werte in der RINEX-Datei festgesetzt. Fu¨r
die Auswertung zwischen den beiden Stativ-Stationen (5428-1433) betrifft die Fixierung auf die
Werte in der RINEX-Datei die Koordinaten der Station 5428. Fu¨r die Ausgleichung werden als
a priori Koordinaten fu¨r die jeweils freie Station die Koordinaten der RINEX-Datei verwendet.
Es gehen die Beobachtungen des gesamten Messzeitraumes ein, wobei nur die Beobachtun-
gen der Satelliten mit einer Elevation gro¨ßer 10◦ verwendet und elevationsabha¨ngig gewichtet
werden. Auf Grund der hohen Redundanz, d. h. eine geringe Anzahl an Unbekannten (Sta-
tionskoordinaten und Mehrdeutigkeiten) gegenu¨ber einer hohen Anzahl an Gleichungen (ca.
8640 Epochen a` 8-10 DD), ist eine hohe Genauigkeit zu erwarten.
In Tabelle 5.4 sind zuna¨chst die Abweichungen der a posteriori Koordinaten von den a prio-
ri Koordinaten dargestellt, wobei jeweils das lokale Koordinatensystem der freien Station mit
Koordinatenursprung in der zugeho¨rigen Position der RINEX-Datei als Bezugssystem dient.
Deutlich wird, dass sich korrigierte und nicht korrigierte Varianten nicht signiﬁkant unter-
scheiden. Ferner ist zu erwa¨hnen, dass alle von Bernese ausgegebenen a posteriori Positionen
mit einem RMS von 0,0 mm angegeben werden, was sich mit der Erwartung einer hohen Ge-
nauigkeit deckt.
Tabelle 5.4: Statische Basislinienauswertung bei Verwendung von GPS L1-Beobachtungen. Abweichung
der a posteriori Positionen von der a priori Position in mm, aufgeteilt in Nord- (dN), Ost-
(dO) und Ho¨henkomponente (dh). Darstellung im lokalen Koordinatensystem der jeweils
freien Station (linke Spalte) mit Ursprung in der a priori-Position.
5424 (Boden) 5428 (h = 0, 69 m)
unkorrigiert unkorrigiert korrigiert
dN/dO/dh dN/dO/dh dN/dO/dh
1433 (h = 1, 40 m)
unkorrigiert 0,4/1,7/3,3 -0,7/1,2/1,6
korrigiert 0,4/1,6/3,4 -0,7/1,0/1,7 -0,9/1,0/-0,1
5428 (h = 0, 69 m)
unkorrigiert 1,1/0,6/1,7
korrigiert 1,4/0,5/3,5
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Da sich aus dieser Darstellung keine Aussage zu einem Mehrwert der Korrektur des Mehrwe-
gefehlers ableiten la¨sst, erfolgt nun in einem zweiten Schritt eine kinematische Basislinienaus-
wertung. Im Unterschied zur statischen Auswertung werden die Koordinaten der freien Stati-
on in jeder Epoche neu berechnet, die Redundanz sinkt damit erheblich. Den zu scha¨tzenden
Unbekannten stehen nur ca. 8 Gleichungen (doppelte Differenzen) gegenu¨ber. Fehleranteile in
den doppelten Differenzen beeinﬂussen das Positionsergebnis somit sehr viel sta¨rker. Es wird
daher erwartet, dass sich die Korrektur des Mehrwegefehlers in den Ergebnissen bemerkbar
macht.
Um die Auswirkungen zu erfassen, werden der Mittelwert und die Standardabweichung der
sogenannten Einzelepochenresiduen ausgewertet. Unter einem Einzelepochenresiduum wird
dabei die in jeder Epoche auftretende Abweichung der in der Epoche gescha¨tzten a posterio-
ri Position von der a priori Position verstanden. Der Mittelwert und die Standardabweichung
werden dann speziﬁsch fu¨r jede Basislinie und jede Korrektur-Variante u¨ber den gesamten
Beobachtungszeitraum berechnet. Die Tabelle 5.5 fasst die Mittelwerte, die Tabelle 5.6 die zu-
geho¨rigen Standardabweichungen zusammen. Auffa¨llig ist, dass sich die Abweichungen aus
der statischen Position und der Mittelwert der Einzelepochenresiduen nicht signiﬁkant unter-
scheiden. Dies gilt sowohl fu¨r korrigierte als auch nicht korrigierte Varianten.
Tabelle 5.5: Kinematische Basislinienauswertung bei Verwendung von GPS L1-Beobachtungen. Abwei-
chung des Mittelwertes der Residuen der Einzelepochenlo¨sungen von der a priori Postion
in mm, aufgeteilt in Nord- (dN), Ost- (dO) und Ho¨henkomponente (dh). Darstellung im
lokalen Koordinatensystem der jeweils freien Station (linke Spalte) mit Ursprung in der a
priori-Position.
5424 (Boden) 5428 (h = 0, 69 m)
unkorrigiert unkorrigiert korrigiert
dN/dO/dh dN/dO/dh dN/dO/dh
1433 (h = 1, 40 m)
unkorrigiert 0,7/1,8/3,0 -0,5/1,1/1,8
korrigiert 0,8/1,6/3,3 -0,5/0,9/2,2 -1,0/0,9/0,0
5428 (h = 0, 69 m)
unkorrigiert 1,3/0,7/1,2
korrigiert 1,7/0,7/3,3
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Tabelle 5.6: Kinematische Basislinienauswertung bei Verwendung von GPS L1-Beobachtungen. Stan-
dardabweichung der Residuen der Einzelepochenlo¨sungen in mm, aufgeteilt in Nord- (dN),
Ost- (dO) und Ho¨henkomponente (dh). Darstellung im lokalen Koordinatensystem der je-
weils freien Station (linke Spalte) mit Ursprung in der a priori-Position.
5424 (Boden) 5428 (h = 0, 69 m)
unkorrigiert unkorrigiert korrigiert
dN/dO/dh dN/dO/dh dN/dO/dh
1433 (h = 1, 40 m)
unkorrigiert 2,9/1,6/4,8 3,6/2,0/5,9
korrigiert 2,6/1,4/4,1 3,4/1,9/5,4 2,9/1,7/5,0
5428 (h = 0, 69 m)
unkorrigiert 3,1/1,6/5,2
korrigiert 2,9/1,5/4,7
Dies la¨sst die Schlussfolgerung zu, dass eine Korrektur des Mehrwegefehlers keinen signiﬁ-
kanten Einﬂuss auf die absolute Positionsbestimmung hat. Der Mehrwert der Mehrwegekor-
rektur wird jedoch deutlich in den Standardabweichungen der Einzelepochenresiduen sichtbar
(Tabelle 5.6). In allen Komponenten (Nord, Ost, Ho¨he) verringern sich die Standardabweichun-
gen um ca. 10 bis 20 %. Beispielhaft zeigt die Abbildung 5.6 die hier pra¨sentierten Werte fu¨r die
statische und kinematische Basislinienauswertung der Stativstationen 1433 und 5428. Dabei
beschra¨nkt sich die Darstellung auf zwei Varianten: Die Variante, bei der fu¨r beide Stationen
auf eine Korrektur verzichtet wird und die Variante, bei der beide Stationen korrigiert werden.
Erga¨nzend zu der umfangreichen Darstellung der reinen GPS L1-Lo¨sung seien in Tabelle 5.7
lediglich die Standardabweichungen der Einzelepochenresiduen aus der kinematischen Ba-
sislinienauswertung bei Nutzung der GPS L1- und L2-Beobachtungen zusammengestellt. Die
Ergebnisse fu¨r die statische Basislinienauswertung und die Mittelwerte der Einzelepochenresi-
duen zeichnen ein a¨hnliches Bild wie im Einfrequenzfall. Die Standardabweichungen der Ein-
zelepochenresiduen unterstu¨tzen die aus den Analysen im Beobachtungsraum gewonnenen
Erkenntnisse. Wa¨hrend die Korrektur der Stativstationen zu einer Verringerung der Standard-
abweichungen fu¨hrt, bewirkt die Korrektur der Bodenstation deren Erho¨hung.
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Abbildung 5.6: Ergebnisse der Basislinienauswertung der freien Station 1433 und der festgesetzten
Station 5428 bei Verwendung von GPS L1-Beobachtungen. Darstellung im lokalen
Koordinatensystem der Station 1433 mit Ursprung in deren a priori Position. Links:
Abweichungen in Ost- und Nordkomponente. Rechts: Abweichungen in Ost- und
Ho¨henkomponente. Grau: Beide Stationen unkorrigiert. Schwarz: Beide Stationen kor-
rigiert. Kreis: Abweichung der a posteriori Position von der a priori Position bei der
statischen Auswertung. Viereck: Mittelwert der Einzelepochenresiduen bei der kinema-
tischen Auswertung. Linien: Standardabweichungen der Einzelepochenresiduen.
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Tabelle 5.7: Kinematische Basislinienauswertung bei Verwendung der GPS L1- und L2-Beobachtungen.
Standardabweichung der Residuen der Einzelepochenlo¨sungen in mm, aufgeteilt in Nord-
(dN), Ost- (dO) und Ho¨henkomponente (dh). Darstellung im lokalen Koordinatensystem
der jeweils freien Station (linke Spalte) mit Ursprung in deren a priori-Position.
5424 (Boden)
unkorrigiert korrigiert
dN/dO/dh dN/dO/dh
1433 (h = 1, 40 m)
unkorrigiert 2,7/1,7/4,8
korrigiert 2,4/1,6/4,4 2,7/1,8/4,9
5428 (h = 0, 69 m)
unkorrigiert 2,6/1,7/4,5
korrigiert 2,5/1,5/4,3 2,8/1,7/4,5
5.3.3 Bewertung der Ergebnisse und Schlussfolgerung
Die Auswertung der Daten des Experimentalaufbaus zeigt, dass bei Vorliegen eines einzigen
Reﬂektors und die durch ihn hervorgerufene Mehrwegeausbreitung eine erfolgreiche Detek-
tion der dadurch entstehenden Mehrwegesignaturen in den C/N0-Werten durch die Anwen-
dung der Hilbert-Huang-Transformation mo¨glich ist. Durch die im Anschluss an die Extrak-
tion der Mehrwegesignale durchgefu¨hrte Bestimmung der Signalparameter kann der durch
die Mehrwegeausbreitung verursachte Tra¨gerphasenmessfehler berechnet und die Phasenbe-
obachtungen um diesen Fehler korrigiert werden. Im Vergleich der Standardabweichungen der
Doppeldifferenzresiduen und der Koordinaten bei Verwendung korrigierter und nicht korri-
gierter Beobachtungen zeigt sich eine deutliche Reduktion bei Anwendung der Korrekturen.
Zu beachten ist jedoch, dass bei einem zu geringen Abstand zwischen Reﬂektor und Empfangs-
antenne die dadurch verursachten langwelligen Signaturen nicht als Mehrwegesignal erkannt,
sondern im Trend absorbiert werden. In diesem Fall ist die Detektion und somit die Korrektur
der Beobachtungen nicht erfolgreich. Die Ergebnisse zeigen demnach das Potenzial und die
Grenzen der Hilbert-Huang-Transformation auf, wenn diese fu¨r die Mehrwegedetektion und
-korrektur im Rahmen einer Auswertung realer Messdaten eingesetzt wird. Inwiefern sie sich
auch bewa¨hrt, wenn mit Beobachtungen zu positionieren ist, die in komplexerer Umgebung
aufgenommen sind, wird im folgenden Kapitel diskutiert.
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Kapitel 6
Anwendung der Hilbert-Huang-
Transformation fu¨r die Bestimmung
von Mehrwegesignalparametern -
Auswertung von Daten eines
GNSS-Referenzstationsnetzwerkes
Nach den durchaus vielversprechenden Ergebnissen, welche bei der Anwendung der Hilbert-
Huang-Transformation auf die Daten des Experimentalaufbaus erzielt worden sind, soll die
Methode nun auf Daten des GNSS-Referenzstationsnetzwerkes SAPOS angewandt werden. Im
Gegensatz zu den im vorangegangenen Kapitel analysierten Daten liegen fu¨r diese Stationen
Umgebungen mit unterschiedlichem Grad an Komplexita¨t vor. Ferner verlangt der Abstand
der Stationen die Bildung la¨ngerer Basislinien, wodurch die vereinfachten Annahmen zur Eli-
minierung bestimmter Fehleranteile, wie sie in Kapitel 5 gemacht werden, in diesem Fall nicht
mehr zutreffend sind. Des Weiteren stehen neben GPS-Beobachtungen zusa¨tzlich auch Beob-
achtungen von GLONASS zur Verfu¨gung. Die verwendeten Daten werden in Abschnitt 6.1
vorgestellt. Daran anschließend erfolgt in Abschnitt 6.2, a¨hnlich wie in Abschnitt 5.3, die Ana-
lyse des Mehrwertes einer Korrektur des Mehrwegefehlers.
6.1 Datengrundlage
In [Ros11] ist eine umfangreiche Analyse von SAPOS-Stationen des Landes Sachsen-Anhalt
hinsichtlich des Verbesserungspotenziales bei Anwendung von Korrekturalgorithmen fu¨r de-
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terministische Mehrwegefehler durchgefu¨hrt worden. Ausgehend von den dabei gewonnenen
Resultaten werden fu¨r diese Arbeit vier Stationen ausgewa¨hlt (Tabelle 6.1).1 Auswahlkriterium
ist die Verschiedenartigkeit der Empfa¨ngerumgebung.
Tabelle 6.1: Zusammenstellung der in dieser Arbeit analysierten SAPOS-Stationen. Alle Antennen sind
mit einem Choke-Ring versehen. Dessen Verwendung fu¨hrt zu einer starken Da¨mpfung von
empfangenen Signalen unterhalb einer Elevation von 0◦(vgl. [LRT15]).
Station Empfa¨ngertyp Antennentyp
Kennung Ort
0067 Genthin LEICA
GRX1200+GNSS
LEIAR25
0078 Staßfurt LEICA
GRX1200+GNSS
LEIAR25
0083 Halberstadt LEICA
GRX1200GGPRO
LEIAT504GG
0097 Dessau LEICA
GRX1200GGPRO
LEIAT504GG
Fu¨r die Stationen Genthin (0067) und Halberstadt (0083) ist laut [Ros11] eine Empfa¨ngerumge-
bung mit nur einem horizontalen Reﬂektor charakteristisch. Der in [Ros11] vorgestellte Algo-
rithmus ermo¨glicht fu¨r eine solche Umgebung und insbesondere im Fall der Station 0067 eine
Verringerung der Standardabweichungen in allen Koordinaten (im Vergleich zu den Standard-
abweichungen bei Nutzung unkorrigierter Beobachtungen). Es wird erwartet, dass fu¨r diese
Stationen auch die Hilbert-Huang-Transformation, wie bereits anhand der Experimentaldaten
aus Kapitel 5 demonstriert, eine signiﬁkante Verbesserung liefert.
Im Gegensatz dazu liefert der Algorithmus im Fall dreier weiterer Stationen (Klo¨tze (0072),
Staßfurt (0078) und Halle (0101)) zu vernachla¨ssigende Verringerungen bzw. Vergro¨ßerun-
gen der Standardabweichungen aller Koordinaten. Rost fu¨hrt dies auf das Vorhandensein ei-
ner komplexen Empfa¨ngerumgebung (zwei Reﬂektoren) und die damit verbundenen einge-
schra¨nkte Nutzbarkeit des Algorithmus zuru¨ck. Fu¨r die Station 0078 gelingt es ihm, den Ver-
gro¨ßerungen der Standardabweichungen entgegenzuwirken, indem die durch einen der Re-
ﬂektoren hervorgerufenen Effekte nicht korrigiert werden. Diese Strategie fu¨hrt zu einer Ver-
1 Eine U¨bersicht u¨ber alle SAPOS-Stationen des Landes Sachsen-Anhalt ﬁndet sich in [LVe].
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ringerung der Standardabweichungen im Submillimeterbereich. Ein entsprechendes Vorgehen
bei den Stationen 0072 und 0101 fu¨hrt zu keinen positiven Resultaten. Zuru¨ckgefu¨hrt wird
das auf die geringe Anzahl der Satelliten im Einﬂussbereich des Reﬂektors, dessen durch ihn
verursachte Effekte nicht korrigiert werden und dem damit verbundenen, geringen Einﬂuss
des dadurch hervorgerufenen Mehrwegefehlers auf die Positionsbestimmung. Der Vorteil der
HHT besteht darin, dass Mehrwegesignale, hervorgerufen durch das Vorhandensein mehrerer
Reﬂektoren, durchaus detektierbar sind, in sofern die Signalparameter gewisse Voraussetzun-
gen erfu¨llen (vgl. Abschnitt 4.1.3.2). Auf Grund der oben genannten Untersuchungen in [Ros11]
wird die Station 0078 fu¨r Analysen zu Mehrreﬂektor-Umgebungen in dieser Arbeit ausgewa¨hlt.
Fu¨r die Station Dessau (0097) zeigen Analysen in [Ros11], dass vernachla¨ssigbar wenige Mehr-
wegesignale mit Periodendauern kleiner 20 min auftreten2. Zu Mehrwegesignalen mit Peri-
odendauern gro¨ßer 20 min werden keine Aussagen gemacht. Daher kann entweder ange-
nommen werden, dass fu¨r die Station 0097 von mehrwegefreien Empfangsbedingungen ge-
sprochen werden kann. Dies wu¨rde auch erkla¨ren, warum eine Korrektur des Mehrwegefeh-
lers einen vernachla¨ssigbar geringen Einﬂuss auf die Positionslo¨sung hat. Oder aber es muss
davon ausgegangen werden, dass nur Reﬂexionen mit Periodendauern gro¨ßer 20 min vor-
handen sind. Dann spra¨che die wenig ins Gewicht fallende Korrektur dafu¨r, dass nur ver-
nachla¨ssigbar wenige Satelliten dem Mehrwegeeinﬂuss unterliegen. Inwieweit fu¨r eine derar-
tige Station durch die Hilbert-Huang-Transformation Korrekturen berechnet werden und das
Ergebnis der Positionsbestimmung beeinﬂusst wird, bleibt zu untersuchen.
Fu¨r die Analysen stehen GPS- und GLONASS-Beobachtungen von sieben Tagen (2.10.-8.10.2009,
im Weiteren mit ihrem DOY3, 275-281, bezeichnet) zur Verfu¨gung. Die zeitliche Auﬂo¨sung der
Beobachtungsgro¨ßen betra¨gt 15 s. Die Empfa¨nger der Stationen 0067 und 0078 geben C/N0-
Werte mit einer Auﬂo¨sung von 0.05 dBHz aus, die der Stationen 0083 und 0097 mit 0.25 dBHz.
6.2 Analysen zum Mehrwert einer Korrektur des Mehrwegefehlers
Eine Basislinienauswertung erfolgt fu¨r jeweils zwei Stationen aus der Menge der fu¨r die Analy-
se ausgewa¨hlten Stationen ({0067, 0078, 0083, 0097}). Es handelt sich dabei um Basislinien mit
einer La¨nge von mehreren Kilometern (Tabelle 6.2).
2 Dies entspra¨che, unter der Annahme von rein vertikalen bzw. horizontalen Reﬂexionsﬂa¨chen, einem Hindernis-
abstand von mehr als einem Meter (vgl. Gleichung 5.10).
3 DOY: Day of Year. Der DOY ordnet jedem Datum den zugeho¨rigen Tag des Jahres zu. Dem 1. Januar wird die 1,
dem 31. Dezember die 365 (bzw. 366 in einem Schaltjahr) zugeordnet.
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Tabelle 6.2: Gerundete Basislinienla¨nge zwischen den SAPOS-Stationen in km
0078 0083 0097
0067 74,2 96,3 64,1
0078 36,2 44,8
0083 81,0
Auf Grund der La¨nge der Basislinien kann nicht mehr davon ausgegangen werden, dass die
durch die Atmospha¨re verursachten Fehler der Stationen identisch sind. Der ionospha¨risch
bedingte Laufzeitfehler (erster Ordnung) kann durch die Verwendung der ionospha¨renfreien
Linearkombination (kurz: L3 ) anstelle der reinen L1- und L2-Phasenbeobachtungen in der Po-
sitionsbestimmung eliminiert werden, wodurch sich allerdings das Rauschen erho¨ht.4 Fu¨r den
durch die Tropospha¨re verursachten Fehler gilt, dass der trockene Fehleranteil a priori durch
ein Modell approximiert und der Feuchtanteil als weitere Unbekannte bei der Positionsbestim-
mung gescha¨tzt wird.5 Die Scha¨tzung erfolgt im 30-min-Intervall. Alle weiteren in den doppel-
ten Differenzen nach Gleichung 2.506 vorkommenden Fehlerterme ko¨nnen bei Verwendung
von IGS-Orbits und Antennenkorrekturparametern sowie mit den Anmerkungen in Abschnitt
2.1.3 vernachla¨ssigt werden, sodass sich Gleichung 2.50 zu Gleichung 6.1 vereinfacht.
∇ ∇Φklij,L3 = ∇
∇
ρklij +∇
∇
Tklij +∇
∇
Mklij,L3,Φ + λL3∇
∇
Nklij,L3 + ε
kl
ij,L3,Φ (6.1)
Die die Qualita¨t der L3-Basislinenauswertung beeinﬂussenden Faktoren sind demnach das
erho¨hte Rauschen εklij,L3,Φ auf Grund der Eliminierung des ionospha¨renbedingten Fehleran-
teils durch Bildung der L3-Kombination, die Gu¨te der Korrektur des Feuchtanteils des tro-
pospha¨renbedingten Fehlers∇ ∇Tklij , die Gu¨te der Mehrwegekorrektur∇
∇
Mklij,L3,Φ und die durch
diese Faktoren beeinﬂusste Gu¨te der Bestimmung der Mehrdeutigkeiten. Zu beachten ist da-
bei, dass es sich bei der Wellenla¨nge λL3 und den Mehrdeutigkeiten ∇ ∇Nklij,L3 um L3-Parameter
handelt. Die Wellenla¨nge λL3 betra¨gt nur ca. 6 mm, was eine spezielle Strategie bei der Festset-
zung der Mehrdeutigkeiten ∇ ∇Nklij,L3 erfordert. Der in dieser Arbeit von Bernese verwendete
Ansatz wird in Anhang A.1 erla¨utert.
4 Vgl. dazu die Ausfu¨hrungen in A.1.
5 Die Zenitverzo¨gerung des trockenen Anteils wird u¨ber das Global Pressure and Temperature Modell bestimmt.
Als Mapping-Funktion wird die Global Mapping Function verwendet. Fu¨r na¨here Ausfu¨hrungen sei auf Anhang
A.2 and die dort angegebenen Quellen verwiesen.
6 Diese gilt nicht nur fu¨r reine L1- bzw. L2-Phasenbeobachtungen, sondern in gleicher Weise auch fu¨r jede Kombi-
nation dieser, also insbesondere auch fu¨r die ionospha¨renfreie Linearkombination.
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6.2.1 Auswertung im Beobachtungsraum
Wie in Kapitel 5 erfolgt die Bewertung der Mehrwegekorrektur zuna¨chst anhand der Standard-
abweichungen der bei der statischen Basislinienauswertung7 entstehenden Residuen der dop-
pelten Differenzen. Erwartet wird, dass sich eine solche Korrektur in der Verringerung dieser
Standardabweichungen bemerkbar macht. Wie bereits in Abschnitt 6.1 erwa¨hnt, scheint eine
Korrektur (auf Grund der einfachen Empfa¨ngerumgebung) insbesondere bei Station 0067 er-
folgreich zu sein. Daher seien zuna¨chst alle diese Station enthaltenden Basislinien untersucht.
Die Korrektur des Mehrwegefehlers erfolgt dabei entweder fu¨r die Beobachtungen beider Sta-
tionen oder fu¨r keine der Stationen. Die Tabelle 6.3 gibt einen U¨berblick u¨ber die Standardab-
weichungen der DD-Residuen fu¨r eine rein GPS-basierte Lo¨sung. Die vergleichende Darstel-
lung zwischen korrigierter und nicht korrigierter Variante erfolgt dabei basislinien- und tages-
speziﬁsch. Tabelle 6.4 fasst in eben dieser Weise die Standardabweichungen der DD-Residuen
fu¨r eine GPS-GLONASS-basierte Lo¨sung zusammen.
Auffa¨llig ist, dass die Standardabweichungen der DD-Residuen deutlich gro¨ßer ist als im Fall
der Auswertung der kurzen Basislinien des Experimentalaufbaus (Kapitel 5). Dies ist zum
einen auf das ho¨here Rauschen der L3-Kombination zuru¨ckzufu¨hren. Zum anderen wird, wie
bereits erwa¨hnt, der tropospha¨renbedingte Fehleranteil durch die Doppeldifferenzbildung nicht
mehr eliminiert, sondern durch Modelle gescha¨tzt. Diese Modelle basieren auf Mittelwerten
von Messreihen fu¨r Druck, Temperatur und Luftfeuchte.8 Weichen die tatsa¨chlichen Werte von
diesen Modellwerten ab, entstehen nicht modellierte Anteile, die demnach in den Doppeldiffe-
renzen und auch in den Residuen dieser verbleiben. Dieser Effekt verursacht auch die deutlich
sichtbare Tagesabha¨ngigkeit der Standardabweichungen. So werden insbesondere an DOY 280
und DOY 281 Werte erreicht, die 30% u¨ber denen des DOY 275 liegen. Um den Erfolg der Mehr-
wegekorrektur zu diskutieren, seien nun jeweils die Standardabweichungen der DD-Residuen
fu¨r die unkorrigierten und korrigierten Varianten verglichen. Es kann festgehalten werden,
dass sowohl bei der GPS-Lo¨sung als auch bei der GPS-GLONASS-Lo¨sung fu¨r alle Basislinien
und an allen Tagen durch die Korrektur des Mehrwegefehlers eine Verringerung der Stan-
dardabweichungen der DD-Residuen um bis zu 16% (Tabelle 6.4, Basislinie 0067-0083, DOY
275) erzielt wird. Abschließend sei angemerkt, dass ein Vergleich der Standardabweichungen
der DD-Residuen aus der GPS-Lo¨sung mit denen aus der GPS-GLONASS-Lo¨sung keine si-
gniﬁkanten Unterschiede aufzeigt. Wie im Fall des Experimentalaufbaus (Kapitel 5), wird nun
erwartet, dass sich eine derartige Reduzierung positiv auf die Standardabweichungen der Ko-
ordinatenlo¨sungen auswirkt. Diesen Analysen ist der folgende Abschnitt gewidmet.
7 Na¨here Erla¨uterungen zur statischen Basislinienauswertung werden in Abschnitt 6.2.2 gegeben.
8 Vgl. dazu die Anmerkungen in Anhang A.2.
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Tabelle 6.3: Standardabweichung der Residuen der doppelten Differenzen bei ausschließlicher Verwen-
dung von Satelliten des GPS in der statischen Basislinienauswertung. Unkorrigiert: Die Be-
obachtungen keiner der beiden Stationen werden korrigiert. Korrigiert: Die Beobachtungen
beider Stationen werden korrigiert. Fu¨r alle Basislinien und alle Tage gilt, dass die Stan-
dardabweichungen bei Verwendung der Korrekturen verringert werden. Alle Angaben in
mm.
Basislinie 275 276 277 278 279 280 281
0067-0078
unkorrigiert 30,8 32,3 34,2 31,7 32,8 37,1 38,4
korrigiert 27,6 29,9 31,9 29,4 29,9 34,1 35,2
0067-0083
unkorrigiert 29,1 32,0 33,2 29,9 31,0 36,9 33,4
korrigiert 25,3 28,6 30,1 26,8 27,6 34,4 30,0
0067-0097
unkorrigiert 27,6 29,7 33,0 30,2 30,0 35,8 36,0
korrigiert 24,0 25,9 29,9 28,1 26,8 32,2 32,4
Tabelle 6.4: Standardabweichung der Residuen der doppelten Differenzen fu¨r die GPS-GLONASS-
Lo¨sung in der statischen Basislinienauswertung. Unkorrigiert: Die Beobachtungen keiner
der beiden Stationen werden korrigiert. Korrigiert: Die Beobachtungen beider Stationen
werden korrigiert. Fu¨r alle Basislinien und alle Tage gilt, dass die Standardabweichungen
bei Verwendung der Korrekturen verringert werden. Alle Angaben in mm.
Basislinie 275 276 277 278 279 280 281
0067-0078
unkorrigiert 32,7 34,1 36,7 33,6 34,1 38,8 39,1
korrigiert 28,6 30,2 33,8 30,6 31,0 36,2 34,9
0067-0083
unkorrigiert 29,7 32,9 34,6 31,4 31,8 39,1 34,3
korrigiert 24,9 28,7 31,1 27,7 28,0 36,0 30,3
0067-0097
unkorrigiert 28,6 30,9 33,8 30,3 30,8 36,2 35,8
korrigiert 24,3 26,6 30,5 27,3 26,8 32,6 31,8
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6.2.2 Auswertung im Koordinatenraum
Eingangsgro¨ßen fu¨r die statische Basislinienauswertung sind die mit Gleichung 6.1 gegebenen
Doppeldifferenzen der ionospha¨renfreien Linearkombination, gebildet aus den Phasenbeob-
achtungen von jeweils zwei Stationen, wobei die Mehrwegekorrektur entweder die Beobach-
tungen beider Stationen oder keiner Station betrifft. Es werden jeweils die Beobachtungen des
gesamten Tages und aller Satelliten mit einer Elevation el ≥ 5◦ verwendet, wobei eine eleva-
tionsabha¨ngige Gewichtung erfolgt. Fu¨r die Auswertung werden die Koordinaten der Station
0067 auf die Werte der RINEX-Datei ﬁxiert, die Koordinaten der zweiten Station sind als Un-
bekannte zu scha¨tzen. Wie bereits in Abschnitt 5.3.2 ausgefu¨hrt, gehen damit sa¨mtliche nicht
eliminierten Fehleranteile beider Stationen auf die Koordinatenlo¨sung der zweiten, freien Sta-
tion u¨ber. Als a priori Koordinaten fu¨r die Ausgleichung werden fu¨r alle Stationen die Werte
der RINEX-Datei verwendet. Die von Bernese ausgegebenen Koordinatenstreuungen liegen
an allen Tagen sowohl fu¨r die korrigierten als auch fu¨r die nicht korrigierten Varianten im
Submillimeterbereich, sodass, wie im Fall der Stationen des Experimentalaufbaus allein aus
den Ergebnissen der statischen Basislinienauswertung keine Aussagen zu einem Mehrwert der
Korrektur des Mehrwegefehlers getroffen werden ko¨nnen.
Daher wird, wie in Kapitel 5, in einem zweiten Schritt eine kinematische Basislinienauswertung
durchgefu¨hrt, d.h. die Koordinaten der freien Station werden in jeder Epoche neu gescha¨tzt. In
Tabelle 6.5 sind fu¨r die oben diskutierten Basislinien und beispielhaft fu¨r eine GPS-Lo¨sung ta-
geweise die Standardabweichungen der Koordinatenresiduen bei Verwendung unkorrigierter
und korrigierter Beobachtungen zusammengestellt.9 Es ist festzustellen, dass sich fu¨r keine
der Basislinien die Erwartung einer Verringerung der Koordinatenstreuung bei Korrektur des
Mehrwegefehlers uneingeschra¨nkt erfu¨llt. Die Verwendung der Korrektur fu¨hrt, u¨ber alle drei
Basislinien und den gesamten Zeitraum von sieben Tagen gesehen, bei ungefa¨hr der Ha¨lfte
der Standardabweichungen der Einzelepochenresiduen zu marginalen Verbesserungen. Hin-
gegen verschlechtern sich die Standardabweichungen der anderen Ha¨lfte teilweise um mehre-
re Millimeter. Diese Beobachtung la¨sst die folgenden Schlussfolgerungen zu. Die Bestimmung
des Mehrwegefehlers scheint teilweise fehlerhaft zu erfolgen, da es anderenfalls nicht zu einer
Verschlechterung der Ergebnisse, d.h. einer Erho¨hung der Standardabweichung der Koordina-
tenresiduen, ka¨me. Allerdings u¨berwiegt eine korrekte Bestimmung des Mehrwegefehlers, da
anderenfalls keine derart eindeutige und fu¨r alle Basislinien und Tage nachweisbare Verrin-
gerung der Standardabweichung der DD-Residuen bei Durchfu¨hrung der Korrektur vorla¨ge
(Tabelle 6.3). Daher scheinen die erfolgreich korrigierten Beobachtungen nur einen geringen
9 Die Ergebnisse fu¨r eine GPS-GLONASS-Lo¨sung sind qualitativ a¨quivalent.
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bis keinen, die fehlerhaft korrigierten Beobachtungen hingegen einen gro¨ßeren Einﬂuss auf die
Koordinatenlo¨sungen zu haben. Dieser Einﬂuss wird wa¨hrend der Positionsbestimmung u¨ber
die Gewichtung gesteuert. Diese erfolgt u¨blicherweise elevationsabha¨ngig: Je geringer die Ele-
vation des Satelliten, desto geringer der Einﬂuss seiner Beobachtungen. Es la¨sst sich daher
schlussfolgern, dass mehrwegebedingte Fehleranteile insbesondere Beobachtungen von Satel-
liten in geringen Elevationen betreffen, diese Fehleranteile u¨berwiegend erfolgreich detektiert
und korrigiert werden, die Korrektur jedoch auf Grund der elevationsabha¨ngigen Gewichtung
nur einen geringeren Einﬂuss auf die Koordinatenlo¨sung hat. Demgegenu¨ber sind mehrwege-
bedingte Fehleranteile in Beobachtungen von Satelliten in hohen Elevationen nicht vorhanden
oder werden nicht detektiert. Sie fu¨hren durch eine sich anschließende fehlerhafte Korrektur
und deren gewichtungsbedingten, großen Einﬂuss auf die Koordinatenlo¨sung teilweise zu de-
ren Verschlechterung.
Der Grund, warum eine erfolgreiche Detektion des Mehrwegefehlers insbesondere bei Beob-
achtungen von Satelliten in geringen Elevationen gelingt, ist bei der EMD selbst zu ﬁnden.
Durch sie gut detektierbar sind Mehrwegesignale mit (im Vergleich zum Beobachtungsinter-
vall) kurzen Periodendauern, schlecht hingegen Mehrwegesignale mit langen Periodendauern.
Die Analysen des C/N0 zeigen, dass Mehrwegesignale mit kurzen Periodendauern insbeson-
dere bei Beobachtungen von Satelliten in geringen Elevationen auftreten.10 Die dadurch ver-
ursachten Fehleranteile werden durch die EMD gut detektiert und erfolgreich korrigiert. Fu¨r
den Fall, dass langwellige Mehrwegesignale auftreten, fu¨hren diese zu einer Verfa¨lschung des
in der EMD als Trend extrahierten direkten Signals. Ebenfalls zu einer Verfa¨lschung fu¨hren
methodenspeziﬁsche Artefakte, wie sie in Kapitel 3 beschrieben sind. Fu¨r Beobachtungen von
Satelliten in hohen Elevationen und damit großem Gewicht ko¨nnen diese nicht detektierten
Mehrwegeanteile bzw. Artefakte zu einer Verschlechterung der Koordinatenlo¨sung fu¨hren.
Hingegen spielen derartige Verfa¨lschungen fu¨r Satelliten in niedrigen Elevationen eine unter-
geordnete Rolle, da sie mit einem sehr kleinen Gewicht versehen werden.
Um die These der erfolgreichen Korrektur des Mehrwegefehlers zu stu¨tzen, wird eine Positi-
onsbestimmung ohne Gewichtung durchgefu¨hrt. Beobachtungen in niedrigen Elevationen be-
kommen damit denselben Stellenwert wie Beobachtungen in hohen Elevationen. Tabelle 6.6
stellt die so erreichbaren Standardabweichungen der Einzelepochenresiduen zusammen. Im
Gegensatz zu den Ergebnissen bei Verwendung einer Gewichtung (Tabelle 6.5) wird deutlich,
dass sowohl bei Nutzung von unkorrigierten als auch von korrigierten Beobachtungen die
Einzelepochenresiduen sta¨rker streuen. Dies ist darauf zuru¨ckzufu¨hren, dass u¨blicherweise al-
10 Diese Behauptung wird auch durch die Analysen in [Ros11] gestu¨tzt.
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le nicht erfassten Fehleranteile11 stochastisch, d.h. mit einer Standardabweichung, abgescha¨tzt
werden. Es wird davon ausgegangen, dass diese Fehleranteile in geringeren Elevationen ho¨her
ausfallen, d.h. sta¨rker streuen. Die von ihnen betroffenen Beobachtungen sollen also ein ge-
ringeres Gewicht bei der Positionsbestimmung erhalten. Wird nun auf eine Gewichtung ver-
zichtet, bedeutet dies, dass angenommen wird, die Fehleranteile seien in allen Elevationen
gleich streuend. Die damit nicht mehr modellierte, sta¨rkere Fehleranfa¨lligkeit von Beobach-
tungen der Satelliten in niedrigen Elevationen geht somit in die Koordinatenlo¨sung u¨ber. Die-
se Verfa¨lschung ist jedoch hier von untergeordneter Bedeutung, da sie beide Versionen12 in
a¨hnlicher Weise betrifft. Entscheidend ist hier, dass bei Korrektur des Mehrwegefehlers fu¨r
alle dargestellten Basislinien, alle Tage und alle Koordinaten eine Verbesserung um mehrere
Millimeter erzielt werden kann. Daraus kann geschlussfolgert werden, dass der auftretende
kurzperiodische Mehrwegefehler gut detektiert wird, jedoch nur Beobachtungen von Satelli-
ten in geringen Elevationen betrifft, sodass bei u¨blicher Verwendung einer Gewichtung seine
Korrektur von untergeordneter Bedeutung ist.
Es seien nun die Basislinien untersucht, die Beobachtungen aller Stationen außer der der Sta-
tion 0067 verwenden. Laut Analysen in [Ros11] sind die Beobachtungen der Stationen 0078
und 0083 deutlich weniger von Mehrwegeausbreitung betroffen als die der Station 0067. Fu¨r
die Station 0097 ist der Einﬂuss von Mehrwegeausbreitung, wie bereits in Abschnitt 6.1 ange-
merkt, faktisch nicht vorhanden.13 Betroffene Satelliten beﬁnden sich, wie im Fall von Station
0067, stets in geringen Elevationen. Auf Grund dessen und den Ergebnissen der bisherigen Ba-
sislinienauswertung (Tabellen 6.5 und 6.6) muss davon ausgegangen werden, dass, selbst bei
erfolgreicher Korrektur des durch Mehrwegeausbreitung verursachten Fehleranteils, keine si-
gniﬁkanteren Verbesserungen zu erwarten sind als die, die Basislinien mit Beteiligung der Sta-
tion 0067 betreffen. Dies trifft insbesondere dann zu, wenn bei der Positionsbestimmung eine
Gewichtung vorgenommen wird. Daher seien im Folgenden nur die Ergebnisse diskutiert, die
ohne eine solche elevationsabha¨ngige Gewichtung erzeugt worden sind. Als repra¨sentatives
Beispiel stellt Tabelle 6.7 die Standardabweichungen der DD- und Einzelepochenresiduen aller
Basislinien eines Tages (DOY 275), sowohl einer GPS- als auch einer GPS-GLONASS-Lo¨sung,
zusammen.
11 Dies ist beispielsweise der nicht erfasste Einﬂuss der Tropospha¨re.
12 Gemeint ist zum einen die Version, bei der fu¨r die Beobachtungen beider Stationen der Mehrwegefehler korrigiert
wird und zum anderen die Version, bei der fu¨r keine der Beobachtungen der Mehrwegefehler berechnet wird.
13 Die Aussagen zum Auftreten von Mehrwegeausbreitung beziehen sich, wie ebenfalls bereits in Abschnitt 6.1
erwa¨hnt ausschließlich auf Mehrwegesignale mit Perioden kleiner 20 min. Fu¨r Mehrwegesignale mit gro¨ßeren
Perioden werden keine Angaben gemacht.
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Tabelle 6.7: Standardabweichung der Residuen der doppelten Differenzen (DD) und der Einzelepo-
chenresiduen in Nordrichtung, Ostrichtung und Ho¨he (dN/dO/dh), jeweils in mm und
getrennt nach GPS-Lo¨sung und GPS-GLONASS-Lo¨sung (GNSS) des DOY 275. Fu¨r die Po-
sitionsbestimmung erfolgt keine elevationsabha¨ngige Gewichtung. Fu¨r die Basislinien der
Form 0067− 00xx, xx ∈ {78, 83, 97} fu¨hrt die Korrektur des Mehrwegefehlers zu einer Ver-
ringerung der Standardabweichung der DD- und Einzelepochenresiduen. Fu¨r alle anderen
Basislinien kann dies nicht festgestellt werden.
GPS GNSS
Basislinie DD dN/dO/dh DD dN/dO/dh
0067-0078
unkorrigiert 30,0 16,5/13,1/27,2 31,9 12,4/12,0/24,2
korrigiert 27,0 14,5/11,3/24,3 27,9 11,0/10,0/20,4
0067-0083
unkorrigiert 28,1 15,9/12,7/26,8 29,0 12,0/11,4/22,3
korrigiert 24,4 13,6/10,8/23,4 24,7 10,2/9,3/18,5
0067-0097
unkorrigiert 26,7 14,8/12,2/23,9 28,1 11,2/11,3/20,5
korrigiert 23,4 12,7/10,0/21,1 24,2 9,8/8,9/16,8
0078-0083
unkorrigiert 23,3 14,0/9,5/20,7 23,7 10,4/8,8/17,5
korrigiert 23,4 14,3/9,9/21,3 23,5 10,6/8,8/17,5
0078-0097
unkorrigiert 20,9 12,8/8,5/18,1 22,6 10,2/8,0/16,6
korrigiert 22,2 13,6/9,3/19,7 22,7 10,6/8,1/16,7
0083-0097
unkorrigiert 18,0 11,0/7,2/17,0 18,3 9,0/6,0/14,0
korrigiert 18,4 11,0/7,5/17,1 18,6 9,4/6,0/13,9
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Wie erwartet, sind auf Grund der ho¨heren Anzahl an verfu¨gbaren Satelliten die Koordina-
tenlo¨sungen bei Verwendung beider Systeme (kurz: GNSS ) generell weniger verrauscht als im
Fall einer GPS-Lo¨sung. Werden die unkorrigierten Basislinien eines bestimmten Lo¨sungstyps
(GPS/GNSS) miteinander verglichen, ist auffa¨llig, dass die Basislinien der Form 0067− 00xx,
xx ∈ {78, 83, 97} gro¨ßere Standardabweichungen in DD- und Einzelepochenresiduen aufwei-
sen als alle anderen Basislinien. Dies unterstreicht die bisherigen Ausfu¨hrungen, dass diese
Basislinien sta¨rker (mehrwege-)fehlerbehaftet sind.
Ist die Korrektur des Mehrwegefehlers erfolgreich, sollte dies zuerst in der Standardabwei-
chung der DD-Residuen sichtbar werden. Auffa¨llig ist jedoch, dass nur fu¨r o.g. Basislinien
u¨berhaupt eine Verringerung der Standardabweichungen eintritt. Fu¨r die anderen Basislinien
gibt es keine signiﬁkante A¨nderung bzw. sogar eine Vergro¨ßerung der Standardabweichungen
der DD-Residuen. Vera¨ndert sich die Standardabweichung nur unwesentlich, wie beispiels-
weise im Fall der Basislinie 0078-0083, muss entweder davon ausgegangen werden, dass auf
Grund der geringen Anzahl der betroffenen Beobachtungen, deren Korrektur auch nur einen
geringen Einﬂuss auf die Gesamtheit der DD-Residuen hat. Oder aber es werden auftreten-
de Mehrwegefehler auf einer signiﬁkanten Anzahl an Beobachtungen zwar erfolgreich korri-
giert. Diese Verbesserungen werden aber in den DD-Residuen nicht sichtbar, da eine a¨hnlich
große Anzahl an Beobachtungen nur unzureichend bzw. fa¨lschlicherweise korrigiert wird, was
eine Vergro¨ßerung der Standardabweichung der DD-Residuen zur Folge hat. In diesem Fall
gleichen sich Verringerungen und Vergro¨ßerungen der Standardabweichungen aus. Fu¨r Basis-
linien, wie 0078-0097, deren Standardabweichung der DD-Residuen sich markant vergro¨ßert,
muss davon ausgegangen werden, dass eine Korrektur fa¨lschlicherweise durchgefu¨hrt wird.
Es gilt stets, dass sich eine derartige, fehlerhafte Korrektur auch in den Einzelepochenresiduen
widerspiegelt. Wie bereits in der Auswertung der Basislinien 0067− 00xx, xx ∈ {78, 83, 97} an-
gedeutet, kann die fehlerhafte Korrektur auf mo¨glicherweise vorhandene, aber nicht detektier-
te, langwellige Mehrwegesignale oder methodenspeziﬁsche Artefakte zuru¨ckgefu¨hrt werden.
6.2.3 Bewertung der Ergebnisse und Schlussfolgerung
Nach der Basislinienauswertung von Stationen mit unterschiedlichen Umgebungsbedingun-
gen ist festzustellen, dass es unter bestimmten Voraussetzungen gelingt, durch die Korrektur
des gescha¨tzten Mehrwegefehlers eine Verringerung der Standardabweichung der Einzelepo-
chenresiduen zu erreichen. Fu¨r Umgebungen, die die Annahme einer einfachen Strahlengeo-
metrie erlauben, d.h. ein Reﬂektor in genu¨gend großem Abstand14, werden die Ergebnisse des
14 Genu¨gend groß meint, dass ein Mehrwegesignal hervorgerufen wird, das eine Periodendauer kleiner der dop-
pelten Beobachtungsdauer besitzt, damit dieses Mehrwegesignal als IMF und nicht als Trend extrahiert wird.
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Experimentaldatensatzes besta¨tigt. Es ist jedoch festzuhalten, dass auf Grund der Tatsache,
dass Mehrwegesignale bei allen Stationen insbesondere in niedrigen Elevationen auftreten und
Beobachtungen in diesen Elevationen wa¨hrend der Positionsbestimmung u¨blicherweise mit
einem geringen Gewicht versehen werden, der Mehrwert einer Korrektur des durch Mehrwe-
geausbreitung verursachten Tra¨gerphasenmesfehlers nur nachgewiesen werden kann, wenn
diese Gewichtung aufgehoben wird. Fu¨r komplexere Umgebungsbedingungen muss konsta-
tiert werden, dass durch die Korrektur keine Verbesserungen des Positionsergebnisses erzielt
werden ko¨nnen. Dies kann zum einen daran liegen, dass einer der Reﬂektoren auf Grund sei-
nes geringen Abstandes Mehrwegesignale hervorruft, die auf Grund ihrer niedrigen Frequenz
wa¨hrend der EMD nicht als IMF extrahiert, sondern im Trend absorbiert werden. Zum anderen
ko¨nnen ungu¨nstige Frequenz- und Amplitudenverha¨ltnisse der Mehrwegesignale, beispiels-
weise gleiche Amplituden, hervorgerufen durch a¨hnliche Materialeigenschaften der Reﬂekto-
ren, zu einer ungenu¨genden Extraktion der Mehrwegesignale und damit zu Fehlern bei der
Berechnung des Tra¨gerphasenmessfehlers fu¨hren (vgl. Abschnitt 4.1.3.2).
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Kapitel 7
Zusammenfassung und Ausblick
Eine Besonderheit bei der GNSS-gestu¨tzten Positionsbestimmung im verkehrswissenschaftli-
chen Bereich stellen die Umgebungsbedingungen dar. Sie sind oftmals dadurch kennzeichnet,
dass sie durch den Nutzer nur eingeschra¨nkt beeinﬂussbar sind und auf Grund zahlreicher
Hindernisse im Ausbreitungsweg der GNSS-Signale, diese der Mehrwegeausbreitung unter-
liegen. Dies fu¨hrt zu einer Verfa¨lschung der Code- und Tra¨gerphasenmessungen und in Folge
dessen zu einer qualitativ schlechteren Position. Ziel ist es demnach, den durch die Mehrwe-
geausbreitung hervorgerufenen Fehler in den Messungen zu eliminieren.
Dafu¨r kommen einerseits Verfahren in Frage, die empfa¨ngerexterne und -interne Hard- und
Softwarekomponenten modiﬁzieren und andererseits Ansa¨tze, die auf der Weiterverarbeitung
der Code- und Tra¨gerphasenmessungen basieren. Unter der fu¨r u¨bliche, verkehrliche Anwen-
dungen berechtigten Annahme, dass weder auf die empfa¨ngerexternen noch auf die empfa¨nger-
internen Komponenten Einﬂuss genommen werden kann, verbleibt fu¨r verkehrswissenschaft-
liche Fragestellungen die Entwicklung von Ansa¨tzen in der letztgenannten Kategorie. Je nach
Genauigkeitsanforderungen an die Positionsbestimmung und damit der Verwendung von Co-
de- und/oder Tra¨gerphasenmessungen sind die entsprechenden Mehrwegefehler zu scha¨tzen.
Unter der Annahme, dass zuku¨nftig auch standardma¨ßig fu¨r zivile Nutzer Codemessungen
auf zwei Frequenzen zur Verfu¨gung stehen, kann der Mehrwegefehler auf diesen Messungen
mittels ihrer geeigneten Linearkombination abgescha¨tzt werden. Fu¨r den Mehrwegefehler auf
Tra¨gerphasenmessungen gelingt dies nicht. Fu¨r dessen Abscha¨tzung eignen sich, unter der
fu¨r verkehrliche Anwendungen wichtigen Maßgabe einer echtzeitnahen Positionsbestimmung
bewegter Nutzer, C/N0-basierte Verfahren. Diese Verfahren erlauben es, Mehrwegesignalpa-
rameter zu bestimmen, den Messfehler u¨ber bekannte funktionale Zusammenha¨nge zu be-
rechnen und die Tra¨gerphasenmessungen zu korrigieren. Bisherige in der Literatur diskutierte
Ansa¨tze dieser Art besitzen einige Schwa¨chen. So werden zum einen nicht notwendigerweise
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bereitstehende a priori Informationen fu¨r die Bestimmung des direkten Signals vorausgesetzt.
Zum zweiten werden Signalanalysemethoden verwendet, die auf fu¨r ihre Anwendung not-
wendigen, jedoch nicht garantierten Signaleigenschaften beruhen. Zum dritten sei die oftmals
sehr geringe und zudem ha¨uﬁg synthetische Datenbasis als Kritikpunkt angemerkt. Ziel dieser
Arbeit ist es daher gewesen, ein C/N0-basiertes Verfahren fu¨r die Scha¨tzung des Mehrwege-
fehlers auf Tra¨gerphasenmessungen zu entwickeln, welches ohne a priori Informationen u¨ber
die zu analysierenden Signale und Voraussetzungen an selbige angewandt werden kann und
dessen Leistungsfa¨higkeit anhand einer soliden Datenbasis diskutiert und bewertet wird. Dar-
aus ergeben sich die folgenden, im Rahmen dieser Arbeit durchgefu¨hrten Arbeitsschritte.
Vorgehensweise. In einem ersten Schritt wird als eine die o.g. Anforderungen erfu¨llende Si-
gnalanalysemethode die Hilbert-Huang-Transformation ausgewa¨hlt. Ihr Nachteil besteht in
dem sie rein qualitativ beschreibenden Algorithmus. Demzufolge werden in einem zweiten
Schritt die sie beschreibenden Parameter sowie die daraus resultierenden Eigenschaften der
Methode und Einsatzgrenzen diskutiert. Welche Parametereinstellungen fu¨r die in dieser Ar-
beit zu lo¨sende Aufgabenstellung zweckma¨ßig sind, wird in einem dritten Schritt festgelegt.
Hierfu¨r werden eine Validierungsbasis sowie Bewertungsmaßsta¨be deﬁniert, d.h. die Hilbert-
Huang-Transformation fu¨r die Scha¨tzung des Mehrwegefehlers in Tra¨gerphasenmessungen
adaptiert. Um ihr Potenzial fu¨r diese Aufgabe bewerten zu ko¨nnen, wird die so adaptierte
Hilbert-Huang-Transformation in einem vierten Schritt auf unter realen Bedingungen aufge-
nommene Messdaten angewandt. Diese umfassen sowohl Daten eines Experimentalaufbaus,
der den Vorteil deﬁnierter Umgebungsbedingungen besitzt, als auch Daten eines Referenz-
stationsnetzwerkes, das diesen Vorzug nicht bietet. Als Auswertestrategie wird die Basislini-
enauswertung gewa¨hlt, da so Einﬂu¨sse anderer Fehlerquellen minimiert werden ko¨nnen, was
die Bewertung des Mehrwertes ermo¨glicht, den der Einsatz der Hilbert-Huang-Transformation
fu¨r die Mehrwegefehlerdetektion und -korrektur bietet. Diskutiert wird der Mehrwert einer
Korrektur anhand vergleichender Analysen der Residuen doppelter Differenzen und Koordi-
natenreihen bei Verwendung korrigierter und nicht korrigierter Tra¨gerphasenmessungen. Die
in dieser Arbeit gewonnenen Erkenntnisse lassen sich wie folgt zusammenfassen.
Erkenntnisse. Bei Auftreten von Mehrwegeausbreitung wird im Empfa¨nger nicht das direkte
Signal, sondern ein Signal, welches sich als vektorielle U¨berlagerung von direktem und re-
ﬂektierten Signalen darstellen la¨sst, fu¨r die Tra¨gerphasenbestimmung genutzt, wodurch ein
Tra¨gerphasenmessfehler, der Mehrwegefehler, entsteht. Bei Kenntnis der Signalparameter al-
ler auftretenden Signale kann dieser Fehler auf Grundlage des funktionalen Zusammenhanges
zwischen dem C/N0 und der Amplitude des im Empfa¨nger fu¨r die Tra¨gerphasenbestimmung
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ausgewerteten Signals berechnet werden. Mittels Hilbert-Huang-Transformation kann ein Si-
gnalgemisch in seine in ihm enthaltenen Signalanteile durch sukzessives Aussieben dieser in
sogenannte IMF zerlegt und deren Parameter bestimmt werden. Sie ist demnach geeignet, aus
gegebenen C/N0-Werten die fu¨r die Berechnung des Mehrwegefehlers beno¨tigten Werte zu be-
stimmen. Voraussetzung ist die (nicht fu¨r alle Empfa¨nger gegebene) Bereitstellung ada¨quater
C/N0-Werte.
Die Hilbert-Huang-Transformation basiert auf einer rein qualitativen Beschreibung. Fu¨r ihre
konkrete Implementierung sind den Siebprozess beschreibende Verfahren festzulegen. Nach
Auswertung der bisher in der Literatur beschriebenen Ansa¨tze werden fu¨r die Umsetzung
in dieser Arbeit das envelopebasierte Verfahren unter Nutzung rationaler Splines sowie das
schwellwertbasierte Mittelwert-Kriterium fu¨r den Abbruch des Siebprozesses favorisiert. Fu¨r
die sich anschließende Bestimmung der Signalparameter der ausgesiebten Signalanteile wird
die normalisierte Hilbert-Transformation ausgewa¨hlt.
Fu¨r die verwendeten Verfahren sind verschiedene Parameter festzulegen. Dies betrifft den Ten-
sionsparameter der rationalen Splines sowie ihre Modellierung an den Intervallenden. Die
Festlegung erfolgt auf Basis einer in dieser Arbeit deﬁnierten Schar von Testsignalen, die die
herausgearbeiteten Charakteristika von Mehrwegesignalen tragen sowie auf Grundlage entwi-
ckelter Bewertungskriterien, anhand derer der optimale Parametersatz ausgewa¨hlt wird.
Die mit diesem Parametersatz theoretisch erreichbaren Genauigkeiten bei der Bestimmung
des Tra¨gerphasenmessfehlers werden, ebenfalls anhand der Auswertung von Testsignalen, ge-
trennt nach der Anzahl angenommener Mehrwegesignale ermittelt. Wird die in den Speziﬁ-
kationen geforderte Genauigkeit von 0.1 rad bei der Nachfu¨hrung der Tra¨gerphasen in der
PLL als Richtwert zu Grunde gelegt, ist festzuhalten, dass bei Einsatz der adaptierten Hilbert-
Huang-Transformation der Tra¨gerphasenmessfehler bei Auftreten eines einzelnen, nicht ver-
rauschten Mehrwegesignals mit deutlich geringeren Abweichungen als diesem Richtwert be-
stimmt werden kann. Ist den Testsignalen additives Gaußsches Weißes Rauschen u¨berlagert,
verschlechtern sich die erreichbaren Ergebnisse. In Abha¨ngigkeit ihrer Signalparameter ko¨nnen
jedoch fu¨r 95% aller Testsignale Abweichungen bei der Bestimmung des Tra¨gerphasenmessfeh-
lers kleiner 0.43 rad erreicht werden.
Ob und wie genau mehrere sich u¨berlagernde Testsignale extrahiert werden ko¨nnen, ist ab-
ha¨ngig von ihrem Frequenz- und Amplitudenverha¨ltnis. Aufbauend auf der in der Literatur
diskutierten Eigenschaft, wonach die U¨berlagerung zweier Signale durch die Hilbert-Huang-
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Transformation entweder als eben solche erkannt wird oder als ein amplitudenmoduliertes
Signal interpretiert wird oder keiner dieser Fa¨lle eintritt, wird in Abha¨ngigkeit des Frequenz-
und Amplitudenverha¨ltnisses die theoretisch maximale Abweichung bei der Bestimmung des
Tra¨gerphasenmessfehlers berechnet. Eine nicht korrekte Extraktion der Testsignale bzw. hohe
Abweichungen ergeben sich insbesondere fu¨r Signale mit Amplituden in a¨hnlicher Gro¨ßen-
ordnung. Fu¨r die Behandlung des durch Mehrwegeausbreitung verursachten Tra¨gerphasen-
messfehlers bedeutet dies, dass nahezu ungeachtet des Abstandes der fu¨r die Mehrwegesigna-
le ursa¨chlichen Hindernisse (und damit des Frequenzverha¨ltnisses der Signale) bei a¨hnlichen
Amplituden (bedingt durch a¨hnliche Materialeigenschaften der Hindernisse) dessen Bestim-
mung mit inakzeptabel hohen Fehlern behaftet sein kann. Gleiches gilt, wenn die Amplitude
des niederfrequenteren Signals, d.h. des Signals, welches durch Hindernisse, die sich dichter an
der Empfangsantenne beﬁnden, hervorgerufenen wird, gro¨ßer ist als die Amplitude des durch
entferntere Hindernisse hervorgerufenen Signals.
Der Bestimmung der Mehrwegesignalparameter und daraus abgeleitet des Tra¨gerphasenmess-
fehlers geht die Auswahl der die Mehrwegesignale repra¨sentierenden IMF aus der Menge al-
ler IMF der C/N0-Zerlegung voraus. Dies geschieht mit einem in dieser Arbeit entwickelten
schwellwertbasierten Verfahren, welches auf den in der Literatur analysierten Eigenschaften
der Hilbert-Huang-Transformation bei der Zerlegung von Rauschprozessen aufsetzt.
Die Einsatzfa¨higkeit der Methode fu¨r echtzeitnahe Anwendung wird nicht durch die Imple-
mentierung der Methode selbst eingeschra¨nkt. Vielmehr muss das Analyseintervall der Fre-
quenz des Mehrwegesignals (und damit dem Abstand zwischen Empfangsantenne und Hin-
dernis) angepasst sein. Ist die Periodendauer des Signals gro¨ßer als die La¨nge des Analyseinter-
valls, wird das Signal nicht in einer IMF extrahiert, sondern im Trend absorbiert und dement-
sprechend nicht als Mehrwegesignal erkannt.
Anhand der Auswertung realer Messdaten eines Experimentalaufbaus kann gezeigt werden,
dass die in dieser Arbeit adaptierte Hilbert-Huang-Transformation in der Lage ist, bei Vorlie-
gen einer Umgebung, die durch einen Reﬂektor charakterisierbar ist, die durch ihn hervor-
gerufene Mehrwegesignatur in den C/N0-Werten zu detektieren und die fu¨r die Korrektur
des Tra¨gerphasenmessfehlers beno¨tigten Parameter zu bestimmen. Durch die Korrektur kann
sowohl die Standardabweichung der Doppeldifferenzresiduen, als auch die der Koordinaten
deutlich reduziert werden. Voraussetzung dafu¨r ist, wie bereits angemerkt, eine Periodendau-
er, die nicht gro¨ßer als die La¨nge des Analyseintervalls ist, um die Absorption des Mehrwege-
signals in den Trend zu verhindern.
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Die Auswertung der Daten von SAPOS-Stationen besta¨tigt diese Ergebnisse fu¨r den Fall eines
relevanten Reﬂektors. Da von der Mehrwegeausbreitung betroffene Signale meist Satelliten
in geringen Elevationen zuzuordnen sind, fu¨hrt eine Korrektur des Tra¨gerphasenmessfehlers
nur dann zu sichtbaren Verbesserungen in den Koordinaten, wenn keine elevationsabha¨ngige
Gewichtung der Beobachtungen vorgenommen wird. Fu¨r komplexere Umgebungen fu¨hrt die
Korrektur des Tra¨gerphasenmessfehlers teilweise sogar zu einer Verschlechterung des Positi-
onsergebnisses. Als Grund hierfu¨r ko¨nnen ungu¨nstige Geometrie und Materialeigenschaften
der Reﬂektoren gelten, die sich in bereits angemerkten ungu¨nstigen Frequenz-und Amplitu-
denverha¨ltnissen der durch sie hervorgerufenen Mehrwegesignale widerspiegelt, welche de-
ren erfolgreiche Extraktion und damit eine korrekte Berechnung des Tra¨gerphasenmessfehlers
verhindert.
Ausblick. In dieser Arbeit kommt eine fu¨r die Aufgabenstellung adaptierte EMD zur An-
wendung. In der Literatur werden ferner sowohl Weiterentwicklungen der EMD diskutiert,
die auf einer durch additives Rauschen gestu¨tzten Analyse beruhen, als auch die Entwick-
lung von Verfahren favorisiert, die die EMD-Grundidee einer datengetriebenen Signalana-
lyse weiterentwickeln. Inwiefern diese Verfahren einen Mehrwert bei der Bestimmung des
Tra¨gerphasenmessfehlers generieren ko¨nnen, ist eine offene Fragestellung.
Um das Potenzial der Hilbert-Huang-Transformation bei der Bestimmung des durch Mehrwe-
geausbreitung verursachten Tra¨gerphasenmessfehlers fu¨r verkehrswissenschaftliche Anwen-
dungen bewerten zu ko¨nnen, bei denen die Positionsbestimmung kinematischer Nutzer im
Vordergrund steht, ist es angebracht, Messdaten auszuwerten, die unter derartigen Bedingun-
gen aufgenommen werden.
Ein weiteres Einsatzgebiet der GNSS besteht in ihrer Anwendung im Bereich der Reﬂektome-
trie. Eine Aufgabenstellung stellt die U¨berwachung der Wasserstandho¨he in Ku¨stenna¨he und
Flussgebieten mit dem Ziel der Entwicklung eines Fru¨hwarnsystem vor U¨berﬂutungen dar.
Fu¨r eine korrekte Ableitung der Ho¨he sind die durch die Reﬂexionen an der Wasseroberﬂa¨che
hervorgerufenen Signalanteile auszuwerten. Demzufolge ist es von großer Bedeutung, diese
Signalanteile zum einen mo¨glichst genau zu extrahieren und sie zum zweiten von Signalan-
teilen zu trennen, die durch Reﬂexionen an anderen Objekten verursacht werden. In [Bec+14]
wird gezeigt, dass durch den Einsatz der EMD fu¨r diese Zielsetzung eine deutliche Steigerung
in der Genauigkeit der abgeleiteten Wasserstandho¨hen erzielt wird. Eine offene Fragestellung
ist auch hier, inwiefern eine NADA-Erweiterung der EMD diese erzielten Ergebnisse zusa¨tzlich
verbessern kann.
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Anhang
Anhang A
Satellitennavigation
A.1 Linearkombinationen von Beobachtungsgro¨ßen
In Kapitel 2.1.2.1 werden die Beobachtungsmodelle fu¨r Code- und Phasenmessungen vorge-
stellt und ferner daraufhin gewiesen, dass die Kombination verschiedener Beobachtungen Vor-
teile bringen kann. Die Bildung derartiger Kombinationen ist kein Selbstzweck. Ziel ist es,
die Voraussetzung fu¨r eine mo¨glichst genaue Bestimmung der Position zu schaffen, wie et-
wa durch die Eliminierung einzelner Fehleranteile und die Festsetzung der Mehrdeutigkeiten.
Welche Genauigkeiten tatsa¨chlich erreicht werden ko¨nnen, ha¨ngt unter anderem von Typ und
Anzahl der Beobachtungen, sowie der Art der Positionierung ab. Im folgenden seien ha¨uﬁg
genutzte Linearkombinationen, wie sie in dieser Arbeit erwa¨hnt werden, vorgestellt. Fu¨r um-
fangreiche Erla¨uterungen zu Linearkombinationen im Allgemeinen, deren konkreter Verwen-
dung bei der Positionierung sowie zu Algorithmen fu¨r die Positionsbestimmung selbst, sei auf
Fachliteratur, wie z.B. [ME06], [Wan00] oder [Xu03] verwiesen. Die Indizierung verschiedener
Gro¨ßen erfolgt im Anhang teilweise abweichend von der in der Arbeit. Sie wird hier nur so
weit verwendet, wie sie der Erla¨uterung der speziﬁschen Charakteristika der einzelnen Kom-
binationen dient.
Stehen Codemessungen RC und Phasenmessungen Φ auf ein und derselben Tra¨gerfrequenz
zur Verfu¨gung, kann die Code-Gla¨ttung (engl. Code Smoothing) durchgefu¨hrt werden. Hierbei
werden die komplementa¨ren Eigenschaften von Code- und Phasenmessung ausgenutzt. Die
Codemessung ist stark verrauscht und nicht mehrdeutig, die Phasenmessung wenig verrauscht
und dafu¨r mehrdeutig. Ziel ist eine gegla¨ttete Codemessung, das heißt, eine eindeutige und
wenig verrauschte Codemessung. Diese wird durch Anwendung von Gleichung A.1 erreicht,
wobei FL die Anzahl an Datenpunkten bezeichnet, u¨ber die die Gla¨ttung erfolgt. Zu beachten
ist, dass Messfehler nicht eliminiert werden. Es werden lediglich die Anteile gegla¨ttet, die, wie
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der Mehrwegeeinﬂuss und das Rauschen, auf den Code-Messungen um Gro¨ßenordnungen
sta¨rker sind. Die Code-Gla¨ttung besitzt demnach Tiefpasscharakter.
RC(ti) =
1
FL
RC(ti) +
FL − 1
FL
(
RC(ti−1) +Φ(ti)−Φ(ti−1)
)
(A.1)
Die Streuung σR der gegla¨tteten Codebeobachtungen ist deutlich geringer als die Streuung σR
der Codebeobachtungen. So gilt nach [Irs08]:
σR ≈ σR
√
1
2FL
(A.2)
Zu beachten ist, dass bei einer zu kleinen Wahl von FL Mehrwegesignale mit einer deutlich
la¨ngeren Periodendauer im gegla¨tteten Code verbleiben. Wu¨nschenswert ist daher ein mo¨g-
lichst großes FL. Dies wiederum hat jedoch den Nachteil, dass im gegla¨tteten Code dann der
tatsa¨chliche ionospha¨rische Trend ebenfalls gegla¨ttet und nicht mehr ada¨quat abgebildet wird,
so dass ein Fehlerterm induziert wird, der proportional zu FL ist.1 Wird die Code-Gla¨ttung fu¨r
einfache Differenzen (vgl. Gleichungen 2.40 und 2.42) durchgefu¨hrt, sind durch die Differenz-
bildung, je nach Basislinienla¨nge, Fehleranteile reduziert. Die Gla¨ttung des Codes fu¨hrt dann
zusa¨tzlich, wie im Fall undifferenzierter Beobachtungen, zur Verminderung von Mehrwege-
fehlern und Rauschen in den Code-Beobachtungen.
Stehen Code- bzw. Phasenmessung auf zwei Frequenzen zur Verfu¨gung, ko¨nnen fu¨r jeden Be-
obachtungstyp diverse Linearkombinationen gebildet werden. Der allgemeine Ansatz fu¨r die
Kombination eines Beobachtungstyps verschiedener Frequenzen2 ist nach [Wan00] mit Glei-
chung A.3 gegeben. Fu¨r Code- und Phasenmessungen gelten dann im Speziellen die Gleichun-
gen A.4 bis A.5 bzw. A.6 bis A.9.
Dabei wird zuna¨chst vereinfacht nur zwischen einem von der Ionospha¨re unabha¨ngigen Term
(RIF in m bzw. ΦIF in m), einem von ihr abha¨ngigen Term, einem Rauschterm sowie, im Fall
von Phasenmessungen, dem Mehrdeutigkeitsterm unterschieden. Fu¨r die kombinierte Tra¨ger-
phasenmessungen Φn,m ergibt sich damit die zugeho¨rige Wellenla¨nge λn,m nach Gleichung
A.10, die Mehrdeutigkeit Nn,m nach Gleichung A.13, sowie der ionospha¨rischbedingte Mess-
fehler In,m. Unter Beachtung der Gesetzma¨ßigkeiten fu¨r die gewichtete Addition normalver-
teilter Zufallsgro¨ßen [Bro+05] und der Annahme, dass die Rauschprozesse auf den Beobach-
tungen unterschiedlicher Frequenzen gleich groß sind, gilt fu¨r die Streuung σn,m der Linear-
1 Eine ausfu¨hrliche Herleitung der Zusammenha¨nge ist in [HMB98] dargestellt.
2 Die Kennzeichnung der Tra¨gerfrequenz einer Beobachtung erfolgt durch Indizierung. Messungen auf der
Tra¨gerfrequenz L1 werden mit 1 indiziert, Messungen auf der Tra¨gerfrequenz L2 mit 2
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kombination der in Gleichung A.14 dargestellte Zusammenhang.3
Xn,m = n · X1 +m · X2 (A.3)
Rn,m = nR1 +mR2 (A.4)
= n(RIF + I1 + εR) +m(RIF + I2 + εR) (A.5)
Φn,m = nΦ1 +mΦ2 (A.6)
= n
(
ΦIF
λL1
+
I1
λL1
+ N1 + εΦ
)
+m
(
ΦIF
λL2
+
I2
λL2
+ N2 + εΦ
)
(A.7)
= ΦIF
(
n
λL1
+
m
λL2
)
+
(
nI1
λL1
+
mI2
λL2
)
+ (nN1 +mN2) + (n+m)εΦ (A.8)
=
ΦIF
λn,m
+ In,m + Nn,m + εn,m (A.9)
mit
λn,m =
c0
n · fL1 +m · fL2 (A.10)
In,m =
(
nI1
λL1
+
mI2
λL2
)
(A.11)
In,m =
(
nI1
λL1
+
mI2
λL2
)
· λn,m in Metern (A.12)
Nn,m = n · N1 +m · N2 (A.13)
σn,m = σε
√
n2 +m2 (A.14)
σn,m =
λn,m
2π
·
√
n2 +m2 · σε in Metern (A.15)
Angelehnt an die in [Wan00] vorgestellte, vergleichende Gegenu¨berstellung der ha¨uﬁg ver-
wendeten Linearkombinationen fu¨r Phasenbeobachtungen, seien diese im Folgenden aufge-
fu¨hrt.
3 Die in den Beobachtungsgleichungen 2.33 und 2.34 verwendeten Indizes fu¨r Satellit, Empfa¨nger und Frequenz
werden in den folgenden Ausfu¨hrungen dieses Kapitels nicht angefu¨gt, da es sich hier um eine schematische
Darstellung handelt, deren Detailgrad sich darauf beschra¨nkt, die fu¨r eine erfolgreiche cm-genaue Positionierung
gu¨nstigen Voraussetzungen diskutieren zu ko¨nnen.
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Ionospha¨renfreie Linearkombination. Fu¨r die GPS-Frequenzen fL1, fL2 und demnach fu¨r die
dazugeho¨rigen Wellenla¨ngen λL1, λL2 gilt:
fL1
fL2
=
1575, 42 MHz
1227, 60 MHz
=
2 · 77 · 10, 23
2 · 60 · 10, 23 =
77
60
(A.16)
λL1
λL2
=
c0
fL1
c0
fL2
=
fL2
fL1
=
60
77
(A.17)
Fu¨r den durch die Ionospha¨re bedingten Messfehler erster Ordnung gilt nach Gleichung 2.38:
I fLi =
40, 3TEC
f 2Li
(A.18)
Wird demzufolge n = 77 und m = −60 gewa¨hlt, gilt fu¨r den ionospha¨renbedingten Mess-
fehler I77,−60 in der dazugeho¨rigen Linearkombination der Phasenbeobachtungen Φ77,−60 nach
Umstellen der Gleichungen A.16 und A.17 nach fL1 bzw. λL1 und Einsetzen dieser Zusam-
menha¨nge sowie Gleichung A.18 in Gleichung A.11:
I77,−60 =
77IL1
λL1
+
−60IL2
λL2
(A.19)
=
60 · 40, 3TEC
λL2 f 2L2
− 60 · 40, 3TEC
λL2 f 2L2
(A.20)
= 0 (A.21)
Diese so gebildete Linearkombination (kurz: L3 ) wird daher auch ionospha¨renfreie Linear-
kombination genannt. Fu¨r die Wellenla¨nge λn,m nach Gleichung A.10, die Mehrdeutigkeit Nn,m
nach Gleichung A.13 und die Streuung σn,m des Rauschens nach Gleichung A.15 gilt:
λ77,−60 =
c0
77 · fL1 − 60 · fL2 ≈ 0, 006 m (A.22)
N77,−60 = 77 · NL1 − 60 · NL2 (A.23)
σ77,−60 =
λ77,−60
2π
· 97, 6 · σε (A.24)
≈ 0, 0977 · σε (A.25)
Eine Streuung von σε = 0, 1 rad in den originalen Phasenbeobachtungen entspricht ca. 3 mm.
Die Linearkombination ist dann mit einem Rauschen u¨berlagert, welches eine ca. dreimal ho¨here
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Streuung σ77,−60 ≈ 9, 8 mm aufweist. Dies und die sehr kleine Wellenla¨nge sind die Nachteile
dieser Kombination, die dem Vorteil der Eliminierung des ionospha¨risch bedingten Laufzeit-
fehlers gegenu¨berstehen.
Wide-Lane-Kombination. Seien n = 1 und m = −1 gewa¨hlt. Dann gilt fu¨r die Wellenla¨nge
λ1,−1 der so gebildeten Linearkombination nach Gleichung A.10:
λ1,−1 =
c0
fL1 − fL2 ≈ 0, 86 m (A.26)
Die Wellenla¨nge vergro¨ßert sich demnach auf ungefa¨hr das Vierfache. Daher wird diese Line-
arkombination auch als Wide-Lane-Kombination bezeichnet. Fu¨r den ionospha¨risch bedingten
Messfehler gilt unter Verwendung der Gleichungen A.16 bis A.18:
I1,−1 =
(
IL1
λL1
− IL2
λL2
)
· λ1,−1 (A.27)
=
IL1
λL1
(
1− 77
60
)
· λ1,−1 (A.28)
= −77
60
IL1 ≈ −1, 3IL1 (A.29)
Fu¨r das Rauschen gilt (mit Gleichung A.15):
σn,m =
λ1,−1
2π
∗
√
2 · σε (A.30)
≈ 0, 19 · σε (A.31)
Wieder unter der Annahme von σε ≈ 0, 1 rad ≈ 3 mm betra¨gt die Streuung σ1,−1 ≈ 0, 019 m der
Wide-lane-Kombination ca. das Sechsfache der Streuung der originalen Phasenbeobachtungen.
Der Vorteil der großen Wellenla¨nge und damit der einfacheren Bestimmung der Mehrdeutig-
keiten wird also durch einen gro¨ßeren ionospha¨risch bedingten Einﬂuss und ein stark erho¨htes
Rauschen im Vergleich zu den originalen Phasenbeobachtungen kompensiert.
Narrow-Lane-Kombination. Sei nun n = m = 1 gewa¨hlt. Dann gilt fu¨r die Wellenla¨nge λ1,1
der so gebildeten Linearkombination nach Gleichung A.10:
λ1,1 =
c0
fL1 + fL2
≈ 0, 11 m (A.32)
Die Wellenla¨nge ist demnach geringer als die Wellenla¨ngen der originalen Phasenbeobachtun-
gen, was zur Bezeichnung Narrow-Lane-Kombination fu¨hrt. Fu¨r den ionospha¨risch bedingten
Messfehler gilt unter Verwendung der Gleichungen A.16 bis A.18:
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I1,1 =
(
IL1
λL1
+
IL2
λL2
)
· λ1,1 (A.33)
=
IL1
λL1
(
1+
77
60
)
· λ1,1 (A.34)
=
77
60
IL1 ≈ 1, 3IL1 (A.35)
Fu¨r das Rauschen gilt (mit Gleichung A.15):
σn,m =
λ1,1
2π
·
√
2 · σε (A.36)
≈ 0, 024 · σε (A.37)
Wieder unter der Annahme von σε ≈ 0, 1 rad ≈ 3 mm ist die Streuung σ1,1 ≈ 0, 0024 m der
Narrow-Lane-Kombination geringer als die Streuung der originalen Phasenbeobachtungen.
Der Vorteil ist demnach die geringe Streuung. Ihr gegenu¨ber steht ein gro¨ßerer ionospha¨risch
bedingter Einﬂuss und eine kleine Wellenla¨nge im Vergleich zu den originalen Phasenbeob-
achtungen.
Die Bildung von Linearkombinationen kann ebenfalls dazu genutzt werden, den Mehrwege-
fehler auf den Codemessungen abzuscha¨tzen. Stehen Code- und Phasenmessungen auf zwei
Frequenzen zur Verfu¨gung, kann der ionospha¨risch bedingte Laufzeitfehler unter Verwen-
dung der Differenz der Phasenmessungen gescha¨tzt werden. Mit dieser Scha¨tzung kann der
ionospha¨risch bedingte Laufzeitfehler in den Beobachtungsgleichungen von Code und Phase
eliminiert werden. Die Differenz der Boebachtungsgleichungen von Code- und Phasenmes-
sung auf derselben Frequenz, umgestellt nach dem Mehrwegefehler auf der Codebeobachtung
ergibt die in den Gleichungen A.38 und A.39 dargestellten Beschreibungen fu¨r die Mehrwege-
fehler Mki,1,R auf L1 bzw. M
k
i,2,R auf L2.
4
Mki,1,R = R
k
i,1 −
(
1+
2
α f − 1
)
Φki,1 +
(
2
α f − 1
)
Φki,2 − BM1 + ε̂1 (A.38)
Mki,2,R = R
k
i,2 −
(
2α f
α f − 1
)
Φki,1 +
(
2α f
α f − 1 − 1
)
Φki,2 − BM2 + ε̂2 (A.39)
4 Die hier dargestellten Zusammenha¨nge sind an die ausfu¨hrliche Herleitung in [Roc+95] unter Beachtung der in
dieser Arbeit verwendeten Variablen angelehnt.
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mit
α f =
f 21
f 22
(A.40)
Die Terme BM1 bzw. BM2 sind konstant (solange keine Phasenspru¨nge (engl. cycle slips) auftre-
ten) und enthalten Mehrdeutigkeiten und Hardware-Biases. Die Terme ε̂1 bzw. ε̂2 enthalten das
Code-Rauschen, den Mehrwegefehler auf den Phasenmessungen sowie die nach Anwendung
der Antennenkorrekturparameter noch vorhandenen Restfehler der Antennenphasenvariatio-
nen.
Die Linearkombination von Beobachtungsgro¨ßen kann auch mit der Differenzbildung verbun-
den werden. Dies hat zum Vorteil, dass sich zahlreiche Fehlerterme in Abha¨ngigkeit der Basis-
linienla¨nge verringern bzw. eliminieren lassen.5 Diese Strategie wird auch in der Basislinien-
auswertung der SAPOS Stationen angewandt und sei im Folgenden vorgestellt.6 Auf Grund
der Basislinienla¨nge wird der ionospha¨risch bedingte Fehleranteil dadurch eliminiert, dass die
doppelten Differenzen mit den ionospha¨renfreien Linearkombinationen anstelle der origina-
len Phasenbeobachtungen gebildet werden. Die Eingangsgro¨ßen fu¨r die Basislinienauswertung
lassen sich demnach nach Gleichung 2.50 wie folgt schreiben:
∇ ∇Φklij,L3 = ∇
∇
ρklij +∇
∇
Tklij +∇
∇
Mklij,L3,Φ +∇
∇
Oklij
+∇ ∇Gklij +∇
∇
Fklij +∇
∇
Aklij,L3,Φ + λL3∇
∇
Nklij,L3 + ε
kl
ij,L3,Φ (A.41)
Es werden hochpra¨zise IGS-Orbits sowie Antennenkorrekturparameter verwendet. Ferner lie-
gen die Restfehler auf Grund geodynamischer Prozesse ∇ ∇Gklij sowie relativistischer Effekte
∇ ∇Fklij in vernachla¨ssigbarer Gro¨ßenordnung. Gleichung A.41 vereinfacht sich demzufolge zu
Gleichung A.42. Gleichung A.43 gibt diese in der Notation nach Gleichung A.9 wieder:
∇ ∇Φklij,L3 = ∇
∇
ρklij +∇
∇
Tklij +∇
∇
Mklij,L3,Φ︸ ︷︷ ︸
∇
∇
ΦIF
+λL3∇ ∇Nklij,L3 + εklij,L3,Φ (A.42)
= ∇ ∇ΦIF + λ77,−60∇ ∇N77,−60 + ε77,−60 (A.43)
Ziel ist es, die Mehrdeutigkeiten korrekt zu bestimmen, was auf Grund der geringen Wel-
lenla¨nge nicht mo¨glich ist. Es gilt jedoch nach einigen algebraischen Umformungen:
5 vgl. Ausfu¨hrungen in Kapitel 2.1.3.
6 Fu¨r ausfu¨hrlichere Erla¨uterungen sei auf [Dac+15] verwiesen.
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λ77,−60∇ ∇N77,−60 = c077 fL1 − 60 fL2
(
77∇ ∇Nklij, fL1 − 60∇
∇
Nklij, fL2
)
(A.44)
= c0
fL2
f 2L1 − f 2L2
(∇ ∇Nklij, fL1 −∇
∇
Nklij, fL2) + c0
1
fL1 + fL2
∇ ∇Nklij, fL1 (A.45)
= c0
fL2
f 2L1 − f 2L2
∇ ∇N1,−1 + c0λ1,1∇ ∇Nklij, fL1 (A.46)
Der Mehrdeutigkeitsterm in den doppelten Differenzen der L3-Kombinationen la¨sst sich dem-
nach als Summe aus einem Term, der die Wide-Lane-Mehrdeutigkeiten ∇ ∇N1,−1 entha¨lt (wo-
bei der Vorfaktor berechnet werden kann) und einem Term, der die Mehrdeutigkeiten der
urspru¨nglichen Phasenbeobachtungen entha¨lt, schreiben, wobei die Wellenla¨nge vor diesen
Mehrdeutigkeiten der Wellenla¨nge der Narrow-Lane-Kombination entspricht. Daher wird die
Mehrdeutigkeit ∇ ∇Nklij, fL1 auch Narrow-Lane-Mehrdeutigkeit genannt. Die Auswertestrategie
ist demnach die folgende. Zuna¨chst werden aus der Auswertung der Wide-Lane-Kombination
die Wide-Lane-Mehrdeutigkeiten bestimmt. In einem zweiten Schritt wird die L3-Kombination
gebildet und die Wide-Lane-Mehrdeutigkeiten eingefu¨hrt. Anstelle der L3-Mehrdeutigkeiten
sind dann, wie aus Gleichung A.46 ersichtlich, die Narrow-Lane-Mehrdeutigkeiten ∇ ∇Nklij, fL1
zu bestimmen. Aus Gleichung A.42 geht hervor, dass nicht modellierte Fehleranteile der Tro-
pospha¨re und der Mehrwegeausbreitung die Bestimmung der Mehrdeutigkeiten und der Ko-
ordinaten beeinﬂussen.
A.2 Tropospha¨renmodelle
Der durch die Tropospha¨re verursachte Fehleranteil wird in einen Trocken- und einen Feuchtan-
teil unterteilt, wobei jeder dieser Anteile als Produkt der Zenitverzo¨gerung und einer ele-
vationsabha¨ngigen Mapping-Funktion geschrieben wird.7 Der in dieser Arbeit in Kapitel 6
gewa¨hlte Ansatz besteht darin, den Trockenanteil a priori zu modellieren und die Zenitver-
zo¨gerung des Feuchtanteils wa¨hrend der Ausgleichung als weitere Unbekannte zu scha¨tzen.
Die Mapping-Funktion fu¨r den Feuchtanteil ist ebenfalls a priori festgelegt.
Als Mapping-Funktion wird sowohl fu¨r den Trocken- als auch fu¨r den Feuchtanteil die in
[Boe+06] vorgestellte Global Mapping Function (kurz: GMF ) verwendet. Ausgangspunkt ist
die von [Nie96] vorgestellte Mapping-Funktion, deren Parameter konstant fu¨r einen spezi-
ﬁschen Breitengrad und einen bestimmte Tag sind, wobei sich die Parameterwerte fu¨r den
7 vgl. dazu die Ausfu¨hrungen in Kapitel 2.1.2.1.
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Feucht- und den Trockenanteil unterscheiden. Fu¨r die GMF werden diese Parameter, wieder
trocken- und feuchtanteilspeziﬁsch, abgeleitet aus globalen Messwerten fu¨r Druck, Tempera-
tur und Feuchtigkeit u¨ber 36 Monate, was auch die Modellierung der La¨ngengradabha¨ngigkeit
ermo¨glicht. Fu¨r na¨here Ausfu¨hrungen sei auf [Boe+06] verwiesen. Aus den gleichen Daten
wird das Modell fu¨r die Zenitverzo¨gerung des Trockenanteils, welches in dieser Arbeit ver-
wendet wird, abgeleitet. Es handelt sich um das in [BHS07] vorgestellte Global Pressure and
Temperature Modell (kurz: GPT ).
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Elektrotechnische Grundlagen
B.1 Elektromagnetische Felder und Wellen
Die in diesem Abschnitt gegebenen Deﬁnitionen und beschriebenen Zusammenha¨nge sind,
wenn nicht anders gekennzeichnet, [Lan92b] entnommen bzw. daran angelehnt.
Elektromagnetische Welle. Unter einer elektromagnetischen Welle wird eine sich ausbreitende
Wechselwirkung zwischen elektrischem und magnetischem Feld verstanden. Die beiden Fel-
der werden u¨ber die vektoriellen Gro¨ßen elektrische Feldsta¨rke E in Volt/Meter bzw. magneti-
sche Feldsta¨rke H in Ampere/Meter beschrieben. Diese, die beiden Felder charakterisierenden
Vektoren sind orthogonal zueinander sowie orthogonal zur Ausbreitungsrichtung. Wellen mit
dieser Eigenschaft werden Transversalwellen genannt.
Polarisation. Die Richtung des Feldsta¨rkevektors E wird als Polarisation der Welle bezeich-
net. Bleibt die Richtung des Vektors konstant, wird von linearer Polarisation gesprochen. Ins-
besondere im Hinblick auf Reﬂexionen der elektromagnetischen Wellen sind die Begriffe der
Polarisations- sowie der Einfallsebene von Bedeutung. Die Polarisationsebene wird aufgespannt
von dem Vektor der elektrischen Feldsta¨rke und dem Vektor in Ausbreitungsrichtung. Dieser
Vektor spannt, gemeinsam mit dem Normalenvektor der Reﬂexionsebene die Einfallsebene
auf. Sind Polarisationsebene und Einfallsebene parallel, wird von vertikaler Polarisation der
Welle gesprochen, sind beide Ebenen orthogonal, von horizontaler Polarisation.1 Eine zirkula-
re Polarisation kann durch die U¨berlagerung zweier orthogonal zueinander und zur Ausbrei-
tungsrichtung ausgerichteter und um π/2 zueinander versetzter linear polarisierter Wellen
gleicher Amplitude realisiert werden. Ist mindestens eine der drei Voraussetzungen (Orthogo-
1 Voraussetzung fu¨r diese Begriffsbildung ist die Annahme, dass die Reﬂexionsebene parallel zur Erdoberﬂa¨che
liegt ([Lan92b]).
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nalita¨t, Phasenversatz von π/2, gleiche Amplitude) verletzt, fu¨hrt die U¨berlagerung der beiden
linear polarisierten Wellen zu einer elliptisch polarisierten Welle ([LRT15]). Im Fall der GNSS-
Signale handelt es sich um eine zirkulare Polarisation mit Drehrichtung entgegen dem Uhrzei-
gersinn aus Sicht der Empfangsantenne (engl. right hand circular polarized, kurz: RHCP ).
Reﬂexion und Brechung. Treten elektromagnetische Wellen bei ihrer Ausbreitung von einem
Medium 1 in ein Medium 2 ein, werden sie an der Grenzschicht der beiden Medien in Ab-
ha¨ngigkeit von deren elektrischen und magnetischen Eigenschaften anteilig reﬂektiert und
transmittiert.2 Die elektrischen Eigenschaften werden mittels der Dielektrizita¨tszahlen εr1, εr2
und der elektrischen Leitfa¨higkeiten σr1, σr2 in (Ohm ·Meter)−1 der beiden Medien, die ma-
gnetischen Eigenschaften mittels der Permeabilita¨ten μr1, μr2 beschrieben. Bei der Betrachtung
der Mehrwegeausbreitung von GNSS-Signalen interessieren Betrag und Richtung des elektri-
schen Feldsta¨rkevektors des an Hindernissen im Ausbreitungsweg reﬂektierten Signals, da
dessen Eigenschaften entscheiden, inwiefern es an der Antenne des Empfa¨ngers zu einer si-
gniﬁkanten U¨berlagerung von direktem und reﬂektierten Signal(en) kommt. Es wird bei Reﬂe-
xionen von GNSS-Signalen demnach der U¨bergang von Luft als Medium 1 mit εr1 ≈ 1, σr1 =
0, μr1 ≈ 1 ([LRT15]) auf ein Hindernis als Medium 2 untersucht. U¨blicherweise wird die An-
nahme geta¨tigt3, dass es sich bei den Hindernissen um nicht magnetische Objekte handelt, d.h
μr := μr2 ≈ 1. Ferner gilt stets εr2 ≥ εr1, d.h. es erfolgt ein U¨bergang in ein optisch dichteres
Medium, sowie σr2 ≥ 0. Abha¨ngig von der Gro¨ßenordnung von εr := εr2 und σ := σr24 so-
wie dem Einfallswinkel und der Wellenla¨nge des GNSS-Signals bestimmen sich transmittierter
und reﬂektierter Anteil des Feldsta¨rkevektors nach Gleichung 2.76 und Gleichung 2.77.
B.2 Antennen
Die in diesem Abschnitt gegebenen Deﬁnitionen und beschriebenen Zusammenha¨nge sind,
wenn nicht anders gekennzeichnet, [Lan92a] entnommen bzw. daran angelehnt.
Wa¨hrend die Aufgabe einer Sendeantenne in der Wandlung einer leitungsgebundenen elek-
tromagnetischen Welle in eine nicht leitungsgebundene Freiraumwelle besteht, kommt der
Empfangsantenne die dazu inverse Aufgabe zu. Antennen werden durch ihre Richtcharakte-
ristik beschrieben. Diese gibt, im Fall einer Sendeantenne, an, welchen Eigenschaften (Ampli-
tude, Phase, Polarisation) der von der Antenne erzeugte Feldsta¨rkevektor in Abha¨ngigkeit der
2 Ausfu¨hrliche Herleitung sind bespielsweise in [Kar14] zu ﬁnden.
3 So z.B. bei [LRT15] oder [Eis97]
4 In Kapitel 2.2.2.3 werden die Bezeichnungen μr, εr und σ verwendet.
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Abstrahlrichtung genu¨gt. Im Fall der Empfangsantenne beschreibt die Richtcharakteristik die
Abha¨ngigkeit der aufgenommenen Feldsta¨rke der elektromagnetischen Welle einer bestimm-
ten Polarisation bzw. der durch sie in der Antenne induzierten Spannung von der Richtung
der einfallenden Welle. Die graphische Darstellung der Richtcharakteristik wird als Richtdia-
gramm bezeichnet, wenn es sich um die Beschreibung der Winkelabha¨ngigkeit der Amplitude
handelt. Sie heißt Phasendiagramm, wenn die Winkelabha¨ngigkeit der Phasenlage dargestellt
werden soll. Fu¨r die Darstellung im Richtdiagramm werden die Amplituden der Feldsta¨rke
u¨blicherweise auf den erreichbaren Maximalwert normiert und im logarithmischen Maßstab
(dB) angegeben.
In Zusammenhang mit der Auswertung der GNSS-Signale, d.h. der Entfernungsbestimmung
zwischen Satellit und Empfa¨nger, spielt das Phasendiagramm eine wichtige Rolle. Abha¨ngig
von der Elevation des GNSS-Satelliten wird der Feldsta¨rkevektor des zugeho¨rigen Signals
mit unterschiedlicher Phasenlage empfangen. Demzufolge ha¨ngt die (bei der Auswertung der
durch ihn in der Antenne induzierten Spannung) ermittelte Laufzeit und somit die resultie-
rende Entfernung zwischen Satellit und Empfa¨nger unerwu¨nschterweise vom Einfallswinkel
des Signals ab. Um diesen Effekt zu korrigieren, wird ein sogenanntes mittleres Phasenzen-
trum bestimmt. Dabei wird unter dem Phasenzentrum einer Empfangsantenne ganz allge-
mein der Punkt der Antenne verstanden, fu¨r den gilt, dass die Phasenlage des empfange-
nen Feldsta¨rkevektors unabha¨ngig von seinem Einfallswinkel ist.5 Im Fall einer realen GNSS-
Empfangsantenne ist seine Phasenlage jedoch von der Elevation abha¨ngig, das Phasenzentrum
variiert demnach winkelabha¨ngig. Das mittlere Phasenzentrum gibt den Punkt des Phasen-
zentrums einer hypothetischen Antenne an, deren zugeho¨riges (ideales, winkelunabha¨ngiges)
Phasendiagramm das Phasendiagramm der Empfangsantenne im Least-Squares-Sinn anna¨hert
([LRT15]). Die Abweichungen des Phasendiagramms der Empfangsantenne von dem der hy-
pothetischen Antenne werden Phasenzentrumsvariationen (engl. phase centre variations, kurz:
PCV ) genannt. Fu¨r GNSS-Empfangsantennen ebenfalls von Bedeutung ist die Tatsache, dass
das mittlere Phasenzentrum, als Bezugspunkt fu¨r den Signalempfang und damit fu¨r die Lauf-
zeitmessung und Entfernungsbestimmung, nicht mit dem Punkt, auf den sich die Positions-
angabe beziehen soll, u¨bereinstimmen muss. Der Unterschied zwischen diesem Bezugspunkt
und dem mittleren Phasenzentrum wird als Phasenzentrumsabweichung (engl. phase centre
offset, kurz: PCO ) bezeichnet. Die PCO- und PCV-Werte der Satelliten und Empfangsantennen
ergeben die in Kapitel 2.1.2.1 diskutierten Antennenphasenexzentrizita¨ten.
5 Die Deﬁnition fu¨r eine Sendeantenne ist im IEEE-Standard [IEE93] festgelegt. Die hier gegebene Deﬁnition fu¨r
den Empfangsfall ist dazu reziprok.
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Mathematische Grundlagen
C.1 Begrifﬂichkeiten
Fu¨r eine Einfu¨hrung in die fu¨r die Signalanalyse wichtigen Begriffe und ihre Deﬁnitionen (u.a.
Vektorraum, metrischer Raum, normierter Raum, Hilbertraum, Skalarprodukt) sei auf [Mer10]
und [Bro+05] verwiesen. Ausfu¨hrlichere mathematische Herleitungen ﬁnden sich in [Heu06].
Cauchy’schen Hauptwert. Sei g : [a, c) → R und g : (c, b] → R eine Funktion, die auf dem
Intervall [a, b] deﬁniert, im Punkt c ∈ [a, b] jedoch nicht beschra¨nkt ist. Existiert
lim
ε→0
{
∫ c−ε
a
g(x)dx+
∫ b
c+ε
g(x)dx} (C.1)
dann heißt dieser Grenzwert Cauchy’scher Hauptwert (vgl. [Bro+05]).
C.2 Interpolation
Das allgemeine Interpolationsproblem la¨sst sich in Anlehnung an die allgemeine Formulierung
in [Mas10] fu¨r die in dieser Arbeit zu analysierenden Daten wie folgt formulieren. Sei t ∈ R,
a = (a0, a1, ..., an) ∈ Rn+1 und
S : R ×Rn+1 → R
(t; a) → S(t; a)
eine Abbildung. Sei nun eine Menge M gegeben mit M := {(tk, yk) ∈ R×R|k = 0, ..., n}, wobei
ti = tj fu¨r i = j. Unter Interpolation wird nun das Bestimmen eines a ∈ Rn+1 verstanden,
sodass gilt:
∀k = 0, 1, ..., n : S(tk; a) = yk (C.2)
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Man nennt a ein Parameterset, die Menge T := {tk|k = 0, ..., n} Stu¨tzstellen, die Menge Y :=
{yk|k = 0, ..., n} Stu¨tzwerte und die Menge T × Y := {(tk, yk)|k = 0, ..., n} Stu¨tzpunkte. Das
Interpolationsproblem heißt linear, wenn es Abbildungen Si : R → R gibt mit
∀t ∈ [t0, tn] : S(t; a) =
n
∑
i=0
aiSi(t) (C.3)
Lineare Interpolationsprobleme werden nach Deﬁnition der Si unterschieden. Am gela¨uﬁgsten
sind polynomiale, trigonometrische oder rationale Interpolation.
Polynomiale Interpolation.
∀t ∈ [t0, tn] : S(t; a) :=
n
∑
i=0
aiti (C.4)
Trigonometrische Interpolation.
∀t ∈ [t0, tn] : S(t; a) :=
n
∑
i=0
aiejit (C.5)
Rationale Interpolation.
Seien p, q ∈ N mit p + q = n und b = (b0, ..., bp) = (a0, ..., ap) und c = (c0, ..., cq−1) =
(ap+1, ..., an)
.∀t ∈ [t0, tn] : S(t; b, c) := ∑
p
i=0 bit
i
∑
q−1
j=0 cit
i
(C.6)
Worin das Problem der Interpolation liegt, sei am Beispiel der polynomialen Interpolation
erla¨utert. Je gro¨ßer die Anzahl an vorgegebenen Stu¨tzstellen ist, desto hochgradiger wird das
zu ermittelnde Polynom. Dies kann jedoch zu unerwu¨nschten Oszillationen zwischen den
Stu¨tzpunkten fu¨hren. Lo¨sungsidee fu¨r dieses Problem sind stu¨ckweise zusammengesetzte Funk-
tionen, sogenannte Spline-Interpolierende (kurz: Splines), da diese ”lokal sehr einfach und glo-
bal sehr ﬂexibel”1 sind. Sie seien hier im Folgenden in Anlehnung an [Spa¨90] deﬁniert.
Deﬁnition (Spline). Sei M := {(tk, yk) ∈ R ×R|k = 0, ..., n} die Menge aller Stu¨tzpunkte und
sei m ∈ N. Ein Spline S ∈ Cm([t0, tn]) ist dann die Menge der n jeweils auf dem Intervall
[tk, tk+1], k = 0, ..., n− 1 deﬁnierten Funktionen sk, wobei gilt:
• S ist auf dem Intervall (t0, tn) m-mal stetig differenzierbar, also insbesondere auch an den
Stu¨tzstellen tk.
1 vgl. [De 90]
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• Die sk genu¨gen den Interpolationsbedingungen sk(tk) = yk und sk(tk+1) = yk+1.
Sind die sk Polynome vom Grad m + 1 heißt S polynomialer Spline. Polynomiale Splines ha-
ben auf Grund ihrer Praktikabilita¨t eine hohe Relevanz. Der Ho¨chstgrad grad eines solchen
Splines wird u¨blicherweise grad ≤ 3 gewa¨hlt, da fu¨r ho¨here Grade die bereits erwa¨hnten,
unerwu¨nschten Oszillationseigenschaften auftreten. Ein wichtiger Vertreter ist der kubische
Spline (grad = 3), da er unter allen zweimal stetig differenzierbaren Funktionen die geringste
Kru¨mmungsenergie aufweist.
Gegenu¨ber polynomialen Splines liegt der Vorteil rationaler Splines mit einem frei wa¨hlbaren,
aber festem Polparameter p, dem Tensionsparameter (engl. Spannung), in ihrer Flexibilita¨t. So
kann die Forderung nach m-mal stetiger Differenzierbarkeit unabha¨ngig davon aufrecht erhal-
ten werden, wie straff der Spline gespannt ist2. Der in dieser Arbeit verwendete rationale Spli-
ne S : [t0, tn] → R besteht aus der Menge der Funktionen {sk : [tk, tk+1] → R|k = 0, .., n− 1}
mit
sk(t) = Aku+ Bkx+
Cku3
1+ px
+
Dkx3
1+ pu
(C.7)
mit
u = 1− x (C.8)
und
x =
t− tk
tk+1 − tk ∀t ∈ [tk, tk+1] (C.9)
und den Unbekannten Ak, Bk,Ck, Dk, k = 0, ..., n− 1. Bei n Intervallen sind demzufolge 4n Para-
meter zu ermitteln. Fu¨r eine eindeutige Bestimmung sind dafu¨r 4n Bedingungen festzulegen.
Diese ergeben sich aus der U¨bereinstimmung der sk an den Stu¨tzstellen tk mit den Stu¨tzwerten
yk, der Forderung nach zweimal stetiger Differenzierbarkeit von S im Inneren des Intervalls
[t0, tn] sowie zwei frei wa¨hlbaren Bedingungen zu Anstieg oder Kru¨mmung an den Intervall-
grenzen t0 und tn. Im Einzelnen wird gefordert:
sk(tk) = yk k = 0, ..., n− 1 (C.10)
sk−1(tk) = yk k = 1, ..., n (C.11)
s′k−1(tk) = s
′
k(tk) k = 1, ..., n− 1 (C.12)
s′′k−1(tk) = s
′′
k (tk) k = 1, ..., n− 1 (C.13)
2 vgl. dazu Anmerkungen und Abbildungen in Kapitel 3.1.2.1
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Die Gleichungen C.10−C.13 ergeben 4n− 2 Bedingungen. Fu¨r die Formulierung der zwei noch
notwendigen, frei wa¨hlbaren Bedingungen sind verschiedene Ansa¨tze u¨blich. Bei der Vorga-
be von Anstiegen m0 bzw. mn des Splines in t0 bzw. tn spricht man von Hermite-Randbedin-
gungen. Die Forderung nach Nullsetzen der Kru¨mmung s′′0 bzw. s′′n−1 in t0 bzw. tn fu¨hrt zu
sogenannten natu¨rlichen Splines.
C.3 Box-Whisker-Plot
Abbildung C.1: Box-Whisker-Plot nach [Tuk94]
Ein Box-Whisker-Plot stellt die Verteilung einer Menge von Datenpunkten dar. Strukturiert
wird die Darstellung dabei durch die Begrenzung der Box (0,25-Quantil und 0,75-Quantil der
Daten) sowie die La¨nge der Whisker. Die Whisker setzen an den Box-Begrenzungen an und
betragen maximal das 1,5-fache der Boxla¨nge. Wie lang der Whisker tatsa¨chlich ist, wird durch
den gro¨ßten Wert in den Datenpunkten bestimmt, der noch innerhalb der 1,5-fachen Boxla¨nge
liegt. Der Whisker kann also auch ku¨rzer sein als die 1,5-fachen Boxla¨nge. Werte außerhalb
der 3-fachen Boxla¨nge gelten als extreme Ausreißer (in der Abbildung gekennzeichnet durch
das Kreuz). Werte zwischen der 1,5-fachen und der 3-fachen Boxla¨nge gelten als (einfache)
Ausreißer (in der Abbildung gekennzeichnet durch den Kreis). Des Weiteren entha¨lt die Dar-
stellung den Median der Daten (0,5-Quantil) als Markierung innerhalb der Box. Fu¨r weitere
Ausfu¨hrungen sei auf [Tuk94] verwiesen.
C.4 Fehleranalyse
Sei g : R → R eine Funktion und sei I = [a, a + h] ⊂ R ein Intervall, auf dem g stetig mit
stetigen Ableitungen bis einschließlich der Ordnung m− 1 ist und in dessen Inneren auch die
Ableitung m−ter Ordnung existiert. Dann kann die Funktion g in einer Taylorreihe entwickelt
werden3. Es gilt (mit 0 < ξ < 1):
g(a+ da) = g(a) +
1
1!
dg
dx
∣∣∣∣
a
da+
1
2!
d2g
dx2
∣∣∣∣
a
da2 + ...+
1
m!
dmg
dxm
∣∣∣∣
a+ξda
dam (C.14)
3 vgl. [Bro+05]
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Unter der Annahme, dass die Terme ho¨herer Ordnung vernachla¨ssigbar klein sind, kann die
Taylorreihe nach dem linearen Glied abgebrochen werden. Der Unterschied Δg zwischen den
Funktionswerten g(a+ da) und g(a) kann somit in linearer Abha¨ngigkeit der Koordinatenab-
weichung da dargestellt werden:
Δg = g(a+ da)− g(a) = dg
dx
∣∣∣∣
a
da (C.15)
Fu¨r die Taylorreihe einer Funktion von n Vera¨nderlichen (Koordinaten) und deren Abbruch
nach den linearen Gliedern gilt:
Δg =
n
∑
i=1
∂g
∂xi
∣∣∣∣
xi
dxi (C.16)
Da bei der Fehleranalyse der Maximalwert des auftretenden Fehlers Δg interessiert, der durch
Fehler dxi in den Koordinaten xi verursacht wird, werden fu¨r die Fehler dxi ihre Maximal-
werte Δxi angenommen und die Fehler aller Koordinaten betragsma¨ßig aufsummiert, so dass
einzelne Fehleranteile sich nicht aufheben ko¨nnen. Somit gilt:
Δg =
n
∑
i=1
∣∣∣∣∣ ∂g∂xi
∣∣∣∣
xi
∣∣∣∣∣Δxi (C.17)
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Anhang D
Signaltheoretische Grundlagen
D.1 Signale und Eigenschaften
Signalleistung. Die mittlere Signalleistung C eines sinusfo¨rmigen Signals x mit
x(t) = AC sin(ωt+ φ) (D.1)
auch als quadratischer Mittelwert oder Erwartungswert von x2 bezeichnet, ist deﬁniert als:
C = lim
T→∞
1
2T
∫ T
−T
|x(t)|2dt (D.2)
Der Zusammenhang zwischen dieser Leistung C und der Amplitude AC des Signals leitet sich
demnach unter Nutzung der Additionstheoreme fu¨r trigonometrische Funktionen wie folgt ab.
C = lim
T→∞
1
2T
∫ T
−T
|x(t)|2dt (D.3)
= lim
T→∞
1
2T
∫ T
−T
|AC sin(ωt+ φ)|2dt (D.4)
= lim
T→∞
A2C
4T
∫ T
−T
(1− cos(2ωt+ 2φ)dt (D.5)
= lim
T→∞
A2C
4T
(
t− 1
2ω
sin(2ωt+ 2φ)
)
|T−T (D.6)
= lim
T→∞
(
A2C
2
− A
2
C
4ωT
cos(2φ) sin(4ωT)
)
(D.7)
=
A2C
2
(D.8)
Fu¨r zeitdiskrete Signale x mit
x(n) = AC sin(ωn+ φ) (D.9)
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mit n = kTs gilt analog:
C = lim
NA→∞
1
2NA + 1
NA
∑
k=−NA
|x(kTs)|2 (D.10)
und damit:
C = lim
NA→∞
1
2NA + 1
NA
∑
k=−NA
|AC sin(ωkTs + φ)|2 (D.11)
= lim
NA→∞
A2C
2NA + 1
NA
∑
k=−NA
sin2(ωkTs + φ) (D.12)
= lim
NA→∞
A2C
2NA + 1
NA
∑
k=−NA
1
2
(1− cos(2ωkTs + 2φ)) (D.13)
= lim
NA→∞
1
2
A2C
2NA + 1
(
NA
∑
k=−NA
1−
NA
∑
k=−NA
cos(2ωkTs + 2φ)
)
(D.14)
= lim
NA→∞
1
2
A2C
2NA + 1
(
(2NA + 1)−
NA
∑
k=−NA
cos(2ωkTs + 2φ)
)
(D.15)
= lim
NA→∞
(
A2C
2
− A
2
C
2(2NA + 1)
NA
∑
k=−NA
cos(2ωkTs + 2φ)
)
(D.16)
=
A2C
2
(D.17)
Erwartungswert von q2P. Sei qP der in Gleichung 2.24 deﬁnierte Korrelationswert des promp-
ten Quadratur-Arms. Dann gilt fu¨r den quadrierten Mittelwert q2P von q, das heißt, den Erwar-
tungswert von q2P:
q2P = E
⎧⎨⎩
(
2
kA
∑
k=1
B(kTs)ε(kTs) sin(ωIFkTs + φ)
)2⎫⎬⎭ (D.18)
= E
{
4
kA
∑
k=1
B(kTs)ε(kTs) sin(ωIFkTs + φ)
kA
∑
l=1
B(lTs)ε(lTs) sin(ωIFlTs + φ)
}
(D.19)
= E
{
4
kA
∑
k=1
kA
∑
l=1
B(kTs)ε(kTs) sin(ωIFkTs + φ)B(lTs)ε(lTs) sin(ωIFlTs + φ)
}
(D.20)
Auf Grund der Linearita¨t des Erwartungswert-Operators du¨rfen dieser Operator und die Sum-
mation vertauscht werden. Es gilt demnach:
q2P = 4
kA
∑
k=1
kA
∑
l=1
E {B(kTs)ε(kTs) sin(ωIFkTs + φ)B(lTs)ε(lTs) sin(ωIFlTs + φ)} (D.21)
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Sind Variablen unkorreliert, ist der Erwartungswert ihres Produktes gleich dem Produkt der
Erwartungswerte. Da dies fu¨r das GWR ε, den Code B und den sinusfo¨rmigen Tra¨ger zutrifft,
gilt demnach:
q2P = 4
kA
∑
k=1
kA
∑
l=1
E {B(kTs)B(lTs)}E {ε(kTs)ε(lTs)}E {sin(ωIFkTs + φ) sin(ωIFlTs + φ)} (D.22)
Das GWR ε hat die Eigenschaft, dass seine Autokorrelationsfunktion und damit der Erwar-
tungswert (Gleichung D.36) fu¨r Werte k = l einen Wert gleich Null annimmt. Es verbleiben
demnach nur die Summanden fu¨r die gilt k = l. Ferner nimmt der Code B nur Werte ±1 an.
Daher gilt fu¨r alle k: B2(kTs) = 1. Gleichung D.22 vereinfacht sich daher zu:
q2P = 4
kA
∑
k=1
E
{
ε2(kTs)
}
E
{
sin2(ωIFkTs + φ)
}
(D.23)
Der Erwartungswert fu¨r das quadrierte Rauschen ist auf Grund der Mittelwertfreiheit gleich
seiner Varianz σ2ε . Der Erwartungswert des quadrierten Tra¨gers (hier mit Amplitude AC = 1)
ist nach Gleichung D.17 gleich 0,5. Demzufolge gilt:
q2P = 4
kA
∑
k=1
σ2ε
2
(D.24)
= 2kAσ2ε (D.25)
Linearita¨t. Eine Funktion x : R → R heißt linear, wenn ∀u, v ∈ R und ∀k ∈ R gilt:1
x(u+ v) = x(u) + x(v) (D.26)
x(ku) = kx(u) (D.27)
D.2 Stochastische Prozesse
Dieser Abschnitt stellt die fu¨r diese Arbeit beno¨tigten wahrscheinlichkeitstheoretischen Grund-
lagen zusammen, wobei sich die Ausfu¨hrungen an [Pap91] orientieren. Vektorielle Gro¨ßen wer-
den in diesem Abschnitt fett gedruckt.
Sei (Ω,A, P) ein Wahrscheinlichkeitsraum. Eine Zufallsvariable (kurz: ZV ) x ist eine Funktion,
die jedem Element ξ ∈ A ein Element x(ξ) zuordnet und die Bedingungen D.28-D.30 erfu¨llt.
Dabei ist {x < x} := {ξ|x(ξ) < x}.
1 Die hier gegebene Deﬁnition ist an die Deﬁnition in [Bro+05] angelehnt und fu¨r die in dieser Arbeit verwendeten
Daten angepasst.
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{ξ|x(ξ) < x} ∈ A (D.28)
P{x = ∞} = 0 (D.29)
P{x = −∞} = 0 (D.30)
Zufallsvariablen x1 und x2 heißen unabha¨ngig, wenn die Ereignisse {x ∈ A} und {y ∈ B} fu¨r
beliebige A ∈ A und B ∈ B gilt:
P{x ∈ A, y ∈ B} = P{x ∈ A}P{y ∈ B} (D.31)
Eine Funktion Fx : R → [0, 1], x → P{x ≤ x} heißt Verteilungsfunktion von x. Mit ihr verbun-
den ist der Begriff des k−ten Perzentils einer Zufallsvariable x. Dies ist der kleinste Wert xk, so
dass k = P{x ≤ xk} = Fx(xk). Die Ableitung der Verteilungsfunktion Fx nach x wird als Dich-
tefunktion fx von x bezeichnet. Die Dichtefunktion wird beno¨tigt, um sogenannte Momente
von Zufallsvariablen zu deﬁnieren. Am gebra¨uchlichsten sind das erste Moment η, auch Mit-
telwert bzw. Erwartungswert E{x} genannt und das zweite, zentrale Moment σ2x , die Varianz.
Ihre Deﬁnition ist in den Gleichungen D.32 und D.33 gegeben.
η = E{x} =
∫ ∞
−∞
x fx(x)dx (D.32)
σ2x =
∫ ∞
−∞
(x−E{x})2 fx(x)dx (D.33)
Wa¨hrend eine Zufallsvariable x einem Element ξ ∈ A einen einzelnen Wert x(ξ) zuordnet,
weist ein Stochastischer Prozess einem Element ξ ∈ A eine Funktion zu. Umfasst der Deﬁniti-
onsbereich dieser Funktion die reellen Zahlen, spricht man von (zeit-)kontinuierlichen, stochas-
tischen Prozessen. Umfasst er nur eine abza¨hlbare Menge, spricht man von (zeit-)diskreten,
stochastischen Prozessen. Ein stochastischer Prozess x kann demnach als Funktion zweier Va-
riable t und ξ aufgefasst werden. Wird entweder t oder ξ ﬁxiert, kann x als Funktion nur einer
Variablen angesehen werden. Im ersten Fall ist x o.g. Zufallsvariable. Fu¨r jedes t lassen sich
demnach eine Verteilungs- und eine Dichtefunktion erster Ordnung2 (die abha¨ngig vom jewei-
ligen t ist) angeben. Somit sind auch die damit verbundenen Momente (bspw. der Mittelwert)
zeitabha¨ngig (vgl. Gleichung D.34).
η(t) = E{x(t)} =
∫ ∞
−∞
x fx(x, t)dx (D.34)
Von großem Interesse sind sogenannte stationa¨re Prozesse, da sie besonders angenehme Ei-
genschaften besitzen. Um diese Prozesse zu deﬁnieren, ist zuna¨chst der Begriff der Verteilung
2 Erste Ordnung bezieht sich auf die Anzahl der betrachteten Zeitpunkte, in diesem Fall ein einziger.
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n-ter Ordnung zu kla¨ren. Wie bereits erla¨utert, kann bei Fixierung eines Zeitpunktes t der
stochastische Prozess x als Funktion von ξ und damit als Zufallsvariable aufgefasst und eine
Verteilungsfunktion angegeben werden. Seien nun n Zeitpunkte und somit n Zufallsvariablen
xt1 , ..., xtn ﬁxiert. Dann heißt die Verbund-Verteilungsfunktion F = P{xt1 ≤ x1, ..., xtn ≤ xn} die
Verteilung n-ter Ordnung, die zugeho¨rige Verbund-Dichtefunktion f Dichte n-ter Ordnung.
Unter einem streng stationa¨rem Prozess x wird nun ein stochastischer Prozess verstanden,
dessen Dichte und Verteilung n-ter Ordnung invariant gegen Zeitverschiebungen τ sind, das
heißt es gilt:
fxt1 ,...,xtn = fxt1+τ ,...,xtn+τ (D.35)
Ein Prozess x heißt schwach stationa¨r, wenn sein Erwartungswert (Gleichung D.34) zeitun-
abha¨ngig, also konstant ist und seine in Gleichung D.36 deﬁnierte Autokorrelation nur von der
Zeitverscheibung τ, nicht aber der ti abha¨ngt (Gleichung D.37).
R(t1, t2) = E{x(t1)x(t2)} (D.36)
R(τ) = E{x(t)x(t+ τ)} (D.37)
Neben der Autokorrelation ist die in Gleichung D.38 deﬁnierte Autokovarianz von Bedeutung.
cR(t1, t2) = R(t1, t2)− η(t1)η(t2) (D.38)
Gilt cR(t1, t2) = 0 ∀t1, t2 mit t1 = t2 heißt x unkorreliert oder Weißes Rauschen. Gilt ferner, dass
xt1 und xt2 ∀t1, t2 mit t1 = t2 unabha¨ngig sind, heißt x Strenges Weißes Rauschen (engl. strictly
white noise)3. Ist der stochastische Prozess x zusa¨tzlich normal, das heißt, sind die xti normal
verteilt, spricht man von Strengem Gaußschen Weißen Rauschen (kurz: Strenges GWR ).
3 Sind zwei ZV unabha¨ngig, sind sie auch unkorreliert. Die Umkehrung muss nicht gelten.
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