An important problem in stochastic control is the so-called reach-avoid problem where one maximizes the probability of reaching a target set while avoiding unsafe subsets of the state-space. We develop a computational method for the finite horizon reach-avoid problem for discrete-time Markov decision processes. Our approach is based on deriving an infinite dimensional linear program whose solution is equivalent to the value function of the reach-avoid problem. We then propose a tractable approximation to the infinite linear program by projecting the value function onto the span of a finite number of basis functions and using randomized sampling to relax the infinite constraints. We illustrate the applicability of the method on a large class of Markov decision processes modeled by Gaussian mixtures and develop benchmark control and robotic problems to explore the computational tractability and accuracy of the proposed approach. To the best of our knowledge, this is the first time that problems up to six state variables and two inputs have been addressed using the reach-avoid formulation. Our results demonstrate that the approximation scheme has considerable computational advantages compared to standard space gridding-based methods.
Introduction
A wide range of controlled physical systems can be modeled using the framework of Markov decision processes (MDPs) [1, 2] . The most common objective is to compute control policies for the MDP that maximize an expected reward, or minimize an expected cost over a finite or infinite time horizon. In this work, we consider the stochastic reach-avoid problem for MDPs in which one maximizes the probability of reaching a target set while staying in a safe set [3] . Several different versions of the reach-avoid problem have been used in the literature to model safety and performance specifications for dynamical systems with hybrid dynamics such as room temperature regulation [3] , aircraft conflict resolution [4] , power system stability [5] , camera networks [6] and building evacuation strategies under randomly evolving hazards [7] .
State-of-the-art solution methods express the stochastic reach-avoid problem as a dynamic programming (DP) recursion and then approximate it on a finite grid placed on the state and control spaces. Gridding techniques are theoretically attractive since they can provide explicit error bounds for the approximation of the value function under general Lipschitz continuity assumptions [8, 9, 10] . In practice, the complexity of gridding based techniques suffers from the infamous Curse of Dimensionality and thus, is only applicable to relatively low dimensional problems. For general stochastic reach-avoid problems, the sum of state and control space dimensions that can be addressed with existing tools is not more than five. An important problem is therefore to explore alternative approximation techniques to push this limit further.
Several researchers have developed approximate dynamic programming (ADP) techniques for various classes of stochastic control problems [11, 12] . Most of the existing work has focused on problems where the state and control spaces are finite but too large to directly solve DP recursions. Our work is motivated by the technique discussed in [13] where the authors develop an approximation method based on Linear Programming (LP) for finite state and control spaces. Although the LP approach has been extensively used to approximate standard MDP problems with additive stage costs, it has not yet been considered for stochastic reach-avoid problems where the stage cost is sum-multiplicative. In general, LP approaches to ADP are desirable since several commercially available software packages can handle LP problems with large numbers of decision variables and constraints.
We develop a method to approximate stochastic reach-avoid problems over uncountable state and control spaces using linear programming. Our contributions can be summarized in the following points:
• We show the equivalence of a DP recursion that solves the reach-avoid problem and an infinite dimensional LP formulated over the space of Borel measurable functions defined on the MDP state space.
• We show that restricting the infinite dimensional space to a finite dimensional subspace spanned by a collection of basis functions is equivalent to the projection of the reach-avoid value functions onto the intersection of the span with the feasible region of the infinite LP. We then prove that recursively projecting the approximate value functions results in computing an upper bounding function for the reach-avoid probability over the MDP state space.
• We present a novel algorithm based on scenario sampling to approximate the value function of reachavoid problems resulting in solving finite dimensional LP problems.
• We present a numerical implementation of our method using finite dimensional subspaces spanned by Gaussian radial basis functions (GRBFs) and demonstrate that this choice allows the analytic computation of integrals for a wide class of safe and target sets and a wide class of MDP transition kernels.
• We provide a series of numerical examples where we approximate the solution to reach-avoid dynamic recursions that are intractable using state-space gridding. In particular, we formulate two types of reach-avoid problems for which heuristic solutions can be efficiently computed using existing control methods and confirm that our approximations are accurate by comparing their performance. We also formulate a more complex reach-avoid problem inspired by car racing where constructing a benchmark method is not straightforward but our method is still applicable.
The rest of the paper is organized as follows: In Section 2 we present the basics of stochastic reach-avoid problems for MDPs with uncountable state and control spaces and formulate an infinite dimensional LP for which the reach-avoid value function is an optimal solution. In Section 3 we derive a numerical approach to approximate the solution to the infinite LP through restricting the decision space using basis functions and using randomized algorithms to sample the infinite constraints. Section 4 restricts the form of basis elements to GRBFs and analyzes some of their approximation and numerical computation benefits. We use the developed methodology in Section 5 to approximate three reach-avoid problems of varying structure and complexity. In the concluding section of the paper we summarize the main results and outline potential future work.
Stochastic Reach-Avoid Problem
Our goal in this section is to present the reach-avoid problem for MDPs and develop an infinite dimensional linear program that can characterize its solution. We consider a discrete-time controlled stochastic process x t+1 ∼ Q(dx|x t , u t ), (x t , u t ) ∈ X × U with a transition kernel Q : B(X ) × X × U → [0, 1] where B(X ) denotes the Borel σ-algebra of X . Given a state control pair (x t , u t ) ∈ X × U, Q(A|x t , u t ) measures the probability of x t+1 falling in a set A ∈ B(X ). The transition kernel Q is a Borel-measurable stochastic kernel, that is, Q(A|·) is a Borel-measurable function on X × U for each A ∈ B(X ) and Q(·|x, u) is a probability measure on X for each (x, u). For the rest of the paper all measurability conditions refer to Borel measurability. We allow the state space X to be any subset of R n and assume that the control space U ⊆ R m is compact; extensions to hybrid state and input spaces where some state or inputs are finite valued are possible [3] . We consider a safe set K ∈ B(X ) and a target set K ⊆ K . We define an admissible T -step control policy to be a sequence of measurable functions µ = {µ 0 , . . . , µ T −1 } where µ i : X → U for each i ∈ {0, . . . , T − 1}. The reach-avoid problem over a finite time horizon T is to find an admissible T -step control policy that maximizes the probability of x t reaching the set K at some time t K ≤ T while staying in K for all t ≤ t K . For any initial state x 0 we denote the reach-avoid probability associated with a given µ as: r
and operate under the assumption that [0, −1] = ∅ which implies that the requirement on i is automatically satisfied when x 0 ∈ K.
Dynamic programming approach
In [14] , r µ x0 (K, K ) is shown to be equivalent to the following sum multiplicative cost function:
where
denotes the indicator function of a set A ∈ B(X ) with 1 A (x) = 1 if x ∈ A and 1 A (x) = 0 otherwise. The sets K and K can be time dependent or even stochastic [15] but for simplicity we assume here that they are constant. We denote the difference between the safe and target sets byX := K \ K to simplify the presentation of our results.
The solution to the reach-avoid problem is given by a dynamic recursion [14] . Define V * k : X → [0, 1] for k = T − 1, . . . , 0 by :
The value of the above recursion at k = 0 is the supremum of (1) over all admissible policies, i.e. V * 0 (x 0 ) = sup µ r µ x0 (K, K ). In [14] the authors proved universal measurablility of the value functions in (2). Here we impose a mild additional assumption on the continuity of the transition kernel and show that the value functions are measurable and the supremum at each step is attained. Assumption 1. For every x ∈ X , A ∈ B(X) the mapping u → Q(A|x, u) is continuous. Proof. By induction. First, note that the indicator function V *
is measurable we will show that V * k is also measurable. Define F (x, u) = X V * k+1 (y)Q(dy|x, u). Due to continuity of the map u → Q(A|x, u) by Assumption 1, the mapping u → F (x, u) is continuous for every x (by [16, Fact 3.9] ). Now, since U is compact, by [17, Corollary 1] , there exists a measurable function µ * k (x) that achieves the supremum. Furthermore, by [18, Proposition 7.29] , the mapping (x, u) → F (x, u) is measurable. It follows that F (x, µ Proposition 1 allows one to compute an optimal feedback policy at each stage k by solving,
The dynamic recursion in (2) implies that the functions V * k (x) are defined on three disjoint regions of X , namely
and it can be shown [14] that the value of each V * k on X is restricted to [0, 1] . Hence, it suffices to compute V * k onX . Proposition 2. Assume that for every A ∈ B(X ) the mapping (x, u) → Q(A|x, u) is continuous (stronger than Assumption 1), then V * k (x) is piecewise continuous on X .
Proof. From the continuity of (x, u) → Q(A|x, u) we conclude that the mapping (x, u) → F (x, u) is continuous (Fact 3.9 in [16] ). From the Maximum Theorem [19] , it follows that F (x, u * (x)) and thus each V * k (x), is continuous onX . By construction, each V * k is then piecewise continuous on X .
Linear programming approach
We express the reach-avoid DP value function as a solution to an infinite dimensional LP, that we will later approximate using tools from function approximation and randomized convex optimization. Let F := {f : X → R, f is measurable}. Under the conditions of Proposition 1, we introduce two operators defined for any measurable function V ∈ F to simplify the presentation of our results:
The value function at each step k ∈ {0, . . . , T − 1} can be written as V *
Since 1 K and 1X are known functions, one only needs to compute the value of T [V * k+1 ](x) onX recursively for every k ∈ {0, . . . , T − 1} in order to construct each V * k using 1 K and 1X . In the following proposition, we show that for every k ∈ {0, . . . , T − 1} the solution to the recursive step in (2) can be constructed from the solution of an infinite dimensional LP using a relaxed version V *
](x), ∀x ∈X . For the rest of the paper let ν be a non-negative measure supported onX .
Then, V J * = X V * k (x)ν(dx) and V * k is an optimal solution. We now show that any other solution to (6) is equal to V * k ν-almost everywhere onX . Assume that there exists a function V * optimal for (6) that is strictly greater than V * k on a set A m ∈ B(X ) of non-zero ν-measure. Since V * and V * k are both optimal, we have
We can then reduce V * to the value of V * k on A m while keeping it measurable, reducing the value of X V * (x)ν(dx) below J * , contradicting the fact that V * was optimal. We can then conclude that any solution to (6) has to be equal to V * k ν-almost everywhere onX .
Note that we can replace the infimum in (6) by a minimum since the infimum is attained by the value function. Consider the following semi-norm on F induced by the non-negative measure ν:
Any feasible function in (6) is a point-wise upper bound on the value function V * k and Proposition 3 implies that for any solution V * to the infinite dimensional LP in (6) we have V * − V * k 1,ν = 0. The results of Proposition 3 hold for any non-negative measure but choosing ν poorly affects the quality of a solution to (6) as discussed in [13] . In theory, we could start at k = T − 1 and recursively solve problem (6) to construct the required value function V * 0 , up to a set of ν-measure zero. However, computing a solution to infinite dimensional LP problems in the form of (6) is generally intractable [20, 21] unless the set F has a finite dimensional representation and the infinite constraints overX × U can be reformulated or evaluated efficiently.
Approximation with a finite linear program
The goal of this section is to develop a method for approximating the intractable infinite dimensional LP by a finite LP through two steps. First, we replace the infinite dimensional function space F with a finite dimensional one and discuss the effects of this restriction. Second, we replace the infinite constraints enforced onX × U with a finite number of constraints, and provide probabilistic feasibility guarantees for the rest.
Restriction to a finite dimensional function class
Let F M be a finite dimensional subspace of F spanned by M measurable basis elements denoted by
. For a fixed function f ∈ F, consider the following semi-infinite LP defined over functions V ∈ F M expressed using the basis
The following proposition relates the solution of (7) to the corresponding infinite dimensional LP defined over the whole space F. Lemma 1. Suppose Assumption 1 holds. Fix a function f ∈ F and let V * be a solution to the following optimization problem:
Denote byV (x) = M i=1ŵ i φ i (x) the function constructed using the optimal solutionŵ of (7) for the same function f . ThenV (x) ≥ V * (x) everywhere onX andV is a solution to the following optimization problem:
Proof. Any feasible V in (8) upper bounds V * onX , i.e. V (x) ≥ V * (x) for all x ∈X and in particular, sinceV ∈ F,V (x) ≥ V * (x) for all x ∈X . To show thatV is a solution to (9) consider
where C is equal to the integral of V * onX with respect to ν and is a constant since V * is fixed. Since any function in V ∈ F M can be written as (7) is equivalent to (9) for the same f ∈ F.
The semi-infinite optimization problem in (7) can be used to recursively construct an approximationV 0 to V * 0 onX where each approximation stepV k satisfies Lemma 1.
. Start with the known value function V * T and recursively construct
Each functionV k is then a solution to the corresponding optimization problem:
Proof. The statement is a recursive application of Lemma 1. For k = T − 1, the constraint in (10) implies
Applying T on both sides we have by the monotonicity of T (see [14] 
for all x ∈X we conclude in the same way as in Lemma 1 thatV k (x) minimizes the ν-norm distance to V * k while respecting the corresponding constraint.
Restriction to a finite number of constraints
Finite dimensional problems with infinite constraints (similar to the ones appearing in the recursive process of Proposition 4) are called semi-infinite or robust optimization problems. These are difficult to solve unless specific structure is imposed onX × U and the basis functions ( [22, 23, 24] ). An alternative approach is to select a finite set of points fromX × U and impose the constraints only on those points. Problems in the form of (7) are then reduced to finite LP problems and can be solved to optimality using commercially available solvers. We will use the scenario approach [25] to quantify the feasibility properties of solutions constructed using sampled data. For a discussion on the related performance properties, see [26, 27] .
denote a set of N ∈ N elements fromX × U and for a fixed function f ∈ F, consider the following finite LP defined over functions V ∈ F M expressed using the basis
Figure 1: Illustrative example of an approximation after sampling depicted onX × U.
Figure 2: Illustrative example of an approximation after sampling, projected onX .
Since the objective and constraint functions are linear in the decision variables, we use the scenario sampling theorem from [25] and generalize the feasibility properties of a solution to (11) with respect to a solution to (7) , as a function of the set S. For the problem at hand, the following statement summarizes the probabilistic feasibility guarantees of a solution constructed in this way. Theorem 1. Assume that for any function f ∈ F and any set S, the feasible region of (11) is nonempty and the optimizer is unique. Fix a function f ∈ F and choose a collection of functions {φ i } M i=1 and required violation and confidence levels ε, β ∈ (0, 1). Construct a set S by drawing N independent identically distributed sample points fromX × U according to some probability measure PX ×U where N is chosen as
Then the functionṼ (x) = M i=1w i φ i (x) constructed using the optimal solutionw to (11) satisfies
with confidence 1 − β, measured with respect to P {X ×U } N , the measure constructed by taking N products of PX ×U .
The probability statement in (12) can be interpreted as follows: The approximate solution functioñ
on a set of at most ε measure, with respect to PX ×U . In contrast to the solution in (7), the constructed value functions are upper bounds onX in probability. To further clarify the statement of Theorem 1, consider the illustration in Figures 1 and 2 . Assuming thatX and U are one dimensional and for a hypothetical function f , we have plotted the value of the constraint T u i [f ](x i ) (denoted by crosses) for a collection of sampled points (x i , u i ). The dotted lines correspond to the solution of (11) for the particular f , denoted byṼ (x). The dashed lines correspond to the solution of (7) for the particular f , denoted byV (x), while the solid lines correspond to T [f ](x). As stated in Theorem 1,Ṽ (x) is greater than or equal to T u [f ](x) for most pairs (x, u).Ṽ (x) could exceed or stay below T [f ](x), as long as the measure of pairs (x, u) where it is below is smaller than ε k . In Figure 1 , we have plotted the sets whereṼ (x) < T u [f ](x) onX × U. In Figure 2 , the shaded areas only indicate that there exist pairs
Denote by N k the number of elements in S k . Each functionṼ k then satisfies:
with confidence 1 − β k , measured with respect to P {X ×U } N k , the measure constructed by taking N k products of PX ×U .
Since at every step k, the basis elements {φ
, the functionṼ k+1 ∈ F and the levels {ε i , β i ∈ (0, 1)}
are fixed, Proposition 5 is simply a recursive application of Theorem 1 for k ∈ {0, . . . , T −1}. In the following section we discuss a particular choice for the basis sets {φ
that provides a number of computational advantages in the context of reach-avoid problems.
Implementation with radial basis functions
We consider a particular type of radial basis functions and apply the presented methodology to a powerful class of MDPs modeled by Gaussian mixture kernels [28] . We show that using this class of basis functions, the constraint in (11) can be computed analytically for each element in the sample set, reducing the computation time required to solve the resulting linear program.
Basis function choice
We consider basis function sets comprising parametrized Gaussian radial basis functions (GRBFs). Our choice is motivated by the strong approximation capabilities of such functions, discussed in [29, 30, 31, 32] , as well as the fact that for certain types of sets one can compute integrals over GRBFs analytically. Consider the following assumption: Assumption 2. We impose the following restrictions on the structure of the considered reach-avoid problems:
1. The stochastic kernel Q can be written as a Gaussian mixture kernel J j=1 α j N (µ j , Σ j ) with known diagonal covariance matrices Σ j , means µ j and weights α j such that J j=1 α j = 1 for a finite J ∈ N + . 2. The target and safe sets K and K can be written as finite unions of disjoint hyper-rectangle sets, i.e. K =
m l ] for some finite P, M ∈ N + with n = dim(X ) and a p , b p , c m , d m ∈ R n for every p and m.
Assumption 2 applies to a wide range of reach-avoid problems. For example the kernel of general nonlinear systems subject to additive Gaussian mixture noise can be written as a GRBF. Moreover, whenever the safe and target sets cannot be written as unions of disjoint hyper-rectangles, one can approximate them as such to arbitrary accuracy [33] . Since the state-relevance measure ν is a design choice, it is generally possible to select one that can be written as a product measure; if this is not the case, our results extend to measures ν that can be approximated by Gaussian mixtures.
For each k ∈ {0, . . . , T − 1}, F M k denotes the span of a set of M k GRBFs {φ
where for each i ∈ {1, . . . , M }, φ k i is a mapping from R n to R that has the form:
where x, c i,k , s i,k ∈ R n and all c i,k , s i,k ∈ R. Note that the expression in (14) is equivalent to a multivariate Gaussian function with diagonal covariance matrix. The candidate approximate value function at stage k ∈ {0, . . . , T − 1} is constructed by taking a weighted sum
of the corresponding basis elements. For every k ∈ {0, . . . , T − 1}, we fix the centers and variances of the GRBF elements {φ
before initializing the recursive process described in Proposition 5 to optimize over their scalar weights. We sample centers uniformly from the setX and variances from a bounded set that varies according to problem data and constitutes a design choice (see Section 5) .
A useful property of GRBFs is that the product of two GRBFs is a GRBF with known center and variance [29, Section 2] . Consider two functions
.
Under the setup of Assumption 2, integrals of GRBFs over K and K decompose into one dimensional integrals of Gaussian functions which can be computationally useful in the method of Proposition 5 that requires evaluating the constraint in (11) over samples fromX × U. In particular, letṼ k (x) = 
, a union of hyper-rectangle sets for some D ∈ N + . The integral ofṼ k over A can then be written as
where erf denotes the error function defined as erf(x) = 2 √ π x 0 exp −t 2 dt. Note that we choose the state-relevance measure ν to be a product measure, i.e. ν(dx) = n l=1 ν l (dx l ) in order to carry out this computation. The integral ofṼ k over X can then be written as
and since Q can be written as a GRBF, every product in (16) is a product of GRBFs and the integrals over K p and K m can be computed using (15).
Recursive value function approximation and policy computation
For a given horizon T , spaceX × U, transition kernel Q and target and safe sets K and K , the approximate value functions corresponding to (2) are computed using Proposition 5. The method relies on recursively applying Theorem 1 which depends on several parameters that constitute design choices. The first and most important choice is the number of basis elements {M k } T −1 k=0 used at every step of the approximation that, as seen in (11) and the sample bound in Theorem 1, affects both the number of decision variables and constraints. The samples are generated according to a chosen measure PX ×U and, apart from {M k } T −1 k=0 , their number is also affected by the choice of violation and confidence levels {ε i }
i=0 . Typically, violation and confidence levels are chosen to be close to 0 and 1 respectively to enhance the feasibility guarantees of Theorem 1 (measured using PX ×U ) at the expense of more constraints in (11) . The quality of the resulting approximation depends on the choice of the center and variance parameters of each basis set {φ
as well as the state-relevance measure ν, given as a product of measures. At each recursive step k ∈ {0, . . . , T − 1} we construct F M k by sampling M k centers fromX and variances from a bounded set, according to a chosen probability measure; our method is still applicable if centers and variances are not sampled but fixed in another way. We then sample points fromX × U according to PX ×U and the sample bound of Theorem 1 and evaluate the constraints in (11) using (15) and (16) . The approximate value function at step k is constructed using the optimal solution of the resulting finite LP and the process is repeated until k = 0. The steps of the proposed method are summarized in Algorithm 1.
Using the approximate value functions one can compute an approximate control policy for any x ∈X and k ∈ {0, . . . , T − 1} by solving:
Although the optimization problem in (17) is non-convex, standard gradient based algorithms can be employed to obtain a local solution. In particular, the cost function is by construction smooth with respect to u for a fixed x ∈X and the gradient and Hessian information can be analytically obtained using the erf function. Moreover, the decision space U is typically low dimensional (in most mechanical systems for example dim U ≤ dim X ) and mature software is available [34] to compute locally optimal solutions. The process of calculating a control input at time k for a fixed state x k is summarized in Algorithm 2. An alternative approach would be to use randomized techniques similar to the approaches in [25, 35, 36, 37] .
Numerical Case Studies
A challenge in evaluating approximate dynamic programming methods is the construction of benchmark problems since exact solutions are not available. For this reason, we consider benchmark problems based on some of the most powerful and scalable existing tools to explore the performance of our method. We analyze the numerical performance of the proposed method on three reach-avoid problems that differ in structure
Algorithm 1 Approximate value function
Input Data:
• State and control spaceX × U.
• Reach-avoid time horizon T .
• Centers and variances of the MDP kernel Q.
• Sets K and K written as unions of disjoint hyper-rectangles.
Design parameters:
• Number of basis elements {M k } T −1 k=0 .
• Violation and confidence levels {ε i }
• Probability measure PX ×U used in Theorem 1.
• Probability measure of centers and variances for the basis functions {φ
, supported onX and a bounded set respectively.
• State-relevance measure ν decomposed as a product measure. (15) and (16) .
end for
Solve the finite LP in (11) to obtainw
. end for and complexity. The first two examples correspond to regulation problems with different constraint types and are used to demonstrate the accuracy of the method as the state and control space dimensions grow. The final example demonstrates the potential of the proposed approach by addressing a reach-avoid problem for a highly non-linear system with six state variables and two control inputs. To compute the ADP reachavoid controllers for all problems, we have used the method described in Algorithm 1 without exploiting any additional structure in the systems (e.g. seperability of dynamics). All value function approximations and control policy simulations were carried out on an Intel Core i7 Q820 CPU clocked at 1.73 GHz with 16GB of RAM memory, using IBM's CPLEX optimization toolkit in its default settings.
Example 1: Reach-avoid origin regulation
Consider the reach-avoid problem of maximizing the probability that the state of a controlled linear system subject to additive Gaussian noise reaches a target set centered at the origin within T = 5 discrete time steps while staying in an enclosing safe set. For simplicity in presenting our results, we consider systems described by the equation where for each k ∈ {0, . . . , 4}, x k ∈ X = R n , u k ∈ U = [−0.1, 0.1] n and each ω k is distributed as a Gaussian random variable ω k ∼ N (0 n×1 , Σ) with diagonal covariance matrix. We consider a target set
n around the origin and a safe set K = [−1, 1] n (see Figure 3 ) and approximate the value function using the method described in Proposition 5 and the steps of Algorithm 1 for system dimensions of dim(X × U) = 4, 6, 8. The transition kernel of (18) is a Gaussian mixture x k+1 ∼ N (x k + u k , Σ) with center x k + u k and covariance matrix Σ while the sets K and K are hyper-rectangles by construction. We choose 100, 500 and 1000 GRBF elements for the reach-avoid problems of dim(X × U) = 4, 6, 8 (Table 1) and uniform measures supported onX and [0.02, 0.095] n respectively to sample the GRBF centers and variances. The violation and confidence levels for every k ∈ {0, . . . , 4} are chosen to be ε k = 0.05, 1 − β k = 0.99 and the measure PX ×U required to generate samples fromX × U is chosen to be uniform. Since there is no reason to favor some states more than others, we also choose ν to be uniform, supported onX . We then follow the steps of Algorithm 1 to obtain a sequence of approximate value functions {Ṽ k } 4 k=0 . To estimate the performance of the approximation, we sample 100 initial conditions x 0 uniformly fromX and for each one generate 100 different trajectory realizations, using the corresponding policy defined in (17) computed by Algorithm 2. We then count the number of trajectories that successfully complete the reach-avoid objective, i.e. reach K without leaving K . In Table 1 we denote by Ṽ 0 − V ADP the mean absolute difference between the empirical success probability of the ADP controller, denoted by V ADP , and the predicted performancẽ V 0 , evaluated over the considered initial conditions. The memory and computation time reported is that of constructing and solving each LP in the recursive process.
The structure of the considered regulation problem is similar to that of an LQG control problem with state constraints. Since the system is linear, the noise Gaussian and the target and safe sets symmetric and centered around the origin, we assume that a tuned LQG controller will perform close to optimal for the reach-avoid objective. Under this assumption we directly compare the ADP and LQG controllers in an attempt to validate the ADP method. Consider an LQG problem of the form
where Q and R have been chosen to correspond to the largest ellipsoids 2 inscribed in K and U respectively. Our choice is motivated by the level sets of the LQG cost function that need to correspond to the location and size of the target and control constraint sets, keeping the relative penalization between dimensions consistent. Whenever the resulting LQG control inputs (calculated via the Riccati difference equation) are infeasible, we project them on the feasible set U. Starting from the same initial conditions as with the ADP controller, we simulate the performance of the LQG controller by generating 100 trajectories using the same noise samples as in the ADP method, counting the number that reach K without leaving K . Since the design criteria of the LQG and reach-avoid based methods are different, our comparison is qualitative. Figure  4 shows the mean absolute difference between V LQG and V ADP over the initial conditions, as a function of the basis elements used to construct the approximate value functions. Each line on the graph corresponds to a problem of different dim(X × U) and we can clearly see the trend of increasing accuracy as the number of basis elements increases. In Table 2 we indicate the trade-off between accuracy and computational resources specifically for the 6D problem; the situation is analogous in the 4D and 8D problems. Figure 5 shows the same metric as Figure 4 , this time as a function of the total number of sample pairs from X × U for a fixed number of basis elements. As expected (see Theorem 1), changing the total number of samples N k has a direct effect on the violation probability ε k (assuming constant β k = 0.01) and consequently on the approximation quality. Again, as the number of samples increases, the accuracy increases at the expense of computational effort (Table 3) .
Example 2: Reach-avoid origin regulation with obstacles
Consider the same origin regulation problem of Section 5.1 with the addition of obstacles placed randomly within the state space ( Figure 6 ). The reach-avoid objective in this case is to maximize the probability that the system in (18) reaches K without leaving K or reaching any of the obstacle sets K α . In the reach-avoid framework, this problem is equivalent to the one in Section 5.1, using the same target set K and a different safe set K = X \ J j=1 K j α where each K j α denotes one of the hyper-rectangular obstacle sets and J ∈ N + . For a time horizon of T = 7, we choose the same basis numbers, basis parameters, sampling and reward measures as well as violation and confidence levels as in Section 5.1 in order to apply Algorithm 1 and compute approximate value functions for the obstacle avoidance problem (see Table 4 ). We simulate the performance of the ADP controller starting from 100 different initial conditions selected such that at least one obstacle blocks the direct path to the origin. For every initial condition we sample 100 different noise trajectory realizations and use the corresponding control policies computed by Algorithm 2 to compute the empirical ADP reach-avoid success probability (denoted by V ADP ) by counting the total number of trajectories that reach K while avoiding reaching any of the obstacles or leaving K .
The problem of regulating (18) to the origin without passing through any obstacles is in the category of path planning and collision avoidance problems that have been studied thoroughly in the control community [39, 40, 41, 42] in the noiseless case. We adopt the formulation in [40] and formulate the problem as a mixed integer quadratic program (MiQP) using mixed logic dynamics (MLD) [43] that can be solved to optimality using standard branch and bound techniques. In order to take noise into account, we truncate the density function of the random variables ω k at 95% of their total mass and enlarge each obstacle set K α by the maximum value of the truncated ω k in each dimension (robust worst-case approach). An alternative approach to handle process noise would be to include the bounded uncertainty implicitly in the control problem formulation, see [44] , or employ randomized techniques and solve the problem using sampling. Table 2 : Example 1 -Accuracy and computational requirements as a function of basis elements for dim(X × U) = 6.
Starting from the same initial conditions as in the ADP approach, we simulate the performance of the MiQP based control policy by using 100 noise trajectory realizations (same as in the ADP controller), implementing the policy in receding horizon. The empirical success probability of trajectories that reach K while avoiding reaching any of the obstacles or leaving K is denoted by V MiQP . Since the objectives of the MiQP and ADP formulations are different (even though both methods exploit knowledge about the target and the avoid sets) our comparison is again qualitative. The mean differences Ṽ 0 − V ADP and V ADP − V MiQP reported in Tables 4 and 5 are computed by averaging the corresponding empirical reachavoid success probabilities over the initial conditions. Figure 7 and Table 5 indicate a similar trade-off between accuracy and complexity as observed in Section 5.1.
Example 3: Race car cornering
Consider the problem of driving a race car through a tight corner in the presence of static obstacles, illustrated in Figure 8 . As part of the ORCA project of the Automatic Control Lab (see http://control. ee.ethz.ch/~racing/), a six state variable nonlinear model with two control inputs has been identified to describe the movement of 1:43 scale race cars. The model derivation is discussed in [45] and is based on a unicycle approximation with parameters identified on the experimental platform of the ORCA project using model cars manufactured by Kyosho. We denote the state space by X ⊂ R 6 , the control space by U ⊂ R 2 and the identified dynamics by a function f : X × U → X . The first two elements of each state x ∈ X correspond to spatial dimensions, the third to orientation, the fourth and fifth to body fixed longitudinal and lateral velocities and the sixth to angular velocity. The two control inputs u ∈ U are the throttle duty cycle and the steering angle. As is typically observed in practice, the state predicted by the identified dynamics and the state measurements recorded on the experimental platform are different due to process and measurement noise. Analyzing the deviation between predictions and measurements, we identified a stochastic variant to the original model using additive Gaussian noise,
The noise mean µ and diagonal covariance matrix Σ have been selected such that the probability density function of the process in (20) resembles the empirical data obtained via measurements. Figure 10 illustrates the fit for the angular velocity where µ 6 = −0.26 and Σ(6, 6) = 0.53; the rest of the states are handled in the same way. The kernel of the resulting stochastic process is by construction a GRBF with a single term N (f (x, u) + µ, Σ). We cast the problem of driving the race car through a tight corner without reaching obstacles as a stochastic reach-avoid problem. The setup is similar to the one in Section 5.2 with the crucial difference that the system is highly nonlinear and the MiQP method used before is not applicable without suitable linearization. On the contrary, the developed ADP technique can be readily applied to this problem once the input data and design parameters of Algorithm 1 are fixed. We consider a horizon of T = 6 and a sampling time of 0.08 seconds. The safe region on the spatial dimensions is defined as (K 1 × K 2 ) \ A where A ⊂ R 2 denotes the obstacle set that has to be avoided by the moving car, see Figures 8, 9 . The full safe set is then defined as
describe the physical limitations of the model car (see Table 6 ). Similarly, the target region for the spatial dimensions is denoted by K 1 × K 2 and corresponds to the end of the turn - Figure 9 . The full target set is then defined as
We use a total of 2000 GRBF elements for each approximation step with centers and variances sampled according to uniform measures supported onX and the hyper-rectangle defined by the product of intervals in the rows of Table 6 respectively. As in Sections 5.1 and 5.2, we use a uniform state-relevance measure and a uniform sampling measure to construct each one of the finite linear programs in Algorithm 1. All violation and confidence levels are chosen to be ε k = 0.2 and 1 − β k = 0.99 respectively for k = {0, . . . , 5}. Having fixed all design parameters we implement the steps of Algorithm 1 and compute a sequence of approximate value functions. To evaluate the quality of the approximations we initialized the car at two different initial states 
= 1 are both high at these initial states but the associated trajectories computed via Algorithm 2 vary significantly. In the low velocity case, the car avoids the obstacle by driving above it while in the high velocity case, by driving below it; see Figure 9 . Such a behavior is expected since the car model would slip if it turns aggressively at high velocities. We also computed empirical reach-avoid probabilities in simulation, V ADP (x 1 ) = 1 and V ADP (x 2 ) = 0.99, by sampling 100 noise trajectories from each initial state and implementing the ADP control policy of (17) using the associated value function approximation (Figure 9 ). The controller was tested on the ORCA setup by running 10 experiments from each initial condition and sequentially applying the computed control inputs. Implementing the whole feedback policy online would require solving problems in the form of (17) within the sampling time of 0.08 seconds. This is conceptually possible since the control space is only two dimensional but requires developing an embedded nonlinear programming solver compatible with the ORCA setup. As demonstrated by the videos in (youtube:ETHZurichIfA), the car is successfully driving through the corner, avoiding the obstacle, even when the control inputs are applied in open loop.
Conclusion
We developed a numerical approach to compute the value function of the stochastic reach-avoid problem using linear programming and randomized convex optimization. The method suggested is based on function approximation properties of Gaussian radial basis functions and exploits their structure to encode the transition kernel of Markov decision processes and compute integrals over the reach-avoid safe and target sets. The fact that our method relies on solving linear programs allows us to tackle reach-avoid problems with larger dimensions than state-space gridding methods. The accuracy and reliability of the approach is investigated by comparing to heuristics based on well-established methods in the control of linear systems. Table 5 : Example 2 -Accuracy and computational requirements as a function of basis elements for dim(X × U) = 6.
The potential of the approach is demonstrated by tackling a reach-avoid control problem for a six dimensional nonlinear system with two control inputs. Based on the results reported so far, it is worth concentrating future work to apply the method in more general MDP control problems with uncountable state space and control spaces. We are currently focusing on the problem of systematically choosing the center and variance parameters of basis function elements, exploiting knowledge about the dynamics of the considered systems. Apart from improving initial basis selection, we are exploring adaptive methods for choosing basis parameters and staterelevance measures to increase objective performance. In terms of computational efficiency, we are developing decomposition methods for the large linear programming problems that arise in our approximation method to allow addressing reach-avoid problems of even higher dimensions. Finally, we are addressing tractable reformulations of the infinite constraints in the semi-infinite linear programs presented to avoid samplingbased methods. 
