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CAPI´TULO 1
INTRODUCCIO´N
El objetivo de este trabajo es la construccio´n de soluciones nume´ricas para sis-
temas en derivadas parciales mixtos difusivos acoplados singulares. Los me´todos
estandar para resolver tales problemas esta´n basados en una transformacio´n del
problema acoplado en un nuevo sistema desacoplado [13], y ası´ el sistema puede
ser tratado escalarmente con las te´cnicas cla´sicas. Tal desarrollo tiene varias de-
ficiencias, lo cual limita la aplicabilidad, ya que las matrices de coeficientes A y
B que acompan˜an las derivadas respecto a x y t de la variable buscada u
necesitan ser sime´trica; adema´s el orden de la derivada superior que aparece en el
sistema desacoplado resultante es, en general, mayor que la del sistema original.
En este trabajo se utiliza un me´todo constructivo para la solucio´n de los proble-
mas acoplados mediante un enfoque global matricial sin necesidad de desacoplar
el problema.
Inicialmente se tratara´ con problemas de difusio´n fuertemente acoplados de la
forma,
CASO I

Auxx(x, t)− But(x, t) = 0, 0 < x < 1, t > 0
u(0, t) = 0, t > 0
B1u(1, t) + B2ux(1, t) = 0, t > 0
u(x, 0) = F(x), 0 ≤ x ≤ 1
luego se analizara´ un segundo caso de la forma,
CASO II

Auxx(x, t)− But(x, t)− u(x, t) = 0, 0 < x < 1, t > 0
u(0, t) = 0, t > 0
B1u(1, t) + B2ux(1, t) = 0, t > 0
u(x, 0) = F(x), 0 ≤ x ≤ 1
donde u = (u1, u2, ..., um)
T y F(x) son vectores en Cm, y A, B, B1, B2 son
matrices m×m, elementos de Cm×m.
El me´todo propuesto consiste en discretizar el problema continuo (CASO I,
CASO II) usando diferencias finitas y luego construir, de forma exacta, una
solucio´n nume´rica discreta del problema.
Los me´todos de diferencia finita para los problemas de difusio´n son tratados
en [17].
A lo largo del documento, el conjunto de todos los valores propios de una ma-
triz D en Cm×m es denotado por σ (D) y el radio espectral, el ma´ximo del con-
junto {|z| ; z ∈ σ (D)}, por ρ (D). Si A es una matriz hermı´tica, escribiremos
λmı´n para el mı´nimo de σ (A). Finalmente, el subespacio vectorial generado por
el vector w es denotado por Lin {w}.
En general, los aspectos ba´sicos en la solucio´n de ecuaciones en derivadas par-
ciales involucran la existencia y unicidad, la convergencia y los me´todos de cons-
truccio´n de soluciones.
En este u´ltimo se tiene que uno de los me´todos ba´sicos para la construccio´n
de soluciones de ecuaciones en derivadas parciales es el m e´todo de separacio´n
de variables, el cual depende del hecho de que la ecuacio´n en derivadas parciales
sea lineal. En general, este m e´todo busca soluciones simples de una ecuacio´n
diferencial parcial lineal homoge´nea, de la forma
u (x, t) = X (x) T (t)
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que a su vez satisfaga condiciones de frontera homoge´neas. Si se pueden obtener
estas soluciones simples o´ soluciones fundamentales un (x, t) = Xn (x) Tn (t), se
compone una solucio´n u (x, t) =
∞
∑
n=1
un (x, t) que satisfaga tambie´n las condi-
ciones iniciales.
El me´todo de aproximacio´n ma´s usado en la solucio´n de ecuaciones diferencia-
les es el de las diferencias finitas (o me´todo de las mallas). Este consiste en sustituir
por un conjunto finito (discreto) de puntos (nodos) la regio´n de variacio´n continua
de los argumentos x y t, por ejemplo; de esta forma en lugar de las funciones
de argumento continuo se consideran los argumentos discretos definidos en los
nodos de malla llamados funcio´n de malla. Las derivadas que aparecen en las
ecuaciones diferenciales se sustituyen (aproximan) mediante los cocientes respec-
tivos de diferencias, es decir, por combinaciones lineales de valores de la funcio´n
de malla en varios nodos de la red; de esta forma la ecuacio´n diferencial se susti-
tuye por un sistema de ecuaciones algebraicas (ecuaciones en diferencias). A su
vez las condiciones de frotera y condiciones iniciales tambie´n se sustituyen por
condiciones en diferencias para la funcio´n de malla.
En este me´todo se requiere que el problema ası´ obtenido tenga solucio´n y que
la solucio´n se aproxime (converja) a la solucio´n del problema original al aumen-
tar el nu´mero N de puntos de malla. El ana´lisis de convergencia del esquema
en diferencia se realiza, generalmente, a trave´s de los conceptos de consistencia,
estabilidad y del teorema de Lax-Richtmyer.
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CAPI´TULO 2
PRELIMINARES
2.1. TERMINOLOGI´A
En este trabajo se usara´n varios tipos de inversa, la inversa de Moore-Penrose y
la inversa de Drazin, las cuales permitira´n expresar en forma cerrada finita y com-
putable, tanto la condicio´n de compatibilidad como la solucio´n general del sistema
algebraico:
Ax = b, A ∈ Cm×n, x ∈ Cn, b ∈ Cm
Definicio´n 2.1.1 Si A ∈ Cm×n, entonces su inversa generalizada de Moore-Penrose se
denota por A† y se define como la u´nica matriz que cumple:
(i) AA†A = A
(ii) A†AA† = A†
(iii)
(
AA†
)H = AA†
(iv)
(
A†A
)H = A†A
Definicio´n 2.1.2 Sea A una transformacio´n lineal sobre Cm. El ma´s pequen˜o de los
enteros no negativos k tal que Cm = R
(
Ak
)
+ N
(
Ak
)
, o equivalentemente, el m a´s
pequen˜o de los enteros no negativos k tal que rank
(
Ak
)
= rank
(
Ak+1
)
, es llamado el
ı´ndice de A y se denota por Ind (A).
Definicio´n 2.1.3 (Algebraica) Si A ∈ Cm×m con Ind (A) = k y si AD ∈ Cm×m es
tal que
(i) ADAAD = AD
(ii) AAD = ADA
(iii) Ak+1AD = Ak
entonces AD es llamada inversa Drazin de A.
Definicio´n 2.1.4 (Funcional) Sea A˜ una transformacio´n lineal sobre Cm tal que
Ind
(
A˜
)
= k. Sea x ∈ Cm y escribamos x = u+ v donde u ∈ R (A˜k) y v ∈ N (A˜k).
Sea A˜1 = A˜ |R(Ak) . La transformacio´n lineal definida por A˜Dx = A˜−11 u es llamada
la inversa de Drazin de A˜. Para A ∈ Cm×m, sea A˜ la transformacio´n lineal inducida
sobre Cm por A. La inversa de Drazin, AD, de A es definida como la matriz de A˜D
con respecto a la base estandar.
Teorema 2.1.1 Para A ∈ Cm×m, la definicio´n funcional de AD es equivalente a la
definicio´n algebraica de AD.
Teorema 2.1.2 (Mitra) Sea A ∈ Cm×n y sea AG ∈ Cn×m una inversa de A. Sea
b ∈ Cm un vector, entonces el sistema
Ax = b
es compatible (tiene una solucio´n) si y so´lo si
AAGb = b
bajo esta condicio´n, la solucio´n general de Ax = b viene dada por
x = AGb+
(
I − AGA
)
z
donde z es un vector arbitrario en Cn.
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Prueba: (i) Suponga que el sistema Ax = b tiene solucio´n, entonces existe x∗
tal que Ax∗ = b. Como AAGA = A se tiene que AAGAx∗ = b y AAGb = b.
Recı´procamente, si se llama x∗ = AGb, entonces Ax∗ = AAGb = b, y x∗ es
solucio´n del sistema.
(ii) Veamos que x = AGb +
(
I − AGA) z con z un vector arbitrario en Cn es
solucio´n del sistema Ax = b.
Ax = AAGb+ A
(
I − AGA
)
z = b+ Az− AAGAz = b+ Az− Az = b.
Veamos que todas las soluciones son de la forma x = AGb+
(
I − AGA) z, donde
z es un vector arbitrario en Cn.
(a) Como
(
I − AGA)G = I− AGA entonces I− AGA es una inversa generaliza-
da de sı´ misma.
(b) Si se tiene la solucio´n nula, AGAz = 0 ⇐⇒ Az = 0. Si AGAz = 0,
entonces 0 = A0 = AAGAz = Az = 0. Recı´procamente, si Az = 0, entonces
AGAz = AGz = 0.
(c) Notemos que ker (A) = Im
(
I − AGA). En efecto, consideremos el sistema
de ecuaciones lineales
(
I − AGA) υ = z, e´ste sistema es compatible si y so´lo si(
I − AGA) (I − AGA)G z = z, si y so´lo si (I − AGA) z = z, si y so´lo si AGAz = 0,
si y so´lo si Az = 0. Luego ker (A) = Im
(
I − AGA).
(d) Consideremos una solucio´n x0. Sea x0 = AGb una solucio´n del sistema
Ax = b. Si x es otra solucio´n del sistema, entonces
Ax0 = b = Ax
=⇒ A (x− x0) = 0
=⇒ (x− x0) ∈ ker (A)
=⇒ x− x0 = k ∈ ker (A)
=⇒ x = x0 + k, k ∈ ker (A)
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por (c) existe z ∈ Cn tal que (I − AGA) z = k, ası´ x = x0 + (I − AGA) z y
x = AGb+
(
I − AGA) z, con z ∈ Cn.
Teorema 2.1.3 (Representacio´n en forma cano´nica de A y AD) Si A ∈ Cm×m es
tal que Ind (A) = k > 0, entonces existe una matriz no singular P tal que
A = P
[
C 0
0 N
]
P−1
donde C es no singular y N es nilpontente de ı´ndice k. M a´s au´n, si P,C,N son
matrices que satisfacen las condiciones anteriores, entonces
AD = P
[
C−1 0
0 0
]
P−1
Definicio´n 2.1.5 Para A, B ∈ Cm×m, fn ∈ Cm, el vector c ∈ Cm es llamado un vector
inicial consistente para la ecuacio´n en diferencias Axn+1 = Bxn+ fn si el problema de
valor inicial Axn+1 = Bxn+ fn, x0 = c, n = 1, 2, . . . tiene una solucio´n para xn.
Definicio´n 2.1.6 La ecuacio´n en diferencia Axn+1 = Bxn+ fn se dice es tratable si el
problema de valor inicial Axn+1 = Bxn+ fn, x0 = c, n = 1, 2, . . . tiene una u´nica
solucio´n para cada vector inicial consistente c.
Teorema 2.1.4 La ecuacio´n en diferencia homoge´nea
Axn+1 = Bxn, A, B ∈ Cm×m
es tratable si y so´lo si, existe un escalar λ ∈ C tal que (λA+ B)−1 existe.
Teorema 2.1.5 Si la ecuacio´n homoge´nea
Axn+1 = Bxn
es tratable, entonces la solucio´n general es dada por
xn =
{
ÂÂDq Si n = 0(
ÂDB̂
)n
q Si n = 1, 2, 3, . . .
q ∈ Cm
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donde Â = (λA− B)−1 A y B̂ = (λA− B)−1 B y λ ∈ C es tal que
(λA− B)−1 existe. Adema´ s, c ∈ Cm es un vector inicial consistente para Axn+1 =
Bxn si y so´lo si c ∈ R
(
Âk
)
donde k = Ind
(
Â
)
. En este caso la u´nica solucio´n,
sujeta a x0 = c, es dada por xn =
(
ÂDB̂
)n
c, n = 0, 1, 2, 3, . . ..
Prueba: Si Axn+1 = Bxn es tratable, existe (λA− B)−1, premultiplicando la
ecuacio´n en diferencias por esta u´ltima expresio´n se tiene
(λA− B)−1 Axn+1 = (λA− B)−1 Bxn
Âxn+1 = B̂xn
escribiendo
Â =
[
C 0
0 N
]
B̂ =
[
λC− I 0
0 λN − I
]
=
[
B̂1 0
0 B̂2
]
xn =
[
x(1)n
x(2)n
]
xn+1 =
[
x(1)n+1
x(2)n+1
]
donde λÂ− B̂ = I, C invertible, entonces[
C 0
0 N
] [
x(1)n+1
x(2)n+1
]
−
[
λC− I 0
0 λN − I
] [
x(1)n
x(2)n
]
=
[
0
0
]
esto es,
Cx(1)n+1 − (λC− I) x(1)n = 0, CB̂1 = B̂1C
Nx(2)n+1 − (λN − I) x(2)n = 0, NB̂2 = B̂2N
sea k = Ind (N), multiplicando Nx(2)n+1 − (λN − I) x(2)n = 0 por Nk−1,
Nkx(2)n+1 − Nk−1 (λN − I) x(2)n = 0
−
(
λNk − Nk−1
)
x(2)n = 0
(λN − I)Nk−1x(2)n = 0
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entonces Nk−1x(2)n = 0; multiplicando Nx
(2)
n+1 − (λN − I) x(2)n = 0 por Nk−2,
Nk−1x(2)n+1 − Nk−2 (λN − I) x(2)n = 0
(λN − I)Nk−2x(2)n = 0
entonces Nk−2x(2)n = 0; luego se tiene x
(2)
n = 0 y Nx
(2)
n+1 − (λN − I) x(2)n = 0 la
cual es tratable trivialmente. Adema´s, como C es no singular, se tiene
Cx(1)n+1 − (λC− I) x(1)n = 0
x(1)n+1 = C
−1 (λC− I) x(1)n
esto es
x(1)1 = C
−1 (λC− I) x(1)0
x(1)2 = C
−1 (λC− I) x(1)1 =
[
C−1 (λC− I)
]2
x(1)0
...
x(1)n =
[
C−1 (λC− I)
]n
x(1)0
es decir, Cx(1)n+1 − (λC− I) x(1)n = 0 es consistente para cualquier x(1)0 y la u´nica
solucio´n es x(1)n =
[
C−1 (λC− I)]n x(1)0 . De lo anterior la solucio´n de la ecuacio´n
homoge´nea Axn+1 = Bxn se sigue.
Definicio´n 2.1.7 Una matriz A se dice convergente si la sucesio´n {An} tiende a la
matriz nula cuando n→ ∞.
El corolario 2.2.9 de [Ortega, pag. 44] proporciona una caraterizacio´n del con-
cepto de matriz convergente. Sea A ∈ Cm. Entonces lı´mg→∞ Ag = 0 si y so´lo si
ρ (A) < 1.
Definicio´n 2.1.8 Una matriz A ∈ Cm×n definida como una aplicacio´n lineal desde Cn
a Cm. Si se considera las normas en Cn y Cm, entonces se define la norma de la matriz
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A por
‖A‖ = sup
|υ|=1
|Aυ| = sup
υ 6=0
|Aυ|
|υ|
donde, |Aυ| es la norma en Cm y |υ| es la norma en Cn.
Teorema 2.1.6 Sea A y B matrices m × n y D una matriz n × p. Entonces las
siguientes desigualdades se satisfacen
(i) ‖A‖ ≥ 0, cumplie´ndose la igualdad si y so´lo si A = 0.
(ii) ‖A+ B‖ ≤ ‖A‖+ ‖B‖
(iii) ‖αA‖ ≤ |α| ‖A‖, para α ∈ C
(iv) |Aυ| ≤ ‖A‖ |υ|, para todo υ ∈ Cn
(v) ‖AD‖ ≤ ‖A‖ ‖D‖
Una importante consecuencia de la u´ltima desigualdad es que para una matriz
cuadrada, A ∈ Cm×m, se tiene
‖Ag‖ ≤ ‖A‖g
Definicio´n 2.1.9 Sea f : C→ C, decimos que f pertenece al espacio F (A) si existe
un entorno V del conjunto de valores propios de A, σ (A), sobre el cual f es analı´tica.
Teorema 2.1.7 (Aplicacio´n espectral) Si f ∈ F (A), entonces
f (σ (A)) = σ ( f (A))
donde f (σ (A)) = { f (λ) ;λ ∈ σ (A)}
Teorema 2.1.8 (Bromwich) Sea A cualquier matriz compleja. Sean µ y M la menor
y mayor raı´z caracterı´stica de la matriz hermı´tica 12
(
A+ AH
)
, y ν y N la menor y
la mayor raı´z caracterı´stica de la matriz hermı´tica 12i
(
A− AH). Si λ es cualquier valor
propio de A, entonces
µ ≤ Re (λ) ≤ M, ν ≤ Im (λ) ≤ N
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Prueba: Sea x un vector unitario tal que λx = Ax, luego
λ = λx>x = x>Ax
λ = x>Ax =
(
x>Ax
)>
= x>A>x = x>AHx,
por tanto,
Re (λ) =
1
2
(
λ+ λ
)
= x>
(
A+ AH
2
)
x
Im (λ) =
1
2i
(
λ− λ) = x> (A− AH
2i
)
x
luego, si λ y Λ son la menor y la mayor raı´z caracterı´stica de la matriz hermı´tica
A, para toda x,
λx>x ≤ x>Ax ≤ Λx>x.
De donde se cumplen las desigualdades,
µ ≤ Re (λ) ≤ M, ν ≤ Im (λ) ≤ N.
Se considera que una matriz compleja A, m×m, es una aplicacio´n lineal sobre
Cm → Cm en un sistema de coordenadas dado. Bajo este concepto se tienen las
siguientes dos definiciones:
Definicio´n 2.1.10 Im B = {Bx/x ∈ Cm} y ker B = {x ∈ Cm/Bx = 0} .
El nu´cleo de una matriz B, denotado por ker B coincide con la imagen de la
matriz I − B†B denotoda por Im (I − B†B). Esto es Im (I − B†B) = ker B.
Definicio´n 2.1.11 Un subespacio invariante de A, A ∈ Cm×m, es un subespacio E de
Cm, con la propiedad que x ∈ E implica que Ax ∈ E. Escribimos esto como AE ⊆ E.
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No´tese que si se tiene υ ∈ Cm, υ ∈ ker B y adema´s ker B es subespacio
invariante de A, entonces Ajυ ∈ ker B, ∀j ≥ 0, es decir, BAjυ = 0, ∀j ≥ 0. La
propiedad A (ker B) ⊂ ker B es equivalente a la condicio´n BA (I − B†B) = 0 ya
que se tiene que ker B = Im
(
I − B†B).
Definicio´n 2.1.12 Sea q (λ) el polinomio anulador de A de grado mı´nimo. Entonces a
q (λ) se le llama polinomio minimal de A.
Teorema 2.1.9 (Cayley-Hamilton) Sea A una matriz cuadrada con polinomio carac-
terı´stico p(λ), entonces p(A)=0. En otras palabras, toda matriz cuadrada satisface su
propia ecuacio´n caracterı´stica.
La idea es usar diferencias finitas para resolver ecuaciones diferenciales par-
ciales y seleccionar una malla en el tiempo y en el espacio (con longitudes de malla
k, h respectivamente) y aproximar los valores u(mh, nk) para enteros mh, nk. En lo
que sigue u denotara´ la solucio´n a la ecuacio´n diferencial parcial y
υ
tiempo
espacio = υ
n
m, con υ
n
m ≈ u(mh, nk).
sera´ la solucio´n exacta.
Se espera que la solucio´n exacta se aproxime a la solucio´n de la ecuacio´n di-
ferencial parcial a medida que se haga un mayor refinamiento de malla, esto se
conoce como convergencia. Probar convergencia no es fa´cil en general, sin embar-
go hay dos conceptos relacionados que son ma´s fa´ciles de verificar: consistencia y
estabilidad.
Definicio´n 2.1.13 Dada una ecuacio´n diferencial parcial Pu = f y un esquema en
diferencia finito Pk,hυ = f , se dice que el esquema en diferencia finito es consistente con
la ecuacio´n diferencial parcial si para cualquier funcio´n suave φ (t, x)
‖P [φ]− Pk,h [φ]‖ → 0, cuando h, k→ 0.
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Equivalentemente, decimos que un esquema en diferencias finitas Pk,hυ = f es
consistente con la ecuacio´n diferencial parcial Pu = f de orden (r, s) si para
cualquier funcio´n suave φ, Pφ− Pk,hφ = O(kr, hs).
Donde “O grande” significa que g(v) = O(ϕ(v)) para v ∈ V si existe una
constante K tal que |g(v)| ≤ K |ϕ(v)| para todo v ∈ V. En partı´cular, una cantidad
esO(hr) si es acotada por un multiplo constante de hr para pequen˜os valores de h.
Definicio´n 2.1.14 Un esquema en diferencia finito de un paso Pk,hυnm = 0 para una
ecuacio´n diferencial parcial es estable si existen nu´meros k0 > 0 y h0 > 0 tales que para
cualquier tiempo T > 0 existe una constante CT tal que
‖υn‖ ≤ CT
∥∥∥υ0∥∥∥
para 0 ≤ nk ≤ T, 0 < h ≤ h0 y 0 < k ≤ k0.
Definicio´n 2.1.15 El problema de valor inicial para una ecuacio´n diferencial parcial de
primer orden Pu = 0 es bien puesto si para cualquier tiempo T ≥ 0, existe una
constante CT tal que cualquier solucio´n u (t, x) satisface
‖u (t, x)‖ ≤ CT ‖u (0, x)‖
para 0 ≤ t ≤ T.
Para comparar las soluciones se introduce la definicio´n de norma.
Definicio´n 2.1.16 Para una funcio´n w = (· · · ,w−2,w−1,w0,w1, · · · ) sobre una malla
de espaciamiento h se define ‖w‖ = (h
∞
∑
−∞
|wm|2)1/2 como la norma L2.
Definicio´n 2.1.17 Un esquema en diferencia finita de un paso que se aproxima a la ecuacio´n
diferencial parcial es un esquema convergente si para cualquir solucio´n de la ecuacio´n di-
ferencial parcial, u (t, x), y soluciones del esquema en diferencia finito, υnm, tal que υ0m
converge a u0 (x) como mh converge a x, entonces υnm converge a u (t, x) como
(nk,mh) converge a (t, x) cuando h, k convergen a cero.
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Teorema 2.1.10 (Lax-Richtmyer) un esquema en diferencia finito consistente para una
ecuacio´n diferencial parcial para la cual el problema de valor inicial es bien definido es
convergente si y so´lo si es estable.
2.2. COMPLEMENTO DE SCHUR
Sea A una matriz cuadrada de orden n, con una particio´n en bloques
A =
(
E F
G H
)
donde la submatriz E es invertible y H cuadrada (E y H no necesariamente de
igual taman˜o), se llama complemento de Schur de E en A a la matriz
W = H − GE−1F.
Si E es invertible, entonces se tiene que
A =
(
I 0
GE−1 I
)(
E 0
0 H − GE−1F
)(
I E−1F
0 I
)
ya que el primer y el tercer factor de esta ecuacio´n son invertibles, entonces A es
invetible si y so´lo si el complemento de Schur H − GE−1F es invertible.
No´tese que si la matriz por bloques
(
I 0
B1 B2
)
es invertible, e´sto equivale a
decir que la matriz B2 es invertible.
A continuacio´n se comentaran varios temas y definiciones del problema Sturm-
Liouville discretos, que sera´n de gran utilidad en este trabajo [14].
2.3. PROBLEMAS DE STURM-LIOUVILLE DISCRETOS
Obviamente, los problemas de valores en la frontera lineales homoge´neos pueden
tener soluciones no triviales. Si los coeficientes de la ecuacio´n en diferencias y/o
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los de las condiciones de frontera dependen de un para´metro, entonces uno de
los problemas pioneros de la fı´sica matema´tica es determinar el/los valor(es) del
para´metro para el cual tales soluciones no triviales existen. Esos valores del para´metro
se llaman autovalores o valores propios y las correspondientes soluciones no triviales
se llaman autofunciones o funciones propias.
Los problemas de valor en la frontera que consisten de la ecuacio´n en diferen-
cias
∆ [p (k− 1)∆u (k− 1)] + q (k) u (k) + λr (k) u (k) = 0, k ∈ N (1,K)
y las condiciones de frontera
u (0) = αu (1) , u (K+ 1) = βu (K)
se llama problema Sturm-Liouville discreto ( P.S.L.D). En la ecuacio´n en diferencias,
λ es el para´metro, y las funciones p, q y r son definidas sobre N (0,K) , N (1,K)
y N (1,K) respectivamente, y p (k) > 0, k ∈ N (0,K) , r (k) > 0, k ∈ N (1,K).
Los conjuntos N (0,K) , y N (1,K) estan definidos como sigue
N (0,K) = {a ∈N/0 ≤ a ≤ K}
N (1,K) = {b ∈N/1 ≤ b ≤ K}
el operador diferencia adelante, ∆, esta dado por
∆p (k− 1) = p (k)− p (k− 1) y ∆2p (k) = ∆ (∆p (k)) .
En las condiciones de frontera α y β son constantes conocidas.
Los siguientes resultados, en los cuales se asume ta´citamente la existencia de
los valores propios del P.S.L.D, son fundamentales.
Teorema 2.3.1 Los autovalores del P.S.L.D son simples, es decir, si λ es un autovalor
del P.S.L.D y φ1 (k) y φ2 (k) son sus respectivas autofunciones, entonces φ1 (k) y
φ2 (k) son linealmente dependientes en N (0,K+ 1).
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Definicio´n 2.3.1 El conjunto de funciones {φm (k) ; m = 1, 2, . . .} cada una de las
cuales esta definida enN =N∪ {0} se dice ortogonal sobre N con respecto a la funcio´n
no negativa r (k), k ∈N si
∑
l∈N
r (l) φµ (l) φν (l) = 0, ∀µ 6= ν,
la funcio´n r (l) se llama funcio´n de peso.
Teorema 2.3.2 Sean λm; m = 1, 2, . . . los valores propios del problema Sturm-Liouville
discreto y φm (k); m = 1, 2, . . . las correspondientes autofunciones. Entonces, el
conjunto {φm (k) ; m = 1, 2, . . .} es ortogonal en N (1,K) con respecto a la funcio´n de
peso r (k).
Teorema 2.3.3 Sean λ1 y λ2 dos autovalores del P.S.L.D y sean φ1 (k) y φ2 (k) las
correspondientes autofunciones. Entonces, φ1 (k) y φ2 (k) son linealmente dependientes
sobre N (0,K+ 1) so´lo si λ1 = λ2.
Teorema 2.3.4 Para el P.S.L.D los valores propios son reales.
2.4. FORMULACIO´N MATRICIAL DEL PROBLEMA STURM-
LIOUVILLE DISCRETO (P.S.L.D)
Al desarrollar la ecuacio´n en diferencia
∆ [p (k− 1)∆u (k− 1)] + q (k) u (k) + λr (k) u (k) = 0, k ∈ N (1,K)
utilizando la definicio´n del operador ∆,
∆p (k− 1) = p (k)− p (k− 1) y
∆2p (k) = ∆ (∆p (k)) = p (k+ 1)− 2p (k) + p (k− 1)
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y el lema 1.7.4 [Agarwal, cap. 1] , fo´rmula del producto,
∆ [u (k) v (k)] = u (k+ 1)∆v (k) + v (k)∆u (k) = v (k+ 1)∆u (k) + u (k)∆v (k)
se obtiene para k ∈ N (1,K)
∆ [p (k− 1)∆u (k− 1)] + q (k) u (k) + λr (k) u (k) = 0
p (k)∆ [∆u (k− 1)] + [∆u (k− 1)]∆p (k− 1) + q (k) u (k) + λr (k) u (k) = 0
se sigue
p (k) [u (k+ 1)− 2u (k) + u (k− 1)] + [u (k)− u (k− 1)] [p (k)− p (k− 1)] +
q (k) u (k) + λr (k) u (k) = 0
p (k) u (k+ 1)− p (k) u (k)− u (k) p (k− 1) + u (k− 1) p (k− 1) + q (k) u (k) +
λr (k) u (k) = 0
p (k) u (k+ 1)− [p (k) + p (k− 1)] u (k) + [q (k) + λr (k)] u (k) +
p (k− 1) u (k− 1) = 0
Si hacemos s (k) = p (k) + p (k− 1)− q (k), con k ∈ N (1,K), se tiene
−p (k− 1) u (k− 1) + s (k) u (k)− p (k) u (k+ 1) = λr (k) u (k)
por tanto, para k = 1,K, se tienen las dos ecuaciones siguientes
−p (0) u (0) + s (1) u (1)− p (1) u (0) = λr (1) u (1)
−p (K− 1) u (K− 1) + s (K) u (K)− p (K) u (K+ 1) = λr (K) u (K)
y con las condiciones de contorno u (0) = αu (1) y u (K+ 1) = βu (K) toman la
forma
s (1) u (1)− p (1) u (2) = λr (1) u (1)
−p (K− 1) u (K− 1) + s (K) u (K) = λr (K) u (K)
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donde s (1) = s (1)− αp (0) y s (K) = s (K)− βp (K). Las K ecuaciones
−p (k− 1) u (k− 1) + s (k) u (k)− p (k) u (k+ 1) = λr (k) u (k)
s (1) u (1)− p (1) u (2) = λr (1) u (1)
−p (K− 1) u (K− 1) + s (K) u (K) = λr (K) u (K)
para k ∈ N (2,K− 1), pueden ser escritas como un problema de autovalores
matriciales
Au = λRu
donde A es la matriz sime´trica real tridiagonal, K × K, de la forma HK (=,ℵ) ,
con
= = [s (1) , s (2) , . . . , s (K− 1) , s (K)]
y
ℵ = [−p (1) ,−p (2) , . . . ,−p (K− 1)]
R es la matriz diagonal K × K definida por R = diag [r (1) , r (2) , . . . , r (K)] , y
u = [u (1) , u (2) , . . . , u (K)]. Esto es

s (1) −p (1) 0
−p (1) s (2) −p (2)
−p (2) . . .
s (K− 1) −p (K− 1)
0 −p (K− 1) s (K)


u (1)
u (2)
...
u (K)
 =
λ

r (1) 0
r (2)
. . .
0 r (K)


u (1)
u (2)
...
u (K)
 .
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Ya que p (k) > 0, k ∈ N (0,K) , y r (k) > 0, k ∈ N (1,K) se sigue que:
(i) el P.S.L.D tiene exactamente K autovalores reales λm, 1 ≤ m ≤ K, los
cuales son distintos.
(ii) Correspondiendo a cada autovalor, λm, existe una autofuncio´n φm (k) ,
k ∈ N (1,K). Esas autofunciones φm (k) , 1 ≤ m ≤ K sonmutuamente ortogonales
con respecto a la funcio´n de peso r (k). En particular, esas autofunciones son
linealmente independientes en N (1,K).
2.5. SERIES DE FOURIER DISCRETAS
Sean a, b ∈ Z y {φm (k) / a ≤ m ≤ b} un conjunto ortogonal de funciones en
N (a, b) con respecto a la funcio´n de peso positiva r (k) , k ∈ N (a, b). Ya que la
ortogonalidad de esas funciones φm (k) , a ≤ m ≤ b, en particular, implica su
independencia lineal en N (a, b) , entonces cualquier funcio´n u (k) , k ∈ N (a, b)
puede ser expresada como una combinacio´n lineal de φm (k) , a ≤ m ≤ b, es decir,
u (k) =
b
∑
m=a
cmφm (k) , k ∈ N (a, b)
donde las constantes cm, a ≤ m ≤ b, pueden ser determinadas como sigue:
(1) mutiplicando la ecuacio´n anterior por r (k) φn (k) , a ≤ n ≤ b,
(2) sumando el resultado desde k = a hasta k = b,
(3) usando la ortogonalidad de las funciones φm (k) , a ≤ m ≤ b, en N (a, b).
Por tanto se obtiene
b
∑
k=a
r (k) φn (k) u (k) =
b
∑
m=a
cm
(
b
∑
k=a
r (k) φn (k) φm (k)
)
= cn
(
b
∑
k=a
r (k) φ2n (k)
)
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y entonces
cm =
b
∑
k=a
r (k) φm (k) u (k)
b
∑
k=a
r (k) φ2m (k)
, a ≤ m ≤ b
en particular, si las funciones φm (k) , a ≤ m ≤ b son ortogonales, i.e., para cada
m,
b
∑
k=a
r (k) φ2m (k) = 1, entonces las constantes cm se simplifican a
cm =
b
∑
k=a
r (k) φm (k) u (k) , a ≤ m ≤ b.
Definicio´n 2.5.1 La relacio´n u (k) =
b
∑
m=a
cmφm (k) , k ∈ N (a, b), se llama la serie de
Fourier discreta, y las constantes cm definidas por cm =
b
∑
k=a
r(k)φm(k)u(k)
b
∑
k=a
r(k)φ2m(k)
, a ≤ m ≤ b
son los correspondientes coeficientes de Fourier discretos.
2.6. SOLUCIO´N DE ECUCIONES EN DIFERENCIA LINE-
AL HOMOGE´NEA DE SEGUNDO ORDEN CON COE-
FICIENTES REALES.
Sea un+2 + a1un+1 + a2un = 0 una ecuacio´n en diferencia lineal homoge´nea de
segundo orden con a1, a2 coeficientes reales, a2 6= 0 y condiciones iniciales
u0 = α, u1 = β. Se buscara´n soluciones de la forma un = λn donde λ es una
constante a ser determinada. Si λ es solucio´n, debe satisfacer la ecuacio´n
λn+2 + a1 λn+1 + a2 λn = 0
λn
(
λ2 + a1 λ+ a2
)
= 0
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bajo λ = 0, correspondiente a la solucio´n trivial, se puede cancelar el factor λn
y se llega a la siguiente ecuacio´n cuadra´tica llamada ecuacio´n caracterı´stica de la
ecuacio´n diferencia,
λ2 + a1 λ+ a2 = 0.
El polinomio asociado,
P (λ) = λ2 + a1 λ+ a2
se llama el polinomio caracterı´stico asociado a la ecuacio´n en diferencia. Resolvie´ndo
la ecuacio´n caracterı´stica se tienen los siguientes casos:
(i) Las raı´ces de la ecuacio´n en diferencia, λ1 y λ2, son reales y distintas. En este
caso la solucio´n general de la ecuacio´n en diferencias, un+2 + a1un+1 + a2un = 0,
viene dada por
un = Aλn1 + B λ
n
2
donde A, B son constantes arbitrarias y n = 0, 1, 2, . . ..
(ii) Las raı´ces de la ecuacio´n en diferencia, λ1 y λ2, son complejos conjugados.
En este caso la solucio´n general de la ecuacio´n en diferencias,
un+2 + a1un+1 + a2un = 0,
sigue siendo dada como en (i) pero es conveniente expresarla en forma polar,
tomando λ1 = ρeiω, λ2 = ρe−iω y usando el teorema de Moivre se tiene
un = ρn
(
Keinω + Le−inω
)
donde K, L son complejos. Como un es real entonces K, L son coplejos conjuga-
dos, L = K. Tomando L = 12 (A+ iB) con A y B constantes arbitrarias reales,
la solucio´n general puede escribirse
un = ρn (A cos nω+ B sin nω)
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con n = 0, 1, 2, . . ..
(iii) Las raı´ces de la ecuacio´n en diferencia, λ1 y λ2, son iguales, es decir
λ1 = λ2 = µ. En e´ste caso la solucio´n general propuesta en los anteriores casos
deja de ser va´lida y debe buscarse otra solucio´n que combinada con µn forme la
solucio´n general. Se procede de la siguiente manera: se sustituye un = µn en la
ecuacio´n en diferencia y se usa el polinomio caracterı´stico para obtener la siguiente
identidad
µn+2 + a1µn+1 + a2 µn ≡ µnP (µ)
Se diferencia respecto a µ,
(n+ 2) µn+1 + (n+ 1) a1µn + na2 µn−1 ≡ nµn−1P (µ) + µnPp (µ)
como P (µ) = 0 entonces P (λ) = (λ− µ)2 = P (µ), diferenciando respecto a µ
se sigue que,
Pp (λ) = 2 (λ− µ) = Pp (µ) = 0
Ası´, nµn−1 es otra solucio´n de un+2 + a1un+1 + a2un = 0 y la solucio´n general
viene dada por,
un = Aµn + Bnµn−1
donde A, B son constantes arbitrarias y n = 0, 1, 2, . . ..
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CAPI´TULO 3
CASO I
Inicialmente se tratara´ con problemas de difusio´n fuertemente acoplados de la for-
ma:
Auxx(x, t)− But(x, t) = 0, 0 < x < 1, t > 0 (3.0.1)
u(0, t) = 0, t > 0 (3.0.2)
B1u(1, t) + B2ux(1, t) = 0, t > 0 (3.0.3)
u(x, 0) = F(x), 0 ≤ x ≤ 1. (3.0.4)
Este caso esta organizado de la siguiente manera. En la seccio´n 3.1 se tratara´ la
discretizacio´n del problema continuo (3.0.1)-(3.0.4) usando aproximacio´n en dife-
rencias finitas progresivas. La seccio´n 3.2 trata con la construccio´n de soluciones
exactas no triviales del problema de frontera discreto asociado al problema mixto
discreto por el me´todo de separacio´n de variables discretas. La solucio´n nume´rica
del problema (3.0.1)-(3.0.4) esta´ construido por medio de la solucio´n explı´cita del
problema discretizado. En la seccio´n 3.3 se construye, por superposicio´n de las
soluciones obtenidas para el problema de frontera discreto, una solucio´n exacta el
problema mixto discreto.
3.1. DISCRETIZACIO´N
Para la discretizacio´n del dominio [0, 1]× [0,+∞[ se considera una discretizacio´n
de [0, 1] tomando un paso espacial h = 1N donde N > 0 es un nu´mero entero
que se considera fijo por simplicidad. Se tiene entonces el conjunto de puntos
{xi = ih, i = 0, 1, . . . ,N}. Adema´s, se toma un paso temporal k > 0 que se
considera fijo por simplicidad y se discretiza el tiempo [0,+∞[; se obtiene el con-
junto de puntos
{
tj = jk, j = 0, 1, . . .
}
. De este modo se ha construido una red
recta´ngular del dominio [0, 1]× [0,+∞[ formada por los puntos (xi, tj) = (ih, jk).
En cada punto de malla se usara´ un me´todo en diferencias finitas progresivas que
reemplazara´ las derivadas parciales ut y uxx de la ecuacio´n original (3.0.1) trans-
formando el problema continuo en un problema discreto. Para reemplazar ut se
desarrolla u (x, t) en serie de Taylor, en t, alrededor del punto (ih, jk),
u (ih, (j+ 1) k) = u (ih, jk) + kut (ih, jk) +O
(
k2
)
despejando ut (ih, jk), se tiene,
ut (ih, jk) =
u (ih, (j+ 1) k)− u (ih, jk)
k
+O
(
k2
)
,
de la misma forma uxx se puede reemplazar por una aproximacio´n en diferencias
finitas progresivas desarrollando u ((i+ 1) h, jk) y u ((i− 1) h, jk) en serie de
Taylor, en x, alrededor del punto (ih, jk),
u ((i+ 1) h, jk) = u (ih, jk)+ hux (ih, jk)+
h2
2!
uxx (ih, jk)+
h3
3!
uxxx (ih, jk)+O
(
h4
)
y
u ((i− 1) h, jk) = u (ih, jk)− hux (ih, jk)+ h
2
2!
uxx (ih, jk)− h
3
3!
uxxx (ih, jk)+O
(
h4
)
sumando estas dos u´ltimas expresiones y despejando el te´rmino uxx se tiene,
uxx (ih, jk) =
u ((i+ 1) h, jk)− 2u (ih, jk) + u ((i− 1) h, jk)
h2
+O
(
h2
)
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sustituyendo en la ecuacio´n (3.0.1) las expresiones de ut y uxx se obtiene el si-
guiente esquema en diferencias,
A
u ((i+ 1) h, jk)− 2u (ih, jk) + u ((i− 1) h, jk)
h2
− Bu (ih, (j+ 1) k)− u (ih, jk)
k
= 0.
Denotando,
Λ [u] = Auxx(x, t)− But(x, t)
y
Λh,k [u] = A
u ((i+ 1) h, jk)− 2u (ih, jk) + u ((i− 1) h, jk)
h2
− Bu (ih, (j+ 1) k)− u (ih, jk)
k
notemos que el esquema en diferencia obtenido es consistente con la ecuacio´n en
derivadas parciales (3.0.1), es decir verifica que,
‖Λ [φ]−Λh,k [φ]‖ → 0, cuando h, k→ 0
siendo φ (x, t) cualquier funcio´n suave, i.e., cualquier funcio´n suficientemente
derivable.
En efecto, denotando Φ (i, j) = φ (ih, jk) se tienen,
Λh,k [φ] = A
Φ ((i+ 1) , j)− 2Φ (i, j) +Φ ((i− 1) , j)
h2
− BΦ (i, (j+ 1))−Φ (i, j)
k
desarrollando por Taylor, alrededor del punto
(
xi, tj
)
= (ih, jk), la funcio´n Φ (i, j+ 1)
en t y las funciones Φ (i+ 1, j) , Φ (i− 1, j) en x, se obtiene,
Φ (i, j+ 1) = Φ (i, j) + kΦt (i, j) +
k2
2!
Φtt (i, j) +O
(
k3
)
Φ (i+ 1, j) = Φ (i, j)+ hΦx (i, j)+
h2
2!
Φxx (i, j)+
h3
3!
Φxxx (i, j)+
h4
4!
Φxxxx (i, j)+O
(
h5
)
Φ (i− 1, j) = Φ (i, j)− hΦx (i, j)+ h
2
2!
Φxx (i, j)− h
3
3!
Φxxx (i, j)+
h4
4!
Φxxxx (i, j)+O
(
h5
)
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sustituyendo en Λh,k [φ] , se tiene
Λh,k [φ] = A
(
Φxx (i, j) +
h2
12
Φxxxx (i, j)
)
− B
(
Φt (i, j) +
k
2
Φtt (i, j)
)
+O
(
k2
)
+O
(
h3
)
por otra parte se tiene Λ [φ] = Aφxx(x, t) − Bφt(x, t), y tomando en cuenta la
notacio´n anterior se tiene para el punto
(
xi, tj
)
= (ih, jk),
Λ [φ] = AΦxx(i, j)− BΦt(i, j)
de donde,
Λ [φ]−Λh,k [φ] = −Ah
2
12
Φxxxx (i, j) + B
k
2
Φtt (i, j) +O
(
k2 + h3
)
tomando norma en esta u´ltima expresio´n,
‖Λ [φ]−Λh,k [φ]‖ ≤ ‖A‖O
(
h2
)
+ ‖B‖O (k)
se concluye que el esquema en diferencias finitas es consistente con la ecuacio´n
(3.0.1). Esto implica que la solucio´n de la ecuacio´n en derivadas parciales, si es
suave, es una solucio´n aproximada del esquema en diferencias.
DenotandoU(i, j) = u(ih, jk) y aproximando las derivadas parciales que apare-
cen en (3.0.1) por las aproximaciones en diferencias,
ut(ih, jk) ≈ U(i, j+ 1)−U(i, j)k
uxx(ih, jk) ≈ U(i+ 1, j)− 2U(i, j) +U(i− 1, j)h2 .
La ecuacio´n (3.0.1) toma la forma,
B
k
[U(i, j+ 1)−U(i, j)] = A
h2
[U(i+ 1, j)− 2U(i, j) +U(i− 1, j)] ,
donde h = 1N , 1 ≤ i ≤ N, y j ≥ 0. Sea r = kh2 , escribimos la u´ltima ecuacio´n en la
forma,
rA [U(i+ 1, j) +U(i− 1, j)] + (B− 2rA)U(i, j)− BU(i, j+ 1) = 0
1 ≤ i ≤ N − 1, j ≥ 0. (3.1.1)
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Las condiciones de frontera y las condiciones iniciales (3.0.1)-(3.0.4) toman la for-
ma,
U(0, j) = 0, j ≥ 0 (3.1.2)
B1U(N, j) + NB2 [U(N, j)−U(N − 1, j)] = 0, j ≥ 0 (3.1.3)
U(i, 0) = f (i), 0 ≤ i ≤ N (3.1.4)
con f (i) = F (ih).
3.2. EL PROBLEMA DE FRONTERA EN DIFERENCIA PAR-
CIAL
En esta seccio´n se buscara´n soluciones de la forma,
U(i, j) = G(j)H(i), G(j) ∈ Cm×m, H(i) ∈ Cm
1 ≤ i ≤ N − 1, j ≥ 0. (3.2.1)
Las siguientes ecuaciones se obtienen reemplazando la condicio´n (3.2.1) en las
ecuaciones (3.1.1)-(3.1.3). Adema´s Nh = 1, r = kh2 ,
rAG(j) [H(i+ 1)− H(i− 1)] + (B− 2rA)G(j)H(i) = BG(j+ 1)H(i) (3.2.2)
G(j)H(0) = 0 (3.2.3)
B1G(j)H(N) + NB2G(j) [H(N)− H(N − 1)] = 0. (3.2.4)
Si ρ es un nu´mero real, adicionando y sustrayendo el te´rmino ρAG(j)H(i) en el
lado izquierdo de (3.2.2) se obtiene,
rAG(j)
[
H(i+ 1) +
(−2r−ρ
r
)
H(i) + H(i− 1)
]
+
[(B+ ρA)G(j)− BG(j+ 1)]H(i) = 0
(3.2.5)
No´tese que la ecuacio´n (3.2.5) se satisface si las sucesiones {G(j)} , {H(i)} satis-
facen
BG(j+ 1)− (B+ ρA)G(j) = 0, j ≥ 0 (3.2.6)
H(i+ 1) +
(−2r− ρ
r
)
H(i) + H(i− 1) = 0, 1 ≤ i ≤ N − 1. (3.2.7)
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Adema´s, los coeficientes de la ecuacio´n vectorial (3.2.7) son escalares, y las en-
tradas de H(i) son las soluciones de la ecuacio´n escalar
h(i+ 1)−
(
2r+ ρ
r
)
h(i) + h(i− 1) = 0, 1 ≤ i ≤ N − 1,
con la ecuacio´n caracterı´stica algebraica asociada
z2 −
(
2r+ ρ
r
)
z+ 1 = 0 (3.2.8)
para aquellos nu´meros reales ρ tal que −4r ≤ ρ ≤ 0 se obtiene
(
2r+ρ
2r
)2 ≤ 1.
Ası´, si −4r < ρ < 0, entonces la ecuacio´n (3.2.8) tiene dos soluciones diferentes
z0,1 =
2r+ ρ2r ± j
√
1−
(
2r+ ρ
2r
)2 (3.2.9)
z0,1 = e±iθ
donde cos θ = 2r+ρ2r , θ ∈ [0,pi] y j =
√−1 es la unidad imaginaria. Ası´ se
obtiene
zn0 = cos(nθ) + j sin(nθ), z
n
1 = cos(nθ)− j sin(nθ), (3.2.10)
donde el conjunto solucio´n de la ecuacio´n vectorial (3.2.7) esta dada por
H(i) = zi0c+ z
i
1d, c, d ∈ Cm, 1 ≤ i ≤ N − 1. (3.2.11)
Este H(i) debera´ ser satisfecha por (3.2.3), en orden de determinar soluciones no
trivialesU (i, j) del problema (3.2.2)-(3.2.4), es necesario que H(0) = 0. Por (3.2.11)
se sigue que c = −d, luego
H(i) = (zi0 − zi1)d, d ∈ Cm, 1 ≤ i ≤ N − 1
H(i) = sin(iθ)d, d ∈ Cm, 1 ≤ i ≤ N − 1. (3.2.12)
28
Sustituyendo (3.2.12) en la ecuacio´n (3.2.4) se obtiene{
B1
(
zN0 − zN1
)
+ NB2
[(
zN0 − zN1
)
−
(
zN−10 − zN−11
)]}
G(j)d = 0,
o´
{B1 sin (Nθ) + NB2 [sin (Nθ)− sin ((N − 1) θ)]}G(j)d = 0, j ≥ 0. (3.2.13)
Como se buscan soluciones no triviales, se supone que ni G(j), ni d ∈ Cm son
ceros. Con el requerimiento de que el vector d ∈ Cm debe ser diferente de cero,
la condicio´n (3.2.13) es equivalente a la siguiente condicio´n
T(θ) = B1 sin (Nθ) + NB2 [sin (Nθ)− sin ((N − 1) θ)] singular, θ ∈ ]0,pi[ .
(3.2.14)
Observe que para θ = pi la matriz T(pi) = 0 y por tanto es singular, pero para
θ = pi de (3.2.12) se obtiene H(i) = 0 la solucio´n trivial. Ası´, se buscara´n valores
de θ ∈ ]0,pi[ tales que T (θ) sea singular.
Veamos que si sin(Nθ) = 0 entonces para θ = kpiN , k = 1, 2, ...,N − 1 la
matriz T(θ) es invertible dado que sin( kpiN ) 6= 0 y B2 es invertible,
T(θ) = NB2
[
sin (kpi)− sin
(
(N − 1) kpi
N
)]
= 2NB2 sin
(
kpi
2N
)
cos
((
2N − 1
2
)
kpi
N
)
= 2NB2 sin
(
kpi
2N
)
cos
(
kpi − kpi
2N
)
= 2NB2 sin
(
kpi
2N
)
(−1)k cos
(
kpi
2N
)
= N(−1)kB2 sin
(
kpi
N
)
.
Consecuentemente los valores θ ∈ ]0,pi[ tales que la matriz T (θ) definida por
(3.2.14) sea singular debe satisfacer que sin(Nθ) 6= 0, y entonces T (θ) es
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singular si y so´lo si
B−12 B1 +
2N sin
(
θ
2
)
cos
((
2N−1
2
)
θ
)
sin(Nθ)
I es singular, θ ∈ ]0,pi[ (3.2.15)
o´
2N sin
(
θ
2
)
cos
((
2N−1
2
)
θ
)
sin(Nθ)
∈ σ
(
−B−12 B1
)
(3.2.16)
Supo´ngase que
existe un valor propio real µ < 1, µ ∈ σ
(
−B−12 B1
)
(3.2.17)
Note que la condicio´n (3.2.14) es equivalente a
(B1 + NB2) sin(Nθ)− NB2 sin ((N − 1)θ) es singular (3.2.18)
expandiendo sin((N − 1)θ) y premultiplicando la matriz que aparece en (3.2.18)
por B−12 , se obtiene la condicio´n equivalente,
existe µ ∈ σ
(
−B−12 B1
)
∩R con − µ
N
+ 1− cos θ+ sin θ cot(Nθ) = 0 (3.2.19)
donde θ ∈ ]0,pi[, entonces sin θ 6= 0 y la ecuacio´n (3.2.19) para θ puede
escribirse de la forma
cot(Nθ) =
cos θ − (1− µN )
sin θ
. (3.2.20)
Suponiendo que µ < 1 existe una u´nica solucio´n θ ∈ Ik =
]
k−1
N pi,
k
Npi
[
⊂ ]0,pi[
en cada Ik, k = 1, 2, ...,N − 1, en efecto, ∀θ ∈ Ik =
]
k−1
N pi,
k
Npi
[
⊂ ]0,pi[ en cada
Ik, k = 1, 2, ...,N − 1, se tiene
lı´m
θ→ k−1N pi+
cot (Nθ) = +∞; lı´m
θ→ kNpi−
cot (Nθ) = −∞;
d [cot (Nθ)]
dθ
= − N
sin2 (Nθ)
< 0 =⇒ cot (Nθ) es decreciente;
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cot (Nθ) es continua.
Por tanto,
Existe θk =
(
2k− 1
2N
)
pi ∈ Ik, k = 1, 2, ...,N − 1 tal que cot (Nθk) = 0.
Se obtiene que cot (Nθ) es una aplicacio´n continua de Ik =
]
k−1
N pi,
k
Npi
[
sobre
la recta real en cada Ik, k = 1, 2, ...,N − 1. Si µ ≤ 0 entonces para θ ∈ ]0,pi[,[
cos θ−(1− µN )
sin θ
]
≤ 0 es una funcio´n continua negativa y al ser cot(Nθ) una
funcio´n que recorre todos los valores en R, en cada Ik, k = 1, 2, ...,N − 1, estas
funciones se cortan en un u´nico punto en cada Ik, es decir,
Existe θk ∈ Ik, k = 1, 2, ...,N− 1 tal que cot (Nθk) =
[
cos (θk)−
(
1− µN
)
sin (θk)
]
.
Si 0 < µ < 1, la ecuacio´n (3.2.20) tiene una u´nica solucio´n para I1 =
]
0, kNpi
[
ya que cot(Nθ)−
[
cos θ−(1− µN )
sin θ
]
cambia de signo una vez. Para Ik =
]
k−1
N pi,
k
Npi
[
,
k = 2, ...,N− 1 tambie´n existe u´nica solucio´n en cada Ik porque
[
cos θ−(1− µN )
sin θ
]
es
una funcio´n acotada continua decreciente en cada Ik, como
lı´m
θ→ k−1N pi+
[
cos θ − (1− µN )
sin θ
]
y lı´m
θ→ kNpi−
[
cos θ − (1− µN )
sin θ
]
son nu´meros reales entonces,
Existe θk ∈ Ik, k = 1, 2, ...,N− 1 tal que cot (Nθk) =
[
cos (θk)−
(
1− µN
)
sin (θk)
]
Esto garantiza la existencia de soluciones θk ∈ Ik tales que,
cot(Nθk) =
cos (θk)−
(
1− µN
)
sin (θk)
, θk ∈ Ik (3.2.21)
para µ < 1, µ ∈ σ
(
−B−12 B1
)
. Por lo tanto, una familia de soluciones viene dada
por
Hk(i) = sin(iθk)dk, θk ∈ Ik, dk ∈ Cm, 1 ≤ i ≤ N− 1, 1 ≤ k ≤ N− 1. (3.2.22)
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Adema´s, por (3.2.9) y (3.2.10) se tiene que
cos θ =
2r+ ρ
2r
, ρ = ρk = −2r(1− cos θk) = −4r sin2
(
θk
2
)
(3.2.23)
k = 1, 2, ...,N − 1.
Tomando estos valores de ρk en (3.2.6) se obtiene
BGk(j+ 1) = (B+ ρkA)Gk(j), j ≥ 0, k = 1, 2, ...,N − 1. (3.2.24)
Ahora, si para cada k, se cumple la condicio´n,
existe λk, tal que [(λk − 1) B− ρkA] es invertible (3.2.25)
entonces la solucio´n general de (3.2.24) esta dada por
Gk(j) =
[
B̂Dk ̂(B+ ρkA)
]j
υk, υk ∈ Cm, (3.2.26)
donde
B̂k = [(λk − 1) B− ρkA]−1 B
̂(B+ ρkA) = [(λk − 1) B− ρkA]−1 (B+ ρkA)
υk ∈ Cm es un vector inicial consistente para BGk(j + 1) = (B + ρkA)Gk(j), es
decir, υk ∈ R
(
B̂Lkk
)
, donde Lk = Ind
(
B̂k
)
y B̂Dk denota la inversa Drazin de B̂k.
Las soluciones Gk(j) tienen la forma,
Gk(j+ 1) =
[
B̂Dk ̂(B+ ρkA)
]j+1
υk
=
[
B̂Dk ̂(B+ ρkA)
] [
B̂Dk ̂(B+ ρkA)
]j
υk
=
[
B̂Dk ̂(B+ ρkA)
]
Gk(j).
Multiplicando por B se obtiene
BGk(j+ 1) = B
[
B̂Dk ̂(B+ ρkA)
]
Gk(j)
= B
[(
[(λk − 1) B− ρkA]−1 B
)D ̂(B+ ρkA)]Gk(j)
= B
[
BD
(
[(λk − 1) B− ρkA]−1
)D ̂(B+ ρkA)]Gk(j),
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donde [(λk − 1) B− ρkA] es no singular, es decir,
[(λk − 1) B− ρkA]D = [(λk − 1) B− ρkA]−1 ,
por lo tanto
BGk(j+ 1) = B
[
BD [(λk − 1) B− ρkA] ̂(B+ ρkA)
]
Gk(j)
= BBD [(λk − 1) B− ρkA] [(λk − 1) B− ρkA]−1 (B+ ρkA)Gk(j)
= BBD (B+ ρkA)Gk(j)
=
(
BBDB+ ρkBBDA
)
Gk(j).
Si Ind (B) ≤ 1 entonces
BGk(j+ 1) =
(
B+ ρkBBDA
)
Gk(j)
= B
(
I + ρkBDA
)
Gk(j).
No´tese que si B es invertible con ρk 6= 0, entonces Gk(j) =
(
I + ρkB−1A
)j
satisfaciendo que Gk(0) = I, es solucio´n de
Gk(j+ 1) =
(
I + ρkB−1A
)
Gk(j).
La familia de soluciones del problema (3.2.2)-(3.2.4) viene dada por
Uk(i, j) =
[
B̂Dk ̂(B+ ρkA)
]j
sin(iθk)υk (3.2.27)
υk ∈ Cm es un vector inicial consistente y θk ∈ Ik.
Observe que si B1 es una matriz singular, µ = 0 ∈ σ(−B−12 B1), entonces la
matriz T(θ) es singular para los valores θk =
(
2k−1
2N−1
)
pi, k = 1, 2, ...,N − 1. En
efecto por (3.2.14),
T(θk) = B1 sin
(
N
(
2k− 1
2N − 1
)
pi
)
+ 2N sin
(
2k− 1
2 (2N − 1)pi
)
cos
(
(2N − 1)
2
(2k− 1)
(2N − 1)pi
)
B2
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T(θk) = B1 sin
(
2Nk
2N − 1pi −
Npi
2N − 1
)
= B1 sin
(
kpi +
k− N
2N − 1pi
)
= (−1)kB1 sin
(
k− N
2N − 1pi
)
,
donde sin
(
k−N
2N−1pi
)
6= 0, la matriz T(θk) es una matriz singular la cual es dife-
rente de cero si B1 6= 0. Notemos que T(θN) = T(pi) = 0, y el caso θ = pi se
excluye porque este valor da la solucio´n trivial. Sea µ < 1 un valor propio de la
matriz
(
−B−12 B1
)
y sea θk una solucio´n de (3.2.21). Introducimos la matriz en
Cm×m definida por
S(µ) =
B−12 T(θk)
sin(Nθk)
= B−12 B1 + µI (3.2.28)
y la matriz S˜(µ) en Cmp × m por
S˜(µ) =

S(µ)
S(µ)Q
S(µ)Q2
...
S(µ)Qp−1
 , (3.2.29)
donde Q = B̂Dk
̂(B+ ρkA) y p es el grado del polinomio minimal de Q. Veamos
que usando S˜(µ), la condicio´n (3.2.13) toma la forma,
{B1 sin (Nθ) + NB2 [sin (Nθ)− sin ((N − 1) θ)]}
[
B̂Dk ̂(B+ ρkA)
]j
υk = 0 (3.2.30)
con 0 ≤ j, esto es equivalente a
S˜(µ)υk = 0, υk ∈ Cm. (3.2.31)
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La ecuacio´n (3.2.31) tiene soluciones no nulas υk ∈ Cm si y so´lo si
rank
[
S˜(µ)
]
< m, (3.2.32)
y bajo esta condicio´n, por el teorema 2.3.1 de [22] , el conjunto solucio´n de (3.2.31)
esta´ dado por
υk =
(
I − S˜(µ)+S˜(µ)
)
ak, ak ∈ Cm − {0} . (3.2.33)
Por lo anterior el siguiente conjunto de soluciones no triviales del problema (3.2.2)-
(3.2.4) ha sido construido,
Uk(i, j) =
[
B̂Dk
̂(B+ ρkA)
]j
sin(iθk)υk, 1 ≤ i ≤ N − 1, 0 ≤ j
υk =
(
I − S˜(µ)+S˜(µ)
)
ak, ak ∈ Cm − {0}
 . (3.2.34)
NOTA 2.1: Si B es una matriz no singular, entonces Lk = Ind(B̂k) = 0, B̂Dk = B̂
−1
k
y en este caso si ρk 6= 0, se tiene
B̂Dk ̂(B+ ρkA) = B
−1 [(λk − 1) B− ρkA] [(λk − 1) B− ρkA]−1 (B+ ρkA)
= (I + ρkB−1A)
y ası´, G(j) estara´ dada por G(j) = (I + ρkB−1A)j con G(0) = I. Por lo tanto, el
siguiente conjunto de soluciones no triviales del problema (3.2.2)-(3.2.4) ha sido
construido para k = 1, 2, ...,N − 1,
Uk(i, j) =
(
I + ρkB−1A
)j sin(iθk)υk, 1 ≤ i ≤ N − 1, j ≥ 0,
υk =
(
I − S˜(µ)+S˜(µ)
)
ak, ak ∈ Cm − {0} .
Supongamos ahora que ρk = 0, el cual corresponde a θk = 0 en (3.2.9)-(3.2.10).
En este caso la ecuacio´n (3.2.8) toma la forma
(z− 1)2 = z2 − 2z+ 1 = 0
z0,1 = 1,
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y el conjunto solucio´n de la ecuacio´n (3.2.7) esta´ dado por
H(i) = czi + idzi−1 = c (1)i + id (1)i−1
H(i) = 1ic+ id = c+ id, c, d ∈ Cm. (3.2.35)
La condicio´n H(0) = 0 implica que c = 0 y (3.2.35) toma la forma
H(i) = id0, d0 ∈ Cm. (3.2.36)
Imponiendo G(j) de (3.2.6) con B 6= 0 se tiene
BG (j+ 1)− BG (j) = 0
B [G (j+ 1)− G (j)] = 0
G (j+ 1) = G (j) , j ≥ 0
G (j) = G (0) , j ≥ 0,
teniendo en cuenta U(i, j) como es dada en (3.2.1) se tiene
U(i, j) = G (j)H (i)
= iG (0) d0
= iω0, ω0 ∈ Cm
la condicio´n (3.2.4) toma la forma
B1G(j)H(N) + NB2G(j) [H(N)− H(N − 1)] = 0
B1G (0)Nd0 + NB2G(0) [Nd0 − (N − 1)d0] = 0
N (B1 + B2)G (0) d0 = 0
(B1 + B2)ω0 = 0, ω0 ∈ Cm.
Como B2 es invertible esto es equivalente a
(B−12 B1 + I)ω0 = 0, ω0 ∈ Cm (3.2.37)
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La ecuacio´n (3.2.37) tiene soluciones vectoriales no nulas ω0 ∈ Cm si y so´lo si,
B1 + B2 es singular (3.2.38)
esto es equivalente a
µ = 1 ∈ σ
(
−B−12 B1
)
. (3.2.39)
Suponiendo que existe µ = 1 ∈ σ
(
−B−12 B1
)
, a fin de determinar ω0, partiendo
de (3.2.28) introducimos la matriz S (1) ∈ Cm×m,
S(1) = B−12 B1 + I (3.2.40)
y por el teorma 2.12. de [22] , el conjunto solucio´n de (3.2.37) esta´ dado por
ω0 =
(
I − S(1)+S(1)) ϕ0, ϕ0 ∈ Cm − {0} . (3.2.41)
En este caso tenemos una solucio´n no acotada de (3.2.2)-(3.2.4), cuando N → ∞,
definida por
U0(i, j) = iω0, 1 ≤ i ≤ N − 1, j ≥ 0 (3.2.42)
donde ω0 esta dado por (3.2.41). Resumiendo se establece el siguiente resultado:
Teorema 3.2.1 Considere el problema de frontera (3.2.2)-(3.2.4) donde B2 es una matriz
invertible que satisface la condicio´n (3.2.17). Sea S (µ) la matriz en Cm×m definida por
(3.2.28), S˜(µ) la matriz en Cmp × m definida por (3.2.29). Sea p el grado del polinomio
minimal de Q = B̂Dk
̂(B+ ρkA), y B̂Dk la inversa de Drazin de B̂k, entonces:
(i) El problema (3.2.2)-(3.2.4) tiene soluciones no triviales {U(i, j)} de la forma (3.2.1)
si existe θ ∈ ]0,pi[ tal que la matriz T(θ) definida por (3.2.14) es singular y
rank
[
S˜(µ)
]
< m.
(ii) Si B1 es singular, tomando µ = 0 en (3.2.17) y θk =
(
2k−1
2N−1
)
pi, k =
1, 2, ...,N − 1, se obtiene T(θ) = (−1)kB1 sin
(
k−N
2N−1pi
)
. Bajo la hipo´tesis (3.2.16), la
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sucesio´n vectorial {Uk(i, j)} dada en (3.2.34) define soluciones no triviales del problema
(3.2.2)-(3.2.4) para k = 1, 2, ...,N − 1.
(iii) Si µ < 1 y µ 6= 0 es un valor propio de
(
−B−12 B1
)
, entonces existen soluciones
θk ∈ Ik =
]
k−1
N pi,
k
Npi
[
, k = 1, 2, ...,N − 1, de la ecuacio´n (3.2.21) para la cual T (θk)
es singular. Bajo la hipo´tesis (3.2.16), la sucesio´n vectorial {Uk(i, j)} dada en (3.2.34)
define soluciones no triviales del problema (3.2.2)-(3.2.4) para k = 1, 2, ...,N − 1.
(iv) Si µ = 1 es un valor propio de
(
−B−12 B1
)
, entonces existen soluciones no triviales
del problema (3.2.2)-(3.2.4) dadas por
U(i, j) = iω0, ω0 ∈ ker [S(1)] , 1 ≤ i ≤ N − 1, j ≥ 0,
las cuales son no acotadas cuando N → ∞.
3.3. CONSTRUCCIO´N DE SOLUCIONES PARA EL PROBLE-
MA MIXTO
Ahora se construira´n soluciones exactas del problema mixto discreto
(3.1.1)-(3.1.4). Note que la ecuacio´n (3.2.7) junto con las condiciones H (0) = 0
y B1H (N) + NB2 [H (N)− H (N − 1)] = 0 que fueron obtenidas respectiva-
mente de U (0, j) = G (j)H (0) = 0 y de la ecuacio´n (3.1.3) al tomar j = 0 y
G (0) = I cumpliendo que la solucio´n no fuera la trivial, llevan a considerar el
siguiente problema discreto vectorial subyacente,
H (i+ 1)− 2H (i) + H (i− 1) = ρrH (i) , 1 ≤ i ≤ N − 1
H (0) = 0
B1H (N) + NB2 [H (N)− H (N − 1)] = 0
 (P)
ya que B2 es invertible, para µ < 1, µ ∈ σ
(
−B−12 B1
)
, por el teorema de la
aplicacio´n espectral la segunda condicio´n de frontera del problema (P) puede
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transformarse en,
B1H (N) + NB2 [H (N)− H (N − 1)] = 0
−B−12 B1H (N)− N [H (N)− H (N − 1)] = 0
µH (N)− N [H (N)− H (N − 1)] = 0
(N − µ)H (N) = NH (N − 1)
H (N) =
N
N − µH (N − 1)
y el problema discreto vectorial queda de la siguiente forma,
∆2H (i− 1)− ρrH (i) = 0, 1 ≤ i ≤ N − 1
H (0) = 0
H (N) = NN−µH (N − 1)
 (P∗)
donde
{H(i) = sin(iθk)dk}N−1k=1 ∈ Cm, 1 ≤ i ≤ N− 1, con {θk}N−1k=1 ∈ Ik =
]
k− 1
N
pi,
k
N
pi
[
,
verificando las ecuaciones
cot(Nθk) =
cos (θk)−
(
1− µN
)
sin (θk)
y {dk}N−1k=1 ∈ ker S˜(µ)
son las soluciones de dicho problema. Asociado al problema (P∗) se introduce el
problema discreto escalar de Sturm-Liouville,
h (i+ 1)− 2h (i) + h (i− 1) = ρr h (i) , 1 ≤ i ≤ N − 1
h (0) = 0
h (N) = NN−µh (N − 1) .
 (P∗∗)
El problema (P∗∗) puede ser escrito como un problema matricial de autovalores,
A˜h =
ρ
r
Rh
donde A˜ es una matriz (N − 1)× (N − 1), sime´trica y tridiagonal y R = I. El
sistema queda de la forma,
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
−2 1 0 0 · · · 0
1 −2 1 0 · · · 0
0 1 −2 1 · · · 0
...
... . . . . . . . . .
...
0 0 · · · 1 −2 1
0 0 · · · 0 1 2µ−NN−µ


h (1)
h (2)
h (3)
...
h (N − 2)
h (N − 1)

=
ρ
r

h (1)
h (2)
h (3)
...
h (N − 2)
h (N − 1)

.
Aplicando la teorı´a de Sturm-Liouville para problemas de autovalores matriciales
se obtienen los siguientes resultados:
(i) El problema (P∗∗) tiene exactamente N − 1 autovalores reales distintos,{ ρk
r
}N−1
k=1 , los cuales vienen definidos por ρk = −4r sin2
(
θk
2
)
, donde los {θk}N−1k=1
verifican la ecuacio´n,
cot(Nθk) =
cos (θk)−
(
1− µN
)
sin (θk)
, θk ∈
]
k− 1
N
pi,
k
N
pi
[
, k = 1, 2, ...,N − 1
(ii) Para cada autovalor
{ ρk
r
}
existe una autofuncio´n hk (i) , 1 ≤ i ≤ N − 1,
dada por hk (i) = sin (iθk). Estas autofunciones {hk (i)}N−1k=1 son mutuamente
ortogonales con respecto a la funcio´n de peso 1. En particular, estas autofunciones
son linealmente independientes en (1, 2, ...,N − 1).
Debido a la linealidad de la ecuacio´n (3.1.1) y la homogeneidad de las condiciones
de frontera (3.1.2)-(3.1.3), es claro que la suma de soluciones del problema (3.1.1)-
(3.1.3) es tambie´n una solucio´n de tal problema. Supo´ngase la hipo´tesis (3.2.17)
con µ 6= 1 y (3.2.16). Si B1 es singular, tomando µ = 0 y usando la notacio´n del
teorema 3.2.1, el vector
U(i, j) =
N−1
∑
k=1
[
B̂Dk ̂(B+ ρkA)
]j
sin(iθk)
(
I − S˜(0)+S˜(0)
)
ak (3.3.1)
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con 1 ≤ i ≤ N − 1, j ≥ 0, satisface (3.1.1)-(3.1.3) para ak ∈ Cm − {0}. Por
imposicio´n de la condicio´n inicial (3.1.4),
U(i, 0) = f (i) =
N−1
∑
k=1
sin(iθk)
(
I − S˜(0)+S˜(0)
)
ak
f (i) =
N−1
∑
k=1
sin(iθk)υk.
(3.3.2)
Con υk =
(
I − S˜(0)+S˜(0)
)
ak. Como f (i) y υk son vectores en Cm se puede
escribir (3.3.2) escalarmente,
fδ(i) =
N−1
∑
k=1
sin(iθk)υk,δ, (3.3.3)
donde fδ(i) y υk,δ denotan la δ-e´sima componente de f (i) y υk respecti-
vamente, para δ = 1, 2, · · · ,m. La expresio´n (3.3.3) es una serie de Fourier
discreta, donde las funciones {sin(iθk)}N−1k=1 son las autofunciones del problema
Sturm-Liouville discreto escalar (P∗∗). Para determinar los coeficientes de Fouri-
er se multiplicara´ ambos lados de (3.3.3) por sin(iθξ), 1 ≤ ξ ≤ N− 1, se sumara´n
los resultados desde i = 1 hasta i = N − 1 y se usara la ortogonalidad de las
autofunciones {sin(iθk)}N−1k=1 del problema Sturm-Liouville discreto
N−1
∑
i=1
sin(iθξ) fδ(i) =
N−1
∑
i=1
N−1
∑
k=1
sin(iθξ) sin(iθk) υk,δ
=
N−1
∑
i=1
(
sin(iθξ) sin(iθ1)υk,δ + . . .+ sin(iθξ) sin(iθN−1)υN−1,δ
)
=
N−1
∑
i=1
sin2(iθξ)υξ,δ
= υξ,δ
N−1
∑
i=1
sin2(iθξ), 1 ≤ ξ ≤ N − 1
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entonces teniendo en cuenta que θk =
(
2k−1
2N−1
)
pi, k = 1, 2, ...,N − 1, para µ = 0
se tiene
υξ,δ =
N−1
∑
i=1
sin
(
i
(
2k−1
2N−1
)
pi
)
fδ(i)
N−1
∑
i=1
sin2
(
i
(
2k−1
2N−1
)
pi
)
1 ≤ k ≤ N − 1, 1 ≤ ξ ≤ N − 1
o bien
υξ,δ =
4
2N − 1
N−1
∑
i=1
sin
(
i
(
2k− 1
2N − 1
)
pi
)
fδ(i), k = 1, 2, ...,N − 1
escribiendo vectorialmente
υk =
4
2N − 1
N−1
∑
i=1
sin
(
i
(
2k− 1
2N − 1
)
pi
)
f (i), k = 1, 2, ...,N − 1 (3.3.4)
Como υk =
(
I − S˜(0)+S˜(0)
)
ak ∈ kerS˜(0), es suficiente imponer f (i) ∈ kerS˜(0),
para que el vector,
U(i, j) =
N−1
∑
k=1
[
B̂Dk ̂(B+ ρkA)
]j
sin
[
i
(
2k− 1
2N − 1
)
pi
]
υk, 1 ≤ i ≤ N − 1, j ≥ 0
(3.3.5)
sea una solucio´n del problema (3.1.1)-(3.1.4), con υk definido por (3.2.33) vec-
tor inicial consistente para (3.2.24). Por la definicio´n S˜(0) dada por (3.2.29), la
condicio´n
f (i) ∈ ker
[
S˜(0)
]
, 1 ≤ i ≤ N − 1 (3.3.6)
se satisface si,
ker [S(0)] es subespacio invariante de Q (3.3.7)
42
este u´ltimo requerimiento puede ser escrito de la siguiente forma
S(0)Q
(
I − S(0)+S(0)) = 0 (3.3.8)
dado que el ker [S(0)] = Im (I − S(0)+S(0)). La conclusio´n para el caso µ < 1,
µ 6= 0 es la misma con la u´nica diferencia que
υk =
N−1
∑
i=1
sin (iθk) f (i)
N−1
∑
i=1
sin2 (iθk)
,
para 1 ≤ i ≤ N − 1. Veamos e´sto, si B1 es singular, usando la notacio´n del
teorema 2.2.1 con µ ∈ σ
(
−B−12 B1
)
y suponiendo que rank
[
S˜(µ)
]
< m, el vector
U(i, j) =
N−1
∑
k=1
[
B̂Dk ̂(B+ ρkA)
]j
sin(iθk)
(
I − S˜(µ)+S˜(µ)
)
ak, 1 ≤ i ≤ N− 1, j ≥ 0
es una solucio´n del problema (3.1.1)-(3.1.3) para cualquier vector ak ∈ Cm − {0}.
Imponiendo la condicio´n inicial (3.1.4),
fδ(i) =
N−1
∑
k=1
sin(iθk)υk,δ
1 ≤ i ≤ N − 1, 1 ≤ δ ≤ m
por la teorı´a de series de Fourier discretas [14], los coeficientes de Fourier vienen
dados por,
υk,δ =
N−1
∑
i=1
sin (iθk) fδ(i)
N−1
∑
i=1
sin2 (iθk)
1 ≤ k ≤ N − 1, 1 ≤ δ ≤ m
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equivalentemente en forma vectorial
υk =
N−1
∑
i=1
sin (iθk) f (i)
N−1
∑
i=1
sin2 (iθk)
1 ≤ k ≤ N − 1
como se verifica que υk ∈ ker S˜(µ), es suficiente que,
f (i) ∈ ker
[
S˜(µ)
]
, 1 ≤ i ≤ N − 1 (3.3.9)
por la definicio´n de S˜(µ), esta condicio´n se satisface si f (i) ∈ ker [S(µ)], es decir,
ker [S(µ)] es subespacio invariante de Q, 1 ≤ i ≤ N − 1 (3.3.10)
o´ equivalentemente,
S(µ)Q
(
I − S(µ)+S(µ)) = 0, 1 ≤ i ≤ N − 1 (3.3.11)
para tener una solucio´n exacta del problema (3.1.1)-(3.1.4) definida por,
U(i, j) =
N−1
∑
k=1
[
B̂Dk
̂(B+ ρkA)
]j
sin (iθk) υk, 1 ≤ i ≤ N − 1, 0 ≤ j (3.3.12)
resumiendo, el siguiente resultado ha sido establecido,
Teorema 3.3.1 Considerando la notacio´n del teorema 3.2.1 y tomando µ 6= 1 un valor
propio real de
(
−B−12 B1
)
. Suponiendo que la sucesio´n { f (i)}N−1i=1 satisface (3.3.8) y
que la matriz Q satisface (3.3.10), entonces
U(i, j) =

N−1
∑
k=1
[
B̂Dk
̂(B+ ρkA)
]j
sin
[
i
(
2k−1
2N−1
)
pi
]
υk, µ = 0,
con υk = 42N−1
N−1
∑
i=1
sin
(
i
(
2k−1
2N−1
)
pi
)
f (i)
N−1
∑
k=1
[
B̂Dk
̂(B+ ρkA)
]j
sin(iθk)υk, µ < 1, µ 6= 0,
con υk =
N−1
∑
i=1
sin(iθk) f (i)
N−1
∑
i=1
sin2(iθk)
(3.3.13)
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donde 1 ≤ i ≤ N − 1, j ≥ 0, y υk es vector inicial consistente para (3.2.24) dado por
(3.2.33), define una solucio´n del problema (3.1.1)-(3.1.4).
Una condicio´n ma´s general que (3.3.6) puede ser impuesta sobre { f (i)}Ni=0 si la
matriz
(
−B−12 B1
)
tiene s valores propios diferentes µ1, µ2, ..., µs para los cuales,
{µ1, µ2, ..., µs} ⊂ σ
(
−B−12 B1
)
∩ ]−∞, 1[ , µτ 6= 1, 1 ≤ τ ≤ s. (3.3.14)
Sea S(µτ) = B−12 B1 + µτ I y para 1 ≤ τ ≤ s, sea
R
(
µj
)
= S (µ1) ...S (µτ−1) S (µτ+1) ...S (µs) , R = S(µτ)R (µτ) (3.3.15)
Sea M el subespacio vectorial definido por
M = ker(R) (3.3.16)
por el teorema de descomposicio´n [23], se sigue que
M = ker S (µ1)⊕ ker S (µ2)⊕ ...⊕ ker S (µs) . (3.3.17)
Sea Qτ (x) el polinomio de grado s− 1 definido por
Qτ (x) = (x− µ1) (x− µ2) ... (x− µτ−1) (x− µτ+1) ... (x− µs) . (3.3.18)
Entonces los polinomios {Qτ (x)}sτ=1 son coprimos y por el teorema de Bezout
[23], existen nu´meros complejos {ατ}sτ=1 tales que
Q (x) =
s
∑
τ=1
ατQτ (x) = 1, (3.3.19)
donde
ατ =
[
s
∏
γ=1,γ 6=τ
(µτ − µγ)
]−1
, 1 ≤ τ ≤ s. (3.3.20)
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Esto es, Q (x) es el polinomio interpolante de Lagrange que toma el valor 1 en
cada x = µτ, 1 ≤ τ ≤ s. Por la ecuacio´n (3.3.17) y el ca´lculo funcional matricial
actuando sobre la matriz −B−12 B1, se sigue que
I = Q
(
−B−12 B1
)
=
s
∑
τ=1
ατQτ
(
−B−12 B1
)
I =
s
∑
τ=1
ατ
(
−B−12 B1 − µ1 I
)
. . .
(
−B−12 B1 − µτ−1 I
) (
−B−12 B1 − µτ+1 I
)
. . .
(
−B−12 B1 − µs I
)
luego
I =
s
∑
τ=1
αj (−S(µ1)) (−S(µ2)) . . . (−S(µτ−1)) (−S(µτ+1)) . . . (−S(µs))
= (−1)s−1
s
∑
τ=1
αj (S(µ1)) (S(µ2)) . . . (S(µτ−1)) (S(µτ+1)) . . . (S(µs))
= (−1)s−1
s
∑
τ=1
ατR (µτ) ,
por tanto se ha obtenido,
I = (−1)s−1
s
∑
τ=1
ατR (µτ) =
s
∑
τ=1
ατQτ
(
−B−12 B1
)
. (3.3.21)
Sea { fτ(i)}Ni=0 la proyeccio´n de { f (i)}Ni=0 sobre el correspondiente subespacio
ker [S(µτ)] , definida por
fτ(i) = (−1)s−1ατR (µτ) f (i), 0 ≤ i ≤ N, 1 ≤ τ ≤ s (3.3.22)
observe que
s
∑
τ=1
fτ(i) = (−1)s−1
s
∑
τ=1
ατR (µτ) f (i)
=
[
(−1)s−1
s
∑
τ=1
ατR (µτ)
]
f (i)
= I f (i)
= f (i)
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o´f1(i) + f2(i) + ...+ fs(i) = f (i), 1 ≤ i ≤ N. (3.3.23)
Supongamos f (i) ∈ M, 1 ≤ i ≤ N, es decir,
R f (i) = 0, 1 ≤ i ≤ N, 1 ≤ τ ≤ s (3.3.24)
entonces por (3.3.14), (3.3.21), (3.3.23) se obtiene
S (µτ) fτ (i) = (−1)s−1 ατS (µτ) R (µτ) f (i) = (−1)s−1 ατR f (i) = 0 (3.3.25)
o´
fτ (i) ∈ ker [S (µτ)] . (3.3.26)
Observe que las condiciones (3.3.23) y (3.3.25) son equivalentes. Consideremos
ahora el nuevo problema en el cual la condicio´n inicial (3.1.4) del problema (3.1.1)-
(3.1.4), es reemplazada por
U(i, 0) = fτ(i), 0 ≤ i ≤ N, 0 ≤ τ ≤ s. (3.3.27)
Se obtienen los s problemas siguientes,
rA [U(i+ 1, j) +U(i− 1, j)] + (B− 2rA)U(i, j)− BU(i, j+ 1) = 0, 1 ≤ i ≤ N − 1
U(0, j) = 0
B1U(N, j) + NB2 [U(N, j)−U(N − 1, j)] = 0
U(i, 0) = fτ(i), 0 ≤ i ≤ N
con j ≥ 0, considere el siguiente problema discreto,
∆2H (i− 1)− ρrH (i) = 0, 1 ≤ i ≤ N − 1
H (0) = 0
H (N) = NN−µτ H (N − 1)
 (P∗)
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donde
{
H(i) = sin(iθ(τ)k )d
(τ)
k
}N−1
k=1
∈ Cm, 1 ≤ i ≤ N − 1, con
{
θ
(τ)
k
}N−1
k=1
∈ Ik,
Ik =
]
k−1
N pi,
k
Npi
[
, 1 ≤ k ≤ N − 1, verificando las ecuaciones
cot(Nθ(τ)k ) =
cos
(
θ
(τ)
k
)
− (1− µτN )
sin
(
θ
(τ)
k
) y {d(τ)k }N−1k=1 ∈ ker S˜(µτ)
son las soluciones de de estos s problemas. Asociados a (P∗) se tienen s pro-
blemas discretos escalares de Sturm-Liouville,
h (i+ 1)− 2h (i) + h (i− 1) = ρr h (i) , 1 ≤ i ≤ N − 1
h (0) = 0
h (N) = NN−µh (N − 1)
 (P∗∗)
para cada uno de ellos se obtiene:
(i) Se tiene exactamente N − 1 autovalores reales distintos,
{
ρ
(τ)
k
r
}N−1
k=1
, los
cuales vienen definidos por ρ(τ)k = −4r sin2
(
θ
(τ)
k
2
)
, donde los
{
θ
(τ)
k
}N−1
k=1
∈]
k−1
N pi,
k
Npi
[
verifican la ecuacio´n,
cot(Nθ(τ)k ) =
cos
(
θ
(τ)
k
)
− (1− µτN )
sin
(
θ
(τ)
k
) , k = 1, 2, ...,N − 1
(ii) Para cada autovalor ρ
(τ)
k
r existe una autofuncio´n h
(τ)
k (i) , 1 ≤ i ≤ N− 1, dada
por h(τ)k (i) = sin
(
iθ(τ)k
)
. Estas autofunciones
{
h(τ)k (i)
}N−1
k=1
son mutuamente
ortogonales con respecto a la funcio´n de peso 1. En particular, estas autofunciones
son linealmente independientes en (1, 2, ...,N − 1). De (3.3.12) se sabe que la
solucio´n del problema de frontera discreto (3.1.1)-(3.1.3) para cada τ tal que
1 ≤ τ ≤ s, es de la forma:
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Uτ(i, j) =

N−1
∑
k=1
[
B̂Dk
̂(B+ ρkA)
]j
sin(iθ(τ)k )υ
(τ)
k ,
υ
(τ)
k =
(
I − S˜(µτ)+S˜(µτ)
)
a(τ)k , υ
(τ)
k vector inicial consistente
µ < 1, µ 6= 0, 1 ≤ i ≤ N − 1, 0 ≤ j, 1 ≤ τ ≤ s
(3.3.28)
los vectores υ(τ)k deben verificar,
fτ(i) =
N−1
∑
k=1
sin(iθ(τ)k )υ
(τ)
k (3.3.29)
por la teorı´a de las series de Fourier discretas [14], se tiene
υ
(τ)
k =
N−1
∑
i=1
sin(iθ(τ)k ) fτ(i)
N−1
∑
i=1
sin2(iθ(τ)k )
, 1 ≤ k ≤ N − 1
=
(−1)s−1 ατR (µτ)
N−1
∑
i=1
sin(iθ(τ)k ) f (i)
N−1
∑
i=1
sin2(iθ(τ)k )
= (−1)s−1 ατR (µτ)
N−1
∑
i=1
sin(iθ(τ)k ) f (i)
N−1
∑
i=1
sin2(iθ(τ)k )
denotando,
υ
(τ)
k f (i) =
N−1
∑
i=1
sin(iθ(τ)k ) f (i)
N−1
∑
i=1
sin2(iθ(τ)k )
se tiene,
υ
(τ)
k = (−1)s−1 ατR (µτ) υ(
τ)
k f (i).
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Imponiendo la condicio´n,
fτ(i) ∈ ker S˜(µτ) (3.3.30)
y ker S˜(µτ) es subespacio invariante de Q, es decir,
S (µτ)Q
(
I − S(µτ)+S(µτ)
)
= 0, 1 ≤ τ ≤ s (3.3.31)
se sigue que la solucio´n al problema mixto discreto esta´ definido por,
U(i, j) =
s
∑
τ=1
Uτ(i, j). (3.3.32)
Por los comentarios previos y el teorema 3.3.1, el siguiente resultado ha sido
establecido,
Teorema 3.3.2 Sea µ1, µ2, ..., µs dados por (3.3.13), S(µτ) = B−12 B1 + µτ I, y S(µτ),
R definidos por (3.3.14) para 1 ≤ τ ≤ s, donde R = S(µτ)R (µτ) . Supo´ngase que
las condiciones (3.3.26) y (3.3.27) se cumplen y sea {Uτ(i, j)} dado por (3.3.11) donde
υk es reemplazado por υ
(τ)
k definido por
υ
(τ)
k = (−1)s−1 ατR (µτ) υ(
τ)
k f (i), 1 ≤ τ ≤ s
luego
U(i, j) =
s
∑
τ=1
Uτ(i, j)
es una solucio´n del problema (3.1.1)-(3.1.4).
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CAPI´TULO 4
CASO II
Ahora se tratara´ con problemas de la forma:
Auxx(x, t)− But(x, t)− u(x, t) = 0, 0 < x < 1, t > 0 (4.0.1)
u(0, t) = 0, t > 0 (4.0.2)
B1u(1, t) + B2ux(1, t) = 0, t > 0 (4.0.3)
u(x, 0) = F(x), 0 ≤ x ≤ 1. (4.0.4)
Este caso esta organizado en forma semejante al CASO I. Veamos inicialmente
la discretizacio´n del problema.
4.1. DISCRETIZACIO´N
Se considera una discretizacio´n similar a la del CASO I. Se divide el dominio
[0, 1]× [0,+∞[ en recta´ngulos iguales de lado ∆x = h y ∆t = k, de este modo se
ha construido una red recta´ngular formada por los puntos
(
xi, tj
)
= (ih, jk). Usan-
do unme´todo en diferencias finitas progresivas se reemplazaran las derivadas par-
ciales ut y uxx de la ecuacio´n (4.0.1), transformado el problema continuo en un
problema discreto. Del desarrollo en series de Taylor alrededor del punto (ih, jk),
se tiene
ut (ih, jk) =
u (ih, (j+ 1) k)− u (ih, jk)
k
+O
(
k2
)
yuxx (ih, jk) =
u ((i+ 1) h, jk)− 2u (ih, jk) + u ((i− 1) h, jk)
h2
+O
(
h2
)
sustituyendo en la ecuacio´n (4.0.1) las expresiones de ut y uxx se obtiene el
siguiente esquema en diferencias,
A
u ((i+ 1) h, jk)− 2u (ih, jk) + u ((i− 1) h, jk)
h2
−Bu (ih, (j+ 1) k)− u (ih, jk)
k
−u (ih, jk) = 0.
Denotando,
Λ [u] = Auxx(x, t)− But(x, t)− u(x, t)
y
Λh,k [u] = A
u ((i+ 1) h, jk)− 2u (ih, jk) + u ((i− 1) h, jk)
h2
− Bu (ih, (j+ 1) k)− u (ih, jk)
k
− u (ih, jk)
observe que el esquema en diferencia obtenido es consistente con la ecuacio´n en
derivadas parciales (4.0.1), es decir, verifica
‖Λ [φ]−Λh,k [φ]‖ → 0, cuando h, k→ 0
siendo φ (x, t) cualquier funcio´n suave, i.e., cualquier funcio´n suficientemente
derivable. En efecto, denotando Φ (i, j) = φ (ih, jk) se tienen,
Λh,k [φ] = A
Φ ((i+ 1) , j)− 2Φ (i, j) +Φ ((i− 1) , j)
h2
− BΦ (i, (j+ 1))−Φ (i, j)
k
−Φ (i, j)
desarrollando por Taylor, alrededor del punto
(
xi, tj
)
= (ih, jk), la funcio´n
Φ (i, j+ 1) en t y las funciones Φ (i+ 1, j) , Φ (i− 1, j) en x, se obtiene,
Φ (i, j+ 1) = Φ (i, j) + kΦt (i, j) +
k2
2!
Φtt (i, j) +O
(
k3
)
Φ (i+ 1, j) = Φ (i, j) + hΦx (i, j) +
h2
2!
Φxx (i, j) +
h3
3!
Φxxx (i, j) +
h4
4!
Φxxxx (i, j) +O
(
h5
)
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Φ (i− 1, j) = Φ (i, j)− hΦx (i, j) + h
2
2!
Φxx (i, j)− h
3
3!
Φxxx (i, j) +
h4
4!
Φxxxx (i, j) +O
(
h5
)
sustituyendo en Λh,k [φ] , se tiene
Λh,k [φ] = A
(
Φxx (i, j) + h
2
12Φxxxx (i, j)
)
− B
(
Φt (i, j) + k2Φtt (i, j)
)
−Φ (i, j)
+O
(
k2
)
+O
(
h3
)
por otra parte se tiene, Λ [φ] = Aφxx(x, t) − Bφt(x, t) − φ(x, t), y tomando en
cuenta la notacio´n anterior se tiene para el punto
(
xi, tj
)
= (ih, jk),
Λ [φ] = AΦxx(i, j)− BΦt(i, j)−Φ(i, j)
de donde,
Λ [φ]−Λh,k [φ] = −Ah
2
12
Φxxxx (i, j) + B
k
2
Φtt (i, j) +O
(
k2 + h3
)
tomando norma en esta u´ltima expresio´n,
‖Λ [φ]−Λh,k [φ]‖ ≤ ‖A‖O
(
h2
)
+ ‖B‖O (k)
se concluye que el esquema en diferencias finitas es consistente con la ecuacio´n
(4.0.1). Esto implica que la solucio´n de la ecuacio´n en derivadas parciales, si es
suave, entonces es una solucio´n aproximada del esquema en diferencias. Deno-
tando U(i, j) = u(ih, jk) y aproximando las derivadas parciales que aparecen en
(4.0.1) por las aproximaciones en diferencias,
ut(ih, jk) ≈ U(i, j+ 1)−U(i, j)k
uxx(ih, jk) ≈ U(i+ 1, j)− 2U(i, j) +U(i− 1, j)h2 .
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La ecuacio´n (4.0.1) toma la forma,
A
h2
[U(i+ 1, j)− 2U(i, j) +U(i− 1, j)]− B
k
[U(i, j+ 1)−U(i, j)]−U(i, j) = 0
donde h = 1N , 1 ≤ i ≤ N − 1, y j ≥ 0. Sea r = kh2 , escribimos la u´ltima ecuacio´n
en la forma siguiente,
rA [U(i+ 1, j) +U(i− 1, j)]− (2rA− B+ kI)U(i, j)− BU(i, j+ 1) = 0
1 ≤ i ≤ N − 1, j ≥ 0. (4.1.1)
Las condiciones de frontera y las condiciones iniciales (4.0.2)-(4.0.4) toman la for-
ma,
U(0, j) = 0, j ≥ 0 (4.1.2)
B1U(N, j) + NB2 [U(N, j)−U(N − 1, j)] = 0, j ≥ 0 (4.1.3)
U(i, 0) = f (i), 0 ≤ i ≤ N (4.1.4)
con f (i) = F (ih).
4.2. EL PROBLEMA DE FRONTERA EN DIFERENCIA PAR-
CIAL
En esta seccio´n se buscara´n soluciones de la forma,
U(i, j) = G(j)H(i), G(j) ∈ Cm×m, H(i) ∈ Cm
1 ≤ i ≤ N − 1, j ≥ 0. (4.2.1)
Las siguientes ecuaciones se obtienen reemplazando la condicio´n (4.2.1) en las
ecuaciones (4.1.1)-(4.1.3). Adema´s Nh = 1, r = kh2 ,
rAG(j) [H(i+ 1)− H(i− 1)]− [(2rA− B+ kI)G(j) + BG (j+ 1)]H(i) = 0
(4.2.2)
G(j)H(0) = 0 (4.2.3)
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B1G(j)H(N) + NB2G(j) [H(N)− H(N − 1)] = 0. (4.2.4)
Si ρ es un nu´mero real, adicionando y sustrayendo el te´rmino ρAG(j)H(i) en
el lado izquierdo de (4.2.2) se obtiene,
AG(j)
[
H(i+ 1)−
(
2r+ρ
r
)
H(i) + H(i− 1)
]
+ [(ρA+ B− kI)G(j)
−BG(j+ 1)H(i) = 0. (4.2.5)
No´tese que la ecuacio´n (4.2.5) se satisface si las sucesiones {G(j)} , {H(i)} satis-
facen
BG(j+ 1)− (ρA+ B− kI)G(j) = 0, j ≥ 0 (4.2.6)
H(i+ 1)−
(
2r+ ρ
r
)
H(i) + H(i− 1) = 0, 1 ≤ i ≤ N − 1. (4.2.7)
Adema´s los coeficientes de la ecuacio´n vectorial (4.2.7) son escalares, y las entradas
de H(i) son las soluciones de la ecuacio´n escalar
h(i+ 1)−
(
2r+ ρ
r
)
h(i) + h(i− 1) = 0, 1 ≤ i ≤ N − 1,
con la ecuacio´n caracterı´stica algebraica asociada
z2 −
(
2r+ ρ
r
)
z+ 1 = 0 (4.2.8)
para aquellos nu´meros reales ρ tal que −4r ≤ ρ ≤ 0 se obtiene
(
2r+ρ
2r
)2 ≤ 1.
Ası´, si −4r < ρ < 0, entonces la ecuacio´n (4.2.8) tiene dos soluciones diferentes
z0,1 =
2r+ ρ2r ± j
√
1−
(
2r+ ρ
2r
)2 (4.2.9)
z0,1 = e±iθ
donde cos θ = 2r+ρ2r , θ ∈ [0,pi] y donde j =
√−1 es la unidad imaginaria.
Ası´ se obtiene
zn0 = cos(nθ) + j sin(nθ), z
n
1 = cos(nθ)− j sin(nθ), (4.2.10)
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donde el conjunto solucio´n de la ecuacio´n vectorial (4.2.7) esta dada por
H(i) = zi0c+ z
i
1d, c, d ∈ Cm, 1 ≤ i ≤ N − 1. (4.2.11)
Este H(i) debera´ ser satisfecha por (4.2.3), en orden de determinar soluciones no
trivialesU (i, j) del problema (4.2.2)-(4.2.4), es necesario que H(0) = 0. Por (4.2.11)
se sigue que c = −d, luego
H(i) = (zi0 − zi1)d, d ∈ Cm, 1 ≤ i ≤ N − 1
H(i) = sin(iθ)d, d ∈ Cm, 1 ≤ i ≤ N − 1. (4.2.12)
Sustituyendo (4.2.12) en la ecuacio´n (4.2.4) se obtiene{
B1
(
zN0 − zN1
)
+ NB2
[(
zN0 − zN1
)
−
(
zN−10 − zN−11
)]}
G(j)d = 0,
o´
{B1 sin (Nθ) + NB2 [sin (Nθ)− sin ((N − 1) θ)]}G(j)d = 0, j ≥ 0. (4.2.13)
Como se buscan soluciones no triviales, se asume que ni G(j), ni d ∈ Cm son
ceros. Con el requerimiento de que el vector d ∈ Cm debe ser diferente de cero,
la condicio´n (4.2.13) es equivalente a la siguiente condicio´n
T(θ) = B1 sin (Nθ) +NB2 [sin (Nθ)− sin ((N − 1) θ)] es singular, 0 < θ < pi.
(4.2.14)
Note que para θ = pi la matriz T(pi) = 0 y por tanto singular pero para θ = pi
de (4.2.12) se obtiene H(i) = 0 la solucio´n trivial. Ası´, se buscara´n valores de
θ ∈ ]0,pi[ tales que T (θ) sea singular. Veamos que si sin(Nθ) = 0 entonces
para θ = `piN , ` = 1, 2, ...,N− 1 la matriz T(θ) es invertible dado que sin( `piN ) 6= 0
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y B2 es invertible,
T(θ) = NB2
[
sin (`pi)− sin
(
(N − 1) `pi
N
)]
= 2NB2 sin
(
`pi
2N
)
cos
((
2N − 1
2
)
`pi
N
)
= 2NB2 sin
(
`pi
2N
)
cos
(
`pi − `pi
2N
)
= 2NB2 sin
(
`pi
2N
)
(−1)` cos
(
`pi
2N
)
= N(−1)`B2 sin
(
`pi
N
)
.
Consecuentemente, los valores θ ∈ ]0,pi[ tales que la matriz T (θ) definida por
(4.2.14) sea singular debe satisfacer que sin(Nθ) 6= 0, y entonces T (θ) es
singular si y so´lo si
B−12 B1 +
2N sin
(
θ
2
)
cos
((
2N−1
2
)
θ
)
sin(Nθ)
I es singular, θ ∈ ]0,pi[ (4.2.15)
o´
2N sin
(
θ
2
)
cos
((
2N−1
2
)
θ
)
sin(Nθ)
∈ σ
(
−B−12 B1
)
. (4.2.16)
Supo´ngase que
Existe un valor propio real µ < 1, µ ∈ σ
(
−B−12 B1
)
. (4.2.17)
Note que la condicio´n (4.2.14) es equivalente a
(B1 + NB2) sin(Nθ)− NB2 sin ((N − 1)θ) es singular (4.2.18)
expandiendo sin((N − 1)θ) y premultiplicando la matriz que aparece en (4.2.18)
por B−12 , se obtiene la condicio´n equivalente,
existe µ ∈ σ
(
−B−12 B1
)
∩R con − µ
N
+ 1− cos θ+ sin θ cot(Nθ) = 0 (4.2.19)
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donde θ ∈ ]0,pi[, entonces sin θ 6= 0 y la ecuacio´n (4.2.19) para θ puede
escribirse de la forma
cot(Nθ) =
cos θ − (1− µN )
sin θ
. (4.2.20)
Supo´ngase µ < 1 existe una u´nica solucio´n θ ∈ I` =
]
`−1
N pi,
`
Npi
[
⊂ ]0,pi[ para
cada I`, ` = 1, 2, ...,N − 1. En efecto, ∀θ ∈ I` =
]
`−1
N pi,
`
Npi
[
⊂ ]0,pi[ en cada I`,
` = 1, 2, ...,N − 1, se tiene
lı´m
θ→ `−1N pi+
cot (Nθ) = +∞; lı´m
θ→ `Npi−
cot (Nθ) = −∞;
d [cot (Nθ)]
dθ
= − N
sin2 (Nθ)
< 0 =⇒ cot (Nθ) es decreciente;
cot (Nθ) es continua.
Por tanto,
Existe θ` =
(
2`− 1
2N
)
pi ∈ I`, ` = 1, 2, ...,N − 1 tal que cot (Nθ`) = 0.
Se obtiene que cot (Nθ) es una aplicacio´n continua de I` =
]
`−1
N pi,
`
Npi
[
sobre
la recta real en cada I`, ` = 1, 2, ...,N − 1. Si µ ≤ 0 entonces para θ ∈ ]0,pi[,[
cos θ−(1− µN )
sin θ
]
≤ 0 es una funcio´n continua negativa y al ser cot(Nθ) una
funcio´n que recorre todos los valores en R en cada I`, ` = 1, 2, ...,N − 1, estas
funciones se cortara´n en un u´nico punto en cada Ik, es decir,
Existe θ` ∈ I`, ` = 1, 2, ...,N − 1 tal que cot (Nθ`) =
[
cos θ` −
(
1− µN
)
sin θ`
]
.
Si 0 < µ < 1, la ecuacio´n (4.2.20) tiene una u´nica solucio´n para I1 =
]
0, `Npi
[
ya que cot(Nθ)−
[
cos θ−(1− µN )
sin θ
]
cambia de signo una vez. Para I` =
]
`−1
N pi,
`
Npi
[
,
` = 2, ...,N− 1 existe tambien una u´nica solucio´n para cada I` porque
[
cos θ−(1− µN )
sin θ
]
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es una funcio´n acotada continua decreciente en cada I`, por ser
lı´m
θ→ k−1N pi+
[
cos θ − (1− µN )
sin θ
]
y lı´m
θ→ kNpi−
[
cos θ − (1− µN )
sin θ
]
nu´meros reales
por tanto,
Existe θ` ∈ I`, ` = 1, 2, ...,N − 1 tal que cot (Nθ`) =
[
cos θ` −
(
1− µN
)
sin θ`
]
.
Esto garantiza la existencia de soluciones θ` ∈ I` tales que,
cot(Nθ`) =
cos (θ`)−
(
1− µN
)
sin (θ`)
(4.2.21)
para µ < 1, µ ∈ σ
(
−B−12 B1
)
. Por lo tanto, una familia de soluciones viene dada
por
H`(i) = sin(iθ`)d`, θ` ∈ I`, d` ∈ Cm, 1 ≤ i ≤ N− 1, 1 ≤ ` ≤ N− 1. (4.2.22)
Adema´s, por (4.2.9) y (4.2.10) se tiene que
cos θ =
2r+ ρ
2r
, ρ = ρ` = −2r(1− cos θ`) = −4r sin2
(
θ`
2
)
(4.2.23)
` = 1, 2, ...,N − 1.
Tomando estos valores de ρ` en (4.2.6) se obtiene
BG`(j+ 1) = (ρ`A+ B− kI)G`(j), j ≥ 0, ` = 1, 2, ...,N − 1. (4.2.24)
Ahora, si para cada ` se cumple la condicio´n,
Existe λ`, tal que [λ`B− (ρ`A+ B− kI)] es invertible (4.2.25)
entonces la solucio´n general de (4.2.24) viene dada por
G`(j) =
[
B̂D` ̂(ρ`A+ B− kI)
]j
υ`, j ≥ 0, υ` ∈ Cm (4.2.26)
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donde
B̂` = [λ`B− (ρ`A+ B− kI)]−1 B = [(λ` − 1) B− ρ`A+ kI]−1 B
̂(ρ`A+ B− kI) = [(λ` − 1) B− ρ`A+ kI]−1 (ρ`A+ B− kI)
υ` ∈ Cm es un vector inicial consistente para BG`(j+ 1) = (ρ`A+ B− kI)G`(j),
es decir, υ` ∈ R
(
B̂L``
)
, donde L` = Ind
(
B̂`
)
, y B̂D` denota la inversa Drazin de
B̂`. Las soluciones G` (j) tienen la forma,
G`(j+ 1) =
[
B̂D` ̂(ρ`A+ B− kI)
]j+1
υ`
=
[
B̂D` ̂(ρ`A+ B− kI)
] [
B̂D` ̂(ρ`A+ B− kI)
]j
υ`
=
[
B̂D` ̂(ρ`A+ B− kI)
]
G`(j).
Multiplicando por B se obtiene
BG`(j+ 1) = B
[
B̂D` ̂(ρ`A+ B− kI)
]
G`(j)
= B
[(
[(λ` − 1) B− ρ`A+ kI]−1 B
)D ̂(ρ`A+ B− kI)]G`(j)
= B
[
BD
(
[(λ` − 1) B− ρ`A+ kI]−1
)D ̂(ρ`A+ B− kI)]G`(j),
donde [(λ` − 1) B− ρ`A+ kI] es no singular, es decir,
[(λ` − 1) B− ρ`A+ kI]D = [(λ` − 1) B− ρ`A+ kI]−1 ,
por lo tanto,
BG`(j+ 1) = B
[
BD [(λ` − 1) B− ρ`A+ kI] ̂(ρ`A+ B− kI)
]
G`(j)
= BBD
[
[(λ` − 1) B− ρ`A+ kI] [(λ` − 1) B− ρ`A+ kI]−1 (ρ`A+ B− kI)
]
G`(j)
= BBD (ρ`A+ B− kI)G`(j).
Si Ind (B) ≤ 1 entonces
BGk(j+ 1) =
(
B+ ρkBBDA
)
Gk(j)
= B
(
I + ρkBDA
)
Gk(j).
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Note que, si B es invertible con ρ` 6= 0, entonces G`(j) =
[
(1− k) I + ρ`B−1A
]j
satisfaciendo que G`(0) = I, es solucio´n de
G`(j+ 1) =
[
(1− k) I + ρ`B−1A
]
G`(j).
La familia de soluciones del problema (4.2.2)-(4.2.4) viene dada por
U`(i, j) =
[
B̂D` ̂(ρ`A+ B− kI)
]j
sin (iθ`) υ` (4.2.27)
υ` ∈ Cm es un vector inicial consistente y θ` ∈ I`
Observe que si B1 es una matriz singular, µ = 0 ∈ σ(−B−12 B1), entonces la matriz
T(θ) es singular para los valores θ` =
(
2l−1
2N−1
)
pi, ` = 1, 2, ...,N− 1. En efecto por
(4.2.14),
T(θ`) = B1 sin
(
N
(
2`− 1
2N − 1
)
pi
)
+ 2N sin
(
2`− 1
2 (2N − 1)pi
)
cos
(
(2N − 1)
2
(2`− 1)
(2N − 1)pi
)
B2
= B1 sin
(
2N`
2N − 1pi −
Npi
2N − 1
)
= B1 sin
(
`pi +
`− N
2N − 1pi
)
= (−1)`B1 sin
(
`− N
2N − 1pi
)
donde sin
(
`−N
2N−1pi
)
6= 0, la matriz T(θ`) es una matriz singular la cual es dife-
rente de cero si B1 6= 0. Notemos que T(θN) = T(pi) = 0, y el caso θ = pi se
excluye porque este valor da la solucio´n trivial. Sea µ < 1 un valor propio de la
matriz
(
−B−12 B1
)
y sea θ` una solucio´n de (4.2.22). Introducimos la matriz en
Cm×m definida por
S(µ) =
B−12 T(θ`)
sin(Nθ`)
= B−12 B1 + µI (4.2.28)
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y la matriz S˜(µ) en Cmp × m por
S˜(µ) =

S(µ)
S(µ)Q
S(µ)Q2
...
S(µ)Qp−1
 , (4.2.29)
donde Q = B̂D`
̂(ρ`A+ B− kI) y p es el grado del polinomio minimal de Q.
Veamos que usando S˜(µ), la condicio´n (4.2.13) toma la forma,
{B1 sin (Nθ) + NB2 [sin (Nθ)− sin ((N − 1) θ)]}
[
B̂D` ̂(ρ`A+ B− kI)
]j
υ` = 0 (4.2.30)
0 ≤ j
equivalente a
S (µ)
[
B̂D` ̂(ρ`A+ B− kI)
]j
υ` = 0
S˜(µ)υ` = 0, υ` ∈ Cm. (4.2.31)
La ecuacio´n (4.2.31) tiene soluciones no cero υ` ∈ Cm si y so´lo si
rank
[
S˜(µ)
]
< m (4.2.32)
y bajo esta condicio´n, por el teorema 2.3.1 de [22] , el conjunto solucio´n de (4.2.31)
esta dado por
υ` =
(
I − S˜(µ)+S˜(µ)
)
a`, a` ∈ Cm. (4.2.33)
Por todo lo anterior el siguiente conjunto de soluciones no triviales del problema
(4.2.2)-(4.2.4) ha sido construido,
U`(i, j) =
[
B̂D` ̂(ρ`A+ B− kI)
]j
sin (iθ`) υ`, 1 ≤ i ≤ N − 1, 0 ≤ j,
υ` =
(
I − S˜(µ)+S˜(µ)
)
a`, a` ∈ Cm − {0}
 . (4.2.34)
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NOTA 3.1.: Si B es una matriz no singular, entonces L` = Ind(B̂`) = 0, B̂D` = B̂
−1
`
y en este caso si ρ` 6= 0, se tiene
B̂D` ̂(ρ`A+ B− kI) =
{
[(λ` − 1) B− ρ`A+ kI]−1 B
}−1
[(λ` − 1) B− ρ`A+ kI]−1 (ρ`A+ B− kI)
= B−1 [(λ` − 1) B− ρ`A+ kI] [(λ` − 1) B− ρ`A+ kI]−1 (ρ`A+ B− kI)
= B−1 (ρ`A+ B− kI)
=
[
(1− k) I + ρ`B−1A
]
y ası´ G`(j) estara´ dada por G`(j) =
[
(1− k) I + ρ`B−1A
]j con G`(0) = I. Por lo
tanto el siguiente conjunto de soluciones no triviales del problema (4.2.2)-(4.2.4)
ha sido construido para ` = 1, 2, ...,N − 1,
U`(i, j) =
[
(1− k) I + ρ`B−1A
]j sin (iθ`) υ`, 1 ≤ i ≤ N − 1, j ≥ 0
υ` =
(
I − S˜(µ)+S˜(µ)
)
a`, a` ∈ Cm − {0} .
Supo´ngase ahora que ρ` = 0, el cual corresponde a θ` = 0 en (4.2.9)-(4.2.10). En
este caso la ecuacio´n (4.2.8) toma la forma
(z− 1)2 = z2 − 2z+ 1 = 0
z0,1 = 1
y el conjunto solucio´n de la ecuacio´n (4.2.7) esta dado por
H(i) = czi + idzi−1 = c (1)i + id (1)i−1
H(i) = c+ id, c, d ∈ Cm (4.2.35)
La condicio´n H(0) = 0 implica que c = 0 y (4.2.35) toma la forma
H(i) = id0, d0 ∈ Cm. (4.2.36)
Si ρl = 0 en (4.2.6) se tiene
BG (j+ 1) = (B− kI)G (j)
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y si se cumple la condicio´n
existe λ, tal que [(λ− 1) B− kI] es invertible
entonces la solucio´n general viene dada por
G(j) =
[
B̂D ̂(B− kI)
]j
υ0, υ0 ∈ Cm, 0 ≤ j, (4.2.37)
donde υ0 ∈ Cm es un vector inicial consistente para BG (j+ 1) = (B− kI)G (j),
adema´s
B̂ = [λB− (B− kI)]−1 B = [(λ− 1) B− kI]−1 B
̂(B− kI) = [(λ− 1) B− kI]−1 B
con B̂D denotando la inversa de Drazin de B̂. La familia de soluciones del
problema (4.2.2)-(4.2.4) viene dada por
U0(i, j) = i
[
B̂D ̂(B− kI)
]j
υ0
como H (i) , G (j) deben satisfacer (4.2.4), entonces
B1G(j)H(N) + NB2G(j) [H(N)− H(N − 1)] = 0
B1G(j)Nd0 + NB2G(j) [Nd0 − (N − 1) d0] = 0, j ≥ 0
(B1 + B2)G (j) d0 = 0, d0 ∈ Cm.
Adema´s como se tiene intere´s en soluciones no triviales, se asume que ni G(j), ni
d0 ∈ Cm son cero. Esto equivale a la condicio´n
µ = 1 ∈ σ
(
−B−12 B1
)
. (4.2.38)
Ası´, en vista de (4.2.28) se tiene
S(1) = B−12 B1 + I (4.2.39)
64
entonces
(B1 + B2)
[
B̂D ̂(B− kI)
]j
υ0 = 0, 0 ≤ j (4.2.40)
equivalente a
S (1)
[
B̂D ̂(B− kI)
]j
υ0 = 0, 0 ≤ j
S˜(1)υ0 = 0
si rank
[
S˜(1)
]
< m teniendo en cuenta el Teorema 2.1.2. de [22] , el conjunto de
soluciones de (4.2.40) es dado por
υ0 =
(
I − S˜(1)+S˜(1)
)
a0, a0 ∈ Cm − {0} (4.2.41)
Por lo tanto en este caso se tienen soluciones no acotadas de (4.2.2)-(4.2.4), cuando
N → ∞, definidas por
U0(i, j) = i
[
B̂D ̂(B− kI)
]j
υ0, 1 ≤ i ≤ N − 1, 0 ≤ j
υ0 =
(
I − S˜(1)+S˜(1)
)
a0, a0 ∈ Cm − {0}
 (4.2.42)
Resumiendo, se ha establecido el siguiente resultado:
Teorema 4.2.1 Considere el problema de frontera (4.1.1)-(4.1.3) donde B2 es una matriz
invertible que satisface la condicio´n (4.2.17). Sea S (µ) la matriz en Cm×m definida por
(4.2.28), S˜(µ) la matriz en Cmp × m definida por (4.2.29); Q = B̂D` ̂(ρ`A+ B− kI) y
B̂D` es la inversa de Drazin de B̂`, entonces:
(i) El problema (4.1.1)-(4.1.3) tiene soluciones no triviales {U(i, j)} de la forma (4.2.1) si
existe θ ∈ ]0,pi[ tal que la matriz T(θ) definida por (4.2.14) es singular, µ ∈ ]−∞, 1[
y rank
[
S˜(µ)
]
< m.
(ii) Si B1 es singular, tomando µ = 0 en (4.2.21) y θ` =
(
2`−1
2N−1
)
pi, ` =
1, 2, ...,N − 1, se obtiene T(θ`) = (−1)`B1 sin
(
`−N
2N−1pi
)
. Bajo la hipotesis (4.2.16), la
sucesio´n vectorial {Uk(i, j)} dada en (4.2.34) define soluciones no triviales del problema
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(4.1.1)-(4.1.3) para ` = 1, 2, ...,N − 1.
(iii) Si µ 6= 0 y µ < 1 es un valor propio de
(
−B−12 B1
)
, entonces existen soluciones
θ` ∈ I` =
[
`−1
N pi,
`
Npi
[
, ` = 1, 2, ...,N − 1, de la ecuacio´n (4.2.21) para la cual T(θ`)
es singular. Bajo la hipo´tesis rank
[
S˜(µ)
]
< m, la sucesio´n vectorial {Uk(i, j)} dada en
(4.2.34) define soluciones no triviales del problema (4.1.1)-(4.1.3) para ` = 1, 2, ...,N− 1.
(iv) Si µ = 1 es un valor propio de
(
−B−12 B1
)
, entonces existen soluciones no triviales
del problema (4.1.1)-(4.1.3) dadas por
U0(i, j) = i
[
B̂D ̂(B− kI)
]j
υ0, 1 ≤ i ≤ N − 1, 0 ≤ j
υ0 =
(
I − S˜(1)+S˜(1)
)
a0, a0 ∈ Cm − {0}
las cuales son no acotadas cuando N → ∞.
4.3. CONSTRUCCIO´N DE SOLUCIONES PARA EL PROBLE-
MA MIXTO
Ahora se construira´n soluciones exactas del problemamixto discreto (4.1.1)-(4.1.4).
Note que la ecuacio´n (4.2.7) junto con las condiciones
H (0) = 0 y B1H (N) + NB2 [H (N)− H (N − 1)] = 0
que fueron obtenidas respectivamente de U (0, j) = G (j)H (0) = 0 y de la
ecuacio´n (4.1.3) al tomar j = 0 y G (0) = I, cumpliendo que la solucio´n no
fuera la trivial, llevan a considerar el siguiente problema discreto vectorial sub-
yacente,
H (i+ 1)− 2H (i) + H (i− 1) = ρrH (i) , 1 ≤ i ≤ N − 1
H (0) = 0
B1H (N) + NB2 [H (N)− H (N − 1)] = 0
 (P)
ya que B2 es invertible, para µ < 1, µ ∈ σ
(
−B−12 B1
)
, por el teorema de la
aplicacio´n espectral la segunda condicio´n de frontera del anterior problema puede
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transformarse en,
B1H (N) + NB2 [H (N)− H (N − 1)] = 0
−B−12 B1H (N)− N [H (N)− H (N − 1)] = 0
µH (N)− N [H (N)− H (N − 1)] = 0
(N − µ)H (N) = NH (N − 1)
H (N) =
N
N − µH (N − 1)
y el problema discreto vectorial queda de la siguiente forma,
∆2H (i− 1)− ρrH (i) = 0, 1 ≤ i ≤ N − 1
H (0) = 0
H (N) = NN−µH (N − 1)
 (P∗)
donde {H(i) = sin(iθ`)d`}N−1`=1 ∈ Cm, 1 ≤ i ≤ N − 1, con {θ`}N−1`=1 ∈ I` =]
`−1
N pi,
`
Npi
[
verificando la ecuacio´n cot(Nθ`) =
cos(θ`)−(1− µN )
sin(θ`)
y {d`}N−1`=1 ∈
ker S˜(µ) son las soluciones de dicho problema. Asociado al problema (P∗) se
introduce el problema discreto escalar de Sturm-Liouville,
h (i+ 1)− 2h (i) + h (i− 1) = ρr h (i) , 1 ≤ i ≤ N − 1
h (0) = 0
h (N) = NN−µh (N − 1)
 (P∗∗)
El problema (P∗∗) puede ser escrito como un problema matricial de autovalores,
A˜h =
ρ
r
Rh
donde A˜ es una matriz (N − 1)× (N − 1), sime´trica y tridiagonal y R = I. El
sistema queda de la forma,

−2 1 0 0 · · · 0
1 −2 1 0 · · · 0
0 1 −2 1 · · · 0
...
... . . . . . . . . .
...
0 0 · · · 1 −2 1
0 0 · · · 0 1 2µ−NN−µ


h (1)
h (2)
h (3)
...
h (N − 2)
h (N − 1)

=
ρ
r

h (1)
h (2)
h (3)
...
h (N − 2)
h (N − 1)

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Aplicando la teorı´a de Sturm-Liouville para problemas de autovalores matriciales
se obtienen los siguientes resultados: (i) El problema (P∗∗) tiene exactamente
N − 1 autovalores reales distintos, { ρ`r }N−1`=1 , los cuales vienen definidos por
ρ` = −4r sin2
(
θ`
2
)
, donde los {θ`}N−1`=1 verifican la ecuacio´n,
cot(Nθ`) =
cos (θ`)−
(
1− µN
)
sin (θ`)
, θ` ∈
]
`− 1
N
pi,
`
N
pi
[
, ` = 1, 2, ...,N − 1
(ii) Para cada autovalor
{ ρ`
r
}
existe una autofuncio´n h` (i) , 1 ≤ i ≤ N − 1,
dada por h` (i) = sin (iθ`). Estas autofunciones {h` (i)}N−1`=1 son mutuamente
ortogonales con respecto a la funcio´n de peso 1. En particular estas autofunciones
son linealmente independientes en (1, 2, ...,N − 1). Debido a la linealidad de la
ecuacio´n (4.1.1) y la homogeneidad de las condiciones de frontera (4.1.2)-(4.1.3),
es claro que la suma de soluciones del problema (4.1.1)-(4.1.3) es tambie´n una
solucio´n de tal problema. Asumiendo la hipo´tesis (4.2.17) con µ 6= 1 y (4.2.21).
Si B1 es singular, tomando µ = 0 y usando la notacio´n del Teorema 4.2.1, el
vector de sucesiones
U(i, j) =
N−1
∑
`=1
[
B̂D`
̂(ρ`A+ B− kI)
]j
sin (iθ`)
(
I − S˜(0)+S˜(0)
)
a`,
1 ≤ i ≤ N − 1, 0 ≤ j
(4.3.1)
satisface (4.1.1)-(4.1.3) para cualquier vector a` ∈ Cm − {0} que verifique
υ` =
(
I − S˜(0)+S˜(0)
)
a`. Por imposicio´n de la condicio´n inicial (4.1.4),
U(i, 0) =
N−1
∑
`=1
sin (iθ`)
(
I − S˜(0)+S˜(0)
)
a` = f (i)
f (i) =
N−1
∑
`=1
sin (iθ`) υ`, 1 ≤ i ≤ N − 1
(4.3.2)
Con υ` =
(
I − S˜(0)+S˜(0)
)
a`. La expresio´n (4.3.2) es una serie de Fourier
discreta, donde las funciones {sin(iθ`)}N−1`=1 son las autofunciones del problema
Sturm-Liouville discreto las cuales son ortogonales.
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Por la teorı´a de series de Fourier discreta [14] y (4.3.2) se obtiene la siguiente
condicio´n para { f (i)},
υ` =
N−1
∑
i=1
sin (iθ`) f (i)
N−1
∑
i=1
sin2 (iθ`)
, ` = 1, 2, ...,N − 1 (4.3.3)
con θ` =
(
2`−1
2N−1
)
pi,
υ` =
4
2N − 1
N−1
∑
i=1
sin
[
i
(
2`− 1
2N − 1
)
pi
]
f (i), 1 ≤ ` ≤ N − 1
Como υ` =
(
I − S˜(0)+S˜(0)
)
a` ∈ kerS˜(0), es suficiente imponer f (i) ∈ kerS˜(0),
para que el vector,
U(i, j) =
N−1
∑
`=1
[
B̂D` ̂(ρ`A+ B− kI)
]j
sin
[
i
(
2`− 1
2N − 1
)
pi
]
υ` (4.3.4)
sea solucio´n del problema (4.1.1)-(4.1.4). Con υ` definido por (4.3.3). Por la defini-
cio´n de S˜(µ) dada por (4.2.29), la condicio´n
f (i) ∈ ker
[
S˜(0)
]
, 1 ≤ i ≤ N − 1 (4.3.5)
se satisface si
f (i) ∈ ker [S(0)] , 1 ≤ i ≤ N − 1 (4.3.6)
y
ker [S(0)] es subespacio invariante de Q, 1 ≤ i ≤ N − 1 (4.3.7)
este u´ltimo requerimiento puede ser escrito en la forma
S(0)Q
(
I − S(0)+S(0)) = 0, 1 ≤ i ≤ N − 1 (4.3.8)
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Tomando µ < 1, µ 6= 0. Sea µ ∈ σ
(
−B−12 B1
)
y asumiendo que rank
[
S˜(µ)
]
< m,
usando la notacio´n del Teorema 4.2.1, bajo la hipo´tesis
f (i) ∈ ker [S(µ)] , 1 ≤ i ≤ N − 1 (4.3.9)
y
ker [S(µ)] es subespacio invariante de Q, 1 ≤ i ≤ N − 1 (4.3.10)
o´
S(µ)Q
(
I − S(µ)+S(µ)) = 0, 1 ≤ i ≤ N − 1 (4.3.11)
entonces una solucio´n del problema (4.1.1)-(4.1.4) es definido por
U(i, j) =
N−1
∑
`=1
[
B̂D` ̂(ρ`A+ B− kI)
]j
sin (iθ`) υ`, 1 ≤ i ≤ N− 1, 0 ≤ j. (4.3.12)
Resumiendo, el siguiente teorema ha sido establecido,
Teorema 4.3.1 Considerando la notacio´n del teorema 4.2.1 y tomando µ 6= 1 un valor
propio real de
(
−B−12 B1
)
. Asumiendo que la sucesio´n { f (i)}N−1i=1 satisface (4.3.6)-
(4.3.9). Adema´s la matriz Q satisfice (4.3.8) y (4.3.11). Entonces:
U(i, j) =

N−1
∑
`=1
[
B̂D`
̂(ρ`A+ B− kI)
]j
sin
[
i
(
2`−1
2N−1
)
pi
]
υ`, µ = 0
υ` = 42N−1
N−1
∑
i=1
sin
[
i
(
2`−1
2N−1
)
pi
]
f (i)
N−1
∑
`=1
[
B̂D`
̂(ρ`A+ B− kI)
]j
sin (iθ`) υ`, µ < 1, µ 6= 0
υ` es definido por (4.3.3)
(4.3.13)
donde 1 ≤ i ≤ N − 1 y 0 ≤ j, define una solucio´n del problema (4.1.1)-(4.1.4).
Una condicio´nma´s general que (4.3.6) y (4.3.9) puede ser impuesta sobre { f (i)}Ni=0
si la matriz
(
−B−12 B1
)
tiene s valores propios diferentes µ1, µ2, ..., µs en ]−∞, 1[,
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esto permite resolver el problema (4.1.1)-(4.1.4) para una clase general de suce-
ciones { f (i)}. Dados µ1, µ2, ..., µs indroduzcamos las siguientes matrices de
Cm×m para 1 ≤ τ ≤ s,
S(µτ) = B−12 B1 + µτ I
R (µτ) = S (µ1) ...S (µτ−1) S (µτ+1) ...S (µs)
R = S(µτ)R (µτ) .
(4.3.14)
Sea M el subespacio vectorial definedo por
M = ker(R) (4.3.15)
por el teorema de descomposicio´n [23], se sigue que
M = ker S (µ1)⊕ ker S (µ2)⊕ ...⊕ ker S (µs) . (4.3.16)
Consideremos la sucesio´n de polinomios coprimos de grado s− 1 definidos por
Qτ (x) =
s
∏
ψ=1,ψ 6=τ
(
x− µψ
)
1 ≤ τ ≤ s.
(4.3.17)
Entonces los polinomios {Qτ (x)}sτ=1 son coprimos y por el teorema de Bezout
[23], existen nu´meros complejos {ατ}sτ=1 tales que
Q (x) =
s
∑
τ=1
ατQτ (x) = 1 (4.3.18)
donde
ατ =
[
s
∏
ψ=1,ψ 6=τ
(
µτ − µψ
)]−1
1 ≤ τ ≤ s
(4.3.19)
Esto es, Q (x) es el polinomio interpolante de Lagrange que toma el valor 1 en
cada x = µτ, 1 ≤ τ ≤ s. Por la ecuacio´n (4.3.18) y el calculo funcional matricial
actuando sobre la matriz −B−12 B1, se sigue que
I = Q
(
−B−12 B1
)
=
s
∑
τ=1
ατQτ
(
−B−12 B1
)
= (−1)s−1
s
∑
n=1
ατR (µτ) (4.3.20)
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Sea { fτ(i)}Ni=0 la proyeccio´n de { f (i)}Ni=0 sobre el subespacio ker [S(µτ)] , defini-
da por
fτ(i) = (−1)s−1ατR (µτ) f (i)
1 ≤ τ ≤ s, 0 ≤ i ≤ N (4.3.21)
note que
s
∑
τ=1
fτ(i) = (−1)s−1
s
∑
τ=1
ατR (µτ) f (i) =
[
(−1)s−1
s
∑
τ=1
ατR (µτ)
]
f (i) = I f (i) = f (i) (4.3.22)
suponiendo f (i) ∈ M, i.e.,
R f (i) = 0, 1 ≤ τ ≤ s, 0 ≤ i ≤ N (4.3.23)
entonces por (4.3.14), (4.3.21) y (4.3.23),
S (µτ) fτ(i) = (−1)s−1ατS (µτ) R (µτ) f (i)
= (−1)s−1ατR f (i)
= 0
1 ≤ τ ≤ s, 0 ≤ i ≤ N
o´
fτ(i) ∈ ker [S (µτ)] , 1 ≤ τ ≤ s, 0 ≤ i ≤ N. (4.3.24)
Considere ahora el nuevo problema en cual la condicio´n inicial (4.1.4) del proble-
ma (4.1.1)-(4.1.4), es remplazado por
U(i, 0) = fτ(i), 0 ≤ i ≤ N, 1 ≤ τ ≤ s (4.3.25)
Observemos que las condiciones (4.3.24)-(4.3.25) son equivalentes. Consideremos
ahora el nuevo problema en el cual la condicio´n inicial (4.1.4) del problema (4.1.1)-
(4.1.4), es reemplazada por (4.3.25). Sea (Mτ) el problema definedo por (4.1.1)-
(4.1.3) y (4.3.25). El cambio en las condiciones iniciales en cada problema (Mτ)
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so´lo modifica los vectores υ` que aparecen en (4.3.13). Los coeficientes de Fourier
toman la forma
υ
(τ)
` = (−1)s−1ατS (µτ) R (µτ) υ(
τ)
` f (i)
1 ≤ τ ≤ s, 0 ≤ ` ≤ N − 1 (4.3.26)
Por los comentarios previos y el Teorema 4.3.1, el siguiente resultado ha sido es-
tablecido:
Teorema 4.3.2 Sea µ1, µ2, ..., µs autovalors de la matriz B−12 B1; S(µτ), R(µτ), y
R definidos por (4.3.14) para 1 ≤ τ ≤ s. Supo´ngase que rank [S (µτ)] < s para
1 ≤ τ ≤ s, { f (i)}Ni=0 satisfacen la condicio´n (4.3.23) y que Q cumple
S(µτ)Q
[
I − S(µτ)+S(µτ)
]
= 0, 1 ≤ ` ≤ N − 1
luego
U(i, j) =
s
∑
τ=1
Uτ(i, j)
1 ≤ i ≤ N − 1, 0 ≤ j
(4.3.27)
es una solucio´n del problema (4.1.1)-(4.1.4), donde
Uτ(i, j) =
N−1
∑
`=1
[
B̂D` ̂(ρ`A+ B− kI)
]j
sin (iθ`) υ
(τ)
`
y υ(τ)` es dado por (4.3.26).
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CAPI´TULO 5
EJEMPLOS
A continuacio´n se presentara´n tres ejemplos particulares en los que se analizara´ la
estabilidad. El primero sera´ un sistema tipo CASO II, donde se describira´ el fun-
cionamiento del me´todo. En el segundo ejemplo se analizara´ so´lo la convergencia
y se comparara´ con la obtenida por un me´todo diferente, debido a que es compli-
cado encotrar sistemas matriciales con matrices sigulares se analizara´ un sistema
similar a CASO I pero con matriz B invertible. Finalmente se analizara´ un
sistema tipo CASO II, donde no se tiene convergencia.
5.1. EJEMPLO 1
Consideremos el problema (4.0.1)-(4.0.4) con las siguientes matrices:
A =
 0 0 00 1 0
0 0 1
 B =
 1 1 00 0 0
0 0 0

B1 =
 1 1 00 1 1
0 0 1
 B2 =
 1 −1 00 0 −1
0 −1 0

y el vector
F (ih) = f (i) = ( f1 (i) , f2 (i) , f3 (i))
> ∈ C3,
donde f es una funcio´n real a elegir, h = 1N y 1 ≤ i ≤ N − 1, adema´s
r = kh2 > 0.
Se tienen,
−B−12 B1 =
−1 −1 10 0 1
0 1 1

de donde,
σ
(
−B−12 B1
)
= {−1,−0,6180, 1,6180}
nombremos µ1 = −1, µ2 = −0,6180, µ3 = 1,6180 y consideremos las
matrices en C3×3,
S ( µ1) = B−12 B1 + ( µ1) I =
0 1 −10 −1 −1
0 −1 −2

S ( µ2) = B−12 B1 + ( µ2) I =
0,3820 1 −10 −0,6180 −1
0 −1 −1,6180

S ( µ3) = B−12 B1 + ( µ3) I =
2,6180 1 −10 1,6180 −1
0 −1 0,6180
 .
Notemos que el caso µ3 = 1,6180 > 1 es un caso para el cual no se analizo´ la
solucio´n del sistemas, sin embargo para este tambien se toman las matrices S ( µ)
y S˜(µ) definidas por (3.36) y (3.37) respectivamente, (ver [10]).
Determinemos S˜(µ), para esto debemos hallar Q = B̂D`
̂(ρ`A+ B− kI) y el
grado de su polinomiominimal. Encontremos la matriz [λ`B− (ρ`A+ B− kI)]−1
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para algun λ`, tomando λ` = 2 se tiene que se puede encontrar dichamatriz para
cualquier ρ` nu´mero real y k = rN2 pequen˜o.
Adema´s se debe cumplir −4r < ρ` < 0, por lo que se tiene la matriz
[λ`B− (ρ`A+ B− kI)]−1 dependiendo de las divisiones de malla que se tomen.
En la literatura se encuentra comunmente r < 12 para tener estabilidad en sistemas
escalares, (ver [21]). Teniendo en cuenta lo anterior tomaremos ρ` = −1,9999 y
r
N2 = 4,9999× 10−5 con N = 100 para analizar nuestro caso. De donde se tiene,
[λ`B− (ρ`A+ B− kI)]−1 =
1,0000 −0,5000 00 0,5000 0
0 0 0,5000

B̂` = [λ`B− (ρ`A+ B− kI)]−1 B =
1,0000 1,0000 00 0 0
0 0 0

̂(ρ`A+ B− kI) =
0,9999 1,9999 00 −1,0000 0
0 0 −1,0000

B̂D` =
0,9999 0,9999 00 0 0
0 0 0

Q =
0,9998 0,9998 00 0 0
0 0 0
 .
Los resultados se presentan con cuatro cifras decimales, aunque en los ca´lculos
se trabajo´ con cifras completas. Para Q el grado del polino´mio minimal p = 3,
hallemos S˜(µ),
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S˜(µ1) =

0 1 −1
0 −1 −1
0 −1 −2
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

.
Por tanto, rango
(
S˜(µ1)
)
= 2 < 3, adema´s se cumple,
S (µ1)Q
(
I − S (µ1)† S (µ1)
)
=
0 0 00 0 0
0 0 0
 .
Es decir, ker (S (µ1)) es subespacio invariante de la matriz Q. Para µ2 y µ3
se tiene,
S˜(µ2) =

0,3820 1,0000 −1,0000
0 −0,6180 −1,0000
0 −1,0000 −1,6180
0,3819 0,3819 0
0 0 0
0 0 0
0,3818 0,3818 0
0 0 0
0 0 0

S˜(µ3) =

2,6180 1,0000 −1,0000
0 1,6180 −1,0000
0 −1,0000 0,6180
2,6175 2,6175 0
0 0 0
0 0 0
2,6170 2,6170 0
0 0 0
0 0 0

77
donde, rango
(
S˜(µ2)
)
= 3 ≮ 3 y rango
(
S˜(µ3)
)
= 3 ≮ 3, por tanto se
descartan estos valores propios. Trabajaremos so´lo con el valor propio µ1 = −1 <
1, para la eleccio´n de f (i) tendremos en cuenta la condicio´n f (i) ∈ ker (S (−1)),
es decir,
S (µ1) f (i) = 0
0 1 −10 −1 −1
0 −1 −2
 f1 (i)f2 (i)
f3 (i)
 =
00
0

Por tanto,
f (i) =
 f1 (i)0
0

como rango
(
S˜(−1)
)
= 2 < 3,
f (i) ∈ ker (S (−1)) y S (−1)Q
(
I − S (−1)† S (−1)
)
= 0,
por el Teorema 4.3.1, la sucesio´n vectorial,
U(i, j) = N−1`=1
[
B̂D` ̂(ρ`A+ B− kI)
]j
sin (iθ`) υ`
1 ≤ i ≤ N − 1, j ≥ 0
es una solucio´n exacta del problema mixto discreto (4.0.1)− (4.0.4), con
θ` ∈
]
`−1
N pi,
`
Npi
[
, 1 ≤ ` ≤ N − 1 , soluciones de la ecuacio´n,
cot(Nθ`) =
cos (θ`)−
(
1− µ1N
)
sin (θ`)
y
υ` =
N−1
∑
i=1
sin (iθ`) f (i)
N−1
∑
i=1
sin2 (iθ`)
.
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Los cuales pueden obtenerse usando Matlab, y la teorı´a relacionada con el proble-
ma escalar de Sturm-Liouville (P∗∗). Ahora debemos asegurar que la solucio´n es
estable, para esto es suficiente probar que la matriz B̂D`
̂(ρ`A+ B− kI) es conver-
gente, (ver [18]).
σ
(
B̂D` ̂(ρ`A+ B− kI)
)
= {0,9998, 0, 0}
|0,9998| < 1
|0| < 1,
es decir, el radio espectral es menor que 1 y la parte real es positiva. Esto garantiza
que la matriz B̂D`
̂(ρ`A+ B− kI) es convergente.
5.2. EJEMPLO 2
Consideremos el problema (3.0.1)-(3.0.4) con las siguientes matrices:
A =
 2 0 01 1 0
0 0 2
 B =
 2 0 01 1 0
0 0 5
 .
Como nos concentraremos en el problema de la estabilidad, so´lo tendremos en
cuenta las matrices A y B anteriores. Tomando en cuenta el Teorema 5.1 de [3],
la matriz
(
I − 4rA sin2
(
θ
2
))
es convergente si
r <
λmı´n (A1)
2
[
ρ (A) sin
(
θ
2
)]2 ,
donde, A1 =
(A+AH)
2 , λmı´n es el menor de los valores propios de A1 y ρ (A)
es el radio espectral de la matriz A. Este requerimiento se satisface si las matrices
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(
I − 4rA sin2
(
θk
2
))
para cada k = 1, 2, . . . ,N − 1 son convergentes, ya que los
coeficientes υk son acotados si { f (i)}i≥1 es acotada. Una condicio´n suficiente
para la convergencia de la matriz
(
I − 4rA sin2
(
θ
2
))
es que r < λmı´n(A1)
2[ρ(A) sin( θ2)]
2 se
cumpla para 1 ≤ k ≤ N − 1, esto es,
r <
λmı´n (A1)
2 [ρ (A)]2
.
Teniendo en cuenta estas condiciones determinemos para que valores de r el
sistema es estable.
A1 =
A+ AH
2
=
2 12 01
2 1 0
0 0 2

σ (A1) = {2,2071, 0,7929, 2}
λmı´n (A1) = 0,7929
adema´s,
ρ (A) = 2
entonces,
r <
0,7929
2 [2]2
= 0,0991
de donde la solucio´n sera´ estable para r < 0,0991.
Por un ana´lisis alterno, teniendo en cuenta la estabilidad de sistemas matri-
ciales, (ver [19]), se tiene,
G = I − 4rA sin2
(
θ
2
)
=

1− 4r sin2
(
θ
2
)
0 0
0 1− 4r sin2
(
θ
2
)
0
0 0 −1,6 r sin2
(
θ
2
)

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donde,
Gn =

(
1− 4r sin2
(
θ
2
))n
0 0
0
(
1− 4r sin2
(
θ
2
))n
0
0 0
(
−1,6 r sin2
(
θ
2
))n

es convergente para r < 12 . Es decir para una relacio´n menos restrictiva, r, se tiene
que el sistema es estable.
5.3. EJEMPLO 3
Consideremos el problema (4.0.1)-(4.0.4) con las siguientes matrices:
A =
 1 0 −2−1 0 2
2 3 2
 B =
 0 1 2−27 −22 −17
18 14 10
 ,
como en el ejemplo anterior so´lo veremos la convergencia.
Encontremos la matriz [λ`B− (ρ`A+ B− kI)]−1 para algun λ`, tomando
λ` = 2 se tiene que se puede encontrar dicha matriz para cualquier nu´mero real
ρ` 6= 0 y k = rN2 pequen˜o.
Adema´s se debe cumplir −4r < ρ` < 0, por lo que se tiene la matriz
[λ`B− (ρ`A+ B− kI)]−1 dependiendo de las divisiones de malla que se tomen.
En la literatura se encuentra comunmente r < 12 para tener estabilidad en sistemas
escalares, (ver [21]). Teniendo en cuenta lo anterior escogemos ρ` = −1,9999 y
r
N2 = 4,9999× 10−5 con N = 100 para analizar nuestro caso. De donde se tiene,
[λ`B− (ρ`A+ B− kI)]−1 =
−0,2222 −0,2500 −0,26390,5556 0,3333 0,3889
−0,4445 −0,0833 −0,0694

B̂` = [λ`B− (ρ`A+ B− kI)]−1 B =
 2,0000 1,5833 1,1667−2,0000 −1,3333 −0,6667
1,0000 0,4167 −0,1667
 ,
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adema´s,
̂(ρ`A+ B− kI) =
 3,0000 3,1667 2,3333−4,0001 −3,6667 −1,3333
2,0001 0,8333 −1,3334

B̂D` =
 4,6667 3,8334 3,0000−4,6668 −1,9999 0,6669
2,3335 −0,8335 −4,0004

Q =
 4,6667 3,2222 1,7778−4,6667 −6,8893 −9,1120
2,3333 7,1117 11,8902
 .
Los resultados se presentan con cuatro cifras decimales, aunque en los ca´lculos se
trabajo´ con cifras completas. Analizando la convergencia de la matriz
Q = B̂D`
̂(ρ`A+ B− kI), se tiene que,
σ
(
B̂D` ̂(ρ`A+ B− kI)
)
= {2.3333, 0, 7.3342} ,
es decir, el radio espectral de Q no es menor que 1. Por lo que la matriz
B̂D`
̂(ρ`A+ B− kI) no es convergente y el sistema es inestable. Al analizar con
espaciamiento de malla ma´s pequen˜os el sistema sigue siendo no convergente.
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