Although there are already a number of metrics of image quality assessment (IQA), most of them are complex and time consuming. This article proposed a simple method to qualify images' quality with full references. The proposed metric is tested on image database tid2013.
Introduction
Image quality assessment (IQA)is an important aspect of image application and processing. Since subjective IQA takes unaffordable time and cost, objective IQA in necessary. Usually, objective IQAs are called full-reference (FR), reduced-reference (RR) and no-reference (NR) metrics [1] based on the amount of reference information available. This article focuses on full-reference IQA.
A number of FR IQA metrics has been constructed. Of them, the conventionally and extensively used ones are FSIM [2] , MSSIM [3] , NQM [4] , structural similarity index measurement (SSIM) [5] ,VIFP [6] ,VSNR [7] ,WSNR [8] , peak signal-to-noise ratio (PSNR) [9] , PSNR-HVS [10] , PSNR-HVS-M [1q], PSNR-HA and PSNR-HMA [12] . Other more metrics have been introduced in [13] .
FSIM is a component-wise metric. SSIM, structural similarity index measurement, has received extensive attention. It separates the image quality assessment into three components: luminance, contrast and structure [6] , which are combined into the overall index by dot product. Then the corresponding exponents are parameters indicating the relative importance of the three parts. Finally the SSIM index map is pooled into a quality score. Now that SSIM has attracted increasing attention, some substantial attempts of improvement appear. For example, multi-scale structural similarity index (MSSIM) is proposed in [4] .The authors decompose the image into multi-scale and calculate the contrast and structural comparison at each scale except that the luminance comparison is computed only at the highest scale. Human visual system (HVS) has also been employed in IQA. Though the understanding and exploration of HVS is not complete and clear, there are some HVS-based IQA metrics with good performance. For example, Chandler and Hemami proposed visual signal-to-noise ratio (VSNR) in [8] where near-threshold and supra-threshold properties of HVS are taken to quantify the visual fidelity.
Here, this article presents a full reference (FR) IQA metric simply by the difference between the coefficient matrices of contourlet transform of the reference and the distorted images.
A Simple Metric of IQA with Contourlet transformation
Contourlet transformation has been introduced to IQA for a while in all of FR, RR and NR. Wen Lu et al. first employed contourlet in RR image quality assessment in [14] , where contourlet is combined with contrast sensitivity function (CSF) and just noticeable difference (JND) threshold to get the visual sensitivity coefficients in each subbands. And later, they proposed an image quality factor with multiscale geometric analysis [15] . They also utilized contourlet transformation in NR image quality assessment [16] . Representing the relationship of contourlet coefficients by joint distribution and using image-dependent threshold, they calculate the final IQA score with the nonlinear combination of the extracted features. Xu Wang et al. also applied contourlet transformation to RR image quality assessment [17] , where a hidden Markov model-Gaussian scale mixtures (GSM) is combined with CT. Another NR IQA metric is proposed by Bin Wang [18] . He modeled the contourlet coefficients by generalized Gamma distribution (GGD). Then the final score is gotten with a support vector machine fed with a feature vector resulted from GGD. The so called multiscale directional difference (MSDD) metric of FR IQA based on contourlet coefficients was proposed by Mingna Liu and Xin Yang [19] . Their IQA score is obtained by pooling the masking normalized error between the contourlet coefficients of the reference and distorted images, where the used mask is Daly Semi local Mask. Since SSIM is very popular in FR IQA, Zhidan Yan et al. [20] and Sun Han et al. [21] proposed the contourlet based SSIM respectively. Both of them calculate SSIM in the subbands of contourlet coefficients, but with different weighted sums. In addition, Pan Wang et al. proposed a FR IQA metric based contourlet and saliency map [22] .
For simplicity, our operation is taken only on gray images or on the luminance component of color images. The quality score of the distorted image is obviously reciprocal to these two differences, but which one contributes more to the quality score is should tested. Therefore, we set the final metric of the distorted image as
The Proposed Method
whereβis the weighting factor and it is chosen to be 0.022 by experiment in this article. It is should be noted that the Orders of magnitude of dif H and dif L are not same, which is one of the reasons that βis small. The usual way to quantify an IQA metric performance is to calculate the correlation coefficient between the predicted scores from the metric and the subjective scores. The performance criteria recommended by Video Quality Experts Group (VQEG) are prediction accuracy, prediction monotonicity and prediction consistency. And these criteria become the customary performance criteria of image quality assessment now. The prediction accuracy measures the correlation between the predicted scores and subjective scores. For which, the Pearson correlation coefficient (PCC), root mean square error (RMSE)and mean absolute error (MAE) are recommended. A nonlinear transformation is usually applied before the calculation of prediction accuracy to ensure that the predicted and subjective scores are on the same scale. The prediction monotonicity specifies the similarity on the rank-ordering of the objective and subjective scores. For which, the Spearman rank-order correlation coefficient (SROCC) and the Kendall rank-ordering correlation coefficient (KROCC) are recommended by the image database TID2013. Among the existing image databases for IQA, tid2013 is considerably suitable for testing a metric because it concludes sufficient images and sufficient types of distortion. And the subjective score provided in TID 2013 is the mean opinion score (MOS). Besides our result, the data in table 1 are all from [13] . Table 1 shows that, our proposed metric performs better than most of the well known metrics though it is not the best. Taking the simplicity into consideration, the proposed metric is promising.
In some cases, another correlation coefficient, Pearson correlation coefficient (PCC) is used to qualify a IQA metric. But it is difficult to compare two metrics with PCC because a nonlinear regression is needed to compute this correlation coefficient. For the sake of fairness, we compare here the PCCs of metrics without nonlinear regression. Fortunately, the computing codes of quality scores of some metrics have been published in [23] . We list in table 2 the PCC of our metric with those of some other metrics gotten by the public codes from [23] . As the above table, it can be seen that our proposed metric performs in PCC better than other ones except MSSIM.
Summary
In summary, this article presents a very simple way of qualifying an image. And its performance on TID2013 shows its potential in IQA.
