A functional relation for L-functions of graphs equivalent to the
  Riemann Hypothesis for Dirichlet L-functions by Friedli, Fabien
ar
X
iv
:1
60
1.
04
57
3v
1 
 [m
ath
.N
T]
  1
8 J
an
 20
16
A functional relation for L-functions of graphs
equivalent to the Riemann Hypothesis for Dirichlet
L-functions
Fabien Friedli∗
September 19, 2018
Abstract
In this note we define L-functions of finite graphs and study the particular
case of finite cycles in the spirit of a previous paper that studied spectral zeta
functions of graphs. The main result is a suggestive equivalence between an
asymptotic functional equation for these L-functions and the corresponding
case of the Generalized Riemann Hypothesis. We also establish a relation
between the positivity of such functions and the existence of real zeros in the
critical strip of the classical Dirichlet L-functions with the same character.
1 Introduction
In a previous paper with Karlsson ([6]), we initiated the study of spectral zeta func-
tions of graphs. In particular, we studied the behaviour of the zeta function of the
cyclic graph with n vertices as the parameter n goes to infinity. It turned out that
the classical Riemann zeta function (or Epstein zeta functions in more than one
dimension) appeared in the asymptotics, together with the spectral zeta function of
the graph Z. This lead to a surprising reformulation of the Riemann Hypothesis in
terms of an asymptotic functional equation s ←→ 1 − s for spectral zeta functions.
It is natural to wonder whether this could be generalized to L-functions.
In this work, we propose a definition of L-functions for finite graphs different from
those in Stark-Terras [10]. Given a finite graph G withm ≥ 3 vertices and a primitive
character modulo k ≥ 3 one can define a (spectral) L-function of G by
LG(s,χ) ∶= m−1∑
j=1
χ(j)
λsj
,
where the sum runs over all non-zero ordered eigenvalues of the combinatorial Lapla-
cian on G and s is any complex number, in analogy with the definition of spectral
zeta functions in [6]. For our purposes here we normalize things a bit differently in
the case of the Cayley graph of Z/knZ and a character modulo k.
∗The author was supported in part by the Swiss NSF grant 200021 132528/1.
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Definition 1.1 Let k ≥ 3 and let χ be a primitive and even (χ(−1) = 1) Dirichlet
character modulo k. For n ≥ 1, the function Ln ∶ CÐ→ C defined by
Ln(s,χ) ∶= kn−1∑
j=1
χ(j)
sin( pij
kn
)s
is the (normalized) L-function of the cyclic graph with kn vertices Z/knZ associated
to the character χ.
In contrast to [6], it is not clear to us how to define appropriate L-functions for
infinite graphs.
Denote by L(s,χ) the classical Dirichlet L-function associated to the character χ,
which is defined by
L(s,χ) = ∑
j≥1
χ(j)
js
when Re(s) > 0 and by analytic continuation elsewhere. We will prove in section 2
the following asymptotics:
Proposition 1.2 For any s ∈ C we have, as nÐ→∞,
Ln(s,χ) = 2(kn
pi
)s (L(s,χ) + s
6
(kn
pi
)−2L(s − 2, χ) +O( 1
n4
)) .
This leads us into an interesting reformulation of the Generalized Riemann Hypoth-
esis (GRH) (reminiscent to Riemann’s case in [6], although there one also has a ζZ
term).
Theorem 1.3 Let χ be a primitive and even Dirichlet character modulo k ≥ 3. For
0 < Re(s) < 1, let
ξn(s,χ) = n−s(pi
k
) s2Γ(s
2
)Ln(s,χ)
be the (normalized) completed L-function of Z/knZ. The following are equivalent:
(i) For all s such that 0 < Re(s) < 1 and Im(s) ≥ 8 we have
lim
n→∞
∣ξn(s,χ)∣∣ξn(1 − s,χ)∣ = 1;
(ii) In the region Im(s) ≥ 8, L(s,χ) satisfies the Generalized Riemann Hypothesis
(GRH), that is all zeros in this region have real part 1
2
.
We will see in the proof that the relation in (i) holds in any case for all s such that
L(s,χ) ≠ 0 and for obvious reasons on the critical line Re(s) = 1
2
for each n.
For comparison, recall that if we let ξ(s,χ) = (pi
k
)−s2 Γ( s
2
)L(s,χ) then the functional
equation implies that ∣ξ(s,χ)∣ = ∣ξ(1 − s,χ)∣.
In view of Proposition 1.2 there is a more obvious way to relate properties of
our L-functions of cyclic graphs to GRH. Indeed, since the holomorphic functions
1
2
( pi
kn
)sLn(s,χ) converge to the corresponding Dirichlet L-function, it would be
2
possible to study zeros of these finite sums to get information about zeros of L (for
example using Hurwitz theorem). Also we see that the rate of convergence of the
sequence Ln changes according to whether L(s,χ) = 0 or not. Nervertheless we
believe the result given in Theorem 1.3 is more unexpected and structural, in that
it unveils a relationship between zeros of L and an asymptotic functional equation
for Ln of the usual type s←→ 1 − s. A weaker (additive) version of the latter holds
unconditionally by Proposition 1.2, but the remarkable thing is that a strengthening
of this property is ruled by GRH.
Acknowledgement. The author gratefully thanks Anders Karlsson for useful dis-
cussions, comments and corrections to this paper. This work was also partly inspired
by a question raised by François Ledrappier following a lecture about [6].
2 Asymptotics of Ln(s, χ)
In this section we derive an asymptotic formula for Ln(s,χ) when the parameter
n→∞.
Proof of Proposition 1.2 The proof is based on an Euler-MacLaurin formula
established in [9]. Indeed, let 0 < Re(s) < 1 and apply Theorem 2.1 in [9] to the
function f(x) = 1(sin(pix))s , with a = 0 and b = 1 to get (for any 0 < θ < 1)
1
n
n−1
∑
j=0
1
(sin(pi
n
(j + θ)))s = ∫
1
0
1
(sin(pix))s dx + pi−s (ζ(s, θ) + ζ(s,1 − θ))
1
n1−s
+pi2−s s
6
(ζ(s − 2, θ) + ζ(s − 2,1 − θ)) 1
n3−s
+O ( 1
n5−s
) ,
since near 0 we have f(x) = x−s(pi−s + s
6
pi2−sx2 +O(x4)). Here ζ(s, θ) denotes the
Hurwitz zeta function.
Now we notice that
Ln(s,χ) = k−1∑
r=1
χ(r)n−1∑
j=0
1
sin(pi
n
(j + r
k
))s
using periodicity of characters. The following identity is well-known:
L(s,χ) = 1
ks
k
∑
m=1
χ(m)ζ(s,m/k), (2.1)
with χ as before and s ≠ 1. Putting everything together, we obtain
Ln(s,χ) = (n
pi
)s k−1∑
r=1
χ(r) (ζ(s, r/k) + ζ(s,1 − r/k))
+ (n
pi
)s−2 s
6
k−1
∑
r=1
χ(r) (ζ(s − 2, r/k) + ζ(s − 2,1 − r/k)) +O (ns−4)
= 2(n
pi
)s k−1∑
r=1
χ(r)ζ(s, r/k) + 2(n
pi
)s−2 s
6
k−1
∑
r=1
χ(r)ζ(s − 2, r/k) +O (ns−4) ,
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where we used the fact that
k−1
∑
r=1
χ(r)ζ(s,1 − r
k
) = k−1∑
r=1
χ(k − r)ζ(s, k − r
k
) = k−1∑
r=1
χ(r)ζ(s, r
k
).
Now we can apply (2.1) and conclude by analytic continuation. ◻
Remark 2.1 We can obtain as many terms as we want in the proposition by looking
further in the asymptotics of f near 0.
3 Relation with GRH
A natural question to ask is whether there is a kind of functional equation for Ln.
Indeed, Proposition 1.2 trivially implies limn→∞ (ξn(s,χ) − ξn(1 − s,χ)) = 0. But
[6] suggests looking for a stronger version and an equivalence to GRH. This is the
content of Theorem 1.3 which we now begin to prove.
In what follows, we write G(χ) = ∑k−1l=0 χ(l)e 2piilk for the Gauss sum of χ. Recall
that L(s,χ) satisfies a functional equation: write ξ(s,χ) = (pi
k
)−s2 Γ( s
2
)L(s,χ) for
the completed L-function. Then (see [3]),
ξ(s,χ) = G(χ)√
k
ξ(1 − s,χ).
We begin the proof with the following lemma which concerns only Dirichlet L-
functions.
Lemma 3.1 Let t ∈ R be fixed with ∣t∣ ≥ 8 and write s = σ + it. Then the function
RRRRRRRRRRR
L(s + 2, χ)
L(s − 2, χ)
RRRRRRRRRRR
is strictly increasing in 0 < σ < 1.
Proof The proof relies on a recent paper by Matiyasevich, Saidak and Zvengrowski
([7]). By Lemma 2.1 in that paper, it is enough to prove that the real part of the
logarithmic derivative of
L(s+2,χ)
L(s−2,χ) is positive for all s as in the statement of the
lemma. Thus we are done if we show that
Re(−L′(s − 2, χ)
L(s − 2, χ) ) >
RRRRRRRRRRRRe(
L′(s + 2, χ)
L(s + 2, χ) )
RRRRRRRRRRR.
The right-hand side is easy to estimate. Indeed, since Re(s + 2) > 1 we have
RRRRRRRRRRRRe(
L′(s + 2, χ)
L(s + 2, χ) )
RRRRRRRRRRR =
RRRRRRRRRRR −Re(∑n≥1
Λ(n)χ(n)
ns+2
) RRRRRRRRRRR ≤
RRRRRRRRRRR∑n≥1
Λ(n)χ(n)
ns+2
RRRRRRRRRRR
≤ ∑
n≥1
Λ(n)
nσ+2
≤ ∑
n≥1
Λ(n)
n2
= −ζ
′(2)
ζ(2) < 0.57.
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For the left-hand side we first use the definition of ξ to see that
Re(ξ′(s − 2, χ)
ξ(s − 2, χ) ) =
1
2
log (k
pi
) + 1
2
Re(ψ (s − 2
2
)) +Re(L′(s − 2, χ)
L(s − 2, χ) ) ,
where ψ(z) ∶= Γ′(z)
Γ(z) is the logarithmic derivative of Γ.
Since 0 < σ < 1 we have Re (ξ′(s−2,χ)
ξ(s−2,χ) ) < 0, as is shown in [7] using the Hadamard
product. Thus,
Re(−L′(s − 2, χ)
L(s − 2, χ) ) >
1
2
log (k
pi
) + 1
2
Re(ψ (s − 2
2
))
> 1
2
Re(ψ (s − 2
2
)) − 0.03
> 0.57,
where we used k ≥ 3 in the second inequality and Lemma 3.2 (v) of [7] (with our
hypothesis that ∣t∣ ≥ 8) in the last one. ◻
We now proceed to prove the equivalence stated in Theorem 1.3.
Proof of Theorem 1.3 By Proposition 1.2 we have
ξn(s,χ) = 2(pi
k
)−
s
2
Γ(s
2
)⎛⎝L(s,χ) +
s
6
(kn
pi
)−2L(s − 2, χ) +O ( 1
n4
)⎞⎠
= 2ξ(s,χ) + α(s,χ) 1
n2
+O ( 1
n4
) , (3.1)
where we denote α(s,χ) ∶= s
3
(pi
k
)2− s2Γ( s
2
)L(s − 2, χ).
Since G(χ) has modulus√k, the functional equation for ξ together with (3.1) implies
that part (i) of the theorem is true for any s which is not a zero of L. We want to
know when it is true also for other values of s, namely those corresponding to zeros
of L. For this we observe that
RRRRRRRRRRRα(1 − s,χ)
RRRRRRRRRRR =
RRRRRRRRRRR
1 − s
3
(pi
k
)2−
1−s
2
Γ(1 − s
2
)L(−s − 1, χ)RRRRRRRRRRR
=
RRRRRRRRRRR
1 − s
3
(pi
k
)
3
2
+
s
2
Γ(1 − s
2
) ξ(−s − 1, χ)(pi
k
)
−s−1
2 1
Γ(−s−1
2
)
RRRRRRRRRRR
=
RRRRRRRRRRR
(s − 1)(s + 1)
6
pi
k
Γ(s + 2
2
)L(s + 2, χ)(pi
k
)−
s+2
2
RRRRRRRRRRR
=
RRRRRRRRRRR
s(s − 1)(s + 1)
12
(pi
k
)−
s
2
Γ(s
2
)L(s + 2, χ)RRRRRRRRRRR
and so the identity ∣α(s,χ)∣ = ∣α(1 − s,χ)∣ (3.2)
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is equivalent to the following:
RRRRRRRRRRR
L(s + 2, χ)
L(s − 2, χ)
RRRRRRRRRRR =
4pi2
k2∣s2 − 1∣ . (3.3)
We note that identities (3.2) and (3.3) are true when Re(s) = 1
2
, because
α(1 − (1/2 + it), χ) = α(1/2 + it, χ) = α(1/2 + it, χ).
Clearly, the right-hand side of (3.3) is strictly decreasing in 0 < σ < 1. By Lemma
3.1 the left-hand side is strictly increasing in 0 < σ < 1 provided Im(s) ≥ 8. Thus,
(3.3) can be true for only one value of σ and this is σ = 1
2
.
This finishes the proof of Theorem 1.3, since when s is a zero of L, the assertion
lim
n→∞
∣ξn(s,χ)∣∣ξn(1 − s,χ)∣ = 1
is equivalent to (3.2). ◻
4 On real zeros of L(s, χ)
It is an important and difficult problem to show that Dirichlet L-functions have
no real zeros. Even partial answers to this question have many consequences, in
particular in the theory of primes in arithmetic progressions and in the theory of
quadratic forms and class numbers initiated by Gauss. Particular cases such as the
non-vanishing of L(1
2
, χ) or the existence of a Siegel zero are much studied and still
open in general.
Consider χ a primitive, even and real character modulo k ≥ 3 (if k is odd this is
the Jacobi symbol modulo k). It is interesting to observe that if we suppose that
0 < s < 1 is a real zero of the associated Dirichlet L-function then Proposition 1.2
tells us that Ln(s,χ) < 0 for all n sufficiently large, since L(s,χ) is negative for
−2 < s < 0. Thus the possible existence of real zeros of L(s,χ) is encoded in the
L-function of a very simple graph.
Corollary 4.1 Let χ be a primitive, even and real character modulo k ≥ 3 and let
0 < s < 1. The following are equivalent:
(i) L(s,χ) > 0;
(ii) For infinitely many n ≥ 1 we have Ln(s,χ) ≥ 0, that is ∑kn−1j=1 χ(j)
sin( pij
kn
)s
≥ 0.
A similar result is avalaible if we consider the standard partial sums ∑kn−1j=1 χ(j)js in-
stead, see [4]. We refer to [6] for a heuristic explanation as to why these partial
sums with sines, although being seemingly more involved, may be an interesting
alternative to the usual partial sums in the study of Dirichlet L-functions.
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Now we would like to mention an interesting problem related to the study of the
sign of Ln and say a few words about its analog in the classical case. The problem
comes from the following simple observation: if we write
1
(1 − x)s = ∑m≥0am(s)x
m
for 0 < s < 1, we see that
kn−1
∑
j=1
χ(j)
sin( pij
kn
)s = ∑m≥1am (s/2)
kn−1
∑
j=1
χ(j) cos2m (pij
kn
) .
It is then natural to ask:
Question 1 Let χ be a primitive, even and real character modulo k ≥ 3. Does there
exist a sequence (an) of positive integers such that
kan−1
∑
j=1
χ(j) cos2m ( pij
kan
) ≥ 0 (4.1)
for every m ≥ 1?
Note that this claim is independent of s. Since am(s/2) > 0 for all 0 < s < 1 and
m ≥ 1, a positive answer to Question 1 would imply that L(s,χ) has no real zero.
Obviously it is a much stronger statement but it is not clear to us whether it is true
or not and we think it is an interesting problem to investigate.
It may be a good idea to draw a comparison with the classical case, that is when we
consider the sign of the partial sums ∑kn−1j=1 χ(j)js . We already mentioned the paper
[4] where it is shown that it is enough to establish that ∑k−1j=1 χ(j)js is positive in order
to prove that there is no real zero. We can make the same computation as above:
k−1
∑
j=1
χ(j)
( j
k
)s = ∑m≥0am(s)
k−1
∑
j=1
χ(j)(1 − j
k
)m = ∑
m≥0
am(s) k−1∑
j=1
χ(j)( j
k
)m ,
where we used the fact that χ is even in the last equality. Thus if
S(m,χ) ∶= k−1∑
j=1
χ(j)jm
was non-negative for all m ≥ 0 (it is well-known that S(0, χ) = S(1, χ) = 0) it would
imply that L(s,χ) has no real zero. This was already observed by Rosser in [8].
The analog to Question 1 is then:
Question 2 Let χ be a primitive, even and real character modulo k ≥ 3. Is it true
that
S(m,χ) ≥ 0
for every m ≥ 1?
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It is possible to show that S(m,χ) > 0 if m ≥ k − 2, simply by showing that the
term with j = k − 1 dominates the rest of the sum. Thus if we are given a character
only a finite number of sums need to be checked in order to answer Question 2. On
the other hand, there is a nice formula available for S(m,χ), probably well-known,
which we prove now.
Proposition 4.2 Let χ be a primitive, even and real character modulo k ≥ 3. For
any n ≥ 1 and m ≥ 2 we have
1
(kn)m
kn−1
∑
j=1
χ(j)jm = 2n√k [
m
2
]
∑
j=1
(−1)j+1m(m − 1) . . . (m − 2j + 2)
(4pi2n2)j L(2j,χ). (4.2)
This can be thought of as a kind of Faulhaber formula twisted by a Dirichlet char-
acter.
Proof We use once again Euler-MacLaurin formula (see for example [11]):
kn−1
∑
j=1
χ(j)( j
kn
)m = k−1∑
r=1
χ(r)n−1∑
j=0
( 1
n
(j + r
k
))m
=
k−1
∑
r=1
χ(r)⎛⎝
n
m + 1 +
m
∑
j=1
(−1)j+1ζ(1 − j, r
k
)
(j − 1)!nj−1 m(m − 1) . . . (m − j + 2)
⎞
⎠
= −
[m
2
]
∑
j=1
m(m − 1) . . . (m − 2j + 2)
(2j − 1)!(kn)2j−1 L(1 − 2j,χ),
where in the last equality we used (2.1) and the fact that L(−2m,χ) = 0 for m ≥ 0
when χ is even. We obtain (4.2) by applying the functional equation. ◻
Corollary 4.3 Let χ be a primitive, even and real character modulo k ≥ 3. For
m = 2,3,4,5,6,7 we have
S(m,χ) > 0.
Proof Apply (4.2) with n = 1 and m = 2,3,4,5,6 or 7 and use the bounds
ζ(2s)
ζ(s) ≤ L(s,χ) ≤ ζ(s),
valid for all s > 1 and all real characters. ◻
With a more delicate analysis it is in principle possible to extend Corollary 4.3 to
greater values of m but it becomes more and more difficult as m grows. To our
knowledge, no example of a character χ as in the corollary and an integer m such
that S(m,χ) < 0 has been found.
The same problem for an odd character has received much more attention, start-
ing with a paper by Chowla, Ayoub and Walum ([1]) where they show that the
sign of S(3, χ) changes infinitely often when χ varies. See [5] for a stronger result
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and [12] for subsequent work on this problem. These kind of sums also appear in
[2]. Of course, it makes no sense in our situation to consider odd characters since
Ln(s,χ) ≡ 0 in that case. We believe that the study of the sign of both sums S(m,χ)
for even χ and (4.1) are worthy problems and we hope this note will stimulate work
on this topic.
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