In this letter, we analyze the performance of a recently reported generalized blind channel estimation algorithm. The algorithm has a parameter called repetition index, and it reduces to two previously reported special cases when the repetition index is chosen as unity and as the size of received blocks, respectively. The theoretical performance of the generalized algorithm is derived in high-SNR region for any given repetition index. A recently derived Cramer-Rao bound (CRB) is reviewed and used as a benchmark for the performance of the generalized algorithm. Both theory and simulation results suggest that the performance of the generalized algorithm is usually closer to the CRB when the repetition index is larger, but the performance does not achieve the CRB for any repetition index.
I. INTRODUCTION

I
N this letter, we analyze the performance of a recently reported blind channel estimation algorithm [5] , which is a generalization of the pioneering algorithm advanced in [2] by Scaglione, Giannakis, and Barbarosa (the SGB algorithm). The generalized algorithm in [5] contains a parameter called the repetition index ; when , it reduces to the SGB algorithm. When is equal to the size of a received block, the algorithm reduces to the interesting method proposed by Manton, Neumann, and Pham (the MNP algorithm [3] , [4] ), which allows blind identification with as few as two received blocks. Even though the performance with two blocks is usually not satisfactory, with and the number of received blocks adjusted appropriately, the performance of the generalized algorithm in [5] is superior to those of the SGB and MNP algorithms, as documented in detail in [5] .
The goal here is to quantify this performance improvement theoretically. We study the channel estimation error (MSE) in the algorithm of [5] and compare it with the corresponding Cramer-Rao bound (CRB). This study is facilitated by the fundamental work reported in [1] , which analyzes the SGB algorithm performance, derives appropriate CRB on the performance, and compares them. The analysis of the generalized algorithm of [5] is included in Section III and follows readily from a modification of the analysis in [1] . We use the CRB expression given in [6] as a benchmark (this is a corrected version of [1] ). The rest of this letter is organized as follows. Section II briefly gives the problem statement and reviews the generalized algorithm proposed in [5] . In Section III, we derive the theoretical performance of the generalized algorithm and compare it with the CRB. In Section IV, simulation results are given to compare the theoretical performance, performance obtained by simulation, and the CRB. Finally, the conclusion is given in Section V.
A. Notation
Boldfaced lowercase letters (e.g., ) represent column vectors. Boldfaced uppercase letters and calligraphic uppercase letters are reserved for matrices. Superscripts , and as in , and denote the conjugate, transpose, and transposeconjugate operations, respectively. # represents the pseudoinverse of .
denotes the th entry of vector . All the vectors and matrices in this letter are complex-valued. Column and row indices of all matrices and vectors begin at one. is the identity matrix, and is the zero matrix.
is a -column full-banded Toeplitz matrix [7] whose first column is and whose last column is . The notation represents the column vector constructed by concatenating columns of .
denotes the Kronecker product [7] of the matrices and .
II. REVIEW OF THE GENERALIZED ALGORITHM
A. Problem Formulation
Consider a sequence of discrete-time information symbols , which is blocked into vectors of size . Let , where for . Each block is precoded by a linear transformation characterized by an nonsingular matrix so that . Each precoded block is appended at the end with a block of zeros, forming a vector of size . The vector signal is unblocked into scalar form before being sent over the channel. The channel is characterized as a linear time-invariant (LTI) finite impulse response (FIR) system whose order is upper-bounded by as in the following:
Also define as the -vector containing the channel coefficients. The channel output is corrupted by an additive complex white Gaussian noise with 1070-9908/$25.00 © 2007 IEEE variance . At the receiver side, the symbol stream is blocked into vectors of size , which can be written as , where for . Assuming the block synchronization between the transmitter and the receiver is perfect, it can be shown that [2] where is a full-banded Toeplitz matrix and is the blocked version of the additive noise . Suppose we collect received blocks in a matrix . Then it is clear that noise (1) where contains unknown transmitted blocks.
The problem of blind channel estimation can be stated as follows. Given a matrix , how do we estimate the channel coefficients blindly (i.e., when is unknown)? This problem was first formulated and solved by Scaglione et al. [2] . We will study here the performance of a generalization of the SGB algorithm proposed in [5] .
B. Generalized Algorithm
In this subsection, we review the generalized algorithm proposed in [5] . We start with a subroutine that is used by both SGB algorithm and the generalized algorithm. , and an estimate of is outputted (with a scalar ambiguity). These properties were first used by Scaglione et al. in [2] when developing the SGB algorithm. In fact, the SGB algorithm simply runs (under the assumption that has full rank ) and takes as the estimated channel coefficients.
Although the SGB algorithm uses Subroutine 1 as its kernel routine, it does not take advantage of the flexibility on input matrix size of Subroutine 1 (it always uses ). The generalized algorithm in [5] , on the other hand, fully exploits this flexibility by using an extra parameter, namely, the repetition index , as described below. 
Note that the noise autocorrelation in (4) is different from that in (1). When , the generalized algorithm reduces to the SGB algorithm. Also, when , the generalized algorithm is equivalent to the MNP algorithm [4] . The matrix must have full rank so that Algorithm 1 works, which implies .
III. PERFORMANCE ANALYSIS AND THE CRAMER-RAO BOUND
A. Performance Analysis in Additive Noise
When evaluating the MSE performance of blind estimation algorithms, it is natural to compare the estimated channel and the true channel . However, due to an intrinsic scalar ambiguity presented in all blind channel estimation algorithms, the comparison should be done after normalizing this unknown scalar. There are many options for doing this. Here we adopted an option presented in [1] , where the channel coefficient with the largest magnitude is assumed known. That is, , where satisfies , is known. After normalizing the estimated channel vector by letting , the channel estimation error can be defined as an -vector (6) where is an matrix obtained by removing the th row of
. We first review a result on estimating presented in [1] using small perturbation analysis. In Lemma 1 presented below, we assume the perturbation is small compared to . That is, assume the first-order approximation is accurate. We also assume is known to the receiver and the output of has applied the scalar ambiguity normalization based on the knowledge of . . Using Lemma 1, we can derive the MSE performance of the generalized algorithm in [5] by computing the autocorrelation matrix of , as described below. Theorem 1: Consider as defined in (1) and as the repetition index. Perform Algorithm 1:
. Then the autocorrelation matrix of the channel estimation error vector [defined in (6) ] can be expressed as
Here is defined as in (5), and is defined as
In (7), and are obtained by performing and letting . Proof: Using Lemma 1, the autocorrelation matrix of can be written as
where . The perturbation matrix can be written as
One can verify that the matrix can be written as , and the proof of the theorem is complete.
Corollary 1: When , the channel estimation error autocorrelation matrix can be expressed as # # # # which agrees with the analytical performance of the SGB algorithm derived in [1] . Proof: Immediate from Theorem 1 using and the fact that columns of are orthogonal to each other.
B. Cramer-Rao Bound
In [1] , a CRB for the zero-padding blind channel estimation problem was derived. We use the corrected version CRB presented in [6] as follows:
The Cramer-Rao bound presented in (9) is a lower bound for the performance of all algorithms that attempt to solve the blind estimation problem described in Section II-A, including the SGB algorithm [2] , the MNP algorithm [4] , and the generalized algorithm [5] .
IV. SIMULATIONS
In this section, we perform Monte Carlo simulation for the generalized blind channel estimation algorithm [5] with different repetition indices and compare the performance obtained by simulations and theory as well as the Cramer-Rao bound at different SNR values.
In our simulations, the block size is chosen as and the channel order is chosen as . The QPSK constellation is used to generate i.i.d. symbols
, and the linear precoder is chosen as . The channel coefficients (elements of ) are chosen as i.i.d., zero-mean, unit variance complex Gaussian random variables. The simulation is performed using 100 independent realizations of channel coefficients and ten independent realizations of symbol streams (totally 1000 different pairs of and ). Theoretical performances in (7) and the CRB in (9) are computed accordingly and averaged over these 1000 pairs of and . Furthermore, to solve the scalar ambiguity problem, the channel coefficient with the largest magnitude, , is assumed known to the receiver. Two separate simulation settings are considered: the first one uses 16 received blocks and the second one uses . Fig. 1 depicts the result of the first simulation setting, where . We compare the MSE performances with and . Both theoretical and simulation performances are plotted for each case. The CRB is plotted as the benchmark. We have the following observations. First of all, in both cases of and , the simulation results are very close to theory in the high SNR region. This validates the small perturbation assumption given in Lemma 1. Second, performance of is better than that of with a considerable margin. However, the system with does not achieve the CRB yet.
Increasing might further improve the performance toward the CRB, but we omit these curves here due to space limit. In Fig. 2 , simulation results are shown for the case when . We choose and in this simulation. Notice that represents the MNP algorithm [4] . The simulation results approach the theoretical values when SNR goes to infinity. In high SNR region, the performance for is obviously better than that for , but it still does not achieve the CRB. Notice that in this case, we need in order to satisfy the full-rank assumption as described in Section II-B.
V. CONCLUSION
In this letter, we derived the theoretical performance of the generalized blind channel estimation algorithm [5] in the high-SNR range. Simulation results and theory both suggest that when the repetition index is larger, the performance is usually better when SNR is large. A CRB presented in [1] and corrected in [6] is used as a benchmark of the algorithm performance. When the repetition index is large, the performance curve tends to approach the CRB but does not appear to achieve it.
In the future, a formal proof that the generalized algorithm does not achieve the CRB for any is desirable. It also remains an open question whether there exists another blind channel estimation algorithm that has a performance achieving the CRB.
