Abstract-In this paper, a system to aid the visually impaired by providing contextual information of the surroundings using 360°view camera combined with deep learning is proposed. The system uses a 360°view camera with a mobile device to capture surrounding scene information and provide contextual information to the user in the form of audio. The scene information from the spherical camera feed is classified by identifying objects that contain contextual information of the scene. That is achieved using convolutional neural networks (CNN) for classification by leveraging CNN transfer learning properties using the pretrained VGG-19 network. There are two challenges related to this paper, a classification and a segmentation challenge. As an initial prototype, we have experimented with general classes such restaurants, coffee shops and street signs. We have achieved a 92.8% classification accuracy in this paper.
I. INTRODUCTION
The International Classification of Diseases organization has visual impairment categorized by the degree of loss of vision for an person ranging from Normal Vision to Severe Visual Impairment and finally total Blindness. Currently, statistics estimates show that 285 million people are visually impaired worldwide of which 39 million are totally blind and the 246 million have low vision [1] .
Currently, there is a variety of assistive technology developed for visual impairment for different degrees of vision. For example, a Dedicated Word Processor for note taking, e-book reader such as Kindle, computer and mobile screen readers software and finally a Refreshable Braille Displays as alternative solution to computer screen reader [2] .
Existing assistive tools that addresses navigation such as white canes [3] has been oriented towards assisting with path sensing, obstacle detection and avoidance which is mainly directed towards achieving a sense of independence for the visually impaired not inclusiveness in terms of spatial awareness. Inclusive visual information is the information obtained by a visually un-impaired person while visually impaired persons have no access to due to their impairment. Examples of inclusive information would be a recognition of a store sign or a street sign. Hence, assistive tools such as white canes can be used efficiently to navigate around but cannot provide inclusive visual information.
Newly developed assistive technology such as the Horus wearable technology [4] and Microsoft glasses for the blind [5] are promising prototypes for the future of assistive technology. Both prototypes provide essential functionality such as text and facial recognition as well obstacle detection.
In this paper, we propose a system that uses a 360°view camera, pre-trained neural network and a linear classifier for object recognition for a set class of objects. Such system would provide contextual information of the scene such as coffee shops street signs. The coffee shops and restaurants are identified by their brand logos. The system would also provide the direction of the information for localization. An example of contextual information provided would be a "What, and Where" such as "A Starbucks coffee shop at 45 degrees to your left"
The system proposed in this paper differs from the previously mentioned prototypes by using 360°view camera instead of a camera with a fixed field of view. The advantage of using a 360°view camera, users are not required to turn around for object detection which would help greatly with exploration of new environments. This paper is structured as follows: Section II provides background information about convolutional neural networks and their capabilities related to this paper. Section III introduces the proposed approach and breaking down of the approach's pipeline process. Section IV describes the prototype implementation of the proposed system. Section V describes the composition of the datasets used for training and testing. Section VI provides the classification results as well as a discussion of the results. Finally, conclusions and future recommendations are given in Section VII.
II. BACKGROUND
This section gives a gentle summary of the CNN transfer learning properties, implementations. In addition, The VGG-19 CNN used in the system has been briefly covered also and finally small summary of existing object detection frameworks.
A. Transfer learning
Pre-trained neural networks learn new tasks within the same domain faster than training a new neural network from scratch. Transfer learning of a convolutional neural networks that trained on Chinese text to retrain on Latin text is possible because they both share the same text language domain [6] . A trained convolutional neural network can be considered a two-stage pipeline process as shown in Fig 1. (i) Feature Extraction Stage, All convolutional layers up to the fully connected layers block can be considered as a feature extractor. examples of features the convolutional neural network could be sensitive to are objects textures, colors or edges. (ii) Classification Stage, All the remaining fully connected layers can be considered as the classifier. Convolutional neural networks learn similar general filters after training on natural images datasets regardless of the cost function [8] . The reason behind that is the shared domain in terms of the nature of images the networks trained on. Hence the possibility of transfer learning, which is using the learned filters of a network that trained on a base dataset for a base task to be used for a new task of similar nature. Given that the learned filters are general for both the base and the target tasks. Transferring learned filters is done by initially freezing weights updates of the convolutional layers during back-propagation, while allowing for the last fully connected layers to update its weights during retraining over a new training data.
VGG-19 convolutional neural network is a 19-layers network [9] . The network consists of a combination of convolutional layers, Maxpooling, Fully connected layers and an output Softmax layer. The architecture of the network is sequential, meaning layers are placed in a stack form.
B. Existing Object Detection Frameworks
Existing object detection frameworks such as Regions with VGG-16 CNN "R-CNN" [10] which uses regions proposals to segment the image then run it through the CNN. A better performing framework was proposed, Fast R-CNN which changed the method by which the regions proposals are processed by projecting the regions proposals on the feature map generated by the CNN convolutional layers prior to the fully connected layers [11] . The author of [11] then proposed a new system named it Faster R-CNN [12] which differed from Fast R-CNN by introducing a Region Proposal Network "RPN" to generate proposals more accurately. It is faster since the RPN network is embedded in the image classification CNN by sharing the convolutional weights with the CNN network which counts for marginal computational cost. Although the Faster R-CNN is a single network it is considered a part framework. You Only Look Once "YOLO" is another object detection framework in which the object detection problem is defined as a regression problem [13] . Similarly, Single Shot multi-box Detector "SSD" framework shares the single network single evaluation attribute as the YOLO but differs by using a set of default bounding boxes sizes [14] .
III. PROPOSED SYSTEM SETUP
The system setup consists of the 360°view camera, a WiFi connectivity module and a processing unit which in this experiment for convenience a laptop is used. The 360°view camera is dual fish-eye lens spherical camera. The images are stitched internally by the camera to provide the 360°view. The multi-stage system pipeline process is shown in Fig 2. The work-flow goes as the following: PCA with used to reduce the feature vector dimensionality while maintaining 95% variance. PCA dimension reduction is the result of data projection to a lower dimensional space [15] . The reduction in the dimensionality of the feature vector allows for a computational efficiency during training, improve speed of convergence by eliminating uncorrelated features [16] . The PCA output is then used as input for the linear classifier. (vii) Finally after classification, the information is converted into audio form. The information conveys both contextual information and location of the information.
A top-view illustration of the field of view of each camera lens is shown in Fig. 5 . With the users as the center with facing forwards as direction at 0°while Left is at -90°and Right is at 90°. Object localization is determined by the index information of the sliding window in the image frame if an object is detected within the sliding window image frame. The scanning scheme that is followed is a linear scheme starting at the top left corner of the Front or Rear camera image. This scheme is adopted since the frequency of occurrence of the valuable scene information is found on the top half of the image. Fig 6 shows a representation of the sliding window scanning path as well and indexing information for object localization. IV. EXPERIMENT IMPLEMENTATION An initial prototype realization of the proposed system uses the Richo Theta S spherical camera mounted on helmet as shown in Fig. 7 . The camera uses Wi-Fi communication with a laptop where the system is implemented. The Ricoh Theta S 360°view camera is used because it allows for API calls to execute commands or provide status data over Wi-Fi as well as over USB connections.
Ten linear classifiers were experimented with initially to minimize the search space for the best performance classifier shown in Table I . The best three were selected for a comparison analysis. The best three selected classifiers are Linear Support Vector Machine, Quadratic Support Vector Machine and Ensemble 
V. DATASET COMPILATION
The target classes for this system are Dunkin Donuts and Starbucks coffee shops, McDonald's restaurant and Pedestrian crossing street sign as shown in Fig 8. A non-object class called the Null class which consisted of images which does not include any of the target classes. Due to the lack of datasets for such classes of objects, two manually labeled datasets were compiled from two different sources. The first source was the result of Google image searches and manually labeling it.
The second data source was compiled by going around the Rochester city, NY and taking pictures of Dunkin Donuts and Starbucks coffee shops, McDonald's restaurant and Pedestrian crossing street sign using the Ricoh Theta S spherical camera. Image data augmentation was utilized to increase the train pool of the camera images. It consisted of images of the target object at different locations in the image frame. The sizes of the datasets is shown in Table II . Segmenting the camera images with the target object in the segmented image frame as shown in Fig 9 shows a reduction of the pincushion lens distortion. 
VI. RESULTS AND DISCUSSION
Training and testing on the online compiled images dataset was a proof of concept of the capability of the VGG-19 combined with a linear classifier to address the classification challenge for this paper. After positive results, camera compiled image dataset was created. The images used from the camera compiled dataset were post segmentation. The camera image dataset was divided into 2:1 training and testing data ratio respectively. The results from all three top accuracy classifiers are shown in Table III .
Although the Ensemble Subspace classifier has the lowest mean-per-class accuracy, it is considered the best choice of classifier to be used for this system. That is due to its performance over the pedestrian crossing class which has the highest priority due to the safety concern that comes with it. The confusion matrix shown in Fig. 10 shows the Ensemble classifier performance of the classifier when tested on camera images. The figure shows the Ensemble classifier with 100% accuracy on pedestrian crossing class. While the Linear SVM classifier has a higher mean-per-class accuracy as shown in Fig. 11 . The classifier does confuse the Null class with the pedestrian crossing class 2.6% of the time. In other word the system would notify the visually impaired user of a pedestrian crossing when there is not any which is the safety hazard that demoted the Linear SVM classifier from being the best classifier for this system.
Data availability for our custom set of classes is why our system design could not follow the philosophy of the existing objecting detection frameworks mentioned previously: 
A. System Limitations
A common challenge of utilizing off the shelf 360°view cameras including the Ricoh Theta S spherical camera is the lack of availability of the proprietary intrinsic camera characteristics information which is vital for fish-eye lens distortion correction. Hence, no lens distortion correction was included in the system pipeline.
On average, the time taken for image capture then data transfer from the camera to the computer over Wi-Fi or USB takes 7 seconds on average. The bottleneck is not the type connection but the rather the camera internal image processing. Table II . The bottom right cell shows the classifier overall accuracy. Table  II . The bottom right cell shows the classifier overall accuracy.
A real-time camera feed at high resolution is available but unusable without the intrinsic camera characteristics information for lens distortion correction. The time taken for classification is 1.5 seconds on average. Computation time can be improved significantly by using a GPU instead of a CPU due to the parallelizable nature of CNN computations .
Both USB and Wi-Fi modes of connection have advantages and disadvantages. A USB connection insures longer operation time as it is only limited by the battery of the computing embedded device. In addition, the USB connection has higher data transfer speeds over Wi-Fi. On the other hand, a USB connection for the camera is at the bottom next to the mount slot which will require a mounting mechanism redesign. Finally, a USB connection could limit the user movement. In contrast, Wi-Fi connection offers far greater mobility over USB as well as offering no constraints on mounting mechanisms. On the other hand, the user will have a shorter operation period as they will be limited by the camera's battery. The camera's battery lasts for 260 snapshots with an image capture and transfer over Wi-Fi every 30 seconds which means it can stay ON for two hours approximately.
VII. FUTURE WORK AND CONCLUSION
Classification performance on camera compiled image dataset does achieve its objective recognizing the target classes with satisfactory accuracy.As a current work in progress, we are experimenting with training our own convolutional neural network for this classification problem. A total of 8-layers network which is less than half the size of the VGG-19 in terms of depth, which makes it less computationally expensive. The objective behind designing our own relatively small size network is final product deployment. Considering deploying such system as mobile system, challenges such as computational power requirments must be addressed since it designed to be used as a pseudo-real time system. NVidia currently has the Jetson TX which can be a viable solution for system mobile deployment. Designed as a low energy consumption embedded device with enough computational power suited for deep learning related computations [17] .
Future work will include adding more functionality by adding a road clearance target class. Current traffic lights pedestrian crossings include the accessibility functionality in their design, using audio Beeps to aid and notify visually impaired individuals of road clearance to cross the road. But a problem arises when such technology is not available, which is the case at pedestrian crossings that are not at a traffic light i.e. at inner residential communities which is one of the system target classes. Hence, one of the future complementary capabilities of the system is to notify the visually impaired user of road clearance at pedestrian crossing street signs.
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