Existence and multiplicity results to Neumann problems for elliptic equations involving the p-Laplacian  by Bonanno, Gabriele & Sciammetta, Angela
J. Math. Anal. Appl. 390 (2012) 59–67Contents lists available at SciVerse ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Existence and multiplicity results to Neumann problems for elliptic
equations involving the p-Laplacian
Gabriele Bonanno a,∗, Angela Sciammetta b
a Department of Science for Engineering and Architecture (Mathematics Section), Engineering Faculty, University of Messina, 98166 Messina, Italy
b Department of Mathematics, University of Messina, 98166 Messina, Italy
a r t i c l e i n f o a b s t r a c t
Article history:
Received 27 October 2011
Available online 10 January 2012
Submitted by M. del Pino
Keywords:
Neumann problem
p-Laplacian
Critical points
Boundary value problem
Positive solutions
In this paper, existence results of positive solutions to a Neumann problem involving the
p-Laplacian are established. Multiplicity results are also pointed out. The approach is based
on variational methods.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω a nonempty bounded open set of the real Euclidean space Rn , with a boundary of class C1, a ∈ L∞(Ω), with
ess infΩ a 0, a ≡ 0, f : Ω ×R→R a function, and p > n. Let us consider the following problem⎧⎨
⎩
−pu + a(x)|u|p−2u = λ f (x,u) in Ω,
∂u
∂ν
= 0 on ∂Ω, (Nλ)
where pu = div(|∇u|p−2∇u) is the p-Laplacian, λ ∈ ]0,+∞[ and ν is the outer unit normal to ∂Ω .
In recent years, Neumann problems have been extensively investigated and we refer to [1,3,4,6,7,10,16–18] and references
therein for an overview on these subjects. In particular, the existence of at least one solution has been established (see, for
instance, [16–18]), or multiplicity results of two and three solutions has been investigated (see, for instance, [1,6,7,10]).
The aim of this paper is to establish the existence of at least one solution and, as a consequence, existence results of
two and three solutions for the problem (Nλ). It is worth noticing that, usually, to obtain the existence of one solution,
asymptotic conditions both at zero and at inﬁnity on the nonlinear term are requested (see Remark 3.2), while, here, it is
assumed only a unique algebraic condition (see condition (3.2) in Theorem 3.3). As a consequence, by combining with the
classical Ambrosetti–Rabinowitz condition, the existence of two solutions is obtained (see Theorem 4.1). In this case, the
algebraic condition is expressed requiring a p-sublinearity at 0 of the nonlinear term, on the contrary of classical results
where the p-superlinearity at 0 is assumed, for which the zero function is, consequently, a solution (see Remark 4.1).
Further, an existence result of three positive solutions is pointed out (see Theorem 4.3). We explicitly observe that, in this
last case, on the contrary to [1, Theorem 2], the solutions can have the same sign (see Remarks 4.2 and 4.3). Moreover,
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[1,7,18] cannot be applied (see Remark 4.4).
Our approach is variational and main tool is a local minimum theorem established in [5], of whose two its consequences
are here applied (see Theorems 2.1 and 2.2).
The paper is arranged as follows. In Section 2, we recall some basic deﬁnitions and our main tool, while Section 3 is
devoted to existence results of at least one solution. Precisely, our main result (Theorem 3.1) is proved and its consequences
(Theorems 3.2, 3.3 and 3.4) are pointed out. Finally, in Section 4, multiplicity results are presented; precisely, an existence
result of two solutions (Theorem 4.1), an existence result of three solutions (Theorem 4.2) and its consequence (Theorem 4.3)
are pointed out, and, lastly, two examples are given (Examples 4.1 and 4.2).
2. Preliminaries and basic notations
Our main tools are two consequences of a local minimum theorem [5, Theorem 3.1] which are recalled below. Given a
set X and two functionals Φ,Ψ : X →R, put
β(r1, r2) = inf
v∈Φ−1(]r1,r2[)
supu∈Φ−1(]r1,r2[) Ψ (u) − Ψ (v)
r2 − Φ(v) , (2.1)
ρ2(r1, r2) = sup
v∈Φ−1(]r1,r2[)
Ψ (v) − supu∈Φ−1(]−∞,r1]) Ψ (u)
Φ(v) − r1 , (2.2)
for all r1, r2 ∈R, with r1 < r2, and
ρ(r) = sup
v∈Φ−1(]r,+∞[)
Ψ (v) − supu∈Φ−1(]−∞,r]) Ψ (u)
Φ(v) − r , (2.3)
for all r ∈R.
Theorem2.1. (See [5, Theorem 5.1].) Let X be a reﬂexive real Banach space;Φ : X →R be a sequentially weakly lower semicontinuous,
coercive and continuously Gâteaux differentiable function whose Gâteaux derivative admits a continuous inverse on X∗; Ψ : X → R
be a continuously Gâteaux differentiable function whose Gâteaux derivative is compact. Put Iλ = Φ − λΨ and assume that there are
r1 , r2 ∈R, with r1 < r2 , such that
β(r1, r2) < ρ2(r1, r2), (2.4)
where β and ρ2 are given by (2.1) and (2.2).
Then, for each λ ∈ ] 1ρ2(r1,r2) , 1β(r1,r2) [ there is u0,λ ∈ Φ−1(]r1, r2[) such that Iλ(u0,λ)  Iλ(u) for all u ∈ Φ−1(]r1, r2[) and
I ′λ(u0,λ) = 0.
Theorem 2.2. (See [5, Theorem 5.3].) Let X be a real Banach space; Φ : X → R be a continuously Gâteaux differentiable function
whose Gâteaux derivative admits a continuous inverse on X∗; Ψ : X → R be a continuously Gâteaux differentiable function whose
Gâteaux derivative is compact. Fix infX Φ < r < supX Φ and assume that
ρ(r) > 0, (2.5)
where ρ is given by (2.3), and for each λ > 1ρ(r) the function Iλ = Φ − λΨ is coercive.
Then, for each λ > 1ρ(r) there is u0,λ ∈ Φ−1(]r,+∞[) such that Iλ(u0,λ) Iλ(u) for all u ∈ Φ−1(]r,+∞[) and I ′λ(u0,λ) = 0.
Theorems 2.1 and 2.2 are consequences of a local minimum theorem [5, Theorem 3.1] which is a more general version
of the Ricceri Variational Principle (see [14]).
Let X be the Sobolev space W 1,p(Ω) endowed with the norm
‖u‖ :=
(∫
Ω
∣∣∇u(x)∣∣p dx+
∫
Ω
a(x)
∣∣u(x)∣∣p dx
) 1
p
,
which is equivalent to the usual one (see for instance [9, Section 1.1.15]), while on the space C0(Ω) we consider the norm
‖u‖∞ := supx∈Ω |u(x)|. Since p > n, X is compactly embedded in C0(Ω), so that
k := sup
u∈X\{0}
‖u‖∞
‖u‖ < +∞.
Clearly, kp‖a‖1  1, where ‖a‖1 :=
∫ |a(x)|dx.
Ω
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k 2
p−1
p max
{(
1
‖a‖1
) 1
p
,
d
n
1
p
(
p − 1
p − nm(Ω)
) p−1
p ‖a‖∞
‖a‖1
}
,
where d = diam(Ω) (see [6, Remark 1]).
Hence
∣∣u(x)∣∣< k‖u‖ for all x ∈ Ω and for all u ∈ X . (2.6)
Throughout the sequel, f : Ω ×R→R is an L1-Carathéodory function and λ is a positive real parameter. We recall that
f : Ω ×R→R is an L1-Carathéodory function if:
a) x → f (x, ξ) is measurable for every ξ ∈R;
b) ξ → f (x, ξ) is continuous for almost every x ∈ Ω;
c) for every s > 0 there is a function ls ∈ L1(Ω) such that
sup
|ξ |s
∣∣ f (x, ξ)∣∣ ls(x)
for a.e. x ∈ Ω .
Put
F (x, t) =
t∫
0
f (x, ξ)dξ for all (x, t) ∈ Ω ×R.
We recall that u : Ω →R is weak solution of problem (Nλ) if u ∈ W 1,p(Ω) satisﬁes the following condition∫
Ω
∣∣∇u(x)∣∣p−2∇u(x)∇v(x)dx+
∫
Ω
a(x)
∣∣u(x)∣∣p−2u(x)v(x)dx− λ
∫
Ω
f
(
x,u(x)
)
v(x)dx = 0, for all v ∈ W 1,p(Ω).
Finally, we deﬁne the functional Φ,Ψ : X →R by setting, for every u ∈ X ,
Φ(u) := 1
p
‖u‖p, Ψ (u) :=
∫
Ω
F
(
x,u(x)
)
dx.
Clearly, Φ and Ψ are Gâteaux differentiable functional whose Gâteaux derivative at the point u ∈ X are given by
Φ ′(u)(v) =
∫
Ω
(∣∣∇u(x)∣∣p−2∇u(x)∇v(x) + a(x)∣∣u(x)∣∣p−2u(x)v(x))dx,
Ψ ′(u)(v) =
∫
Ω
f
(
x,u(x)
)
v(x)dx
for every v ∈ X .
3. Main results
In this section we present our main results. To be precise, we establish an existence result of at least one solution,
Theorem 3.1, which is based on Theorem 2.1, and we point out some consequences, Theorems 3.2, 3.3 and 3.4. Finally, we
present an other existence result of at least one solution, Theorem 3.5, which is based in turn on Theorem 2.2.
Given two nonnegative constants c, d, with c = (k‖a‖
1
p
1 )d, put
ad(c) :=
∫
Ω
max|ξ |c F (x, ξ)dx−
∫
Ω
F (x,d)dx
cp − (kp‖a‖1)dp .
Theorem 3.1. Assume that there exist three constants c1 , c2 , d, with 0 c1 < (k‖a‖
1
p
1 )d < c2 , such that
ad(c2) < ad(c1).
Then, for each λ ∈ ] 1p , 1p [, the problem (Nλ) admits at least one non-trivial weak solution u¯ such that c1 < ‖u¯‖ < c2 .pk ad(c1) pk ad(c2) k k
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requested in Theorem 2.1 and that the critical points of the functional Φ − λΨ in X are exactly the weak solutions of
problem (Nλ). So, our aim is to verify condition (2.4) of Theorem 2.1. To this end, put
r1 = 1
p
cp1
kp
, r2 = 1
p
cp2
kp
, and u0(x) = d for all x ∈ Ω.
Clearly, u0 ∈ W 1,p(Ω) and one has
Φ(u0) = 1
p
‖u‖p = d
p
p
‖a‖1,
and
Ψ (u0) =
∫
Ω
F
(
x,u0(x)
)
dx =
∫
Ω
F (x,d)dx.
Therefore, from c1 < (k‖a‖
1
p
1 )d < c2 one has r1 < Φ(u0) < r2.
Moreover, for all u ∈ X such that u ∈ Φ−1(] − ∞, r2[), taking (2.6) into account, one has∣∣u(x)∣∣< k‖u‖ c2 for all x ∈ Ω.
So,
Ψ (u) =
∫
Ω
F
(
x,u(x)
)
dx
∫
Ω
max
|ξ |c2
F (x, ξ)dx,
for all u ∈ X such that u ∈ Φ−1(] − ∞, r2[). Hence,
sup
u∈Φ−1(]−∞,r2[)
Ψ (u)
∫
Ω
max
|ξ |c2
F (x, ξ)dx.
Now, arguing as before we obtain
sup
u∈Φ−1(]−∞,r1])
Ψ (u)
∫
Ω
max
|ξ |c1
F (x, ξ)dx.
Therefore, one has
β(r1, r2)
supu∈Φ−1(]−∞,r2[) Ψ (u) − Ψ (u0)
r2 − Φ(u0)  pk
p
∫
Ω
max|ξ |c2 F (x, ξ)dx−
∫
Ω
F (x,d)dx
cp2 − (kp‖a‖1)dp
= pkpad(c2).
On the other hand, we have
ρ2(r1, r2)
Ψ (u0) − supu∈Φ−1(]−∞,r1]) Ψ (u)
Φ(u0) − r1  pk
p
∫
Ω
F (x,d)dx− ∫
Ω
max|ξ |c1 F (x, ξ)dx
(kp‖a‖1)dp − cp1
= pkpad(c1).
So, from our assumption it follows that
β(r1, r2) < ρ2(r1, r2).
Hence, from Theorem 2.1 for each λ ∈] 1pkpad(c1) , 1pkpad(c2) [, Φ − λΨ admits at least one critical point u¯ such that
c1
k
< ‖u¯‖ < c2
k
,
and our conclusion is achieved. 
Now we point out the following consequence of Theorem 3.1.
Theorem 3.2. Assume that there exist two positive constants c, d, with (k‖a‖
1
p
1 )d < c, such that∫
Ω
max|ξ |c F (x, ξ)dx
cp
<
1
kp‖a‖1
∫
Ω
F (x,d)dx
dp
. (3.1)
Then, for each λ ∈ ] ‖a‖1p d
p∫
Ω F (x,d)dx
, 1pkp
cp∫
Ω max|ξ |c F (x,ξ)dx
[, the problem (Nλ) admits at least one non-trivial weak solution u¯ such
that |u¯(x)| < c for all x ∈ Ω .
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ad(c2) =
∫
Ω
max|ξ |c F (x, ξ)dx−
∫
Ω
F (x,d)dx
cp − (kp‖a‖1)dp <
∫
Ω
max|ξ |c F (x, ξ)dx− kp‖a‖1 dpcp
∫
Ω
max|ξ |c F (x, ξ)dx
cp − (kp‖a‖1)dp
=
∫
Ω
max|ξ |c F (x, ξ)dx
cp
<
1
kp‖a‖1
∫
Ω
F (x,d)dx
dp
= ad(0).
In particular, ad(c2) <
∫
Ω max|ξ |c F (x,ξ)dx
cp and ad(0) = 1kp‖a‖1
∫
Ω F (x,d)dx
dp . Hence, taking (2.6) into account, Theorem 3.1 ensures
the conclusion. 
Now, we point out previous result when the nonlinear term has separable variables. To be precise, let α ∈ L1(Ω) such
that α(x)  0 a.e. x ∈ Ω , α ≡ 0, and let g : R→ R be a continuous function. Consider the following Neumann boundary
value problem⎧⎨
⎩
−pu + a(x)|u|p−2u = λα(x)g(u) in Ω,
∂u
∂ν
= 0 on ∂Ω. (ANλ)
Put
G(t) =
t∫
0
g(ξ)dξ,
for all t ∈R.
Theorem 3.3. Assume that g is nonnegative and there exist two positive constants c, d, with (k‖a‖
1
p
1 )d < c, such that
G(c)
cp
<
(
1
kp‖a‖1
)
G(d)
dp
. (3.2)
Then, for each λ ∈ ] ‖a‖1p‖α‖1 d
p
G(d) ,
1
pkp‖α‖1
cp
G(c) [, the problem (ANλ) admits at least one positive weak solution u¯ such that u¯(x) < c
for all x ∈ Ω .
Proof. Put f (x, ξ) = α(x)g(ξ) for all (x, ξ) ∈ Ω × R. Clearly, one has F (x, t) = α(x)G(t) for all (x, t) ∈ Ω × R. Therefore,
taking into account that G is a nondecreasing function, Theorem 3.2 ensures the existence of a non-zero weak solution u¯.
We claim that it is nonnegative. In fact, arguing by a contradiction and setting A = {x ∈ Ω: u¯(x) < 0} one has A = ∅. Put
u¯− = min{u,0} one has u¯− ∈ X (see, for instance, [8, Lemma 7.6]). So, taking into account that u¯ is a weak solution and by
choosing v = u¯− one has∫
A
∣∣∇u¯(x)∣∣p−2∇u¯(x)∇u¯(x)dx+
∫
A
a(x)
∣∣u¯(x)∣∣p−2u¯(x)u¯(x)dx = λ
∫
A
f
(
x, u¯(x)
)
u¯(x)dx 0,
that is, ‖u¯‖W 1,p(A) = 0 which is an absurd. Hence, our claim is proved. Now, owing to the strong maximum principle (see,
for instance, [12, Theorem 11.1]) the weak solution u¯, being non-zero, is positive and the conclusion is achieved. 
A further consequence of Theorem 3.1 is the following result.
Theorem 3.4. Assume that g is nonnegative and
lim
t→0+
g(t)
t p−1
= +∞, (3.3)
and put λ∗ = 1pkp‖α‖1 supc>0 c
p∫ c
0 g(ξ)dξ
.
Then, for each λ ∈]0, λ∗[, the problem (ANλ) admits at least one positive weak solution.
Proof. Fix λ ∈ ]0, λ∗[. Then, there is c > 0 such that λ < 1pkp‖α‖1 c
p∫ c
0 g(ξ)dξ
. From (3.3) there is d < c
k‖α‖
1
p
1
such that
p‖α‖1‖a‖1
∫ d
0 g(ξ)dξ
dp >
1
λ
. Hence, Theorem 3.3 ensures the conclusion. 
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such that g(ξ) > 0 for all ξ ∈ ]0, δ[. Then put λ = 1pkp‖α‖1 supc∈]0,δ[ c
p∫ c
0 g(ξ)dξ
. Clearly, λ λ∗ , if g is nonnegative. Now, ﬁxed
λ ∈]0, λ[ and arguing as in the proof of Theorem 3.4, there are c ∈]0, δ[ and d < c
k‖α‖
1
p
1
such that ‖a‖1p‖α‖1
dp∫ d
0 g(ξ)dξ
< λ <
1
pkp‖α‖1
cp∫ c
0 g(ξ)dξ
. Hence, Theorem 3.3 ensures that, for each λ ∈ ]0, λ[, the problem (ANλ) admits at least one positive weak
solution u¯λ such that u¯λ(x) < δ for all x ∈ Ω .
We also observe that in Theorem 3.4, condition (3.3) can be substituted by
limsup
ξ→0+
G(ξ)
ξ p
= +∞.
Remark 3.2. Usually, to obtain the existence of at least one non-zero solutions, asymptotic conditions both at 0 and at +∞
are requested (see, for instance, [18, Theorem 1]). In Theorem 3.3 no asymptotic condition is assumed, and in Theorem 3.4
only a unique asymptotic condition at 0, that is (3.3), is assumed. A simple computation shows that [18, Theorem 1] cannot
be applied to problems of Example 4.2 (see Remark 4.4).
Finally, we also give an application of Theorem 2.2 which we will use in next section to obtain multiple solutions.
Theorem 3.5. Assume that there exist two constants c¯, d¯, with 0 < c¯ < (k‖a‖
1
p
1 )d¯, such that∫
Ω
max
|ξ |c¯
F (x, ξ)dx <
∫
Ω
F (x, d¯)dx, (3.4)
and
limsup
|ξ |→+∞
F (x, ξ)
|ξ |p  0 uniformly in x. (3.5)
Then, for each λ > λ˜, where
λ˜ = (k
p‖a‖1)d¯p − c¯ p
pkp(
∫
Ω
F (x, d¯)dx− ∫
Ω
max|ξ |c¯ F (x, ξ)dx)
,
the problem (Nλ) admits at least one non-trivial weak solution u˜ such that ‖u˜‖ > c¯k .
Proof. The functionals Φ and Ψ deﬁned in Section 2 satisfy all regularity assumptions requested in Theorem 2.2. Moreover,
by standard computations, condition (3.5) implies that Φ − λΨ , λ > 0, is coercive. So, our aim is to verify condition (2.5) of
Theorem 2.2. To this end, put
r = 1
p
c¯p
kp
, and u0(x) = d¯ for all x ∈ Ω.
Arguing as in the proof of Theorem 3.1 we obtain that
ρ(r) pkp
∫
Ω
F (x, d¯)dx− ∫
Ω
max|ξ |c¯ F (x, ξ)dx
kpd¯p‖a‖1 − c¯ p
.
So, from our assumption it follows that ρ(r) > 0.
Hence, from Theorem 2.2 for each λ > λ˜, the functional Φ − λΨ admits at least one local minimum u˜ such that ‖u˜‖ > c¯k
and our conclusion is achieved. 
Remark 3.3. Condition (3.5) ensures the existence of at least one weak solution owing to the classical direct methods
theorem (see, for instance, [15, Theorem 1.2]). Theorem 3.5, owing to the additional assumption (3.4), ensures that the
weak solution u˜ satisﬁes the further condition ‖u˜‖ > c¯k and, hence, u˜ ≡ 0.
4. Some consequences
The main aim of this section is to present multiplicity results. First, as consequence of Theorem 3.4, taking into account
the classical results in [2], we have the following multiplicity result.
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(j) limsupξ→0+ G(ξ)ξ p = +∞,
(jj) there are constants μ > p and r > 0 such that, for all |ξ | r, one has
0 < μG(ξ) ξ g(ξ). (AR)
Then, for each λ ∈]0, λ∗[, where λ∗ = 1pkp‖α‖1 supc>0 c
p
G(c) , the problem (ANλ) admits at least two nonnegative weak solutions.
Proof. Fix λ ∈ ]0, λ∗[. Owing to (j), Theorem 3.4 (see also Remark 3.1) ensures that the problem (ANλ) admits at least one
positive weak solution u¯ which is a local minimum of the functional Φ − λΨ as deﬁned in Section 2. We can assume that
u¯ is a strict local minimum for Φ − λΨ in X . Therefore, there is ρ > 0 such that inf‖u−u¯‖=ρ(Φ − λΨ )(u) > (Φ − λΨ )(u¯). By
standard computations from (jj) one has that (Φ −λΨ ) is unbounded from below. So, there is u2 such that (Φ −λΨ )(u2) <
(Φ − λΨ )(u¯), for which (Φ − λΨ ) satisﬁes the geometry of mountain pass. Again from (jj), by standard computations,
Φ − λΨ satisﬁes the Palais–Smale condition. Hence, the classical theorem of Ambrosetti and Rabinowitz ensures a critical
point u∗ of Φ − λΨ such that (Φ − λΨ )(u∗) > (Φ − λΨ )(u¯). So, u¯ and u∗ are two distinct weak solutions of (Nλ) and the
proof is complete. 
Remark 4.1. Under suitable assumptions on the nonlinearity, [1, Theorem 1] ensures the existence of two non-trivial solu-
tions (one positive and one negative). It is easy to verify that Theorem 4.1 and [1, Theorem 1] are mutually independent
and that [1, Theorem 1] cannot be applied to the problem of Example 4.1 (see Remark 4.4). We also observe that, usu-
ally, by following the classical result given in [2] (see, for instance, [13, Theorem 2.15]), together (AR), the condition
limsupξ→0+ G(ξ)ξ p = 0, instead of (j), is assumed. In this case the zero function is also a solution. Finally, we observe that also
Theorem 4.1 and [7, Theorem 2.2] are mutually independent and that [7, Theorem 2.2] cannot be applied to the problem of
Example 4.1 (see again Remark 4.4).
Next, as a consequence of Theorems 3.2, and 3.5 the following theorem of the existence of three solutions is obtained
and its consequence for the nonlinearity with separable variables is presented.
Theorem 4.2. Assume that (3.5) holds. Moreover, assume that there exist four positive constants c, d, c¯, d¯, with (k‖a‖
1
p
1 )d < c  c¯ <
(k‖a‖
1
p
1 )d¯, such that (3.1), (3.4) and∫
Ω
max|ξ |c F (x, ξ)dx
cp
<
∫
Ω
F (x, d¯)dx− ∫
Ω
max|ξ |c¯ F (x, ξ)dx
(kp‖a‖1)d¯p − c¯ p
(4.1)
are satisﬁed.
Then, for each λ ∈ Λ = ]max{λ˜, ‖a‖1p d
p∫
Ω F (x,d)dx
}, 1pkp c
p∫
Ω max|ξ |c F (x,ξ)dx
[, the problem (Nλ) admits at least three weak solutions.
Proof. First, we observe that Λ = ∅ owing to (4.1). Next, ﬁx λ ∈ Λ. Theorem 3.2 ensures a non-trivial weak solution u¯
such that ‖u¯‖ < ck which is a local minimum for the associated functional Φ − λΨ , as well as Theorem 3.5 guarantees a
non-trivial weak solution u˜ such that ‖u˜‖ > c¯k which is a local minimum for Φ − λΨ . Hence, the mountain pass theorem as
given by Pucci and Serrin (see [11]) ensures the conclusion. 
Theorem 4.3. Assume that g is a nonnegative function such that
limsup
ξ→0+
G(ξ)
ξ p
= +∞, (4.2)
limsup
ξ→+∞
G(ξ)
ξ p
= 0. (4.3)
Further, assume that there exist two positive constants c¯, d¯, with c¯ < (k‖a‖
1
p
1 )d¯, such that
G(c¯)
c¯ p
<
(
1
kp‖a‖1
)
G(d¯)
d¯p
. (4.4)
Then, for each λ ∈ ] ‖a‖1 d¯p¯ , 1p c¯
p
¯ [, the problem (ANλ) admits at least three weak nonnegative solutions.p‖α‖1 G(d) pk ‖α‖1 G(c)
66 G. Bonanno, A. Sciammetta / J. Math. Anal. Appl. 390 (2012) 59–67Proof. Clearly, (4.3) implies (3.5). Moreover, by choosing d small enough and c = c¯, simple computations show that (4.2)
implies (3.1). Finally, from (4.4) we get (3.4) and, arguing as in the proof of Theorem 3.2, also (4.1). Hence, Theorem 4.2
ensures the conclusion. 
Remark 4.2. Under suitable assumptions on the nonlinearity, [1, Theorem 2] ensures the existence of three non-trivial
solutions (in particular, one positive and one negative). It is easy to verify that Theorem 4.3 and [1, Theorem 2] are mutually
independent and that [1, Theorem 2] cannot be applied to the problem of Example 4.2 (see Remark 4.4). Finally, we observe
that also Theorem 4.3 and [7, Theorem 2.1] are mutually independent and that [7, Theorem 2.1] cannot be applied to the
problem of Example 4.2 (see again Remark 4.4).
Remark 4.3. If g(0) = 0 Theorem 4.1 ensures two positive weak solutions while Theorem 4.3 ensures three positive weak
solutions (see proof of Theorem 3.3).
Finally, we present two examples of problems that admits multiple solutions owing to Theorems 4.1 and 4.3.
Example 4.1. Owing to Theorem 4.1, for each λ ∈ ]0, 1pkpm(Ω) 2p+12p+2 [, the problem⎧⎨
⎩
−pu + a(x)|u|p−2u = λ
(
u2p + 1) in Ω,
∂u
∂ν
= 0 on ∂Ω,
admits at least two positive weak solutions. In fact, one has limu→0+ g(u)up−1 = limu→0+ u
2p+1
up−1 = +∞ and (AR) is satisﬁed as
a simple computation shows. Moreover, one has
λ∗ = 1
pkp‖α‖1 supc>0
cp
G(c)
= 1
pkpm(Ω)
sup
c∈]0,+∞[
cp
c2p+1
2p+1 + c
 1
pkpm(Ω)
1p
12p+1
2p+1 + 1
= 1
pkpm(Ω)
2p + 1
2p + 2 .
Example 4.2. Consider the following Neumann problem
⎧⎨
⎩
−u′′ + u = 1
9
ex
(
u8
eu
+ 1
)
in ]0,1[,
u′(0) = u′(1) = 0.
Then, owing to Theorem 4.3, it admits three positive classical solutions. In fact, one has limu→0+ g(u)u = limu→0+
( u
8
eu
+1)
u =
+∞ and limu→+∞ g(u)u = limu→+∞
( u
8
eu
+1)
u = 0. Moreover, taking into account that G(u) = u −
∑8
i=0 8!i! ui
eu + 8!, by choosing
c¯ = 1 and d¯ = 2 one has G(1)
12
< 12
G(2)
22
and 12‖ex‖1
22
G(2) <
1
9 <
1
4‖ex‖1
12
G(1) .
Remark 4.4. We observe that [1, Theorem 1] cannot be applied to the problem of Example 4.1. In fact, the nonlinearity does
not satisfy all assumptions of [1, Theorem 1] as, for instance, limsupξ→+∞ G(ξ)ξ p < +∞. Moreover, [1, Theorem 2] and [18,
Theorem 1] cannot be applied to the problem of Example 4.2. In fact, g does not satisfy g(ξ)ξ  0 for all ξ ∈ R, requested
in [1, Theorem 2], or limsupξ→0 | e9 g(ξ)ξ | < λ1 (where λ1 is the ﬁrst eigenvalue), requested in [18, Theorem 1]. Finally, [7,
Theorem 2.2] and [7, Theorem 2.1] cannot be applied to the problems of Examples 4.1 and 4.2, since the key assumption,
that is
G(ξ0) = sup
|ξ |kσ
G(ξ)
for some σ > 0 and for some ξ0 ∈ R such that |ξ0| < σ/(‖a‖1)
1
p , is not satisﬁed. In fact, from kp‖a‖1  1 (see Section 2)
one has |ξ0| < kσ and so, taking into account the positivity of g , one has G(ξ0) < sup|ξ |kσ G(ξ) for all ξ0 ∈ R such that
|ξ0| < kσ .
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