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Abstract 
Thermal management at solid interfaces presents a technological challenge for modern thermoelectric power generation. Here, we define a 
computational protocol to identify nanoscale structural features that can facilitate thermal transport in technologically important nanostructured 
materials. We consider the highly promising thermoelectric material, SrTiO3, where tilt grain boundaries lower thermal conductivity. The magnitude 
of the reduction is shown to depend on compositional and structural arrangements at the solid interface. Quantitative analysis indicates that layered 
nanostructures less than 10 nm will be required to significantly reduce the thermal conductivity below the bulk value, and it will be virtually 
independent of temperature for films less 2 nm depending on the orientation with a reduction of thermal transport up to 75%. At the nanoscale, the 
vibrational response of nanostructures show concerted vibrations between the grain boundary and inter-boundary regions. As the grain boundary 
acts markedly as a phonon quencher, we predict that any manipulation of nanostructures to further reduce thermal conductivity will be more 
beneficial if applied to the inter-boundary region. Our findings may be applied more widely to benefit other technological applications where efficient 
thermal transport is important. 
Keywords: themoelectric strontium titanate, thin film, molecular dynamics, nanostructures, solid interface, thermal conductivity, boundary-boundary 
interaction 
 
1. Introduction 
The topic of thermal transport at nanoscale structural 
features is enjoying great interest.1-7 In thermoelectric (TE) 
technology, an alternative sustainable route for energy 
harvesting,8 thermoelectric materials directly convert waste 
heat into usable electricity, and any structural feature at the 
nanoscale have a key role in modifying materials’ 
performance in terms of thermal transport.  
The conversion efficiency of a TE material is elegantly 
defined by the dimensionless Figure of Merit ZT= 
(TσS2)/(κe+κl), which arises from an intricate balance 
between the Seebeck coefficient or thermopower, S, the 
electrical conductivity, σ, the electronic (κe) and lattice (κl) 
contributions to the thermal conductivity and temperature, 
T.  
In these materials there are two main strategies to improve 
efficiency. One is to maximize the electrical conductivity 
and the Seebeck coefficient through band engineering,8-12 
and the other is to reduce the lattice thermal conductivity 
(κl) by nanostructuring or phonon engineering.1-7, 13 
Nanostructuring introduces structural features at the 
nanoscale and for thermoelectric materials based on 
oxides, this is the currently preferred route for lowering 
their high thermal conductivity. One of the most promising 
oxides for the n-type material of a thermoelectric device is 
SrTiO3. Its structural design and engineering has been under 
the research spotlight in the last decade, with research 
proposing assemblages and thin films to lower its thermal 
conductivity via enhanced phonon scattering and 
confinement in sufficiently small systems.3, 14-18  
The most basic form of nanostructuring is the introduction 
of interfaces19-26 as they are present in polycrystalline 
systems, as well as in thin and layered nanostructures. 
However, a greater control on the distribution of these 
interfaces will generate nanostructured materials with 
tailor-made properties.27-33 Generally in polycrystalline 
materials this control is lost as the grains adopt a random 
distribution after sintering. Synthetic experimental 
methodology with high control of shape and morphology, 
such as atomic layer deposition,34-36 could radically change 
this, although due to the high cost of implementation, it 
would be preferential to avoid trial and error 
experimentation, and instead generate the final product 
with specific orientated interfaces. Control of the interface 
morphology and orientation will lead to more efficient 
thermoelectric materials, particularly if experiment could 
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be guided to synthesise the optimal microstructure.3, 13, 14, 
37-40 To this end computational techniques can provide an 
effective strategy for evaluating the contribution of 
individual interfaces to phonon scattering, and for ranking 
their effect on thermal conductivity. This is a valuable 
contribution as it is extremely challenging to measure 
thermal conductivity of films accurately, particularly when 
the sample thickness is as small as a few nanometers.41-43 
The current work addresses these challenges and aims to 
demonstrate a predictive framework based on molecular 
and lattice dynamics calculations of the thermal transport 
at interfaces. We examine the vibrational response of three 
layered nanostructures of SrTiO3, and analyse its effect on 
the out-of-plane and the in-plane thermal conductivity. 
Finally, we discuss the implication of this relationship in 
predicting efficient reduction in thermal conductivity and 
thus optimal nanostructures.  
 
Fig. 1 The atom-level structure of a) ∑ 3{111}/[1̅10], b) ∑ 3{112}/[1̅10] 
and c) ∑ 5{310}/[001] tilt grain boundary in SrTiO3. Sr = green, Ti = pale 
blue, O = red. 
2. Computational Methods 
2.1 Layered nanostructure Models 
Layered nanostructures containing three different 
interfaces, i.e. ∑ 3{111}/[1̅10], ∑ 3{112}/[1̅10] and 
∑ 5{310}/[001] tilt grain boundaries (Fig. 1), were 
constructed using the methodology outlined in Williams et 
al.44 and the METADISE code.45 These interfaces are chosen 
as they represent three very distinct structures found 
experimentally.46 Strontium titanate is known to have space 
charge layers at grain boundaries that can reach a thickness 
of tens of nanometres.47-49 In this space charge layer, the 
crystal is defective. However, as our investigation is 
concerned with the determination of the intrinsic 
contribution of structural features, independently on other 
defects, we omit these additional defects. This is to avoid an 
extra level of complexity that we will not be able to separate 
easily, i.e. the contribution of point defect (oxygen 
vacancies) from the contribution of extended defects (grain 
boundaries). Finally our configurations can be thought as air 
sintered samples where the amount of oxygen vacancies 
will decrease dramatically.50, 51 
All simulated systems (i.e. layered nanostructures) contain 
two identical grain boundaries with the X direction 
perpendicular to the YZ boundary plane. To evaluate the 
role of the inter-boundary distance (i.e. the distance 
between two tilt grain boundary) on thermal transport, we 
constructed layered nanostructure configurations with 
grain boundaries far from each other (~ 10 nm referred to 
as 10nm-GB), and close to each other (~ 2 nm referred to as 
2nm-GB). This provides information on the extent that the 
inter-boundary region limits the allowed phonon 
wavelengths. 
The lattice parameters of all simulated layered 
nanostructures are provided in Table S1. The a, b and c cell 
dimensions correspond to the direction x, y and z 
respectively. For all calculations, we used the potential 
model developed by Teter,52 which has been validated 
extensively for the assemblage of SrTiO3 nanocubes14 and 
for other perovskite oxides.53 54 55  
2.2 Thermal Conductivity and Vibrational Response 
Molecular dynamics calculations were performed using the 
LAMMPS code.56 We use 3D periodic boundary conditions, 
thus the unit cell is surrounded by identical images in all 
directions. Each layered nanostructure was annealed 
initially at high temperature (1500 K) to check structural 
stability, then thermally equilibrated at each temperature 
(500 K – 1300 K) for 50 ps with a timestep of 1 fs using an 
NPT anisotropic ensemble. The ensemble employed a Nosé-
Hoover thermostat and barostat. The lattice vectors were 
averaged every 10 fs. The simulation was deemed to 
converge when the energy fluctuations were consistently 
less than 0.1% of the average energy value and the volume 
fluctuations were less than 0.5% of the average volume. The 
averaged vectors were then imposed on the simulation cell 
for calculation of thermal conductivity. The lattice thermal 
conductivity for each layered nanostructure at five different 
temperatures was calculated using the Green – Kubo 
method.57, 58 A brief explanation of the methodology used 
is provided in Supporting Information section S1. The heat-
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flux was collected sequentially for 20 ns, sampled every 
10 fs, The heat-flux was numerically autocorrelated and 
integrated to give an integral as a function of time, which is 
then averaged over a portion of the integral itself to reduce 
the noise in the thermal conductivity.14, 59 The value of 
thermal conductivity was averaged over a region of ‘neck 
regime’.14, 60 Convergence tests for the dependence of the 
thermal conductivity on the size of the unit cells are 
presented in Supporting Information Section S1. Depending 
on the direction of the heat flux, whether perpendicular (i.e. 
the x direction of our unit cell) or parallel (i.e. the y and z 
directions of our unit cell) to the grain boundary, one can 
calculate the out-of-plane and the in-plane contribution to 
the thermal conductivity, respectively. Finally, the Fourier 
transform of the heat-flux autocorrelation function yields 
the spectrum of the heat-flux autocorrelation function 
(HFACF),60 which relates to the optical vibrational modes 
capable of interacting with acoustic vibrational modes and 
thus the heat-flux of the system.61, 62 In this manner these 
optical vibrational modes are routes for phonon-phonon 
Umklapp processes to dissipate heat.63 
2.3 Phonon Density of States  
To aid in the interpretation of HFACF, we performed lattice 
dynamics calculations on model systems (i.e. representing 
the layered nanostructures) using the PHONOPY code64, 65 
and the METADISE code.45 These models referred to as 
lattice dynamics grain boundaries (LD-GB) are equivalent to 
the 2nm-GB interacting systems, with the same inter-
boundary distance but reduced size of the YZ boundary 
plane. This is necessary to reduce the computational effort 
for this type of calculation. LD calculations provide the 
phonon density of states (PDOS) and aid the identification 
of species within the lattice which are involved in the 
scattering processes contributing to lowering of the thermal 
conductivity.62 The PDOS contain only optical phonon 
frequencies at the Γ-point and can be compared to the 
HFACF spectra upon analysis (Section SI1).14 The peaks, 
which appear in both PDOS and HFACF are also IR active 
modes as there will be an accompanying change in dipole 
with their underlying vibrational motion. For each peak of 
the PDOS and HFACF spectra, we have provided a detailed 
analysis of the vibrational mode involved, separating the 
contributions from the grain boundary (GB) and the inter-
boundary (IB) regions. This analysis provides a quantitative 
evaluation of the predominant contribution to the thermal 
conductivity arising from the grain boundary and the inter-
boundary regions. Full details of our analysis are found in 
Supporting Information (Section S1).  
2.4 Formation Energies of Grain Boundaries  
Equation 1 was used to calculate the formation energy of all 
grain boundary configurations. The formation energy, 𝐸𝑓 , is 
obtained by subtracting the energy of a bulk system (𝐸𝑏) 
with the same number of atoms from the energy of each 
grain boundary system (𝐸𝑔𝑏), and dividing by the surface 
area (𝐴, i.e. the YZ boundary plane) occupied by each grain 
boundary (i.e. there are two grain boundaries in each 
configuration).44, 66  
𝐸𝑓 =
𝐸𝑔𝑏−𝐸𝑏
2𝐴
    Eq 1 
The energies for the 2nm-GB and 10nm-GB are obtained by 
averaging the configurational energy of grain boundaries 
over the molecular dynamics calculations (section 2.2), 
whereas the lattice energies for the LD-GB were obtained 
using lattice dynamics calculations as implemented in the 
METADISE code.45 To note is that whereas lattice dynamics 
does not account for temperature effects, molecular 
dynamics does. 
3. Results and Discussion 
3.1 Characterization of Grain Boundary Structures and 
Energetics. 
Each layered nanostructure is characterized by interfaces 
with specific orientation. These are tilt grain boundaries. 
Here, we provide a brief characterization of their structure 
compared to experimental data. 
The structure of ∑ 3{111}/[1̅10] (Fig. 1(a)) is known from 
HRTEM studies.67 Density Functional Theory (DFT) 
calculations have shown that the Ti-O bonding network is 
partially preserved across the boundary, indicating the 
possibility of lowering the thermal conductivity whilst 
retaining electrical conductivity.68 The ∑ 3{111}/[1̅10] 
boundary is made of face sharing TiO6 octahedra. All Sr 
species at the boundary remain in a 12-fold coordination 
environment with one of the Sr-O distances elongated at 
3.0 Å compared with bulk distance of 2.8 Å. Sr species are 
also at the centre of a HCP packed polyhedra rather than of 
a FCC packed polyhedra as found in bulk SrTiO3. 
Two structures have been observed for the ∑ 3{112}/[1̅10] 
grain boundary using HRTEM;69 a mirror symmetric 
structure and a mirror-glide symmetric structure. We 
focussed on the mirror-glide structure (Fig. 1(b)) as it is 
stable, and displays no reconstruction during the annealing 
at temperatures greater than 1500 K. Furthermore, the 
structures were indistinguishable in terms of energy using 
DFT calculations.70 The structure of the mirror-glide 
symmetric ∑ 3{112}/[1̅10] boundary has a larger range of 
local Sr and Ti coordination environments. There are edge 
sharing octahedral TiO6, square-based pyramidal TiO5, Sr 
cuboctahedron environments (Sr-O distances: 10 at 2.8 Å 
and 2 at 3.0 Å) and 10-fold coordinated Sr environments (Sr-
O distances: 8 at 2.8 Å and 2 at 3.3 Å).  
Combined experimental work and first principles 
calculations found that the structure of ∑ 5{310}/[001] is 
asymmetric.71 This boundary has been shown to undergo 
temperature dependent faceting using high-resolution 
electron microscopy,72 with many possible structures with 
similar energy identified via atomistic simulations.73 This 
complexity results in a large number of possible 
configurations for this boundary. The ∑ 5{310}/[001] grain 
boundary chosen in our study (Fig. 1(c)) shows a large 
number of Ti environments at the boundary, including 
corner sharing trigonal bipyramidal TiO5, squared pyramidal 
TiO5, and octahedral TiO6, with many of these environments 
having dangling O species. There are also many 
symmetrically inequivalent Sr species at the boundary, 
including 9-fold coordinated Sr (all Sr-O distances up to 
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2.9 Å), 11 and 12-fold coordinated (Sr-O distances up to 
3.0 Å), and 12-fold coordinated (Sr-O distances up to 3.4 Å).  
Till now, we have described the structures of the grain 
boundaries. We can also define the structural complexity of 
the grain boundaries via quantitative analysis of their 
structures.71, 74, 75 We define structural complexity as (1) 
distance between the grain boundaries (i.e. the interaction 
between the grain boundaries), (2) density of the grain 
boundary, (3) volume excess (i.e. the number of SrTiO3 unit 
missing at the grain boundary), and (4) dangling bonds per 
unit area.  
Firstly, the grain boundaries are 2 nm or 10 nm apart and 
these represent the inter-boundary distances as described 
in Section 2.1. 
Secondly, we have calculated the density, (d) expressed as 
𝑁𝑆𝑟𝑇𝑖𝑂3/nm
3, of the different 2nm-GB and 10nm-GB 
configurations simulated using molecular dynamics. For 
simplicity the density values have been scaled considering a 
density of 1 𝑁𝑆𝑟𝑇𝑖𝑂3 /nm
3 for stoichiometric bulk SrTiO3. 
Table 1 reports the values obtained. For systems where the 
grain boundaries are 10 nm apart, the density of Σ3{112}/
[1̅10] and Σ5{310}/[001] are closer to each other and 
smaller than the density of Σ3{111}/[1̅10]. For the systems 
where the distance between the boundary is 2 nm apart, 
the density values of Σ3{111}/[1̅10] and Σ3{112}/[1̅10] 
are now similar and higher than the density of Σ5{310}/
[001].  
Table. 1 Density values for the configurations 2nm-GB and 10nm-GB. All 
values are scaled considering a density of 1 𝑁𝑆𝑟𝑇𝑖𝑂3/nm
3 for 
stoichiometric bulk SrTiO3. 
Grain Boundary Configuration Density (𝑁𝑆𝑟𝑇𝑖𝑂3/nm
3) 
Stoichiometric Bulk SrTiO3 1.000 
10nm-GB Σ3{111}/[1̅10] 0.997 
10nm-GB Σ3{112}/[1̅10] 0.994 
10nm-GB Σ5{310}/[001] 0.992 
2nm-GB Σ3{111}/[1̅10] 0.979 
2nm-GB Σ3{112}/[1̅10] 0.971 
2nm-GB Σ5{310}/[001] 0.937 
 
Thirdly, we have defined the number of SrTiO3 units missing at 
the grain boundary. We defined the excess volume, 𝑉𝑒𝑥𝑐𝑒𝑠𝑠, 
(Equation 2) as the difference between the volume of the grain 
boundary structure, 𝑉𝐺𝐵, and the volume of stoichiometric bulk 
SrTiO3, 𝑉𝐵; both quantities have an equivalent number of SrTiO3 
units and we need to account for a factor of 2 as there are two 
grain boundaries in each configuration. 
𝑉𝑒𝑥𝑐𝑒𝑠𝑠 =
𝑉𝐺𝐵−𝑉𝐵
2
     Eq 2 
𝑉𝑒𝑥𝑐𝑒𝑠𝑠  can be divided by the volume of one unit of 
stoichiometric bulk SrTiO3 (𝑉𝐵,1𝑆𝑟𝑇𝑖𝑂3  ) and by the surface area of 
the grain boundary plane (𝑆𝐺𝐵) to provide the number of SrTiO3 
units per nm2 (𝑁𝑆𝑟𝑇𝑖𝑂3) that are missing at the grain boundary 
(Equation 3). 
𝑁𝑆𝑟𝑇𝑖𝑂3 =
𝑉𝑒𝑥𝑐𝑒𝑠𝑠
𝑆𝐺𝐵∗𝑉𝐵,1𝑆𝑟𝑇𝑖𝑂3 
    Eq 3 
We have calculated 𝑁𝑆𝑟𝑇𝑖𝑂3  for all layered nanostructures 
simulated using lattice and molecular (at 500K) dynamics 
(Table 2). ∑ 3{111}/[1̅10] is the most dense boundary 
followed by ∑ 3{112}/[1̅10] and ∑ 5{310}/[001] 
compared to stoichiometric bulk SrTiO3, as it has the 
smallest values of 𝑁𝑆𝑟𝑇𝑖𝑂3.  
Table. 2 Number of SrTiO3 units per nm2 missing at each grain boundary 
configuration studied using molecular dynamics (2nm-GB and 10nm-GB) 
and lattice dynamics (LD-GB) simulations. 
Grain Boundary 𝑁𝑆𝑟𝑇𝑖𝑂3  / nm
2 
LD-GB 2nm-GB 10nm-GB 
 ∑ 3{111}/[1̅10] 0.46 0.48 0.48 
 ∑ 3{112}/[1̅10] 0.94 0.94 0.95 
 ∑ 5{310}/[001] 1.31 1.40 1.38 
 
Finally, we have defined the number of dangling bonds for the 
three grain boundaries. We have only accounted dangling bonds 
for Sr and Ti species (although including O does not impact on 
the results). Whereas Sr and Ti species at ∑ 3{111}/[1̅10] have 
no dangling bonds, at ∑ 3{112}/[1̅10] and ∑ 5{310}/[001] the 
total number of dangling bonds was 10 (8 for Sr and 2 for Ti) and 
14 (11 for Sr and 3 for Ti), respectively. If we normalize the 
number of dangling bonds (𝑁𝐷𝐵) per surface area of the grain 
boundary plane (𝑆𝐺𝐵), we can define the grain boundary 
coverage for dangling bonds (𝜃𝐷𝐵  in Equation 4), which is 27.0 
and 29.4 dangling bonds per nm2 for ∑ 3{112}/[1̅10] and 
∑ 5{310}/[001] grain boundaries, respectively.  
𝜃𝐷𝐵 =
𝑁𝐷𝐵
𝑆𝐺𝐵
    Eq 4 
In terms of energetics the three grain boundary differ in 
formation energy. This is shown in Table 3 by comparing the 
energy of formation for the grain boundaries calculated 
using Equation 1, for 2nm-GB and 10nm-GB as simulated 
using molecular dynamics and for LD-GB simulated using 
lattice dynamics. 
Table. 3 Formation energy of grain boundaries for configurations 2nm-
GB and 10nm-GB calculated using molecular dynamics simulations, and 
LD-GB calculated using lattice dynamics simulations. 
Grain Boundary Formation energy in J m-2 
LD-GB 2nm-GB 10nm-GB 
 ∑ 3{111}/[1̅10] 0.90 0.86 0.88 
 ∑ 3{112}/[1̅10] 1.50 1.48 1.50 
 ∑ 5{310}/[001] 2.00 1.93 1.94 
 
The energies of the grain boundaries do not change 
significantly as the distance between them (i.e. 2nm-GB or 
10nm-GB) increases. This is due to the fact that as the 
structure of the grain boundaries is stable in the 
temperature range studied (500 K – 1300 K), thus the 
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formation energies should indeed be the same for each 
different structure. However, we see that the energy of the 
grain boundaries increases as the complexity of the 
structure increases (Fig. 1). As described in this section, we 
noticed that there is a greater variety of local coordination 
environments in ∑ 5{310}/[001], followed by ∑ 3{112}/
[1̅10] and ∑ 3{111}/[1̅10]. The influence of this structural 
variety on thermal conductivity is discussed in the next 
sections, as a more complex structure that has a greater 
number of distinct sites of varying frequency for phonon 
scattering. 
 
Fig. 2 Total thermal conductivities of interacting (2nm-GB) and non-
interacting (10nm-GB) grain boundaries compared with that of bulk 
SrTiO3.  
3.2 Thermal Conductivity of SrTiO3 Bulk and Layered 
nanostructures  
Our layered nanostructure configurations (10nm-GB and 
2nm-GB) provide a way to disentangle the effect of local 
grain boundary structure (i.e. the three grain boundaries 
studied have very distinct structures at the interface) and of 
the boundary-boundary interaction (i.e. all systems have 
two different inter-boundary distances) on the thermal 
conductivity. For all layered nanostructures, the total 
thermal conductivity is compared with that of 
stoichiometric bulk SrTiO3 (Fig. 2), which is itself in good 
agreement with experimental data.76, 77 At the molecular 
level, the boundary-boundary interaction (analogous to the 
dislocation-dislocation interaction) can be explained in 
terms of the overlapping strain fields result in changes to 
the force constants, and hence vibrational frequencies of 
the intervening atoms. The result is that the proximity of 
grain boundaries leads to the restriction of allowed phonon 
wavelengths in addition to a reduction of phonon mean free 
path, due to scattering of phonons at the grain boundary. 
These restriction and reduction occur over much greater 
distances than any energetics of interactions and lattice 
strains caused by the vicinity of the grain boundaries. 
All layered nanostructures containing grain boundaries with 
less favourable formation energies (Table 3) display lower 
thermal conductivity at 500 K (Fig. 2) when the inter-
boundary distance is either 10 nm or 2 nm. No significant 
correlation is seen otherwise. One can picture this in terms 
of structural complexity (Section 3.1). Grain boundaries 
with a higher number of distinct coordination environments 
show the greatest difference in bonding with respect to bulk 
SrTiO3, and will be less stable and hence have a higher 
formation energy. It is clear that a greater variety of 
environments generates a larger number of optical 
vibrational modes that can couple with the heat 
transporting acoustic phonons, reducing thermal 
conductivity. However, the structural complexity is an 
intricate interplay between four different factors (i.e. 
distance between the grain boundaries, density of the grain 
boundary, number of SrTiO3 unit missing at the grain 
boundary, and dangling bonds per unit area), where these 
factors are interdependent and not mutually exclusive.  
It is clear from Fig. 2 that the introduction of grain 
boundaries reduces the thermal conductivity compared to 
stoichiometric bulk SrTiO3, and this is more pronounced 
when the inter-boundary distance is shorter (i.e. 2nm-GB 
have a lower thermal conductivity than 10nm-GB 
configurations). The reduction in thermal conductivity 
when the inter-boundary distance is 10 nm compared to 2 
nm is approximately 55%, 45%, and 65% at 500K for 
∑ 3{111}/[1̅10], ∑ 3{112}/[1̅10] and ∑ 5{310}/[001], 
respectively. As discussed in the next section, the peaks of 
the HFACF spectra, each corresponds to a vibrational mode. 
The spectra for 2nm-GB have more peaks compared to the 
spectra for 10nm-GB (Fig S5), displaying more vibrational 
modes, and thus a reduction of thermal conductivity (Fig. 
2). 
The dangling bond density seems to mostly affect systems 
with large inter-boundary distance. One would indeed 
expect for the same inter-boundary distance that is large 
enough to minimize the boundary-boundary interactions, 
that the structure of the grain boundary itself (in terms of 
the dangling bond density) would influence the thermal 
conductivity. We see this as the thermal conductivity for 
systems with a large inter-boundary distance, i.e. 10nm-GB, 
follows the order ∑ 3{111}/[1̅10] > ∑ 3{112}/[1̅10] ≈ 
∑ 5{310}/[001] (Fig 2). Indeed ∑ 3{111}/[1̅10] has no 
dangling bonds and ∑ 3{112}/[1̅10] and ∑ 5{310}/[001] 
have relatively similar densities, 27.0 and 29.4 dangling 
bonds per nm2. This is also confirmed by the in-plane (i.e. 
parallel to the grain boundary) contribution to the thermal 
conductivity (Fig. S4c and Fig. S4e) for ∑ 3{112}/[1̅10] and 
∑ 5{310}/[001] grain boundaries, which show a relatively 
similar behaviour. For systems where the grain boundaries 
are 10 nm apart, we also see that the density of 
∑ 3{112}/[1̅10] and ∑ 5{310}/[001] are closer to each 
other and smaller than the density of ∑ 3{111}/[1̅10]. This 
trend is similar to the trend seen for their thermal 
conductivity (Fig. 2).  
When the inter-boundary distance decreases and the two 
grain boundaries become closer (i.e. 2nm-GB), it appears 
that the structure of the grain boundary in terms of the 
dangling bond density is no longer sufficient to explain the 
change in the thermal conductivity. So one has to discuss 
the change in thermal conductivity in terms of other 
structural descriptors (i.e. density of the grain boundary 
systems, and number of SrTiO3 unit missing at the grain 
boundary).  
For the inter-boundary distance of 10 nm, the density of 
∑ 3{111}/[1̅10] is higher than that of ∑ 3{112}/[1̅10] and 
∑ 5{310}/[001], and so its thermal conductivity. For 2nm-
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GB, the order of thermal conductivity is ∑ 3{111}/[1̅10] 
followed by ∑ 3{112}/[1̅10] and ∑ 5{310}/[001]. For 
these 2nm-GB systems, the density of ∑ 3{111}/[1̅10] and 
∑ 3{112}/[1̅10]) are relatively similar (Table 1) but much 
higher than the density of ∑ 5{310}/[001]. This trend in 
density seems to follow the trend seen in the thermal 
conductivity for these structures (Fig. 2). For 2nm-GB 
systems the missing SrTiO3 units per nm2, related to the 
density descriptor, also becomes important. It follows the 
order ∑ 3{111}/[1̅10] < ∑ 3{112}/[1̅10] < ∑ 5{310}/
[001] (Table 2), which has the opposite trend compared to 
the thermal conductivity of the systems with inter-
boundary distance of 2nm. The 2nm-GB ∑ 5{310}/[001] 
has the lowest density and thus the lowest thermal 
conductivity. At parity of grain boundary structural 
complexity (in terms of dangling bond density), the 2nm-GB 
∑ 3{112}/[1̅10] has a higher density than 2nm-GB 
∑ 5{310}/[001], and thus a higher thermal conductivity. 
This is also supported by the in-plane and out-of-plane 
contributions to the thermal conductivity (Fig. S4d and Fig. 
S4f), which are very different for the two grain boundaries. 
This is not the case for the 10nm-GB ∑ 5{310}/[001] and 
∑ 3{112}/[1̅10], where the out-of-plane and the in-plane 
contributions to the total thermal conductivity are similar 
(Fig. S4c and Fig. S4e).  
The effect of structural complexity on the average thermal 
conductivity fades away as the temperature increases (Fig. 
2). This is a general feature in common to all layered 
nanostructures as it does in the bulk material (Fig. 2). The 
behaviour seems to be more marked in 10nm-GB compared 
to 2nm-GB systems. At 1300 K, 2nm-GB systems have all 
converged to a total thermal conductivity of ~2 W/(m.K) and 
10nm-GB systems to a value of ~3.7 W/(m.K). This stems 
from the increase in Umklapp (phonon-phonon) scattering 
processes at higher temperatures. The acoustic phonons 
are scattered by other acoustic phonons before they 
encounter the grain boundaries and so the significance of 
the particular structure of the boundary diminishes. We 
attribute the difference between 2nm-GB and 10nm-GB 
systems to the longer allowed wavelength between the 
boundaries. This effect is well known and is explained by 
Dove78 and Schelling et al..79 As the temperature 
dependence in thermal conductivity is less pronounced in 
2nm-GB systems, this suggests indeed a predominant 
boundary-boundary interaction due to a higher density of 
scattering centres (i.e. grain boundaries) per unit volume. 
On a final note, we do not see any correlation between the 
value of sigma (Σ) and thermal conductivity but we also only 
consider three grain boundaries. However, it may be that 
sigma might not be a universal descriptor as demonstrated 
by the two Σ3 grain boundaries, which show different 
behaviour. As mentioned in section 3.1 and 3.2, this 
suggests that the local coordination environments at the 
grain boundaries may have a greater impact on thermal 
conductivity and thus any correlation between thermal 
conductivity and structure may be more appropriate to 
draw rather than the use of Σ. 
Our computed average thermal conductivities lead to the 
intriguing prediction that layered nanostructures (with an 
inter-boundary distance less than 10nm) of SrTiO3 will be 
needed to show a desired reduction of thermal conductivity 
to well below the bulk value. It is therefore clear that in the 
case of SrTiO3, micron-sized layers are not sufficient to 
reduce their thermal transport to a level that would show a 
marked improvement of their thermoelectric performance. 
Furthermore, a simple comparison between thermal 
conductivities of different layered nanostructures (Fig. 2) 
appears to be a straightforward route to identify those 
nanostructures (i.e. grain boundaries) that experimental 
work should seek to synthesise. In terms of thermal 
conductivity, for a thermoelectric material, an optimal 
structure will be one that shows the largest reduction in 
thermal conductivity compared to the bulk material, and is 
also constant as a function of temperature. Our analysis 
indicates that the layered nanostructure 2nm-GB 
∑ 5{310}/[001] may be the optimum. 
3.3 The In-plane and Out-of-plane Thermal Conductivities of 
SrTiO3 Layered nanostructures  
Implementation of thermoelectric materials with nanoscale 
structural features in thermoelectric devices must consider 
the directional dependency of the property. For our layered 
nanostructures, we have therefore separated the in-plane 
(‖), i.e. parallel to the grain boundary plane (YZ – Fig. 1), and 
out-of-plane (⊥), i.e. perpendicular to the grain boundary 
plane (X – Fig. 1), contributions to the thermal conductivity.  
We found that for the majority of grain boundaries, the out-
of-plane (⊥) thermal conductivity is lower than the in-plane 
(‖) (Fig. S4), as phonons across the boundary are reduced 
the most due to a large variety of coordination 
environments (i.e. scattering centres).60 The only exception 
is for 10nm-GB ∑ 3{111}/[1̅10]. This is most likely related 
to the coordination of species at the grain boundary, which 
is similar to the one in bulk SrTiO3 (i.e. Ti is 6 fold 
coordinated and Sr is 12 fold coordinated). This appears to 
result in long-lived optical vibrational modes as 
demonstrated by the narrow peaks in the HFACF spectrum 
(Fig. S5). As the in-plane HFACF spectrum has peaks that are 
sharper than those shown by the out-of-plane HFACF 
spectrum, this results in a lower in-plane contribution to the 
thermal conductivity compared to the out-of-plane. These 
long-lived optical modes indeed do not scatter acoustic 
vibrational modes as frequently as shorter lifetime optical 
vibrational modes, resulting in higher thermal conductivity 
through (i.e. out-of-plane) the grain boundary. 78 
Therefore, we can conclude that in general for layered 
nanostructures of SrTiO3, a smaller inter-boundary distance 
will be desirable to maximise the reduction in thermal 
conductivity.  
3.4 Vibrational Response of Simulated Structures 
It is clear that if we are to gain a better control on the 
thermal conductivity, i.e. control the measurable 
macroscopic property, there is a need to manipulate the 
structure of the interfaces. Thus, we need atom level 
structural details that can be linked to the macroscopic 
property.  
We therefore propose a computational protocol that can 
identify the vibrational responses of nanoscale structural 
features in these layered nanostructures, but it has no 
conceptual limitation in its application to any 
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nanostructure. This protocol provides a useful tool to 
analyse data from molecular dynamics calculations as 
shown for 3D assemblages of nanocubes of SrTiO3.14 If we 
consider the spectrum of the heat-flux autocorrelation 
function (HFACF), it displays characteristic peaks 
corresponding to Γ - point vibrational modes, the presence 
of which contributes to increased phonon-phonon 
scattering.61, 62 This can be compared to the phonon density 
of states (PDOS) calculated using lattice dynamics 
calculations. An example for bulk SrTiO3 is provided in Fig. 
3. The importance of this comparison is that LD calculations 
provide the eigenvectors corresponding to the atom-level 
motions associated with each vibrational mode (details in 
Section S1), and thus a direct route to identify the species 
and their location involved in each vibrational mode. This 
analysis provides quantitative information to define the 
regions within the layered nanostructure, which require 
further engineering to lower the thermal conductivity. 
Particular attention must be paid to the optical phonon 
modes appearing at lower frequencies. Due to the Bose-
Einstein distribution of phonons across frequencies, there is 
a larger occupation of acoustic vibrational modes at lower 
frequencies than higher frequencies.78, 80 To effectively 
scatter these low frequency acoustic modes and lower the 
thermal conductivity, it is ideal to generate new optical 
vibrational modes at these low frequencies. 
There is a further advantage in determining HFACF spectra 
of nanostructured materials via molecular dynamics 
simulations, as they can directly provide some features of 
the IR spectra, and unlike the PDOS, readily give the peak 
width of each mode. Although, molecular dynamics 
simulations can only be at the Γ - point as all periodic images 
are vibrating in phase with each other, the peaks of a HFACF 
spectrum correspond to a specific subset of Γ - point optical 
vibrational modes that will be IR active modes in polar 
materials.14, 60, 61 The criterion established by Landry et al.61 
requires that the sum of each atom’s eigenvectors (i.e. 
representing the displacement of the vibration) multiplied 
by the corresponding atom’s average energy, must be non-
zero for a given vibrational mode to appear in the HFACF 
spectrum. Landry’s criterion is identical to the IR selection 
rule requiring a change in dipole for a mode to be IR active 
if the multiplication by the atom’s average energy is 
replaced by the atom’s charge. It can therefore be inferred 
that the modes appearing in the HFACF spectrum will also 
be IR active modes in polar materials. Indeed, the peaks 
appearing in the HFACF spectra of stoichiometric bulk 
SrTiO3 are IR active modes.14  
The appearance of peaks, corresponding to optical modes, 
in the HFACF spectra (Fig. 4) allows direct evidence of the 
significant contribution of optical vibrational modes to the 
heat-flux, whereas acoustic vibrational modes are 
responsible for the long range transport of energy.81 Thus, 
the scattering of acoustic phonons by optical phonons 
cannot be ignored and constitutes an important 
contribution towards the lowering of the thermal 
conductivity. 
Before discussing the vibrational response of grain 
boundaries, we explain the procedure on stoichiometric 
bulk SrTiO3. 
3.4.1 Stoichiometric Bulk SrTiO3 
In our previous work, we have shown that the PDOS of bulk 
SrTiO3 (i.e. a stoichiometric single crystal) displays three 
vibrational modes at 5.7 THz, 14.1 THz and 22.4 THz, which 
are capable of interacting with the heat-flux. These modes 
are shifted to slightly lower frequencies in the HFACF 
spectrum due to finite temperature effects61 (Fig. 3). The 
three peaks in the HFACF spectrum of bulk SrTiO3 agree with 
experimental IR (LO) active modes appearing at 
approximately 5 THz, 14 THz and 23.5 THz.82 The peaks 
correspond to vibrational motions of local environments of 
Sr (12-fold cuboctahedral coordination), Ti (6-fold 
octahedral coordination) and O species at low, middle and 
high frequencies, respectively. Thus, if experimentation 
seeks to reduce the thermal conductivity, it would be better 
to act selectively on the different species depending on the 
relevant doping strategies.83, 84 
 
Fig. 3 Lattice dynamics (LD) phonon density of state (PDOS) calculated 
neglecting the effect of temperature, and the heat-flux autocorrelation 
functions (HFACF) spectrum at 500 K of bulk SrTiO3. Intensities are 
assigned based on the magnitude of the eigenvector sum for each 
vibrational mode for LD. Intensities in arbitrary units and Log10 scale for 
HFACF. 
3.4.2 SrTiO3 Layered nanostructures 
Whereas interpretation and manipulation of bulk SrTiO3 is 
conceptually relatively easy, when considering nanoscale 
structural features within the nanostructured material, the 
interpretation becomes somewhat more complex. In 
layered nanostructures the presence of grain boundaries 
generates new local coordination environments and thus 
additional vibrational modes (Fig. 4). As the thermal 
conductivity is related to the number of independent paths 
that the energy can flow through, these new vibrational 
modes are associated with the spatial distribution of atoms, 
i.e. the change in the coordination environments at the 
boundary and any boundary-boundary interactions, rather 
than directly to a density effect.60 However, if none of the 
optical modes have frequencies commensurate with a given 
acoustic vibrational mode, then an acoustic mode will not 
be scattered by the grain boundary.85, 86 Conversely, if the 
optical modes are capable of scattering acoustic phonons, 
this will result in lowering of the thermal conductivity of the 
material.  
For our purpose, we present only the HFACF spectra at 
500 K for 2nm-GB (Fig. 4) and in this case, we distinguish 
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explicitly between the in-plane (‖) and out-of-plane (⊥) 
vibrational contributions. These spectra show a number of 
new features (i.e. peaks) compared to the spectrum of bulk 
SrTiO3 (Fig. 3). It is worth emphasising that a HFACF 
spectrum with more and/or broader peaks generates a 
lower thermal conductivity. This is further demonstrated by 
the HFACF spectra at 500 K for 10nm-GB that contain 
generally a lower number of peaks compared to 2nm-GB 
systems (Fig. S5).  
 
 
Fig. 4 Lattice dynamics (LD) phonon density of state (PDOS) calculated neglecting the effect of temperature, and the heat-flux autocorrelation 
functions (HFACF) spectrum at 500 K for the 2nm-GB ∑ 3{111}/[1̅10], ∑ 3{112}/[1̅10] and ∑ 5{310}/[001] grain boundaries. The in-plane (∥) and 
out-of-plane (⊥) directional vibrational components are separated for each grain boundary. Intensities are assigned based on the magnitude of the 
eigenvector sum for each vibrational mode for LD. Intensities in arbitrary units and Log10 scale for HFACF. 
To identify the underlying vibrational motions and 
corresponding species of the new peaks in the HFACF 
spectra of 2nm-GB layered nanostructures, we compared 
the HFACF spectra with the PDOS of LD-GB for each 
configuration individually (Fig. 4) as we have done for bulk 
SrTiO3 (Fig. 3). Both 2nm-GB and LD-GB layered 
nanostructures have the same inter-boundary distance, 
which provides a more appropriate comparison between 
data arising from two different techniques (i.e. molecular 
dynamics and lattice dynamics).  
There is a good agreement between PDOS and HFACF 
spectra, both in the position and relative intensity of the 
peaks (Fig. 4). The regions of Sr, Ti and O vibrations display 
many peaks in the PDOS, which are generally grouped in 
broad peaks in the HFACF spectra, indicating that many of 
the underlying motions are concerted. The number of peaks 
increases with increasing the complexity of the structure, in 
order ∑ 3{111}/[1̅10], ∑ 3{112}/[1̅10] and ∑ 5{310}/
[001]. Hereafter, we present a summary of our findings, 
whereas a detailed analysis of each vibrational mode (i.e. 
peak) is presented in Table S2, S3 and S4.  
From a computational viewpoint, as we work towards an 
approach for predicting compositions and structures that 
lower thermal conductivity, we need to provide a 
quantitative analysis of the vibrational modes. We have 
therefore analysed all the vibrational motions shown in Fig. 
4 (listed in Table S2, S3 and S4) and presented the results in 
Fig. 5. Although the majority of the vibrational modes within 
the SrTiO3 layered nanostructures exhibit complex motions, 
there are some general features, which we can draw out. 
We have firstly divided the frequencies into three ranges 
(i.e. 0-10, 10-20 and 20-30 THz), and then identified the 
percentage vibrational modes in each frequency range that 
showed a different characteristic, whether in terms of (a) 
the direction of the mode relative to the grain boundary 
orientation, (b) the region or location where the mode is 
most active, and (3) the species which is most active in each 
mode. This information can be gained by analysing the 
eigenvectors associated with each atom in the simulation 
cell for each vibrational mode.  
Mathematical details of calculations of these three 
quantities are in Supporting Information Section S2. The 
analysis is presented in Fig. 5, where Fig. 5(a) shows 
percentage of modes in the three frequency ranges that are 
scattered largely in-plane (parallel) or out-of-plane 
(perpendicular) to the grain boundary plane, Fig. 5(b) shows 
the percentage of modes scattered predominantly in the 
grain boundary (GB) or in the inter-boundary (IB) regions, 
and Fig 5(c) shows the scattering in the three frequency 
ranges according to species, so whether Sr, Ti or O species 
were involved in the scattering of phonons. 
The analysis in Fig. 5(a) shows the percentage of vibrational 
modes that have a predominant in-plane and an out-of-
plane character for each of the layered nanostructures in 
the three frequency ranges studied (i.e. 0-10, 10-20 and 20-
30 THz). The percentage of out-of-plane modes, calculated 
by summing those vibrational modes with a total 
eigenvector perpendicular to the grain boundary is 
generally higher than the percentage of in-plane modes 
(sum of vibrational modes with a total eigenvector parallel 
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to the grain boundary). It is worth noting that this 
correlation also matches the relationship between in-plane 
and out-of-plane contribution to the thermal conductivity 
(Fig. S5(b), Fig. S5(d), Fig. S5(f)) for the three grain 
boundaries, where the out-of-plane contribution is lower 
than the in-plane contribution to the thermal conductivity. 
However, whereas this holds for ∑ 3{112}/[1̅10] and 
∑ 5{310}/[001], ∑ 3{111}/[1̅10] does not seem to 
conform. Unlike the other two grain boundaries studied, 
this boundary shows a higher percentage of vibrational 
modes with dominant in-plane character compared to 
those that have a dominant out-of-plane character, at least 
for frequencies lower than 20 THz. Thus, one would expect 
that the in-plane contribution to the thermal conductivity 
would be higher than the out-of-plane contribution. This is 
not the case as shown in Fig. S5(b), where the opposite is 
seen. It is clear that this discrepancy is due to its structural 
complexity (section 3.1) as at the boundary, the 
nanostructure does not show any dangling bonds (i.e. all the 
species at the grain boundary are fully coordinated), there 
is a relatively high density compared to the other two grain 
boundaries (as demonstrated by the number of SrTiO3 units 
per nm2, 0.48 per nm2). Examination of Fig. 4(a) and Fig. 
4(d), which show the in-plane (‖) and out-of-plane (⊥) 
HFACF spectra at 500 K for 2nm-GB ∑ 3{111}/[1̅10], can 
shed some light onto our finding. Although the vibrational 
modes in Fig. 4(a) and Fig. 4(d) are within the same range of 
frequencies, the modes in Fig. 4(a) are generally 
concentrated below the main Sr peak (i.e. 5 THz), whereas 
in Fig. 4(d) they are more evenly distributed across the 
whole range of frequencies. Therefore, even though below 
20 THz there are more peaks with in-plane character, the 
peaks with out-of-plane character are more effective at 
scattering acoustic phonons due to their low frequency (i.e. 
below 5 THz) and the greater amount of low frequency 
acoustic phonons due to the Bose-Einstein distribution.78, 80 
Fig. 5(b) shows the percentage of vibrational modes that 
have a predominant grain boundary or inter-boundary 
character for each of the layered nanostructures in the 
three frequency ranges studied. This means that all the 
vibrational modes with a total eigenvector that arises with 
a greater contribution from species located at the grain 
boundary are considered to have a predominant grain 
boundary (GB) character, whereas all the vibrational modes 
with a total eigenvector that arises with a greater 
contribution from species located in the inter-boundary 
region are considered to have a predominant inter-
boundary (IB) character. The region contribution (Fig. 5(b)) 
shows that the vibrational modes may have a predominant 
grain boundary (GB) or inter-boundary (IB) character. This 
arises from the fact that the IB and GB regions are 
structurally different. In the GB region some of the species 
have local coordination environments that are different 
from Sr, Ti and O species in bulk SrTiO3, whereas all the 
species in the IB region have local coordination 
environments for Sr, Ti and O species that are the same as 
in bulk SrTiO3. Our analysis shows that the largest 
contribution to the total percentage of vibrational modes 
arises generally from both the IB and the GB regions (Fig. 
5(b)). This further supports that as noted previously all the 
vibrational modes for these layered nanostructures are 
complex motions where species in the IB and GB regions 
both contribute to the scattering of phonons at all 
frequencies. There are however some peculiar difference 
between the different nanostructures. ∑ 3{111}/[1̅10] 
grain boundary shows that the dominant contribution in the 
region below 10 THz arises from the inter-boundary region, 
whereas ∑ 5{310}/[001] has almost identical 
contributions from the inter-boundary and the grain 
boundary regions throughout the entire range of 
frequencies (0 – 30 THz).  
 
Fig. 5 Percentage of vibrational modes analysed depending on (a) 
direction (in-plane and out-of-plane), (b) region (inter-boundary IB, and 
grain boundary GB) and (c) species (Sr, Ti and O species), that have a 
dominant contribution to the vibration, for ∑ 3{111}/[1̅10], ∑ 3{112}/
[1̅10] and ∑ 5{310}/[001] grain boundaries in three frequency range. 
Note: the dominant direction has been normalized to account for the in-
plane (‖) contribution consisting of two directions parallel to the grain 
boundary (i.e. y and z), whereas the out-of-plane (⊥) only of one 
direction across the grain boundary (i.e. x). 
Fig. 5(c) shows the percentage of vibrational modes that 
have a predominant Sr or Ti or O (i.e. different species) 
character in the three frequency ranges studied. This means 
that all the vibrational modes with a total eigenvector that 
arises from a greater contribution from Sr species are 
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labelled as “Sr”, those with a greater contribution form Ti 
species are labelled as “Ti”, and those with a greater 
contribution from O species are labelled as “O”. Analysis of 
the contribution of vibrational modes from the different 
species (Fig. 5(c)) indicates that for all the frequency ranges 
studied (i.e. 0-10, 10-20 and 20-30 THz) the vibrational 
mode is always characterized by the vibration of a dominant 
species (i.e. Sr, Ti or O). For bulk SrTiO3 (Fig. 3 and section 
3.4.1), the region below 10 THz was defined by Sr vibrations, 
between 10 – 20 THz by Ti vibrations and above 20 THz by 
O vibrations. However this division does not hold for all the 
layered nanostructures, reiterating that the vibrations are 
indeed complex modes due to the presence of the grain 
boundary. It still holds for ∑ 3{111}/[1̅10], but for 
∑ 3{112}/[1̅10] and ∑ 5{310}/[001], only the region 
below 10 THz is dominated by Sr vibrations. As the 
complexity of the structure and coordination of species at 
the grain boundary increases, the frequencies above 10 THz 
become a mixture of Ti and O vibrations. In these two 
boundaries there is also a larger number of Ti vibrations 
below 10 THz compared to the ∑ 3{111}/[1̅10] boundary.  
3.5 Implication for Nanostructuring SrTiO3  
Our data collected for layered nanostructures shows that 
those with grain boundaries that display a greater number 
of features in the HFACF spectra, have lower thermal 
conductivity, i.e. in order ∑ 3{111}/[1̅10], ∑ 3{112}/[1̅10] 
and ∑ 5{310}/[001]. Inspection of the vibrational modes 
from lattice dynamics calculations allows for the 
identification of the nature of the species, whether Sr, Ti or 
O (Fig.5(c)), that is vibrating, and their physical location 
within the layered nanostructure, whether the species 
reside at the grain boundary or in the inter-boundary region 
(Fig.5(b)). Thus, there are two implications when 
considering any manipulation of these nanostructures to 
further reduce the thermal conductivity.  
One is a compositional factor. In this case, although the 
variety of Sr and Ti environments in grain boundaries 
promotes new vibrations, three vibrational regions are still 
distinguishable at frequencies close to the characteristic Sr 
(~5 THz), Ti (~14 THz) and O (~20 THz) vibrational 
frequencies of bulk SrTiO3. This is of particular advantage as 
it reduces the complexity of any consideration to further 
reduce the thermal conductivity.  
The other is a structural factor (i.e. the structure of the grain 
boundary). Our analysis shows that as the complexity of any 
nanoscale structural feature increases, the number of 
complex vibrations also increases (Fig. 4 and Fig. 2). These 
vibrations involve species that are located in both inter-
boundary and grain boundary regions, but in the majority of 
cases, the contribution of one region dominates (Fig. 5(b)). 
Generally, within the three identified regions of Sr, Ti and O 
vibrations, those with a more inter-boundary character are 
the more intense (i.e. highest and broader peaks in Fig. 4).  
Our computational analysis shows that nanostructuring 
SrTiO3 can indeed lower thermal conductivity, and that this 
arises from considerations on the species that are vibrating 
and their location within the nanostructure. It is clear that 
to gain the best result, knowledge of the structures of grain 
boundaries that are introduced in the layered 
nanostructure is invaluable. Our results show that our 
computational framework can provide atom level details 
and their corresponding vibrational response, and that this 
can be achieved in a routine way using a combination of 
molecular and lattice dynamics. Therefore, any 
experimental attempt to lower thermal conductivity of 
layered nanostructures can in principle be based first on 
computational guidelines.  
Our results show that the choice of grain boundary 
structure influences the thermal conductivity, with a more 
dense and stable ∑ 3{111}/[1̅10] structure showing higher 
thermal conductivity than a less dense and less stable 
∑ 5{310}/[001] structure. From an experimental 
viewpoint, it will be worth focusing on techniques that can 
control the structure of the interfaces within the 
nanostructured material.71, 75, 87, 88 Furthermore, annealing 
of samples should be performed at lower temperature and 
for a reduced time to limit grain growth and ensure that 
higher index (i.e. less stable) surfaces and interfaces will be 
present. 
Our results also show that as the inter-boundary distance 
between the grain boundaries decreases so does the 
thermal conductivity, and also that for inter-boundary 
distances of 2 nm the out-of-plane contribution of the 
thermal conductivity is lower than the in-plane contribution 
(Fig. S4). Thus any enhanced phonon scattering should 
target the inter-boundary region rather than the grain 
boundary region. This can be achieved by choosing dopant 
that do not segregate to grain boundary.  
4. Conclusions 
We developed a computational protocol, combininng 
lattice and molecular dynamics calculations, to examine the 
relationship between the structure of layered 
nanostructures containing specific tilt grain boundaries of 
an important thermoelectric material, SrTiO3, and their 
thermal conductivities.  
Analysis of the phonon density of state (PDOS) and the heat-
flux autocorrelation function (HFACF) spectrum for each 
solid interface provides evidence that there are two factors 
controlling the thermal conductivity at the boundary: one is 
the composition and the other is the coordination of 
boundary species.  
The vibrational response of the tilt grain boundaries in 
SrTiO3 layered nanostructures is characterized by complex 
vibrational modes that involve both species at the grain 
boundary and in the inter-boundary region. Increased 
structural complexity results in an increased number of 
these modes and provides a more efficient scattering of 
phonons. This allow for the reduction of thermal 
conductivity, which for our tilt boundaries follows the order 
∑ 3{111}/[1̅10], ∑ 3{112}/[1̅10] and ∑ 5{310}/[001]. 
Furthermore, when phonon-boundary scattering becomes 
the dominant process over the phonon-phonon scattering, 
the thermal conductivity lowers further and for ∑ 5{310}/
[001] it results in a near constant thermal conductivity as a 
function of temperature.  
Finally, future work should include a larger scale 
investigation over a broader selection of grain boundaries 
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as a function of their Σ value, should account for the effect 
of point defects in the space charge layer induced by the 
presence of grain boundaries, and should be extended to 
thermoelectric properties such as Seebeck coefficient and 
electronic conductivity, which along with the thermal 
conductivity contribute to the thermoelectric efficiency of 
the material. 
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