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Abstract: Success of S-matrix in quantum field theory in Minkowski spacetime naturally
leads to the question of construction of S-matrix in a general curved spacetime. It is known
that a global description of S-matrix may not exist in an arbitrary curved spacetime. Here,
we give a local construction of S-matrix in quantum field theory in curved spacetime us-
ing Riemann-normal coordinate which mimics the methods, generally used in Minkowski
spacetime. Using this construction, scattering amplitudes and cross-sections of some scat-
tering processes are computed. They can be used to probe features of curved spacetime as
these local observables carry curvature dependent corrections. Compatibility of the local
construction of the S-matrix with the spacetime symmetries is discussed.
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1 Introduction
S-matrix is one of the most important observables in quantum field theory (QFT), behind
the discovery of nucleons to Higgs boson in different scattering phenomena in high energy
particle colliders [1], [2]. The success of S-matrix in QFT raises the question regarding the
description of S-matrix in QFT in curved spacetime [3], [4], [5] where background geometry
is treated as classical on which matter is quantized.
Developments of S-matrix in curved spacetime have been going on for quite sometime
[6], though the generalization from flat Minkowski spacetime to a general curved spacetime
manifold is not straightforward. Thus, it is important to have a physical understanding of
S-matrix in curved spacetime which reproduces known results in the flat-spacetime limit. A
description of S-matrix in curved spacetime would be deemed successful if it exhibits Uni-
tarity, Analyticity and Compatibility with spacetime symmetries. A description satisfying
these three conditions is not yet available [7–9]. This would provide a way to understand
and place constraints on a successful theory of Quantum Gravity that can be probed by
looking at scattering phenomena at very high energy scales in LHC, SLAC and other future
high energy particle colliders where solution of Einstein’s equation Gµν = Tµν would give
rise to a non-trivial compact curved spacetime [10].
In [6] the question of existence of S-matrix in curved spacetime was probed , and the
"in" and "out" creation and annihilation operators were mapped [11] through S-matrix via
Bogoliubov transformation. Here the focus was particle creation phenomena by gravitation
field [6]. In [12], [13], [14] the point splitting method was used to regularize the diver-
gences which arise when separation between points in Green’s function is taken to be zero.
However, this approach is not useful for massless field theories as there it gives rise to diver-
gence because of series expansion of Green’s function in 1mass2 . Although the point-splitting
method is successful in regularizing divergence arising due to zero point-separation, the
notion of particle states crucial for defining S-matrix, is absent. Hence, we will not pursue
with this technique, modulo some additional comments, in this work.
S-matrix in global de-Sitter spacetime was considered in [15]. Here it was pointed out
that the prescription for defining S-matrix in flat Minkowski spacetime is not well-defined
in de-Sitter space because of IR-divergences. Hence, use was made of Schwinger-Keldysh
path integral formalism with particular contour in time integral that goes from de-Sitter
horizon to past-infinity, returns to horizon, goes all the way to future-infinity and then
comes back again to de-Sitter horizon. In contrast in [16] it was claimed that the in/in
formalism works in de-Sitter space without any divergences. Thus, there seems to be an
ambiguity in defining S-matrix in de-Sitter space.
In [17] the discussion was started by asking the question “why, in the standard formu-
lation of QFT, a ‘global’ technique such as the decomposition of fields into positive and
negative frequency parts is required for a successful description of such ‘local’ entities as
particles" which is required for describing S-matrix. The question was answered through
what is known as complex structure on vector space of real solutions of the Klein-Gordon
equation. In [18] it was brought out that there is no complex structure that satisfies all
demands on S-matrix in AdS spacetime which are invariant under AdS isometries, induction
– 2 –
of a positive definite inner product, compatibility with the standard S-matrix picture and
recovery of standard structures in Minkowski spacetime under a limit of vanishing curva-
ture. Further, it was also commented that S-matrix construction proposal from boundary
states in AdS/CFT conjecture has remained unclear due to lack of conceptual foundation
for a notion of boundary states.
In [19] it was suggested that, since in a general curved spacetime manifold there are
no asymptotic flat-regions in which to define “in" and “out" states, it follows that there
is no well-defined S-matrix in a general curved spacetime. Similar conclusion was reached
from the perspective of cosmology in [20]. Here it was argued that no realistic cosmological
model permits the global observations associated with an S-matrix since the observer is
not outside of the system, hence, initial states can’t be setup. Moreover it was noted in
[21] that in a compact universe, an S-matrix description must restrict to states with a finite
number of extra particles, and this restriction is necessary but not sufficient. Recently it was
pointed out that the event horizon obstructs in the definition of S-matrix [22], [23]. In [20]
it was also commented that there is no S-matrix in de-Sitter universe since the observer’s
causal diamond misses almost all of the asymptotic regions in the global metric on which
the global “in" and “out" states might be defined. Using general boundary formulation a
resolution of a well known problem of AdS was claimed in [24], where due to the lack of
temporarily asymptotic free states the usual S-matrix can’t be defined.
Though unitarity of interacting field theory in curved spacetime was shown in [9], in
[10] it was argued that unitarity of gravitational S-matrix is a more profound problem in
formulating a complete theory of Quantum Gravity. For investigating these questions, one
should look for physical quantities that a theory of gravity should be able to compute of
which one possibility is quantum mechanical observables that approximate local observables
in certain states and conditions, and another, in cases where, a good flat spacetime limit
exists.
Keeping in mind the above discussions, we propose a technique through which a local
description of S-matrix in curved spacetime can be given. To describe a global S-matrix, it
is well known [5] that notion of asymptotic free states is required, which one can be defined
under the following set of conditions
• asymptotically flat spacetime or
• non-vanishing curvature only in a compact region or
• globally hyperbolic spacetime (which possesses a Cauchy hypersurface) which is mostly
a necessary condition in Hamiltonian formulation of General Relativity or
• asymptotically stationary spacetime (since time-like Killing vector field gives rise to
a split between positive and negative frequencies) or
• existence of Feynman propagator (propagating positive frequency in-states into posi-
tive frequency out-states)
Here we approach the problem from the local point of view although the 2nd and 5th
conditions mentioned above hold for our approach. We consider a local patch of spacetime
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manifold about a fixed point which we call origin of that patch, in which no two geodesics
intersect and where we consider scattering events to occur. This region may not be nec-
essarily small; it depends on the background geometry such that in that region no two
geodesics can intersect and focusing of geodesics is controlled by Ricci tensor through the
Raychaudhuri equation [25], [26]. We assume that the interaction time scale between parti-
cles is very small compared to space like hypersurfaces that bound the compact region. In
this region using Riemann-Normal coordinate (RNC) we can get the notion of free-states on
the space-like hypersurfaces which bound this compact region. These can be measured by
a local observer through local measurements only [27]. Our construction not only enables
the calculation of scattering amplitudes which captures curvature effects but is also able to
show that S-matrix in curved spacetime is a local observable and scattering amplitude of
a process depends on the curvature of manifolds at the origin of different chosen patches.
Therefore, it varies smoothly over the whole manifold.
2 Regularization techniques for Green’s function
There are a number of regularization techniques in literature for handling divergences in
QFT in flat spacetime, for example, Pauli-Villars regularization, dimensional regularization,
cut-off regularization, zeta function-regularization [28], [29], [30], [31]. For regularization
of divergences in QFT in general curved spacetimes in a fully covariant manner geodesic
point-splitting [14], [12] scheme developed by De-Witt [32, 33] has proven to be robust and
trustworthy. This scheme is based on the proper-time method introduced by Schwinger
[34, 35] to calculate Green’s function associated with a quantized fermion field.
The main physical quantities which need to be renormalized are the vacuum expectation
values of products of fields φ(x) and their derivatives. But products such as 〈φ(x)φ(x′)〉
contain fields evaluated at two different spacetime points x and x′. One can show, at-least
in flat spacetime, that this product is finite as long as two points are separated in spacetime.
Infinities will arise when these two spacetime points are brought together.
The Hadamard elementary function is constructed from 〈φ(x)φ(x′)〉 and is finite as long
as x 6= x′. The point splitting scheme is actually an asymptotic expansion of the bi-scalar
G(1)(x, x′) in powers of the mass m of the quantized field, known as “DeWitt Schwinger
expansion". The expansion goes as
G(1)(x, x′) = A+(x, x′)m2 +A0(x, x′) +A−2(x, x′)m−2 + . . . , (2.1)
where the An coefficients are constructed from curvature and electromagnetic strength
tensor (if gauge fields are present). These coefficients actually captures the divergences in
the limit x′ → x, which can be subtracted by adding suitable counter-terms. Although this
technique works well with singularities when x′ → x, there could be a problem with massless
field theories as can be seen from the above expression. Even though this technique regulates
the divergences appropriately for massive field theories there seems to be a lack of quantum
state description from this perspective. For these reasons we will not use the point-splitting
technique here. Massless field theories are often used to probe certain physical features
through scattering processes via S-matrix. S-matrix description in flat spacetime produces
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useful insight in momentum space. However, in a general curved spacetime we don’t expect
to have global spatial translation symmetry, hence defining momentum coordinates globally
would be very hard. Also, since 4-momentum is a vectorial quantity one can’t actually
compare two such global measurements of vector like quantities since comparison depends
on the path of the observer through which the observer transported the vector. Therefore,
notion of global S-matrix is not well-defined in an arbitrary curved spacetime unless it has
right Killing vectors. Here we claim that a local description of S-matrix is possible; for that
we use RNC.
3 Extension of LSZ reduction theorem in curved spacetime
The LSZ reduction formula is an important result in QFT since it states that once we know
all the correlation functions in a given field theory, in principle, we can calculate all the
S-matrix elements and therefore that field theory is exactly solved.
3.1 Mode decomposition
Let us consider the following action which describes a free scalar field theory in curved
spacetime
S = −
∫
d4x
√
−g(x)
[1
2
gµν(x)∂µφ(x)∂νφ(x) +
1
2
m2φ2(x) +
ξ
2
R(x)φ2(x)
]
, (3.1)
where ξ denotes coupling strength between matter field φ and Ricci scalar R.
Then the equation of motion becomes
(2−m2 − ξR(x))φ(x) = 0, (3.2)
where 2φ = 1√−g∂µ(
√−g∂µφ) = 1√−g∂µ(
√−ggµν∂νφ).
And we choose solutions of the above equation to form a basis which will help us to
decompose field operator as follows
φˆ(x) =
∑
i
[aˆifi(x) + aˆ
†
if
∗
i (x)], (3.3)
where {fi, f∗i } are the set of solutions of eqn. (3.2).
Now we define an inner product in functional space as follows
(f, g) = −i
∫
Σ
d3x
√
−g(x)[f∗(t, ~x)
←→
∂0 g(t, ~x)]
= −i
∫
Σ
d3x
√
−g(x)[f∗(t, x)∂0g(t, ~x)− ∂0f∗(t, x)g(t, ~x)].
(3.4)
Note that subscript Σ denotes a spacelike or t = const hypersurface.
If {f, g} belongs to a set of solutions of eqn. (3.3), it can be shown that this inner prod-
uct is time independent [36]. Therefore, using Gram-Schmidt orthogonalization procedure
we can get a set of solutions of eqn. (3.3) such that
(fi, fj) = δij ,(f
∗
i , f
∗
j ) = −δij
(fi, f
∗
j ) = (f
∗
i , fj) = 0, ∀i, j.
(3.5)
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Using such inner products one can show that
aˆi(t) = (fi, φˆ(x))
= −i
∫
d3x
√−g(f∗i (t, ~x)
←→
∂0 φˆ(x)),
aˆ†i (t) = −(f∗i , φˆ(x))
= i
∫
d3x
√−g(fi(t, ~x)
←→
∂0 φˆ(x)).
(3.6)
3.2 Asymptotic creation, annihilation operators and LSZ reduction formula
Using (3.6) one can write
aˆ†i (∞)− aˆ†i (−∞) =
∫ ∞
−∞
dt ∂0aˆ
†
i (t)
= i
∫ ∞
−∞
dt ∂0
[ ∫
d3x
√−g(fi(t, ~x)
←→
∂0 φˆ(t, ~x))
]
= i
∫
d4x
√−g
[
fi
1√−g∂0(
√−g∂0φˆ(t, ~x))− 1√−g∂0(
√−g∂0fi(t, ~x))φˆ(t, ~x)
+ (∂0fi∂
0φˆ− ∂0fi∂0φˆ)
]
= i
∫
d4x
√−g
[
fi
1√−g∂0(
√−g∂0φˆ(t, ~x)) + 1√−g∂j(
√−g∂jfi(t, ~x))φˆ(t, ~x)
−m2fi(t, ~x)φˆ(t, ~x)− ξR(x)fi(t, ~x)φˆ(t, ~x) + (∂0fi∂0φˆ− ∂0fi∂0φˆ)
]
= i
∫
d4x
√−g
[
fi
1√−g∂0(
√−g∂0φˆ(t, ~x))− (m2 + ξR(x))fi(t, ~x)φˆ(t, ~x)
]
+ i
∫
d4x[∂j(
√−g∂jfi(x)φˆ(x))− ∂jfi(x)
√−g∂jφˆ(x) +
√−g(∂0fi∂0φˆ− ∂0fi∂0φˆ)]
= i
∫
d4x
[
fi(x)
1√−g∂0(
√−g∂0φˆ(t, ~x)) + fi(x) 1√−g∂j(
√−g∂jφˆ(t, ~x))
− (m2 + ξR(x))fi(t, ~x)φˆ(t, ~x)
]
= i
∫
d4x
√−gfi(x)[2−m2 − ξR(x)]φˆ(x),
(3.7)
where use has been made of the vanishing of the boundary term in the fourth equality.
This shows that
aˆ†i (−∞) = aˆ†i (∞)− i
∫
d4x
√−gfi(x)[2−m2 − ξR(x)]φˆ(x),
aˆi(∞) = aˆi(−∞)− i
∫
d4x
√−gf∗i (x)[2−m2 − ξR(x)]φˆ(x).
(3.8)
In scattering amplitude calculations these asymptotic relations will be useful, as will be
seen in the next section. Also note that these relations are similar to flat spacetime results
except that we have to suitably replace the d’Alembertian operator.
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Note that in scattering amplitude calculations, we are looking for quantities denoted
and defined as follows
S(f1, . . . , fm → fm+1, . . . , fn) = 〈0| T aˆm+1(∞) . . . aˆn(∞)aˆ†1(−∞) . . . aˆ†m(−∞) |0〉 , (3.9)
where T is the time-ordered product operation.
Making use of the relations in (3.8) it can be seen that
S(f1, . . . , fm → fm+1, . . . , fn)
=
∫
d4z1 . . . d
4zmd
4y1 . . . d
4yn
√
−g(z1) . . .
√
−g(zm)
√
−g(y1) . . .
√
−g(yn)
×(2−m2 − ξR)z1 . . . (2−m2 − ξR)zm(2−m2 − ξR)y1 . . . (2−m2 − ξR)yn
×〈0| T (φˆ(z1) . . . φˆ(zm)φˆ(y1) . . . φˆ(yn)) |0〉f1(z1) . . . fm(zm)f∗m+1(y1) . . . f∗m+n(yn).
(3.10)
This is the LSZ reduction formula for curved spacetime. It looks complicated from an
operational point of view. There is another way of deriving the same formula using the
functional integral formalism that gives a much simpler expression in terms of calculating
the S-matrix elements, which we discuss next.
4 Functional integral formulation
This section is mainly based on extension of functional integral formulation of field theory
applied in flat Minkowski spacetime [37], [38].
4.1 Generating functional
For free-field theory generating functional can be written as
Z0[J ] =
∫
Dφe−i
∫
d4x
√−g
[
1
2
gµν∂µφ∂νφ+
1
2
m2φ2+ 1
2
ξRφ2−Jφ
]
=
∫
Dφei
∫
d4x
√−g
[
1
2
φ(2−m2−ξR)φ+Jφ
]
= N e i2
∫
d4x d4y
√
−g(x)
√
−g(y)J(x)G(x,y)J(y),
(4.1)
where N = Z0[J = 0] = det(2−m2 − ξR).
Now consider an interacting field theory for example, φ4 theory in curved spacetime
whose generating functional would be
Z[J ] = N
∫
Dφe−i
∫
d4x
√−g
[
1
2
gµν∂µφ∂νφ+
1
2
m2φ2+ 1
2
ξRφ2+ λ
4!
φ4−Jφ
]
= N e−iλ
∫
d4x
√
−g(x)
(
1√
−g(x)
δ
δJ(x)
)4
Z0[J ].
(4.2)
Here N is chose such a way that Z[J = 0] = 1.
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Using
F
[ 1√−g δδφ]G[φ]e∫ Jφ√−gd4x∣∣∣φ=0 = F[ 1√−g δδφ]G[ 1√−g δδJ ]e∫ Jφ√−gd4x∣∣∣φ=0
= G
[ 1√−g δδJ ]F [J ],
(4.3)
the generating functional can be rearranged such that
Z[J ] = NZ0
[ 1√−g δδφ]e−i
∫ (λϕ4
4!
+iJϕ
)√−gd4x∣∣∣
ϕ=0
= N e
i
2
∫
d4x d4y
√
−g(x)
√
−g(y) 1√−g(x)
δ
δϕ(x)
G(x,y) δ
δϕ(y)
1√
−g(y) e
−i ∫ √−g(z)d4z(λϕ4
4!
+iJϕ
)∣∣∣
ϕ=0
.
(4.4)
Note that
e
i
2
∫
d4x d4y δ
δϕ(x)
G(x,y) δ
δϕ(y) e
∫
Jϕ
√−gd4x
= e
∫
Jϕ
√−gd4x
[
e−
∫
Jϕ
√−gd4xe
i
2
∫
x,y δxG(x,y)δye
∫
Jϕ
√−gd4x
= e
∫
Jϕ
√−gd4xe
[
i
2
∫
x,y δxG(x,y)δy+ i2 [
∫
x,y δxG(x,y)δy ,
∫
z
√−gJϕ]+ i
2
[[
∫
x,y δxG(x,y)δy ,
∫
z1
√−gJϕ],∫z2 √−gJϕ]
]
= e
∫
Jϕ
√−gd4xe
[
i
2
∫
x,y δxG(x,y)δy+i
∫
x,y
√
−g(x)J(x)G(x,y)δy+ i2
∫
x,y
√
−g(x)
√
−g(y)J(x)G(x,y)J(y)
,
(4.5)
where ∫
x,y
δxG(x, y)δy ≡
∫
d4x d4y
δ
δϕ(x)
G(x, y) δ
δϕ(y)∫
x,y
√
−g(x)J(x)G(x, y)δy ≡
∫
d4x d4y
√
−g(x)J(x)G(x, y) δ
δϕ(y)∫
x,y
√
−g(x)
√
−g(y)J(x)G(x, y)J(y) ≡
∫
d4x d4y
√
−g(x)
√
−g(y)J(x)G(x, y)J(y).
(4.6)
Therefore, we can write
Z[J ] = e i2
∫
x,y
√
−g(x)J(x)G(x,y)
√
−g(y)J(y)[ei ∫x,y√−g(x)J(x)G(x,y)δyF [ϕ]]
ϕ=0
,
F [ϕ] = N e i2
∫
x,y δxG(x,y)δye−i
λ
4!
∫
z ϕ
4√−g.
(4.7)
4.2 Scattering amplitude or S-matrix
Note that if we neglect 1st exponent of R.H.S of eqn. (4.7) then we get the following
contribution to N-point function (which is the connected part of the Green’s function Gc)
Gc(x1, . . . , xN ) =
∫
d4z1 . . . d
4zNG(x1, z1) . . .G(xN , zN )V (z1, . . . , zN ),
V (z1, . . . , zN ) = i
N δ
δϕ(z1)
. . .
δ
δϕ(zN )
F [ϕ]
∣∣∣
ϕ=0
,
(4.8)
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where F [ϕ] is the vertex functional and V (z1, . . . , zN ) is the vertex function.
If x01, . . . , x0n → −∞ and x0n+1, . . . , x0N →∞, then it can be seen that
{x01, . . . , x0n} < {z01 , . . . , z0n}, {x0n+1, . . . , x0N} > {z0n+1, . . . , z0N}. (4.9)
We will make certain comments on the above condition later.
Therefore, the Green’s function can be written as (from now onwards we will only
consider connected Green’s function, therefore, we omit the subscript ‘c’).
G(x1, . . . , xN ) =
∫
d4z1 . . . d
4zN
∑
{i1,...,iN}
fi1(z1)f
∗
i1(x1) . . . fin(zn)f
∗
in(xn)
×f∗in+1(zn+1)fin+1(xn+1) . . . f∗iN (zN )fiN (xN )V (z1, . . . , zN ).
(4.10)
Note that from eqn. (4.8) we can write
V (z1, . . . , zN ) =
N∏
j=1
√
−g(zj)(2−m2 − ξR)zjG(z1, . . . , zN ). (4.11)
Therefore, according to the definition, the S-matrix elements can be expressed as
S(f1, . . . , fn → fn+1, . . . , fN ) = 〈f1, . . . , fn| Sˆ |fn+1, . . . , fN 〉
=
∫
d4z1 . . . d
4zNf1(z1) . . . fn(zn)f
∗
n+1(zn+1) . . . f
∗
N (zN )
× V (z1, . . . , zN )
=
n∏
j=1
∫
zj
fj(zj)
√
−g(zj)(2−m2 − ξR)zj
×
N∏
i=n+1
∫
zi
f∗i (zi)
√
−g(zi)(2−m2 − ξR)ziG(z1, . . . , zN ),
(4.12)
where Sˆ is S-matrix operator. The above equation brings out the LSZ reduction formula,
derived from the functional integral formulation.
There is an important relation, shown below between generating functional and vertex
functional.
Z[J ] = e i2
∫
x,y
√
−g(x)J(x)G(x,y)
√
−g(y)J(y)[ei ∫x,y√−g(x)J(x)G(x,y)δyF [ϕ]]
ϕ=0
,
=⇒ Z[(2−m2 − ξR)ϕ˜] = e i2
∫
x,y
√
−g(x)(2−m2−ξR)xϕ˜(x)G(x,y)(2−m2−ξR)yϕ˜(y)
√
−g(y)
×
[
e
i
∫
x,y
√
−g(x)(2−m2−ξR)xϕ˜(x)G(x,y) δδϕ(y)F [ϕ]
]
ϕ=0
.
(4.13)
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Now by doing integration by parts twice we can write
Z[(2−m2 − ξR)ϕ˜] = e i2
∫
x,y
√
−g(x)ϕ˜(x)(2−m2−ξR)xG(x,y)(2−m2−ξR)yϕ˜(y)
√
−g(y)
×
[
e
i
∫
x,y
√
−g(x)ϕ˜(x)(2−m2−ξR)xG(x,y) δδϕ(y)F [ϕ]
]
ϕ=0
= e
i
2
∫
x
√
−g(x)ϕ˜(x)(2−m2−ξR)xϕ˜(x)
[
e
i
∫
x ϕ˜(x)
δ
δϕ(x)F [ϕ]
]
ϕ=0
= e
i
2
∫
x
√
−g(x)ϕ˜(x)(2−m2−ξR)xϕ˜(x)F [iϕ˜],
=⇒ F [ϕ˜] = e i2
∫
x
√
−g(x)ϕ˜(x)(2−m2−ξR)xϕ˜(x)Z[−i(2−m2 − ξR)ϕ˜].
(4.14)
5 Riemann-normal coordinates
From the point splitting method, it is known that on an underlying curved manifold, explicit
calculations for a perturbative expansion of some physical observable requires a lot more
effort than in flat spacetime. Hence, a formulation which allows the use of flat-spacetime
techniques on curved spacetime would be very welcome. A procedure which allows one to
decouple gravitation interaction from quadratic kinetic part of the action was shown in [39]
using Riemann-normal coordinates. This approach is different from heat kernel method
that is used in zeta-function regularization and point-splitting methods.
5.1 Riemann-normal coordinate expansion
Riemann-normal coordinates are the closest analogue of flat spacetime coordinates in curved
spacetime. This coordinate system is defined in such a way that geodesics emanating from
one point to another point of the manifold are mapped to a straight line or rather the vector
lies on the tangent space. As mentioned earlier this coordinate does not cover the whole
manifold, rather it covers a patch in the neighborhood of a given point, which will be taken
as origin of this coordinate system. And the coordinate frame is well-defined as long as the
geodesics don’t intersect in that patch.
The main idea behind defining RNC (Riemann-normal coordinate) expansion is to use
geodesics through origin to define geodesics at neighbouring points to recreate locally a
smooth patch. In this coordinate, a generic point x is defined by the components of the
tangent vector, evaluated at the origin of that coordinate system, to the geodesic which
links x and x′, where we choose x′ to be the origin of this coordinate frame. Denoting the
components of the tangent vector by zµ and s the affine parameter of the geodesic measured
between x and x′, Riemann-normal coordinates are defined as follows
xµ = szµ,
zµ = −∇µxσ(x, x′),
(5.1)
where σ(x, x′) is a Synge’s world function [27], [40], [41], [42]. Synge’s world function
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satisfies following identities
σ(x, x′) =
1
2
σ;µ(x, x′)σ;µ(x, x′)
=
1
2
σµ(x, x′)σµ(x, x′)
=
1
2
σµ
′
(x, x′)σµ′(x, x′) = σ(x′, x),
(5.2)
where µ′ denotes derivative w.r.t x′µ and ; represents covariant derivative. A transformation
from characterizing a geodesic by {xµ, x′µ} to {xµ, σν′(x, x′)} is given by the Jacobian
∂(σν′ , x
ρ′)
∂(xµ, x′σ)
= det
[
∂σν′
∂xµ
∂σν′
∂x′τ
∂x′ρ
∂xµ
∂x′ρ
∂x′τ
]
= det
∂(σν′)
∂(xµ)
= det(σ,µν′).
(5.3)
We define another quantity which is
Dµν′ = −σµν′ , (5.4)
from which we extract the van Vleck-Morette determinant defined as
D(x, x′) = det(Dµν′), (5.5)
whose divergence gives us the information about a caustic surface on which 2 geodesics can
intersect. Another geometrical quantity which would be required is
∆(x, x′) ≡ g− 12 (x)D(x, x′)g− 12 (x′). (5.6)
5.2 Expansion of metric in RNC
Let us consider a generic expansion of the metric tensor in RNC upto 6th order.
gµν(x = x
′ + z) = ηµν +Aµανβzαzβ +Bµανβγzαzβzγ + Cµανβγδzαzβzγzδ
+Dµανβγδηz
αzβzγzη + Eµανβγδηθz
αzβzγzδzηzθ +O(z7). (5.7)
Similarly for the inverse metric gµν
gµν(x = x′ + z) = ηµν +A
′µ ν
α βz
αzβ +B
′µ ν
α βγz
αzβzγ + C
′µ ν
α βγδz
αzβzγzδ
+D
′µ ν
α βγδηz
αzβzγzδzη + E
′µ ν
α βγδηθz
αzβzγzδzηzθ +O(z7).
(5.8)
Here all the coefficients are evaluated at coordinate x′. A relation between above set of
coefficients can be found from following condition
gµρ(x)gρν(x) = δ
µ
ν , (5.9)
– 11 –
which implies
A
′µ ν
α β = −ηµρηνσAρασβ,
B
′µ ν
α βγ = −ηµρηνσBρασβγ ,
C
′µ ν
α βγδ = −ηµρηνσCρασβγδ − ηνσA
′µ ρ
α βAργσδ,
D
′µ ν
α βγδη = −ηµρηνσDρασβγδη − ηµρAρασβC
′σ ν
γ δηθ
− ηµρBρασβγA′σ νδ η ,
E
′µ ν
α βγδηθ = −ηµρηνσEρασβγδηθ − ηµρAρασβC
′σ ν
γ δηθ
− ηµρBρασβγB
′ρ ν
δ ηθ − ηµρCρασβγδA
′ρ ν
η θ.
(5.10)
The coefficients of the expansion in eqn. (5.7) can be obtained as follows. Let us take
a tensorial quantity Tµν(x) and expanded around the origin z = 0 as
Tµν(x) =
∞∑
n=0
1
n!
(
∂
∂zαn
. . .
∂
∂zα1
Tµν
) ∣∣∣
z=0
zα1 . . . zαn , (5.11)
where the Taylor coefficients are also tensors belonging to tangent or cotangent space (de-
pending on the indices) at the origin since, as remarked earlier, Riemann-normal coordinates
are themselves vectors belonging to the tangent space at origin.
Using the fact that the geodesic equation is satisfied by Riemann-normal coordinates
it can be shown that in these coordinates, Christoffel symbol at origin is zero but not
necessarily its derivatives. Hence,
∂αTµν |z=0 = ∇αTµν |z=0. (5.12)
Hence, we can also write
∇α∇βTµν = ∂α(∇βTµν)− Γραβ∇ρTµν − Γραµ∇βTρν − Γραν∇βTµρ
= ∂α(∂βTµν − ΓσβµTσν − ΓσβνTµσ)
− Γραβ∇ρTµν − Γραµ∇βTρν − Γραν∇βTµρ,
=⇒ ∂α∂βTµν |z=0 = ∇α∇βTµν |z=0 + ∂αΓσβµ|z=0Tσν + ∂αΓσβν |z=0Tµσ
(5.13)
and so on. Note that
Rµαβγ(0) = ∂βΓ
µ
αγ(0)− ∂γΓµαβ(0). (5.14)
Now we use the fact that the symmetrized version of derivatives of Christoffel symbol at
any order is zero [43] and therefore
Rµανβ(0) +R
µ
βνα(0) = ∂νΓ
µ
αβ(0)− ∂βΓµαν(0) + ∂νΓµβα(0)− ∂αΓµβν(0),
=⇒ ∂νΓµαβ(0) =
1
3
(Rµανβ(0) +R
µ
βνα(0)).
(5.15)
In place of Tµν if we consider the metric gµν , we get
gµν(z) = ηµν − 1
3
Rµανβ(0)z
αzβ +O(z3). (5.16)
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Similarly we can get higher order terms if we take high order derivatives like in eqn (5.13).
As a result
gµν(z) = ηµν − 1
3
Rµανβz
αzβ − 1
6
Rµανβ;γz
αzβzγ
−
(
1
20
Rµανβ;γδ − 2
45
RλαβµRλγδν
)
zαzβzγzδ
−
(
1
90
Rµανβ;γδη − 2
45
RλαβµRλγδν;η
)
zαzβzγzδzη
−
(
1
504
Rµανβ;γδηθ − 17
1260
RλαβµRλγδν;ηθ −
11
1008
Rλαβµ;ηRλγδν;θ −
1
315
R λµαβR
κ
λγδ Rκηθν
)
× zαzβzγzδzηzθ +O(z7),
gµν(z) = ηµν +
1
3
Rµ να βz
αzβ +
1
6
Rµ να β;γz
αzβzγ
+
(
1
20
Rµ να β;γδ +
1
15
Rλ µαβ R
ν
λγδ
)
zαzβzγzδ
+
(
1
90
Rµ να β;γδη +
1
15
Rλ µαβ R
ν
λγδ ;η
)
zαzβzγzδzη
+
(
1
504
Rµ να β;γδηθ +
5
252
Rλ µαβ R
ν
λγδ ;ηθ +
17
1008
Rλ µαβ ;ηR
ν
λγδ ;θ −
2
189
Rµ λαβ R
κ
λγδ R
ν
κηθ
)
× zαzβzγzδzηzθ +O(z7),
−g(z) = 1− 1
3
Rαβz
αzβ − 1
6
Rαβ;γz
αzβzγ +
(
1
18
RαβRγδ − 1
20
Rαβ;γδ − 1
90
Rλ καβ Rλγδκ
)
zαzβzγzδ
+
(
1
18
RαβRγδ;η − 1
90
Rαβ;γδη − 1
90
Rλ καβ Rλγδκ;η
)
zαzβzγzδzη
+
[ 1
72
Rαβ;ηRγδ;θ − 1
504
Rαβ;γδηθ − 1
315
Rλ καβ Rλγδκ;ηθ −
1
336
Rλ καβ ;ηRλγδκ;θ +
1
60
RαβRγδ;ηθ
+
2
2835
R λραβR
κ
λγδ R
ρ
κηθ −
1
162
RαβRγδRηθ − 1
30
RαβR
λ κ
γδ Rληθκ
]
zαzβzγzδzηzθ +O(z7).
(5.17)
5.3 d’Alembertian operator in curved spacetime using RNC
(−g(x)) 14 (−2x +m2 + ξR(x))G(x, y)(−g(y)) 14 = −δ(4)(x− y). (5.18)
Let G¯(x, y) ≡ (−g(y)) 14G(x, y)(−g(x)) 14 then using RNC, eqn. (5.18) becomes [39]
ηµν∂µ∂ν G¯ −
[
m2 + (ξ − 1
6
)
]
G¯ − 1
3
R να z
α∂ν G¯ + 1
3
Rµ να βz
αzβ∂µ∂ν G¯
−(ξ − 1
6
)R;αz
αG¯ + (1
6
R ναβ; −
1
3
R να ;β)z
αzβ∂ν G¯ + 1
6
Rµ να β;γz
αzβzγ∂µ∂ν G¯
−1
2
(ξ − 1
6
)R;αβz
αzβG¯ + ( 1
40
2Rαβ − 1
120
R;αβ − 1
130
R µα Rβµ −
1
60
RλκRλαβκ +
1
60
Rλ µκα Rλβµκ)z
αzβG¯
+(
1
10
R ναβ; γ −
3
20
R να ;βγ +
1
60
RλαR
ν
λβγ −
1
15
Rλ καβ R
ν
λγ κ)z
αzβzγ∂ν G¯
+(
1
20
Rµ να β;γδ +
1
15
Rλ µαβ R
ν
λγδ )z
αzβzγzδ∂µ∂ν G¯ = −δ(4)(x− y).
(5.19)
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Note that eqn. (5.18) is the equation for Green’s function.
In momentum space we have
G¯(z) =
∫
d4k
(2pi)4
eikµz
µ G¯(k). (5.20)
The reason behind writing G¯(z) (where z is in RNC system) in the above manner will be
discussed later.
In momentum space eqn. (5.19) can be solved by taking into account derivatives of the
metric in ascending order as
G¯(k) = G¯0(k) + G¯1(k) + G¯2(k) + . . . , (5.21)
where G¯i(k) contains ith derivative of metric at z = 0 and is of the order of k−(2+i) such
that dimensional wise all the terms match.
5.4 Green’s function in momentum space using RNC
One can immediately verify that at lowest order in which no derivative of metric arises, the
only terms remaining in eqn. (5.19) are
ηµν∂µ∂ν G¯0(x, y)−m2G¯0(x, y) = −δ(4)(x− y), (5.22)
and employing Fourier transform, in eqn. (5.20),
G¯0(k) = 1
k2 +m2
, (5.23)
while having no 1st order derivative of metric at z = 0 in eqn. (5.19), one obtains
G¯1(k) = 0. (5.24)
At 2nd order we get
ηµν∂µ∂ν G¯2(x, y)−m2G¯2(x, y)− (ξ − 1
6
)RG¯0(x, y)
− 1
3
Rναz
α∂ν G¯0(x, y) + 1
3
Rµ να βz
αzβ∂µ∂ν G¯0(x, y) = 0.
(5.25)
It is important to recall that the term G¯0(x, y) depends manifestly only on the scalar
z2 = ηµνz
µzν . For this kind of function we have a simple identity
− 1
3
Rναz
α∂ν G¯0(x, y) + 1
3
Rµ να βz
αzβ∂µ∂ν G¯0(x, y) = 0, (5.26)
using which we obtain
ηµν∂µ∂ν G¯2(x, y)−m2G¯2(x, y) = (ξ − 1
6
)RG¯0(x, y),
=⇒ G¯2(k) = −
(ξ − 16)R
(k2 +m2)2
.
(5.27)
– 14 –
And similarly because of z2 dependence of G¯0,2 we get the following identities
(
1
6
R ναβ; )−
1
3
R να ;β)z
αzβ∂ν G¯0 + 1
6
Rµ να β;γz
αzβzγ∂µ∂ν G¯0 = 0,
(
1
10
R ναβ;γ −
3
20
R να ;βγ +
1
60
RλαR
ν
λβγ −
1
15
Rλ καβ R
ν
λγ κ)z
αzβzγ∂ν G¯0
+(
1
20
Rµ να β;γδ +
1
15
Rλ µαβ R
ν
λγδ )z
αzβzγzδ∂µ∂ν G¯0 = 0,
(5.28)
which leads to
ηµν∂µ∂ν G¯3 −m2G¯3 − (ξ − 1
6
)R;αz
αG¯0 = 0. (5.29)
It should be noted that
zαG¯0(z) =
∫
d4k
(2pi)4
(
−i ∂
∂kα
eik.z
)
G¯0(k)
=
∫
d4k
(2pi)4
eik.zi
∂
∂kα
G¯0(k),
(5.30)
from which it follows in momentum space that
(k2 +m2)G¯3(k)− i(ξ − 1
6
)R;α∂
α(k2 +m2)−1 = 0,
=⇒ G¯3(k) = i
(ξ − 16)R;α
k2 +m2
∂α(k2 +m2)−1.
(5.31)
At 4th order we are left with
ηµν∂µ∂ν G¯4 −m2G¯4 − (ξ − 1
6
)RG¯2 − 1
2
(ξ − 1
6
)R;αβz
αβG¯0 + aαβzαzβG¯0 = 0,
aαβ =
1
40
2Rαβ − 1
120
R;αβ − 1
30
R µα Rβµ −
1
60
RλκRλαβκ +
1
60
RλαRλβµκ.
(5.32)
Hence, we get the 4th order term as
G¯4(k) = (ξ−1
6
)2R2(k2+m2)−3+1
2
(ξ−1
6
)
R;αβ
k2 +m2
∂α∂β(k2+m2)−1−aαβ(k2+m2)−1∂α∂β(k2+m2)−1.
(5.33)
6 Fourier transformation and state space description in curved spacetime
using RNC
6.1 Fourier transform in curved spacetime
Using the information from section (5.1) we define the Fourier transform of field variable
ϕ(x) as
ϕ¯(k) =
∫
d4x
√
−g(x)∆(x, x′)eikµ′σµ
′
(x,x′)ϕ(x), (6.1)
– 15 –
where prime superscript denotes derivative w.r.t x′ (origin in RNC) or tangent vectors at
x′. Then one can check that
ϕ(x) =
∫
d4k′
(2pi)4
√
−g(x′)e−ikµ′σµ
′
(x,x′) ¯ϕ(k)
=
∫
d4k′
(2pi)4
√
−g(x′)e−ikµ′σµ
′
(x,x′)
∫
d4y
√
−g(y)∆(y, x′)eikµ′σµ
′
(y,x′)ϕ(y)
=
∫
d4y
√
−g(y)∆(y, x′)
√
−g(x′)ϕ(y)
∫
d4k′
(2pi)4
eikµ′ (σ
µ′ (y,x′)−σµ′ (x,x′))
=
∫
d4y
√
−g(y)∆(y, x′)
√
−g(x′)δ(σµ′(y, x′)− σµ′(x, x′))ϕ(y)
=
∫
d4y
√
−g(x)∆(x, x′)
√
−g(x′)δ
(4)(y − x)
D(x, x′)
ϕ(y),
(6.2)
which matches with our expectation.
In the above derivation we have used the fact that
δ(4)(x− y) =
∫
d4k′
(2pi)4
eikµ′ (σ
µ′ (y,x′)−σµ′ (x,x′))√−g(x)∆(x, x′)√−g(x),
∆(x, x′) = (−g(x))− 12D(x, x′)(−g(x′))− 12 .
(6.3)
Recall that in RNC
σµ
′
(x, x′) = zµ. (6.4)
But unlike eqn. (6.1), where we have a global chart and integration can be done over the
whole manifold, in RNC integration over tangent space at origin (x′) is valid within a patch
about the origin at x′.
Now we discuss some mathematical identities and definitions. Recall that
σµ = ∇µσ, σµ′ = ∇µ′σ,
=⇒ (D − 2)σ = 0, D = σµ∇µ.
(6.5)
We have also the following identity
σµ = −gµν′σν
′
, (6.6)
where gµν′(x, x
′) is the parallel displacement tensor of vectors along geodesic from x′ to the
point x.
If we differentiate the basic identity (6.5), we obtain the following relation
∇µ(D − 2)σ = 0
=⇒ (D − 2)σµ + (∇µσν)σν = 0
=⇒ (D − 2)σµ + 1
2
∇µ(σνσν) = 0
=⇒ (D − 1)σµ = 0,
=⇒ σµ = ξµνσν , ξµν = ∇νσµ.
(6.7)
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Similarly one can derive
(D − 1)σµ′ = 0, σµ′ = ηµ′νσν ,
ηµ
′
ν = ∇νσµ
′
.
(6.8)
The derivatives and 1-forms about x′ and x are connected by the following relations
∇µ = ην′µ∇ν′ , ∇ν′ = γµν′∇µ,
dxµ = γµν′dσ
ν′ , dσν
′
= ην
′
µdx
µ,
(6.9)
where γ = η−1.
Using the above information, we can write
∇[ληµ
′
ν] =
1
2
(∇ληµ′ν −∇νηµ
′
λ)
1
2
=
1
2
(∇λ∇ν −∇ν∇λ)σµ′
=
1
2
∇µ′ [∇λ,∇ν ]σ = 0.
(6.10)
Similarly it can be shown that
∇[λ′γµν′] = 0. (6.11)
Note that if we write
ϕ(x) =
∫
d4k′
(2pi)4
√
−g(x′)e−ikµ′σµ
′
(x,x′) ¯ϕ(k),
=⇒ ∇µϕ(x) =
∫
d4k′
(2pi)4
√
−g(x′)e−ikµ′σµ
′
(x,x′) ¯ϕ(k)(−ikν′)ην′µ,
(6.12)
where kν′ην
′
µ is the parallel displaced vector at x from x′.
Using the above information it can be seen that
∇µ∇µϕ(x) = gµρ∇ρ∇µϕ(x)
= −
∫
d4k′
(2pi)4
√
−g(x′)e−ikµ′σµ
′
(x,x′) ¯ϕ(k)kν′η
ν′
µη
λ′
ρkλ′g
µρ(x).
(6.13)
The quantity Xµ′ν′ = ηµ
′
µgµν(x)ην
′
ν is the parallel displaced metric and since in general rela-
tivity, metric is compatible with covariant derivative, it follows that Xµ′ν′(x′) = gµ′ν′(x′) =
ηµ
′ν′ , which implies that
∇µ∇µϕ(x) = −
∫
d4k′
(2pi)4
√
−g(x′)e−ikµ′σµ
′
(x,x′) ¯ϕ(k)k′2. (6.14)
What makes RNC so special is that, in eqn. (6.12)
√−g(x′) = 1. Integration is being
done over momentum vectors defined over tangent space at origin x′ and reduction of σµ′
to tangent vectors over same tangent space at origin x′ is denoted by zµ. Therefore, it
mimics the flat spacetime Fourier transformation procedure with the results (6.12), (6.14)
which have been used in section (5.4) to derive Green’s function in momentum space.
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6.2 Local description of state space in curved spacetime using RNC
In an attempt to extend all the important features of QFT in Minkowski spacetime to
a general curved spacetime, one might raise the question about the notion of particle like
states which can only be defined under certain conditions, mentioned earlier. To answer this
we need to clarify that in presence of curvature, state description can’t be defined globally
because Hilbert space description is attached to every point in the manifold through a
map from tangent space to vector space that depends on the quantization prescription [44],
[45], [46], [47]. Local description of Hilbert space or particle like state space is important
because through states and observables (which are quantum operators, also defined locally)
we get expectation values which are attached to points on the manifold. Such information
or observation can’t be comparable between two spacetime points naturally because it
depends on the choice of path of the observer through which parallel transport procedure
is performed.
We define the 1-particle momentum states through a mapping from tangent space at
origin x′ to Hilbert space attached to it and denote the states by {|k〉x′}. Similarly, we
define single particle position states in RNC frame through a map from spacetime manifold
to tangent space at origin through RNC coordinate defined earlier, then map those vectors
to Hilbert space at origin, denoted by {|z〉x′}. Inner product between these states are
defined as
〈z|k′〉 = eik′.z, (6.15)
since in RNC locally within that patch, the metric takes the form as in eqn. (5.17) which
is locally flat. Since, within RNC patch all points are mapped through the tangent vectors
at origin x′, hence we omit the subscript x′ from state notation.
Therefore, in a scattering amplitude calculation, the basis constructed from the solu-
tions of d’Alembertian operator in RNC coordinate, will become {fk(z) = eik.z, f∗k (z) =
e−ik.z} which can be checked from eqn. (5.19). Dispersion of physical particle states or
on-shell dispersion relation is same as in flat spacetime
ωk =
√
~k2 +m2, (6.16)
because it trivially matches with flat spacetime result in vanishing curvature limit.
6.3 Physical picture of state description in local S-matrix
In local S-matrix formulation the main idea is that before scattering events take place at
origin x′, momentum vectors of many-particle states can be measured locally [48]. These
states belong to Fock space constructed from single-particle states through direct sum of
vector spaces made out of direct product of stack of single particle Hilbert state spaces.
Measurement of such local states can be possible since time scale of interaction between
multi-particles would be very small compared to time-coordinate of space-like hypersurfaces
that bound the small patch which can be described through RNC. Boundary of the patch
can either be found out by set of points where the van Vleck-Morette determinant [49] is
non-divergent or by solving Raychaudhuri equation for geodesic congruences [50], [51], [52],
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[53] in which one needs to take a collection of vector fields along geodesics and evolve them
to see whether their cross-section decreases to zero or not. The RNC description is not
well-defined beyond the boundary at which it goes to zero. This computation has been
done numerically for specific spacetime geometries [50], [51], [52], [53].
For algebraic or axiomatic quantum field theoretical description of local S-matrix in
curved spacetime, one may see [54]. To define such a local description, time-ordered op-
eration can be restricted within the constant time hypersurfaces (space-like hypersurfaces)
that effectively bound the patch [55], [56].
7 Scattering amplitude calculation
7.1 Structure of local S-matrix
Using the necessary information, discussed above, in eqn. (4.12) we get
S(k1, . . . , kn → kn+1, . . . , kN ) =
∫
d4z1 . . . d
4zNf1(z1) . . . fn(zn)f
∗
n+1(zn+1) . . . f
∗
N (zN )
× V (z1, . . . , zN )
=
∫
d4z1 . . . d
4zN e
i
∑n
i=1 ki.zie−i
∑N
j=n+1 kj .zjV (z1, . . . , zN ).
(7.1)
Note that V (z1, . . . , zN ) carries information about the Green’s function.
One might ask how can this S-matrix be local? This can be answered by the fact that
the exponents carry information of the origin x′ through zµi = σ
µ′(xi, x
′) and curvature at
x′.
For calculations we choose matter, conformally coupled to Ricci scalar. This can be
done by taking ξ = 16 in the 2-point or Green’s function leading to the following form
G¯(k) = 1
k2 +m2
− aαβ(k2 +m2)−1∂α∂β(k2 +m2)−1,
aαβ =
1
40
2Rαβ − 1
120
R;αβ − 1
30
R µα Rβµ −
1
60
RλκRλαβκ +
1
60
RλαRλβµκ.
(7.2)
7.2 3→ 3 scattering in φ4 theory
In 3→ 3 scattering, we are looking for the following amplitude
S(k1, k2, k3 → k4, k5, k6) =
∫
d4z1 . . . d
4z6fk1(z1) . . . fk3(z3)f
∗
k4(z4) . . . f
∗
k6(z6)V (z1, . . . , z6),
V (z1, . . . , z6) =
δ
δϕ(z1)
. . .
δ
δϕ(z6)
F [ϕ]|ϕ=0,
F [ϕ] = N e i2
∫
x,y δxG(x,y)δye−i
λ
4!
∫
z
√−gϕ4 .
(7.3)
Henceforth, we will not write the factor N as this cancels by taking ϕ = 0 at the end.
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(7.6)
Figure 1: Leading order connected diagram
If we consider only ϕ6 terms from F [ϕ] in leading order we get
1
2
∫
z1,z2
δz1G(z1, z2)δz2
[
− λ
2
(4!)22!
{∫
x
ϕ4
√−g
}2]
= − λ
2
144
∫
z1,z2,x,y
[
G¯(z1, z2)ϕ3(x)δ(4)(x− z1)δ(4)(y − z2)ϕ3(y)(1− 1
12
Rαβx
αxβ)(1− 1
12
Rαβy
αyβ)
]
− λ
2
192
∫
z1,z2,x,y
[
G¯(z1, z2)ϕ2(x)δ(4)(x− z1)δ(4)(x− z2)ϕ4(y)(1− 1
12
Rαβx
αxβ)(1− 1
12
Rαβy
αyβ)
]
− λ
2
192
∫
z1,z2,x,y
[
G¯(z1, z2)ϕ4(x)δ(4)(y − z1)δ(4)(y − z2)ϕ2(y)(1− 1
12
Rαβx
αxβ)(1− 1
12
Rαβy
αyβ)
]
,
(7.4)
which can be re-written as
− λ
2
144
∫
x,y
[
G¯(x, y)ϕ3(x)ϕ3(y)(1− 1
12
Rαβx
αxβ)(1− 1
12
Rαβy
αyβ)
]
− λ
2
192
∫
x,y
[
G¯(x, y)ϕ2(x)ϕ4(y)(1− 1
12
Rαβx
αxβ)(1− 1
12
Rαβy
αyβ)
]
− λ
2
192
∫
x,y
[
G¯(x, y)ϕ4(x)ϕ2(y)(1− 1
12
Rαβx
αxβ)(1− 1
12
Rαβy
αyβ)
]
.
(7.5)
Among the above 3 pieces we choose the connected one because the disconnected pieces are
cancelled out due to N−1. This can be expressed as∫
d4z1 . . . d
4z6d
4xd4y(− λ
2
144
)
[
δ(4)(x− z1)δ(4)(x− z2)δ(4)(x− z3)δ(4)(y − z4)δ(4)(y − z5)δ(4)(y − z6)(3!)2
+ δ(4)(x− z1)δ(4)(x− z5)δ(4)(x− z3)δ(4)(y − z2)δ(4)(y − z3)δ(4)(y − z6)(3!)2
+ other combinations
]
G¯(x, y)(1− 1
12
Rαβx
αxβ)(1− 1
12
Rαβy
αyβ).
(7.7)
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Considering a particular combination, say the first one, leads to the following contribution
to the scattering amplitude expression, denoted by S(1)
−λ
2
4
∫
d4x d4yG¯(x, y)fk1(x)fk2(x)fk3(x)f∗k4(y)f∗k5(y)f∗k6(y)
(
1− 1
12
Rαβx
αxβ
)
×
(
1− 1
12
Rαβy
αyβ
)
,
=⇒ S(1)(k1, k2, k3 → k4, k5, k6) = −λ
2
4
∫
d4x d4y
ei(k1+k2+k3).x−i(k4+k5+k6).y∏6
i=1
√
2ωkiV
G¯(x, y)
×
(
1− 1
12
Rαβx
αxβ
)(
1− 1
12
Rαβy
αyβ
)
.
(7.8)
In momentum space the above expression becomes
S(1)(k1, k2, k3 → k4, k5, k6) = −λ
2
4
∫
d4x d4y d4k
ei(k1+k2+k3−k).x−i(k4+k5+k6−k).y∏6
i=1
√
2ωkiV
G¯(k)
×
(
1− 1
12
Rαβ(x
αxβ + yαyβ) +
1
144
RαβRµνx
µxνyαyβ
)
= −λ
2
4
∫
d4x d4y d4k
[{
1 +
1
12
Rαβ(∂
α
k1∂
β
k1
+ ∂αk4∂
β
k4
)
+
1
144
RµνRαβ∂
α
k1∂
β
k1
∂µk4∂
ν
k4
}
ei(k1+k2+k3−k).x−i(k4+k5+k6−k).y
]
× G¯(k)∏6
i=1
√
2ωkiV
= −λ
2
4
∫
d4k
[{
1 +
1
12
Rαβ(∂
α
k1∂
β
k1
+ ∂αk4∂
β
k4
) +
1
144
RµνRαβ∂
α
k1∂
β
k1
∂µk4∂
ν
k4
}
× δ(4)(k1 + k2 + k3− k)δ(4)(k − k4 − k5 − k6)
] G¯(k)∏6
i=1
√
2ωkiV
= −λ
2
4
[{
1 +
1
6
Rαβ∂
α
k1∂
β
k1
+
1
144
RµνRαβ∂
α
k1∂
β
k1
∂µk1∂
ν
k1
}
× δ(4)(k1 + k2 + k3 − k4 − k5 − k6)
] G¯(k1 + k2 + k3)∏6
i=1
√
2ωkiV
= −λ
2
4
[{
1 +
1
6
Rαβ∂
α
k ∂
β
k +
1
144
RµνRαβ∂
α
k ∂
β
k ∂
µ
k ∂
ν
k
}
δ(4)(k)
]
k=k1+k2+k3−k4−k5−k6
× G¯(k1 + k2 + k3)∏6
i=1
√
2ωkiV
= −λ
2
4
[
δ(4)(k1 + k2 + k3 − k4 − k5 − k6) + 1
6κ
ηαβRαβ
k2
δ(4)(k)
+
1
144χ
RαβRµν
(ηαβηµν + ηµαηβν + ηµβηαν)
(k2)2
δ(4)(k)
]
k=k1+k2+k3−k4−k5−k6
× G¯(k1 + k2 + k3)∏6
i=1
√
2ωkiV
,
(7.9)
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=⇒ S(1)(k1, k2, k3 → k4, k5, k6) =
[
δ(4)(k1 + k2 + k3 − k4 − k5 − k6)G¯(k1 + k2 + k3)∏6
i=1
√
2ωkiV
+
1
6κ
R
(k1 + k2 + k3 − k4 − k5 − k6)2
G¯(k1 + k2 + k3)∏6
i=1
√
2ωkiV
× δ(4)(k1 + k2 + k3 − k4 − k5 − k6)
+
1
144χ
(R2 + 2RαβRαβ)
((k1 + k2 + k3 − k4 − k5 − k6)2)2
G¯(k1 + k2 + k3)∏6
i=1
√
2ωkiV
× δ(4)(k1 + k2 + k3 − k4 − k5 − k6)
]
×−λ
2
4
,
(7.10)
where κ, χ are just numerical factors and V is the spatial volume of local patch within which
the RNC description is well-defined. In a similar fashion, contribution from remaining pieces
in eqn. (7.7) can be calculated leading to the complete S-matrix.
We have used the fact that∫
x2∂α∂βδ(4)(x)d4x =
∫
∂α(x2∂βδ(4)(x))d4x− 2
∫
xα∂βδ(4)(x)d4x
=
∫
∂α(x2∂βδ(4)(x))d4x− 2
∫
∂β(xαδ(4)(x))d4x+ 2ηαβ
∫
δ(4)(x)d4x.
(7.11)
Note that ∫
xα∂βδ(4)(x)d4x =
∫
∂β(xαδ(4)(x))d4x− ηαβ
∫
δ(4)(x)d4x
= −ηαβ
∫
δ(4)(x)d4x,
=⇒ xα∂βδ(4)(x) = −ηαβδ(4)(x)
x2∂βδ(4)(x) = −xβδ(4)(x),
=⇒
∫
x2∂α∂βδ(4)(x)d4x = 2ηαβ
∫
δ(4)(x)d4x,
=⇒ x2∂α∂βδ(4)(x) = 2ηαβδ(4)(x),
(7.12)
which shows that κ = 12 and similarly one can calculate the value of χ.
Note that in eqn. (7.9) in the last equality, the last two pieces are non-conservative
pieces where momentum conservation does not hold in scattering process because of the
presence of the derivative of the Dirac-delta function (see the second last equality in eqn.
(7.9)). It would be pertinent to point out here that the coefficients of these 2 pieces depend
on the curvature of spacetime. Hence, in the limit of flat-spacetime these terms cease to
exist.
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Further, the 1st term in the last equality in eqn. (7.9), which preserves conservation of
4-momentum, also contains curvature dependent correction in the Green’s function
aαβ(k
2 +m2)−1∂α∂β(k2 +m2)−1
∣∣∣
k1+k2+k3
=
[
− 2a
α
α
(k2 +m2)3
+
8kαkβaαβ
(k2 +m2)4
]
k=k1+k2+k3
.
(7.13)
For massless scalar field theory the above term becomes
[
− 2a
α
α
(k2)3
+
8kαkβaαβ
(k2)4
]
k=k1+k2+k3
, (7.14)
which becomes dominant over curvature independent term when k1 + k2 + k3 → 0.
On the other-hand for minimal coupling (when ξ = 0), leading order correction comes
from 16
R
((k1+k2+k3)2)2
for massless scalar field theory but depending on the limit k1+k2+k3 →
0, higher order terms become important.
7.3 2→ 2 scattering in φ3 theory
S(k1, k2 → k3, k4) =
∫
dz1 . . . d
4z4fk1(z1)fk2(z2)f
∗
k3(z3)f
∗
k4(z4)V (z1, . . . , z4),
V (z1, . . . , z4) =
δ
δϕ(z1)
. . .
δ
δϕ(z4)
F [ϕ]|ϕ=0,
F [ϕ] = e i2
∫
x,y δxG(x,y)δye−i
λ
3!
∫
z ϕ
3(z)
√
−g(z).
(7.15)
If we consider ϕ4 term from F [ϕ] then to leading order we find
1
2
∫
z1,z2
δz1G(z1, z2)δz2
[
− λ
2
2(3!)2
(∫
x
ϕ3(x)(1− 1
6
Rαβx
αxβ)
)2 ]
= −λ
2
16
∫
z1,z2,x,y
G¯(z1, z2)ϕ2(x)δ(4)(x− z1)δ(4)(y − z2)ϕ2(y)
×
(
1− 1
12
Rαβx
αxβ
)(
1− 1
12
Rαβy
αyβ
)
−λ
2
24
∫
z1,z2,x,y
G¯(z1, z2)ϕ2(x)δ(4)(x− z1)δ(4)(x− z2)ϕ(x)ϕ3(y)
×
(
1− 1
12
Rαβx
αxβ
)(
1− 1
12
Rαβy
αyβ
)
−λ
2
24
∫
z1,z2,x,y
G¯(z1, z2)ϕ2(x)δ(4)(y − z1)δ(4)(y − z2)ϕ3(x)ϕ(y)
×
(
1− 1
12
Rαβx
αxβ
)(
1− 1
12
Rαβy
αyβ
)
.
(7.16)
As before we look at the connected piece only which can be described from the following
diagram
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(7.17)
Figure 2: Leading order contributing diagram in 2→ 2 scattering in φ3 theory
Here also, from the various combinations we choose a particular one, which contributes
as
S(1)(k1, k2 → k3, k4) = −λ
2
4
∫
d4x d4y d4k
(
1 +
1
12
(∂αk1∂
β
k1
+ ∂αk3∂
β
k3
) +
1
144
RαβRµν∂
α
k1∂
β
k1
∂µk3∂
ν
k3
)
× ei(k1+k2−k).x−i(k3+k4−k).y G¯(k)∏4
i=1
√
2ωkiV
= −λ
2
4
[
1 +
1
6α
R
(k1 + k2 − k3 − k4)2 +
1
144β
(R2 + 2RαβRαβ)
((k1 + k2 − k3 − k4)2)2
]
× G¯(k1 + k2)∏4
i=1
√
2ωkiV
δ(4)(k1 + k2 − k3 − k4).
(7.18)
Like the previous example, we have conservation and non-conservation terms and both
contain curvature dependent corrections. In the conservation case, in the k1 + k2 → 0
limit, curvature correction dominates over curvature independent correction in the massless
theory. The IR divergences can be cured by first putting an IR regulator and then adding
soft-modes in the theory.
7.4 Probing curved spacetime features through Nucleon-Nucleon scattering
Nucleon-Nucleon scattering is a Yukawa process where nucleons exchange a meson. This
meson does not satisfy the usual energy dispersion relation, k2 = m2; that is why this
meson is a virtual particle and is said to be off-shell.
In the centre of mass frame the incoming energy of the two particles is identical and
is equal to half the centre of mass energy, while the 3-momenta of the incoming particles
are equal and opposite, p1 = −p2. As energy is conserved, the energy of the out going
particles is also half the centre of mass energy. This means that the three-momenta of
the outgoing particles are also equal and opposite q1 = −q2. Since all the energies are
equal and all the masses are equal, it follows that the size of the momenta are all equal
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(7.19)
Figure 3: Nucleon-Nucleon scattering process diagrams in leading order
|~p1| = |~p2| = |~q1| = |~q2| = |~p| = p. The scattering cross-section of this process is
dσ
dΩ
∝ λ
4√
p2 +M2
[ 1
2|~p|2(1 + cos θ) +m2 +
1
2|~p|2(1− cos θ) +m2
]2
, (7.20)
where M is the mass of the nucleons and λ, coupling constant, controls the amount of
scattering, i.e., it is a measure of the strength of the interactions. The scattering has a
non-trivial dependence on θ (scattering angle). The theory has a specific prediction for
its form which can be used to fit the data to reveal the best value for m, the mass of the
meson-particles which is not directly measurable.
In the limit of small incoming momenta |~p| compared to the mass of meson, the above
formula becomes
dσ
dΩ
∝ λ
4√
p2 +M2m4
. (7.21)
The same scattering process in condensed matter systems, where electrons are interacting
through the same interaction but exchanging massless phonons, is
dσ
dΩ
∝ λ
4√
p2 +M2
[ 1
2|~p|2(1 + cos θ) +
1
2|~p|2(1− cos θ)
]2
=
λ4
|~p|4
√
p2 +M2
1
sin4θ
,
(7.22)
which shows IR-singularity structure of scattering cross-section and also singularity struc-
ture in θ → 0, pi limit.
The scattering cross-section, in eqn. (7.20) for 4-momentum conservation piece in
curved spacetime in minimal coupling theory, becomes (after taking into account the first
order curvature dependent term)
dσ
dΩ
∝ λ
4√
p2 +M2
[ 1
2|~p|2(1 + cos θ) +m2 +
R
6
1
(2|~p|2(1 + cos θ) +m2)2
+
1
2|~p|2(1− cos θ) +m2 +
R
6
1
(2|~p|2(1− cos θ) +m2)2
]2
.
(7.23)
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In m |~p| limit, the above equation becomes
dσ
dΩ
∝ λ
4√
p2 +M2
(
2
m2
+
R
3m4
)2
. (7.24)
If R(x′) or R(z = 0) is much greater compared to the mass such that the 2nd term in eqn.
(7.24) dominates, then
dσ
dΩ
∝ λ
4√
p2 +M2
R2
9m8
, (7.25)
which carries information about the curvature through dependence on Ricci scalar.
On the other hand in the m→ 0 limit we will get
dσ
dΩ
∝ λ
4√
p2 +M2
(
1
|~p|2 sin2 θ +
R
12|~p|4
1 + cos2 θ
sin4θ
)2
, (7.26)
which shows that in |~p| → 0 limit (IR structure of scattering cross-section but not in deep IR
limit because the other higher order curvature terms become active), 2nd term dominates
over the first term unless R is sufficiently small, thereby leading to
dσ
dΩ
∝ λ
4√
p2 +M2
R2
144|~p|8
(
1 + cos2 θ
sin4 θ
)2
. (7.27)
In the θ → 0 limit, the singularity structure becomes
dσ
dΩ
∝ λ
4√
p2 +M2
R2
36|~p|8 sin8 θ . (7.28)
Both the limiting cases, eqns. (7.27) and (7.28), carry information about Ricci scalar of
spacetime at x′ where scattering events take place through local interaction.
In the conformal coupling limit, ξ = 16 , an observation which one can verify is that in
the two limiting cases mentioned above, the scattering cross-section depends on 1|~p|12 sin12 θ
and curvature dependence signature carried by the terms will be O((a αα )2, aαβaµν). These
observations are basically spacetime geometrical features that one can probe through the
local formulation of S-matrix in a Nucleon-Nucleon scattering process.
7.5 Nucleon interactions in curved spacetime
We consider a scalar theory description of nucleons [57]. Nucleon interactions involve the
strong nuclear force. These interactions are known as hadronic interactions, and involved
particles in these interactions are called hadrons. In the scalar model, the hadronic in-
teraction is effected by the exchange of scalar mesons between nucleons. More fundamen-
tally, hadronic interactions are mediated by gluons, which are exchanged by the quark
constituents of the hadrons. Thus the nucleon-meson model is seen to be an effective field
theory that replaces the fundamental quark-gluon interaction with the simpler effective
nucleon-meson interaction.
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The simplest description of the interaction is written as a product of three fields
φA(x), φB(x) and φC(x) and coupling constants gAAC and gABC . The interaction La-
grangian density (in Euclidean formalism) is given by
LI = gAACφA(x)φA(x)φc(x) + gABCφA(x)φB(x)φC(x),
SI =
∫ √
−g(x)LI(φA,B,C(x))d4x,
(7.29)
where A field represents nucleons, B field the ∆ baryons, and C field the mesons. Though
the scalar model recognizes only two particle attributes, this model is sufficient to determine
scattering amplitudes, from which decay rates and differential and total cross-sections can
be derived.
Although the bare model contains only 3-point vertices, effectively this model also
gives rise to self-interacting 4-point vertices. Therefore, to measure effective strength of
such coupling constant in curved spacetime we include extra pieces in the action which is
of the following form
1
4!
∫ √
−g(x)(λAφ4A(x) + λBφ4B(x) + λCφ4C(x))d4x. (7.30)
We will show that these effective interaction coupling strength depends on spacetime cur-
vature. Here we look at a particular case of φ4C vertex coupling strength due to the effect
of 3-point interactions in curved spacetime, eqn. (7.29).
The diagrams contributing to this are shown in figures 4, 5, 6, drawn only for 4-
momentum conservation piece that arise from the first term in the expansion
√−g(z) in
terms of z. In the figure dashed line denotes propagator of φA, solid line denotes propagator
for φC and wavy line represents propagator for φB fields.
From figure 4 we get the following contribution to the effective coupling strength λC
(only for the piece where 4-momentum conservation holds)
g4AAC
∫
d4k
(2pi)4
[ 1
(k2 +M2A)
4
+
R
6
1
(k2 +M2A)
5
+O(R2, RαβRµν)
]
=
g4AAC
(4pi)2
[ 1
6M4A
+
R
72M6A
+O
( R2
M4A
,
RαβRµν
M4A
)]
.
(7.34)
From figure 5 we get the following contribution (for the piece where 4-momentum conser-
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(7.31)
Figure 4: 4 gAAC coupling
(7.32)
Figure 5: 4 gABC coupling
(7.33)
Figure 6: 2 gAAC and 2 gABC coupling
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vation holds)
g4ABC
∫
d4k
(2pi)4
[ 1
(k2 +M2A)
2
1
(k2 +M2B)
2
+
R
6
(
1
(k2 +M2A)
3
1
(k2 +MBA )
2
+
1
(k2 +M2B)
3
1
(k2 +MAA )
2
)
+O(R2, RαβRµν)
]
=
g4ABC
(4pi)2
∫ 1
0
dx
[ x(1− x)
((M2A −M2B)x+M2B)2
+
R
6
x2(1− x) + x(1− x)2
((M2A −M2B)x+M2B)3
+O(R2, RαβRµν)
]
=
g4ABC
(4pi)2
∫ 1
0
dx
[ 1
M4A
x(1− x)
((1− ζ)x+ ζ)2 +
R
6M6A
x2(1− x) + x(1− x)2
((1− ζ)x+ ζ)3 +O(R
2, RαβRµν)
]
=
g4ABC
(4pi)2
[ 1
M4A
(
(ζ + 1) ln ζ
(ζ − 1)3 −
2
(ζ − 1)2
)
+
R
6M6A
(
− ln ζ
(ζ − 1)3 +
ζ + 1
2(ζ − 1)2ζ
)
+O(R2, RαβRµν)
]
,
(7.35)
where ζ = M
2
B
M2A
ratio of renormalized masses of B and A particles. This contribution will
add to the previous one.
Now will consider the last figure, figure 6, from which we get the following contribution
g2AACg
2
ABC
∫
d4k
(2pi)4
[ 1
(k2 +M2A)
3
1
(k2 +M2B)
+
R
6
(
1
(k2 +M2A)
3
1
(k2 +MBA )
2
+
1
(k2 +M2B)
1
(k2 +MAA )
4
)
+O(R2, RαβRµν)
]
=
g2AACg
2
ABC
(4pi)2
∫ 1
0
dx
[ x2
((M2A −M2B)x+M2B)2
+
R
6
x2
((M2A −M2B)x+M2B)3
+O(R2, RαβRµν)
]
=
g2AACg
2
ABC
(4pi)2
∫ 1
0
dx
[ 1
M4A
x2
((1− ζ)x+ ζ)2 +
R
6M6A
x2
((1− ζ)x+ ζ)3 +O(R
2, RαβRµν)
]
=
g2AACg
2
ABC
(4pi)2
[ 1
M4A
(
1
(ζ − 1)2 −
2ζ ln ζ
(ζ − 1)3 +
ζ
(ζ − 1)2
)
+
R
6M6A
(
ln ζ
(ζ − 1)3 −
2
(ζ − 1)2 +
ζ + 1
2(ζ − 1)2
)
+O(R2, RαβRµν)
]
.
(7.36)
Therefore, upto 1-loop correction, the effective coupling strength of φ4c interaction is
λC
4!
+ α
g4AAC
(4pi)2
[ 1
6M4A
+
R
72M6A
+O
( R2
M4A
,
RαβRµν
M4A
)]
+β
g4ABC
(4pi)2
[ 1
M4A
(
(ζ + 1) ln ζ
(ζ − 1)3 −
2
(ζ − 1)2
)
+
R
6M6A
(
− ln ζ
(ζ − 1)3 +
ζ + 1
2(ζ − 1)2ζ
)
+O
( R2
M4A
,
RαβRµν
M4A
)]
+γ
g2AACg
2
ABC
(4pi)2
[ 1
M4A
(
1
(ζ − 1)2 −
2ζ ln ζ
(ζ − 1)3 +
ζ
(ζ − 1)2
)
+
R
6M6A
(
ln ζ
(ζ − 1)3 −
2
(ζ − 1)2 +
ζ + 1
2(ζ − 1)2
)
+O
( R2
M4A
,
RαβRµν
M4A
)]
,
(7.37)
where α, β, γ are some numerical factors which arise from combinatorics of the graphs.
Although we have computed the leading order curvature dependent correction, through
this procedure one can in principle compute all higher order curvature dependent terms.
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This calculation shows how curvature of spacetime effects the coupling strength of
particles in a non-trivial curved spacetime. One can also go further and notice that the
running coupling of any theory living in curved spacetime depends on geometrical properties
of the spacetime itself. Hence, it also controls the renormalization group flow equations and
further, the flow equations vary from point to point on the spacetime manifold.
Through our local S-matrix description we are able to probe the geometrical features
of a curved spacetime. Next, we discuss the compatibility of local construction of S-matrix
with spacetime symmetries or Killing vector fields of curved spacetime and make some
comments related to Unitarity.
8 Compatibility of spacetime symmetries with local S-matrix
8.1 Unitarity, 4-momentum conservation condition of S-matrix in flat space-
time
Recall that if the set of all in-states is denoted by |{pi}〉(in) and out-states denoted by
|{pj}〉(out), then conservation of probability implies∑
{pi},{pj}
| (out) 〈{pj}| Sˆ |{pi}〉(in) |2 = 1, (8.1)
which can be re-written in the following fashion
1 =
∑
{pi}or{pj}
| (out) 〈{pj}| Sˆ |{pi}〉(in) |2 =
∑
{pi}
(out) 〈{pj}| Sˆ |{pi}〉(in) (in) 〈{pi}| Sˆ† |{pj}〉(out)
=
∑
{pj}
(in) 〈{pi}| Sˆ† |{pj}〉(out) (out) 〈{pj}| Sˆ |{pi}〉(in) ,
=⇒ Sˆ†Sˆ = SˆSˆ† = Iˆ.
(8.2)
In the last line we have used the completeness of in-states and out-states. Thus unitarity
of S-matrix follows from conservation of probability. This derivation is also valid for our
local S-matrix description in curved spacetime, see also [9].
In flat spacetime we have 4-translational symmetries corresponding to the 4 generators
denoted by Pˆµ and defined as
Pˆµ =
∫
Σ
d3xTˆ 0µ(x), (8.3)
where Σ is a space-like hypersurface, for example, t = const. hypersurfaces.
And since S-matrix in flat spacetime must be compatible with these spacetime symme-
tries, this implies that
[Sˆ, Pˆµ] = 0, ∀µ ∈ {0, 1, 2, 3}. (8.4)
– 30 –
This puts a constraint on the S-matrix elements as
0 = (out) 〈{pj}| [Sˆ, Pˆµ] |{pi}〉(in)
= (out) 〈{pj}| (SˆPˆµ − PˆµSˆ) |{pi}〉(in)
= (out) 〈{pj}| Sˆ |{pi}〉(in) × (
∑
i
pµi −
∑
j
pµj ),
=⇒ (out) 〈{pj}| Sˆ |{pi}〉(in) = δ(4)(
∑
j
pj −
∑
i
pi)A({pi} → {pj}),
(8.5)
which is nothing but 4-momentum conservation during scattering event of particles. Here
A({pi} → {pj}) is the scattering amplitude for incoming states |{pi}〉(in) to outgoing states
|{pj}〉(out).
8.2 Symmetries in curved spacetime and compatibility with S-matrix
Symmetries in curved spacetime are described by Killing vector fields denoted by ξµ which
satisfy the following equation
∇µξν +∇νξµ = 0, (8.6)
known as the Killing equation [58], [59].
Given the stress-energy tensor of matter denoted by Tµν which satisfies covariant con-
servation law∇µTµν = 0, one can construct the generators of spacetime symmetries through
zero-th component of the following 4-current
jµ = Tµνξν . (8.7)
This satisfies covariant conservation
∇µjµ = ∇µTµνξν + Tµν∇µξν = 0, (8.8)
where we have used symmetric property of stress-energy tensor in two indices which follows
from its definition and covariant conservation of stress-energy tensor.
Therefore, conserved charge which is associated with a spacetime symmetry and hence
plays the role of generator of spacetime symmetry is
Qˆ =
∫
Σ
d3x
√−gTˆ 0νξν , (8.9)
for each Killing vector field and where Σ is constant time, space-like hypersurface. One
can show that these charges are time-independent and do not depend on the space-like
hypersurface.
The metric tensor inside the chosen patch or chart in Riemann-normal coordinates
differs from a Minksowski like metric; it has pieces which deform the spacetime translational
symmetries by adding non-trivial contributions to spacetime translational generators, as
shown below. This deformed translation symmetry is the origin of the non-conserved pieces
of the S-matrix elements in a general curved spacetime.
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Now we look at the deformed spacetime translational symmetries in the patch using
RNC through the eqn. (8.6)
∇µKν +∇νKµ = 0
=⇒ ∂µKν + ∂νKµ + 2ΓλµνKλ = 0
=⇒ ∂µKν(0) + ∂νKµ(0) + (∂ρ∂µKν + ∂ρ∂νKµ)(0)zρ
+ 2∂ρΓ
λ
µν(0)z
ρKλ(0) +O(zµzν) = 0.
(8.10)
According to the first approximation K(µ)ν (0) = δµν which is spacetime translational sym-
metry. Therefore, the above equation is reduced to
(∂ρ∂µK
(λ)
ν + ∂ρ∂νK
(λ)
µ )(0) + 2∂ρΓ
σ
µν(0)δ
λ
σ = 0
=⇒ ∂ρ(∂µK(λ)ν + ∂νK(λ)µ )(0) + 2∂ρΓλµν(0) = 0
=⇒ ∂ρ(∂µK(λ)ν + ∂νK(λ)µ )(0) = −2∂ρΓλµν(0),
(8.11)
which implies that
K(λ)µ (z) = δ
λ
µ −
1
2
∂ρΓ
λ
µν(0)z
νzρ +O(zµzνzσ),
K(λ)µ (z) = δ
λ
µ −
1
6
(Rλµρν +R
λ
νρµ)(0))z
νzρ +O(zµzνzσ),
(8.12)
from which it can be seen that
Qˆ(λ) =
∫
Σ
d3z
√
−g(z)Tˆ 0ν(z)K(λ)ν (z)
=
∫
Σ
d3z
(
1− 1
3
Rαβz
αzβ + . . .
)
Tˆ 0ν(z)
(
δλν −
1
6
(Rλνρµ +R
λ
µρν)(0))z
µzρ + . . .
)
= Qˆ(λ)0 −
1
3
Rαβ
∫
Σ
d3z Tˆ 0λ(z)zαzβ − 1
6
Rλµρν
∫
Σ
d3z Tˆ 0ν(z)zµzρ + . . .
= Qˆ(λ)0 + Qˆ(λ)1 + . . . ,
Qˆ(λ)0 = Pˆ λ, Qˆ(λ)1 = −
1
3
Rαβ
∫
Σ
d3z Tˆ 0λ(z)zαzβ − 1
6
Rλµρν
∫
Σ
d3z Tˆ 0ν(z)zµzρ.
(8.13)
Similarly, the local S-matrix can be decomposed in the following manner
Sˆ = Sˆ0 + Sˆ1 + . . . , (8.14)
where Sˆ0 is the piece where 4-momentum conservation holds. Therefore it satisfies
[Sˆ0, Qˆ0] = 0. (8.15)
But we claim that more generally
[Sˆ, Qˆ(λ)] = 0 = [Sˆ0, Qˆ(λ)1 ] + [Sˆ1, Qˆ(λ)0 ] + . . . , ∀λ, (8.16)
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where we write down the terms in order of derivatives of metric. This means
[Sˆ0, Qˆ(λ)1 ] + [Sˆ1, Qˆ(λ)0 ] = 0, ∀λ, (8.17)
which puts the following constraint on the matrix elements of the Sˆ1 operator
(out) 〈{pj}| [Sˆ0, Qˆ(λ)1 ] |{pi}〉(in) = − (out) 〈{pj}| [Sˆ1, Qˆ(λ)0 ] |{pi}〉(in)
= (out) 〈{pj}| Sˆ1 |{pi}〉(in)
∑
j
pj −
∑
i
pi
 . (8.18)
Hence, it follows that[∑
{qk}
(out) 〈{pj}| Sˆ0 |{qk}〉(in) (in) 〈{qk}| Qˆ(λ)1 |{pi}〉(in)
−
∑
{ql}
(out) 〈{pj}| Qˆ(λ)1 |{ql}〉(out) (out) 〈{ql}| Sˆ0 |{pi}〉(in)
]
= (out) 〈{pj}| Sˆ1 |{pi}〉(in)
∑
j
pj −
∑
i
pi
 ,
(8.19)
=⇒
[∑
{qk}
A({qk} → {pj})δ(4)
∑
j
pj −
∑
k
qk
 (in) 〈{qk}| Qˆ(λ)1 |{pi}〉(in)
−
∑
{ql}
A({pi} → {ql})δ(4)
(∑
i
pi −
∑
l
ql
)
(out) 〈{pj}| Qˆ(λ)1 |{ql}〉(out)
]
= (out) 〈{pj}| Sˆ1 |{pi}〉(in)
∑
j
pj −
∑
i
pi
 .
(8.20)
In general, we should expect that the L.H.S of the above equation is non-zero which im-
plies that (out) 〈{pj}| Sˆ1 |{pi}〉(in) 6= 0 even when
∑
j pj 6=
∑
i pi, implying violation of
4-momentum conservation in the Sˆ1 piece of the local S-matrix.
In a similar fashion, to each order of derivative of the metric, a series of conditions
between Sˆi and Qˆ(λ)i can be found which put constraints on the matrix elements of Sˆi.
Hence, it can be seen that the deformed translational symmetries of curved spacetime allow
for non-conservation of 4-momentum in the S-matrix.
9 Examples of spacetime whose features can be probed
As seen above, the leading order correction of the scattering amplitude and cross-section
depends on the Ricci scalar of the underlying geometry. The Ricci scalar is a scalar invariant,
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hence, it has the same value in all coordinate systems. This implies we cannot make a non-
zero Ricci scalar zero just by choosing coordinates in which the manifold looks locally flat.
Curved spacetimes may have a zero Ricci scalar, for example, it is zero for any vacuum
solution like the Schwarzschild metric, but if a spacetime has a non-zero Ricci scalar then
it is non-zero in all coordinates.
An important example with motivation from Cosmology is whether the universe is de-
Sitter, Anti-de-Sitter or flat, depending on whether the cosmological constant is positive,
negative or zero, respectively. The cosmological constant is characterized by energy con-
tribution solely from vacuum fluctuations. In these maximally symmetric spacetimes (in 4
dimension) Ricci scalar is
R(1) = 4Λ, (9.1)
with underlying metric
ds2 = −
(
1− r
2
α2
)
dt2 +
(
1− r
2
α2
)−1
dr2 + r2(dθ2 + sin2 θdϕ2), (9.2)
where α2 = 3Λ and Λ is the cosmological constant. It follows from discussion in sections
(7.4), (7.5) that the sign and value of the cosmological constant can be probed through
precise measurements in experiments, such as those involving nucleon-nucleon scatterings,
nucleon interactions.
Another important example would be Λ = 0 FRW cosmology where one can probe
various features of the scale factor. In this spacetime Ricci scalar is
R(2) = 6
(
a¨(t)
a(t)
+
a˙2(t)
a2(t)
+
k
a2(t)
)
, (9.3)
with the underlying spacetime metric
ds2 = −dt2 + a2(t)
(
dr2
1− kr2 + r
2(dθ2 + sin2 θdϕ2)
)
, (9.4)
where k is a constant representing the curvature of the space and a(t) is the scale factor of
the universe.
Through earlier suggested measurements at different instance of time, R(2)(t) could be
found. Subsequently, using numerical techniques the sign and the value of the scale factor
a(t), its successive order derivatives a˙(t), a¨(t) which represent expansion rate, acceleration
rate, respectively, can be found. These would provide useful information for modelling of
the universe.
We next consider an example which is basically the interior geometry of a spherically
symmetric, static star whose metric is given by
ds2 = eν(r)dt2 − eλ(r)dr2 − r2(dθ2 + sin2 θdϕ2), (9.5)
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known as TOV (Tolman-Oppenheimer-Volkoff) metric. The TOV equation [60], [61], [62]
can be derived from the following set of equations
m(r) =
∫ r
0
4pir′2ρ(r′)dr′,
T 00 (r) = ρ(r), T
j
i = −P (r)δji ,
dν
dr
=
1
r
(
1− 2Gm(r)
r
)−1(2Gm(r)
r
+ 8piGr2P (r)
)
,
−8piGP (r)eλ(r) = −r
dν
dr + e
λ(r) − 1
r2
,
dP (r)
dr
= −
(
ρ(r) + P (r)
2
)
dν
dr
.
(9.6)
This leads to TOV equation which is
dP
dr
= −G
r2
(ρ(r) + P (r))(m(r) + 4pir3P (r))
(
1− 2Gm(r)
r
)−1
, (9.7)
where everything is written in c = 1 unit.
Ricci scalar of this geometry depends on ν(r), λ(r), their derivatives, double derivatives
and implicitly on r. Therefore, through indirect measurement of scattering cross-section at
different radial distances, both Ricci scalar and Ricci tensor can be obtained, from which we
can extrapolate the information about ν(r), λ(r). This would enable an understanding of
the radial dependence of pressure and density of matter. This, in turn, provides information
about the equation of state of matter which was initially described by a perfect fluid.
One might ask how can the present procedure probe features of black-hole physics?
Black-hole is a vacuum solution of Einstein’s equation, implying it is Ricci flat and its Ricci
tensor vanishes. It would be possible to extract information about black-hole geometry
by considering terms in the expansion (5.17) which contains Riemann tensor that is non-
vanishing in black-hole geometry. Riemann tensor will also appear in eqn. (5.19) from the
metric and measure in higher order corrections of Green’s function. Hence, in principle this
method can probe also the features of black-hole geometry.
10 Conclusion
A local S-matrix is defined using RNC coordinates in a general curved spacetime. This facili-
tates the use of familiar QFT techniques in flat spacetime to compute scattering amplitudes,
cross-sections in curved spacetime. Using this formalism some examples of scattering am-
plitude computations are shown. Results suggest that in the context of scattering between
mesons, interactions between nucleons can probe certain features of a general curved space-
time by looking at the IR structure of scattering cross-sections and measuring interaction
strength locally on spacetime manifold. We have also shown how certain features of cosmo-
logical models and equation of state of matter in interior of a star can be probed through
direct or indirect measurements in scattering experiments. It is seen that the defined local
S-matrix contains pieces in which 4-momentum conservation is not valid during scattering
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event, compatible with spacetime symmetries discussed in section (8.2), although Unitarity
follows in the same way as it does in flat spacetime. One of the important criteria is that
in zero curvature limit any description of S-matrix must reproduce familiar results in flat
spacetime which is indeed satisfied in our construction. Analyticity of the local S-matrix
remains to be checked, to which we hope to return to in the near future.
Although QFT in curved spacetime is a semi-classical description of Quantum Gravity,
we believe that this construction of local S-matrix might be helpful in understanding S-
matrix construction in full Quantum Gravity.
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