This paper investigates the use of features based on posterior probabilities of subword units such as phonemes. These features are typically transformed when used as inputs for a hidden Markov model with mixture of Gaussians as emission distribution (HMM/GMM). In this work, we introduce a novel acoustic model that avoids the Gaussian assumption and directly uses posterior features without any transformation. This model is described by a finite state machine where each state is characterized by a target distribution and the cost function associated to each state is given by the Kullback-Leibler (KL) divergence between its target distribution and the posterior features. Furthermore, hybrid HMM/ANN system can be seen as a particular case of this KL-based model where state target distributions are predefined. A recursive training algorithm to estimate the state target distributions is also presented.
INTRODUCTION
Posterior probabilities have recently gained importance in the automatic speech recognition (ASR) field. They have been applied, for instance, as confidence measures [1] , beam search pruning [2] or word lattice re-scoring [3] . Posteriors of subword units, such as phonemes, can also be used in ASR. In this case, an artificial neural network (ANN) (typically a multi-layer perceptron (MLP)) whose outputs represent these subwordiunits can be trained to estimate these probabilities. Experiments have shown that this speech representation outperforms spectral features, such as PLP or MFCC, because of the long acoustic context used as input for the MLP and its discriminative training procedure [4] .
Phoneme posterior probabilities have mainly played two roles in ASR. In Tandem [5] , they are used as observation vectors in a state-of-the-art HMM/GMM system. In this case, posteriors are post-processed with a log-transformation and a KLT-based decorrelation to make these features more Gaussian-like and hence, easier to be modeled by a GMM. However, since a Gaussian distribution is only able to capture second order statistics, a mixture of Gaussians is required to model the complexity of the data thus increasing the number of parameters of the system and hence, the amount of needed training data In hybrid HMM/ANN system [6] , posterior features are used to directly estimate the state emission probabilities of a HMM by using Bayes' rule. In spite its well-founded mathematical formulation (given some independence assumptions, HMM/ANN is able to estimate the global posterior probability of a model given a sequence of acoustic data [7] ), this approach does not obtain as good performance as Tandem. This can be explained by the fact that each state of the hybrid H3MM/ANN model must correspond explicitly to an MLP output. This rigidness does not allow to easily use strategies that are often applied in conventional HMM/GMM approach such as context-dependent phonemes as subword units or state-tying for parameter estimation. Context-dependent phonemes can be used as target labels for the MLP. In this case, states of the hybrid HMM/ANN would represent these subword units but this approach becomes impractical for a large vocabulary task because it increases the size of the MLP enormously.
In this paper, we present a novel acoustic model that alleviates (1) where ow represents the set of all possible state sequences of length T allowed by the word W. This minimization can be efficiently obtained by applying Viterbi algorithm. by segmentation given by the model on the training data. Also a version of th The main limitation of the hybrid HMM ANN system is that MLP outputs are tied to HMM states. This system usually considers context-independent phonemes as subword units since MLP outputs tipically represent phonemes. Choosing another type of subword unit, such as context-dependent phonemes, implies changing the structure of the MLP and, if the number of possible subword units is too large, it can be a problem for training since there must be an MLP output for each unit. Furthermore, each target posterior distribution describes the pronunciation of the subword unit represented by its corresponding state. In this way, pronunciation variants can be modeled from the training data, avoiding thus to add manually multiple phonetic transcriptions to the dictionary.
Model Description
The description of this new model is based on the structure of the hybrid HMM/ANN system. From the previous section, we have seen that a sequence of posterior features { t} T=1 is obtained from the spectral-based features Xt£T through an MLP. These posterior features are discrete probability distributions on the state space. A similarity measure between two posterior distributions y and z can then be based on the KL-divergence [9] :
Using the above KL-divergence definition, we can rewrite Equa-
where bk is defined as the discrete delta distribution centered on the kth state. 
EXPERIMENTS AND RESULTS
Experiments have been carried out to explore the properties of the KL-based model described in the previous section. The task chosen in this work consists in continuous speech recognition on the numbers database [12] . The lexicon is formed by 30 words using 27 different phonemes and the MLP for generating the phoneme posteriors has been trained on a smaller version of the same database and is fixed for all experiments. Each subword unit (context-dependent or -independent phonemes) has 3 states and equivalently, a minimum duration constraint of 3 frames has been imposed to the hybrid HMM/ANN system. Also, word insertion penalty is used to equalize deletion and insertion errors and a single phonetic transcription is used per word. The test set is formed by 3576 utterances. A first comparison was carried out between the KL-based model and the hybrid HMM1ANN system. States of the KL-based model represent context-independent phonemes for a fair comparison with the hybrid HMM/ANN system. A different number of training utterances was used for training the KL-based model to investigate the effect of training set size. We describe an example to illustrate how state target distributions can automatically model pronunciation variants using this KLbased model: words "four" and "oh' are phonetically transcribed as If ao rl and lowl respectively, "four" is sometimes misrecognized as "oh" because "four" can also be pronounced as f ow rl. In the hybrid approach, a new transcription should be added manually to the system dictionary. Nevertheless, KL-based model is able to deal with this variation by selecting more appropriate target distributions for the states associated to the phonemes aol. Table 2 . Target distributions for the states corresponding to the phoneme laol for the KL-based model.
In Table 2 we can see that the target distributions for the states corresponding to the phoneme aol have been split into the phonemes aol and lowl. Also, Irl, which is the following phoneme for "four". has already been represented in the last state. In this way, KL-based model can better model the variability and therefore, the mismatch between "four" and "ow" have thus been alleviated without modifying the dictionary.
In Furthermore. similarly to Tandem, where a mixture of Gaussians is used as emission distribution, a mixture of posterior-based distributions could also be used to increase the capacity of the system and then performance of the system could improve when increasing the amount of training data. (9) where A' is the normalization factor that satisfies the constraint.
RKL: Similarly to the KL case. the function to be minimized is N f(Yk)= ZKL(Z IIYi)
