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Abstract
We probe the spin dynamics in a thin magnetic film at ferromagnetic resonance by nuclear resonant
scattering of synchrotron radiation at the 14.4 keV resonance of 57Fe. The precession of the magnetization
leads to an apparent reduction of the magnetic hyperfine field acting at the 57Fe nuclei. The spin dynamics
is described in a stochastic relaxation model adapted to the ferromagnetic resonance theory by Smit and
Beljers to model the decay of the excited nuclear state. From the fits of the measured data the shape of the
precession cone of the spins is determined. Our results open a new perspective to determine magnetization
dynamics in layered structures with very high depth resolution by employing ultrathin isotopic probe layers.
PACS numbers: 76.50.+g, 76.80.+y, 75.25.-j, 78.70.Ck
1
ar
X
iv
:1
41
0.
36
89
v1
  [
co
nd
-m
at.
mt
rl-
sc
i] 
 14
 O
ct 
20
14
Spin waves, collective excitations of the magnetization, are key features of magnetic materials
as they determine switching times and energy losses during magnetization reversal. They play a
crucial role for new concepts of logical operations, spin-torque oscillators, or signal processing,
and constitute the basis of the emerging field of magnonics [1]. Spin waves are often probed
by inelastic scattering techniques like Raman scattering, Brillouin light scattering, or inelastic
neutron scattering that rely on analysis of the energy transfer to the scattered particles. We show
that resonant spin dynamics can be probed by coherent elastic scattering, namely nuclear resonant
scattering of synchrotron radiation (NRS) [2, 3]. Since NRS is an x-ray technique, it opens the
possibility to combine it with diffraction methods to obtain very high spatial resolution [4] down
to atomic length scales [2]. Moreover, as NRS probes the nuclear decay of an excited Mo¨ssbauer
isotope it allows to employ ultrathin isotopic probe layers to achieve sub-nm depth resolution [5].
The application of conventional Mo¨ssbauer spectroscopy as well as NRS has given indirect
access to thermally excited spin waves in ferromagnets via the temperature dependence of the
magnetic hyperfine field that exhibits the same temperature dependence as the magnetization in
these materials [6–8]. In contrast to a broad thermally excited spin wave spectrum we induce a
single coherent mode by resonant excitation with radio frequency (rf) magnetic fields. This is one
approach typically used in magnonic devices to obtain the desired functionality [9, 10].
The impact of rf magnetic fields on conventional Mo¨ssbauer spectroscopy has so far been stud-
ied at MHz frequencies that are well below ferromagnetic resonances. It was shown that low-
frequency spin waves in paramagnetic media can induce magetic phase modulations of the nu-
clear states [11]. A collapse of the magnetic hyperfine field arises from a fast periodic switching
of the magnetization [12, 13]. The sideband effect originates from acoustic vibrations induced by
magnetostriction [13, 14]. Also Rabi oscillations have been observed where the rf field directly
couples to the nuclear transition [15]. Ferromagnetic or spin wave resonances at GHz frequencies
have not been investigated with Mo¨ssbauer spectroscopy or NRS so far. This is the case to be
studied here.
In this letter we show that NRS measurements enable to extract the trajectory of the spins dur-
ing coherent precession at ferromagnetic resonance. The opening angle of the precession is an
essential parameter for spintronics like, e.g., in spin pumping [16, 17] or in the spin dynamo [18].
So far the determination of the opening angle from experiments appeared to be challenging. Values
for opening angles averaged over time and space have been determined by anisotropic magnetore-
sistance measurements for assumed circular trajectories [19, 20], an assumption that is justified
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only in a few special cases like in a spherical particles without crystalline anisotropy.
We performed NRS measurements on ferromagnetic thin films excited at ferromagnetic reso-
nance. The influence of spin dynamics on the NRS signal is analyzed in a stochastic relaxation
model [21, 22] adapted to the ferromagnetic resonance theory of Smit and Beljers [23]. With this
method the exact shape of the precession orbit is determined. This capability arises from the high
sensitivity of NRS to the magnetization direction.
NRS under grazing incidence [3] is performed at the Dynamics beamline P01 [24] of PE-
TRA III at DESY (Hamburg, Germany) in 40 bunch mode with a bunch separation of 192 ns and a
bunch duration of about 50 ps. The energy is tuned to the nuclear transition energy of 14.4125 keV
of the Mo¨ssbauer isotope 57Fe that has a natural lifetime of 141.11 ns. The bandwidth of the syn-
chrotron radiation is reduced to 1 meV by a high resolution monochromator. A Kirkpatrick-Baez
multilayer mirror system focuses the beam to a spot size of about 10 × 10 µm2. The synchrotron
pulse excites all six allowed nuclear transitions simultaneously. The frequency differences man-
ifest as quantum beats in the temporal evolution of the nuclear decay. The recorded NRS time
spectra are fingerprints for the magnetic spin structure of the sample.
Samples are prepared on GaAs substrates. All layer geometries are defined by electron-beam
lithography and lift-off processing. Electrical striplines are prepared by thermal evaporation of
7 nm Cr, 118 nm Ag, and 20 nm Au. Hydrogen silsesquioxane (HSQ) with a thickness of 140 nm
is used to electrically insulate the strip line from the ferromagnetic film and to provide a smooth
surface. The 800 × 800 µm2 film is prepared by sputter deposition of 4 nm Cr, 18 nm Pd, 13 nm
isotopically enriched permalloy (Ni81 57Fe19), and 2 nm Pd. A scheme of the layer system is shown
in Fig. 1(a). The stoichiometry of permalloy is confirmed by energy-dispersive x-ray spectroscopy.
The sideband effect is negligible in permalloy due to the low magnetostriction and the high fre-
quencies [15]. Because the ferromagnetic resonance of the film is only effectively excited right
above the 10 µm wide stripline, any NRS signal from non-excited parts of the magnetic film is
blocked by a highly x-ray absorbing bilayer of 7 nm Al and 30 nm Au on top of the magnetic film.
The sample is illuminated under grazing-incidence at an angle ϕ of 4.36 mrad, the critical angle
for total reflection where the nuclear signal reaches its maximum [25]. The 10 × 800 µm2 part of
permalloy film is completely illuminated by the microbeam under grazing incidence.
External fields are applied in the plane of the film. The stripline is connected to a vector net-
work analyzer that serves as a signal source for the high frequency excitation as well as detector
for the transmitted signal. Figure 1(b) shows an electrical absorption spectrum of the film where
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FIG. 1. (color online) (a) Schematic layer system of the sample. The angle of incidence of the photon wave
vector k0 is ϕ. (b) Absorption spectrum of the permalloy film depending on external field and excitation
frequency. Black indicates high absorption. Dashed red line is the fit to the Kittel formula.
high absorption (black) indicates the excitation of the ferromagnetic resonance (Kittel mode) of the
permalloy film [26], a spin wave mode with zero wave vector that corresponds to a uniform pre-
cession of the magnetic moments. A fit with the Kittel formula yields a saturation magnetization
of MS = 666 kA/m and a damping parameter of α = 0.012.
The precise evaluation of the NRS time spectra requires the exact knowledge of the hyperfine
field distribution in the sample. This can be obtained from the evaluation of NRS time spectra
without rf magnetic field excitation at different in-plane angles φ between the incoming photon
wave vector k0 and an external field of 70 mT. Because of the low coercivity of the permalloy film
of less than 1 mT [27] the magnetization m and the external field are parallel. The NRS time spec-
tra are shown in Fig. 2 complemented with fits using the NRS evaluation package CONUSS [28].
From the calculations the hyperfine field distribution of the permalloy film at about 27.6 T is de-
duced as shown in the inset of Fig. 2. Isomer shift and quadrupole splitting are 0.134 mm/s and
0.020 mm/s, respectively, similar to values found in previous studies on permalloy [29].
In the following the Kittel mode is excited at different static fields applied parallel to the in-
coming beam. Time spectra for a constant external field of 5 mT at different radio-frequency
magnetic field amplitudes hrf are shown in Fig. 3(a). The resonance frequency is 1.93 GHz as
determined from the electrical absorption measurements. The overall shape of the time spectra al-
ters with increasing excitation field. A shift of the extrema to later times with increasing dynamic
field is visualized in Fig. 3(b). In addition a slightly faster decay of the time spectra is observed
during ferromagnetic resonance. The shift of the extrema indicates that the effective magnitude
of the hyperfine field is lower. It results in a reduction of the magnetic hyperfine splitting and
a correspondingly larger period in the temporal beat pattern. The effect resembles the tempera-
ture dependence of the hyperfine field that originates from thermal excitation of spin waves [6–8].
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FIG. 2. (color online) NRS time spectra from the permalloy film at different in-plane angles φ between the
photon wave vector k0 and the magnetizationm. The red lines show fits calculated with the NRS evaluation
package CONUSS. Curves are offset for clarity. The deduced hyperfine field distribution of the permalloy
film is given in the inset.
However, here we excite only one coherent mode which allows to determine dynamic magnetic
properties under conditions of ferromagnetic resonances.
The hyperfine interaction energy Ehf = (mege−mggg)Bhf = ~ωhf determines the time scale for
dynamic effects on the NRS signal [30, 31]. Here mg and me are the magnetic quantum numbers
and gg and ge are the g-factors of the ground and excited states, respectively. For hyperfine fields
observed in permalloy of 27.6 T the frequency ωhf/2pi is in the order of a few ten MHz. For
any change of the hyperfine field much faster than 1/ωhf the nucleus cannot follow the hyperfine
field and it experiences an effective hyperfine field resulting from temporal averaging over the
relatively long life time of the nuclear excited state. This situation corresponds to the fast relax-
ation regime. As a consequence a reduced effective hyperfine field is observed for a precession of
the magnetization around the equilibrium direction. Moreover, the high sensitivity of NRS to the
magnetization direction, as shown in Fig.2, yields the capability to determine the precession orbit
of the magnetization because its dynamic in-plane and out-of-plane components influence the time
spectra.
For a quantitative evaluation of the influence of the spin wave on the time spectra calculations
within the stochastic relaxation model are performed [21, 22] that is implemented in CONUSS to
account for dynamics of the hyperfine field. The stochastic model assumes discrete hyperfine field
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FIG. 3. (color online) (a) Time spectra at various excitation field amplitudes. The lowest time spectrum
is not excited. The excitation field µ0hrf increases up to 0.9 mT in steps of 0.1 mT. Curves are offset for
clarity. Red lines are fits with CONUSS. (b) Logarithmic intensity map of the time spectra shown in (a)
with varying excitation field hrf.
directions with transition rates tnm between field directions n andm. We model the spin precession
by eight points on the precession cone as shown in Fig. 4 (a). The transition matrix is chosen to
allow transitions between neighboring points in a way that supports only one sense of rotation
as realized in the experiment [25]. The transition rates equal the inverse period of the spin wave
meaning that every transition is performed once per cycle.
The field directions on the precession trajectory have to be modeled for the CONUSS calcu-
lations. In the thin film the demagnetization field has to be considered that leads to an elliptical
precession. We deduce the precession trajectory of the magnetization from the Smit-Beljers for-
mulation of the ferromagnetic resonance [23]. The Smit-Beljers formulation yields a set of coupled
differential equations for the dynamic components δϕ and δϑ of the azimuthal angle ϕ and polar
angle ϑ of the magnetization (see Fig. 4) [32]
−γ−1MS sin(ϑ0)δϑ˙ = Fϕϑδϑ+ Fϕϕδϕ
γ−1MS sin(ϑ0)δϕ˙ = Fϑϑδϑ+ Fϑϕδϕ (1)
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FIG. 4. (color online) (a) Scheme of the discretization of the spin wave precession cone for the stochastic re-
laxation model. Gray indicates the film plane and red the out-of-plane direction. δϕ and δθ are the dynamic
in-plane and out-of-plane angles, respectively. The black dots represent the magnetization directions with
transition rates tnm used in the CONUSS calculations of the NRS time spectra. (b) Ratio of the dynamic
angles for the permalloy film. (c)-(e) Maximum in-plane angle δϕ of the spin precession cone in depen-
dence of the excitation field amplitude at an external field of 5 mT with a resonance frequency of 1.93 GHz
(c), of the excitation frequency at a field amplitude of 0.4 mT (d), and of the external field at the resonance
frequency with rf magnetic field amplitudes of 0.4 mT and 0.8 mT (smaller symbols)(e). Data deduced with
CONUSS from the measurements (circles) and data from micromagnetic simulations (triangles) are shown.
In (c) the reduced hyperfine field is given in dependence of the rf magnetic field (rhombi). Lines are guides
to the eye.
where γ is the gyromagnetic ratio, ϑ0 is the equilibrium polar angle, and F is the free energy
density. The indices of F indicate partial derivatives at equilibrium positions. From Eq. (1) we
derive the ratio of the dynamic angles at resonance
δϕ
δϑ
= −
Fϕϑ + i
√
FϕϕFϑϑ − F 2ϕϑ
Fϕϕ
. (2)
To get the correct ratio for our evaluation the angular components have to be decoupled (Fϕϑ =
Fϑϕ = 0) meaning that the magnetization lies in the azimuthal plane. Then, Eq. (2) simplifies to
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δϕ/δϑ = −i√Fϑϑ/Fϕϕ.
For a thin film magnetized in the plane without crystalline anisotropy the free energy density
is F = −µ0MSHext sinϑ cosϕ + 12µ0M2S cos2 ϑ, where ϕ is the in-plane angle between magneti-
zation and external field. At equilibrium the magnetization and external field are parallel and we
get ∣∣∣∣δϕδϑ
∣∣∣∣ =√Hext +MSHext . (3)
This ratio for the film, shown in Fig. 4(b), is inserted in the CONUSS calculations for the
parametrization of the precession cone. For example, the experimental conditions presented
in Fig. 3 with an external field of 5 mT yield a ratio of 13.0 (see Fig. 4(b)). The maximum dy-
namic in-plane angle δϕ is the only free parameter in the fits of the time spectra under spin wave
excitation.
Figure 4(c)-(e) show the in-plane opening angle δϕ deduced from the time spectra. Fig. 4(c)
and (d) display data at an external field of 5 mT where the resonance frequency is 1.93 GHz.
For increasing excitation fields the opening angle increases as well, while the gain is lower at
higher fields (Fig. 4(c)). With an excitation field of 0.4 mT the opening angles around resonance
in Fig. 4(d) are obtained. The resonant behavior clearly shows that the hyperfine field does not
decrease due to Joule heating or eddy currents. Figure 4(e) shows the opening angle at resonance
for different static external fields. For increasing fields the opening angle is reduced.
The values of the extracted dynamic angles are compared to micromagnetic simulations. These
simulations have been carried out with the program package MicroMagnum [33] with a film thick-
ness of 12.9 nm using a cell size of 5 x 5 x 4.3 nm3, a saturation magnetization of 666 kA/m, a
Gilbert damping of 0.012, and periodic boundary conditions for the x and y direction. The exter-
nal field has been slightly adjusted in the simulation to fit the experimentally observed resonance
frequency. The opening angles calculated from the simulations are also shown in Fig. 4(c)-(e).
The calculated angles assort well with the values obtained from the NRS spectra. The excellent
agreement of the measured and simulated data for the thin film demonstrates how powerful NRS
is to sense spin dynamics. Especially for nanoscaled samples, where theoretical modeling might
get difficult, NRS could provide distinct advantages in determining dynamic properties.
The measurements indeed allow to distinguish between different assumed trajectories. The
simplest model is a circular precession cone. This model fits the data quite reasonably because the
average hyperfine field is the projection on the equilibrium direction of the magnetization. The
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slightly faster decay of the NRS time spectra due to the dynamics is reproduced as well. However,
the dynamic in-plane and out-of plane components of the magnetization precession change for
the circular cone compared to the elliptical trajectory. This change generates differences in the
fit quality and yields poorer fits with least squares up to 9% higher. However, we can simply
deduce the reduction of the effective hyperfine field from the projection of the circular cone on the
hyperfine field axis. The in this way calculated reduced hyperfine field Bhf (hrf )/Bhf (0) is shown
in Fig. 4(c). At an excitation field of 0.9 mT a reduction of 10% is obtained. For small opening
angles the hyperfine field reduction becomes less significant. Because the effective hyperfine field
scales with the average of the cosine of the dynamic angles the change of the hyperfine field is
tiny. For the smallest deduced in-plane angle of 6◦, the out-of-plane angle is 0.46◦ and we get
hyperfine field reductions of 0.55 % and 0.003 %, respectively. However, these small reductions
are sufficient to induce changes of the NRS time spectra compared to the static case.
In summary we have shown that the magnetic hyperfine field is significantly reduced at ferro-
magnetic resonance. From this reduction one can deduce the cone angle of the spin precession in
the thin fim. The measured hyperfine field reduction should be present for all kinds of spin dynam-
ics not only at ferromagnetic resonance. The technique is also applicable to non-zero wave vectors
like propagating or confined spin waves due to the nature of the scattering process. The overall
good agreement of the micromagnetic simulations and the evaluated data demonstrate the feasibil-
ity to study spin dynamics with high accuracy via NRS. The method’s isotopic-sensitivity can be
employed to study depth profiles and interface effects [5] related to spin dynamics. Combination
of grazing-incidence diffraction and time-resolved NRS will enable three-dimensional mapping of
spin waves confined in nanostructures.
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