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Equations différentielles stochastiques rétrogrades réfléchies
avec sauts et inequations variationnelles
integro-différentielles
Résumé : On étudie le lien entre les équations diﬀérentielles stochastiques rétrogrades
réﬂéchies avec sauts (EDSR réﬂéchies) et les inequations variationnelles integro-diﬀérentielles
(IVID). Dans un cadre markovien, on montre que la solution de l’EDSR réﬂéchie avec sauts
correspond à l’unique solution de viscosité de l’IVID. On applique ces résultats à l’étude d’un
problème d’arrêt optimal pour les mesures de risque dynamiques induites par des EDSR avec
sauts.
Mots-clés : Equations diﬀérentielles stochastiques rétrogrades réﬂéchies avec sauts, solution
de viscosité, inegalités variationnelles integro-diﬀérentielles, arrêt optimal, mesures de risque
dynamiques
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1 Introduction
Backward stochastic diﬀerential equations were introduced, in the case of a Brownian ﬁltration,
by Bismut (1976), then generalized by Pardoux and Peng ([13]). They represent a useful tool in
mathematical ﬁnance and stochastic control. Some studies have been done in the case of jumps
(see among others [2], [3], [17], [18]).
Reﬂected BSDEs (RBSDEs) have been introduced by N. El Karoui et al. (1997) (see
[10]) in the case of a Brownian ﬁltration. The solutions of such equations are constrained to be
greater then given processes called obstacles. In [7, 8, 9], Essaky, Hamadène, Ouknine have stud-
ied RBSDEs with jumps. In a recent paper, Quenez and Sulem ([15]) have provided existence
and uniqueness results for RBSDEs with jumps, as well as comparison theorems and additional
properties, when the obstacle is RCLL, which completes the previous works.
In this paper, we focus on RBSDEs with jumps in the Markovian case and we extend the
results obtained in [1]. Our main contribution consists in establishing the link between RBSDEs
with jumps, and parabolic partial integro-diﬀerential variational inequalities (PIDVI). We show
that the solution of a given RBSDE corresponds to a viscosity solution of a PIDVI, which
provides an existence result for this obstacle problem. Under additional assumptions, we prove
a comparison theorem, which allows us to obtain the uniqueness of the viscosity solution in a
certain class of functions. In order to prove these results, we establish new a priori estimates for
RBSDEs with jumps.
We illustrate these results on an optimal stopping problem for dynamic risk measures induced
by BSDEs with jumps. By [15], the value function, which represents the minimal risk measure,
coincides with the solution of an RBSDE with jumps. In the Markovian case, it thus corresponds
to the unique viscosity solution of the associated PIDVI.
The paper is organized as follows: In section 2 we introduce the notation and the deﬁnitions.
In Section 3, we study the relation between an RBSDE with jumps and a PIDVI. We start by
proving the continuity and polynomial growth of the function u(t, x) deﬁned via the solution
Y t,xt of the reﬂected BSDE, using the a priori estimates proved in appendix. We show that the
solution of an RBSDE corresponds to a solution of the PIDVI in the viscosity sense. Under
additional assumptions, we establish an uniqueness result in the class of continuous functions,
with polynomial growth. In Section 4, we apply our results to the optimal stopping problem for
dynamic risk measures induced by BSDEs with jumps.
2 Notation
Let (Ω,F , P ) be a probability space. LetW be a one-dimensional Brownian motion andN(dt, du)
be a Poisson random measure with intensity ν(du)dt such that ν is a σ ﬁnite measure on R∗ with∫
R∗
(1 ∧ u2)ν(du) < ∞. Let N˜(dt, du) be its compensated process. Let F = {Ft, t ≥ 0} be the
natural ﬁltration associated with W and N . Fix T > 0. Here P denotes the so-called progressive
σ-algebra on Ω× [0, T ] and B(R2) (resp B(L2(R∗,B(R∗), ν;R))) is the Borelian σ-algebra on R2
(resp. on L2(R∗,B(R∗), ν;R)).
We adopt the following notation:
• L2(FT ) is the set of random variables ξ which are FT -measurable and square-integrable.
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• H2 is the set of real-values predictable processes φ such that
‖φ‖2
H2
:= E[(
∫ T
0
φ2t dt)] <∞. (1)
• S2 is the set of real-values RCLL adapted processes φ such that:
‖φ‖2S2 := E[ sup
0≤t≤T
|φt|
2] <∞. (2)
• L2ν is the set of Borelian functions l : R
∗ → R such that
||l||2ν :=
∫
R∗
|l(u)|2ν(du) <∞ (3)
L2ν is a Hilbert space equipped with the scalar product:
< δ, l >ν :=
∫
R∗
δ(u)l(u)ν(du), for all δ, l ∈ L2ν × L
2
ν .
• H2ν is the set of predictable (i.e. measurable) processes
l : ([0, T ]× Ω× R∗,P ⊗ B(R∗)) → (R,B(R)); (ω, t, u)→ lt(ω, u)
such that
‖l‖2
H2ν
:= E[(
∫ T
0
||lt||
2
νdt)] <∞. (4)
• T0 is the set of stopping times θ such that θ ∈ [0, T ] a.s.
• For S in T0, TS is the set of stopping times θ such that S ≤ θ ≤ T a.s.
Definition 2.1 (Driver, Lipschitz driver). A function f is said to be a driver if
• f : [0, T ]× Ω× R2 × L2ν → R
(ω, t, x, π, l(·)) → f(ω, t, x, π, l(·)) is P ⊗ B(R2)⊗ B(L2ν) - measurable, and
• f(·, 0, 0, 0) ∈ H2.
A driver f is called a Lipschitz driver if moreover there exists a constant C ≥ 0 such that
dP ⊗ dt - a.s., for each (x1, π1, l1), (x2, π2, l2),
|f(ω, t, x1, π1, l1)− f(ω, t, x2, π2, l2)| ≤ C(|x1 − x2|+ |π1 − π2|+ ||l1 − l2||ν).
3 Relation between a RBSDE with jumps and RCLL obsta-
cle and a partial integro-differential variational inequality
(PIDVI)
Let b : R → R , σ : R → R be continuous mappings, globally Lipschitz and β : R× R∗ → R a
measurable function and such that for some real K, and for all e ∈ R
|β(x, e)| ≤ K(1 ∧ |e|), x ∈ R
|β(x, e)− β(x′, e)| ≤ K|x− x′|(1 ∧ |e|), x, x′ ∈ R.
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For each (t, x) ∈ [0, T ]×R, let {Xt,xs , t ≤ s ≤ T } be the unique R-valued solution of the SDE
with jumps:
Xt,xs = x+
∫ s
t
b(Xt,xr )dr +
∫ s
t
σ(Xt,xr )dWr +
∫ s
t
∫
R∗
β(Xr− , e)N˜(dr, de)
We consider a RBSDE with obstacle ξ and driver f of the following form:

ξs = h(s,X
t,x
s ), t ≤ s < T
ξT = g(XT )
f(s, ω, y, z, k) = ψ(s,Xt,xs (ω), y, z,
∫
R∗
k(e)γ(x, e)ν(de))1s≥t
where g, ψ, h and γ are as follows.
• g ∈ C(R) and has at most polynomial growth at inﬁnity.
• h : [0, T ]× R→ R is jointly continuous in t and x and satisﬁes
|h(t, x)| ≤ K(1 + |x|p), ∀t ∈ [0, T ], x ∈ R (5)
• h(T, x) ≤ g(x), ∀x ∈ R.
• γ : R× R∗ → R is B(R)⊗ B(R∗)-measurable and ∃ C such that:
|γ(x, e)− γ(x′, e)| < C|x− x′|(1 ∧ |e|), x, x′ ∈ R, e ∈ R∗
0 ≤ γ(x, e) ≤ C(1 ∧ |e|), e ∈ R∗
• ψ : [0, T ]× R4 → R is continuous in t , uniformly continuous in x with respect to y, z, k.
(i) |ψ(t, x, 0, 0, 0)| ≤ K(1 + |x|p), x ∈ R
(ii) ∃C ≥ 0 such that |ψ(t, x, y, z, q)− ψ(t, x′, y′, z′, q′)| ≤ C(|y − y′|+ |z − z′|+ |q − q′|),
∀0 ≤ t ≤ T , y, y′ ∈ R, z, z′ ∈ R, q, q′ ∈ R
(iii) q → ψ(t, x, y, z, q) is non-decreasing, for all (t, x, y, z) ∈ [0, T ]× R3
The assumptions made on h imply that the obstacle ξs = h(s,X
t,x
s ) is left-upper semicontin-
uous along stopping times that is, for all τ ∈ τ0 and for each non decreasing sequence of stopping
times (τn) such that τ
n ↑ τ a.s. , ξτ ≥ lim supn→∞ ξτn a.s.
By Theorem 3.3 in [15], there exists a unique quadruple (Y t,x, Zt,x,Kt,x, At,x) ∈ S2 ×H2 ×
H
2
ν × S
2 of progressively measurable processes, which solves the following RBSDE:
Ys = g(XT ) +
∫ T
s
f(r,Xr, Yr, Zr,Kr(·)) +AT −As
−
∫ T
s
ZrdWr −
∫ T
s
∫
R∗
K(r, e)N˜(dr, de)
Ys ≥ h(s,Xs), 0 ≤ s ≤ T a.s.,
A is a nondecreasing, continuous predictable process with
A0 = 0 and such that∫ T
0
(Yt − ξt)dAt = 0 a.s.
(6)
RR n° 8213
6 Dumitrescu & Quenez & Sulem
The non-decreasing property of ψ and the assumption made on γ ensure that Assumption 47
(see Appendix) holds, and hence the comparison theorem holds for BSDEs and RBSDEs with
jumps associated with driver f (see in [15] and [16]).
Finally, we deﬁne:
u(t, x) = Y t,xt , t ∈ [0, T ], x ∈ R. (7)
which is a deterministic quantity.
3.1 Some properties of the solution of the RBSDE
In this section, we prove the continuity and polynomial growth of the function u deﬁned by (7).
Lemma 3.1. The function u is continuous in (t, x).
Proof. We deﬁne Y t,xs for all s ∈ [0, T ] by choosing Y
t,x
s = Y
t,x
t for 0 ≤ s ≤ t. It suﬃces to
show that whenever (tn, xn)→ (t, x),
|Y tn,xn0 − Y
t,x
0 |
2 → 0.
By applying Prop 48 withX1s = X
tn,xn
s ,X
2
s = X
t,x
s , f
1(s, ω, y, z, q) := 1[t,T ](s)f(s,X
t,x
s (ω), y, z, q)
and f2(s, ω, y, z, q) := 1[tn,T ](s)f(s,X
tn,xn
s (ω), y, z, q) we obtain for t = 0:
Y
2
0 ≤ KC,TE[sup
t≥0
ξ
2
t ] + E[
∫ T
0
(f
n
s )
2] (8)
where KC,T := e(3C
2+2C)T max(1,
1
C2
)
f
n
s (ω) := supy,z,q |1[t,T ]f(s,X
t,x
s (ω), y, z, q)− 1[tn,T ]f(s,X
tn,xn
s (ω), y, z, q)|.
Consequently, we have:
|Y tt (x)− Y
tn
tn
(xn)|
2 = |Y t0 (x) − Y
tn
0 (xn)|
2 (9)
≤ KC,TE[ sup
0≤s≤T
|h(s,Xtn,xns )− h(s,X
t,x
s )|
2 +
∫ T
0
(f
n
s )
2].
The continuity of u is a consequence of the following convergences as n→∞:
E( sup
0≤s≤T
|h(s,Xt,xs )− h(s,X
tn
s (xn))|
2) → 0
E[
∫ T
0
(f
n
s )
2ds] → 0.
which follow from the Lebesgue’s theorem, using the continuity assumptions and polynomial
growth of f and h .
Lemma 3.2. The function u has at most polynomial growth at infinity.
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Proof. By applying Prop. A.4 , we obtain the following relation:
|Y t,xt |
2 = |Y t,x0 |
2 ≤ KC,T (E(
∫ T
0
f(s,Xt,xs , 0, 0, 0)
2ds+ sup
0≤s≤T
h(s,Xt,xs )
2). (10)
Using now the hypothesis of polynomial growth on f, h and the standard estimate:
E[ sup
0≤s≤T
|Xt,xs |
2] ≤ C(1 + x2),
we obtain that there exist C ∈ R and p ∈ N such that |u(t, x)| ≤ C(1+ |x|p), ∀t ∈ [0, T ], ∀x ∈ R.
3.2 Existence of a viscosity solution
We now consider the related obstacle problem for a parabolic PIDE. Roughly speaking, a solution
of the obstacle problem is a function u : [0, T ]× R→ R which satisﬁes:
min(u(t, x)− h(t, x),
−
∂u
∂t
(t, x)− Lu(t, x)− f(t, x, u(t, x), (σ
∂u
∂x
)(t, x), Bu(t, x)) = 0, (t, x) ∈ [0, T )× R
u(T, x) = g(x), x ∈ R
(11)
where:
• L = A+K
• Aφ(x) =
1
2
σ2(x)
∂2φ
∂x2
(x) + b(x)
∂φ
∂x
(x), φ ∈ C2(R)
• Kφ(x) =
∫
R∗
(
φ(x + β(x, e)) − φ(x) −
∂φ
∂x
(x)β(x, e)
)
ν(de), φ ∈ C2(R)
• Bφ(x) =
∫
R∗
(φ(x + β(x, e)) − φ(x))γ(x, e)ν(de)
We prove that the solution of the reﬂected BSDE is solution of an obstacle problem by using
the classical deﬁnition of viscosity solutions ([2]).
Definition 3.3. a) A continuous function u is said to be a viscosity subsolution of (11) if
u(T, x) ≤ g(x), x ∈ R, and if for any point (t0, x0) ∈ (0, T )×R and for any φ ∈ C
1,2([0, T ]×
R) such that φ(t0, x0) = u(t0, x0) and φ− u attains its minimum at (t0, x0), then
min(u(t0, x0)− h(t0, x0),
−
∂φ
∂t
(t0, x0)− Lφ(t0, x0)− f(t0, x0, u(t0, x0), (σ
∂φ
∂x
)(t, x))(t0, x0), Bφ(t0, x0)) ≤ 0.
In other words, if u(t0, x0) > h(t0, x0),
−
∂φ
∂t
(t0, x0)− Lφ(t0, x0)− f(t0, x0, u(t0, x0), (σ
∂φ
∂x
)(t, x))(t0, x0), Bφ(t0, x0)) ≤ 0
RR n° 8213
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b) A continuous function u is said to be a viscosity supersolution of (11) if u(T, x) ≥ g(x), x ∈
R, and if for any point (t0, x0) ∈ (0, T ) × R and for any φ ∈ C
1,2([0, T ] × R) such that
φ(t0, x0) = u(t0, x0) and φ− u attains its maximum at (t0, x0), then
min(u(t0, x0)− h(t0, x0),
−
∂
∂t
φ(t0, x0)− Lφ(t0, x0)− f(t0, x0, u(t0, x0), (σ
∂φ
∂x
)(t0, x0), Bφ(t0, x0)) ≥ 0.
In other words, we have both u(t0, x0) ≥ h(t0, x0),
−
∂φ
∂t
(t0, x0)− Lφ(t0, x0)− f(t0, x0, u(t0, x0), (σ
∂φ
∂x
)(t0, x0), Bφ(t0, x0)) ≥ 0
Theorem 3.4. The function u, defined by (7) is a viscosity solution of the obstacle problem (11).
Inria
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Proof
I. We prove that u is a subsolution of (11).
Let (t0, x0) ∈ (0, T ) × R and φ ∈ C
1,2([0, T ] × R) be such that φ(t0, x0) = u(t0, x0) and
φ(t, x) ≥ u(t, x), ∀(t, x) ∈ [0, T ]× R
We suppose that u(t0, x0) > h(t0, x0) and that
−
∂
∂t
φ(t, x) − Lφ(t, x)− f(t, x, φ(t, x), (σ
∂φ
∂x
)(t, x), Bφ(t, x)) > 0
By continuity (the continuity of Kφ and Bφ can be shown using Lebesgue’s theorem), we
can suppose that there exists ǫ > 0 and ηǫ > 0 such that: ∀(t, x) such that t0 ≤ t ≤ t+ηǫ <
T and |x− x0| ≤ ηǫ, we have: u(t, x) ≥ h(t, x) + ǫ and
−
∂
∂t
φ(t, x) − Lφ(t, x)− f(t, x, φ(t, x), (σ
∂φ
∂x
)(t, x), Bφ(t, x)) > ǫ (12)
We deﬁne the stopping time θ as:
θ := (t0 + ηǫ) ∧ inf{s ≥ t0/|X
t0,x0
s − x0| > ηǫ} (13)
By deﬁnition of the stopping time,
u(s,Xt0,x0s ) ≥ h(s,X
t0,x0
s ) + ǫ > h(s,X
t0,x0
s ), t0 ≤ s < θ a.s.
This means that for a.e. ω the processes (Y t0,x0s , s ∈ [t0, θ(ω)[) rests above the barrier. It
follows that for a.e. ω, the function s → Acs(ω) is constant on [t, θ(ω)] . In other words,
Y t0,x0s = Xs(Yθ, θ), t0 ≤ s ≤ θ a.s which means that (Y
t0,x0
s , s ∈ [t0, θ]) is solution of the
classical BSDE associated with the driver f and the terminal value Y t0,x0θ . In order to
apply the comparison theorem for classical BSDE with jumps, we apply Itô’s lemma to
φ(t,Xt0,x0t ) and we obtain the following equation:
φ(t,Xt0,x0t ) = φ(θ,X
t0,x0
θ )
−
∫ θ
t
ψ(s,Xt0,x0s )ds−
∫ θ
t
(σ
∂φ
∂x
)(s,Xt0,x0s )dWs− (14)
−
∫ θ
t
∫
R∗
Φ(s,Xt0,x0
s−
, e)N˜(ds, de)
where:
• ψ(s, y) :=
∂
∂s
φ(s, y) + Lφ(s, y)
• Φ(s, y, e) := φ(s, y + β(y, e))− φ(s, y)
We can remark that
(
φ(s,Xt0,x0s ), (σ
∂φ
∂x
)(s,Xt0,x0s ),Φ(s,X
t0,x0
s−
, ·); s ∈ [t0, θ]
)
is solution
of the BSDE corresponding to the terminal value φ(θ,Xt0,x0θ ) and driver −ψ(s,X
t0,x0
s ).
By assumption (12) and by deﬁnition of the stopping time, we have ∀s ∈ [t0, θ]:
−
∂φ
∂t
(s,Xt0,x0s )− Lφ(s,X
t0,x0
s )− f
(
s,Xt0,x0s , φ(s,X
t0,x0
s ), (σ
∂φ
∂x
)(s,Xt0,x0s ), Bφ(s,X
t0,x0
s )
)
> ǫ.
(15)
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Using the deﬁnition on the function ψ, we can rewrite the equation (15) as follows:
− ψ(s,Xt0,x0s )− f
(
s,Xt0,x0s , φ(s,X
t0,x0
s ), (σ
∂φ
∂x
)(s,Xt0,x0s ), Bφ(s,X
t0,x0
s )
)
> ǫ, ∀s ∈ [t0, θ].
This equation gives a relation between the drivers of the two BSDEs . Also, φ(θ,Xt0,x0θ ) ≥
u(θ,Xt0,x0θ ) = Y
t0,x0
θ . Consequently, the comparison theorem for classical BSDE implies
that:
φ(t0, x0) > φ(t0, X
t0,x0
t0
)− ǫ(θ − t0) ≥ Y
t0,x0
t0
= u(t0, x0),
which leads to a contradiction.
II. We prove that u is a viscosity supersolution of (11).
Let (t0, x0) ∈ (0, T ) × R and φ ∈ C
1,2([0, T ] × R) be such that φ(t0, x0) = u(t0, x0) and
φ(t, x) ≤ u(t, x), ∀(t, x) ∈ [0, T ]× R. Since the solution (Y t0,x0s ) stays above the obstacle,
we have:
u(t0, x0) ≥ h(t0, x0)
We have to show that:
−
∂
∂t
φ(t0, x0)− Lφ(t0, x0)− f
(
t0, x0, φ(t0, x0), (σ
∂φ
∂x
)(t0, x0), Bφ(t0, x0)
)
≥ 0
We suppose that:
−
∂
∂t
φ(t0, x0)− Lφ(t0, x0)− f
(
t0, x0, φ(t0, x0), (σ
∂φ
∂x
)(t0, x0), Bφ(t0, x0)
)
< 0
By continuity (the continuity of Kφ and Bφ can be shown using Lebesgue’s theorem) ,
we can suppose that there exists ǫ > 0 and ηǫ > 0 such that: ∀(t, x) such that t0 ≤ t ≤
t+ ηǫ < T and |x− x0| ≤ ηǫ, we have:
−
∂
∂t
φ(t, x)− Lφ(t, x)− f
(
t, x, φ(t, x), (σ
∂φ
∂x
)(t, x), Bφ(t, x)
)
≤ −ǫ (16)
We deﬁne the stopping time θ such that:
θ := (t0 + ηǫ) ∧ inf{s ≥ t0/|X
t0,x0
s − x0| > ηǫ}
Our aim now is to use the comparison theorem. We apply as in the case of subsolution
Ito’s lemma to φ(s,Xt0,x0s ) and we obtain, as seen above, that(
φ(s,Xt0,x0s ), (σ
∂φ
∂x
)(s,Xt0,x0s ),Φ(s,X
t0,x0
s−
, ·); s ∈ [t0, θ]
)
is solution of the BSDE associ-
ated to the terminal value φ(θ,Xt0,x0θ ) and driver −ψ(s,X
t0,x0
s ).
The process (Y t0,x0 , s ∈ [t0, θ]) is solution of the classical BSDE associated with terminal
condition Y t0,x0θ = u(θ,X
t0,x0
θ ) and to generalized driver
f(s,Xt0,x0s , y, z, q)ds+ dA
t0,x0
s
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By assumption (16) and the deﬁnition of the stopping time, we have :
(−
∂
∂t
φ(s,Xt0,x0s )− Lφ(s,X
t0,x0
s )− f(s,X
t0,x0
s , φ(s,X
t0,x0
s ),
(σ
∂φ
∂x
)(s,Xt0,x0s ), Bφ(s,X
t0,x0
s )))ds − dA
t0,x0
s ≤ −ǫ ds, ∀s ∈ [t0, θ]
and, equivalently,
− ψ(s,Xt0,x0s )ds ≤ (f(s,X
t0,x0
s , φ(s,X
t0,x0
s ),
(σ
∂φ
∂x
)(s,Xt0,x0s ), Bφ(s,X
t0,x0
s )))ds + dA
t0,x0
s − ǫ ds, ∀s ∈ [t0, θ]
The above equation gives a relation between the drivers of the two BSDEs. Also, φ(θ,Xt0,x0θ ) ≤
u(θ,Xt0,x0θ ) = Y
t0,x0
θ . Consequently, the comparison theorem for classical BSDEs implies
that:
φ(t0, x0) < φ(t0, X
t0,x0
t0
) + ǫ(θ − t0) ≤ Y
t0,x0
t0
= u(t0, x0),
which leads to a contradiction.
3.3 Uniqueness of the viscosity solution
Now we give a uniqueness result for (11). This result is obtained under more restrictive assump-
tions that the existence one. Namely we need the following additional assumptions:
Assumption 3.5. 1. For each R > 0, there exists a continuous function mR : R+ → R+
such that mR(0) = 0 and
|f(t, x, r, p, q)−f(t, y, r, p, q)| ≤ mR(|x−y|(1+|p|)), ∀t ∈ [0, T ], |x|, |y| ≤ R, |r| ≤ R, p ∈ R, q ∈ R.
2. |γ(x, e)− γ(y, e)| ≤ C|x− y|(1 ∧ |e|2), x, y ∈ R, e ∈ R∗.
3. There exists γ > 0 such that for any x ∈ R, t ∈ [0, T ], u, v ∈ R, p ∈ R, l ∈ R:
f(t, x, v, p, l)− f(t, x, u, p, l) ≥ γ(u− v) when u ≥ v.
Theorem 3.6 (Comparison principle). Under the above hypothesis, if U is a viscosity subsolution
and V is a viscosity supersolution of the obstacle problem (11), then U(t, x) ≤ V (t, x), ∀(t, x) ∈
[0, T ]× R.
Corollary 3.7 (Uniqueness). Under the above hypothesis, there exists a unique solution of the
obstacle problem (11) in the class of continuous functions with polynomial growth.
Proof of Theorem 3.6 The proof consists in showing that, for a ﬁxed K > 0, MK =
supx∈[−K,K],t∈[0,T ](U − V ), is negative. Let K > 0. To simplify notation, MK is denoted
by M .
We approximate M by dedoubling the variables. We consider the following function:
ψǫ,η(t, s, x, y) := U(t, x)− V (s, y)−
|x− y|2
ǫ2
−
|t− s|2
ǫ2
− η2(|x|2 + |y|2).
where ǫ, η are small parameters devoted to tend to 0, for x, y in [−K,K]. LetM ǫ,η be a maximum
of ψǫ,η(t, s, x, y). This maximum is reached at some point (tǫ,η, sǫ,η, xǫ,η, yǫ,η) in the compact set
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([0, T ]2 × BRη
2
), where BRη is a ball with a large radius Rη.
For ǫ, η small enough, we have:
0 <
M
2
≤M ǫ,η ≤ U(tǫ,η, xǫ,η)− V (sǫ,η, yǫ,η). (17)
We deﬁne:
Ψ1(t, x) := V (s
ǫ,η, yǫ,η) +
|x− yǫ,η|2
ǫ2
+
|t− sǫ,η|2
ǫ2
+ η2(|x|2 + |yǫ,η|2);
Ψ2(s, y) := U(t
ǫ,η, xǫ,η)−
|xǫ,η − y|2
ǫ2
−
|tǫ,η − s|2
ǫ2
− η2(|xǫ,η|2 + |y|2).
As (t, x) → (U −Ψ1)(t, x) reaches its maximum at (t
ǫ,η, xǫ,η) and U is a subsolution we have
the two following cases:
• tǫ,η = T and then U(tǫ,η, xǫ,η) ≤ g(xǫ,η),
• tǫ,η 6= T and then
min(U(tǫ,η, xǫ,η)− h(tǫ,η, xǫ,η),
∂Ψ1
∂t
(tǫ,η, xǫ,η)− LΨ1(t
ǫ,η, xǫ,η)− f(tǫ,η, xǫ,η, U(tǫ,η, xǫ,η), (18)
(σ
∂Ψ1
∂x
)(tǫ,η, xǫ,η))), BΨ1(t
ǫ,η, xǫ,η)) ≤ 0.
As (s, y) → (Ψ2 − V )(s, y) reaches its maximum at (s
ǫ,η, yǫ,η) and V is a super-solution we
have the two following cases:
• sǫ,η = T and then V (sǫ,η, yǫ,η) ≥ g(yǫ,η),
• tǫ,η 6= T and then
min(V (sǫ,η, yǫ,η)− h(sǫ,η, yǫ,η),
∂Ψ2
∂t
(sǫ,η, yǫ,η)− LΨ2(s
ǫ,η, yǫ,η)− f(sǫ,η, yǫ,η, V (sǫ,η, yǫ,η), (19)
(σ
∂Ψ2
∂x
)(sǫ,η, yǫ,η))), BΨ2(s
ǫ,η, yǫ,η)) ≥ 0.
We have:
lim
η→0
lim
ǫ→0
M ǫ,η = M. (20)
and the properties:
|xǫ,η − yǫ,η|2
ǫ2
ǫ→0
−−−→ 0 (21)
|tǫ,η − sǫ,η|2
ǫ2
ǫ→0
−−−→ 0 (22)
Using the fact that ψǫ,η(tǫ,η, sǫ,η, xǫ,η, yǫ,η) ≥ ψǫ,η(0, 0, 0, 0) , we obtain:
U(tǫ,η, xǫ,η)− V (sǫ,η, yǫ,η)−
|tǫ,η − sǫ,η|2
ǫ2
−
|xǫ,η − yǫ,η|2
ǫ2
− η2(|xǫ,η|2 + |yǫ,η|2)
≥ U(0, 0)− V (0, 0). (23)
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and, equivalently,
|tǫ,η − sǫ,η|2
ǫ2
+
|xǫ,η − yǫ,η|2
ǫ2
+ η2(|xǫ,η|2 + |yǫ,η|2) ≤
≤ ||U ||∞ + ||V ||∞ − U(0, 0)− V (0, 0). (24)
Consequently, we can ﬁnd a constant C such that:
|xǫ,η − yǫ,η|+ |tǫ,η − sǫ,η| ≤ Cǫ, |xǫ,η|, |yǫ,η| ≤
C
η
. (25)
As [0, T ] is bounded and by (25), extracting a subsequence if necessary, we may suppose that for
each η the sequences (tǫ,η)ǫ and (s
ǫ,η)ǫ converge to a common limit t
η, and from (25) we may
also suppose , extracting again, that for each η, the sequences (xǫ,ηǫ ) and (y
ǫ,η
ǫ ) converge to a
common limit xη.
1st case: there exists a subsequence of (tη) such that tη = T for all η (of this subsequence).
As U is upper semi continous, for all η and for ǫ small enough
U(tǫ,η, xǫ,η) ≤ U(tη, xη) + η ≤ g(xη) + η,
and as V is lower semicontinuous, for all η and for ǫ small enough
V (sǫ,η, yǫ,η) ≥ V (tη, xη)− η ≥ g(xη)− η,
hence
U(tǫ,η, xǫ,η)− V (sǫ,η, yǫ,η) ≤ 2η
and
M ǫ,η = U(tǫ,η, xǫ,η)− V (sǫ,η, yǫ,η)−
|xǫ,η − yǫ,η|2
ǫ2
−
|tǫ,η − sǫ,η|2
ǫ2
−
− η2(|xǫ,η|2 + |yǫ,η|2) ≤ U(tǫ,η, xǫ,η)− V (sǫ,η, yǫ,η) ≤ 2η.
Letting ǫ→ 0 and then η → 0 one gets, using (20), that M ≤ 0.
2nd case: there exists a subsequence such that tη 6= T , and for all η belonging to this
subsequence, there exists a subsequence of (xǫ,η)η such that
U(tǫ,η, xǫ,η)− h(tǫ,η, xǫ,η) ≤ 0.
As from (19) one has
V (sǫ,η, yǫ,η)− h(sǫ,η, yǫ,η) ≥ 0,
it comes that
M ǫ,η ≤ U(tǫ,η, xǫ,η)− V (sǫ,η, yǫ,η) ≤ h(tǫ,η, xǫ,η)− h(sǫ,η, yǫ,η).
Letting ǫ→ 0 and then η → 0 one gets, using (20), that M ≤ 0.
Last case: we are left with the case when, for a subsequence of η, we have tη 6= T and for
all η belonging to this subsequence there exists a subsequence of (xǫ,η)ǫ such that:
U(tǫ,η, xǫ,η)− h(tǫ,η, xǫ,η) > 0.
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We argue by contradiction by assuming that M > 0.
We set
ϕ(t, s, x, y) :=
|x− y|2
ε2
+
|t− s|2
ε2
+ η2(|x|2 + |y|2) (26)
We know the maximum of the function ψε,η := U(t, x) − V (s, y) − ϕ(t, s, x, y) is reached
at the point (tε,η, sε,η, xε,η, yε,η). Consequently, we apply the non-local version of Jensen
Ishii‘s lemma [2] and we obtain that there exist:
(a, p,X) ∈ P2,+U(tε,η, xε,η), (b, q, Y ) ∈ P2,−V (sε,η, yε,η)
such that

p = p+ 2η2xε,η
q = p− 2η2yε,η
p = 2(x
ε,η−yε,η)
ε2
a = b = 2(t
ε,η−sε,η)
ε2(
X 0
0 −Y
)
≤ 2
ε2
(
1 −1
−1 1
)
+ 2η2
(
1 0
0 1
)
Using now the fact that U is a subsolution and V is supersolution, we obtain the two
following inequalities:

F (tε,η, xε,η, U(tε,η, xε,η), a, p,X, I1,δ1 [t
ε,η, xε,η, ϕx]+
+I2,δ1 [t
ε,η, xε,η, p, U ], I1,δ2 [t
ε,η, xε,η, ϕx]+
+I2,δ2 [t
ε,η, xε,η, U ] ≤ 0
F (sε,η, yε,η, V (sε,η, yε,η), a, q, Y, I1,δ1 [s
ε,η, yε,η,−ϕy]+
+I2,δ1 [s
ε,η, yε,η, q, V ], I1,δ2 [s
ε,η, yε,η,−ϕy] + I
1,δ
2 [s
ε,η, yε,η, V ]) ≥ 0
(27)
where
F (t, x, u, a, p,X, l1, l2) := −a−
1
2
σ2(x)X − b(x) ∗ p− l1 − f(t, x, u, pσ(x), l2) (28)
and we denote by ϕx the function (t, x) 7→ ϕ(t, x, s
ε,η, yε,η) and by ϕy the function (s, y) 7→
ϕ(tε,η , xε,η, s, y).
In order to give an estimation of the diﬀerence between integro-diﬀerential terms, we use
the fact that (tε,η, sε,η, xε,η, yε,η) is a global maximum of ψε,η. Consequently, we have the
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inequality:
ψε,η(t
ε,η, sε,η, xε,η + β(xε,η , e), yε,η + β(yε,η, e))
≤ ψε,η(t
ε,η, sε,η, xε,η, yε,η)
⇔ U(tε,η, xε,η + β(xε,η, e))− V (sε,η, yε,η + β(yε,η, e))
−
|xε,η + β(xε,η, e)− yε,η − β(yε,η, e)|2
ε2
−
−
|tε,η − sε,η|2
ε2
− η2(|xε,η + β(xε,η, e)|2 + |yε,η + β(yε,η, e)|2)
≤ U(tε,η, xε,η)− V (sε,η, yε,η)−
|xε,η − yε,η|2
ε2
−
−
|tε,η − sε,η|2
ε2
− η2(|xε,η|2 + |yε,η|2) (29)
⇔ U(tε,η, xε,η + β(xε,η, e))− U(tε,η, xε,η) ≤
≤ V (sε,η, yε,η + β(yε,η, e))− V (sε,η, yε,η)+
+
|β(xε,η , e)− β(yε,η, e)|2
ε2
+ p(β(xε,η, e)− β(yε,η, e))
+ η2(β2(xε,η, e) + 2xε,ηβ(xε,η, e) + 2yε,ηβ(yε,η, e) + β2(yε,η, e)).
We give now the estimation of the diﬀerence between the two integro-diﬀerential terms:
• We set {
l1 := I
1,δ
1 [t
ε,η, xε,η, ϕx] + I
2,δ
1 [t
ε,η, xε,η, p, U ]
l
′
1 := I
1,δ
1 [s
ε,η, yε,η,−ϕy] + I
2,δ
1 [s
ε,η, yε,η, q, V ]
(30)
where

I1,δ1 [t
ε,η, xε,η, ϕx] :=
∫
B(0,δ)
(ϕ(sε,η , tε,η, xε,η + β(xε,η , e), yε,η)−
−ϕ(sε,η, tε,η, xε,η, yε,η)−
∂
∂x
ϕ(sε,η, tε,η, xε,η, yε,η) · β(xε,η , e))ν(de)
I2,δ1 [t
ε,η, xε,η, p, U ] :=
∫
Bc(0,δ)
(U(tε,η, xε,η + β(xε,η, e))−
−U(tε,η, xε,η)− pβ · (xε,η , e))ν(de)
and

I1,δ1 [s
ε,η, yε,η,−ϕy] :=
∫
B(0,δ)
(−ϕ(sε,η, tε,η, xε,η, yε,η + β(yε,η, e))
+ϕ(sε,η, tε,η, xε,η, yε,η) +
∂ϕ
∂y
(sε,η, tε,η, xε,η, yε,η)β(yε,η, e))ν(de)
I2,δ1 [s
ε,η, yε,η, q, V ] :=
∫
Bc(0,δ)
(V (sε,η, yε,η + β(yε,η, e))−
−V (sε,η, yε,η)− qβ(yε,η, e))ν(de).
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We compute now each integral-diﬀerential term:
I1,δ1 [t
ε,η, xε,η, ϕx] =
∫
B(0,δ)
(ϕ(sε,η, tε,η, xε,η + β(xε,η , e), yε,η)
−ϕ(sε,η, tε,η, xε,η, yε,η)−
∂
∂y
ϕ(sε,η, tε,η, xε,η, yε,η)β(xε,η , e))ν(de) =
=
∫
B(0,δ)
(
β2(xε,η, e)
ε2
+ η2β2(xε,η, e))ν(de) =
=
∫
B(0,δ)
(
1
ε2
+ η2)β2(xε,η, e)ν(de)
I1,δ1 [s
ε,η, yε,η,−ϕy] =
∫
B(0,δ)
(−ϕ(sε,η, yε,η, xε,η, yε,η + β(yε,η, e))
+ϕ(sε,η, tε,η, xε,η, yε,η) +
∂ϕ
∂y
ϕ(sε,η, tε,η, xε,η, yε,η) · β(yε,η, e))ν(de)
=
∫
B(0,δ)
(−
1
ε2
− η2)β2(yε,η, e)ν(de).
We obtain:
I1,δ1 [t
ε,η, xε,η, ϕx] ≤ I
1,δ
1 [s
ε,η, yε,η,−ϕy] + (
1
ε2
+ η2)
∫
B(0,δ)
β2(yε,η, e)ν(de)+
+ (
1
ε2
+ η2)
∫
B(0,δ)
β2(xε,η, e)ν(de) ≤ I1,δ1 [s
ε,η, yε,η,−ϕy] + (
1
ε2
+ η2)oδ(1).
and consequently,
I1,δ1 [t
ε,η, xε,η, ϕx] ≤ I
1,δ
1 [s
ε,η, yε,η,−ϕy] + (
1
ε2
+ η2)oδ(1) (31)
Using the inequality (27) and integrating (for δ small enough) on Rd/B(0, δ), we
obtain:
I2,δ1 [t
ε,η, xε,η, p, U ] :=
∫
Bc(0,δ)
(U(tε,η, xε,η + β(xε,η , e))
− U(tε,η, xε,η)− (p+ 2η2xε,η)β(xε,η , e)ν(de)
≤
∫
Bc(0,δ)
(V (sε,η, yε,η + β(yε,η, e))− V (sε,η, yε,η)−
− (p− 2η2yε,η)β(yε,η, e))ν(de)
+
∫
Bc(0,δ)
|β(xε,η, e)− β(yε,η, e)|2
ε2
ν(de)+
+ η2
∫
Bc(0,δ)
(β2(xε,η, e) + β2(yε,η, e))ν(de).
Consequently, we have
I2,δ1 [t
ε,η, xε,η, p, U ] ≤ I2,δ1 [s
ε,η, yε,η, q, V ]
+O(
|xε,η − yε,η|2
ε2
) + oη2(1) (32)
From (30), (31) and (32), we obtain:
l1 ≤ l
′
1 +O(
|xε,η − yε,η|2
ε2
) + oη2(1) + (
1
ε2
+ η2)oδ(1). (33)
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• We set {
l2 := I
1,δ
2 [t
ε,η, xε,η, ϕx] + I
2,δ
2 [x
ε,η, tε,η, U ]
l′2 := I
1,δ
2 [s
ε,η, yε,η,−ϕy] + I
2,δ
2 [s
ε,η, yε,η, V ]
(34)
where 
I1,δ2 [t
ε,η, xε,η, ϕx] :=
∫
B(0,δ)
(ϕ(tε,η, sε,η, xε,η + β(xε,η , e), yε,η)−
−ϕ(tε,η, xε,η))γ(xε,η, e)ν(de)
I2,δ2 [t
ε,η, xε,η, U ] :=
∫
B(0,δ)
(U(tε,η, xε,η + β(xε,η, e))
−U(tε,η, xε,η))γ(xε,η, e)ν(de)
(35)
and 
I1,δ2 [s
ε,η, yε,η,−ϕy] :=
∫
Bc(0,δ)
(−ϕ(tε,η, sε,η, xε,η, yε,η + β(yε,η, e))+
+ϕ(tε,η, sε,η, xε,η, yε,η))γ(yε,η, e)ν(de)
I2,δ2 [s
ε,η, yε,η, V ] :=
∫
Bc(0,δ)
(V (sε,η, yε,η + β(yε,η, e))
−V (sε,η, yε,η))γ(yε,η, e)ν(de)
(36)
We compute now each integral-diﬀerential term. From (29) we obtain:
[U(tε,η, xε,η + β(xε,η, e))− U(tε,η, xε,η)]γ(xε,η, e)
≤ [V (sε,η, yε,η + β(yε,η, e))− V (sε,η, yε,η)+
+
|β(xε,η , e)− β(yε,η, e)|2
ε2
+ p(β(xε,η , e)− β(yε,η, e))
+ η2(β2(xε,η , e) + 2xε,ηβ(xε,η, e) + 2yε,ηβ(yε,η, e)+
+ β2(yε,η, e)]γ(xε,η, e)
= (V (sε,η, yε,η + β(yε,η, e))− V (sε,η, yε,η))γ(yε,η, e)
+ (V (sε,η, yε,η + β(yε,η, e))− V (sε,η, yε,η))(γ(xε,η, e)−
− γ(yε,η, e)) +
|β(xε,η, e)− β(yε,η, e)|2
ε2
γ(xε,η, e)+
+ p · (β(xε,η , e)− β(yε,η, e))γ(xε,η, e)+
+ η2(β2(xε,η , e) + 2xε,ηβ(xε,η, e) + 2yε,ηβ(yε,η, e)+
+ β2(yε,η, e))γ(xε,η, e)
Consequently, using the fact that V is continuous (and therefore locally bounded) and the
hypothesis on β, γ we obtain:
I2,δ2 [t
ε,η, xε,η, U ] ≤ I2,δ2 [s
ε,η, yε,η, V ] (37)
+O(|xε,η − yε,η|) +O(
|xε,η − yε,η|2
ε2
) + oη2(1).
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
I1,δ2 [t
ε,η, xε,η, ϕx] =
∫
B(0,δ)
[(η2 +
1
ε2
)β2(xε,η, e)
+
2β(xε,η, e)
ε2
|xε,η − yε,η|+ 2η2xε,ηβ(xε,η , e)]γ(xε,η, e)
I1,δ2 [s
ε,η, yε,η,−ϕy] =
∫
B(0,δ)
[(−η2 −
1
ε2
)β2(yε,η, e)
+
2β(yε,η, e)
ε2
|xε,η − yε,η| − 2η2yε,ηβ(yε,η, e)]γ(yε,η, e).
We have:
[(η2 +
1
ε2
)β2(xε,η, e) +
2β(xε,η, e)
ε2
|xε,η − yε,η|+
+ 2η2xε,ηβ(xε,η , e)]γ(xε,η, e) =
= (−η2 −
1
ε2
)β2(yε,η, e)γ(yε,η, e) +
2β(yε,η, e)
ε2
|xε,η − yε,η|γ(yε,η, e)−
− 2η2yε,ηβ(yε,η, e)γ(yε,η, e)+
+ (η2 +
1
ε2
)[β2(yε,η, e)γ(yε,η, e) + β2(xε,η, e)γ(xε,η, e)]
+
2
ε2
|xε,η − yε,η|[β(xε,η , e)γ(xε,η, e)− β(yε,η, e)γ(yε,η, e)]
+ 2η2[xε,ηβ(xε,η , e)γ(xε,η, e) + yε,ηβ(yε,η, e)γ(yε,η, e)].
Using the hypothesis on β and γ, we obtain:
I1,δ2 [t
ε,η, xε,η, ϕx] ≤ I
1,δ
2 [s
ε,η, yε,η,−ϕy]+ (38)
(η2 +
1
ε2
)oδ(1) +O(
|xε,η − yε,η|2
ε2
) + oη2(1).
Finally, from (34), (37) and (38), we obtain:
l2 ≤ l
′
2 + (η
2 +
1
ε2
)oδ(1) +O(
|xε,η − yε,η|2
ε2
) +O(|xε,η − yε,η|) + oη2(1). (39)
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We have supposed that M > 0. We use now (17) and the assumptions 3.5 and we obtain:
0 <
γ
2
M ≤ γMε,η ≤ γ(U(t
ε,η, xε,η)− V (sε,η, yε,η))
≤ F (sε,η, yε,η, U(tε,η, xε,η), a, q, Y, l′1, l
′
2)−
− F (sε,η, yε,η, V (sε,η, yε,η), a, q, Y, l′1, l
′
2)
= F (sε,η, yε,η, U(tε,η, xε,η), a, q, Y, l′1, l
′
2)−
− F (sε,η, yε,η, U(sε,η, yε,η), a, q, Y, l′1, l
′
2)+ (40)
+ F (sε,η, yε,η, U(sε,η, yε,η), a, q, Y, l′1, l
′
2)−
− F (sε,η, yε,η, U(sε,η, yε,η), a, q, Y, l1, l2)+
+ F (sε,η, yε,η, U(sε,η, yε,η), a, q, Y, l1, l2)−
− F (tε,η, xε,η, U(tε,η, xε,η), a, p,X, l1, l2)+
+ F (tε,η, xε,η, U(tε,η, xε,η), a, p,X, l1, l2)−
− F (sε,η, yε,η, V (sε,η, yε,η), a, q, Y, l′1, l
′
2) ≤
≤ K|U(tε,η, xε,η)− U(sε,η, yε,η)|+
+ F (sε,η, yε,η, U(sε,η, yε,η), a, q, Y, l1, l2)−
− F (tε,η, xε,η, U(tε,η, Xε,η), a, p,X, l1, l2)
+ (η2 +
1
ε2
)oδ(1) +O(
|xε,η − yε,η|2
ε2
) +O(|xε,η − yε,η|) + oη2(1).
We have used the (nonlocal) ellipticity of F , Lipschitz property of F and the estimates
(33) and (39). We give the following estimates:
σ2(xε,η)(X)− σ2(yε,η)Y ≤
C|xε,η − yε,η|2
ε2
+ oη2(1),
b(xε,η)p− b(yε,η)q ≤
C|xε,η − yε,η|
ε2
+ oη2(1)
and we obtain the inequality:
F (sε,η, yε,η, U(sε,η, yε,η), a, q, Y, l1, l2)
− F (tε,η, xε,η, U(tε,η, xε,η), a, p,X, l1, l2) ≤ (41)
≤
C|xε,η − yε,η|2
ε2
+ oη2(1)+
+ f(tε,η, xε,η, U(tε,η, xε,η), (p+ 2η2)σ(xε,η), l2)
− f(sε,η, yε,η, U(sε,η, yε,η), (p− 2η2)σ(yε,η), l2)
≤ ρ(|tε,η − sε,η|) +mR(|x
ε,η − yε,η|(1 + (p+ 2η2)σ(xε,η)))
+K|U(tε,η, xε,η)− U(sε,η, yε,η)|+O(
|xε,η − yε,η|2
ε2
) + oη2(1).
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From (40), (41) we obtain ﬁnally:
0 <
γ
2
M ≤ γM ε,η ≤ ρ(|tε,η − sε,η|)+
+mR(|x
ε,η − yε,η|(1 + (p+ 2η2)σ(xε,η))+
+K|U(tε,η, xε,η)− U(sε,η, yε,η)|+ (42)
+O(
|xε,η − yε,η|2
ε2
) +O(|xε,η − yε,η|) + (η2 +
1
ε2
)oδ(1) + oη2(1).
We use now the fact that ρ(s)→ 0 when s→ 0+ (property which comes from the continuity
of f in t) and the assumptions 3.5. Letting successively δ, ε and η tend to 0 in the relation
(42) we obtain a contradiction.
4 Application to optimal stopping for dynamic risk mea-
sures induced by BSDEs with jumps
In the framework of risk measures, the state process X deﬁned above may be interpreted for
example as an index, an interest rate process, an economic factor, an indicator of the market,
the value of a portfolio, which has an inﬂuence on the risk measure and the position.
The driver f is deﬁned as above, via a function ψ. We deﬁne the following functional: for
each S ∈ [0, T ] and ζ ∈ L2(FS), set
ρt(ζ, S) := −X (ζ, S), 0 ≤ t ≤ S, (43)
where Xt(ζ, S) = Xt denotes the solution in S
2 of the BSDE with terminal condition ζ, terminal
time S and with driver f , that is, satisfying
−dXt = f(t,Xt, πt, lt(·))dt− πtdWt −
∫
R∗
lt(u)N˜(dt, du) ; XS = ζ, (44)
where πt, lt are the associated processes, which belong to H
2. If S represents a given maturity
and ζ a ﬁnancial position at time S, then ρt(ζ, S) will be interpreted as the risk measure of ζ at
time t. The functional ρ : (ζ, S) → ρ(ζ, S) deﬁnes then a dynamic risk measure induced by the
BSDE with driver f . Properties of such risk measures are given in [15].
We consider the following optimal stopping problem for dynamic risk measures. The dy-
namic ﬁnancial position is given by the process {ξt, 0 ≤ t ≤ T }, deﬁned as in the previous sections
via the state process Xt := X
0,x
t .
Let S ∈ T0 be the initial time. The aim is to stop at a (stopping) time τ greater than S, so
that it minimizes the risk measure of position ξτ . The minimal risk measure at time S is thus
given by:
v(S) := ess inf
τ∈TS
ρS(ξτ , τ) (45)
where:
TS := { stopping times with values in [S, T ] }
Let us denote by Y the solution (denoted above by Y 0,x) of RBSDE (6) with t = 0.
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Proposition 4.1. Let S ∈ T0. The minimal risk measure at time S satisfies
v(S) = −YS = −u(S,XS) a.s. (46)
where u is the unique viscosity solution of the PIDIV (11).
Moreover, the stopping time τ∗S defined by
τ∗S := inf{t ≥ S, Yt = ξt} = inf{t ≥ S, u(t,Xt) = h¯(t,Xt)}
is optimal for (45), that is v(S) = ρS(ξτ∗
S
, τ∗S) a.s.
Here, the function h¯ is deﬁned by h¯(t, x) = h(t, x) for t < T and h¯(T, x) = g(x), so that
ξt = h¯(t,Xt), 0 ≤ t ≤ T a.s.
PROOF: Since by deﬁnition, ρS(ξτ , τ) = −XS(ξτ , τ), we have that for each stopping time
S ∈ T0:
v(S) = ess inf
τ∈TS
−XS(ξτ , τ) = −ess sup
τ∈TS
XS(ξτ , τ)
Using Theorem 4.1 in [16], we derive that for each stopping time S ∈ T0, we have v(S) = −YS
a.s. Now, by using the Markov property of X , one can show that YS = −u(S,XS), which gives
equalities (46).
By Theorem 4.6 in [16], the stopping time τ∗S is optimal for (46). The second assertion follows.
A Appendix (A priori estimates)
Let f be a Lipschitz driver, satisfying the following assumption:
Assumption A.1. dP ⊗ dt-a.s for each (x, π, l1, l2) ∈ [0, T ]× Ω× R
2 × (L2ν)
2,
f(t, x, π, l1)− f(t, x, π, l2) ≥ 〈θ
x,π,l1,l2
t , l1 − l2〉ν ,
with
θ : [0, T ]× Ω× R2 × (L2ν)
2 7→ L2ν ; (ω, t, x, π, l1, l2) 7→ θ
x,π,l1,l2
t (ω, .)
P⊗B(R2)⊗B((L2ν)
2)-measurable, bounded, and satisfying dP⊗dt⊗dν(u)-a.s. , for each (x, π, l1, l2)
∈ R2 × (L2ν)
2,
θx,π,l1,l2t (u) ≥ −1 and |θ
x,π,l1,l2
t (u)| ≤ ψ(u),
where ψ ∈ L2ν .
Under this assumption the comparison theorem for the associated BSDEs and RBSDEs with
jumps holds (see [17]). We provide the following estimates.
Proposition A.2. Let ξ1t , ξ
2
t ∈ S
2. Let f1, f2 be Lipschitz drivers satisfying assumption 47 with
Lipchitz constant C > 0. For i = 1, 2, let Y i be the solution of the RBSDE associated with driver
f i, terminal time T and obstacle ξit. For s ∈ [0, T ], denote Y s = Y
1
s − Y
2
s , ξs = ξ
1
s − ξ
2
s and
f s = supy,z,k |f
1(s, y, z, k) − f2(s, y, z, k)|. Let η, β > 0 be such that β ≥
3
η
+ 2C and η ≤
1
C2
.
Then for each t, we have:
eβtY
2
t ≤ e
βT (E[sup
s≥t
ξs
2
|Ft] + ηE[
∫ T
t
f
2
sds|Ft]) a.s. (47)
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Remark A.3. Note that η and β are universal constants, i.e. they do not depend on T ,
ξ1t , ξ
2
t , f
1, f2. This was not the case for the estimates given in the previous literature (see El
Karoui et al. [10])
Proof. For i = 1, 2 and for each τ ∈ τ0, let (X
i,τ , πi,τs , l
i,τ
s ) be the solution of the BSDE associ-
ated with driver f i, terminal time τ and terminal condition ξiτ . Set X
τ
s = X
1,τ
s −X
2,τ
s .
By a priori estimate on BSDE (see Proposition A.4 in [16]), we have a.s.:
eβt(X
τ
t )
2 ≤ eβTE[ξ
2
τ |Ft] + ηE[
∫ T
t
eβs(f1(s,X2,τs , π
2,τ
s , l
2,τ
s )− f
2(s,X2,τs , π
2,τ
s , l
2,τ
s ))
2ds|Ft] a.s.
(48)
from which we obtain:
eβt(X
τ
t )
2 ≤ eβT (E[sup
s≥t
ξ
2
s|Ft] + ηE[
∫ T
t
f
2
sds|Ft]). (49)
Now, by Theorem 4.1 in [16], we have Y it = ess supτ≥tX
i,τ
t a.s. for i = 1, 2. We thus get
|Y t| ≤ ess supτ≥t |X
τ
t | a.s.
The result follows.
Proposition A.4. Let ξt ∈ S
2. Let f be Lipschitz driver satisfying Assumption 47 with Lipchitz
constant C > 0 . Let η, β > 0 be such that β ≥
3
η
+ 2C and η ≤
1
C2
. Then for each t, we have:
eβtY 2t ≤ e
βT (E[sup
s≥t
ξs
2
|Ft] + ηE[
∫ T
t
f(s, 0, 0, 0)2ds|Ft]) a.s. (50)
Proof. Let Xτt be the solution of the BSDE associated with driver f , terminal time τ and
terminal condition ξτ . By applying inequality (A.2) with f
1 = f , ξ1 = ξ, f
2 = 0 and ξ2 = 0, we
get:
eβt(Xτt )
2 ≤ eβTE[ξ2τ |Ft] + ηE[
∫ T
t
eβs(f(s, 0, 0, 0))2|Ft] (51)
The result follows.
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