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n  . nLet f : R ª R be a seminorm and let e be the canonical base of R .i 1F iF n
1  .  .Denote M s max f e y e , K s max f e . We prove the inequalityr , s r s r r2
n n
n< <f x F M x q K y M x , x s x , x , . . . , x g R . .  .  . i i 1 2 n /
is1 is1
We use the above inequality to prove some generalizations of Dobrushin's inequal-
ities and a generalization of an inequality due to J. E. Cohen et al. Linear Algebra
.Appl. 179, 1993, 211]235 . Hilbert space generalizations of the above inequalities
are proved using Levi's reduction theorem. As special cases of our results we
obtain several inequalities given previously by Adamovici, Djokovic, Hlawka, and
Hornich. Q 1996 Academic Press, Inc.
1. INTRODUCTION
 .A nonhomogeneous Markov chain is described by a sequence P ,k k G1
  ..P s p k , i, j g S, of stochastic matrices. Throughout this paper by ak i j
stochastic matrix we shall mean a column stochastic matrix, that is, a
matrix whose entries are nonnegative and the sum of the entries in each
column is equal to one.
 .The notion of weak ergodicity of the sequence P introduced byk k G1
w xKolmogorov 12 in 1931 requires that for every i, j, p, r,
lim t  r , s. y t  r , s. s 0, 1.1 . .pi p j
sª`
  r , s..where T s t s P P . . . P represents a matrix product.r s i j rq1 rq2 rqs
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Thus the columns of T tend to be identical as s ª `. Hence a weaklyr s
ergodic Markov chain exhibits some kind of stable behavior after a long
time.
w xBernstein 2, 3 in his textbook of 1946 began the development of the
theory of both weak and strong ergodicity.
A very important notion in the study of ergodic theory of Markov chains
is that of the ergodicity coefficient. It was partly crystallized in a paper of
W. Doeblin of 1937, but was put into its most powerful form by Dobrushin
w x w x8 and thoroughly exploited in 1958 by Hajnal 9 , unaware of earlier
Soviet work.
The notion of an ergodicity coefficient simplifies and makes more
elegant and complete the theory of nonhomogeneous Markov chains.
wThere is a rich literature on the notion of a coefficient of ergodicity 11,
x  .15, 16, 18]20, 22 and on a specialized coefficient Dobrushin's which is in
a sense the optimal tool in the study of the ergodic theory of Markov
chains.
 .If A s a is a real m = n matrix, then let us denotei j
m
a A s min min a , a .  .m , n i r i s
r , s is1
m1
< <a A s max a y a . . m , n i r i s /2 r , s is1
 .In the case where A is a stochastic matrix, using the equality min a, b s
1  < <.  .  .a q b y a y b , one can easily see that a A s 1 y a A .m , n m , n2
 .a A is called Dobrushin's coefficient of ergodicity of the stochasticm , n
matrix A. Sometimes in this paper we shall refer to the functional
 .A ¬ a A as Dobrushin's coefficient of ergodicity.m , n
 .Condition 1.1 may be written by means of Dobrushin's coefficient as
lim a T s 0 for every r G 1. 1.2 .  .m , n r , s
sª`
This coefficient is important not only in the study of the asymptotic
behavior of Markov systems but also in comparisons of stochastic matrices
w x w xas communication channels 5, 6 , consensus problems 4 , or dynamic
programming.
 .Let A s a be a real m = n matrix. We shall associate with A ai j
n m  .  .  . .linear operator A: R ª R defined as Ax s Ax , Ax , . . . , Ax ,1 2 m
where
n
nAx s a x , i s 1, 2, . . . , m , x s x , x , . . . , x g R . .  .i i j j 1 2 n
js1
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w x  . n 5 5For p g 1, ` , x s x , x , . . . , x g R , we shall denote by x thep1 2 n
l p-norm of x, that is
1rpn
p5 5 < <x s x if p g 1, `.p j /
js1
5 5 < <x s max x if p s q`. .p j
1FjFn
The l p-norm of A is defined as
5 5 5 5 n 5 5A s sup Ax : x g R , x s 1 . 4p p p
It is well known that
m
5 5 < <A s max a . 1.3 .1 i j /1FjFn is1
 k 4For every integer k G 1 put H s x g R : x q x q ??? qx s 0 . If A:k 1 2 k
n m ÄR ª R , then we shall denote by A the restriction of A to H . Then
p Äl -norm of A is defined as
Ä5 5 5 5 5 5A s sup Ax : x g H , x s 1 . 4p p pn
w xThe following theorem is due to Dobrushin 8 .
Ä . 5 5THEOREM 1.1. If A s a is an m = n stochastic matrix, then A s1i j
 .a A .m , n
The above equality may be written as an inequality
5 5 5 5Ax F a A ? x for every x g H . 1.4 .  .1 1m , n n
 .We shall refer to inequality 1.4 as Dobrushin's first inequality.
w xThe following result is also due to Dobrushin 8 .
 .  .THEOREM 1.2. Let A s a be an m = n stochastic matrix and B s bi j i j
be an n = p stochastic matrix. Then
a AB F a A ? a B . 1.5 .  .  .  .m , n m , n n , p
w xFor a proof of the above result see Iosifescu 11, p. 58 . We shall refer to
 .inequality 1.5 as Dobrushin's second inequality.
A generalization of Dobrushin's first inequality has been recently given
as follows.
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w x  .THEOREM 1.3 5, Lemma 3.2 . Let A s a be an m = n stochastici j
matrix. Then
m n n n
< <a x F a A x q a A x 1.6 .  .  .   i j j m , n j m , n j /
is1 js1 js1 js1
for e¨ery x , x , . . . , x g R.1 2 n
 .Another generalization of Dobrushin's first inequality asserts that 1.4
holds for arbitrary real matrices A. This follows at once from the two
theorems below.
THEOREM 1.4. Let C be a compact con¨ex set in R n and let f : C ª R be
a con¨ex map. Then
sup f x s sup f x . .  .
xgC xgext C
 .Here by ext C we denote the set of extreme points of C.
w x  5 5 4THEOREM 1.5 17, Corollary 3.2 . Let Q s x g H : x F 1 . Then1n
1  .  4 4 extQ s e y e : r, s g 1, 2, . . . , n , r / s . Here by e we denote ther s r2
 . n .¨ector d of R where d is the Kronecker symbol.r j 1F jF n r j
One of the main results of our paper uses Levi's reduction theorem to
prove that in an inner product space H the inequality
m n n n
5 5 5 5a x F a A x q A y a A x .  . .   1i j j m , n j m , n j /
is1 js1 js1 js1
1.7 .
 .holds for every real m = n matrix A s a and every x g H, j si j j
1, 2, . . . , n.
 .One can easily see that inequality 1.7 supersedes the above mentioned
generalizations of Dobrushin's first inequality.
It is very interesting to note that a series of inequalities belonging to
w x w x w x w xHlawka 14, p. 171 , Hornich 10 , Adamovic 1 , Djokovic 7 , and Mitri-
w x  .novici 14, pp. 171]177 are also special cases of inequality 1.7 .
Another result of our paper contains a generalization of Dobrushin's
 .second inequality. More precisely, we prove that inequality 1.5 holds if A
is an arbitrary real matrix and all the sums of the entries in each column of
B are equal.
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2. GENERALIZATIONS OF DOBRUSHIN'S
INEQUALITIES: THE SCALAR CASE
 .Let A s a be an m = n stochastic matrix; it is well known thati j
 .a A s 1 if and only if A has two orthogonal columns.m , n
A generalization of the above property is contained in the following
proposition.
 . PROPOSITION 2.1. Let A s a be a real m = n matrix. Denote P s ri j
 4 m < < 5 5 4g 1, 2, . . . , n :  a s A . Then the following assertions are equi¨ a-1is1 i r
lent:
 .  . 5 51 a A s A .1m , n
 .2 There exist distinct points r, s g P such that a a F 0 for e¨eryi r i s
 4i g 1, 2, . . . , m .
Proof. This is obvious.
In Lemma 2.2 and Theorem 2.3 we shall use the following notation. Let
 4  .n G 1 be a natural number and let I s 1, 2, . . . , n . Denote by P I the
family of all subsets of I. If J is a subset of I we shall denote by J X the
< <complement of J with respect to I and by J the cardinal of J.
 .For every a G 0, b g R, and J g P I , put
n
Xn < <Z a, b , J s x g R : x G 0 ; j g J , x F 0 ; j g J , x s a, .  .  . j j j
js1
n
x s b . j 5
js1
Consider the sets
< < < <W s a, b , J g R = R = P I : 0 F b F a, 1 F J F n y 1 4 .  .1 q
< <W s a, b , J g R = R = P I : 0 F a s b , J s n 4 .  .2 q
W s a, b , J g R = R = P I : 0 F a s yb, J s B 4 .  .3 q
W s W j W j W .1 2 3
 . For every i g I, put e s d . Here by d we denote the Kroneckeri i j jg J i j
.symbol.
LEMMA 2.2. The following assertions hold:
 .  .  .i a, b, J g W if and only if Z a, b, J / B.
 .  .  .ii If a, b, J g W then the set Z a, b, J is compact and con¨ex
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w  .x   . X4  . ext Z a, b, J s u r, s, a, b : r g J, s g J , where u r, s, a, b s a q
. .  . .b r2 e q b y a r2 e .r s
 .   .  . 4 niii The family Z a, b, J : a, b, J g W is a co¨ering of R .
 .  .  .Proof. To prove i consider a, b, J g W. If a, b, J g W , then put1
< <  . .J s m, x s x s ??? s x s a q b r2m G 0, x s x s ??? x1 2 m mq1 mq2 n
 .  .  .s b y a r2 n y m F 0, x s x , x , . . . , x and note that x g1 2 n
 .  .Z a, b, J . For a, b, J g W , let x s x s ??? s x s arn and note that2 1 2 n
 .  .  .x s x , x , . . . , x g Z a, b, J . For a, b, J g W , let x s x s ??? s1 2 n 3 1 2
 .  .x s brn and note that x s x , x , . . . , x g Z a, b, J .n 1 2 n
 .  . < < X  .To prove ii consider a, b, J g W and put m s J , e s d ,j i j 1F jF m
Y  .i s 1, 2, . . . , m, e s d i s 1, 2, . . . , n y m.i i j 1F jF nym
m a q b
mY s x g R : x G 0, j s 1, 2, . . . , m , x s1 j j 52js1
nym b y a
nymY s x g R : x F 0, j s 1, 2, . . . , n y m , x s .2 j j 52js1
 4. Let s : I ª I be a bijection such that s 1, 2, . . . , m s J, s m q 1, m
4. X n nq 2, . . . , n s J and consider the linear isomorphism w : R ª R ,
 .  .  . nw x , x , . . . , x s x , x , . . . , x , x , x , . . . , x g R .1 2 n s 1. s 2. s n. 1 2 n
 .  .Note that Z a, b, J s w Y = Y , hence1 2
ext Z a, b , J s ext w Y = Y s w ext Y = Y .  .  . .  .1 2 1 2
s w ext Y = ext Y . .1 2
 . . X  44  . . YSince ext Y s a q b r2 e : r g 1, 2, . . . , m , ext Y s b y a r2 e :1 r 2 r
 44r g 1, 2, . . . , n y m we obtain
a q b b q a
 4ext Z a, b , J s w e q e : r g 1, 2, . . . , m , . r s 2 2
 4s g m q 1, m q 2, . . . , n 5 /
s u r , s, a, b : r g J , s g J X . 4 .
 . n  4 n < <To prove iii , let x g R and put J s j g I: x G 0 , a s  x ,j js1 j
n  .b s  x . Then x g Z a, b, J .js1 j
THEOREM 2.3. Let f : R n ª R be a map with the properties
f x q y F f x q f y , x , y g R n 2.1 .  .  .  .
< < nf l x s l f x , l g R, x g R . 2.2 .  .  .
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1 w  .x w  .x   .Denote M s max f e y e , K s max f e , and L s le : f e s Kr , s r s r r i i2
4and l g R . Then the inequality
n n
n< <f x F M x q K y M x , x s x , x , . . . , x g R .  .  . j j 1 2 n /
js1 js1
2.3 .
 .holds. For e¨ery x g L we ha¨e equality in 2.3 .
 .  .  . nProof. By 2.1 and 2.2 one can easily see that f x G 0, x g R . Let
 .a, b, J g W. By Theorem 1.4 we have that the inequality
a q b b y a
f x F max f ¨ : ¨ g ext Z a, b , J s max f e q e 4 .  .  . r s /2 2rgJ
XsgJ
 .holds for every x g Z a, b, J .
 . .  . . .Put w s f a q b r2 e q b y a r2 e and note thatr s r s
a q b a q b
w s f e y e q be F f e y e q f be .  .  .r s r s s r s s /  /2 2
a q b
< <s f e y e q b f e .  .r s s2
< <F a q b M q K b , .
a q b b y a b y a
w s f e q e s f e y e q be .r s r s s r r /  /2 2 2
b y a
F f e y e q f be .  .s r r /2
a y b
< < < <s f e y e q b f e F a y b M q K b . .  .  .r s r2
 . < <  . < <4 < <Thus w F min a q b M q K b , a y b M q K b s aM q K b qr s
 . < < < <  . < <min bM, ybM s aM q K b y M b s aM q K y M b and hence
< <f x F aM q K y M b for every x g Z a, b , J . 2.4 .  .  .  .
 .  .From 2.4 and the preceding lemma inequality 2.3 follows.
The following corollary of Theorem 2.3 is a generalization of Theorem
1.3.
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 .COROLLARY 2.4. Let A s a be a real m = n matrix and 1 F p F q`.i j
Put
1rpm1 p p. < <a A s max a y a if 1 F p F q` . m , n i r i s /2 r , s is1
1
 p. < <a A s max a y a if p s q` .m , n i r i s2 i , r , s
1rpm
p p. < <b A s max a if 1 F p - q` . m , n i r /r is1
 p. < <b A s max a if p s q` .m , n i r
i , r
1rpm
p p. < < 4T m , n , p s r g 1, 2, . . . , n : b A s a .  . m , n i r 5 /
is1
if 1 F p - q`
 p. < < 4T m , n , p s r g 1, 2, . . . , n : b A s max a .  .  . 5m , n i r
i , r
if p s q`
L m , n , p s le : r g T m , n , p , l g R if 1 F p F q`. 4 .  .r
Then for e¨ery x , x , . . . , x g R the following inequalities hold:1 2 n
1rppm n n
 p. < <a x F a A x .  i j j m , n j / /is1 js1 js1
n




 p. < <max a x F a A x . i j j m , n j /1FiFm js1 js1
n
 p.  p.q b A y a A x if p s q` .  . . m , n m , n j
js1
2.6 .
m n n n
< < 5 5a x F a A x q A y a A ? x . 2.7 .  .  . .   1i j j m , n j m , n j /
is1 js1 js1 js1
DOBRUSHIN'S INEQUALITIES 639
w x  .  .For e¨ery p g 1, ` , x s x , x , . . . , x g L m, n, p we ha¨e equality in1 2 n
 .  .  .  .2.5 and 2.6 . For e¨ery x s x , x , . . . , x g L m, n, 1 we ha¨e equality1 2 n
 .in 2.7 .
w x  . 5 5 nProof. For every p g 1, ` consider the map f x s Ax , x g R .pp
Then using the notation from the preceding theorem we have that M s
 p.  p. .  .  .a A , K s b A . Applying Theorem 2.3 we obtain inequalities 2.5m , n m , n
 .and 2.6 .
 .  .If in inequality 2.5 we put p s 1, then we obtain inequality 2.7 .
 .Generalizations of inequality 2.7 to spaces of integrable functions or to
w xspaces of measures may be found in Zaharopol and Zbaganu 24 andÏ
w xZbaganu 25 .Ï
 p.  p. .  .Remark 2.5. a A and b A have the following remarkablem , n m , n
interpretation. Let E, F, H be three Banach spaces defined as follows: E
is R n endowed with the l1-norm, F is endowed with the l p-norm, and H is
 n 4the subspace x g R:  x s 0 of E. Then the norm of the linear mapjs1 j
 . n  p.  .A: E ª F, Ax s  a x , i s 1, 2, . . . , m is b A , while the normi js1 i j j m , n
 p.  .of the restriction of A to H is a A .m , n
 .COROLLARY 2.6. Let B s b be an in¨ertible real n = n matrix. Theni j
the inequality
n n n
y1 y1 y1< < 5 5y F a B b y q B y a B .  . .   1i n , n i j j n , n
is1 is1 js1
n n
b y 2.8 .  i j j
is1 js1
holds for e¨ery y , y , . . . , y g R.1 2 n
 . y1  .Proof. Let A s a s B . Inequality 2.8 follows at once fromi j
 . ninequality 2.7 if we put y s  a x , i s 1, 2, . . . , n. For every reali js1 i j j
 .m = n matrix A s a puti j
m1
g A s max a y a .  .m , n i r i s2 r , s is1
m
d A s max a . . m , n i r
r is1
One can easily see that the inequalities
5 5g A F a A , d A F A .  .  . 1m , n m , n m , n
hold for every real m = n matrix A.
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Using the functionals g and d we can state the following general-m , n m , n
ization of Dobrushin's second inequality:
w x  .THEOREM 2.7. Let p g 1, ` , A s a be a real m = n matrix and leti j
 .B s b be a real n = k matrix. Then the following inequalities hold:i j
 p.  p.a AB F a A a B .  .  .m , k m , n n , k
 p.  p.q g B b A y a A 2.9 .  .  .  . .n , k m , n m , n
 p.  p.  p.  p.5 5b AB F a A B q b A y a A d B 2.10 .  .  .  .  .  . .1m , k m , n m , n m , n n , k
5 5a AB F a A a B q g B A y a A 2.11 .  .  .  .  .  . .1m , k m , n n , k n , k m , n
5 5 5 5 5 5AB F a A B q A y a A d B . 2.12 .  .  .  . .1 1 1m , n m , n n , k
Proof. Put
 p.  p.  p.w A , B s a A a B q g B b A y a A .  .  .  .  .  . .m , n n , k n , k m , n m , n
 p. 5 5c A , B s a A B y a B .  .  . .1m , n n , k
 p.  p.q b A y a A d B y g B . .  .  .  . . .m , n m , n n , k n , k
 . kLet x s x , x , . . . , x g R and note that1 2 k
n k k n
b x s b x   ji i ji i / /
js1 is1 is1 js1
k
5 5F g B x q d B y g B x . .  .  . . 1n , k n , k n , k i
is1
 .  .By the above inequality and by 2.5 and 2.6 we obtain
n
 p.  p.  p.5 5 5 5ABx F a A Bx q b A y a A Bx .  .  .  . . jp 1m , n m , n m , n
js1
k
 p. 5 5 5 5F a A a B x q B y a B x .  .  . . 1 1m , n n , k n , k i
is1
n k
 p.  p.q b A y a A b x .  . .  m , n m , n ji i /
js1 is1
k
5 5F w A , B x q c A , B x . .  . 1 i
is1
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 k 5 5If in the above inequality we take the supremum over x g R ; x F1
k 4  . 5 51,  x s 0 , then we obtain inequality 2.9 . Since ABx Fpis1 i
 .5 5  . < k <   .  ..5 5w A, B x q c A, B ?  x F w A, B q c A, B x we obtain1 1is1 i
that
b  p. AB F w A , B q c A , B .  .  .m , k
 p.  p.  p.5 5s a A B q b A y a A ? d B . .  .  .  . .1m , n m , n m , n n , k
 .  .  .  .If in 2.9 and 2.10 we put p s 1 we obtain 2.11 and 2.12 .
 .  .COROLLARY 2.8. Let A s a be a real m = n matrix and let B s bi j i j
be a real n = k matrix. If for some b g R we ha¨e n b s b for e¨eryis1 i j
 4j g 1, 2, . . . , k , then
a AB F a A ? a B . 2.13 .  .  .  .m , k m , k n , r
Proof. The condition that all the sums of the entries of B in each
 .  .column are equal implies that g B s 0. Now, inequality 2.13 followsn, k
 .at once from 2.11 .
 .Remark 2.9. One can easily see that inequality 2.12 improves the
5 5 5 5 5 5classical inequality AB F A ? B .1 1 1
3. A HILBERT SPACE GENERALIZATION OF
DOBRUSHIN'S FIRST INEQUALITY
The following theorem is known as Levi's reduction theorem.
w x  .THEOREM 3.1 13; 14, p. 175 . Let A s a be a real m = r matrix andi j
 . k 2let B s b be a real n = r matrix. Consider on R the l -norm. Supposei j
that
m r n r
a t F b t 3.1 .   i j j i j j
is1 js1 is1 js1
for e¨ery t , t , . . . , t g R.1 2 r
Then for e¨ery x , x , . . . , x g R k we ha¨e1 2 r
m r n r
a x F b x . 3.2 .   i j j i j j
is1 js1 is1 js12 2
Remark 3.2. Since every two finite dimensional Hilbert spaces of the
 .same dimension are isometric, it follows that inequality 3.1 implies that
 .inequality 3.2 holds in any finite dimensional Hilbert space.
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 .One can easily see that this implies that inequality 3.2 holds in
pre-Hilbert spaces of arbitrary dimension.
Levi's reduction theorem allows us to obtain a Hilbert space generaliza-
tion of Dobrushin's first inequality.
 .THEOREM 3.3. Let H be a pre-Hilbert space and let A s a be a reali j
m = n matrix. Then
m n n n
5 5 5 5a x F a A x q A y a A x .  . .   1i j j m , n j m , n j /
is1 js1 js1 js1
3.3 .
for e¨ery x , x , . . . , x g H.1 2 n
 .Proof. The above inequality follows at once from 2.7 and Levi's
reduction theorem.
 w xCOROLLARY 3.4 Hlawka's Inequality 14, p. 171 . Let H be a pre-Hilbert
space. Then
5 5 5 5 5 5 5 5 5 5 5 5 5 5x q y q y q z q z q x F x q y q z q x q y q z 3.4 .
for e¨ery x, y, z g H.
 .  .Proof. Inequality 3.4 follows at once from 3.3 if we take
0 1 1
A s 1 0 1 /1 1 0
 . 5 5and note that a A s 1, A s 2.13, 3
COROLLARY 3.5. Let H be a pre-Hilbert space, n G 3, and k g
 42, 3, . . . , n y 1 . Then
n n
5 5 5 5x q x F n y 2 x q x 3.5 .  .  i j i i /
1Fi-jFn is1 is1
n nn y k
ky25 5 5 5x q x q ??? qx F C x q x  i i i ny2 i i1 2 k  /k y 11Fi -i - ??? -i Fn is1 is11 2 k
3.6 .
for e¨ery x , x , . . . , x g H.1 2 n
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 .Proof. One can easily see that inequality 3.5 is a special case of
 .  . kinequality 3.6 . To prove 3.6 let m s C and consider the setn
k 4L s i , i , . . . , i g 1, 2, . . . , n : 1 F i - i - ??? - i F n . . 41 2 k 1 2 k
 4  .Let s : 1, 2, . . . , m ª L, s s s , s , . . . , s , be a bijection and consider1 2 k
 .the m = n matrix A s a whose entries are defined asi j
1 if j g s i , s i , . . . , s i 4 .  .  .1 2 ka si j  0 if j f s i , s i , . . . , s i . 4 .  .  .1 2 k
ky1 ky2 ky1 . 5 5Note that a A s C y C and A s C . An application1m , n ny1 ny2 ny1
 .  .of inequality 3.3 to the matrix A yields inequality 3.6 .
 . w xInequality 3.5 was established by Adamovic 1 . This inequality con-
tains Hlawka's inequality as a special case when n s 3. Adamovic's proof
is based on an identity in an inner-product space. A straightforward proof
 . w xby induction of inequality 3.5 was given by Vasic 23 .
 . w xInequality 3.6 was proved by Djokovic 7 and independently by Smiley
w x  . w xand Smiley in 21 . Conditions for equality in 3.6 were given in 7, 21 .
COROLLARY 3.6. Let H be a pre-Hilbert space, a g H, x , x , . . . , x g H.1 2 n
If
n




5 5 5 5 5 5x q a y x F n y 2 a 3.8 .  . . i i
is1
 .  .holds. If t - 1 in 3.7 , then 3.8 need not necessarily hold.
 .Proof. Let A s a where a s d y 1rt, 1 F i, j F n, and note thati j i j i j
 . 5 5  .  .a A s 1, A s 1 q n y 2 rt. By 3.3 we obtain that1n, n
n n n
5 5x q a s a x  i i j j
is1 is1 js1
n n
5 5 5 5F a A x q A y a A x .  . . 1n , n i n , n j
is1 is1
n n nn y 2
5 5 5 5 5 5s x q x s x q n y 2 a . .  i i itis1 is1 is1
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The result from the above corollary is known as Hornich's inequality.
w xHornich 10 gave his inequality in a different form, which is a special case
 .of 3.8 .
A comprehensive discussion on the inequalities of Hlawka, Adamovic,
w xDjokovic, and Hornich may be found in Mitrinovici 14, pp. 171]173 .
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