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Abstract
The background of this thesis is the cosmic censorship hypothesis, which
states that the gravitational collapse of physically reasonable matter should
not result in the formation of naked singularities. In the absence of a proof of
this hypothesis, much eﬀort has been directed towards examining spacetimes
which contain naked singularities, in an attempt to determine the nature of
the cosmic censor. One area of particular interest is the study of pertur-
bations in naked singularity spacetimes. Should perturbations of a space-
time diverge on the Cauchy horizon associated with the naked singularity,
then this spacetime can be ruled out as a serious counter-example to cos-
mic censorship. In this thesis we examine the behaviour of general linear
perturbations of the class of self-similar Lemaître-Tolman-Bondi spacetimes
which contain a naked singularity. The perturbations naturally split into two
classes, odd and even parity, which we consider in turn. For the odd parity
perturbation, we ﬁrst identify a single gauge invariant scalar which describes
the perturbation and obeys an inhomogeneous wave equation. We then show
that a perturbation which evolves from initially regular data remains ﬁnite
on the Cauchy horizon. Finiteness is demonstrated by considering the be-
haviour of suitable energy norms of the perturbation (and pointwise values
of these quantities) on natural spacelike hypersurfaces. For the even parity
perturbations, we ﬁrst show that a particular average of the state variable
describing the perturbations generically diverges at the Cauchy horizon. Us-
ing this, we show that the Lp-norm of the perturbations also diverges, for
1 ≤ p ≤ ∞. This divergence has a characteristic form that depends only
on the background spacetime. By combining these results with an exten-
sion of odd parity methods, as well as some theorems from real analysis, we
can demonstrate that the perturbations generically diverge pointwise on the
Cauchy horizon. A general perturbation is a sum of odd and even perturba-
tions; our results therefore indicate that a general perturbation diverges on
the Cauchy horizon. This result supports the cosmic censorship hypothesis.
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Part I
Introduction and Background
1
Chapter 1
Introduction
We consider here the gravitational collapse of a massive body. The standard
model of gravitational collapse states that if the mass of the body exceeds
the Chandrasekhar limit, then once it begins to collapse it will continue to do
so, eventually forming a singularity which is hidden behind an event horizon.
Since the event horizon’s formation preceded that of the singularity, the
external universe is “shielded” from the singularity and will receive no matter
or radiation originating from it [56]. Cosmic censorship aims to ensure the
validity of this model by showing that (under certain conditions) an event
horizon must always form.
In certain collapse scenarios the usual order of singularity and event hori-
zon formation is reversed, so that the singularity is visible to the external
universe. Such singularities are known as naked singularities and numerous
examples, mostly in spherical symmetry, have been discovered (see Section
1.3.2 for details). These naked singularities are an undesirable aspect of
gravitational collapse models, for the following reason. A singularity can be
thought of as the boundary of a spacetime. In order to solve the hyperbolic
equations controlling the behaviour of matter (and of spacetime itself) to the
future of a singularity, one would need to provide boundary conditions on
the singularity. However, it is impossible to determine what these conditions
should be and so, naked singularities destroy the predictability of classical
general relativity (see [27] for more details).
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In response to the unwelcome existence of naked singularities, Roger Pen-
rose formulated the cosmic censorship hypothesis [46] in 1969. Multiple rigor-
ous statements of various versions of the hypothesis exist (see Section 1.3.1),
but roughly speaking, it states that the gravitational collapse of a physically
reasonable body should not result in the formation of a naked singularity.
Thus far, the general statement of this hypothesis has resisted all attempts
at a proof. The nature of the putative cosmic censor is unknown, but it is
thought that the naked singularities which are present in various models may
be attributed to one or more of
• unphysical symmetries, such as perfect spherical or cylindrical symme-
try, or self-similarity;
• unphysical matter models, such as null dust or pressure-free perfect
ﬂuids;
• a non-generic choice of initial data.
We focus here on the ﬁrst possibility, that the naked singularity is due to the
unrealistic symmetry of the spacetime. One response to this line of reasoning
is to examine the stability of the naked singularity spacetime to perturba-
tions which do not share the symmetry of the background. In particular, we
consider the behaviour of perturbations on the Cauchy horizon of the space-
time. The Cauchy horizon is a null hypersurface, corresponding to the ﬁrst
null ray emitted by the naked singularity. Equally, it can be thought of as a
hypersurface which divides all observers into two classes, those who can see
the naked singularity (that is, those within the future null cone of its past
endpoint) and those who cannot (that is, those outside the future null cone
of its past endpoint). Should perturbations diverge on the Cauchy horizon
of a spacetime, then we may rule out that spacetime as a serious counterex-
ample to cosmic censorship. The naked singularity would then be regarded
as a single (non-typical) member of a whole class of spacetimes, in which
the Cauchy horizon is replaced with a null singularity. We note that the be-
haviour of perturbations in the Reissner-Nordström spacetime illustrates this
phenomenon [6]. In this spacetime, metric perturbations which arrive at the
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Cauchy horizon from the exterior have an inﬁnite ﬂux there, as measured by
observers crossing the horizon. One might expect that perturbations evolving
through other spacetimes containing naked singularities would show similar
divergent behaviour on the Cauchy horizon. Should perturbations of a given
naked singularity spacetime remain ﬁnite on the Cauchy horizon, one can
(in some cases) still rule out this spacetime as a serious counter-example to
cosmic censorship if it displays one or more of the other defects mentioned
above.
In this section, we introduce some important concepts which provide the
background for this thesis. We ﬁrst brieﬂy summarize the notation we use in
this thesis, before moving on to the theory of general relativity, a very broad
subject from which we will present a few salient points. Far more general
treatments can be found in [56] and [50]. We next discuss in more detail
the hypothesis of cosmic censorship, as well as introducing some ideas from
perturbation theory and the notion of self-similarity in Sections 1.4 and 1.5.
We brieﬂy mention previous work in the area of perturbations of self-similar
spacetimes in Section 1.5.1. In Sections 1.6 and 1.7 we present some of the
mathematical methods used in Chapters 4, 5 and 6. Finally, we give an
overview of the work contained in the thesis and the layout of each part.
1.1 Notation
The notation M will be used to indicate a manifold; in cases where the
dimension is important, M4 will be used, where the index indicates the
dimension of the manifold. S2 will be used to refer to the two-sphere, and in
Chapter 3, M4 = M2 × S2. A spacetime will be denoted (M, g), where g
indicates the metric tensor. We shall use the signature (−,+,+,+) for the
metric.
For four vectors, we use the notation xα, where α runs over 0, 1, 2, 3. In
Chapter 3, we will use xA (whereA = 0, 1) to refer to the ﬁrst two components
of xα and xa (where a = 2, 3) to refer to the last two components. We note
the common alternative usage where a = 1, 2, 3 which we shall not use here.
Let f be some scalar function. f;α indicates the full covariant deriva-
4
tive, whereas f|A indicates the covariant derivative on the submanifold M2.
Similarly, f:a indicates the covariant derivative on the submanifold S2. The
notation f˙ will be reserved for f˙ = ∂f/∂z where z is the similarity variable.
L will be used to indicate a Lie derivative. We will also use f,x= ∂f∂x .
We shall use the notation Y ml ≡ Y for the spherical harmonics. Their
derivatives with respect to xa will be denoted {Ya := Y:a}. We will label
{Sa := ǫ ba Yb} and {Zab := Ya:b + l(l+1)2 Y γab} where γab is the metric on a
two-sphere. Occasionally the Bach bracket notation will be used for these
derivatives. In this notation, for some tensor Bµν , B(µν) := 12(Bµν+Bνµ) and
B[µν] :=
1
2
(Bµν −Bνµ).
In Chapter 3, we discuss perturbation theory and in general, given some
quantity Q (which could be any rank of tensor), we shall denote the back-
ground part as Q¯ and the perturbation as δQ, so that Q = Q¯+ δQ. There is
one exception to this notation in Chapter 5, where we will use the notation
u¯ to indicate u¯ =
∫
R
~u dp, but it should be clear from context when this
notation is being used.
In Chapters 4, 5 and 6, we will make use of various functional norms.
We shall denote the Euclidean norm of a vector ~f , which depends on some
variable x, as |~f |, and the L2-norm of ~f will be denoted
||~f ||2 =
(∫
R
|~f |2dx
)1/2
,
that is, the integral of the Euclidean norm squared. For a scalar quantity f ,
this of course reduces to ||f ||2 =
(∫
R
|f |2dx)1/2. The general Lq-norm will be
denoted
||~f ||q =
(∫
R
|~f |q dx
)1/q
.
An immediate generalisation of this norm is the H1,2-norm, which is given
by
||~f ||(1,2) =
(∫
R
|~f |2 + |~f,x |2 dx
)1/2
,
so that a function is in H1,2 if it and its ﬁrst derivative are in L2. For a vector
~f to be in the space Hp,q, its ﬁrst p derivatives must be in the space Lq. In
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other words, it must have a ﬁnite Hp,q-norm, where the norm is given by
||~f ||(p,q) =
(∫
R
p∑
i=0
∣∣∣∣∣d
i ~f
dxi
∣∣∣∣∣
q
dx,
)1/q
,
where we take the i = 0 case to indicate the vector ~f itself. If we have a
function f(t, x) of two variables, then the Hp,q-norm is given by
||~f ||(p,q)(t) =
(∫
R
p∑
i=0
∣∣∣∣∣∂
i ~f
∂xi
∣∣∣∣∣
q
dx,
)1/q
.
In practice, the highest order norm we will make use of is the H3,2-norm.
We will make use of the common abbreviations “ODE” and “PDE” for
ordinary and partial diﬀerential equations respectively. We use throughout
units in which G = c = 1 and follow the conventions of [56] for the deﬁnition
of the Riemann and Einstein tensors and the stress-energy tensor.
1.2 General Relativity
In this section, we brieﬂy review some fundamental ideas from the general
theory of relativity. See [56], [50] or [52] for more details.
1.2.1 Differentiable Manifolds
We begin with the notion of an n-dimensional manifold M and a chart φ
which maps neighbourhoods U of the manifold to Rn; that is, a chart on U
is a one-to-one map,
φ : U → φ(U) ⊂ Rn.
φ(p) ∈ Rn are the coordinates of a point p ∈ M, usually written as φ(p) =
(x1(p), .., xn(p)).
It is not immediately clear how vectors should be deﬁned on such mani-
folds. In order to deﬁne vectors, we will ﬁrst need the concepts of a smooth
function and a smooth curve. The deﬁnition of a smooth function is com-
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plicated by the fact that we do not yet have a notion of diﬀerentiation on
the manifoldM. We therefore proceed by mapping the function back to Rn,
and then use the usual notion of smoothness deﬁned on Rn. A similar trick
will allow us to deﬁne smooth curves.
So, let f : M → R be a real function on M, let φ be some chart and
deﬁne the function F : Rn → R, F := f ◦ φ−1. Then f is Ck if and only if
F is Ck in the usual sense. Similarly, let I = (a, b) ⊂ R be an interval in R.
Then a smooth curve in M is a map λ : I →M such that φ ◦ λ : I → Rn is
smooth in the usual sense.
We can now deﬁne the tangent vector to the curve λ at the point p ∈M
as a map from the set of smooth functions deﬁned on a neighbourhood of p
to R. The tangent vector is given by
vp := λ˙p : f → λ˙p(f) = d
dt
(f ◦ λ)
∣∣∣∣
t=0
,
where t is the parameter along the curve λ and without loss of generality,
we assume that the point p is at t = 0. We next deﬁne Tp(M) to be the
set of tangent vectors at the point p. One can show that Tp(M) is a vector
space with the same dimension as that of the manifold. If we introduce a
coordinate basis {∂/∂xα} := {eα} for the tangent space, then we can write
vp ∈ Tp(M) in terms of that basis as
vp = v
α
p
∂
∂xα
,
where the v αp are the components of vp in the basis {eα}. We use the usual
Einstein summation convention, in which repeated indices are summed over
all values.
There exists a space dual to Tp(M) which we denote T ∗p (M). T ∗p (M) is
an n-dimensional space of linear maps σ : Tp(M) → R, whose members are
called one-forms or covectors. If we introduce a basis {eα} := {dxα} such
that eαeβ = δαβ, then we can write wp ∈ T ∗p (M) as
wp = w
p
αdx
α,
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where the wpα are the components of wp in the basis {eα}. In what follows,
we omit the subscript p indicating the point p ∈ M at which the tensor is
deﬁned.
In order to implement a change of basis from xα to xα
′
, we introduce the
Jacobians
Xα
′
β =
∂xα
′
∂xβ
, Xαβ′ =
∂xα
∂xβ′
,
such that Xαβ′X
β′
γ = δ
α
γ. Then under a change of basis,
vα = Xαβ′v
β′ , wα = X
β′
αwβ′ .
Having considered the construction of vectors and covectors, we can imme-
diately move on to tensors of arbitrary rank. Consider for example the map
S : Tp(M)×Tp(M)×T ∗p (M)→ R, which is linear in each of its arguments.
It is a
(
1
2
)
-tensor with components S γαβ = S(eα, eβ, e
γ) in the basis {eα}.
When acting on vectors X and Y , and a one-form Z, it produces a scalar
S(X,Y, Z) given by
S(X,Y, Z) = XαY βZγS
γ
αβ .
Generalising from the vector and one-form cases, a transformation of coor-
dinate basis can be implemented using
S γαβ = X
η′
αX
ν′
βX
γ
µ′S
µ′
η′ν′ .
A tensor of rank
(
l
m
)
is a map taking l vectors and m one-forms to R and
changes of basis for such a tensor can be implemented in a similar way. We
note that although we can write the components of tensors in any particular
coordinate basis, tensors transform covariantly under a change of coordinate
basis.
We now deﬁne the metric tensor, a symmetric, non-degenerate
(
0
2
)
-tensor
g, such that g : Tp(M) × Tp(M) → R. The condition of non-degeneracy
means that for X,Y ∈ Tp(M), if g(X,Y ) = 0 for all Y , then X = 0. The
metric tensor can be used to raise and lower indices, so that for some vector v,
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vα = gαβvβ. This metric tensor allows us to deﬁne the length ds of intervals
through the relation
ds2 = gαβdx
αdxβ.
A Lorenztian metric is one for which at any point p ∈ M, there exists a
coordinate system in which the metric takes the form diag(−1, 1, 1, 1), that
is, the metric has signature +2. We deﬁne a spacetime to be a connected,
Hausdorﬀ manifold M, on which a Lorentzian metric tensor g is deﬁned for
all points p ∈M. We shall denote a spacetime as (M, g).
We classify all vectors vα as timelike, spacelike or null, as follows:
gαβv
αvβ < 0 timelike
gαβv
αvβ > 0 spacelike
gαβv
αvβ = 0 null
We can easily extend this deﬁnition to curves by noting that a curve is
timelike, spacelike or null if its tangent vector is timelike, spacelike or null
respectively. Matter travels along timelike curves, while radiation travels
along null curves.
1.2.2 Covariant Derivatives
We have yet to formulate a way to take derivatives on a manifold. The
usual derivative is not invariant under changes of coordinate system. In
order to construct a covariant derivative on the manifold M, we require the
introduction of one more concept, that of a linear connection. We deﬁne a
linear connection ∇ on M to be a map sending smooth vector ﬁelds X and
Y into a smooth vector ﬁeld ∇XY such that
∇X(Y + Z) = ∇XY +∇XZ, ∇fX+YZ = f∇XZ +∇YZ,
for any function f : M → R. ∇XY is the covariant derivative of Y with
respect to X. Then ∇Y : X → ∇XY is a linear map from Tp(M)→ Tp(M).
Deﬁning ∇eα := ∇α, then the components of ∇XY are ∇αeβ = Γγαβeγ, for
some scalars Γγαβ, which are the components of the connection. By similar
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arguments, we can show that the components of the covariant derivative
∇XY are
Y α;β = Y
α,β +Γ
α
γβY
γ,
where Y α,β = ∂Y α/∂xβ. Each term on the right hand side above does not
transform as a tensor but their combination does (and is covariant). We will
use the metric or Levi-Civita connection in which ∇g = 0.
1.2.3 The Einstein Equations
Having deﬁned tensors and a suitable form of diﬀerentiation on a manifold,
we now consider how curvature may be deﬁned. We begin with the Riemann
tensor, which captures the failure of vectors to return to themselves after
parallel transport along a closed curve. The components of the Riemann
tensor are given by
Rαβγδ = Γ
α
βδ,γ −Γαβγ,δ +ΓµβδΓαµγ − ΓµβγΓαµδ.
If we note that the components of the connection can be given as Γγβµ =
1
2
gαγ(gαβ,µ+gαµ,β −gβµ,α ), then we see that the Riemann tensor involves
second derivatives of the metric. We deﬁne the Ricci tensor to be the con-
traction of the Riemann tensor in the ﬁrst and third indices, Rαβ = R
γ
αγβ.
Finally, the Ricci scalar is deﬁned as R = gαβRαβ. The Einstein tensor is
given by
Gαβ = Rαβ − 1
2
Rgαβ.
Before introducing the Einstein ﬁeld equations, we brieﬂy discuss the stress-
energy tensor, also commonly known as the energy-momentum tensor. This
is a
(
0
2
)
-tensor Tαβ which describes the matter distribution present in a given
spacetime. More precisely, it measures the ﬂux of the α-component of mo-
mentum across a surface of constant xβ. We will make extensive use of the
stress-energy for a perfect ﬂuid,
Tαβ = (ρ+ P )uαuβ + Pgαβ,
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where ρ is the energy density of the ﬂuid, P its pressure and uα the four-
velocity of a ﬂuid element.
We next provide a brief motivation for the particular form of the Einstein
ﬁeld equations, which relate the metric of a spacetime to its matter con-
tent. The Einstein equations are arrived at by aiming to satisfy the following
requirements:
• the equations should reduce to Poisson’s equation for the Newtonian
ﬁeld in the non-relativistic limit,
• the equations must introduce no preferred coordinate system (the prin-
ciple of relativity),
• the equations should respect the conservation of stress-energy,
where the ﬁnal statement is the covariant generalisation of the principle of
conservation of energy. We begin with the analogue of the Einstein ﬁeld
equations in Newtonian theory, Poisson’s equation,
∇2φ = 4πGρ,
where φ is the gravitational potential, G is Newton’s constant and ρ is the
density of matter. Since Einstein’s equations should generalise the above
equation, we expect that the source term will involve density. However,
density itself is not an invariant quantity, so we use instead the stress-energy
tensor Tαβ which includes the density.
The metric tensor is analogous to the Newtonian gravitational potential,
so again, Poisson’s equation suggests that we should look for a tensor which
is second order in the metric for the left hand side of our equation. An
immediate possibility is the Riemann tensor. However, if we postulate the
ﬁeld equationsRαβ = λTαβ for some constant λ, we will ﬁnd that conservation
of stress-energy will produce an identity which contradicts the contracted
Bianchi identity for the Riemann tensor. We can resolve this by choosing
instead the Einstein tensor for the left hand side. The Einstein equations are
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therefore
Gαβ =
8πG
c4
Tαβ, (1.1)
where the factor of (8πG)/c4 (where G is Newton’s constant of gravitation
and c is the speed of light) is chosen so that these equations reduce to New-
ton’s law of gravitation in the non-relativistic limit (we will normally use
natural units in which c = G = 1). We note that the second of our three
conditions is satisﬁed automatically, as our use of tensors to describe the
spacetime and its matter content means that our equations are immediately
covariant. Equations (1.1) are not the only equations which obey these three
requirements, but they are the simplest and most widely accepted. The most
common generalisation of (1.1) is to add a cosmological constant term so that
we have instead Gαβ + Λgαβ = (8πG/c4)Tαβ. We shall set Λ = 0 here.
In general these equations produce ten non-linear coupled partial diﬀer-
ential equations (the symmetry of the Einstein tensor, Gαβ = Gβα, reduces
the number of equations from sixteen to ten). In Part II of this thesis we
will impose self-similarity on our spacetime, which will reduce the Einstein
equations to ordinary diﬀerential equations.
1.3 The Cosmic Censorship Hypothesis
1.3.1 Strong and Weak Cosmic Censorship
We next review the cosmic censorship hypothesis, which (roughly speaking)
asserts that the gravitational collapse of physically reasonable matter should
not result in the formation of a naked singularity. There are actually two
forms of cosmic censorship, strong and weak cosmic censorship.
Before discussing these two forms, we review some deﬁnitions which we
will use in this section.
• We begin with the notion of future null inﬁnity, J +; roughly speaking,
this is the set of points which are approached asymptotically by null
rays which can escape to inﬁnity.
• The Cauchy development of a hypersurface Σ refers to the set of points
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such that every inextendible causal curve through these points inter-
sects Σ. That is (roughly speaking), it is the region of the manifold
which can be predicted (or retrodicted) from data on Σ.
• We will also use the notion of global hyperbolicity; recall that a globally
hyperbolic spacetime is a spacetime in which there exists a hypersurface
Σ such that the Cauchy development of Σ is the manifold itself. Such
a hypersurface Σ is known as a Cauchy surface.
• Consider a Cauchy surface Σ on which suitable initial data (namely the
induced metric hµν and the extrinsic curvature Kµν) for the Einstein
equations is deﬁned. Then the maximal Cauchy development of Σ with
this initial data is a spacetime (M, g) such that
(1) (M, g) satisﬁes Einstein’s equation,
(2) (M, g) is globally hyperbolic with Cauchy surface Σ,
(3) The induced metric and extrinsic curvature of Σ (as calculated
using g) are hµν and Kµν ,
(4) Every other spacetime satisfying (1 - 3) can be mapped isometri-
cally into a subset of (M, g).
So roughly speaking, the maximal Cauchy development is the largest
set of points which can be determined from initial data deﬁned on Σ
only.
• Finally, we give a rough deﬁnition of a complete future null inﬁnity
[14]; that is, future null inﬁnity (J +) is complete if any null geodesic
along J + can be extended indeﬁnitely relative to its aﬃne parameter.
Naked singularities are free to send signals outwards towards the external
universe. However, it is possible that such signals do not escape to future
null inﬁnity, but rather can only be detected by observers in the local vicinity
of the singularity. Such singularities are called locally naked. On the other
hand, the singularity may be able to send signals to future null inﬁnity, in
which case the singularity is called globally naked. The two forms of cosmic
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censorship relate to these two forms of naked singularity. The weak cosmic
censorship hypothesis can be roughly stated in the following fashion.
Conjecture 1.3.1 [56] The complete gravitational collapse of physically rea-
sonable matter always results in the formation of a black hole rather than a
naked singularity.
To make this conjecture more precise, we must consider what conditions
might be imposed on the stress-energy so as to ensure it describes physically
reasonable matter. An immediate option is to impose one or more of the en-
ergy conditions (see [56] for a discussion of these) and typically, the dominant
energy condition is imposed. This states that for all future directed, timelike
kµ, −T µνkν should be future directed and either timelike or null. Since this
vector is the current density measured by an observer with velocity kµ, we
can roughly paraphrase this condition as saying that the speed of the energy
ﬂow of matter should never exceed the speed of light.
Furthermore, we impose suitable initial data for the Einstein equations
on some Cauchy surface Σ in the form of the induced metric on Σ, hµν , and
the second fundamental form (also known as the extrinsic curvature) Kµν .
Roughly speaking, we can think of the second fundamental form as being the
“time derivative” of the metric, evaluated on Σ.
The weak cosmic censorship hypothesis arises in the context of gravita-
tional collapse, and thus, we consider asymptotically ﬂat initial data. The
weak cosmic censorship hypothesis maintains that these data evolve to an
asyptotically ﬂat spacetime in which any singularities present are not visible
from inﬁnity.
Consider a spacetime (M, g) containing a globally naked singularity. This
spacetime will have a Cauchy horizon which intersects future null inﬁnity
J +. The Cauchy horizon marks the future boundary of the maximal Cauchy
development Mˆ of a putative Cauchy surface Σ for the spacetime. Clearly,
Mˆ is extendible across the Cauchy horizon and consequently, J +|Mˆ is also
extendible (to J +|M). This indicates that J +|Mˆ has ﬁnite aﬃne length and
so, is incomplete. On the other hand, if the singularity is censored, then such
a null geodesic can be extended indeﬁnitely, and thus, a black hole spacetime
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has a complete J +. Therefore, we can implement weak cosmic censorship by
requiring the maximal Cauchy development to have a complete future null
inﬁnity. This leads us to a rigorous statement of weak cosmic censorship; see
[57] for a detailed discussion of this conjecture.
Conjecture 1.3.2 [57] Consider a 3-manifold Σ. Assume that nonsingular,
asymptotically flat data (hµν , Kµν ,Ψ) are assigned on Σ and that the Einstein
equations are provided with a suitable matter source, represented by Ψ. Then
the maximal Cauchy evolution of such data is generically a spacetime (M, g)
which is asymptotically flat at future null infinity, with a complete J +.
The strong cosmic censorship hypothesis states that the gravitational collapse
of physically reasonable matter should not result in the formation of any
naked singularities, that is, singularities visible either from future null inﬁnity
or from any other point. We can use the notion of global hyperbolicity to
give a loose formulation of strong cosmic censorship as follows:
Conjecture 1.3.3 [56] All physically reasonable spacetimes should be glob-
ally hyperbolic, that is, apart from a possible initial singularity, there should
be no singularity which is ever visible to any observer.
See [56] for a discussion of this conjecture. We note that a spacetime which
contains a naked singularity is not globally hyperbolic. In fact, the Cauchy
horizon, the ﬁrst null ray emitted by the singularity, forms the edge of the
domain of dependence of the hypersurface Σ. Roughly speaking, this means
that the Cauchy horizon marks the point past which the spacetime becomes
“unpredictable” due to the inﬂuence of the naked singularity.
The statement of strong cosmic censorship can be cast more precisely in
terms of conditions on the matter content and the form of the Einstein equa-
tions. As before, we impose the dominant energy condition on the matter
content of the spacetime and use a set (Σ, hαβ, Kαβ) as initial data for Ein-
stein’s equation. We require that the Einstein-matter equations be put in the
form of a second order, quasilinear, diagonal, hyperbolic system. The reason
for this is that fundamental matter ﬁelds (for example, electromagnetism)
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are known to obey equations of this form (and we wish to use fundamen-
tal matter ﬁelds since otherwise any singularity which forms may be due to
an unphysical matter model). Finally, we impose strong cosmic censorship
by requiring that the maximal Cauchy development of (Σ, hαβ, Kαβ) always
yields an inextendible spacetime 1.
To see why inextendibility is important, recall the theorem of Choquet-
Bruhat and Geroch [8] which, roughly speaking, tells us that to any initial
data one can associate uniquely (up to a diﬀeomorphism) a maximal globally
hyperbolic development of those data. However, we are not guaranteed that
the resulting spacetime cannot be extended. In general, it might contain a
Cauchy horizon past which it can be extended, and the extension need not
be unique, that is, we may have a breakdown of predictability. Therefore, the
statement of strong cosmic censorship essentially asserts that under certain
conditions, the maximum globally hyperbolic development is inextendible,
implying that there do not exist Cauchy horizons in this spacetime. For
further details, see [56], [57] and [36].
Neither Conjecture 1.3.2 nor Conjecture 1.3.3 have been proven. There
exists reasonable evidence to support Conjecture 1.3.2, in the form of special
cases and examples, and no strong evidence either way for Conjecture 1.3.3.
No attempt to prove a general version of cosmic censorship has been success-
ful. The diﬃculty lies in the fact that cosmic censorship is a statement about
the nature of solutions to Einstein’s equations in quite general circumstances,
but besides the singularity theorems of Hawking and Penrose, very little is
known about global properties of such solutions. We next discuss various
suggestions about what form the cosmic censor might take.
1.3.2 What is the Cosmic Censor?
There is a wide variety of models which exhibit a naked singularity. Most of
these models are spherically symmetric, for example the dust and perfect ﬂuid
1We note that while inextendibility of the maximum Cauchy development is essentially
the condition required for strong cosmic censorship, this condition must be modified some-
what to take into account some special cases (the Kerr solution and Taub universe). We
do not discuss this modification here; see [56] for details.
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singularities [3], the Vaidya spacetime [42], the extremal Reissner-Nordström
spacetimes [56] and the collapse of a massless scalar ﬁeld [7]. Another impor-
tant example of a naked singularity is provided by the extremal Kerr-Newman
solution [56]. Naked singularities can also be observed in higher dimensional
scenarios, such as the black string naked singularity [32]. They are found
in spacetimes which are not asymptotically ﬂat, such as an asymptotically
anti-de Sitter spacetime with a Maxwell ﬁeld and a scalar ﬁeld acting under
a particular potential [24]. Outside of spherical symmetry, one signiﬁcant
result is that of Shapiro and Teukolsky [51], who studied collisionless oblate
and prolate spheroids and found that if the semimajor axis is suﬃciently
large, then a naked spindle singularity can form. Other signiﬁcant results
include the formation of naked singularities from the collapse of dust shells
in cylindrical symmetry (see [37] and [31]) and the formation of naked sin-
gularities in the Einstein - massless scalar ﬁeld system in axial symmetry
[22].
The term “the cosmic censor” is used to refer to the phenomenon (or phe-
nomena) which are thought to prevent the formation of naked singularities
in physically reasonable spacetimes which evolve from general initial data.
Many diﬀerent suggestions as to the identity of the cosmic censor have been
made; see [30], [57] and [12] for discussions of these. We point out some
interesting suggestions here.
• We should certainly impose the condition that naked singularities must
arise from the evolution of regular initial data; but examples satisfy-
ing this property abound (the perfect ﬂuid, the Vaidya solution, the
massless scalar ﬁeld).
• An immediate option is to impose one of the energy conditions, and try
to show that matter obeying this condition cannot form naked singu-
larities. However, there are well known models (for example, the dust
and perfect ﬂuid collapse) where the matter obeys reasonable energy
conditions and can still form naked singularities.
• It is tempting to reject any naked singularities which arise in “non-
physical” models. Here we mean any models which do not accurately
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capture every feature of the real gravitational collapse of a star. For
example, in this case the perfect ﬂuid models would be counted as
non-physical because they neglect viscosity and heat conduction. One
way of implementing this condition is to require that the model does
not form singularities in the absence of gravity. There are well known
models (for example, the dust solution) in which singularities form in
Minkowski space and these singularities (known as “matter singulari-
ties”) therefore cannot be ascribed to a gravitational origin.
• It is sometimes thought that quantum gravity will solve the problem
of cosmic censorship, since it is expected that it will somehow “smear
out” the singularity. However, this is really not relevant to the problem
of cosmic censorship, since the presence or absence of an event hori-
zon is a purely classical phenomenon. Several authors (for example
[30] and [57]) have pointed out that if cosmic censorship fails to hold,
then it would be possible to directly observe the quantum gravitational
regime. It has also been pointed out (see [27] for example) that explo-
sive particle creation due to quantum eﬀects late in the collapse may
avert the formation of a naked singularity in some cases, but this can be
interpreted as another manifestation of the problem of visible regions
of extreme curvature.
• Choptuik [7] found that a spherically symmetric massless scalar ﬁeld
coupled to gravity can produce a naked singularity. However, to pro-
duce the naked singularity, one has to ﬁne-tune the initial data, and
nearby data produce either a black hole or the dissipation of the ﬁeld.
Therefore, the naked singularity cannot form as a result of the collapse
of generic initial data. This is rather unphysical and we could therefore
neglect any naked singularities which do not form from the collapse of
generic initial data. We should note that there are also naked singu-
larities which do form generically, for example the naked singularity in
perfect ﬂuid collapse.
• Finally, we could neglect any naked singularities which are unstable
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to perturbations. In this case, the formation of the singularity would
be due to the exact symmetry (for example, self-similarity or spheri-
cal symmetry) of the background spacetime. In particular, we would
require stability on the Cauchy horizon associated with the naked sin-
gularity. Should perturbations diverge on the Cauchy horizon, then we
would expect the horizon to be replaced by a null singularity.
At present, the last two possibilities show the most promise. In summary,
a serious counter-example to the cosmic censorship hypothesis would have
to arise from a regular, generic choice of (asymptotically ﬂat) initial data,
would have to have a physically reasonable stress-energy tensor and would
have to be stable to perturbations away from any background symmetry.
Thus far, possibly the strongest counter-example to cosmic censorship
is the self-similar perfect ﬂuid spacetime, which has a naked singularity for
0 < k ≤ 0.0105 [45], where k is the sound speed (squared) of the ﬂuid. The
matter model is a perfect ﬂuid, which obeys reasonable energy conditions
and the naked singularity forms from regular, generic initial data. Harada
and Maeda [23] studied the behaviour of non-linear spherical perturbations in
this model and determined that it displayed stability to such perturbations.
The behaviour of non-spherical perturbations in this spacetime is not yet
known.
There are two interesting spacetimes within which weak and strong cosmic
censorship respectively have been proven, to which we now turn.
1.3.3 Cosmic Censorship in the EKG and Gowdy space-
times
Weak cosmic censorship has been proven in the Einstein-Klein-Gordon space-
time. This spacetime is spherically symmetric and the matter model is a
massless Klein-Gordon scalar ﬁeld. This spacetime was studied analytically
by Christodoulou [10], who found that under a particular set of conditions,
there exist choices of initial data which give rise to naked singularities. In a
later paper [11], it was shown that these naked singularities were non-generic.
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Christodoulou made a choice of initial data, characterised by a function β,
such that the future evolution of the initial data
(1) contains no singularities and a future complete I+, or
(2) contains a “normal” black hole, with accompanying event horizon, or
(3) obeys neither case (1) nor case (2) (this case includes the possibility of
naked singularity formation).
Then with such a choice of initial data, there exists a continuous function g,
such that for any real constant c, the spacetime evolving from initial data
β′ = β + cg, contains a “normal” black hole. This result indicates that the
formation of a naked singularity relies on a choice of non-generic initial data,
and that any slight perturbation of this initial data will cause the naked
singularity to fail to form.
Another important example of cosmic censorship occurs in the Gowdy
spacetimes, a spacetime with a two-dimensional isometry group with space-
like orbits (see [48] for a review of cosmic censorship in this spacetime). In
this class of spacetimes, there exist spacetimes with inequivalent maximal
extensions, so the question of whether or not cosmic censorship holds for
this class is interesting. The Einstein equations with this symmetry reduce
to a form amenable to Fuchsian analysis, which means that it is possible to
determine the asymptotic behaviour of solutions to these equations in var-
ious directions. In two particular cases, the polarized Gowdy case and the
T 3-case, it is possible to prove versions of strong cosmic censorship. In both
cases, one can prove theorems asserting that under various conditions, the
maximal Cauchy development of the prescribed initial data is inextendible.
It has been noted [57] that the main diﬃculty in studying cosmic cen-
sorship in general is that the mathematical sophistication necessary to prove
some version of Conjecture 1.3.3 is not available. It follows that the study
of speciﬁc examples may well be illuminating, and that the use of techniques
such as perturbation theory in these spacetimes may be useful. We now
discuss generally the methods of perturbation theory.
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1.4 Perturbation Theory
As discussed in Section 1.2, in general relativity one deals with a metric gµν
which describes the geometry of a spacetime. The initial task of perturbation
theory is to develop a formalism with which to discuss perturbations of such
a background metric. We introduce a perturbed metric g such that
gµν = g¯µν + ǫhµν ,
for |ǫ| ≪ 1, where g¯µν is some background metric, and hµν is a perturba-
tion. The main diﬃculty that arises with such a deﬁnition is the question of
gauge invariance. Suppose we start with some background metric, and then
introduce a perturbation, resulting in a new, perturbed metric. How are we
to guarantee that there does not exist a coordinate system within which this
new metric is identical to the original metric? This would indicate that the
two metrics describe the same spacetime in two diﬀerent coordinate systems.
This issue is handled by introducing gauge invariant perturbations. Such
perturbations are guaranteed to preserve their form under a gauge trans-
formation, thus ensuring that they have real physical meaning and are not
artifacts of the choice of coordinate system. In particular, throughout this
work we make use of a perturbation formalism due to Gerlach and Sen-
gupta [19], which constructs explicitly gauge invariant linear perturbations
for spherically symmetric spacetimes (see Chapter 3 for details).
1.5 Self-Similarity
In this work, we consider the self-similar Lemaître-Tolman-Bondi (LTB)
spacetime [2]. There are two diﬀerent classes of self-similarity, namely con-
tinuous or homothetic self-similarity (also known as self-similarity of the
ﬁrst kind) and discrete self-similarity (also called self-similarity of the second
kind). We consider only continuous self-similarity, which we will refer to
simply as self-similarity from here on. A spacetime displays self-similarity if
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it admits a homothetic Killing vector ﬁeld, that is, a vector ﬁeld ~ξ such that,
L~ξgµν = 2gµν ,
where the notation L~ξgµν indicates the Lie derivative of the metric, taken
in the direction of the vector ﬁeld ~ξ (recall that, roughly speaking, the Lie
derivative compares gµν at two diﬀerent points along the integral curves of
~ξ, and subtracts to construct a derivative. For the metric, the Lie derivative
reduces to L~ξgµν = ξµ;ν + ξν;µ ). The choice of non-zero constant on the right
hand side above is arbitrary, and can be ﬁxed by rescaling ~ξ.
Consider a spacetime (M4, gµν). The manifold of a spherically symmetric
spacetime can always be written as a productM4 =M2×S2, where S2 is the
two-sphere. We will write the metric for such a spacetime using coordinates
(t, r, θ, φ) where (t, r) are coordinates on the two-dimensional submanifold
M2 and (θ, φ) are the two angles in the two-sphere.
The general form of a spherically symmetric metric can be written as
ds2 = −e2Φ(t, r)dt2 + e2Ψ(t, r)dr2 +R2(t, r)dΩ2,
where Φ(t, r) and Ψ(t, r) are arbitrary functions of t and r and dΩ2 =
dθ2 + sin2 θ dφ2 is the usual metric on a two-sphere. The imposition of
self-similarity on this spacetime results in considerable simpliﬁcation. In
particular, we ﬁnd that
Φ(t, r) = Φ(z), Ψ(t, r) = Ψ(z), R(t, r) = rS(z), (1.2)
where z = −t/r. More generally, self-similarity can be thought of as a
symmetry which causes physical quantities to depend only on dimensionless
parameters (which are typically ratios of time and space variables such as z).
Self-similarity plays an important role in models of gravitational collapse,
as in a variety of cases, the solution naturally takes on a self-similar form.
Self-similar solutions are often important in describing the asymptotic be-
haviour of models, particularly cosmological or spatically homogeneous mod-
els [5]. More precisely, one often ﬁnds that self-similar models act as attrac-
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tors in a dynamical systems treatment of the model. In fact, the similarity
hypothesis of Carr states that under certain conditions (which have yet to be
precisely deﬁned) spherically symmetric spacetimes naturally develop into a
self-similar form. Self-similarity is also important in studies of critical phe-
nomena, as Type II critical solutions are continuously self-similar. For a
discussion of self-similarity and its role in general relativity, see [4].
1.5.1 Perturbations of Self-Similar Spacetimes
In this section, we discuss some previous work on perturbations of self-similar
spacetimes, both analytic and numerical, which is relevant to the content of
this thesis.
Analytic work has been concentrated in the self-similar Vaidya and LTB
spacetimes. In the self-similar Vaidya spacetime, this work indicated that
linear perturbations remain ﬁnite on the Cauchy horizon. In the odd parity
case [42], metric and matter perturbations were found to remain ﬁnite on
the Cauchy horizon for all angular number l, where the term ﬁnite refers to
certain integral energy norms which bound the growth of the perturbation.
This result holds for a general choice of initial data. In the even parity case
[40], both metric and matter perturbations were considered using a Mellin
transform method. It was found that the modes of this transform remain
ﬁnite on the Cauchy horizon, although they diverge on the second future
similarity horizon (this corresponds to the last null ray emitted by the naked
singularity). It was argued that the resummed Mellin transform modes which
give the full perturbation also remain ﬁnite on the Cauchy horizon but a
rigorous proof was not given.
Even parity perturbations of the self-similar LTB spacetime were also
studied analytically, using both a Mellin transform and a Fourier mode de-
composition [43]. Both matter and metric perturbations were studied. The
Mellin transform reduces the linearised Einstein equations to ODEs with sin-
gular points, whose solutions can be studied. The initial data were chosen to
be ﬁnite on the regular axis and on the past null cone of the naked singular-
ity. It was found that the Mellin modes with this initial data remain ﬁnite
23
on the Cauchy horizon (although as in the Vaidya spacetime they diverge on
the second future similarity horizon). However, the issue of resumming the
modes was not resolved and so this result does not fully answer the question
of the stability of the self-similar LTB spacetime to even parity perturbations.
The behaviour of scalar waves in naked self-similar backgrounds [41] has
also been considered. In particular, the behaviour of the multipoles of a
minimally coupled scalar ﬁeld on a spherically symmetric, self-similar back-
ground spacetime were studied. The only restriction on the matter model is
that it obeys the weak energy condition. It was found that each multipole
obeys a pointwise bound at the Cauchy horizon, has a ﬁnite L2-norm and
has a ﬁnite energy. The only possible divergence in the multipoles occurs at
the singularity itself and not on the Cauchy horizon. This was interpreted as
providing evidence that the naked singularity in these spacetimes is stable,
although it was emphasised that this applies at linear order only.
The behaviour of linear non-spherical perturbations of the Roberts space-
time has also been studied [18]. This spacetime is continuously self-similar
and spherically symmetric, and describes the gravitational collapse of a min-
imally coupled massless scalar ﬁeld. It is used as a toy model for studies of
the critical collapse of a massless scalar ﬁeld. It was found that perturbations
of this spacetime have no growing non-spherical perturbation modes.
Numerical work in this area has included studies of the behaviour of
odd [25] and even [26] perturbations (for the l = 2 perturbation only) of
the marginally bound LTB spacetime. In the odd parity case, the authors
considered metric perturbations only and analysed them numerically with a
choice of Gaussian initial data. It was found that the perturbations remain
ﬁnite in the vicinity of the singularity. This was interpreted as evidence
that the formation of this singularity is stable against odd parity modes of
linear gravitational waves. In the even parity case [26], both metric and
matter perturbations were considered and their equations of motion were
numerically solved, again for the l = 2 mode only. It was found that all
of the metric perturbations with one exception grow as the Cauchy horizon
is approached. The energy ﬂux crossing the Cauchy horizon is ﬁnite. This
was interpreted as evidence that the Cauchy horizon is unstable to linear
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even parity perturbations. Taken as a whole, this work indicates that the
naked marginally bound LTB spacetime is unstable to linear non-spherical
perturbations.
Other numerical work includes the study of non-spherical linear pertur-
bations of the Choptuik spacetime [34]. This is a discretely self-similar space-
time which acts as an attractor in the phase space of solutions to the Einstein
- massless scalar ﬁeld system; in this context, it is known as a critical solution
(see [21] for a review of critical phenomena). It was found that all pertur-
bations of this spacetime decay, with the l = 2 even parity perturbation
decaying at the slowest rate. We note that the behaviour of perturbations
was studied in the region between the regular centre and the past null cone
only; in particular, their behaviour at the Cauchy horizon was not examined.
The authors interpreted their result as evidence that the critical phenomena
observed in scalar ﬁeld collapse are expected to occur even in the presence
of linear order perturbations away from spherical symmetry.
In this thesis, we consider the behaviour of non-spherical linear perturba-
tions of the self-similar LTB spacetime. These perturbations decompose into
odd and even parity perturbations (see Chapter 3 for details). The odd parity
perturbations can be dealt with using techniques similar to those of [42] and
[41], namely energy methods for symmetric hyperbolic systems. However,
the even parity perturbations are considered using very diﬀerent methods to
those of [40] and [43]. Instead of using Mellin transforms and Fourier mode
decompositions, we develop a series of techniques, starting with an extension
of the odd parity energy methods, which do not involve introducing a mode
decomposition which must then be resummed. We use an averaging tech-
nique, followed by methods for ODE systems with regular singular points
(see Chapter 5 for details) to determine the behaviour of the Lp-norm of the
perturbations. We then use energy methods to provide an initial bound on
the perturbations, followed by an application of the method of characteristics
to improve these bounds. Finally, we apply some theorems from real analy-
sis to determine the pointwise (as opposed to the averaged) behaviour of the
perturbation. We note that some of these ideas (in particular, the averaging
technique) were ﬁrst developed in [44], but the techniques used to determine
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the pointwise behaviour are new.
The development of these methods is signiﬁcant, as they allow us to
examine the even parity perturbations without introducing either a Mellin
transform or a Fourier mode decomposition. This means that we can avoid
entirely the problem of resumming the modes which result from these tech-
niques. Additionally, these methods are in principle applicable to any self-
similar spherically symmetric spacetime, and could in particular be applied
to the self-similar perfect ﬂuid spacetime. This is currently thought to be
the strongest counter-example to cosmic censorship.
1.6 Theory of Ordinary and Partial Differential
Equations
In Chapters 4, 5 and 6, we will make use of various methods and results from
the theory of ordinary and partial diﬀerential equations which we present
here.
1.6.1 Lp and Sobolev Spaces
We begin by deﬁning the Lp-spaces and the Sobolev spaces, which we make
extensive use of throughout this thesis. The Lp-spaces can be thought of as
a useful generalisation of the familiar L2-spaces, the set of square integrable
functions. We deﬁne the Lp-norm of some function f(x) as
||f ||p :=
[∫
Ω
|f |p dx
] 1
p
where Ω ⊆ R (for our purposes, we will usually take Ω = R). The Lp-spaces
consist of the set of all measurable functions with ﬁnite Lp-norm. We note
that the space L2 (a commonly used Lp-space) is the set of square integrable
functions, that is, the set of measurable functions f(x) such that
||f ||2 =
[∫
Ω
|f |2dx
] 1
2
<∞.
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L2 is a Hilbert space, in contrast with all other Lp-spaces. It is possible to
deﬁne the L∞-space as
L∞ = {f(x) : ess supx∈Ω |f(x)| <∞}.
So the space L∞ contains those functions which are essentially bounded,
that is, bounded up to a set of measure zero. A useful way of thinking about
the Lp-spaces is to note that the space L1 contains functions which blow up
at isolated points but which must fall oﬀ suﬃciently quickly at inﬁnity. In
contrast, the space L∞ contains functions which may not blow up anywhere,
but also do not need to fall oﬀ at inﬁnity at all. So loosely speaking, for
p < q, functions in Lp are can be more singular than those in Lq, but must
also drop oﬀ at inﬁnity more quickly.
We mention here a theorem which we will make use of in our study of
the even parity perturbations. The Lp-embedding theorem states that for
1 ≤ p < q ≤ ∞,
||f ||p ≤ µ(Ω)
1
p
− 1
q ||f ||q
where µ(Ω) indicates the measure of the space Ω over which the Lp-spaces are
deﬁned. This theorem allows us to conclude that if f ∈ Lq, then f ∈ Lp, for
p < q (assuming that µ(Ω) <∞). In this sense, the space Lp is “embedded”
in the space Lq for p < q. For a general discussion of Lp spaces, see [1] or
[35].
Having deﬁned the Lp-spaces, we can move on to the deﬁnition of the
Sobolev spaces. In order to deﬁne such spaces, we will need the idea of a
weak derivative. Consider some test function f ∈ C∞0 . Then integration by
parts produces ∫
R
g
df
dx
dx = −
∫
R
g˜f dx, (1.3)
where the boundary term vanishes due to the compact support of f . The
function g˜ is said to be the weak derivative of some function g if it satisﬁes
(1.3) for all test functions f . This can hold even if g is not diﬀerentiable;
if g is diﬀerentiable then g˜ = dg/dx. Weak derivatives therefore generalise
the idea of the derivative, since a function may have weak derivatives of n-th
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order even if it is not n-times continuously diﬀerentiable (or indeed, not even
continuous). We note that the n-th weak derivative is deﬁned in an exactly
analogous way. Weak derivatives arise from the need to have some notion of
diﬀerentiability which is weaker than the usual one.
A Sobolev space, denoted Hq,p, is deﬁned as a space of functions whose
weak derivatives, up to the q-th order, exist in some Lp-space. For example,
consider the space H1,2. The ﬁrst index indicates that we should go up to
the ﬁrst derivative (where the “zeroth derivative” is taken to be the function
itself) and the second index indicates that these weak derivatives should be
in the space L2. Putting all this together, the space H1,2 is the set of all
measurable functions f with ﬁnite H1,2-norm, that is
||f ||(1,2) =
[∫
Ω
|f |2 +
∣∣∣∣ dfdx
∣∣∣∣
2
dx
] 1
2
<∞.
Similarly, we can construct Sobolev norms for any order of Sobolev space by
using the corresponding Lp-norms and the required number of weak deriva-
tives. We next mention a result which we frequently use, Sobolev’s inequality.
This inequality states that
|f(x)|2 ≤ 1
2
∫
R
|f |2 +
∣∣∣∣ dfdx
∣∣∣∣
2
dx,
for all x ∈ R and for a function f(x) ∈ C∞0 (R,R). The proof of this inequality
can be found in [55]. We note that if we know that f ∈ H1,2, then this
inequality allows us to conclude that |f |2 is bounded almost everywhere. We
ﬁnish by noting that similarly to the Lp-spaces, the space of test functions
C∞0 is dense in the Sobolev spaces H
q,p. For more detail on Sobolev spaces,
one should refer to [1] or [35].
1.6.2 The Existence and Uniqueness Theorem
In the study of both the odd and even parity perturbations, we will use a
result which provides for the existence of smooth and compactly supported
solutions to partial diﬀerential equations which are symmetric hyperbolic,
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with a choice of smooth and compactly supported initial data. We consider
the linear system
∂~u
∂t
+
n∑
i=1
Ai(t, ~x)
∂~u
∂xi
+B(t, ~x)~u = ~f(t, ~x), (1.4)
where ~u is some state m-vector, xi labels the n spatial coordinates and the
Ai and B are m×m matrices with elements in C([0, T ], C1B(Rn)). We write
~x = (x1, x2, . . . , xn) and for our purposes, n = 1 always. The interval [0, T ]
is the range of our time coordinate t, and the notation C1B indicates those
C1-functions which are bounded. To make this system symmetric hyperbolic,
we require the matrices Ai to be symmetric. We will further assume that ~f
has components in L2((0, T ),H1,2(Rm)).
For such systems, one can state an existence and uniqueness theorem
which can be found in Chapter 12 of [35] ([47] also has a useful discussion of
these methods).
Theorem 1.6.1 The system (1.4) with initial data
~u
∣∣∣∣
t=0
= ~g(~x),
where ~g ∈ C∞0 (Rn,Rm), has a unique solution ~u ∈ C∞([0, T ]×Rn,Rm). For
t ∈ [0, T ], ~u(·, ~x) : Rn → Rm has compact support.
We will use this theorem to provide for the existence and uniqueness of so-
lutions to the perturbation equations of motion prior to the Cauchy horizon.
The proof of this theorem relies on the use of energy methods.
1.6.3 Regular Singular Points of ODEs
We now consider the theory of regular singular points in ordinary diﬀerential
equations. A full exposition of this theory can be found in [58] and [13]. Such
singular points will occur in our analysis of the even parity perturbations in
Chapter 5.
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Suppose we have an n × n matrix P which can be diagonalised. Then
the Jordan canonical form of P is simply J = diag(λ1, λ2, . . . , λn), where the
λi are the eigenvalues of P . If P cannot be diagonalised, then the Jordan
canonical form of P can be written as
J =


J1 0 0 0 . . .
0 J2 0 0 . . .
0 0 J3 0 . . .
. . . . . . . . . . . . . . .
0 0 0 0 Jn


,
where the blocks Ji take the form
Ji =


λi 1 0 0 . . .
0 λi 1 0 . . .
0 0 λi 0 . . .
. . . . . . . . . . . . 1
0 0 0 0 λi


,
where λi is the ith eigenvalue of P . We note also that there exists a matrix
S, known as the similarity matrix, such that J = S−1PS.
Now consider the equation
t
d~Y
dt
= A(t)~Y , (1.5)
where ~Y is an m-dimensional state vector and A is an m × m-dimensional
matrix. We will assume that A(t) is analytic at t = 0 so that A(t) can be
written in a power series as A(t) =
∑∞
r=0Art
r. J = T−1A(t = 0)T is the
Jordan canonical form of A(0). We can rewrite (1.5) as
d~Y
dt
=
1
t
(
A(0) +
∞∑
r=1
Art
r
)
~Y .
We see that that we have a power t−1 on the right hand side. A singular
point of this form is known as a regular singular point, or a singular point
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of the ﬁrst kind. Solutions to equations of the form (1.5) near such points
can be given. We could also have a higher power in the right hand side, for
example t−p, for p > 1. Such singular points are known as non-simple or
singular points of the second kind and we will not discuss them further.
Before proceeding we will need the notion of a fundamental matrix. Con-
sider the vector equation
d~Y
dt
= A(t)~Y . (1.6)
Suppose that we have an m×m matrix V (t) which satisﬁes
dV
dt
= A(t)V.
It is easy to see that each column of V (t) will satisfy (1.6). Such a matrix V (t)
is known as a fundamental matrix if its columns are linearly independent, or
equivalently, if det(V ) 6= 0. The columns of a fundamental matrix therefore
provide a basis for solutions of (1.6). Using the idea of a fundamental matrix,
we can state the following theorem.
Theorem 1.6.2 Suppose that A(t) is analytic at t = 0 and that no two
eigenvalues of A(0) differ by a positive integer. Then in a disc around t = 0
which does not contain another singular point, the differential equation (1.5)
has a fundamental matrix solution of the form
V = P (t)tJ ,
where J = T−1A(0)T is the Jordan canonical form of A(0). The matrix P (t)
can be written in a power series as P (t) =
∑∞
r=0 Prx
r where P0 = I and the
coefficients Pm can be calculated by rational operations from the coefficients
Ar in the power series for A(t).
See [58] for the proof of this theorem and for the details of the matrix P (x).
We note that this theorem essentially provides us withm linearly independent
solutions to (1.5). It is possible to deal with the case when the eigenvalues
of J diﬀer by positive integers; see [58] and [13] for details.
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We will also need to deal with inhomogeneous equations of the form,
t
d~Y
dt
= A(t)~Y + ~B(t),
and one can easily show that the particular solution is given by
VP = V (t)
∫ T
0
V −1(τ) ~B(τ) dτ,
where V (t) is the solution to the homogeneous problem (1.5).
1.6.4 The Method of Characteristics
In Chapters 4 and 6, we will need to deal with solutions to transport equations
in 1 + 1 dimensions, that is, ﬁrst order linear PDEs of the form
∂x
∂t
+ a(t, p)
∂x
∂p
+ b(t, p)x = Σ(t, p).
In Chapters 4 and 6 we will have coeﬃcients which depend on t only, that is
∂x
∂t
+ a(t)
∂x
∂p
+ b(t)x = Σ(t, p). (1.7)
We assume that a(t) and b(t) are analytic functions of t and that Σ is analytic
in t and Σ(·, p) ∈ L2(R,R). Solutions to transport equations can be arrived
at using the method of characteristics, which we review here. For a general
introduction to this method, see Chapter 1 of [35].
The characteristic curves of this equation are the solutions to the initial
value problem
dp
dt
= a(t), p(t1) = η.
This has solution p(t) = π(t) + η where π(t) = − ∫ t
t1
a(τ)dτ . See Figure
1.1 for an example of typical characteristic curves (the details of the curves
depends on the choice of a(t)). The fact that π(t) is a function of t only
tells us that the characteristic curves are all parallel (more precisely, their
tangents at ﬁxed t are parallel).
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Along characteristics, (1.7) becomes
dx
dt
(t, p(t)) + b(t)x(t, p(t)) = Σ(t, p(t)). (1.8)
The integrating factor for this equation is given by eξ(t) where ξ(t) := − ∫ t
t1
b(τ)dτ
and the solution to (1.8) can be written
x(t, p) = e−ξ(t)x0(p− π(t))− e−ξ(t)
∫ t
t1
eξ(τ)Σ(τ, p− π(t) + π(τ))dτ,
where x(t1, p) = x0(p) is the initial data. In applications of this method in
Chapters 4 and 6, we will make use of the integral form of the mean value
theorem [49] and Fubini’s theorem [54], which we state here for convenience.
Theorem 1.6.3 Suppose that on the interval x ∈ [a, b], f(x) is a continuous
function of x and g(x) is positive and integrable. Then
∫ b
a
f(x)g(x)dx = f(c)
∫ b
a
g(x)dx (1.9)
for some c ∈ [a, b].
Theorem 1.6.4 Suppose we have a function f(t, x) which is continuous on
t1 ≤ t ≤ t2 and −∞ ≤ x1 ≤ x ≤ x2 ≤ ∞. Then∫ t2
t1
∫ x2
x1
f(t, x) dx dt =
∫ x2
x1
∫ t2
t1
f(t, x) dt dx.
That is, we can interchange the order of two integrals provided that the
integrand is continuous with respect to both variables.
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t = t1
t = t′
p = p(t)
η
Figure 1.1: Characteristics. We show here an example of typical characteristic
curves p = p(t), along which (1.7) is solved.
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Finally, we will also make use of the Cauchy-Schwarz inequality [1] in
Chapters 4 and 6. This states that for functions f(x), g(x) ∈ L2(R,R),
∣∣∣∣
∫
R
f(x)g(x) dx
∣∣∣∣ ≤ 12
∫
R
f 2(x) + g2(x) dx.
1.7 Some Theorems from Real Analysis
In Chapter 6 we use some theorems from real analysis to complete our study
of the behaviour of even parity perturbations. We present here those theo-
rems and some useful background information. More details can be found in
[33].
In order to present the following theorems, we must ﬁrst review some
terminology. A measure space (Ω,Σ, µ) is composed of a set Ω, together
with a sigma-algebra Σ and a measure µ. A sigma-algebra is a set of subsets
of Ω with the properties
• If A ∈ Σ, then Ac ∈ Σ, where Ac is the complement of A in Ω,
• If A1, A2, . . . is a countable family of sets in Ω then ∪∞i=1Ai ∈ Σ,
• Ω ∈ Σ.
A measure is a function µ which maps Σ into the nonnegative real numbers,
such that
• The empty set has zero measure, µ(Φ) = 0,
• Countable additivity: If A1, A2, . . . is a sequence of disjoint sets in Σ
then µ(∪∞i=1Ai) =
∑∞
i=1 µ(Ai).
Essentially one can think of the measure as providing a “weight” to each
set in Σ. We note that if some property holds “µ-almost everywhere”, this
means that it fails at most on a set of measure zero. Having completed the
preliminary deﬁnitions, we begin with the dominated convergence theorem of
Lebesgue, which provides a set of conditions under which one may commute
the taking of a limit with an integral.
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Theorem 1.7.1 Let f (1), f (2), . . . be a sequence of complex-valued summable
functions on a measure space (Ω,Σ, µ). Suppose that these functions converge
to a summable function f pointwise almost everywhere. If there exists a
summable, non-negative function G(x) on (Ω,Σ, µ) such that
|f (i)(x)| ≤ G(x) ∀i = 1, 2, . . .
then |f(x)| ≤ G(x) and
lim
i→∞
∫
Ω
f (i)(x)µ(dx) =
∫
Ω
f(x)µ(dx).
This theorem essentially provides a condition (namely the existence of some
suitable dominating function G(x)) under which we may take the limit inside
the integral sign. The proof of this theorem relies on Fatou’s lemma, and can
be found in [33].
When working with Sobolev and Lp-spaces, it is relatively easy to ﬁnd
sequences of the type required by this theorem. However, constructing a
dominating function is a more diﬃcult task, and we therefore present a use-
ful theorem which allows us to ﬁnd a dominating function for sequences in
some particular Lp-space. The ﬁrst part of this theorem actually states the
completeness of Lp-spaces, while the second part identiﬁes a subsequence of
f (i) which is dominated.
Theorem 1.7.2 Let 1 ≤ p ≤ ∞ and let f (i), for i = 1, 2, . . . be a Cauchy
sequence in Lp(Ω), that is, for each ǫ > 0, there exists some N such that
||f (i) − f (j)||p < ǫ for i, j > N . Then there exists a unique function f ∈ Lp
such that ||f (i) − f (j)||p → 0 as i→∞. That is, f (i) converges strongly to f
in Lp(Ω).
Furthermore, we can show there exists a subsequence f (i1), f (i2), . . . (with
i1 < i2 < . . .) such that
• Domination: There exists a nonnegative function F (x) such that |f (ik)(x)| ≤
F (x) ∀k and µ-almost every x,
• Pointwise Convergence: limk→∞ f (ik)(x) = f(x) for µ-almost every x.
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This theorem allows us to pull a dominated subsequence out of the sequence
f (i), provided f (i) is Cauchy in an Lp-space. We are guaranteed that this
subsequence tends to the same limit as the original sequence. The proof
of this theorem relies on the fact that the sequence is Cauchy and on the
monotone convergence theorem.
1.8 Layout of the Thesis
In Chapter 2, we discuss the self-similar LTB spacetime. We describe the
background metric and the matter model and determine in Section 2.3 a
criterion for nakedness of the singularity. In Chapter 3, we describe the per-
turbation formalism due to Gerlach and Sengupta which we use throughout.
In Chapter 4 we consider a particular subset of the perturbations, the
odd parity perturbations. For angular number l ≥ 2, we ﬁnd a single gauge
invariant scalar which fully describes the perturbation and state an existence
and uniqueness theorem for solutions to its equation of motion prior to the
Cauchy horizon in Section 4.3. We next use energy methods for symmetric
hyperbolic systems to show that the perturbation remains ﬁnite throughout
its evolution up to and on the Cauchy horizon. Here ﬁniteness is measured
in terms of a priori terms which bound the growth of the perturbation. We
give an interpretation of this result in terms of the perturbed Weyl scalars
in Section 4.5 and ﬁnally, we consider separately the l = 1 perturbation in
Section 4.6 and show that a similar result pertains in this case.
In Chapter 5, we undertake a parallel discussion of the even parity per-
turbations. We ﬁrst determine a fundamental system of equations governing
their evolution in Section 5.2. We state an existence and uniqueness theo-
rem for solutions to this system prior to the Cauchy horizon and in Section
5.3, we consider the behaviour of an average of the perturbation. Using this
average, we establish that the Lp-norm of the perturbation (for 1 ≤ p ≤ ∞)
generically diverges on the Cauchy horizon. In Chapter 6, we return to the
pointwise behaviour of the perturbation and establish a series of results which
indicate that the perturbation diverges in a pointwise manner on the Cauchy
horizon. This result is interpreted in terms of the perturbed Weyl scalars in
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Section 6.2. Hence, we establish the linear instability of the naked singularity
in this class of LTB spacetimes.
In Chapter 7 we summarise the work and discuss some areas for future
research. In the appendix, we provide some technical details omitted from
the main text.
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Chapter 2
The Self-Similar LTB Spacetime
In this chapter, we discuss the background spacetimes used throughout this
thesis, the self-similar Lemaître-Tolman-Bondi (LTB) spacetimes. We deﬁne
the LTB spacetimes in Section 2.1, before imposing self-similarity in Section
2.2. Finally, we determine the condition required for the singularity in these
spacetimes to be naked in Section 2.3.
2.1 The LTB Spacetime
The LTB spacetime is a spherically symmetric spacetime containing a pressure-
free perfect ﬂuid which undergoes an inhomogeneous collapse into a singular-
ity. Under certain conditions this singularity can be naked. We will initially
use comoving coordinates (t, r, θ, φ), in which the dust is stationary so that
the dust velocity has a time component only. In these coordinates, the radius
r labels each successive shell in the collapsing dust. The line element for such
a spacetime can be written in comoving coordinates as
ds2 = −dt2 + eν(t, r)dr2 +R2(t, r)dΩ2, (2.1)
where dΩ2 = dθ2 + sin2 θdφ2 and R(t, r) is the physical radius of the dust.
The stress-energy tensor of the dust can be written as
T¯ µν = ρ¯(t, r)u¯µu¯ν ,
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where u¯µ is the 4-velocity of the dust, that is, a future pointing, timelike
unit vector ﬁeld, which is tangential to the ﬂow lines of the dust and sat-
isﬁes u¯µu¯µ = −1. ρ¯(t, r) is the rest mass density of the dust. In comoving
coordinates, u¯µ = δµ0 .
The background Einstein equations for the metric and stress energy in
comoving coordinates immediately provide the following results,
eν/2 =
∂R/∂r√
1 + f(r)
, ρ¯(t, r) =
∂m(r)/∂r
4π∂R/∂rR2
, (2.2)
(
∂R
∂t
)2
− 2m(r)
R
= f(r).
The function m(r) is known as the Misner-Sharp mass and is a suitable mass
measure for spherically symmetric spacetimes. The last equation in (2.2)
has the form of a speciﬁc energy equation, which indicates that the function
f(r) can be interpreted as the total energy per unit mass of the dust. The
background dynamics of the dust cloud can be determined by a choice of
m(r) (or a speciﬁcation of the initial proﬁle of ρ(t, r)) and a choice of f(r).
Recall that a shell focusing singularity is a singularity which occurs when
the physical radius R(t, r) of the dust cloud vanishes, so that all the matter
shells have been “focused” onto a single point. In this spacetime, a shell
focusing singularity occurs on a surface of the form t = tsf (r), which includes
the scaling origin (t, r) = (0, 0).
In spacetimes consisting of a collapsing cloud of matter, one can also
encounter a shell crossing singularity, which occurs when two shells, labelled
by particular values of the radius, r1 and r2, cross each other. More precisely,
there are values r1, r2 and times tA, tB for which R(tA, r1) < R(tA, r2) but
R(tB, r1) > R(tB, r2). No such singularity occurs in the spacetime under
consideration here [16].
We immediately specialise to the marginally bound case by setting f(r) =
0.
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2.2 Self-Similarity
We follow here the conventions of [4]. In comoving coordinates, the homo-
thetic Killing vector ﬁeld is given by ~ξ = t ∂
∂t
+ r ∂
∂r
. When self-similarity is
imposed on the metric and stress-energy tensor, we ﬁnd that functions ap-
pearing in the metric, the dust density and the Misner-Sharp mass have the
following scaling behaviour,
ν(t, r) = ν(z), R(t, r) = rS(z), (2.3)
ρ¯(t, r) =
q(z)
r2
, m(r) = λr, (2.4)
where z = −t/r is the similarity variable and λ is a constant (the case λ = 0
corresponds to ﬂat spacetime). By combining (2.2), (2.3) and (2.4) we can
ﬁnd an expression for ∂R
∂t
,
∂R
∂t
= −dS
dz
= −
√
2λ
S
,
where we choose the negative sign for the square root, so that we are dealing
with a collapse model. This can be immediately solved for S(z),
S(z) = (az + 1)2/3, (2.5)
where a = 3
√
λ
2
and we use the boundary conditions R|t=0 = r and ∂R∂r |t=0 =
1. With this expression for S(z) we can solve for ∂R
∂r
explicitly. In (2.2) we
convert ∂R
∂r
to a derivative in (z, r) and ﬁnd that
eν/2 =
∂R
∂r
= S − zdS
dz
= (
1
3
az + 1)(1 + az)−1/3. (2.6)
We can also ﬁnd an explicit form for the density function q(z) by combining
(2.2), (2.4) and (2.5),
q(z) =
a2
6π(3 + 4az + a2z2)
. (2.7)
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We state the metric in (z, r) coordinates, for future use,
ds2 = −r2dz2 + (eν(z)− z2)dr2 − 2rzdrdz +R2dΩ2. (2.8)
We can also state the metric in terms of S(z) only,
ds2 = e2p(−dz2 + ((S − zS˙)2 − z2)dp2 − 2zdzdp+ S2dΩ2), (2.9)
where p = ln(r). In Sections 4.5 and 6.2 we will need the null directions of
the self-similar LTB spacetime. In terms of (z, r) coordinates, the retarded
null coordinate u and the advanced null coordinate v take the form
u = r exp
(
−
∫ zo
z
dz′
f+(z′)
)
, v = r exp
(
−
∫ zo
z
dz′
f−(z′)
)
, (2.10)
where f± := ±eν/2 + z. In these coordinates, the metric takes the form
ds2 = − t
2
uv
(1− eνz−2) du dv +R2(t, r)dΩ2.
In order to calculate the perturbed Weyl scalars, we will need the in- and
outgoing null vectors, lµ and nµ. These vectors obey the normalisation
gµνl
µnν = −1. A suitable choice is therefore
~l =
1
B(u, v)
∂
∂u
, ~n =
∂
∂v
, (2.11)
where B(u, v) = t
2
2uv
(
1− eν(z)
z2
)
. In what follows, we shall take a dot to
indicate diﬀerentiation with respect to the similarity variable z, · = ∂
∂z
.
2.3 Nakedness of the Singular Origin
We now consider the conditions required for the singularity at the scaling
origin (t, r) = (0, 0) to be naked. As a necessary and suﬃcient condition for
nakedness, the spacetime must admit causal curves which have their past
endpoint on the singularity. It can be shown [38] that it is actually suﬃcient
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to consider only null geodesics with their past endpoints on the singularity,
and without loss of generality, we restrict our attention to the case of radial
null geodesics (RNGs). The equation which governs RNGs can be read oﬀ
the metric (2.1),
dt
dr
= ±eν/2.
Since we wish to consider outgoing RNGs we select the + sign. We can
convert the above equation into an ODE in the similarity variable,
z + rz′ = −eν/2. (2.12)
We look for constant solutions to this equation, which correspond to null
geodesics that originate from the singularity. It can be shown that the ex-
istence of constant solutions to (2.12) is equivalent to the nakedness of the
singularity. For constant solutions, we set the derivative of z to zero and
combine (2.6) and (2.12) to ﬁnd the following algebraic equation in z,
az4 +
(
1 +
a3
27
)
z3 +
(
a2
3
)
z2 + az + 1 = 0.
We wish to discover when this equation will have real solutions. This can
easily be found using the polynomial discriminant for a quartic equation,
which is negative when there are two real roots. In this case we have
D =
1
27
(−729 + 2808a3 − 4a6),
which is negative in the region a < a∗ where a∗ is
a∗ =
3
(2(26 + 15
√
3))1/3
≈ 0.638...
This translates to the bound λ ≤ 0.09. From (2.4), we can see that this
result implies that singularities which are “not too massive” can be naked.
See Figure 2.1 for a Penrose diagram of this spacetime.
Remark 2.3.1 In fact, one can ﬁnd D < 0 in two ranges, namely a < a∗ ≈
0.64 and a > a∗∗ ≈ 8.89. We reject the latter range as being unphysical.
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Consider (2.5), which indicates that the shell-focusing singularity occurs at
z = −1/a. If we chose the range a > a∗∗ we would ﬁnd that the corresponding
outgoing RNG occurs after the shell focusing singularity and so is not part
of the spacetime.
Remark 2.3.2 We note that this analysis has assumed that the entire space-
time is ﬁlled with a dust ﬂuid. A more realistic model would involve intro-
ducing a cutoﬀ at some radius r = r∗, after which the spacetime would be
empty. We would then match the interior matter-ﬁlled region to an exterior
Schwarszchild spacetime. However, it can be shown that this cutoﬀ spacetime
will be globally naked so long as the cutoﬀ radius is chosen to be suﬃciently
small [29]. We will therefore neglect to introduce such a cutoﬀ.
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J+
J−
N
H
R = 0
r = 0
t < 0
r = 0
t = 0
r = 0
t > 0
b
Figure 2.1: Structure of the Self-Similar LTB spacetime. We present here a
conformal diagram for the self-similar LTB spacetime. The gray shaded region
represents the interior of the collapsing dust cloud. We label the past null cone of
the naked singularity by N and the Cauchy horizon by H. Future and past null
infinity are labelled by J + and J −.
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Part II
Perturbations
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Chapter 3
The Gerlach-Sengupta Method
In this chapter, we present the Gerlach-Sengupta method [19] which provides
us with the most general possible linear perturbations of a spherically sym-
metric spacetime. We shall follow throughout the presentation of [34]. In
Section 3.1 we decompose the spherically symmetric background spacetime
into two submanifolds (with corresponding metrics) and present the back-
ground Einstein equations in terms of this decomposition. In Section 3.2
we expand perturbations of the background in a multipole decomposition
and construct gauge invariant combinations of the perturbations. Finally,
in Section 3.3 we write the linearised Einstein equations in terms of these
perturbations.
3.1 The Background Spacetime
We begin by writing the metric of the entire spacetime (M4, gµν) as
ds2 = gAB(x
C)dxAdxB +R2(xC)γabdx
adxb, (3.1)
where gAB is a Lorentzian metric on the 2-dimensional manifoldM2 and γab is
the metric for the 2-sphere S2 (and the full manifold isM4 =M2×S2). The
indices A,B,C... indicate coordinates on M2 and take the values A,B... =
1, 2 while the indices a, b, c... indicate coordinates on S2 and take the values
a, b... = 3, 4. The covariant derivatives on M4, M2 and S2 are denoted by a
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semi-colon, a vertical bar and a colon respectively. The stress-energy can be
split in a similar fashion,
tµνdx
µdxν = tABdx
AdxB +Q(xC)R2γabdx
adxb, (3.2)
where Q(xC) = 1
2
taa is the trace across the stress-energy on S2. Now if we
deﬁne
vA =
R|A
R
, (3.3)
V0 = − 1
R2
+ 2vA|A + 3v
AvA, (3.4)
then the Einstein equations for the background metric and stress-energy read
GAB = −2(vA|B + vAvB) + V0gAB = 8πtAB, (3.5)
1
2
Gaa = −R+ vAvA + vA|A = 8πQ(xC), (3.6)
where Gaa = γ
abGab. R is the Gaussian curvature of M2, R = 12R(2)AA where
R
(2)
AB indicates the Ricci tensor on M2.
3.2 Perturbations
We now wish to perturb the metric (3.1), so that gµν(xα) → gµν(xα) +
δgµν(x
α). To do this, we use a similar decomposition for δgµν(xα) and write
explicitly the angular dependence using the spherical harmonics. We write
the spherical harmonics as Y ml ≡ Y . {Y } forms a basis for scalar harmonics,
while {Ya := Y:a, Sa := ǫ ba Yb} form a basis for vector harmonics. Finally,
{Y γab, Zab := Ya:b+ l(l+1)2 Y γab, Sa:b+Sb:a} form a basis for tensor harmonics.
We can classify these harmonics according to their behaviour under spa-
tial inversion ~x → −~x: A harmonic with index l is even if it transforms as
(−1)l and odd if it transforms as (−1)l+1. According to this classiﬁcation,
Y , Ya and Zab are even, while Sa and S(a:b) are odd.
Even and odd perturbations will decouple in what follows. We now ex-
pand the metric perturbation in terms of the spherical harmonics. Each
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perturbation is labelled by (l,m) and the full perturbation is given by a sum
over all l and m. However, since each individual perturbation decouples in
what follows, we can neglect the labels and summation symbols. The metric
perturbation is given by
δgAB = hABY, δgAb = h
E
AY:b + h
O
ASb, (3.7)
δgab = R
2KY γab +R
2GZab + h(Sa:b + Sb:a), (3.8)
where hAB is a symmetric rank 2 tensor, hEA and h
O
A are vectors and K,
G and h are scalars, all on M2. We similarly perturb the stress-energy
tµν → tµν + δtµν and expand the perturbation in terms of the spherical
harmonics,
δtAB = ∆tABY, δtAb = ∆t
E
AY:b +∆t
O
ASb, (3.9)
δtab = R
2∆t3γabY +R
2∆t2Zab + 2∆tS(a:b), (3.10)
where ∆tAB is a symmetric rank 2 tensor, ∆tEA and ∆t
O
A are vectors and ∆t
3,
∆t2 and ∆t are scalars, all on M2.
We wish to work with gauge invariant variables, which can be constructed
as follows. Suppose the vector ﬁeld ~ξ generates an inﬁnitesimal coordinate
transformation of our coordinates, ~x → ~x′ = ~x + ~ξ. We wish our variables
to be invariant under such a transformation. We can decompose ~ξ into even
and odd harmonics and write the one-form ﬁelds
ξE = ξA(x
C)Y dxA + ξE(xC)Y:adx
a, ξO = ξOSadx
a. (3.11)
We then construct the transformed perturbations after this coordinate trans-
formation and look for combinations of perturbations which are independent
of ~ξ and therefore gauge invariant. The odd parity metric perturbation can
be written as a gauge invariant vector ﬁeld,
kA = h
O
A − h|A + 2hvA, (3.12)
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and the odd parity gauge invariant matter perturbation is given by a 2-vector
and a scalar,
LA = ∆t
O
A −QhOA , (3.13)
L = ∆t−Qh. (3.14)
In the even parity case, the metric perturbation is described by a gauge
invariant 2-tensor kAB and a gauge invariant scalar k,
kAB = hAB − (pA|B + pB|A), k = K − 2vApA, (3.15)
where pA = hEA− 12R2G|A. The even parity gauge invariant matter perturba-
tion is given by
TAB = ∆tAB − tAB |CpC − 2(tCApC |B + tCBpC |A), (3.16)
TA = ∆tA − tACpC − R
2Q
2
G|A, (3.17)
T 3 = ∆t3 − p
C
R2
(
R2Q
)
|C
, T 2 = ∆t2 −R2QG. (3.18)
In the Regge-Wheeler gauge, hEA = h = G = 0, which implies that pA = 0.
The gauge invariant matter perturbations then coincide with the bare matter
perturbations, which simpliﬁes matters considerably. We will use this gauge
in what follows.
3.3 The Linearised Einstein Equations
We now list the linearised Einstein equations, which can be written in terms
of the gauge invariant quantities presented above. For the odd parity per-
turbations, the linearised Einstein equations are
kA|A = 16πL, l ≥ 2, (3.19)
(R4DAB)|B + LkA = 16πR2LA, l ≥ 1, (3.20)
where L = (l − 1)(l + 2) and DAB is
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DAB =
(
kB
R2
)
|A
−
(
kA
R2
)
|B
. (3.21)
By taking a derivative of (3.20), using the fact that DAB is antisymmet-
ric and combining the result with (3.19), one can derive the stress-energy
conservation equation,
(R2LA)|A = LL. (3.22)
One can show that (3.20) is equivalent to a single scalar equation
(
1
R2
(R4Ψ)|A
)
|A
− LΨ = −16πǫABLA|B, (3.23)
where the scalar Ψ is deﬁned, for l ≥ 2, by
Ψ = ǫAB(R−2kA)|B, (3.24)
The gauge invariant metric perturbation kA can be recovered from
LkA = 16πR2LA − ǫAB(R4Ψ)|B. (3.25)
For the even parity perturbations, the linearised Einstein equations are
(kCA|B + kCB|A − kAB|C)vC − gAB(2k |DCD − k DD |C)vC
− (k|AvB + k|BvA + k|AB) +
(
V0 +
l(l + 1)
2R2
)
kAB
− gAB
(
k FF
l(l + 1)
2R2
+ 2kDFv
D|F + 3kDFv
DvF
)
+ gAB
(
(l − 1)(l + 2)
2R2
k − k F|F − 2k|FvF
)
= 8πTAB, l ≥ 0 (3.26)
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− kAB|AB + (k AA ) |B|B − 2kAB |AvB + kAA|BvB +RAB(kAB − kgAB)
− l(l + 1)
2R2
kAA + k
A
|A + 2k|Av
A = 16πT 3, l ≥ 0 (3.27)
k
|B
AB − kBB|A + kBBvB − k|A = 16πTA, l ≥ 1 (3.28)
kAA = 16πT
2. l ≥ 2 (3.29)
Finally, we present the even parity linearised stress-energy conservation equa-
tions,
1
R2
(R2TAB)
|B − l(l + 1)
R2
TA − 2vAT 3 = (tAB|D + 2tABvD)kBD +
Q(k|A − 2kvA)− tABk|B + 1
2
tBCkBC|A − 1
2
tABk
F |B
F + tABk
BF
|F , (3.30)
1
R2
(R2TB)
|B + T 3 − (l − 1)(l + 2)
2
T 2
R2
=
1
2
kABt
AB +Q(k − 1
2
k AA ). (3.31)
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Chapter 4
The Odd Parity Perturbations
In this chapter, the even parity perturbations are set to zero, and we study the
behaviour of odd parity perturbations as they approach the Cauchy horizon.
We begin by determining the forms of the matter perturbation and the master
equation which describes the evolution of l ≥ 2 perturbations in Sections 4.1
and 4.2. In Section 4.3 we present a theorem which provides for the existence
of unique solutions to this master equation, with a choice of C∞0 initial data.
In Section 4.4, we show that the perturbation remains ﬁnite throughout its
evolution up to and on the Cauchy horizon. In Section 4.5 we provide a
physical interpretation for this result. Finally, in Section 4.6 we discuss the
l = 1 perturbation, and in Section 4.7 we brieﬂy discuss the odd parity results
generally.
4.1 The Matter Perturbation
We begin by ﬁnding a relation between the gauge invariant matter pertur-
bation LA and the dust density and velocity discussed in Section 2.1. To
do this, we write the stress-energy of the full spacetime as a sum of the
background stress-energy and the perturbation stress-energy (where a bar
indicates a background quantity),
Tµν = T µν + δTµν .
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We will assume that the full stress-energy of the perturbed spacetime also
represents dust. We can write the density as ρ = ρ+δρ and the ﬂuid velocity
as uµ = uµ + δuµ. We can therefore ﬁnd an expression for the perturbed
stress-energy (keeping only ﬁrst order terms),
δTµν = ρ(uµδuν + uνδuµ) + δρuµuν . (4.1)
The perturbation of the dust velocity can now be expanded in terms of the
spherical harmonics as δuµ = (δuAY, δuoSa) = (0, 0, U(t, r)Sa). If we set all
even perturbations in (3.9 - 3.10) to zero, then comparison of (3.9) and (3.10)
to (4.1) produces the results,
δρ = 0, ∆t = 0.
Then comparing (3.9) to (4.1) and using (3.13) and (3.14) (remembering that
Q = 0 in this spacetime) produces
LA = ∆t
O
A = ρUu¯A, L = 0.
If we use these results in conjunction with (3.22) (noting that the relevant
perturbation Christoﬀel symbols all vanish for the case of odd perturbations
in the Regge-Wheeler gauge), we ﬁnd that (3.22) becomes,
U,t+U
(
2R,t
R
+
ρ¯,t
ρ¯
+
ν,t
2
)
= 0. (4.2)
Conservation of stress-energy on the background spacetime results in
ρ¯,t+ρ¯
(
2R,t
R
+
ν,t
2
)
= 0. (4.3)
Combining (4.2) and (4.3) produces
∂U
∂t
= 0. (4.4)
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Given this result, the matter perturbation can be completely determined by
a choice of initial proﬁle U(z = zi, r) = y(r) on some suitable initial data
surface zi ∈ (zc, zp], where zp indicates the past null cone of the scaling origin.
We now exploit these results to ﬁnd a useful form for (3.20).
4.2 The Master Equation
Having speciﬁed the matter perturbation in terms of an initial data function,
we now consider the remaining odd parity terms. We use the coordinates
(z, p) where z = −t/r is the similarity variable introduced in Section 2.2
and p = ln r is a useful scaling of the radial coordinate. In terms of these
coordinates, (3.23) can be written as
β(z)
∂2A
∂z2
+ γ(z)
∂2A
∂p2
+ ξ(z)
∂2A
∂z∂p
+ a(z)
∂A
∂z
+ b(z)
∂A
∂p
+ c(z)A = eκpΣ(z, p),
(4.5)
where the function A(z, p) is related to the master function by
A(z, p) = eκpS4(z)Ψ(z, p).
We introduce a factor eκp = rκ, for κ ≥ 0, for reasons which will be explained
later. This means that Ψ can be non-zero at the singularity. In what follows,
we will ﬁnd a positive value κ∗ such that κ ∈ [0, κ∗]. The coeﬃcients in (4.5)
depend only on z and are given by
β(z) = 1− z2e−ν , (4.6)
γ(z) = −e−ν , (4.7)
ξ(z) = 2ze−ν , (4.8)
a(z) = 2ze−ν(2− κ) + ν˙
2
(1 + z2e−ν)− 2S˙
S
β(z), (4.9)
b(z) = e−ν(2κ− 5)− e−νz
(
ν˙
2
+
2S˙
S
)
, (4.10)
55
c(z) = −e−ν(κ2 − 5κ+ 4) + ze−ν
(
ν˙
2
+
2S˙
S
)
(κ− 4) + LS−2. (4.11)
We note that the three leading coeﬃcients are all metric functions, see (2.8).
The source term Σ(z, p) is
Σ(z, p) = −16πe−ν/2S2∂r(ρU). (4.12)
4.3 Existence and Uniqueness of Solutions
We brieﬂy note that the choice of coordinate z = −t/r means that in the
range zc < z ≤ zp, where zc, zp are the Cauchy horizon and past null cone
respectively, z is a time coordinate. Since the Cauchy horizon z = zc actually
occurs at some negative z-value, we should always integrate from z = zc up
to z. Notice that (2.8) indicates that the Cauchy horizon occurs at zc =
−eν(zc)/2, while the past null cone of the scaling origin occurs at zp = +eν(zp)/2.
We wish to prove that there exist unique solutions to the initial value
problem comprised of (4.5) with suitable initial conditions. We begin by
showing that (4.5) may be written as a ﬁrst order symmetric hyperbolic
system. We deﬁne a useful coordinate transformation,
z :=
∫ zi
z
ds
β(s)
,
where zi labels the initial data surface. By inspection, we can see that z¯(zi) =
0. Also, we can see that z¯(zc) = ∞ if we note that we can write β(z) =
z−2c (zc + z)(zc − z), so that zc is a simple root of β(z). We now deﬁne the
vector ~Φ,
~Φ =


A
A,z¯ +ξ(z)A,p
A,p

 .
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Then (4.5) takes the form
~Φ,z¯ = X~Φ,p+W~Φ +~j. (4.13)
where the matrices X and W , and the vector ~j are given in Appendix A.1.
In this appendix, we use standard hyperbolic PDE theory to put the system
(4.13) in the form required for the Theorem 4.3.1. We identify the surface
Si = {(zi, p) : zi = 0, p ∈ R} as our initial data surface. Since we have
written (4.5) using self-similar coordinates for the region between (zp, zc),
this is a suitable choice. Here, C∞0 (R,R) is the space of smooth functions
with compact support.
We note that the source term (4.12) in (4.5) is separable, and can be
written as Σ(z, p) = B(z)C(p), where B(z) = −16πeν/2S2(z)q(z) and C(p) =
(rU,r−2U)/r3, where U(r) is the initial data function appearing in (4.4). It
follows that the source vector ~j appearing in (4.13) is also separable, and can
be written as ~j(z, p) = ~h(z)C(p).
Theorem 4.3.1 Let ~f ∈ C∞0 (R,R3) and C ∈ C∞0 (R,R). Then there exists a
unique solution ~Φ(z, p), ~Φ ∈ C∞(R× (zc, zi],R3), to the initial value problem
consisting of (4.13) with the initial condition ~Φ|zi = ~f . For all z ∈ (zc, zi]
the vector function ~Φ(z, ·) : R → R3 has compact support.
Proof See Chapter 12 of [35] for a standard proof of this theorem. 
As a corollary to this theorem, the second order master equation, (4.5),
inherits existence and uniqueness.
Corollary 4.3.2 Let f , g, C ∈ C∞0 (R,R). Then there exists a unique solu-
tion A ∈ C∞(R× (zc, zi],R), to the initial value problem consisting of (4.5)
with the initial conditions
A|zi = f A,z |zi = g
For all z ∈ (zc, zi] the function A(z, ·) : R → R has compact support.
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This corollary ensures existence and uniqueness for solutions to (4.5) in the
region between the initial data surface and the Cauchy horizon. In other
words, when A(z, p) has regular initial data, the evolution of A(z, p) remains
smooth from the initial data surface up to the Cauchy horizon. However,
this does not imply smooth behaviour of the perturbation on the Cauchy
horizon.
4.4 Behaviour of Perturbations on the Cauchy
Horizon
Having given a theorem which guarantees the existence of solutions to (4.5),
we now outline the problem under consideration. We insert an initial pertur-
bation from the set of initial data C∞0 (R,R) on the surface z = zi. We then
evolve this perturbation up to the Cauchy horizon. We aim to determine
whether or not the perturbation remains ﬁnite as it impinges on the Cauchy
horizon. See Figure 4.1 for an illustration of this.
We begin by noting that the abovementioned choice of initial data is not
ideal. Our choice of initial data surface is dictated by the self-similar nature
of the background spacetime, and thus, is a natural choice to make. How-
ever, this surface intersects the singular scaling origin (t = 0, r = 0) of the
spacetime. We are therefore forced to consider initial data which is com-
pactly supported away from the naked singularity. However, by establishing
certain bounds on the behaviour of solutions to (4.5) with this initial data
choice, we can then exploit the nature of the space C∞0 (R,R) to extend these
bounds to a more satisfactory choice of initial data which can be non-zero at
the scaling origin.
Finally, we note that since the leading coeﬃcient in (4.5), β(z), vanishes
on the Cauchy horizon, the Cauchy horizon is a singular hypersurface for
this equation. This means that the question of the behaviour of A(z, p) and
its derivatives as we approach the Cauchy horizon is nontrivial. To examine
this behaviour, we use energy methods for hyperbolic systems.
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z = zc
z = zi
zp
R = 0
b
Figure 4.1: The Cauchy Problem. We illustrate here the Cauchy problem asso-
ciated with the evolution of the perturbation A(z, p) from the initial surface. The
support of the initially smooth perturbation (indicated by stripes) spreads causally
from the initial surface z = zi up to the Cauchy horizon.
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4.4.1 First Energy Norm
We begin our analysis of the Cauchy horizon behaviour of the perturbation
by introducing the energy integral
E1(z¯) = E1[A](z¯) =
∫
R
|~Φ|2dp, (4.14)
where | · | indicates the Euclidean norm. The notation
‖~f‖22 =
∫
R
|~f |2dp
indicates the L2-norm (squared) of the vector function ~f(z, p). We can im-
mediately state a bound on this energy integral, which is a standard result
for equations of the form of (4.5).
Corollary 4.4.1 E1[A](z¯) is differentiable on [0,∞) and satisfies the bound
E1[A](z¯) ≤ eB0z¯
(
E1[A](0) +
∫ ∞
0
|~j|2dp
)
,
where B0 = supz¯>0 |I−2W | <∞, where W is the matrix appearing in (4.13).
As a consequence, the following results also hold,
∫
R
|A(z, p)|2dp ≤ eB0z¯
(
E1[A](0) +
∫ ∞
0
|~j|2dp
)
, (4.15)
∫
R
|A,p (z, p)|2dp ≤ eB0z¯
(
E1[A](0) +
∫ ∞
0
|~j|2dp
)
, (4.16)
∫
R
|A,z (z, p)|2dp ≤ C1eC0z¯
(
E1[A](0) +
∫ ∞
0
|~j|2dp
)
, (4.17)
where C0 and C1 are constants, not necessarily equal, which depend only on
the angular number l and the metric functions ν(t, r) and R(t, r).
Proof This is a standard result which follows from the deﬁnition of E1(z¯),
see Chapter 12 of [35]. 
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These results indicate that this energy norm is bounded by a divergent term,
since eB0z¯ diverges on the Cauchy horizon. In other words, this theorem
only ensures that the growth of the energy norm as we approach the Cauchy
horizon is subexponential. In order to proceed, we deﬁne a second energy
integral, whose behaviour near the Cauchy horizon can be more strongly
controlled.
4.4.2 Second Energy Integral
Deﬁne
E2[A](z) :=
∫
R
β(z)A,2z −γ(z)A,2p+H(z)A2 +K(z)e2κpΣ2(z, p) dp, (4.18)
where H(z) = c(z) and K(z) is an arbitrary, non-negative smooth function
deﬁned on (zc, zi] which will be ﬁxed later. In Corollary 4.4.3, we will ﬁnd
a useful range for κ and in Lemma 4.4.2, we establish that with κ in this
range, H(z) ≥ 0, and thus, E2[A](z) ≥ 0. Using these results, we can control
the behaviour of dE2/dz and with this in place, we can ﬁnally bound E2(z).
Lemma 4.4.2 In the region κ ∈ [0, κ∗], where κ∗ := 9
4
, H(z) ≥ 0 and
H˙(z) ≤ 0, for all z ∈ (zc, zi].
Proof We ﬁrst note that the range κ ∈ [0, κ∗] arises from a bound in the
next corollary, Corollary 4.4.3. Recall
H(z) := c(z) = −e−ν(κ2 − 5κ+ 4) (4.19)
+ ze−ν
(
ν˙
2
+
2S˙
S
)
(κ− 4) + LS−2.
From (2.6) and (2.5), we can ﬁnd explicit forms for each function involved
in this deﬁnition. We note that L enters with a coeﬃcient S−2(z), which is
always positive. We can therefore safely set L = 4, since if H(z) is positive
for L = 4, it will become larger, and therefore more positive, for larger values
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of L. So, with L = 4, we ﬁnd that,
H(z) =
−m(z)− n(z) + p(z)
(1 + az)4/3(3 + az)3
,
where m(z) = 9κ2(3 + az)(1 + az)2, n(z) = 8az(36 + 45az + 13a2z2) and
p(z) = 9κ(15 + 39az + 31a2z2 + 7a3z3). The denominator is clearly positive,
as can be veriﬁed by explicitly checking the allowed ranges of a ∈ (0, a∗),
z ∈ (zc, zp) and κ ∈ [0, κ∗]. We next consider the numerator. It can easily
be conﬁrmed that for a, κ and z in their respective ranges, the numerator
above is also positive.
If we consider (4.19), and take a derivative with respect to z, we note
that the term containing L will be −4
3
S−3/2(z), where we used the fact that
S˙(z) = 2
3
aS−1/2(z). In other words, L enters with a coeﬃcient which is always
negative. So, if we set L = 4, and can show that in this case, H˙(z) ≤ 0, then
increasing L will result in H˙(z) becoming more negative. So, calculating the
derivative of H(z) and setting L = 4, we ﬁnd
H˙(z) =
4a(o(z)− t(z) + u(z))
3(1 + az)7/3(3 + az)4
,
where o(z) = azm(z), t(z) = 9k(−9 − 3az + 27a2z2 + 28a3z3 + 7a4z4) and
u(z) = 4(−162−243az−63a2z2+60a63z3+26a4z4). Again, the denominator
is clearly positive, and using the same ranges for a, κ, z and L we can
verify that the numerator is negative. So overall, for a ∈ (0, a∗), κ ∈ [0, κ∗],
z ∈ (zc, zp) and L ≥ 4 (which corresponds to l ≥ 2), we have H(z) ≥ 0 and
H˙(z) ≤ 0. 
We can now move on to examine the behaviour of the derivative of E2(z).
Corollary 4.4.3 Let κ ∈ [0, κ∗], where κ∗ = 9
4
. Then there exists some z∗
with zc < z
∗ ≤ zi, a positive constant µ and a choice of function K(z) such
that E2(z) ≥ 0 and the derivative of the second energy integral obeys the
bound
dE2
dz
≥ −µE2(z)
in the range z ∈ (zc, z∗].
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Proof From the deﬁnition of E2(z), (4.18),
dE2
dz
=
∫
R
(β,z A,
2
z +2βA,z A,zz −γ,z A,2p−2γA,pA,pz
+H,z A
2 + 2HA,z A+K,z e
2κpΣ2 + 2Ke2κpΣΣ,z )dp.
We now take the following steps. We remove the term containing A,pA,pz
by integrating by parts; the resulting surface term will vanish due to the
compact support of A. We then replace the term containing A,zz using (4.5).
Finally, we remove the term containing A,z A,zp as it is a total derivative.
Having followed these steps, we are left with
dE2
dz
=
∫
R
(β,z −2a(z))A,2z −γ,z A,2p+H,z A2 − 2b(z)A,z A,p
+K,z e
2κpΣ2 + 2Ke2κpΣΣ,z +2A,z e
κpΣ dp.
We now use the Cauchy-Schwarz inequality, which states that
∫
R
2eκpΣA,z dp ≥ −
∫
R
e2κpΣ2 + A,2z dp,
to produce
dE2
dz
≥
∫
R
(β,z −2a(z)− 1)A,2z −γ,z A,2p+H,z A2
− 2b(z)A,z A,p+(K,z e2κp − e2κp)Σ2 + 2Ke2κpΣΣ,z dp.
We now wish to deal with the term containing Σ,z. To do this, we will
need the equation of motion for matter, (4.4). Using this equation, (2.4)
and (4.12), it is possible to show that Σ is a separable function of z and r,
that is, Σ(z, p) = B(z)C(r), where B(z) = −16πe−ν/2S2q(z) and C(r) =
(U,r−2U)/r3. We could therefore write Σ,z = (B,z /B(z))Σ. Incorporating
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this produces
dE2
dz
≥
∫
R
(β,z −2a(z)− 1)A,2z −γ,z A,2p+H,z A2 (4.20)
−2b(z)A,z A,p+
(
K,z −1 + 2K B,z
B(z)
)
e2κpΣ2dp.
Now set I to equal the integrand on the right hand side of (4.20) and deﬁne
IR = I + µIE2 , where µ > 0 is a positive constant, and IE2 is the integrand
such that E2(z) =
∫
R
IE2dp. If we can show that IR ≥ 0, then this corollary
is proven. We have
IR = (β,z −2a(z)− 1 + µβ)A,2z +(−γ,z −µγ)A,2p+(H,z +µH)A2
+
(
K,z −1 + 2K B,z
B(z)
+ µK
)
e2κpΣ2 − 2b(z)A,z A,p .
It is possible to pick K(z) so that the Σ2 coeﬃcient is always positive so we
make this choice. Although H,z is negative, H(z) is positive, and therefore
with a choice of large enough µ, the A2 coeﬃcient will also be positive. This
leaves us with
IR ≥ (β,z −2a(z)− 1 + µβ)A,2z +(−γ,z −µγ)A,2p−2b(z)A,z A,p
:= d(z)A,2z +e(z)A,
2
p+f(z)A,z A,p .
We deﬁne the quadratic form
Q(z, p) := d(z)X2 + e(z)Y 2 + f(z)XY. (4.21)
In order for this form to be positive deﬁnite, we will require d(z) > 0, e(z) > 0
and D(z) = 4d(z)e(z)−f(z)2 > 0. We ﬁrst investigate the behaviour of d(z),
e(z) and f(z) on the Cauchy horizon. Using the fact that the Cauchy horizon
occurs at zc = −eν(zc)/2 we can compute d(zc) (recall β(zc) = 0),
d(zc) = −e−ν/2(−2 + eν/2(1 + ν˙)− 4(2− κ))|z=zc
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and so d(zc) will be positive so long as κ is in the region
κ <
1
4
(10− eν/2(1 + ν˙)) := κ˜(z).
We wish to minimize the function κ˜(z) over the interval [zc, zi]. To do so, we
ﬁrst ﬁnd an explicit functional form for this expression, using (2.6). We ﬁnd
κ˜(z) =
1
4
(
10− 9 + 12az + a
2z(4 + 3z)
9(1 + az)4/3
)
.
We ﬁrst set a = a∗ to minimize this function with respect to a. We can then
calculate the derivative of κ∗ and ﬁnd that
dκ˜
dz
=
−eν/2
4
(
2a2(6 + (3− 2a)z + 3az2)
9(1 + az)2(3 + az)
)
.
The term in brackets can easily be shown to be positive. Since the coeﬃcient
of this bracket above is negative, it follows that the derivative dκ˜
dz
is every-
where negative in the region (zc, zi]. It follows that the minimal value of κ˜ is
the value at zi = 0. Inserting this value produces κ∗ = 94 , which was used in
the statements of this corollary and Lemma 4.4.2.
Now, e(zc) is positive, for any choice of positive µ. This follows since by
(4.7), e(zc) = e−ν(zc)(µ − ν˙(zc)) and using (2.6) we can check that ν˙(z) is
negative at z = zc for all values of a ∈ (0, a∗). Finally, we must check that
D(zc) = 4d(zc)e(zc) − b(zc)2 > 0. But d(zc) > 0 (with the above choice for
κ) and since e(zc) can be made arbitrarily large by a choice of large µ, it
follows that D(zc) can always be made positive by a suitable choice of µ. So
at the Cauchy horizon, the quadratic form is positive deﬁnite. Then for a
choice of z∗ close enough to zc, the continuity of the coeﬃcients d(z), e(z)
and f(z) ensures that the quadratic form (4.21) is positive deﬁnite in the
range (zc, z∗]. Therefore, we can conclude that
dE2
dz
≥ −µE2(z)
for z ∈ (zc, z∗]. 
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Having successfully bound the derivative of E2(z), we can establish a satis-
factory bound on E2(z) itself, which does not share the defects of (4.14).
Theorem 4.4.4 Let A(z, p) be a solution to (4.5) which is subject to The-
orem 4.3.1 and Lemma 4.4.2. Then the energy E2(z) of A(z, p) obeys the a
priori bound
E2(z) ≤ C1E1[A](0) + C2Jκ[Σ(zi)],
where Jκ[Σ(zi)] =
∫
R
e2κpΣ2(zi, p)dp and z ∈ (zc, zi].
Proof We can immediately construct a bound on E2 by considering the
results (4.15 - 4.17) of Corollary 4.4.1. Using these results, we can construct
the bound
E2(z) ≤ h(z)
(
E1[A](0) +
∫ ∞
−∞
|~j|2dp
)
, (4.22)
where h(z) = |C1β(z)eC0z¯| + |eB0z¯(H(z) − γ(z))|. The function h(z) clearly
diverges on the Cauchy horizon. We now wish to convert the L2-norm of ~j
into an a priori bound, that is, a bound which depends on some quantity
evaluated on the initial data surface. To do this we note that∫ ∞
−∞
|~j|2dp = f(z)Jκ[Σ(zi)],
where Jκ[Σ(zi)] =
∫
R
e2κpΣ2(zi, p)dp and f(z) = B−2(zi)(2B2(z)β2(z)k2(z))
and k(z) = −1
2
(1+z2e−ν)−1/2eν/2. By inspection, we can see that the function
f(z) is ﬁnite up to the Cauchy horizon, so we have the bound
∫ ∞
0
|~j|2dp ≤ C0Jκ[Σ(zi)]
for some positive and suﬃciently large constant C0 that depends only on the
metric functions. Using this in (4.22) produces
E2(z) ≤ h(z) (E1[A](0) + C0Jκ[Σ(zi)]) .
We now integrate the bound on dE2/dz from Corollary 4.4.3 to ﬁnd
E2(z) ≤ e−µ(z−z∗)E2(z∗)
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in the range z ∈ (zc, z∗]. Combining these two bounds and noting that h(z∗)
is ﬁnite results in an a priori bound on E2(z),
E2(z) ≤ C1E1[A](0) + C2Jκ[Σ(zi)],
where C1 = e−µ(zc−z
∗)h(z∗) and C2 = e−µ(zc−z
∗)h(z∗)C0 are ﬁnite and z ∈
(zc, z
∗]. 
Having found an a priori bound on E2(z) we can immediately progress to
a bound on the function A(z, p). We pause brieﬂy to note that the Sobolev
space H1,2(R,R) is the set of all functions f with ﬁnite H1,2-norm, that is,
the set of all functions f such that
∫
R
|f |2 + |f,p |2 dp <∞.
Theorem 4.4.5 Let A(z, p) be a solution to (4.5) which is subject to Theo-
rem 4.3.1 and Lemma 4.4.2. Then A(z, p) is uniformly bounded on (zc, zi].
That is, there exists constants C1 > 0, C2 > 0 such that
|A(z, p)| ≤ C1E1[A](0) + C2Jκ[Σ(zi)].
Proof From the previous theorem and the fact that (in the deﬁnition of
E2(z)) the terms βA,2z +K(z)e
2κpΣ2 are positive deﬁnite, we can state that
∫
R
A2 + A,2p dp ≤ C1E1(0) + C2Jκ[Σ(zi)].
So we get a bound on the H1,2(R,R) norm of A(z, p) directly from Theorem
4.4.4. We now apply Sobolev’s inequality,
|A| ≤ 1
2
∫
R
|A|2 + |A,p |2dp,
to convert this to a bound on A(z, p),
|A(z, p)|2 ≤ C1E1(0) + C2Jκ[Σ(zi)]
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for all z ∈ (zc, zi]. 
Remark 4.4.1 This theorem shows that A(z, p) (and therefore the gauge
invariant matter scalar Ψ) is bounded in the approach to the Cauchy horizon.
However, this is not itself suﬃcient to prove that the limit of Ψ (for all p ∈ R)
actually exists in the approach to the Cauchy horizon. The following lemma
allows us to control the behaviour of the time derivative of A(z, p) and hence,
to prove the existence and ﬁniteness of the limit.
Lemma 4.4.6 Let A(z, p) be a solution to (4.5) which is subject to Theorem
4.3.1 and Lemma 4.4.2. Then A,z (z, p) is uniformly bounded on (zc, zi]. That
is, there exist constants {Ci}, i = 0, .., 5 such that
|A,z (z, p)| ≤ C0E1[A](0) + C1E1[A,p ](0) + C2E1[A,pp ](0) (4.23)
+C3Jκ[Σ(zi)] + C4Jκ[Σ,p (zi)] + C5Jκ[Σ,pp (zi)].
Proof We wish to ﬁnd a bound on the behaviour of A,z (z, p). To achieve
this, we ﬁrst rewrite (4.5) as a ﬁrst order transport equation for A,z (z, p). If
we label χ := A,z then
β(z)χ,z +ξ(z)χ,p+aχ = f(z, p), (4.24)
where f(z, p) = eκpΣ − c(z)A(z, p) − b(z)A,p−γ(z)A,pp. By inspection, we
see that the function f(z, p) is smooth and has compact support on each
z = constant surface. If we deﬁne the diﬀerential operator L to be
L := β(z)
∂2
∂z2
+ γ(z)
∂2
∂p2
+ ξ(z)
∂2
∂z∂p
+ a(z)
∂
∂z
+ b(z)
∂
∂p
+ c(z)
then (4.5) would read
L[A] = a0(p)Σ(z, p),
where a0(p) = eκp. Now since every coeﬃcient in the above diﬀerential
operator has only z-dependence, we could diﬀerentiate (4.5) with respect to
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p and write the result as
L[A,p ] = b0(p)Σ + a0(p)Σ,p ,
where b0(p) = da0/dp = κa0(p). Similarly,
L[A,pp ] = c0(p)Σ + 2b0(p)Σ,p+a0(p)Σ,pp ,
where c0(p) = db0/dp = κ2a0(p). So we see that A,p and A,pp satisfy similar
diﬀerential equations to A(z, p), with diﬀerent source terms. We can therefore
apply Theorem 4.4.5 to A,p and A,pp so long as we modify the bounding terms
to take account of the modiﬁed source terms,
|A,p | ≤ C3Jκ[Σ(zi)] + C4Jκ[Σ,p (zi)] + C5E1[A,p ](0) (4.25)
|A,pp | ≤ C6Jκ[Σ(zi)] + C7Jκ[Σ,p (zi)] (4.26)
+ C8Jκ[Σ,pp (zi)] + C9E1[A,pp ](0)
We must now integrate the ﬁrst order transport equation (4.24) and use the
above results to bound A,z (z, p). The charateristics of (4.24) are dp/dz =
ξ(z)/β(z), which integrates to give
p = α+
∫ zi
z
ξ(s)
β(s)
ds = α+ ω(z).
α labels each characteristic, and at z = zi, it gives the value of p where
the characteristic intersects the initial data surface. With this result, the
transport equation becomes
β(z)
d
dz
{χ(z, α + ω(z))}+ a(z)χ(z, α+ ω(z)) = f(z, α + ω(z)), (4.27)
where the derivative is taken along characteristics. Now deﬁne
J(z) := exp
[
−
∫ zi
z
a(s)
β(s)
ds
]
.
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It can easily be veriﬁed that a solution of the ordinary diﬀerential equation
(4.27) (which is (4.24) evaluated along characteristics) can be written as
J(z)χ(z, α + ω(z)) = χ(zi, α)−
∫ zi
z
J(s)
β(s)
f(s, α + ω(s))ds. (4.28)
Now recall that ω(z) =
∫ zi
z
ξ(s)
β(s)
ds which tends to inﬁnity as z → zc. For z
close enough to zc the characteristic at (z, p) will hit z = zi at some very large
negative p value. Therefore, since A(z, p) has compact support, χ(zi, α) = 0.
We now apply the mean value theorem for integrals to ﬁnd that
∫ zi
z
J(s)
β(s)
f(s, α + ω(s))ds = f(z∗, α + ω(z∗))
∫ zi
z
J(s)
β(s)
ds,
for some z∗ in the interval (zc, zi]. Then from (4.28) we can conclude that
χ(z, α+ ω(z)) =
f(z∗, α+ ω(z∗))
J(z)
∫ zi
z
J(s)
β(s)
ds.
The coeﬃcient of f(z∗, α+ω(z∗)) above is clearly ﬁnite away from the Cauchy
horizon, and could therefore be bounded by some suitably large constant C∗,
so
χ(z, α + ω(z)) ≤ f(z∗, α + ω(z∗))C∗.
Now from (4.24), (4.25) and (4.26), we know that f(z, p) is bounded, so we
may ﬁnally state the bound on χ,
|χ(z, p)| := |A,z (z, p)| ≤ C0E1[A](0) + C1E1[A,p ](0) + C2E1[A,pp ](0)
+ C3Jκ[Σ(zi)] + C4Jκ[Σ,p (zi)] + C5Jκ[Σ,pp (zi)]
in the range z ∈ (zc, zi]. 
Having bounded the derivative of A(z, p), we are now in a position to bound
the perturbation on the Cauchy horizon.
Theorem 4.4.7 Let A(z, p) be a solution of (4.5) subject to Theorem 4.3.1
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and Lemma 4.4.2. Then AH+ := limz→zc A(z, ·) ∈ C∞(R,R) obeys the bound
|AH+(z, p)| ≤ C1E1[A](0) + C2Jκ[Σ(zi)].
Proof We wish to show that limz→zc |A(z, p)| is bounded. We begin by ﬁxing
p and introducing a sequence of z-values that converge to zc, {z(n)}∞n=0 ⊂
(zc, zi]. For all m,n ≥ 1, we can use the mean value theorem to show that
|A(z(m), p)− A(z(n), p)| = |A,z (z∗, p)||z(m) − z(n)|
for some z∗ ∈ (z(m), z(n)). Then Lemma 4.4.6 tells us that A,z is bounded, so
|A,z (z∗, p)| will be a real number. Then since the sequence {z(n)}∞n=0 ⊂ (zc, zi]
tends towards zc, it follows that for large enough n,m, |z(m) − z(n)| < ǫ for
all ǫ > 0. Therefore A(z(m), p) is a Cauchy sequence of real numbers. Then
for each p ∈ R, limz→zc A(z, p) exists. Deﬁne
AH+ := lim
z→zc
A(z, ·).
We now wish to take the limit z → zc in Theorem 4.4.5, which bounds
|A(z, p)|. In order to do this, we will need to know that the limits of A,p and
A,pp exist. But this follows by a similar argument to the above (recall that
we know that all p- derivatives of A(z, p) to arbitrary order can be bounded,
using an argument similar to that of Lemma 4.4.6). Finally, we must show
that
d
dp
AH+ = lim
z→zc
A,p .
But we know that the sequence A(z(n), p) converges uniformly to A(z, p), so
the above result follows. Using these results, we can take the limit z → zc in
Theorem 4.4.5 to ﬁnd that
|AH+(z, p)| ≤ C1E1[A](0) + C2Jκ[Σ(zi)].

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We now wish to generalize our choice of initial data. Recall that we chose
an initial data surface which intersected the axis at r = 0. We therefore had
to require that the initial data for the perturbation be supported away from
this point, which is an undesirable feature of our analysis so far. We pause
brieﬂy to note that the Sobolev spaces H2,2(R,R) and H3,2(R,R) are the set
of all functions f with ﬁnite H2,2 and ﬁnite H3,2-norms respectively, that is,
the set of all functions f such that
∫
R
|f |2 + |f,p |2 + |f,pp |2 dp <∞,
for f ∈ H2,2 and
∫
R
|f |2 + |f,p |2 + |f,pp |2 + |f,ppp |2 dp <∞,
for f ∈ H3,2 respectively.
Theorem 4.4.8 Let κ ∈ [0, κ∗).
(1) Let f ∈ H1,2(R,R), g ∈ L2(R,R) and C ∈ L2(R,R) for each fixed z.
Then there exists a unique solution A ∈ C((zc, zi],H1,2(R)) of the initial
value problem consisting of (4.5) with the initial data A|zi = f , A,z |zi = g.
This solution satisfies the a priori bound
|A(z, p)| ≤ C0E1[A](0) + C2Jκ[Σ(zi)]
for z ∈ (zc, zi] and p ∈ R.
(2) Let f ∈ H3,2(R,R), g ∈ H2,2(R,R) and C ∈ H2,2(R,R) for each fixed
z. Then there exists a unique solution A ∈ C([zc, zi],H1,2(R)) of the initial
value problem consisting of (4.5) with the initial data A|zi = f , A,z |zi = g.
This solution satisfies the a priori bound
|A(z, p)| ≤ C0E1[A](0) + C2Jκ[Σ(zi)]
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for z ∈ (zc, zi] and p ∈ R, and its time derivative satisfies
|A,z (z, p)| ≤ C0E1[A](0) + C1E1[A,p ](0) + C2E1[A,pp ](0) + C3Jκ[Σ(zi)]
+C4Jκ[Σ,p (zi)] + C5Jκ[Σ,pp (zi)]
for z ∈ (zc, zi] and p ∈ R.
Proof The proof of this theorem is standard, and uses the density of the
space C∞0 (R,R) in the Banach spaces H
1,2(R,R), H2,2(R,R), H3,2(R,R) and
L2(R,R). The proof is essentially identical to that of Theorems 5 and 7 in
[41].
Remark 4.4.2 The choice of which Sobolev space to take our initial data
functions from in the above proofs is dictated by the nature of the bounds
required. For example, to use a bound involving E1[A,pp ], we will require the
function f to be in H3,2(R) so that it and its p-derivatives up to third order
are in L2(R). This is required for the integral involved in E1[A,pp ] to be well
deﬁned. All other choices of Sobolev spaces used above can be understood
in a similar fashion.
Remark 4.4.3 This theorem successfully generalizes the choice of initial
data function for (4.5). This generalisation involves choosing initial data
which need not vanish at the scaling centre of the spacetime, which is crucial
as it allows for a perturbation which need not vanish at the past endpoint of
the naked singularity. Similar ﬁniteness results go through for this general
choice of initial data.
4.5 Physical Interpretation of Results
In order to physically interpret the results obtained thus far, we turn to the
perturbed Weyl scalars. These scalars are related to the gauge invariant
scalar Ψ and can be interpreted in terms of in- and outgoing gravitational
radiation. In the case of odd parity perturbations, they are both tetrad and
identiﬁcation gauge invariant. This means that if we make a change of null
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tetrad, or a change of our background coordinate system, we will ﬁnd that
these terms are invariant under such changes.
Following [39] and [53], we note that δΨ0 and δΨ4 represent transverse
gravitational waves propagating radially inwards and outwards, and δΨ2 rep-
resents the perturbation of the Coulomb part of the gravitational ﬁeld1.
The perturbed Weyl scalars are given by
δΨ0 =
Q0
2R2
l¯Al¯BkA|B,
δΨ1 =
Q1
R
(
(R2Ψ)|Al¯
A − 4
R2
kAl¯
A
)
,
δΨ2 =Q2Ψ,
δΨ3 =
Q∗1
R
(
(R2Ψ)|An¯
A − 4
R2
kAn¯
A
)
,
δΨ4 =
Q∗0
2R2
n¯An¯BkA|B,
where Ψ is the gauge invariant scalar appearing in (4.5), kA is the gauge
invariant vector describing the metric perturbation, (3.12), and l¯A and n¯A
are the in- and outgoing null vectors given in (2.11). Q0, Q1 and Q2 are
angular coeﬃcients depending on the other vectors in the null tetrad, and on
the basis constructed from the spherical harmonics. We have made a gauge
choice such that the perturbation of the real members of the null tetrad
vanishes, that is, δlµ = δnµ = 0. See [39] for further details.
We note that the quantities δP−1, δP0 and δP+1, which are deﬁned as
follows,
δP−1 = |δΨ0δΨ4|1/2, (4.29)
δP0 = δΨ2, (4.30)
δP+1 = |δΨ1δΨ3|1/2, (4.31)
are fully gauge invariant (in that they are invariant under a change in the
background null tetrad, as well as being invariant under transformations in
1We note that [53] refers to δΨ1 and δΨ3 as “longitudinal gravitational waves” propa-
gating radially inwards and outwards.
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the perturbed null tetrad and identiﬁcation gauge transformations) and have
physically meaningful magnitudes.
Although we could write these scalars in terms of the coordinates (z, p)
used in the previous section, it is advantageous to use null coordinates (u, v)
instead, as this simpliﬁes matters considerably. We will therefore consider
the master equation in null coordinates, and establish a series of results
indicating the boundedness of various of the derivatives of A(u, v) in null
coordinates. These results will allow us to show that the perturbed Weyl
scalars are bounded as the Cauchy horizon is approached.
4.5.1 Master Equation in Null Coordinates
We ﬁrst rewrite the master equation (4.5) in terms of the in and out-going
null coordinates (2.10). The master equation takes the form
α1(u, v)A,uv +α2(u, v)uA,u+α3(u, v)v A,v (4.32)
+ α4(u, v)A = e
κpΣ(u, v),
where in terms of the coeﬃcients (4.6 -4.11), the above coeﬃcients are given
by
α1(u, v) = 2z
β(z) + ξ(z)
f+(z)f−(z)
+ 2γ(z), α2(u, v) =
a(z)
f+(z)
+ b(z), (4.33)
α3(u, v) =
a(z)
f−(z)
+ b(z), α4(u, v) = c(z),
where f±(z) are factors coming from (2.10). We can formally solve (4.32) by
integrating across the characteristic diamond Ω = {(u¯, v¯) : u0 < u¯ ≤ u, vo ≤
v¯ ≤ v} (see Figure 4.2). We ﬁnd
A(u, v) = A(u0, v) + A(u, v0) + A(u0, v0) +
∫ u
u0
∫ v
v0
F (u¯, v¯)dv¯du¯,
where F (u, v) = (α1)−1 (−α2(u, v)uA,u−α3(u, v)v A,v−α4(u, v)A+ eκpΣ(u, v)).
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uc
z = zi
upR = 0
u0
v0
v
Ω
b
Figure 4.2: The Characteristic Diamond. We integrate over the characteristic
diamond labelled Ω, where u and v are the retarded and advanced null coordinates.
uc labels the Cauchy horizon, up labels the past null cone of the naked singularity
and zi is the initial data surface.
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Now in Section 4.5.2, in order to control the perturbed Weyl scalars,
we will need to know that A, A,u, A,v, A,uu and A,vv are bounded in the
approach to the Cauchy horizon.
Lemma 4.5.1 With a choice of initial data A(zi, p) = f(p), A,z (zi, p) =
j(p) and Σ(zi, p) = h(p), with f(p), j(p) and h(p) ∈ C∞0 (R,R), the first
order derivatives of A(u, v) with respect to u and v are bounded by a priori
terms in the approach to the Cauchy horizon.
See Appendix A.2 for the proof of this lemma. We can use this result,
together with results from Section 4.4.2, to establish that the second order
derivatives of A with respect to u and v are also bounded.
Lemma 4.5.2 With a choice of initial data A(zi, p) = f(p), A,z (zi, p) =
j(p) and Σ(zi, p) = h(p), with f(p), j(p) and h(p) ∈ C∞0 (R,R), the second
order derivatives A,vv, A,uu and A,uv of A are bounded by a priori terms in
the approach to the Cauchy horizon.
See Appendix A.2 for the proof of this lemma. The results so far establish
the boundedness of all ﬁrst and second order derivatives of A with respect to
u and v, with a choice of initial data from the space C∞0 (R,R). As discussed
in Section 4.4, this choice of initial data does not interact with the past
endpoint of the naked singularity. As in Theorem 4.4.8, we can extend this
choice of initial data so that the perturbation need not vanish at the Cauchy
horizon.
Lemma 4.5.3 With a choice of initial data A(zi, p) = f(p), A,z (zi, p) =
j(p) and Σ(zi, p) = h(p), with f(p) ∈ H3,2(R,R), j(p) ∈ H1,2(R,R) and
h(p) ∈ H3,2(R,R), the first and second order derivatives A,u, A,v, A,vv, A,uu
and A,uv of A are bounded by a priori terms in the approach to the Cauchy
horizon.
See Appendix A.2 for the proof of this lemma. Having bounded the ﬁrst and
second order derivatives of A with a satisfactory choice of initial data, we are
now in a position to consider the perturbed Weyl scalars.
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4.5.2 Gauge Invariant Curvature Scalars
The in- and outgoing background null vectors l¯µ and n¯µ are given in (2.11).
We note that a factor of B−1(u, v) appears in the deﬁnition of l¯µ, and that
this factor involves a power of r−2.
In (u, v) coordinates, the perturbed Weyl scalars take the form
δΨ0 =
Q0B
−2
2LS2
(
16π((S2L0),u−γ0S2L0)
)
(4.34)
+
Q0B
−2
2LS2
(
r2
B
(
(S4Ψ),uu−γ0(S4Ψ),u
))
,
δΨ1 =
Q1
SB
(
r(S2Ψ),u− 4LBr
(
16πS2L0 − r
2(S4Ψ),u
B
))
, (4.35)
δΨ2 = Q2Ψ, (4.36)
δΨ3 =
Q∗1
S
(
r(S2Ψ),v− 4Lr
(
16πS2L1 − r
2(S4Ψ),v
B
))
, (4.37)
δΨ4 =
Q∗0
2LS2
(
16π((S2L0),v−γ1S2L1)
)
(4.38)
+
Q∗0
2LS2
(
r2
B
(
(S4Ψ),vv−γ1(S4Ψ),v
))
,
where we used (3.25) to write δΨ0 and δΨ4 in terms of Ψ. Here, γ0(u, v) and
γ1(u, v) are Christoﬀel symbols, L = (l − 1)(l + 2) and LA = (L0, L1) is the
gauge invariant matter vector (3.13).
Theorem 4.5.4 With a choice of initial data Ψ(zi, p) = f(p), Ψ,z (zi, p) =
j(p) and Σ(zi, p) = h(p), with f(p) ∈ H3,2(R,R), j(p) ∈ H1,2(R,R) and
h(p) ∈ H3,2(R,R), the perturbed Weyl scalars, as well as δP−1, δP0 and
δP+1, remain finite on the Cauchy horizon, barring a possible divergence at
the past endpoint of the naked singularity, where r = 0. They are bounded by
a priori terms arising from the bounds on A, A,z, A,p, A,pp, A,zp and Σ.
Proof If we consider (4.34 - 4.38), we see that the perturbed Weyl scalars
depend on the gauge invariant scalar Ψ, its ﬁrst derivatives Ψ,u and Ψ,v, its
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second derivatives Ψ,uu and Ψ,vv, and on the gauge invariant vector LA. By
letting κ = 0 in Lemma 4.5.3 we can immediately state that Ψ, Ψ,u, Ψ,v, Ψ,uu
and Ψvv remain ﬁnite up to and on the Cauchy horizon. They are bounded
by a priori terms arising from the bounds on A, A,z, A,p, A,pp, A,zp and Σ.
Thus, the perturbed Weyl scalars remain ﬁnite on the Cauchy horizon,
and are bounded by the same a priori terms, except for a possible divergence
at r = 0. The terms involving LA depend on the function U(r), and these
may also diverge at r = 0, depending on the details of U(r).
From (4.29 - 4.31), δP−1, δP0 and δP+1 are given by products of the
perturbed Weyl scalars, and therefore are bounded in the same way, with a
similar proviso about a possible divergence at r = 0. 
This theorem establishes that the perturbed Weyl scalars remain ﬁnite in the
approach to the Cauchy horizon, and we can conclude that the various grav-
itational waves and the perturbation of the Coulomb potential represented
by these scalars also remain ﬁnite up to and on the Cauchy horizon.
Having studied the behaviour of the perturbed Weyl scalars, it is reason-
able to ask whether there are any scalars arising from the perturbed Ricci
tensor which we should also consider. We are not aware of any gauge invari-
ant scalars which can be constructed from the perturbed Ricci tensor, but
we expect that any such scalars would be related via the Einstein equations
to gauge invariant matter scalars. In Section 4.1, we showed that the mat-
ter perturbation depends only on an initial data function, and therefore, we
expect any such scalars to be trivial in this sense.
4.6 The l = 1 Perturbation
We now consider separately the behaviour of the l = 1 perturbation. When
l = 1, kA is no longer gauge invariant. Instead, we ﬁnd that under a change
of coordinates ~x→ ~x′ = ~x+ ~ξ, where ~ξ = ξSadxa,
kA → kA −R2(R−2ξ),A .
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Additionally, (3.19) no longer holds. However, Ψ is still gauge invariant, and
obeys (3.25). When l = 1, L = 0, so that (3.25) reduces to
16πR2LA − ǫAB(R4Ψ)|B = 0. (4.39)
Now, the stress-energy conservation equation, (3.22) reduces to (R2LA)|A = 0
when l = 1. This indicates that there exists a potential for LA, which we
write as
R2LA = ǫ
B
A λ,B . (4.40)
As before, in (t, r) coordinates LA = (ρ¯(t, r)U(r), 0), so (4.40) implies that
∂λ(t, r)/∂r = R2ρ¯(t, r)U(r). Combining (4.39) and (4.40) produces
ǫ BA (16πλ−R4Ψ),B = 0,
which implies that
R4Ψ(t, r) = 16πλ(t, r) + c,
where c ∈ R is a constant. This result indicates that Ψ remains ﬁnite up to
and on the Cauchy horizon, barring a possible divergence at r = 0; whether
or not this divergence occurs depends on the choice of the initial velocity
perturbation U(r).
4.7 Discussion
We have found that the scalar Ψ remains ﬁnite as it impinges on the Cauchy
horizon of the naked singularity. This scalar describes the odd parity metric
perturbation, the matter perturbation being trivial. Finiteness refers to cer-
tain natural integral energy measures (as well as pointwise values thereof)
which arise in this spacetime, whose value on an initial surface bounds the
growth of this scalar.
For the analysis of the Cauchy horizon behaviour, we used a foliation
of this spacetime which consists of hypersurfaces that are generated by the
homothetic Killing vector ﬁeld, that is, hypersurfaces of constant z. This is
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a natural choice to make, as it exploits the self-similarity of the background
spacetime. If we use this foliation, we ﬁnd that the coeﬃcients of the master
equation are independent of the radial coordinate. This foliation also dictates
our choice of initial data surface for the Cauchy problem.
A disadvantage of this choice of foliation is that these hypersurfaces in-
tersect the singular scaling origin of the spacetime, rather than meeting the
regular centre R = 0. This forced us to begin our analysis by considering
initial data taken from the space C∞0 (R,R) which were compactly supported
away from the singular point. We then established Theorems 4.3.1-4.4.7 us-
ing this data. We ﬁnally extended these results to a more general choice of
initial data, taken from various Sobolev spaces, which were capable of having
non-zero values at the singular origin. This extension is crucial, as it shows
that a perturbation which interacts with the naked singularity still remains
bounded at the Cauchy horizon.
Using the perturbed Weyl scalars, one can give a physical interpreta-
tion of these results; the gauge invariant scalar Ψ enters into the deﬁnition
of the perturbed Weyl scalars, which in turn represent ingoing and outgo-
ing gravitational radiation and the perturbation of the Coulomb part of the
gravitational ﬁeld. Now since Ψ remains ﬁnite up to and on the Cauchy hori-
zon, this indicates that this radiation will also remain ﬁnite on the Cauchy
horizon (with the exception of a possible divergence at the past endpoint of
the naked singularity).
One deﬁciency of this work is the choice of initial data surface. The
surface zi = 0 intersects the past end point of the naked singularity; it would
be preferable to have a surface t = t1 which intersects the regular centre
of the spacetime prior to the formation of the naked singularity. Given the
results already shown, the challenge here would be to show that regular initial
data on such a surface evolves to regular data on the surface z = zi. The
results already proven then show that this data remains ﬁnite on the Cauchy
horizon.
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Chapter 5
The Even Parity Perturbations I:
The Averaged Perturbation
In this chapter, we begin our study of the even parity perturbations of the self-
similar Lemaître-Tolman-Bondi spacetime. In Section 5.1 we determine the
form of the even parity matter perturbations, before reducing the linearised
Einstein equations for the even parity perturbations into a useful form in
Section 5.2. We also state a theorem providing for the existence of unique
solutions to these equations, subject to a choice of initial data in either C∞0 or
L1. In Section 5.3, we introduce a kind of average of the perturbation. This
average is shown to diverge generically on the Cauchy horizon in Section 5.3.1
(where the term generic refers to the open and dense subset of initial data
in L1 which lead to solutions with this behaviour). We use this in Section
5.3.2 to show that the Lp-norm of the perturbation, for 1 ≤ p ≤ ∞, diverges
generically on the Cauchy horizon.
5.1 The Matter Perturbation
We begin by ﬁnding a relation between the gauge invariant matter pertur-
bation terms (3.16 - 3.18) and the dust density and velocity discussed in
Section 2.1. This amounts to specifying the matter content of the perturbed
spacetime. To do this, we write the stress-energy of the full spacetime as
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a sum of the background stress-energy and the perturbation stress-energy
(where a bar indicates a background quantity),
Tµν = T µν + δTµν .
We assume that the perturbed spacetime also contains dust and write the
density as ρ = ρ + δρ and the ﬂuid velocity as uµ = uµ + δuµ. We can now
ﬁnd an expression for the perturbation stress-energy (keeping only ﬁrst order
terms),
δTµν = ρ(uµδuν + uνδuµ) + δρuµuν . (5.1)
The perturbation of the dust velocity can now be expanded in terms of
spherical harmonics as δuµ = (δuA, δua) = (δuAY, δuEY:a). By imposing
conservation of stress-energy and requiring that the perturbed velocity uµ =
uµ+ δuµ obeys uµuµ = −1, one can show that the perturbed velocity can be
written in the form
δuµ = (∂AΓ(t, r)Y, γ(t, r)Y:a), (5.2)
where the variable Γ acts as a velocity potential and obeys an equation of
motion arising from perturbed stress-energy conservation (speciﬁcally, from
the acceleration equations arising from stress-energy conservation),
∂Γ
∂z
= −1
2
α(z, r), (5.3)
where we have labelled the ﬁrst component of kAB (see (3.15)) as k00 =
α(z, p). In addition, by using (3.31) one can show that
γ(z, p) = Γ(z, p) + g(p), (5.4)
where p = ln r and g(p) is an initial data function for the velocity perturba-
tion. If we compare this form of the perturbed stress-energy to the Gerlach-
Sengupta form, we can ﬁnd the gauge invariant matter perturbations for the
LTB spacetime, which we write in terms of (z, p) coordinates. The gauge
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invariant tensor TAB is given in (z, p) coordinates by
T00 = 2ρe
p∂Γ
∂z
+ e2pδρ,
T01 = T10 = e
pρ
(
∂Γ
∂p
+ z
∂Γ
∂z
)
+ e2pzδρ,
T11 = 2ρze
p∂Γ
∂p
+ e2pz2δρ.
The vector TA is given by TA = epργ(z, p)(1, z) and the gauge invariant
scalars both vanish, T 2 = 0, T 3 = 0.
5.2 Reduction of the Perturbation Equations
and the Main Existence Theorem
In what follows, we omit the exact form of various matrices and vectors if
they appear in versions of the system of perturbation equations which we do
not use; relevant terms are included in Appendix B.1 as indicated. As we
have imposed self-similarity on this spacetime, a natural set of coordinates
to present the linearised Einstein equations in is xµ = (z, p, θ, φ), where
z = −t/r is the similarity coordinate and p = ln(r). The metric in these
coordinates takes the form
ds2 = e2p(−dz2 + ((S − zS˙)2 − z2)dp2 − 2zdzdp+ S2dΩ2).
Our initial full set of perturbation equations consists of both components of
(3.28), the t− p and p− p components of (3.26) and the equation of motion
(5.3) for Γ(z, p). We now discuss the series of simpliﬁcations which allows
us to make this choice, before stating the initial six dimensional system of
mixed evolution and constraint equations.
(1) We note that since T 2 = 0 in this spacetime, by (3.29) the metric pertur-
bation tensor kAB is trace-free. We use this to eliminate one component
of kAB.
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(2) Since T 2 vanishes, (3.29) implies that the metric perturbation kAB is
trace-free. Additionally, given that the scalars Q and and T 3 both van-
ish in the LTB case, one can show that (3.27) is identically satisﬁed,
assuming that the background Einstein equations, (3.28) and (3.31) all
hold. We will therefore use (3.31) in preference to (3.27).
(3) We note that the t − t component of (3.26) gives us a relation for the
perturbation of the dust velocity δρ in terms of the velocity and metric
perturbation. We use this equation to eliminate δρ from the system.
(4) The variable k is the only variable which appears at second order in
derivatives in the resulting system. We therefore introduce a ﬁrst order
reduction by letting u(z, p) = k(z, p), v(z, p) = ∂k/∂p and w(z, p) = k˙,
where · = ∂/∂z.
(5) The resulting system of equations consists of both components of (3.28),
the t − p and p − p components of (3.26) and the equation of motion
(5.3) for Γ(z, p). To this we append the auxiliary equations k˙ = w and
v˙ = ∂w/∂p, which makes a total of seven equations.
(6) This results in a ﬁrst order system of seven equations for six variables,
which we combine into a vector
~X = (α(z, p), β(z, p), u(z, p), v(z, p), w(z, p),Γ(z, p))T ∈ R6.
Here α(z, p) and β(z, p) are the independent components of the tensor
kAB in (z, p) coordinates
kAB =
(
α(z, p) β(z, p)
β(z, p) δ(z, p)
)
,
and since T 2 = 0, (3.29) implies that δ = 2zβ(z, p) + (S(S − 2zS˙) +
z2(−1 + S˙2))α(z, p). Finally Γ(z, p) is the velocity potential given in
(5.2).
85
(7) We can write the system of equations in a more compact form as
M(z)
∂ ~X
∂z
+N(z)
∂ ~X
∂p
+O(z) ~X = ~S7(z, p), (5.5)
for 7 × 6 matrices M(z), N(z) and O(z) and a 7-dimensional source
vector ~S7. The dimensions of this system suggest that it may be possible
to rewrite it as a 6-dimensional system of evolution equations with a
constraint. To identify the constraint, we look for linear combinations of
the rows of M(z) which add to give zero. This corresponds to a linear
combination of the equations in (5.5) which has no time derivatives, that
is, a constraint. We call this the Einstein constraint.
(8) Having identiﬁed this constraint, we construct a new system consisting
of six of the equations of the original system, with the constraint added
to them. This is fully equivalent to the original seven equation system.
We can write this system in a similar manner to (5.5),
P (z)
∂ ~X
∂z
+Q(z)
∂ ~X
∂p
+R(z) ~X = ~Σ6(z, p), (5.6)
for 6× 6 matrices P (z), Q(z) and R(z) and a source vector ~Σ6. We note
that in addition to the Einstein constraint, we have the trivial constraint
∂k/∂p = v(z, p).
(9) Having identiﬁed the two constraints, we would like to use them to elim-
inate two variables from the system and thus reduce the number of vari-
ables from six to four. To do this, we need to diagonalise the system.
We multiply through (5.6) by P−1 and ﬁnd the Jordan canonical form
T˜ of the matrix coeﬃcient of ∂ ~X/∂p, T := P−1Q. We also identify the
similarity matrix S such that T˜ = S−1TS.
(10) To diagonalise the system, we let ~Y = S ~X, where det(S) 6= 0. ~Y obeys
the equation
∂~Y
∂z
+ T˜ (z)
∂~Y
∂p
+ R˜(z)~Y = ~σ6(z, p), (5.7)
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where T˜ = S−1TS, R˜ = S˙ + S−1P−1RS and ~σ6 = S−1P−1~Σ6. The
matrix T˜ is in Jordan form but is not diagonal.
(11) In terms of the components of ~X, the components of ~Y ∈ R6 are
Y1(z, p) = −α(z, p)− 8πzq(z)Γ(z, p) + v(z, p)
− zw(z, p) + S˙(z)
S(z)
β(z, p),
Y2(z, p) = 8πq(z)Γ(z, p),
Y3(z, p) = u(z, p),
Y4(z, p) =
−β(z, p) + S(8πq(z)Γ(z, p) + w(z, p))(S − zS˙)
S(S − zS˙)
+
(z + S˙(S − zS˙))α(z, p)
S(S − zS˙) ,
Y5(z, p) =
(1 + S˙)(β(z, p) + (−z − S + zS˙)α(z, p))
2S(S − zS˙) ,
Y6(z, p) =
(−1 + S˙)(−β(z, p) + (z − S + zS˙)α(z, p))
2S(S − zS˙) ,
where S(z) is the radial function and q(z) is the density given by (2.7).
(12) The Einstein constraint can be given in terms of ~Y as
c1(z)Y1(z, p) + c2(z)Y2(z, p) + c3(z)Y3(z, p) + c4(z)Y4(z, p) (5.8)
+ c5(z)Y5(z, p) + c6(z)Y6(z, p) + c7(z)
∂Y4
∂p
(z, p) + c8(z)g(p) = 0.
where the coeﬃcients are not important. The g(p) term comes from the
source term ~Σ6 in (5.6), which could be written as ~Σ6 = ~b(z)g(p) where
the form of ~b(z) is not needed.
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(13) The trivial constraint ∂k/∂p = v(z, p) can be stated in terms of ~Y as
Y1(z, p) + zY4(z, p) +
(
z − S + zS˙
)
Y5(z, p) (5.9)
+
(
z + S − zS˙
)
Y6(z, p)− ∂Y3
∂p
(z, p) = 0.
(14) Lemma 5.2.1 Suppose that (5.8) is satisfied on an initial surface z =
z0. Then assuming that (5.7) holds, (5.8) will be satisfied on all surfaces
z ∈ (zc, z0].
Proof This is a straightforward but lengthy calculation which was car-
ried out using computer algebra. 
This lemma indicates that the constraint (5.8) is propagated by the sys-
tem.
(15) The trivial constraint (5.9) is also propagated in the sense of Lemma
5.2.1. The existence of these two constraints suggests that the true num-
ber of free variables in this system is four. We therefore aim to reduce
this system to a free evolution system of four variables by using the two
constraints to eliminate two variables. This is carried out in such a way
as to keep the system always ﬁrst order in all variables.
(16) We carry out this reduction in two steps, by ﬁrst passing to a ﬁve di-
mensional system (which is still a mixed evolution-constraint system)
by solving the trivial constraint for one variable, and then passing to a
four dimensional system by solving the non-trivial constraint for another
variable. The advantage to carrying out the reduction in this manner is
that the ﬁve dimensional system is symmetric hyperbolic, which will be
useful in what follows.
(17) The ﬁve dimensional system is obtained by solving the trivial constraint
(5.9) for the variable Y1(z, p). We eliminate this variable and reduce the
system to ﬁve variables, with a state vector ~w ∈ R5. Again we would
like to put the system in a diagonalised form. We do this as before by
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calculating the Jordan canonical form of the matrix coeﬃcient H(z) of
∂ ~w/∂p and letting ~u = S ~w ∈ R5, where S is the similarity matrix arising
from the transformation of H(z) into Jordan canonical form. In terms
of ~Y , the new variables are given by
u1(z, p) = f1(z)Y3(z, p), u2(z, p) = Y2(z, p),
u3(z, p) = Y4(z, p) + f2(z)Y3(z, p),
u4(z, p) = Y5(z, p) + f3(z)Y3(z, p),
u5(z, p) = Y6(z, p) + f4(z)Y3(z, p),
where
f1(z) =
1− S˙(z)
2S(z)
, f2(z) =
−zS˙(z)2 + S(z)(S˙(z) + zS¨(z))
S(z)(S(z)− zS˙(z)) ,
f3(z) =
1 + S˙(z)
2S(z)
, f4(z) =
−1 + S˙(z)
2S(z)
.
(18) The ﬁve dimensional system obeys an equation of motion of the form
∂~u
∂z
+ A˜(z)
∂~u
∂p
+ C˜(z)~u = ~Σ5(z, p). (5.10)
We shall use this form of the system in this and the next chapter chieﬂy
because it has the useful property that it is symmetric hyperbolic. This
means that the matrix A˜,
A˜ =


0 0 0 0 0
0 0 0 0 0
0 0 −1
z
0 0
0 0 0 −(z − S + zS˙)−1 0
0 0 0 0 −(z + S − zS˙)−1


,
is symmetric. The matrix C˜ and the source term ~Σ5 are given in Ap-
pendix B.1.
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(19) In terms of these new variables, the Einstein constraint becomes
g1(z)u1(z, p) + g2(z)u2(z, p) + g3(z)u3(z, p) + g4(z)u4(z, p) (5.11)
+ g5(z)u5(z, p) + g6(z)
∂u3
∂p
(z, p) + g7(z)g(p) = 0,
where the coeﬃcients gi(z), i = 1, . . . , 7 are listed in Appendix B.1, and
g(p) is an initial data function. We note that g5(z) vanishes on the
Cauchy horizon.
(20) In order to eliminate one more variable, we solve (5.11) for u2(z, p). As
before, we then put the new system in Jordan canonical form by writing
it in terms of the vector ~k ∈ R4, where in terms of ~u(z, p), the new
variables are
k1(z, p) = u1(z, p), k2(z, p) =
u3(z, p)
f(z)
,
k3(z, p) = u4(z, p), k4(z, p) = u5(z, p),
where
f(z) =
12(3 + 2az)(2a− 3h(z))2(2a+ 3h(z))
(3 + az)(16a4 + 108a2z − 81h(z)− 48a3h(z)− 27a(−4 + 3zh(z))) ,
and h(z) = (1 + az)1/3.
(21) ~k obeys the diﬀerential equation
∂~k
∂z
+ E(z)
∂~k
∂p
+B(z)~k = ~Σ4(z, p), (5.12)
where E(z) is given in Appendix B.1 and we omit B(z) and ~Σ4. This
system is a free evolution system in the sense that there are no further
constraints which must be obeyed by these variables. The system cannot
be reduced to any simpler form than this. However, the matrix E(z)
is not symmetrizable, which implies that this system is not symmetric
hyperbolic. This is why we choose to work with the ﬁve dimensional
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system (5.10) and the Einstein constraint (5.11).
We will slightly rewrite the ﬁve dimensional system (5.10) as
t
∂~u
∂t
+ A(t)
∂~u
∂p
+ C(t)~u = ~Σ(t, p) (5.13)
where now t = z − zc, so that t = 0 is the Cauchy horizon. In terms of the
coeﬃcient matrices and source in (5.10), A(t) = tA˜(z), C(t) = tC˜(z) and
~Σ(t, p) = t~Σ5(z, p). We brieﬂy list here the most important properties of this
system.
• ~u(t, p) is a ﬁve dimensional vector, whose components are linear com-
binations of the components of the gauge invariant metric and matter
perturbations.
• A(t) and C(t) are ﬁve-by-ﬁve matrices. We note that A(t) = tA˜(z) and
the matrix A˜(z) contains a factor of h−1(z) in the (5, 5) component.
Here h(z) := z + S − zS˙ = z − f(z), where S(z) is the radial function
(see (2.5)) and f(z) = −S + zS˙. f(zc) = zc so that h(z) vanishes on
the Cauchy horizon. If we Taylor expand h(z) = z − zc − f˙(zc)(z −
zc) + O((z − zc)2) = t − f˙(zc)t + O(t2), then we can see that th−1(z)
is analytic at the Cauchy horizon where t = 0. This in turn implies
that A(t) = tA˜(z) is analytic at the Cauchy horizon. Similar remarks
apply to the matrix C(t) = tC˜(z), since the ﬁfth row of C˜(z) contains
h−1(z) factors. Similarly, the ﬁfth component of ~Σ5 contains a factor
of h−1(z). So overall, A(t), C(t) and ~Σ(t, p) are analytic for t ≥ 0.
• A(t) is diagonal, whereas C(t) is not. The ﬁrst four rows of A(t), C(t)
and ~Σ(t, p) are O(t) as t → 0, while the last row of each is O(1) as
t→ 0.
• The source ~Σ is separable and we can write it as ~Σ(z, p) = ~h(t)g(p),
where ~h(t) is an analytic vector valued function of t and g(p) is an
initial data term.
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• g(p) represents the perturbation of the dust velocity and is a free initial
data function. The results below follow for g ∈ C∞0 (R,R) which we
assume henceforth.
In what follows, t1 is the initial data surface and 0 ≤ t ≤ t1, where t = 0 is
the Cauchy horizon, so the Cauchy horizon is approached in the direction of
decreasing t.
Theorem 5.2.2 The IVP consisting of the system (5.13) along with the ini-
tial data
~u
∣∣∣∣
t1
= ~f(p)
where ~f ∈ C∞0 (R,R5), possesses a unique solution ~u(t, p), ~u ∈ C∞(R ×
(0, t1],R
5). For all t ∈ (0, t1], ~u(t, ·) : R → R5 has compact support.
Proof This is a standard result from the theory of symmetric hyperbolic
systems, see Chapter 12 of [35]. 
We note that since the constraint is propagated by the ﬁve dimensional sys-
tem (see Lemma 5.2.1), a choice of smooth and compactly supported initial
data for the components u1(z, p), u3(z, p), u4(z, p) and u5(z, p) is suﬃcient to
ensure that u2(z, p) as given by the constraint (5.11) is also smooth and com-
pactly supported. Therefore, this theorem also provides suﬃcient conditions
for the existence of unique solutions to the four dimensional free evolution
system.
Remark 5.2.1 In Section 6.1 we will require solutions ~u(t, p) in L1(R,R5)
for a choice of initial data ~f ∈ L1(R,R5). It follows immediately from Theo-
rem 5.2.2 by the density of C∞0 in L
1 that for 0 < t ≤ t1, ~u(·, p) ∈ L1(R,R5).
To show that we can extend our choice of initial data to L1, we require a
bound on ~u, which is established in the following lemma. For this lemma, we
will need Grönwall’s inequality [13], which states that for continuous func-
tions φ(t), ψ(t) and χ(t), if
φ(t) ≤ ψ(t) +
∫ t
a
χ(s)φ(s) ds,
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then
φ(t) ≤ ψ(t) +
∫ t
a
χ(s)ψ(s) exp
(∫ t
s
χ(u) du
)
ds.
Lemma 5.2.3 The L1-norm of ~u(t, p) obeys the bound
||~u(t)||1 ≤ c1(t)||~u(t1)||1 + c2(t)||g||1, (5.14)
for 0 < t ≤ t1, where c1(t) and c2(t) are continuous on (0, t1].
Proof ~u obeys the equation
t
∂~u
∂t
+ A(t)
∂~u
∂p
+ C(t)~u = ~Σ(t, p) (5.15)
where ~Σ = ~h(t)g(p) and g(p) in an initial data term. Each row of (5.15) can
be written as
t
∂ui
∂t
+ ai(t)
∂ui
∂p
+ ci(t)ui = Σi(t, p)−
5∑
j=1,j 6=i
cij(t)uj(t, p) = Si(t, p), (5.16)
for i = 1, . . . , 5, where ai(t) and ci(t) are the diagonal components of the
matrices A(t) and C(t) respectively, and because C(t) is not diagonal, the
oﬀ-diagonal components cij(t) are put into the source term Si(t, p). We can
solve (5.16) using the method of characteristics. The characteristics are given
by
dpi
dt
=
ai(t)
t
⇒ pi(t) = ηi + πi(t), (5.17)
where πi(t) = −
∫ t1
t
ai(τ)
τ
dτ and ηi = pi(t1). On characteristics, (5.16) be-
comes
t
dui
dt
(t, pi(t)) + ci(t)ui(t, pi(t)) = Si(t, pi(t)). (5.18)
The integrating factor for (5.18) is eξi(t) where ξi(t) = −
∫ t1
t
ci(τ)
τ
dτ , and the
solution to (5.18) is
ui(t, pi) = e
−ξi(t)u
(0)
i (pi − πi(t))− eξi(t)
∫ t1
t
eξi(τ)
τ
Si(τ, pi + πi(τ)− πi(t))dτ,
(5.19)
where ui(t1, pi) = u
(0)
i (p) is the initial data. We take the L
1-norm by taking
an absolute value and integrating with respect to p; this produces
||ui(t)||1 ≤ e−ξi(t)||u(0)i ||1
+ eξi(t)
∫
R
(∫ t1
t
eξi(τ)
τ
|Si(τ, pi + πi(τ)− πi(t))|dτ
)
dp.
Recall Theorem 5.2.2 which tells us that at each t ∈ (0, t1], uj ∈ C∞0 (R,R).
This allows us to apply Fubini’s theorem; that is, to interchange the order of
the integrals above. We note that the structure of the characteristics (5.17)
indicates that evaluation of the L1-norm of a function f(t, p) at ﬁxed time
t yields the same result as the evaluation of the L1-norm of f evaluated on
characteristics, that is
∫
R
|f(τ, p)| dp =
∫
R
|f(τ, pi + πi(τ)− πi(t))| dp.
So, applying Fubini’s theorem and using the form of Si produces
||ui(t)||1 ≤ e−ξi(t)||u(0)i ||1+ (5.20)
eξi(t)
∫ t1
t
eξi(τ)
τ
(
|hi(τ)|||g||1 +
5∑
j=1,j 6=i
|cij(τ)|
∫
R
|uj| dp
)
dτ.
Then if we note that ||g||1 does not depend on t, we can write
||~u(t)||1 = sup
i
||ui(t)||1 ≤ d1(t)||~u(0)||1+d2(t)||g||1+d3(t)
∫ t1
t
d4(τ)||~u(τ)||1dτ,
(5.21)
where the di(t) functions are the suprema of the various t-dependent func-
tions which appear in (5.20) (and their precise value is not important). Now
applying Grönwall’s inequality (with ψ(t) = d1(t)||~u(0)||1 + d2(t)||g||1) pro-
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duces
||~u(t)||1 ≤ d1(t)||~u(0)||1 + d2(t)||g||1
+
∫ t1
t
d5(τ)
(
d1(τ)||~u(0)||1 + d2(τ)||g||1
)
exp
(∫ t1
τ
d5(τ
′)dτ ′
)
dτ,
where the exact value of d5(t) is unimportant. Again, since ||g||1 and ||~u(0)||1
do not depend on t, we can summarize this as
||~u(t)||1 ≤ c1(t)||~u(t1)||1 + c2(t)||g||1,
for some continuous functions c1(t) and c2(t) deﬁned on (0, t1], whose exact
value is not important.

Remark 5.2.2 The characteristics pi(t) provide a C1 foliation of the region
Ω = {(t, pi) : t ∈ (0, t1], pi ∈ R}. A typical such foliation is shown in
Figure 5.1. For every point q = (t2, pi,2) ∈ Ω, there is a unique characteristic
C1 such that q ∈ C1 which we label by ηi,2 = pi(t2)
∣∣∣∣
C1
. Deﬁne the set
Ωt := {(t′, p′i) ∈ Ω : t′ = t}. Then the characteristics provide a natural
diﬀeomorphism of Ωt,
pi,2 ∈ Ωt2 → pi,3 ∈ Ωt3 ,
with
pi,2 = pi,3 −
∫ t3
t2
ai(τ)dτ.
The fact that ~u obeys a bound of the form (5.14) allows us to extend our
initial data to ~f = ~u(t1, p) ∈ L1(R,R5) .
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t1
t
pi(t)
η η1
b
b
(t2, pi,2)
(t3, pi,3)
Figure 5.1: Characteristics. We show here typical characteristic curves pi = pi(t),
along which the solution (5.19) is evaluated.
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Theorem 5.2.4 The IVP consisting of the system (5.13) along with the ini-
tial data
~u
∣∣∣∣
t1
= ~f(p)
where ~f ∈ L1(R,R5), possesses a unique solution ~u(t, p), ~u ∈ C∞((0, t1], L1(R,R5)).
Proof The proof of this result relies on the bound (5.14) and follows by a
standard argument exploiting the density of C∞0 (R,R
5) in L1(R,R5). See
Theorems 5 and 7 of [41] for examples of such techniques and Chapter 12 of
[35] for background details. 
Although these theorems provide for the existence of smooth or L1 solutions
prior to the Cauchy horizon, it gives us no information about their behaviour
as they reach the horizon itself. We must therefore consider this behaviour
separately. We note that this problem is rendered nontrivial by the fact that
the Cauchy horizon is a singular hypersurface of (5.13).
5.3 Behaviour of the Lq-Norm
In this section, we will use Theorem 5.2.4 to provide for the existence and
uniqueness of L1 solutions to (5.13) with a choice of L1 initial data. This
theorem applies for t ∈ (0, t1] only and we must consider the behaviour of
~u on the Cauchy horizon separately. Our strategy in tackling this problem
is as follows (see [44]). We expect that any divergence which might arise
in the perturbation would be in some sense (to be deﬁned) independent of
the radial coordinate, since the Cauchy horizon is a hypersurface of constant
t, and since the coeﬃcients of (5.13) are independent of p. Motivated by
this observation, we introduce the integral of the perturbation vector with
respect to the radial coordinate, which acts as a kind of “average” of the
perturbation. This variable obeys a relatively simple system of ODEs, the
solutions to which can be determined.
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Let ~u be the solution of (5.13) with ~u(t1, p) = ~u(0). Then deﬁne
u¯(t) :=
∫
R
~u(t, p) dp, (5.22)
which is a kind of “average” of ~u(t, p) (note that the existence of u¯ is guar-
anteed since |u¯| ≤ ||~u||1 < ∞ since ~u ∈ L1). If we integrate with respect to
p through the system (5.13), we ﬁnd that u¯ obeys the ODE
t
du¯
dt
= −C(t)u¯+ Σ¯, (5.23)
where Σ¯(t) :=
∫
R
~Σ(t, p) dp. This ODE displays a regular singular point
at t = 0 (see Chapter 2 of [58] and Chapter 4 of [13] for the theory of such
points). We now state a theorem which gives the fundamental matrix for this
system. Recall that the fundamental matrix for an ODE system is a matrix
whose rows are linearly independent solutions to the ODE in question.
Theorem 5.3.1 The fundamental matrix corresponding to (5.23) is
H(t) = J(t) +K(t) (5.24)
= P (t) t−C¯0 + P (t) t−C¯0
∫ t1
t
P−1(τ) τ C¯0−IΣ¯ dτ,
where P (t) = I + tP1 + . . . is a matrix series whose coefficients can be found
by a recursion relation from the Taylor expansion of C(t). C¯0 is the Jordan
canonical form of the zero order term in the Taylor expansion of C(t). C¯0
takes the form C¯0 = diag(0, 0, 0, 0, c) where c is a constant given by
c = lim
t→0
t
(
3 + (S(zc)− zc)S¨(zc) + S˙(zc)(−3 + zcS¨(zc))
(1− S˙(zc))(zc + S(zc)− zcS˙(zc))
)
.
c depends only on a, and satisfies c ∈ (3,+∞), with
lim
a→0+
c = 3, lim
a→a∗
c = +∞,
where a∗ is the maximum value of a for which a naked singularity forms.
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Proof The proof is a standard result for systems of the form (5.23). See
[58] or [13] for details. We have relegated the proof of the results about the
behaviour of c to Appendix B.2. 1 
Our next task is to analyse in more detail the behaviour of this fundamental
matrix.
5.3.1 Behaviour of the Fundamental Matrix
We now expand about the Cauchy horizon so that P (t) = I+O(t) and write
the homogeneous part and the particular part of H(t) separately. Given the
form of the matrix C¯0 listed in Theorem 5.3.1, the homogeneous part takes
the form
J(t) = diag(1 +O(t), 1 +O(t), 1 +O(t), 1 +O(t), t−c +O(t−c+1)),
and the particular part can be written
K(t) = diag(κ1, κ2, κ3, κ4, κ5),
where
κi =
∫ t1
t
τ−1Σ¯i(τ)(1 +O(τ)) dτ,
for i = 1, 2, 3, 4 and
κ5 = t
−c
∫ t1
t
τ c−1 Σ¯5(τ)(1 +O(τ)) dτ.
We will now examine the particular part. We recall that Σ¯i is separable, so
that Σ¯ = ~h(t)G, where ~h(t) = (0, 0, tk3(t), tk4(t), k5(t)). The ki(t) functions
1We note that there exists a set A of values of a such that c(a) is a natural number,
that is A = {a ∈ (0, a∗) : c(a) ∈ N ∩ (3,∞)}. When c ∈ N ∩ (3,∞), the fundamental
matrix (5.24) will contain extra log terms. However, since this set has zero measure in the
set a ∈ (0, a∗) we will not consider it further. See [58] and [13] for further details.
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are all analytic at t = 0 and G :=
∫
R
g(p) dp ∈ R. Now the κ terms become
κ1 = κ2 = 0,
κj = Gkj(t
∗)(t1 − t) +O((t1 − t)2),
for j = 3, 4 and
κ5 = t
−ck5(t
∗)G
(
tc1 − tc
c
)
+O(t1 − t),
where we have applied the mean value theorem, and t∗ ∈ [t1, t]. We can
see that these integrals have the same order behaviour as the corresponding
homogeneous terms, that is, the κi are O(1) as t → 0, for i = 1, . . . , 4 and
κ5 is O(t−c) as t→ 0.
Now since c > 0, (5.24) shows that solutions to (5.23) blow up as t→ 0.
We now examine this divergence.
5.3.2 Blow-up of the Lq-norm
We begin this analysis by determining a way to distinguish between those
initial data which lead to diverging solutions to (5.23) and those which do
not. If we include both the homogeneous and the inhomogeneous parts, then
we can label the ﬁve solutions to (5.23) arising from Theorem 5.3.1 as
φ¯1(z) = (1 + κ1, 0, 0, 0, 0)
T ,
φ¯2(z) = (0, 1 + κ2, 0, 0, 0)
T ,
φ¯3(z) = (0, 0, 1 + κ3, 0, 0)
T ,
φ¯4(z) = (0, 0, 0, 1 + κ4, 0)
T ,
φ¯5(z) = (0, 0, 0, 0, t
−c + κ5)
T ,
where the φ¯1,2,3,4 are ﬁnite as t→ 0 and φ¯5 is divergent. Given that (5.23) has
coeﬃcients which are analytic on (0, t1], it follows that φ¯1−5 are analytic on
(0, t1]. Thus these solutions provide a basis for solutions of (5.23) on (0, t1].
Hence given any solution u¯(t) of (5.23), there exist constants di, i = 1, . . . , 5
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t = 0
t = t1
zp
R = 0
b
Figure 5.2: The Spread of the Support of ~u. We illustrate the spread of the
compact support of ~u from the initial data surface t1 to the Cauchy horizon. The
growth of the support is bounded by in- and outgoing null rays starting from the
initial data surface.
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such that
u¯(t) =
5∑
i=1
diφ¯i(t).
Let S = L1(R,R5). We consider solutions of (5.13) with initial data in S.
Given ~u(0) ∈ S, deﬁne u¯0 =
∫
R
~u(0) dp. We can deﬁne di(~u(0)) via the existence
of unique constants di, i = 1, . . . , 5 for which
u¯0 =
5∑
i=1
diφ¯i(t1).
Deﬁne
S ′ = {~u(0) ∈ S : d5(~u(0)) = 0}.
This set corresponds one-to-one with initial data for (5.13) which give rise to
solutions for which the corresponding solutions of (5.23) are ﬁnite as t→ 0.
We deﬁne the set complement of S ′ in S as S ′′ = S − S ′.
Lemma 5.3.2 Given a choice of initial data ~u(0) ∈ S ′′, the solution ~u cor-
responding to this data displays a blow-up of its L1-norm, that is,
lim
t→0
||~u||1 =∞.
Proof We deﬁne u¯ =
∫
R
~u dp where ~u is the solution of (5.13) corresponding
to ~u(0) ∈ S ′′. It is immediately clear from (5.24) that
lim
z→zc
|u¯| = lim
t→0
|u¯| =∞.
Then using the deﬁnition of the L1-norm of ~u, ||~u||1, it follows that
||~u||1 =
∫
R
|~u| dp ≥
∣∣∣∣
∫
R
~u dp
∣∣∣∣ = |u¯|, (5.25)
which implies that ||~u||1 →∞ as t→ 0. 
This divergent behaviour in the L1-norm of ~u could be attributed to the
divergence of the support of ~u as it spreads from the initial surface t1, rather
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than to divergent behaviour in ~u itself (see Figure 5.2 for an illustration
of this). We must therefore consider the behaviour of the spread of the
support of ~u from the initial surface to the Cauchy horizon. In analysing the
growth of the support of ~u, it is convenient to brieﬂy return to the self-similar
coordinate z.
Lemma 5.3.3 Let vol[~u](z) = p+(z)− p−(z), where
p+(z) = sup
p∈R
{p : ~u(z, p) 6= 0},
p−(z) = inf
p∈R
{p : ~u(z, p) 6= 0}.
Then neglecting terms which remain finite on the Cauchy horizon, vol[~u](z)
grows as
vol[~u](z) ∼ − ln |t|, t→ 0.
Proof Deﬁne vol[~u](z) = p+(z)− p−(z) where
p+(z) = sup
p∈R
{p : ~u(z, p) 6= 0},
p−(z) = inf
p∈R
{p : ~u(z, p) 6= 0}.
The support of ~u at some time z, supp[~u](z), will obey
supp[~u](z) ⊆ [p−(z), p+(z)].
We deﬁne the Lq-norm as usual,
||~u||q =
[∫
R
|~u(z, p)|q dp
]1/q
=
[∫ p+(z)
p−(z)
|~u(z, p)|q dp
]1/q
,
for 1 ≤ q <∞. ~u has initially compact support which implies that vol[~u](z0) =
p+(z0)−p−(z0) <∞, where z0 is the initial data surface. This initial support
must grow in a causal manner; that is, the growth of p±(z) must be bounded
by the in- and outgoing null directions. From the metric (2.1), the in- and
outgoing null directions are described by the relation dt/dr = ±eν/2, which
103
in (z, p) coordinates becomes
dz
dp
= −(z ± eν/2),
which results in
p±(z) = p±(z0) +
∫ z0
z
dz(z ± eν/2)−1. (5.26)
In handling this integral, we ﬁrst substitute eν/2 = S(z)− zS˙(z) (see (2.6)),
and then make the coordinate change y = S1/2(z). The resulting integral
can be performed and results in
p+(z) = p+(z0) + 3
4∑
i=1
f+(y
+
i ) ln |(1 + az)1/3 − y+i |,
p−(z) = p−(z0) + 3
4∑
i=1
f−(y
−
i ) ln |(1 + az)1/3 − y−i |,
where
f±(k) =
k3
−1± k2 + 4k3 ,
and y±i is the i
th root of ±2a− 3k± ak3 +3k4 = 0. Therefore, the volume of
the support of ~u grows as
vol[~u](z) = p+(z0)− p−(z0)+ (5.27)
3
4∑
i=1
(
f+(y
+
i ) ln |(1 + az)1/3 − y+i | − f−(y−i ) ln |(1 + az)1/3 − y−i |
)
.
Now, since in (5.26) there is a divergence at the Cauchy horizon when zc =
−eν/2(zc), the above result must contain a Cauchy horizon divergence. Using
the coordinate transformation y = S(z)1/2 it is possible to show that in terms
of y, the Cauchy horizon is at that y for which (y3− 1)(3y− 2a) + 3ay3 = 0,
which is precisely where (1 + az)1/3 = −z−1(1 + 1
3
az). When this holds,
the ﬁrst log term given above diverges. So in (5.27) we have one ﬁnite term
describing the initially ﬁnite volume, a second term which diverges on the
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Cauchy horizon and a third term which is ﬁnite everywhere. So overall, if
we ignore terms which remain ﬁnite as t → 0, then we can describe the
behaviour of the volume as
vol[~u](z) ∼ − ln |t|, t→ 0.

We will next need the Lq-embedding theorem [1], which we state as follows:
Theorem 5.3.4 Lq Embedding Theorem: Suppose Ω ⊆ Rn satisfies vol(Ω) =∫
Ω
1 dx <∞. For 1 ≤ p ≤ q ≤ ∞, if u ∈ Lq(Ω), then u ∈ Lp(Ω) and
||u||p ≤ [vol(Ω)]
1
p
− 1
q ||u||q. (5.28)
We are now in a position to show that the Lq-norm of ~u diverges.
Theorem 5.3.5 Given a choice of initial data ~u(0) ∈ S ′′, the solution ~u
of (5.13) corresponding to this data displays a blow-up of its Lq-norm for
1 ≤ q ≤ ∞, that is,
lim
t→0
||~u||q =∞.
Proof We set p = 1 in (5.28) . This produces
||~u||1 ≤ [vol[~u](z)]1−
1
q ||~u||q.
We know from (5.25) that ||~u||1 ≥ |u¯(z)| ∼ t−c so
t−c
(vol[~u](z))1−
1
q
≤ ||~u||q, (5.29)
Now limt→0 tc(ln(t))
1− 1
q = 0, since c > 0. Therefore, we can conclude that
lim
t→0
||~u||q =∞.
So the Lq-norm of the solutions with initial data in S ′′ blows up as t→ 0. 
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We note that this behaviour will also hold for the four dimensional free
evolution system, as the constraint is propagated (see Lemma 5.2.1). We
next prove two theorems which together show that this divergent behaviour
is generic with respect to the initial data. In particular, we can show that the
set of initial data which corresponds to solutions with divergent behaviour,
S ′′ , is open and dense in the set of all initial data, and that it has codimension
1 in S.
Theorem 5.3.6 The quotient space of S ′ in S, Sˆ = S/S ′, has codimension
one in S.
Proof A quotient space Sˆ = S/S ′ has dimension n if and only if there exist
n vectors ~X(1), . . . , ~X(n) linearly independent relative to S ′ such that for every
~X ∈ S, there exist unique numbers c1, . . . , cn and a unique ~X ′ ∈ S ′ such that
~X =
∑n
i=1 ci
~Xi + ~X
′ [28]. So let ~X ∈ S and let ~X(1) be any element of
Sˆ. To prove the result, we show that there is a unique value of α for which
~X(α) = ~X − α ~X(1) ∈ S ′. Integrating over the real line and exploiting earlier
notation, we have
x¯(α) = x¯− αx¯(1)
=
5∑
i=1
(di( ~X)− αdi( ~X(1)))φ¯i(t1).
We have ~X(α) ∈ S ′ if and only if d5( ~X)− αd5( ~X(1)) = 0. Since d5( ~X(1)) 6= 0
- as ~X(1) ∈ Sˆ - this occurs for a unique value of α.

Theorem 5.3.7 S ′′ is dense and open in S in the topology induced by the
L1-norm.
Proof To show that S ′′ is dense in S, we must show that for any ~X ∈ S and
any ǫ > 0, there exists some ~X ′′ ∈ S ′′ such that the L1 distance between ~X
and ~X ′′ is less than ǫ, that is,
|| ~X − ~X ′′||1 < ǫ. (5.30)
106
First, suppose that ~X ∈ S ′′. Then (5.30) is trivially satisﬁed by taking
~X ′′ = ~X ∈ S ′′. We therefore assume that ~X ∈ S ′. Now consider some
ψ(p) ∈ C∞0 (R,R), such that ψ(p) ≥ 0 and
∫
ψ(p) dp = 1. We then set
~X ′′ = ~X +
ǫ
2
ψ(p)
φ¯5(t1)
|φ¯5(t1)|
,
where | · | indicates the maximum vector norm in R5, that is |φ¯5(t1)| =
maxi|(φ¯5(t1))i| 1. Then
|| ~X − ~X ′′||1 =
∫
R
ǫ
2
ψ(p)
∣∣∣∣ φ¯5(t1)|φ¯5(t1)|
∣∣∣∣ dp = ǫ2 < ǫ.
So we can explicitly construct the ~X ′′ required to satisfy (5.30), and thus S ′′
is dense in S.
To show that S ′′ is open in S, we must show that for all ~X ′′ ∈ S ′′,
there exists an ǫ > 0 such that B1ǫ ( ~X
′′) ⊂ S ′′, where B1ǫ ( ~X ′′) indicates a
ball of radius ǫ in the L1-norm centred at ~X ′′. We ﬁx ~X ′′ ∈ S ′′ and let
~X ∈ B1ǫ ( ~X ′′) ⊆ S. Then
|| ~X − ~X ′′||1 =
∫
R
| ~X − ~X ′′| dp < ǫ. (5.31)
There exists unique constants ci and di (for i = 1, . . . , 5) such that
x¯′′ = d1φ¯1 + . . .+ d5φ¯5,
x¯ = c1φ¯1 + . . .+ c5φ¯5.
It follows from (5.31) that |ci− di| < αiǫ, for some αi depending on φ¯1−5(t1).
Then by making ǫ arbitrarily small, we can make the di arbitrarily close to
the ci. We know that d5 6= 0 since ~X ′′ ∈ S ′′; therefore c5 6= 0 which implies
that ~X ∈ S ′′.

1We note that if φ¯5(t1) = 0, we can replace φ¯5 with
ˆ¯φ5 = φ¯5 +
∑
4
i=1
ciφ¯i, for some
constants ci, chosen to guarantee that
ˆ¯φ5(t1) 6= 0. This does not affect the definition of
S ′ or S ′′.
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These two theorems, coupled with Theorem 5.3.5, suﬃce to show that the
averaged form of the solution (5.22) displays a generic divergence of its Lq-
norm, where the term generic refers to the open, dense subset of the initial
data which lead to this divergence.
Remark 5.3.1 We note that if we deﬁne ~x := tc~u and let x¯ :=
∫
R
~x dp, then
by multiplying (5.24) by a factor of tc and taking the limit t→ 0, we ﬁnd
lim
t→0
x¯ 6= 0. (5.32)
This will be used in the proof of Theorem 6.1.10. The results of Theorems
5.3.6 and 5.3.7 tell us that the set of initial data which gives rise to (5.32) is
open and dense in L1(R,R5).
We note that from Theorem 5.3.5 alone we cannot conclude that the
perturbation itself diverges on the Cauchy horizon. The reason for this is
that one can easily imagine a function which has ﬁnite pointwise behaviour,
but a diverging Lq-norm arising from the spatial integration in (5.22). For
example, a constant function is clearly pointwise ﬁnite, but has a diverging
Lq-norm. In the next section, we will determine the pointwise behaviour
of the perturbation as the Cauchy horizon is approached and show that it
diverges with a characteristic power of t−c.
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Chapter 6
The Even Parity Perturbations II:
The Pointwise Behaviour
In this chapter, we examine the pointwise behaviour of the even parity per-
turbation. We work with a scaled version of the perturbation, ~x, and aim
to show that this scaled version is non-zero on the Cauchy horizon. In Sec-
tion 6.1.1, we use an extension of odd parity energy methods to show that
~x is bounded in the approach to the Cauchy horizon. In Section 6.1.2, we
improve these bounds using the method of characteristics, and by using a
series of results about Lp-spaces, we show that ~x is generically non-zero on
an open subset of the Cauchy horizon. This in turn is used to show that the
perturbation itself generically diverges on the Cauchy horizon. In Section
6.2, we give a physical interpretation of this result in terms of the perturbed
Weyl scalars.
6.1 Pointwise Behaviour at the Cauchy horizon
So far we have determined the behaviour of the averaged perturbation u¯.
In this section, we aim to show that the vector ~u has behaviour similar to
that of u¯, that is, O(1) behaviour in the ﬁrst four components, and O(t−c)
behaviour in the last component. In this section, we will use Theorem 5.2.2
to provide us with smooth, compactly supported solutions ~u to (5.13), with
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a choice of initial data ~u(t1, p) ∈ C∞0 (R,R5).
We begin by returning to the ﬁve dimensional symmetric hyperbolic sys-
tem
t
∂~u
∂t
+ A(t)
∂~u
∂p
+ C(t)~u = ~Σ(t, p). (6.1)
Our strategy is to work with a scaled form of ~u, namely ~x := tc~u. We can
write an equation for ~x by using (6.1). We ﬁnd that
t
∂~x
∂t
+ A(t)
∂~x
∂p
+ (C(t)− cI)~x = tc~Σ(t, p). (6.2)
Before presenting the results which determine the behaviour of ~x at the
Cauchy horizon, we present a summary of various steps involved.
• We begin by showing that ~x has a bounded energy throughout its
evolution, including on the Cauchy horizon. Initially, we introduce
the ﬁrst energy norm, E1[~x](t), which is simply the L2-norm of ~x. In
Theorem 6.1.1, we show that this norm is bounded by a term which
diverges as the Cauchy horizon is approached.
• We introduce a second energy norm, E2[~x](t) and in Theorem 6.1.2
show that it is bounded for t ∈ [0, t∗], for some t∗ suﬃciently close
to the Cauchy horizon. By combining Theorems 6.1.1 and 6.1.2, we
can show that ~x has a bounded energy up to the Cauchy horizon; see
Theorem 6.1.3.
• We use this to show that ~x itself is bounded in Corollary 6.1.4. However,
there is no guarantee that ~x does not vanish on the Cauchy horizon. If
this were to occur, then we would not be able to deduce any information
about the behaviour of ~u from that of ~x.
• We want to show that ~x is generically non-zero on the Cauchy horizon,
for a set of non-zero measure. We can easily show that x¯ :=
∫
R
~x dp
is non-zero at the Cauchy horizon (see Remark 5.3.1). If we could
commute the limit t → 0 with the integral, then we could show that∫
R
~x(0, p) dp 6= 0, which would be suﬃcient, since then ~x 6= 0 on at least
some interval on the Cauchy horizon.
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• In order to show that we can commute the limit with the integral, we
turn to the Lebesgue dominated convergence theorem, which provides
conditions under which one may do this. In order to meet these condi-
tions, we must strengthen the bound on ~x (Lemma 6.1.5), construct a
Cauchy sequence of ~x values in L1 (Lemmas 6.1.6 and 6.1.7) and ﬁnally
apply the dominated convergence theorem.
• So overall, we can show that ~x(0, p) 6= 0 over at least some interval
p ∈ (a, b) on the Cauchy horizon. This applies for a generic choice of
initial data. This result in turn shows that ~u generically blows up at
the Cauchy horizon in a pointwise fashion (see Theorem 6.1.11)
We begin with our ﬁrst energy norm for ~x.
6.1.1 Energy Bounds for ~x
Since we expect ~u to diverge as t−c, if we deﬁne ~x = tc~u, then we expect that
~x should have a bounded energy in the approach to the Cauchy horizon.
Theorem 6.1.1 Let ~u(t, p) be a solution of (5.13) subject to the hypotheses
of Theorem 5.2.2. Then there exists t∗ > 0 such that for all t ∈ (0, t∗], the
energy norm
E1(t) :=
∫
R
t2c ~u · ~u dp =
∫
R
~x · ~x dp, (6.3)
obeys the bound
E1(t) ≤ µ
t
, (6.4)
for a positive constant µ which depends only on the initial data and the
background geometry.
Proof We deﬁne E1(t) as in (6.3) and take its derivative. We substitute
(6.2) to ﬁnd
dE1
dt
=
∫
R
2t2c−1(c~u · ~u− ~u ·C(t)~u)− 2t2c−1~u ·A(t)∂~u
∂p
+2t2c−1~u · ~Σ dp. (6.5)
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Integrating by parts shows that the term containing ∂~u/∂p vanishes due to
the compact support of ~u and the fact that A(t) is symmetric. This leaves
∫
R
2t2c−1(c~u · ~u− ~u · C(t)~u) + 2t2c−1~u · ~Σ dp, (6.6)
on the right hand side of (6.5). We focus on the ﬁrst term in (6.6), and intro-
duce the constant matrix S, which transforms C0 into its Jordan canonical
form and which is listed in Appendix B.1. We use this matrix to show that
c~u · ~u− ~u · C(t)~u = ST~u · (cI− C¯(t))~v,
where ~v = S−1~u and C¯(t) = S−1C(t)S, so that C¯0 is the Jordan canonical
form of C0. Recall that C¯0 = diag(0, 0, 0, 0, c). Now since ST = ST S S−1, we
ﬁnd that
c~u · ~u− ~u · C(t)~u = ~vTSTS · (cI− C¯(t))~v.
Now for any matrix A, ATA is positive deﬁnite. We now wish to show that
〈~v, STS(cI − C¯(t))~v)〉 ≥ 0, and that equality holds iﬀ ~v = 0. By using
the form of S and the matrix C¯(t = 0) we ﬁnd that the matrix STS(cI −
C¯(t)) has four positive eigenvalues and one zero eigenvalue at t = 0. This
indicates that it is positive semi-deﬁnite, but could still vanish along the
direction of one of the eigenvectors. Speciﬁcally, it is possible for only the
ﬁfth component of ~v, v5 to be non-zero and for this dot product to still
vanish. However, by the continuity of the matrices here, it follows that
STS(cI − C¯(t)) has four positive eigenvalues for t ∈ (0, t∗] for some t∗ > 0.
Therefore, if 〈~v, STS(cI− C¯(t))~v)〉 = 0 in this range, it follows that we must
have v1 = v2 = v3 = v4 = 0. But if these components vanish, then the only
way to have 〈~v, STS(cI − C¯(t))~v〉 = 0 is to have v5 = 0 too. We therefore
conclude that if v1 = v2 = v3 = v4 = 0, we must also have v5 = 0. Therefore,
〈~v, STS(cI− C¯(t))~v)〉 = 0 iﬀ ~v = 0.
So overall, we conclude that
〈~v, STS(cI− C¯(t))~v)〉 ≥ 0. (6.7)
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for t ∈ (0, t∗] for some positive t∗, with equality holding iﬀ ~v = 0. We note
that if ~v = 0, then ~u = S~v = 0 too.
We now assume that t ∈ (0, t∗] and using this information about the ﬁrst
two terms of (6.5), we can conclude that
dE1
dt
≥
∫
R
2t2c−1~u · ~Σ dp.
We now apply the Cauchy-Schwarz inequality to show that
dE1
dt
≥ − ∫
R
t2c−1~u · ~u dp− ∫
R
t2c−1~Σ · ~Σ dp = −1
t
(E1(t) + J(t)),
where J(t) :=
∫
R
t2c~Σ · ~Σ. Integrating this from some time t up to an initial
time t1 (where 0 < t ≤ t1 ≤ t∗) will produce
tE1(t) ≤ t1E1(t1) +
∫ t1
t
J(τ) dτ. (6.8)
We now examine the term J(t). We ﬁrst recall the form of the source vector
~Σ(t, p) = ~h(t)g(p), where ~h(t) is an analytic function of t. J(t) can therefore
be written as J(t) = t2c~h ·~hG, where G := ∫
R
g(p)2 dp ∈ R. Then the integral
appearing in (6.8) is
∫ t1
t
J(τ) dτ = Gt2c∗
~h · ~h
∣∣∣∣
t∗
(t1 − t),
where we use the mean value theorem [49] to put the t-dependent terms
outside the integral and t∗ ∈ [t, t1]. The right hand side above is clearly
bounded as t→ 0, and we can therefore conclude that
E1(t) ≤ µ
t
,
for a positive constant µ which depends only on the initial data and the
background geometry. 
We note that (6.3) is in fact the L2-norm of ~x. Since E1(t) is bounded, it
follows that ~x(t, p) ∈ L2(R,R5) for t ∈ (0, t∗]. We also emphasise that this
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bound holds only for t > 0 and does not hold on the Cauchy horizon. We
now introduce a second energy norm E2[~x](t) whose bound will extend to the
Cauchy horizon.
Theorem 6.1.2 Let ~u be a solution of (5.13), subject to Theorem 5.2.2.
Define
E2[~x](t) :=
∫
R
~x · ~x+ (t− 1)x25 dp. (6.9)
Then there exists some t2 > 0 and µ > 0 such that
E2[~x](t) ≤ E2[~x](t2)eµ(t2−t). (6.10)
Here µ is a positive constant that depends only on the components of the
background metric tensor.
Proof We begin by noting that the deﬁnition (6.9) is equivalent to
E2[~x](t) :=
∫
R
x21 + x
2
2 + x
2
3 + x
2
4 + tx
2
5 dp.
The factor of t is intended to control the behaviour of x5 as the Cauchy
horizon is approached. In what follows, we will denote the (5, 5) component
of the matrix A(t) as a5(t), the (5, 5) component of the matrix C(t) as c5(t),
and the remaining components of the ﬁfth row of the matrix C(t) will be
denoted c5j(t), where j = 1, . . . , 4. We also recall that the ﬁrst four rows of
C(t) have O(t) behaviour as t→ 0, and the ﬁfth row has O(1) behaviour as
t→ 0. We begin by taking a t-derivative of (6.9) and substituting from (6.2)
to ﬁnd
dE2
dt
=
∫
R
2~x ·
(
−A(t)
t
∂~x
∂p
− C(t)− cI
t
~x+ tc−1~Σ(t, p)
)
+ x25 (6.11)
+ 2(t− 1)x5
t
(
−a5(t)∂x5
∂p
− (c5(t)− c)x5 + tcΣ5 −
4∑
j=1
c5j(t)xj
)
dp,
where
∑4
j=1 c5j(t)xj appears in the source term of the x5 equation due to the
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fact that the C(t) matrix is not diagonal. Now consider the terms
−2~x · A(t)
t
∂~x
∂p
− 2(t− 1)x5
t
a5(t)
∂x5
∂p
.
This can be simpliﬁed to
− 2
(
x1a˜1(t)
∂x1
∂p
+ x2a˜2(t)
∂x2
∂p
+ x3a˜3(t)
∂x4
∂p
+ x4a˜4(t)
∂x4
∂p
)
− 2x5a5(t)∂x5
∂p
,
(6.12)
where we used the fact that ai(t) = ta˜i(t) where a˜i(t) is O(1) for i = 1, . . . , 4.
After we insert (6.12) into the integral in (6.11), it will vanish after an inte-
gration by parts, due to the compact support of ~x. Returning to (6.11), we
are left with
dE2
dt
=
∫
R
2~x ·
(
−C(t)− cI
t
~x+ tc−1~Σ(t, p)
)
+ x25+ (6.13)
2(t− 1)x5
t
(
−(c5(t)− c)x5 + tcΣ5 −
4∑
j=1
c5j(t)xj
)
dp.
If we now consider the terms
−2~x · (C(t)− cI)
t
~x− 2(t− 1)x
2
5
t
(c5(t)− c)− 2(t− 1)
4∑
j=1
c5j(t)
t
xjx5,
we notice that they can be rewritten as
−2~x · (C˜(t)− cI)
t
~x− 2(c5(t)− c)x25 − 2
4∑
j=1
c5j(t)xjx5,
where C˜(t) is a matrix got by replacing the ﬁnal row of C(t)− cI with a row
of zeroes. In other words, we can write C˜(t) as
C˜(t) =
(
D
0 0 0 0 0
)
,
where D is a 4× 5 O(t) matrix. Equally, we could write C˜(t) = tC¯(t), where
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C¯(t) is an O(1) matrix. The ﬁfth row of C¯(t) contains only zeroes, that is,
C¯5i = 0 for i = 1, . . . , 5.
We insert this into (6.13) and note that 2c~x · ~x/t is explicitly positive
deﬁnite. We also use the Cauchy-Schwarz inequality, in the form
∫
R
2~x · ~Σ dp ≥ −
∫
R
~x · ~x+ ~Σ · ~Σ dp,
to ﬁnd that
dE2
dt
≥
∫
R
−2~x · C¯(t)~x− tc−1(~Σ · ~Σ + ~x · ~x) + x25+
− 2x25(c5(t)− c) + tc−1(t− 1)(−Σ25 − x25)− 2
4∑
j=1
c5j(t)xjx5 dp.
Now we let I equal the integrand on the right hand side above. We introduce
IR = I + µIE2 , where µ > 0 is a constant and IE2 indicates the integrand of
(6.9). We wish to show that IR ≥ 0.
We can write IR as
IR = ~x · (−2C¯(t) + µI− tc−1I)~x+ (−2(c5(t)− c) + 1− (t− 1)tc−1
+(t− 1)µ)x25 − 2
4∑
j=1
c5j(t)xjx5 − tc−1~Σ · ~Σ− (t− 1)tc−1Σ25.
Let t = 0 and note that c > 1 so that at t = 0, tc−1 = 0. Then IR simpliﬁes
to
IR
∣∣∣∣
t=0
= ~x · (−2C¯(t = 0) + µI)~x+ (1− µ)x25 − 2
4∑
j=1
c5j(t = 0)xjx5.
We can simplify matters by writing IR
∣∣∣∣
t=0
= ~x ·H~x, where H can be written
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as
H =


µ 0 0 0 0
0 µ 0 0 0
0 0 µ 0 0
0 0 0 µ 0
0 0 0 0 0


+K,
where K is a constant matrix, independent of µ, which depends on the com-
ponents of the matrix C¯(t) evaluated at t = 0 and K55 = 1. For IR(0) > 0,
we need H to be positive deﬁnite. This implies that all of the principal
subdeterminants of H must be non-negative. So we require
µ+K11 > 0
∣∣∣∣∣ µ+K11 K12K21 µ+K22
∣∣∣∣∣ > 0,
∣∣∣∣∣∣∣
µ+K11 K12 K13
K21 µ+K22 K23
K31 K32 µ+K33
∣∣∣∣∣∣∣ > 0,
∣∣∣∣∣∣∣∣∣∣
µ+K11 K12 K13 K14
K21 µ+K22 K23 K24
K31 K32 µ+K33 K34
K41 K42 K43 µ+K44
∣∣∣∣∣∣∣∣∣∣
> 0,
|H| =
∣∣∣∣∣∣∣∣∣∣∣∣
µ+K11 K12 K13 K14 K15
K21 µ+K22 K23 K24 K25
K31 K32 µ+K33 K34 K35
K41 K42 K43 µ+K44 K45
K51 K52 K53 K54 1
∣∣∣∣∣∣∣∣∣∣∣∣
> 0.
These conditions produce a linear equation, a quadratic with leading µ2, a
cubic with leading µ3 and two quartics with leading µ4, all of which must be
positive. We therefore pick a µ which is large enough to satisfy each of these
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conditions.
We therefore conclude that at t = 0, IR > 0. Now by continuity of the
coeﬃcients of ~x in IR, it follows that there exists some t∗ such that IR ≥ 0
in the range t ∈ [0, t∗]. We may therefore state that
dE2
dt
≥ −µE2, (6.14)
in this range. We now integrate (6.14) starting from some initial data surface
t2 ∈ (0, t∗). This results in
E2[~x](t) ≤ E2[~x](t2)eµ(t2−t), (6.15)
which provides the desired bound for E2[~x](t). 
We note that the deﬁnition of E2[~x](t), (6.9), is a sum of the L2-norms of xi
for i = 1, . . . , 4 and the L2-norm of t1/2x5. Since we can bound E2[~x](t) in
t ∈ [0, t∗], it follows that in this range, xi ∈ L2(R,R) for i = 1, . . . , 4 and
t1/2x5 ∈ L2(R,R).
We next combine this result with Theorem 6.1.1 to provide a bound on
~x which holds for the entire range of t.
Theorem 6.1.3 Let ~u be a solution of (5.13), subject to Theorem 5.2.2.
Then E2[~x](t) is bounded by an a priori bound for t ∈ [0, t1], that is,
E2[~x](t) ≤ νE1[~x](t1), (6.16)
for a positive constant ν.
Proof To prove this, we note that by deﬁnition, E2[~x](t) = E1[~x](t) + (t −
1)E1[x5](t). Therefore, using the bound on E1[~x] from Theorem 5.3.1 pro-
duces E2[~x](t2) ≤ E1[~x](t1). Inserting this into (6.10) produces (6.16), where
ν = eµ(t2−t).

Corollary 6.1.4 Let ~u be a solution of (5.13), subject to Theorem 5.2.2.
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Then ~x = tc~u is uniformly bounded in the range t ∈ (0, t∗). That is
|xi| ≤ βi
for i = 1, . . . , 4 and
|t1/2x5| ≤ β5
where the βj, j = 1, . . . , 5, are constants depending on the background geom-
etry and on the initial data.
Proof We ﬁrst note that one of the eﬀects of self-similarity has been to
produce a diﬀerential operator on the left hand side of (6.2) which has only
t-dependent coeﬃcients. This means that the spatial derivative, ~x,p obeys the
same diﬀerential equation as ~x, but with a modiﬁed source term. It follows
that if we deﬁne E1[~x,p ](t) :=
∫
t2c~u,p ·~u,p dp, we can bound this energy in
an exactly similar manner to Theorem 5.3.1. Similarly, we can bound the
energy E2[ ~x,p](t) using the same argument as that of Theorem 6.1.2.
Now recall Sobolev’s inequality which states that
|~v|2 ≤ 1
2
∫
R
|~v|2 + |~v,p |2 dp,
for ~v ∈ C∞0 (R,R5). Applying this to ~x and using the bound (6.16) (with the
corresponding bound for ~x,p) produces
|xi| ≤ βi
for i = 1, . . . , 4 and
|t1/2x5| ≤ β5
where the βj, j = 1, . . . , 5, are constants depending on the background ge-
ometry and on the initial data. 
6.1.2 Behaviour of ~x at the Cauchy Horizon
Having established a bound on ~x through the use of energy norms, we now
wish to determine the behaviour of ~x as t → 0, that is, the behaviour on
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the Cauchy horizon. In particular, we must establish that ~x 6= 0 there. To
do so, we must ﬁrst strengthen the bound on ~x by using the method of
characteristics.
Lemma 6.1.5 Let ~u be a solution of (5.13), subject to Theorem 5.2.2. Then
~x obeys the bounds
|xi(t, p)| ≤ γi t1/2, |x5(t, p)| ≤ γ5, (6.17)
for i = 1, . . . , 4 and constants γj, j = 1, . . . , 5 which depend only on the
initial data and the background geometry of the spacetime.
Proof We begin by considering the ﬁrst four rows of (6.2), which we write
as
t
∂xi
∂t
+ ai(t)
∂xi
∂p
+ (ci − c)xi = Si(t, p), (6.18)
where Si(t, p) = tcΣi −
∑5
j=1,j 6=i cij(t)xj. Here ai(t) and ci(t) represent each
entry on the main diagonal of the matrices A(t) and C(t) respectively (and
we note that a1(t) = a2(t) = 0). Since the matrix C(t) is not diagonal, the
term
∑5
j=1,j 6=i cij(t)xj represents all the oﬀ-diagonal terms, which we put into
the source.
We solve equations (6.18) along characteristics. The characteristics are
given by p = pi(t) where
dpi
dt
=
ai(t)
t
= a˜i(t)⇒ pi(t) = πi(t) + ηi, (6.19)
where we use the fact that ai(t) is O(t) as t → 0, so that ai(t) = ta˜i(t),
where a˜i(t) is O(1) as t → 0. πi(t) = −
∫ t1
t
a˜i(τ)dτ and ηi = pi(t1). On
characteristics, (6.18) becomes
t
dxi
dt
(t, pi(t)) + (ci − c)xi(t, pi(t)) = Si(t, pi(t)). (6.20)
The integrating factors for these equations are given by eξi(t) where
ξi(t) = −
∫ t1
t
ci(τ)− c
τ
dτ,
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and if we Taylor expand the term inside the integral about t = 0, we will
ﬁnd that e−ξi = (t/t1)cαi(t), where αi(t) is an O(1) term containing all terms
other than the zero order term from the Taylor expansion. The solution to
(6.20) is
xi(t, pi(t)) =
(
t
t1
)c
αi(t)
αi(t1)
x
(0)
i (ηi)− tcαi(t)
∫ t1
t
τ−c−1
αi(τ)
Si(τ, pi(τ))dτ, (6.21)
where x(0)i is the initial data at t = t1. Now we ﬁx t ∈ [0, t1] and let pi ∈ R.
Then using (6.19) we can write (6.21) as
xi(t, pi(t)) =
(
t
t1
)c
αi(t)
αi(t1)
x
(0)
i (pi(t)− πi(t)) (6.22)
− tcαi(t)
∫ t1
t
τ−c−1
αi(τ)
Si(τ, pi(t) + πi(τ)− πi(t))dτ.
Now taking the absolute value of (6.22) will produce two integral terms (com-
ing from the two terms in the source Si), which we label Ii1 and Ii2. Ii1 is
given by
Ii1 = t
c|αi(t)|
∫ t1
t
τ−c−1
|αi(τ)|τ
c+1|hi(τ)||g(pi(t) + πi(τ)− πi(t))|dτ, (6.23)
where we use the fact that Si(t, p) = tcΣi −
∑5
j=1,j 6=i cij(t)xj and that Σi =
thi(t)g(p) where the hi(t) terms are O(1) functions as t → 0. We use the
mean value theorem to evaluate this, and conclude that
Ii1 = t
c |αi(t)|
|αi(t∗)| |hi(t
∗)||g(pi(t) + πi(t∗)− πi(t))|(t1 − t), . (6.24)
for t∗ ∈ [t1, t]. That is,
Ii1 ≤ µitc +O(tc+1), (6.25)
where µi = supt∈[0,t1]
|αi(t)|
|αi(t∗)|
|hi(t∗)||g(pi(t) + πi(t∗)− πi(t))|t1.
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The second integral from (6.22) is given by
Ii2 = t
c|αi(t)|
∫ t1
t
τ−c−1
|αi(τ)|
(
4∑
j=1,j 6=i
|cij(τ)||xj(τ, pi(t) + πi(τ)− πi(t))|
)
(6.26)
+
τ−c−1
|αi(τ)| (|ci5(τ)||x5(τ, pi(t) + πi(τ)− πi(t))|) dτ.
To handle this integral, we ﬁrst note that cij(t) is O(t), so that cij(t) = tc˜ij(t),
where c˜ij(t) is O(1) as t → 0. We then use the bounds on ~x coming from
Corollary 6.1.4 (as well as using the mean value theorem as before). This
produces
Ii2 = t
c |αi(t)|
|αi(t∗)|
(
4∑
j=1,j 6=i
|c˜ij(t∗)|βj (t
−c+1
1 − t−c+1)
−c+ 1 + |c˜i5(t
∗)|β5 (t
−c+1/2
1 − t−c+1/2)
−c+ 1/2
)
,
for t∗ ∈ [t1, t]. That is,
Ii2 ≤ νit1/2 +O(t) (6.27)
where νi = supt∈[0,t1]
|αi(t)|
|αi(t∗)|
|c˜i5(t∗)|β5(−c + 1/2)−1. Combining (6.25), (6.27)
and (6.22) produces
|xi(t, p)| ≤ γi t1/2, (6.28)
where the γi factors are constants depending on the initial data and the
background geometry.
Using (6.28), it is also possible to improve our previous bound on x5(t, p).
The equation which x5 obeys is
t
∂x5
∂t
+ a5(t)
∂x5
∂p
+ (c5 − c)x5 = S5(t, p), (6.29)
where S5(t, p) = tcΣ5 −
∑4
j=1 c5j(t)xj. The characteristics for this equation
are given by
dp5
dt
=
a5(t)
t
⇒ p5(t) = π5(t) + η5,
where π5(t) = −
∫ t1
t
a5(τ)
τ
dτ and η5 = p5(t1). On characteristics, (6.29) be-
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comes
t
dx5
dt
(t, p5(t)) + (c5 − c)x5(t, p5(t)) = S5(t, p5(t)). (6.30)
The integrating factor for this equation is given by eξ5(t) where
ξ5(t) = −
∫ t1
t
c5(τ)− c
τ
dτ,
and since c5(t = 0) = c, we see that e−ξ5(t) is an O(1) function as t→ 0. The
solution to (6.30) is
x5(t, p5(t)) = e
−ξ5x
(0)
5 (p5(t)− π(t)) (6.31)
− e−ξ5
∫ t1
t
eξ5(τ)
τ
(τ cΣ5(τ, p5(t) + π5(τ)− π5(t)))
− e
ξ5(τ)
τ
(
4∑
j=1
c5j(τ)xj(τ, p5(t) + π5(τ)− π5(t))
)
dτ.
The integral above contains two terms,
I1 = e
−ξ5
∫ t1
t
eξ5(τ)
τ
τ cΣ5(τ, p5(t) + π5(τ)− π5(t))dτ, (6.32)
and
I2 = e
−ξ5
∫ t1
t
eξ5(τ)
τ
(
4∑
j=1
c5j(τ)xj(τ, p5(t) + π5(τ)− π5(t))
)
dτ. (6.33)
We recall that Σ5(t, p) = h5(t)g(p) and use the mean value theorem to show
that
I1 = e
−ξ5eξ5(t
∗)h5(t
∗)g(p5(t) + π5(t
∗)− π5(t))(t
c
1 − tc)
c
, (6.34)
for t∗ ∈ [t1, t]. For the second integral, we use the mean value theorem
and the bound (6.28) which arises from the ﬁrst part of this theorem. This
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produces
I2 =
(
2e−ξ5eξ5(t
∗)
4∑
j=1
c5j(t
∗)γj
)
(t
1/2
1 − t1/2), (6.35)
for t∗ ∈ [t1, t]. Combining (6.34), (6.35) and (6.31) produces
|x5(t, p)| ≤ γ5,
where γ5 is a constant depending only on the initial data and the background
geometry.

The next lemma shows that we can bound t1/2xi,t. We use this in Lemma
6.1.7 to construct a Cauchy sequence of ~x-values in L1.
Lemma 6.1.6 Let ~u be a solution to (5.13), subject to Theorem 5.2.2. De-
fine ~χ := ∂~x/∂t. Then
|t1/2χi(t, p)| ≤ η1, (6.36)
for i = 1, . . . , 4, where η1 is a constant depending only on the background
geometry and the initial data.
Proof Deﬁne ~χ := ∂~x/∂t. By diﬀerentiating (6.2), we see that ~χ obeys
t
∂~χ
∂t
+ A(t)
∂~χ
∂p
+ (C(t) + (1− c)I)~χ = ~σ(t, p), (6.37)
where ~σ = (tc~Σ),t−A,t ∂~x∂p − C,t ~x. For i = 1, . . . , 4 this becomes
t
∂χi
∂t
+ai(t)
∂χi
∂p
+(ci(t)+1−c)χi = σi(t, p)−
5∑
j=1,j 6=i
cij(t)χj = Si(t, p), (6.38)
where ai(t) and ci(t) label the diagonal elements of the A(t) and C(t)matrices
appearing in (6.37) and since C(t) is not diagonal, the cij(t) label the oﬀ-
diagonal elements which we put in the source term Si(t, p). We note that
a1(t) = a2(t) = 0.
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As in Lemma 6.1.5, we solve (6.38) on characteristics (and these are the
same characteristics which appeared in Lemma 6.1.5). By a similar method
to that which lead to (6.22), we ﬁnd that the solutions to (6.38) can be
written as
χi(t, p) = αi(t)
(
t
t1
)c−1
χ
(0)
i (pi − πi(t))− (6.39)
αi(t)t
c−1
∫ t1
t
τ−c
αi(τ)
Si(τ, pi − πi(τ) + πi(t))dτ,
where χ(0)i (pi−πi(t)) is the initial data and the integrating factor is e−ξi(t) =
tc−1t1−c1 αi(t). As in Lemma 6.1.5, we Taylor expand the integrating factors
and put all higher order terms into O(1) functions αi(t). We note that
c− 1 > 0. Taking an absolute value of (6.39) produces two integrals (coming
from the two terms in Si(t, p)), which we label
Ii1(t, pi) = |αi(t)|tc−1
∫ t1
t
τ−c
αi(τ)
|σi(τ, pi(τ) + πi(τ)− πi(t))|dτ, (6.40)
and
Ii2(t, pi) = |αi(t)|tc−1
∫ t1
t
τ−c
|αi(τ)|
5∑
j=1,j 6=i
τ |c˜ij(τ)||χj(τ, pi(τ)+πi(τ)−πi(t))|dτ,
(6.41)
where we recall that cij(t) is O(t), so that cij(t) = tc˜ij(t), where c˜ij(t) is O(1).
Now to deal with Ii1, we note that σi(t, p) = (tcΣi),t−ai,t ∂xi∂p −C,t ~x|i, where
C,t ~x|i indicates the ith row of the matrix C,t ~x. Using the bounds (6.17) on
~x (and note that C,t ~x|i includes x5), we can see that overall σi(t, p) is O(1)
in t. It is also C∞ in t, so we can apply the mean value theorem to ﬁnd
Ii1(t, pi) = t
c−1
∣∣∣∣αi(t∗)σi(t∗, pi(t∗) + πi(t∗)− πi(t))αi(t∗)
∣∣∣∣(t−c+11 − t−c+1)(−c+ 1) ,
for t∗ ∈ [t1, t]. We can abbreviate this by writing
Ii1(t, pi) ≤ η2, (6.42)
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where η2 is a constant depending on the initial data and the background
geometry (it inherits this dependence from the bounds on ~x entering into
σi). For Ii2, we note that from (6.2), we can deduce that |t~χ| is O(1) and it
is also C∞ in t, so as before, we apply the mean value theorem to ﬁnd
Ii2(t, pi) =
5∑
j=1,j 6=i
∣∣∣∣αi(t)c˜ij(t∗)αi(t∗)
∣∣∣∣|t∗χj(t∗, pi(t∗)+πi(t∗)−πi(t))|(t−c+11 − t−c+1)(−c+ 1) ,
for t∗ ∈ [t1, t], which we can summarise as
Ii2(t, p) ≤ η3. (6.43)
Combining (6.39), (6.42) and (6.43) produces
|xi,t (t, p)| = |χi(t, p)| ≤ η1, (6.44)
for i = 1, . . . , 4, where we neglect higher order terms.

We next use this result to show that we can deﬁne a sequence ~x(n) of ~x-values
which is Cauchy in L1(R,R5).
Lemma 6.1.7 Let {t(n)} be a sequence of t-values in (0, t1] with limn→∞ t(n) =
0. For each n ≥ 1, define ~x(n)(p) = ~x(t(n), p). Then {~x(n)} is a Cauchy se-
quence in L1(R,R5).
Proof We deﬁne ~x(n) := ~x(t(n), p), where the sequence {t(n)}∞n=0 tends to
zero as n→∞. The mean value theorem produces
|~x(t(m), p)− ~x(t(n), p)| = |~x,t (t∗, p)||t(m) − t(n)|, (6.45)
for some t∗ ∈ (t(m), t(n)). For i = 1, . . . , 4, we can use the bound from Lemma
6.1.6 and integrate with respect to p to give
||xi(t(m), p)− xi(t(n), p)||1 ≤ |t(m) − t(n)|η1
∫ p2
p1
dp,
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where p1 = maxp∈R(supp[xi(t(m), p)], supp[xi(t(n), p)]) and
p2 = minp∈R(supp[xi(t(m), p)], supp[xi(t(n), p)]). From Lemma 5.3.3, we know
that supp[xi(t, p)] satisﬁes supp[xi(t, p)] ∼ − ln(t) + µ, where µ is a constant
which represents terms that remain ﬁnite as t → 0. Now since 0 ≤ t(m) ≤
t(n) ≤ t1, the largest support is that at t(m), so that
||xi(t(m), p)− xi(t(n), p)||1 ≤ |t(m) − t(n)|η1(− ln(t(m)) + µ).
We can take the n → ∞ limit above and see that x(n)i , for i = 1, . . . , 4, is a
Cauchy sequence with respect to the L1-norm.
To show that x(n)5 is a Cauchy sequence in L
1 we use a diﬀerent tactic.
As in (6.31), we write the solution to the x5 equation of motion as
x5(t, p5) = e
−ξ5(t)x
(0)
5 (p5 − π5(t))− F (t, p5), (6.46)
where
F (t, p5) = e
−ξ5(t)
∫ t1
t
eξ5(τ)
τ
S5(τ, p5 + π5(τ)− π5(t))dτ. (6.47)
Here eξ5(t) is the integrating factor, and ξ5(t) = −
∫ t1
t
c5(τ)−c
τ
dτ , π5(t) =
− ∫ t1
t
a5(τ)
τ
dτ and c5(t) and a5(t) are the (5, 5)-components of the C(t) and
A(t) matrices respectively. S5(t, p) is the source term, S5(t, p) = tcΣ5(t, p)−∑5
j=1 c5j(t)xj(t, p), where c5j(t) are the components of the ﬁfth row of the
C(t) matrix appearing in (6.2). Using (6.46) we can write
|x5(t(n), p5)− x5(t(m), p5)| ≤ (6.48)
|e−ξ5(t(n))x(0)5 (p5 − π5(t(n)))− e−ξ5(t
(m))x
(0)
5 (p5 − π5(t(m)))|+ |F (t(n), p5)− F (t(m), p5)|.
Now if we suppose that t(n) and t(m) are very close to the Cauchy horizon,
t = 0, then tracing the characteristic back to the initial data surface, we can
see that it will intersect the initial data surface outside the compact support
of the solution. That is, there exists some N such that for n,m ≥ N ,
x
(0)
5 (p5 − π5(t(n))) = x(0)5 (p5 − π5(t(m))) = 0.
Now for the second term in (6.48), we use the mean value theorem to
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show that for t∗ ∈ [t(n), t(m)],
|F (t(n), p)− F (t(m), p)| ≤
∣∣∣∣∂F∂t (t∗, p)
∣∣∣∣|t(n) − t(m)|. (6.49)
We can easily calculate
∂F
∂t
= −dξ5
dt
F (t, p)− S5(t, p)
t
. (6.50)
Now using the bounds (6.17) on ~x (and the fact that Σ5 = h5(t)g(p) where
h5(t) is O(1) as t→ 0) we can show that∣∣∣∣∂F∂t (t, p)
∣∣∣∣ ≤ µ t−1/2,
where µ is a constant depending only on the background geometry and the
initial data. Combining this with (6.49) produces
|F (t(n), p)− F (t(m),p)| ≤ µ(t∗)−1/2|t(n) − t(m)|. (6.51)
Returning to (6.48), assuming n,m ≥ N and using (6.51) produces
|x5(t(n), p)− x5(t(m), p)| ≤ µ(t∗)−1/2|t(n) − t(m)|.
Finally, we take the L1-norm to ﬁnd
||x5(t(n), p)− x5(t(m), p)||1 ≤ µ(t∗)−1/2|t(n) − t(m)|
∫ p2
p1
dp,
where p1 = maxp∈R(supp[x5(t(m), p)], supp[x5(t(n), p)]) and
p2 = minp∈R(supp[x5(t(m), p)], supp[x5(t(n), p)]). From Lemma 5.3.3, we know
that supp[x5(t, p)] satisﬁes supp[xi(t, p)] ∼ − ln(t)+µ, where µ is a constant
which represents terms that remain ﬁnite as t → 0. Now since 0 ≤ t(m) ≤
t(n) ≤ t1, the largest support is that at t(m), so that
||x5(t(n), p)− x5(t(m), p)||1 ≤ µ(t∗)−1/2|t(n) − t(m)|(− ln(t(m)) + µ).
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and taking the limit n → ∞, we see that x(n)5 is also a Cauchy sequence in
L1. So we can conclude that ~x(n) is a Cauchy sequence in L1(R,R5).

Now with Lemma 6.1.7 in place, and since we know that ~x ∈ L1(R,R5) for
t ∈ (0, t1], we can show that ~x does not vanish on the Cauchy horizon. To
do this, we will make use of two theorems from real analysis, which we state
here. The proofs of both theorems are standard; see [33] for details.
Theorem 6.1.8 Let 1 ≤ p ≤ ∞. Suppose Ω is some set, Ω ⊆ Rn, and let
f (i), i = 1, 2, . . . be a Cauchy sequence in Lp(Ω). Then there exists a unique
function f ∈ Lp such that ||f (i) − f ||p → 0 as i→∞, that is, f (i) converges
strongly in the Lp-norm to f as i→∞.
Furthermore, there exists a subsequence f (i1), f (i2), . . ., i1 < i2 < . . . and
a non-negative function F ∈ Lp(Ω) such that
• Domination: |f (ik)(x)| ≤ F (x) for all k and for a dense subset of x ∈ Ω,
• Pointwise Convergence: limk→∞ f (ik)(x) = f(x) for a dense subset of
x ∈ Ω.
Theorem 6.1.9 (Lebesgue’s Dominated Convergence Theorem) Let {f (i)}
be a sequence of summable functions which converges to f pointwise almost
everywhere. If there exists a summable F (x) such that |f (i)(x)| ≤ F (x) ∀i,
then |f(x)| ≤ F (x) and
lim
i→∞
∫
Ω
f (i)(x)dx =
∫
Ω
f(x)dx,
that is, we can commute the taking of the limit with the integration.
Theorem 6.1.10 Let ~u be a solution to (5.13), subject to Theorem 5.2.2.
Then ~x(t, p) = tc~u does not vanish as t → 0, for a generic choice of initial
data. Here the term generic refers to the open and dense subset of initial
data which leads to this result.
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Proof Since ~x ∈ L1 for t ∈ (0, t1], the proof of this theorem follows by an
application of the two theorems from analysis quoted above. Consider the
sequence ~x(n) := ~x(t(n), p), where {t(n)}∞n=0 tends to zero as n → ∞. In
Lemma 6.1.7, we showed that this sequence is Cauchy in L1. Theorem 6.1.8
therefore provides for the existence of a dominated subsequence of ~x(n). In
particular, by applying this theorem we may conclude that there exists a
non-negative H ∈ L1(R,R) and a unique ~h ∈ L1(R,R5) such that
|~x (nm)| ≤ H(p) ∀m,
and ||~x (nm) − ~h||1 → 0 as m → ∞. Next we apply the Lebesgue dominated
convergence theorem (Theorem 6.1.9) to the dominated subsequence ~x (nm).
This produces
lim
m→∞
∫
R
~x(t(nm), p) dp =
∫
R
~x(0, p)dp, (6.52)
where we identify ~h ∈ L1(R,R5) with ~x(0, p). 1
Now if we recall Remark 5.3.1, which indicated that limt→0
∫
R
~x dp 6= 0,
we can conclude that limm→∞
∫
R
~x(t(nm), p) dp 6= 0. Combining this with
(6.52) produces ∫
R
~x(0, p)dp 6= 0, (6.53)
which implies that there exists an open subset (a, b) on the Cauchy horizon
such that ~x(t, p) 6= 0 for p ∈ (a, b). We note that (6.53) holds generically
since limt→0
∫
R
~x dp 6= 0 for a generic set of initial data (see Remark 5.3.1).

We conclude that ~x := tc~u exists and is non-zero on the Cauchy horizon for
p ∈ (a, b), for a general choice of initial data. This in turn tells us that the
perturbation ~u diverges in a pointwise manner at the Cauchy horizon, with
a characteristic power given by t−c.
1That is, ~x(0, p) is defined on a dense subset of R by the second result of Theorem
6.1.8. It suffices to take any bounded extension to “fill in” the definition of ~x(0, p) on the
remaining set of zero measure.
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Theorem 6.1.11 There exists an open and dense subset of initial data ~u(0) ∈
L1(R,R5) such that the solution ~u of (6.1) corresponding to this initial data
blows up as t→ 0 on an open subset p ∈ (a, b), that is
lim
t→0
~u(t, p) =∞, ∀p ∈ (a, b). (6.54)
Proof It follows immediately from Theorem 6.1.10 that ~u blows up as t→ 0
on an open subset p ∈ (a, b) for a choice of C∞0 (R,R5) initial data. Recall
Remark 5.3.1 which indicates that x¯ =
∫
R
~x dp 6= 0 for a generic choice of
initial data from L1(R,R5). We can therefore extend the results of Theorem
6.1.10 to a choice of initial data taken from an open and dense subset of L1.
We conclude that for such initial data
lim
t→0
~u(t, p) =∞, ∀p ∈ (a, b).

6.2 Physical Interpretation of Variables
So far, we have established the behaviour of ~u as it approaches the Cauchy
horizon. We now wish to provide an interpretation of these results in terms
of the perturbed Weyl scalars, which represent the gravitational radiation
produced by the metric and matter perturbations. In this section, we will
use the coordinate system (u, v, θ, φ), where u and v are the in- and outgo-
ing null coordinates (see (2.10) for their deﬁnitions), rather than (z, p, θ, φ)
coordinates. This is a useful choice of coordinate system to make when con-
sidering the perturbed Weyl scalars. We follow throughout the presentation
of [39].
For the even parity perturbations, only two of the perturbed Weyl scalars,
δΨ0 and δΨ4, are identiﬁcation and tetrad gauge invariant (see [39] and [53]).
This means that if we make a change of null tetrad, or a change of our back-
ground coordinate system, we will ﬁnd that these terms are invariant under
such changes. We note that δΨ0 and δΨ4 represent transverse gravitational
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waves propagating radially inwards and outwards.These terms are given by
δΨ0 =
Q
2r2
l¯Al¯BkAB, δΨ4 =
Q∗
2r2
n¯An¯BkAB,
where Q and Q∗ are angular coeﬃcients depending on the other vectors in
the null tetrad, and on the basis constructed from the spherical harmonics.
The ingoing and outgoing null vectors l¯A and n¯A are given in (2.11). The
term
δP−1 = |δΨ0δΨ4|1/2 (6.55)
is also invariant under spin-boosts, and therefore has a physically meaningful
magnitude [39].
Theorem 6.2.1 The perturbed Weyl scalars δΨ0 and δΨ4, as well as the
scalar δP−1, diverge on the Cauchy horizon.
Proof We begin by writing the tensor kAB in (u, v) coordinates as
kAB =
(
η(u, v) ν(u, v)
ν(v, v) λ(v, v)
)
.
The condition that kAB be tracefree results in ν(u, v) = 0. In (u, v) coordi-
nates, the perturbed Weyl scalars become
δΨ0 =
Q
2r2B2
η(u, v), δΨ4 =
Q∗
2r2
λ(u, v),
where the factor of B(u, v) is the same factor which appears in (2.11). Now
by performing a coordinate transformation, we can write α(z, p) and β(z, p)
(the components of kAB in (z, p) coordinates) in terms of η(u, v) and λ(u, v)
and by so doing, we can ﬁnd δΨ0 and δΨ4 in terms of α(z, p) and β(z, p).
We ﬁnd
δΨ0 = F (z, p)(α(z, p)− f−1− (z)β(z, p)), (6.56)
δΨ4 = G(z, p)(f+(z)α(z, p)− β(z, p)),
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where the coeﬃcients F and G are given by
F (z, p) =
Q
2r2B2
f 2+
u2
(
f−
f− − f+
)
, G(z, p) =
Q∗
2r2
f 2−
v2
(
1
f+ − f−
)
,
and we note that F ∼ r−4 and G ∼ r−2 (recall that B(u, v) ∼ r2).
Now, if we retrace our steps through the ﬁrst order reduction in Section
5.2, we ﬁnd that u5(z, p) contributes to α(z, p), β(z, p), k(z, p) and its ﬁrst
derivatives. In particular, the pointwise divergence of u5(z, p) on the Cauchy
horizon produces a similar divergence in these terms. We can write α and β
as
α(z, p) =
S
1− S˙2
(
u4(−1 + S˙) + u5(1 + S˙) + 2u1(1 + S˙)
)
, (6.57)
β(z, p) =
S
1 + S˙2
(
u4(−1 + S˙)(z − S + zS˙) + 2z(1 + S˙)u1 + u5(z − zS˙ + S(1 + S˙))
)
,
where S(z) = (1+ az)2/3 is the radial function. Combining (6.56) and (6.57)
produces
δΨ0 = F (z, p)(β1(z)u4(z, p) + β2(z)u5(z, p) + β3(z)u1(z, p)),
δΨ4 = G(z, p)(β4(z)u4(z, p) + β5(z)u1(z, p) + β6(z)u5(z, p)),
where
β1(z) =
2(−1 + S˙)SS˙2
1− S˙4 ,
β2(z) = S
(
1
1− S˙ −
z − zS˙ + S(1 + S˙)
(z − S + zS˙)(1 + S˙2)
)
,
β3(z) = 2S
(
1
1− S˙ −
z(1 + S˙)
(z − S + zS˙)(1 + S˙2)
)
,
β4(z) =
2(−1 + S˙)
1− S˙4 (S + zS˙(−1 + S˙)),
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β5(z) =
2S2(1 + S˙)2
1− S˙4 ,
β6(z) =
S
1− S˙4 (−S˙(1 + S˙)(−2S˙S − z + S˙
2z)).
So δΨ0 and δΨ4 depend on u5 and therefore they diverge as the Cauchy
horizon is approached. Similarly, δP−1 diverges on the Cauchy horizon, as it
depends on δΨ0 and δΨ4. 
To construct a gauge invariant interpretation for the matter term Γ(z, p),
we note that by comparing the GS terms (3.9) and (3.17) to (5.1), we ﬁnd
that
TA = ρ¯(z, p) u¯A(Γ(z, p) + g(p))
which we contract with the background dust velocity u¯A to ﬁnd
u¯ATA = −ρ¯(z, p)(Γ(z, p) + g(p))
where u¯ATA is a gauge invariant scalar.
6.3 Discussion
We have determined that even parity perturbations of the naked self-similar
Lemaître-Tolman-Bondi spacetimes diverge generically on the Cauchy hori-
zon associated with the naked singularity. Here the term generic refers to the
open, dense subset of L1 initial data which lead to this divergence. We can
give a physical interpretation of this result in terms of the perturbed Weyl
scalars, and ﬁnd that these scalars also diverge.
Iguchi, Harada and Nakao [26] studied the behaviour of the quadrupole
mode (l = 2) of the even parity perturbations of the LTB spacetime. They
numerically solved the linearised Einstein equations and found that this per-
turbation diverged on the Cauchy horizon. In one sense, our results are a
generalization of theirs, in that this method allows us to treat all perturba-
tions. However, the extra symmetry of self-similarity is needed in order to
apply our methods.
134
We note a potential issue with this work. Our perturbations are at linear
order; it follows that it is somewhat strange to conclude that they diverge on
the Cauchy horizon, as they are therefore far too large to remain at linear
order. However, this result still indicates that this spacetime is not stable to
perturbation.
In Chapter 4, we demonstrated that the odd parity perturbations of this
background spacetime are ﬁnite for all l, where ﬁniteness was measured with
respect to initial values of a natural energy norm for the odd parity system.
Taken as a whole, these results supports the hypothesis of cosmic censorship,
in that one should expect perturbations on a naked singularity spacetime to
diverge as the Cauchy horizon is approached. Overall, we have established
the linear instability of the naked singularity in this class of LTB spacetimes.
The background spacetime investigated here is of course not a serious
model of gravitational collapse, as at the very least, it ignores the eﬀects of
pressure during the collapse. A natural extension of this work would therefore
be to consider the self-similar perfect ﬂuid model, which contains a naked
singularity for a wide range of the equation of state parameter. The study of
the behaviour of perturbations in this spacetime would be a very interesting
application of the methods developed here.
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Part III
Conclusions
136
Chapter 7
Conclusions
We summarise here the main results of this thesis. There were two main
topics of research in this thesis, the behaviour of odd and even parity pertur-
bations of the self-similar LTB spacetime. For the odd parity perturbations:
• Through the use of energy methods for hyperbolic equations, we estab-
lished that the odd parity perturbation remains ﬁnite on the Cauchy
horizon. The term ﬁnite refers to certain natural integral energy mea-
sures (as well as pointwise values thereof) which arise in this spacetime,
whose value bounds the growth of the gauge invariant scalar.
• We used this result to establish the behaviour of the perturbed Weyl
scalars, showing that they too remain bounded by similar ﬁnite terms.
• We considered separately the behaviour of the l = 1 perturbation and
found that a similar result pertains in that case.
For the even parity perturbations:
• We considered an averaged form of the perturbation state vector and
showed, through the use of methods for systems of ordinary diﬀerential
equations with regular singular points, that it displays a generic diver-
gence in its Lq-norm as the Cauchy horizon is approached. The term
generic refers to the open and dense subset of L1 initial data which
leads to this divergence.
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• We next introduced a scaled form of the perturbation and used an
extension of odd parity energy methods to bound it in the approach
to the Cauchy horizon. Through the use of the method of character-
istics, we were able to improve these bounds, and by applying some
theorems from real analysis we established that the scaled form of the
perturbation is generically non-zero on some interval of the Cauchy
horizon. This in turn indicates that the perturbation itself diverges on
the Cauchy horizon, for a generic choice of L1 initial data.
• We provided an interpretation of these results in terms of the perturbed
Weyl scalars and established that they also diverge at the Cauchy hori-
zon.
Overall, these results show that linear non-spherical perturbations of this
spacetime diverge on the Cauchy horizon, as a general perturbation is a linear
combination of odd and even parity perturbations. This establishes the linear
instability of the naked singularity in the self-similar LTB spacetime. This
result supports the hypothesis of cosmic censorship.
In principle, the methods developed in this work should be applicable to
any spacetime which is self-similar and spherically symmetric. We require
spherical symmetry since without it, we cannot use the Gerlach-Sengupta for-
malism at all. Self-similarity is required to prove various results in Chapters
4, 5 and 6, chieﬂy because it a produces equations of motion with operators
whose coeﬃcients depend only on z, rather than on z and p.
A particularly interesting application of these methods would be the self-
similar perfect ﬂuid spacetime. This spacetime was considered in detail in
[45] and [3]. The naked singularity in this spacetime is one of the strongest
counter-examples to cosmic censorship in the literature. In principle, the
behaviour of linear non-spherical perturbations in this spacetime should be
amenable to the methods developed here. However, there are at least two
diﬃculties which we can anticipate.
Firstly, the self-similar LTB spacetime is exactly solvable, in that one
can explicitly solve the background Einstein equations and give the metric
functions in terms of z. The same is not true of the self-similar perfect ﬂuid.
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An explicit knowledge of background functions was important at various
stages throughout this work (for example, in Lemma 4.4.2, in Corollary 4.4.3,
in Lemma 4.5.1, in Theorem 5.3.1 and in Theorem 6.1.1). Without this
background knowledge, we would need to either modify our methods to avoid
this diﬃculty, or to numerically solve the background Einstein equations so
as to access the information we need.
Another general diﬃcultly lies in the additional complexity of the back-
ground spacetime due to the non-zero pressure. The ﬁrst task in a study
of this spacetime would be to prove the existence of solutions to the back-
ground Einstein equations. This will involve navigating the sonic point and
the past null cone of the naked singularity, as well as determining a useful
condition for nakedness of the singularity in this spacetime. This adds an
extra layer of complexity to the problem. However, despite these additional
issues, we expect that these methods should be applicable to general linear
perturbations of the self-similar perfect ﬂuid spacetime.
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Appendix A
Odd Parity Perturbations
A.1 First Order Reduction
The matrices X(z) and W (z) appearing in (4.13) are given by
X =


0 0 0
0 0 −γ(z)
0 1 −ξ(z)

 ,
W =


0 1 −ξ(z)
−c(z)
(
− β,z¯
β(z)
+ a(z)
)
−ξ(z)
(
− β,z¯
β(z)
+ a(z)
)
+ (ξ,z¯ (z)− b(z))
0 0 0

 .
The source vector ~j is given by ~j = (0, eκpΣ(z, p), 0)T .
In order to use the standard theorem which proves existence and unique-
ness of solutions to systems sych as (4.13), we requireX andW to be smooth,
matrix-valued bounded functions of z¯ on [0,∞), such that X is symmetric
with real, distinct eigenvalues. The matrix X given above is not symmet-
ric, however, it is easy to check that it is symmetrizable, and therefore a
ﬁrst order symmetric hyperbolic form of (4.5) does exist. The matrix which
symmetrizes X is
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N =


1 0 0
0 eν(z − eν/2(1 + z2e−ν)1/2) e−ν(z + eν/2(1 + z2e−ν)1/2)
0 1 1

 ,
so that X˜ = N−1XN is a symmetric matrix. X˜(z) and W˜ (z) = N−1WN
are given by
X˜ =


0 0 0
0 x+(z) 0
0 0 x−(z)

 ,
where
x±(z) =
±4γ(z)∓ ξ(z)(ξ(z) +√−4γ(z) + ξ2(z))
2
√−4γ(z) + ξ2(z) ,
and
W˜ =


0 y+1 (z) y
−
1 (z)
c(z)√
−4γ(z)+ξ2(z)
y+2 (z) y
−
2 (z)
− c(z)√
−4γ(z)+ξ2(z)
y+3 (z) y
−
3 (z)

 . (A.1)
The components of the W˜ matrix are given by
y±1 (z) =
1
2
(
−ξ ∓
√
−4γ(z) + ξ2(z)
)
,
y±2 (z) =
ζ(z)
2β(z)
√−4γ(z) + ξ2(z) ,
y±3 (z) =
w(z)
2
√−4γ(z) + ξ(z)2 ,
where
ζ(z) = 3ξ(z)±
√
−4γ(z) + ξ2(z)β˙(z) + β(z)(2b(z)− 3a(z)ξ(z))
+ β(z)(a(z)
√
−4γ(z) + ξ2(z)− 2ξ˙(z)),
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and
w(z) = (ξ(z)∓
√
−4γ(z) + ξ2(z))
(
a(z)− β˙(z)/β(z)
)
−2b(z)− 2ξ(z)
(
−a(z) + β˙(z)/β(z)
)
+ 2ξ˙(z).
The symmetric hyperbolic form of (4.5) is given by
~Ψ,z¯ = X˜ ~Ψ,p+(N
−1
z¯ N + Y˜ )~Ψ+~j
′ (A.2)
where ~Ψ := N−1~Φ, and ~j′ = N−1~j is given by
~j′ =


0
−1
2
eν/2eκpΣ
1
2
eν/2eκpΣ

 .
A.2 Proof of Lemmas 4.5.1, 4.5.2 and 4.5.3
In this appendix we provide the proofs of Lemmas 4.5.1, 4.5.2 and 4.5.3 which
were omitted in the main text.
Proof of Lemma 4.5.1: That A(u, v) is bounded follows immediately from
the results in Section 4.4. To bound A,u (u, v) and A,v (u, v), we write them
in terms of A,z and A,p. We ﬁnd that
A,u (u, v) =
f+(z)
u
(
f−(z)
f−(z)− f+(z)
)[
∂A
∂z
− 1
f−(z)
∂A
∂p
]
,
A,v (u, v) =
1
v
(
f−(z)
f+(z)− f−(z)
)[
f+(z)
∂A
∂z
− ∂A
∂p
]
. (A.3)
We note that by using (2.10), one can show that f+(z)
u
tends to a ﬁnite value
as z → zc. Then since A,z and A,p can be bounded by a priori initial data
(see (4.23) and (4.25)), it follows that A,u (u, v) can be bounded by similar
a priori terms. By an exactly similar argument, we can show that A,v is
bounded. 
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Proof of Lemma 4.5.2: We can write (4.32) as A,uv = F (u, v) and by
noting the form of the coeﬃcients (4.33) and that A,u and A,v are bounded,
it follows that A,uv is bounded in the approach to the Cauchy horizon.
To deal with A,vv, we ﬁrst write (A.3) as A,v =
H(z,p)
v
, where
H(z, p) =
f−
f+ − f− (f+A,z −A,p ).
Taking a derivative of A,v with respect to v and converting to (z, p) coordi-
nates produces a set of terms which depend on H, H,p and H,z,
A,vv = − 1
v2
H(z, p) +
1
v2
(
f−
∂H
∂z
+
∂H
∂p
)
. (A.4)
The partial derivatives of H(z, p) with respect to z and p are given by
∂H
∂p
=
f−
f+ − f− (f+A,zp−A,pp ),
and
∂H
∂z
=
(
f−
f+ − f−
)
,z (f+A,z −A,p ) + f−
f+ − f− (f+,z A,z +f+A,zz −A,zp ).
(A.5)
Now in (A.4), the terms involving H and H,p remain ﬁnite in the approach
to the Cauchy horizon. This follows since these terms involve A,z, A,p, A,pp
and A,zp, which Theorem 4.4.5 and Lemma 4.4.6 show to be bounded by a
priori terms (recall that we can take p-derivatives in these results to show
that A,p, A,pp and A,zp are bounded).
It remains to show that the H,z term remains ﬁnite as the Cauchy horizon
is approached. If we examine (A.5), we see that we have terms involving A,z,
A,p, A,zp and f+A,zz. The ﬁrst three of these remain ﬁnite in the approach
to the Cauchy horizon as discussed above. Now by solving (4.5) for A,zz, we
ﬁnd that we can write f+A,zz as
f+A,zz = − f+
β(z)
(γ(z)A,pp+ξ(z)A,zp+a(z)A,z +b(z)A,p+c(z)A−eκpΣ(z, p)).
(A.6)
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The term (γ(z)A,pp+ξ(z)A,zp+a(z)A,z +b(z)A,p+c(z)A−eκpΣ(z, p)) remains
ﬁnite in the approach to the Cauchy horizon. This follows immediately from
the boundedness of A,pp, A,zp, A,z, A,p and A, and from the boundedness of
the coeﬃcients γ(z), ξ(z), a(z), b(z) and c(z). The source term eκpΣ(z, p) is
bounded everywhere, assuming a ﬁnite perturbation of the dust velocity, see
(4.12).
To deal with the factor of f+β−1 in (A.6), we note that β(z) can be written
as β(z) = e−ν(eν/2 − z)(eν/2 + z) (see 4.6), so that f+β−1 = eν(eν/2 − z)−1.
This remains ﬁnite as the Cauchy horizon is approached. We can therefore
conclude that the term f+A,zz remains ﬁnite, and indeed, is bounded by a
priori terms. It follows that (A.5) also remains ﬁnite, and ﬁnally A,vv, given
by (A.4) also remains ﬁnite as the Cauchy horizon is approached, and is
bounded by a priori terms inherited from the bounds on A, A,z, A,p, A,pp,
A,zp and Σ.
Finally, we must show that A,uu is bounded in the approach to the Cauchy
horizon. This proof involves two steps. Firstly, by following a procedure
similar to that given above, we can establish a bound on uA,uu. We write
A,u as A,u=
G(z,p)
u
where
G(z, p) =
f+f−
f− − f+
(
A,z −A,p
f−
)
.
Taking a u derivative of A,u results in
A,uu= − 1
u2
G(z, p) +
1
u2
(
f+
∂G
∂z
+
∂G
∂p
)
. (A.7)
G,z and G,p are given by
∂G
∂p
=
f+f−
f− − f+
(
A,zp−A,pp
f−
)
, (A.8)
and
∂G
∂z
=
(
f+f−
f− − f+
)
,u
(
A,z −A,p
f−
)
+
f+f−
f− − f+
(
A,zz −A,zp
f−
+
f−,z
f 2−
A,p
)
.
(A.9)
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By the same argument as that given above, we can conclude that f+A,zz
remains ﬁnite as the Cauchy horizon is approached, so that G,z and G,p
both remain ﬁnite in this limit. If we combine (A.7), (A.8) and (A.9), we
ﬁnd that we can write A,uu as
A,uu=
f+
u2
G˜(z, p),
where
G˜(z, p) =
∂G
∂z
+
f−
f− − f+
(
A,zp−A,z +A,p−A,pp
f−
)
,
and this term is bounded by a priori terms as the Cauchy horizon is ap-
proached. Now since f+
u
tends to a ﬁnite constant as z → zc, it follows that
uA,uu is bounded by a priori terms inherited from the bounds on A, A,z,
A,p, A,pp, A,zp and Σ . This result is not suﬃcient for our requirements in
Section 4.5.2, but we can use it to establish a stronger bound on A,uu.
We return to the wave equation, in the form A,uv = F (u, v). By integrat-
ing with respect to v, we ﬁnd
A,u (u, v)− A,u (u, v0) =
∫ v
v0
F (u, v¯)dv¯. (A.10)
where F (u, v) = (α1)−1 (−α2(u, v)uA,u−α3(u, v)v A,v−α4(u, v)A+ eκpΣ(u, v)).
Now we can make a choice of v0 such that v0 does not intersect the compact
support of the perturbation (see Figure 4.2). With this choice, A,u (u, v0) =
0. Then taking a u derivative of (A.10) results in
A,uu=
∫ v
v0
∂F
∂u
(u, v¯)dv¯. (A.11)
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We can write ∂F
∂u
as
∂F
∂u
=
α1,u
α21
(−α2(u, v)uA,u−α3(u, v)v A,v−α4(u, v)A) (A.12)
+
α1,u
α21
eκpΣ(u, v)− 1
α1
(α2,u uA,u+α2A,u )
− 1
α1
(α2uA,uu+α3,u vA,v +α3vA,uv +α4,uA+ α4A,u−(eκpΣ),u ) .
Now, if we consider (4.33), we see that we can write α1 = α˜1f+ , where α˜1 =
2z(β + ξ)f−1− + 2γf+. Then we can show that
α1,u
α21
=
f+
u
1
α˜21
(−α˜1f+,z +α˜1,z f+), (A.13)
which remains ﬁnite as the Cauchy horizon is approached (since f+
u
tends to
a ﬁnite constant as z → zc, and by inspection, so do α˜1, α˜1,z and f+,z). From
(A.13), and the results of Lemma 4.5.1, we can conclude that the ﬁrst term
in (A.12) remains ﬁnite as the Cauchy horizon is approached.
Similarly, by writing α2 = α˜2f+ , where α˜2 = a(z) + b(z)f+, we can show
that
α2,u
α1
u =
1
α˜1
(−α˜2f+,z +f+α˜2,z ), (A.14)
and
α2
α1
=
α˜2
α˜1
, (A.15)
which remain bounded as the Cauchy horizon is approached, since by in-
spection, α˜1, α˜2, f+,z and α˜2,z tend to ﬁnite constants as the Cauchy horizon
is approached. Now the terms α3,u vA,v +α4,uA + α4A,u−(eκpΣ),u which
appear in the second term in (A.12) are bounded as the Cauchy horizon is
approached. This follows from Lemma 4.5.1 and from the boundedness of the
coeﬃcients α3,u, α4,u, α4 (which can be easily seen by converting to (z, p)
coordinates and using 4.33). (eκpΣ),u reduces to z and p derivatives of Σ
when we switch to (z, p) coordinates, and these are bounded in the approach
to the Cauchy horizon.
The remaining terms from (A.12) which must be dealt with are α2,u uA,u α
−1
1 ,
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α2A,u α
−1
1 , α2uA,uu α
−1
1 , α3vA,uv α
−1
1 . Now combining (A.14), (A.15) and the
results of Lemma 4.5.1, as well as our result for the boundedness of uA,uu, we
see that these terms remain bounded as the Cauchy horizon is approached.
We can therefore conclude that ∂F
∂u
remains ﬁnite, and therefore, from (A.11),
A,uu also remains bounded as the Cauchy horizon is approached. In partic-
ular, A,uu is bounded by a priori terms arising from the bounds on A, A,z,
A,p, A,pp, A,zp and Σ. 
Proof of Lemma 4.5.3: That A itself is bounded with this choice of initial
data follows immediately from the second part of Theorem 4.4.8. To show
the boundedness of the derivatives, we follow a procedure similar to that
used to prove Theorem 4.4.8.
The space C∞0 (R,R) is dense in each of H
3,2(R,R) and H1,2(R,R). It
follows that there exist sequences {f(m)}∞m=0, {j(m)}∞m=0 and {h(m)}∞m=0, with
f(m), j(m) and h(m) ∈ C∞0 (R,R), such that f(m) → f , j(m) → j and h(m) →
h as m → ∞, with convergence in the H3,2(R,R) and H1,2(R,R) norms
respectively.
Then for all m ≥ 0, we take f(m), j(m) and h(m) as initial data for A and
A,z, and apply Theorems 4.3.1, 4.4.4 and 4.4.5 to ﬁnd a sequence of solutions
A(m) which obeys at each m the a priori bounds from Theorem 4.4.5 and
Lemma 4.4.6. By taking p-derivatives in these results as required, we can
establish similar bounds on A(m),p, A(m),pp and A(m),zp. We can then take
the m→∞ limit and will ﬁnd a solution A ∈ C([zc, z],H3,2(R,R)).
Finally, we apply Lemmas 4.5.1 and 4.5.2 to establish bounds on the
required u and v derivatives of A. These terms will be bounded by a priori
terms inherited from the bounds on A, A,z, A,p, A,pp, A,zp and Σ. The order
of derivatives of A and Σ required for these bounds dictates the choice of
Sobolev spaces for the initial data speciﬁed in this lemma. 
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Appendix B
Even Parity Perturbations
B.1 Equations of Motion
We list here the various matrix coeﬃcients and source terms omitted in
Sections 5.2, 5.3 and 6.1. We neglect to list those terms whose exact form
is not important. We note in what follows that S = S(z) = (1 + az)2/3 is
the radial function, q = q(z) = λ/4π(−zS˙+S)S2 is the density function and
· = ∂
∂z
. L is the angular number (see Chapter 3).
The ﬁve dimensional system takes the form
∂~u
∂z
+ A˜(z)
∂~u
∂p
+ C˜(z)~u = ~σ(z, p)
where the matrix coeﬃcient A˜(z) is given in Section 5.2. C˜(z) is given by
C˜ =


c11 c12 c13 c14 c15
c21 c22 0 c24 c25
c31 c32 c33 c34 c35
c41 0 c43 c44 c45
c51 0 c53 c54 c55


,
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where
c11 =
−3z(−1 + S˙)S˙2 − S2S¨ + S(3S˙2 − zS¨ + S˙(−3 + 2zS¨))
S(−1 + S˙)(S − zS˙) ,
c12 = −−1 + S˙
2S
, c13 =
−1 + S˙
2S
,
c14 =
−1 + S˙
2S
, c15 =
−1 + S˙
2S
,
c21 = − 8πqS−1 + S˙ , c22 = −
q˙
q
,
c24 = − 4πqS
1 + S˙
, c25 = − 4πqS−1 + S˙ ,
c31 =
n1
zS(−1 + S˙)(S − zS˙)2 ,
n1 = 2(2z
3S˙4 − 2z2SS˙2(3S˙ + zS¨) + S3(−2S˙ + z2S(3))
+ zS2(6S˙2 + z2S¨2 + zS˙(2S¨ − zS(3)))),
c32 = −2
z
− q˙
q
, c33 =
1
z
+
2S˙
S
,
c34 =
n2
2zS(1 + S˙)
,
n2 = zS˙(2− L− L2 + 2S˙ + 2S˙2)− 4S2S¨ + S(−2 + L+ L2 − 2S˙2 − 2zS¨
+ S˙(−2 + 4zS¨)),
c35 =
n3
2zS(−1 + S˙) ,
n3 = zS˙(−2 + L+ L2 + 2S˙ − 2S˙2) + 4S2S¨ − S(−2 + L+ L2 − 2S˙2 + 2zS¨
+ S˙(2 + 4zS¨)),
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c41 =
4(1 + S˙)(−zS˙2 + S(S˙ + zS¨))
S(−1 + S˙)(z − S + zS˙) ,
c43 =
(1 + S˙)(S − zS˙)
S(z − S + zS˙) ,
c44 =
3 + (z + S)S¨ + S˙(3 + zS¨)
(1 + S˙)(z − S + zS˙) ,
c45 =
(1 + S˙)(S − zS˙)
S(z − S + zS˙) ,
c51 = −4(−zS˙
2 + S(S˙ + zS¨))
S(z + S − zS˙) ,
c53 = −(−1 + S˙)(S − zS˙)
S(z + S − zS˙) ,
c54 = −(−1 + S˙)(S − zS˙)
S(z + S − zS˙) ,
c55 = −3 + (−z + S)S¨ + S˙(−3 + zS¨)
(−1 + S˙)(z + S − zS˙) .
The ﬁve dimensional source term is given by ~Σ5 = ~f(t)g(p) where ~f(t) =
(0, 0, f1(z), f2(z), f3(z))
T and
f1(z) = −16πq(−S + zS˙)
zS
, f2(z) = −8πq(1 + S˙)(S − zS˙)
S(z − S + zS˙) ,
f3(z) =
8πq(−1 + S˙)(S − zS˙)
S[z](z + S − zS˙) .
In Sections 5.3 and 6.1 we used the system in the form
t
∂~u
∂t
+ A(t)
∂~u
∂p
+ C(t)~u = ~Σ(t, p).
Here A(t) = tA˜(z), C(t) = tC˜(z) and ~Σ(t, p) = t~Σ5(z, p).
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The coeﬃcients appearing in (5.11) are given by
g1(z) =
m1(z)
(−1 + S˙)(−S + zS˙) ,
g2(z) = 2S(2S
2 + 2z2S˙2 + zS(−4S˙ + zS¨)),
g3(z) = −2S2(S + z(−S˙ + zS¨)),
g4(z) = −m2(z)
1 + S˙
, g5(z) =
m3(z)
1− S˙ ,
g6(z) = 2S
2(S − zS˙), g7(z) = 32πqS(S − zS˙)2,
where
m1(z) = 4S(−6z2SS˙3 + 2z3S˙4 + 4πzqS2(S − zS˙)2 + S3(−2S˙ + zS¨)
+ zS2(6S˙2 − zS˙S¨ + z2S¨2))
m2(z) = S(z
2S˙(1 + S˙)(−2 + L+ L2 − 2S˙ − 2S˙2) + S3(8πzq − 4S¨)
− zS(−2 + L+ L2 − 4S˙3 − 2zS¨ + 2S˙(−3 + L+ L2 + zS¨) + S˙2(−6 + 4zS¨))
+ S2(−2 + L+ L2 − 2S˙2 + 4zS¨ + S˙(−2− 8πz2q + 8zS¨))),
m3(z) = S(−z2(−1 + S˙)S˙(−2 + L+ L2 + 2S˙ − 2S˙2) + 4S3(2πzq + S¨)
− zS(−2 + L+ L2 + 4S˙3 + 2zS¨ − 2S˙(−3 + L+ L2 − zS¨)− 2S˙2(3 + 2zS¨))
− S2(−2 + L+ L2 − 2S˙2 − 4zS¨ + S˙(2 + 8πz2q + 8zS¨))).
The coeﬃcient matrix E(z) appearing in (5.12) is given by
E(z) =


0 1 0 0
0 0 0 0
0 0 3(1+az)
1/3
3+az−3z(1+az)1/3
0
0 0 0 − 3(1+az)1/3
3+az+3z(1+az)1/3

 ,
so we can explicitly see that this system is not symmetric hyperbolic.
Finally, we present the similarity matrix S (which appears in Section
6.1.1 and is used in the proof of Theorem 6.1.1), a constant matrix which
transforms the zero order term of the Taylor expansion of C(t), C(t = 0),
151
into C¯0. It is given by
S =


s1 s2 s2 0 0
0 0 0 1 0
0 0 1 0 0
0 1 0 0 0
1 0 0 0 1


,
where
s1 =
S(zc)(3 + (−zc + S(zc))S¨(zc) + S˙(zc)(−3 + zcS¨(zc)))
4(−1 + S˙(zc))(zcS˙(zc)2 − S(zc)(S˙(zc) + zS¨(zc)))
,
s2 =
(−1 + S˙(zc))(−S(zc) + zcS˙(zc))
4(−zcS˙(zc)2 + S(zc)(S˙(zc) + zcS¨(zc)))
.
B.2 The Behaviour of c
In the statement of Theorem 5.3.1, we looked that the Jordan canonical
form of the zero order term in the Taylor expansion of the matrix C(t). We
claimed that the only non-zero eigenvalue of this matrix was in the range
c ∈ (3,+∞), for a ∈ (0, a∗). Here we prove this claim.
In the previous section, we presented the coeﬃcients of the equation of
motion for ~u. Recall that the coeﬃcient of ~u was given as C˜(z), where in
terms of the notation of (5.13), C(t) = tC˜(z). After we put C˜(z) in Jordan
canonical form, we ﬁnd that the only non-zero term is the (5, 5) entry, which
is given by
c˜55 =
3 + (S − z)S¨ + S˙(−3 + zS¨)
(1− S˙)(z + S − zS˙) . (B.1)
Now deﬁne h(z) := z + S − zS˙. On the Cauchy horizon, h(zc) = 0 by
deﬁnition. We can use this to Taylor expand the numerator of (B.1) and to
simplify the zero order term. We can also Taylor expand the factor of h(z)
which appears in the denominator so that h(z) = h˙(zc)(z−zc)+O((z−zc)2) =
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(1− zcS¨(zc)) +O((z − zc)2). Inserting these expansions into (B.1) produces
c˜55 =
(
2 +
1
1− zcS¨(zc)
)
1
z − zc +O(1), (B.2)
as z → zc. So we must determine the value of h˙(zc) = 1 − zcS¨(zc) =
1 + 2
9
a2zc(a)(1 + azc(a))
−4/3, where we use (2.5) to prove the last equality
and we write zc = zc(a) to emphasise that the location of the Cauchy horizon
depends on the value of a, the nakedness parameter.
We ﬁrst analyse how zc depends on a, before using this information to
determine the behaviour of h˙(zc). We deﬁne λ(z) = (1 + az)h(z)3, so that
λ(z) = z3(1 + az) + (1 + a
3
z)3. The Cauchy horizon corresponds to the ﬁrst
negative root of the quartic equation λ(z) = 0. This root must lie in the
interval z ∈ (− 1
a
, 0), since z = − 1
a
corresponds to the singularity (see (2.5)).
We know that a root exists for a ∈ (0, a∗), where a = a∗ corresponds to a
double root of λ, where λ(zc(a∗)) = λ˙(zc(a∗)) = 0. Let z∗ := zc(a∗). We can
easily show (using λ = 0) that
(1 +
a
3
z)λ˙
∣∣∣∣
λ=0
= z2(3 + 4az +
1
3
a2z2),
which implies that a∗z∗ satisﬁes the quadratic
(a∗)2(z∗)2 + 12a∗z∗ + 9 = 0. (B.3)
By solving this for a∗z∗ and picking the larger root, we have
z∗ =
1
a∗
(−6 + 3
√
3).
Next, we consider the dependence of zc on a. If we diﬀerentiate the condition
λ = 0 with respect to a, multiply by (1 + az) and use λ = 0 to simplify, we
ﬁnd that
(a2z2c + 12azc + 9)
dzc
da
= 2az3c . (B.4)
We note that the coeﬃcient of dzc/da vanishes at a = a∗ (see B.3) and is
positive in the interval a ∈ (0, a∗) (we can see this by calculating its roots
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and noting that for the range of allowable a, we are always above the larger
root). Now since zc < 0, this implies that dzc/da < 0 for all a ∈ (0, a∗) and
lim
a→a∗
dzc
da
= −∞.
So to summarise, we know that zc(0) = −1 (see the deﬁnition of λ), zc(a∗) =
z∗ and zc is monotonically decreasing from −1 down to z∗ as a increases from
0 to a∗.
We now determine the range of h˙(zc). Deﬁne u(a) = h˙(zc(a)). Then
u(0) = 1 (since u(a) = h˙(zc) = 1+ 29a
2zc(a)(1+azc(a))
−4/3), and by deﬁnition
u(a∗) = 0 (recall that λ(a) = (1 + az)h(a)3). A straightforward calculation
(using (B.4)) shows that
du
da
=
4
9
azc(1 + azc)
−4/3 (3 + 2azc)
3 + 4azc +
1
3
a2z2c
.
Since a > 0, zc < 0, 1 + azc > 0 and 3 + 4azc + 13a
2z2c > 0 on a ∈ (0, a∗),
it follows that du/da < 0 for a ∈ (0, a∗). So u(a) = h˙(zc(a)) ∈ [0, 1] and u
decreases monotonically from u = 1 at a = 0 to u = 0 at a = a∗. It follows
that 1
u(a)
∈ (1,∞) for a ∈ (0, a∗) with
lim
a→0+
1
u(a)
= 1, lim
a→(a∗)−
1
u(a)
= +∞.
We note that (B.2) can be written as
c˜55 =
(
2 +
1
u(a)
)
1
z − zc +O(1),
and if we note that the (5, 5) entry in the Jordan canonical form of the zero
order term in the Taylor expansion of C(t) is c := c55 = tc˜55, where t = z−zc,
then we can conclude that c = (2 + 1
u(a)
) ∈ (3,+∞) with
lim
a→0+
c = 3, lim
a→(a∗)−
c = +∞.
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