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Abstract. A class of generalized nonlinear p-Laplacian evolution equations is studied.
These equations model radial diffusion-reaction processes in n ≥ 1 dimensions, where the
diffusivity depends on the gradient of the flow. For this class, all local conservation laws of
low-order and all Lie symmetries are derived. The physical meaning of the conservation laws
is discussed, and one of the conservation laws is used to show that the nonlinear equation
can be mapped invertibly into a linear equation by a hodograph transformation in certain
cases. The symmetries are used to derive exact group-invariant solutions from solvable three-
dimensional subgroups of the full symmetry group, which yields a direct reduction of the
nonlinear equation to a quadrature. The physical and analytical properties of these exact
solutions are explored, some of which describe moving interfaces and Green’s functions.
email: elena.recio@uca.es, sanco@brocku.ca
1. Introduction
An interesting class of nonlinear diffusion-reaction equations is given by the p-Laplacian
evolution equations
ut = κ∇ · (|∇u|
p−2∇u) + kuq, p > 1, q > 0 (1)
for u(t, x) in R×Rn. Solutions of the initial-value problem exhibit several kinds of behaviour,
such as finite-time blow up or finite-time extinction and moving interfaces, depending on
the exponents p, q, and the sign of k [1, 2, 3, 4, 5, 6, 7, 8]. There are numerous physical
applications of these equations, for example, filtration of non-Newtonian fluids, absorption in
porous media, combustion theory, turbulent gas flow, glacial sliding, and continuum models
of energy flows through discrete networks and vibrations of molecules [1, 9, 5, 10, 11, 12].
Another prominent application occurs in image processing, where the n = 2 equation with
k = 0 is used as an edge-enhancement model [13].
This motivates studying a general nonlinear diffusion-reaction equation of the form
ut = ∇ · (g(|∇u|)∇u) + f(u), g
′ 6= 0, f 6= 0 (2)
which models diffusion processes in which the diffusivity g depends on the gradient of u, with
a source/sink f that depends on u. Radial solutions u = u(t, |x|) in R×Rn are of particular
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interest, due to the rotational symmetry of the equation (2). These solutions satisfy the
n-dimensional radial equation
ut = (g(|ur|) + |ur|g
′(|ur|))urr + (n− 1)r
−1g(|ur|)ur + f(u), g
′ 6= 0, f 6= 0 (3)
for u(t, r) in R × R+ with the regularity conditions that the gradient ∇u|x=0 = xˆur|r=0
vanishes, and the Hessian matrix ∇2u|x=0 = ((urr−r
−1ur)xˆ⊗ xˆ+r
−1urI)|r=0 is proportional
to the identity matrix I. Note these regularity conditions can be formulated as
ur → 0 and urr − r
−1ur → 0 for r → 0 (4)
Also note that the diffusivity appearing in this radial equation (3) is given by h′(|ur|) where
h(|ur|) = |ur|g(|ur|).
It will be natural to extend the radial equation (3) by replacing |ur| with ur, and by
allowing n to have any value (not necessarily a non-negative integer). This yields a 1-
dimensional nonlinear diffusion-reaction equation
ut = h
′(ur)urr +mr
−1h(ur) + f(u), h
′′ 6= 0, f 6= 0 (5)
for u(t, r) in R× R, where
h(ur) = urg(ur), m = n− 1 (6)
(Note r here is no longer a radial variable.) When h(ur) is an odd function and m is a
non-negative integer, all solutions u(t, r) of this equation (5)–(6) satisfying the regularity
conditions (4) on the half-line 0 ≤ r <∞ are solutions of the radial equation (3) where
g(|ur|) = h(ur)/ur (7)
Hence, these solutions yield radial solutions u(t, |x|) of the generalized p-Laplacian equation
(2) in n = m + 1 dimensions. Radial solutions can also be obtained from solutions u(t, r)
whose radial derivative maintains a single sign, ur = |ur| ≥ 0 or ur = −|ur| ≤ 0 on the
half-line 0 ≤ r < ∞, since g(|ur|) = g(±ur) = h(ur)/ur will be well-defined, without any
restriction on h(ur). However, this sign condition will not hold in general for all solutions
u(t, r) of the 1-dimensional equation (5)–(6).
The purpose of the present paper is, firstly, to study the local conservation laws and the
Lie symmetries admitted by the 1-dimensional nonlinear diffusion-reaction equation (5) and
its n-dimensional radial counterpart (3), and secondly, to derive some exact group-invariant
solutions by symmetry reduction.
Local conservation laws are continuity equations that yield basic conserved quantities for
all solutions [14, 15]. For nonlinear diffusion-reaction equations, they can be used to detect
when the equation can be mapped invertibly into a linear equation [16], and they allow
checking the accuracy of numerical solution methods. More general conservation identities,
such as total mass, provide physically important balance equations, and they are used in
obtaining estimates on |u| or |∇u| for classical solutions, as well as in defining suitable norms
for weak solutions.
Symmetries are transformations under which the whole solution space is mapped into it-
self [14, 17, 15]. For nonlinear diffusion-reaction equations, symmetries lead to exact group-
invariant solutions and play a role in defining invariant Sobolev norms. Scaling symmetries
are of special relevance, as the critical nonlinearity power for blow-up behaviour or extinc-
tion behaviour of solutions is typically singled out by scaling-invariance of a Sobolev norm.
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Moreover, scaling transformation arguments give a means of relating the behavior of solu-
tions in different regimes, for instance, solutions at short times with large initial data can be
scaled to long times with small initial data.
There has been very little investigation of the symmetries and conservation laws for the
class of equations (5) when the source term f(u) is non-constant, as well as for the n-
dimensional generalization (2) of these equations. Recently, point symmetries have been
classified in the special case of n = 1, 2 dimensions [18] and some group-invariant solutions
have been obtained. However, no work at all appears to have been done on the radial
nonlinear diffusion-reaction equation (3) for n > 1 with a gradient-dependent diffusivity
h(|ur|) when the source term f(u) is non-constant. (Some other diffusion-reaction equations
with a different form for the diffusivity depending on the radial gradient ur and with a
non-constant source term depending on u have been studied in Ref.[19].)
A worthwhile remark is that a subclass of the reaction-diffusion equations (2) given by
f(u) being linear in u and g(|∇u|) being a monomial in |∇u| can be mapped by a point
transformation into nonlinear filtration equations ut = ∇· (|∇u|
p−2)∇u). There is a sizeable
literature on symmetries and conservation laws of these equations, especially in the case
n = 1 [20, 21] where they can be transformed via ux = v into standard diffusion equations
vt = g(v)xx with a non-gradient diffusivity which have been investigated extensively (see, for
example, Ref.[22, 23, 24, 25] and references therein).
The present paper is organized as follows.
In section 2, we derive all local conservation laws of low-order for the 1-dimensional non-
linear diffusion-reaction equation (5)–(6) with a general gradient diffusivity, by using the
general method of multipliers [26, 27, 28, 30]. We also discuss the physical meaning of these
conservation laws. This classification of low-order conservation laws is new. From one of the
conservation laws, we show that the nonlinear equation (5)–(6) can be mapped invertibly
into a linear equation by a hodograph transformation in certain cases when (and only when)
the radial diffusivity has the form h′(ur) = κ/(α + ur)
2.
In section 3, we derive all of the Lie symmetries for the 1-dimensional nonlinear diffusion-
reaction equation (5)–(6) with a general gradient diffusivity. We also work out the corre-
sponding symmetry transformations, and we present a complete classification of the admitted
maximal symmetry groups. The results obtained for all cases m 6= 0 are new.
Next, in section 4, we present the local conservation laws and Lie symmetries of the radial
nonlinear diffusion-reaction equation (3) with a general gradient diffusivity. We show that
the same hodograph transformation which maps the 1-dimensional equation into a linear
equation also works to map the radial equation into a linear equation. All of these results
are new.
In section 5, we use the Lie symmetries to derive exact group-invariant solutions of the
radial nonlinear diffusion-reaction equation (3) for special forms of the gradient diffusivity.
The solutions are obtained in an explicit form by using solvable three-dimensional subgroups
of the symmetry group, which yields a direct reduction of the equation (3) to a quadrature.
We examine some of the physical and analytical properties of these exact solutions. In partic-
ular, one family of solutions describes moving interfaces (governed by a Stephan condition),
and another family of solutions describes Green’s functions (involving a Dirac delta source
term). For comparison, some interesting similar solutions that are not group-invariant can
be found in Ref.[31].
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In section 6, we make some final concluding remarks.
2. Low-order conservation laws
A local conservation law of the 1-dimensional nonlinear diffusion-reaction equation (5)–(6)
is a continuity equation
(DtT +DrX)|E = 0 (8)
holding on the whole solution space E of the equation (5)–(6), where the conserved density T
and the radial flux X are functions of t, r, u, and radial derivatives of u, with time derivatives
of u being eliminated from T and X through equation (5). Here Dt and Dr denote total
derivatives with respect to t and r.
On any domain Ω ∈ R with endpoints ∂Ω = {a, b}, the radial integral of the conserved
density
C[u] =
∫ b
a
T dr (9)
satisfies the integral continuity equation
d
dt
C[u] = −X
∣∣∣b
a
(10)
which relates the rate of change of the integral quantity C[u] on the domain to the net radial
flux through the endpoints. This integral quantity C[u] will be conserved for solutions u(t, r)
such that the net radial flux is zero. Conversely, any such conserved quantity C[u] arises
from a local conservation law (8).
Two local conservation laws are locally equivalent if they yield the same conserved quantity
C[u] up to boundary terms. This happens iff their conserved densities T differ by a total radial
derivative DrΘ of some function Θ of t, r, u, and radial derivatives of u, and correspondingly,
their radial fluxes X differ by a total time derivative −DtΘ evaluated on E . A conservation
law is thereby called locally trivial if
T = DrΘ, X = −(DtΘ)|E (11)
Thus, locally equivalent conservation laws differ by locally trivial conservation laws. The
set of all admitted local conservation laws forms a vector space, in which the set of locally
trivial conservation laws is a subspace.
Each local conservation law (8) has an equivalent characteristic form that holds as an
identity off of the solution space E of the radial diffusion-reaction equation (5)–(6). This
identity provides the basis for setting up a general method using multipliers to find all local
conservation laws. In particular, the multiplier method can be formulated as a kind of adjoint
of the standard method for finding symmetries [26, 30].
The characteristic form of a local conservation law is obtained from the relation between
the total time derivative on E and off E :
Dt =Dt|E +
(
ut − h
′(ur)urr −mr
−1h(ur)− f(u)
)
∂u
+Dr
(
ut − h
′(ur)urr −mr
−1h(ur)− f(u)
)
∂ur + · · ·
(12)
Substitution of this relation into a conservation law (8) yields
DtT +DrX =
(
ut − h
′(ur)urr −mr
−1h(ur)− f(u)
)
Tu
+Dr
(
ut − h
′(ur)urr −mr
−1h(ur)− f(u)
)
Tur + · · ·
(13)
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which holds identically. Integration by parts on the terms on the right hand side then gives
DtT +Dr(X −Ψ) =
(
ut − h
′(ur)urr −mr
−1h(ur)− f(u)
)
Q (14)
which defines the characteristic equation, where
Ψ =
(
ut − h
′(ur)urr −mr
−1h(ur)− f(u)
)
Eˆur(T )
+Dr
(
ut − h
′(ur)urr −mr
−1h(ur)− f(u)
)
Eˆurr(T ) + · · ·
(15)
vanishes on E , and where
Q = Eˆu(T ) (16)
is a function of t, r u, and radial derivatives of u. Here Eˆw = ∂w − Dr∂wr + D
2
r∂wrr − · · ·
denotes the spatial Euler operator [15, 14] with respect to a variable w. This operator has
the important property that a function F (t, r, w, wr, wrr, . . .) is annihilated by Eˆw iff the
function is a total radial derivative, F = DrG(t, r, w, wr, wrr).
When evaluated on the solution space E , the characteristic equation (14) reduces to the
local conservation law (8), since the flux term Ψ|E = 0 is trivial. The function Q is called
the multiplier (or characteristic) of the conservation law.
Most importantly, the relation (16) between Q and T shows that all locally equivalent
conservation laws have the same multiplier. In particular, if a conserved density is locally
trivial, T = DrΘ, then its multiplier vanishes, since Eu(DrΘ) = 0. Conversely, if a multiplier
is trivial, Q = Eu(T ) = 0, this implies that T = DrΘ is a locally trivial conserved density,
whereby the characteristic equation becomes DtDrΘ+Dr(X −Ψ) = 0 giving X = Ψ−DtΘ
(after an arbitrary function of t is absorbed into Θ), which is a locally trivial radial flux.
Thus, through the characteristic equation for conservation laws, there is a one-to-one
correspondence between multipliers and conserved densities (up to local equivalence). This
result holds more generally for any evolution PDE [14, 30]
In general, a function Q of t, r u, and radial derivatives of u is a multiplier for a local
conservation law iff the product of Q and the radial diffusion-reaction equation (5) is a total
divergence with respect to t and r. All multipliers can be determined by the property that a
function h(t, r, u, ur, ut, urr, utr, utt, . . . ) is such a divergence iff Eu(h) = 0 holds identically,
where
Ew = ∂w −Dt∂wt −Dr∂wr +D
2
t ∂wtt +DtDr∂wtr +D
2
r∂wrr − · · · (17)
denotes the Euler operator with respect to a variable w [14, 15, 30]. (Note that the restriction
of Ew acting on functions without time derivatives is Eˆw.) This yields the determining
equation Eu
(
(ut − h
′(ur)urr −mr
−1h(ur) − f(u))Q
)
= 0. Since Q does not involve ut and
radial derivatives of ut, the determining equation splits with respect to these variables into
an overdetermined linear system of equations
−(DtQ)|E −Dr(h
′DrQ) +Dr(mr
−1h′Q)− f ′Q = 0 (18)
Qu − Eˆu(Q) = 0, Qur + Eˆ
(1)
ur (Q) = 0, Qurr − Eˆ
(2)
urr(Q) = 0, etc. (19)
which is the standard determining system for multipliers. Here Eˆ
(1)
w = ∂w −
(
2
1
)
Dr∂wr +(
3
1
)
D2r∂wrr − · · · and Eˆ
(2)
w = ∂w −
(
3
2
)
Dr∂wr +
(
4
2
)
D2r∂wrr − · · · denote higher spatial Euler
operators [14, 30]. It is useful to note that equation (18) turns out to be the adjoint of the
determining equation for symmetries, and that equation (19) represents Helmholtz conditions
that are necessary and sufficient for Q to have the variational form (16).
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The solutions Q(t, r, u, ur, urr, . . .) of this determining system (18)–(19) yield all conser-
vation law multipliers for the nonlinear diffusion-reaction equation (5)–(6). For nonlinear
diffusion-reaction equations in general, the local conservation laws of physical interest typi-
cally arise from low-order multipliers [32, 30]. The general form for low-order multipliers Q
in terms of u and derivatives of u is given by those variables that can be differentiated to
obtain a leading derivative of the given nonlinear diffusion-reaction equation. The leading
derivatives of equation (5) consist of ut and urr. Clearly, ut can be obtained by differentiation
of u, while urr can be obtained by differentiation of u and ur. This determines
Q(t, r, u, ur) (20)
as the general form for a low-order multiplier for the nonlinear diffusion-reaction equation
(5)–(6).
For low-order multipliers (20), the determining system (18)–(19) reduces to the system
Qur = 0 (21a)
(Qr −mr
−1Q)h′′ +Qu(urh
′′ + 2h′) = 0 (21b)
Qt + (fQ)u +m(r
−1Qu(h− urh
′)− (r−1Q)rh
′) + (Qrr + 2Qruur +Quuur
2)h′ = 0 (21c)
for Q(t, r, u, ur), h(ur), f(u), m. Note, from equation (5), we have the conditions h
′′ 6= 0
and f 6= 0, which respectively imply the diffusivity is non-constant and the source/sink is
non-zero.
This determining system (21) can be split with respect to ur, by using h
′ 6= 0 and h′′ 6= 0
as pivots and then differentiating by ur. To derive the split system and obtain its complete
set of solutions, we have used the steps outlined in the appendix.
The final tree of solution cases is listed in table 1. The first two solution cases each
describe one-dimensional linear sets of multipliers {Q(t, r, u)}. These two cases are mutually
exclusive. The last two solution cases describe infinite-dimensional linear sets of multipliers
{Q(t, r, u)} which depend on an arbitrary solution ψ(t, z) of the linear PDE
ψt + κψzz + (f(z)ψ)z = 0 (22)
These two cases also are mutually exclusive. Note that there is no solution case in which
f(u), h(ur), and m all are arbitrary.
Table 1. Case tree of low-order multipliers
Q(t, r, u, ur) h(ur) f(u) m
rm exp(−kt) a + ku
rm exp(−p((pκ− a)t + αr + u)) −κ/(α + ur) a+ k exp(pu)
k, p 6= 0
rmψ(t, u) −κ/ur
rmψ(t, u+ αr) −κ/(α + ur) a
α 6= 0
Each low-order multiplier Q determines a corresponding conserved density T and radial
flux X through the characteristic equation (14). Note that, since Qur = 0, the multiplier
relation (16) directly implies T is a function only of t, r, u, while the characteristic equation
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(14) then implies X is a function only of t, r, u, ur. Hence, all low-order local conservation
laws have the general form
T (t, r, u), X(t, r, u, ur) (23)
There are two general methods to obtain T and X explicitly in terms of Q [15, 30].
One method consists of first splitting the characteristic equation (14) with respect to
ut, utt, utr, urr, and then integrating the resulting linear system
Tu −Q = 0 (24a)
Xur + h
′Tu = 0 (24b)
Tt +Xr + urXu + (mr
−1h + f)Tu = 0 (24c)
A second method uses a homotopy integral formula, or an equivalent algebraic scaling formula
[29, 30], which can be straightforwardly derived from this linear system.
By applying either of these two methods, we have the following classification result, which
is arranged by generality of the diffusivity h′(ur).
Theorem 2.1. (i) The low-order local conservation laws admitted by the 1-dimensional
nonlinear diffusion-reaction equation (5)–(6) for arbitrary diffusivity h′(ur) are given by
f(u) = a+ ku (25a)
T1 = r
m exp(−kt)u
X1 =
{
−rm exp(−kt)(h(ur) + ar/(m+ 1)), m 6= −1
− exp(−kt)(r−1h(ur) + a ln |r|), m = −1
(25b)
modulo a trivial conserved density and radial flux.
(ii) The 1-dimensional nonlinear diffusion-reaction equation (5)–(6) admits additional low-
order local conservation laws only for diffusivities h′(ur) given by
h(ur) = −κ/(α + ur) (26)
These conservation laws consist of
α = 0, f(u) arbitrary (27a)
T2,∞ = r
mφ(t, u)
X2,∞ = κr
mφz(t, u)
ur
(27b)
α 6= 0, f(u) = a + k exp(pu), p, k 6= 0 (28a)
T3 = r
m exp(−p((pκ− a)t + αr + u))
X3 = − exp(p(a− pκ)t)
(
pκrm exp(−p(αr + u))
α + ur
+ kα−m−1p−mΓ(m+ 1, pαr)
)
(28b)
α 6= 0, f(u) = a (29a)
T4,∞ = r
mφ(t, αr + u)
X4,∞ = κr
mφz(t, αr + u)
α + ur
(29b)
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modulo a trivial conserved density and radial flux, where φ(t, z) satisfies the linear PDE
φt + κφzz + f(z)φz = 0 (30)
and where Γ(q, z) denotes the incomplete gamma function.
Note this classification shows that there are no special dimensions n = m + 1 in which
extra low-order conservation laws are admitted. Also, note that the special diffusivity cases
have been arranged to be mutually exclusive.
We will now discuss the physical meaning and the main analytical properties of the low-
order conservation laws (25)–(29) expressed as continuity equations (10) for integral quanti-
ties (9).
We first consider the two conservation laws (25) and (28), which do not involve the function
φ. Let Ω ∈ R be either the full-line (−∞,+∞) or the half-line [0,+∞), with ∂Ω being the
endpoints {−∞,∞} or {0,∞}.
For conservation law (25), the integral quantity is given by
C1[u] = e
−kt
∫
Ω
u(t, r)rm dr (31)
which is finite for solutions u(t, r) such that rm+1u → 0 as r → ∂Ω. This integral quantity
(31) will be conserved iff a = f(0) = 0 and rh(ur)→ 0 as r → ∂Ω. Under these conditions,
the mass integral
M(t) =
∫
Ω
u(t, r)rm dr = ektM0 (32)
is an exponential function of t, where
M0 = M(0) = C1[u] = const. (33)
is the conserved quantity (31). Consequently, as t → ∞, M(t) → ∞ when k > 0 and
M(t) → 0 when k < 0, corresponding to when the term f(u) = ku in the 1-dimensional
diffusion-reaction equation (5)–(6) acts as either a source or a sink.
For conservation law (28), the integral quantity is given by
C3[u] = e
−p2κt
∫
Ω
e−p(u(t,r)+αr)rm dr (34)
This integral is finite for solutions u(t, r) such that rm+1e−p(αr+u) → 0 as r → ∂Ω. The
resulting asymptotic behaviour of u can be shown to imply h(ur) = −κ/(α + ur) ∼ O(r),
which is sufficient to show that the term pκrme−p(αr+u)/(α + ur) in the radial flux vanishes
as r → ∂Ω. However, the other term aα−m−1p−mΓ(m + 1, pαr) in the radial flux vanishes
only for r → +∞, since Γ(m + 1, pαr) → Γ(m + 1) for r → 0, and Γ(m + 1, pαr) diverges
for r → −∞. As a result, C3[u] is conserved only if a = f(0) = 0. In this case, the integral
S(t) =
∫ ∞
0
e−p(u(t,r)+αr)rm dr = ep
2κtS0 (35)
is an exponential function of t, where
S0 = S(0) = C3[u] = const. (36)
is the conserved quantity (34). Hence, S(t)→∞ as t→∞ if κ > 0, which holds when the
radial diffusivity h′(ur) = κ/(α + ur)
2 is non-negative.
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The remaining two conservation laws (27) and (29), both of which involve the function φ,
are related to a hodograph transformation, as we will discuss next.
2.1. Hodograph transformation. The conservation laws (27) and (29) are singled out
because the function φ satisfies a linear PDE (30), whereby each conservation law represents
an infinite family of continuity equations. According to a general mapping theorem [16],
this indicates that the 1-dimensional nonlinear diffusion-reaction equation (5)–(6) can be
mapped invertibly into a linear diffusion equation by a point transformation in the cases
(27a) and (29a) for which the two conservation laws respectively hold.
We will discuss the case (27a) first. The nonlinear diffusion-reaction equation (5)–(6) in
this case is given by
ut = κ
urr −mr
−1ur
ur2
+ f(u) (37)
There are four steps in deriving the point transformation (t, r, u) → (t˜, r˜, u˜) that linearizes
this equation, following the method shown in [16]. For the first step, the new independent
variables (t˜, r˜) are given by the arguments of the function φ(t, u) appearing in the conserva-
tion law (27). This yields
t˜ = t, r˜ = u (38)
Note this part of the transformation, (t, r) → (t˜, r˜), has the Jacobian J =
det
(
D(t˜, r˜)/D(t, r)
)
= ur. For the second step, the characteristic equation (14) for the
conservation law (27) is expressed as an identity in terms of the function φ(t, u),
Dt(r
mφ) +Dr(κr
mφu/ur)−
(
ut + κ(urr −mr
−1ur)/ur
2 − f(u)
)
rmφu
= rm
(
φt − κφuu + f(u)φu
)
= Dr
(∫
rm dr
(
φt − κφuu + f(u)φu
))
−
∫
rm drur
(
ψt − κψuu + (f(u)ψ)u
) (39)
where ψ(t, u) = φu(t, u) is the function appearing in the multiplier for this conservation law
in table 1. When φ satisfies the linear PDE (30), the function ψ satisfies the linear PDE
(22) which appears on the righthand side of the identity (39). For the next step, the new
dependent variable u˜ is obtained by equating the corresponding multiplier −ur
∫
rm dr to
the expression −u˜J , which yields
u˜ =
∫
rm dr =
{
1
m+1
rm+1, m 6= −1
ln |r|, m = −1
(40)
For the final step, the adjoint of the linear PDE (22) for ψ(t, u) gives the linear diffusion
equation satisfied by u˜(t˜, r˜),
u˜t˜ = κu˜r˜r˜ + f(r˜)u˜r˜ (41)
As a check, the point transformation
(t, r, u)→ (t˜, r˜, u˜) = (t, u, 1
n
rn) (42)
has the prolongation
u˜t˜ = −r
mut/ur, u˜r˜ = r
m/ur, u˜r˜r˜ = −r
m(urr −mr
−1ur)/ur
3 (43)
giving
ut = −u˜t˜/u˜r˜, ur = r
m/u˜r˜, urr = −r
m(rmu˜r˜r˜ −mr
−1u˜r˜)/u˜r˜
3 (44)
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under which the nonlinear diffusion-reaction equation (37) is seen to be equivalent to the
linear diffusion equation (41).
We will next discuss the case (29a). The nonlinear diffusion-reaction equation (5)–(6) in
this case is given by
ut = κ
urr −mr
−1(α + ur)
(α + ur)2
+ a (45)
We apply the previous four steps again. First, from the conservation law (29), the new
independent variables (t˜, r˜) in the point transformation are given by the arguments of the
function φ(t, αr + u),
t˜ = t, r˜ = αr + u (46)
where J = det
(
D(t˜, r˜)/D(t, r)
)
= α+ur is the Jacobian. Second, the characteristic equation
for the conservation law (29) is expressed as an identity
Dt(r
mφ) +Dr(κr
mφz/(α+ ur))−
(
ut + κ(urr −mr
−1(α + ur))/(α + ur)
2 − a
)
rmφz
= Dr
(∫
rm dr
(
φt − κφzz + aφz
))
−
∫
rm dr(α+ ur)
(
ψt − κψzz + aψz
) (47)
where ψ(t, z) = φz(t, z) is the function appearing in the multiplier for this conservation law in
table 1, with z = αr + u. When φ satisfies the linear PDE (30) with f(u) = a, the function
ψ satisfies the linear PDE (22) which appears on the righthand side of the identity (47).
Third, from the multiplier relation −(α + ur)
∫
rm dr = −u˜J , the new dependent variable u˜
is given by the expression (40). Finally, the adjoint of the linear PDE (22) for ψ gives the
linear diffusion equation (41) satisfied by u˜(t˜, r˜), with f(u) = a.
The classification of low-order conservation laws in Theorem 2.1 combined with the general
mapping theorem in [16] now establishes the following result.
Proposition 2.1. The 1-dimensional nonlinear diffusion-reaction equation (5)–(6) can be
mapped into a linear diffusion equation by a point transformation iff the diffusivity has the
form h′(ur) = κ/(α + ur)
2 and the source/sink has the form f(u) = a when α 6= 0 and f(u)
arbitrary when α = 0. The linear diffusion equation is given by u˜t˜ = κu˜r˜r˜ + f(r˜)u˜r˜ where
(t, r, u)→ (t˜, r˜, u˜) = (t, αr + u,
∫
rm dr) is the point transformation.
The special case m = 0 of this hodograph transformation, which applies to a reaction-
diffusion equation with a gradient diffusivity in one spatial dimension, was first derived in
Ref.[18]. It is interesting that the same transformation extends to higher spatial dimensions.
3. Lie Symmetries
An infinitesimal point symmetry of 1-dimensional nonlinear diffusion-reaction equation
(5)–(6) is a generator of the form
X = τ(t, r, u)∂t + ξ(t, r, u)∂r + η(t, r, u)∂u (48)
whose prolongation leaves invariant the solution space E of equation (5)–(6),
prX
(
ut − h
′(ur)urr −mr
−1h(ur)− f(u)
)
|E = 0 (49)
Exponentiation of the point symmetry generator (48) produces a one-parameter symmetry
transformation group
(t, r, u)→ (t˜, r˜, u˜) = exp(ǫX)(t, r, u) (50)
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where ǫ is the group parameter such that (t˜, r˜, u˜)|ǫ=0 = (t, r, u) is the identity transformation.
The explicit form of this symmetry group (50) can be obtained by solving the ODE system
∂t˜
∂ǫ
= τ(t˜, r˜, u˜),
∂r˜
∂ǫ
= ξ(t˜, r˜, u˜),
∂u˜
∂ǫ
= η(t˜, r˜, u˜) (51)
with the initial conditions
t˜|ǫ=0 = t, r˜|ǫ=0 = r, u˜|ǫ=0 = u (52)
The infinitesimal action of a point symmetry (50) on solutions u(t, r) of 1-dimensional
nonlinear diffusion-reaction equation (5)–(6) is given by
u(t, r)→ u˜(t, r) = u(t, r) + ǫ (η(t, r, u(t, r))− τ(t, r, u(t, r))ut(t, r)
−ξ(t, r, u(t, r))ur(t, r)) +O(ǫ
2)
(53)
which corresponds to a generator
Xˆ = P∂u, P = η − τut − ξur (54)
This is called the characteristic form of the infinitesimal point symmetry. The invariance
condition then takes the form
0 =prXˆ
(
ut − h
′(ur)urr −mr
−1h(ur)− f(u)
)
|E
=
(
DtP − h
′(ur)D
2
rP − (mr
−1h′(ur) + h
′′(ur)urr)DrP − f
′(u)P
)∣∣
E
(55)
where prXˆ|E = prX|E − τDt − ξDr.
An infinitesimal point symmetry is trivial if its action on the solution space E is trivial,
Xˆtrivu = 0 for all solutions u(t, r). This occurs iff P |E = 0. The corresponding generator
(48) of a trivial symmetry is thus given by Xtriv|E = τ∂t+ ξ∂r+(τut+ ξur)∂u, which has the
prolongation prXtriv|E = τDt + ξDr. Conversely, any generator of this form on the solution
space E determines a trivial symmetry.
The set of all non-trivial infinitesimal point symmetries forms a Lie algebra (with respect
to commutation of the generators).
The symmetry determining equation (55) splits into a linear overdetermined system of
equations, after ut and its differential consequences are eliminated through the equation
(5)–(6). This yields the determining system
τr = 0 (56a)
τu = 0 (56b)
(urh
′′ + 2h′)(urξu + ξr)− h
′′(urηu + ηr)− τth
′ = 0 (56c)
rh′
(
u3rξuu + u
2
r(2ξur − ηuu) + ur(ξrr − 2ηur)− ηrr
)
+
(
m(urh
′ − h)− rf
)
(urξu − ηu)
− (mh+ rf)τt +m
(
h′(urξr − ηr) + r
−1hξ
)
− r(urξt − ηt + f
′η) = 0
(56d)
for η(t, r, u), τ(t, r, u), ξ(t, r, u), h(ur), f(u), m. Note, from equation (5), we have the
conditions h′′ 6= 0 and f 6= 0, which respectively imply the diffusivity is non-constant and
the source/sink is non-zero. We will also impose the conditions (urh)
′ 6= 0 and ((urh)
′/h)′ =
f ′ 6= 0 which exclude all cases in which the hodograph transformation exists, as shown in
Proposition 2.1.
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The determining system (56) can be split with respect to ur in a similar way to the splitting
of the multiplier determining system (21). To derive the split system and obtain its complete
set of solutions, we have used the steps outlined in the appendix.
The components (η(t, r, u), τ(t, r, u), ξ(t, r, u)) of a complete set of point symmetry gener-
ators, excluding the hodograph cases, are listed in table 2. The table is arranged by, firstly,
the dimension of the maximal symmetry Lie algebras, and secondly, the generality of h(ur),
f(u), m, where the double lines separate cases of different dimensionality.
From the generators shown in the table 2, we have the following classification result.
Theorem 3.1. (i) The point symmetries admitted by the 1-dimensional nonlinear diffusion-
reaction equation (5)–(6) for arbitrary diffusivity h′(ur) are generated by the transformations:
f(u) arbitrary (57a)
X1 = ∂t (57b)
(t˜, r˜, u˜)1 = (t + ǫ, r, u) time-translation (57c)
f(u) arbitrary, m = 0 (58a)
X2 = ∂r (58b)
(t˜, r˜, u˜)2 = (t, r + ǫ, u) space-translation (58c)
f(u) = b+ ku (59a)
X3 = exp(kt)∂u (59b)
(t˜, r˜, u˜)3 = (t, r, u+ ǫ exp(kt)) time-dependent shift (59c)
f(u) = k/(a+ u) (60a)
X4 = 2t∂t + r∂r + (a+ u)∂u (60b)
(t˜, r˜, u˜)4 =
(
e2ǫt, eǫr, eǫ(a+ u)− a
)
scaling and shift (60c)
f(u) = b (61a)
X5 = 2t∂t + r∂r + (bt + u)∂u (61b)
(t˜, r˜, u˜)5 =
(
e2ǫt, eǫr, eǫ((eǫ − 1)bt + u)
)
scaling and time-dependent shift (61c)
(ii) The 1-dimensional nonlinear diffusion-reaction equation (5)–(6) admits additional point
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Table 2. Generators of point symmetries (in non-hodograph cases)
τ ξ η h(ur) f(u) m
1 0 0
0 1 0 0
0 0 ekt b+ ku
2t r a+ u k/(a+ u)
1
ce
c(1−p)t 0 ec(1−p)t(a+ u) −κupr k(a+ u)
p
p 6= −1, 0, 1 +c(a+ u)
c 6= 0
(p+ 1)(1− q)t (p− q)r (p+ 1)(a+ u) −κupr k(a+ u)
q
p 6= −1, 0, 1 q 6= −1, 0
(p+ 1)qt qr −(p+ 1) −κupr ke
qu
p 6= −1, 0, 1 q 6= 0
2t (1− b2β r)r a+ u β − κ/ur b + k/(a+ u) −2
β 6= 0 k 6= 0, b 6= 0
2t r bt+ u b
−kt2 0 1 + 2kt(a+ u) −κu2r k(a+ u)
2
− 12be
2bt 0 e2bt(a+ bk + u) −κu
2
r k(a+ u)
2 − b2/k
k 6= 0, b 6= 0
1
2b cos(2bt) 0
b
k cos(2bt) −κu
2
r k(a+ u)
2 + b2/k
+sin(2bt)(a+ u) k 6= 0, b 6= 0
1
2b sin(2bt) 0
b
k sin(2bt)
− cos(2bt)(a+ u)
0 −kr2 2β β − κ/ur b+ ku −2
β 6= 0 k 6= 0
(p+ 1)t r (p+ 1)bt− αr −κ(α+ ur)
p b
p 6= −1, 0, 1
pt 0 bpt− r κepur b
p 6= 0
αe−kt −e−kt(b+ ku) αe−kt(b+ ku) −κu2r/(α+ ur)
2 b+ ku 0
α 6= 0 k 6= 0
ekt 0 kekt(αr + u) κ ln |α+ ur| b+ ku 0
k 6= 0
((p+ 1)β bt− u bp(β − α)t+ αβr −κ
(
β+ur
α+ur
)p
b 0
−(p− 1)α)t +(α+ β)u p 6= 0, α 6= β
(2α− pβ)t bt− u (α2 + β2)r − bβpt κep arctan((α+ur)/β) b 0
+2αu p 6= 0, β 6= 0
(2α+ p)t bt− u bpt+ α(αr + 2u) κep/(α+ur) b 0
p 6= 0
0 r2 2βt− αr2 β − κ/(α+ ur) b −2
2βt2 r2(αr − bt) αr2(bt− αr) β 6= 0
+r(2βt+ ru) +(2βt− αr2)u
symmetries only for diffusivities h′(ur) given by
(a) h(ur) = β − κ(α + ur)
p (62)
(b) h(ur) = −κ
(β + ur
α + ur
)p
(63)
(c) h(ur) = κ exp(p arctan((α+ ur)/β)) (64)
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(d) h(ur) = κ exp(p/(α+ ur)) (65)
(e) h(ur) = κ exp(pur) (66)
(f) h(ur) = κ ln |α+ ur| (67)
The transformations generating these symmetries in each (non-hodograph) case are given by:
(a)
α = 0, β = 0, p 6= −1, 0, 1; f(u) = k(a+ u)p + c(a+ u), c 6= 0 (68a)
X6 = c
−1 exp(c(1− p)t)∂t + exp(c(1− p)t)(a + u)∂u (68b)
(t˜, r˜, u˜)6 =
(
c−1(p− 1)−1 ln | exp(c(p− 1)t) + ǫ|, r, (1 + ǫ exp(c(1− p)t))1/(p−1)(a+ u)− a
)
(68c)
dilation and shift
α = 0, β = 0, p 6= −1, 0, 1; f(u) = k(a+ u)q, q 6= −1, 0 (69a)
X7 = (p+ 1)(1− q)t∂t + (p− q)r∂r + (p + 1)(a+ u)∂u (69b)
(t˜, r˜, u˜)7 =
(
e(p+1)(1−q)ǫt, e(p−q)ǫr, e(p+1)ǫ(a+ u)− a
)
scaling and shift (69c)
α = 0, β = 0, p 6= −1, 0, 1; f(u) = kequ, q 6= 0 (70a)
X8 = (p+ 1)qt∂t + qr∂r − (p+ 1)∂u (70b)
(t˜, r˜, u˜)8 = (e
(p+1)qǫt, eqǫr, u− (p+ 1)ǫ) scaling and shift (70c)
α = 0, β 6= 0, p = −1; f(u) = b+ k/(a+ u), k 6= 0, b 6= 0;m = −2 (71a)
X9 = 2t∂t + (1−
1
2
bβ−1r)r∂r + (a+ u)∂u (71b)
(t˜, r˜, u˜)9 =
(
e2ǫt, 2β(e−ǫ(b− 2βr−1)− b)−1, eǫ(a+ u)− a
)
dilation and shift (71c)
α = 0, β = 0, p = 2; f(u) = k(a+ u)2 (72a)
X10 = −kt
2∂t + (1 + 2kt(a+ u))∂u (72b)
(t˜, r˜, u˜)10 =
(
(1 + kǫt)−1t, r, (1 + kǫt)((1 + kǫt)(a + u) + ǫ)− a
)
dilation and shift (72c)
α = 0, β = 0, p = 2; f(u) = k(a+ u)2 − b2/k, k 6= 0, b 6= 0 (73a)
X11 = −
1
2
b−1 exp(2bt)∂t + exp(2bt)(a + bk
−1 + u)∂u (73b)
(t˜, r˜, u˜)11 =
(
− 1
2
b−1 ln | exp(−2bt) + ǫ|, r, exp(2bt)ǫ(a + bk−1 + u) + u
)
(73c)
exponential dilation and shift
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α = 0, β = 0, p = 2; f(u) = k(a+ u)2 + b2/k, k 6= 0, b 6= 0 (74a)
X12 =
1
2
b−1 cos(2bt)∂t + (bk
−1 cos(2bt) + sin(2bt)(a+ u))∂u (74b)
(t˜, r˜, u˜)12 =
(
b−1 arctan
(
(sec(2bt) + cosh(ǫ))−1(tan(2bt) + sinh(ǫ))
)
, r,
bk−1 cos(2bt) sinh(ǫ) + (cosh(ǫ) + sin(2bt) sinh(ǫ))(a + u)− a
) (74c)
oscillatory dilation and shift
X13 =
1
2
b−1 sin(2bt)∂t + (bk
−1 sin(2bt)− cos(2bt)(a + u))∂u (74d)
(t˜, r˜, u˜)13 =
(
1
b
arctan
(
(csc(2bt) + cosh(ǫ))−1(− cot(2bt) + sinh(ǫ))
)
, r,
bk−1 sin(2bt) sinh(ǫ) + (cosh(ǫ)− cos(2bt) sinh(ǫ))(a+ u)− a
) (74e)
oscillatory dilation and shift
α = 0, β 6= 0, p = −1; f(u) = b+ ku, k 6= 0;m = −2 (75a)
X14 = −kr
2∂r + 2β∂u (75b)
(t˜, r˜, u˜)14 =
(
t, r(1 + kǫr)−1, 2βǫ+ u
)
dilation and shift (75c)
β = 0, p 6= −1, 0, 1; f(u) = b (76a)
X15 = (p+ 1)t∂t + r∂r + ((p+ 1)bt− αr)∂u (76b)
(t˜, r˜, u˜)15 =
(
e(p+1)ǫt, eǫr, (e(p+1)ǫ − 1)bt− (eǫ − 1)αr + u
)
(76c)
scaling and time- & space- dependent shift
β 6= 0, p = −1; f(u) = b;m = −2 (77a)
X16 = r
2∂r + (2βt− αr
2)∂u (77b)
(t˜, r˜, u˜)16 =
(
t, r(1− ǫr)−1, ǫ(2βt− αr2(1− ǫr)−1) + u
)
(77c)
dilation and time- & space- dependent shift
X17 = 2βt
2∂t + (r
2(αr − bt) + r(2βt+ ru))∂r + (αr
2(bt− αr) + (2βt− αr2)u)∂u (77d)
(t˜, r˜, u˜)17 =
(
t(1− 2βǫt)−1, r
(
1− ǫ(2βt+ r(αr − bt + u))
)−1
,
(1− 2βǫt)−1
(
αǫr2(αr − bt + u)(1− ǫ(2βt+ r(αr − bt + u)))−1 + u
))
(77e)
dilation and time- & space- dependent shift
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(b)
α 6= 0, β = 0, p = 2; f(u) = b+ ku, k 6= 0;m = 0 (78a)
X18 = α exp(−kt)∂t − exp(−kt)(b + ku)∂r + α exp(−kt)(b+ ku)∂u (78b)
(t˜, r˜, u˜)18 =
(
1
k
ln | exp(kt) + αkǫ|,−ǫ exp(−kt)(b+ ku) + r, αǫ exp(−kt)(b + ku) + u
)
(78c)
exponential dilation and shift
α 6= β, p 6= 0; f(u) = b;m = 0 (79a)
X19 = ((p+ 1)β − (p− 1)α)t∂t + (bt− u)∂r + (bp(β − α)t+ αβr + (α + β)u)∂u (79b)
(t˜, r˜, u˜)19 =
(
e((p+1)β−(p−1)α)ǫt, 1
β−α
(
(eβǫ − eαǫ)(bt− u) + (βeαǫ − αeβǫ)r
)
,
be((p+1)β−(p−1)α)ǫt + 1
β−α
(
αβ(eβǫ − eαǫ)r + (αeαǫ − βeβǫ)(bt− u)
)) (79c)
(c)
β 6= 0, p 6= 0; f(u) = b;m = 0 (80a)
X20 = (2α− pβ)t∂t + (bt− u)∂r + ((α
2 + β2)r − bβpt+ 2αu)∂u (80b)
(t˜, r˜, u˜)20 =
(
e(βp−2α)ǫt, e−αǫ
(
cos(βǫ)r + 1
β
sin(βǫ)(bt+ αr − u)
)
,
be(βp−2α)ǫt+ e−αǫ
(
1
β
sin(βǫ)(α(bt− u)− (α2 + β2)r)− cos(βǫ)(bt− u)
))
(80c)
(d)
p 6= 0; f(u) = b;m = 0 (81a)
X21 = (2α+ p)t∂t + (bt− u)∂r + (bpt + α(αr + 2u))∂u (81b)
(t˜, r˜, u˜)21 =
(
e(p+2α)ǫt, eαǫ(ǫ(bt− αr − u) + r), be(p+2α)ǫt− eαǫ
(
αr + (1 + αǫ)(bt− αr − u)
))
(81c)
(e)
p 6= 0; f(u) = b (82a)
X22 = pt∂t + (bpt− r)∂u (82b)
(t˜, r˜, u˜)22 =
(
epǫt, r, bt(epǫ − 1)− ǫr + u
)
dilation and time- & space- dependent shift
(82c)
(f)
f(u) = b+ ku, k 6= 0;m = 0 (83a)
X23 = exp(kt)∂t + k exp(kt)(αr + u)∂u (83b)
(t˜, r˜, u˜)23 =
(
−k−1 ln | exp(−kt)− ǫ|, r, (1− ǫ exp(kt))−1(αrǫ exp(kt) + u)
)
(83c)
exponential dilation and shift
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We now state the classification of the point-symmetry Lie algebras for the class of 1-
dimensional nonlinear diffusion-reaction equation (5)–(6). In particular, a basis of generators
for each maximal Lie algebra is exhibited for each non-hodograph case.
Theorem 3.2. The maximal point symmetry groups for the class of 1-dimensional nonlinear
diffusion-reaction equation (5)–(6) (in all non-hodograph cases) are generated by:
(i)
arbitrary h(ur), f(u)
X1, arbitrary m; X2, m = 0
(ii)
arbitrary h(ur), f(u) = b+ ku; k 6= 0
X1, X3, arbitrary m; X2, m = 0
[X1,X3] = kX3 (84)
arbitrary h(ur), f(u) = k/(a+ u)
X1, X4, arbitrary m; X2, m = 0
[X1,X4] = 2X1; (85a)
[X2,X4] = X2 (85b)
h(ur) = −κu
p
r, f(u) = k(a + u)
p + c(a+ u); p 6= −1, 0, 1; c 6= 0
X1, X6, arbitrary m; X2, m = 0
[X1,X6] = c(1− p)X6 (86)
h(ur) = −κu
p
r, f(u) = k(a + u)
q; p 6= −1, 0, 1; q 6= −1, 0
X1, X7, arbitrary m; X2, m = 0
[X1,X7] = (p+ 1)(1− q)X1; (87a)
[X2,X7] = (p− q)X2 (87b)
h(ur) = −κu
p
r, f(u) = k exp(qu); p 6= −1, 0, 1; q 6= 0
X1, X8, arbitrary m; X2, m = 0
[X1,X8] = (p+ 1)qX1; (88a)
[X2,X8] = qX2 (88b)
h(ur) = β − κ/ur, f(u) = b+ k/(a+ u), m = −2; β 6= 0; k 6= 0; b 6= 0
X1, X9
[X1,X9] = 2X1 (89)
(iii)
arbitrary h(ur), f(u) = b
X1, X3|k=0, X5, arbitrary m; X2, m = 0
[X1,X5] = 2X1 + bX3, [X3,X5] = X3; (90a)
[X2,X5] = X2 (90b)
h(ur) = −κu
2
r, f(u) = k(a + u)
2
X1, X7|p=q=2, X10, arbitrary m; X2, m = 0
[X1,X7] = −3X1, [X1,X10] =
2
3
kX7, [X7,X10] = −3X10 (91)
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h(ur) = −κu
2
r, f(u) = k(a + u)
2 − b2/k; k 6= 0; b 6= 0
X1, X6|p=2,a=a−b/k,c=2b, X11, arbitrary m; X2, m = 0
[X1,X6] = −2bX6, [X1,X11] = 2bX11, [X6,X11] = −
1
b
X1 (92)
h(ur) = −κu
2
r, f(u) = k(a + u)
2 + b2/k; k 6= 0; b 6= 0
X1, X12, X13, arbitrary m; X2, m = 0
[X1,X12] = −2bX13, [X1,X13] = 2bX12, [X12,X13] =
1
2b
X1 (93)
h(ur) = β − κ/ur, f(u) = b+ ku, m = −2; β 6= 0; k 6= 0
X1, X3, X14
[X1,X3] = kX3 (94)
(iv)
h(ur) = −κ(α + ur)
p, f(u) = b; p 6= −1, 0, 1
X1, X3|k=0, X5, X15, arbitrary m; X2, m = 0
[X1,X5] = 2X1 + bX3, [X1,X15] = (p+ 1)(X1 + bX3), [X3,X5] = X3; (95a)
[X2,X5] = X2, [X2,X15] = X2 − αX3 (95b)
h(ur) = κ exp(pur), f(u) = b; p 6= 0
X1, X3|k=0, X5, X22, arbitrary m; X2, m = 0
[X1,X5] = 2X1 + bX3, [X1,X22] = p(X1 + bX3), [X3,X5] = X3; (96a)
[X2,X5] = X2, [X2,X22] = −X3 (96b)
h(ur) = −κu
p
r, f(u) = b+ ku; p 6= −1, 0, 1
X1, X3, X6|k=0,c=k,a=b/k, X7|q=1,a=b/k, arbitrary m; X2, m = 0
[X1,X3] = kX3, [X1,X6] = k(1− p)X6, [X3,X7] = (p+ 1)X3; (97a)
[X2,X7] = (p− 1)X2 (97b)
h(ur) = −κu
2
r/(α + ur)
2, f(u) = b+ ku, m = 0; α 6= 0; k 6= 0
X1, X2, X3|m=0, X18
[X1,X3] = kX3, [X1,X18] = −kX18, [X3,X18] = −kX2 (98)
h(ur) = κ ln |α + ur|, f(u) = b+ ku, m = 0; k 6= 0
X1, X2, X3|m=0, X23
[X1,X3] = kX3, [X1,X23] = kX23, [X2,X23] = αkX3 (99)
(v)
h(ur) = −κ
(β + ur
α+ ur
)p
, f(u) = b, m = 0; p 6= 0; α 6= β
X1, X2, X3|k=0,m=0, X5, X19
[X1,X5] = 2X1 + bX3, [X1,X19] = ((p+ 1)β − (p− 1)α+)X1 + bX2 + bp(β − α)X3,
(100a)
[X2,X5] = X2, [X2,X19] = αβX3, [X3,X5] = X3, [X3,X19] = (α + β)X3 −X2
(100b)
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h(ur) = κ exp(p arctan((α + ur)/β)), f(u) = b, m = 0; p 6= 0; β 6= 0
X1, X2, X3|k=0,m=0, X5, X20
[X1,X5] = 2X1 + bX3, [X1,X20] = (pβ − 2α)X1 − bX2 + bpβX3, [X2,X5] = X2,
(101a)
[X2,X20] = −(α
2 + β2)X3, [X3,X5] = X3, [X3,X20] = X2 − 2αX3 (101b)
h(ur) = κ exp(p/(α + ur)), f(u) = b, m = 0; p 6= 0
X1, X2, X3|k=0,m=0, X5, X21
[X1,X5] = 2X1 + bX3, [X1,X21] = (p+ 2α)X1 + bX2 + bpX3, [X2,X5] = X2, (102a)
[X2,X21] = α
2X3, [X3,X5] = X3, [X3,X21] = 2αX3 −X2 (102b)
h(ur) = β − κ/(α + ur), f(u) = b, m = −2; β 6= 0
X1, X3|k=0, X5, X16, X17
[X1,X5] = 2X1 + bX3, [X1,X16] = 2βX3, [X1,X17] = 2βX5 − bX16, (103a)
[X3,X5] = X3, [X3,X17] = X16, [X5,X16] = X16, [X5,X17] = 2X17 (103b)
In the literature, a classification of point symmetries is known for the case m = 0 and
f ′(u) 6= 0 [18], which describes a reaction-diffusion equation with a gradient diffusivity in
one spatial dimension, ut = h
′(ur)urr + f(u). We remark that this classification coincides
with the classification presented in Theorems 3.1 and 3.2 in the special case m = 0, except
that the point symmetry X18 appears to be missing in Ref.[18].
We also remark that the case m = 0 and f(u) = b as well as the case m = 0, f(u) = b+ku,
and h(ur) = −κur
p can be mapped by a point transformation (t, u)→ (t˜, u˜) into a nonlinear
filtration equation in one spatial dimension, u˜t˜ = h
′(u˜r)u˜rr. The results in Theorems 3.1
and 3.2 agree with the classification of point symmetries known [20] for this special class of
equations.
3.1. Contact symmetries. As the 1-dimensional nonlinear diffusion-reaction equation (5)–
(6) involves only a single dependent variable u, its Lie symmetry group comprises point
symmetries and contact symmetries [17].
A contact symmetry extends the definition of invariance (55) by allowing the symmetry
transformations to depend essentially on first-order derivatives of u, as given by an infinites-
imal generator with the characteristic form
Xˆ = P (t, r, u, ut, ur)∂u. (104)
The corresponding infinitesimal transformations on (t, x, u, ut, ux) are given by
X = τ∂t + ξ∂r + η∂u + η
t∂ut + η
r∂ur (105)
where
τ = −Put , ξ = −Pur , η = P − utPut − urPur , η
t = Pt + utPu, η
r = Pr + urPu (106)
which follows from preservation of the contact condition du = utdt + urdr. Note that a
contact symmetry reduces to a (prolonged) point symmetry if and only if P is a linear
function of ut and ur.
In the symmetry determining equation (55), because ut appears in the contact symmetry
generator (104), we eliminate urr and its differential consequences by use of the nonlinear
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diffusion-reaction equation (5)–(6). Then the determining equation (55) can be split into a
linear overdetermined system for P (t, r, u, ut, ur), h(ur), f(u), m. Note there is no further
splitting of the system. Then we apply the steps outlined in the appendix to obtain the
complete set of solutions, and we remove any solutions in which P is linear in both ut and
ur.
Theorem 3.3. The 1-dimensional nonlinear diffusion-reaction equation (5)–(6) (in all non-
hodograph cases) does not admit any contact symmetries other than prolongations of point
symmetries.
4. Low-order conservation laws and Lie symmetries in n ≥ 1 dimensions
The solution space E of the 1-dimensional diffusion-reaction equation (5)–(6) coincides
with the subspace E ⊂ E+ of solutions u(t, r) of the radial diffusion-reaction equation (3)
without the regularity conditions (4) iff h(ur) is an odd function or equivalently iff the dif-
fusivity h′(ur) is an even function. As a consequence of this relation between the solution
spaces, if a local conservation law admitted by the 1-dimensional equation when h(ur) is an
odd function is restricted to solutions satisfying the regularity conditions (4), then the conser-
vation law is also admitted by the radial equation. Similarly, if a Lie symmetry admitted by
the 1-dimensional equation when h(ur) is an odd function preserves the regularity conditions
(4), then the symmetry is admitted by the radial equation. Conversely, if a local conserva-
tion law admitted by the radial equation holds without the regularity conditions (4), then
the conservation law can be extended to the 1-dimensional equation, with h(ur) = g(|ur|)ur
being an odd function. Likewise, if a Lie symmetry admitted by the radial equation holds
without preserving the regularity conditions (4), then the symmetry can be extended to the
1-dimensional equation.
Hence, the classification of low-order local conservation laws and Lie symmetries shown
in Theorems 2.1 and 3.1 for the 1-dimensional equation directly yields a corresponding
classification for the radial equation.
We start with the classification of conservation laws.
Theorem 4.1. The low-order local conservation laws
(DtT +DrX)|E+ = 0 (107)
admitted on the whole solution space E+ of the radial generalized p-Laplacian diffusion-
reaction equation (3) are given by:
g(|ur|) arbitrary, f(u) = b+ ku (108a)
T1 = r
n−1 exp(−kt)u, X1 = −r
n−1 exp(−kt)(urg(|ur|) + (b/n)r) (108b)
g(|ur|) = −κ/|ur|
2, f(u) arbitrary (109a)
T2,∞ = r
n−1φ(t, u), X2,∞ = −κr
n−1φu(t, u)
ur
(109b)
φt + κφuu + f(u)φu = 0 (109c)
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modulo a trivial conserved density and radial flux. The corresponding multipliers are given
by
Q1 = r
n−1u, Q2,∞ = r
n−1φ(t, u) (110)
We will now discuss the physical meaning of these conservation laws.
The first conservation law (108) gives rise to the global continuity equation
d
dt
∫ R
0
e−kturn−1dr = bRn/n+ e−kt(rn−1g(|∇u|)ur)
∣∣∣R
0
(111)
on a closed radial domain Ω = [0, R] ∈ R, with R > 0. This yields a conserved integral
for radial solutions u(t, r) iff we have b = f(0) = 0 and ur|r=R = 0, namely, a Neumann
boundary condition on u in the domain (together with the regularity conditions (4)). Then
the mass integral (32) becomes an exponential function M(t) = ektM0, where M0 = M(0) is
the initial mass. Hence, the mass M(t) either blows up when k > 0, or decays to zero when
k < 0, corresponding to when the term f(u) = ku in the radial diffusion-reaction equation
(3) acts as either a source or a sink.
The second conservation law (109) involves a function φ(t, u) that satisfies the linear dif-
fusion equation (109c). This indicates, similarly to the situation for the 1-dimensional con-
servation law (25), that the nonlinear radial diffusion-reaction equation (3) can be invertibly
mapped into a linear diffusion equation by a hodograph transformation. In particular, this
transformation is exactly the same as the one shown in Proposition 2.1.
Hence, from the classification of low-order radial conservation laws in Theorem 4.1, com-
bined with the general mapping theorem in [16], we have the following result.
Proposition 4.1. The radial nonlinear diffusion-reaction equation (3) can be mapped into
a linear diffusion equation by a point transformation iff the diffusivity has the form g(|ur|) =
−κ/|ur|
2 (with the source/sink f(u) being arbitrary). The linear diffusion equation is given
by u˜t˜ = κu˜r˜r˜ + f(r˜)u˜r˜ where (t, r, u)→ (t˜, r˜, u˜) = (t, u, r
n/n) is the point transformation.
We next state the classification of Lie symmetries, excluding all hodograph cases.
Theorem 4.2. (i) The point symmetries admitted by the radial generalized p-Laplacian
diffusion-reaction equation (3) for arbitrary g(|ur|) are generated by the transformations
(57)–(61). (ii) The radial generalized p-Laplacian diffusion-reaction equation (3) admits
additional point symmetries only when g(|ur|) = −κ|ur|
2l/d where l is a non-zero integer and
d is a non-even number. These point symmetries (in non-hodograph cases) are generated
by the transformations (68)–(70) where p = 1 + 2l/d. (iii) No contact symmetries other
than prolongations of point symmetries are admitted by the radial generalized p-Laplacian
diffusion-reaction equation (3) (in non-hodograph cases).
By combining this result with Theorem 3.2, we obtain a classification of point symmetry
groups.
Theorem 4.3. The maximal point symmetry groups for the class of radial generalized p-
Laplacian diffusion-reaction equation (3) (in all non-hodograph cases) are generated by:
(1-dimensional)
arbitrary g(|ur|), f(u):
X1
21
(2-dimensional)
arbitrary g(|ur|), f(u) = b+ ku; k 6= 0:
X1, X3, with commutator structure (84)
arbitrary g(|ur|), f(u) = k/(a+ u):
X1, X4, with commutator structure (85)
g(|ur|) = −κ|ur|
p−1, f(u) = k(a+ u)p + c(a + u); c 6= 0:
X1, X6, with commutator structure (86)
g(|ur|) = −κ|ur|
p−1, f(u) = k(a+ u)q; q 6= −1, 0:
X1, X7, with commutator structure (87)
g(|ur|) = −κ|ur|
p−1, f(u) = k exp(qu); q 6= 0:
X1, X8, with commutator structure (88)
(3-dimensional)
arbitrary g(|ur|), f(u) = b:
X1, X3|k=0, X5, with commutator structure (90)
(4-dimensional)
g(|ur|) = −κ|ur|
p−1, f(u) = b:
X1, X3|k=0, X5, X15, with commutator structure (95)
g(|ur|) = −κ|ur|
p−1, f(u) = b+ ku:
X1, X3, X6|k=0,c=k,a=b/k, X7|q=1,a=b/k, with commutator structure (97)
where p = 1 + 2l/d, l is a non-zero integer and d is a non-even number.
Finally, we remark that the radial generalized p-Laplacian diffusion-reaction equation (3)
admits additional symmetries and conservation laws that hold on a subspace of the whole
radial solution space. These are known as conditional symmetries and conservation laws,
and they arise when any of the low-order local conservation laws and Lie symmetries shown
in Theorems 2.1 and 3.1 for the 1-dimensional diffusion-reaction equation (5)–(6) admit a
restriction to solutions u(t, r) such that ur = ±|ur| has a single sign. In particular, for
such solutions, g(|ur|) = g(±ur) = h(ur)/ur will be well-defined without the need to restrict
h(ur), in which the 1-dimensional equation coincides with the radial equation. (Note this
sign condition will not hold in general for all solutions u(t, r) of the 1-dimensional equation
(5)–(6).)
5. Group-invariant solutions
Exact analytical solutions are of considerable interest as they can provide insight into
asymptotic behavior, extinction or blow-up behavior, and they also give a means by which
to test numerical solution methods.
Each one-dimensional point symmetry group that is admitted by the radial generalized
p-Laplacian diffusion-reaction equation (3) can be used to reduce the equation to obtain cor-
responding group-invariant solutions u(t, r) [14, 17, 15]. The specific form for these solutions
for a given symmetry with generator X is given by integration of the invariance condition
Xˆ|u(t,r) = 0, where Xˆ is the symmetry generator in characteristic form (54).
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When the given symmetry X does not leave both variables (t, r) invariant, the group-
invariant solutions will have the form
u = Φ(t, r, U(z)) (112)
in terms of symmetry invariants
z = ζ(t, r), U = Υ(t, r, u) (113)
given by
Xz = XU = 0 (114)
where U(z) will satisfy a second-order nonlinear ODE obtained by reduction of the radial
equation (3). However, this ODE must still be solved to find U(z), if explicit expressions
for the group-invariant solutions are being sought. Not all second-order nonlinear ODEs can
be solved explicitly, but there are many different integration methods that can be applied
[14, 17, 33]. One way to ensure that the ODE for U(z) can be solved is if it inherits
a two-dimensional symmetry group from the radial equation (3), since then the inherited
symmetries can be used [14, 17] to reduce the ODE to a first-order separable form which can
be directly integrated. The condition that the ODE inherits a two-dimensional symmetry
group is equivalent to requiring that the starting one-dimensional symmetry group is a
subgroup of a three-dimensional group of symmetries given by generators X, Y1, Y2 with
the commutator structure
[Y1,X] = C1X, [Y2,X] = C2X, [Y2,Y1] = C3Y1 (115)
where C1, C2, C3 are constants. This structure describes a three-dimensional solvable Lie
group [17], with Y1 and Y2 generating a two-dimensional solvable Lie subgroup.
Recall [34], a Lie group G is solvable iff it has the structure G1 ⊂ G2 ⊂ · · · ⊂ G in which
Gi is a subgroup of dimension i and a normal subgroup of Gi+1, for i = 1, 2, . . . , dimG − 1.
This structure has two equivalent formulations in the Lie algebra g of G: first, g1 ⊂ g2 ⊂
· · · ⊂ g in which gi is an i-dimensional normal subalgebra in gi+1, namely [gi+1, gi] ⊆ gi,
i = 1, 2, . . . , dim g − 1; second, g ⊃ g(1) ⊃ g(2) ⊃ · · · ⊃ g(ℓ) ⊃ g(ℓ+1) = 0, where g(i) =
[g(i−1), g(i−1)] is the ith derived subalgebra defined by induction, i = 1, 2, . . . , ℓ ≤ dim g, with
g
(0) = g. Note that the last derived subalgebra g(ℓ) is abelian, and every derived subalgebra is
an ideal in g as shown by a straightforward induction argument [34]. This second formulation
will be the most useful one for the method of symmetry reduction because it turns out to
provide the required commutator structure (115), without any additional steps.
We will now apply this symmetry reduction method to obtain exact analytic solutions for
the radial generalized p-Laplacian diffusion-reaction equation (3) in n > 1 dimensions, using
the solvable symmetry groups of dimension three or higher admitted by this equation.
From the classification of symmetry groups stated in Theorem 4.3, we begin by outlining
how the commutator structures can be used to find all solvable symmetry subgroups of
dimension at least three.
For each given maximal symmetry algebra, g, which is non-abelian, first, we find its derived
subalgebras g(i), for i = 1, 2, . . . , dim g. We stop at i = dim g because we know that g is
solvable iff g(dim g) is empty. Next, in the case when g(dim g) is empty, if the derived subalgebra
g
(ℓ) is three-dimensional, it is abelian and therefore is trivially solvable. If instead g(ℓ) is two-
dimensional, then the derived subalgebra g(ℓ−1) is a solvable (sub)algebra of dimension at
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least three, and finally, if g(ℓ) is one-dimensional, then either g(ℓ−1) or g(ℓ−2) is a solvable
(sub)algebra of dimension at least three.
This procedure yields all possible three-dimensional solvable symmetry (sub)algebras gsolv
and hence all possible corresponding solvable symmetry (sub)groups Gsolv. For each one, the
generators in gsolv always can be arranged to have the commutator structure (115) whereX is
a symmetry generator in the abelian subalgebra g(ℓ), and where gX = gsolv/span(X) is then
a two-dimensional symmetry algebra that will be inherited by the second-order nonlinear
ODE arising in the symmetry reduction given by X. If g(ℓ) is one-dimensional, then X is any
generator of g(ℓ), and so gX = gsolv/g
(ℓ) is unique. Next, if g(ℓ) is two-dimensional, then two
different cases can arise, depending on whether the adjoint action of Gsolv on g
(ℓ) has orbits
that are one or two dimensional. In the one-dimensional case, X is any generator on either
one of the two orbits in g(ℓ), whereas in the two-dimensional case, X is any generator in g(ℓ).
Finally, if g(ℓ) is three-dimensional, then again X is any generator in g(ℓ) since the orbits of
the adjoint action of Gsolv on g
(ℓ) are trivially three-dimensional.
For a given solvable algebra of symmetries (115), whenever the set of allowed generators
X is more than one-dimensional, any two of these symmetry generators that are related
by the adjoint action of the full symmetry group G on g(ℓ) will produce group-invariant
solutions that can be mapped into each other by the symmetry transformation on (t, r, u)
corresponding to this group action. Consequently, in this case it is sufficient to consider a
subset of symmetry generators that belong to different equivalent classes under the adjoint
action of G. Such a subset is called an optimal set of symmetry generators and can be
straightforwardly determined by the methods in Refs. [14, 35]. Note that when the set of
generators X is only one-dimensional, then there is only a single equivalent class and hence
X itself constitutes an optimal set. Also, as noted earlier, any generator X must have the
property that it does not leave both variables (t, r) invariant.
To proceed, we now state a classification of solvable symmetry (sub)algebras gsolv, and a
corresponding optimal set of symmetry generatorsX along with the two-dimensional solvable
symmetry subalgebras gX = gsolv/span(X) = span(Y1,Y2).
Proposition 5.1. For the radial generalized p-Laplacian diffusion-reaction equation (3) in
n > 1 dimensions, all solvable symmetry subalgebras (115) are given by:
(a) arbitrary g(|ur|), f(u) = b:
X˜1 = ∂t, X˜3 = ∂u, X˜5 = 2t∂t + r∂r + (bt + u)∂u, (116)
gsolv = span(X˜1, X˜3, X˜5) ⊃ g
(1) = span(X˜1, X˜3), g
(2) = 0 (117)
X = X˜1 + bX˜3 (118)
Y1 = X˜3, Y2 = X˜5 (119)
(b) g(|ur|) = −κ|ur|
p−1, f(u) = b+ ku, p = 1 + 2l/d, k 6= 0:
X˜1 = ∂t, X˜3 = exp(kt)∂u, X˜6 = exp(k(1− p)t)(k
−1∂t + (k
−1b+ u)∂u),
X˜7 = (p− 1)r∂r + (p+ 1)(k
−1b+ u)∂u
(120)
g = span(X˜1, X˜3, X˜6, X˜7) ⊃ g
(1) = span(X˜3, X˜6), g
(2) = 0 (121)
X = kX˜6 + µX˜3, µ = const. (122)
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Y1 = X˜3, Y2 = (p+ 1)X˜1 + pkX˜7 (123)
where l is a non-zero integer and d is a non-even number.
We remark that once the resulting group-invariant solutions (112) have been found then
in each case the full group G ⊇ Gsolv of symmetry transformations can be applied to these
solutions. However, since Gsolv is an ideal in G, the group of symmetry transformations will
map each family of group-invariant solutions into itself, and so no new solutions can be
produced in this way.
5.1. Reduction under combined time-translation and shift. We first consider the 3-
dimensional solvable symmetry group (116)–(117). The optimal symmetry generator (118)
is explicitly given by
X = X˜1 + bX˜3 = ∂t + b∂u, (124)
Its has the invariants (113)–(114) given by
z = r, U = u− bt (125)
from which we see that the form (112) for group-invariant solutions consists of
u = bt + U(r) (126)
Substitution of this expression into the n-dimensional radial diffusion-reaction equation (3)
yields the second-order nonlinear ODE
(U ′g(|U ′|))′ + (n− 1)r−1U ′g(|U ′|) = 0 (127)
for U(r), where g is an arbitrary function, describing the diffusivity, and where b is an
arbitrary constant, describing a uniform, time-independent source/sink.
From the other two symmetry generators (119) in the solvable symmetry group, we have
X˜3r = 0, X˜3U = 1, X˜5r = r, X˜5U = U . Thus, the ODE (127) inherits a two-dimensional
solvable symmetry algebra generated by
Y1 = ∂U , Y2 = r∂r + U∂U (128)
with the commutator structure [Y2,Y1] = −Y1. These symmetries allow the ODE (127) to
be integrated as follows. First, we see that ζ = r and V = U ′ are invariants of Y1, and that
Y2ζ = ζ and pr
(1)Y2V = 0. In terms of these variables, the ODE becomes
(V g(|V |))′ + (n− 1)ζ−1V g(|V |) = 0 (129)
which is a first-order ODE for V (ζ). It possesses pr(1)Y2
∣∣
(ζ,V )
= ζ∂ζ as a symmetry, and so
it can be reduced to quadrature∫ (
V −1 +
g′(|V |)
g(|V |)
)
dV = (1− n)
∫
ζ−1 dζ + c0, c0 = const. (130)
Both integrals can be evaluated explicitly, yielding ζn−1V g(|V |) = ec0 = c1 = const.. We
can write this solution in the explicit form
V (ζ) = h−1(c1ζ
1−n) (131)
where h−1 denotes the inverse of the function
h(V ) = V g(|V |) (132)
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Next, after undoing the change of variables V = U ′ and ζ = r, we can integrate the
resulting first-order ODE U ′ = h−1(c1r
1−n) to obtain the quadrature
U(r) = c2 +
∫
h−1(c1r
1−n) dr, c1, c2 = const. (133)
which yields the general solution of the second-order nonlinear ODE (127). Substituting this
quadrature into the expression (126), we finally get
u(t, r) = bt + c2 +
∫
h−1(c1r
1−n) dr (134)
which gives all group-invariant solutions arising from the symmetry (124), where h is the
function (132) and h−1 is its inverse, and where c1, c2 are arbitrary constants.
5.2. Reduction under combined time-dependent dilation and shift. We next con-
sider the 4-dimensional solvable symmetry group (120)–(121). The optimal symmetry gen-
erator (122) is explicitly given by
X = kX˜6 + µX˜3 = e
k(1−p)t∂t +
(
ek(1−p)t(b+ ku) + µekt
)
∂u, p 6= 1, µ = const. (135)
which has
z = r, U = e−kt(u+ b
k
)− µ
(p−1)k
ek(p−1)t (136)
as invariants (113)–(114). We see that the form (112) for group-invariant solutions consists
of
u = ektU(r) + µ
(p−1)k
ekpt − b
k
(137)
Substitution of this expression into the n-dimensional radial diffusion-reaction equation (3)
yields the second-order nonlinear ODE
κ((U ′)p)′ + (n− 1)r−1(U ′)p + µ = 0 (138)
for U(r).
From the other two symmetry generators (123) in the solvable symmetry group, we have
X˜3r = 0, X˜3U = 1, ((p + 1)X˜1 + pX˜7)r = p(p− 1)kr, ((p + 1)X˜1 + pX˜7)U = p(p
2 − 1)kU .
Thus, the ODE (138) inherits a two-dimensional solvable symmetry algebra generated by
Y1 = ∂U , Y2 = pr∂r + (p+ 1)U∂U (139)
(up to a scaling of Y2) with the commutator structure [Y2,Y1] = k(1−p
2)Y1. We use these
symmetries to integrate the ODE (138) as follows. First, we see that ζ = r and V = U ′ are
invariants of Y1, and that Y2ζ = pζ and prY2V = V . In terms of these variables, the ODE
is given by
κ(V p)′ + (n− 1)ζ−1V p + µ = 0 (140)
for V (ζ). This is a first-order ODE which possesses pr(1)Y2
∣∣
(ζ,V )
= pζ∂ζ+V ∂V as a symmetry.
By changing variables from V to the invariant W = V p/ζ , we see that this ODE becomes
ζW ′ + nW + µ/κ = 0 (141)
which has the quadrature∫
dW
nW + µ/κ
= −
∫
ζ−1 dζ + c0, c0 = const. (142)
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Next, we evaluate the integrals, yielding
W (ζ) = c1ζ
−n − µ
nκ
= V (ζ)p/ζ, c1 = e
c0 = const. (143)
After undoing the change of variables V = U ′ and ζ = r, we can integrate the resulting
first-order ODE U ′ = ((c1r
−n − µ/(nκ))r)1/p to obtain the quadrature
U(r) = c2 +
∫
(c1r
1−n − µ
nκ
r)1/p dr, c1, c2 = const. (144)
which yields the general solution of the second-order nonlinear ODE (138). Finally, substi-
tuting this quadrature into the expression (137), we get
u(t, r) = ekt
(
c2 +
∫
(c1r
1−n − µ
nκ
r)1/p dr
)
+ µ
(p−1)k
ekpt − b
k
(145)
which gives all group-invariant solutions arising from the symmetry (135), where c1, c2 are
arbitrary constants.
5.3. Exact solutions and their properties. We will now look at the physical and analyt-
ical features of the two families of explicit group-invariant solutions (134) and (145) obtained
for the radial generalized p-Laplacian diffusion-reaction equation (3).
Consider the first solution family (134), which we will write in the form
u(t, r) = bt + r1
∫ r/r1
r0/r1
h−1(z1−n) dz, r1, r0 = const. (146)
where h−1 is the inverse of the function h(ur) = urg(|ur|) given in terms of the arbitrary
diffusivity function g, and where b is the constant source/sink. Here the radial diffusion-
reaction equation (3) is given by
ut = (g(|ur|) + |ur|g
′(|ur|))urr + (n− 1)r
−1g(|ur|)ur + b (147)
on the half-line R+. These solutions (146) describe a superposition of a uniform dynamical
background udyn(t) = bt and a static mass distribution
ustatic(r) = r1
∫ r/r1
r0/r1
h−1(z1−n) dz (148)
which has two parameters r1 and r0. The dynamical part of the solution satisfies the simple
evolution equation ut = b, while the static part of the solution satisfies the spatial equation
(g(|ur|) + |ur|g
′(|ur|))urr + (n− 1)r
−1g(|ur|)ur = 0, r > 0 (149)
with no source/sink term. This spatial equation is a generalization of the p-Laplacian equa-
tion, and so ustatic(r) represents an equilibrium mass distribution for the radial generalized
p-Laplacian diffusion-reaction equation (3). If we view both the equilibrium solution and
the spatial equation as being radial reductions of the n-dimensional generalized p-Laplacian
diffusion-reaction equation (2) without a source/sink term, then we find that this equilibrium
solution has the meaning of a fundamental solution for the generalized Laplace equation
∇ · (g(|∇u|)∇u) = δ(x), g′ 6= 0, (150)
for u(x) on Rn, where r = |x| and δ(x) is the Dirac delta distribution. To see this inter-
pretation, we integrate equation (150) over a ball B(R) with radius R > 0 in Rn. By using
the divergence theorem and the property that the Dirac delta distribution has unit mass, we
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obtain 1 =
∫
∂B(R)
g(|∇u|)∇u · xˆ dS = vol(Sn−1)(rn−1g(|ur|)ur)|r=R, where S
n−1 denotes the
unit-radius hypersphere in Rn. We now differentiate u = ustatic(r) = r1
∫ r/r1
r0/r1
h−1(z1−n) dz
to get ur = h
−1(rn−11 r
1−n) whereby rn−1g(|ur|)ur = r
n−1h(ur) = r
n−1
1 is a constant.
Hence, we must have vol(Sn−1)rn−11 = 1, which determines r
n−1
1 = 1/vol(S
n−1). Then
u(x) = ustatic(|x|) =
∫ |x|
r0
h−1(z1−n/vol(Sn−1)) dz is the general solution of the generalized
Laplace equation (150).
Therefore, the family of group-invariant solutions (146) can be viewed as satisfying the
equations
ut = b, ∇ · (g(|∇u|)∇u) = c0δ(x), g
′ 6= 0 (151)
with u = u(t, |x|) on Rn, where δ(x) is the Dirac delta distribution, and where c0 =
vol(∂B(r1)) is a constant.
We can get some further insight into these solutions (146) by using the mass conservation
law (108). Again we will view u = u(t, |x|) as an n-dimensional radial function on Rn.
Integration of this conservation law over a ball B(R) with radius R > 0 in Rn then yields
a global continuity equation for the total mass M(t;B(R)) = vol(Sn−1)
∫ R
0
u(t, r)rn−1dr. In
particular, we have
d
dt
M(t;B(R)) = vol(Sn−1)(bRn/n+ rn−11 ) = vol(B(R))b+ vol(∂B(r1)) (152)
through use of the divergence theorem and the relation rn−1g(|ur|)ur = r
n−1h(ur) = r
n−1
1 .
(In addition, we have used the well-known formula vol(B(r)) = 1
n
rnvol(Sn−1).) Note the flux
in this mass continuity equation consists of a volume term vol(B(R))b plus a hypersurface
term vol(∂B(r1)), which arise respectively from the constant source/sink term b and the
Dirac delta term vol(∂B(r1))δ(x) in equations (151). We can integrate the mass continuity
equation (152) to obtain an expression for the total mass
M(t;B(R)) = (vol(B(R))b+ vol(∂B(r1)))t+M(0;B(R)) (153)
with
M(0;B(R)) = vol(Sn−1)
∫ R
0
ustatic(r)r
n−1dr (154)
coming from the static part (148) of the solutions (146).
Now, consider the second solution family (145). Here the radial diffusion-reaction equation
(3) is given by
ut = −κ(p|ur|
p−1urr + (n− 1)r
−1|ur|
p−1ur) + ku+ b (155)
on the half-line R+, where p − 1 is diffusivity power, b is the constant source/sink, and k
is the coefficient of the reaction term. Note, as indicated in Theorem 4.3, we can write
|ur|
p−1 = up−1r when p = 1 + 2l/d 6= 1, in terms of a non-zero integer l and a non-even
number d. We will write the solutions (145) in the form
u(t, r) = ekt
∫ r
r0
(rn−11 z
1−n − µ
nκ
z)1/p dz + µ
(p−1)k
ekpt − b
k
, r1, r0 = const. (156)
where µ, r1, r0 are free parameters. There are two main cases to consider, depending on the
two parameters µ and r1.
First, we consider the case µ = 0. The solutions (145) are then explicitly given by
u(t, r) = ektU(r)− b
k
(157)
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with
U(r) =
{
r
(n−1)/p
1 (r
1+(1−n)/p − r
1+(1−n)/p
0 ), p 6= n− 1
ln(r/r0), p = n− 1
(158)
The constant term in u(t, r) describes a static, uniform equilibrium solution uequil = −
b
k
of
the radial diffusion-reaction equation (155). The non-constant term has a separable form
with respect to t and r. It can be viewed as a kind of Green’s function u˜(t, r) = ektU(r) for
the radial diffusion-reaction equation
u˜t − ku˜+ κ∇ · (|∇u˜|
p−1∇u˜) = ψ(t)δ(x) (159)
on Rn, where r = |x|. In particular, we have ψ(t) = rn−11 e
kpt, while by the same argument
used for the previous solutions (146), we see that U(r) satisfies the p-Laplacian equation on
R
n,
κ∇ · (|∇U |p−1∇U) = c0δ(x) (160)
where c0 = vol(∂B(r1)) is a constant, and B(R) denotes a ball of radius R > 0 in R
n.
However, the total mass of u˜(t, r) = ektU(r) given by M(t) = vol(Sn−1)
∫∞
0
ektU(r) dr is
infinite, since the integral
∫∞
0
U(r)rm dr does not converge for U(r) given by expression
(158). (We remark that a standard Green’s function would have finite mass and would
satisfy equation (159) with ψ(t) = δ(t).)
Next, we consider the case µ 6= 0 and r1 = 0. The solutions (145) are now explicitly given
by
u(t, r) = ektU(r) + Φ(t)− b
k
(161)
with
Φ(t) = µ
(p−1)k
ekpt (162)
U(r) =
{(
−µ
κn
)1/p p
p+1
(r1+1/p − r
1+1/p
0 ), p 6= −1
−κn
µ
ln(r/r0), p = −1
(163)
Since r1 = 0, there is no longer any singularity in u(t, r) that comes from a Dirac delta term
at r = 0 in the radial diffusion-reaction equation (155). One way to see this is from the mass
conservation law (108), with u = u(t, |x|) viewed as an n-dimensional radial function on Rn.
If we integrate this conservation law over a ball B(R) with radius R > 0 in Rn, and use the
divergence theorem combined with the relation rn−1(ur)
p = epktrn−1(U ′)p = −µ
κn
rn, then we
find that the mass flux is given by −vol(∂B(R))X|r=R = vol(B(R))(be
−kt+µe(p−1)kt), where
X = κ exp(−kt)rn−1((ur)
p + (b/n)r) is the radial flux in the mass conservation law (108).
Since the mass flux consists only of volume terms, we conclude that the radial diffusion-
reaction equation (155) does not have a Dirac delta term at r = 0.
We can directly evaluate the total mass M(t;B(R)) = vol(Sn−1)
∫ R
0
u(t, r)rn−1dr by using
expressions (161)–(163). First we observe that the integral
∫ R
0
U(r)rn−1dr converges at r = 0
if p = −1 or if p 6= −1 and −1/p < n− 1. In these cases, we then have
M(t;B(R)) = vol(B(R))Φ(t) + ektM0(B(R)) (164)
where
M0(B(R)) =
{(
−µ
κn
)1/p p
p+1
vol(B(R))
(
pn
1+p(n+1)
R1+1/p − r
1+1/p
0
)
, p 6= −1
−κn
µ
vol(B(R))
(
ln(R/r0)−
1
n
)
p = −1
(165)
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However, the mass M0(B(R)) is unbounded for R → ∞ in both cases, and so on R
+ the
solutions (161)–(163) describe the superposition of an infinite mass distribution ektU(r) and
a time-dependent, uniform background Φ(t).
We will now show that U(r) can be modified by the introduction of moving boundary
r = R(t) at which u(t, R(t)) + b/k = 0, with the solutions u(t, r) being given by
u(t, r) = − b
k
+
{
ektU(r) + Φ(t), 0 ≤ r ≤ R(t)
0, r ≥ R(t)
(166)
in terms of expressions (162)–(163). These piecewise solutions will physically represent a
moving interface front in a constant background.
Radial moving interfaces in Rn can be generally described by [36] a Stephan con-
dition σ(t)R(t)n−1R′(t) = [X ]R(t), where X is the radial mass flux and [X ]R(t) is its
jump at the interface r = R(t). From the mass conservation law (108), we have X =
κ exp(−kt)
(
rn−1((ur)
p + (b/n)r)
)
|r=R(t) which yields
R′(t) = σ˜(t)R(t), σ˜(t) = µ
n
σ(t)e(p−1)kt (167)
We will determine σ(t) from the boundary condition u(t, R(t)) + b/k = 0. Using expressions
(161)–(163) with r0 = 0, we find U(R(t)) = −e
−ktΦ(t) = − µ
(p−1)k
e(p−1)kt and hence
R(t) = R0e
qkt, q = p(p−1)
p+1
, R0 =
(
−µ
qk
)p/(p+1)( κn
−µ
)1/(p+1)
(168)
This gives σ˜(t) = qk and so we obtain
σ(t) = qnk
µ
e(1−p)kt (169)
As a result, we have solutions (166) that describe a radial moving interface (168) on a
constant background. These solutions will be regular (4) at r = 0 If 0 < p < 1, in which
they also will have finite mass
M(t) = vol(Sn−1)
∫ R(t)
0
(u(t, r) + b/k)rn−1 dr
= vol(B(R(t))) µ
(p−1)k
(
1−
(
−µ
κn
)1/p pn
1+p(n+1)
)
epkt
(170)
Last, we consider the case µ 6= 0 and r1 6= 0. The solutions (145) again have the form
(161), with Φ(t) being unchanged while U(r) is given by the quadrature
U(r) =
∫ r
r0
(rn−11 z
1−n − µ
κn
z)1/p dz (171)
Compared with the solutions in previous case, here U(r) is less singular. An asymptotic
expansion of the integral (171) shows that U(r) is regular on R+ if 0 < −p < 1 and that its
total radial mass MU =
∫∞
0
U(r)rn−1 dr is finite if 0 < −p < 1/(n+ 1). Moreover, similarly
to the case µ = 0, we find that U(r) satisfies a p-Laplacian equation on Rn with a Dirac
delta source term
κ∇ · (|∇U |p−1∇U) + µ = c0δ(x) (172)
where c0 = vol(∂B(r1)) is a constant, and B(R) denotes a ball of radius R > 0 in R
n.
Thus, U(r) is the fundamental solution of this one-parameter (µ 6= 0) family of p-Laplacian
equations (172).
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Consequently, if we subtract the constant background term from u(t, r), we obtain solu-
tions u˜(t, r) = ektU(r)+Φ(t) to a radial diffusion-reaction equation (159) on Rn with a source
term ψ(t)δ(x), where r = |x| and ψ(t) = rn−11 e
kpt. These solutions will be regular and have
finite mass M(t) = vol(Sn−1)MUekt when the diffusivity power satisfies 0 < −p < 1/(n+1).
For positive diffusivity powers, u˜(t, r) = ektU(r)+Φ(t) will be a singular solution, as U(r)
will be unbounded for large r when p > 0 and also will be singular at r = 0 if p ≤ m. To
obtain a solution with better regularity, we can seek a piecewise solution in which U(r) has
a cutoff at some radius r = R:
U(r) = U0 = const. for r ≥ R, U
′(R) = 0, U ′′(R) = 0 (173)
These conditions will ensure that U(r) is still a classical solution of the p-Laplacian equation
(172) on Rn for r > 0. From expression (171), we have U ′(r) = (rn−11 z
1−n − µ
κn
z)1/p and
U ′′(r) = p−1(1−n)(rn−11 z
1−n− µ
κn
z)(1−p)/p(rn−11 z
−n− µ
κn(1−n)
), where we are assuming p > 0.
Imposing U ′(R) = 0, we get
R =
(
κn
µ
rn−11
)1/n
(174)
Then we find U ′′(R) = µ
pκ
(0)(1−p)/p, which will vanish if 1 > p. Thus, under the condition
0 < p < 1 on the diffusivity power, we obtain a piecewise classical solution for U(r), with
a cutoff (173)–(174). (Note we will also need κ/µ > 0 when n is even.) This solution will
have a finite radial mass MU =
∫ R
0
U(r)rn−1 dr if U0 = U(R) = 0 and if p > (n− 1)/(n+1).
As a result, for positive diffusivity powers 0 < p < 1, we have classical piecewise solutions
of the form
u(t, r) = ektU(r) + Φ(t)− b
k
(175)
Φ(t) = κn
k(p−1)
rn−11 R
−nekpt (176)
U(r) =
{
r
(n−1)/p
1
∫ r
r0
(z1−n − R−nz)1/p dz, 0 ≤ r ≤ R
r
(n−1)/p
1
∫ R
r0
(z1−n −R−nz)1/p dz, r ≥ R
(177)
where the cutoff radius R > 0 is arbitrary. If we put r0 = R, then these solutions describe
the superposition of a mass distribution ektU(r) with finite support and a time-dependent,
uniform background Φ(t) − b/k on R+. The mass distribution will have a finite total mass
ektMU = vol(Sn−1)
∫ R
0
U(r) dr when the diffusivity power satisfies 1 > p > (n− 1)/(n+ 1).
To conclude our discussion of the group-invariant solutions (175)–(177) for 0 < p < 1 and
(175), (171), (162) for 0 < −p < 1, we remark that the integrals for U(r) can be evaluated
in terms of elementary functions when n = 2 and hypergeometric functions when n 6= 2:
U(r) =


p(n−2)
p+1
(
−µ
nκ
)1/p(
r1+1/pF (−1
p
, p(n−2)
p+n−1
; p(n−1)+1
p(n−2)
; nκ
µ
r1−n1 r
n−2)
− r
1+1/p
0 F (
−1
p
, p(n−2)
p+n−1
; p(n−1)+1
p(n−2)
; nκ
µ
r1−n1 r
n−2
0 )
)
,
n 6= 2
p
p+1
r
−1/p
1 (1−
1
2
µr1κ
−1)1/p(r1+1/p − r
1+1/p
0 ), n = 2, p 6= −1
r1κ(κ−
1
2
µr1)
−1 ln(r/r0), n = 2, p = −1
(178)
6. Concluding Remarks
The generalized p-Laplacian evolution equations studied in the present work describe an
interesting class of radial nonlinear diffusion-reaction equations in n ≥ 1 dimensions with
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many physical applications. The analysis of the initial-value problem for these equations
is also interesting as solutions are known to exhibit several kinds of behaviour, such as
finite-time blow up or finite-time extinction and moving interfaces.
In future work, we plan to use of all the admitted Lie symmetries systematically to look for
explicit solutions that display these different features. We also plan to extend our complete
classification of low-order conservation laws and Lie symmetries to the non-radial case in
n > 1 dimensions.
Appendix
Here we summarize the main steps that have been used in solving the determining systems
(21)–(56) for multipliers and symmetries. Because in the literature there are many papers
that miss solutions and give wrong results for classification problems, this discussion may be
helpful in a wider context.
(1) Split the determining system by Maple “rifsimp”, which yields a tree of all solution
cases consisting of ODEs for h and f , and a system of PDEs for Q or (η, τ, ξ).
(2) Solve the resulting ODEs and PDE system in each case by Maple “dsolve” and “pd-
solve”. (In particular, for every case, check that all solutions representing special branches
of the general solution of the ODEs and PDEs are obtained.) Each solution case will consist
of a linear set of {Q} or {(η, τ, ξ)}, along with a corresponding set of {h, f,m}.
(3) Merge the solution sets in different cases by total inclusion. The resulting solution
cases may still have some (partial) overlap.
(4) Sort the solution cases into a case tree arranged by, firstly, the dimension of the linear
sets of {Q} or {(η, τ, ξ)}, and secondly, by inclusion or generality of h, f,m. (If there is a
case where h, f,m are arbitrary, then this is the top of the case tree. Otherwise, the tree
starts from the case, or cases, of greatest generality.)
(5) The case tree provides a full classification of all linear spaces of conservation laws or
point symmetry algebras, arranged by dimensionality. An equivalent classification can be
obtained by rearranging the solution cases strictly by generality of h, f,m. Any overlapping
cases in the tree can be separated if a set of mutually exclusive solution cases is being sought.
A more concise presentation of the classification can be obtained by listing a basis for
all of the linear spaces of {Q} or {(η, τ, ξ)} in the case tree. These linear spaces should be
maximal (namely, they cannot be enlarged) in each case.
(6) Choose a basis for the maximal linear space(s) of smallest dimension at the top of
the case tree. For each subsequent case in the tree, choose a basis for the maximal linear
space by extending the basis inherited from previous overlapping case(s). Wherever the
extension is more than one-dimensional, a choice for the extended basis is most usefully
made by considering the physical/geometrical meaning of the conservation laws or the point
symmetries represented by the basis, as well as their properties under any scaling (or other
important) transformations.
(7) Any cases that involve a free function should be handled separately, since they will cor-
respond to the existence of a linearizing (or partially linearizing) transformation, depending
on the number of variables in the free function(s).
(8) Arrange the full basis into a table ordered by extension followed by generality of h, f,m
(or other important properties). This provides a complete set of generators for all of the
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admitted maximal Lie algebras of symmetries or the admitted maximal vector spaces of
conservation laws.
We remark that these steps are applicable in general to classification problems that do not
involve the question of equivalence transformations. For equivalence classification problems,
additional preliminary steps are necessary, which are fully discussed in Ref.[37].
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