Let C be a bounded, closed, convex subset of a uniformly convex metric space (M, d). In this paper, we introduce the concept of asymptotic pointwise nonexpansive semigroups of nonlinear mappings T t : C → C, i.e., a family such that T 0 (x) = x, (x, y) , where lim sup t→∞ α t (x) ≤ 1 for every x ∈ C. Then we investigate the existence of common fixed points for asymptotic pointwise nonexpansive semigroups. The proof is based on the concept of types extended to one parameter family of points. MSC: Primary 47H09; secondary 46B20; 47H10; 47E10
Introduction
The purpose of this paper is to prove the existence of common fixed points for semigroups of nonlinear mappings acting in metric spaces. Recently, Khamsi and Kozlowski presented a series of fixed point results for pointwise contractions, asymptotic pointwise contractions, pointwise nonexpansive and asymptotic pointwise nonexpansive mappings acting in modular functions spaces [, ] .
Let us recall that a family {T t } t≥ of mappings forms a semigroup if T  (x) = x, and T s+t = T s • T t . Such a situation is quite typical in mathematics and applications. For instance, in the theory of dynamical systems, the vector function space would define the state space, and the mapping (t, x) → T t (x) would represent the evolution function of a dynamical system. The question about the existence of common fixed points, and about the structure of the set of common fixed points, can be interpreted as a question whether there exist points that are fixed during the state space transformation T t at any given point of time t, and if yes -what does the structure of a set of such points may look like. In the setting of this paper, the state space is a nonlinear metric space.
The existence of common fixed points for families of contractions and nonexpansive mappings in Banach spaces has been the subject of the intensive research since the early s, as investigated by Belluce [] . The asymptotic approach for finding common fixed points of semigroups of Lipschitzian (but not pointwise Lipschitzian) mappings has also been investigated, see, e.g., Tan and Xu [] . It is worthwhile mentioning the recent studies on the special case, when the parameter set for the semigroup is equal to {, , , , . . .}, and T n = T n , the nth iterate http://www. 
Such metric spaces are usually called convex metric spaces [] . Moreover, if we have
for all p, x, y in M, then M is said to be a hyperbolic metric space (see [] ). Obviously, normed linear spaces are hyperbolic spaces. As nonlinear examples, one can consider the Hadamard manifolds [] , the Hilbert open unit ball equipped with the hyperbolic metric [] , and the CAT() spaces [-] (see Example .). We will say that a subset C of a hyperbolic metric space M is convex if [x, y] ⊂ C, whenever x, y are in C. Definition . Let (M, d) be a hyperbolic metric space. We say that M is uniformly convex (in short, UC) if for any a ∈ M, for every r > , and for each > 
The definition of uniform convexity finds its origin in Banach spaces [] . To the best of our knowledge, the first attempt to generalize this concept to metric spaces was made in [] . The reader may also consult [, , ].
From now onwards we assume that M is a hyperbolic metric space, and if (M, d) is uniformly convex, then for every s ≥ , > , there exists η(s, ) >  depending on s and such that δ(r, ε) > η(s, ) >  for any r > s.
Most of the results in this section may be found in [] . (ii) For r  ≤ r  there holds
for any x, y, a ∈ M, then we must have x = y. 
Recall that a hyperbolic metric space (M, d) is said to have the property (R) if any nonincreasing sequence of nonempty, convex, bounded and closed sets, has a nonempty intersection [] .
Our next result deals with the existence and the uniqueness of the best approximants of convex, closed and bounded sets in a uniformly convex metric space. This result is of interest by itself as uniform convexity implies the property (R), which reduces to reflexivity in the linear case.
Theorem . [, ] Assume that (M, d) is complete and uniformly convex. Let C ⊂ M be nonempty, convex and closed. Let x ∈ M be such that d(x, C) < ∞. Then there exists a unique best approximant of x in C, i.e., there exists a unique x
The following result gives the analogue of the well known theorem that states any uniformly convex Banach space is reflexive (see Theorem . in []).
Theorem . [, ] If (M, d) is complete and uniformly convex, then (M, d) has the property (R).
Note that any hyperbolic metric space M, which satisfies the property (R), is complete. The following technical lemma will be needed.
Lemma . [, ] Let (M, d) be uniformly convex. Assume that there exists R
In particular, c is an isometry and d(x, y) = l. The image α of c is called a geodesic (or metric) segment joining x and y. The space (X, d) is said to be a geodesic space if every two points of X are joined by a geodesic and X is said to be uniquely geodesic if there is exactly one geodesic joining x and y for each x, y ∈ X, which we will be denoted by [x, y] , and called the segment joining x to y. A geodesic triangle (x  , x  , x  ) in a geodesic metric space (X, d), consisting of three points x  , x  , x  in X (the vertices of ) and a geodesic segment between each pair of vertices (the edges of ). A comparison triangle for geodesic triangle (
Such a triangle always exists (see []).
A geodesic metric space is said to be a CAT() space if all geodesic triangles of appropriate size satisfy the following CAT() comparison axiom:
Let be a geodesic triangle in X, and let ⊂ R  be a comparison triangle for . Then is said to satisfy the CAT() inequality if for all x, y ∈ and all comparison pointsx,ȳ ∈ ,
Complete CAT() spaces are often called Hadamard spaces (see [] ). If x, y  , y  are points of a CAT() space, and y  is the midpoint of the segment [y  , y  ], which will be denoted by
, then the CAT() inequality implies that
This inequality is the (CN) inequality of Bruhat and Tits [] . As for the Hilbert space, the (CN) inequality implies that CAT() spaces are uniformly convex with
One may also find the modulus of uniform convexity via similar triangles.
Recall that τ : M → R + is called a type if there exists {x n } in M such that 
The set of fixed points of T will be denoted by Fix(T).
This definition is now extended to a one parameter family of mappings.
Definition . A one-parameter family F = {T t ; t ≥ } of mappings from C into itself is said to be an asymptotic pointwise nonexpansive semigroup on C if F satisfies the following conditions: 
for all x, y ∈ C, such that lim sup t→∞ α t (x) ≤  for every x ∈ C, where lim sup
(iv) for each x ∈ C, the mapping t → T t (x) is strong continuous. For each t ≥ , let Fix(T t ) denote the set of its fixed points. Define then the set of all common fixed points of F as the following intersection
Note that we may assume that α t (x) ≥  for any t ≥  and x ∈ C. Indeed set a t (x) = max(α t (x), ). Then one can easily show that Therefore, we will throughout this work assume that α t (x) ≥ , for any t ≥  and x ∈ C, and lim sup t→∞ α t (x) = lim t→∞ α t (x) = .
The concept of type functionals is a powerful technical, tool which is used in the proofs of many fixed point results. The definition of a type is based on a given sequence. In this work, we generalize this definition to a one-parameter family of mappings. A sequence {z n } ⊂ C is called a minimizing sequence of τ if
A typical method of proof for the fixed point theorems in Banach and metric spaces is to construct a fixed point by finding an element, on which a specific type function attains its minimum. To be able to proceed with this method, one has to know that such an element indeed exists.
The next lemma is the generalization of the minimizing sequence property for types defined by sequences in Lemma . in [] to the one-parameter case in modular function spaces.
Lemma . Assume (M, d) is a uniformly convex hyperbolic metric space. Let C be a nonempty, bounded, closed and convex subset of M. Let τ be a type defined by a oneparameter family {h
(ii) Moreover any minimizing sequence {z n } of τ is convergent. Moreover the limit of {z n } is independent of the minimizing sequence.
Proof First let us prove (i). Let
for any t ≥ , we get
for any M > . Since
Using the definition of τ , we deduce that there exists M ν >  such that
for any ν ∈ (, R). So, for any t ≥ M ν , we have
Since C is convex, we get
If we let ν → , we will get
Contradiction. Therefore, we must have z  = z  . Next, we prove (ii). Set R = inf z∈C τ (z). For any n ≥ , set
where conv(A) is the intersection of all closed convex subset of C, which contains A ⊂ C. Since C is itself closed and convex, we get K n ⊂ C for any n ≥ . Property (R) will then
Since ε was taken arbitrarily greater than , we get d(z, x) ≤ τ (z), for any z ∈ C. Assume that R = . Let {z n } be a minimizing sequence. Then we have lim n→∞ τ (z n ) = R = . But we just proved that d(z n , x) ≤ τ (z n ), for any n ≥ . Hence {z n } is convergent to x. Note that x is independent of the minimizing sequence. Next, we assume that R = inf z∈C τ (z) > . Let {z n } be a minimizing sequence. Assume that {z n } is not Cauchy. For any n ≥ , set
The sequence {r n } is decreasing, and since {z n } is not Cauchy, we get inf n≥ r n = r > . http://www.fixedpointtheoryandapplications.com/content/2013/1/230
Using the definition of τ , we deduce the existence of M >  such that
Using the definition of R, we get ε) ). This contradiction implies that {z n } is Cauchy. Since M is complete, we deduce that {z n } is convergent as claimed. In order to finish the proof of (ii), let us show that the limit of {z n } is independent of the minimizing sequence. Indeed let {w n } be another minimizing sequence of τ . The previous proof will show that {w n } is also convergent. In order to prove that the limits of {z n } and {w n } are equal, let us show that lim n→∞ d(z n , w n ) = . Assume not, i.e., lim n→∞ d(z n , w n ) = . Without loss of generality we may assume that there exists r >  such that
Using the definition of R, we get
for any ν ∈ (, R). If we let ν → , we get R ≤ R( -η(R, ε)). This contradiction implies that lim n→∞ d(z n , w n ) = , which completes the proof.
Main result
Using the Lemma ., we are ready to prove the main fixed point result for asymptotic pointwise nonexpansive semigroup in metric spaces. Proof Let us fix x ∈ C and define the type function τ on C by
Since C is bounded, we get τ (z) < +∞, for any z ∈ C. Hence τ  = inf{τ (z); z ∈ C} exists. For any n ≥ , there exists z n ∈ C, such that
Therefore, lim n→∞ τ (z n ) = τ  , i.e., {z n } is a minimizing sequence for τ . By using Lemma ., there exists z ∈ C such that {z n } converges to z. Let us now prove that z ∈ Fix(F ). Note http://www.fixedpointtheoryandapplications.com/content/2013/1/230
for s, t >  and w ∈ C. Using the definition of τ , we get
for any M > s, which implies that . By induction, we will construct a sequence {s n } of positive numbers such that s n+ < s n +  n , and for any s ≥ s n , we have α s (z n ) <  +  n . Let us fix t ≥ . Then the inequality (.) will imply that τ T s n +t (z n ) ≤ α s n +t (z n )τ (z n ) ≤  +  n τ (z n ) for any n ≥ . In particular we get {T s n +t (z n )} is a minimizing sequence of τ . Therefore, the technical Lemma . will imply that {T s n +t (z n )} converges to z, for any t ≥ . In particular, {T s n (z n )} converges to z. Since d T s n +t (z n ), T t (z) ≤ α t (z)d T s n (z n ), z , we get {T s n +t (z n )} converges to T t (z). Finally, using
we get T t (z) = z. Since t was arbitrarily positive, we get z ∈ Fix(F ), i.e., Fix(F ) is nonempty. Next, let us prove that Fix(F ) is closed. Let {z n } be in Fix(F ), which converges to z. Since
for any n ≥  and s > , we get {T s (z n )} is convergent, and its limit is T s (z). Since z n ∈ Fix(F ), we get {T s (z n )} = {z n }. In other words, {z n } converges to T s (z) and z. The uniqueness of the limit, will then imply T s (z) = z, for any s ≥ , i.e., z ∈ Fix(F ). Therefore, Fix(F ) is closed. Let us finish the proof of Theorem . by showing that Fix(F ) is convex. It is sufficient to show that
for any z  , z  ∈ Fix(F ). Without loss of generality, we assume that z  = z  . Let s > . We have
