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IMPROVING ACCURACY IN THE LERAY MODEL FOR INCOMPRESSIBLE
NON-ISOTHERMAL FLOWS VIA ADAPTIVE DECONVOLUTION-BASED
NONLINEAR FILTERING
MINE AKBAS AND ABIGAIL BOWERS
Abstract. This paper considers a Leray regularization model of incompressible, non-isothermal fluid
flows which uses nonlinear filtering based on indicator functions, and introduces an efficient numerical
method for solving it. The proposed method uses a multi-step, second-order temporal discretization
with a finite element (FE) spatial discretization in such a way that the resulting algorithm is linear
at each time level, and decouples the evolution equations from the velocity filter step. Since the
indicator function chosen in this model is mathematically based on approximation theory, the pro-
posed numerical algorithm can be analyzed robustly, i.e the stability and convergence of the method
is provable. A series of numerical tests are carried out to verify the theoretical convergence rates,
and to compare the algorithm with direct numerical simulation and the usual Leray-α model of the
flow problem.
1. Introduction
Recent work utilizing numerical methods/models with physical-phenomenology based indicator
functions has been successful in yielding more accurate solutions to incompressible flow problems.
This concept is a central feature of dynamic Smagorinsky models [?,?, 15,30,31], adaptive regulariza-
tion models [3], and adaptive filter-based stabilization methods [19, 24]. These models incorporate an
indicator function to identify the regions of the domain where stabilization is necessary. Many different
types of indicator functions have been used, all of which (to our knowledge) relied upon physical phe-
nomenology, and were not conducive to rigorous mathematical analysis, until [1]. This work proposed
a deconvolution-based indicator and proved that the convergence rate was improved due to its use.
We expand on the work of [1] by studying a variation of the Leray-α model that uses deconvolution-
based nonlinear filtering for incompressible, non-isothermal fluid flows. Due to its attractive properties,
Leray-α models have been widely studied from both a mathematical and computational point of
view [3,9,11,12,22]. In particular, these models conserve energy and 2D-enstrophy [5,26], and cascade
energy through the inertial range at the same rate as the NSE, up to a filtering radius dependent
wave number [5]. Further, in the finite element context, the model discretizations can be easily used in
existing legacy Navier-Stokes codes in such a way that filtering equations are decoupled from the system
in an unconditionally stable way. In computations, this decoupling leads to no significant extra cost
from using these models when compared with the usual discretization of the system. However, these
methods have lower order accuracy for smooth flows, i.e., O(α2), which can lead to over-regularized
solutions, can cause higher computational costs due to the requirement of a smaller α, and as a
consequence, a finer mesh [2, 7, 8, 17, 18, 20]. One remedy to avoid over regularized solutions and
to improve numerical accuracy of Leray-α models is to use adaptive deconvolution-based nonlinear
filtering in these models [3, 18,19].
The Boussinesq system is a coupled multiphysics flow problem which describes incompressible, non-
isothermal flows, and is given by
ut + u · ∇u−Re−1∆u +∇p−RiT kˆ = f ,(1.1)
∇ · u = 0,(1.2)
Tt + u · ∇T − (RePr)−1∆T = γ,(1.3)
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where u is the velocity, p pressure, T temperature, f is a given force, kˆ :=< 0, . . . , 0, 1 > is the unit
vector, and Re, Ri, and Pr are the Reynolds, Richardson, and Prantdl numbers, respectively.
The Leray-Boussinesq model in (0, t∗]×Ω with appropriate boundary and initial conditions is given
by
ut + u · ∇u−Re−1∆u +∇p−RiT kˆ = f ,(1.4)
∇ · u = 0,(1.5)
Tt + u · ∇T − (RePr)−1∆T = γ,(1.6)
−α2∇ · (a(u)∇u) + u +∇λ = u,(1.7)
∇ · u = 0.(1.8)
where α > 0 is the spatial filtering radius, and a(·)(x) is a function satisfying 0 < a(·)(x) ≤ 1 and
a(·)(x) ≈ 0 in regions where φ does not need regularization,(1.9)
a(·)(x) ≈ 1 in regions where φ does need regularization.(1.10)
These functions used in (1.7) having properties (1)-(1.10) are known as indicator functions. We
make a note here that if a(u) = 1, then this filter coincides with that of the Leray-α model.
The indicator function used in this paper is an in [1] and takes the form
(1.11) aDN (u) := |u−DhN u˜h|,
where DhN denotes N
th order van Cittert deconvolution operator with the discrete linear Helmholtz
filter, and u˜h the discrete Helmholtz filtering of u. At the continuous level, DN (u˜) ≈ u in regions
where u does not need a regularization, and so the function aDN defined in (1.11) satisfies (1.10).
We emphasize that in numerical simulations, the Helmholtz (differential) filter, which is the solution
of a Helmholtz equation, can be only approximated. In finite element implementations, one has to
discretize the Helmholtz equation in the velocity space, which gives the so-called discrete Helmholtz
(differential) filter.
The Leray regularization model with van Cittert approximation deconvolution-based indicator func-
tions inherits desirable properties of the Leray-α models such as well-posedness, and energy conser-
vation. In addition, this model leads to robust discretizations with accuracy increased from O(α2)
to O(α2N+2). This is due to the fact that van Cittert approxiamte deconvolution operators are well-
established and mathematically grounded [6,27,28]. The application of the model for the incompressible
NSE can be seen in [1] where the method was able to be analyzed rigorously, i.e., the stability of the
method and convergence to the NSE was proven. In addition, numerical results revealed that the
method was very successful in getting in the fluid flow approximations on much coarse meshes.
The aim of this paper is to extend this method from [1] for the incompressible non-isothermal
fluid flows, and develop an efficient finite element discretization for the model. The application of the
standard finite element method for incompressible non-isothermal fluid flows, which aims to simulate
all scales, is reported in literature [13, 23]. However, this system is a coupling of the Navier-Stokes
equations to the transport equation, and thus is capable of generating both velocity and temperature
scales sufficiently small to prohibit practical full resolution of solutions in many situations. Therefore,
the method we propose here aims to efficiently truncate velocity scales, and the expectation is to get
much more accurate solutions on coarser meshes.
This paper is arranged as follows. Section 2 gathers preliminary results for the finite element anal-
ysis. Section 3 defines the filtering and deconvolution operators, and gives some properties for them.
Section 4 introduces a numerical method for the nonlinear Leray model via van Cittert approximate
deconvolution-based indicator functions. The proposed method uses linearized BDF2 (BDF2LE) tem-
poral and finite element spatial discretization in such a way that the evolution equations and the
filter step are linear at each time step, and are decoupled from one another. We prove unconditional
stability with respect to time step, and optimal convergence to the model both in time and space.
Section 5 provides two numerical experiments; the first one verifies theoretical convergence rates, the
second shows the effectiveness of the algorithm over BDF2LE-FE discretization and Leray-α model of
the Boussinesq system.
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2. Notation and Preliminaries
We consider the domain Ω ⊂ Rd (d=2 or 3) to be a convex polygon or polyhedra. The L2(Ω) norm
and inner product will be denoted as ‖ · ‖ and (·, ·), the Hk(Ω) norm by ‖ · ‖k, and the L∞(Ω) norm
by ‖ · ‖∞. All other norms will be clearly labeled.
We will consider wall-bounded flows for our analysis, and the natural function spaces for this setting
are
X := (H10 (Ω))
d := {v ∈ (H1(Ω))d,v = 0 on ∂Ω},(2.1)
Q := L20(Ω) := {q ∈ L2(Ω),
∫
Ω
q = 0},(2.2)
Y := H10 (Ω).(2.3)
Further, we define the space V ⊂ X to be the divergence free subset of X. The dual space of X is
denoted by H−1 with the norm
‖f‖−1 := sup
0 6=v∈X
|(f ,v)|
‖∇v‖ .
In the stability and convergence analysis we will frequently use the Poincare´-Friedrichs’ Inequality:
There exists a constant CP := CP (Ω), which depends only on the size of the domain, such that
‖v‖ ≤ CP ‖∇v‖, ∀v ∈ X.
We use skew symmetrized trilinear forms for the non-linear terms to ensure stability of the numerical
method:
b(u,v,w) :=
1
2
[(u · ∇v,w)− (u · ∇w,v)] , ∀u,v,w ∈ X,
c(u, θ, ψ) :=
1
2
[(u · ∇θ, ψ)− (u · ∇ψ, θ)] , ∀u ∈ X and θ, ψ ∈ Y.
There are several important estimates for these operators that we will employ in subsequent sections,
which are proven in [16]. Analogous estimates hold for the c operator.
Lemma 2.1. For u,v,w ∈ X, and also v,∇v ∈ L∞(Ω) for (2.4), the trilinear term b(u,v,w) is
bounded by
b(u,v,w) ≤ 1
2
(‖u‖‖∇v‖∞‖w‖+ ‖u‖‖v‖∞‖∇w‖) ,(2.4)
b(u,v,w) ≤ C‖∇u‖‖∇v‖‖∇w‖.(2.5)
b(u,v,w) ≤ C‖u‖1/2‖∇u‖1/2‖∇v‖‖∇w‖,(2.6)
Proof. The first of these bounds can be proved by applying the generalized Ho¨lder Inequality with
p = 2, q = ∞, r = 2 to the definition of b(·, ·, ·). The second bound follows from the generalized
Ho¨lder Inequality with p = 2, q = 4, r = 2, the Ladyzhenskaya Inequality together with the Poincare´-
Friedrichs’ Inequality, see [16]. The last bound can be obtained using similar tools. 
We also apply the Agmon’s Inequality.
Lemma 2.2. Assume v ∈ X ∩H2(Ω). Then it holds
‖v‖L∞ ≤ C‖v‖1/2H1 ‖v‖1/2H2 , d=3,
‖v‖L∞ ≤ C‖v‖1/2‖v‖1/2H2 , d=2.
We assume a regular, conforming mesh τh, with maximum element diameter h, and associated velocity-
pressure-temperature finite element (FE) spaces Xh ⊂ X, Qh ⊂ Q, and Yh ⊂ Y satisfying approxima-
tion properties of piecewise polynomials of local degree k, k − 1 and k, respectively, [4, 10,25,32]:
inf
vh∈Xh
(‖u− vh‖+ h‖∇(u− vh)‖) ≤ Chk+1‖u‖k+1, u ∈ Hk+1(Ω),(2.7)
inf
qh∈Qh
‖p− qh‖ ≤ Chk‖p‖k, p ∈ Hk(Ω),(2.8)
inf
ωh∈Yh
(‖T − ωh‖+ h‖∇(T − ωh)‖) ≤ Chk+1‖T‖k+1, T ∈ Hk+1(Ω).(2.9)
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We also assume further that the mesh is sufficiently regular such that the inverse inequality holds:
∀vh ∈ Xh,
‖∇vh‖ ≤ Ch−1‖vh‖.
The finite element spaces for velocity-pressure are assumed to satisfy the discrete inf-sup condition for
the stability of pressure, i.e., there is a constant β independent of the mesh size h such that
inf
qh∈Qh
sup
vh∈Xh
(qh,∇ · vh)
‖∇vh‖ ≥ β > 0.
The discretely divergence-free subspace of Xh will be denoted by
Vh = {vh ∈ Xh : (qh,∇ · vh) = 0 ∀qh ∈ Qh} .
One of the most important properties of the space Vh is to assure that the approximation properties
of the spaces Xh and Vh versus continuous vector fields in V are equivalent:
inf
vh∈Vh
‖∇(u− vh)‖ ≤ C inf
vh∈Xh
‖∇(u− vh)‖, ∀u ∈ V,
where C is dependent on β, but independent of the mesh size h. For functions v(t,x) defined on the
entire time interval (0, t∗], we define the following norms
‖v‖∞,k := ess sup
0<t<t∗
‖v(t, ·)‖k, and ‖v‖m,k :=
( t∗∫
0
‖v(t, ·)‖mk dt
)1/m
, 1 ≤ m <∞.
We also introduce the notation tn+1 := (n+ 1) ∆t, where ∆t is a chosen time-step, and the following
discrete time norms:
‖|v|‖∞,k := max
0≤n≤N
‖v(tn, ·)‖k, and ‖|v|‖m,k :=
(
∆t
N−1∑
n=0
‖v(t, ·)‖mk
)1/m
.
In our stability and convergence analysis, we often call Young’s inequalities.
Lemma 2.3. Let a, b be non-negative real numbers. Then for any ε > 0
a b ≤ ε
p
ap +
ε−q/p
q
bq,
where 1p +
1
q = 1 with p, q ∈ [1,∞).
In addition, we use the following identity in our analysis for ease in handling the time-derivative
term. For any a, b, and c,
(2.10) (3a− 4b+ c, a) = a
2 + (2a− b)2
2
− b
2 + (2b− c)2
2
+
(a− 2b+ c)2
2
.
We will also use a discrete Gronwall Lemma in our convergence analysis. Note that this is not the
usual discrete Gronwall, but a variation of it that does not require a time step restriction.
Lemma 2.4 (Discrete Gronwall Lemma). Let ∆t, H, and an, bn, cn, dn (for integers n ≥ 0) be non-
negative numbers such that
(2.11) al + ∆t
l∑
n=0
bn ≤ ∆t
l−1∑
n=0
dnan + ∆t
l∑
n=0
cn +H for l ≥ 0.
Then for all ∆t > 0,
(2.12) al + ∆t
l∑
n=0
bn ≤ exp
(
∆t
l−1∑
n=0
dn
)(
∆t
l∑
n=0
cn +H
)
for l ≥ 0.
Proof. The result can be found in [14]. 
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Lemma 2.5. Assume ϕ sufficiently smooth. Then, the following holds∥∥∥∥ϕn+1t − 3ϕn+1 − 4ϕn + ϕn−12∆t
∥∥∥∥2 ≤ C∆t3 ∫ tn+1
tn−1
‖ϕttt‖2dt,
∥∥ϕn+1 − 2ϕn + ϕn−1∥∥2 ≤ C∆t3 ∫ tn+1
tn−1
‖ϕtt‖2dt.
3. Filtering
In this section, we define the filtering and deconvolution operations used throughout this paper,
and present some preliminary results. We assume that the filtering radius of the linear filter and non-
linear filter from the model are same. This assumption is sensible since α is perceived as the smallest
resolvable structures. Thus, the choice of α = O(h), where h is the mesh width, is appropriate for
both filters. We emphasize that our analysis can be extended in the case that these filtering radius are
different, but still O(h).
Remark 3.1. Observe that differential filter of the velocity field u requires a solution of a Helmholtz
equation for each component, separately. Therefore, all estimates for the discrete Helmholtz (dif-
ferential) is here presented for the scalar case. To avoid a confusion in the notation, we will use the
same representation of spaces X := H10 (Ω) and Vh ⊂ Xh without bold notation.
Definition 3.2 (Continuous Helmholtz Filter). Assume the filtering radius α > 0, and ψ ∈ L2(Ω) be
given. ψ˜ is called the Helmholtz filter of ψ, if it fulfils the following equation
α2(∇ψ˜,∇v) + (ψ˜, v) = (ψ, v), ∀v ∈ X.(3.1)
Similarly, we can define discrete Helmholtz filtering as follows.
Definition 3.3 (Discrete Helmholtz Filter). Let the filtering radius α > 0, and ψ ∈ L2(Ω) be given.
Then the discrete Helmholtz filter of ψ is the solution ψ˜h of the equation: ∀vh ∈ Vh,
α2(∇ψ˜h,∇vh) + (ψ˜h, vh) = (ψ, vh).(3.2)
Next, we define discrete and continuous van Cittert deconvolution. The filtering radius is selected as
α = O(h).
Definition 3.4. Let Fh denote the filter given in (3.2) such that Fhψ := ψ˜h. Then the continuous
and discrete van Cittert deconvolution operators DN and D
h
N are defined by
(3.3) DN :=
N∑
n=0
(I − F )n , DhN :=
N∑
n=0
(I − Fh)n.
From [6], we know that DN acts as an approximate inverse to the filter F in the following sense:
(3.4) ψ −DN ψ˜ = (−1)N+1α2N+2∆N+1FN+1φ.
For the discrete deconvolution accuracy, we will utilize the following result from [18]:
Lemma 3.1. For ψ ∈ X ∩H2N+2(Ω) ∩Hk+1(Ω),
(3.5) ‖ψ −DhN ψ˜h‖ ≤ C
(
(αhk + hk+1)
(
N∑
n=0
|Fnψ˜|k+1
)
+ α2N+2‖FN+1∆N+1ψ‖
)
.
Remark 3.5. The dependence of the terms |Fnψ˜|k+1 on the right side of (3.5) on α is partially an
open question. However, it is known from [18, 20] that in the periodic setting, they are independent
of α and in the wall-bounded case, if ∆jψ = 0 on ∂Ω for 0 ≤ j ≤ dm2 e − 1, then there exist Ci’s
independent of α satisfying
‖Fψ‖m ≤ C1‖ψ‖m m = 0, 1, 2,
‖F 2ψ‖m ≤ C2‖Fψ‖m m = 0, 1, 2, 3, 4,
‖F 3ψ‖m ≤ C3‖F 2ψ‖m m = 0, 1, 2, 3, 4, 5, 6
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and so on. Thus for k ≥ 2, if ∆jφ = 0 on ∂Ω for 0 ≤ j ≤ dk+12 e − 1 and for any N ≥ 0, the loss of a
power of α cannot be ruled out, so we can only conclude
‖ψ −DhN ψ˜h‖ ≤ C
(
hk +
hk+1
α
+ α2N+2
)
with C independent of h.
Definition 3.6. We define as an indicator function
(3.6) aDN (ψ)(x) := |ψ(x)−DhN ψ˜h(x)|.
Remark 3.7. The function aDN cannot be expected to satisfy aDN (x) ≤ 1 for all x, however, this
relation appears to be true for flows normalized to 1. If it is not, the following indicator could be used
instead
(3.7) ˆaDN (ψ)(x) :=
aDN (ψ)(x)
max{1, ‖aDN (ψ)‖L∞(0,T ;L∞)}
,
and all theory would presented herein will hold true. Thus, without loss of generality, we assume
aDN (x) ≤ 1.
Adaptive filtering with the deconvolution based indicator function is defined as follows.
Definition 3.8. Let u ∈ L2(Ω)d, and an averaging radius α > 0 be given. Then the adaptively filtered
velocity uh ∈ Vh is the solution of the following equation: ∀vh ∈ Vh,
α2
(
aDN (u)∇uh,∇vh
)
+
(
uh, vh
)
= (u, vh) .(3.8)
Definition 3.9. Let ψ ∈ L2(Ω)d, uh ∈ Vh. Then ψ̂uh ∈ Vh is defined to be the solution of the
following equation:
α2(aDN (uh)∇ψ̂uh ,∇vh) + (ψ̂uh , vh) = (ψ, vh), ∀vh ∈ Vh.(3.9)
The next lemma gives and proves bounds on adaptively filtered variables, see [1]).
Lemma 3.2. Let u ∈ V ∩Hk+1(Ω) ∩H3(Ω), and uh ∈ Vh, and α = O(h). Assume ûuh satisfy (3.9).
Then, we have the bounds
α2‖
√
aDN (uh)∇ (u− ûuh) ‖2 + ‖u− ûuh‖2 ≤ Cα2‖u− uh‖2 + C
(
α2h2k + α2‖aDN (u)‖2 + h2k+2
)
.
(3.10)
Lemma 3.3. For u ∈ V , and uh ∈ Vh
‖ûuh − uhh‖ ≤ ‖u− uh‖.
The bounds on ‖u−uhh‖ plays a key role in our convergence analysis presented in Section 4 and Section
5. The following lemma gives a relation between the function and its adaptively filtered representation.
Lemma 3.4. Let u ∈ V ∩ Hk+1(Ω) ∩ H3(Ω), and uh ∈ Vh. Assume that α = O(h) < 1. Then we
have the bounds,
‖u− uhh‖ ≤ ‖u− ûuh‖+ ‖ûuh − uhh‖ ≤ C(‖u− uh‖+ αhk + α‖aDN (u)‖+ hk+1).(3.11)
4. Numerical Scheme and Analysis
Leray-Boussinesq model in (0, t∗]×Ω with appropriate boundary and initial conditions are given by
ut + u · ∇u−Re−1∆u +∇p−RiT kˆ = f ,
∇ · u = 0,
Tt + u · ∇T − (RePr)−1∆T = γ,
−α2∇ · (a(u)∇u) + u +∇λ = u,
∇ · u = 0.
(4.1)
It is clear to see that (4.1) enforces the incompressibility condition on the filter which is required outside
of the periodic case to preserve the standard energy inequality and the well-posedness of the model,
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see [29]. Even if imposing the incompressibility constraint on u leads to more physically consistent
method, this enforcement leads to an overdetermined system since the indicator functions uses known
velocity. Therefore, the nonlinear filter in (4.1) uses a Lagrange multiplier to fix that. We now define
the numerical scheme for approximating Leray-Boussinesq model.
Algorithm 4.1. Let body forces f , γ, initial conditions u1h,u
0
h and T
1
h , T
0
h and filtering radius α ≤ O(h)
be given. Choose an end time t∗ > 0 and a time step ∆t such that t∗ = M∆t. Then for n = 1, 2, ...,M ,
find (un+1h , p
n+1
h , T
n+1
h ) ∈ (Xh, Qh, Yh) such that it holds, ∀(vh, qh, sh) ∈ (Xh, Qh, Yh),
1
2∆t
(3Tn+1h − 4Tnh + Tn−1h , sh) + c
(
2unh − un−1h , Tn+1h , sh
)
+(RePr)−1(∇Tn+1h ,∇sh) = (γn+1, sh),(4.2)
1
2∆t
(3un+1h − 4unh + un−1h ,vh) + b
(
Unh
h
,un+1h ,vh
)
+Re−1(∇un+1h ,∇vh)− (pn+1h ,∇ · vh)−Ri((2Tnh − Tn−1h )kˆ,vh) = (fn+1,vh),(4.3)
(∇ · un+1h , qh) = 0,(4.4)
where Unh
h
:= 2unh − un−1h
h
.
Remark 4.2. We emphasize here that the nonlinear filter step is linear at each time step since the
indicator function uses known velocities. Therefore, linearization of the convective terms, with the
second order extrapolation, makes Algorithm 4.1 linear at each time level. In this way, the momentum
equation, heat equation and the filter step are all decoupled from one another. Therefore, one has to
solve one adaptive filter step for the velocity and one for the usual Boussinesq system. This leads to
no significant extra cost in computations if one compares this scheme with the usual Leray-α model.
Notice that this extra cost is resulted from the calculation of a(u).
4.1. Stability. This section is devoted to proving the stability of the numerical scheme.
Lemma 4.1. Let f ∈ L∞(0, T ; H−1(Ω)), γ ∈ L∞(0, T ;H−1(Ω)) and initial conditions u1h,u0h ∈ Vh,
T 1h , T
0
h ∈ Yh. Then, solutions to Algorithm 4.1 satisfy, ∀∆t > 0,
(4.5) ‖uMh ‖2 + ‖TMh ‖2 + ‖2uMh − uM−1h ‖2 + ‖2TMh − TM−1h ‖2 + 2Re−1∆t
M−1∑
n=0
‖∇un+1h ‖2
+ 2(RePr)−1∆t
M−1∑
n=0
‖∇Tn+1h ‖2
≤ ‖u1h‖2 + ‖T 1h‖2 + ‖2u1h − u0h‖2 + ‖2T 1h − T 0h‖2 + 4Re∆t
M−1∑
n=0
‖fn+1‖2−1
+ 2RePr∆t
M−1∑
n=0
‖γn+1‖2−1 + 4C2P Ri2ReCT t∗.
Proof. Set sh = T
n+1
h in (4.2), which vanishes the non-linear term, then using (2.10) followed by the
Cauchy-Schwarz and the Young’s inequalities we get
1
4∆t
(‖Tn+1h ‖2 − ‖Tnh ‖2 + ‖2Tn+1h − Tnh ‖2 − ‖2Tnh − Tn−1h ‖2 + ‖Tn+1h − 2Tnh + Tn−1h ‖2)
+ (RePr)−1‖∇Tn+1h ‖2 = (γn+1, Tn+1h )
≤ ‖γn+1‖−1‖∇Tn+1h ‖ ≤
RePr
2
‖γn+1‖2−1 +
(RePr)−1
2
‖∇Tn+1h ‖2.
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Reordering terms, multiplying by 4∆t, dropping the fifth left hand side term, summing over time steps
yields
(4.6) ‖TMh ‖2 + ‖2TMh − TM−1h ‖2 + 2∆t(RePr)−1
M−1∑
n=0
‖∇Tn+1h ‖2
≤ ‖T 1h‖2 + ‖2T 1h − T 0h‖2 + 2RePr∆t
M−1∑
n=0
‖γn+1‖2−1 := CT (T 0h , T 1h , Re, Pr).
Now set vh = u
n+1
h in (4.3), qh = p
n+1
h in (4.4). The non-linear and pressure terms vanish, and using
the same identity as above gives
1
4∆t
(‖un+1h ‖2 − ‖unh‖2 + ‖2un+1h − unh‖2 − ‖2unh − un−1h ‖2 + ‖un+1h − 2unh + un−1h ‖2)
+Re−1‖∇un+1h ‖2 = (fn+1,un+1h ) +Ri((2Tnh − Tn−1h )kˆ,un+1h ).
Using the Cauchy-Schwarz, Young, and Poincare´-Friedrichs’ inequalities on the right hand side, and
rearranging terms yields
1
4∆t
(‖un+1h ‖2 − ‖unh‖2 + ‖2un+1h − unh‖2 − ‖2unh − un−1h ‖2 + ‖un+1h − 2unh + un−1h ‖2)
+
Re−1
2
‖∇un+1h ‖2 ≤ Re‖fn+1‖2−1 + C2P Ri2Re‖2Tnh − Tn−1h ‖2.
Using the bound (4.6) on the last term on the right hand side, multiplying by 4∆t and summing over
time steps produces
(4.7) ‖uMh ‖2 + ‖2uMh − uM−1h ‖2 + 2Re−1∆t
M−1∑
n=0
‖∇un+1h ‖2
≤ ‖u1h‖2 + ‖2u1h − u0h‖2 + 4Re∆t
M−1∑
n=0
‖fn+1‖2−1 + 4C2P Ri2ReCT t∗.
Adding (4.7) to (4.6) completes the proof. 
Remark 4.3. This result immediately implies that solutions to Algorithm 4.1 exist uniquely.
4.2. Convergence. For simplicity in stating the following theorem, we state here the regularity as-
sumptions of the solution (u(x, t), p(x, t), T (x, t)) of the true Boussinesq solutions:
u ∈ L∞(0, t∗; Hk+1 ∩V ∩H3(Ω)),
utt ∈ L2(0, t∗; H1(Ω)), ,uttt ∈ L2(0, t∗; L2(Ω)),
T ∈ L∞(0, t∗;Hk+1 ∩ V ∩H3(Ω)),
Ttt, Tttt ∈ L2(0, t∗;L2(Ω)),
p ∈ L∞(0, t∗;Hk(Ω)).
Theorem 4.1. Let (unh, p
n
h, T
n
h ), n = 0, 1, . . .M , be the solution of Algorithm (4.1), and (u(t), p(t), T (t))
be a solution of the Boussinesq equations satisfying no-slip boundary and the regularity conditions.
Then using (Pk, Pk−1, Pk) or (Pk, P disck−1 , Pk) finite elements, the errors satisfy the bound, for any
∆t > 0
(4.8) ‖u(t∗)− uMh ‖2 + ‖T (t∗)− TMh ‖2 +Re−1∆t
M−1∑
n=0
‖∇(un+1 − un+1h )‖2
+ (RePr)−1∆t
M−1∑
n=0
‖∇(Tn+1 − Tn+1h )‖2 ≤ C
(
∆t4 + α2h2k + α2‖aDN (u)‖2 + h2k
)
,
where C is a constant independent of α, h and ∆t.
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Remark 4.4. If we assume the periodic setting, or ∆ju = 0 on ∂Ω for 0 ≤ j ≤ dm2 e − 1, then the
result becomes
(4.9) ‖u(t∗)− uMh ‖2 + ‖T (t∗)− TMh ‖2 +Re−1∆t
M−1∑
n=0
‖∇(un+1 − un+1h )‖2
+ (RePr)−1∆t
M−1∑
n=0
‖∇(Tn+1 − Tn+1h )‖2 ≤ C
(
∆t4 + α2h2k + α4N+6 + h2k
)
.
Proof. The proof is divided into three steps since it is very long and technical. In the first step, the
error equations are obtained by splitting the velocity and temperature errors into approximation errors
and finite element remainders. In the second step, all right hand side terms of the error equations are
bounded below. In the third step, the Gronwall Lemma and the triangle inequality are applied to the
error terms.
Step 1. [The derivation of error equations]
The true solutions of the Boussinesq system at time t = tn+1 satisfies the following variational formu-
lations, ∀(vh, qh, sh) ∈ (Vh, Qh, Yh)(
3un+1 − 4un + un−1
2∆t
,vh
)
+Re−1(∇un+1,∇vh) + b
(
ÛnU
n
h
,un+1,vh
)
−Ri((2Tn − Tn−1)kˆ,vh)− (pn+1,∇ · vh) = (fn+1,vh) +G(u, T,vh),
(4.10)
(
3Tn+1 − 4Tn + Tn−1
2∆t
, sh
)
+ (RePr)−1(∇Tn+1,∇sh) + c
(
2un − un−1, Tn+1, sh
)
= (γn+1, sh) + F (u, T, sh),
(4.11)
where un := u(tn), pn := p(tn), Tn := T (tn), fn := f(tn), γn := γ(tn), n = 0, 1, ...,M , and Un :=
2un − un−1, Unh := 2unh − un−1h and
G(u, T,vh) :=
(
3un+1 − 4un + un−1
2∆t
− un+1t ,vh
)
+ b
(
ÛnU
n
h
,un+1,vh
)
− b(un+1,un+1,vh)
+ Ri((Tn+1 − 2Tn + Tn−1)kˆ,vh),
F (u, T, sh) :=
(
3Tn+1 − 4Tn + Tn−1
2∆t
− Tn+1t , sh
)
− c (un+1 − 2un + un−1, Tn+1, sh) .
Take vh ∈ Vh in (4.3) which vanishes the pressure term, and then subtract (4.10) from (4.3), (4.11)
from (4.2), rewrite the non-linear terms to get
1
2∆t
(3en+1u − 4enu + en−1u ,vh) + b
(
Unh
h
, en+1u ,vh
)
+ b
(
Unh
h − ÛnU
n
h
,un+1,vh
)
+Re−1(∇en+1u ,∇vh)−Ri((2enT − en−1T )kˆ,vh) + (pn+1,∇ · vh) = −G(u, T,vh),
(4.12)
1
2∆t
(3en+1T − 4enT + en−1T , sh) + c
(
2enu − en−1u , Tn+1, sh
)
+ c
(
2unh − un−1h , en+1T , sh
)
(RePr)−1(∇en+1T ,∇sh) = −F (u, T, sh),
(4.13)
where enu := u
n
h − un and enT := Tnh − Tn, n = 0, 1, ...,M , are the velocity and temperature errors.
Split these errors as follows
enu = (u
n
h − PL
2
Vh
(un))− (un − PL2Vh(un)) =: φnu,h − ηnu,
enT = (T
n
h − PL
2
Yh
(Tn))− (Tn − PL2Yh (Tn)) =: φnT,h − ηnT .
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Set vh = φ
n+1
u,h in (4.12), sh = φ
n+1
T,h in (4.13), and use (2.10) to get, ∀qh ∈ Qh
(4.14)
1
4∆t
[
‖φn+1u,h ‖2 − ‖φnu,h‖2
]
+
1
4∆t
[
‖2φn+1u,h − φnu,h‖2 − ‖2φnu,h − φn−1u,h ‖2
]
+
1
4∆t
‖φn+1u,h −2φnu,h+φn−1u,h ‖2
+Re−1‖∇φn+1u,h ‖2
= Re−1(∇ηn+1u ,∇φn+1u,h )− (pn+1 − qh,∇ · φn+1u,h ) + b
(
ÛnU
n
h − Unh
h
,un+1, φn+1u,h
)
+ b
(
Unh
h
, ηn+1u , φ
n+1
u,h
)
+Ri(((2ηnT − ηn−1T )− (2φnT,h − φn−1T,h ))kˆ, φn+1u,h ) +G(u, T, φn+1u,h ),
and
(4.15)
1
4∆t
[
‖φn+1T,h ‖2 − ‖φnT,h‖2
]
+
1
4∆t
[
‖2φn+1T,h − φnT,h‖2 − ‖2φnT,h − φn−1T,h ‖2
]
+
1
4∆t
‖φn+1T,h −2φnT,h−φn−1T,h ‖2
+ (RePr)−1‖∇φn+1T,h ‖2
= (RePr)−1(∇ηn+1T ,∇φn+1T,h ) + c(Unh, ηn+1T , φn+1T,h ) + c((2ηnu − ηn−1u )− (2φnu,h − φn−1u,h ), Tn+1, φn+1T,h )
+ F (u, T, φn+1T,h ).
Step 2. [Estimations of right hand side terms]
Apply the Cauchy-Schwarz, the Young’s and Poincare´-Friedrichs’ Inequalities on the first two, and the
fifth right hand side terms of (4.14) to get
(4.16)
1
4∆t
[
‖φn+1u,h ‖2 − ‖φnu,h‖2
]
+
1
4∆t
[
‖2φn+1u,h − φnu,h‖2 − ‖2φnu,h − φn−1u,h ‖2
]
+
1
4∆t
‖φn+1u,h −2φnu,h+φn−1u,h ‖2
+
Re−1
2
‖∇φn+1u,h ‖2
≤ 2Re−1‖∇ηn+1u ‖2 + 2Re inf
qh∈Qh
‖pn+1 − qh‖2 + b(Ûn
Unh − Unh
h
,un+1, φn+1u,h )
+ b(Unh
h
, ηn+1u , φ
n+1
u,h ) + 2ReC
2
PRi
2(‖2ηnT − ηn−1T ‖2 + ‖2φnT,h − φn−1T,h ‖2) +G(u, T, φn+1u,h ).
Similar steps applied to the temperature equation yield
(4.17)
1
4∆t
[
‖φn+1T,h ‖2 − ‖φnT,h‖2
]
+
1
4∆t
[
‖2φn+1T,h − φnT,h‖2 − ‖2φnT,h − φn−1T,h ‖2
]
+
1
4∆t
‖φn+1T,h −2φnT,h−φn−1T,h ‖2
+
(RePr)−1
2
‖∇φn+1T,h ‖2
≤ (RePr)
−1
2
‖∇ηn+1T ‖2 + c(Unh, ηn+1T , φn+1T,h ) + c((2ηnu − ηn−1u )− (2φnu,h − φn−1u,h ), Tn+1, φn+1T,h )
+ F (u, T, φn+1T,h ).
To bound the first non-linear term in (4.16), we first expand b(·, ·, ·), and use Lemma 2.1 followed by
the Poincare´-Friedrichs’ Inequality and Lemma 2.2. Then, we apply the Young’s Inequality together
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with Lemma 3.3, which yields
b
(
ÛnU
n
h − Unh
h
,un+1, φn+1u,h
)
=
1
2
[(
(ÛnU
n
h − Unh
h
) · ∇un+1, φn+1u,h
)
−
(
(ÛnU
n
h − Unh
h
) · ∇φn+1u,h ,un+1
)]
≤ 1
2
‖ÛnU
n
h − Unh
h‖
(
‖∇un+1‖L∞CP ‖∇φn+1u,h ‖+ ‖un+1‖L∞‖∇φn+1u,h ‖
)
≤ C‖ÛnU
n
h − Unh
h‖
(
‖un+1‖H3‖∇φn+1u,h ‖+ ‖un+1‖H2‖∇φn+1u,h ‖
)
≤ CRe
(
‖ηnu‖2 + ‖φnu,h‖2 + ‖ηn−1u ‖2 + ‖φn−1u,h ‖2
)
‖un+1‖2H3 +
Re−1
20
‖∇φn+1u,h ‖2.(4.18)
We estimate the second non-linear term in a similar manner: apply Lemma 2.1 together with Lemma
2.2 and the inverse inequality, then approximation property of the true velocity solution, the Young’s
Inequality together with Lemma 3.4, which produces
b
(
Unh
h
, ηn+1u , φ
n+1
u,h
)
= b
(
Unh
h − Un, ηn+1u , φn+1u,h
)
+ b
(
Un, ηn+1u , φn+1u,h
)
≤ C‖Unh
h − Un‖
(
‖∇ηn+1u ‖‖φn+1u,h ‖L∞ + ‖ηn+1u ‖‖∇φn+1u,h ‖L∞
)
+ C‖∇Un‖‖∇ηn+1u ‖‖∇φn+1u,h ‖
≤ C‖Unh
h − Un‖
(
‖∇ηn+1u ‖Ch−1/2‖∇φn+1u,h ‖+ ‖ηn+1u ‖Ch−3/2‖∇φn+1u,h ‖
)
+ C‖∇Un‖‖∇ηn+1u ‖‖∇φn+1u,h ‖
≤ C‖Unh
h − Un‖hk−1/2‖un+1‖k+1‖∇φn+1u,h ‖+ CRe‖∇Un‖2‖∇ηn+1u ‖2 +
3Re−1
40
‖∇φn+1u,h ‖2
≤ Ch2k−1Re(‖Unh − Un‖2 + α2h2k + α2‖aDN (u)‖2) + CRe‖∇Un‖2‖∇ηn+1u ‖2 +
3Re−1
40
‖∇φn+1u,h ‖2
≤ CRe(‖ηn−1u ‖2 + ‖ηnu‖2 + ‖φn−1u,h ‖2 + ‖φnu,h‖2 + α2h2k + α2‖aDN (u)‖2)
+ CRe‖∇Un‖2‖∇ηn+1u ‖2 +
3Re−1
40
‖∇φn+1u,h ‖2.
(4.19)
For the first and the fourth terms of the consistency error G(u, T, φn+1u,h ), we use Cauchy-Schwarz
followed by the Poincare´-Friedrichs’ Inequality, Lemma 2.5 and Young’s inequality to get∣∣∣∣(3un+1 − 4un + un−12∆t − un+1t , φn+1u,h
)∣∣∣∣ ≤ ‖3un+1 − 4un + un−12∆t − un+1t ‖CP ‖∇φn+1u,h ‖
≤ CRe(∆t)3
tn+1∫
tn−1
‖uttt‖2dt+ Re
−1
40
‖∇φn+1u,h ‖2,
(4.20)
∣∣∣Ri((Tn+1 − 2Tn + Tn−1)kˆ,φn+1u,h )∣∣∣ ≤ Ri‖Tn+1 − 2Tn + Tn−1‖CP ‖‖∇φn+1u,h ‖
≤ CReRi2(∆t)3
tn+1∫
tn−1
‖Ttt‖2dt+ Re
−1
40
‖∇φn+1u,h ‖2.
(4.21)
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Assuming α ≤ 1 and expanding Un − Unh, the remaining terms are estimated below as follows:
b(ÛnU
n
h
,un+1,φn+1u,h )− b(un+1,un+1,φn+1u,h )
= b
(
ÛnU
n
h − Un,un+1,φn+1u,h
)
− b
(
un+1 − 2un + un−1,un+1,φn+1u,h
)
≤ C‖ÛnU
n
h − Un‖‖un+1‖H3‖∇φn+1u,h ‖+ C‖∇(un+1 − 2un + un−1)‖‖∇un+1‖‖∇φn+1u,h ‖
≤ CRe [‖Un − Unh‖2 + α2h2k + α2‖aDN (u)‖2 + h2k+2] ‖un+1‖2H3
+ CRe(∆t)3‖∇un+1‖2
tn+1∫
tn−1
‖∇utt‖2dt+ 3Re
−1
40
‖∇φn+1u,h ‖2
≤ CRe
[
‖φnu,h‖2 + ‖φn−1u,h ‖2 + ‖ηnu‖2 + ‖ηn−1u ‖2 + α2h2k + α2‖aDN (u)‖2 + h2k+2
]
‖un+1‖2H3
+ CRe(∆t)3‖∇un+1‖2
tn+1∫
tn−1
‖∇utt‖2dt+ 3Re
−1
40
‖∇φn+1u,h ‖2.(4.22)
In a similar manner, we have the bounds for the non-linear terms in (4.17)
c
(
Unh, ηn+1T , φn+1T,h
)
≤ ‖∇Unh‖‖∇ηn+1T ‖‖∇φn+1T,h ‖
≤ (RePr)
−1
24
‖∇φn+1T,h ‖2 + CRePr(‖∇Unh‖2‖∇ηn+1T ‖2),(4.23)
and
(4.24) c
(
2ηnu − ηn−1u , Tn+1, φn+1T,h
)
≤ C‖∇(2ηnu − ηn−1u )‖‖∇Tn+1‖‖∇φn+1T,h ‖
≤ (RePr)
−1
24
‖∇φn+1T,h ‖2 + CRePr‖∇Tn+1‖2‖∇(2ηnu − ηn−1u )‖2,
and
c
(
2φnu,h − φn−1u,h , Tn+1, φn+1T,h
)
=
1
2
[
((2φnu,h − φn−1u,h ) · ∇Tn+1, φn+1T,h )− ((2φnu,h − φn−1u,h ) · ∇φn+1T,h , Tn+1)
]
≤ C‖2φnu,h − φn−1u,h ‖(‖∇Tn+1‖∞CP ‖∇φn+1T,h ‖+ ‖Tn+1‖L∞‖‖∇φn+1T,h ‖)
≤ (RePr)
−1
12
‖∇φn+1T,h ‖2 + CRePr‖2φnu,h − φn−1u,h ‖2‖Tn+1‖2H3 .(4.25)
The terms in consistency error F (u, T, φn+1T,h ) are bounded below as follows:
|F (u, T, φn+1T,h )| ≤
(RePr)−1
12
‖∇φn+1T,h ‖2 + C(RePr)(∆t)3
 t
n+1∫
tn−1
‖Tttt‖2dt+ ‖∇Tn+1‖2
tn+1∫
tn−1
‖∇utt‖2dt
 .
(4.26)
Step 3. [The application of the Gronwall Lemma and the triangle inequality]
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Combining all bounds (4.18)-(4.22) with (4.16), multiplying by 4∆t, summing over time step, and
reducing gives
(4.27) ‖φMu,h‖2 + ‖2φMu,h − φM−1u,h ‖2 +Re−1∆t
M−1∑
n=0
‖∇φn+1u,h ‖2
≤ ‖φ0u,h‖2 + ‖2φ1u,h − φ0u,h‖2 + C∆t
M−1∑
n=0
(Re−1 +Re)‖∇ηn+1u ‖2 + 2Re inf
qh∈Qh
‖pn+1 − qh‖2
+ CRe∆t
M−1∑
n=0
(2 + ‖un+1‖2H3)
(
‖ηnu‖2 + ‖ηn−1u ‖2 + ‖φnu,h‖2 + ‖φn−1u,h ‖2
)
+ CRe t∗(1 + ‖|u‖|2∞,3)(α2h2k + α2‖aDN (u)‖2 + h2k+2)
+ CReC2PRi
2∆t
M−1∑
n=0
(‖ηnT ‖2 + ‖ηn−1T ‖2 + ‖φnT,h‖2 + φn−1T,h ‖2)
+ CRe(∆t)4
(∫ t∗
0
‖uttt‖2dt+
∫ t∗
0
‖Ttt‖2dt+ ‖|∇u‖|2∞,0
∫ t∗
0
‖∇utt‖2dt
)
,
and from which applying regularity assumptions produces
(4.28) ‖φMu,h‖2 +Re−1∆t
M−1∑
n=0
‖∇φn+1u,h ‖2
≤ C h2k(Re−1 +Re‖|u‖|2∞,1)‖|u‖|2k+1 + CReh2k‖|p‖|22,k + CReh2k+2‖||u‖|22,k+1
+C h2k+2Re(2+‖|u‖|2∞,3)‖|u‖|22,k+1+CRe∆t
M−1∑
n=0
(2+‖un+1‖2H3)‖φnu,h‖2+CReC2PRi2h2k+2‖|T‖|22,k+1
+ CReC2PRi
2∆t
M−1∑
n=0
‖φnT,h‖2 + Ct∗Re(α2h2k + α2‖aDN (u)‖2 + h2k+2)
+ C∆t4(‖uttt‖22,0 + ‖Ttt‖22,0 + ‖|∇u‖|2∞,0‖∇utt‖22,0).
Similarly, plugging estimates (4.23)-(4.26) into (4.17), summing over time steps, multiplying by 4∆t,
using regularity assumptions and rearranging terms yields
(4.29) ‖φMT,h‖2 + (RePr)−1∆t
M−1∑
n=0
‖∇φn+1T,h ‖2
≤ C(RePr)−1h2k‖|T‖|22,k+1+C(RePr)∆t
M−1∑
n=0
‖∇un+1h ‖2‖∇ηn+1T ‖2+C(RePr)h2k‖|∇T‖|2∞,0‖|u‖|22,k+1
+ C(RePr)∆t
M−1∑
n=0
‖Tn+1‖2H3‖φnu,h‖2 + CRePr(∆t)4(‖Tttt‖22,0 + ‖|∇T‖|2∞,0‖∇utt‖22,0).
Adding (4.28) and (4.29), applying Gronwall’s Inequality for any ∆t > 0 and assuming (Pk, Pk−1, Pk)
or (Pk, P
disc
k−1 , Pk) Scott-Vogelius elements gives
(4.30) ‖φMu,h‖2 + ‖φMT,h‖2 + ∆t
M−1∑
n=0
(Re−1‖∇φn+1u,h ‖2 + (RePr)−1‖∇φn+1T,h ‖2)
≤ C((∆t)4 + α2h2k + α2‖aDN (u)‖2 + h2k + h2k+2).
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Finally we apply the triangle inequality for error terms
‖u(t∗)−uMh ‖2 +‖T (t∗)−TMh ‖2 +∆t
M−1∑
n=0
(Re−1‖∇(un+1−un+1h )‖2 +(RePr)−1‖∇(Tn+1−Tn+1h )‖2)
≤ 2(‖φMu,h‖2 + ‖φMT,h‖2 + ∆t
M−1∑
n=0
(Re−1‖∇φn+1u,h ‖2 + (RePr)−1‖∇φn+1T,h ‖2)
+ 2(‖ηMu ‖2 + ‖ηMT ‖2 + ∆t
M−1∑
n=0
(Re−1‖∇ηn+1u ‖2 + (RePr)−1‖∇ηn+1T ‖2),
and from which using the result (4.30) together with the regularity assumptions completes the proof.

5. Numerical experiments
This section presents two numerical experiments in order to test the theory above and the proposed
scheme. The first numerical experiment illustrates the predicted convergence rates using an analytic
test problem. The second experiment compares the performance of the proposed algorithm on Marsigli
flow with the standard BDF2LE-FEM and the usual Leray-α model of the Boussinesq equations.
5.1. Numerical experiment 1: Convergence rate verification. The first numerical experiment
aims to confirm the spatial and temporal convergence rates of Algorithm 4.1. To verify these both
rates, we first chose analytical solutions and the dimensionless flow parameters as follows
u(t,x) :=
[
et cos(pi(y − t))
et sin(pi(x+ t))
]
, p(t,x) : = sin(x+ y)(1 + t2), T (t,x) := sin(pix) + yet,
ν = 1, Ri = 1, κ = 1,
and from which we calculate forcing terms of the Boussinesq equations. With the choice of (P2, P1, P2)
finite elements for the velocity/pressure/temperature solutions and N = 0, Theorem 4.1 concludes the
second order temporal convergence, i.e.
‖u(t∗)− uMh ‖+ ‖|u− uh|‖2,1 + ‖T (t∗)− TMh ‖+ ‖|T − Th|‖2,1 = O(∆t2),
where
‖| · |‖2,1 :=
(
∆t
M−1∑
n=0
‖∇(·)‖2L2
)1/2
,
To verify this rate, we compute approximations on the domain Ω := (0, 1)2 with aD0 by setting α = h,
and h = 1/128. The results have been presented in Table 1, which are consistent with theoretical
finding.
Secondly, we confirm that the spatial convergence is of order hk, not hk−1/2. Therefore, we run
Algorithm 3.1 with both (P2, P1, P2) and (P3, P2, P3) elements, and compute approximate solutions
on five successive mesh refinements taking t∗ = 0.001 with time step ∆t = 0.0001. We select the
dimensionless parameters as in temporal convergence rate verification, and α = h, and N = 0. Table
1 shows our calculated errors and rates; with (P2, P1, P2) we observe a rate of 2, and with (P3, P2, P3)
we observe a rate of 3.
t∗ ‖u(t∗)− uMh ‖ Rate ‖u− uh‖2,1 Rate ‖T (t∗)− TMh ‖ Rate ‖|T − Th‖|2,1 Rate
1/4 5.3654e-2 – 2.3750e-1 – 2.2163e-3 – 8.5334e-3 –
1/8 1.4176e-2 1.9202 5.3349e-2 2.1544 5.8506e-4 1.9215 1.9210e-3 2.1597
1/16 3.3613e-3 2.0764 1.1358e-2 2.2317 1.4098e-4 2.0531 4.2128e-4 2.1890
1/32 7.9670e-4 2.0769 2.5255e-3 2.1691 3.3935e-5 2.0546 1.0591e-4 1.9919
Table 1. Velocity/temperature temporal errors and rates for aD0 with (P2, P1, P2) with a fixed mesh
size h = 1/128 and α = h.
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h ‖|u− uP2h ‖|2,1 Rate ‖|T − TP2h ‖|2,1 Rate ‖|u− uP3h ‖|2,1 Rate ‖|T − TP3h ‖|2,1 Rate
1/4 2.1087e-3 – 1.4830e-3 – 1.1265e-3 — 7.1432e-5 —
1/8 5.1784e-4 2.0258 3.6288e-4 2.0310 1.7261e-5 2.7063 8.7786e-6 3.0245
1/16 1.2705e-4 2.0271 8.9120e-5 2.0257 2.5160e-6 2.7783 1.0913e-6 3.0079
1/32 3.1533e-5 2.0105 2.2140e-5 2.0091 3.3153e-7 2.9239 1.3623e-7 3.0019
1/64 7.8666e-6 2.0031 5.5243e-6 2.0028 4.2145e-8 2.9757 1.7024e-8 3.0004
Table 2. Velocity/temperature spatial errors and rates found for aD0 with (P2, P1, P2) and
(P3, P2, P3) for a fixed end time t
∗ = 0.001 and a time step ∆t = 0.0001.
5.2. Numerical experiment 2: Marsigli’s experiment. The second numerical experiment tests
the proposed algorithm on a benchmark problem, named Marsigli’s experiment. For the problem set-
up, we follow the paper [21]. Flow region is an insulated box [0, 8]× [0, 1] divided at x = 4. The initial
velocity is taken to be zero since the flow is at rest, and the initial temperature on the left hand side
of the box is T0 = 1.0, and on the right hand side T0 = 1.5. The dimensionless flow parameters are set
to be Re = 1, 000, Ri = 4, P r = 1, and the flow starts from rest.
For the direct simulations, we impose homogeneous Dirichlet boundary conditions for the velocity
and the adiabatic boundary condition for the temperature, and use (P2, P1, P2)-velocity-pressure-
temperature finite elements. All solutions are computed at t∗ = 2, 4, 6, 8, taking a time step ∆t = 0.025
on a fine mesh, which provides 135, 642 velocity degrees of freedom (dof), 17, 111 pressure dof and
67, 821 the temperature dof. The temperature contours and the velocity streamlines of the DNS are
presented in Figure 1 and Figure 2. The results indicate that two currents are formed: the upper
current moving from left side to the right side and the under current in the opposite direction, and
these two currents are separated by a warm/cold interface, along which the strong shear flow and
vortex street is formed, which coincides with the physical phenomenon observed by Marsigli.
Coarse mesh computations were made for the Boussinesq equations (i.e. no model), Leray-α (i.e.
aDN = 1), and Leray nonlinear filtering with indicator functions aD0 and aD1 . Taking the same
flow parameters as in DNS except time step ∆t = 0.02, we computed and compared all solutions
at t∗ = 2, 4, 8 on the same mesh, which gives 26, 082 velocity dof, 3, 321 pressure dof and 13, 041
temperature dof. The results from these computations are shown in Figure 2-Figure 4. It can be
clearly seen that the Algorithm 4.1 catches very well the flow pattern and temperature distribution of
the DNS at each time level. However, BDF2LE-FEM and Leray-α model creates very poor solutions,
and builds significant oscillations in temperature and velocity as time progresses. In fact, for larger
times, these two methods produce temperature contours which have no physical meaning. This is
because it predicts temperatures almost entirely out of the interval [1.0, 1.5].
6. Conclusions
In this paper, we studied the Leray regularization model with adaptive non-linear filtering of in-
compressible, non-isothermal fluid flows. Indicator functions enable us to choose the filtering radius
locally so that one can determine the regions where a flow simulation needs a regularization. The nu-
merical method we proposed for the model used BDF2-FE discretization with the linear extrapolation
of filtered velocity term. The filter step was also linearized. Hence, the velocity-pressure-temperature
system was solved with the discrete velocity filtering simultaneously at each time level. In the imple-
mentation, this leads to negligible extra cost, resulted from the calculation of the a(u), when compared
to the usual Leray-α model. We analyzed the scheme rigorously; proved unconditional stability and
the convergence of the scheme. We verified the optimal convergence rates, and tested the algorithm
to show its effectiveness on Marsigli’s experiment. We observed that our method gives much more
accurate solutions on a coarser mesh when compared to the underresolved direct numerical simulation
and the Leray-α model for the Boussinesq system.
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Figure 1. The temperature contours and velocity streamlines of fine mesh simula-
tions for 2D Marsigli’s flow at t∗ = 2, 4, 6, 8.
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Figure 2. The temperature contours and velocity streamlines of coarse mesh simula-
tions for 2D Marsigli’s flow, from top to bottom, for Boussinesq (no model), Leray-α,
and Leray with nonlinear filter that used indicator functions aD0 and aD1 .
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Figure 3. The temperature contours and velocity streamlines of coarse mesh simula-
tions for 2D Marsigli’s flow, from top to bottom, for Boussinesq (no model), Leray-α,
and Leray with nonlinear filter that used indicator functions aD0 and aD1 .
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Figure 4. The temperature contours and velocity streamlines of coarse mesh simula-
tions for 2D Marsigli’s flow, from top to bottom, for Boussinesq (no model), Leray-α,
and Leray with nonlinear filter that used indicator functions aD0 and aD1 .
