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ABSTRACT
The "Swarm" Model for the Azimuthal
Brightness Variations in Saturn's ring A
(September, 1982)
William Thompson, B.A., New College of U.S.F.
Ph.D., University of Massacussetts
Directed by: Doctor David J. Van Blerkom
A number of researchers have observed asymmetric azimuthal
variations in Saturn's ring A not seen in any other portion of the
rings. In order to explore this effect, photometric observations of the
ring system at four ring tilts (B = 6°, 11.5°, 16.5°, 26°), four colors
(red, green, blue, UV) and a range of phase angles (0.1° < a < 4°), are
presented and analysed. These images are calibrated, converted in ring
plane coordinates, and corrected for smearing. The azimuthal effect
appears to reach a maximum 40% peak-to-peak variation at a tilt angle
near B = 11.5°, with a minimum brightness occuring at an orbital phase
angle of $q = 66°±2°. Phase curves for the rings, and major axis ring
profiles are also presented. The azimuthal variations are modelled by
ellipsoidal swarms caused by gravitational interactions between ring
particles. Monte Carlo routines are developed to handle the light scat-
tering properties of triaxial ellipsoids, both for surface (e.g.
asteroidal) scattering, and interior scattering. The contribution of
iii
backscattered light from the swarms, and from an interswarm medium are
separated, and model ellipsoids are compared to the data. The best
matches appear to occur for optically thick ellipsoids with axial ratios
greater than 4.5, and a relatively high single scattering albedo,
oTq = 0.8. The optical thickness of the interswarm medium is about
Tq = 0.40 ± 0.05. The ring particles are assumed to scatter like
Lambert spheres. As seen from above, the swarms cover 30-40% of the
surface area of the inner ring A.
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CHAPTER I
INTRODUCTION
The "New " Rings of Saturn
Recent observations, both by spacecraft and Earth-based obser-
vatories, have shown that the rings of Saturn exhibit more structure
than was previously known. The images from the Saturn encounters of the
Voyager I and II spacecraft (Smith et^ al.
,
1981, 1982) show an incre-
dible wealth of radial structure down to the limits of resolution.
Azimuthal structure has been seen in ring B in the form of "spokes".
Ground based observations (e.g. Lumme and Irvine, 1976b) have shown that
ring A also exhibits azimuthal variations, but of a different order.
The brightness of the inner part of ring A smoothly varies between two
maxima and two minima. No other part of the ring system is known to
exhibit this behavior. The brightness of ring A shows 180° rotational
symmetry, but is not symmetric with respect to the ansae, which would be
expected if the variation were due simply to instrumental and
atmospheric smearing effects. Instead the two minima are displaced by
about 20-30° in particle phase angle from each ansa. Light scattering
from the ball of Saturn also cannot explain the effect, as this would
produce a variation that would show mirror symmetry with the projection
of the north-south axis of Saturn on the plane of the sky (Price and
Baker, 1975).
2The spokes in ring B have been interperated in terms of a dynamical
interaction between fine particles in the ring and Saturn's magnetic
field. Theories have been formed to try to explain the radial structure
in terms of, among others, imbedded moonlets (Lissauer et_ al.
,
1981),
spiral density waves driven by the Saturnian satellites (Cuzzi et^ al.
,
1981), and viscosity between ring particles (Michel, 1982). It is
likely that the azimuthal variations in ring A are also due to dynamical
interactions, as will be discussed below, and that elongated density
enhancements form in the rings. This thesis is an attempt to understand
the light scattering properties of these enhancements.
Early Observations
The rings of Saturn have fascinated astronomers ever since they
were discovered by Galileo Galilei in 1610 (Alexander, 1962). He
observed two bright spots on either side of the planet Saturn. They
remained fixed in position with respect to the planet, although they did
vary in brightness and vanished completely in 1612. In the year 1614
they reappeared and increased in brightness until they began to resemble
two great arras, or handles on either side of the planet. Subsequent
observers over the next forty years were unable to explain the behavior
of the planet. Several theories were proposed, including one in which
the planet Saturn gave off vapors from its equatorial region, and the
changing appearance of the planet was caused by a change in the density
of this gas.
3In the 1650 's the Dutch astronomer Christiaan Huygens, together
with his brother Constantyn, built a 12 foot long telescope with a focal
length of 10 1/2 feet and a magnification of 50 diameters. In the
spring of 1655 he discovered the satellite Titan and was able to deduce
that Saturn was surrounded by a flat ring, which in a poor telescope
caused the effects previously seen. In 1659 he published his obser-
vations and theory in the book Systema Saturnium . After some initial
criticism, this view became widely accepted.
The Italian astronomer Gian Dominique Cassini became the director
of the new Paris Observatory on the invitation of King Louis XIV in
1669. Two years later he discovered the Saturnian moon lapetus, and
correctly deduced that it was in synchronous rotation and had a large
albedo difference between the leading and trailing faces. In 1672 he
discovered the satellite Rhea, and in 1684 he discovered Dione and
Tethys. He also observed, in 1675, the division in the rings which now
bears his name. The parts of the rings exterior and interior to
Cassini 's Division have become known as the A and B rings respectively.
Astronomers long suspected that there might be a faint ring, called
the C or "crepe" ring, inside of the B ring. This was confirmed in 1850
independently by British and American astronomers. A fainter ring,
called the D ring, was reported Co exist interior to the C ring. The
Voyager spacecraft did find a faint ring at that position (Smith e£ al. ,
1981). However, it was so tenuous that it is unlikely that the D ring
4has ever truely been observed from the ground. Scattered light from the
C ring, and from the ball of Saturn, is the most likely explanation for
the reported observations.
Opacity
The first astronomer to show that the rings were not completely
opaque was E. E. Barnard when he observed the eclipse of lapetus by the
shadow of the B and C rings (Barnard, 1890). Using the 12 inch
equatorial telescope at Lick Observatory, he was able to detect the
diminution of the solar illumination by the C ring. The attenuation by
the B ring was severe enough that lapetus disappeared from view. Cook
and Franklin (1958) were able to deduce from Barnard's observations that
the optical thickness of ring C varied from zero up to about 0.18.
Other measurements of the opacity of the rings have been obtained
by observations of the occultation of starlight. Such events are very
rare, and none have occured since photoelectric techniques have been
developed. Some of the visual observations are reviewed by Cook and
Franklin (1958). The occultation of the star 212 B Geminorum by ring A
was observed by Ainslie (1917a, b) and Knight (Ainslie and Knight, 1917).
They reported that the brightness of the star decreased by about 75%.
Reid e^ al. (1920) and Bhaskaran (1920) observed the occultation of
BD+11°2269 by rings A and B. It was estimated that the opacity of ring
B must be at least 0.59. Finally Leonard (1940) reported the occulta-
5tion of the star BD+6°259. Bobrov (1952) determines from this obser-
vation a lower limit of 0.83 for ring B.
Ferrin (1974) used the light transmitted through the rings by the
ball of the planet to estimate the opacity of the rings. He obtained an
optical thickness of the A ring of 0.38 ± 0.11 and 0.31 ± 0.13, using
geometric albedoes of 0.72 and 1.17 respectively.
Photometry
The brightness of the rings of Saturn depend upon a number of fac-
tors in addition to the azimuthal dependence discussed above: the
radial position within the rings that one is examining, the
Saturnicentric latitude of the Earth, B, the Saturnicentric latitude of
the Sun, B', and the Sun-Saturn-Earth angle, known as the phase angle,
a. In general, the tilt angles B and B' with respect to the Earth and
Sun are very close to being equal, and the difference only becomes
important at very small tilt angles. The brightness of the rings as a
function of tilt angle is known as the "tilt effect".
Only a very small range in phase angle can be observed from the
Earth for the Saturnian system, from close to zero to a maximum of about
6 . However a great deal of variation in brightness is packed within
this small angular range, with strong implications for the surface scat-
tering properties or the density of particles within the ring. Muller
6in the 1880's measured the phase variation of the Saturnian system
(planet plus rings) to be 0.044 magnitudes per degree of phase angle
(Pollack, 1975). This is quite high considering that the phase
variation of Jupiter was only 0.015 mag/deg, implying that the phase
variation of Saturn was princlply due to the rings. Seelinger (1887)
suggested that much of this phase variation was due to shadowing between
the ring particles.
Very good observations of the phase curves of the rings have been
obtained by Franklin and Cook (1965) with broad band filters In blue and
visual light, while Irvine and Lane (1973) analysed existing narrow band
filter data taken in several colors (Irvine et^ al.
,
1968a, b). These
phase curves show a characteristic shape: a slow brightening toward
zero phase which appears linear in magnitude units between 1 1/2° and
6°, and a rapid, non-linear increase in brightness at phase angles below
1 1/2°. The latter is known as the "opposition effect". The classical
explanation of the opposition effect holds that the effect is due to
shadows cast by ring particles onto other ring particles (e.g. Bobrov,
1970). At opposition the ring particles act to cover their own shadows,
thereby making the rings appear brighter. However, other researchers
(e.g. Cook et al., 1973; Price, 1974) attribute the opposition effect to
shadowing within the rough surfaces of Individual particles.
Polarization studies of the rings (Johnson et_ al. , 1980) show that the
ring particles have the kind of rough complex surfaces that can produce
a strong opposition effect. Neither position can be ignored, and both
may operate together to cause the observed brightening near opposition.
7Franklin and Cook (1965) modelled the brightness of the rings as a
function of radial distance from Saturn by subdividing ring A into two
parts, and ring B into three parts. Each section was considered to be
of constant brightness from its inner boundary to its outer boundary.
We have utilized a similar approach in our own data reduction.
Cook e^al^ (1973) used the brightnesses of the rings calculated by
Franklin and Cook (1965) to estimate the optical depths and geometric
albedoes of the rings. The multiple scattering properties of the rings
were modelled in terms of isotropic scattering. They assumed that the
ratio of the single scattering and geometric albedoes of the ring par-
ticles was 0.57, a value similar to that found for the ratio of the Bond
to the geometric albedo for the Moon and Mercury. The optical depth of
ring B was set equal to unity, and the albedoes of the ring particles
were considered to be independent of radial position. From this optical
depths of 0.31 and 0.15 were calculated for the inner and outer portions
of ring A respectively, with a particle single scattering albedo of 0.63
and a geometric albedo of 1.10.
Hameen-Antilla and Pyykko (1972) analyzed the brightness of the
rings as a function of tilt angle to obtain estimates of the geometric
albedo and optical depth of the A ring. Using a rough approximation for
multiple scattering, they calculated values of 0.72 and 0.49 respec-
tively. However, they were unable to match their observations of ring B
to their model parameters.
8A much more sophisticated treatment than had been performed pre-
viously of the photometric properties of the rings was done by Kawata
and Irvine (1974). In their analysis single and multiple scattering
were calculated in an exact fashion, assuming a form for the particle
phase function. Previous studies had made some simplifying assumptions
in handling multiple scattering, usually by using the multiple scat-
tering component for isotropic scattering. They assumed that the rings
were many particles thick, and that the opposition effect was due solely
to mutual shadowing. This allowed them to calculate the entire phase
curve. They found the single scattering albedo of the ring particles in
V and B filters to be 0.81 ± 0.09 and 0.58 ± 0.16 respectively.
A good measurement of the linear polarization properties of the
rings was done by Johnson e^ al. (1980). They measured the amount of
linear polarization to be on the order of 0.4-0.5% over a wide range of
phase angles. The polarization was negative, and the direction of
polarization correlated strongly with the Sun-Saturn-Earth plane, and
not with the ring plane as had previously been suggested (Dollfus,
1961). This polarization must therefore arise from single scattering by
ring particles. Such negative scattering is associated with the kind of
rough, complex surface that can also lead to a strong opposition effect.
It is interesting to note that the "cusp" about opposition, within which
the amount of polarization drops rapidly to zero, is of the same width
as the observed brightness surge.
9Azimuthal Variations
Azimuthal variations in Saturn's ring A were first seen by Camichel
(1958). In the years 1975-1976 the azimuthal variations were
"rediscovered" as a number of astronomers observed this phenomenon and
tried to understand it. Ferrin (1975) observed that the brightness of
the second and fourth quadrants of the A ring were significantly
higher than that of the first and third, though he did not obtain a
numerical value for this variation. Examination of Figure 1 in his
paper suggests that this amount of variation might be as much as ±11%
from the average brightness. Ferrin's data, however, is noisy and con-
sists of only one plate, and an accurate measurement would be difficult
to obtain.
Lumme and Irvine (1976b) followed the suggestions of Camichel and
Ferrin that there might be an azimuthal variation in Saturn's A ring.
They examined 70 plates from New Mexico State University and 34 plates
from Lowell Observatory. They also do not quantify the amount of
variation, but Figure 1 in their paper suggests a variation of ±6%, more
in line with what Camichel saw. In the same year Reitsema, Beebe and
Smith (1976) also reported seeing azimuthal variations on the order of
10%. They modelled the smearing by a gaussian distribution and deter-
mined that the ring brightness had narrow minima near 70° and 250°, and
broad maxima near 160° and 340°, measured from superior geocentric con-
junction.
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Lunnne et al. (1977) developed a quantitative measure of the amount
of variation by taking the ratio
1(180° - 9 ) + 1(360° - 6 )
r(e) = (i-U
1(9 ) + 1(180° + 9
)
where 9 is the particle orbital phase measured in the same sense as in
Reitsema, Beebe and Smith (1976). Since the effect of smearing depends
upon the projected widths of the rings (Lumme and Irvine, 1976a), and
therefore the angular distance away from the ansae (9 = 90° and
9 = 270°), taking the ratio of points symmetrically placed about the
ansae should effectively eliminate the variation due to smearing. They
interpreted the difference of the maximum ratio, r^^^, from unity as the
amount of variation, and found that this increased from about 9 to 10%
at 26° ring tilt angle to about 15-20% at 16.5° tilt. A subsequent
paper (Lumme e£ al^, 1979b) found that the amount of variation did not
change much as the ring tilt decreased further from 16.5° to 11.5°,
though the present work will show a significant Increase.
The encounter of the Voyager I spacecraft with the Saturn system
confirmed the azimuthal variations (Smith et al^, 1981). It was found
that the ring exhibited a variation of about 15% in brightness, and the
position of the minimum was about the same as seen from Earth, relative
to the viewing geometry.
uTheories
A number of theories have been proposed to account for the azi
muthal variations seen in ring A. Lumme and Irvine (1976b),
Beebe,
Reitsema and Smith (1977), and Ferrin (1978) have all proposed that the
variations are caused by synchronously rotating ring particles, with
either elongated forms or albedo differences across their surfaces.
If
the variations are caused by the shape of the particles, then
these par-
ticles must be aligned at some angle to the radial
direction. If
instead these variations are caused by albedo variations, these
albedo
differences are presumed to arise from collisions between
particles.
Ferrin (1978) points out that if the particles are in
synchronously
locked orbits, then such collisions will occur preferentially
on two
areas of the ring particles, separated by 180° in longitude
on the ring
particle surface. Presumably such collisions would act
to brighten the
surface. Peale (1977), however, has shown that
synchronous rotation
seems unlikely.
An alternate explanation invokes spiral density
waves similar to
those which produce spiral arms in galaxies (Colombo e^
al^, 1976). A
similar theory proposes that local density enhancements
in the rings
will be sheared by differential rotation (Alcock and
Goldreich, 1977).
A series of papers by Franklin and Colombo (Franklin. 1977;
Colombo and
Franklin, 1977; Franklin and Colombo, 1978) explore the
possibility that
the azimuthal variations arise from mutual gravitation
among the ring
12
particles in the gravity well of Saturn. This could work in two ways,
either as orientations of pairs of particles of equivalent mass, or-
which seems more likely-as wakes of small particles dragged along by
large, heavier particles. These wakes would take the form of elongated
shapes orientated by a specific angle to the radial vector. All of
these theories attribute the azimuthal effect to dynamical processes in
the rings, producing local density enhancements.
Franklin and Colombo (1978) approach the problem through numerical
simulations of ring particle encounters. A test particle in an ini-
tially circular orbit is approached by another particle in a slightly
different orbit. In some cases the two particles have equal mass, in
others one of the particles was considered to be massless. In both
cases it was found that an asymmetry in the relative positions of the
two particles developed during the close encounter phase, when the sha-
dowing would be greatest between them. The preferred orientation that
resulted would produce a brightness minimum at an orbital phase angle of
about 60-70°, which agrees with the observational data. A small amount
of eccentricity (e < 0.03) did not substantially change their results,
but the effect of large eccentricities was unclear. Since the ring par-
ticle encounters would tend to increase eccentricities, an efficient
mechanism for circularizing orbits, presumably by collisions, would be
needed. The rings would also have to be many particles thick to produce
an azimuthal variation.
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The above dynamical explanations of the azimuthal effect all have
one thing in common. They all predict density enhancements in the A
ring, elongated and orientated at an angle to the radial vector.
Esposito (1978) and Lumme and Irvine (1979) attempt to discuss the light
scattering properties of these enhancements—Esposito in terms of two
particle correlation functions, and Lumme and Irvine in terms of opti-
cally thick •blobs" with limb darkening contibuting to the effect. In
this thesis we take the work of Lumme and Irvine a step further by
actually carrying out a Monte Carlo radiative transfer calculation of
the scattering properties of these blobs. Because we are actually con-
sidering scattering between ring particles within these density enhan-
cements, instead of approximating it by surface scattering, we prefer to
use the word "swarms" to refer to these enhancements.
Spacecraft Observations
Certainly the best observations of the rings of Saturn are from the
Saturn encounters by the Pioneer and Voyager spacecraft. Not only are
these spacecraft observations unhampered by atmospheric attenuation and
smearing, and able to view the Saturn system from very close range, but
the views of Saturn afforded by the Pioneer and Voyager encounters pro-
vide a much greater range of tilt and phase angles than can be obtained
from Earth.
on
The Pioneer 11 spacecraft made its closest approach to Saturn
September 1, 1979. Part of the scientific package onboard was an
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Imaging photopolarimeCer, including a 2.5 cm telescope. Pioneer was
able to see the rings in several geometries: sunlight scattered by the
rings, sunlight diffusely transmitted through the rings, the shadow of
the rings on the planet, and light reflected from the ball of Saturn
directly transmitted through the rings. A new ring, named the F ring,
was discovered just outside the A ring. It was very thin (optical depth
-3
T < 2 X 10 ) and narrow. From light scattered through the B ring, the
Pioneer Saturn researchers were able to determine that ring B must con-
tain areas of high optical depth (t > 1.5) and that at least 5% of its
surface must be of much lower optical depth (t < 0.25) (Gehrels et al.,
1980).
The first of the Voyager /Saturn encounters, Voyager I, took place
on November 12, 1980, and initiated a revolution in our understanding of
the Saturn ring system. An enormous amount of radial structure was evi-
dent in the rings (Smith al^, 1981). Although there appear to be
literally thousands of ringlets, the classical ring components, the A, B
and C rings, maintain their individual identities. In fact these rings
are seperated by sharply defined divisions that may be controlled by
resonances with the Saturnian satellites. Color differences between the
major ring components suggest that they might be composed of material
from different sources, kept apart by whatever forces are operating at
those sharp boundaries.
Compared to the other ring components, ring A is relatively devoid
of detail. This may be of importance in understanding why the azimuthal
1
15
variations appear in ring A and nowhere else in the ring system. It may
be that the dynamical forces which cause the asymmetry may be swamped
elsewhere in the rings by much stronger perturbations associated with
the radial structure. The azimuthal asymmetry in the A ring was con-
firmed by Voyager in low resolution images. Smith et al. (1981)
reported that a 15% peak-to-peak variation was detected at a phase angle
of about 12° with minima about 20° away from each ansa, and maxima about
40° away from each ansa in the opposite direction.
Voyager was able to measure the brightness of the individual ring
components over a wide range of phase angles. The Voyager team was able
to match their data with radiative transfer calculations based on the
doubling method (Hansen and Travis, 1974) assuming that the ring par-
ticles that scattered like Lambert spheres (perfectly diffusing
surfaces). They comment that the ring particles appear to be somewhat
more backscattering than Lambert spheres, which is consistent with
rough, complex surfaces. For ring A they derive an optical depth of
0.40 ± 0.08 and a single scattering albedo of 0.63 ± 0.08 (Smith et al.,
1981)
Voyager II passed by the Saturn system in August of 1981, and for
our purposes essentially confirmed the results of Voyager I (Smith et
al_^, 1982). One important experiment, however, was the observation of
the occultation of the bright ultraviolet star 6 Scorpil by Saturn's
rings (Lane e^ al^, 1982). This provided a direct measurement of the
16
optical depth of the rings, with a resolution of 100 meters.
Unfortunately that data has only recently appeared in preliminary form.
It seems, however, that their measurement of the optical depth of the A
ring is consistent with that estimated above from the phase variation
(Lane, 1982). One interesting result from this work which has made it
into press is the strongest upper bound on the physical thickness of the
rings of Saturn yet made. Since sharp features were seen in the optical
depth of the rings, even to their resolution of 100 meters, the physical
depth of the rings cannot by more than 200 meters (Lane et al., 1982).
(At the Troy AAS meeting this figure was revised to an upper limit of
150 meters; Lane, 1982.)
CHAPTER II
OBSERVATIONS AND DATA REDUCTION
Data Selection, Calibration, and Image Orientation
In order to attempt to find answers to the basic questions of
Saturn's rings, and in particular the azimuthal effect, photometry of
the rings over a wider range of parameters than has heretofore been
available was needed. We have made measurements of ring brightness as a
function of wavelength, solar phase angle, ring particle orbital phase,
declination of the Earth relative to the ring plane, and radial distance
from Saturn.
The basic procedure has been four color photographic photometry, at
effective wavelengths of 5900 A (red), 5350 A (green), 4150 A (blue),
and 3560 A (UV), followed by extensive digital processing. The data
were taken using the International Planetary Patrol (IPP) Network
operated by the Lowell Observatory (Baum et al., 1970; Baum, 1973)
during the 1977, 1978 and 1979 apparitions, when the ring tilt angles B
were approximately 16.5°, 11.5° and 6°, respectively. The coverage in
solar phase angle a was generally from near opposition to a = 3°. From
the approximately 40,000 original images, 364 of the very highest
quality were scanned and digitized at the Planetary Research Center of
Lowell Observatory, together with corresponding calibration exposures.
17
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In addition four images from a single night of the 1973 apparition, when
the tilt was near the maximum opening angle of 26°, were scanned and
reduced in the same manner. Further reduction was then carried out with
the Cyber 175 computer at the University of Massachusetts.
First it was necessary to calibrate each image. For this purpose a
calibration image formed of 12 attenuating wedges was exposed for each
night of observation. Each wedge produced an intensity a factor of /2
greater than the preceeding wedge. The centermost 1000 pixels of the
image of each calibration wedge were averaged together to obtain a pho-
tographic density, D, for each calibration step, and a seven parameter
smooth curve was least-squares fitted to these points in order to deter-
mine the specific intensity corresponding to any grey level on the pla-
netary images. This curve was composed of three parts designed to fit
together smoothly and continuously. The middle section, from wedges 2
to 8, was fitted with the function
log I = a^^ + 32^0 + a2D.
From step wedges 7 to 12 a linear function in D was fitted to log(I),
and for the innermost 2 step wedges a logarithmic function of the form
log I = bj^ + b2log(D - Dg)
was used, where Dq was the film density for no attenuation.
Next it was necessary to accurately determine the geometric center
of the planet and the orientation of the rings, since small errors here
19
would introduce asymmetries in the ring brightness which would mask the
effects being sought. To do this, an ellipse was fitted to the sharp
outer edge of ring A, the r.m.s. uncertainty in this procedure being
about 0.4 pixels in centering and about 0.2° in alignment. A very sen-
sitive test of the consistency of this centering method was to examine
the brightness of the region just outside the outer edge of ring A for
azimuthal variations. These variations are caused by the light scat-
tered from the sharp outer edge. Since the amount of this light de-
creases quickly as one moves away from the outer edge, small variations
in this distance can produce a relatively large effect in the measured
brightness. Although small rotations of our images produced measureable
effects, no such effects were seen when the best fit value of the orien-
tation angle was used.
Finally it was a simple matter to convert to polar coordinates in
the ring plane, thus producing a data array in which a row represents a
radial scan from the center of Saturn's disk, and a column represents
the brightness at discrete azimuths 6 for a given Saturnocentric
distance. The orbital phase angle 6 of ring particles is defined as the
angle measured counterclockwise from the point of superior geocentric
conjunction as seen from Saturnian north. This is Illustrated in
Fig. 1. The sampling in the radial direction was equivalent to the
pixel size on the major axis, while the sampling in angle was in steps
of 0.5° (equivalent to one pixel at about the distance of the rings from
the planet on the photographs), subsequently averaged over 5° intervals
for all further analysis.
,
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Fig. 1. Definition of particle orbital phase angle. The cardinal
directions—north, south, east, and west—are also shown.
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Smearing Corrections
In order to compare intensities at different positions on an image
of the rings, it is essential to correct for atmospheric and instrumen-
tal smearing. This is especially evident when one considers that the
relative importance of smearing Increases away from the ansa, because
the projected width across the rings decreases relative to the resolu-
tion element. Ideally, to make these corrections it is necessary to
know the point spread function. However this cannot be determined uni-
quely from the images. We have proceeded by assuming a model and deter-
mining the characteristic parameters by means of a least-squares fit.
Originally we had intended to utilize a two-dimensional deconvolution
technique using the image processing facilities at the Jet Propulsion
Laboratories. However, we decided that a greater degree of accuracy
could be obtained, and a larger fraction of the data recovered, by using
the known geometry of the rings as a constraint in our corrections for
smearing.
To determine the point spread function we utilized the outer edge
of ring A. The sharpness of this feature is known to be very high
(Reitsema, 1978), and for our purposes the brightness can be assumed to
be a step function. The smearing function was taken to be a sum of two
gaussians, and experimentation showed that a proper choice of the FWHM's
was 1.7 arcsec and 0.6 arcsec:
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-x^ -1
-9x^ -1g(x) = a e + 9(ti - a) e , 0 < a < it
,
(II-l)
where x is In arcseconds and a is a free parameter to be determined.
This function has a central core and broad wings and reproduces the
appearance of stellar images on our photographs. It also allows us to
describe the smearing over a wide range of image quality with just one
parameter, a.
To find a for each image, we performed a least-squares fit to a
radial scan across the outer edge along the major axis, using the free
parameters a, the position of the outer edge (x^), and the intensity of
ring A at the outer edge. The results are sensitive to ring tilt angle
B, since this determines the local radius of curvature at the ansae.
Two tests were made of the consistency of this procedure. First the
values obtained for the extent of the rings correlated well with the
distance to Saturn as listed in the American Ephemeris. The second test
involved the azimuthal variations themselves, and this will be discussed
in the next chapter.
In order to actually correct for smearing, we assumed a model step
function ring profile given schematically in Fig. 2. The values for the
ring boundaries x^, x^, and relative to x^ (the outer edge) were
determined by examination of a number of very high quality images to be
x^/x^ = 0.86, Xj/x^ = 0.89, and x^/x^ = 0.935. The values of x^, yi^,
and X-, and by inference I. and I„, were found to have little effect on
24
Fig. 2. Model riag profile. The intensities (1 = 3-6) are
obtained by Inverting equation (II-2). Radial scale is schematic only.
CD
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the Intensity of the rest of the rings, so they were not in general
calculated. With this model the observed intensity at a given radial
distance x and orbital phase angle 9 is given by
-1
^obs^'''^) = ). [ a G (l;x,e) + (ti - a) G,(3;x,6) ] I,,
i=3 ^ ^
(II-2)
= I F^(x,e) I^,
where
1 1/2
G. (d;x,8) =
^ / d<t) (tt
/ xd cos(<)> -
^ ^) (erf (S^^^) - erf (S^)]
2 2 2. 7 7
- exp(-S^^^ ) + exp(-Sj^ ) } exp[-d x sin ((j) - I-q)] ,
(II-3)
S. = d [ R. - x cos(<f. - *q) ] ,
2 2 2 -1/2
= sinB (sin <p + sin B cos <}) ) '
,
<t>Q = arctan(sinB cot6 ),
and the parameter d is chosen with accordance with Eq . (II-l) so that
d = 1 or 3. We have assumed in these equations that the true brightness
of the rings does not depend on the azimuthal angle G. This is of
course not strictly true, since just such a variation in ring A has been
measured. However, the range in cj) (and hence 9) that contibutes signi-
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flcantly to the integral in Eq.
brightness can be considered to be
By measuring the brightness at
Eq. (II-2)
(II-3) is very narrow, and the ring
constant within that range.
four radial points T. we obtain from
_
6
^obs^'^i-Q) = I IjO) F.CXi.e) , (II-4)j=3 J J ^
where the dependence of F on a has been suppressed. The x^^ are chosen
as the central points of each step function feature,
Xj = 0.800 x^
,
= 0.875 x^
,
= 0.912 x^ , (II-5)
X, = 0.968 X-, .
6 7
The value of x^ was determined for each image simultaneously with the
smearing factor a as described above. Since and hence Fj depend upon
the ring tilt angle B, we calculated the factors for values of B in
steps of one degree between 3° and 26° and then interpolated to the
actual value of B for each night as given In the American Ephemerls .
Eq. (II-4) can then be inverted to give the ring brightness versus
radius and azimuth, 1.(9). Numerical experiments in which the values of
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X. were altered by -0.2 arcsec showed that the brightnesses of rings A
and B on the major axis were insensitive to such variations. Likewise,
these brightnesses were found to be insensitive to changes on the order
of ±20% in a.
Comparison to Disk Brightness
As well as ring brightness profiles and measurements of the azl-
muthal variations in the rings, it is possible to extract from the data
phase curves of the rings as a function of the ring tilt, color and
radial position in the rings. In order to do this, we must be able to
provide some sort of absolute calibration. We have chosen to use the
brightness of the equatorial zone on Saturn's disk, whose variations
with A and a are reasonably well understood (Lumme and Irvine, 1976a),
as the comparison brightness. We consider the brightness of the ansa,
defined for the present purpose as the mean of Ij(8) for 80° < 6 < 100°
and 260° < 9 < 280° (cf
.
Eq
. (II-4)), thereby averaging over the east
and west ansae. We correct for the phase variation of the disk using
Eqs. (2) and (3) of Lumme and Irvine (1976a) for red and green, and for
blue and UV respectively, and for limb darkening by using those
authors 's equations (12) and Table IV (Minnaert law approximation). In
order to remove the small dependence on B during a given apparition, and
to correct for the slight difference between B and the declination of
the Sun, B', the data have been corrected to a mean tilt angle
29
. r 2sinBslnB'
arcsin[ (II-6)
sinB + sinB
'
by multiplying each image by the factor 1/2 (1 + sinB/sioB') (Lumme and
Irvine, 1976a). These phase curves will be presented in the next
chapter.
CHAPTER III
RESULTS OF OBSERVATIONS
Division into Classes
The magnitude of the azimuthal variations known to occur In ring A
may possibly depend upon the ring tilt angle B, phase angle a. and wave-
length X aumme et al^, 1977, 1979b). It has been suggested at times
that the brightness of the rings may be different between the eastern
and western ansae (e.g. Bobrov, 1970; Kozyrev, 1974). However there has
been no general agreement on whether the eastern or western ansa is the
brighter of the two. Examination of a number of the individual images
showed no statistically significant difference between 1(9) and
I(e + 180°); that is, the azimuthal variations discussed below show 180°
symmetry around the ring plane to within about 2%. In all further ana-
lysis we therefore considered only
1(9) = (1(8) + I(e + 180°))/2. (III-l)
However, the bar in Eq
.
(III-l) will be suppressed below for simplicity
since it is assumed that
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1(6) = 1(9) = 1(9 + 180°). (III-2)
To study the dependence of the azimuthal variations on ring tilt,
phase angle and color, we grouped the data into 20 classes, and then
averaged together the images in each class as follows. During the
apparitions of 1977, 1978, and 1979, B was always within about 1° of the
median values of 16.5°, 11.5°, and 6° respectively, thus providing three
subdivisions of data. We chose to further subdivide the images into
high and low phase angle ranges, with a = 1° being the angle of demar-
cation, which is roughly the median phase angle for all values of B
and X. Thus, the bins were defined by three tilt angles, two phase
angle ranges, and four colors. In practice, however, these yielded
only 20 (instead of 24) different classes of images, since there were no
useful 1979 UV images, and the 1978 UV and 1979 blue sampling was too
poor to seperate into two phase angle ranges. Each image was normalized
to unity at the mean ansa before averaging to produce the 20 composite
images
.
At this point it was possible to check the consistency of our
smearing correction procedure. Guided by the shape of the I vs. 9 plots
(cf_. Fig. 3), we fitted straight lines to determine dl/d9 at the ring A
ansae for each individual image, and then plotted these slopes versus
the smearing parameters a for each class. It was found that the images
seperated into two groups. The majority had slopes that were indepen-
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dent of smearing, as should be the case if our procedure was effective
in restoring the true ring brightness, while a smaller group with large
smearing parameters a had anomolously high slopes. We felt that this
indicated that for these images the smearing parameter a was ill-
determined, and the high slopes were caused by overcorrecting. We
removed those images with slopes more than 2 standard deviations away
from the mean for each class to produce our final data set shown in
Table 1.
There are two main sources of error in the final data points. The
first is statistical noise, which is well determined from the averaging
process and falls as the square-root of the number of images going into
the average. This number is not the same for all the points in such a
composite image, because of geometric projection effects. In any given
image, there is only a certain range of 9 that is usable after the
smearing correction has been applied. This range was determined for
each individual image with the criterion that Cassini 's division be
visible. The second error source arises from calibration and other
possible systematic effects, for which we have assumed a constant value
of 5%. The total error o was then assumed to be the square root of the
sum of the squares of these two effects. The data points in each cora-
2posite image were weighted by (l/o ) in subsequent analysis, and the
errors of the fitted parameters were then determined from the residuals.
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Table 1. Final number of accepted images N and corresponding
smearing parameters a (Eq. (II-l)) for each color, apparition, and solar
phase angle range a (H and L represent a > 1° and a < 1°,
respect ively )^.
^ean values of phase angle o for L and H respectively: 1977 (0.6° and
1.8°), 1978 (0.6° and 2.1°) and 1979 (O.A° and 2.7°). Mean values of
tilt angle B for 1977, 1978, and 1979 were 16.5°, 11.5°, and 6°, respec-
tively. For 0.20 < a < 0.30, effective resolution of data is
1.03" >; FWHM < 1.35".
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Azlmuthal Variations
In considering the azlmuthal effect we have examined the intensity-
behavior in two ways. First, straightforward plots of I vs. 8 were made
from each composite image, so that the shape of this curve could be
studied as a function of B, X, a and radial distance from Saturn, x.
The resulting 1(9) for each image class are presented in Fig. 3 for the
ring A brightness maximum. In addition, we formed the ratio of sym-
metric points about the (mean) ansa,
R(e) = 1(180° - e)/i(e), e < 90°, (iii-3)
since this ratio should be less sensitive to systematic errors in our
smearing correction procedure than I vs. 8 Itself (Lumme et al., 1977;
1979b). R(8 ) has the disadvantage, however, of losing information with
respect to 1(9), since the latter is in fact not symmetric for
1 8 - 90° I > 20°.
Dependence on tilt angle . Qualitatively it is clear from Fig. 3 that
the azlmuthal brightness variations in ring A depend on the tilt angle
B. Since this effect is considerably larger than any possible depen-
dence of 1(9) on solar phase angle or wavelength (at least for red and
green; see below), we have averaged over the phase angle a and the
colors red and green in Fig. 4. The azlmuthal effect Is seen to be more
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Fig. 3. The azimuthal effect for the brightness maximum of ring A
(I^ in Fig. !.)• Intensity I is plotted versus ring particle orbital
phase angle 6. Data separated according to wavelength (red = 5900°,
green = 5350°, blue = 4150°, UV = 3560°), solar phase angle a (high
corresponds to a > 1°, low to a < 1°), and apparition (mean tilt angle
B = 16.5°, 11.5°, and 6° for 1977, 1978, and 1979, respectively). No
separation into high and low a for UV or for any of the 1979 data. Red
and green averaged together for 1979. Points offset by ±0.5° from true
0 for clarity. Representative error bars shown.
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Fig. 4. Dependence of the azimuthal effect for ring A on tilt
angle B. Intensity I plotted versus ring particle orbital phase angle
e for 1977 (B = 16.5°) and 1978 (B = 11.5°).
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pronounced in 1978 (smaller B) than in 1977. In order to quantify such
differences, we fit straight lines to 1(9) for 85° < 9 < 135°, as this
region appears linear in all the composite images, and parabolas to the
region 30° < 9 < 135°, where the curves appear to reach minima. The
results are listed in Table 2, where s is the slope in the former
region, and I^^^ and 9^^ refer to the minimum value and position in the
quadratic fit. Likewise, we fit R(9 ) from Eq. (III-3) with the function
— 3/2
^(9) "
^0 ^1 9+32 ^' (III-4)
whose maximum value R its position 9 , and slope at 90°, R are
also given in Table 2.
Although the errors on the parameters so determined (Table 2) are
relatively large, one can see that in every case the slopes s for 1978
are larger than those for 1977. If we further average over color and
phase angle in the manner of Fig. 4, we find
S(ll°/16°) = s(ll°)/s(16°) = 1.75 ± .14 red & green,
= 1.90 ± .23 blue (III-5)
= 1.54 ± .27 UV
Eq. (III-5) shows that the magnitude of the azimuthal effect as measured
by the slope, s, of the 1(9) curve clearly is greater at the smaller
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Table 2. Azimuthal variations in ring A as a function of color,
apparition, and solar phase angle a. Parameters s, I and 8
mi n mi n
describe intensity 1(9), and and describe intensity ratio R(9
)
(Eq. (III-4)).
Corresponding mean tilt angles B are 16-5° (1977), 11.5° (1978),
6° (1979).
''h and L correspond to a > 1° and a < 1°, respectively.
c -1 —1Slope in units of 10 deg .
'^Intensity relative to major axis.
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a b c
Year a 3
1977 H 3.9 + 0.3
L 3.5 + 0.2
1978 H 5.2 + 0.6
L 6.3 + 0.4
1979 H 3.5 + 1.5
L 2.9 + 1.2
Red
min mi n
0.89 ± 0.05 63 ± 5
0.92 ± 0.03 61 ± 4
0.89 ± 0.05 70 ± 4
0.90 ± 0.05 70 ± 4
R 9
max max
1.26 ± 0.08 51 ± 7
1.23 ± 0.03 49 ± 3
1.27 ± 0.08 60 ± 4
1.28 ± 0.08 60 + 4
1977 H 4.7 + 0.4
L 2.8 + 0.2
1978 H 7.0 + 0.7
L 5.1 + 0.7
1979 H 1.6 + 2.7
L 2.6 + 2.2
Green
mln ml n
0.89 ± 0.03 65 ± 3
0.90 ± 0.03 64 ± 3
0.91 ± 0.05 58 ± 6
0.88 ± 0.08 67 ± 6
R 6
max max
1.27 ± 0.05 55 ± 3
1.21 ± 0.05 55 ± 4
1.31 ± 0.13 55 ± 8
1.30 ± 0. 14 58 ± 8
Blue
a
Year
b
a
c
3 I
,
'
R 6
min e ,min max max
1977 H 3.7 + 0.6 0.94 ± 0.04 65 ± 7 1.20 ± 0.07 54 ± 7
1978
L 4.9 + 0.3 0.97 ± 0.04 66 ± 9 1.23 ± 0.07 52 ± 6
H 8.8
7.4
+ 0.6 0.98 ± 0.03 75 ± 8 1.31 ± 0.14 55 ± 9
1979
L + 1.1 0.97 ± 0.04 78 ± 10 1.22 ± 0.19 60 ± 14
3.3 + 1.4 0.98 ± 0.04 76 ± 11
w 3 b c dYear as I
UV
min min
R
max
1.20 ± 0.19 45 ± 301977 H 5.4 ±1.2
L 4.9 ± 0.3 0.99 ± 0.03 71 ± 16 1.19 ± o!o6 53 ± 6
1978 - 7.7 ± 0.8
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tUt angle. Comparison with a single 4 color set of IPP images for 1973
when the rings were open (B = 26"), after digitization and reduction in
a manner identical to that used for the other data described here, indi-
cates that the azimuthal effect in ring A increases as B decreases from
26° to an angle less than 16°, which is consistent with the preliminary
results of Lumme e£ al^ (1977, 1979a) and Reitsema et al^ (1976). Since
the 1979 data are limited to 70° < 9 < 110° by smearing, it is difficult
to be certain of the magnitude of the effect at this small tilt angle,
but the azimuthal variations appear to be reduced. A maximum in the
azimuthal variations for 16.5° > B > 6° is also supported by the values
found for the ratio R (Eq
.
(III-4) and Table 2), a measure of the
strength of the effect (see Table 2). During 1978 (B = 11°) brightness
variations (I) up to ±20% relative to the ansae, with the minimum
occuring at 9 = 70°, are apparent for the radial maximum of ring A.
Dependence on wavelength
. The 1(9) are very similar for red and green
(Fig. 3), but differences become apparent if we compare the azimuthal
effect over a wider wavelength interval (Fig. 5). The shapes of these
curves are different in that at shorter wavelengths the brightness is
less symmetric about the ansa. It is important to establish whether
this apparant wavelength effect could in fact be an artifact of an
inadequate correction for smearing, since the atmosphere is a much more
severe problem in the blue than at longer wavelengths. While not ruling
out possible systematic errors introduced in this way, we feel that it
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Fig. 5. Dependence of the
Intensity I versus ring particle
red+green and for blue data. For
all solar phase angles.
(a) 1977, when B = 16.5°.
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is likely that a real wavelength dependence is present. The blue and UV
images included in the present analysis had smearing parameters a within
the range of those for red and green images and within the range for
which the shape of the I vs. 6 curve showed no dependence on a. A
possible explanation for a wavelength dependence of the azimuthal effect
has been suggested by Lumme and Irvine (1979).
Dependence on solar phase angle
. The preliminary analysis (Lumme et
al^, 1977) suggested that the azimuthal effect might show a dependence
on phase angle, such that the amplitude was reduced near opposition.
The present, more comprehensive survey finds a possibly weak confir-
mation of this tendency in the 1977 (B = 16.5°) longer wavelength data
(Fig. 6), but no such effect is apparent for the noisier blue and UV
data or the likewise noisier 1978 results. If we average the slopes s
(cf. Table 2) over red and green, we find
S(H/L) = s(H)/s(L) = 1.16 ±
.22, 1978
(III-6)
= 1.45 ± .11, 1977
where H and L refer to the phase angle ranges x > 1° (high), and x < 1°
(low), respectively. It may be that a true difference between the azi-
muthal variations at high and low phase angles exists, but that this
difference tends to zero as the tilt angle approaches 0°. Confirmation
of an a dependence in 1(6) must therefore await better signal-to-nolse
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Fig. 6. Possible dependence of the azimuthal effect for ring A on
solar phase angle a. Intensity I versus ring particle orbital phase
angle 6 for average of red+green data. Data separated into high
(cx > 1°) and low (a < 1») phase angle ranges, with means a given in
Table 1.
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data, particularly at phase angles very close to opposition. It should
be noted that, in the present data set, the 1977 images are somewhat
better represented at very small phase angles than are the 1978 images.
Dependence on radial distance from Saturn . We find no statistically
significant azimuthal variations in ring B or in the outer portion of
ring A (1^ in Fig. 2) to levels of about 1% and 5%, respectively.
Extrapolation to Maximum Light
The data of Fig. 3 show distinct minima near 9 = 65°, but the sta-
tistical noise becomes dominant In the region where one would expect to
find the maximum. If the swarm model (cf. Chapter I) is correct, then
the maximum should occur exactly 90° away from the minimum. I.e. at
about 155°. One could use the slope s In Table 2 to extrapolate the
value of 1(9 = 8 , + 90°), but this would neglect the dimunition due to
mln
the turnover in the light curve at the anticipated maximum. We can
estimate what this might be by examining the minimum. If the intensity
found by extrapolating the slope s back to 9 = is compared to the
measured value I
, ,
then the difference between these two values is a
min
first order approximation of the equivalent difference at the maximum.
Therefore the intensity I under these assumptions is given by
9
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I =i+s8, - [I, -1 + scgo'-e
, )]max mln mln min '
(III-7)
= 2 + 2s(e , - 45°) - I , .min min
This allows us to calculate another measure of the variation, v, which
we define by
_ - max min
V = 2
max min
2 I 1 - ^
(III-8)
I
1 +«(Vn - ^5°)
The calculated values of I and v are given in Table 3 as determined
max °
from the values of 8
, ,
I ^ and s in Table 2. If the swarm model is
min min
correct, the maxima and minima should occur at the same particle orbital
phases, regardless of ring tilt, phase angle or color. The weighted
mean value of 9 . from all the Images is 8 , = 66° ± 2°. We calcu-
min min
lated I and v after substituting the above value of 9 , for 9 , In
max mln min
Eq. (IXI-7) and (III-8). These values are also tabulated in Table 3,
and labelled as I ' and v'.
max
The errors listed for the values of I and v in Table 3 represent
max
formal deviations only, and do not include any systematic errors Intro-
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Table 3. Azin:uthal variations in ring A calculated by an extrapo-
lation to the azlnnath of n^xina:. brightness based on the parameters from
Table 2. The intensity I^^^ is defined by Eq. (III-7), and v is defined
by Eq. (HI 8). I^^^' and v' are computed by setting 9 . = J =66°
(Intensities are relative to the major axis.)
Corresponding mean tilt angles B are 16.5° (1977), 11.5° (1978)6° (1979). Vi5/o;,
^'h and L correspond to a > 1° and a < 1°. respectively.
Slope in units of 10 '^deg~^.
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Table 4. Average values of I^^^ • and v' from Table 3 for specific
classifications.
min Imax
1977 Red+Green High
Low
Blue
1978 Red+Green -
Blue
0.89 ± 0.03 1.29
0.91 ± 0.02 1.22^
0.95^ ± 0.03 1.22^
0.90 ± 0.03 1.35
0.98 ± 0.02 1.37
0.03 0.37 + 0.03
± 0.02 0.29 + 0.03
± 0.04 0.25 + 0.04
0.03 0.41 + 0.04
+ 0.04 0.34 + 0.04
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duced by the rather simple analysis outlined above. Therefore these
should be considered a lower bound.
Looking at the last column of Table 3 one notices that the trends
discussed previously based on the slopes in Table 2 are made clearer.
In 1977 the variation at high phase angles definitely appears to be
greater than at low phase angles in red and green. The amount of
variation in 1978, however, appears to be remarkably constant between
red and green, and high and low phase angle ranges. There is a hint of
a change with phase angle in blue during 1977 and 1978, but this is not
clear. The colors red and green appear to be equal in both high and low
phase angles. This leads us to make the averages listed in Table A.
Phase Curves
The present data enable us to determine the phase curves of the
rings over a much wider range of the parameters B, x, and X than has
been available previously. Any such dependence (or lack thereof) pro-
vides in principle important constraints on the physical structure of
the rings and on the characteristics of the Individual ring particles
(cf. Esposito et al., 1979, and references therein).
Sample phase curves are illustrated In Fig. 7. The well known
opposition effect, traditionally ascribed to mutual shadowing. Is
apparent. To quantify the results, we have fit the data, as in Esposito
et al . (1979), with the function
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Fig- 7. Sample phase curves for Saturn's rings. Relative magni-
tude versus solar phase angle a, including least squares fit
(Eq. (III-9)).
(a) 1977 red (B = 16.5°) for the maximum of ring B (I^ m Fig. 2),
and the maximum of ring A (1^ in Fig. 2).
(b) 1978 red (B = 11.5°) for the maxima of rings A and B as in
(a).
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ni(a) = a + b log a [degrees],
and the parameters a and b are listed In Table 5 for each color and
apparition, and at several Saturnocentric radii. The tabulated values
of B, and hence the shape of the curves, are in good agreement with
earlier results for the maxima of rings A and B.
The principle conclusions are the following:
(1) The shape of the phase curves is quite Insensitive to tilt
angle for 26° < B <; 6°, perhaps becoming slightly steeper
(greater values of b) at the smallest tilt angle.
(2) Any color dependence is also quite small within the presently
observed range of B (6°-16°), but the data are not incon-
sistent with the slightly larger values of b found earlier
(more open rings) for blue and UV relative to red and green.
(3) There is only at most a weak dependence of the phase curves on
radial position within the rings. In particular, the curves
for ring A and ring B are closely similar, with that for ring
A being perhaps marginally steeper.
Radial Profile
The present photometry provides for the first time a reasonably
comprehensive, systematic data set from which it Is possible to study
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Table 5. Phase curve parameters with their standard errors
(Eq. (III-9)) on the major axis as a function of color and apparition:
(a) for the ring A and B maxima.
(b) for the magnitude differences within rings A and B. (i.e.,
-2.5 logCIg/l^) for ring A, and -2.5 log(I /I ) for ring B (see
Fig- 2)).
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(a)
Ring A Ring B
max max
a Aa b Ab a Aa D Ab
Red 1977 0.486 0.006 0. 237 0. 016 0. 174 0. 003 0 .225 u. yjKJy
1978 0.396 0.007 0.276 0.022 0.182 0.005 0 .242 0.012
1979 0.325 0.012 0.270 0.027 0.270 0.010 0..259 0.023
Green 1977 0. 348 0. 006 0.252 0.018 0.067 0.003 0,.247 0.007
1978 0.249 0.012 0.255 0.035 0.066 0.005 0,. 248 0.012
1979 0.214 0.043 0.406 0.096 0.159 0.027 0..341 0.060
Blue 1977 -0.208 0.009 0.253 0.023 -0.374 0.003 0..254 0.008
1978 --0.302 0.010 0.269 0.035 -0.374 0.005 0,.227 0.016
UV 1977 -0.541 0.015 0.249 0.050 —0. 645 n dm 0..270
(b)
Ring A Ring B
max max
a Aa b Ab a Aa b Ab
Red 1977 0.272 0. 006 0.030 0.018 0. 286 0. 003 0. 047
1978 0.309 0.012 0.032 0.030 0.211 0.003 0. 062 0.007
1 979 0.266 0. 023 -0.079 0.055 0.070 0.010 0. 009 0.021
Green 1977 0.236 0.006 0.013 0.018 0.272 0.002 0. 024 0.008
1978 0.269 0.017 -0.041 0.043 0.203 0.006 0. 037 0.013
1979 0.227 0.039 -0.171 0.098 0.070 0.010 0. 031 0.022
Blue 1977 0.285 0.004 -0.015 0.012 0.213 0.003 0. 041 0.007
1978 0.291 0.007 -0.039 0.033 0. 172 0.007 0. 048 0.021
UV 1977 0.324 0.008 -0.020 0.030 0.204 0.003 0. 024 0.010
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the dependence of the rings' radial brightness profile on viewing and
illumination geometry and on wavelength. The importance of such depen-
dences lies in the light which they may shed on the radial optical depth
profile and on the verticle structure of the rings. Our results assume
a step function profile as in Fig. 2, and so are of course a first
approximation. In the following discussion values of I2 were measured
from the images without applying a smearing correction, since the ring B
profile is quite flat at these radii, so that the effect of smearing is
very small. We limit our attention to the ansa, since we ignored
possible 8 dependence of the radial profile in our smearing correction.
Normalizing each image class to the maximum of ring B, we obtain
the brightness profiles given in Table 6. It is clear that (Fig. 8)
(1) the radial profile of the ring system becomes flatter (more
uniform) as the tilt angle B decreases (1977 -> 1979);
(2) the radial profile is also flatter at shorter wavelengths
(blue and UV) than in the red and green, In agreement with the
blueness of ring A relative to ring B reported previously by
Lumme and Irvine (1976) and Lumme e^ al. (1979a).
To investigate any possible dependence of the ring profile on a, we
may compare the coefficient b from Table 5b for different portions of
the rings. The results indicate that any such effects are small.
Possibly, the relative brightness of the inner portion of ring B
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Table 6. Radial profile on the major axis (Normalized to the ring
B brightness maximum I3) as a function of color, apparition, and solar
phase angle a (see Fig. 2).
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h 4 I S
Red > 0.
, 761 + 0.003 0. 748 0.007 0. 582 ± 0. 004
< 1° 0. 782 0.003 0.226 + 0.009 0.750 ± 0.004 0.590 ± 0.003
Green a > 1° 0. 759 0.003 0.236 ± 0.018 0.774 0. 007 0.503 t 0.005
< 1° 0. 786 ± 0.003 0.247 ± 0.010 0.775 ± 0.004 0.514 ± 0.004
Blue a > 1° 0. 809 0.003 0.251 ± 0.029 0.852 i 0.008 0.645 ± 0.005
< 1° 0. 830 ± O.OOA 0.274 0.015 0.872 i 0.007 0.557 t 0.004
UV a > 1° 0. 830 + 0.006 0. 305 + 0.023 0.918 + 0.013 0.572 J. 0.005
< 1° 0. 827 0.004 0. 392 - 0.028 0. 904 0.010 0.568 ± 0.003
Red a > 1° 0. 809 + 0. 003 0.206 0.019 0.827 + 0.007 0.519 t 0.006
< 1" 0. 835 + 0.005 0.232 0.022 0.825 ± 0.004 0.527 t 0.007
Green > 1° 0. 813 0.006 0. 189 t 0.030 0.838 0.015 0.567 t 0.013
< 1° 0. 832 + 0.005 0.247 0.020 0.857 0.005 0.658 t 0.009
Blue a > I" 0. 841 0.005 0.251 t 0.031 0.931 0.010 0. 721 t O.OU
< 1' 0. 862 0.004 0.306 ± 0.023 0.935 0.005 0.710 t 0.010
UV 0. 858 0.002 0.337 0.012 0.967 0.012 0.752 t 0.010
Red > 1° 0. 936 0. 008 0.416 0.047 0.945 ± 0.020 0.748 ± 0.020
< 1° 0. 951 0.014 0. 528 0.013 0.956 t 0.012 0.724 ± 0.018
Green > 1° 0. 928 + 0.010 0.374 t 0.114 0.978 t 0. 047 0.816 t 0.013
< l" 0. 935 ± 0.012 0.520 ± 0.024 0.960 0.034 0. 743 1 0.023
Blue 0. 955 0.010 0.492 0.052 1.056 t 0.020 0.820 t 0.008
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Fig. 8. Radial profile of the rings normalized to the ring B
brightness maximum, from the data In Table 6. In all cases data are
averaged over phase angle. Radial scale Is schematic only (cf. Fig. 2).
(a) Dependence on tilt angle for red data.
(b) Dependence on color for 1977 data, comparing average over red
and green with average over blue and UV.
(a) 1977 (B- 16r5)
1978 (B~ 11* 5)
1979 (B- S'
)
1.0-
> Q5 - Ring 8
Ring A
Radial distance x
(b)
1977 (B- le-.S)
Red + Green
1977 ( B-16'.5)
Blue* UV
1.0-
0.5-
Ring B
Ring A
Radial distance x
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increases with decreasing phase angle, but the uncertainties are fairly
large and no such effect is found for the outer portion of ring A, whose
optical depth is roughly similar to that of B (inner).
CHAPTER IV
RADIATIVE TRANSFER IN SWARMS
Monte Carlo Scattering
The most likely explanation for the azimuthal variations discussed
in the previous chapter is the "swarm" model outlined in Chapter I. In
this model the effect is considered to be caused by elongated density
enhancements (swarms) orientated in a specific manner to the radial
direction from the planet Saturn. A simple, and yet general, way to
model these swarms is with ellipsoids. Since one would not expect the
swarms in the rings to have well defined edges, it would not be profi-
table to consider more complex shapes. In this thesis we only perform
calculations for prolate ellipsoids with rotational symmetry, though we
develop the theory for the fuller case of triaxial ellipsoids.
The solution of the equation of radiative transfer in an ellip-
soidal geometry is very difficult. For that reason we decided to use a
Monte Carlo approach to the problem. Normally such an approach would be
very expensive and require a large amount of numerical calculation.
However, we were able to utilize a transfer of variables technique to
illuminate the ellipsoid in relatively fast computing times. So that
the routines we developed may be of general application, we designed
them to handle ellipsoids with up to three distinct axes. Among the
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quantities that may be varied in these routines are the three optical
depths along the principal axes of the tri-axial ellipsoid, which also
describe the shape of the ellipsoid if one assumes constant density.
Also variable are the single scattering albedo and scattering function
of a ring particle in the ellipsoid. In a seperate chapter we discuss
the case of scattering off ellipsoidal surfaces, such as those of
asteroids
.
Because our motivation is to study ground-based observations of
Saturn's rings, which are always observed at small phase angles, we
treat as a special case light which is backscattered toward the source
of illumination. We consider three methods of treating this backscat-
tered light. In the first and simplest of these methods, the photons
that escape from the ellipsoid within a narrow opening angle about the
direction of illumination are accumulated. The statistical error of
this method then depends upon the width of the opening angle. The
second method we have examined accumulates the probabilities of
backscattering within an opening angle toward the source of illumination
on each scattering of a photon. We consider that much of the photon to
scatter in that direction and allow the remainder of the photon to
scatter normally. Since each photon is used in calculating this para-
meter at least once, the statistical error decreases dramatically. The
third method works much as the second except that we allow the opening
angle to go to zero and collect Instead the probability density (per
unit steradian). We have conducted tests to ensure that each method
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gives the same results within their respective statistical errors, both
for backscattering and for the complete scattering functions of the test
e llipsoids
.
In ellipsoids of moderate to large optical depths the amount of
computing time required for convergence becomes large. We got around
this problem by calculating with the Monte Carlo method only the first
several orders of scattering—the exact number of scatterings calculated
being a user-controlled variable. It is therefore necessary to model
the light escaping from an ellipsoid in the higher orders of scattering.
The distribution of this scattered light depends on the values of the
three opacities along the principal axes of the ellipsoid, and in
general is not isotropic. We are able to compare our model to Monte
Carlo calculations and have obtained good agreement.
Our general approach has been toward ellipsoids with a constant
density of scattering centers, and all our calculations have been for
such a case. We do, however, consider what modifications are necessary
if this condition is relaxed. If the density of scattering centers is a
function of the quantity p = I.{r^/a^), where the vector r is a position
within the ellipsoid and the variables are the axes of the ellipsoid,
then the problem can be shown to be tractable. If the dependence is a
power law, the problem simplifies immensely.
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Method of Illumination
For simplicity we establish our coordinate system to have Its ori-
gin at the center of the ellipsoid, and the x, y, and z coordinate axes
to be oriented along the principle axes of the ellipsoid. The unit vec-
tor Uq describing the direction of illumination is then a variable, and
makes the angles A, B, and C with the x, y, and z axes. In this coor-
A A
dinate system Uq has the form Uq = (cosA, cosB, cosC). If one assumes
constant density, then a tri-axial ellipsoid is completely described by
the three opacities along the three principle axes of the ellipsoid.
Thus we may measure positions within an ellipsoid in units of opacity.
The quantities 2t^, 2j 2> ^nd 21^ are then the dimensions of the ellip-
soid expressed in terms of optical depth.
The first step in performing a Monte Carlo procedure Is to direct
photons onto a figure such that the probability of a photon hitting a
given portion of the surface Is correctly related to the angle of Illu-
mination. This probability is given by
A A
(n-u„) da
dP = ^ (IV-1)
/s(S-Uq) da
where n is the unit normal outward from the surface, and S is the Illu-
minated portion of the surface, bounded by the curve n'u. = 0.
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In order to achieve this distribution of photons across the sur-
face, we greatly simplify the problem by performing a change of
variables. We define the primed coordinate system via the transfor-
mation
x' = x/x
^,
y ' = y/-^2' (iv-2)
z ' = z/x y
This transforms the tri-axial ellipsoid into a unit sphere, as is shown
graphically in Fig. 9. The direction of illumination in this new coor-
dinate system is changed, and is characterized by the unit vector u'
which is defined by
u^ ' = cosA ' = f cosA/t^,
U2' = cosB' = f COSB/T2, (IV-3)
Uj
'
= cosC
'
= f cosC/tj,
where
,
2, , 2
_^ 2„ , 2 ^ 2„ , 2,-1/2f = (cos A/Tj^ + cos B/T^ + COS C/t^ )
Although the direction and density of the illuminating rays is changed,
the uniform distribution of these rays is unaffected due to the linear
nature of the transformation. Therefore it is necessary only to con-
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Fig. 9. Schematic showing the transformation of a triaxial ellip-
soid with axes a.b, c to a sphere of unit radius. Light Incident on the
ellipsoid from a given direction will appear to have a different inten-
sity and direction of propagation in the primed coordinate system. The
unit normal for a given surface element will also change.
Xx'= X /a
y'= y/b
z' = z / c
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slder the case of the illumination o£ a unit sphere from above, followed
by a rotation in the primed coordinate system, and the reverse transfor-
mation back, to the unprimed coordinate system.
The illumination of a unit sphere from above (along the positive z
axis) is a simple matter to calculate. First choose a random point
(p",<(i") in a unit circle via the relations p" = /RN, = 2ttRN, where RN
stands for a random number evenly distributed between 0 and 1. Then
project this point upward onto the top half of a unit sphere to obtain
X" = p " cos ((()" ),
y" = p" sin(())"), (IV-4)
z" = / 1 - p"2.
Since this gives a distribution symmetric about the z" axis, the next
step is to perform a coordinate rotation so that the distribution on the
surface of impacting photons is symmetric about the unit vector u' which
points to the source of illumination in the primed coordinate system.
The last step in the process is to perform the inverse of the transfor-
mation of Eqs. (IV-2) by multiplying each coordinate by the appropriate
optical depth. The last two steps may be written
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cosA
'
/tanC
'
-cosB ' /sinC ' cosA
'
x"
cosB
'
/tanC cosA'/sinC ' cosB ' y" (IV-5)
-slnC 0 cosC ' z "
The rotation matrix of Eq
.
(IV-5) is not unique; any orthonormal matrix
with a determinate of +1 and (cosA
'
, cosB
'
, cosC
'
) as the third column
would suffice.
To test the above procedure, we compared the number of photons that
Impinge on a given section of a surface to the number that probability
theory predicts should hit the surface. The probability of a photon
hitting a given section of surface is given by Eq. (IV-1). We chose for
a test case an ellipsoid with axes in the ratio of 1 to 3 to 5 illumi-
nated from the direction 6 = 45°, = 45°. The surface of the ellipsoid
was divided into 480 segments, each 15° in (|) by . 1 in cos9 in size. The
number of photons actually impacting within each segment was compared to
the expected number calculated via a numerical integration of
Eq. (IV-1). In Table 7 we show the former values, the number of photons
that Impinged on each segment from our Monte Carlo calculation, and in
Table 8 we present the ratio of this number to the expected number of
photons for each segment. Since Poisson statistics hold, the expected
uncertainty in each number in Table 7 is equal to the square root of
that number. We have calculated the r.m.s. ratio of the difference bet-
ween the observed and expected number of photons to the expected error
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Table 7. Number of photons impacting the surface of an ellipsoid
seperated Into sections with boundaries cose = -1,
-0.9 0-9, 1, and
* = 0°, 15°,..., 345°. Each sectional bin is identified by its smallest
<^ and largest (in magnitude) cos6. The total number of photons is 10^.
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Table 8. Ratio of the number of impacting photons per section of
surface (from Table 7) to the expectation value. Starred sections are
in shadow and have an expectation value of zero.
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and found it to be 1.014, which implies that the differences in Table 8
from unity are due simply to statistical fluctuations. At no time did a
photon impact at any point that was expected to be in shadow.
Multiple Scattering
After generating points of entrance, on the surface of an
ellipsoid, the Monte Carlo calculation is fairly straightforward. Each
photon is Initially given a weight, Wq, equal to the probability that it
will interact with a scattering center somewhere along its path through
the ellipsoid and scatter into a new direction. This probability is
given by Wq = BJ^i 1 - expC-Tg)} where Tq Is the optical depth to the
point of exit in the direction ~Uq- A fraction exp(-TQ) of the photon
is considered to be transmitted directly through the figure without
interacting with it in any way. The variable TSq is the single scat-
tering albedo, and is defined to be the ratio of the scattering cross
section of an average ring particle to the total (scattering plus
absorption) cross section. A point of scattering r is then chosen along
the path of the photon via the formula
r = - 5uo.
6 = -ln(l - {1 - exp(-Tg)} RN).
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From the particle phase function, *p(6 ), a new direction of propagation,
A
u, of the photon is chosen according to the single particle scattering
law. An amount Wq(1 - e ^) is allowed to escape in the direction u and
be collected into one of the scattering bins- Here t is the optical
depth to the boundary from the point r in the direction u, and is found
from the formula
3
I (
i=l
r^ + Tu^
The weight of the photon is reduced to w = tSg(l - e )Wq, and a new
point of scattering r and a new direction of propagation u are chosen.
The process continues until the weight of the photon becomes negligable
or a maximum number of scatterings is reached, at which point a correc-
tion is made for higher order scatterings and the point of entrance of
the next photon is generated.
It behooves us to consider how to interperate the Monte Carlo
results. If sCO,*) represents the probability that a photon incident
upon the ellipsoid will escape into a directional bin of solid angle
about the direction (9,*), then the cross section for scattering in
that direction is
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0(0,*) = s(0,*)
where is the geometric cross section of the ellipsoid with respect to
the source of illumination, and is given by
2 2 2 1/2
-2 I cos A . cos B , cos C >
TTk ^ it 21 3 i 2~ ^ 2~ TT J
^1 ^2 "3
Here k. is the volume extinction coefficient, and has the dimensions of
inverse length. From the scattering cross section, the scattered flux
can be calculated by multiplying a by the solar flux, tiFq.
A
If (®0'*0^ represents the direction of Illumination, Uq, then
Sq = s(9q,'1'q) can be used to calculate the geometric albedo, which is
defined to be ratio of the observed brightness at zero phase to the
brightness a flat Lambert surface would have if it had the same cross
section and was oriented perpendicular to the line of sight (Oq/ti).
Then the geometric albedo of the ellipsoid, p, would be given by
TTSq
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Backscattered Photons
Since our primary goal is an investigation of particle swarms in
Saturn's rings, we are most interested in the special case where the
direction of observation is close to the direction of illumination. In
the case of Saturn the angle between the directions of the source of
illumination and the observer, known as the phase angle, never gets
above -6°, and most observations of the planet and ring system are taken
near opposition when the phase angle is much less than 6°. For our pur-
poses we can ignore this small angle. Therefore, in addition to
collecting scattered light in A80 bins over 4ti steradians (as above), we
also collected light scattered into a range about the direction u^ with
an opening angle of a^. This was the simplest of our tested procedures,
and may be called version number one.
A
The importance of the light scattered in the direction u^ leads us
to make another refinement. Instead of simply accumulating light scat-
tered in a range about Uq, we calculate the probability at each scat-
tering that the photon will scatter in the direction Uq and escape, and
accumulate these probabilities to determine that brightness. Thus we
are able to make use of every photon in calculating this important para-
meter instead of just those photons which manage to scatter into the
A
small angular range about the direction Uq. In this way the sta-
tistical noise in this number is dramatically reduced.
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At first we consider the case where Che photon is considered to
escape within an opening angle as in the simpler version of the
routine. The weight of the photon is decreased each time by the proba-
bility of escape within of the direction Uq, and the photon is then
allowed to scatter normally. An appropriate correction is made if the
photon then actually does scatter within the opening angle of Uq. By
running versions of the routine with and without this additional refine-
ment, we are able to determine that the results of the two routines in
the direction Ug are identical within their respective statistical
errors. To test for any differences between the scattered light in the
480 bins we define a variable called the "coefficient of compatibility",
C
, via the relation
C 2 ^
1
J.
I ^1 ^ ^2 (IV-6)
where a is the average fractional standard deviation in each bin
(estimated from the error in the direction Uq), and and are the
scattered intensities in a given bin as calculated by the two routines
respectfully. The summation is over the 480 seperate btns. If the dif-
ferences in the results of the two routines are simply due to statisti-
cal error then C^^^^ should be close to 1. This is indeed found to be
the case.
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It is possible to let the opening angle become zero in the
second, more refined version of the routine since the statistics remain
unchanged as every photon is still utilized. In this case the probabi-
lity of escape in the direction Uq becomes a differential and there is
no need to subtract it off from the photon's weight. The appropriate
variable to calculate is then the probability per steradian. The
variable C^^^^ need not be calculated here since the photon's weight
decreases in the same manner as in the first version of the Monte Carlo
routine. The results of this third method have the same statistical
characteristics as the second, and hence is the preferred version due to
its greater simplicity.
Higher Orders of Scattering
In order to avoid inordinate expense in computing time, we have
made the decision to cut off the Monte Carlo calculation after the pho-
ton has scattered more than a set number of times. In cases where the
optical depths are significant, the fraction of the photon remaining may
be appreciable. For the case of an ellipsoid with serai -opacities of 1,
3, and 5, an average remainder of -20% of the photon is left after 3
scatterings, and -10% after 5 scatterings. (These numbers are smaller
when the single scattering albedo, iOq, is less than unity as is the case
in a realistic problem.) Therefore it is necessary to model how light
escapes from an ellipsoid after the first few scatterings. We make the
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assumption that after a sufficient number of scatterings—such number
depending of course on the opacities of the ellipsoid—the remaining
photons can be considered to be randomly distributed within the ellip-
soid as well as randomly distributed in the direction of propagation.
A
The probability of light escaping in a given direction u is then simply
the quantity
f(u)dn = /
e^^"^ d\ dfl (IV-7)
where the integration is over the volume of the ellipsoid. The exponent
T (u ) depends not only on the two angles describing u, but also on all
three of the semi-opacit les j ^nd t^, thus Involving five free
parameters. However if one considers the case of escape along one of
three axes of the ellipsoid, then the problem simplifies to just one
free parameter, namely the semi -opacity along that axis. In this case
Eq. (IV-7) reduces to
1 1
f^ = / dr / dy r^expl -ru + / 1 - r^ + r^u^ )}, (IV-8)
where is one of the three semi -opacities of the ellipsoid.
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For small optical depchs, t. << 1, Eq. (IV-8) reduces to
(1
-|.,). (IV-9)
and for large optical depths, >> 1, the quantity i reaches the asymp-
totic form
Examination of Eq. (IV-9) shows that for small optical depths the higher
order scatterings tend to escape relatively isotropically . Multiplying
Eq. (IV-10) by the constant factor (_t ^) shows that for high optical
depths, the higher order scattered light tends to escape in a manner
proportional to the projected surface area of the ellipsoid. In fact,
in the higher orders, the ellipsoid presents a disk of uniform bright-
ness. This should be treated with some caution however, since it is at
large optical depths that the assumption of uniform distribution of pho-
tons begins to break down. If only one of the opacities is large
though, that assumption would still be relatively valid after a suf-
ficient number of scatterings, and Eq. (IV-IO) would hold true. The
quantity 4iif is plotted as a function of optical depth in Fig. 10. To
interpolate to directions not along one of the three coordinate axes we
use the formula
(IV-10)
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Fig. 10. The quantity Airf (Eq
. (IV-8)) describing the relative
probabilities that photons, randomly distributed within a triaxial
ellipsoid, would escape In a direction parallel to the axis described by
the optical depth T.
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2 2 2 2 2 2 2
g (u) = Aj^ ( fj^ + + £3 U3 ), (IV-U)
where is a numerically derived normalization factor. At high optical
depths this formula preserves the property that the ellipsoid presents a
disk of constant projected surface brightness in these high order scat-
terings .
For a few representative cases, we tested the above procedure by
seperating the emerging photons into their respective orders of scat-
tering. We found that by assuming that the residual fraction of photons
escape in the manner given by Eqs. (IV-10) and (lV-11), we introduce an
error on the order of 10% the correction made providing that the correc-
tion itself is -10% or less. This corresponds to an error of -1% in
intensity. These errors are significantly smaller if the single scat-
tering albedo is less than unity.
When the single scattering albedo, oSq, is less than unity, then not
all of the remaining photons will manage to escape. If x represents the
average probability of a photon's escaping after any scattering, then
the fraction of the remaining photons that will escape is
a^x ( 1 + Sq(I-x) + Sq^I-x)^ +
(IV-12)
91
This correction factor is utilized in our scattering routines. The pro-
bability of escape x Is estimated empirically through the formula
f^ = (1-f^) [ (3q(1 - X) ]">
(IV-13)
0 T
where f is the fraction of photons remaining after M scatterings, and
f^ is the fraction of photons directly transmitted through the ellipsoid
without interacting. Experimentation shows that the assumptions made in
Eqs. (IV-12) and (IV-13) contribute a negligable amount to the statisti-
cal errors in the Monte Carlo results.
Non-Constant Density Ellipsoids
The preceding sections have been for ellipsoids with constant den-
sity and scattering properties throughout. Although we have made all
our calculations for cases with constant density, we would now like to
consider what modifications to the technique would be necessary if this
requirement were relaxed. The chief difficulties would be in calcu-
lating the optical depth from a point within the ellipsoid to the boun-
dary in the direction of propagation, and In converting a randomly
generated optical depth into distance travelled within the ellipsoid.
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In addition we would like to preserve as much as possible the efficiency
that a Monte Carlo approach requires In order to function.
Where in preceding sections we have discussed positions and distan-
ces in terms of optical depths, we must now use a length scale explici-
tely. Therefore we must change our notation somewhat, so that the
dimensions of a trl-axlal ellipsoid become 2a^x2a2x2a2, and the
variables a^ replace t^^ In Eqs. (IV-2), (IV-3) and (IV-5). We consider
variations in the density of scattering centers to depend on a variable
we may call the equivalent radius, p, given by
3 "^1
1=1 ^i
(IV-IA)
Then the optical depth between the points r and r + u'ds is given by
dT = k(p)ds, where k.(p) is the volume extinction coefficient.
From Eq. (IV-14) we can see that at a distance s from the point r
along the path of the photon, the equivalent radius Is given by
3
I (
1=1
Inverting this for s gives us
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where
s =
, (IV-15)
3 u. 2
1=1 ^1
= H —
2
1=1
and pQ is the value of the equivalent radius at the point r. The sign
in Eq. (IV-15) is determined from the behavior of p as one moves in the
direction u from the point r. If p increases with increasing s, then
the sign is positive. If, on the other hand, p initially decreases with
increasing s, the sign is negative. The derivative dp /ds close to the
point r has the same sign as the variable B. For g < 0 It is clear that
at some point p reaches a minimum and then begins to Increase with
Increasing s. This occurs at the point s^^^^^. = -g/a where p has the
value given by
<^P^,J = <^Pn^ - (IV-16)
Taking the derivative of equation (IV-15) and substituting in p , from
ml n
Eq. (IV-16) we obtain
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ds^
dp /a (p' . 2 1/2
Hence the optical depth is given by an integration of
- Pmin )
over the appropriate interval.
There are therefore three possible cases: The simplest occurs when
S > 0; then t Is simply given by an integration of Eq . (V-17) from Pq to
p, and reaches a maximum at p = 1. If 3 < 0 and s <
^(.^-i^
then the
integration runs in reverse order—from p to Pq, since p < Pq. If 3 < 0
but s > s , , then the integration must be done in two parts—one part
crit
from P^^ back to Pq, and a second part from P up to p . We may
simplify all this by defining the standard integral TCP-P^j^r,)
P k(p) pdp
Pmln ^ P " "mln
Then we may write that for the three cases,
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(1) B > 0,
(2) 6 < 0, s < s^^^^.
(3) 6 < 0, s > s^^^^.
The simplest form that k.(p ) may take Is a power law:
k (p ) = kQp We make the change of variable
J 2 2
^ Sil!-
. (IV-20)
Then Eq. (IV-18) simplifies to
I(P.P„-,„) = '^nP„<. Jmin 0 min _2.u
0 (1 " 5 )
Vmin"'^^^^)-
(IV-21)
We have thus seperated out from the integrand all dependence on r and u.
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It is therefore possible to calculate J(5 ) for a range of values of C to
use for interpolation within the Monte Carlo program.
Shadowing
In a previous section we discussed the light backscattered toward
the observer, ignoring the relatively small phase angle a. However it
is well established that the rings of Saturn, like many objects in the
solar system, show a strong brightness surge at small (a < 2°) phase
angles (Franklin and Cook, 1965; Esposito et al . , 1979; Thompson et al.,
1981). There are two possible reasons for this. One is that there is a
sharp peak in the phase function of an individual ring particle. The
other possibility is that the ring particles are spaced close enough
together, compared to their sizes, that they throw shadows on each
other. At small phase angles the particles are seen in front of, and
therefore hide, their own shadows. A number of authors (eg. Franklin
and Cook, 1965; Irvine, 1966; Bobrov, 1970; Lumme, 1970) have shown that
the opposition effect of Saturn's rings can be understood in terras of
this shadowing model. If geometric optics holds, we can examine this
shadowing effect to some extent by considering two limiting cases:
a = 0 (perfect shadowing) and a » 0 (no shadowing). At a = 0, with
geometric optics being the important factor, a photon that enters an
ellipsoid and interacts with a scattering center should be able to
retrace its path and escape, since the path it entered by must be clear
97
of scatterers. For a far enough removed from 0, the probability of
escape along the path toward the observer is proportional to the extinc-
tion along that path. For our purposes, we can approximate this by con-
sidering the photon to escape in the direction of illumination, but with
no shadowing, since for no phase function we may consider would there be
any relevant difference within a space of a few degrees of a = 0. Hence
by treating as a special case light scattered at zero phase on the first
scattering we can explore these two regimes (with or without mutual
shadowing). This should give at least an indication of the importance
of shadowing.
Both the case of perfect shadowing and of no shadowing, for zero
phase, can be simultaneously sampled since the difference between the
two cases is assumed to involve only the first scattering event of each
photon. The change in the geometric albedo of the scattering ellipsoid
caused by invoking perfect shadowing on the first scattering, as opposed
to that of no shadowing, can therefore be easily shown to be
Pi
Ap =
-!^(i + n -2f„)
,
(IV-23)
2 T
where p^ is the geometric albedo of a single scattering particle, f^ is
the probability that a photon will penetrate through the ellipsoid
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without interacting, and n is the mean-square equivalent of (defined
below). Both f.^, and n can be calculated from the Incident photons.
Each time a new photon enters the ellipsoid, the optical depth to the
opposite boundary, Tq, in the direction of propagation of the photon,
A
-Uq, is calculated. Then f^ is just the ejqjectation value of exp(-TQ),
and n is the expectation value of exp(-2TQ). Therefore, while calcu-
lating the case with no shadowing, it is a simple matter to calculate
f^ and n at the same time. The case of perfect shadowing can then be
determined by adding Ap from Eq . (IV-23) to the calculated geometric
albedo, p.
The simplest form of scattering is that of isotropic scattering.
In Fig. 11 we show the effect of shadowing on geometric albedo when the
single particle scattering function is isotropic for an ellipsoid with
optical depths of 2t^ = 6 and It
^
- 21^ = 1 along the principal axes-
The angle 0 is the angle from the major axis to the mutual directions of
illumination and observation. The single scattering albedo was chosen
to be unity for simplicity. This has the effect of minimizing the
importance of shadowing. When the particle albedo is lower, single
scattering becomes more dominant, and the importance of mutual shadowing
therefore increases.
Another scattering law often used is the familiar Henyey-Greensteln
phase function given by
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Fig. 11. Effect of shadowing on an ellipsoid
of optical
thicknesses 2x^=6, and 2X2=2X3=1. Geometric albedo p versus
orientation of ellipsoid 6. Upper curve includes effect
of shadowing
(Eq. (IV-23)). Particles within the ellipsoid scatter
Isotroplcally
.
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P(9 ) = ^
~ ^
.
(IV-24)
(1 + - 2g cosQ^f
where 9^ is the scattering angle. The parameter g determines the amount
of forward scattering, and ranges from g = -1 (complete backscattering)
to g = +1 (complete forward scattering). The case g = 0 reduces to the
isotropic scattering law. In Fig. 12 we plot the data of Fig. 11 on a
logarithmic scale along with similar data for the same ellipsoid, but
with the Henyey-Greenstein scattering law for g = -0.5 (strong back-
scattering) and g = +0.5 (strong forward scattering). In Fig. 13 we
display this data converted into brightness units by multiplying by the
geometric cross section, o^.
We can see from Figs. 12 and 13 that the Importance of shadowing
decreases with increasing forward scattering. This is because the
contribution from multiple scattering to the geometric albedo becomes
more important as the amount of backscattering decreases. This also
explains why the importance of backscattering decreases as the ellipsoid
is seen more toward a face-on configuration (8 = 90°). The average
optical depth along the line of sight decreases, thereby lowering the
amount of single scattering. At the same time the multiply scattered
light tends to escape in directions perpendicular to the major axis,
where the opacity is small (Eq . (IV-18) and Fig. 10), which also tends
to increase the importance of multiple scattering for large 9.
102
Fig. 12. Effect of phase function on geometric albedo. Optical
thicknesses are 2t
^
= 6, 2i
^
= 21^ = 1. Solid figures are with sha-
dowing (Eq. (IV-23)), open figures are without. Top set of curves are
for a Henyey-Greenstein phase function with g = -0.5 (Eq. (IV-24)),
middle curves are for isotropic scattering (g = 0), and bottom curves
are for forward scattering with g = +0.5. Albedoes are displayed
logarithmically
.
103
(d) 6o(
104
Fig. 13. Effect of phase function on ellipsoidal brightness. Data
Fig. 12 converted to brightness units and displayed logarithmically.
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When the optical depths along the minor axes are low, single scat-
tering predominates. This is why the geometric albedos In Fig. 12
decrease as 9 increases. If the optical depths are all large, then the
reverse happens. Multiple scattering predominates and the geometric
albedo increases with increasing geometric cross section. The bottom
curve in Fig. 12, with g = +0.5 and without shadowing, Is an inter-
mediate case, with geometric albedo rising and then falling as the cross
section increases. For this case multiple scattering predominates when
the ellipsoid is viewed end-on, and single scattering predominates when
it is viewed face-on.
CHAPTER V
SURFACE SCATTERING
Modifications to the Technique
As well as being applicable to the present study of the azlmuthal
variations, the Monte Carlo method outlined in Chapter III can also be
used for other astronomical problems. Among these is light scattering
by asteroids. Many asteroids show light curve amplitudes that may be
due to their shapes. Also radar observations can be explained In this
manner (Jurgens and Goldstein, 1976). The shape of these asteroids is
often modelled as tri-axial ellipsoids. Since the scattering of photons
takes place very close to the surface, a modification of the technique
is necessary to account for surface scattering.
As before we establish a coordinate system with its origin at the
center of the ellipsoid and oriented such that the three principal axes
lie along the x, y and z directions, with associated unit vectors e^,
A A
and e^- The equation of the ellipsoid is
2 2 2
^ + ^ + ^ = 1
2 V,2 2 ^
a b c
(V-1)
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where 2a is the length of the longest principal axis and 2c that of the
shortest. Since the asteroid is presumed to rotate with angular velo-
city 10 about its shortest axis, the (x, y,z) coordinate system also rota-
tes with the body. The asteroid is illuminated from one direction (the
angular size of the sun is not taken into account) specified by a unit
A
vector Uq. At any Instant this vector makes the angles A, B and C with
the a, b and c principal axes of the ellipsoid respectively. A and B
are functions of time due to the rotation:
cosA = sinC cos (ait + Hq)
cosB = sinC sin(ii)t + Hq)
(V-2)
where is an arbitrary phase angle. It is conceptually simpler to
Imagine the ellipsoid and its associated coordinate system fixed and the
A
sun rotating, i.e. Uq varying with time.
Consider now a scattering event which occurs at a given point
(x, y,z) on the surface of the ellipsoid. The initial photon enters from
A A
a direction Uq and is sent into a new direction u. The initial direc-
tion is specified by the angles A, B or C (which are not independent of
each other). Similarly, two angles specify the final direction: the
angle 0 measured down from the z axis, and * measured counterclockwise
from the x axis in the xy plane. If the components (u^, Uy,u^) are
known, then
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COS© = u
,
tan* = u /u .
In order Co compute the surface reflection, it is necessary to
Introduce a new coordinate system with unit vectors e^^*, e * and
A * A *
e^ such that e^ lies along the normal to the surface at the point of
scattering. The orientation of e^* and in the surface is arbitrary
but should be chosen in a consistent manner from point to point. Since
/\ A A
Sj^, e^ and e^ represent unit vectors in the (x, y,z) body frame then the
components of the normal at Che scattering point are
A
"1 = ^1'
A *
^3 = x/a^D,
A
"2 = ^2'
A *
^3 = y/b^D, (V-4)
"3 = ^"3'
A *
^3 = z/c^D,
where
n ^ 2, 4 _^ 2,, 4 ^ 2, 4,1/2D = (x /a + y /b + z /c )
A *
IS the normalization factor. We pick such that
A * A A
I
A A,
= (e^xn)/! e^xnl
, (V-5)
and then e is simply e, xe .
f
no
The scattering of photons by a surface is generally expressed in
terms of a reflection function y (p , ((. , Uq, .(Jq) which is defined such that
y(y,'t'.UQ,i)>Q)dud* is the probability that a photon incident upon the sur-
face from the direction {VqAq) "HI- be reflected into a region
dud<)> about the direction (u,*). The angular parameters u and ^
are
A A *
defined in the starred coordinate system. Thus p = u-e^ while <(.
is
measured counterclockwise from e^* along the surface. In general,
the
intensity of radiation from a surface element in the direction (u,<t>) is
given by
1 2n
For the case in which light is incident from one direction
only, the
customary representation is
so that
ttF
A number of proposed reflection functions for
planetary surfaces are
independent of azimuth. Thus, Minnaert 's law has
Ill
where Rq and k are parameters that depend on the phase angle
o C-Iinnaert, 1941). This corresponds to a reflection function
If k=l this reduces to Lambert's law,
where Aq is the surface albedo.
The Monte Carlo simulation of the scattering process proceeds by
generating random numbers RN uniformly distributed between 0 and 1. If
we adopt one of the reflection functions that is Independent of azimuth,
then the value of 4) after scattering is simply
4, = 2itRN . (V-7a)
while the polar angle is determined from the probability distribution
Thus for Minnaert's law
U2
U = (RN)^/^+^) (V-7c
We have now determined the components of u in the starred system, since
*
*
U2 = (1
*
The corresponding components in the unstarred system follow from the
transformation
y A A * *
and the final tabulation of the scattered photons uses Eq. (V-3). In
principle the problem is solved.
- U ) COS({l,
- y ) sine)),
Complications
The above discussion was limited to simple reflection functions
which are independent of azimuth. More general reflection functions
have a dependence on the quantity 'i'-^Q as well as on p and Vq- Often
this dependence is through the phase angle o, which Is related to the
angles 8 = cos~^U, Qq = cos ^Vq, and 'i'^Q through the equation
U3
cosa = sine sine^ cos (ifi -<|) q) + cosS cosBq. (V-8)
In order to produce the correct dependence of the scattering function on
(fi, it is necessary to specify
<i> ^ with respect to the local surface coor-
dinates e^ at the point of impact. With our definition of the unit
A *
vectors e, in Eqs. (V-4) and (V-5), this angle is given by
n cosB - n cosA
tan4> = — (V-9)0 y^n, - cosC ^ '
where the components of the normal are found from Eq. (V-4). If
W^n^ - cosC > 0, then (f^ falls in the range (-it /2, it /2) ; otherwise it
falls in the range (tt /2, 3ii /2)
.
Although we are able to invert equation (V-7b) and obtain an
expression for u when the reflection function is a simple one, this Is
not true in general. A powerful technique called "acceptance-rejection"
overcomes this obstacle nicely, and permits virtually any reflection
function to be studied without modification of the basic method. We
illustrate the method for the Minnaert law. Fig. 14 shows y(y,MQ).
when k =0.5 and = 0.5. The maximum value of y(ij,UQ) is denoted
^max'
loiagine selecting points (p',y') at random within a box with
sides along the y and y axes of lengths Ay = 1 and Ay =
^niax'
^'
a random number uniformly distributed between 0 and 1, and let y' be
another random number between 0 and y . If y' < y(y ', y.) the photon
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Fig. U. The scattering function yCy,,^) plotted against
U = cose for Minnaerfs law with k = 0. 5. = 0.5. shown in terms of
the maximum value y
max
L15
uo!;3unj 1
1
iqoqojd
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is "accepted", I.e. it is allowed to scatter and escape in the direction
U'. If y' > yCu'.MQ) the photon is "rejected" and new sets of random
numbers are generated for \i ' and y' until one pair of values satisfies
the inequality y' < y{\i',\iQ). The result is a correct sampling of the
probability density y(y,UQ).
A difficulty handled in a similar fashion is that the albedo of a
surface element may be a function of the angle of incidence. This is
the case for Minnaert 's law, as can be seen from Eq. (V-6). In general,
the surface albedo is given by
0 0
For Minnaert 's law, A^(iJq) is easily found analytically, but for other
laws this need not be the case. A modification of the acceptance-
rejection procedure described above efficiently evaluates the albedo.
We use the same reflection function as shown in Fig. 14 for illustra-
tion. Again, pairs of random numbers (p',y') are chosen evenly within
the box iuAy. The probability that a point (lj',y') lies under the curve
y(u,yQ) is just the ratio of /Q^yCu',^^) dy ' to the area of the box
AyAy = y , or
'
-^max'
117
P(y' < y) = /Vcu'-Uq) '^i^' (v-Ua)
^s^^^o^/^^W (V-Ub)
Pairs of numbers (y',y') are randomly generated within the ranges (0,1)
and (O-y^iax^ respectively. If y' < y(y ', Uq) the photon recieves the
weight 2iry^^, otherwise it is given a weight of 0. For a large number
of photons the expectation value of the average photon's weight is the
surface albedo. If the reflection function depends on azimuth, triplets
of random numbers (y',<|i',y') are formed with ((i ' in the range (0, 2ti).
The probability that y' < y(y ', $ ', Uq, 4)q) is given by Eq . (V-llb) but
with AgCyp) from Eq. (V-10). Again a weight is given to photons
satisfying the inequality, and 0 to those that do not. Even though pho-
tons are "wasted", i.e. do not contribute to the scattered field, the
fact that the reflection function need only be evaluated once per photon
makes this of comparable efficiency to the standard type of acceptance-
rejection technique.
Since the weights of the emerging photons are in general non-
uniform, a method is needed to estimate the statistical uncertainty of
the calculated fluxes. If the emerging flux in the direction (0,*) is
given by FCO,*) = g Tw, then we find good experimental agreement when we
2 2 2
considered the statistical error to be given by a (0,*) = g 2 (w ), where
w represents the weight of an individual photon, and g is a conversion
factor from photons into flux.
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Results
The entire Monte Carlo procedure for computation of a light curve
is as follows: First the dimensions and reflection function of the
asteroid are assumed. A very large number (at least lO'* ) of photons are
sent towards the asteroid from a specified direction. For every photon
the position of impact is found by using the formulation for a unit
sphere, followed by a coordinate rotation and transformation back to the
ellipsoid. The direction of each scattered photon with respect to a
local coordinate system, in which one axis lies along the normal to the
surface and the other two lie in the surface, is determined by sampling
the appropriate reflection function. A final transformation to the body
axes gives the angular coordinates of the photons which are then binned.
The accuracy of this method is most easily evaluated by comparing
its results with those of another type of computation. For the simplest
case of a Lambert reflection function and observations made at zero
phase angle (where the source of illumination and position of obser-
vation lie in the same direction) the analytic solution of the problem
was given long ago by Krug and Schrutka-Rechtenstamra (1937). They found
an expression for the observed brightness Q in the following form:
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Q = cos^A + Qg cos^B + cos^C,
(a -b )/ a -c b b
r 2, 2^ ,2 1 ^5 ^ 2 ^2
„ la be IT f 0 -c /2 2_,,.,.a-b r^/.^sQg = I - / a -c E(i(i\a) + —=_F(i|;\a)
(b^-c^)(a^-b^) b / a^-c^
2 3 2
.
ra b^
^
g _ ^ p
^C
.^2 2w 2 2 ,2(b -c a -c b
sina = - ( -y-^ j
b a -c
cosii = c/a
Here, T is the product of the incident intensity and surface albedo, and
F(i|)\a) and E(ijj\a) are elliptic Integrals of the first and second kind
(Abromowicz and Stegun, 1972). We take, as representative values,
a = 3.5 km, b = 2 km and c = 1.5 km. The asteroid is oriented such that
C = 90° (the sun lies in the equatorial plane of the asteroid) in the
first case, and C = 45° in the second. Fig. 15 shows the analytic
results (smooth curve) compared to the Monte Carlo values for the effec-
tive scattering area Q/T . As is evident from the figure, the agreement
is excellent. To show that we can also get good agreement at non-zero
phase angles, Fig. 16 shows the calculated scattering function of a
Lambert sphere compared to the well known scattering law
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Fig. 15. Calculated light curves of a triaxial ellipsoid with a
Lambert scattering surface compared to the analytic solution, plotted
against the rotational phase angle expressed in degrees. The ellipsoid
rotates about its smallest principle axis and is illuminated from two
declinations. C = 45° and C = 90% and observed at zero phase.
{ 2 M ) J / 0
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Fig. 16. Calculated phase function for a sphere with a Lambert
scattering surface compared to the analytic solution, plotted against
the scattering angle 9 expressed in degrees.
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Pj^g(9) = jjj- (sine - 9cos8),
expressed in terms of the scattering angle 9.
The great advantage of the Monte Carlo approach of course is the
ability to handle problems that do not lend themselves to other tech-
niques. We illustrate this for two scattering laws that have been
applied to scattering surfaces in the solar system. The first of these
scattering functions is Minnaert 's law. In Fig. 17 we show the light
curve of our representative asteroid (35x20x15 km) at C = 90° and
C = 45° with a Minnaert coefficient of k. = 0.75. The surface albedo has
been normalized to agree with the Lambert solution of Fig. 15 at
A = 90°, C = 90°.
A more exacting problem is that of a non-symmetrical scattering
law. Lumme and Bowell (1981) have developed a theoretical scattering
function which they use to explain asteroid phase curves. This scat-
tering law consists of a single scattering and a multiple scattering
component. The single scattering component may be written
y^(u,Uo,a) = Pi*p(a) jj^M(l,l + 2(l+x)v,v) *^(m,Uo.«)
(V-18)
iu / 2 ^ 2 - ,1/22bQ (p + Uq - 2yMQCosa)
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Fig. 17. Calculated light curves for the ellipsoid of Fig. 15 with
the scattering function changed to Minnaert scattering (k = 0.75).
Brightness is in arbitrary units chosen to agree with Fig. 15 at C = 90°
and at 90° rotational phase.
SS8U 1 q 6 I jg
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Here P^'*p(a) is the scattering function of an individual particle on the
asteroid surface, expressed in terms of the geometric albedo p^ and par-
ticle phase function <i^, x is the fraction of the opacity due to dust,
and bg is a parameter involving the sizes, packing and volume density D
of the scattering particles and may be estimated by b^ = 1.19/D. The
function M(l,l+u,v) is the confluent hypergeometric function (Abromowltz
and Stegun, 1972) which can be expressed as the infinite sum
M(l,l...v) = l.^H-^^^_^....
The function *^(M,UQ,a) describes the "roughness" of the surface and is
given by
,(M,Ur„a) =R'"'"0'"^ 1 + PC
.2^2, 1/2 (V-19)(y + Uq - 2MUQC0sa) '
0
where the asteroid surface is completely covered by holes with a mean
slope of p. Eqs. (V-18) and (V-19) are derived from those of Lumme and
Bowell (1981) after some rearrangement of terms as suggested by
Abromowitz and Stegun (1972).
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To treat the multiple-scattering component of the emerging flux we
consider the individual particles on the surface to scatter isotropi-
cally. (Hence ^^(a) = 1, p^ = ai'Q/4). This allows us to use H-functions
(Chandrasekhar
,
1960) so that the total scattering law is given by
y(u,lJQ,oi) = y^(u,PQ,a) + yj^(p,MQ,a)
The scattering law y (p , 4i , Mq, <t>Q) of Eq. (V-20)—where a is defined in
terms of p, Mq, and 'I'^'t'g via Eq. (V-8)—is shown in Fig. 18 for
= 0.5, = 0, bp = 10 (D = 0.1), X = 0, and p = 0 (no surface
roughness). The single scattering albedo, Uq, was chosen to be 0.4.
This gives a geometric albedo of about 0.1 which is close to that
observed for some asteroids.
We present in Fig. 19 the light curves at C = 90° and C = 45° for
the same asteroid of Figs. 15 and 17, but with the scattering law of
Eq. (V-20), with coefficients x = 0.2 and = 0.4. The remaining coef-
ficients drop out of the expression for scattering at zero phase. This
scattering law actually gives the ellipsoid an almost constant geometric
albedo, so that the light curve almost duplicates the projected area
presented by the asteroid. More interesting are the phase curves shown
in Fig. 20 for the same asteroid and scattering law with x = 0. 2 and
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Fig- 18. The scattering function y (u ,U q, i> ,t> q) of Eq. (V-20)
plotted against the direction of scattering (u,^) shown in terms of the
maximum value y^^^. The relavant coefficients are 1^0 = 0.5, ^ = 0,
bp = 10, X = 0, p = 0 and (Oj^ = 0.4.
°
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Fig. 19. Calculated light curves for the ellipsoid of Fig. 15 with
the surface scattering function given by Eq. (V-20) with coefficients
X = 0.2, = 0.4. Brightness is in arbitrary units chosen to agree
with Fig. 15 at C = 90° and at 90° rotational phase.
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Fig. 20. Calculated phase curves for the ellipsoid of Fig. 15 with
the scattering function given by Eq. (V-20) plotted against phase angle
a expressed in degrees. The relevant coefficients are x = 0. 2,
-0 = 0.4, bQ = 3.22 (D = 0.37), and p = 1.5. Curves plotted are for thl
raaxlmum and minimum points in the light curve. Also shown for com-
parison is the phase curve of a sphere with the same surface scattering
function. All curves are normalized to unity at zero phase.
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= 0.4 as in Fig. 19, and the two remaining coeEficients given by
= 3.22 (D = 0.37), and p =1.5. Two curves are shown: one for the
phase curve at maximum light, and one at minimum light. These phase
curves are calculated in the same manner as the backscattered bright-
ness. That is, for each photon the probability that it will scatter in
A
a direction offset from the direction Uq by an angle a along the path of
rotation (constant angle C) is calculated and accumulated. Maximum
light is considered to occur when the major axis of the ellipsoid is
perpendicular to the bisector of the directions of illumination and
observation (K. Lumme, personal communication). Similarly, minimum
light is assumed to occur when the major axis is as close as possible to
that bisector. Both curves are normalized to unity at zero phase. As
is evident, there is a strong opposition peak that is similar to that
seen in asteroids. Also plotted for comparison is the phase curve for a
sphere with the same surface scattering law.
We have considered how the ratio of the axes of a simple biaxial
ellipsoid effects the amplitude of the light curve, defined by the ratio
of the maximum brightness to the minimum brightness. For simplicity we
illuminate and observe the ellipsoid along its equator. If the
geometric albedo is constant, as is the case for Minnaert scattering
when k = 0, then these ratios are equal. In Fig. 21 we show these
ratios plotted against each other for various values of Minnaert 's coef-
ficient. Included is the case of Lambert surfaces (k = 1). It is
obvious that the axial ratio of an ellipsoid can be significantly
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Fig. 21. Ratio of the maximum and minimum brightnesses of a
biaxial ellipsoid illuminated and observed along the equator and at zero
phase, plotted against the ratio of the greater and lesser axes, for
various values of Minnaerfs coefficient. Included is the case of
Lambert scattering (k = 1).
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smaller than its light curve amplitude, depending on the surface scat-
tering law.
CHAPTER VI
MODELLING THE OBSERVATIONS
Absolute Calibration
Before the effects of the swarms In ring A can be properly studied,
it is necessary to know how much of the light scattered by the rings
comes from the swarms, and how much comes from an interswarm medium.
The first step in this process is to provide an absolute calibration for
the ring brightnesses in terms of I/F units. In determining the phase
curves for the rings in Chapter III, we compared the ring brightness at
the ansa to that of the equatorial zone of the planet. The curves
describing the azimuthal variations in Chapter III are in terms of the
brightness at the ansa. Therefore, after combining these two pieces of
information, it is only necessary to determine the brightness of the
equatorial region as a function of wavelength.
So that the interpretation of the results may be unambiguous, we
wish to consider the brightness of the ring at a phase angle suf-
ficiently removed from the strong brightness curve at opposition as to
be unaffected by it. For that purpose we chose to consider the bright-
ness at 6° phase angle as extrapolated from the fitted parameters in
Table 3. Since our best data is in the colors red and green, we have
decided to concentrate on that data.
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Bergstralh et_ aU_ (1981) have measured the spectral response of the
equatorial region from 3390 to 8080 A, and have reduced their data to
I/F units. From Figure 2 of their paper we have determined that the
reflectivities of the equatorial region are 0.58, 0.51, 0.26^, and 0.24
for our red, green, blue, and UV filters respectively. When these fac-
tors are applied to the data, the brightness of the A ring in red and
green turn out to be so close—as is their variation with azimuthal
angle—that we decided to average the colors together (cf. Table 9).
We applied a correction, following Lumme and Irvine (1976), to
account for limb darkening and phase variation at the time of obser-
vation by Bergstralh et al^ (1981). Some difficulty arises in calibra-
tion when observing at non-zero phase. Lumme and Irvine (1976) report
that the phase variation of Saturn is 0.013 ± 0.001 mag/deg in visual
wavelengths, and 0.012 ± 0.001 mag/deg in blue wavelengths. This was
obtained from whole planet photometry and presumably includes both a
phase variation due to the surface scattering properties, and a
variation in the visible fraction of the disk. Assuming that these two
effects act independently—i.e. that the magnitude changes add—then the
true variation of a part of the ball of Saturn would be 0.0095 mag/deg
less at small phase angles. This was assumed to be the case for the
calibration data, and the results of the phase curve extrapolation were
corrected for this effect-
As well as calibrating the data at tilts 6°, 11.5°, and 16.5°, we
also calibrated one image of each color from the apparition of 1973,
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when the tilt angle was close to its maxioium value of 26°. Since no
phase variation data was available as part of this data set, the
calibration for this tilt can be expected to be slightly different from
that of the other three years. Below we will show that this data seems
to be about 17% brighter than would be expected from an extrapolation of
the 11.5° and 16.5° data. The calibration at 6° tilt can also be called
into doubt, since the shadow of the rings encroaches on the equatorial
zone that we use as a comparison brightness. The effect of atmospheric
smearing causes the equatorial zone to appear about 10% dimmer, thereby
making the rings look brighter in comparison. We have tried to compen-
sate for this by decreasing the brightness of the rings at 6° tilt by
10%. Table 9 lists the I/F brightnesses of the rings at the ansa in the
four colors and for each year of observation. The composite curves from
the red and green images are shown in Fig. 22.
Swarm and Disk Components
The brightness of the rings may be considered to be made up of two
components: a component due to scattering from the swarms, and a com-
ponent due to scattering from an Interswarm medium, which we will call
the disk component. If we assume, for simplicity, that the total inten-
sity of the A ring at a given orbital phase angle, is found by
simply combining linearly the intensities due to swarm, Ig, and disk,
Ip, components, and that we are able to see all of the swarras, then
these variables are related by the expression
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Table 9. Absolute calibration (I/F) of the brightness of the ring
A maxinrum I^, as a function of apparition and color. (Mean tilt angles
B are 26° (1973), 16.5° (1977), 11.5° (1978), and 6° (1979).
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Red Green Blue UV
1973 0.338 ± 0.021 0.312 ± 0.018 0.282 ± 0.021 0.333 ± 0.035
1977 0.334 ± 0.017 0.337 ± 0.018 0.286 ± 0.021 0.350 ± 0.037
1978 0.353 ± 0.019 0.362 ± 0.020 0.309 ± 0.017
1979 0.378 ± 0.021 0.335 ± 0.038
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Fig. 22. Reflectivities (I/F) of Saturn's ring A as a function of
orbital phase angle 6 and apparition, averaged over the colors red and
green. Mean tilt angles B are 6° (1979), 11.5° (1978), 16.5° (1977),
and 26° (1973). Also shown are smooth curves (Eq. (VI-4)) based on a
comparison of the years 1977 and 1978. The curve for 1973 has been
multiplied by 1.171.
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1^(9, u) = (1 - n(+)/u) + (n(t)/u) isCt)
(vi-l)
= lp(u) + (n(il')/u) [igC-f) - IqCu)]
where y e slnB, and ri(4<)/y is the fractional surface area covered by
swarms. The angle ij/ is the orientation angle with respect to the
viewer
of the swarm, and satisfies the equation
cos^i = cosB cos(6 - 9g), (VI-2)
where 9q = 66° ± 2" was determined in Chapter III- The
factor n ) is
proportional to the projected surface area of the ellipsoid, and can
written as
= n / 1 - e^co8% , (VI-3)
'0
where e is the eccentricity of the (biaxial) ellipsoid
First we wish to check the hypothesis that the
interswarm medium is
essentially empty, that there is no disk component.
We can compare the
azimuthal curves for the ring tilts 11.5° and
16.5° under the assumption
that they differ only by a factor of sinB,
with the appropriate geo-
metric considerations. This yields a reduced
of 1.73 (cf.
Eq. (VI-6)). Since much lower values of on
the order of 0.50 can be
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obtained with the Inclusion of a disk component, then the case of zero
density between the swarms can be ruled out.
The Voyager I encounter with Saturn provided a set of observations
with a very wide range of phase angles, from which reliable estimates of
the phase function of the ring particles could be made for the first
time. Using a doubling calculation method, it was found that the obser-
vations agreed well with the phase function of a Lambert sphere (Smith
et al., 1981), except that a higher degree of backseat terlng was
suggested. This is consistent with amorphously shaped ring particles
with rough surfaces such as are found on asteroids and other solar
system objects. From these calculations values of the optical thickness
of the A ring, Tq = 0.40 ± 0.08, and of the single scattering albedo of
the A ring particles, = 0.63 ± 0.08, were obtained. The Voyager team
did not take into account the swarms believed to exist in ring A, but
this will have more effect on the derived values of Tq and than on
the phase function.
We make the assumption that the quantity n ("t^ ) [Ig (i^ ) " ^dC^)] to
first order independent of the tilt angle. This assumption can be made
because 1^ varies slowly at small tilt angles. We denote the above
quantity by qiii), and rewrite Eq . (VI-1) as
1^(9, u) = Ijj(p) + q(il')/p • (VI-^)
We then match the data for the years 1977 and 1978, when the value of
p was approximately 0.28 and 0.20 respectively, assuming a form for
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Ip(u). This frees us from having to calculate both n and IgCiii), a dif-
ficult process since we can only compare data at two tilt angles
directly
.
Following the Voyager results (Smith et al.
,
1981), we assumed a
Lambert sphere phase function and calculated Ip(u) for a range of values
of Tq and uJq. These calculations were performed using a Monte Carlo
routine which seperated out the successive orders of scattering. The
solution for any value of cOq can thus be formed by adding the successive
orders together, multiplied by the factors Uq^. Subtracting this factor
from Ij^(9>u) and multiplying by u, we obtained two seperate estimations
of q(i(i), one each from the 1977 and 1978 observations for each calcula-
tion of We used quadratic fits to sets of four data points to
find Ij^(S,p) at a given value of A comparison of the values of q(i())
2
at given values of ii for the two years yields a value of x • The calcu-
2lated X as a function of Tq and iHq are given in Table 10.
Examining Table 10, it is evident that there exists a curve in the
~ 2
oIq, Tq plane along which x reaches a minimum, and is constant along this
2
curve. At high values of Tq (tq > 0.55), the value of at which x is
a minimum levels off to a constant value of about 0.65. At low values
of Tq, the value of uTq increases until it exceeds unity. A stronger
limitation on Tq results from the fact that, at values of Tq below about
0.35, the quantity q(<|j) reaches negative values, a situation which is
highly unlikely. Keeping in mind that the true phase function of the
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Table 10. Value of x as a function of and a^. (Ip(M) computed
from a Monte Carlo calculation assuming a Lambert sphere phase
function.) Calculated for t = 0.20 * 0.65, and for 73^ = 0.50 + 1.00.
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0. 20 0.25 0.30 0.35
0. 50 7. 21 5.40 4.26 3.33
0. 55 6. 43 4.57 3.44 2.55
0. 60 5. 69 3.81 2.72 1.88
0. 65 5. 00 3.12 2.10 1.35
0. 70 4. 35 2. 50 1.58 0.95
0 75 3. 75 1.97 1.17 0.71
0 80 3 19 1.52 0.87 0.61
0 85 2 68 1.15 0.68 0.69
0 90 2 23 0.88 0.61 0.94
0 .95 1 .82 0.70 0.68 1.40
1 .00 1 .47 0.62 0.87 2.06
0.40 0.45 0. 50 0.55 0.60 0.65
2.76 2.32 2. 05 1.87 1.74 1.66
2.02 1.62 1. 39 1.24 1.15 1.08
1.42 1.10 0.93 0.82 0.76 0.73
0.98 0.76 0. 67 0.63 0.62 0.61
0.71 0.62 0 63 0.67 0. 72 0.77
0.61 0.69 0 84 0.99 1.12 1.24
0.71 1.00 1 32 1.60 1.84 2.05
1.01 1.57 2 10 2.55 2.92 3.26
1.54 2.42 3 23 3.90 4.43 4.94
2.31 3.60 4 .77 5.69 6.44 7.18
3.35 5.15 6 .76 8.01 9.03 10.10
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ring particles is probably somewhat more strongly backscatterlng than
that of a Lambert sphere, we can make the following conclusions:
Tq > 0.30
,
> 0.55
,
(VI-5)
p^ > 0.43 .
Minimizing Chi -Squared
By making the assumption that the phase function of the ring par-
ticles in Saturn's ring A is more strongly backscatterlng than a Lambert
2 2
sphere, we can decrease the value of x • The definition of x discussed
above can be written
where 6 . . is calculated from and p. using Eq. (VI-2). The standard
errors Oj^Ce.u) are associated with 1^(6, y), and N Is the number of
degrees of freedom. From a simple rearrangement of terms, we obtain the
result that x^ can be expressed as a quadratic function in
2
6q = - \12^q(V2'>^' requiring that x be a minimum, this
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factor is calculated to be = 0.207 ± 0.002. The minimum value of
is 0.50.
~ 2
For given values of Tq and oOq, the minimum x can be obtained by
assuming that the geometric albedo of a ring particle is a factor
(1 + x) times that of a Lambert sphere, and that the multiple scattering
component of IqCm) can be adequately described by a Lambert sphere phase
function. Under these assumptions, the value of x can be obtained from
6q = vi^[I^(M^) + xlj^(u^)] - u^il^Cu^) + xl^(y2)] .
(VI-7)
X =
where &^ and 6^ are defined in the same manner as 6 q, but with
the calculated intensity based on a Lambert sphere phase function, and
Ij^(lj), the single scattering component of l^Cu), substituted for
Smith et al^ (1981) found that Tq = 0.40 ± 0.08, and
= 0.63 ± 0.08. Using this as a guide, we decided to calculate x for
values of = 0.35, 0.40, 0.45, and = 0.60, 0.65, 0.70. These
values, and the resultant values of IpCM^^) are listed in Table 11.
Within this range l^(\s^), as calculated in this fashion, is relatively
insensitive to the actual value of uj'q. The case = 0.45, oJ'q = 0.70
appears to be the most likely, considering that the value of x
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Table 11. Values of the amount of extra backscattering, x
(Eq. (VI-7)), and the interswarm brightness, IqCp), as a function of the
optical thickness, t^, and single scattering albedo, Cq. Values in
parentheses are calculated without the factor x.
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Intensities
0
X 6° 11.5° 16.5° 26°
0.60 0.4997 0.3055 0.2988 0.2826 0.2469
(0.2057) (0. 2018) (0. 1911) (0. 1672)
0.65 0.3726 0.3042 0.2980 0.2820 0.2465
(0.2236) (0. 2197) (0. 2082) (0.1822)
0.70 0. 2620 0. 3027 0. 2971 0.2814 n 9 A A
1
(0.2417) (0. 2378) (0.2255) (0.1974)
0.60 0.3900 0.2840 0. 2815 0. 2705 0.2421
(0.2060) (0. 2049) (0. 1971) (0.1767)
0.65 0.2702 0.2825 0.,2807 0. 2699 0.2417
(0.2240) (0..2232) (0. 2148) (0.1926)
0.70 0.1658 0.2808 0..2797 0..2692 0.2413
(0.2422) (0,,2418) (0..2328) (0.2089)
0.60 0.3070 0.2676 0..2674 0,.2606 0.2381
(0.2062) (0,.2067) (0,.2018) (0. 1847)
0.65 0.1908 0.2655 0,.2660 0.,2596 0.2376
(0.2242) (0..2252) (0.,2200) (0.2015)
0.70 0.0889 0.2631 0 .2645 0.,2585 0.2368
(0.2424) (0 .2440) (0.2387) (0.2188)
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is smallest, whereas Tq = 0.35 appears highly unlikely. From the
function q(i|)) can be calculated. This function is plotted in Fig. 23
for = 0.45, oJq = 0.70. Since this curve represents an average bet-
ween the years 1977 and 1978, it should be interpreted as being q(i())
evaluated at 1^ = 0.2615.
Comparison to Other Tilts
Now that we believe we can calculate the I/F brightness of the disk
component of the A ring, 1^, as a function of the tilt angle, and that
we know q(i|j), we can compare our model to the calibrated data. Because
of the calibration problems mentioned earlier, we cannot take the dif-
2
ference between the observed data and the model and form x • Instead we
elect to compare the data and the model by taking the ratio of the data
to the model parameters, and testing the flatness of this curve. In
order to calculate the function q (t ) at values of t at which it has not
been evaluated, we fit a smooth curve through the data points of the
form
3 2i
q^(^) = ag + a^( sin(^/2) ) . (VI-8)
This smooth curve is shown plotted against the data points in
Figure 25.
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Fig. 23. The function q(ii) (Eq. (VI-3)) calculated as an average
of the determinations from 1977 and 1978, using Iq(m ) from Table 11 for
T = 0.45, (o_ = 0.70. Also shown is the smooth curve fit of Eq. (VI-8).
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The ratios of the calibrated data to the values calculated from
Eqs. (VI-4) and (VI-8) are shown in Fig. 24. The values of 1^ were
taken from the last row of Table 11, and qCt) was taken from Fig. 23.
Since the smooth curve fit diverges from the calculated values of
at low ([i, there is a decline in the ratio within about 20° of 9 = 66°
for the years 1977 and 1978. For values of 9 < 45° there seems to be a
definite excess in brightness from that predicted by the model. This
could be due to an inadequate correction for smearing at extreme distan-
ces from the ansa. In this case our calculation of qCi))) at large values
of ^ may be somewhat inflated. Another possiblility is that there is a
real difference between the leading and trailing edges of the swarms in
ring A—^keeping in mind that, since the relative motions are due to
Keplerian shear, there are two leading and two trailing edges such that
a swarm's shape is invariant under 180° rotations as viewed from above.
Since these difficulties exist, we have decided to test the flat-
ness of the calculated ratios by fitting straight lines to these data
points for 9 > 90°. These fits are plotted along with the data in
Fig. 24. As the data for the years 1977 and 1978 served as input to the
model, it comes as no surprise that for those years the fitted lines
have almost zero slope ((-2.1 ± 6.3) x 10"'^deg ^ and
(0.4 ± 9.2) X 10"^deg~^ respectively). The data for 1973 is also flat,
with slopes ranging from -0.25 to 0.019 times 10"^deg"\ with the calcu-
lated value closest to zero being 0.017 x 10"'^deg"^ (The error bars on
the 1973 data are all 6. 7 x 10~'^deg~'''. ) However, the 1973 data does not
157
Fig. 24. Ratio of data of Fig. 22 to smooth curve fits shown
same figure. Also shown are straight line fits to 6 > 90°.
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resemble the 1977 and 1978 data shortward of 90°. The minitnum seems to
be higher, and perhaps shifted toward the ansa. This may simply be an
artifact of low number statistics. There is no way of telling if the
smearing corrections for the 1973 images are correct, as there is for
the other data sets (cf. Chapter 3). The 1973 data is also 17.1 ± 4.9 %
too bright. This can be partially explained by the fact that the 1973
data was obtained at a phase angle of 4.03° and not 6°. In Fig. 23 the
model curves are plotted against the data directly. The curve for 1973
has been adjusted upward by 17.1%.
The year 1979 deserves special mention. Although this data la very
poorly sampled, and only runs from 70° to 110°, so that no minimum data
can be obtained at all, there still seems to be a significant difference
between the observed data and the model prediction. First of all, the A
ring appears much too dim to be explained by calibration error.
Secondly, there seems to be a clear trend downward from the ansa in the
ratio, indicating that the amount of variation in 1979 is lower than the
model prediction. Both of these effects can be explained if one assumes
that between 11.5° and 6° the swarms in the A ring begin to shadow each
other, so that equation (VI-4) breaks down. This leads to an order of
2
magnitude estimate of fIq of several times sin B, or about 5%.
The analysis presented above for the red and green Images can in
principle be extended to the blue and UV images. However several dif-
ficulties arise in attempting to do so. First of all the blue and UV
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data are much noisier and not as complete as the red and green images.
Secondly, although the optical thickness of the rings can be considered
constant, the single scattering albedo will change considerably. This
will effect both and q(t) in nonlinear ways. The factor x can
also change, since the surface roughness can depend upon the size scale
one is looking at. It is therefore unclear what would be gained by
trying to fit the higher frequency data.
CHAPTER VII
CONCLUSIONS
Comparing Data to Observations
In Chapter VI we have analysed the azlmuthal data from the Saturn
observations presented in Chapter III to separate the brightness due to
the interswarm medium, 1^, from the component causing the azimuthal
variations, which we have described in terms of the function q(i|j)
(Fig. 23). As the last step in our analysis, we shall attempt to match
Monte Carlo calculations for particular ellipsoids to our calculation of
q(ii)), using the methodology worked out in Chapter IV. We shall assume
that the ring particles in the swarms have the same light scattering
properties as were utilized in calculating the brightness of the
interswarm medium.
For each model ellipsoid that we considered, we calculated the
light scattering properties by assuming, for the individual particles
constituting the swarm, a Lambert sphere phase function with a single
scattering albedo of 0.7. We then added to the backscattered light an
extra factor of x (from Table 11) times the single scattering component,
so that the light scattered by the ellipsoid would be computed in the
same fashion as Ip. At present we will consider the calculated inten-
sity of the model ellipsoid, 1^, and the true intensity of the swarm,
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Ig, to be directly comparable, but in the next section we will discuss
variations to the method of calculating 1^ to take into account certain
effects brought on by the ring environment-
After calculating Ig for a particular ellipsoid, we can compare
this to qCt) by forming the difference 1^ - 1^, and multiplying by the
projected area of the ellipsoid relative to its maximum area. This fac-
tor, ag^*-*' ^® equal to the ratio of n (ij' ) to Hq in Eq. (VI-3). The
value of used was the average of the calculated values at tilts of
11.5° and 16.5° (Table 11, with Tq and Toq to be defined later), and
should be considered to be evaluated at an intermediate tilt angle
(-14°). The resulting function, aQ(i|) ) [1^ (ij; ) - 1^], if multiplied by the
constant tIq, would have the same form as the definition of q(i|j)
(Eqs. (IV-1) and (IV-4)). Since we don't know the factor Hq, however,
we can only compare the two functions by taking their ratio and testing
this ratio for flatness. As before, we use the smooth curve fit of
Eq. (VI-8) to describe q(t), and divide 3^(1!) ) [Ig (t ) " ] by the calcu-
lated values from this smooth curve fit to yield
h(t) H ag(i|;)[Ig(.|<) - Ip]/qg(.|;). • (VII-1)
The resulting curve, h(ij;), should be inversely proportional to Hq if the
ellipsoid correctly matches the observations. We fitted h(ij;) to a
straight line for i|) > 20° to avoid the section of the function q(i|)) that
qg(i|)) does not reproduce (cf. Fig. 23). The slope of this line then
tells us the goodness of the match between the functions q(ii') and
a„(i|j)[I„(>|)) - 1^], since a perfect match would have a slope of zero.
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We chose to run our Monte Carlo program for biaxial ellipsoids with
axial ratios of 2, 3, . . . , 10, with the smaller dimension being given by
2t
^
= 2t 2 = 0.5,1,2,4,8. From these numerical calculations we computed
the slope described above. The magnitude of the slope depends not only
on the goodness of the match between q ) and aQ(t)[Ig(t) ~ I a
function of t, but also upon the size of the latter, and thus the
derived value of tIq- Therefore we have presented in Table 12 not the
slopes themselves, but the number of standard deviations that the slope
differs from zero, with the sign of the slope being preserved. This is
equivalent to comparing the magnitude of the slope to the size of the
error bars in the function h(ijj). A negative value means that the
variation calculated from the Monte Carlo procedure is less than the
observed variation, while a positive value means the opposite. For com-
parison, a spherical swarm, which would produce no variation at all,
would give a value of -8.3 in Table 12c, regardless of the optical depth
of the sphere.
Each section of Table 12 represents a different value of the opti-
cal thickness of the interswarm medium, Tq. Tables 12a, 12b, and 12c
are for Tq = 0.35, 0.40, and 0.45 respectively. In each case, the value
of Ip was computed to be the average of those for the tilts 11.5° and
16.5° from Table 11, with the single scattering albedo set to 0.7.
Small changes in q(i|j) occur when is changed. This has also been
taken into account in forming Table 12. However, the general character
of Fig. 23 is maintained. The data points are merely lowered by small
constant factors as one goes to lower optical thicknesses.
1
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Table 12. Ratio of the slope of a line fitted to the function h(ii)
(Eq. (VII-1)) over the range 20° < i|; < 90°, to its standard deviation.
Tables 12a, 12b, and 12c are for = 0.35, 0.40, and 0.45 respectively,
with Ip(p) taken from Table 11, and q(ijj) calculated from Eqs. (VI-1) and
(VI-4), and averaged for the tilts 11.5° and 16.5°. Data is calculated
for swarms of thicknesses 2t = 0.5,1,2,4,8 and axial ratios
TjA
^
= 2, 3, . . ., 10.
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(a)
2
3
4
5
6
7
8
9
10
0.5
29
3.4
-7.1
-13
-15
-17
-18
-19
-20
-2.0
-13
-16
-19
-20
-20
-22
-22
-21
-9.3
-11
-11
-11
-11
-9.6
-11
-10
-10
-9.0
-7.5
-5.2
-3.8
-3.4
-3.0
-3.7
-1.8
-2.0
-8.2
-5.0
-3.7
-1.3
-1.1
-0.16
0.37
0.42
1.33
(b)
2
3
4
5
6
7
8
9
10
0.5
18
-8.1
-19
-23
-27
-28
-31
-31
-32
-4.3
-15
-19
-20
-23
-22
-24
-24
-24
-7.2
-9.0
-8.3
-5.3
-3.9
-1.5
-4.5
-0.72
0.64
-8.2 -0.24 2.9
-8.7 0.22
3.0
-8.0 0.72
4.2
-9.3 -0.032 4.6
-8.9 1.9
4.5
-8.5 1.6
5.7
(c)
2
3
4
5
6
7
8
9
10
0.5
8.9
-16
-26
-33
-35
-37
-36
-40
-39
-5.9
-16
-20
-22
-24
-25
-25
-26
-25
-6.0
-8.0
-8.1
-7.1
-8.1
-6.9
-8.3
-7.5
-7.3
-3.2
-1.8
0.57
1.9
2.3
2.6
1.9
3.7
3.5
-1.8
1.7
3.2
5.3
5.5
6.3
6.8
6.8
7.7
166
Examining Table 12, one sees that only thick ellipsoids (2Tq > 4)
can match the observations as measured by the
slope of h(4-)
(Eq. (VII-1)). The apparant turnover in slope for very
thin swarms
(2Tq < 0.5) with small axial ratios is not physically meaningful
since
the calculated value of is negative (cf. Table 13). The
axial ratio
at which the slope is closest to zero depends upon the
optical thickness
2t^ and Che assumed t^. Presumably the highest thickness,
2t
^
= 8, is
large enough that it represents the asymptotic case
for very thick
ellipsoids. As Tq is decreased, the point of zero slope
occurs at
greater axial ratios. In part this is because the
function q(^) is
relatively steeper if a small constant factor is subtracted
from each
data point. A greater part is due to the fact that
the utilized value
of increases with decreased t q, so that the
factor -a^^l^n^/qi'P)
becomes more important in Eq . (VII-1).
In Table 13 we present the values of derived from
the data ana-
lysed in Table 12, and the of each straight line
fit to Eq
.
(VII-1)
is shown in Table 14. The factor Hq is calculated
to be the average of
l/h(^) from t = 20° up. It is evident that there is
a problem with our
determination of Hq. Looking at the column for 2t ^ = 8,
one sees that
values of about 0.65, 0.82, and 1 are derived for
Tq = 0.35, 0.40, and
0.45 respectively. One can rule out an Hq of one
Immediately, since
this requires that there be no disk component,
contradicting the method
used to calculate n^. The other values are also
difficult to accept,
since they would imply that the swarms would begin to
shadow each other
167
Table 13. Average value of (tIq = < h(i|i) > ) over the range
20° < i) < 90°, for the data of Table 12. A star Indicates that the
variation in h(ij/) was greater than the average value, so that an
accurate determination of the inverse was not possible.
(a)
0.5
-0.23
-0.25
-0.25
-0.26
-0.26
-0.26
-0.26
-0.26
-0.26
-0.53
-0.59
-0.61
-0.63
-0.64
-0.64
-0.64
-0.65
-0.66
6.21
4.50
3.92
3.53
3.88
3.68
3.66
3.56
3.35
0.79
0.78
0.79
0.80
0.81
0.79
0.83
0.81
0.82
0.59
0.60
0.62
0.63
0.63
0.64
0.65
0.64
0.64
(b)
0.5
-0.27
-0.29
-0.29
-0.30
-0.30
-0.30
-0.31
-0.31
-0.31
1
-0.58
-0.65
-0.67
-0.70
-0.70
-0.71
-0.71
-0.73
-0.73
9.82
12.37
11.02
10.26
9.96
8.60
1.09
1.08
1.10
1.12
1.14
1.11
1.17
1.14
1.17
0.78
0.81
0.84
0.85
0.86
0.88
0.89
0.87
0.87
(c)
0.5
-0.30
-0.33
-0.34
-0.34
-0.34
-0.35
-0.35
-0.35
-0.35
-0.64
-0.71
-0.71
-0.77
-0.78
-0.79
-0.79
-0.80
-0.81
-11.01 1.40
1.39
1.39
1.46
1.49
1.45
1.54
1.50
1.54
8
0.97
1.01
1.01
1.08
1.10
1.12
1.14
1.12
1.11
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Table 14. Values of x for the straight line fits of Table 12.
(a)
0.5
2 0.81
3 47
4 95
5 115
6 132
7 149
8 150
9 160
10 167
4.8
15
24
24
26
29
26
27
29
3.2 1.2
1.5 0.38
2.1 1.1
1.6 2.0
1.6 2.6
1.7 2.1
1.3 2.1
1.6 1.8
0.88 1.5
8
1.3
0.41
1.8
2.9
2.4
4.2
3.8
2.7
3.6
(b)
2
3
4
5
6
7
8
9
10
0.5
6.0
68
116
133
150
166
166
176
182
1
5.8
15
23
23
24
26
24
25
27
1.7
0.71
1.5
1.0
1.1
1.5
0.94
1.2
0.61
0.31
0.76
1.6
2.8
3. 5
2.8
2.8
2.3
2.0
0.22
0.67
3.1
4.0
3.5
5.3
4.6
3.5
4.4
(c)
0.5
2 13
6.3
3 77
14
4 122 21
5 137 21
6 152
22
7 166 24
8 166 22
9 175
23
10 181 25
1.2
0.46
1.2
0.82
0.90
1.4
0.81
1.0
0.50
1.9
1.0
1.8
2.9
3.6
2.8
2.8
2.3
1.9
8
0.09
0.88
3.5
4.25
3.6
5.3
4.5
3.5
4.3
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by a tilt of 16.5°, again a contradiction with the calculation method.
Evidently the computed brightness o£ the ellipsoids is not sufficiently
greater than the interswarm medium to explain the effect observed. In
the next section we will discuss an effect that has not yet been con-
sidered that will complicate matters computationally, but may suggest a
way out of the present difficulty.
Reevaluatlon of Swarm Brightness
In the previous section we considered the brightness of a swarm and
the calculated brightness of an ellipsoidal model to be equivalent.
This is not strictly true. The fact that the swarms are imbedded in an
interswarm medium affects their brightnesses. The difficulty in calcu-
lating this effect is that we don't know exactly how the swarms and
the interswarm medium are related. Are the swarms completely embedded
within the interswarm medium, or do they stick, out above the ring plane
to some extent? The simplest way to approach the latter possibility is
to consider the 1^^ component to arise from an Infinitely thin, flat disk
surrounding each swarm.
First let us consider the case of completely embedded swarms. At a
tilt angle of 14° (halfway between 11.5° and 16.5°), and an optical
thickness of 0.4, then about 50% of the incident radiation reaches the
swarm because of attenuation, and 50% of the scattered light from the
172
swarm reaches the observer for the same reason. Some scattered light
will reach the swarms, but considered the strong backscattering nature
of the phase function, this should not have a large effect. Therefore
the brightness of the swarm will be decreased by almost 75%. However,
to be consistent with Eq. (VI-1) we should consider all the light coming
from the projected area of the swarm. The disk material in front of the
swarm will itself contribute about 65% of Ip to the brightness of the
swarm. Unfortunately, the two components added together will be darker
than the unattenuated swarm intensity unless the swarms originally are
of lower brightness than 1^. That can only yield negative values of Hq.
In contrast, if we consider the swarms to be imbedded in an infini-
tely thin sheet of material of optical thickness Tq = 0.35+0.45, then
when viewing from a tilt angle of 14°, a part of the swarm appears to be
effectively cutoff. For a sphere, the fraction of the projected area
that would be shielded from view would be (1 - sinB)/2, or about 40% in
the present case (B = 14°). Calculating this fraction for an
ellipsoid
would be difficult, but it shouldn't be much different from that
for a
sphere. Although only about 60% of the ellipsoid is visible, the
part
of the ellipsoid that is cut off is close to the edge, where
one would
expect the surface brightness to be less than the average.
Therefore
more than 60% of the light scattered by an unobstructed ellipsoid
can be
expected to emerge from the obstructed equivalent. Exactly
what this
factor would be would have to be calculated for each ellipsoid
in each
orientation considered. This would necessitate completely
new Monte
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Carlo calculations. Later we will discuss exactly what changes must be
made to our Monte Carlo procedure to account for the surrounding disk
material. At the present, however, we will assume that 75% of the
calculated intensity 1^ contributes to the swarm brightness, so that
Ig'(^) = 0.75 + 0.40 Ip. (VII-2)
Tables 15-17 correspond to Tables 12-14, with Ig ' from Eq. (VII-2)
substituted for I„ in Eq. (VII-1). One sees that there is an improve-
ment in the calculation of rig. Values of about 0.50 and 0.60 are now
suggested for every thick ellipsoid (2t^ > 8) with Xg = 0.40 and 0.45
respectively. Presumably, for the case Xg = 0.35, if convergence does
occur for an axial ratio greater than 10, then Hg will turn out to be
about 0.40. The location of the point of zero slope, for each value of
Xg and x^, occurs at a higher axial ratio in Table 16 then in Table 13.
In fact it appears to occur at almost twice the axial ratio. This is
reasonable in view of the fact that almost half of the swarms are hidden
f rom view
.
It is a simple matter to change the Monte Carlo routines of
Chapter IV to account for the disk of material surrounding Che swarms.
Let the major axis be along the y-axis, and then, when a photon is
thrown at the ellipsoid, before proceeding with the calculation, ask
whether the photon enters the ellipsoid above or below the x, y plane.
If above, then proceed with the calculation normally. If below,
then
consider the photon to be intercepted by the disk material, and accumu-
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Table 15. Ratio of slope to standard deviation as in Table 12, but
with Ig'(^) = 0.75 + 0.40 I^(u = 0.24) substituted for I in
Eq. (VII-1). ^
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(a)
2
3
4
5
6
7
8
9
10
2
3
4
5
6
7
8
9
10
2
3
4
5
6
7
8
9
10
0.5
1.4
-13
-19
-22
-24
-24
-25
-25
-28
0.5
-2.6
-17
-23
-25
-27
-28
-29
-29
-30
0.5
-5.3
-20
-26
-28
-30
-30
-31
-32
-32
1 2 4 8
-16 -18 -18 -17
-21 -17 -14 -12
-16 -11 -10
-12 -15 -9.9 -7.6
-24 1 C— LJ -9. 3 -7.1
-24 -14 -8.4 -6.1
-25 -15 -8.8 -5.4
-25 -14 -6.9 -5.2
-23 -14 -6.9 -4.5
(b)
1 2 4 8
-14 -14 -12 -12
-19 -13 -8.6 -6.1
-20 -1 9 -5. 5 -3.9
-21 -11 -4.0 -1.4
-22 1 C\ -3.
1
-0.81
-21 -9.4 -2. 5 0.22
-21 -10 -2.8 0. 76
-22 -9.4 -1.2 0.92
-22 -9.2 -1.4 1.7
(c)
1 2 4 8
-13 -12 -8.9 -7.4
-18 -10 -5.1 -2.4
-19 -8.4 -2.0 -0.079
-20 -1.1 -0.32 2.4
-20 -1.2, 0.47 2.9
-21 -6.4 1.2 3.9
-21 -7.2 0.72 4.3
-19 -6.5 2. 3 4.8
-20 -6.2 2.2 5.6
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Table 16. Average value of (Hq = < h(i|)) >~ ) over the range
20° < < 90°, for the data of Table 15. A star indicates that the
variation in h(i>) was greater than the average value, so that an
accurate determination of the Inverse was not possible.
(a)
0.5
2 -0.55
3 -0.59
4 -0.61
5 -0.63
6 -0.63
7 -0.6A
8 -0.64
9 -0.64
10 -0.64
0.5
2 -0.62
3 -0.67
4 -0.70
5 -0.72
6 -0.72
7 -0.73
8 -0.73
9 -0.74
10 -0.74
0.5
2 -0.69
3 0.75
4 -0.78
5 -0.81
6 -0.81
7 -0.82
8 -0.83
9 -0.83
10 -0.83
1 2
* 0.65
* 0.65
* 0.65
* 0.64
* 0.65
* 0.65
* 0.65
* 0.65
* 0. 64
(b)
1 2
* 0.84
* 0.84
* 0. 84
* 0.83
* 0.85
* 0.85
* 0.85
* 0.85
* 0.84
(c)
1 2
-6.9 1-04
* 1.04
* 1.04
* 1.03
* 1.05
* 1.05
* 1.05
1.05
* 1.04
4 8
0.42 0.37
0.43 0.38
0.43 0.39
0.44 0.39
0.44 0.39
0.44 0.40
0.45 0.40
0.45 0.40
0.44 0.40
4 8
0.53 0.46
0.54 0.48
0.55 0.49
0.56 0.50
0.56 0.50
0.56 0.51
0.57 0.51
0.57 0.51
0.57 0.51
4 8
0.63 0.55
0.65 0.57
0.66 0.59
0.68 0.60
0.69 0.61
0.68 0.62
0.70 0.62
0.69 0.62
0.70 0.62
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Table 17. Values of x for the straight line fits of Table 15.
(a)
0.5 1 2 4 8
2 6.2 12 7.6 4.4 4.4
3 37 13 2.4 4.0 0.72
4 57 16 2.2 0. 96 1 .
3
5 62 14 1.5 2.2 2.52
6 68 13 1.7 2. 9 2 . 5
7 74 15 2.3 2.9 4.4
8 73 12 1.8 3.1 4.2
9 77 12 2.0 2.8 3.4
10 80 13 1.5 2.7 4.5
(b)
0.5 1 2 4 8
2 8.9 7.3 2.9 0.93 0.88
3 37 7.8 5.9 0.85 0.77
4 53 9. 8 1. 4
0 9L' L 3. 5
5 57 8.4 1.3 4.2 5.2
6 62 8.0 1.8 5. 4
C. 1
L
7 67 9.2 3.0 5.
1
7.3
8 66 7.3 2.6 5.5 6.8
9 70 7.3 2.5 5.0 6.0
10 72 8.0 2.2 4.8 7.1
(c)
0.5 1 2 4 8
2 10 5.3 1.3 2.3
0.20
3 35 5.6 0.36 I. 5
1.3
4 49 7.3 1.4 3.
1
4.8
5 52 6.1 1.5 5.2
6.3
6 56 5.8 2.1 6.4
6.
1
7 61 6.9 3. 5 6. 1
8.3
8 60 5.2 3.
1
6.4 7.6
9 63 5.2 2.9 5.8
6.9
10 65 5.8 2.7 5.5 8.0
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late such photons in a special bin. At the end of the Monte Carlo pro-
cedure, increase the resulting 1^ by 1^ times the fraction of photons
that are intercepted. An alternative method is to use this fraction to
redefine the projected area of the ellipsoid (multiply by one minus the
fraction). The latter would lessen the amount of actual shadowing bet-
ween ellipsoids. Using either method, it is necessary to perform the
computations for each tilt angle considered, as well as for each orien-
tation of the the ellipsoid.
Decreasing the Total Swarm Cross Section
Since the factor depends not only upon the surface (number) den-
sity of swarms, but upon the axial ratio as well, a relatively large
value of Hq could be consistent with the evident lack of shadowing at
B = 11.5° if the elllpticity of each swarm is large enough. The swarms
may shadow each other when seen at maximum cross section (at an orbital
phase angle of 156°), and yet be completely visible over the wide range
of orbital phases where the data is better sampled. Therefore, values
on the order of 0.3-^0.4 are acceptable. These are somewhat below the
numbers in Table 16. We can consider what changes can be made to
further decrease the calculated Hg-
The simplest way is to allow the particles in the swarm to have
different scattering properties from the interswarm medium. A 10-20%
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increase In brightness by the swarms would have a considerable effect on
the calculated value of n^. Also, smaller axial ratios than in Table
16
would be required. However, it is difficult to see how such differen-
tiation of material would be produced, since presumably particles pass
freely in and out of the swarms, and are not permanently associated with
the swarms.
A more self-consistent way to increase the brightness of the swarms
over the disk material is to increase the single scattering albedo
by a
constant factor in both regions. Since the amount of singly
scattered
light from both regions is roughly equal—the quantity l - exp(-2Tgjj)
is close to unity in both cases-the difference Ig
- Is sensitive to
the amount of multiply scattered light. Very little imaltlple
scattering
contributes to due to the low tilt angle. Therefore,
increasing
u5q by a small amount would have a large effect on Ig
- I^. especially
since the amount of multiply scattered light increases
non-linearly with
This would also lead to an axial ratio somewhere between
the values
suggested by Tables 13 and 16.
If the absolute calibration of Chapter VI is
lowered by a few per-
cent, within the statistical and instrumental
uncertainties, then the
calculated values of 6^, x, l^iu), and q
will decrease as well.
Therefore, both the numerator and denominator in Eq.
(VII-1) will act to
increase hC+), and thus yield smaller values of n^.
This can act Inde-
pendently of other effects which might effect Hq. s"ch
as increasing the
single scattering albedo.
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To attempt to obtain values of lower than In Table 16.
we have
recalculated the Intensities Ip(u) and the function q(>C) for =
0.8.
It was found that for Tq = 0.4, 0.45, no factor x
(i.e. x=0; Eq. (VI-7))
was needed to match the observations. The computed
values of for
S =0.8 are listed in Table 18. We have also calculated,
from the
0
Monte Carlo routines of Chapter III. brightnesses of
model ellipsoids
with iOq = 0.8, 2t^ = 8. and with axial ratios of
T3/t^ = 2. 3,..., 10.
This data has been analysed in the same manner as in
Tables 15-17. The
results of this analysis are presented in Table 19.
One can see that the derived values of ng are
smaller, in the range
= 0.33^0.40. Presumably one could decrease further
by increasing
but the factor x, as defined by equation (VI-7),
would become signi-
ficantly negative. Therefore = 0.8 is
probably close to an upper
bound. From Table 19 one can conclude
that the actual swarms in
Saturn's ring A have an axial ratio of at
least 4.5. If the actual
thickness 2T, is lower (e.g. = 2), or the
optical thickness of the
interswarm material is less than = 0.4. then
the axial ratio would
have to be much higher.
Comparing Blobs to^ Swarms
This dissertation is to a degree inspired
by the paper by Lumme and
Irvine (1979) in which the azimuthal variations
in Saturn's ring A were
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Table 18. The amount of extra backscattering, x (Eq . (VI-7)), and
the Interswarm brightness, as a function of the optical
thickness, t
, for a single scattering albedo of = 0.8.
0.35 0.0775
0.40 0.
0.45 0.
Intensities
11.5° 16.5°6°
0.2991
(0.2785)
0.2792
0.2795
0.2949
(0.2748)
0.2798
0.2827
0.2798
(0.2609)
0.2699
0.2772
26°
0.2451
(0.2286)
0.2425
0.2545
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Table 19. The quantities of Tables 15-17 recalculated for a single
scattering albedo of = 0.8. Quantities shown are for a swarm
thickness of 2t
^
= 8, and axial ratios of t ^/t = 2, 3,..., 10. The quan-
tity is the ratio of the slope of a line fitted to h(i|;) (Eq . (VII-1))
over the range 20° <, <p i 90° to its standard deviation, with
lg'(i|;) = 0.75 Ig(ii)) + 0.40 = 0.24) substituted for
^^(i>) in
Eq. (VIX-1). The value of ri„ is calculated as the Inverse of the
2
average value of h(i|<) for 20 < ij) < 90
, and x refers to the straight
line fit that yields S^^. Tables 19a, 19b, and 19c correspond to
Tq = 0.35, 0.40 and 0.45 respectively, with IpCp) being taken from
Table 18, and q(i|;) calculated from Eqs. (VI-1) and (Vl-4), and averaged
for the tilts 11.5° and 16.5°.
(a)
2 -16 0.31
+ 0.02
3 -10 0.32
+ 0.02
4 -6.7 0.33
+ 0.02
5 -4.5 0.33
+ 0.03
6 -3.4 0.33
+ 0.03
7 -2.6 0.34
+ 0.03
8 -2.0 0.33
+ 0.04
9 -1.8 0.33
+ 0.04
10 -1.4 0.33
+ 0.04
2.3
2.8
2.3
(b)
^0
2 -11 0.37
+ 0.02
3 -4.6 0.38
+ 0.02
4 -1.1 0.40
+ 0.04
5 1.1 0.41
± 0.05
6 2.3 0.40 ± 0.05
7 3.0 0.41 ± 0.05
8 3.6 0.40
+ 0.06
9 3.8 0.41
± 0.06
10 4.3 0.41 ±
0.06
0.32
1.7
4.4
6.7
7.8
7.5
10
11
12
2
3 -5.4
4 -1.8
5 0.32
6 1.5
7 2.2
8 2.7
9 3.1
10 3.5
(c)
0.36
0.38
0.39
0.40
0.39
0.40
0.39
0.40
0.40
0 0.02
0.02
0.04
0.05
0.05
0.05
0.05
0.06
0.06
2
X
0.49
1.5
4.0
6.2
7.1
6.8
9.4
10
11
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explained in terms of limb darkening on the surfaces of "blobs".
Several major differences exist between that paper and the present work.
Lumme and Irvine assumed that the blobs were optically thick, and that
the light scattering properties could be modelled by surface scattering
at the boundaries of the blobs. An interblob medium was ignored. They
also assumed that the blobs would essentially fill any resolution ele-
ment, so that the effective optical depth due to the blobs, calculated
as the number of blobs per projected surface area times the geometric
cross section of an individual blob, is significantly greater than unity
at all azimuthal angles. Therefore geometric considerations, because
they appear in the opacity only, can be neglected, and the azimuthal
effect depends on limb darkening only—i.e. the geometric albedo as a
function of ^•
If all of the optical depth in the rings were due to blobs, then
the effective optical depth discussed above would be 0. Aa^Cil; pre-
suming that the optical thickness of ring A was 0.4. Since a large
axial ratio is needed to produce the kind of azimuthal variations
observed, the factor a^^ii) could get quite small. If we asssume that
the axial ratio is about 5, then the quantity [1 - exp(-2T^jj)] would
change by factors of 2.7, 2.2, and 1.8 for tilt anglesof 26°, 16.5°, and
11.5° respectively. This would cause a decrease in the amount of
variation as the tilt decreases. In order to overcome this, and allow
the azimuthal effect to grow as the rings close up, as it is observed to
do, it is necessary to assume that the minimum geometric albedo observed
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(at * = B) mst change considerably compared to the
r^xiraum albedo (at
t = 90°). Therefore the albedo
mst have a sharp and deep minimum near
^ = 0'. By comparison, our Monte Carlo
calculations for a Lambert
sphere particle phase function used to compute
Tables 12-17 give a
variation in the geometric albedo of only 15%
between the raaximum and
the minimum, for our maximum optical thickness
(2t
,
= 8) and axial ratio
(Tj/T^ = 10).
If an mterblob medium, which seems required to
maintain the blobs,
is included, then the effective optical
depth caused by the blobs
decreases and the geometric factor becomes more
important. Our calcula-
tions indicate that effectively all of the
azimuthal variations arise
from the change in the geometric cross
section of the blobs or swarms.
Our results are consistent, however, with
the observation by Lumme and
Irvine (1979) that the azimuthal effect is a
function of .nultlple scat-
tering within the density enhancements.
Summary
We conclude that the swarm model ca.
match the observations to
explain both the amount of azimuthal brightness
variation in ring A, and
the dependence of this variation on tilt.
Our data is consistent with
the Voyager observations reduced for the
particle phase function, opti-
cal thickness, and single scattering
albedo (Smith et al^, 1981),
although there is a suggestion that To^ .ay
be higher than was found.
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Our best case appears to be very thick ellipsoids (2t > 8) with a
particle single scattering albedo of = 0.8 and an axial ratio of 4.5
or more. The fraction of the A ring covered by the swarms as seen from
above is in the range Hq = 0.3+0.4. For these values of Hq, the swarms
will shadow each other when they are orientated at angles close to
90°
from the major axis to the line of sight. Therefore, it is necessary to
extend this analysis to a complete radiative transfer calculation,
taking into account the shadowing of the swarms by the interswarm medium
and by each other. In making these calculations, the variables calcu-
lated or bounded in this dissertation~x, Ip(u), t ^, Tj/Tj^, and Hq—are
essential.
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APPENDIX
Swarm Phase Functions
Ground based observations of the rings of Saturn are limited to
a very narrow range of phase angle (0° < a < 6°). Spacecraft, however,
can sample almost any viewing geometry, depending on the trajectory and
the time of passage. For instance, Voyager 1 measured the azlmuthal
variation at a phase angle of 12° (Smith et_ al. , 1981), and presumably
the potential exists for analysis of other Voyager images for azlmuthal
effects. Therefore one can ask the question of what effect phase angle
will have on the azlmuthal brightness distribution of ring A?
In Table 20 we show the phase functions * (cosa ) of four model
ellipsoids normalized to 100 (percent) at a = 0°. The calculations are
for optical thicknesses of 2t ^ = 8, single scattering albedoes of
iB'q = 0.7 and 'oS'q = 0.8, axial ratios of t ^/t = 5 (8x40), and t^/Tj^ = 10
(8x80). For each ellipsoid the phase function Is calculated at two
orientations 6=0° (along the major axis), and 9 = 90° (perpendicular
to the major axis). Each point Is calculated as the average value for
all scattering directions within ±0.05 of the central cosa
.
For relatively small phase angles (a < 15°), <l>(cosa) falls off more
rapidly along the major axis than along the minor axis, while the con-
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Table 20. Phase functions * (cosa ) for model ellipsoids.
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verse is true for larger phase angles (a >
35°). No difference is evi-
dent between the two axial ratios, although
for specific scattering
directions such differences would exist. The
phase functions * (cosa
)
fall off less rapidly for the higher single
scattering albedo.
From the above one can conclude that the
azimuthal effect would
increase at first as the phase angle increases,
but would then begin to
decrease above a certain value of a.
perhaps undergoing a contrast
reversal for very large a.

