We report detailed nucleation studies on the liquid-to-solid transition of hexadecane using nearly monodisperse hexadecane-in-water emulsions. A careful consideration of the kinetics of isothermal and nonisothermal freezing shows deviations from predictions of classical nucleation theory, if one assumes that the emulsion droplet population is homogeneous. Similar deviations have been observed previously ͓3͔. As an explanation, we propose an argument based on the dynamic generation of droplet heterogeneity mediated by mobile impurities. This proposal is in good agreement with existing data. ͓S1063-651X͑99͒07806-X͔
I. INTRODUCTION
The use of micron-sized emulsified droplets for nucleation studies of the liquid-to-crystal transition is a well established technique. Vonnegut ͓1͔ pioneered this concept in the first half of this century and others have used it to study a variety of materials ͓2-5͔. The advantage of using a large ensemble of independent nucleation sites to measure the stochastic process of nucleation is obvious. An additional advantage is that the effects of crystal growth are virtually eliminated. On the time scale of the nucleation measurements, the growth time for each droplet is instantaneous. Furthermore, because experiments are conducted in a range where the probability of two nucleation events per drop is small, it is a simple matter to equate the total number of crystallized droplets with the number of nucleation events.
The effect of impurities on nucleation in emulsion studies is not obvious. Clearly, one possible role is to act as heterogeneous nucleation sites. Both Turnbull ͓2͔ and Perepezko ͓6͔ have discussed this. A signature of heterogeneous nucleation is a small difference between the melting temperature and the onset of nucleation. For example, in mercury, Turnbull showed that changes in surfactants could increase the undercooling from 5°C to 60°C, with the smaller values attributed to the effects of heterogeneous nucleants either on the surface or within the volume of the droplets. It is well known that emulsification tends to increase the undercooling over that of bulk liquids, but a simple calculation shows that for this to result from isolation of the heterogeneous catalysts they must be present at extremely low levels ͑cf. Sec. V͒. This seems to suggest that most impurities are not effective nucleating agents ͓5͔.
A second effect of impurities is to lower the melting point. Perepezko ͓6͔ has shown in his studies of metals that as the liquidus temperature drops due to alloying, there is a corresponding decrease in the nucleation temperature. Hence an approximately constant value of the undercooling is observed. These effects can be large, for example, in the leadantimony system the liquidus and nucleation temperatures both decline by about 75°C as the antimony content increases up to 17.7 at. %. The effect of a typical impurity level ͑mole fraction Ϸ0.01) will of course be much smaller. However, the nucleation rate is strongly temperature dependent. For example, in n-alkanes (C n H 2nϩ2 , henceforth abbreviated Cn), the nucleation rate can change by a factor of 5000 per°C ͓3͔. We show in this work that impurity levels of even a few percent cause a significant change in nucleation behavior. This influence must be accounted for to extract an accurate value of the nucleation rate.
The size of the emulsion droplets also plays a key role in nucleation studies. In homogeneous nucleation, the nucleation rate is proportional to the volume of the droplets. Typically, the determination of the size distribution for the emulsions is a large source of error in nucleation rate measurements ͓3͔. Advances in emulsion synthesis techniques now make it possible to create nearly uniformly sized emulsion particles. The average deviation in diameter from the mean size is only 10-15 % ͓7-9͔. By using such emulsions with narrow size distributions, the determination of the rate constant for any given emulsion radius is considerably improved. Also, this makes it possible to better test the predicted volume scaling of the nucleation rate.
In this paper, we report the results of a refined experimental and theoretical investigation of the nucleation rate in emulsified hexadecane ͑C16͒. The quality of experimental data has been significantly improved by using nearly monodisperse emulsions in a well controlled thermal environment and by using x-ray scattering to accurately monitor the volume of nucleated droplets during crystallization. Data were obtained for both fixed and linearly increasing undercooling as a function of time, henceforth referred to as isothermal nucleation and linear cooling, respectively. Thermodynamic melting curves have also been obtained for the samples in order to assess the influence of impurities introduced during the emulsification procedure. The theoretical analysis has concurrently been refined to account for the entire time dependence of the solid fraction as a function of time, rather than just matching some characteristic time. This careful analysis revealed deviations from a simple scenario involving a uniform ensemble of independent nucleation events. By systematically relaxing the assumptions in this description, we have concluded that the most probable cause of the observed deviations is a novel mechanism which involves the transport of impurities expelled from nucleated droplets to the remaining liquid droplets. This transport subsequently increases the impurity concentration of these remaining droplets and reduces their nucleation rate by lowering their thermodynamic melting point T m . This mechanism can completely account for the observed behavior and can be further explored with additional experiments.
The remainder of this paper is organized as follows. In Sec. II, we review previous studies on alkane nucleation. Section III provides details of the experimental techniques and procedures used. Section IV reviews classical nucleation theory and its predictions based on the assumption of uniform nucleation, i.e., independent nucleation events in a homogeneous ensemble of droplets. Finding that this theory is unable to account for the observed behavior of the system, we consider possible extensions of this theory in Sec. V. Here we explore two scenarios for the generation of droplet heterogeneity, which is necessary to explain the data. These include the possibility of some fixed-in-time heterogeneity generated by the emulsification process, such as a distribution of droplet sizes or impurity concentrations, and the dynamic generation of heterogeneity in the droplet population due to the nucleation process itself. Based on the reanalysis of the data, we present our conclusions in Sec. VI and suggest a number of experiments to further test the validity of the proposed mechanism, as well as avenues for future theoretical consideration.
II. PREVIOUS STUDIES OF ALKANE NUCLEATION
Four groups have studied alkane nucleation through the use of emulsion samples. The earliest work is from Turnbull and Cormia ͓3͔, who studied C16, C17, C18, C24, and C32. Theirs is evidence that alkane nucleation is unusual. First, they noted that there seemed to be an unusual spread in the melting temperatures. This was characterized as ''sharp'' and ''broad'' melting fractions. The amount of each varied from sample to sample, even for the same chain length. Because they performed isothermal nucleation studies they were sensitive to this spread in melting temperature. To analyze the nucleation behavior in this situation they focused on the early-time data with transformed fraction nϽ0.5. This narrowed focus was meant to isolate the behavior of the sharp-melting, majority phase.
The second anomaly in alkane nucleation is the ease with which the alkanes nucleate. Stated in terms of reduced undercooling, ⌬T r ϭ(T m ϪT N )/T m , where T N is the point where the nucleation rate becomes significant and T m is the thermodynamic melting temperature, ⌬T r for the alkanes is about 0.05 whereas that for other materials is from 0.2 to 0.5 ͓10͔. Turnbull and Cormia's analysis of the nucleation behavior in terms of the classical nucleation model showed that the nucleation barrier is small, corresponding to a small liquid-crystal interfacial tension (9.64 mJ/m 2 for C18; detailed kinetics measurements were not performed for C16͒, but that the preexponential factor is in rough agreement with that calculated from classical nucleation theory ͑experimen-tal value ϭ10 37.35Ϯ2 m Ϫ3 s Ϫ1 for C18͒. The small barrier accounts for the small undercooling temperature. The agreement of the preexponential with that from classical nucleation theory is itself unusual. Other materials typically exhibit values several orders of magnitude larger in value than the classical value ͓4͔.
Two subsequent studies on alkane nucleation explored the effect of changing carbon number ͓11,12͔. In both studies continuous cooling data were used to calculate the crystalliquid surface tension and the preexponential factor. Both studies found that as the carbon number is reduced below about n C ϭ15, there is an increase in the barrier. The preexponential values were not precisely determined by these studies. Reanalysis in terms of the negentropic model ͓10͔ led to a value of 9 mJ/m 2 for the interfacial tension of C16, and to the suggestion that the anomalous barrier height disappears as n C →1 and as n C →ϱ, and that its origin is in partial alignment of the alkane chains.
The fourth group ͓13-16͔ to study nucleation in emulsions focused on the behavior of C16. They utilized ultrasound transmission to measure the proportion of liquid to solid in an emulsion sample. Both stepwise cooling and isothermal hold experiments were used. Their results exhibit the typical ϳ14-15°C undercooling found by other workers, showing that their samples behave as expected during stepwise cooling. However, the real focus of these studies was the interaction of liquid and crystalline droplets during isothermal hold experiments ͓13͔. At an undercooling of ϳ10°C, where the nucleation rate for the C16 liquid droplets alone is quite small, equal volume mixtures of liquid and solid C16 droplets were studied. The solid C16 drops were created by an initial deep undercooling and then physically mixed together with the as-yet unfrozen sample. The authors found that the solid C16 particles accelerate nucleation. The particle size distribution before and after the experiment was similar; therefore they ruled out Ostwald ripening as the source of the acceleration. No attempt was made to fit these data to a rate law.
In a set of related experiments the type and concentration of the surfactant were varied ͓14͔. The presence of crystalline C16 droplets accelerated the nucleation by varying amounts depending on the surfactant type. It was also found that the rate of nucleation for the mixed solid/liquid emulsion increased as the amount of surfactant increased. The authors suggest that interparticle collisions are responsible for the accelerated nucleation.
As we discuss in Sec. IV, we observe an effect opposite to that seen by these authors. As our sample crystallizes, the remaining crystallization is more difficult. However, Dickinson et al. ͓16͔ also report an experiment where this effect is seen. In this work they hold their emulsion at an undercooling of about 15°C and follow the percent transformed with time. Like us, they observe an initially rapid nucleation which then slows. They do not attempt to fit this to a rate law, but it is clear that a single exponential cannot describe their data. Also similar to our findings, they report that the melting behavior extends over a large temperature regime. They report melting ranges of about 2°C for all their samples, and in one instance ͓16͔ they report the onset of melting more than 10°C below the bulk melting temperature. As we show in Sec. V A, this is a signature of the impurity effects which can affect nucleation.
III. EXPERIMENTAL PROCEDURE
Nucleation of the liquid-to-crystal transition was measured in droplets of C16 of an oil-in-water emulsion. The observed crystal phase is the thermodynamically stable triclinic phase. A schematic of the experimental setup is shown in Fig. 1 . A reference table of relevant material properties for C16 is given in Table I .
One m diameter emulsions of C16 in water with the surfactant sodium dodecyl sulfate ͑SDS͒ were prepared using the fractionation method of Bibette ͓7͔. The distribution of droplet sizes was less than Ϯ10% in diameter as determined by light scattering and optical microscopy.
Below its Krafft point at 283 K ͓18͔, SDS precipitates out of solution as a crystalline solid in equilibrium with a small concentration of dissolved monomers. In order to avoid this effect, a cosurfactant was added to suppress the Krafft point ͓19͔. The chosen surfactant, a sulfated polyoxyethylenated alkyl alcohol ͑referred to here as EO͒, has the chemical formula CH 3 (CH 2 ) 11Ϫ15 (OCH 2 CH 2 ) 9 OSO 3 Na. An aqueous solution of EO was added to the initial emulsion sample to achieve approximately equal concentrations of SDS and EO in the range of 0.5-1 wt %. This new solution was allowed to equilibrate for more than 24 hours before use, during which time the emulsion droplets had flocculated together to form a white cream floating on the aqueous phase. The cream of the emulsion sample with both SDS and EO cosurfactants was loaded directly into the x-ray cell.
The emulsion sample was loaded into a Viton O-ring sandwiched between two Be windows, held between two copper plates ͑see Fig. 1͒ . The sample temperature was read with thermistors ͑Ϯ 0.2 K accuracy͒ placed in the copper less than 3.5 mm from the sample. The sample was cooled on an Air Products Displex cold finger with a closed-cycle He refrigeration system. Heating wire wrapped around the base of the cold finger provided temperature control. As the cold finger was operated in vacuum, an air-tight copper shield with kapton windows was placed directly around the copper sample mount inside the vacuum shroud of the Displex to surround the sample with gas and therefore reduce temperature gradients. The temperature was controlled with a LakeShore 340 Temperature Controller. The control temperature sensor ͑Si diode͒ was embedded in the cold finger directly above the copper sample mount. Using this setup, it was possible to cool the sample from room temperature down to 277 K in less than 250 s without any overshoot of the temperature ͑Fig. 2͒. This careful attention to temperature gradients overcame problems encountered in the initial studies ͓20͔.
The nucleation rate was determined by measuring the change in intensity of the x-ray diffraction as a function of time. X-ray scattering was performed using a Rigaku 18 kW rotating anode generator and an x-ray wavelength of 1.542 Å . Scattered x rays were detected with a Bicron detector on a Huber four-circle spectrometer. Scattering from the solidified 1 m diam droplets resulted in a powder diffraction pattern of the triclinic phase. The ͑013͒ Bragg peak of the triclinic phase was selected to be monitored ͑Fig. 1͒ due to the intensity of the peak and the low scattering from the liquid phase at that angle. For the isothermal experiments, the detector slits were set very wide to increase the signal intensity and to encompass slight differences in the peak position due to thermal expansion when measuring at different temperatures. During the constant cooling rate and the melting experiments, the slits were narrowed and the detector was continually shifted to track the peak during thermal expansion.
Three types of experiments were conducted: crystalliza- The temperature of the sample and measured x-ray intensity as a function of time over the course of a typical isothermal experiment. The sample was first held above T m to ensure that all droplets were liquid ͑1͒. The sample was then quenched to ͑2͒ and held at ͑3͒ a fixed temperature T, and the rise in scattering intensity was measured. A subsequent quench to a lower temperature ͑4͒ was used to determine the scattering from a fully crystallized sample. The sample was then heated back above T m ͑5͒.
tion at a constant undercooling ͑isothermal nucleation͒, crystallization while the temperature was lowered linearly in time ͑linear cooling͒, and melting at a slow heating rate. For the isothermal experiments, the sample was rapidly quenched from room temperature down to the desired undercooling and held at that temperature while the increase in x-ray scattering was followed as a function of time ͑see Fig.  2͒ . In order to determine the total scattering signal when the entire droplet population was frozen, each experiment was followed by a deep quench to a lower temperature ͑273.8 K͒ that froze all droplets. All reported isothermal data are normalized to the final intensity value of the subsequent deep quench. In addition, all quenches were repeated multiple times with identical results.
In the linear cooling experiments, the rate of temperature change was between Ϫ0.01 and Ϫ0.002 K/min. Faster rates were avoided because the latent heat released by the crystallizing droplets could not be dissipated quickly enough and resulted in a smearing of the transformation over a larger temperature range. Similarly, isothermal experiments with the largest undercoolings did show latent heat effects and were excluded from the analysis. A study of the experiment suggests convection as the dominant mechanism for heat transfer within the sample.
Melting was done in steps of 0.25 to 1 K. The sample was heated slowly between steps and was allowed to equilibrate for approximately 1 hour at each step. This equilibration was observed by the leveling out of the intensity subsequent to each temperature step.
IV. UNIFORM NUCLEATION
In this section, we interpret the results of the experiments using classical nucleation theory, with the assumptions that ͑i͒ all droplets in the emulsions are identical, and that ͑ii͒ nucleation events are statistically independent in each droplet. We refer to this set of assumptions as uniform nucleation.
In classical nucleation theory ͓4,21͔, the formation of the thermodynamically stable crystalline phase in an undercooled, metastable liquid phase is controlled by the local free energy barrier towards solidification. The free energy cost ⌬G(R) associated with the creation of a solid sphere of radius R is given by
where ⌬g is the free energy difference per volume between the metastable liquid and the stable solid phase, and ␥ is the surface tension between the two phases. For small solid radii R the second term dominates the first and the formation of the more stable solid phase requires an increase in free energy. The nucleation rate is controlled by the free energy barrier associated with the formation of a solid sphere at a critical radius of R c ϭ2␥/⌬g, since further solidification reduces the free energy of the system. For small undercooling, the thermodynamic driving force ⌬gϭ⌬S⌬T, where ⌬S is the entropy of fusion of the phase transition and ⌬TϭT m ϪT is the degree of undercooling of the sample at temperature T ͓22͔. We neglect the dynamics of the growth and simply assume that upon formation of a solid phase of critical radius, the entire droplet freezes instantaneously. The probability of spontaneously creating a solid with the critical radius is simply found from Eq. ͑1͒, leading to a nucleation rate
͑2͒
This rate is proportional to the volume V of available undercooled fluid, the Boltzmann factor associated with the free energy barrier for creating a critical nucleus as determined from Eq. ͑1͒, and an attempt frequency per unit volume, A, for creating such a critical nucleus, which is given by ͓23͔
Here so that the nucleation rate given by Eq. ͑2͒ becomes
͑5͒

A. Isothermal nucleation
At a fixed level of undercooling, the rate at which emulsion droplets freeze is time independent. Let n(t) represent the fraction of solid droplets at time t, following a rapid quench to a given undercooling ⌬T at tϭ0. Then n(t) obeys the differential equation
with initial condition n͑0͒ϭ0. This differential equation may be integrated to give
so the fraction of liquid droplets decreases exponentially in time.
It should be noted that the rate 0 depends strongly on both the surface tension ␥ of the liquid-solid interface and the degree of undercooling ⌬T ͓cf. Eqs. ͑4͒ and ͑5͔͒. This strong dependence allows an extremely precise determination of ␥ provided that the data can be fit to a single exponential. On the other hand, Fig. 3 , showing a representative data set from an isothermal freezing experiment, demonstrates that such a simplistic interpretation of the data is inapplicable. The freezing of remaining liquid droplets at later times proceeds far slower than suggested by an extrapolation from the initial decrease of the fraction of liquid droplets.
B. Linear cooling
We now consider the case where the temperature, rather than being held constant, decreases linearly in time. The thermodynamic driving force thus increases in time and the exponential decay of the liquid fraction seen in the solution of Eq. ͑6͒ is changed to a relatively sudden drop at an undercooling determined by the cooling rate ͑see Fig. 4͒ .
Suppose that the temperature of the sample is decreased at a rate given by . If we ignore the weak temperature dependence in the preexponential factor in Eq. ͑5͒, we find that the time-dependent nucleation rate is now given by
The differential equation describing the time evolution of n(t) reads
where the initial time, tϭ0, is chosen to occur when the sample is at T m . Following a change of independent variable to z ϵ⍀/(t) 2 , the solution of Eq. ͑9͒ is given by
where we have introduced the incomplete gamma function ͓24͔
dz. ͑11͒
For zӷ1, this function goes to zero as z Ϫ3/2 exp(Ϫz) so at short times n(t) behaves as
Thus, at tϭ0 the function has an essential singularity and the initial increase in the solid fraction n(t) is extremely slow. For zӶ1, the integral in Eq. ͑11͒ is dominated by the divergence of the integrand at zϭ0 and is approximately given by 2z
, so at long times
as expected since the free energy barrier disappears. However, since the attempt frequency AV is typically very large, the nucleation process is largely finished long before the free energy barrier becomes negligible. Therefore, this asymptotic behavior is not observable experimentally. The complete solution is plotted in Fig. 4 together with the experimental data. The plot shown in Fig. 4 of Eq. ͑10͒ was made using the preexponential factor taken from a fit to the isothermal data ͑see Sec. V B͒ and using the surface tension ␥ as a fitting parameter. The preexponential factor A used in this fit was calculated at T m (A at the temperature of transformation is less than 3% smaller than A at T m ). We find that the best-fit value of this surface tension is ␥ϭ9.9Ϯ0.2 mJ/m 2 . It should be noted that, to a good approximation, shifting the value of the surface tension ␥ simply translates the theoretical curve in time ͑i.e., temperature͒. Therefore, ␥ can in principle be determined with great precision, since the time at which abrupt change in n(t) occurs is exponentially sensitive to its value. The principal source of the uncertainty is the accuracy with which the magnitude of the undercooling FIG. 3 . The fraction of liquid emulsion droplets as a function of time as measured by the x-ray intensity at a Bragg peak of the crystalline C16 phase for a number of undercoolings. If the nucleation rate had been independent of time, this process would have yielded a simple exponential dependence on time. The solid lines represent this expected behavior based on the nucleation rate at late times (tϾ400 s). The data deviate significantly from this simple model at early times. If there were a static partition into heterogeneously and homogeneously nucleating droplets, then the solid lines would intercept the 1Ϫn axis at a single point corresponding to the fraction of homogeneously nucleating droplets.
FIG. 4. Solid fraction as a function of temperature at a constant cooling rate, ϭ4.9ϫ10
Ϫ3°C /min, plotted together with the theoretical curve given by Eq. ͑10͒. Note that time evolves from right to left.
was measured. This result for the surface tension is in agreement with the previous work of Turnbull and Cormia for C18 ͓3͔ and other groups for C16 ͓11,12͔.
Finally, we note that the agreement between the linear cooling data and the prediction of Eq. ͑10͒ is not exact. In particular, the slope of the data in the transition region ͑3.2-2.6°C in Fig. 4͒ is clearly smaller than that of the theoretical prediction. This behavior is consistent with the observed slowdown of the nucleation rate in isothermal experiments. In order to address these discrepancies, we proceed in the next section to systematically relax the assumptions made in the uniform nucleation hypothesis.
V. NONUNIFORM NUCLEATION
Applying the results of uniform nucleation theory to both the isothermal and linear cooling experiments has led to substantial disagreements between theory and experiment in the former and more subtle deviations in the latter. The departure from simple exponential behavior in the isothermal quench experiments has been noted by previous workers in the field ͓3,16͔. Faced with this observation, one is forced to consider one of two general possibilities: ͑i͒ The emulsion droplets are not homogeneous, i.e., there is a ''quenched-in'' dispersion in some relevant property, such as a distribution of sizes or impurity concentrations, leading to multiexponential decay of n(t) in the isothermal experiments, or ͑ii͒ nucleation events are not statistically independent, i.e., the nucleation rate of a given emulsion droplet depends on the state of the other droplets, such as the current fraction of solid droplets in the emulsion, possibly due to an impurity mediated interaction between the droplets. This sort of interaction might lead to a history-dependent nucleation rate and result in nonexponential freezing curves. We reemphasize that the nonexponential character of the curve ͑Fig. 3͒ does not reflect the finite growth rate of the solid as this rate is extremely fast compared to the data acquisition rate ͓25,26͔. Similarly we may not attribute the deviation from a simple exponential to latent heat effects ͑see Sec. III͒ since the magnitude of the deviation does not diminish with smaller undercoolings and hence, lower nucleation rates. In addition, given that the isothermal curves can be reproduced repeatedly for the same loading of a given sample, the nonexponential character does not arise from coarsening of the size distribution of the emulsion sample. The main difference between mechanisms ͑i͒ and ͑ii͒ is that in the former scenario, although there is a distribution of nucleation rates, it does not depend on the state of the droplets, whereas the latter scenario suggests that nucleation events influence the subsequent evolution of the system. Let us start by considering the first possibility, the existence of some static distribution of nucleation rates. If there is a population of droplets with different volumes, Eq. ͑7͒ can easily be generalized to account for this effect by integrating contributions to the freezing curve of droplets of a given volume V over the volume distribution P(V). The resulting isothermal freezing curve is then ͓cf. Eqs. ͑5͒,͑7͔͒
We take the droplet volume distribution to be lognormal with characteristic volume V 0 and variance 2 ͓27͔:
and find that the best fit to the experimental data is obtained for Ϸ1.0. The resulting best fit to the data is poor; also, the emulsion is actually known to have a much narrower volume distribution, based on the method of emulsion preparation and our own optical measurements ͓28͔. Furthermore, isothermal experiments at different undercoolings cannot be accounted for by a single set of fitting parameters. Thus, we do not believe that the observed nonexponential saturation of the isothermal freezing curves can be attributed to the polydispersity of the emulsion sample. Along a similar vein, one may postulate that there exists some fixed distribution of melting temperatures in the emulsion droplet population, possibly due to a distribution of impurity concentrations in the emulsion droplets. Here one must assume that the impurities in the droplets are highly insoluble in water, in order to prevent the equalization of impurity concentration via diffusion through the continuous phase. Problems very similar to the case of size distribution arise here as well. In order to fit a given data set one is once again forced to assume a distribution of impurity concentrations that is too broad ͑with standard deviation comparable to the mean͒. The average number of impurities in a droplet of volume V is N i ϭcVN A /M w , where c is the mole fraction of impurities, N A is Avogadro's number, and , M w are the density and molar weight of C16, respectively. Substituting material values from Table I and typical values cϷ0.01 and VϷ5ϫ10 Ϫ19 m 3 yields N i Ϸ10 7 . Thus, at this impurity level, the central limit theorem suggests a much narrower distribution.
Another possibility is that only a certain fraction f of the impurities present in the sample promotes heterogeneous nucleation. Then the mean number of nucleating impurities is f N i . A judicious choice of the nucleating fraction f Ϸ1/N i Ϸ10 Ϫ7 allows the mean number of nucleating impurities in a droplet to be of order one ͓29͔. Under these assumptions the sample is then a static mixture of at least two subpopulations of droplets-those with roughly one heterogeneous nucleation site and those without any such sites. By generalizing Eq. ͑7͒ we then expect the nucleation curves to be a sum of exponentials
where the temperature-independent constants a and b (a ϩbϭ1 for this bimodal model͒ represent the fractions of the sample of the fast ͑heterogeneous͒ and the slow ͑homoge-neous͒ nucleators, respectively. To test this static subpopulation hypothesis we extend the linear fits to the long-time behavior of the freezing curves on the semilog plot ͑see Fig.  3͒ back to early times. In this way we graphically determine the fraction of the slow nucleating population by the intercept of these linear fits with the 1Ϫn axis. Under the present hypothesis this fraction, b, must be independent of the level of undercooling. An examination of Fig. 3 , however, reveals the effective slow fraction b to be temperature dependent. This dependence allows us to discard the static subpopulation hypothesis. Nevertheless, the role of impurities in this system is not inconsequential. While it is true that we may dispense with a time-independent distribution of impurities in order to account for the experiments, a time-dependent change of the impurity concentration driven by the freezing process can account for the nonexponential behavior of the isothermal freezing data. Before we discuss this possibility in detail, we consider the effect of impurities on the melting temperature of the C16 droplets.
A. Impurity effects
In a liquid, the presence of impurities that are relatively insoluble in its solid reduces its equilibrium freezing point ͓30͔ and broadens its melting curve. Figure 5 shows the behavior for both the emulsion and the bulk C16 that was used in its preparation. Note that each emulsion droplet ͑or the entire bulk C16 sample͒ will have a partially molten fraction, described by x in the following discussion.
For molar impurity fractions cӶ1, the impure liquid will be in equilibrium with its pure solid at a suppressed temperature ͓30͔
where T m0 is the melting point of pure C16. A point on the melting curve at temperature T reflects coexistence between the liquid fraction x with impurity concentration c/x and the pure solid, since the total number of impurities are fixed and the impurities are assumed to be insoluble in the solid. Thus, the temperature at which the liquid fraction is x is given by
Here, ␣ϵk B TN A /(⌬SM w )Ϸ13.2 K, obtained from the material parameters of C16 in Table I . Inverting this equation gives the liquid fraction x as a function of T:
͑19͒
A single-parameter fit to the bulk melting curve gives excellent agreement over the entire temperature range ͑see Fig. 5͒ , with cϷ0.6%, which is typical of what one might expect given the 99% purity specification of the manufacturer for the sample that was used. Surfactants and water have been introduced to the sample in order to make the emulsion droplets, and therefore it is reasonable to expect additional impurities to end up in the emulsion droplets. A similar fit to the melting curve of emulsion droplets shown in Fig. 5 gives a melting temperature of T m ϭ290.9Ϯ0.2 K which corresponds to an increase in the impurity concentration to about 3.3%. Given the high purity and small solubility of water in C16, the surfactants are likely to be the main source of these additional impurities.
Given that there is a range of melting temperatures, which we attribute to varying impurity concentrations in the droplets, we propose the following scenario in order to explain the observed behavior: The system is presumably in thermodynamic equilibrium prior to the initiation of nucleation events. It is reasonable to suppose that when a droplet freezes, some of the impurities inside or at the surface of the droplet are expelled to the surrounding water, since the impurities are less soluble in solid than in liquid C16. This expulsion of impurities from the solid phase is the basis of ''zone refining'' ͓31͔, which is a common method used for purification of semiconductor crystals. These impurities consequently redistribute themselves among the water and remaining liquid C16 droplets in order to restore thermodynamic equilibrium. This happens by diffusion through the continuous phase, which occurs rapidly on the time scale over which the fraction of frozen droplets varies. Some fraction of these impurities, determined by their relative solubility in water vs C16, end up in the remaining liquid droplets, whose enhanced impurity concentration decreases their effective undercooling and reduces their nucleation rate. Thus, the first droplets to freeze have a higher melting temperature than the last droplets to freeze since they have a lower impurity concentration, which gives rise to the nonexponential behavior during isothermal nucleation.
The theoretical analysis can easily be extended to account for such a mechanism, which can then be compared with the experiments to test the hypothesis. We do this in the remainder of this section.
B. Return to isothermal nucleation
The leading behavior manifested by an impurity mediated suppression of the undercooling can be expressed as a linear decrease in the relevant melting temperature as a function of solid C16 fraction n. Thus, the time evolution of n at a fixed temperature T is given by dn dt
where T m is the initial melting temperature of the droplets and ␤ is the rate at which the melting point of subsequent droplets is reduced. In general, ␤ depends on the volume fraction of the droplets in the emulsion and the relative solubilities of the impurities involved in the mechanism in water and C16. Being unable to determine ␤ independently, we use it as an additional fitting parameter to account for the experimental data. A least-squares fit of the numerical integration of Eq. ͑20͒ with respect to ␤, ␥, and A ͓A was allowed to vary from the initial value as predicted using Eq. ͑3͒ and the numerical constants in Table I͔ was performed on the data. The comparison of experiment and theory for four different undercoolings is shown in Fig. 6 . Compared to uniform nucleation or fixed-in-time heterogeneity assumptions, the agreement with experiment is quite good. Furthermore, the obtained value for ␤ is physically very reasonable. The bestfit value for ␤ was 0.55 K, i.e., the melting point of the last droplet to nucleate is reduced by about half a degree. The resulting value of the preexponential factor was a factor of 10 Ϫ1.42 times the classical expression. This gave a value of Aϭ2ϫ10 34 m Ϫ3 s Ϫ1 at an undercooling of 15.1 K. The resulting value for the kinetic barrier was ␥ϭ9.8 Ϯ0.2 mJ/m 2 , in good agreement with that obtained from the linear cooling experiments ͑see Sec. IV B͒.
Actual values for the rates of transformation for the isothermal data in Fig. 6 range from 8ϫ10 14 m Ϫ3 s Ϫ1 at ⌬T ϭ14.9 K to 7ϫ10 15 m Ϫ3 s Ϫ1 at ⌬Tϭ15.3 K for early times. These rates slow down due to the impurity effect by a factor of Ϸ10 after Ϸ60% conversion of the sample.
It may be noted that the freezing curve with the fastest time scale ͑largest undercooling͒ lies somewhat below the theoretical prediction. We attribute this discrepancy to latent heat effects discussed in Sec. III. Larger undercoolings ͑not shown͒ all seem to suffer increasingly from this effect. In fitting the isothermal data we have adjusted the melting temperature of the C16 emulsion droplets to T m ϭ290.95 K, which is within the error of our measurements.
C. Return to linear cooling
We may further test our hypothesis by revisiting the linear cooling problem. If the transformation rate is slow compared to the time over which impurity molecules are able to diffuse from one emulsion droplet to the next, we may assume that the impurities remain in equilibrium over the course of the experiment. We can estimate this equilibration time as diff ϳR 2 /D͓(1Ϫn)͔ Ϫ2/3 where R is the radius of an emulsion droplet, D is the diffusion coefficient for an impurity molecule in water ͑which we may take to be on the order of a typical molecular diffusivity͒, and is the volume fraction of the emulsion droplets. We then find that the assumption of impurity concentration equilibration remains valid up to transformation rates, dn/dt, on the order of diff Ϫ1 Ӎ10 2 Hz. The experimental maximum transformation rate ͑taken from the maximum slope of the data in Fig. 4͒ is on the order of 10 Ϫ4 Hz Ӷ diff Ϫ1 . Clearly this estimate applies only to the situation where the total conversion to the solid is incomplete ͑as is the case in our isothermal experiments-see Fig. 6͒ since the diffusion time to another unfrozen droplet becomes infinite as the fraction of remaining liquid droplets (1Ϫn) drops to zero. In the linear cooling experiments where the transformation is complete, the assumption of impurity equilibration holds until less than 0.1% of the liquid droplets remains, so the observation of the breakdown of this assumption is experimentally inaccessible.
Upon modifying Eq. ͑8͒ to account for the suppression of the melting temperature, time evolution of n for linear cooling is given by
The integration of Eq. ͑21͒ can be performed numerically. The result of this integration along with the linear cooling data are shown in Fig. 7 for two different cooling rates. Once FIG. 6 . Solid fraction as a function of time for isothermal conditions. Using the droplet interaction hypothesis discussed in the text we are able to reasonably fit ͑solid lines͒ the isothermal data from a range of undercooling values ͑open symbols͒.
FIG. 7. Solid fraction as a function of temperature at two different linear cooling rates ͑open symbols͒ and the prediction produced by the numerical integration of Eq. ͑21͒ ͑solid lines͒.
again, ␤ is used as a fitting parameter, with a best-fit value of 0.18 K. Values of A and ␥ are as given in Sec. IV B.
Comparing Fig. 7 with Fig. 4 one immediately notes that the discrepancy in maximum slope between the unmodified theory and the data has now disappeared. The difference in the values of ␤ between the linear cooling and isothermal quench experiments, is not unexpected, given the fact that the value of ␤ is sample dependent and different emulsion samples were used for the two types of experiments. A more detailed analysis of the impurity mediated interaction hypothesis, including a better quantitative analysis of ␤ and further implications of this hypothesis on other types of experiments, is the subject of ongoing work ͓32͔.
VI. SUMMARY AND CONCLUSIONS
In this paper we report on the results of nucleation studies in C16 emulsions during isothermal quench and linear cooling conditions. By application of recently developed emulsion preparation techniques to produce nearly monodisperse emulsion samples and use of x-ray scattering for direct observation of the crystalline phase, we greatly reduced many of the uncertainties in the interpretation of experimental data. In doing so, we have found potentially important effects not accounted for by the standard interpretation of uniform nucleation. In accord with previous measurements of this sort by Turnbull and Cormia ͓3͔, the isothermal quench experiments do not show the standard exponential growth and saturation of the fraction of solid droplets over time. Instead we observe a substantial decrease in the rate of nucleation events at later times, when a significant fraction of the system has already transformed to the solid phase. In addition, we find that in the linear cooling experiments the maximum transformation rate predicted by the simple nucleation theory is larger than that of the data.
Such discrepancies have previously been attributed to the existence of some sort of temporally fixed heterogeneity in the emulsion droplet population. One proposed source of heterogeneity has been the volume polydispersity in the emulsion droplets. However, using recently developed emulsification techniques, we can better control the droplet polydispersity and still not recover single exponential behavior. Furthermore, by attempting to fit isothermal data at different temperatures to a given droplet size distribution, we find that no single distribution is capable of fitting the data at different levels of undercooling. Along similar lines one may attempt to postulate a distribution of the number of heterogeneous nucleators in the droplets. The data do not support a bimodal distribution of heterogeneous and homogeneous nucleators. In addition the best attempts to fit the data with a distribution of impurity concentrations results in an unaccountably broad distribution. Such distributions are highly unlikely in light of the central limit theorem.
In contradistinction to both of these ideas, we propose that the observed heterogeneity in the emulsion droplets is dynamically generated by the nucleation process itself. Freezing droplets expel impurities ͑some of which might be attributed to the addition of surfactant͒ which then go into solution in the remaining liquid C16 droplets in order to restore thermodynamic equilibrium. By doing so, these mobile impurities reduce the melting temperature of the remaining liquid droplets, which experience a reduced thermodynamic driving force towards solidification and consequently a reduced nucleation rate. This proposal is able to account for both the isothermal and linear cooling data at a variety of undercoolings and cooling rates, respectively. To a good approximation, the magnitude of this effect can be parametrized by a sample-dependent parameter ␤, which expresses the rate at which the melting point of remaining liquid droplets is suppressed as a function of the solid droplet fraction. To obtain accurate quantitative measurements of either the activation barrier toward nucleation or the preexponential factor, this effect needs to be taken into account. Note that measurements described in this paper were performed on emulsion samples prepared with a mixture of anionic surfactants. Measurements of a C16 emulsion sample prepared with a single nonionic surfactant do not appear to show such a large impurity effect ͓32͔.
Further tests of this theory can be anticipated. It should be possible to directly detect and measure the suppression of melting temperature by an experiment where the emulsion is partially melted and subsequently refrozen at a temperature where no new nucleation is allowed. Such careful studies of the remelting process coupled to a more detailed theory for the impurity expulsion and transport should lead to a better understanding of whether and how the dynamics of the freezing process affects the results of emulsion nucleation studies. Additional work along these lines is currently in progress ͓32͔.
