This paper studies the estimation of change point in panel models. We extend Bai (2010) and Feng, Kao and Lazarová (2009) 
Introduction
Testing and estimation of change points in time series models have been widely studied, see Picard (1985) , Nunes, Kuan and Newbold (1995), Hsu and Kuan (2008) , Bai (1996 Bai ( , 1997 Bai ( , 1998 ) and Perron and Zhu (2005) , to mention a few. Zeileis, Kleiber, Krämer and Hornik (2003) incorporate testing and dating of structural changes in the package strucchange in the R system for statistical computing. One important issue in the time series change point literature is that the estimate of the break date can not be consistently estimated, no matter how large the sample. Recently, this change point literature has been extended to panel data, see Feng, Kao and Lazarová (2009), Bai (2010) , Hsu and Lin (2011) , and Kim (2011) , to mention a few. For panel data, the number of cross-sectional units n can be much larger than the number of time series observations T . Bai (2010) shows that it is possible to obtain consistent estimates of the break point as n goes to infinity.
Consistency is obtained even when a regime contains a single observation, making it possible to quickly identify the onset of a new regime. Feng et al. (2009) extend Bai (2010) to a multiple regression model in a panel data setting where a break occurs at an unknown common date. They show that the break date estimate is consistent and derive its asymptotic distribution without the shrinking break assumption. In a pure time series framework, Perron and Zhu (2005) analyze structural breaks with a deterministic time trend regressor. Bai, Lumsdaine and Stock (1998) consider a dynamic model in multivariate time series including I(0), I(1), and deterministically trending regressors. Kim (2011) extends the Perron and Zhu (2005) paper to large (n, T ) panel data with cross-sectional dependence. There are two potential limitations of these papers. First, a break point is assumed to exist. Second, in most papers, both regressors and error term are assumed to be stationary. Exceptions are Bai, Lumsdaine and Stock (1998) who discuss both stationary and nonstationary regressors and Perron and Zhu (2005) and Kim (2011) who discuss both stationary and nonstationary error terms. However, Bai, Lumsdaine and Stock (1998) and Perron and Zhu (2005) are concerned with the time series case. In addition, Perron and Zhu (2005) and Kim (2011) only discuss the case where the regressor is a time trend. In a pure time series framework, Nunes et al. (1995) and Bai (1998) show that when the disturbances follow an I(1) process, there is a tendency to spuriously estimate a break point, in the middle of the sample, even though a break point does not exist. Recently, Hsu and Lin (2011) show that the spurious break still exists when a fixed effects estimator is used in panel data. This paper studies the estimation of a change point in a panel data model with an autocorrelated regressor and an autocorrelated error (both of which can be stationary or nonstationary). This is done in case a change point is present or not present in the model. We focus on the change point estimation using the Ordinary Least Squares (OLS) and First Difference (FD) estimators. We establish the consistency and rate of convergence of these change point estimators. The assumption of the shrinking magnitude of the break is relaxed. More formally, the magnitude of the break in panel data is allowed to shrink to zero slower than in pure time series. The limiting distributions of the change point estimators are derived. We find that the FD estimator of the change point is robust to stationary or nonstationary regressors and error term, no matter whether a change point is present or not.
The paper is organized as follows: Section 2 introduces the model and assumptions. Section 3 proves the consistency of the change point using an OLS estimator. In addition, the limiting distribution of the OLS change point estimator is derived. Section 4 derives the consistency and limiting distribution of the change point using a FD estimator. Simulation results are presented in Section 5, while Section 6 provides the concluding remarks. Mathematical proofs and more 2 simulation results are contained in the supplemental appendix, Baltagi, Kao and Liu (2012) ambiguity over limits.
The Model and Assumptions
Consider the following panel regression with a change point at k 0 in the slope parameter,
.., n, where y it is the dependent variable and x it is the explanatory variable. For simplicity,
we consider the case of one regressor besides a constant, but our results can be extended to the multiple regressors case. α 1 and α 2 are unknown intercept parameters and β 1 and β 2 are unknown slope parameters. u it is the disturbance term. The general case with fixed effects will be discussed in Section 4. Define (2010), we assume the common break point k 0 that is the same for all i = 1, ..., n. As discussed in Bai (2010) , "Theoretically, common break is a more restrictive assumption than the random breaks of Joseph and Wolfson (1993) . Nevertheless, when break points are indeed common, as a result of common shocks or policy shift affecting every individual, imposing the constraint gives a more precise estimation. Computationally, common break model is much simpler. Furthermore, even if each series has its own break point, the common break method can be considered as estimating the mean of the random break points, which can be useful." This common break assumption has been used in empirical research such as Murray and Papell (2000) . Bai, Lumsdaine and Stock (1998) is another important paper on common breaks in the multivariate time series literature.
Following Baltagi, Kao and Liu (2008), we consider the case where x it and u it are AR (1) processes, i.e.,
and
3 ̸ where −1 < λ ≤ 1 and −1 < ρ ≤ 1. Clearly, u it is stationary when |ρ| < 1, and nonstationary when ρ = 1. Similar to the assumptions in Kim (2011), we assume that ε it and e it are linear processes that satisfy the following assumptions:
M is a generic finite positive number which depends on neither T nor n.
Assumption 3
We also assume ε it and e it are independent. Assumptions 1 and 2 imply that the partial sum processes
t=1 ε it and
the following multivariate invariance principle: are independent for all i = j and t = s. The regressor is independent of the error at all leads and lags and hence is completely exogenous. We introduce this stringent assumption to simplify various technical difficulties arising from the complexity of panel model with a structural break.
In practical applications, this independence assumption is restrictive and may not hold. To relax this assumption, one could follow Kim (2011) and include a factor loadings structure in the error term. Kim (2011) estimates a common deterministic time trend break in panel data, and finds that the strong cross sectional dependence generated by the common factors reduces the rate of convergence and thus eliminates some of the benefits of panel data. While this is beyond the scope of this study, we nevertheless conducted some simulations in Section 5 to investigate the impact of cross sectional dependence. 
, U (n) ′ . All of these vectors are of dimen-
Using this notation, (2) can be written in matrix form as
(i)
For an ( y possible change poin ) t k, we define the matrices Z = (0,
The OLS estimator of the slope parameters which depend upon k, k k is given by:
and the corresponding OLS sum of squared residuals is given by:
The OLS estimate of the change point is obtained as follows:
where SSR OLS is the sum of squared residuals for the case of no break, i.e., k = T and
to minimize SSR OLS (k) is equivalent to maximizing V OLS (k). This implies that
When there is a break point
In this section, we show the consistency of the change point estimator and derive its rate of convergence when a break point exists, i.e., τ 0 ∈ (0, 1) and δ is a nonzero constant. We assume (a) when |ρ| < 1 and |λ| < 1,
where
In general, for any xit with nonzero mean θ, the model in Equation (1) can be rewritten as
where the new regressor is zero mean again. From the equation above, we can see that a change in the slope implies a change in the intercept, as long as the initial regressor xit has nonzero mean.
Theorem 1 implies that τ OLS is consistent when |ρ| < 1 but inconsistent when ρ = 1 if there is a break in the pure time series case. To be more specific, when |ρ| < 1 and |λ| < 1, this is consistent with the findings in Nunes et al. (1995) . When |ρ| < 1 and λ = 1, as discussed in Bai (1996) , both τ OLS and k OLS are consistent in this cointegration model. When ρ = 1 and |λ| < 1, τ OLS converges to a function that does not depend on the true value of the break fraction τ 0 .
1S
imilarly, when ρ = λ = 1, τ OLS converges to a function that includes
is inconsistent when ρ = 1, whether |λ| < 1 or λ = 1. Overall, using the relationship thatτ 
nTT heorem 2 shows that the consistency of k OLS can be achieved even for a fixed δ, as long as n is large. That is, large cross-sectional dimension will create enough information to identify thê true change point. Unlike the time series set-up, for fixed δ, k OLS is consistent with convergence ŝ peed of n when |ρ| < 1 and |λ| < 1. However, when ρ = 1 and |λ| < 1, consistency of k OLS needs T →0. When λ = 1, no matter whether k n |ρ| < 1 or ρ = 1, OLS is consistent with nT convergence speed. This is because when |ρ| < 1 and λ = 1, x it is an I(1) process that is strong enough to dominate the I(0) error term. When λ = ρ = 1, large n helps to reduce the noise caused by the I(1) error term as in the panel spurious regression (e.g., Kao, 1999) . Besides, the consistency of the estimator of k 0 in panel data has a different meaning. For fixed T , the fixed k 0 can be regarded as a parameter. Theorem 2 shows that as n → ∞, k OLS → k 0 . For large T , k 0 increases with T , however, the distance between the estimate and the true value vanishes, i.e.
This consistency concept is different from the one in the standard textbooks. Sincê 
Theorem 3 Under Assumptions 1-4, as (n, T ) → ∞, we have the following results:
(a) when |ρ| < 1 and |λ| < 1, (a) when |ρ| < 1 and |λ|
(c) when |ρ| < 1 and λ = 1,
where 
When there is no break point
In this section, we discuss the consistency of the break fraction estimate when there is no break point, i.e., δ = 0. (a) when |ρ| < 1 and |λ| < 1,
(b) when ρ = 1 and |λ| < 1,
where S (τ ) and F (τ ) are defined in Theorem 1. 
and R (τ ) are defined below for each case.
With prob-
With probability 1, M * (τ ) > M * (0) and M * (τ ) > M * (1) for every 0 < τ < 1. 
First Difference Estimator
With individual effects, the panel regression model in Equation (1) becomes
.., T
for i = 1, ..., n. After the within transformation, Equation (7) becomes
We can see that although the within transformation wipes out T the fixed effects µ i , it creates new fixed effects η 1i and η 2i which are due to subtracting the average of the regressor in a different regime with a different coefficient. To solve this problem, one could interact the individual dummies with the time change dummy. However this method is infeasible without knowing the true change point k 0 . It implies that the parameters α 1 , α 2 , β 1 and β 2 cannot be identified using within estimation without knowing the true break date k 0 . Hence we focus on the FD estimator instead to wipe out the individual effects. Applying the FD transformation, Equation (7) becomes
where ∆y it = y it − y i,t , ∆x = x x and ∆u = u u . As we can see, the form of
it − i,t−1 Equation (8) ignoring this difference will not change the estimation result for a large T . We apply the least squares estimate using the FD data {∆y it , ∆x it } T t=2 to obtain k. Therefore, Equation (8) can be approximately written as
where γ 2 and δ 2 are the second elements in γ and δ, i.e., γ 2 = β 1 and δ 2 = β 2 − β 1 .
Let
′ denote the stacked data and error for individual i over the time pe-( ) riods observed. Stacking the data over all individuals, we get:
, DZ 0 ′ , and
All of these vectors are of dimension n (T − 1) × 1. Using this notation, The model in Equation (8) can be rewritten in matrix form as:
For any ( possible change point k, w ) e define the matrices DZ = (0,
, DZ ′ . The FD estimator, which depends upon k, is given by:
and the corresponding sum of squared residuals is given by:S
where SSR F D is the sum of squared residuals for the case of no break, i.e., k 0 = T and M DX = I − DX(DX ′ DX) −1 DX ′ . Similar to the argument for the OLS estimator in Section 3, the FD estimator of the change point is given bŷ
One can see that ∆x it = (λ − 1) x i,t−1 + ε it and ∆u it = (ρ − 1) u it−1 + e it are I(0) processes. This implies that first differencing will always transform the data into a case with stationary regressor and error term.
When a change exists
In this section, we show the consistency of the change point estimator and derive its rate of convergence when a break point exists, i.e., τ 0 ∈ (0, 1). After the FD transformation, the regressors and the error term will always be I(0) processes. For comparison purposes, let us discuss the result in the pure time series case, i.e., n = 1. 
Theorem 9 Under Assumptions 1-4, as
heorem 9 shows that the convergence speed of γ and δ
is always √ nT , whether the
regressor and the error term are stationary or nonstationary. ±7 and r ± for 10% and 5% significance levels, respectively. Confidence intervals for k 0 can be therefore constructed. δ 2 = β 2 − β 1 can bẽẽ stimated using δ . By Theorem 9, we know δ = δ 2 + o (1). ψ and ω can be estimated by
Theorem 10 Under Assumptions 1-4, for
∆x is ∆x it ∆û is ∆û it , where ∆û it is the residual from the FD regression. Similar to Lemma 16 in Baltagi et al. (2012) , it can be shown that
It means that Theorem 10 yields the same results by replacing δ 2 , ψ and ω with their consistent estimates. It is worth pointing out that we prove consistency and derive the asymptotic distributions of the FD estimator even when the regression is spurious, i.e., when the regressor is nonstationary with nonstationary error term. As one referee points out: This robust estimator of the unknown change point using FD could be useful in the context of testing for cointegration or no-cointegration in a panel data context. For example, after estimating the unknown change point using FD, one can split the data and compute the regression residuals from the sub-samples. Then one can use the mixture of residuals from the sub-samples to perform the usual residual based test for panel cointegration.
When a change does not exist
In the time series set-up, as shown in Theorem 5, the OLS-based estimator is inconsistent when ρ = 1. In fact, Nunes et al. (1995) and Bai (1998) show that there is a tendency to spuriously estimate a break point in the middle of the sample using the OLS-based estimator when the disturbances follow an I(1) process, even though a break point does not actually exist. This spurious break problem can be solved by using the FD-based estimator.
Theorem 11
Under Assumptions 1-3, in the pure time series case, where n = 1, and as T ,
Similarly, the FD-based estimator τ F D is also consistent in the panel data case. 
Finite Sample Performance
In this section, Monte Carlo simulations are conducted to study the finite sample properties ofk
We consider a simple model
where x it and u it follow an AR(1) process given in (3) and (4), respectively. λ and ρ are varied over the range (0, 0.2, 0.5, 0.8, 1) and σ 2 ε = σ 2 e = 5. The sample size T is fixed at 50, and n is varied over the range (1, 10, 50, 100) . For each experiment, we perform 1, 000 replications. We consider two cases: δ = 0 when there is no break point; and δ = 0.2 when there is a break point in the sample at k 0 = 15 and 35. For each replication, the break point is estimated using OLS and FD.
Due to limited space, we only present the results of cases for (λ = 0, ρ = 0), (λ = 0, ρ = 1) and (λ = 1, ρ = 0) and (λ = 1, ρ = 1) and provide the rest of these results in the appendix available in the working paper version of this paper. Basically when the values λ and ρ are small, the findings are similar to the value of 0. Similarly, when the values λ and ρ are large, the findings are similar to the value of 1. Overall, for all these λ and ρ combinations, we find the same conclusion reported in the paper: The FD estimator remains robust to all cases considered.F igures 1-4 show the empirical distributions of k OLS and k F D . When there is no break point, the highest probability mass of k occurs at both tails for (λ = 0, ρ = 0) and (λ = 1, ρ = 0). Thê highest probability mass of k OLS occurs at the right tail for (λ = 0, ρ = 1). However, the mass of the distribution is more concentrated in the middle than in the tails for (λ = 1, ρ = 1). It means that a spurious break still happens in panel data, even for a large n. When there is a break point at k 0 = 15 or 35, the estimator is not concentrated around the true break point when n = 1 except the case (λ = 1, ρ = 0). As n increases, the estimate of k is improved with the increase in the number of cross-sectional observations n. This indicates that in the panel data set-up, if the crosssectional dimension is large, the weak signal can be strengthened by the repeating regression across the cross-sectional dimension. This argument is similar in spirit to the argument of establishing consistency for the panel spurious regression, see for example Phillips and Moon (1999) and Kao (1999) . It is worth pointing out that the empirical distribution is not symmetric for k 0 = 15 and 35 except for case (a) in Figure 1 . Our simulations suggest that Theorem 4 makes predictions about finite sample behavior that are reasonable.Ŵ hen there is no break point, the highest probability mass of k F D occurs at both tails for all combinations of λ and ρ. Different from k OLS , the spurious break problem does not appear for (λ = 1, ρ = 1). When there is a break point at k 0 = 15 or 35, the estimator is concentrated around the true break point as n increases. Moreover, the estimate of k using FD converges to the true break faster than the one using OLS except for the cointegration case.
To investigate the effect of cross-sectional dependence, following Kim (2011), we consider the following model there is serial correlation and cross sectional dependence, among other things. In this paper, we only focused on robustness with respect to serial correlation. Deriving the asymptotic properties of the change point estimate by allowing for cross-sectional dependence is an interesting research question, however, we believe it is beyond the scope of this paper. From our limited Monte Carlo results, we know that the FD may do more harm than good if we allow for strong cross-sectional dependence. In fact, our limited experiments indicate that the FD estimator of the change point is not robust with respect to strong cross-sectional dependence generated by a factor structure. A thorough investigation for this problem is needed following the work of Kim (2011 Kim ( , 2014 ).
Conclusion
In this paper, we discuss the estimation and inference of the change point in a panel regression not knowing whether the regressor and error term are stationary or nonstationary. Also, the change point may be present or not present in the model. We consider the change point estimation using 
