We propose a method for extracting hierarchical backbones from a bipartite network. Our method leverages the observation that a hierarchical relationship between two nodes in a bipartite network is often manifested as an asymmetry in the conditional probability of observing the connections to them from the other node set. Our method estimates both the importance and direction of the hierarchical relationship between a pair of nodes, thereby providing a flexible way to identify the essential part of the networks. Using semi-synthetic benchmarks, we show that our method outperforms existing methods at identifying planted hierarchy while offering more flexibility.
I. INTRODUCTION
As Herbert Simon argued [1] , the discovery of hierarchical structure from networks-for instance in the form of community structure [2] [3] [4] [5] , core-periphery structure [6, 7] , or network backbones [8] [9] [10] -has been one of the fundamental challenges in the study of networks and complex systems. Although many approaches have been developed and applied to techno-social [5, [11] [12] [13] , ecological [14] , and biological systems [15] , most efforts are limited to the analysis of unipartite networks, where networks with only one node type is considered.
However, a large fraction of real-world networks are either bipartite or derived from underlying bipartite networks [16] . For instance, unipartite social networks are commonly derived from bipartite networks of people and social groups [17] [18] [19] [20] ; entity-tag networks are often projected to create similarity networks between entities [15, 21] . Given that one-mode projection can destroy critical information in the original bipartite network [22, 23] , ability to fully leverage structure information in a bipartite network is critical for network science.
Here, we focus on the problem of extracting a 'network backbone'-a sparse representation of the original network that captures the most important connections [8] [9] [10] . We extend the notion of the backbone and propose a method to extract a hierarchical network backbonewhich takes the form of DAG (Directed Acyclic Graph)that captures connections that not only are structurally important, but also document strong hierarchical relationship. In contrast to the most existing backboneextraction methods, our approach leverages the under-lying bipartite network structure to infer hierarchical relationships between one of the node sets. We use an intuitive heuristic to estimate the direction and strength of the hierarchical relationships between a pair of nodes in the network, addressing some of the weaknesses of the existing approaches [24] [25] [26] [27] .
Let us explain the intuition behind our approach with an example. Imagine a scientist, for whom we are picking disciplinary keywords from a hierarchically organized ontology. If we pick "Statistical Physics" as their research area, it means that their research can also be described as "Physics". One of the implications of this ontological relationship is that hierarchically related keywords are likely to co-occur. Meanwhile, note that we can also expect, not only the co-occurrence, but also an asymmetry in the conditional probability of observing these keywords. That is, although "Physics" is a valid keyword for everyone with "Statistical Physics", the converse is not true because there are many subdisciplines (e.g. "Optics") in physics. In other words, thanks to the ontological relationships between these keywords, for a pair of ontologically related keywords, we expect to see (i) significant co-occurrence as well as (ii) a strong asymmetry in the conditional probabilities of the co-occurrences. Our approach leverages these two observations to identify hierarchical relationships and quantify their strengths.
II. RESULTS AND DISCUSSION

A. Hierarchical backbones
Let us consider a bipartite network B in Fig. 1a , which consists of two sets of nodes: O (objects) and T (tags). Our objective is to extract the hierarchical relationships between tags T , although the approach is in principle ap-arXiv:2002.07239v1 [cs.SI] 17 Feb 2020
) An illustration of our approach. A user-tag bipartite network is displayed as a set cover, where two tags u and v have a hierarchical relationship u → v. As we expected, u and v co-occurs more frequently than expected, and there is an asymmetry in the conditional probability: P (u|v) > P (v|u). (c) The illustration of our method. First, we measure the z-score of the observed co-occurrence between tags N obs (u, v) and remove the edges if the z-score does not exceed a threshold z th , obtaining G pruned . (d) We then calculate the hierarchical strength αu,v for the remaining edges and threshold with α th . (e) Optionally, we make the backbone parsimonious by eliminating redundant edges.
plicable to either set of nodes. Imagine a pair of tag nodes u ∈ T and v ∈ T that possesses an implicit hierarchical relationship, where v can be considered as a sub-category of u, denoted as u → v. Then, we expect that, (i) N (u, v), the number of nodes in O that are connected to both u and v in the bipartite network, is significantly larger than the expected co-occurrence E (N (u, v)) computed from an ensemble of degree-preserved random bipartite networks (co-occurrence), and (ii) P (u|v) P (v|u), where P (u|v) = N (u,v) N (v) , which also implies that N (u) > N (v) (asymmetric conditional probability). Figure 1a ,b illustrate a simple example.
Our method begins with a one-mode projection of bipartite network B onto tag nodes, which produces G, a unipartite network of tags (see Fig. 1c ). From G, we filter out the insignificant connections between tag nodes (condition (i)) by using z-score of observed co-occurrence N (u, v) in B from the probability distribution of expected co-occurrences [27] . Assuming the bipartite configuration model where degrees are preserved, the probability distribution of expected co-occurrence follows a hypergeometric distribution, yielding
where m is the expected number of co-occurrences, σ is its standard deviation, and |O| is the number of object nodes in B. We remove connections between u and v in G if
where z th is a threshold parameter. From the resulting G pruned , we estimate the hierarchical strength and direction between each pair of nodes by using the following functional form:
where P (u|v) and P (v|u) are the conditional probabilities defined above and f (k u , k v ) is a function that takes into account the importance of u and v in terms of their degrees k u and k v in G pruned . Here, we adopt f (k u , k v ) = min(ku,kv) kmax (where k max is the maximum degree in G pruned ) to preferentially extract the large-degree nodes, arriving at the following formula:
where α u→v > 0 indicates u → v. We interpret the magnitude of α u→v as the strength of the hierarchical relationship. The hierarchical backbone G HB of tag nodes in Fig. 1 is constructed by collecting edges with α ≥ α th . G HB is always a directed acyclic graph (DAG) because a node's position in the hierarchy is determined by its degree N (u). As we include more edges in the backbone (a smaller value of α th ), the extracted backbone would contain more redundant edges. For instance, given the true hierarchical relationship u → v → w, it is likely to see not only u → v and v → w, but also u → w. Hence, we add an optional procedure of making the hierarchical backbone G HB parsimonious, removing the redundant edges that connect two nodes that are indirectly connected.
B. Evaluation
We first evaluate the performance of our method using semi-synthetic benchmarks, adopting the strategy from a previous study [28] . To create benchmark networks, we use the currently documented hierarchical relationships from the Gene Ontology (GO) [29, 30] where gene products (O) are tagged with GO terms (T ). GO terms are classified into three domains: "Biological Processes (BP)", "Cellular Components (CC)", and "Molecular Functions (MF)". Each GO term belongs to one of the domains and connected to its parents through three possible types of relations: "is a", "part of", and "regulates". The reference hierarchical networkH is extracted by gathering the GO terms belonging to the MF domain and all the edges that belong to either "is a" or "part of" types.H, which is a DAG, consists of 11,078 GO terms and 13,773 directed edges between them. From this reference hierarchy network, we generate an ensemble of synthetic bipartite networks based on the assumption that the related GO terms inH would appear more frequently together in the same gene product [27] . For each generated bipartite network, we first prepare N (N varies from 10, 000 to 500, 000 in our experiments) virtual gene products. For each gene product, we set the number of GO terms to be assigned by choosing a random number uniformly between 3 and 5, and randomly choose a 'reference' GO term for the gene product. To assign the remaining GO terms, we either randomly pick a GO term from the all possible set of GO terms (with probability 1 − P RW ) or perform a random walk from the reference GO term (with probability P RW ). Each random walker, starting from the reference GO term, walks s steps onH, ignoring the directions of the edges, where s is uniformly chosen between 1 and 3. We attach the GO term where the random walker arrives at the gene product. By repeating the same process, we obtain a bipartite network between the virtual gene products and GO terms. We make 20 ensembles for each N and evaluate our method with existing baselines [27] across N and P RW parameters.
The baseline algorithm A [27] utilizes a projected GO term network with weights given by co-occurrence. It detects hierarchical relations by computing z-score for cooccurrence between two GO terms and merge fragmented DAGs using the order of entropy of incoming weights for each local root. The algorithm B [27] employs eigenvector centrality on the weighted GO term network used in algorithm A. The predicted edges of these baseline algorithms and ours are compared to the reference GO term hierarchy. We use two types of comparisons: (i) edge-based comparison that directly compares whether each predicted edge exists in the reference GO DAG, and (ii) path-based comparison that checks whether each node pairs that are predicted to be connected are connected in the DAG through either a direct edge or a path.
The evaluation demonstrates that our method outperforms the baselines in almost all cases (see Fig. 2 ). The only exception where the baseline outperforms is when N = 500,000, where most information was given. When data is sparse, our method reliably outperforms the others. The pattern is similar when we use the path-based evaluation, where our method outperforms others in all cases.
As we establish our method's excellent performance in the semi-synthetic benchmarks, let us investigate the Gene Ontology (GO) hierarchy to examine the possibility of augmenting the existing ontology by identifying undocumented hierarchical relationships. To do so, we merge the GO annotation datasets of 13 species (See Text S1 and Table S1), where each of the gene products is characterized by the GO terms assigned by experts, creating a bipartite network of gene products and GO terms. From this bipartite network, we extract the hierarchical backbone for Molecular Function (α th = 0.03; see Fig. 3a ) and Cellular Component (α th = 0.06; see Fig. 3b ).
We show two types of edges: the black edges are those that exist both in the GO term hierarchy and in the edge set discovered from our method; the pink, augmented Quantitative evaluation with semi-synthetic benchmarks, where we vary the sample size N and the random walk probability PRW, demonstrates that our method (HB) outperforms the baselines in almost all cases, particularly when the data is sparse (smaller N and smaller PRW). "Edge" refers to the edge-based comparison where we only consider the existence of a predicted edge as a true positive; "Path" refers to the path-based comparison where we also consider the existence of an indirect path between the nodes that are predicted to be hierarchically connected as true positives too. We measure (a-c) true-positive rate (TPR) with respect to falsepositive rate (FPR) and (d-f) precision-recall curves with varying sample size N in (a-d) or PRW in (e-h). We generate baseline results with existing methods with tuned parameters used in the original paper [27] , and thus all measures are shown as points.
edges are those that are identified by our method but not currently in the Gene Ontology. Our method organically discovers many biologically meaningful hierarchical relations-such as the edge between ATP-binding and Nucleotide-binding edge (See Fig. 3(a) ) and the nucleuscytosol relationship (See Fig. 3(b) )-based on how gene products are annotated. Taking a closer look into the backbone of Molecular Functions, which describes protein and enzyme functions, We distinguish those that are also observed as paths in GO term ontology (roughly 25% of links) and those that are not connected in the GO term ontology. Node size corresponds to how many gene products are tagged with it. Colors represent network communities [3] found in the backbone.
we find that the 'Nucleotide binding', 'DNA binding', and 'ATP binding' lie at the center of the backbone and acquire many edges pointing to more specific bindingrelated functions. ATP requirement for protein binding, protein kinase, and ATP-dependent enzymatic activities have been well documented [31] [32] [33] and are clearly represented in the relationship that extends out of the two main clusters. The 'DNA binding' connects to specific terms involving DNA, including 'chromatin binding', 'transcription control', 'nuclease activity', and 'transcription factor binding'. In particular, note that 'ATP-dependent DNA helicase activity' [34] connects the 'DNA binding' cluster to 'ATP binding'. The relationships between metabolic enzymatic activities are clearly present in the network too. In the augmented hierarchy, 'Catalytic activity' is connected to 'Hydrolase activity', as well as 'Oxidoreductase activity' clusters. Metal ions are commonly used to catalyze these enzymatic processes for metabolism and the maintenance of cellular redox status [35, 36] , which is captured by the proximity of the 'Metal ion binding' cluster to these processes in the network.
The hierarchical backbone of the Cellular Component also reflects the cellular organizations well and captures nonexistent yet meaningful relationships between GO terms. Our hierarchical backbone connects the 'Nucleus' cluster (blue) to many components found within the nucleus but not documented in the Gene Ontology, including 'Chromosome', 'Nuclear matrix', 'Kinetochores', and 'Nucleolus'. The 'Cytosol' (orange) and the 'Cytoplasm' (green) also acquire many edges in our algorithm; Although one may consider that they describe the same cellular compartment, nuanced differences-which originates from the process of GO annotation-are captured in the hierarchical backbone. The hierarchical backbone reveals that the 'Cytosol' cluster primarily describes the parts relevant to the cell division process, ranging from the breakdown of the nuclear envelope, distribution of cytoplasmic cell granules, to the role of the actomyosin contractile ring during cytokinesis. Meanwhile, the 'Cytoplasm' cluster describes the cytoskeletal components involved in cell polarity, morphology, and movement. The cell membranes are clustered as a group linking the cytosol and cytoplasm clusters, which highlights the membrane-based compartmentalization of many intracellular components in the cytoplasm/cytosol of the cell (Golgi apparatus, endosomes, endoplasmic reticulum, lysosomes, phagocytic vesicles, etc.). As shown in these examples, the detected hierarchical backbone reveals meaningful ontological relationships between GO terms that are not present in the ontology but reflected in how the GO terms are used in the annotation practice. We, therefore, argue that our method can potentially aid the process of building complex ontologies by suggesting ontological relationships from data.
We then apply our method to a user-skill bipartite network dataset from LinkedIn, an online professional networking service [37] . From the LinkedIn users who identify themselves in the "computer software" industry on their profile and listed at least two skills, we sample about 340,000 users and their skills. To remove skills that are too rare or erroneously typed, we dropped skills that appeared less than 100 times in our dataset, which left us with 6,736 skills.
We present several parsimonious hierarchical backbones across different α th in Fig. 4(a) (we keep z th = 20 throughout the analysis). At the early stage, our method identifies general, high-level skills such as 'Management', 'Sales', and 'Software'; addition of more edges gradually reveals a complex, nuanced structure in the space of skills. Delving into the hierarchical backbone shown in Fig. 4(b) uncovers how the common skills in the software industry are organized. For instance, it discovers the cluster of web-related skills (purple), which contains clusters of skills such as front-end (e.g., 'Javascript', 'PHP', 'AJAX', and 'CSS') and databases (e.g., 'Oracle database' and 'Microsoft SQL server'). Another major cluster (green) features skills related to the computer systems (i.e., 'Linux', 'maintenance', and 'networking'), hardware (i.e., 'embedded systems' and 'x86') and ana-lytical algorithms (i.e., 'machine learning'). Management skills are clustered into three communities on the right side. The blue community, located below in the backbone, exhibits traditional core skills on running a company, especially for human resource and finance, whereas the pink community is comprised of the skills for marketing, sales, service, and support, which follow traditional categories of functions in management [38] . The brown community, located at the top, holds other general miscellaneous management skills. Moreover, we found that the two clusters that connect the management clusters and software development clusters are well-matched with the two new emerging functions in organizations [38] : (i) the yellow cluster bridges the software development with the service & support, with the skills such as 'Agile methodologies', 'testing', and 'communications', and (ii) the orange cluster connects different parts of the management sectors, which is often referred as "customer success management" in business literature [38] . As illustrative examples, we sample four skills and their local hierarchical structures (ego-network) in Fig. 4(b) . In sum, the hierarchical backbone of the software industry skills successfully captures detailed ontological relationships between skills purely from the bipartite network structure. In doing so, the backbone also reveals common roles in software firms, as well as confirming recent trends in the organizational structure.
III. CONCLUSION
In this study, we propose a method to extract a hierarchical backbone from a bipartite network by leveraging how implicit hierarchical relationships manifest in the bipartite network. We show that our method consistently outperforms existing baseline methods by using semi-synthetic benchmarks that are derived from GO term hierarchy. The application of our model to two real world datasets-the Gene Ontology and a professionalskill network data from LinkedIn-demonstrates that the method can extract important hierarchical relationships from organically generated object-tag bipartite network datasets, demonstrating the promise for automatic creation or augmentation of ontologies in various domains.
There are several limitations of our study. Our model requires the choice of two threshold parameters z th and α th , and it is not yet fully understood how optimal parameters can be determined. The method depends on certain assumptions on how tags are connected to the objects and thus may not work properly when the assumptions are not valid. Also, because our method relies on a few heuristic, a principled statistical formulation of the problem may produce better results.
Nevertheless, we argue that our method can be a practical tool for extracting a hierarchical or ontological structure that is implicitly encoded in the object-tag bipartite networks. Our method can also be combined with other network analysis methods, such as community detection, as shown in the examples in our study. As numerous datasets can be described as bipartite networks, and because one-mode projection of such structure destroys crucial information, we argue that it is critical to develop methods that fully leverages the implicit infor-mation in the bipartite networks. Our method may open up new ways to understanding hierarchical organization of complex networks in many fields and can be leveraged to create or augment hierarchical ontologies. ACKNOWLEDGEMENT We thank Haixu Tang and Irene Newton for helpful discussion. This material is in part based upon work supported by the Air Force Office of Scientific Research under award number FA9550-19-1-0391.
IV. APPENDIX
A. Gene Ontology and annotations
Gene Ontology
In this study, we use Gene Ontology database and annotation datasets for 13 species provided by Gene Ontology Consortium [39] . Gene Ontology (GO) is a structured vocabulary to express specific functions of genes from different organisms [40] . Gene Ontology Consortium provides up-to-date GO database which contains a set of GO terms and relations to other GO terms. GO terms are classified into three categories: biological processes (BP), cellular components (CC), and molecular functions (MF). Each GO terms should belong to one of three classes. The GO terms also have hierarchical relations to its parents with one of three types: "is a", "part of", and "regulates". We downloaded Gene Ontology database released at 06 Jan. 2018 and constructed a directed acyclic graph from hierarchical relations with two types: "is a" and "part of". There are 4,157 GO terms with 8,227 relations in cellular components, 11,154 GO terms with 14,031 relations in molecular functions, and 29,691 GO terms with 73,231 relations in biological processes.
Annotation datasets
This consortium also provides annotation datasets of individual species, where gene products are annotated with GO terms to represent normal functions of each gene product. We selected 13 species in the GO consortium [39] which has more than 1,000 gene products. For analysis, we excluded database for multi-species and mammals. The table I shows 13 species with size of gene products, annotated GO terms, and the release date. Annotation datasets of 13 species are provided in the archived GO consortium website now [41] .
