For phased and adaptive arrays of antennas, an optimal arrangement of antenna elements is essential to avoid grating lobes in the visible angular region of the array. Large sidelobes cause degradation in signal-to-noise ratio; grating lobes, in the worst case, cause malfunctions. One method of evaluating sidelobe level is square integration. For a given set element positions, evaluation by square integration of the sidelobes involves Fourier transform and numerical integration. For faster evaluation, we developed an equivalent transform algorithm that requires no numerical Fourier transform or integration. Using this new algorithm, we introduced a fast trial-and-error algorithm that iteratively applies random perturbation to the array, evaluates the function, and minimizes it. A number of separate runs of this algorithm have been conducted under the constraint of 3-fold rotational symmetry for stability. The optimal output, for which the function is minimized, is a uniformly spaced equilateral-triangular-type arrays that, unfortunately, has unwanted grating lobes. However the algorithm also yields variations trapped at local minima, some of which do not have grating lobes and whose sidelobe peaks are sufficiently low within a wide angular region. For the case N = 12, a characteristic triagularrectangular-type array often arises, which has not only better sidelobe properties as evaluated by square-integration and peak sidelobe, but also sufficient element-to-element clearance. For the case N = 36, one of the results achieves a peak-sidelobe level of −8 dB, with a minimum elementto-element separation of 0.76 wavelength.
Introduction
Antenna array are used for various purposes, such as to selectively retrieve significant radio signals from background interference, and to concentrate transmission energy in a certain direction. In any such scenario, the spatial response is an essential component of an antenna array. Large sidelobes within the angular region of interest can make selective retrieval difficult. Grating lobes-a special case of sidelobes-can cause selective retrieval to fail altogether between these directions and the mainlobe. Sidelobes or grating lobes can also cause signal energy to leak. It is therefore important that undesired sidelobes, including grating lobes that arise in a uniform array, should be reduced to avoid such degradations.
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a) E-mail: knish@nipr.ac.jp DOI: 10.1587/transcom.E92.B.3228 the elements. However, suppressing sidelobes in a direction causes an increase in overall white Gaussian noise. In addition, grating lobes cannot be controlled separately from the main lobe. It is therefore necessary to optimize element positions to avoid grating lobes and large sidelobes within the visible angular region. In an application where the main lobe is steered within a wide angular range, optimization becomes difficult because the angular region from which we have to clear grating lobes widens. Among early works on this topic, King [1] discusses some classes of arrays whose elements are systematically unequally spaced, in logarithmic patterns or patterns based on prime numbers or arithmetic progressions, all in one-dimensional (1D) space.
An array with uniformly spaced elements, at an interval of a half wavelength or less from one another, is one possible solution to the optimization problem, as it does not have grating lobes in the visible angular region. However, because of electromagnetic coupling, this type of array is not suitable for most applications. Therefore, sufficient spacing between each antenna and low sidelobe level with a wide angular coverage must still be simultaneously satisfied.
An array with randomly spaced antenna elements is another possible solution to the optimization problem. Lo [2] , Steinberg [3] , [4] , and Donvito [5] have statistically investigated the sidelobe level of this type of array. Regardless of its simple scheme, this type of array is not practical if the position of elements is unrestricted. One possible approach introduced by Fante [6] to mitigate electromagnetic coupling between elements in a random array is to remove an element when it is closer to another element than a particular threshold. Although this method is effective for an array with a large number of elements, it is not easy to implement unless the is compact in size. In addition, the performance of such an array cannot be regarded as optimum.
An array whose antenna elements are thinned by alternative means is another possible solution of the optimization problem. Holm [7] describes some two-dimensional (2D) array layout optimized with a linear programing algorithm. Murino [8] and Trucco [9] present iterative optimization methods based on certain criteria; their methods are similar to that of this paper except for the evaluation function. Haupt [10] , [11] and Bray [12] present genetic algorithms (GAs). Pierro [13] examines some classes of deterministic aperiodic arrangement such as Penrose tiling.
We introduce a simple function to evaluate the beam pattern and propose an algorithm to generate arrays with Copyright c 2009 The Institute of Electronics, Information and Communication Engineers low-peak sidelobes within a wide angular range and with sufficient antenna interval [14] . For arrays with a large number of antennas, we also propose a fast algorithm that evaluates antenna spacing. We describe some resulting arrays and show their optimality with certain criteria. This paper is organized as follows. Section 2 defines a system model based on element positions and beam patterns. Section 3 describes a method for evaluating sidelobe levels, which involves square integration. Section 4 introduces an alternate, faster but equivalent method for evaluating sidelobe levels, which uses the potential function method. Section 5 introduces a simple trial-and-error optimization algorithm to evaluate antenna spacing. Section 6 discusses case studies and the properties of the arrays that result from use of these algorithms. Section 7 presents our conclusions.
System Model
In this study, we treat a planar array defined in a twodimensional space (x, y) that is normalized as
where X and Y are physical lengths, and λ is the wavelength. A plane wave observed at normalized antenna position (x, y) that arrives from direction (zenith angle, azimuth) = (θ, φ) is described as a complex signal
where x = (x, y) t and η = (sin θ sin φ, sin θ cos φ) t . Note that η = (0, 0) t is the direction perpendicular to the planar array. The visible region of an array from a zenith angle θ = 0
• to 90
• corresponds to |η| ≤ 1.
Employing the 2D delta function defined by
where f (x) is an arbitrary continuous function, we have an antenna distribution function
where x n is the position of the n-th antenna. To examine the array response, we define an antenna function that describes an array steered to a desired direction η d as
where the superscript * denotes a complex conjugate. The output of the antenna array a(x, η d ) with incident signal c(x, η i ), which arrives from a certain direction η i , is 
The output becomes maximum at 
Hereafter, b(η) is also referred to as a beam function. By these equations, we also have a response b 0 (η) such that
When the main beam is steered to direction η in (5), the corresponding beam function is
Then, the visible region for b 0 is given by
If we allow the main beam direction η to steer within 0 ≤ θ ≤ θ s , the entire visible region becomes
In particular, when η is allowed to steer within all possible directions 0 ≤ θ ≤ π/2, the entire visible region for b 0 becomes |η| ≤ 2.
Therefore, grating lobes and sidelobes of b 0 (η) are to be considered within these regions. Figure 1 is the visible region in η-space. The smaller solid circle (R = 1) shows the horizon where the main beam is aimed at the zenith.
Method for Evaluating Sidelobe Levels Using Square Integration
The objective of this study is to design arrays that do not have grating lobes and unnecessarily large sidelobes within certain angular regions of interest. We refer to this region as D defined in η-space. D is defined on an application basis. To evaluate the performance of an array, we introduce a mean-square function in D. Note that this criterion also minimizes the average power of incident noise from a given angular space. Thus, the evaluation function is defined as
Using a weight function Ψ(η) as a integral kernel, the evaluation function is redefined as
where
In this study, we define a donut-shaped region as D,
where R 1 and R 0 are the radii in η-space corresponding to the mainlobe region and the entire visible region, respectively. By setting the weight to 1 within D and to 0 elsewhere, we obtain a donut-shaped weight function Ψ(η) as shown in Fig. 2 . The cavity with radius R 1 is set to exclude the mainlobe from the sidelobe evaluation function. Since R 1 does not sharply affect the output, we set it to the empirical value of 0.1 in the following analyses.
Alternate, Faster Method for Evaluating Sidelobe Levels Using the Potential Function Method
To evaluate an array using the evaluation function (16), numerical Fourier transform and numerical integration are required for each time. This time-consuming procedure is not suitable for array optimization, which uses an iterative scheme. In this section, we derive a fast evaluation algorithm that is equivalent to square integration. The mean-square function for the sidelobe region (16) introduced in the previous section, is restated as . R 0 and R 1 should be set to the size of visible region and mainlobe region, respectively.
Fig. 3
The relationship between the weight function and the beam patten defined in the beam-space, and the potential function and antenna position defined in the antenna-space. Symbols "×" and " * " indicate multiplication and convolution, respectively, of two functions. We obtain the same evaluation from the same antenna array with either representation.
According to Parseval's theorem, squared integration in (19) is a preserved quantity for Fourier transform and is written as a function in x-space using convolution * as
where ψ(x) is the 2D Fourier Transform of Ψ(η):
where J 1 is Bessel's function of the first order. We call ψ(x) the potential function that determines the relative position of elements. Figure 3 shows the relationship between these functions. This ψ(x) is a two-dimensional real function of radial distance, in polar coordinates, around the element shown in Fig. 4 . Therefore, the evaluation function calculated at each iteration holds 
The integration in (24) can be considered as the autocorrelation function of a real function ψ(x). An autocorrelation of a function and the squared absolute of its Fourier transform constitute the following Fourier transform pair:
Since the function Ψ(η) is defined by (17), the squared absolute is
We can thus conclude
The evaluation function (24) is now restated as
on condition that
Equation (28) has neither Fourier transform nor integration, and so can be calculated much faster than the original expression, but provides the identical result. Based on (28), the minimization algorithm can be made much faster by means of the steepest descent method. Figure 5 schematically illustrates the concept based on a two-antenna model.
A Trial-and-Error Optimization Algorithm
We introduce a simple trial-and-error array optimization algorithm using the evaluation scheme discussed in the previous section to show how the mean-square evaluation function works. In this section, we use the collective notation X to represent a set of antenna positions (x 1 , · · · , x n ) with which an antenna distribution function can conveniently be written as
This algorithm consists mainly of perturbations, evaluations, and updates. At each iteration, the algorithm first suggests a temporary position X such that X (temp) = X (i−1) + ΔX where X (i−1) is the antenna position determined at the previous step and ΔX is a small random perturbation. Second, the algorithm calculates the evaluation E (temp) is calculated by (28) in terms of the temporary distribution a 0 (X (temp) ). Third, the algorithm adopts a candidate set of positions X (temp) as X (i) if E (temp) is better than the previous E (i−1) , or discard it otherwise. In these processes, the standard deviation of ΔX is diminished if no update is made during a couple of iterations. These processes are repeated until the evaluation E is assumed to be minimized.
In a real implementation, the series of processes from perturbation to update/discard should be made for each element separately to reduce the probability of discard for a better convergence. The steps of this algorithm are as follows:
Initialization part: (Do only the first time)
1 Set the initial position to X (0) = 0.
2 Calculate the initial evaluation by (28).
Iteration part:
for ith iteration for nth element 1 Impose random perturbation Δx n on top of the previous position such that x
2 Calculate the evaluation by (28).
3 Set or discard the temporary position according to E (temp) .
end for end for Figure 6 shows the algorithm flow. Figure 7 shows the convergence property obtained for the case of a 120
• rotational symmetric 12-element array that is discussed in Sect. 6. Since the optimization is performed using random perturbation to evolve the array geometry, the resulting arrangement differs every time. Properties of the resulting array are discussed later.
For evaluating the position of antenna 2, the potential function formed only by the other antenna is assumed, and vice versa. In this case, antennas 1 and 2 descend the potential curves. Finally, the two antennas (and the potentials simultaneously) approach each other and stop when they find the minimal points of the potentials. 
Resulting Arrays
First, we show the basic behavior of our evaluation scheme and algorithm with simple models. We discuss 12-element arrays under the constraint of 3-fold rotational symmetry, which has the degrees of freedom of 4 elements. In the initial state, all elements are at the origin. To realize a 3-fold symmetric 12-element array, only 4 elements are taken into account and are tripled at every 120
• around the origin before evaluation.
Let N denote the number of elements. We conducted 10,000 separate optimizations for the case N = 12. Figure 8 (left) shows the most frequenct result. This type of array has a minimum mean-square response that corresponds to the global minimum of the optimization problem. However, equilateral-triangular-type arrays have grating lobes and are not suitable for wide-scanning array applications. Figure 8 (right) shows the next most frequent result. This solution should be at a local minimum of the problem. This triangular-rectangular-type array yields much a better beam pattern than does the equilateral-triangular-type array. It does not have grating lobes within the visible region and has sufficiently low sidelobes around the mainlobe.
To compare these arrays, we introduce the following quantitative evaluations: peak sidelobe, minimum distance between antennas, and mean-square sidelobe. Figure 9 shows a scattering diagram of the peak and mean-square sidelobe response of each result. The equilateral-triangulartype array distributes its peak/mean-square points around the top-left corner of the diagram. The top of the Y axis (peak sidelobe = 1.0) correponds to grating lobe, which is the same level as main lobe. The bottom-left corner is the best point in terms of both peak and mean-square evaluation. Based on this criterion, the triangular-rectangular-type array shows superior performance. Figure 10 shows a scattering diagram of peak vs. minimum distance between antennas. Sufficient clearance between antennas is important for a real implementation, to avoid degradation of performance because of undesired electromagnetic coupling. Based on this criterion, the triangular-rectangular-type array also shows superior performance.
We also tried separate 10,000 optimizations for the case N = 36 with 3-fold symmetric constraint. R 0 and R 1 are set to 1.0 and 0.1, respectively. Figure 11 shows three selected results. Figure 12 shows plots of peaks and minimum distances. The points in Fig. 12 scatter in a more complex form than those in Fig. 10 , due to the larger degrees of freedom. Although, in the diagram, arrays plotted at the bottom-right corner are preferable, the corner cannot be uniquely identified. The array at the left panel of Fig. 11 has the largest peak sidelobe (0.279) and largest minimum distance (0.823) within the three examples. The array at the right panel has the smallest peak sidelobe of 0.152 (−8.18 dB) and smallest minimum distance (0.767) of the three. The results show effective tradeoffs between the two evaluation factors. 
Conclusions
The potential function method, which effectively describes the relationship between the weighting function for spatial response and element positions, is useful for evaluating an array multiple times. Although square integration itself does not perfectly evaluate an array, the proposed algorithm generates good results as it falls to a local minimum. Some of the arrays, thus, make effective tradeoffs between low-peak sidelobes and large element-to-element separations. Those arrays that placed on the edge of the scatter diagrams of these evaluation factors form sets of optimal arrays in this respect although, in principle, it is impossible to select only one of them as optimum without specifying its application. For large-array applications, in the future, a more systematic algorithm is needed to avoid time-consuming multiple runs.
