Abstract: This article systematically reviews techniques used for the evaluation of classification models and provides guidelines for their proper application. This includes performance measures assessing the model's performance on a particular dataset and evaluation procedures applying the former to appropriately selected data subsets to produce estimates of their expected values on new data. Their common purpose is to assess model generalization capabilities, which are crucial for judging the applicability and usefulness of both classification and any other data mining models. The review presented in this article is expected to be sufficiently in-depth and complete for most practical needs, while remaining clear and easy to follow with little prior knowledge. Issues that receive special attention include incorporating instance weights to performance measures, combining the same set of evaluation procedures with arbitrary performance measures, and avoiding pitfalls related to separating data subsets used for evaluation from those used for model creation. With the classification task unquestionably being one of the central data mining tasks and the vastly increasing number of data mining applications  not only in business, but also in engineering and research  this is expected to be interesting and useful for a wide audience. All presented techniques are accompanied by simple R language implementations and usage examples, which  whereas created to serve the illustration purpose mostly  can be actually used in practice.
Introduction
Classification is one of fundamental cognitive processes used to organize and apply our knowledge about the world. It is common both in everyday life and in science, engineering, or business, where we might want to classify customers, employees, transactions, stores, factories, devices, documents or any other types of instances into a set of pre-defined meaningful classes. It is therefore not * E-mail: p.cichosz@elka.pw.edu.pl surprising that building classification models by analyzing available data is one of central data mining tasks that received more research interest and found more applications than any other task studied in the field [1, 2] . This results not only from its practical utility and extremely wide applicability, but also from its particularly simple and almost ascetic formulation that makes it possible to notice and address several issues common for the whole area of data mining in a clean, unobtrusive context. One of such issues of unquestionable general significance that are particularly convenient to study in the context of classification is model evaluation. If we agree to view model creation as the essence of data mining, we should consequently consider model evaluation as its closest companion, providing both guidance throughout the modeling process and final quality assessment.
A data mining model can be considered a computationally represented chunk of knowledge discovered from data that can be used to answer questions about the domain from which the data comes. Classification models represent knowledge about the relationship between the classes to which data instances are assigned and their attribute values, and therefore can be used to predict the unknown class of arbitrary new instances from the same domain. The purpose of evaluation is to estimate how good predictions can be expected. However simple it may appear, there are several possible criteria of prediction 'goodness' as well as many subtle difficulties in producing such reliable estimates. The former is addressed by performance measures that assess the model's performance on a particular dataset, and the latter by evaluation procedures that apply them to appropriately selected data subsets so as to produce reliable estimates of their expected values on new data.
Motivation
With evaluation techniques for classification models being so essential for data mining activities, one should expect them being more than adequately covered in numerous existing books, articles, and online tutorial materials to make justifying another text on this topic totally impossible. It is not quite the case, though. While many brilliant publications exist, providing both original contributions and surveys, they are either focused on presenting theoretical and experimental research results with little or no practical guidance, or discuss evaluation techniques in an oversimplified or superficial form. The former is usually the case for scientific papers and the latter for textbooks and tutorials. In effect, while most performance measures and evaluation procedures discussed in this article are apparently widely known, model evaluation tends to be treated too lightly in many data mining projects. This results in failing to evaluate those aspects of model quality that are truly important for a particular application or unreliable (usually overoptimistic, not surprisingly) evaluation results being received.
The review of classification model evaluation techniques presented in this article adopts a moderate level of depth and completeness that is believed to be adequate for the vast majority of practical applications, while remaining clear and easy to follow without strong prior data mining background. Without diving into theoretical justifications and formal arguments, it tries to explicitly discuss several important practical aspects of classifier evaluation, including those that usually do not receive sufficient attention. This includes the possibility of incorporating instance weights into the evaluation process, which is systematically demonstrated by presenting weight-sensitive counterparts of popular performance measures. Contrary to most popular simplified descriptions of evaluation procedures, they are not presented as tied to a single particular performance measure, but discussed in generalized versions, permitting their application with arbitrary performance measures. Last but not least, some caveats related to the evaluation of classification models are outlined, with particular emphasis on managing data subsets and controlling their usage, so that the data used for model creation and model evaluation are truly separated. With the vastly increasing number of data mining applications  not only in business, but also in engineering and research  this is expected to be interesting and useful for a wider audience of practitioners and researchers in different areas of engineering sciences.
Article Overview
Section 2 introduces the classification task along with some basic terminology and notation used throughout the article. This is where some terms, already referred to above, receive more precisely defined meaning and context. In its final subsection the challenge of model evaluation is generally characterized and the scope of the forthcoming discussion decomposed into performance measures and evaluation procedures. These two subsequently continue to be discussed extensively in Sections 3 and 4, respectively. Section 5 concludes the paper by summarizing the presented review.
R Examples
To increase the description clarity of the classifier evaluation techniques presented in this article and permit the readers to get some basic hands-on experience with them, a series of examples in the R language [3] are provided. They contain code snippets that implement techniques being discussed and demonstrate their applications. They are not meant to be general or efficient, but rather simple and illustrative. Some of them even replicate the existing functionality of some standard R packages in a trimmed down version, but they may still have some practical usefulness as well. No prior knowledge of the R language is required to run the provided example code, although understanding its all details without at least some marginal prior R experience may be difficult. No extensive code explanations are provided to keep the article's size reasonable and to encourage the readers previously unfamiliar with R to pick up the challenge of self-study. Even if the sole effect of this article will be attracting some new R users, its existence will be at least partially justified.
Classification models to be created in these examples are decision trees [4] [5] [6] built using the rpart package [7] , based on the well-known CART algorithm [4] . Decision trees are extremely popular both in research and applications, as they usually achieve good classification performance without sacrificing human readability.
Classification Task
The classification task consists in assigning instances from a given domain, described by a set of discrete-or continuous-valued attributes, into a set of classes, which can be considered values of a selected discrete target attribute, also called the target concept. The correct class labels are generally unknown, but provided for a subset of the domain that can be used to create the classification model, which is a machine-friendly representation of the knowledge needed to classify any possible instance from the same domain, described by the same set of attributes. This follows the general assumptions of inductive learning [8, 9] of which the classification task is the most common instantiation. The assumed general unavailability of class labels, but their availability for a given subset of the domain, is essential for the idea of inductive inference. It also perfectly corresponds to the requirements of most practical applications of classification, where the class represents some property of classified instances that is either hard and costly to determine, or (more typically) that becomes known later than is needed. This is why applying a classification model to assign class labels to instances is commonly referred to as prediction.
Task Definition
To define the classification task with some rigor, which makes it possible to state all important assumptions explicitly and introduce some basic terminology and notation, we will go through the definitions of the domain, instances, attributes, the target concept, the training set, and the classification model.
Domain
The domain, designated by X , is the set of all entities that can be classified in a given classification task. These can be customers, transactions, devices, or whatever is the subject of our interest.
Instances
Any single element of the domain, ∈ X , is an instance.
Attributes
Instances are represented by attributes. An attribute is a function : X → A that assigns an attribute value to each instance from the domain. Depending on the codomain A, attributes can be divided into a number of different types, of which it is often sufficient to distinguish discrete and continuous (numerical) attributes. Since instances are only observable via their attribute values, it is common to identify them with the corresponding attribute value vectors.
Concept
The term 'concept' comes from the traditional machine learning terminology [8, 9] and is used to refer to a classification function : X → C , representing the true assignment of all instances from the domain to a finite set of classes C . It can be considered simply a selected target discrete attribute. A particularly simple, but interesting kind of concepts is that with just a two-element set of classes, which can be assumed to be C = {0 1} for convenience. Such concepts are sometimes called single concepts, opposed to multiconcepts with |C | > 2. Single concepts best correspond to the original notion of concepts, borrowed by machine learning from cognitive psychology. An instance is said to 'belong to' or 'be an example of' concept when ( ) = 1. When ( ) = 0, the instance is said 'not to belong to' or 'to be a negative example of' concept . Classification tasks with single concepts will be referred to as two-class classification tasks.
Training Set
The target concept is assumed to be unknown in general, except for some set of instances D ⊂ X . Some or all of these available labeled instances constitute the training set T ⊆ D. Since instances are not observable directly, but through their attribute values, when solving classification tasks we deal actually not with sets of instances, but with datasets  which are sets of attribute value vectors describing particular instances. In practice it is common to simply identify sets of instances with the corresponding datasets. We will follow this convention and call the D and T sets referred to above the available labeled dataset and the training dataset, respectively.
Model
The classification tasks consists in finding, based on the provided training set, a model : X → C that is computable for all ∈ X and  preferably  provides a good approximation of the target concept on the whole domain. The model is also often referred to as hypothesis in traditional machine learning terminology [8, 9] . The exact meaning of 'good approximation' is established by classification model evaluation, which is the main topic of this article and will be discussed in detail in subsequent sections. Informally, we want the model to usually provide correct class labels, as far as possible. The degree to which a model meets this requirement is referred to as the model's performance. Classification models are also called classifiers, although the latter term sometimes also refers to classification algorithms, used to find (generate) classification models.
Scoring and Probabilistic Classifiers
For two-class classification tasks (single concepts) a particular kind of scoring (or ranking) classification models [1] deserves special interest. These are classification models that predict class labels in a two-step process: they first map instances into real numbers called scores and then they assign one class label (1, by convention) to instances with sufficiently high scores and the other class label (0) to the remaining instances. More precisely, a scoring model is represented by a scoring function κ : X → and a labeling function λ : → {0 1}. The former assigns real-valued scores to all instances from the domain, and the latter converts these ranks to class labels using a cutoff rule, such as:
where θ is a cutoff value. The model is then the composition of its scoring and labeling functions, ( ) = λ(κ( )). It is a common convention to consider scoring classification models sharing the same scoring function and differing only in the labeling function (i.e., using different cutoff values) as the same single model, working in different operating points [10] . Classification algorithms capable of generating scoring classification models typically create a scoring function and a cutoff value for one default operating point, but a number of other operating points can be obtained by using different cutoff values. Classification models that generate class labels directly, without scoring and labeling functions, are sometimes called discrete classifiers.
Another interesting and useful special kind of classification models are probabilistic classifiers [1, 2] , which estimate class probabilities for instances being classified, and then make predictions based on these probabilities. A probabilistic classifier assigns to each instance ∈ X and class ∈ C a probability estimate P ( | ) of instance belonging to class of target concept . The estimated class probabilities can be used to generate class labels using the obvious maximum-probability rule:
or  under non-uniform misclassification costs  the alternative minimum-cost rule that minimizes the expected misclassification cost based on the class probabilities estimated by the model. For two-class tasks probabilistic classifiers constitute a particularly common subclass of scoring classifiers, with the estimated probabilities of class 1 for particular instances considered scores, i.e., κ( ) = P (1| ).
Algorithms
Algorithms that solve the classification task, i.e., generate classification models based on a given training set, are called classification algorithms. Whereas an algorithm producing an arbitrarily poor model (in particular, a model than never predicts correctly) is formally a classification algorithm, it is natural to restrict one's interest to algorithms that attempt to optimize some explicitly specified or (more typically) implicitly assumed performance measure. Two types of classification algorithms deserve particular interest: weight-sensitive algorithms and cost-sensitive algorithms. They are capable of creating models with particular properties that are sometimes desirable.
Weight-Sensitive Algorithms
Weight-sensitive classification algorithms accept a vector of weights containing a numerical weight ≥ 0 for each training instance ∈ T . When a weight vector is specified for a weight-sensitive algorithm, it attempts to optimize the correspondingly weighted version of the performance measure normally assumed. For integer weights, this is roughly equivalent to using a modified training set T in which each instance ∈ T is replicated times.
Cost-Sensitive Algorithms
Cost-sensitive algorithms accept a misclassification costs specification and adopt the mean misclassification cost as the performance measure to minimize [11] . Misclassification costs can be specified as a |C | × |C | matrix ρ where ρ[ 1 2 ] is the misclassification cost of predicting class 1 for an instance of a true class 2 . The matrix is usually assumed to contain 0's on the main diagonal (i.e., ρ[ ] = 0 for all ∈ C ). Typically, positive integer numbers are used for the remaining entries, with 1 corresponding to the least expensive misclassification, which is usually the most intuitive way of specifying costs, although in general arbitrary non-negative real numbers are permitted.
Model Evaluation
The purpose of the evaluation of a classification model is to get a reliable assessment of the quality of the target concept's approximation represented by the model. Different performance measures can be used, depending on the intended application of the model. They can only be calculated on particular labeled datasets. Appropriate evaluation procedures are needed to reliably estimate their values on the whole domain, containing mostly previously unseen instances with unknown class labels. Performance measures and evaluation procedures are the two major topics related to classification model evaluation, covered in Sections 3 and 4. This section serves as a common brief introduction for them.
Generalization
It is important to underline that a classification model should be judged 'good' or 'poor' not just based on its performance on the training set, but on its (expected) performance on the whole domain. In other words, we care not only and not mostly for the classification accuracy on the training set, but on new previously unseen instances to which the model could be applied. This requires classification algorithms not only to discover relationships between class labels and attribute values in the training set, but also to generalize them so that they can be expected to hold on new data.
Dataset Performance
The dataset performance of a model is assessed by calculating the value of one or more selected performance measures on a particular dataset with true class labels available. It describes the degree of match between the model and the target concept on this dataset.
Training Performance
Evaluating a model on the training set that was used to create the model determines the model's training performance. Whereas it is sometimes useful to better understand the model and diagnose the operation of the employed classification algorithm, it is usually not of significant interest, since the purpose of classification models is not to classify the training data.
True Performance
The true performance of a model is its expected performance (with respect to one or more selected performance measures) on the whole domain. This reflects the model's predictive utility, i.e., its capability to correctly classify arbitrary new instances from the given domain. Since true class labels are generally unavailable for the domain, the true performance always remains unknown and can only be estimated by dataset performance [8] .
Overfitting
Poor generalization leads to overfitting [8] , which is a nightmare of inductive learning in general, and of classification in particular. A classification model is considered overfitted to a training set T if there exists another model for the same classification task that performs worse than on the training set, but performs better on the whole domain (including unseen data). It is most common to define overfitting with respect to the misclassification error, but arbitrary performance measures can be used as well. In any case, the essence of overfitting is a discrepancy between a model's good training performance and its poor true performance. The latter cannot be known exactly, but can be estimated by appropriate evaluation procedures, as it will be discussed in Section 4. Many classification algorithms include mechanisms supposed to reduce the risk of overfitting [8, 9] .
Performance Measures
Classifier performance measures are calculated by comparing the predictions generated by the classifier on a dataset S with the true class labels of the instances from this dataset, which may be called the validation set or test set. The distinction between these terms is mostly based on the purpose of the model evaluation process. When the evaluation is performed to make some decisions that may affect the final model (e.g., select a classification algorithm, adjust its parameters, select attributes, etc.), which may be called intermediate evaluation, it is a common convention to speak of a validation set. Whenever the performance of the ultimately created model is to be evaluated (final evaluation), one would rather speak of a test set. This terminological distinction is purely conventional and has no impact on performance measures that can be applied to any data set, including the training set used to create the model (which can be used to determine the model's training performance), although they would not reliably estimate the model's generalization properties in that case.
Example 3.1.
The classifier performance measures presented below will be illustrated in the R language by applying them to the evaluation of decision tree models created using the rpart package for the Soybean dataset, available in the mlbench package. The following R code prepares the demonstration by loading the packages and the dataset, setting the random generator seed to ensure the reproducibility of results, splitting the dataset randomly into training and test subsets, and creating a classifier based on the training set.
l i b r a r y ( r p a r t ) l i b r a r y ( mlbench ) d a t a ( Soybean ) s e t . seed ( 1 2 ) r s <− r u n i f ( nrow ( Soybean ) ) s . t r a i n <− Soybean [ r s > = 0 . 3 3 , ] s . t e s t <− Soybean [ r s < 0 . 3 3 , ] s . t r e e <− r p a r t ( C l a s s~. , s . t r a i n )
Misclassification Error
The most common way of characterizing the performance of a classification model is by its error or accuracy. One of these directly related basic performance measures is probably always calculated when evaluating a model, although it is not always sufficient. The misclassification error of model : X → C with respect to concept : X → C on dataset S ⊂ X is calculated as the relative frequency of the model's mistakes for instances from S:
Alternatively, one can refer to the accuracy of model with respect to the target concept on dataset S defined as 1 − S ( ). The misclassification error and accuracy are extremely easy to interpret: they tell us how often the model is wrong or right when applied to a dataset. Under an appropriate evaluation procedure (i.e., using an appropriately selected validation/test set), they would also tell us how often the model is likely to be wrong or right when applied to new, previously unseen data, estimating the true misclassification error (the probability of an arbitrary instance from the domain being misclassified) or the true accuracy (the probability of an arbitrary instance from the domain being classified correctly).
Example 3.2.
The following R code defines a function for calculating the misclassification error for given vectors of predicted and true class labels and demonstrates its application for the Soybean dataset. The evaluation is performed on the test subset, for which model predictions are generated by calling the predict function with the type="c" argument, which instructs it to return class labels. e r r <− f u n c t i o n ( p r e d . y , t r u e . y ) { sum ( p r e d . y!= t r u e . y ) / l e n g t h ( t r u e . y ) } e r r ( p r e d i c t ( s . t r e e , s . t e s t , t y p e =" c " ) , s . t e s t $ C l a s s )
Weighted Misclassification Error
Similarly as weight-sensitive algorithms use weighted training instances, one can use a set of weighted instances for model evaluation. Assuming a weight is assigned to each ∈ S, the weighted misclassification error of model with respect to concept on dataset S can be calculated as follows:
The following R code defines a modified version of the function from the previous example that optionally accepts a weight vector as an additional argument and calculates the weighted misclassification error. The function is applied to evaluate the performance of the model created for the Soybean dataset, using the test subset, with a weight vector that doubles the importance of instances of the least frequent class herbicide-injury. w e r r <− f u n c t i o n ( p r e d . y , t r u e . y , w=r e p ( 1 , l e n g t h ( t r u e . y ) ) ) { sum ( w * ( p r e d . y!= t r u e . y ) ) / sum ( w ) } # d o u b l e w e i g h t f o r t h e l e a s t f r e q u e n t c l a s s s . w 1 t e s t <− i f e l s e ( s . t e s t $ C l a s s ==" h e r b i c i d e −i n j u r y " , 2 , 1 ) w e r r ( p r e d i c t ( s . t r e e , s . t e s t , t y p e =" c " ) , s . t e s t $ C l a s s , s . w 1 t e s t )
Mean Misclassification Cost
The error (or accuracy) implicitly assume that each wrong (or correct) prediction counts the same. This is not necessarily the case for several applications, where some model mistakes may be more severe than the others, i.e., different misclassification costs can be assigned to different possible mistakes. To take into account misclassification costs during model evaluation one can replace the error and accuracy with another cost-sensitive performance measure. One obvious candidate is the mean misclassification cost, which can be calculated on dataset S using misclassification cost matrix ρ by summing up the misclassification costs for all instances from S: 
Example 3.4.
The following R code defines a function for the calculation of the mean misclassification cost for a given cost matrix. The function is then applied to evaluate the decision tree model for the Soybean data using two different cost matrices: one that assigns the same cost of 1 to all mistakes and the other that doubles the cost of misclassifying an instance of the least frequent class herbicide-injury. 
t e s t ) # t h i s s h o u l d g i v e t h e same r e s u l t sum ( s . w 1 t e s t ) / nrow ( s . t e s t ) * w e r r ( p r e d i c t ( s . t r e e , s . t e s t , t y p e =" c " ) , s . t e s t $ C l a s s , s . w 1 t e s t )
Notice that for the uniform cost matrix the mean misclassification cost is exactly equal to the misclassification error calculated before. For the next two cost matrices we can easily verify that the mean misclassification cost is equal to the corresponding weighted error, scaled by an appropriate coefficient.
Confusion Matrix
In many applications it may not be sufficient to know how often the evaluated model is wrong or even how costly its mistakes are on the average. It may be similarly or even more important to know how often it fails to predict correctly some specific classes. This is particularly true whenever classes of the target concept have different predictability (i.e., some are harder to predict than the others) or have different occurrence rates (i.e., some occur more frequently than the others)  as with many diagnostic or anomaly detection tasks. This may also (but does not have to) coincide with non-uniform misclassification costs, discussed above (i.e., failing to correctly predict some of them is more costly than for the others). In such cases model performance can be more deeply evaluated based on the confusion matrix. The confusion matrix [1] for model : X → C with respect to concept :
According to this definition, rows of the confusion matrix correspond to class labels predicted by model and columns correspond to true class labels assigned by concept . The entry of the confusion matrix corresponding to a predicted class label 1 and a true class label 2 contains the number of instances from S for which the model predicts 1 whereas their true class label is 2 . Sometimes a relative confusion matrix is used, with all entries divided by the size of the dataset used for the evaluation, but we will continue to refer to the absolute version as defined above.
Using the confusion matrix, we can rewrite the definition of the misclassification error given by Equation 3 as
and the definition of the mean misclassification cost as
Example 3.5.
The following R code defines a function for creating the confusion matrix based on given vectors of predicted and true class labels. The function is then applied to the decision tree model for the Soybean data. Unfortunately, due to a large number of classes and long class names for this dataset the printed confusion matrix is hardly readable. It is subsequently demonstrated how the confusion matrix can be used to calculate the misclassification error and the mean misclassification cost (with respect to the cost matrix created in the previous example). The resulting values can be verified to agree with those produced by the err and mean.cost functions from Examples 3.2 and 3.4.
c o n f m a t <− f u n c t i o n ( p r e d . y , t r u e . y ) { t a b l e ( p r e d . y , t r u e . y , dnn=c ( " p r e d i c t e d " , " t r u e " ) ) } s . cm <− c o n f m a t ( p r e d i c t ( s . t r e e , s . t e s t , t y p e =" c " ) , s . t e s t $ C l a s s ) # e r r o r ( sum ( s . cm)−sum ( d i a g ( s . cm ) ) ) / ( sum ( s . cm ) ) # mean m i s c l a s s i f i c a t i o n c o s t sum ( s . cm * s . r 2 t e s t ) / sum ( s . cm )
Confusion Matrix-Derived Measures
The confusion matrix gives extremely useful insight into the model's capability to predict particular classes, and  under a proper evaluation procedure  into its generalization properties. It does not directly provide, however, the often desirable capability of comparing and ranking different models with respect to their performance, so that the best of several candidate models can be selected. A number of different performance measures can be derived from the confusion matrix that make it possible, though. They have been developed in the field of information retrieval [12] and widely adopted for classifier evaluation [1] , but they can be reasonably applied only when dealing with two-class (single) concepts with C = {0 1}. Then we can refer to 1 as the positive class and to 0 as the negative class. Similarly, one can refer to an instance as a positive instance when ( ) = 1 and as negative instance when ( ) = 0. Since the confusion matrix analysis is needed only when there is some asymmetry between classes (e.g., one is more interesting, more important, more difficult to predict, or more costly to incorrectly predict than the other), some of the confusion matrix-based performance favor the positive class, which is conventionally assumed to be the more interesting one. It takes some additional effort to apply similar performance measures to multiconcept models (with more than two classes), which will be briefly discussed separately later.
Example 3.6.
The following R code creates modified two-class copies of the Soybean dataset, as well as of its training and test subsets. The modification is performed by selecting one class (brown-spot) and aggregating all remaining classes into a single other class. A binary decision tree classifier is then created based on the modified training set. It will be used in subsequent examples to illustrate performance measures specifically designed for two-class classification tasks.
s01 . l a b e l s <− c ( " o t h e r " , " brown−s p o t " ) Soybean01 <− Soybean Soybean01$Class <− f a c t o r ( i f e l s e ( Soybean$Class=="brown−s p o t " , " brown−s p o t " , " o t h e r " ) , l e v e l s=s01 . l a b e l s ) s01 . t r a i n <− Soybean01 [ r s > = 0 . 3 3 , ] s01 . t e s t <− Soybean01 [ r s < 0 . 3 3 , ] s01 . t r e e <− r p a r t ( C l a s s~. , s01 . t r a i n )
Notice that by explicitly providing the levels argument for the factor function when creating the modified class column a specific ordering of classes was ensured (other first, brown-spot second). The brown-spot class will be considered positive and the other class will be considered negative in subsequent examples.
In the two-class setting with C = {0 1} the confusion matrix Ξ S ( ) is a 2 × 2 matrix that can be presented as in Table 1 , with the following shortcuts used to denote its entries: The convention behind these terms is that 'positive' or 'negative' refers to the class labels predicted by the model, and 'true' or 'false' refers to the correctness of this prediction. Some of the most popular performance measures calculated for 2 × 2 confusion matrices are defined below, using the shortcuts to refer to confusion matrix entries.
Misclassification error  the ratio of incorrectly classified instances to all instances: FP + FN TP + FP + FN + TN (9)
Accuracy  the ratio of correctly classified instances to all instances:
TP + TN TP + FP + FN + TN (10)
True positive rate  the ratio of instances correctly classified as positive to all positive instances:
False positive rate  the ratio of instances incorrectly classified as positive to all negative instances:
Precision  the ratio of instances correctly classified as positive to all instances classified as positive:
Recall  the same as the true positive rate.
Sensitivity  the same as the true positive rate.
Specificity  the ratio of instances correctly classified as negative to all negative instances (the same as 1 − false positives rate):
The misclassification error and accuracy are the same class-insensitive performance measures that were defined above, and their confusion matrix-based definitions are given here for the sake of completeness only. The remaining performance measures are much more interesting class-sensitive indicators that describe the level at which the evaluated classifier succeeds or fails to correctly detect the positive class. It does not make much sense to use them all simultaneously, which would result in considerable informational redundancy. On the other hand, no single indicator from this set can be considered sufficient, as it would be usually trivial to optimize. This is why these performance measures are usually considered in the following complementary pairs:
• true positive rate and false positive rate,
• precision and recall,
• sensitivity and specificity.
The true positive rate (also referred to as recall or sensitivity) is a member of all these pairs, under different names. It represents the share of positive instances the classifier correctly detects. It obviously should be maximized, but it could be made equal 1 by a trivial and totally useless classifier that always predicts the positive class. This is why it has to be accompanied by a complementary indicator. It could be the false positive rate, representing the share of negative instances that are incorrectly reported as positive (i.e., false alarms). This should be obviously minimized, and a trivial classifier achieving the perfect 0 false positive rate would be the one issuing no alarms at all (i.e., always predicting the negative class). Alternatively, we could look at the precision  the share of all instances predicted as positive that are truly positive  which should be maximized (and can be maximized by the same totally useless classifier that never predicts the positive class to avoid false alarms). Yet another possibility is to consider the specificity, which is the same as 1's complement of the false positive rate. The indicators in the above pairs are complementary, since one of them represents the capability to detect positive instances, and the other the capability to avoid misdetecting negative instances. As we have seen, each indicator in a pair can be separately optimized by a trivial and useless classifier. Moreover, there is a clear trade-off between the indicators from the same pair  improving one is likely to worsen the other, and may at best leave it unchanged.
Example 3.7.
The following R code defines functions for calculating the confusion matrix-based performance indicators defined above and applies them to the confusion matrix obtained for the two-class version of the Soybean dataset. The functions assume that class labels (i.e., the levels of the factor representing the class column) are ordered such that the negative class comes first and the positive class comes second. The previous example that prepared the modified datasets took care of forcing this ordering.
} r e c a l l <− t p r s e n s i t i v i t y <− t p r s p e c i f i c i t y <− f u n c t i o n ( cm )
. cm <− c o n f m a t ( p r e d i c t ( s01 . t r e e , s01 . t e s t , t y p e =" c " ) , s01 . t e s t $ C l a s s ) l i s t ( t p r=t p r ( s01 . cm ) , f p r=f p r ( s01 . cm ) , p r e c i s i o n=p r e c i s i o n ( s01 . cm ) , r e c a l l=r e c a l l ( s01 . cm ) , s e n s
i t i v i t y = s e n s i t i v i t y ( s01 . cm ) , s p e c i f i c i t y = s p e c i f i c i t y ( s01 . cm ) )
It takes a complete pair of complementary indicators to adequately measure the performance of a classifier based on its confusion matrix in a class-sensitive way. This makes model selection much harder, though, since there is no single criterion to rank candidate models one could be required to choose from. Some measures have been proposed that try to fold two complementary indicators into a single one, to facilitate this task. One well known example is the F-measure [12] defined as the harmonic mean of the precision and recall:
The rationale behind this definition is to seek for a value that is between these two, closer to the less of them (particularly if it is low). This implies a compromise between maximizing precision and maximizing recall that may be quite reasonable in some cases, but is no less arbitrary than any other we could think about. Luckily, such folding of indicator pairs into single indicators, that clearly cannot be lossless, is more often needed for academic research (where ranking classification models and algorithms may be necessary) than in practical applications, where the domain knowledge and task requirements usually imply some additional preference criteria and facilitate model selection (e.g., maximize recall with precision no less than 0 9, minimize false positive rate with no less than 0 7 true positive rate, or get the simplest model that achieves some specified performance levels). Ideally, misclassification costs are explicitly available and can be used for model evaluation and selection.
Example 3.8.
The following R code defines a function for calculating the F-measure and applies it to evaluate the decision tree classifier for the two-class version of the Soybean dataset.
f . measure <− f u n c t i o n ( cm ) { 1 / mean ( c ( 1 / p r e c i s i o n ( cm ) , 1 / r e c a l l ( cm ) ) ) } f . measure ( s01 . cm )
Handling More than Two Classes
The performance measures based on the confusion matrix can be used for the evaluation of multi-class classifiers in one of the following two ways:
1-vs-1: by measuring the capability to discriminate between instances of one class, considered positive, from instances of another classes, considered negative,
1-vs-rest:
by measuring the capability to discriminate between instances of one class, considered positive, from instances of all remaining classes, considered negative.
The 1-vs-1 approach yields a separate 2 × 2 confusion matrix for each pair of classes, with a corresponding set of performance measure values. The 1-vs-rest approach yields a separate 2 × 2 confusion matrix for each class, again with a corresponding set of performance measure values. This is actually demonstrated by the previous three examples. The choice between these two approaches mostly depends on application-specific requirements, in particular (implicitly assumed or explicitly expressed) misclassification costs. Whereas, in principle, a different misclassification cost can be assigned to each possible pair of (predicted and true) class labels, which would favor the 1-vs-1 approach to classifier evaluation, it is in fact quite common that the same single cost value is assigned to all possible misclassifications for a given true class. This is where the 1-vs-rest approach would be more appropriate.
In any case, we end up with several confusion matrices, each described by its own set (usually a pair, as discussed above) of indicators. This makes model selection considerably harder, making it in fact a truly multi-objective optimization problem. Unlike for a pair of indicators for a single confusion matrix, where there is a clear trade-off and a good balance is needed, there is not necessarily any trade-off among indicators corresponding to different confusion matrices. Simple averaging may be insufficient, and whereas the domain knowledge or application requirements may provide constraints to make model selection easier, in general it would have to rely on analyzing the Pareto dominance and optimality within the set of candidate models [13] .
Weighted Confusion Matrix
Similarly as for the misclassification error, a weighted version of the confusion matrix may be sometimes needed to incorporate instance weights when evaluating classifier performance. Assuming again that each instance is assigned a weight , the definition of the confusion matrix entry for predicted class 1 and true class 2 can be rewritten as follows:
This is clearly equivalent to the ordinary confusion matrix when all weights are equal 1.
Example 3.9.
The following R code defines a function for calculating the weighted confusion matrix. Weights are assumed to be equal 1 if unspecified, which makes it equivalent to (although slower than) the function presented before in the unweighted case. The function is applied to evaluate the decision tree for the two-class version of the Soybean data, with two different weighting schemes. One gives a weight of 2 to instances of the brown-spot and a weight of 1 to instances of the other class, and the other gives a weight of 0 1 to instances with attribute plant.stand taking value 1, with the weights of the remaining instances kept at 1. There is no hidden meaning of the latter, which serves just the illustration purpose.
wconfmat <− f u n c t i o n ( p r e d . y , t r u e . y , w=r e p ( 1 , l e n g t h ( t r u e . y ) ) ) { cm <− m a t r i x ( 0 , nrow=n l e v e l s ( p r e d . y ) , n c o l=n l e v e l s ( t r u e . y ) , dimnames= l i s t ( p r e d i c t e d= l e v e l s ( p r e d . y ) , t r u e=l e v e l s ( t r u e . y ) ) ) mapply ( f u n c t i o n ( p , t , w ) cm [ p , t ] <<− cm [ p , t ]+w , p r e d . y , t r u e . y , w )
as . t a b l e ( cm ) } # d o u b l e w e i g h t f o r t h e brown−s p o t c l a s s s01 . w 1 t e s t <− i f e l s e ( s01 . t e s t $ C l a s s =="brown−s p o t " , 2 , 1 ) s01 . w1cm <− wconfmat ( p r e d i c t ( s01 . t r e e , s01 . t e s t , t y p e =" c " ) , s01 . t e s t $ C l a s s , s01 . w 1 t e s t ) t p r ( s01 . w1cm ) f p r ( s01 . w1cm ) # 10 t i m e s l e s s w e i g h t i f p l a n t . s t a n d=1 s01 . w 2 t e s t <− i f e l s e ( ! i s . na ( s01 . t e s t $ p l a n t . s t a n d ) & s01 . t e s t $ p l a n t . s t a n d =="1" , 0 . 1 , 1 ) s01 . w2cm <− wconfmat ( p r e d i c t ( s01 . t r e e , s01 . t e s t , t y p e =" c " ) , s01 . t e s t $ C l a s s , s01 . w 2 t e s t ) t p r ( s01 . w2cm ) f p r ( s01 . w2cm ) Clearly, with instance weights assigned on a per-class basis, the true positive rate and the false positive rate remain the same as for the unweighted confusion matrix. They may differ only if instances of the same class receive varying weights, as in the second demonstrated weighting scheme. Notice that the implementation of the weighted confusion matrix calculation is somewhat more complex than that of the unweighted version, since there is no weight-sensitive equivalent of the standard table function in R.
ROC Analysis
The performance measures presented above are all based on comparing a model's predicted class labels with true class labels. For scoring classifiers which can predict different class labels in different operating points, depending on the cutoff value, this yields a separate set of performance indicators for each possible operating point. One convenient tool that facilitates classifier performance evaluation in multiple operating points, operating point comparison, and operating point selection, is the ROC analysis [10, 14] . The term ROC stands for Receiver Operating Characteristic and refers to the methodology developed during the World War II for radar signal detection that turned out to be similarly suitable for classifier evaluation.
ROC Plane
The ROC analysis considers a Cartesian coordinate system where the y-axis represents the true positive rate and the x-axis represents the false positive rate. This is called the ROC plane. The performance of a discrete classifier is represented by a single point on the ROC plane, which visualizes the underlying trade-off between true positives and false positives. The same is the case for a single operating point of a scoring classifier, which is also represented as a single point on the ROC plane. The (0 1) point, with a true positive rate of 1 and a false positive rate of 0, is the perfect operating point, with all instances classified correctly. The (1 0) point, with a true positive rate of 0 and a false positive rate of 1, is the worst operating point, with all instances classified incorrectly. The (0 0) point corresponds to a classifier that always predicts class 0, yielding no (true or false) positives, and the (1 1) point corresponds to a classifier that always predicts class 1.
ROC Curve
By joining all possible operating points of a scoring classifier on the ROC plane with line segments we receive a visual representation of its performance independent of the cutoff value. This is called the ROC curve. It shows the whole range of different operating points, with the corresponding different levels of the true positives vs. false positives trade-off, in a single plot. It can be considered a graphical performance indicator for a scoring classifier, that depends only on its scoring function component. It is the scoring function that captures the knowledge about the relationship between classes and attribute values.
To produce the ROC curve for a scoring classifier based on its scores generated for a dataset, it is necessary to identify its all possible operating points. Since a different operating point arises whenever the predicted class label changes for at least one instance, one can identify all possible operating points by considering all such and only such cutoff values that yield different class predictions for at least one instance. In particular, after sorting instances with respect to their scores (non-decreasingly or non-increasingly), exactly one cutoff value separating two consecutive scores yields a distinct operating point.
Consider a classification model with a random scoring function that has no predictive utility at all. Whenever the cutoff value is increased (or decreased) for such a classifier, the expected resulting decrease (or increase) of the true positive rate and the false positive rate is the same, i.e., the additional instances classified positively will come both from the positive and the negative class in the same proportion. The ROC curve for such a classifier would be therefore a diagonal straight line through the ROC plane from the (0 0) point to the (1 1) point. More precisely, this would be the expected ROC curve. Of course, for a particular dataset and a random model, a perfectly straight diagonal will not be obtained, since the actual increase of the true positive rate and false positive rate may not always be equal, as expected. Unlike the "ideal" random ROC curve, a "real" one is in particular likely to be composed mostly of horizontal or vertical line segments, corresponding to exactly one instance changing its predicted class label when increasing or decreasing the cutoff value.
The diagonal line divides the ROC plane into the upper and lower halves. All reasonable classifiers should operate in the upper half. All reasonable scoring classifiers should have their ROC curve entirely above the diagonal, which means the true positive rate should be always above the false positive rate. Only classifiers with this property indeed capture some predictively useful relationship between the target concept and attribute values. Notice also that the ROC curve for any scoring classifier is always non-decreasing, which means that the true positive rate and the false positive rate always change in the same direction when shifting the cutoff value (i.e., decrease when the cutoff value is increased and increase when the cutoff value is decreased).
Example 3.10.
The following R code defines a function for performing all calculations necessary to plot the ROC curve for a scoring classifier. The function takes vectors of predicted scores and true class labels on input and produces a dataframe with all identified operating points, each described by the corresponding true positive rate, false positive rate, and cutoff value. The function is applied to produce the ROC curves for the decision tree model created before and a random model for the two-class version of the Soybean data. The former is then plotted using a solid line and the latter using a dashed line. The produced plots are presented in Figure 1a .
o f f <− I n f t p <− f p <− 0 t n <− sum(2− as . i n t e g e r ( t r u e . y ) ) # a l l n e g a t i v e s f n <− sum ( as . i n t e g e r ( t r u e . 
x l a b ="FP r a t e " , y l a b ="TP r a t e " ) # ROC c u r v e f o r a random model s 0 1 r a n d <− r u n i f ( nrow ( s01 . t e s t ) ) s 0 1 r a n d . r o c <− r o c ( s01rand , s01 . t e s t $ C l a s s ) l i n e s ( s 0 1 r a n d . r o c $ f p r , s 0 1 r a n d . r o c $ t p r , l t y =2)
The ROC curve for the decision tree model clearly depends on the random partitioning of the Soybean dataset into the training and test subsets and may look different under different partitionings. The ROC curve for the random model is not a perfectly straight diagonal line, which is to be expected, particularly for a relatively small dataset. Repeating the calculations for different randomly generated score vectors will produce slightly different curves.
Shifting Operating Points
If a scoring classifier is equipped with a default labeling function, i.e., a default cutoff value, the corresponding operating point is called its default operating point. For probabilistic classifiers this can be the 0 5 cutoff value corresponding to the maximum-probability rule or a value determined using the minimum-cost rule, if misclassification costs are specified. While this default operating point can be reasonably expected to optimize the performance measure assumed by the classification algorithm that created the model (e.g., the misclassification error or the mean misclassification cost), it is not necessarily always the case. And even if the operating point appears to be optimal with respect to the algorithm's assumed performance measure, it does not necessarily correspond to the actual application-specific requirements, which may include, e.g., specific minimum or maximum acceptable levels of selected performance indicators. In such cases, a different operating point might happen to be more preferable. It can be easily identified on the ROC curve, and the corresponding cutoff value can be used to replace the model's default operating function. This process of shifting operating points is particularly useful whenever no misclassification costs were incorporated during model creation (either because of the classification algorithm's inability of handling them or because of their unavailability), but ultimately the model has to be made cost-sensitive. It is also possible to have the same scoring model equipped with several different labeling functions, corresponding to different misclassification costs.
Example 3.11.
The following R code defines a labeling function that generates class labels based on a score vector and a cutoff value. The function is applied to shift the operating point of the decision tree for the Soybean data so as to achieve the minimum possible false positive rate with the true positive rate above 0 85, and then to achieve the maximum possible true positive rate with the false positive rate below 0 5. The ROC curve for the decision tree is plotted again, with the default operating point marked by a circle and the shifted operating points marked by diamonds, as presented in Figure 1b . . t e s t ) [ , 2 ] , s01 . c u t 0 5 , s01 . l a b e l s ) , s01 . t e s t $ C l a s s ) # t h e ROC c u r v e p l o t ( s01 . r o c $ f p r , s01 . r o c $ t p r , t y p e =" l " , x l a b ="FP r a t e " , y l a b ="TP r a t e " ) # t h e d e f a u l t o p e r a t i n g p o i n t p o i n t s ( f p r ( s01 . cm ) , t p r ( s01 . cm ) , pch =20 , c e x =2) # t h e s h i f t e d o p e r a t i n g p o i n t s p o i n t s ( f p r ( s01 . cm085 ) , t p r ( s01 . cm085 ) , pch =18 , c e x =2) p o i n t s ( f p r ( s01 . cm05 ) , t p r ( s01 . cm05 ) , pch =18 , c e x =2)
Interpolating Between Operating Points
When shifting operating points, we can select from all different operating points on the same ROC curve. Sometimes the preferred operating point might lie between two neighboring points on the curve, or  even  two points from two different ROC curves, corresponding to two different models (with different scoring functions). To achieve the desired, but not directly available operating point, one can interpolate between the two selected points using the technique of model mixing.
The idea is to wrap the models corresponding to the selected operating points with a random selection rule that draws a model with an appropriate probability distribution. Consider models 1 and 2 with their corresponding operating points (FP 1 TP 1 ) and (FP 2 TP 2 ) and let (FP * TP * ) denote the desired operating point, on the straight line between these two. The latter can be obviously presented as:
for some α ∈ (0 1). Then the desired operating point can be achieved by the following rule, that probabilistically mixes the predictions of the two models: * ( ) = 1 ( ) with probability α 2 ( ) with probability 1 − α
It is straightforward, although rarely needed in practice, to extend the idea of operating point interpolation and model mixing to more than two operating points.
Example 3.12.
The following R code defines a function for mixing the class label predictions of two models, with a given probability of the first model. This function is subsequently used to mix the predictions of the decision tree model for the Soybean dataset corresponding to the two shifted operating points from the previous example. The interpolated operating point is obtained by mixing the two operating points in the 3 : 1 proportion, which corresponds to the first operating point (the true positive rate above 0 85, the minimum false positive rate) being selected with probability 0 75. The ROC curve is plotted again, with the default operating point marked by a circle, the shifted operating points marked by diamonds, and the interpolated operating point marked by a triangle. They are presented in Figure 1c . Because of the randomness of the model mixing process the interpolated point may not lie exactly where expected if the dataset is not sufficiently large.
m i x c l a s s <− f u n c t i o n ( c1 , c2 , p ) { f a c t o r ( i f e l s e ( p<r u n i f ( l e n g t h ( c1 ) ) , c1 , c2 ) , l a b e l s=l e v e l s ( c1 ) ) } 
# i n t e r p o l a t e between t h e s h i f t e d o p e r a t i n g p o i n t s s01 . mix <− m i x c l a s s ( c u t c l a s s ( p r e d i c t ( s01 . t r e e ,

e " ) # t h e d e f a u l t o p e r a t i n g p o i n t p o i n t s ( f p r ( s01 . cm ) , t p r ( s01 . cm ) , pch =20 , c e x =2) # t h e 1 s t s h i f t e d o p e r a t i n g p o i n t p o i n t s ( f p r ( s01 . cm085 ) , t p r ( s01 . cm085 ) , pch =18 , c e x =2) # t h e 2 nd s h i f t e d o p e r a t i n g p o i n t p o i n t s ( f p r ( s01 . cm05 ) , t p r ( s01 . cm05 ) , pch =18 , c e x =2) # t h e i n t e r p o l a t e d o p e r a t i n g p o i n t p o i n t s ( f p r ( s01 . cmi ) , t p r ( s01 . cmi ) , pch =17 , c e x =2)
Area Under the Curve
The ROC analysis can be used not only to compare different operating points and to identify the best operating point. It can be also used to compare scoring classifiers irrespective of their labeling functions, i.e., the scoring functions alone. This requires comparing different ROC curves. It is quite trivial when one curve is entirely above another, which clearly means the former is better. This does not have to always imply, as it might appear, that for each operating point of the worse curve there is a superior operating point on the second curve (e.g., one with a greater true positive rate and with a less or equal false positive rate), because such an operating point does not have to be achievable on the better curve. In such cases, however, a superior operating point can be obtained by interpolation, as discussed above. With this disclaimer, the situation of one curve entirely above another allows one to unambiguously judge the model corresponding to the former as superior to the model corresponding to the latter. With intersecting ROC curves the situation is no longer so clear. The intersection means some parts of one curve are above the other and some parts are below the other, i.e., in some ranges of false positive rate one model achieves higher true positive rate, and in some other ranges the other model has more true positives. One might be preferable to the other depending on which range we are most concerned with, i.e., where the ultimate desired operating point is most likely to lie. Sometimes a simple comparison criterion is needed even in such more complex cases, though. Whenever we have a variety of models, produced using different algorithms or parameter settings, we may need a quick and easy way of ranking them with respect to their predictive utility without considering any particular operating points. One such commonly used criterion is the area under the ROC curve, sometimes referred to as AUC (area under curve). During model comparison, the model with a greater AUC value can be roughly considered superior with respect to its overall predictive performance potential, even if another model with a less AUC value could actually achieve a more preferable operating point than any point achievable by the former. This performance measure is typically used to easily assess the effect of different parameter settings for classification algorithms and select a subset of most promising models before proceeding with operating point selection or optimization. This is also handy whenever the best scoring model needs to be selected to be subsequently used at several different operating points (e.g., minimizing misclassification costs with respect to several different cost matrices).
Example 3.13.
The following R code defines a function for calculating the area under the ROC curve, represented as a dataframe with columns tpr and fpr  like that created by the roc function from Example 3.10. The function is applied to calculate the area under the two ROC curves plotted in that example  for the decision tree model and for the random model. For the latter, the area under the ROC curve may substantially differ from the expected value of 0 5 due to the small size of the test subset. 
Weighted ROC
Nothing prevents us from adopting the idea of weightsensitive evaluation for ROC analysis. Similarly as for calculating the error or the confusion matrix, instance weights can be incorporated for generating points and curves on the ROC plane. Again, the only required change is to replace instance counting by summing up instance weights. Since the true positive rate and the false positive rate  the two indicators spanning the ROC place  are defined in terms of confusion matrix entries, using a weighted confusion matrix to calculate them yields appropriately weighted ROC operating points and curves.
Example 3.14.
The following R code defines a function for calculating the indicators needed for the ROC curve with instance weights taken into account. It differs from the unweighted version presented before only marginally, just by summing up instance weights instead of instance counts. The function is applied to produce the ROC curves for the decision tree for the two-class version of the Soybean data, with two different weighting schemes, the same as previously used in Example 3.9. One gives twice more weight to instances of the brown-spot than to the instances of the other class, and the other gives 10 times less weight to instances with attribute plant.stand taking value 1. The ROC curve for the former is plotted with a solid line and for the latter with a dashed line, as presented in Figure 1d .
wroc <− f u n c t i o n ( p r e d . s , t r u e . y , w=r e p ( 1 , l e n g t h ( t r u e . y ) ) ) { # s t a r t w i t h a l l i n s t a n c e s c l a s s i f i e d as n e g a t i v e c u t o f f <− I n f t p <− f p <− 0 t n <− sum ((2 − as . i n t e g e r ( t r u e . y ) ) * w ) f n <− sum ( ( as . i n t e g e r ( t r u e . 
u t o f f =c u t o f f ) ) } # ROC w i t h d o u b l e w e i g h t f o r t h e brown−s p o t c l a s s s01 . w1roc <− wroc ( p r e d i c t ( s01 . t r e e , s01 . t e s t ) [ , 2 ] ,
s01 . t e s t $ C l a s s , s01 . w 1 t e s t ) p l o t ( s01 . w 1 r o c $ f p r , s01 . w 1 r o c $ t p r , t y p e =" l " , x l a b ="FP r a t e " , y l a b ="TP r a t e " ) auc ( s01 . w1roc ) # ROC w i t h 10 t i m e s l e s s w e i g h t i f p l a n t . s t a n d=1 s01 . w2roc <− wroc ( p r e d i c t ( s01 . t r e e , s01 . t e s t ) [ , 2 ] , s01 . t e s t $ C l a s s , s01 . w 2 t e s t ) l i n e s ( s01 . w 2 r o c $ f p r , s01 . w 2 r o c $ t p r , l t y =2) auc ( s01 . w2roc )
Since per-class instance weights have no impact on the true positive rate and the false positive rate, the ROC curve for the first weighting scheme is the same as pre-sented before for the unweighted case. Under the second weighting scheme, where the weights of instances of the same class may vary, the ROC curve is different.
Evaluation Procedures
The responsibility of model evaluation procedures is to determine how to apply selected performance measures in order to obtain reliable assessment of the model's expected performance on new data, i.e., to determine its generalization properties. This is not possible as long as the same data is used for both model creation and model evaluation. The main effort in designing evaluation procedures is to ensure the separation of the validation or test set from the training set without degrading the model quality due to insufficient training data.
Modeling Procedure Evaluation
Contrary to some common misconception, there is nothing wrong in using the whole available labeled dataset as the training set for building the model. What is deeply wrong is using some part of this dataset to evaluate the same model. So one can train and use all-data models as long as one does not evaluate them. This is of course totally unacceptable for research, which is all about evaluating, comparing, and benchmarking, but for practical applications it also completely unimaginable to accept any model without reliable performance estimates. The solution to this dilemma may be to evaluate one or more models built on a smaller training subset using a separate validation or test set, and use the obtained indicators as performance estimators for another model, built on the whole dataset, using exactly the same modeling procedure (i.e., the classification algorithm, its parameter settings and all other details that impact the produced model being unchanged). The right way to look at the evaluation procedures is therefore often as methods of evaluating a modeling procedure rather than the actual model delivered for the application, where the term 'modeling procedure' encompasses the classification algorithm and everything else other than the dataset that affects the generated model. When evaluating a modeling procedure, an appropriate evaluation procedure is needed to keep training and validation or test sets separate. This evaluation procedure can be applied to calculate one or more performance indicators that will serve as performance estimators for a model built on the complete dataset using exactly the same modeling procedure. The final model not only can, but also should be built using as much data as is available (and can be handled within the existing computational constraints, if any), to maximize performance on new data.
Evaluation Caveats
Whereas the basic idea to separate the test or validation set from the training set is more than straightforward, there are some issues related to its application that deserve most careful attention: Both issues are more thoroughly discussed below.
Bias vs. Variance
Bias and variance are two possible reasons of the unreliability of performance estimates produced by model evaluation procedures. To understand them correctly, consider performance indicators as random variables, with realizations depending on the particular dataset from the domain that was available and used by the evaluation procedure. These random variables are supposed to be estimators of the unknown values of the corresponding performance indicators on the whole domain (i.e., mostly on unseen data). The bias of such an estimator is the difference between its expected value and the unknown indicator being estimated, i.e., the expected difference between the estimator's realization and the true value of the estimated indicator. An estimator's variance is the variance of its realizations for different possible datasets from the domain. The bias and variance of an evaluation procedure are the corresponding properties of estimators calculated using the procedure. A reliable performance estimator should have low bias and variance. A highly biased estimator considerably systematically differs from the true performance indicator. A high-variance estimator is likely to yield substantially different results depending on the particular dataset. It may be a challenge for evaluation procedures to produce performance estimators with both low bias and low variance, since there is a natural tradeoff between these two. To reduce the variance, one should use a sufficiently large validation or test set, since this can be expected to smooth out the random effects of the particular dataset. Unfortunately this prevents a considerable number of labeled instances from being used for creating the model. A model created based on a smaller subset of data is likely to have less predictive power than another model created in the same way using more data. As a result, one will obtain quite reliable performance estimators for a model that is proba-bly worse than possible to obtain using a larger subset of the available data. As performance estimators for a model that could be built on the whole dataset they are therefore pessimistically biased and unreliable.
Such a pessimistic bias is something one should be definitely aware about, although not always and not necessarily worry about. The biased performance measures for the model built on the training subset calculated on the validation or test subset can serve as non-overestimating performance estimates for another model built with the same modeling procedure on the whole available dataset, and it is the latter that would be actually deployed for the application. As long as the performance estimates are satisfactory with respect to the application's requirements, this is perfectly acceptable, since the deployed all-data model is likely to outperform the one that was actually evaluated. If the performance estimates do not meet the expectations, though, we are left in uncertainty: this may be the effect of the pessimistic evaluation bias, but also indicate the classification algorithm's inability to produce a sufficiently good model.
High evaluation variance may be more problematic, particularly in intermediate evaluation which is used for model selection or making other decisions that affect the final model. Using high-variance performance estimators for such decisions is likely to yield suboptimal results.
Intermediate vs. Final Evaluation
The distinguishing between intermediate and final evaluation is somewhat subtle and, although more widely acknowledged recently, still tends to be overlooked or underappreciated both in research and in practical data mining projects. Whereas the latter is only supposed to provide information about the evaluated model's expected performance on unseen data, which allows one to judge about its suitability for a given application or estimate the expected gain or loss resulting from using the model to make real decisions, the former is also supposed to direct the search for a better model. Typically several candidate models, obtained by different modeling procedures (e.g., by running possibly different algorithms, with possibly different parameter settings, using possibly different attribute subsets, etc.), go through intermediate evaluation, which ranks them with respect to their expected generalization performance and allows one to choose the most promising ones. These may be subject to some other refinement yielding again a set of new candidate models which should be evaluated again, until a satisfactory final model is found or no further improvement seems possible. In such cases, the validation set used to evaluate the performance of candidate models is effectively used in the overall modeling process, since it affects the ulti- Table 2 : Training and test set illustration.
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mate choice of several details of the modeling procedure (like the choice of algorithm, parameter settings, attribute selection, etc.) that usually have considerable impact on the final model. This is a very reasonable way to proceed when seeking for the best possible model quality, but unfortunately the same validation set cannot be used to achieve reliable performance estimate for the final model, since it was already used for training in a generalized sense, which includes all possible decision making processes (automated or human) based on the data. This is not to say the final model should be expected to be poor or there is something wrong with the model selection process. This is only to say we should not expect the final model to perform as well on new data as it performs on the validation set, on which it was found to perform best out of several examined candidates. It is likely to perform worse on previously unseen data, and one needs a separate test set to find out how. The phenomenon of validation sets becoming effectively parts of generalized training sets and the need for separate test sets can be illustrated as presented in Table 2 .
If we use the results of evaluating a model built on training set T on validation set S to make some decisions that impact a subsequently created model (e.g., to select a classification algorithm, set parameters, select attributes, etc.), then we need a separate test set S to reliably evaluate the new model, since T ∪ S effectively becomes a generalized training set T . However, if the search for a satisfactory model continues and another decision making process takes place to improve the model based on the evaluation performed on S used as the validation set, then again another separate test set S should be used for the evaluation of the next resulting model, obtained based on T ∪ S comprising a next stage generalized training set T . In principle, several such iterations of training, evaluation, and improvement decision making are possible, although it is very uncommon to see more than two in practice. Notice how the necessity to separate intermediate evaluation(s) and the final evaluation apparently reinforces the bias vs. variance issue. If model creation is a multi-stage process that needs two or more separate data subsets for model evaluation, then the risk of too little being left for training becomes more severe. It is not necessarily that bad, luckily, since on each stage the model can and should be built using all data that cannot reliably serve for the purpose of evaluation. In the illustration above, after firststage models are built on T and evaluated on S to make some decisions than affect second stage models, the latter can be actually built on T = T ∪ S rather than T , since it depends on S anyway and cannot be reliably evaluated on S. Similarly, the final model can and should be built using all data except the final test set for training.
In the above illustration, the final model could be actually built using T rather than T as the training set and then evaluated on S . And as noted above, in any case the ultimately deployed model (if the modeling process is performed for a real-world application rather than research or algorithm benchmarking) can be built using all available labeled data, as long as we are fine with pessimistically biased performance estimates obtained by evaluating its counterpart built on a smaller training set. As we will see, some sufficiently refined evaluation procedure can actually reduce the bias to a negligible level.
Hold-Out
The hold-out evaluation procedure is the most straightforward way of separating training and validation or test data: a subset of the available labeled dataset is selected randomly as the training set and the remaining instances are held out for the purpose of model evaluation [15] . This approach is clearly prone to the bias vs. variance tradeoff mentioned above: with sufficiently many instances left for low-variance evaluation there may be too little training instances to assure adequate model quality and one may end up with considerable pessimistic bias resulting from quite reliable performance estimates of a quite poor model. It is common to partition the data in a 2 : 1 proportion (i.e., 2/3 for training and 1/3 for evaluation), which may be hoped to keep both the bias and variance within reasonable bounds, but usually the risk of high bias and high variance remains substantial. The risk is limited when a plentiful of data is available. In particular, for very large datasets one may be forced to use a small sample as the training set anyway because of computational constraints. This is where the hold-out procedure can be safely applied.
Regardless of the dataset size, it is always a good idea to repeat the hold-out procedure a number of times, with different training and validation or test subsets drawn at random. This is likely to reduce the variance substantially and permit using smaller validation or test subsets to reduce the bias as well. Instead of averaging the results of multiple hold-out runs, which is typically recommended, it may be more convenient to create extended vectors of predicted and true class labels for performance measure calculation, containing the predictions for all randomly drawn test or validation subsets generated by models created on the corresponding training subsets, along with their true class labels. Such a pair of vectors with predicted and true class labels can be used to calculate whatever performance measures are of interest in a given application.
As noted above, it makes sense to think about evaluation procedures as providing performance estimates not for particular models, but rather for modeling procedures. This applies in particular to the hold-out procedure, for which the performance estimates obtained for the model build on the subset of training instances can be considered as assessing the quality of the modeling procedure that created the model. The same procedure can be reapplied to the whole available dataset to hopefully create a better model.
Example 4.1.
Notice that all the examples of performance measures presented above used the hold-out procedure, by randomly dividing the Soybean dataset into training and test subsets. By repeating the random partitioning used for these examples several times and recalculating the performance measures we would likely observe considerably different results, due to the high variance of this evaluation procedure. The following R code implements an automated hold-out procedure that repeats the random dataset partitioning, model building, and prediction several times, and collects the observed predicted and true class labels. When provided with a probabilistic prediction function, it can return predicted class probabilities instead of labels (this requires setting prob=T to prevent converting predictions to a factor). This procedure is applied to perform 10-times repeated hold-out evaluation of decision tree models for the two-class version of the Soybean dataset (2/3 of which is used for training with the remaining 1/3 used for testing), using both discrete and probabilistic predictions. In the former case the error and confusion-matrix are calculated, and in the latter case the ROC curve is plotted, as presented in Figure 2a , and the area under the curve calculated. Notice that the ROC curve, which now contains several times more points, is considerably smoother than the one presented before, based on a single execution of the holdout procedure.
Cross-Validation
A more refined evaluation procedure that better handles the bias vs. variance tradeoff is -fold cross-validation [15, 16] . It splits the available dataset at random into disjoint subsets of (roughly) the same size D 1 D 2 D and then iterates over these subsets. On the th iteration a model is built using T = = D as the training set, and applied to generate predictions on S = D . Once all iterations are completed, a predicted class label (or score, for a scoring model) can be generated for each instance in the dataset, using the model built without this instance in the training set. The resulting vector of predictions can be compared to the true class labels using one or more selected performance measures. A single iteration of -fold cross-validation is equivalent to the hold-out procedure, with −1 of data selected for training and 1 of data selected for evaluation. For sufficiently large this does not reduce the training set size to an extent that would be likely to severely impact model quality, since the validation set is small. This does not limit the reliability of performance estimates because in iterations all available instances are used for model evaluation. In a sense, the -fold cross-validation procedure effectively virtualizes the training and validation or test sets. All available instances can be used for both model creation and evaluation, albeit not simultaneously. This resembles the hold-out procedure repeated times, but with one important difference: all the validation sets from consecutive iterations are disjoint and together cover the whole available dataset.
process is not pessimistically biased due to using insufficient training sets. A large value of is often likely to yield higher evaluation variance, though, and is associated with considerably increased computational cost. Values between 3 and 20 are usually selected in practice, with 5 and 10 being particularly popular.
Similarly as the hold-out procedure, -fold crossvalidation can be repeated a number of times for reduced variance, as long as the available computational power permits. With repetitions, the resulting procedure is called the × -fold cross-validation. Assuming a fixed number of model training cycles available for the evaluation procedure, it may be often a better idea to allocate them into > 1 repetitions of the -fold cross-validation with a smaller than using a single run with a correspondingly larger . In particular, 4 × 5-fold cross-validation may be preferred to 20-fold cross-validation, and 5 × 10-fold cross-validation will likely yield more reliable performance estimates than 50-fold cross-validation because they may have substantially less variance without a substantially higher bias.
Leave-One-Out
The leave-one-out validation procedure takes the idea of -fold cross-validation to the extreme, by using the number of instances in the dataset as the value of . The procedure iterates over all instances, using the model built on the dataset with one instance removed to make prediction for this instance [15, 17] . This might appear an ultimate non-compromise form of cross-validation, given the above discussion of the advantages of large : no pessimistic bias and increased reliability of performance estimates. This is not necessarily the case in reality, however, since the leave-one-out evaluation procedure has been found to suffer from some problems that may lead to overoptimistic estimates. This is because, particularly for larger datasets, all the individual models created on subsequent iterations are quite unlikely to differ considerably from one another, as well as from the model that would be built using the complete dataset  since their training sets differ just in a single instance. Nevertheless, it is a reasonable evaluation procedure when building classification models based on small datasets, where a single instance still matters a lot. It is hardly applicable to large datasets anyway due to the computational expense of building as many models as instances available.
Unlike hold-out and cross-validation (for less than the dataset size), leave-one-out leaves no space for randomness in the evaluation process and is perfectly deterministic and reproducible.
sample drawn uniformly at random with replacement, typically of the same size as the original dataset. Each bootstrap sample represents its perturbed version with some instances replicated and some instances removed. For a dataset of size N, the probability of a single instance not being selected to a bootstrap sample of the same size is
and accordingly the probability of a single instance being selected at least once is
The approximation holds for sufficiently large N. Thus, a bootstrap sample can be expected to contain about 63 2% of instances from the original dataset, some replicated. The missing instances, standing for about 36 8% of the dataset, are sometimes referred to as out-of-bag (OOB) instances. The idea of bootstrapping is to use a bootstrap sample as the training set and to evaluate the resulting model on the out-of-bag instances [18, 19] . The bootstrapping procedure, similarly as the other procedures discussed above, faces the challenge of reducing the bias and variance, but  unlike for the other procedures  there is no real tradeoff between these two goals, since the bias and variance of bootstrapping are controlled independently. To reduce the variance, a sufficient number of independent bootstrap samples and corresponding OOB sets are needed. Numbers ranging from several dozens to several hundreds are most typical. A model is trained for each bootstrap sample and evaluated on the corresponding OOB set. This may provide low-variance performance estimators, but one can expect a high negative bias resulting from the fact that only about 63 2% of available instances are used for training. One way to compensate for this bias is to produce the final estimator as the weighted average of the (overly pessimistic) estimator obtained on OOB instances and the corresponding (overly optimistic) estimator that can be obtained by training and evaluating a model on the full dataset.
The most common instantiation of the above idea is known as the 632 bootstrap procedure. Assuming the estimated performance indicator is the misclassification error, it can be presented as:
where D is the available dataset from which M bootstrap samples
is the model built using D as the training set, D is the corresponding set of out-of-bag instances on which the model is evaluated, and is the model built on the full dataset D. The resulting 632 bootstrap error estimator is the weighted average of the mean out-of-bag error and of the training error on the whole dataset, with the weights equal 0 632 and 0 368, respectively. This is hoped to remove the pessimistic bias resulting from bootstrap samples containing about 63 2% of all available training instances, with 36 8% missing. This is also likely to yield less variance that the plain bootstrap procedure with the same number of bootstrap samples, by incorporating the predictions of the all-data model. The 632 bootstrap estimator has been found to work quite well when evaluating classification models created by algorithms that do not heavily overfit. For models that fit the training set to a great extent the estimator tends to be optimistically biased. It should be therefore avoided with models that effectively "memorize" much of the training set, such as the nearest neighbor classifier [20] or unpruned full-depth decision trees [4] [5] [6] . Whereas virtually all presentations of bootstrapping model evaluation in general and of the 632 bootstrap in particular assume they are used for error estimation, there are no substantial obstacles preventing using the same techniques to estimate other performance measures, such as confusion matrix-based indicators and the ROC curve. Similarly as for other evaluation procedures, we can use bootstrapping to generate vectors of predicted class labels (or scores for scoring classifier evaluation) and true class labels which can be used to calculate arbitrary performance measure. This is straightforward with just one caveat: to apply the 632 bootstrap or another similar weighting scheme, the vectors of predictions and true class labels must be accompanied by a vector of weights, and the calculation of selected performance indicators must incorporate these weights. Specifically, for the 632 bootstrap we would expect the evaluation procedure to produce a vector of predictions for all out-of-bag instances corresponding to all generated bootstrap samples as well as for the complete dataset, a vector of corresponding true class labels, and a vector of weights, containing a weight of 0 632/M for each out-of-bag instance, and a weight of 0 368 for each instance from the complete dataset. This is schematically presented, using the same notation as in the definition of the 632 bootstrap error estimator, in Table 3 . Such output produced by the 632 bootstrap evaluation procedure can be used to calculate the weighted error, the weighted confusion matrix and related indicators, as well as to perform weighted ROC analysis. perimental studies, e.g., [16, 21] . It usually depends on the accepted level of the bias vs. variance tradeoff, the size of the dataset, the classification algorithm, and the available computational resources. Most evidence suggests that the bias vs. variance tradeoff is best handled by the -fold cross-validation procedure with set to 10 or 20, particularly repeated several times. The 632 bootstrap procedure can also yield nearly unbiased and low-variance performance estimators for classification algorithms that are not prone to overfitting, with the possibility to make the variance arbitrarily low by using a sufficiently large number of bootstrap sample. In practice, though, it is quite easy to encounter the optimistic bias due to overfitting. The leave-one-out procedure should be avoided for intermediate evaluation due to its high variance possibly leading to suboptimal decisions, except for small dataset where all other evaluation procedures would be considerably biased. The hold-out procedure is best suited to very large datasets, for which other evaluation procedures would be too expensive and for which considerably smaller data samples would have to be used for model training anyway due to computational constraints.
Example 4.5.
To illustrate the properties of the different evaluation procedures discussed above, the following R code defines a function that implements a simple experiment to observe their bias and variance. To simulate different possible datasets from the same domain, a random 2/3 subset is drawn from the provided dataset and considered a simulated "available" dataset, with the remaining 1/3 subset considered a simulated "new" data set. The "new" dataset is used to calculate an estimate of the true error of the model built on the "available" dataset. A number of evaluation procedures (hold-out, cross-validation, leave-oneout, and bootstrap with different parameter settings) are then run on the "available" dataset to produce their error estimates. This experiment is repeated a number of times with all the obtained results collected, to finally calculate the estimated bias and variance of each evaluation procedure. The former is obtained as the mean difference between the error estimated by particular evaluation procedures and the true error estimate obtained on the "new" dataset. The latter is obtained as the variance of the error estimated by particular evaluation procedures on different runs.
The function is applied to observe the bias and variance of different evaluation procedures when applied to evaluate decision tree models for the two-class version of the Soybean dataset. The results are used to produce a boxplot of the error estimates produced by particular evaluation procedures, with a horizontal line designating the mean true error estimated on the "new" dataset. Barplots of the bias and variance of all the evaluation procedures are also produced. The plots presented in Figure3 are based on 200 evaluation repetitions, which takes some considerable time. The code line that runs this full experiment is commented out and another one, that runs a 10-times repeated evaluation experiment, is recommended instead for a quick illustration. ) , e3CV=e r r ( cv3$pred , c v 3 $ t r u e ) , e5CV=e r r ( cv5$pred , c v 5 $ t r u e ) , e10CV=e r r ( cv10$pred , c v 1 0 $ t r u e ) , e20CV=e r r ( cv20$pred , c v 2 0 $ t r u e ) , e4x5CV=e r r ( c v 5 x 4 $ p r e d , c v 5 x 4 $ t r u e ) , eHO=e r r ( ho$pred , h o $ t r u e ) , e10xHO=e r r ( hox10$pred , h o x 1 0 $ t r u e ) , eL1O=e r r ( l1o$pred , l 1 o $ t r u e ) , e10BS=e r r ( bs10$pred , b s 1 0 $ t r u e ) , e50BS=e r r ( bs50$pred , b s 5 0 $ t r u e ) , e10 . 6 3 2BS=w e r r ( bs10 . 6 3 2 $pred , bs10 . 6 3 2 $true , bs10 . 6 3 2$w ) , e50 . 6 3 2BS=w e r r ( bs50 . 6 3 2 $pred , bs50 . 6 3 2 $true , bs50 . 6 3 2$w ) ) ) } b i a s <− a p p l y ( e r [ , −1] − e r [ , 1 ] , 2 , mean ) v a r i a n c e <− a p p l y ( e r [ , − 1 ] , 2 , v a r ) l i s t ( e r r o r=er , b i a s=b i a s , v a r i a n c e=v a r i a n c e ) } # t h e commented l i n e s r u n # a 200− r e p e t i t i o n e x p e r i m e n t , which t a k e s l o n g #s01 . ebv <− e v a l . b i a s . v a r ( r p a r t , C l a s s~. , Soybean01 , # p r e d f=f u n c t i o n ( . . . ) # p r e d i c t ( . . . , t y p e =" c " ) , # n =200) # t h i s can be used f o r a q u i c k i l l u s t r a t i o n s01 . ebv <− e v a l . b i a s . v a r ( r p a r t , C l a s s~. , Soybean01 , p r e d f=f u n c t i o n ( . . . ) p r e d i c t ( . . . , t y p e =" c " ) , n =10) b o x p l o t ( s01 . e b v $ e r r o r [ , − 1 ] , y l a b =" E r r o r " , l a s =2 , c o l =" g r e y " ) l i n e s ( c ( 0 , 1 3 ) , r e p ( mean ( s01 . e b v $ e r r o r [ , 1 ] ) , 2 ) ) b a r p l o t ( s01 . ebv$bias , y l a b =" Bias " , l a s =2 , c o l =" g r e y " ) b a r p l o t ( s01 . e b v $ v a r i a n c e , y l a b =" V a r i a n c e " , l a s =2 , c o l =" g r e y " )
Of course an experiment with a single dataset and classification algorithm is by no means conclusive, but at least some of these observations confirm the findings from more widespread and thorough studies as well as theoretical investigations described in the literature. Notice the high bias of hold-out (both single and repeated) and 3-fold cross-validation, and nearly non-existent bias of 20-fold cross-validation and leave-one-out. The plain bootstrap procedure has high pessimistic bias, as expected, but unfortunately the .632 bootstrap appears to be optimistically biased to some extent. With respect to variance, 4 × 5-fold cross-validation is the clear winner within the crossvalidation procedures, but easily outperformed by the 632 bootstrap, even with just 10 bootstrap samples. and single hold-out is by far the worst. The 3-fold cross validation and leave-one-out procedures also demonstrate high variance. The repetition reduces the variance of hold-out considerably, as expected. The 10-fold cross-validation procedure appears to achieve a reasonable compromise between bias and variance. It is particularly noteworthy that both a greater and less number of folds yields higher variance. The former is not surprising, but the latter may be somewhat unexpected and could be attributed to the instability of decision tree classifiers.
While all the evaluation procedures discussed in this section, with their specific advantages and disadvantages, remain general-purpose techniques applicable to many different instantiations of the classification task, it is worthwhile to mention specific situations where they are more than likely to yield misleading, overoptimistic results. This is the case of temporal data, where different instances come from different points in time, and there may be some hidden impact of time on the target concept. Then with all procedures based on random data subset selection some instances on which a model is evaluated will be older than some of its training instances, possibly leading to a better observed performance. This is as if a model supposed to predict the future had been trained on some observations from the future rather than only on those from the past. This is totally unrealistic and does not match the actual model exploitation conditions, where it will only be applied to newer instances that those used for training.
Conclusion
The main contribution of this article is a systematic review of existing classifier evaluation techniques, heavily tailored towards most common practical needs. A considerable part of this practically oriented knowledge is delivered via examples containing reusable R code that not only helps more technically explain how particular performance measures and evaluation procedures work, but also allows the reader to immediately gain his or her own hands-on experience with them. To preserve the intended level of detail, clarity, and R illustration within a limited size, some important topics had to be omitted. Of those, the most important are model comparison and model selection, which  while based on model evaluation results  are complex enough to deserve a separate similarly extensive discussion.
The importance of model evaluation in the practice of data mining cannot be overestimated, and the classification task is no exception. Although both the performance measures and evaluation procedures used to assess the quality of classification models are conceptually and algorithmically simple (even if sometimes computationally costly), the evaluation process cannot be taken lightly. This is because there are several opportunities to do things a wrong way which have to be carefully avoided. Be it intermediate evaluation for model selection or final model evaluation, a wrong methodology is likely to bring severe practical consequences.
When choosing performance measures to look at, one has to properly understand the requirements of the application and the intended way of using the model. Far too often the misclassification error is the only indicator being taken care off. Incorporating instance weights or analyzing the confusion matrix is a must for all applications where the model's mistakes are not all equally severe. For scoring classifiers the ROC analysis may show the improvement possibility over the default operating point, which is sometimes accepted too easily.
When choosing evaluation procedures, one has to consider the possible impact of evaluation bias and variance on model selection and on qualifying the final model as acceptable for the application. The proper choice also depends on classification algorithm and dataset properties, as well as computational resources that can be allocated to model evaluation, which may be computationally demanding for large datasets.
But sometimes the biggest risk is not associated with choosing inadequate performance measures or evaluation procedures, but with failing to rigorously keep the data used to create the model  not just in the narrow sense of running a classification algorithm, but also in the broader sense of making whatever decisions that may impact the final model (data preparation, parameter tuning, attribute selection etc.)  separate from the data on which the evaluation is performed. The overview of classifier performance measures and evaluation procedures as well as the general discussion of model evaluation caveats provided by this article can hopefully help avoid pitfalls and make the right choices for the classification task at hand. 
