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ERRATUM TO “PROFILES OF BOUNDED RADIAL SOLUTIONS OF THE
FOCUSING ENERGY-CRITICAL WAVE EQUATION”
THOMAS DUYCKAERTS1, CARLOS KENIG2, AND FRANK MERLE3
Let
{
(u0,n, u1,n)
}
n
be a sequence of radial functions, bounded in (H˙1 ×L2)(R3), and assume
that it has a profile decomposition with profiles
(
U jl , {λj,n, tj,n}n
)
j≥1
, as defined in [1]. In the
arXiv preprint [2] and its published version [4], it is claimed that the following Pythagorean
expansions hold:
‖u0,n‖2H˙1 =
J∑
j=1
∥∥∥∥U jl (−tj,nλj,n
)∥∥∥∥2
H˙1
+
∥∥wJ0,n∥∥2H˙1 + on(1)(1)
‖u1,n‖2L2 =
J∑
j=1
∥∥∥∥∂tU jl (−tj,nλj,n
)∥∥∥∥2
L2
+
∥∥wJ1,n∥∥2L2 + on(1).(2)
(see (2.6) and (2.7) of [2] or [4]), where on(1) denotes any numerical sequence going to 0 as n
goes to infinity. Both properties are false. Let us give a counter-example to the Pythagorean
expansion (2) (a very close counter-example to (1) can be given). Let Ul be any nonzero solution
for the linear wave equation
(3) (∂2t −∆)Ul = 0, (Ul, ∂tUl)↾t=0 ∈ H˙1 × L2.
Let {tn}n be a sequence of positive numbers such that tn → +∞ as n→∞. Then the sequence{
(u0,n, u1,n)
}
n
defined by u0,n = 2Ul(tn, x), u1,n(x) = 0, admits a profile decomposition with
two nonzero profiles U1l (t) = Ul(t), U
2
l (t) = Ul(−t), parameters t1,n = tn, t2,n = −tn and
λ1,n = λ2,n = 1. This profile decomposition obviously does not satisfy (2).
We note however that if tj,n = 0 for all j, n, then (1) and (2) hold. Furthermore, the
Pythagorean expansion of the square of the H˙1 × L2 norm (that is the sum of (1) and (2))
is true for any profile decomposition, as proved in [1].
The expansion (2) is used in [2] and [4] to study the asymptotics of radial solutions u of
(4)
{
∂2t u−∆u = u5, t ∈ I, x ∈ R3
(u, ∂tu)↾t=0 = ~u0 ∈ H˙1 × L2,
such that T+(u) = +∞ and
sup
t≥0
‖~u(t)‖H˙1×L2 <∞.
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More precisely, it is used in the proof of Corollary 4.2 of [2] and [4]. Consider, as in Corollary
4.2, a radial solution u of (4) satisfying the above assumption and vl its linear asymptotic
component as t → +∞ (see [2] for the precise definition). The proof of the corollary uses the
fact that there exists a sequence sn → +∞ such that
lim
∫
R3
(∂tu(sn, x)− ∂tvl(sn, x))2 dx = 0(5)
lim
n→+∞
sup
λ>0
1
λ
∫ sn+λ
sn
∫
R3
(∂tu(t, x)− ∂tvl(t, x))2 dx dt = 0.(6)
(see Lemma 4.4). Assuming1 that ~u(sn) − ~vl(sn) has a profile decomposition with profiles
(U jl )j≥1, and parameters
({tj,n, λj,n}n)j≥1, we deduce in [2], from (5), (2) and the asymptotic
equipartition of the energy for solutions of the linear wave equation that for all j,
(7) lim sup
n→∞
∣∣∣∣ tj,nλj,n
∣∣∣∣ <∞.
Since (2) is false in general, there is a gap in the proof, that is filled by the following lemma,
proved in this erratum:
Lemma 1. Let u and vl be as in Corollary 4.2 of [2] or [4], and sn → +∞ such that (5), (6)
hold. Let
(
U jl , {tj,n, λj,n}n
)
j≥1
be a profile decomposition of ~u(sn)− ~vl(sn). Then (7) holds for
all j.
If (f, g) ∈ (H˙1 × L2)(R3), we denote
Sl(t)(f, g) = cos(t
√−∆)f + sin(t
√−∆)√−∆ g
the solution of the linear wave equation with data (f, g), and
~Sl(t)(f, g) =
(
Sl(t)(f, g),
∂
∂t
Sl(t)(f, g)
)
.
We note that by conservation of the energy
∀t ∈ R, ∀
(
(f, g), (ϕ,ψ)
)
∈
(
H˙1 × L2
)2
,(
~Sl(t)(f, g), (ϕ,ψ)
)
H˙1×L2
=
(
(f, g), ~Sl(−t)(ϕ,ψ)
)
H˙1×L2
.
The proof of Lemma 1 relies on the following claim:
Claim 2. Let
{
(fn, gn)
}
n
be a sequence of radial functions, bounded in (H˙1 × L2)(R3), {αn}n
a sequence of positive numbers such that
(8) lim
n→∞
‖gn‖L2({|x|>αn}) = 0.
Let {tn}n ∈ RN such that limn |tn|/αn = +∞. Assume that in H˙1 × L2:
w − lim
n→∞
~Sl(−tn)(fn, gn) = (U0, U1),
1if u is a function of space and time, we denote ~u = (u, ∂tu)
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then
w − lim
n→∞
~Sl(tn)(fn, gn) = (U0,−U1).
Proof. If (ϕ,ψ) ∈ C∞0 (R3)2, then(
~Sl(−tn)(fn, gn), (ϕ,ψ)
)
H˙1×L2
=
(
(fn, gn), ~Sl(tn)(ϕ,ψ)
)
H˙1×L2
=
(
(fn,−gn), ~Sl(tn)(ϕ,ψ)
)
H˙1×L2
+ on(1) as n→∞.
To obtain the last equality, we used
lim
n→∞
(
(0, gn), ~Sl(tn)(ϕ,ψ)
)
H˙1×L2
= 0,
which follows from (8) and Lemma 4.1 in [3] (or the fact that, by the strong Huygens prin-
ciple, the support of ~Sl(tn)(ϕ,ψ) is included in {|x| ≥ tn − C}), and the assumption that
tn/αn goes to infinity. As a consequence, using that for any (u0, u1), ~Sl(−t)(u0,−u1) =
(Sl(t)(u0, u1),−∂tSl(t)(u0, u1)),(
~Sl(−tn)(fn, gn), (ϕ,ψ)
)
H˙1×L2
=
(
~Sl(−tn)(fn,−gn), (ϕ,ψ)
)
H˙1×L2
+ on(1)
=
(
~Sl(tn)(fn, gn), (ϕ,−ψ)
)
H˙1×L2
+ on(1).
as n→∞. This concludes the proof. 
As a corollary of Claim 2 we obtain:
Claim 3. Let {(u0,n, u1,n)}n be a sequence of radial functions, bounded in H˙1 × L2, such that
(9) lim
n→∞
‖u1,n‖L2 = 0.
Then, extracting subsequences,
{
(u0,n, u1n)
}
n
has a profile decomposition
(
U jl , {λj,n, tj,n}n
)
j≥1
such that for all j ≥ 1, one of the following holds:
(10) ∀n, tj,n = 0 and ∂tU jl (0) = 0
or
lim
n→∞
−tj,n
λjn
∈ {±∞} and(11)
∃k 6= j s.t. Ukl (t) = U jl (−t) and ∀n, tj,n = −tk,n, λj,n = λk,n.(12)
Proof. We fix j ≥ 1. We have:
(13) ~U jl (0) = w − lim
n→∞
~Sl
(
tj,n
λj,n
)(
λ
1/2
j,n u0,n (λj,n·) , λ3/2j,n u1,n (λj,n·)
)
.
As usual, we can assume that tj,n = 0 for all n or that (11) holds. In the first case, (13) proves
that ∂tU
j
l (0) = 0. In the second case, by Claim 2, we have
(14)
(
U jl (0),−∂tU jl (0)
)
= w − lim
n→∞
~Sl
(
− tj,n
λj,n
)(
λ
1/2
j,n u0,n (λj,n·) , λ3/2j,n u1,n (λj,n·)
)
.
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Hence there exists k 6= j such that (rescaling and time-translating Ukl and adjusting the param-
eters λk,n and tk,n if necessary):
Ukl (0) = U
j
l (0), ∂tU
k
l (0) = −∂tU jl (0) and ∀n, tk,n = −tj,n, λk,n = λj,n.
The proof is complete. 
We are now in position to prove Lemma 1. Let u and {sn} be as in the lemma. We argue by
contradiction, assuming that there exists j ≥ 1 such that U jl 6= 0 and limn→∞− tj,nλj,n = +∞ (by
Claim 3 there is no loss of generality). By Claim 3 we can assume, reordering the profiles,
U j+1l (t) = U
j
l (−t), and ∀n, tj+1,n = −tj,n, λj+1,n = λj,n.
Step 1. Convergence to 0 of the time derivative for a well-chosen sequence of times. We prove
that (after extraction of a subsequence) there exist τ0 > 0 such that
lim
n→∞
‖∂tu(sn + λj,nτ0)− ∂tvl(sn + λj,nτ0)‖L2 = 0.
Indeed, let
εn = sup
λ>0
1
λ
∫ sn+λ
sn
‖∂tu(t)− ∂tvl(t)‖2L2 .
By our assumption, εn goes to 0 as n goes to infinity. Let
En =
{
τ ∈ [0, 1] s.t. ‖∂tu(sn + λj,nτ)− ∂tvl(sn + λj,nτ)‖L2 ≥ ε1/4n
}
.
Then
εn ≥ 1
λj,n
∫ sn+λj,n
sn
‖∂tu(t)− ∂tvl(t)‖2L2 dt
=
∫ 1
0
‖∂tu(sn + λj,ns)− ∂tvl(sn + λj,ns)‖2L2 ds
≥ |En|ε1/2n ,
where |.| is the Lebesgue measure on R. Hence
lim
n→∞
|En| = 0.
Extracting subsequences and re-numbering, we can assume that for all n, |En| ≤ 12n+2 . Thus∣∣∣∣∣∣
⋃
n≥0
En
∣∣∣∣∣∣ ≤ 12 < 1.
Choosing any τ0 in [0, 1] \ ∪nEn such that 0 < τ0 we obtain the conclusion of this step.
Step 2. Approximation and finite speed of propagation. We fix a small parameter δ0 > 0
such that any solution of the nonlinear wave equation (4) with ‖(u0, u1)‖H˙1×L2 < δ0 is globally
defined and scatters. Let J be the set of indexes k such that∥∥∥~Ukl (0)∥∥∥
H˙1×L2
≥ δ0
and
∃Ck > 0, ∀n, max (λk,n, |tk,n|) ≤ Ckλj,n.
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Because of the first condition and the Pythagorean expansion of the square of the H˙1×L2 norm,
J is finite. Let ϕ ∈ C∞0 (R3), radial, such that ϕ(r) = 1 if r ≥ 2, and ϕ(r) = 0 if r ≤ 1. Let
λ˜n =
√
λj,n|tj,n|, so that
(15) λj,n ≪ λ˜n ≪ |tj,n|.
Let J0 > max (J ∪ {j + 1}) and
(u˜0,n, u˜1,n) = ~vl(sn) + ϕ
(
x
λ˜n
)∑
k∈J
~Ukl,n(0) +
∑
k=1,...,J0
k/∈J
~Ukl,n(0) + ~w
J0
n (0).
By (15) and the definition of J , we have, using again Lemma 4.1 in [3],
lim
n→∞
∥∥∥∥∥ϕ
(
x
λ˜n
)∑
k∈J
~Ukl,n(0)
∥∥∥∥∥
H˙1×L2
= 0.
Furthermore,
|x| > 2λ˜n =⇒ (u˜0,n, u˜1,n) = ~u(sn).
Letting u˜n be the solution of the nonlinear wave equation (4) with initial data (u˜0,n, u˜1,n) at
t = 0, we obtain by approximation (Proposition 2.1 of [2]) that for large J , 0 < t < λj,n,
(16) u˜n(t) = vl(sn + t) +
∑
k=1...J
k /∈J
Ukn(t) + w
J
n(t) + r
J
n(t),
where as usual, the Ukn are the modulated nonlinear profiles (see [2, (2.11)]), w
J
n(t) = SL(t)(~w
J
n(0))
and rJn is a small remainder, that satisfies
lim
J→∞
lim sup
n→∞
(
sup
t∈[0,λj,n]
‖~rJn(t)‖H˙1×L2
)
= 0.
Using (16) and its time derivative at t = λj,nτ0, we see that it yields a profile decomposition(
U˜kl , {λ˜k,n, t˜k,n}n
)
k≥1
of ~˜un(λj,nτ0)− ~vl(sn + λj,nτ0). The parameters λ˜k,n, t˜k,n are given by:
λ˜k,n = λk,n, t˜k,n = tk,n − λj,nτ0.
The profiles corresponding to the indices j and j +1 are still U˜ jl = U
j
l , U˜
j+1
l = U
j+1
l = U
j
l (−t).
Furthermore, by finite speed of propagation,
~˜un(τ0λj,n, x) = ~u(sn + τ0λj,n, x), |x| ≥ τ0λj,n + 2λ˜n.
We next use Claim 2, with αn = 2λ˜n/λj,n + τ0, tn = tj,n/λj,n and
(fn, gn) =
(
λ
1/2
j,n u˜(τ0λj,n, λj,nx
)
, λ
3/2
j,n ∂tu˜n (τ0λj,n, λj,nx)) .
Note that since by our choice of λ˜n, |tj,n|/λ˜n goes to ∞ as n goes to infinity, the assumption
limn |tn|/αn =∞ is satisfied. We have
w − lim
n→∞
~Sl
(
tj,n
λj,n
)
(fn, gn) = w − lim
n→∞
~Sl(τ0)~Sl
(
t˜j,n
λ˜j,n
)
(fn, gn) =
(
U jl (τ0), ∂tU
j
l (τ0)
)
.
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and
w − lim
n→∞
~Sjl
(−tj,n
λj,n
)
(fn, gn) = w − lim
n→∞
~Sl(τ0)~Sl
(
t˜j+1,n
λ˜j+1,n
)
(fn, gn)
=
(
U˜ j+1l (τ0), ∂tU˜
j+1
l (τ0)
)
=
(
U jl (−τ0),−∂tU jl (−τ0)
)
(recall that we have re-ordered the profiles so that (12) is satisfied with k = j + 1), and thus,
by Claim 2, U jl (τ0) = U
j
l (−τ0) and ∂tU jl (τ0) = ∂tU jl (−τ0). This proves
U jl (t) = U
j
l (t+ 2τ0)
and, since U jl is a finite-energy solution to the linear wave equation, that U
j
l is identically 0,
contradicting our assumption. The proof is complete. 
We note also that the false Pythagorean expansion (2) is used in a similar context in the finite
time blow-up case (see [3, Subsection 5.2] and [2, 4]). A very small modification of the argument
above is sufficient to treat this case also.
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PROFILES OF BOUNDED RADIAL SOLUTIONS OF THE FOCUSING,
ENERGY-CRITICAL WAVE EQUATION
THOMAS DUYCKAERTS1, CARLOS KENIG2, AND FRANK MERLE3
Abstract. In this paper we consider global and non-global bounded radial solutions of the
focusing energy-critical wave equation in space dimension 3. We show that any of these solutions
decouples, along a sequence of times that goes to the maximal time of existence, as a sum of
modulated stationary solutions, a free radiation term and a term going to 0 in the energy
space. In the case where there is only one stationary profile, we show that this expansion holds
asymptotically without restriction to a subsequence.
1. Introduction
Consider the energy critical focusing wave equation in space dimension 3:
(1.1)
{
∂2t u−∆u− u5 = 0
u↾t=0 = u0 ∈ H˙1(R3), ∂tu↾t=0 = u1 ∈ L2(R3).
Equation (1.1) is locally well-posed in H˙1 × L2: for any initial data (u0, u1) ∈ H˙1 × L2, there
exists a unique solution u defined on a maximal interval of definition (T−(u), T+(u)) = Imax(u)
such that (u, ∂tu) ∈ C0(Imax, H˙1×L2) and u ∈ L8(J×R3) for any compact interval J ⊂ Imax(u).
The energy of the solution:
(1.2) E[u] = E(u(t), ∂tu(t)) =
1
2
∫
R3
|∇u(t)|2 dx+ 1
2
∫
R3
|∂tu(t)|2 dx− 1
6
∫
R3
|u(t)|6 dx
is conserved. Note that the H˙1×L2 norm and the energy are invariant under the scaling which
preserves the equation. In this work we study radial solutions of (1.1) that are bounded in the
energy space for positive times, i.e. satisfy
(1.3) sup
t∈[0,T+(u))
‖∇u(t)‖2L2 + ‖∂tu(t)‖2L2 <∞.
In the case T+ = T+(u) < +∞, we call these solutions type II blow-up solutions. Recall that
(1.1) has an explicit stationary solution:
(1.4) W :=
1(
1 + |x|
2
3
) 1
2
.
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Recall that in [13], [7], it is shown that if u is radial and
sup
t∈[0,T+)
‖∇u(t)‖2L2 < ‖∇W‖2L2 ,
then T+ = +∞ and the solution scatters forward in time. The threshold ‖∇W‖2L2 is sharp.
Indeed from [16], for all η0 > 0, there exists a type II radial blow-up solution such that
(1.5) sup
t∈[0,T+)
‖∇u(t)‖2L2 ≤ ‖∇W‖2L2 + η0.
Moreover the solution is of the form:
(1.6) u(t, x) ≈ 1
λ(t)1/2
W
(
x
λ(t)
)
+ ε∗(x),
where ε∗ ∈ H˙1 and λ(t) = (T+−t)1+ν , ν > 1/2. In [8], the converse result was established, i.e all
type II radial solutions satisfying (1.5) have the behavior given in (1.6) for some λ(t) = o(T+−t).
This type of result was extended to the non-radial case in [7]. The introduction of [8] gives
background and references on related results for other equations, such as GKdV [18, 19], mass-
critical NLS [20, 21] and for wave maps in [5, 23] and [24, 25]. Note that these wave map results
do not need the smallness assumption (1.5). However, in that problem, the density of the
conserved energy is positive, which, combined with finite speed of propagation, gives decrease
of the integral of the density of energy on sections of inverted cones. The existence of such a
Lyapunov functional greatly simplifies the problem. In this paper we address for the first time
a situation in which the smallness condition (1.5) is not assumed and no Lyapunov functional
as described above seems to be available.
In our results, we distinguish between two cases. Let us start with the case T+ <∞. If {an}
and {bn} are two sequences of positive numbers, we write an ≪ bn when an/bn goes to 0 as n
goes to infinity.
Theorem 1 (Blow-up type II solutions). Let u be a radial solution of (1.1) such that T+ <∞
and (1.3) holds. Then there exist (v0, v1) ∈ H˙1 × L2, a sequence tn → T+ = T+(u), an integer
J0 ≥ 1, J0 sequences {λj,n}n∈N, j = 1 . . . J0 of positive numbers, J0 signs ιj ∈ {±1} such that
(1.7) lim
n→∞
∥∥∥∥∥∥
u(tn)− v0 − J0∑
j=1
ιj
λ
1/2
j,n
W
( ·
λj,n
)
, ∂tu(tn)− v1
∥∥∥∥∥∥
H˙1×L2
= 0,
with
(1.8) λ1,n ≪ λ2,n ≪ . . .≪ λJ0,n ≪ (T+ − tn).
Furthermore
(1.9) lim
t→T+
∫
|x|≤T+−t
1
2
|∇u(t, x)|2 + 1
2
(∂tu(t, x))
2 − 1
6
(u(t, x))6 dx = J0E(W, 0).
Note that, at least for one sequence of times, this gives a complete description of type II
radial blow-up solutions as a sum of rescaled, decoupled ground states W . We expect that such
a decomposition still holds for all sequences of times, but at the moment this remains open.
However, the quantization result (1.9) is established here for all times. Note that the analog of
Theorem 1 for co-rotational wave maps is unknown and does not follow from [24], [25]. It is
unclear at this time if one can actually contruct solutions with the description given in Theorem
1 with J0 ≥ 2.
BOUNDED SOLUTIONS FOR CRITICAL WAVE 3
Theorem 2. Assume that J0 = 1 in the preceding theorem. Then there exist λ(t), defined for
t < T+ close to T+, and a sign ι1 ∈ {±1} such that
(1.10) lim
t→T+
∥∥∥∥(u(t)− v0 − ι1λ1/2(t)W
( ·
λ(t)
)
, ∂tu(t)− v1
)∥∥∥∥
H˙1×L2
= 0,
and
(1.11) lim
t→T+
λ(t)
T+ − t = 0.
Corollary 3. Let u be a radial type II blow-up solution of (1.1) such that
(1.12) lim sup
t∈[0,T+)
∫
|x|≤T+−t
|∇u(t, x)|2 dx < 2‖∇W‖2L2 .
Then u satisfies the conclusion of Theorem 2.
The proof of Theorem 2 uses the description of small type II blow-up solutions given in [8],
and is also heavily dependent on properties of the solution W+ constructed in [9]. In particular,
we establish here a rigidity result for W+ (Theorem 6.2), as well as the fact that W+ is a type I
blow-up solution (Theorem 6.7), facts which are of independent interest and central to our proof
of Theorem 2. As a consequence of Theorem 6.2 and the main result of [14], we also complete
the classification of solutions of (1.1) at the energy threshold E[u] = E[W ] in the radial case
(see Corollary 6.3).
We will also prove the analoguous results in the globally defined case. In this case the solution
is, at least for a time sequence, a sum of rescaled W and of a finite energy solution to the linear
wave equation:
(1.13) ∂2t vl −∆vl = 0, (vl, ∂tvl)↾t=0 ∈ H˙1 × L2.
Theorem 4 (Globally defined solutions). Let u be a radial solution of (1.1) such that T+ = +∞
and (1.3) holds. Then there exists a solution vl of (1.13), a sequence sn → +∞, an integer
J0 ≥ 0, J0 sequences {λj,n}n∈N, j = 1 . . . J0 of positive numbers, J0 signs ιj ∈ {±1} such that
(1.14) lim
n→∞
∥∥∥∥∥∥
u(sn)− vl(sn)− J0∑
j=1
ιj
λ
1/2
j,n
W
( ·
λj,n
)
, ∂tu(sn)− ∂tvl(sn)

∥∥∥∥∥∥
H˙1×L2
= 0,
with
(1.15) λ1,n ≪ λ2,n ≪ . . .≪ λJ0,n ≪ sn.
Furthermore, for all A > 0,
(1.16) lim
s→+∞
∫
|x|≤s−A
∫
1
2
|∇u(t, x)|2 + 1
2
(∂tu(t, x))
2 − 1
6
(u(t, x))6 dx = EA
exists and
lim
A→+∞
EA = J0E(W, 0).
Theorem 5. Assume that J0 = 1 in the preceding theorem. Then there exists λ(t), defined for
large t > 0, and a sign ι1 ∈ {±1} such that
(1.17) lim
t→+∞
∥∥∥∥(u(t)− vl(t)− ι1λ1/2(t)W
( ·
λ(t)
)
, ∂tu(t)− ∂tvl(t)
)∥∥∥∥
H˙1×L2
= 0,
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and
(1.18) lim
t→+∞
λ(t)
t
= 0.
Corollary 6. Let u be a bounded radial solution of (1.1) with T+(u) = +∞. Assume that there
exists A ∈ R such that
(1.19) lim sup
t→+∞
∫
|x|≤t−A
|∇u(t, x)|2 dx < 2‖∇W‖2L2 .
Then either u scatters or satisfies the conclusion of Theorem 5.
Remark 1.1. If u is a radial solution satisfying (1.3), such that T+(u) = +∞ and E(u0, u1) <
2E(W, 0) then either u scatters or satisfies the conclusion of Theorem 5.
Theorem 4, Theorem 5 and Corollary 6 are the analogs for bounded, globally defined solutions
which do not scatter of the results for type II blow-up solutions. The proofs are essentially the
same. Note that the existence of solutions as in Theorem 5 follows from [15] for λ(t) = 1 and
[6] for λ(t) ≈ tα, α ∈ R close to 0.
Remark 1.2. In theory, one might expect, in the case J0 ≥ 2 that the conclusion of Theorems
1 and 4 only holds for some sequence of times. However, we conjecture that it holds for all
sequences converging to T+(u), i.e that there exist positive λ1(t), . . . , λJ0(t) such that
(1.7’) lim
t→T+(u)
∥∥∥∥∥∥
u(t)− v0 − J0∑
j=1
ιj
λ
1/2
j (t)
W
( ·
λj(t)
)
, ∂tu(t)− v1
∥∥∥∥∥∥
H˙1×L2
= 0,
with λ1(t)≪ . . .≪ λJ0(t)≪ T+(u)− t as t→ T+(u) if T+(u) <∞ and
(1.14’) lim
t→∞
∥∥∥∥∥∥
u(t)− vl(t)− J0∑
j=1
ιj
λ
1/2
j (t)
W
( ·
λj(t)
)
, ∂tu(t)− ∂tvl(t)
∥∥∥∥∥∥
H˙1×L2
= 0,
with λ1(t)≪ . . .≪ λJ0(t)≪ t as t→ +∞ if T+(u) = +∞.
This is exactly the soliton resolution conjecture for bounded solutions of (1.1) in the radial
case. The only equation where this type of result is known so far is the KdV equation in the
integrable case, see [11], [10].
Remark 1.3. In the recent work of Krieger, Nakanishi and Schlag [14], it is proved that there
exists a small η0 > 0 such that for any radial solution u of (1.1) with E(u0, u1) < E(W, 0) + η0,
one of the following holds:
(a) T+(u) <∞;
(b) u scatters forward in time to a linear solution;
(c) T+(u) = +∞ and (u, ∂tu)(t) is for large positive t in a small H˙1 × L2-neighborhood of
the manifold
S =
{( ι
λ1/2
W
( ·
λ
)
, 0
)
, λ > 0, ι = ±1
}
.
According to Corollary 6 the solutions in case (c) are exactly of the form given by the conclusion
of Theorem 5.
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The key new ingredient for the proof of Theorem 1 is a dispersion property for a compactly
supported solution of (1.1) (see §3.1.3), without any smallness assumption on the solution.
Using this property together with the profile decomposition of [3], we show in Section 3 that no
energy concentrates in the self-similar region, i.e:
∫
ε0(T+−t)≤|x|≤T+−t
|∇u(t)|2 + (∂tu(t))2 dx→ 0
as t → T+. This is then combined in Section 4 with arguments as in [8], [7] to give Theorem
1. Section 5 is dedicated to the proof of Theorems 2 and 5, and Section 6 to some properties of
the solution W+ constructed in [9].
Notations. We will denote by on(1) a sequence real numbers that goes to 0 as n → ∞. If
{λn}n and {µn}n are two sequences of positive numbers, λn ≪ µn means that λn/µn = on(1).
We will denote
Bρ =
{
y ∈ R3, s.t. |y| ≤ ρ} ,
and by Sl(t) the linear wave propagator:
vl(t) = Sl(t)(v0, v1) = cos(t
√−∆)v0 + sin(t
√−∆)√−∆ v1
is the solution of (1.13) with initial data (v0, v1) at t = 0. We will also denote by Sl(t)(v0, v1)
the vector (vl(t), ∂tvl(t)).
2. Preliminaries
2.1. Profile decomposition. We recall here the profile decomposition of H. Bahouri and
P. Ge´rard [3]. Recall that such decompositions first appeared in the elliptic case in [4] and
[17] and simultanuously to [3] in [22] for the Schro¨dinger case.
Consider a radial sequence (u0,n, u1,n)n which is bounded in H˙
1 × L2. Let (U jl )j≥1 be a
sequence of radial solutions of the linear equation
(2.1) ∂2t v −∆v = 0, v↾t=0 = v0, ∂tv↾t=0 = v1
with initial data (U j0 , U
j
1 ) ∈ H˙1 × L2, and (λj,n; tj,n) ∈ (0,+∞) × R, j, n ≥ 1, be a family of
parameters satisfying the pseudo-orthogonality relation
(2.2) j 6= k =⇒ lim
n→∞
λj,n
λk,n
+
λk,n
λj,n
+
|tj,n − tk,n|
λj,n
= +∞.
We say that (u0,n, u1,n)n admits a profile decomposition
{
U jl
}
j
, {λj,n, tj,n}j,n when (wJ0,n, wJ1,n)
defined by
(2.3)

wJ0,n(x) = u0,n −
J∑
j=1
1
λ
1
2
j,n
U jl
(−tj,n
λj,n
,
x
λj,n
)
,
wJ1,n(x) = u1,n −
J∑
j=1
1
λ
3
2
j,n
∂tU
j
l
(−tj,n
λj,n
,
x
λj,n
)
,
satisfies
(2.4) lim
n→+∞
lim sup
J→+∞
∥∥wJn∥∥L8(R4t,x) = 0,
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where wJn is the solution of (2.1) with initial data (w
J
0,n, w
J
1,n). By [3], if the sequence (u0,n, u1,n)n
is bounded in the energy space H˙1×L2, there always exists a subsequence of (u0,n, u1,n)n which
admits a profile decomposition. Furthermore,
(2.5) j ≤ J =⇒
(
λ
1
2
j,nw
J
n (tj,n, λj,ny) , λ
3
2
j,n∂tw
J
n (tj,n, λj,ny)
)
−−−⇀
n→∞
0,
weakly in H˙1y × L2y. In other words, the initial data (U j0 , U j1 ) of the profiles may be defined as
weak limits, in H˙1×L2, of sequences
{
λ
1/2
n vn(tn, λn·), λ3/2n ∂tvn(tn, λn·)
}
, where vn is the solution
of (2.1) with initial data (u0,n, u1,n), {λn}n, {tn}n are sequences in (0,∞) and R respectively.
The following expansions hold for all J ≥ 1:
‖u0,n‖2H˙1 =
J∑
j=1
∥∥∥∥U jl (−tj,nλj,n
)∥∥∥∥2
H˙1
+
∥∥wJ0,n∥∥2H˙1 + on(1)(2.6)
‖u1,n‖2L2 =
J∑
j=1
∥∥∥∥∂tU jl (−tj,nλj,n
)∥∥∥∥2
L2
+
∥∥wJ1,n∥∥2L2 + on(1)(2.7)
E(v0,n, v1,n) =
J∑
j=1
E
(
U jl
(
− tj,n
λj,n
)
, ∂tU
j
l
(
− tj,n
λj,n
))
+E
(
wJ0,n, w
J
1,n
)
+ on(1).(2.8)
Fixing j and replacing U jl (t, x) by V
j
l (t, x) =
1
λ
1
2
j
U jl
(
t−tj
λj
, xλj
)
for some good choice of the
parameters λj , tj , and extracting subsequences, we will always assume that one of the following
two cases occurs
(2.9) ∀n, tj,n = 0 or lim
n→∞
tj,n
λj,n
∈ {−∞,+∞}.
Furthermore, we will also assume that for all j, the sequences {tj,n}n and {λj,n}n have limits in
R ∪ {±∞} and [0,+∞] respectively.
For any profile decomposition with profiles
{
U jl
}
and parameters {λj,n, tj,n}, we will denote by{
U j
}
the non-linear profiles associated with
{
U jl
(
−tj,n
λj,n
)
, ∂tU
j
l
(
−tj,n
λj,n
)}
, which are the unique
solutions of (1.1) such that for all n,
−tj,n
λj,n
∈ Imax
(
U j
)
and
lim
n→+∞
∥∥∥∥U j (−tj,nλj,n
)
− U jl
(−tj,n
λj,n
)∥∥∥∥
H˙1
+
∥∥∥∥∂tU j (−tj,nλj,n
)
− ∂tU jl
(−tj,n
λj,n
)∥∥∥∥
L2
= 0.
By the Strichartz inequalities on the linear problem and the small data Cauchy theory, if
limn→+∞
−tj,n
λj,n
= +∞, then T+
(
U j
)
= +∞ and
(2.10) s0 > T−
(
U j
)
=⇒ ‖U j‖L8(s0,+∞) <∞.
An analoguous statement holds in the case limn→+∞
tj,n
λj,n
= +∞. We will often write, for the
sake of simplicity
(2.11) U jn(t, x) =
1
λ
1/2
j,n
U j
(
t− tj,n
λj,n
,
x
λj,n
)
, U jl,n(t, x) =
1
λ
1/2
j,n
U jl
(
t− tj,n
λj,n
,
x
λj,n
)
,
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and
(2.12)
(
U j0,n, U
j
1,n
)
=
(
U jn, ∂tU
j
n
)
↾t=0
,
(
U j0,l,n, U
j
1,l,n
)
=
(
U jl,n, ∂tU
j
l,n
)
↾t=0
We will need the following approximation result, which follows from a long time perturbation
argument. See the Main Theorem p. 135 in [3], and a sketch of proof right after Proposition 2.8
in [8].
Proposition 2.1. Let {(u0,n, u1,n)}n be a bounded sequence in H˙1 × L2 admitting a profile
decomposition with profiles {U jl} and parameters {tj,n, λj,n}. Let θn ∈ (0,+∞). Assume
(2.13) ∀j ≥ 1, ∀n, θn − tj,n
λj,n
< T+(U
j) and lim sup
n→+∞
∥∥U j∥∥
L8
((
−
tj,n
λj,n
,
θn−tj,n
λj,n
)
×R3
) <∞.
Let un be the solution of (1.1) with initial data (u0,n, u1,n). Then for large n, un is defined on
[0, θn),
(2.14) lim sup
n→+∞
‖un‖L8((0,θn)×R3) <∞,
and
(2.15) ∀t ∈ [0, θn), un(t, x) =
J∑
j=1
U jn (t, x) + w
J
n(t, x) + r
J
n(t, x),
where
(2.16) lim
J→+∞
[
lim sup
n→+∞
‖rJn‖L8((0,θn)×R3) + supt∈(0,θn) (‖∇rJn(t)‖L2 + ‖∂trJn(t)‖L2)
]
= 0.
An analoguous statement holds if θn < 0.
Remark 2.2. Assume that for all j, at least one of the following occurs:
(a) ‖U j0‖2H˙1 + ‖U
j
1‖2L2 ≤
2
3
‖W‖2
H˙1
,
(b) lim
n→+∞
−tj,n
λj,n
= +∞,
(c) lim sup
n→+∞
θn − tj,n
λj,n
< T+
(
U j
)
.
Then (2.13) holds.
2.2. Energy trapping. The following Claim is shown in [8] by variational arguments:
Claim 2.3. Let f ∈ H˙1(R3). Then
(2.17) ‖∇f‖2L2 ≤ ‖∇W‖2L2 and E(f, 0) ≤ E(W, 0) =⇒ ‖∇f‖2L2 ≤
‖∇W‖2L2
E(W, 0)
E(f, 0) = 3E(f, 0).
Furthermore, if ‖∇f‖2L2 ≤
√
3‖∇W‖2L2 , then E(f, 0) ≥ 0.
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2.3. Linear behavior. In this subsection we give two localization properties for solutions to the
linear equation (2.1). Lemma 2.4 can be deduced from the strong Huygens principle, Proposition
2.5 can be shown using explicit formulas for the solutions of (2.1). We refer to [8], Lemma 4.1
and 4.2, and [7], Proposition 2.8 for the proofs.
Lemma 2.4. Let v be a solution of the linear wave equation (2.1), with initial data (v0, v1),
{λn}n, {tn}n be two real sequences, with λn positive. Let
vn(t, x) =
1
λ
1/2
n
v
(
t
λn
,
x
λn
)
and assume limn→∞
tn
λn
= ℓ ∈ [−∞,+∞]. Then, if ℓ = ±∞,
lim
R→∞
lim sup
n→∞
∫∣∣|x|−|tn|∣∣≥Rλn |∇vn(tn)|2 + 1|x|2 |vn(tn)|2 + (∂tvn(tn))2 dx = 0
and if ℓ ∈ R,
lim
R→∞
lim sup
n→∞
∫
{|x|≥Rλn}
∪{|x|≤ 1
R
λn}
|∇vn(tn)|2 + 1|x|2 |vn(tn)|
2 + (∂tvn(tn))
2 dx = 0.
Proposition 2.5. Let v be a radial solution of (2.1), t0 ∈ R, 0 < r0 < r1. Then the following
property holds for all t ≥ t0 or for all t ≤ t0
(2.18)
∫
r0+|t−t0|<r<r1+|t−t0|
(
∂r
(
rv(t, x)
))2
+ r2(∂tv(t, x))
2dr
≥ 1
2
∫
r0<r<r1
(
∂r
(
rv(t0, x)
))2
+ r2(∂tv(t0, x))
2dr.
Furthermore, the following property holds for all t ≥ t0 or for all t ≤ t0:
(2.19)
∫
|x|≥|t−t0|
(
|∇v(t, x)|2 + (∂tv(t, x))2
)
dx ≥ 1
2
∫ (
|∇v(t0, x)|2 + (∂tv(t0, x))2
)
dx
3. Self similar region
In this section we show that no energy of the singular part of the solution can concentrate in
the self-similar region (|x| ≈ T+ − t in the finite blow-up case and |x| ≈ t in the global case).
We treat the finite time blow-up case in Subsection 3.1 and the global case in Subsection 3.2.
3.1. Finite time blow-up case. Let u be a radial solution of (1.1) that satisfies (1.3). Assume
to fix ideas that T+(u) = 1. By [8, Section 3], there exists (v0, v1) ∈ H˙1 × L2 such that
(u(t), ∂tu(t)) −−⇀
t→1
(v0, v1)
weakly in H˙1 × L2. Furthermore, if v is the solution of (1.1) with initial data (v0, v1) at time
t = 1, then a = u− v is well-defined on [t−, 1) (where t− > max(T−(u), T−(v))) and supported
in the cone {
(t, x) ∈ R× R3 s.t. t− ≤ t ≤ 1 and |x| ≤ 1− t
}
.
We call v the regular part of u at the blow-up point and a its singular part. In this section, we
show the following:
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Proposition 3.1. Let u be as above. Then
∀c0 ∈ (0, 1), lim
t→1
∫
c0(1−t)≤|x|≤1−t
(
|∇a(t, x)|2 + (∂ta(t, x))2
)
dx = 0.
In the remainder of this Subsection we prove Proposition 3.1. We start by renormalizing
the solution (§3.1.1), then introduce a profile decomposition (§3.1.2). The core of the proof is
divided into three cases (§3.1.3, §3.1.4, §3.1.5).
3.1.1. Renormalization. Assume without loss of generality that t− = 0.
We will get a contradiction assuming that there exists a sequence {tn}n in (0, 1) and c0 > 0
such that
∀n, tn < 1 and lim
n→∞
tn = 1(3.1) ∫
c0(1−tn)≤|x|≤1−tn
[
|∇a(tn, x)|2 + (∂ta(tn, x))2
]
dx ≥ c0.(3.2)
Let T ∈ (0, 1). Let
(3.3) In =
[
T − tn
1− tn , 1
)
,
and note that for large n, [0, 1) ⊂ In.
Define, for τ ∈ In,
un(τ, y) = (1− tn)1/2u ((1− tn)τ + tn, (1 − tn)y)
vn(τ, y) = (1− tn)1/2v ((1− tn)τ + tn, (1− tn)y) .
Note that
(3.4) supp(un(τ)− vn(τ), ∂tun(τ)− ∂tvn(τ)) ⊂ B1−τ .
3.1.2. Profile decomposition, properties of the profiles. Consider, after extraction of a subse-
quence, a profile decomposition
{
U jl ; τj,n;λj,n
}
for the sequence
{(
un(0) − vn(0), ∂τun(0) −
∂τvn(0)
)}
n
:
un(0, y) = vn(0, y) +
J∑
j=1
U j0,l,n(y) +w
J
0,n(y)(3.5)
∂τun(0, y) = ∂τvn(0, y) +
J∑
j=1
U j1,l,n(y) + w
J
1,n(y)(3.6)
where
U jl,n(τ, y) =
1
λ
1/2
j,n
U jl
(
τ − τj,n
λj,n
,
y
λj,n
)
,
and (U j0,l,n, U
j
1,l,n) is the initial data for U
j
l,n.
As usual, we will assume that for all j,
(∀n, τj,n = 0) or lim
n→∞
τj,n
λj,n
= ±∞.
Let us show:
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Claim 3.2. Fix j ≥ 1. Then (after extraction of subsequences in n),
(3.7) lim
n→∞
τj,n ∈ [−1, 1],
and the sequence {λj,n}n is bounded.
Proof. Claim 3.2 follows from
(3.8) supp
(
(un − vn)(0), ∂τ (un − vn)(0)
)
⊂ B1,
and arguments as in [3] (see [8, Lemma 2.5]).
Note that by [8, Lemma 2.5], the sequences
{|τj,n|}n and {λj,n} are bounded for all n. It
remains to show (3.7).
Fix j ≥ 1. If τj,n = 0 for all n, then (3.7) holds. Assume
lim
n→∞
−τj,n
λj,n
= ±∞.
By Lemma 2.4,
lim
R→+∞
[
lim sup
n→∞
∫∣∣|y|−|τj,n|∣∣≥Rλj,n
∣∣∣∇U j0,l,n(y)∣∣∣2 + ∣∣∣U j1,l,n(y)∣∣∣2 dy
]
= 0.
Let {µj,n}n be a sequence of positive numbers such that
(3.9) lim
n→∞
−τj,n
µj,n
= ±∞, lim
n→∞
µj,n
λj,n
= +∞,
so that
(3.10) lim
n→∞
∫∣∣|y|−|τj,n|∣∣≥µj,n
∣∣∣∇U j0,l,n(y)∣∣∣2 + (U j1,l,n(y))2 dy = 0.
Then, in view of (3.5), (3.6),
(3.11)
∫∣∣|y|−|τj,n|∣∣≤µj,n |∇τ,y(un − vn)(0, y)|2 dy
≥
∫∣∣|y|−|τj,n|∣∣≤µj,n
∣∣∣∇τ,yU jl,n(0, y)∣∣∣2 dy
+ 2
∫∣∣|y|−|τj,n|∣∣≤µj,n ∇τ,yU jl,n(0, y) ·
(
j−1∑
k=0
∇τ,yUkl,n(0, y) +∇τ,ywjn(0, y)
)
.
By (3.10) and the pseudo-orthogonality of the parameters, if k 6= j,∫∣∣|y|−|τj,n|∣∣≤µj,n ∇τ,yU jl,n(0, y) · ∇τ,yUkl,n(0, y) dy
=
∫
∇τ,yU jl,n(0, y) · ∇τ,yUkl,n(0, y) dy + on(1) −→n→∞ 0.
Similarly, by (2.5),
lim
n→∞
∫∣∣|y|−|τj,n|∣∣≤µj,n ∇τ,yU jl,n(0, y) · ∇τ,ywjn(0, y) dy = 0,
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by (3.10) and the definition of wjn. Hence, in view of (3.10) and (3.11),
(3.12) lim inf
n→+∞
∫∣∣|y|−|τj,n|∣∣≤µj,n |∇τ,y(un − vn)(0)|2 dy ≥
∫ ∣∣∇τ,yU j(0, y)∣∣2 dy.
By (3.8), we get lim supn |τj,n| ≤ 1 which shows that we can always assume (3.7).

In the sequel, we will use that in the expansion (3.5), (3.6), (vn(0), ∂τ vn(0)) might be seen as
a profile (
1
λ
1/2
0,n
U0l
(−τ0,n
λ0,n
,
y
λ0,n
)
,
1
λ
3/2
0,n
∂τU
0
l
(−τ0,n
λ0,n
,
y
λ0,n
))
up to a term going to 0 in the energy space. Namely:(
U00,l, U
0
1,l
)
= (v0, v1), λ0,n =
1
1− tn , τ0,n = 0.
It follows from Claim 3.2 that the sequence
{
(τ0,n, λ0,n)
}
n
is pseudo-orthogonal to the other
sequences
{
(τj,n, λj,n)
}
n
.
In view of Claim 3.2 we can always assume (after extraction) that for all j
(3.13) lim
n→∞
−τj,n = τ˜j ∈ [−1,+1], lim
n→∞
λj,n = λ˜j ∈ [0,∞).
By the pseudo-orthogonality of the parameters and (3.8) (see again [8, Lemma 2.5]), there is at
most one index j ≥ 1 such that λ˜j > 0. Furthermore, for this profile, we can assume τj,n = 0
for all n. Reordering the profiles, we will always assume that this index is 1, setting U1 = 0 if
there is no index j with the preceding property. Rescaling (and extracting again), we can also
assume:
∀n, λ1,n = 1.
Claim 3.3. The profile (U1(0), ∂τU
1(0)) is supported in B1. Moreover, for all J ≥ 1,
lim
n→∞
∫
|y|≥1
∣∣∇wJ0,n(y) |2 + (wJ1,n(y))2 dy = 0.
Proof. This follows from (3.8) and simple orthogonality arguments. 
The main novelty of the proof with respect to the “small” type II blow-up case treated in [8],
[7] is that instead of using the smallness of U1, we extract from U1 away from the origin a very
small piece which has non-negligible energy, inspired by the following Lemma: (in this Lemma,
Du ⊂ Rt ×R3x stands for “domain of influence of u”, see for example [1])
Lemma 3.4. Let (U0, U1) ∈ H˙1×L2 be radial such that (U0, U1) 6= (0, 0) and supp(U0, U1) ⊂ B1.
Then there exists 0 < r0 < 1, η0 > 0, ε0 > 0 such that for all t ∈ R:
{t} × [|t| − ε0 + r0, |t|+ r0] ⊂ Du
and for either all t > 0 or all t < 0, we have∫
|t|−ε0+r0<r<|t|+r0
(
(∂rU)
2 + (∂tU)
2
)
r2dr ≥ η0.
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With this Lemma and the support property of U1, one can reach a contradiction using “chan-
nels of energy” as in [8]. We have not carried out the proof this way because of technical
complications arising from the introduction of Du, but the spirit of the proof below is the same.
The Lemma can be proved using the arguments of Step 1 of the proof of (3.19) below.
Let us mention that Lemma 3.4 gives an elementary proof of the fact that there is no compact
self-similar blow-up for a radial solution of (1.1) in dimension 3. See [13, Section 6] for the proof
in dimensions 3, 4, 5 without the radiality assumption.
Let
(3.14) r0 = inf
{
ρ ∈ [0, 1], supp (U10 , U11 ) ⊂ Bρ}.
We distinguish three cases:
• Case 1: r0 > 0 and for all j ≥ 2, |τ˜j| ≤ r0.
• Case 2: there exists j ≥ 2 such that |τ˜j| > r0.
• Case 3: r0 = 0 and τ˜j = 0 for all j ≥ 2.
3.1.3. Proof of Case 1. Denote by r = |y| the radial variable. By definition of r0, supp(U10 , U11 ) ⊂
Br0 and
∀ε > 0,
∫
r0−ε<|y|<r0
|∇U10 |2 + (U11 )2 dy > 0.
Consider a small ε0 such that ε0 <
r0
100 and
(3.15) η0 =
∫
r0−ε0<|y|<r0
|∇U10 |2 + (U11 )2 dy.
is small. Let U˜0, U˜1 be the radial functions on R
3 defined by
(3.16)
{
U˜0(r) = U
1
0 (r) if r0 − ε0 < r, U˜0(r) = U10 (r0 − ε0) if 0 < r ≤ r0 − ε0
U˜1(r) = U
1
1 (r) if r0 − ε0 < r, U˜1(r) = 0 if 0 < r ≤ r0 − ε0.
Let U˜ be the solution of (1.1) with initial data (U˜0, U˜1).
Note that
(3.17) η0 =
∫
r0−ε0<|y|<r0
∣∣∇U˜0∣∣2 + (U˜1)2 dy = ∫ ∣∣∇U˜0∣∣2 + (U˜1)2 dy.
As η0 is small, U˜ is globally defined.
Let ϕ ∈ C∞(R3), radial, be such that ϕ(y) = 1 if |y| ≥ r0 − ε0 and ϕ(y) = 0 is |y| ≤ r0 − 2ε0.
Fix J > 1 and define (see (2.11), (2.12) for the notations U j0,l,n and U
j
1,l,n):
(3.18)

u˜0,n = vn(0) + U˜0 + ϕ
J∑
j=2
U j0,l,n + ϕw
J
0,n
u˜1,n = ∂τvn(0) + U˜1 + ϕ
J∑
j=2
U j1,l,n + ϕw
J
1,n.
Note that this definition is independent of J .
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Let u˜n be the solution of (1.1) with data (u˜0,n, u˜1,n) at τ = 0. The data (u0,n(y), u1,n(y)) and
(u˜0,n(y), u˜1,n(y)) are equal if |y| ≥ r0 − ε0. By finite speed of propagation, if τ is in the domain
of definition of un and u˜n,
|y| ≥ r0 − ε0 + |τ | =⇒ (un(τ, y), ∂τun(τ, y)) = (u˜n(τ, y), ∂τ u˜n(τ, y)).
Let I+n = In ∩ [1/2 − r0/100,+∞), I−n = In ∩ (−∞,−1/2 + r0/100]. We will show that there
exists η1 > 0 such that the following holds for large n, for all sequences {σn}n with σn ∈ I+n , or
for all sequences {σn}n with σn ∈ I−n :
(3.19)
∫
r0−ε0+|σn|≤|y|≤r0+|σn|
|∇τ,y(un − vn)(σn, y)|2 dy ≥ η1.
This will contradict the following lemma:
Lemma 3.5. Let u satisfy the assumptions of Proposition 3.1. Let σ+n =
1
2 and σ
−
n =
T−tn
1−tn
.
Then for large n, σ±n ∈ I±n and
(3.20) lim
n→∞
∫
|y|≥|σ±n |
[∣∣∇(un − vn)(σ±n )∣∣2 + (∂τ (un − vn)(σ±n ))2] dy = 0.
Proof. Let σ+n =
1
2 . If (3.20) does not hold for σ
+
n then (after extractions of subsequences) there
exists η2 > 0 such that for large n:
(3.21)
∫
|y|≥|σ+n |
|∇(un − vn)(σ+n )|2 + |∂t(un − vn)(σ+n )|2 dy ≥ η2.
Going back to the original variables (t, x), we rewrite (3.21) as∫
|x|≥ 1−tn
2
∣∣∣∣∇a(12 + tn2 , x
)∣∣∣∣2 + ∣∣∣∣∂ta(12 + tn2 , x
)∣∣∣∣2 dx ≥ η2,
which contradicts the fact that a(1/2 + tn/2) is supported in the set
{|x| ≤ (1− tn)/2}.
Let σ−n =
T−tn
1−tn
∈ I−n . If (3.20) does not hold for σ−n , we obtain a η2 > 0 such that (at least
for some subsequences in n),∫
|x|≥tn−T
|∇a (T, x)|2 + |∂τa (T, x)|2 dx ≥ η2.
Recalling that a(T, ·) is supported in |x| ≤ 1−T and that tn tends to 1, this is also a contradiction.

We next prove that (3.19) holds for large n, for all sequences {σn}n with σn ∈ I+n or for all
sequences {σn}n with σn ∈ I−n . We divide the proof into a few steps.
Step 1. Note that by chosing ε0 > 0 small, we can always insure that
(3.22)
∫ r0
r0−ε0
(
∂r(rU˜0)
)2
+
(
rU˜1
)2
dr ≥ η0
2
.
Indeed by integration by parts,∫ r0
r0−ε0
(
∂r(rU˜0)
)2
dr = −(r0 − ε0)
(
U˜0(r0 − ε0)
)2
+
∫ r0
r0−ε0
(
∂rU˜0
)2
r2 dr.
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By Cauchy-Schwarz inequality,
U˜0(r0 − ε0)2 =
(∫ r0
r0−ε0
∂rU˜0 dr
)2
≤ ε0
(r0 − ε0)2
∫ r0
r0−ε0
(
∂rU˜0
)2
r2dr,
and (3.22) follows from the definition of η0, if
ε0
r0−ε0
≤ 12 .
We denote by U˜l the solution of the linear equation (2.1) with data (U˜0, U˜1). By Proposition
2.5, the following holds for all τ > 0 or for all τ < 0:∫ r0+|τ |
r0−ε0+|τ |
(
∂r(rU˜l(τ, r))
)2
+
(
∂τ (rU˜l(τ, r))
)2
dr ≥ η0
4
.
By integration by parts (using that U˜l is supported in {r ≤ r0 + |τ |}), for ε0 small,∫ r0+|τ |
r0−ε0+|τ |
(
∂r(rU˜l(τ, r))
)2
dr = −(r0− ε0+ |τ |)U˜2l (τ, r0− ε0+ |τ |)+
∫ r0+|τ |
r0−ε0+|τ |
(
∂rU˜l(τ, r)
)2
r2 dr,
so that ∫ r0+|τ |
r0−ε0+|τ |
[(
∂rU˜l(τ, r)
)2
+
(
∂τ U˜l(τ, r)
)2]
r2dr ≥ η0
4
for all τ < 0 or for all τ > 0. As η0 =
∥∥∥(U˜0, U˜1)∥∥∥2
H˙1×L2
is small, the local well-posedness theory
implies that for all τ ,
(3.23)
∥∥∥(U˜(τ)− U˜l(τ), ∂τ U˜(τ)− ∂τ U˜l(τ))∥∥∥2
H˙1×L2
≤ η0
100
.
We deduce that for all τ > 0 or for all τ < 0,
(3.24)
∫ r0+|τ |
r0−ε0+|τ |
[(
∂rU˜(τ, r)
)2
+
(
∂τ U˜(τ, r)
)2]
r2 dr ≥ η0
5
.
Let us assume that (3.24) holds for all τ > 0, the case τ < 0 being similar.
Step 2. By Lemma 2.4, for each fixed J ≥ 2,
ϕ(y)
J∑
j=2
(
U j0,l,n(y), U
j
1,l,n(y)
)
=
J∑
j=2
ϕ(|τ˜j |)
(
U j0,l,n(y), U
j
1,l,n(y)
)
+ εJn(y),
where
lim
n→∞
∥∥εJn∥∥H˙1×L2 = 0.
Step 3. In this step we show that for each fixed j ≥ 2, we have:
(3.25) lim
n→∞
∥∥∥Sl(t)(ϕ(|τ˜j |)U j0,l,n, ϕ(|τ˜j |)U j1,l,n)∥∥∥
L8((0,r0/4)×R3)
= 0,
and that
(3.26) lim
J→∞
lim sup
n→+∞
∥∥∥Sl(t) (ϕwJ0,n, ϕwJ1,n) ∥∥∥
L8(R4)
= 0.
Indeed, (3.26) follows from [8, Claim 2.11]. To show (3.25), we distinguish 3 cases.
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• If |τ˜j | ≤ r0/4, then ϕ(|τ˜j |) = 0 and (3.25) is obvious. In the other cases, we will use the
formula
(3.27)
∥∥∥Sl(t)(U j0,l,n, U j1,l,n)∥∥∥8
L8((0,r0/4)×R3)
=
∫ r0/4−τj,n
λj,n
−τj,n/λj,n
∫
R3
∣∣∣U jl (t, x)∣∣∣8 dx dt.
• If τ˜j > r0/4, then
lim
n→∞
−τj,n
λj,n
= +∞,
and both ends of the time integral in (3.27) go to +∞, which implies (3.25).
• If τ˜j < −r0/4, then
lim
n→∞
r0/4− τj,n
λj,n
= −∞,
and (3.25) follows again from (3.27).
Step 4. By (3.25) and (3.26), we get that
lim
J→∞
lim sup
n→∞
∥∥∥∥∥∥Sl(τ)
 J∑
j=2
ϕ(|τ˜j |)U j0,l,n + ϕwJ0,n,
J∑
j=2
ϕ(|τ˜j |)U j1,l,n + ϕwJ1,n

∥∥∥∥∥∥
L8((0,r0/4)×R3)
= 0.
Hence by (3.18) and long time perturbation theory (see e.g. [13, Theorem 2.20]),
u˜n
(r0
4
, y
)
− vn
(r0
4
, y
)
= U˜
(r0
4
, y
)
+
J∑
j=2
ϕ(|τ˜j |)U jl,n
(r0
4
, y
)
+ w˜J0,n(y)
∂τ u˜n
(r0
4
, y
)
− ∂τvn
(r0
4
, y
)
= ∂τ U˜
(r0
4
, y
)
+
J∑
j=2
ϕ(|τ˜j |)∂τU jl,n
(r0
4
, y
)
+ w˜J1,n(y),
where the sequences
{
(w˜J0,n, w˜
J
1,n)
}
n
(uniformly bounded in H˙1 × L2) satisfy
(3.28) lim
J→∞
lim sup
n→∞
∥∥Sl(t)(w˜J0,n, w˜J1,n)∥∥L8(R×R3) = 0.
Let ϕ˜ ∈ C∞(R3), radial, such that ϕ˜(y) = 1 if |y| ≥ r0, ϕ˜(y) = 0 if |y| ≤ 9r0/10. Let ˜˜un be the
solution of (1.1) such that:˜˜un (r0
4
, y
)
− vn
(r0
4
, y
)
= ϕ˜(y)
[
u˜n
(r0
4
, y
)
− vn
(r0
4
, y
)]
∂τ ˜˜un (r0
4
, y
)
− ∂τvn
(r0
4
, y
)
= ϕ˜(y)
[
∂τ u˜n
(r0
4
, y
)
− ∂τvn
(r0
4
, y
)]
.
Note that
|y| ≥ 5r0
4
− ε0 =⇒
(˜˜un (r0
4
, y
)
, ∂τ ˜˜un (r0
4
, y
))
=
(
un
(r0
4
, y
)
, ∂τun
(r0
4
, y
))
.
Furthermore, by Lemma 2.4, using that |τ˜j| ≤ r0 for all j (see the proof of 3.7),(˜˜un (r0
4
)
, ∂τ ˜˜un (r0
4
))
−
(
vn
(r0
4
)
, ∂τvn
(r0
4
))
=
(
ϕ˜ U˜
(r0
4
)
, ϕ˜ ∂τ U˜
(r0
4
))
+
∑
j=2,...,J
τ˜j>0
ϕ(|τ˜j |)
(
U jl,n
(r0
4
)
, ∂τU
j
l,n
(r0
4
))
+
(
ϕ˜w˜J0,n, ϕ˜w˜
J
1,n
)
+ ε˜Jn,
16 T. DUYCKAERTS, C. KENIG, AND F. MERLE
where for all J ≥ 2,
lim
n→∞
∥∥ε˜Jn∥∥H˙1×L2 = 0.
Indeed, if τ˜j < 0, Ul,n
(
r0
4
)
concentrates (by Lemma 2.4) on {|y| = ∣∣ r04 − |τ˜j|∣∣}, which is outside
the support of ϕ˜. If τ˜j > 0, if concentrates on {|y| = r04 + τ˜j}, and the statement follows from
the fact that ϕ(τ˜j)ϕ˜
(
r0
4 + τ˜j
)
= ϕ(τ˜j).
We will again use long time perturbation arguments, for τ > r04 . By the same proof as above,
lim sup
J→∞
∥∥∥∥∥∥∥∥Sl(t)
 ∑
j=2,...J
τ˜j>0
ϕ(τ˜j)
(
U jl,n
(r0
4
)
, ∂τU
j
l,n
(r0
4
))
+ (ϕ˜w˜J0,n, ϕ˜w˜
J
1,n)

∥∥∥∥∥∥∥∥
L8([r0/4,+∞)×R3)
= 0.
Note also that by the smallness of η0, the solution of (1.1) with initial data
(
ϕ˜ U˜
(
r0
4
)
, ϕ˜ ∂τ U˜
(
r0
4
))
at τ = r0/4 is globally defined and scatters, and coincides with U˜ for any τ, y such that τ ≥ r0/4,
|y| ≥ τ + r0 − ε0.
Hence, for τ ≥ r0/4 and |y| ≥ τ + r0 − ε0,
(3.29) (un, ∂τun) (τ, y)− (vn, ∂τvn) (τ, y) =
(
U˜ , ∂τ U˜
)
(τ, y)
+
∑
j=2,...,J
τ˜j>0
ϕ(τ˜j)
(
U jl,n, ∂τU
j
l,n
)
(τ, y) +
(
w˘Jl,n, ∂τ w˘
J
l,n
)
(τ, y) +
(
ε˘Jn, ∂τ ε˘
J
n
)
(τ, y),
where w˘Jl,n is a linear solution that satisfies
(3.30) lim
J→∞
lim sup
n→∞
∥∥w˘Jn∥∥L8([r0/4,+∞)×R3) = 0,
and ε˘Jn satisfies:
(3.31) lim
J→∞
lim sup
n→∞
[∥∥ε˘Jn∥∥L8([r0/4,+∞)×R3) + sup
τ≥r0/4
∥∥(ε˘Jn(τ), ∂τ ε˘Jn(τ))∥∥H˙1×L2
]
= 0.
Note also that if {σn}n is a sequence such that σn ∈ I+n for all n, the following pseudo-
orthogonality property holds (see Appendix A):
(3.32) lim
n→+∞
∣∣∣∣∫
Sn
∇τ,yU˜l(σn, y) · ∇τ,yU jl,n(σn, y) dy
∣∣∣∣+ ∣∣∣∣∫
Sn
∇τ,yU˜l(σn, y) · ∇τ,ywJn(σn, y) dy
∣∣∣∣
+
∣∣∣∣∫
Sn
∇τ,yU jl,n(σn, y) · ∇τ,yUkl,n(σn, y) dy
∣∣∣∣+ ∣∣∣∣∫
Sn
∇τ,yU jl,n(σn, y) · ∇wJn(σn, y) dy
∣∣∣∣ = 0,
where Sn = {y ∈ R3, σn + r0 − ε0 ≤ |y| ≤ σn + r0} and 2 ≤ k < j ≤ J .
In view of (3.23), (3.24) and (3.29), we get that (3.19) holds for all sequences {σn}n with
σn ∈ I+n , concluding the proof of this case.
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3.1.4. Sketch of proof for Case 2. Assume that there exists j ≥ 2 such that |τ˜j| > r0. Let r˜0 =
supj≥2 |τ˜j| > r0. Choose ε0 < r˜0−r0100 . Note that there exists j0 ≥ 2 such that r˜0− ε0 < |τ˜j0 | ≤ r˜0.
Assume (for example) that τ˜j0 > 0. Let ϕ ∈ C∞(R3), radial, such that ϕ(y) = 1 if |y| ≥ r˜0 − ε0
and ϕ(y) = 0 if |y| ≤ r˜0 − 2ε0. Define:
(3.33)

u˜0,n = vn(0) + ϕ
J∑
j=2
U j0,l,n + ϕw
J
0,n
u˜1,n = ∂τvn(0) + ϕ
J∑
j=2
U j1,l,n + ϕw
J
1,n.
The proof now proceeds as before up to (3.29) (but without (U˜ , ∂tU˜)), replacing r0 by r˜0. To
conclude the proof, use energy conservation for the linear solution ϕ(|τj0 |)U j0l,n together with
Lemma 2.4 and the pseudo-orthogonality of the profiles (3.32).
3.1.5. Sketch of proof for Case 3. We now assume that r0 = 0 (i.e. U
1 = 0) and that τ˜j = 0 for
all j. Note that by assumption (3.2),
(3.34) ∃ε0 > 0 s.t. ∀J ≥ 2, lim sup
n→∞
∫
|y|≥ε0
∣∣∇wJ0,n∣∣2 + (wJ1,n)2 ≥ η0.
Let ϕ ∈ C∞ radial, such that ϕ(y) = 1 if |y| ≥ ε0, ϕ(y) = 0 if |y| ≤ ε0/2. Define (u˜0,n, u˜1,n) by
(3.33), and u˜n as the solution of (1.1) with initial data (u˜0,n, u˜1,n). Then
u˜0,n = v0,n + w˜0,n u˜1,n = v1,n + w˜1,n,
where
lim
n→∞
‖Sl(τ)(w˜0,n, w˜1,n)‖L8(R4) = 0(3.35)
lim sup
n→+∞
∫
|y|≥ε0
|∇w˜0,n|2 + (∂τ w˜1,n)2 dy ≥ η0.(3.36)
Indeed, fixing a large J we see that
w˜0,n = ϕ
J∑
j=1
U j0,l,n + ϕw
J
0,n, w˜1,n = ϕ
J∑
j=1
U j1,l,n + ϕw
J
1,n,
where by Lemma 2.4, for all j,
lim
n→∞
∥∥∥(ϕU j0,l,n, ϕU j1,l,n)∥∥∥
H˙1×L2
= 0
and by [8, Claim 2.5],
lim
J→+∞
lim sup
n→∞
∥∥Sl(τ)(ϕwJ0,n, ϕwJ1,n)∥∥L8(R4) = 0,
hence (3.35) and, in view of (3.34), (3.36).
Note that (3.35) implies
(3.37) lim
n→∞
‖w˜0,n‖L∞(ε0/2,1) = 0.
18 T. DUYCKAERTS, C. KENIG, AND F. MERLE
Indeed, if (3.37) does not hold, there exists (after extraction of subsequences) a sequence rn ∈
(ε0/2, 1) and ε1 > 0 such that
∀n, |w˜0,n(rn)| ≥ ε1.
By (3.35) and the paragraph following (2.5), we know that
r1/2n w0,n (rn·) −−−⇀n→∞ 0 weakly in H˙
1.
In particular, using that f 7→ f(1) is a continuous linear form on H˙1rad, we get that w˜0,n(rn)→ 0
as n→∞, a contradiction.
By integration by parts and (3.37), we get that for large n,∫ 1
ε0
(∂r(rw˜n))
2 + (∂τ (rw˜n))
2 dr ≥ η0
2
.
We now argue as before, using Proposition 2.5, directly for all τ > 0 or for all τ < 0, globally in
time. This concludes the proof of Proposition 3.1.
3.2. Global solutions. In this subsection we show the following analogue of Proposition 3.1
for globally defined solutions:
Proposition 3.6. Let u be a radial solution of (1.1) satisfying (1.3) and such that T+(u) = +∞.
Let sn → +∞. Assume that Sl(−sn)(u(sn), ∂tu(sn)) has a weak limit (v0, v1) in H˙1 × L2 as
n→∞. Let (vl(t), ∂tvl(t)) = Sl(t)(v0, v1). Then
∀c0 > 0, lim
n→∞
∫
|x|≥c0sn
(|∇(u− vl)(sn, x)|2 + (∂t(u− vl)(sn, x))2) dx = 0
The proof is close to the one of Proposition 3.1, we will only highlight the aspects that are
specific to the globally defined case. We argue by contradiction: if the conclusion of Proposition
3.6 does not hold, there exists a subsequence of {sn}n (still denoted by {sn}n) and a c0 > 0 such
that
(3.38) ∀n,
∫
|x|≥c0sn
(|∇(u− vl)(sn, x)|2 + |∂t(u− vl)(sn, x)|2) dx ≥ c0.
3.2.1. Preliminaries. Let vnl be the unique solution of (1.1) such that T+(vnl) = +∞ and
lim
t→+∞
‖(vl(t), ∂tvl(t))− (vnl(t), ∂tvnl(t))‖H˙1×L2 = 0.
Without loss of generality, we can assume that vnl(t) is defined on [0,+∞). Let, for τ ∈
[−1,+∞), y ∈ R3,
un(τ, y) = s
1/2
n u(sn(1 + τ), sny), vn(τ, y) = s
1/2
n vnl(sn(1 + τ), sny).
Consider (after extraction of a subsequence in n) a profile decomposition of the form (3.5), (3.6)
for the sequence (un(0), ∂τun(0)) − (vn(0), ∂τ vn(0)).
Claim 3.7. Fix j ≥ 1. Then (after extraction of subsequences in n),
(3.39) lim
n→∞
−τj,n = τ˜j ∈ [−1, 1],
and
lim
n→∞
λj,n = λ˜j ∈ [0,+∞).
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Furthermore,
(3.40) lim
n→∞
snλj,n +
1
snλj,n
+ |τj,n + 1|sn = +∞.
Proof. Note that by finite speed of propagation
lim
R→+∞
[
lim sup
n→∞
∫
|x|≥|sn|+R
|∇t,x(u− vl)(sn, x)|2 dx
]
= 0,
and thus
(3.41) lim
R→+∞
[
lim sup
n→∞
∫
|y|≥1+ R
sn
|∇τ,y(un − vn)(0, y)|2 dy
]
= 0.
The proof of (3.39) and of the fact that the sequence {λj,n}n is bounded is then the same as the
proof of Claim 3.2, using (3.41) instead of (3.8).
It remains to show (3.40). This follows from the fact that:
w − lim
n→∞
Sl(−sn)
(
u(sn)− vnl(sn), ∂tu(sn)− ∂tvnl(sn)
)
= 0
in H˙1 × L2. Indeed, by the profile decomposition (3.5), (3.6) and the definitions of un and vn,
we get
Sl(−sn)
(
u(sn)− vnl(sn), ∂tu(sn)− ∂tvnl(sn)
)
=
J∑
j=1
1
s
1/2
n λ
1/2
j,n
U jl
(−sn − snτj,n
snλj,n
,
·
λj,n
)
+
1
s
1/2
n
wJn
(
1,
·
sn
)
,
and the analoguous expansion for the time derivatives, which yields (3.40). 
Note also that (3.41) implies:
(3.42) lim
n→∞
∫
|y|≥1
|∇wJ0,n(y)|2 + |wJ1,n(y)|2dy = 0.
As in the proof of Proposition 3.1, by the pseudo-orthogonality of the parameters and (3.41)
there is at most one index j ≥ 1 such that λ˜j > 0. Reordering the profiles, we will always assume
that this index is 1, setting U1 = 0 if there is no index j with the preceding property. We will
also assume that for all n, τ1,n = 0 and λ1,n = 1. It follows from (3.41) that (U
1(0), ∂τU
1(0)) is
supported in B1.
If U1 6= 0, define r0 by (3.14). Let ε0 be such that η0 (defined by (3.15)) is small, and let
(U˜0, U˜1) be as in (3.16).
We next prove:
Lemma 3.8. For all A ∈ R, the following limit exists:
lim
t→+∞
∫
|x|≥t+A
|∇(u− vnl)(t, x)|2 + (∂t(u− vnl)(t, x))2 dx = I(A).
Furthermore, there is an I∞ ≥ 0 such that
(3.43) lim
A→−∞
I(A) = I∞, lim
A→+∞
I(A) = 0,
and the function I is nonincreasing and uniformly continuous on R.
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Proof. We first argue as in the beginning of §3.1.3. Set r0 = 1/2, ε0 = 1/100 if U1 = 0. Let
ϕ ∈ C∞(R3) be a radial function such that ϕ(x) = 1 if |x| ≥ r0 − ε0, ϕ(x) = 0 if |x| ≤ r0 − 2ε0.
Define (u˜0,n, u˜1,n) by (3.18). Let u˜n as the solution of (1.1) with initial data (u˜0,n, u˜1,n). Arguing
as in §3.1.3, we get that
(3.44) |y| ≥ r0 − ε0 + |τ | =⇒ (un(τ, y), ∂τun(τ, y)) = (u˜n(τ, y), ∂τ u˜n(τ, y))
and(
u˜n
(r0
4
, y
)
, ∂τ u˜n
(r0
4
, y
))
−
(
vn
(r0
4
, y
)
, ∂τvn
(r0
4
, y
))
=
(
U˜
(r0
4
, y
)
, ∂τ U˜
(r0
4
, y
))
+
J∑
j=2
ϕ(|τ˜j |)
(
U jl,n
(r0
4
, y
))
+
(
w˜J0,n, w˜
J
1,n
)
,
where
(
w˜J0,n, w˜
J
1,n
)
satisfies (3.28). Let ϕ˜ ∈ C∞(R3), radial such that ϕ˜(y) = 1 if |y| ≥ r0 and
ϕ˜(y) = 0 if |y| ≤ 910r0. Let ˜˜un be the solution of (1.1) such that˜˜un (r0
4
, y
)
− vn
(r0
4
, y
)
= ϕ˜(y)
[
u˜n
(r0
4
, y
)
− vn
(r0
4
, y
)]
∂τ ˜˜un (r0
4
, y
)
− ∂τvn
(r0
4
, y
)
= ϕ˜(y)
[
∂τ u˜n
(r0
4
, y
)
− ∂τvn
(r0
4
, y
)]
.
We have
(3.45) |y| ≥ 5
4
r0 − ε0 =⇒
(˜˜un (r0
4
, y
)
, ∂τ ˜˜un (r0
4
, y
))
=
(
un
(r0
4
, y
)
, ∂τun
(r0
4
, y
))
.
By the arguments of Steps 3 and 4 of §3.1.3, one shows that for large n0, ˜˜un0 scatters forward
in time. Fixing such a large n0, using (3.45) and finite speed of propagation, we deduce that
un(τ, y) coincides with a scattering solution for |y| ≥ τ + r0 − ε0, τ > r0. Going back to the
original variables (t, x) with τ = (1 + sn)t, y = snx, we get that there exists a solution ul,n0 of
the linear wave equation (2.1) such that
(3.46) lim
t→∞
∫
|x|≥t+sn0(r0−ε0−1)
|∇(u− ul,n0)(t, x)|2 + |∂t(u− ul,n0)(t, x)|2 dx = 0.
Let A < B and chose n0 large so that sn0(r0 − ε0 − 1) < A. It is classical that the limit
lim
t→+∞
∫
|x|≥t+A
|∇(ul,n0 − vl)(t, x)|2 + |∂t(ul,n0 − vl)(t, x)|2 dx
exists. This shows by (3.46) and the definition of vnl that
(3.47) I(A) = lim
t→+∞
∫
|x|≥t+A
|∇(u− vnl)(t, x)|2 + |∂t(u− vnl)(t, x)|2 dx
= lim
t→+∞
∫
|x|≥t+A
|∇(ul,n0 − vl(t, x)|2 + (∂t(ul,n0 − vl)(t, x))2 dx
exists. The fact that I(A) is nonincreasing is obvious. By the assumption (1.3), I is bounded,
which shows that I(A) has a limit as A → −∞. By finite speed of propagation I(A) → 0 as
A→ +∞. This shows (3.43). Finally, in view of (3.43), to show that I is uniformly continuous,
it is sufficient to check that it is continuous. This last fact follows from the formula:
I(B)− I(A) = lim
t→+∞
∫
A≤|x|≤B
|∇(ul,n0 − vl)(t, x)|2 + (∂t(ul,n0 − vl)(t, x))2 dx
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and classical properties of the linear wave equation. 
As in the proof of Proposition 3.1 we distinguish three cases: r0 > 0 and for all j ≥ 2, |τ˜j | ≤ r0
(Case 1); there exists j ≥ 2 such that |τ˜j | > r0 (Case 2); r0 = 0 and τ˜j = 0 for all j ≥ 2 (Case
3).
3.2.2. Sketch of proof for Case 1. In this case, we define u˜n and ˜˜un as in §3.1.3 and in the proof
of Lemma 3.8. Arguing exactly as in §3.1.3, one can show that there exists η1 > 0 such that the
following holds for all sequences {σn}n in
[−1,−12] or for all sequences {σn}n in [12 ,+∞).
(3.48) lim sup
n→∞
∫
r0−ε0+|σn|≤|y|≤r0+|σn|
|∇τ,y(un − vn)(σn, y)|2 dy ≥ η1.
If (3.48) holds for all sequences in
[−1,−12], one easily reaches a contradiction using (3.48) with
σn = −1 for all n.
Assume that (3.48) holds for all sequences {σn}n in
[
1
2 ,+∞
)
. Going back to the original
variables (t, x), we get that the following holds for all sequences {θn}n such that θn ≥ 32sn:
(3.49) lim sup
n→∞
∫
θn+sn(r0−ε0−1)≤|x|≤θn+sn(r0−1)
|∇t,x(u− vnl)(θn, x)|2 ≥ η1.
Noting that sn(r0 − 1)→ −∞, we get by (3.43) that for n large enough
lim
t→∞
∫
t+sn(r0−ε0−1)≤|x|≤t+sn(r0−1)
|∇t,x(u−vnl)(t, x)|2 dx = I
(
sn(r0−ε0−1)
)−I(sn(r0−1)) ≤ η1
4
.
Thus if θn ≥ 32sn is large enough,∫
θn+sn(r0−ε0−1)≤|x|≤θn+sn(r0−1)
|∇t,x(u− vnl)(θn, x)|2 dx ≤ η1
2
.
Finally we have obtained that for all large n, there exists θn ≥ 32sn such that
lim sup
n→∞
∫
θn+sn(r0−ε0−1)≤|x|≤θn+sn(r0−1)
|∇t,x(u− vnl)(θn, x)|2 ≤ η1
2
,
contradicting (3.49). This concludes the proof of Case 1.
3.2.3. Sketch of proof for Case 2. Assume that there exists j ≥ 2 such that |τ˜j | > r0. As in
3.1.4, we let r˜0 = supj≥2 |τ˜j| > r0, and chose ε0 < r˜0−r0100 . Thus there exists j0 ≥ 2 such that
r˜0− ε0 < |τ˜j0 | ≤ r˜0. Assume that τ˜j0 > 0: the proof in the case τ˜j0 < 0 is very close to the proof
of Case 2 in the finite time blow-up setting and we omit it.
As in §3.1.4 above, we let ϕ ∈ C∞(R3) be a radial function such that ϕ(y) = 1 if |y| ≥ r˜0− ε0
and ϕ(y) = 0 if |y| ≤ r˜0 − 2ε0. By the same argument as in §3.1.3 and §3.1.4, we construct a
solution ˜˜un of (1.1) such that
(3.50)
(
τ ≥ r˜0
4
and |y| ≥ τ + r˜0 − ε0
)
=⇒ ˜˜un(τ, y) = un(τ, y).
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and, for τ ≥ r˜04 ,
(3.51)
(˜˜un(τ, y), ∂τ ˜˜un(τ, y))− (vn(τ, y), ∂τ vn(τ, y))
=
∑
j=2,...,J
τ˜j>0
ϕ(τ˜j)
(
U jl,n(τ, y), ∂τU
j
l,n(τ, y)
)
+ w˘Jl,n(τ, y) + ε˘
J
n(τ, y),
where w˘Jn and ε˘
J
n satisfies respectively (3.30) and (3.31). The rest of the proof is quite different
from the type II blow-up setting and we will give more details. We will show:
(3.52) lim
J→+∞
lim sup
n→+∞
∫
R3
 ∑
j=2...J
τ˜j>0
∫
ϕ(τ˜j)∇U jl,n(−1, y) +∇wJn(−1, y)
 · ∇U j0l,n(−1, y) dy
+
∫
R3
 ∑
j=2...J
τ˜j>0
∫
ϕ(τ˜j)∂tU
j
l,n(−1, y) + ∂twJn(−1, y)
 ∂tU j0l,n(−1, y) dy = 0,
an obvious contradiction (the limit is also equal to
∫
R3
|∇U j0l (0)|2+(∂tU j0l (0))2). Let δ > 0. Fix
a large J , then a large n0. Let
˜˜u(t, x) = 1
s
1/2
n0
˜˜un0 ( tsn0 − 1, xsn0
)
.
Note that ˜˜u depends on n0. We can rewrite (3.51) (with n = n0) as
(3.53)
(˜˜u, ∂t˜˜u) (t, x)− (vnl, ∂tvnl) (t, x)
=
∑
j=2,...,J
τ˜j>0
ϕ(τ˜j)
(
1
s
1/2
n0
U jl,n0 ,
1
s
3/2
n0
∂τU
j
l,n0
)(
t
sn0
− 1, x
sn0
)
+
(
w˘Jl,n0 , ∂τ w˘
J
l,n0
)( t
sn0
− 1, x
sn0
)
+
(
ε˘Jn0 , ∂τ ε˘
J
n0
)( t
sn0
− 1, x
sn0
)
.
By (3.50),
(3.54)
(
t ≥ sn0
(
r˜0
4
+ 1
)
and |x| ≥ t+ (r˜0 − ε0 − 1)sn0
)
=⇒ ˜˜u(t, x) = u(t, x)
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After extraction of a subsequence in p, we can assume that Sl(−sp)
(˜˜u(sp), ∂t˜˜u(sp)) has a weak
limit (˜˜v0, ˜˜v1) in H˙1 × L2 as p→∞. Thus the following limit exists:
ℓ(n0) = lim
p→∞
〈
Sl(−sp)
(
(˜˜u− u)(sp), (∂t˜˜u− ∂tu)(sp)) ,(
1
s
1/2
n0
U j0l,n0 ,
1
s
3/2
n0
∂τU
j0
l,n0
)(
−1, ·
sn0
)〉
H˙1×L2
=
〈
(˜˜v0, ˜˜v1)− (v0, v1),
(
1
s
1/2
n0
U j0l,n0 ,
1
s
3/2
n0
∂τU
j0
l,n0
)(
−1, ·
sn0
)〉
H˙1×L2
In view of (3.53), if J and n0 are large,∥∥∥∥∥(˜˜v0, ˜˜v1)− (v0, v1)− ∑
j=1...J
τ˜j>0
ϕ(τ˜j)
(
1
s
1/2
n0
U jl,n0 ,
1
s
3/2
n0
∂tU
j
l,n0
)(
−1, ·
sn0
)
−
(
1
s
1/2
n0
w˘Jn0 ,
1
s
3/2
n0
∂tw˘
J
n0
)(
−1, ·
sn0
)∥∥∥∥∥
H˙1×L2
≤ ε.
Hence, if J and n0 are large,
(3.55)
∣∣∣∣∣
〈 ∑
j=1...J
τ˜j>0
ϕ(τ˜j)
(
U jl,n0 , ∂tU
j
l,n0
)
(−1, ·)− (w˘Jn0 , ∂tw˘Jn0) (−1, ·) ,
(
U j0l,n0 , ∂τU
j0
l,n0
)
(−1, ·)
〉
H˙1×L2
− ℓ(n0)
∣∣∣∣∣ ≤ Cε
On the other hand,
ℓ(n0) = lim
p→∞
〈(
(˜˜u− u)(sp), (∂t˜˜u− ∂tu)(sp)) ,
(
1
s
1/2
n0
U j0l,n0 ,
1
s
3/2
n0
∂τU
j0
l,n0
)(
sp
sn0
− 1, ·
sn0
)〉
H˙1×L2
.
Using (3.54), we can write this last scalar product as
(3.56)∫
|x|≤sp+(r˜0−ε0−1)sn0
∇t,x(˜˜u−u)(sp, x)· 1
(λj0,n0sn0)
3/2
∇τ,yU j0l
(
sp − sn0(1 + τj0,n0)
λj0,n0sn0
,
x
λj0,n0sn0
)
dx.
If n0 is large, then by the definition of τ˜j0 and the fact that limn→∞−τj0,n = τ˜j0 > r˜0 − ε0, we
get that
−sn0(1 + τj0,n0) > (r˜0 − ε0 − 1)sn0 .
Furthermore, we can chose λj0,n0 arbitrary small (taking a larger n0 if necessary). By Lemma
2.4 (and using that (˜˜u(t), ∂t˜˜u(t)) can be bounded independently of n0 and t ≥ 0 in H˙1 × L2),
we conclude from (3.56) that for large n0,
|ℓ(n0)| ≤ ε.
Combining with (3.55) we get the desired estimate (3.52). The proof of case 2 is complete.
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3.2.4. Sketch of proof for Case 3. It remains to treat the case where r0 = 0 (i.e. U
1 = 0) and
τ˜j = 0 for all j ≥ 2. By (3.38), there exists c0 > 0 such that for all J ≥ 2,
(3.57) lim sup
n→∞
∫
c0≤|y|≤1
|∇wJ0,n|2 + (wJ1,n)2 dy ≥ c0.
Step 1. We fix a large J ≥ 2 and show:
(3.58) ∃ε0 > 0, ∀B > 0, lim sup
n→∞
∫
c0≤|y|≤1−
B
sn
∣∣∇wJ0,n∣∣2 + (wJ1,n)2 ≥ ε0.
If not,
(3.59) ∀ε > 0, ∃B(ε) > 0, lim sup
n→∞
∫
c0≤|y|≤1−
B(ε)
sn
∣∣∇wJ0,n∣∣2 + (wJ1,n)2 ≤ ε.
We first prove that there exists a constant C1 > 0, independent of ε, such that:
(3.60) lim sup
n→+∞
∣∣∣∣∣
∫
|y|≥1−B(ε)
sn
(∇vn(0) · wJ0,n + ∂τvn(0)wJ1,n) dy
∣∣∣∣∣ ≤ C1√ε
and
(3.61) lim sup
n→+∞
∣∣∣∣∣
∫
|y|≥1−B(ε)
sn
(∇un(0) · wJ0,n + ∂τun(0)wJ1,n) dy
∣∣∣∣∣ ≤ C1√ε.
Indeed,
(3.62)
∫
|y|≥1−
B(ε)
sn
(∇vn(0) · wJ0,n + ∂τvn(0)wJ1,n) dy = ∫
R3
. . .−
∫
|y|≤c0
. . .−
∫
c0≤|y|≤1−B(ε)/sn
. . .
The first term in (3.62) goes to 0 by the property (2.5) of wJn . The second term goes to zero using
that vn(0, y) = s
1/2
n vl(sn, sny) + on(1) and Lemma 2.4. Finally, by (3.59) and Cauchy-Schwarz
inequality, the third term is bounded as n→∞ by
√
ε lim sup
n→∞
√∫
|∇v0,n|2 + (v1,n)2 =
√
ε
√∫
|∇vl(0)|2 + (∂tvl(0))2,
which shows (3.60).
To show (3.61) , note that for n0 large, the solution ul,n0 to the linear wave equation introduced
in the proof of Lemma 3.8 satisfies
lim
n→∞
∫
|x|≥sn−B(ε)
|∇t,xu(sn, x)−∇t,xul,n0(sn, x)|2 dx = 0.
The proof of (3.61) works the same as the proof of (3.60), provided the conserved linear energy
of ul,n0 satisfies
1
2
∫
|∇ul,n0(t, x)|2 +
1
2
∫
|∂tul,n0(t, x)|2 ≤ C2,
where the constant C2 > 0 is independent of n0. This follows easily from the definition of ul,n0
in the proof of Lemma 3.8, which concludes the proof of (3.61).
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We next notice that the assumption that τ˜j = 0 for all j ≥ 2 implies that for all J ≥ 2,∫
|y|≥1−B(ε)/sn
∇un(0) · ∇wJ0,n + ∂τun(0)wJ1,n
=
∫
|y|≥1−B(ε)/sn
∇vn(0) · ∇wJ0,n + ∂τvn(0)wJ1,n +
∫
|y|≥1−B(ε)/sn
|∇wJ0,n|2 + (wJ1,n)2 + on(1).
Combining with (3.60) and (3.61) we see that there exists a constant C > 0 such that for all
ε > 0,
lim sup
n→∞
∫
|y|≥1−B(ε)/sn
|∇wJ0,n|2 + (wJ1,n)2 ≤ C
√
ε.
Together with (3.59), we get that
lim
n→∞
∫
c0≤|y|
|∇wJ0,n|2 + (wJ1,n)2 = 0,
a contradiction with (3.57).
Step 2. By Step 1, there exist (after extraction) ε0 > 0 and a sequence Bn → +∞ such that
Bn/sn → 0 and
lim inf
n→∞
∫
c0≤|y|≤1−Bn/sn
|∇wJ0,n|2 + (wJ1,n)2 dy ≥ ε0.
Chosing J large and arguing as in §3.1.5, we deduce that the following inequality holds for large
n and for all τ > 0 or for all τ < 0:
(3.63)
∫ 1−Bn/sn+|τ |
c0+|τ |
[
(∂r(run − rvn))2(τ, r) + (∂τ (run − rvn))2(τ, r)
]
dr ≥ ε0/8.
If it holds for all τ < 0, we get an easy contradiction taking τ = −1 and letting n goes to infinity.
Assume that (3.63) holds for all τ > 0. Following the proof of Lemma 3.8, we see (after
extraction of subsequences) that there exists a continuous non-increasing positive function I˜(A)
such that
lim
t→+∞
∫ +∞
t+A
(∂r(ru− rvl))2 + (∂t(ru− rvl))2 dr = I˜(A),
and
lim
A→+∞
I˜(A) = 0, lim
A→−∞
I˜(A) ≥ 0.
By (3.63), for large n,
I˜ ((c0 − 1)sn)− I˜(−Bn) ≥ ε0/8,
which yields a contradiction letting n→ +∞.
3.2.5. Existence of a linear component. We conclude this section by giving a corollary to Propo-
sition 3.6:
Corollary 3.9. Let u be a radial solution of (1.1) defined on [0,+∞) such that
sup
t≥0
‖∇u(t)‖L2 + ‖∂tu(t)‖L2 < +∞.
Then there exists (v0, v1) ∈ H˙1 × L2 such that:
Sl(−t)(u(t), ∂tu(t)) −−−⇀
t→∞
(v0, v1)
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weakly in H˙1 × L2. Furthermore, for all c0 > 0
lim
t→∞
∫
|x|≥c0t
|∇u(t)−∇vl(t)|2 + (∂tu(t)− ∂tv(t))2 dx = 0,
where vl is the solution of the linear equation (2.1) with initial data (v0, v1).
Proof. Let tn, t
′
n be two sequences of time such that tn, t
′
n → +∞. Assume that there exists
(v0, v1) ∈ H˙1 × L2, (v′0, v′1) ∈ H˙1 × L2 such that
Sl(−tn)(u(tn), ∂tu(tn)) −−−⇀
n→∞
(v0, v1), and Sl(−tn)(u(t′n), ∂tu(t′n)) −−−⇀n→∞ (v
′
0, v
′
1).
In view of Proposition 3.6, it is sufficient to check that (v0, v1) = (v
′
0, v
′
1).
We denote by vl(t) (respectively v
′
l(t)) the solution of the linear equation (2.1) with initial
data (v0, v1) (respectively (v
′
0, v
′
1)). Fix ε > 0. By Lemma 2.4, there exists R > 0 such that
(3.64) lim sup
t→+∞
∫
|x|≤t−R
[|∇vl(t, x)|2 + (∂tvl(t, x))2 + |∇v′l(t, x)|2 + (∂tv′l(t, x))2] dx ≤ ε.
Furthermore, by Proposition 3.6,
lim
n→∞
∫
|x|≥tn−R
|∇vl(tn)−∇u(tn)|2 + (∂tvl(tn)− ∂tu(tn))2 dx = 0.
Thus by finite speed of propagation
(3.65) lim
t→+∞
∫
|x|≥t−R
|∇vl(t)−∇u(t)|2 + (∂tvl(t)− ∂tu(t))2 dx = 0.
The same argument gives the analog of (3.65) with vl replaced by v
′
l. Hence:
lim
t→+∞
∫
|x|≥t−R
|∇vl(t)−∇v′l(t)|2 + (∂tvl(t)− ∂tv′l(t))2 dx = 0.
Combining with (3.64), we get:
lim sup
t→+∞
∫
R3
|∇vl(t)−∇v′l(t)|2 + (∂tvl(t)− ∂tv′l(t))2 dx ≤ ε.
As ε > 0 is arbitrary small, we get:
lim
t→+∞
∫
R3
|∇vl(t)−∇v′l(t)|2 + (∂tvl(t)− ∂tv′l(t))2 dx = 0.
By conservation of the linear energy, (v0, v1) = (v
′
0, v
′
1), concluding the proof. 
4. Expansion as a sum of rescaled stationary solution
In this section we prove Theorems 1 and 4.
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4.1. Expansion up to a dispersive term. We first show that Proposition 3.1 (respectively
Proposition 3.6) implies:
Corollary 4.1. Let u be a radial solution of (1.1) such that T+(u) = 1. Assume that
sup
0≤t<1
‖(u(t), ∂tu(t))‖H˙1×L2 <∞.
Then there exist J0 ≥ 1, ι1, . . . , ιJ0 ∈ {±1}, sequences tn → 1, λ1,n, . . . , λJ0,n > 0 with
(4.1) λ1,n ≪ λ2,n ≪ . . .≪ λJ0,n ≪ 1− tn,
and a sequence {w0,n}n, w0,n ∈ H˙1 such that
(4.2) lim
n→∞
∥∥∥∥∥∥
u(tn)− v0 − J0∑
j=1
ιj
λ
1/2
j,n
W
( ·
λj,n
)
− w0,n, ∂tu(tn)− v1
∥∥∥∥∥∥
H˙1×L2
= 0,
where (v0, v1) is defined in the beginning of Section 3 and, denoting by wn the solution of the
linear equation (2.1) with initial data (w0,n, 0)
(4.3) lim
n→∞
‖wn‖L8(R×R3) = 0.
Corollary 4.2. Let u be a radial solution of (1.1) defined on [0,+∞) such that
sup
t≥0
‖(u(t), ∂tu(t))‖H˙1×L2 <∞.
Then there exist J0 ≥ 0, ι1, . . . , ιj ∈ {±1}, sequences sn → +∞ and λ1,n, . . . , λJ0,n > 0 with
(4.4) λ1,n ≪ λ2,n ≪ . . .≪ λJ0,n ≪ sn,
and a sequence {w0,n}n, w0,n ∈ H˙1 such that
(4.5) lim
n→∞
∥∥∥∥∥∥
u(sn)− vl(sn)− J0∑
j=1
ιj
λ
1/2
j,n
W
( ·
λj,n
)
− w0,n, ∂tu(sn)− ∂tvl(sn)

∥∥∥∥∥∥
H˙1×L2
= 0,
where vl is defined in Corollary 3.9 and the solution wn of (2.1) with initial data (w0,n, 0)
satisfies (4.3).
Corollary 4.1 follows from Proposition 5.1 in [8] and Proposition 3.1, and we omit the proof.
The proof of Corollary 4.2 is very similar. We sketch it for completeness. We divide the proof
into a few lemmas.
Lemma 4.3. Let u be as in Corollary 4.2. Then
lim
T→+∞
1
T
∫ T
0
∫
R3
(∂tu− ∂tvl)2(t, x) dx dt = 0.
Proof. Let ϕ ∈ C∞0 (R3), radial such that ϕ(x) = 1 if |x| ≤ 32 and ϕ(x) = 0 if |x| ≥ 2. Let
(4.6) Z(t) =
1
2
∫
R3
ϕ
(x
t
)
(u∂tu− vl∂tvl) dx+
∫
R3
ϕ
(x
t
)
(x · ∇u∂tu− x · ∇vl∂tvl) dx.
Using that u satisfies (1.1) and vl satisfies (2.1), we get (cf e.g. [7, Claim 2.11])
(4.7) Z ′(t) = −
∫ (
(∂tu)
2 − (∂tv)2
)
dx+R(t),
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where
|R(t)| ≤ C
∫
|x|≥ 5
4
|t|
(|∇u|2 + (∂tu)2 + u6 + |∇vl|2 + (∂tvl)2) dx
and thus by finite speed of propagation:
(4.8) lim
t→+∞
R(t) = 0.
Furthermore,∫ (
(∂tu)
2 − (∂tvl)2
)
dx =
∫
(∂tu− ∂tvl)2 dx+ 2
∫
(∂tu− ∂tvl) ∂tvl dx.
By Lemma 2.4,
lim
t→+∞
∫
|x|≤ 1
2
|t|
(∂tvl(t))
2 = 0.
By Corollary 3.9,
lim
t→+∞
∫
|x|≥ 1
2
|t|
(∂tu− ∂tvl)2 dx = 0.
Combining, we get ∫ (
(∂tu)
2 − (∂tv)2
)
dx−
∫
(∂tu− ∂tvl))2 dx −→
t→+∞
0,
and hence
(4.9) lim
t→+∞
∣∣∣∣Z ′(t) + ∫ (∂tu− ∂tvl)2 dx∣∣∣∣ = 0.
We next show
(4.10) lim
t→+∞
Z(t)
t
= 0.
Assuming (4.10) and integrating (4.9) between 0 and T , we get the conclusion of the Lemma.
We have:
(4.11)
∫
R3
ϕ
(x
t
)
(u∂tu− vl∂tvl) =
∫
R3
ϕ
(x
t
)
u(∂tu− ∂tvl)︸ ︷︷ ︸
(i)
+
∫
R3
ϕ
(x
t
)
(u− vl)∂tvl︸ ︷︷ ︸
(ii)
.
Let ε0 > 0 and write:
(4.12) (i) =
∫
|x|≤ε0t
ϕ
(x
t
)
u(∂tu− ∂tvl) +
∫
|x|≥ε0t
ϕ
(x
t
)
u(∂tu− ∂tvl).
Using Hardy’s inequality, the first term in (4.12) can be bounded from above by∫
|x|≤ε0t
|x| 1|x| |u| |∂tu− ∂tvl| ≤ C0ε0t,
where C0 depends only on supt≥0
[‖(u, ∂tu)‖H˙1×L2 + ‖(vl, ∂tvl)‖H˙1×L2]. Similarly, the second
term of (4.12) can be bounded as follows
t
∫
|x|≥ε0t
|x|
t
ϕ
(x
t
) 1
|x|
∣∣∣u(∂tu− ∂tvl)∣∣∣ ≤ C0t
√∫
|x|≥ε0t
|∂tu− ∂tvl|2.
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By Corollary 3.9, we get
lim
t→+∞
1
t
∣∣∣∣∣
∫
|x|≥ε0t
ϕ
(x
t
)
u(∂tu− ∂tvl) dx
∣∣∣∣∣ = 0.
Combining the preceding estimates, we get that the term (i) in (4.11) satisfies lim supt→+∞
1
t |(i)| ≤
ε0, and thus, as ε0 is arbitrary small,
lim
t→+∞
1
t
(i) = 0.
By the same argument on (ii), we get (4.10), which concludes the proof of the Lemma. 
Lemma 4.4. Let u be as in Corollary 4.2. Then there exists a sequence sn → +∞ such that
lim
∫
R3
(∂tu(sn, x)− ∂tvl(sn, x))2 dx = 0(4.13)
lim
n→+∞
sup
λ>0
1
λ
∫ sn+λ
sn
∫
R3
(∂tu(t, x)− ∂tvl(t, x))2 dx dt = 0.(4.14)
Lemma 4.4 follows from Lemma 4.3 from a straightforward argument. We omit the proof,
which is almost identical to the one of [8, Corollary 5.3].
We next show Corollary 4.2. Let {sn}n be the sequence of times given by Lemma 4.4.
Consider a profile decomposition for the sequence
{
(u(sn)−vl(sn), ∂tu(sn)−∂tvl(sn))
}
n
, with
profiles U jl and parameters {tj,n, λj,n}. As usual we can consider this as a profile decomposition
for the sequence (u(sn), ∂tu(sn)) with the extra profile (vl(sn), ∂tvl(sn)).
By (4.13) in Lemma 4.4 and expansion (2.7),
lim
n→∞
∥∥∥∥∂tU jl (−tj,nλj,n
)∥∥∥∥
L2
= 0.
This shows that the sequence
{
− tj,nλj,n
}
n
is bounded if U jl 6= 0. Thus we can assume tj,n = 0 for
all j, n. By (4.13) again, ∂tU
j(0) = 0 for all j.
We next fix a small δ0 > 0 and reorder the profiles, so that there exists a J0 ≥ 1 such that
‖∇U j0,l‖2L2 ≥ δ0 for j = 1, . . . , J0 and ‖∇U j0,l‖2L2 < δ0 for j > J0.
Note that we can always assume J0 ≥ 1: if not, Proposition 2.1 would imply that the solution
u scatters, giving the conclusion in this case.
We will show that U j =W (up to transformations) for j ≤ J0 and U j = 0 for j > J0.
Fix k0 ≥ 1, and consider a sequence {λ˜n}n of positive numbers such that:
λ˜n ≪ λk0,n(4.15)
∀j ∈ {1, . . . , J0}, λj,n ≪ λk0,n =⇒ λj,n ≪ λ˜n.(4.16)
Let ϕ ∈ C∞(R3) such that ϕ(x) = 1 if |x| ≥ 34 and ϕ(x) = 0 if |x| ≤ 12 . Consider
u˜0,n(x) = vl(sn, x) + ϕ
(
x
λ˜n
) J0∑
j=1
1
λj,n
U j0,l
(
x
λj,n
)
+ wJ00,n(x), u˜1,n(x) = ∂tu(sn, x).
Let {u˜n} be the sequence of solutions of (1.1) such that(
u˜n(sn), ∂tu˜n(sn)
)
= (u˜0,n, u˜1,n).
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Let T > 0 be in the domain of definition of Uk0 . Noting that
u˜0,n = vl(sn) +
∑
j=1...J0
λj,n≫λk0,n
1
λ
1/2
j,n
U j0,l
( ·
λj,n
)
+
∑
j=J0+1...J
1
λ
1/2
j,n
U j0,l
( ·
λj,n
)
+ wJ0,n + on(1) in H˙
1,
we get by Proposition 2.1 that for t ∈ [0, λk0,nT ),
u˜n(sn + t, x) = vl(sn + t, x) +
∑
j=1...J0
λj,n≫λk0,n
1
λ
1/2
j,n
U j
(
t
λj,n
,
x
λj,n
)
+
∑
j=J0+1...J
1
λ
1/2
j,n
U j
(
t
λj,n
,
x
λj,n
)
+wJn(t, x) + r
J
n(t, x),
where
lim
J→∞
lim sup
n→∞
[
sup
t∈[0,λk0,nT )
∥∥(rJn(t), ∂trJn(t))∥∥H˙1×L2
]
= 0.
This implies that for all θ ∈ [0, T ],
λ
3/2
k0,n
(∂tu˜n − ∂tvl) (sn + λk0,nθ, λk0,n·) −−−⇀n→∞ ∂tU
k0(θ),
weakly in L2. In particular, fixing ε0 > 0,
∀θ ∈ [0, T ], lim
n→∞
∫
|y|≥ε0+|θ|
λ
3/2
k0,n
(∂tu˜n − ∂tvl) (sn + λk0,nθ, λk0,ny) ∂tUk0(θ, y) dy
=
∫
|y|≥ε0+|θ|
(
∂tU
k0(θ, y)
)2
dy,
and by the dominated convergence theorem,
(4.17) lim
n→∞
∫ T
0
∫
|y|≥ε0+|θ|
λ
3/2
k0,n
(∂tu˜n − ∂tvl) (sn + λk0,nθ, λk0,ny) ∂tUk0(θ, y) dy dθ
=
∫ T
0
∫
|y|≥ε0+|θ|
(
∂tU
k0(θ, y)
)2
dy dθ.
The left-hand side in (4.17) is equal to
1
λk0,n
∫ λk0,nT
0
∫
|x|≥λk0,nε+t
(∂tu˜n − ∂tvl)(sn + t, x) 1
λ
3/2
k0,n
∂tU
k
(
t
λk0,n
,
x
λk0,n
)
dx dt
=
1
λk0,n
∫ λk0,nT
0
∫
|x|≥λk0,nε+t
(∂tu− ∂tvl)(sn + t, x) 1
λ
3/2
k0,n
∂tU
k
(
t
λk0,n
,
x
λk0,n
)
dx dt −→
n→+∞
0
for large n. We used that for large n, λk0,nε ≥ λ˜n, and that by finite speed of propagation,
u˜(sn + t, x) = u(sn + t, x) for |x| ≥ |t|+ 34 λ˜n. As a consequence, for all ε0 > 0,∫ T
0
∫
|y|≥ε0+|θ|
(∂tU
k0(θ, y))2 dy dθ = 0,
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which shows
(4.18)
∫ T
0
∫
|y|≥|θ|
(∂tU
k0(θ, y))2 dy dθ = 0.
Recall that W is (up to scaling and change of sign) the only nonzero H˙1, radial solutions of
∆f + f5 = 0 on R3. Using (4.18), we deduce as in [8] (see the end of the proof of Proposition
5.1) that Uk0 = 0 or Uk0 = ± 1
µ
3/2
k0
W
(
·
µk0
)
for some µk0 > 0.
4.2. End of the proof. In this Subsection we conclude the proofs of Theorems 1 and 4. The
proofs are very similar, and we will focus on the proof of Theorem 1 (finite time blow-up case),
leaving the proof of the other case to the reader.
Assume that u satisfies the assumptions of Theorem 1 (with T+(u) = 1) and let w0,n be as in
Corollary 4.1. Theorem 1 will follow from Corollary 4.1 and:
(4.19) lim
n→∞
‖w0,n‖H˙1 = 0.
We will deduce (4.19) from the following lemma:
Lemma 4.5. Let u be as in Corollary 4.1. For all k = 1, . . . , J0+1, there exists (after extraction
of subsequences in n), a sequence
{
tkn
}
n
such that tn ≤ tkn < 1 and, for large n,
(4.20) ∀x ∈ R3, |x| ≥ tkn − tn =⇒
(
u
(
tkn, x
)
, ∂tu
(
tkn, x
))
=
(
uk0,n(x), u
k
1,n(x)
)
,
where
(
uk0,n, u
k
1,n
) ∈ H˙1 × L2 and
(4.21) lim
n→∞
∥∥∥∥∥∥uk0,n − v(tkn)−
J0∑
j=k
ιj
λ
1/2
j,n
W
( ·
λj,n
)
− wn(tkn − tn)
∥∥∥∥∥∥
H˙1
= lim
n→∞
∥∥∥uk1,n − ∂tv(tkn)− ∂twn (tkn − tn)∥∥∥
L2
= 0.
By convention, the sum in (4.21) is 0 when k = J0 + 1.
Indeed, let us first assume Lemma 4.5 and prove Theorem 1.
Proof of Theorem 1. By (4.21) in Lemma 4.5 with k = J0 + 1, we have
lim
n→∞
∥∥∥(uJ0+10,n , uJ0+11,n )− (v (tJ0+1n ) , ∂tv (tJ0+1n ))− (wn (tJ0+1n − tn) , ∂twn (tJ0+1n − tn))∥∥∥
H˙1×L2
= 0,
where tn < t
J0+1
n ≤ 1. Denote by uJ0+1n the solution with initial condition (uJ0+10,n , uJ0+11,n ) at
t = 0. By Proposition 2.1, for t ∈ [0, s0] (s0 > 0 is chosen small so that 1 + s0 is in the domain
of v),
(4.22) uJ0+1n (t) = v
(
tJ0+1n + t
)
+ wn
(
tJ0+1n + t− tn
)
+ r˜n(t),
where:
lim
n→∞
sup
t∈[0,s0]
(‖r˜n(t)‖H˙1 + ‖∂tr˜n(t)‖L2) = 0.
By finite speed of propagation and (4.20),
(4.23)
(
uJ0+1n (t, x), ∂tu
J0+1
n (t, x)
)
=
(
u(tJ0+1n + t, x), ∂tu(t
J0+1
n + t, x)
)
for 0 < t < 1− tJ0+1n , |x| ≥ t+ tJ0+1n − tn.
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By Proposition 2.5, for all t ∈ R,
(4.24)
∫
|x|≥|t|
[|∇wn(t, x)|2 + (∂twn(t, x))2] dx ≥ 1
2
∫
|∇w0,n(x)|2 dx.
Indeed, this holds, according to Proposition 2.5, for all t ≥ 0 or for all t ≤ 0. From the fact that
∂twn↾t=0 = 0, we deduce that wn(t) = wn(−t) and thus that wn satisfies (4.24) for all t.
Combining (4.22), (4.23) and (4.24) with t = 1−t
J0+1
n
2 , we get
(4.25)∫
|x|≥
1+t
J0+1
n
2
−tn
(∣∣∣∣∇a(tJ0+1n + 12
)∣∣∣∣2 + ∣∣∣∣∂ta( tJ0+1n + 12
)∣∣∣∣2
)
dx ≥ 1
2
∫
|∇w0,n(x)|2 dx+ on(1).
As tn < t
J0+1
n , we have
1 + tJ0+1n
2
− tn > 1− t
J0+1
n
2
= 1− 1 + t
J0+1
n
2
,
thus the left-hand term in (4.25) is 0, which shows that
lim
n→∞
∫
|∇w0,n(x)|2 dx = 0,
which conclude the proof of (1.7).
It remains to show (1.9). By (1.7), (1.8),
lim
n→∞
E(a(tn), ∂ta(tn)) = J0E[W ].
Using that E(a(t), ∂ta(t)) has a limit as t→ 1 (see e.g. section 3 of [8]), we get
lim
t→1−
E(a(t), ∂ta(t)) = J0E[W ],
hence (1.9), which concludes the proof of Theorem 1. 
Proof of Lemma 4.5. We show Lemma 4.5 by induction.
For k = 1, (4.21) follows from Corollary 4.1 with t1n = tn, (u
1
0,n, u
1
1,n) = (u(tn), ∂tu(tn)).
We fix k ∈ {1, . . . J0} and assume that the statement of the lemma holds for this k. Let ukn be
the solution of (1.1) with initial condition (uk0,n, u
k
1,n) at t = 0. By finite speed of propagation
and (4.20),(
u
(
tkn + t, x
)
, ∂tu
(
tkn + t, x
))
=
(
ukn (t, x) , ∂tu
k
n (t, x)
)
, for |x| ≥ |t|+ tkn − tn.
Furthermore by (4.21) and Proposition 2.1, we get that for all A > 0, for all t ∈ [−Aλk,n, Aλk,n],
(4.26) ukn(t) = v(t+ t
k
n) +
J0∑
j=k
1
λ
1/2
j,n
W
(
x
λj,n
)
+ wn
(
tkn − tn + t
)
+ rkn(t)
where
lim
n→∞
sup
−Aλk,n≤t≤Aλk,n
(∥∥∥rkn(t)∥∥∥
H˙1
+
∥∥∥∂trkn(t)∥∥∥
L2
)
= 0.
As a consequence, for all p ≥ 1, there exists Np such that
∀n ≥ Np,
∥∥∥rkn (pλk,n)∥∥∥
H˙1
+
∥∥∥∂trkn (pλk,n)∥∥∥
L2
≤ 1
2p
.
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This yields an increasing sequence of integer {np}p such that np → +∞ and
(4.27) lim
p→∞
∥∥∥rknp (pλk,np)∥∥∥H˙1 +
∥∥∥∂trknp (pλk,np)∥∥∥L2 = 0.
In view of (4.1), we can also chose np large enough so that
lim
p→∞
pλk,np
λk+1,np
= 0.
Coming back to (4.26), we obtain
uknp
(
pλk,np
)
= v
(
tknp + pλk,np
)
+
J0∑
j=k
1
λ
1/2
j,np
W
( ·
λj,np
)
+ wnp
(
tknp − tnp + pλk,np
)
+ rknp
(
pλk,np
)
∂tu
k
np
(
pλk,np
)
= ∂tv
(
tknp + pλk,np
)
+ ∂twnp
(
tknp − tnp + pλk,np
)
+ ∂tr
k
np
(
pλk,np
)
.
Let ϕ ∈ C∞(R3) be a radial function such that ϕ(x) = 1 for |x| ≥ 1 and ϕ(x) = 0 for |x| ≤ 1/2.
Let tk+1np = t
k
np + pλk,np. Define:
uk+10,np = v
(
tk+1np
)
+ ϕ
(
x
pλk,np
) J0∑
j=k
1
λ
1/2
j,np
W
( ·
λj,np
)
+ wnp
(
tk+1np − tnp
)
+ rknp
(
pλk,np
)
uk+11,np = ∂tv
(
tk+1np
)
+ ∂twnp
(
tk+1np − tnp
)
+ ∂tr
k
np
(
pλk,np
)
.
Using that, as p→∞,
λk,np ≪ pλk,np ≪ λk+1,np ≪ . . .≪ λJ0,np ,
we get, in view of (4.27),
lim
p→∞
∥∥∥∥∥∥uk+10,np − v
(
tk+1np
)
−
J0∑
j=k+1
1
λ
1/2
j,np
W
( ·
λj,np
)
−wnp
(
tk+1np − tnp
)∥∥∥∥∥∥
H˙1
+
∥∥∥uk+11,np − ∂tv (tk+1np )− ∂twnp (tk+1np − tnp)∥∥∥L2 = 0.
This yields (4.21) at the level k + 1. By the definition of
(
uk+10,np , u
k+2
1,np
)
,
uk+10,np(x) = u
k
np
(
pλk,np, x
)
, uk+11,np(x) = ∂tu
k
np
(
pλk,np, x
)
, |x| ≥ pλk,np.
By finite speed of propagation, (4.20) and the definition of tk+1n ,
uknp
(
pλk,np, x
)
= u
(
tk+1np , x
)
, ∂tu
k
np
(
pλk,np, x
)
= ∂tu
(
tk+1np , x
)
, |x| ≥ tk+1np − tnp .
Noting that tk+1np − tnp = tknp − tnp + pλnp ≥ pλnp we obtain (4.20) at the level k + 1. 
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5. The case of only one profile
In this section we show Theorems 2 and 5. Again, the proofs are very similar and we will
focus on the proof of Theorem 2.
Let u be as in Theorem 2. By Theorem 1 and the assumption that J0 = 1, changing u into
−u if needed, there exist sequences tn → 1, tn < 1 and {λn}n, such that
lim
n→∞
∥∥∥∥∥
(
a(tn)− 1
λ
1/2
n
W
( ·
λn
)
, ∂ta(tn)
)∥∥∥∥∥
H˙1×L2
= 0,
where limn→∞
λn
1−tn
= 0. By (1.9),
(5.1) lim
t→1
E(a(t), ∂ta(t)) = E(W, 0).
Let δ0 > 0 be a small parameter. If the conclusion of Theorem 2 does not hold we get, in view
of the variational characterization of W ([2], [26]), that there exists a sequence {t′n}n such that
t′n > tn,
(5.2)
∣∣∣∣∫
R3
|∇a(t)|2 + (∂ta(t))2 −
∫
R3
|∇W |2
∣∣∣∣ < δ0 for tn < t < t′n,
and
(5.3)
∣∣∣∣∫
R3
|∇a(t′n)|2 + (∂ta(t′n))2 −
∫
R3
|∇W |2
∣∣∣∣ = δ0.
Consider, after extraction, a profile decomposition
{
U jl , λj,n, tj,n
}
for the sequence (a(t′n), ∂ta(t
′
n)).
Note that by (5.3), the orthogonal expansion of the H˙1 × L2 norm and Claim 2.3, there exists
a constant c0 > 0 such that for all j,
(5.4) E(U j) ≥ c0
(
‖∇U jl (0)‖2L2 + ‖∂tU jl (0)‖2L2
)
and E(wjn) ≥ c0
(
‖∇wj0,n‖2L2 + ‖wj1,n‖2L2
)
.
Step 1. We first show that there is only one nonzero profile in the profile decomposition, and
that
∀J ≥ 1, lim
n→∞
(∥∥∇wJ0,n∥∥L2 + ∥∥wJ1,n∥∥L2) = 0
Indeed, if this does not hold we get by (5.1) and (5.4) that
(5.5) E
(
U j0 , U
j
1
)
< E(W, 0)
for all j. By the result of [13], we obtain that for every j, the nonlinear profile U j scatters in
both time directions or blows up in both time directions. Scattering for all j would imply that
the solution u is defined after t = 1, a contradiction. Thus one profile at least must blow up in
both time directions, say U1. We can assume t1n = 0 for all n. By (5.2),
sup
T−(U1)<t<0
(∥∥∇U1(t)∥∥2
L2
+
∥∥∂tU1∥∥2L2) ≤ ‖∇W‖2L2 + δ0.
This shows that the blow-up of U1 for negative time is a small type II blow-up in the sense of
Theorem 1 of [8]. The conclusion of this theorem implies
E(U10 , U
1
1 ) ≥ E(W, 0),
contradicting (5.5).
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Step 2: contradiction. By Step 1, we have only one nonzero profile, say U1l , and the dispersive
part (w10,n, w
1
1,n) tends to 0 in the energy space. Furthermore, scattering of U
1 in one time
direction is excluded. Indeed, if it scatters for positive time, we get that u is defined beyond
t = 1, a contradiction. Furthermore, (5.1) and (5.2) imply that U1 is close to the manifold
{±µ3/2W (µ·), µ > 0} for negative time, which shows that U1 cannot scatter backward in time.
This shows that −t1,n/λ1,n is bounded, and that we can assume that t1,n = 0 for all n. Finally,
we obtain
lim
n→∞
∥∥∥∥∥
(
u(t′n)− v(t′n)−
1
λ
1/2
1,n
U10
(
x
λ1,n
)
, ∂tu(t
′
n)− ∂tv(t′n)−
1
λ
3/2
1,n
U11
(
x
λ1,n
))∥∥∥∥∥
H˙1×L2
= 0.
By (5.1),
(5.6) E(U10 , U
1
1 ) = E(W, 0).
By (5.3),
(5.7) ‖∇U10 ‖2L2 + ‖U11 ‖2L2 = ‖∇W‖2L2 ± δ0.
We distinguish two cases.
If the sign in (5.7) is a minus sign, then by the classification of solutions at the critical energy
from [9], we obtain that U1 scatters in at least one of the time directions, a contradiction.
Next assume that the sign in (5.7) is a plus sign. In view of (5.2),
∀t ∈ (T−(U1), 0), ‖∇U1(t)‖2L2 + ‖∂tU1(t)‖2L2 ≤ ‖∇W‖2L2 + δ0
This show by the rigidity Theorem 6.2 in Section 6 that U1 = W+ (up to a time translation).
By Theorem 6.7, W+ blows-up for positive time with type I blow-up, which contradicts the fact
(consequence of (1.3)) that U1 is bounded. This concludes the proof of Theorem 2.
6. Properties of W+
Recall from [9] that there exists a solution W+ of (1.1) such that
E[W+] = E[W ],
∫
R3
|∇W+(0)|2 >
∫
R3
|∇W |2(6.1)
T+(W
+) = 1(6.2)
T−(W
+) = −∞ and ∃C > 0, ∀t ≤ 0, ‖W+(t)−W‖H˙1 + ‖∂tW+(t)‖L2 ≤ Cet/C .(6.3)
Note that (6.1) implies, by Claim 2.3 that
∫ |∇W+(t)|2 > ∫ |∇W |2 for all t ∈ (−∞, 1). The
properties (6.1) and (6.3) characterize W+ up to time translation (see [9, Lemma 6.4]):
Proposition 6.1. Let u be a solution of (1.1) (possibly not radial) such that
E[u] = E[W ],
∫
R3
|∇u(0)|2 >
∫
R3
|∇W |2(6.4)
T−(u) = −∞ and ∃C > 0, ∀t ≤ 0, ‖u(t) −W‖H˙1 + ‖∂tu(t)‖L2 ≤ Cet/C .(6.5)
Then T+(u) < +∞ and, denoting t0 = 1− T+(u),
u(t) =W+(t+ t0).
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In Subsection 6.1, we deduce from Proposition 6.1 a stronger uniqueness statement. In Sub-
section 6.2, we show that the blow-up of W+ at t = 1 is of type I, i.e.
lim sup
t→1
‖(W+(t), ∂tW+(t))‖H˙1×L2 = +∞.
This section uses some of the results of our previous works [13], [9] and [7], but is completely
independent of the preceding sections.
6.1. A rigidity theorem. In this subsection we show the following rigidity result:
Theorem 6.2. There exists a small δ0 > 0 such that the following holds. Let u be a solution of
(1.1) (not necessarily radial) such that
E(u0, u1) = E(W, 0)(6.6)
∀t ∈ (T−(u), 0), ‖∇W‖2L2 < ‖∇u(t)‖2L2 +
1
2
‖∂tu(t)‖2L2 ≤ ‖∇W‖2L2 + δ0.(6.7)
Then, up to change of sign, scaling and time translation, u =W+.
Let us mention that Theorem 6.2 also holds in space dimension N = 4, 5 for the corresponding
energy critical wave equation (replacing the coefficient 1/2 in front of ‖∂tu(t)‖2 by (N − 2)/2)).
To simplify the exposition, we only write the proof in space dimension 3.
Sketch of proof. The proof of Theorem 6.2 is very close to the proof of Theorem 2 (a) in [9], and
we only sketch it. It is divided into 5 steps. The main difference with respect to the proof in [9]
is the use of the description of small type II blow-up solutions (from [7]) in Step 1.
Step 1. Compactness. We first show that there exist λ(t), x(t) defined for t ∈ (T−(u), 0] such
that
K− =
{
1
λ(t)1/2
u
(
t,
·
λ(t)
+ x(t)
)
,
1
λ(t)3/2
∂tu
(
t,
·
λ(t)
+ x(t)
)
, t ∈ (T−(u), 0]
}
has compact closure in H˙1 × L2. This follows from the compactness argument introduced in
[12], [13]. It is sufficient to prove that for any sequence tn → T−(u), there exists a subsequence
(still denoted by {tn}n) and sequences {λn}n, {xn}n of parameters such that(
1
λ
1/2
n
u
(
tn,
·
λn
+ xn
)
,
1
λ
3/2
n
∂tu
(
tn,
·
λn
+ xn
))
converges in H˙1×L2. Note that by (6.6), (6.7) u does not scatter in any time direction. Indeed,
assume for example that u scatters forward in time. Then
lim
t→+∞
‖u(t)‖L6 = 0.
Hence by (6.7) and conservation of energy, E[u] ≥ 12‖∇W‖2L2 = 32E[W ] a contradiction with
(6.6).
For a given sequence tn → T−(u) consider, after extraction, a profile decomposition:
(u(tn), ∂tu(tn)) =
J∑
j=1
(
1
λ
1/2
j,n
U jl
(−tj,n
λj,n
,
· − xj,n
λj,n
)
,
1
λ
3/2
j,n
∂tU
j
l
(−tj,n
λj,n
,
· − xj,n
λj,n
))
+(wJ0,n, w
J
1,n).
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where (wJ0,n, w
J
1,n), λj,n and xj,n satisfy the pseduo-orthogonality property:
j 6= k =⇒ lim
n→∞
λj,n
λk,n
+
λk,n
λj,n
+
|tj,n − tk,n|
λj,n
+
|xj,n − xk,n|
λj,n
= +∞.
and (2.4). As usual, we denote by U j the corresponding nonlinear profiles. As u does not scatter,
there is at least one nonzero profile, say U1l . We must show
(6.8) j ≥ 2 =⇒ U jl = 0 and lim
n→∞
∥∥∥(wj0,n, wj1,n)∥∥∥
H˙1×L2
= 0.
By Claim 2.3, there is a constant c > 0 such that for all j,
E
(
U jl
(−tj,n
λj,n
)
, ∂tU
j
l
(−tj,n
λj,n
))
≥ c
∥∥∥∥(U jl (−tj,nλj,n
)
, ∂tU
j
l
(−tj,n
λj,n
))∥∥∥∥2
H˙1×L2
and
E
(
wj0,n, w
j
1,n
)
≥ c‖(wj0,n, wj1,n)‖2H˙1×L2 .
Thus, in view of the expansion of the energy (2.8), if (6.8) does not hold, there exists ε > 0
(independent of j) such that
∀j ≥ 2, E[U j ] ≤ E[W ]− ε, E(wj0,n, wj1,n) ≤ E[W ]− ε.
In view of (6.7), there is at most one index j0 such that ‖∇U j0(−tj0,n/λj0,n)‖2L2 > ‖∇W‖2L2 .
Assume that such an index exists. By [13], U j0 blows-up in finite time. By Proposition 2.1,
(6.6), (6.7) and expansions as in (2.6),(2.7) and (2.8), U j0 is a type II blow-up solution that
satisfies
sup
t∈Imax(Uj0 )
‖∇U j0(t)‖2L2 +
1
2
‖∇U j0(t)‖2L2 ≤ ‖∇W‖2 + δ0, E[U j0 ] < E[W ].
This contradicts the fact that the main theorem of [7] implies that E[U j0 ] ≥ E[W ] showing that
for all j,
‖∇U j(−tj,n/λj,n)‖L2 < ‖∇W‖L2 .
Let us mention that the main theorem of [7] only holds in space dimension 3 and 5. To prove
Theorem 6.2 in dimension 4, one should use [7, Corollary 3.2], which also implies that E[U j0 ] ≥
E[W ] and holds in space dimensions 3, 4 and 5.
By [13], all profiles U j scatter. This shows that u scatters, a contradiction. We have shown
(6.8), i.e.
(u(tn), ∂tu(tn)) =
(
1
λ
1/2
1,n
U1l
(−t1,n
λ1,n
,
· − x1,n
λ1,n
)
,
1
λ
3/2
1,n
∂tU
1
l
(−t1,n
λ1,n
,
· − x1,n
λ1,n
))
+on(1) in H˙
1×L2.
It remains to notice that the fact that u does not scatter in any time direction implies that
−t1,n/λ1,n is bounded, which shows the desired compactness property and concludes Step 1.
Step 2. Global existence for negative time. It follows from Step 1 and [7, Proposition 4.5]
that T−(u) = −∞. We omit the proof and refer the reader to [7]. Let us mention that the
main ingredients of this proof are the impossibility of self-similar blow-up, shown in [13], and
monotonicity formulas as (6.9) below.
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Step 3. Convergence for a subsequence. We introduce
d(t) =
∫
|∇u(t)|2 −
∫
|∇W |2 + 1
2
∫
(∂tu(t))
2.
Then one can show:
lim
T→−∞
1
T
∫ 0
T
d(t) dt = 0.
This follows from the following properties, shown in [9, Proposition 2.8]:
lim
t→−∞
|t|λ(t) = +∞, lim
t→−∞
x(t)
t
= 0,
and from the identity:
(6.9)
d
dt
∫
R3
u∂tuϕ
( x
R
)
=
∫
R3
(∂tu)
2 −
∫
|∇u|2 +
∫
u6 +O
(∫
|x|≥R
(∂tu)
2 + |∇u|2 + |u|6
)
≥ 2d(t) +O
(∫
|x|≥R
(∂tu)
2 + |∇u|2 + |u|6
)
,
where ϕ ∈ C∞0 (R3), ϕ(x) = 1 for |x| ≤ 1. We omit again the details, refering to Subsection 3.1
of [9].
Step 4. Modulation. Let t ≤ 0. By Claim 3.6 and Lemma 3.7 in [9], the property d(t) < δ0
implies (if δ0 > 0 is small enough) that there exists µ(t) > 0, X(t) ∈ R3 such that
1
µ(t)1/2
u
(
t,
·
µ(t)
+X(t)
)
∈
{
∂x1W,∂x2W,∂x3W,
1
2
W + x · ∇W
}⊥
,
where the orthogonality is to be understood in the sense of the H˙1 scalar product. Furthermore,
chosing α(t) such that
f(t) =
1
µ(t)1/2
u
(
t,
·
µ(t)
+X(t)
)
− (1 + α(t))W ∈
{
W,∂x1W,∂x2W,∂x3W,
1
2
W + x · ∇W
}⊥
,
we have the following estimates, uniformly for t ≤ 0:
|α(t)| ≈ ‖∇(α(t)W + f(t))‖L2 ≈ ‖∇f(t)‖L2 + ‖∂tu(t)‖L2 ≈ d(t)(6.10) ∣∣∣∣α′µ
∣∣∣∣+ ∣∣∣∣ µ′µ2
∣∣∣∣+ ∣∣X ′(t)∣∣ . d(t).(6.11)
It is easy to see that the compactness of K− implies that the following set has compact closure
in H˙1 × L2:
K˜− =
{
1
µ(t)1/2
u
(
t,
·
µ(t)
+X(t)
)
,
1
µ(t)3/2
∂tu
(
t,
·
µ(t)
+X(t)
)
, t ∈ (T−(u), 0]
}
.
Step 5. Exponential convergence and conclusion. In this step we show that (after a change of
sign if necessary) there exist µ∞ > 0, X∞ ∈ R3 and C > 0 such that
(6.12) t ≤ 0 =⇒
∥∥∥∥∥
(
(u(t), ∂tu(t))−
(
1
µ
1/2
∞
W
( · −X∞
µ∞
)
, 0
))∥∥∥∥∥
H˙1×L2
≤ Cet/C .
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This will conclude the proof according to Proposition 6.1. The arguments are again very close
to the ones of [9] and we will only sketch them, refering the reader to Subsection 3.3 of that
paper for the details.
By a careful analysis of the remainder term in the identity (6.9), using the modulation theory
described in Step 4, one can show (see [9, Lemma 3.8]):
(6.13) σ < τ ≤ 0 =⇒
∫ τ
σ
d(t) dt ≤ C
(
max
σ≤t≤τ
|X(t)| + 1
µ(t)
)
(d(σ) + d(τ)).
Furthermore, integrating (6.11) between σ and τ , we get
(6.14) σ < τ ≤ 0 =⇒ |X(σ) −X(τ)|+
∣∣∣∣ 1µ(σ) − 1µ(τ)
∣∣∣∣ ≤ ∫ τ
σ
d(t) dt.
According to Step 3, there exists a decreasing sequence τn → −∞ such that
lim
n→∞
d(τn) = 0.
We first note that (6.13) and (6.14) imply that |X(t)|+ 1µ(t) is bounded on (−∞, 0]. Indeed, let
m≫ 1 and, for n ≥ m, Mn = max{|X(t)| + 1/µ(t), t ∈ [τn, τm]}. Combining (6.13) and (6.14),
we get for t ∈ [τn, τm],
|X(t)|+ 1
µ(t)
≤ C
∫ τm
τn
d(t) dt+ |X(τm)|+ 1
µ(τm)
≤ CMn(d(τm) + d(τn)) + |X(τm)|+ 1
µ(τm)
.
Hence
Mn ≤ CMn(d(τm) + d(τn)) + |X(τm)|+ 1
µ(τm)
,
which implies the boundedness of |X(t)| + 1/µ(t), fixing m large (so that Cd(τm) ≤ 1/2) and
letting n→∞.
Coming back to (6.13), we obtain the diffential inequality
∫ τ
−∞ d(t) dt ≤ Cd(τ) and thus
(6.15)
∫ τ
−∞
d(t) dt ≤ Cecτ .
Together with (6.14), we get that there exist X∞ ∈ R3, ℓ∞ ≥ 0 such that
|X∞ −X(τ)| +
∣∣∣∣ 1µ(τ) − ℓ∞
∣∣∣∣ ≤ Ceτ/C , τ ≤ 0.
After a space translation, one may assume X∞ = 0. The inequality
|X(τ)| +
∣∣∣∣ 1µ(τ) − ℓ∞
∣∣∣∣ ≤ C max−∞≤t≤τn
(
|X(t)| + 1
µ(t)
)
d(τn), τ ≤ τn
which follows from (6.13) and (6.14) implies that we cannot have ℓ∞ = 0. Hence, letting
µ∞ = 1/ℓ∞
(6.16) |X(τ)| + |µ(τ)− µ∞| ≤ Ceτ/C , τ ≤ 0.
It remains to show that d(t) ≤ CetC for t ≤ 0. This follows from (6.15) and the estimates
|α(t)| ≈ d(t) and |α′(t)| . d(t) in (6.10), (6.11). In view of (6.10) and (6.16), this shows (6.12)
and concludes the proof of the Theorem. 
We conclude this section by giving a corollary to Theorem 6.2 and the main result of [14],
which completes Theorem 2 of [9].
40 T. DUYCKAERTS, C. KENIG, AND F. MERLE
Corollary 6.3. Let u be a radial solution of (1.1) such that E[u] = E[W ]. Assume that∫ |∇u0|2 > ∫ |∇W |2. Then u blows up in finite time in both time directions or u = W+ up to
the symmetries of the equation.
Remark 6.4. In Theorem 2, c) of [9], the same result is stated for (possibly nonradial) solutions
such that u0 ∈ L2.
Remark 6.5. The radial restriction comes from [14]. If the main result of [14] holds without
radiality assumption, then Corollary 6.3 holds for general nonradial solutions of (1.1).
Remark 6.6. For simplicity, we stated Corollary 6.3 in space dimension 3. Since the proof of
Theorem 6.2 can be adapted to space dimensions 4 and 5, and the main Theorem of [14] also
holds in dimension 5, we can conclude that Corollary 6.3 holds for the energy-critical equation
in dimension 5 also. Similarly, the generalization of [14] to dimension 4 would imply Corollary
6.3 in dimension 4.
Proof. Let
S =
{( ι
λ1/2
W
( ·
λ
)
, 0
)
, λ > 0, ι = ±1
}
.
Let η > 0. By the main theorem of [14], there exists a neighborhood B of S in H˙1 × L2, within
O(
√
η) distance in H˙1×L2 such that for any radial solution u of (1.1) satisfying E[u] < E[W ]+η,
one of the following holds:
T+(u) = +∞ and u scatters forward in time.(6.17)
T+(u) = +∞ and (u, ∂tu)(t) ∈ B for large positive t(6.18)
or T+(u) <∞.(6.19)
Let u be a solution of (1.1) such that E[u] = E[W ] and
∫ |∇u0|2 > ∫ |∇W |2. Then by Claim
2.3,
∫ |∇u(t)|2 > ∫ |∇W |2 for all t in the domain of existence of u. In particular, by the same
argument as in Step 1 of the the proof of Theorem 6.2, (6.17) is excluded.
Assume that (6.18) holds. Then
∀t ≥ 0,
∫
|∇W |2 <
∫
|∇u(t)|2 <
∫
|∇W |2 + C√η.
Taking η small enough, we get by Theorem 6.2 that u = W+ up to the symmetries of the
equation. The same argument for negative times implies that u blows up in both time directions
or u =W+ modulo symmetries, concluding the proof. 
6.2. Type I blow-up. The purpose of this subsection is to show that the blow-up of W+ is of
type I, i.e:
Theorem 6.7.
lim sup
t→1−
‖∇W+(t)‖2L2 + ‖∂tW+(t)‖2L2 = +∞.
We divide the proof into a few propositions:
Proposition 6.8. Let u be a radial solution of (1.1) such that T+ = T+(u) <∞ and
∀t ∈ [T+ − ε, T+), ∀r > 0, ∂tu(t, r) ≥ 0.
Then the blow-up of u is of type I.
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Proof. Assume that the blow-up of u is a type II blow-up. We will reach a contradiction in two
steps, using the general description of blow-up type II solutions given in [8, Section 3].
Step 1: convergence of u in L6. As in the beginning of subsections 3.1, we denote by (v0, v1)
the weak limit, in H˙1×L2 of (u(t), ∂tu(t)) as t→ T+, and by v the solution of (1.1) with initial
condition (v0, v1) at t = T+. We have (taking a smaller ε > 0 if necessary),
u ∈ C0
(
(T+ − ε, T+), H˙1
)
, v ∈ C0
(
(T+ − ε, T+], H˙1
)
.
and thus, by one-dimensional Sobolev embeddings, and using that u and v are radial functions,
u ∈ C0
(
(T+ − ε, T+)×
(
R
3 \ {0}) ), v ∈ C0((T+ − ε, T+]× (R3 \ {0}) ).
By finite speed of propagation, u− v is supported in the set {|x| ≤ T+ − t}, which implies
x 6= 0 =⇒ lim
t→T+
u(t, x) = v0(x).
As ∂tu ≥ 0, we obtain
∀x 6= 0, ∀t ∈ (T+ − ε, T+), u(T+ − ε, x) ≤ u(t, x) ≤ v0(x).
Using that v0 ∈ L6, we get by dominated convergence:
(6.20) lim
t→T+
‖u(t)− v0‖L6 = 0.
Step 2: profile decomposition and contradiction. Let tn → T+. Consider, after extraction of a
subsequence, a profile decomposition for the sequence (u(tn)− v0, ∂tu(tn)− v1):
(6.21)

u(tn)− v0 =
J∑
j=1
1
λ
1
2
j,n
U jl
(−tj,n
λj,n
,
x
λj,n
)
+ wJ0,n(x),
∂tu(tn)− v1 =
J∑
j=1
1
λ
3
2
j,n
∂tU
j
l
(−tj,n
λj,n
,
x
λj,n
)
+ wJ1,n(x),
where, the solution wJn the linear wave equation (2.1) with initial conditions
(
wJ0,n, w
J
1,n
)
satisfies
(2.4).
Consider, for every j, the nonlinear profile U j associated to
(
U jl , {−tj,n/λj,n}n
)
. Let J be
the set of indices j such that U j does not scatter forward in time. The set J if finite and not
empty (if J is empty, u scatters forward in time, a contradiction). For j ∈ J , one may assume
tj,n = 0 or(6.22)
lim
n→+∞
−tj,n
λj,n
= −∞.(6.23)
For j ∈ J , chose Tj in the domain of definition of U j and such that
(6.24) U j(Tj) 6= 0.
If (6.22) holds, we can also assume Tj > 0. Note that this implies in both cases (6.22) or (6.23)
that for any j in J , for large n,
(6.25) tj,n + λj,nTj > 0.
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Reordering the profiles and extracting subsequences, we may assume:
1 ∈ J and ∀n, t1,n + λ1,nT1 = min
j∈J
(tj,n + λj,nTj) .
We will show that U1(T1) = 0, which will contradicts (6.24) for j = 1.
By Proposition 2.1, tn + t1,n + λ1,nT1 < T+(u) for large n and
(6.26)

u(tn + t1,n + λ1,nT1) = v0 +
1
λ
1
2
1,n
U1
(
T1,
·
λ1,n
)
+
J∑
j=2
1
λ
1
2
j,n
U j
(
t1,n + λ1,nT1 − tj,n
λj,n
,
·
λj,n
)
+ w˜J0,n,
∂tu(tn + t1,n + λ1,nT1) = v1 +
1
λ
3
2
1,n
∂tU
1
(
T1,
·
λ1,n
)
+
J∑
j=2
1
λ
3
2
j,n
∂tU
j
(
t1,n + λ1,nT1 − tj,n
λj,n
,
·
λj,n
)
+ w˜J1,n,
where the solution w˜Jn of the linear wave equation with initial conditions
(
w˜J0,n, w˜
J
1,n
)
satisfies
(2.4). As a consequence of (6.25) for j = 1, we get (using that for large n, tn+t1,n+λ1,nT1 < T+),
(6.27) lim
n→∞
tn + t1,n + λ1,nT1 = T+.
In view of (6.26) and using the pseudo-orthogonality of the sequences of parameters, we get, by
the expansion of the L6 norm:
lim inf
n→∞
∥∥u(t′n)− v0∥∥L6 ≥ ∥∥U1(T1)∥∥L6 ,
where t′n = tn + t1,n + λ1,nT1 −→n→∞ T+. This contradicts (6.20), unless U
1(T1) = 0, concluding
the proof. 
We next prove a result on positive solutions of (1.1). In this lemma, it is not necessary to
assume that the solution u is in the energy space.
Lemma 6.9. Let u be a C3, radial solution of (1.1) such that
∀r > 0, u0(r) ≥ 0(6.28)
r 7→ ru0(r) is nondecreasing on (0,+∞)(6.29)
∀r > 0, u1(r) ≥ 0(6.30)
r 7→ ru1(r) is nondecreasing on (0,+∞)(6.31)
∀r > 0, ∆u0(r) + u50(r) > 0.(6.32)
Then
(6.33) ∀t ∈ (0, T+(u)), ∀r > 0, u(t, r) > 0 and ∂tu(t, r) > 0.
We first prove the following positivity lemma for the linear wave equation:
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Lemma 6.10. Let L > 0, f a continuous radial function on (0, L) × R3, and u a C2, radial
solution of
∂2t u−∆u = f
u↾t=0 = u0, ∂tu↾t=0 = u1,
defined for t ∈ [0, L) such that
∀r ∈ (0, L), u0(r) ≥ 0(6.34)
r 7→ ru0(r) is nondecreasing on (0, L)(6.35)
∀r ∈ (0, L), u1(r) ≥ 0(6.36)
∀t ∈ (0, L), ∀r, 0 < r < L− t =⇒ f(t, r) ≥ 0.(6.37)
Then
(6.38) ∀t ∈ (0, L), ∀r, 0 < r < L− t =⇒ u(t, r) ≥ 0.
Furthermore if one of the inequalities in (6.34) or (6.36) is strict, or if the function t 7→ ru0(r)
is strictly increasing on (0, L), then (6.38) holds with a strict inequality.
Proof. Consider the functions defined for (t, s) ∈ (0, L) ×R by
(6.39) v(t, s) = su(t, |s|), v0(s) = su0(|s|), v1(s) = su1(t, |s|), F (t, s) = sf(t, |s|).
Note that all these functions are odd in s. Then
∂2t v − ∂2sv = F, v↾t=0 = v0, ∂tv↾t=0 = v1.
Thus, for t ∈ (0, L), s ∈ R,
(6.40) 2v(t, s) = v0(t+ s)− v0(t− s)︸ ︷︷ ︸
(a)
+
∫ t+s
t−s
v1(ρ) dρ︸ ︷︷ ︸
(b)
+
∫ t
0
∫ t−τ+s
t−τ−s
F (τ, ρ) dρ dτ︸ ︷︷ ︸
(c)
.
We check that for 0 < t < L, 0 < s < L− t, each term (a), (b) or (c) is nonnegative.
If t − s ≥ 0, then (a) = (t + s)u0(t + s) − (t − s)u0(t − s) ≥ 0 by (6.35). If t − s < 0 then
(a) = (t+ s)u0(t+ s) + (s− t)u0(s− t) ≥ 0 by (6.34).
Distinguishing between the cases t− s > 0 and t− s < 0, we get the following formula for (b):
(b) =
∫ t+s
|t−s|
ρu1(ρ) dρ,
which is positive by (6.36).
Similarly,
(c) =
∫ t
0
∫ t−τ+s
t−τ−s
F (t, ρ) dρ =
∫ t
0
∫ t−τ+s
|t−τ−s|
ρf(τ, ρ) dρ dτ,
and (c) is positive by (6.37). Hence (6.38).
If one of the inequalities in (6.34) or (6.36) is strict, or if the fonction r 7→ ru0(r) is strictly
increasing on (0, L), the same proof shows that the inequality in (6.38) is strict. 
Proof of Lemma 6.9. Let L > 0. We will show that (6.33) holds for t ∈ (0, T+), r ∈ (0, L − t).
As L is arbitrary, the proposition will follow.
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As u↾t=0(r) ≥ 0, ∂tu↾t=0(r) ≥ 0 and ∂2t u↾t=0(r) > 0 for all r ∈ (0, L], we get that there exists
a small t0 > 0 such that
(6.41) ∀t ∈ (0, t0), ∀r ∈ (0, L], u(t, r) > 0 and ∂tu(t, r) > 0.
We argue by contradiction. Assume that
N =
{
t ∈ (0, T+(u0)), ∃r ∈ (0, L− t) s.t. u(t, r) ≤ 0 or ∂tu(t, r) ≤ 0
}
is not empty. Let t1 = infN . Then by (6.41), t1 > 0. Let w = ∂tu. Then
∂2t u−∆u = u5, u↾t=0 = u0, ∂tu↾t=0 = u1
∂2t w −∆w = 5u4w, w↾t=0 = u1, ∂tw↾t=0 = ∆u0 + u50.
By Lemma (6.10), the definition of N and assumptions (6.28), (6.29), (6.30), (6.31) and (6.32)
∀r ∈ (0, L− t1), u(t1, r) > 0, ∂tu(t1, r) = w(t1, r) > 0.
By continuity of u and ∂tu, there exists t2 > t1 such that
∀r ∈ (0, L− t2), u(t2, r) > 0, ∂tu(t2, r) > 0,
contradicting the fact that t1 = infN . The proof is complete. 
In view of Proposition 6.8, to conclude the proof of Theorem 6.7, it is sufficient to show the
following result:
Proposition 6.11. The solution W+ satisfies
W+(t, x) ≥ 0, ∂tW+(t, x) ≥ 0
on its domain of definition.
Proof. Consider the sequence {un}n of solutions of (1.1) with initial data (u0n, u1n), where
u0n =
(
1 +
1
n
)
W, u1n = 0.
We will show that un converges, up to a time translation, to W
+. We start by analyzing un.
Step 1. Properties of un. We have
E[un] =
1
2
(
1 +
1
n
)2 ∫
|∇W |2 − 1
6
(
1 +
1
n
)6 ∫
W 6.
Using the equality
∫ |∇W |2 = ∫ W 6, we get
(6.42) E[un]− E[W ] =
[
1
2
(
1 +
1
n
)2
− 1
6
(
1 +
1
n
)6
− 1
3
]∫
|∇W |2 < 0.
Furthermore ∫
|∇u0n|2 >
∫
|∇W |2.
As a consequence, by [13], un blows-up in finite time in both time directions.
We next show
(6.43) ∀t ∈ (0, T+(un)), ∀r > 0, ∂tun(t, r) > 0, un(t, r) ≥W.
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Indeed, we can check that un satisfies the assumptions of Lemma 6.9. Obviously, u
0
n ≥ 0 and
u1n ≥ 0. Furthermore,
ru0n(r) =
(
1 +
1
n
)
1(
r−2 + 13
) 1
2
is an increasing function of r, and ru1n(r) = 0. Finally,
∆u0n +
(
u0n
)5
= −
(
1 +
1
n
)
W 5 +
(
1 +
1
n
)5
W 5 > 0,
and (6.43) follows by Lemma 6.9.
Fix a small parameter δ0 > 0. By Proposition 6.8, the blow-up of un for positive time is of
type I. As a consequence,
tn = inf
{
t > 0,
∫
|∇(W − un(t))|2 +
∫
(∂tun(t))
2 > δ0
}
is well-defined (and, for large n, strictly positive). We have
∀t ∈ [0, tn), ‖W − un(t)‖2H˙1 + ‖∂tun(t)‖2L2 < δ0(6.44)
‖W − un(tn)‖2H˙1 + ‖∂tun(tn)‖2L2 = δ0.(6.45)
Step 2. Convergence of un(tn).
After extraction of a subsequence, we can assume that the sequence (un(tn), ∂tun(tn)) admits
a profile decomposition
{
U jl ; tj,n, λj,n
}
. Reordering the profiles, we assume
(6.46)
∥∥(U10 , U11 )∥∥H˙1×L2 = maxj ∥∥∥(U j0 , U j1 )∥∥∥H˙1×L2 .
Then
(6.47)
∫ ∣∣∇U10 ∣∣2 + ∫ (U11 )2 ≥ 23
∫
|∇W |2.
If not, by [13], all the profiles would scatter in both time directions contradicting the fact that
un blows up. By (6.45) and (6.47) and the expansion of the H˙
1 norm,
(6.48) ∀j ≥ 2,
∫ ∣∣∣∇U j0 ∣∣∣2 + ∫ (U j1)2 ≤ 13
∫
|∇W |2 + δ0.
As a consequence, by [13] again, all the nonlinear profiles (U j)j≥2 scatter in both time directions.
By (6.45), there exists a constant C > 0 such that C−1 ≤ λ1,n ≤ C for all n. Rescaling U1, we
will assume
λ1,n = 1.
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We will prove that U1 satisfies the following properties:
E[U1] = E[W ](6.49)
lim
n→∞
∥∥(un(tn), ∂tun(tn))− (U10 , U11 )∥∥H˙1×L2 = 0(6.50)
T−(U1) = −∞,(6.51)
∀t ≤ 0,
∫ ∣∣∇ (U1(t)−W )∣∣2 + ∫ (∂tU1(t)) ≤ δ0(6.52) ∫ ∣∣∇ (U1(0)−W )∣∣2 + ∫ (∂tU1(0)) = δ0(6.53)
∀t ∈ (−∞, T+(U1)) , ∂tU1(t) ≥ 0 and U1(t) ≥W(6.54)
∀t ∈ (−∞, T+(U1)) , ∫ ∣∣∇U1(t)∣∣2 > ∫ |∇W |2 .(6.55)
We first show
(6.56) ∀t ∈ (T−(U1), 0],
∫ ∣∣∇ (U1(t)−W )∣∣2 + ∫ (∂tU1(t))2 ≤ δ0.
Indeed tn → +∞. If not, by continuity of the flow, a subsequence of {(un(tn), ∂tun(tn)}n
would converge to (W, 0) in the energy space, a contradiction. Furthermore if ε > 0, then for
t ∈ [T−(U1) + ε, 0] we have
un(tn + t, x)−W = U1(t, x)−W +
J∑
j=2
1
λ
1
2
j,n
U j
(
t− tj,n
λj,n
,
x
λj,n
)
+ w˜Jn(t, x),
∂tun(tn + t) =
J∑
j=1
1
λ
3
2
j,n
∂tU
j
(
t− tj,n
λj,n
,
x
λj,n
)
+ ∂tw˜
J
n(t, x),
with
lim
J→+∞
lim sup
n→∞
∥∥w˜Jn∥∥L8(T−(U1)+ε,0) = 0.
Expanding the H˙1 norm, we get that if t ∈ (T−(U1) + ε, 0),
lim inf
n→∞
(∫
|∇(un(tn + t)−W )|2 +
∫
(∂tun(tn + t))
2
)
≥
∫ ∣∣∇(U1(t)−W )∣∣2 + ∫ (∂tU1(t))2 ,
and (6.56) follows from (6.44).
We get as a consequence that T−(U1) = −∞. Indeed if T−(U1) is finite (6.56) implies
∀t ∈ (T−(U1), 0],
∫ ∣∣∇U1(t)∣∣2 + ∫ (∂tU1(t))2 ≤ ∫ |∇W |2 + C√δ0,
and U1 is (if δ0 is small enough) a small blow-up type II solution in the sense of [8]. But (6.56)
contradicts the description of this type of solutions given in [8]. Thus T−(U1) = −∞ (i.e. (6.51)
holds) and (6.56) implies (6.52).
By (6.48), the energies of all profiles U j and of the remainder wJn are positive. By the
Pythagorean expansion of the energy, E[U1] ≤ E[W ]. By [13], E[U1] < E[W ] is excluded:
in this case the solution blows up in finite time in both time directions (excluded because
T−(U1) = −∞) or scatters in both time directions (excluded by (6.52)). Hence (6.49) holds.
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Again by the Pythagorean expansion of the energy and using that
lim
n→∞
E[un] = E[W ],
we get
∀j ≥ 2, U j = 0 and lim sup
n→∞
‖∇wJ0,n‖2L2 + ‖wJ1,n‖2L2 = 0.
Similarly,
lim
J→∞
lim sup
n→∞
‖∇wJ0,n‖2L2 + ‖wJ1,n‖2L2 = 0.
In other words (6.50) holds.
The equality (6.53) is then a direct consequence of (6.45). The inequalities (6.54) follow from
(6.43) and (6.50).
Finally as
∫ |∇un(tn)|2 > ∫ |∇W |2 for all n, we have ∫ |∇U1(0)|2 ≥ ∫ |∇W |2. By the varia-
tional characterisation ofW given by Aubin [2] and Talenti [26], the equalities E[U1] = E[W ] and∫ |∇U1(0)|2 = ∫ |∇W |2 would imply U1 =W , which is excluded by (6.53). Hence ∫ |∇U1(0)|2 >∫ |∇W |2. As E[U1] = E[W ], we know from [9] that the sign of ∫ |∇U1(t)|2 − ∫ |∇W |2 does not
change. Hence (6.55).
Step 3: conclusion. By Theorem 6.2, modulo symmetries, U1 =W+. In view of Proposition 6.8
the blow-up of W+ is of type I, which concludes the proof of Theorem 6.7. 
Remark 6.12. As a consequence of the proof above and of [13] we obtain a complete description
of the family of solutions Uc, c > 0, with initial data (cW, 0). If c 6= 1, an explicit computation
shows that E[Uc] < E[W ]. Hence, by [13], if 0 < c < 1, Uc scatters in both time directions. If
c = 1, Uc is the stationary solution W . If c > 1, Uc blows-up in both time directions and, by
Proposition 6.8 and Lemma 6.9, the blow-up is of type I.
Appendix A. Pseudo-orthogonality of profiles
In this appendix we show that
(A.1) lim
n→+∞
∫
Sn
∇U jl (σn, y) · ∇wJn(σn, y) dy = 0,
where (using the notations of Subsection 3.1), σn ∈ I+n , 2 ≤ j ≤ J and Sn = {σn + r0 − ε0 ≤
|y| ≤ σn + r0}.
The proofs of the analog of (A.1) for the time derivatives and of the fact that the other
integrals in (3.32) tend to 0 are similar, but easier, and we leave them to the reader. We will
use the following result, which follows immediately from the dominated convergence theorem:
Lemma A.1. Let fn ⇀ 0 in L
2(R), and consider In a sequence of interval such that the sequence
of characteristic functions {χIn}n tends pointwise to χI (where I is an interval). Then
χInfn ⇀ 0 in L
2(R) as n→∞.
Note that in the Lemma, I might be empty or reduced to a single point.
Using that (∂2t − ∂2r )(r wJn) = 0, we get that
wJn(τ, r) =
1
r
[
GJn(τ + r)−GJn(τ − r)
]
,
where GJn(s) =
s
2w
J
0,n(|s|) + 12
∫ |s|
0 σw
J
1,n(σ) dσ. Similarly U
j
l (τ, r) =
1
2
[
F j(τ + r)− F j(τ − r)],
where F j is defined as GJn from the initial data of U
j
l .
48 T. DUYCKAERTS, C. KENIG, AND F. MERLE
Step 1. We first check:
(A.2)
∫ σn+r0
σn+r0−ε0
∂rU
j
l,n(σn, r)∂rw
J
n(σn, r)r
2dr
=
1
4
∫ σn+r0
σn+r0−ε0
1
λ
1/2
j,n
∂sF
j
(
σn − τj,n − r
λj,n
)
∂sG
J
n(σn − r) dr + on(1).
Indeed, by integration by parts,∫ σn+r0
σn+r0−ε0
∂rU
j
l,n(σn, r)∂rw
J
n(σn, r)r
2dr
=
∫ σn+r0
σn+r0−ε0
∂r
(
rU jl,n(σn, r)
)
∂r(rw
J
n(σn, r))dr +
[
rU jl,n(σn, r)w
J
n(σn, r)
]σn+r0
σn+r0−ε0
,
and the boundary terms tend to 0 by standard arguments, using that wJn(σn) tends weakly to 0
in H˙1. Thus (A.2) will follow from:
(A.3)
lim
n→∞
∫ σn+r0
σn+r0−ε0
(
∂sF
j
(
σn + r − τj,n
λj,n
))2 dr
λj,n
= lim
n→∞
∫ σn+r0
σn+r0−ε0
(
∂sG
J
n(σn + r)
)2
dr = 0.
It is easy to show that the first limit is 0, using the fact that ∂sF
j ∈ L2(R), that (2σn + r0 −
ε0)/λj,n) → ∞ as n → ∞, and the change of variable s = σn+r−τj,nλj,n . To get that the second
limit is also 0, we write∫ σn+r0
σn+r0−ε0
(
∂sG
J
n(σn + r)
)2
dr
≤
∫ σn+r0
σn+r0−ε0
(
∂
∂r
(
(σn + r)w
J
0,n(σn + r)
))2
dr +
∫ σn+r0
σn+r0−ε0
(
(σn + r)w
J
1,n(σn + r)
)2
dr
=
∫ 2σn+r0
2σn+r0−ε0
(
∂
∂s
(
swJ0,n(s)
))2
ds+
∫ 2σn+r0
2σn+r0−ε0
(
swJ1,n(s)
)2
ds.
This last line goes to 0 as n goes to infinity, because, as σn ∈ I+n , 2σn + r0 − ε0 ≥ 1, and
lim
n→+∞
∫
r≥1
(∂rw
J
0,n(r))
2 + (wJ1,n(r))
2r2 dr = 0.
This completes Step 1.
Step 2: end of the proof. We have
(A.4)
∫ σn+r0
σn+r0−ε0
1
λ
1/2
j,n
∂sF
j
(
σn − τj,n − r
λj,n
)
∂sG
J
n(σn − r) dr
=
∫ r0+τj,n
λj,n
r0−ε0+τj,n
λj,n
∂sF
j(−θ)λ1/2j,n ∂sGJn(τj,n − λj,nθ) dθ.
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Using that ∂sG
J
n(τ−r) = ∂r(rwJn(τ, r))−∂τ (rwJn(τ, r)), we get by (2.5) that λ1/2j,n ∂sGJn(τj,n−λj,nθ)
tends weakly to 0 in L2(R, dθ), which implies by Lemma A.1 that the last integral in (A.4) goes
to 0, concluding the proof.
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