ABSTRACT. In this paper we are concerned with absolute, relative and Tate Tor modules with respect to a fixed semidualizing module over commutative Noetherian local rings. Motivated by a result of Avramov and Martsinkovsky, we obtain an exact sequence connecting absolute Tors with relative and Tate Tors. As a consequence, we prove results that relate the vanishing of Tor modules to the depth of tensor products, and extend a result of Auslander in this direction.
INTRODUCTION
Throughout R denotes a commutative Noetherian local ring, and R-modules are assumed to be finitely generated.
Relative and Tate (co)homology theories for R-modules of finite Gorenstein dimension were introduced and studied by Avramov and Martsinkovsky in their beautiful paper [7] . In particular, an interesting connection between absolute, relative and Tate homology, and cohomology, modules was established in [7] ; see also [20, Theorem 1] .
We recall the homology version of that result next: We recall the definitions of relative and Tate Tors, i.e., G C Tor R * (M, N) and Tor G C * (M, N), and record various preliminary results, in section 2. Moreover, we will prove Theorem 1.2 in section 3; note that Theorem 1.2 recovers Theorem 1.1 when C = R. Section 4 is devoted to some applications of Theorem 1.2 on depth of tensor products of modules; see, for example, Theorem 4.1.
Here, concerning Theorem 1.2, let us draw attention to two points: it is crucial that the module N belongs to the Auslander class A C for the Tor modules Tor is a projective resolution, T is a totally acyclic complex of free R-modules, and τ i is an isomorphism for all i ≫ 0. Hence τ induces a map Tor 1.2 is that we are not aware of a morphism, similar to τ, which induces a map Tor N) for i = 1, . . . , n. We circumvent this obstacle by using maps induced on Tor modules via a G C -approximation of M [5] .
We should also note that, Sather-Wagstaff, Sharif and White [25] studied Tate cohomology of objects in abelian categories, and generalized the cohomological version of Theorem 1.1 for modules M of finite G C -dimension which belong to the Bass class B C ; see also [10, 4.4 ].
PRELIMINARY DEFINITIONS AND PROPERTIES
In this section we collect various definitions and results needed for our arguments, and provide some background on relative homological algebra. For the unexplained standard terminology, we refer to the reader to [4, 8] .
2.1.
(Semidualizing modules; see [13, 16, 28] ) An R-module C is called a semidualizing module provided that the homothety morphism R → Hom R (C,C) is bijective, and Ext i R (C,C) = 0 for all i ≥ 1. Semidualizing modules were initially studied by Foxby [13] , Vasconcelos [28] and Golod [16] . A dualizing module, if it exists, is an example of a semidualizing module.
In this section C denotes a semidualizing module, and M denotes a finitely generated R-module.
2.2.
(Auslander transpose; see [4, 13] 
The transpose of M with respect to C, denoted by Tr C M, is given by the following exact sequence
where (−) ▽ = Hom R (−,C).
2.3.
(Reflexivity [13, 16] ) M is said to be C-reflexive if the canonical map M → M ▽▽ is bijective. If M is Creflexive, and Ext
We recall the definitions and some basic properties of Auslander and Bass classes:
(Auslander and Bass classes [13])
(i) The Auslander class with respect to C, denoted by A C , consists of all R-modules X satisfying:
The Bass class with respect to C, denoted by B C , consists of all R-modules Y satisfying:
(iii) If any two modules in a short exact sequence of R-modules belong to A C (respectively, to B C ), then does the third one; see [13, 1.3] . Hence, each R-module of finite projective dimension belongs to the Auslander class A C . Moreover, the class B C contains all modules of finite injective dimension. (vi) Assume M ∈ A C . Then it follows that depth R (M) = depth R (M ⊗ R C); see [11, 2.11] .
(vii) If N ∈ A C is a module, then [22, 5.1] extends the result of Auslander and Bridger [4, 2.6] and yields an exact
In order to recall the definitions of Tors with respect to a semidualizing module, we first set up some conventions:
2.5. In our context, an R-complex X is a complex of finitely generated R-modules that is indexed homologically.
For an integer n, we define (i) the n-fold shift of X is the complex Σ n (X) with (Σ n X) i = X i−n , and
([18])
The category P C (R) of C-projective modules is defined as {P ⊗ R C : P is a projective R-module}.
Similarly, one defines that of C-injective modules as I C (R) = {Hom R (C, I) : I is an injective R-module}. 
sequence, i.e., the complex
is acyclic for each totally C-reflexive R-module A; see 2.3.
(vi) A complete PP C -resolution is an acyclic complex X of R-modules such that (a) X i is projective for each i ≥ 0, and X i is C-projective for each i ≤ −1.
(b) Hom R (X, A) is an acyclic complex for each C-projective R-module A.
The classical Gorenstein dimension [4] was extended to G C -dimension by Foxby in [13] and Golod in [16] . We recall its definition along with some other homological dimensions with respect to a semidualizing module.
(Homological dimensions)
, is said to be finite if M has a G C -resolution of finite length.
We set
, is said to be finite if M has a P C -resolution of finite length; see [27, 2.10(a)]. Note that, if
, is said to be finite if M has an I C -resolution of finite length; see [27, 2.10(b) ]. Note that, if
In the following, we record some facts about G C -dimension: [15, 1.3] . Also, by [16] , we have that:
C is dualizing if and only if
We are now ready to recall the definitions of several types of Tor. 
(G
where X is a G C -proper resolution of M; see 2.7(iii).
It is known that this construction is well-defined, and also functorial in M and N. Notice, it follows from the 
, where X is a P C -proper resolution of M; see 2.7(iv). We note that:
(i) There are natural isomorphisms Tor
(Tate Tor with respect to a semidualizing module)
a projective resolution of (Ω n M) ▽ and consider the complex dualized with respect to C, i.e., 0
Note that, by the defining properties of totally C-reflexive modules, this complex is exact and
Hence there is an acyclic complex 0 → Ω n M → T n−1 → T n−2 → · · · with the following properties:
Splicing the complex 0 → Ω n M → T n−1 → T n−2 → · · · with the projective resolution of M, i.e., with the acyclic complex · · · → P n+1 → P n → Ω n M → 0, we obtain an acyclic complex of finitely generated R-modules
, T i is projective for each i ≥ n, and T i is C-projective for each i < n. It then follows that Σ −n T is a complete PP C -resolution, and T ≥n = P ≥n .
One defines the Tate Tor as Tor
, for each i ∈ Z and for each R-module N in A C . Note that, by construction, there are isomorphisms Tor
In passing, we will show that Tor G C * (M, N), as defined in 2.12, is independent of the choice of the acyclic complex T . It is worth noting, for this property, we need the condition that N ∈ A C . We start with a result from [27] which we will use later. Lemma 2.14. T ⊗ R J is an acyclic complex if T is a complete PP C -resolution and J is an C-injective R-module.
Proof. Note, as J is C-injective, it follows from [26, 4.1] that J + = Hom Z (J, Q/Z) is C-flat. Therefore J + admits a bounded P C -projective resolution. Hence, by [29, 2.7] , we see that the complex Hom R (T, J + ) is acyclic; this implies T ⊗ R J is acyclic.
Proposition 2.15. Let M and N be R-modules such that
be a pair of complexes as defined in 2.12. Then, for each i ∈ Z, there is an isomorphism
In particular, Tor N) is independent of the choice of the acyclic complex T constructed in 2.12.
Proof. Note, since T ≥n = P ≥n and T ′ ≥n = P ′ ≥n , we have that 
Note, by Lemma 2.14,
PROOF OF THE MAIN RESULT
In this section we give a proof of our main theorem, Theorem 1.2. First we prove several lemmas needed for our argument.
Proof. First note that, by Lemma 3.1, the P C -resolution of M is also a proper G C -resolution. Hence the first part follows from the definition. The second part follows from the first part, 2.8(ii) and 2.11(ii).
. Let N be an R-module. Then, for each integer i, there is an exact sequence of the form:
Proof. The claim follows as a consequence of [12, 8.2.3] . 
Proof. Let G C -dim R M = n < ∞, and let P → M be a projective resolution of M and T an acyclic complex such that T ≥n = P ≥n and Σ −n T is a complete PP C -resolution. Since N ′′ ∈ A C , one gets an exact sequence 0 → T ⊗ R N ′ → T ⊗ R N → T ⊗ R N ′′ → 0, which yields the desired exact sequence in the statement.
Lemma 3.5. Let M and N be R-modules such that P C -dim R M < ∞ and N ∈ A C . Then it follows that
Proof. Set P C -dim R M = n. Then, by [29, 2.16] , we have that G C -dim R M = n. Since M ∈ B C and N ∈ A C , for each i > n, one has Tor
, where the first isomorphism follows from the definition and the second isomorphism holds by 2.11. Next we will prove that Tor
It follows from 2.13 that there is an exact sequence 0 → N → J → T → 0, where J is C-injective and T ∈ A C . Now, by the assertion proved in the previous paragraph and Lemma 3.4, it is enough to prove that Tor Let P → M be a projective resolution of M, and let T be an acyclic complex such that T ≥n = P ≥n and Σ −n T is a complete PP C -resolution. Then it follows from Lemma 2.14 that Tor
Lemma 3.6. Let 0 → M ′ → M → M ′′ → 0 be an exact sequence of R-modules of finite G C -dimension, and let N be an R-module that belongs to A C . Then, for each integer i, there is an exact sequence of the form:
M ′′ , respectively. Moreover, let T ′ and T ′′ be acyclic complexes such that T ′ ≥n = P ′ ≥n , T ′′ ≥n = P ′′ ≥n , and Σ −n T ′ and Σ −n T ′′ are complete PP C -resolutions; see 2.7(vi). Then, by the classical Horseshoe lemma, there is a projective resolution P → M of M such that the sequence 0 → P ′ → P → P ′′ → 0 is degree-wise split exact. Now, by using a similar construction as in [7, 5.5 ] (see also [25, 3.9] ), one gets an acyclic complex T such that T ≥n = P ≥n , and Σ −n T is a complete PP C -resolution, and there is a degree-wise split exact sequence 0 → T ′ → T → T ′′ → 0 (here it is worth noting that there is no requirement to construct a morphism of complexes from T to P.)
obtain the desired long exact sequence by noting that Tor We are now ready to prove our main result:
Proof of Theorem 1.2. We consider a G C -approximation of M, i.e., a short exact sequence of R-modules:
where X is totally C-reflexive and
Note, since X is totally C-reflexive, we have G C Tor i (X, N) = 0 for all i ≥ 1; see 2.10. Hence, by Lemma 3.1, the exact sequence in (1.2.1) is G C -proper so that Lemma 3.3 induces the following exact sequence:
Moreover, for each i ≥ 2, the following isomorphisms hold:
Here, as N ∈ A C , the second isomorphism in (1.
2.3) is due to Lemma 3.2(ii).
We have Tor G C * (Y, N) = 0; see Lemma 3.5. So, for each i, it follows from Lemma 3.6 that there is an exact sequence as:
Note also that, by 2.12, for each i > G C -dim R X = 0, there is an isomorphism (1.2.5) Tor
It follows that P C -dim R (Y ) < n so that Tor R i (Y, N) = 0 for all i ≥ n; see 3.2(ii). Now, by applying − ⊗ R N to the short exact sequence (1.2.1), we get the following long exact sequence:
Next, in view of (1.2.4) and (1.2.5), setting
for i ≥ 1, we obtain a commutative diagram:
Tor i (X, N) N) is the isomorphism obtained from (1.2.3). Moreover, we define ξ 1 as the composition of the following maps:
Here, in (1.2.7), the arrow and the first equality follow from (1.2.6), while the isomorphism is due to (1.2.2).
Finally, for each i ≥ 1, we define the map δ ′ i as the composition of the following maps: N) . Now, it is easy to check that the following sequence is exact, and is the required one:
AN EXTENSION OF THE DEPTH FORMULA
In this section we give an application of Theorem 1.2, and extend several results from the literature. Recall that C denotes a semidualizing R-module. Our main interest is a depth equality, called the depth formula, that was initially studied by Auslander over regular rings in [3] . Subsequently, depth formula was further examined by Huneke and Wiegand [19] , Iyengar [21] and Araya and Yoshino [2] , over complete intersection rings. Our aim is to prove the following result: 
Proof. We set (−) ▽ = Hom R (−,C), and consider the projective resolutions P → M → 0 and Q → M ▽ → 0, as well as the acyclic complex
Then there exist a totally C-reflexive R-module M 1 , and a short exact sequence of the form:
As Ext 
where α is injective, and the maps η and φ are natural (see 2.4(vii)). Note, since Q 0 is projective, φ is an isomorphism. Thus, we have ker(ψ) = ker(η).
Next, by tensoring (4.2.1) with N and noting that Tor
, the following is exact:
It now follows from 2.4(vii) and (4.2.2) that:
On the other hand, for each i ≥ 1, we have:
The first isomorphism of (4.2.4) follows since M 1 is totally C-reflexive, and the second one is due to Lemma 3.6.
We now conclude from (4.2.3) and (4.2.4) that the conclusion of the proposition holds for i = 0, i.e., (4.2.5) Tor
We may replace M with M 1 in (4.2.5), and then make use of the fact that Ext i R (Tr C C, N ⊗ R C) = 0 for i = 1, 2; see 2.4(vii). This yields the following first two isomorphisms, where the third one is due to (4.2.4).
Note that (4.2.7) establishes the conclusion of the proposition for the case where i = −1.
Notice, as each Q i in the resolution T is projective, the tensor evaluation
an isomorphism for each i. Therefore, for all j ≥ 1, we have:
Next let t ≥ 2. Then, by the exact sequence in 2.2, we see Ext
Setting i = −t, the conclusion of the proposition follows.
Proposition 4.3. Let M and N be R-modules such that
Proof. We proceed by establishing the following claim.
Proof of the claim 1: Notice Tor 
Proof. Note that Y is totally C-reflexive, and G C -dim R (M) = P C -pd R (X) < ∞ so that X ∈ B C ; see 2.8(ii). It follows by Lemma 3.5 that Tor G C i (X, N) = 0 for all i ∈ Z. Therefore, the G C -hull of M and Lemma 3.6 induce Tor
Hence, by our assumption, we have that Tor
Note that there exists an exact sequence 0 → X ′ → C ⊕t → X → 0 that comes from a finite P C -resolution of X; see 2.7(iv) and 2.8(ii). As N ∈ A C , we have that Tor R i (C, N) = 0 for all i ≥ 1. Hence, for all i ≥ 1, we obtain:
Taking the pull-back of the maps M → X and C ⊕t → X, we get the following commutative diagram with exact rows and columns:
proper; see Lemma 3.1. Therefore, Lemma 3.3 yields the following long exact sequence for each i ≥ 0: N) = 0 for all i ≥ 1. Therefore (4.4.2) and the above diagram induce the following commutative diagram with exact rows:
Here the leftmost vertical map g is induced by 1 and f . Also, as Tor R 1 (Y, N) = 0, we see that f is injective. This shows that g is an isomorphism, i.e.,
Moreover, for all i ≥ 1, we have:
Here, in (4.4.4), the first isomorphism is due to (4. 
Then Y is totally C-reflexive, and also G C -dim R (M) = P C -pd R (X) < ∞ so that X ∈ B C ; see 2.8(ii). Set A = Hom R (C, X) and B = C ⊗ R N. Then, by 2.4(v, vi) and 2.8(ii), we have:
Moreover,
Here the isomorphisms in (4.5.2) follow from 2.11(i) and 2.11(ii), respectively. Next we consider the cases where q = 0 and q = 0, separately. Hence (4.5.1) yields the required result.
, and proceed by induction on n. First assume n = 0, i.e., M is totally C-reflexive. Then it follows from our assumption and Lemma 4.2 that 0 = Tor On the other hand, as M is totally C-reflexive, we have that depth R (M) = depth(R); see 2.9(ii). This establishes the equality depth R (M) + depth R (N) = depth(R) + depth R (M ⊗ R N) and the case where n = 0.
Next assume n ≥ 1. It follows from Lemma 3.5 that Tor depth R (X ⊗ R N) = depth R (N) − P C -dim R (X) = depth R (N) − n < depth R (N).
We have: In (4.5.7), the first equality is by our assumption, while the second and the third isomorphism follow from (4.5.4) and 2.12. Consequently, the G C -hull of M induces the following exact sequence: 
