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Abstract
We consider the problem of maximizing the discounted utility
of dividend payments of an insurance company whose reserves are
modeled as a classical Crame´r-Lundberg risk process. We investigate
this optimization problem under the constraint that dividend rate
is bounded. We prove that the value function fulfills the Hamilton-
Jacobi-Bellman equation and we identify the optimal dividend strat-
egy.
1 Introduction
The problem of finding optimal dividend strategies for an insurance com-
pany has been studied since De Finetti [3]. The continuous time risk process
was studied for the first time in a seminal paper of Gerber [4]. He assumed
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that the reserve process R = (Rt)t≥0 of an insurance company is modeled
by a classical Crame´r-Lundberg risk process:
(1.1) Rt = x+ µt−
Nt∑
i=1
Yi,
where Y1, Y2, . . . are i.i.d positive random variables with absolutely continu-
ous d.f. FY representing the claims, N = (Nt)t≥0 is an independent Poisson
process with intensity λ > 0 modeling the times at which the claims oc-
cur, x ≥ 0 denotes the initial surplus and µ is a premium intensity. We
define above Poisson process N and the sequence {Yi, i ∈ N} on a common
probability space (Ω,F ,P).
For the classical dividend problem, apart of the reserve process (1.1),
we consider the dividend payments. Let C = (Ct)t≥0 be an adapted and
nondecreasing process representing all accumulated dividend payments up
to time t. Then the regulated process X = (Xt)t≥0 is given by:
(1.2) Xt = Rt − Ct.
We observe the regulated process Xt until the time of ruin:
τ = inf{t ≥ 0: Xt < 0}.
Obviously the time of the ruin of an insurance company depend on dividend
strategy and after ruin occurs no dividends are paid. As usual we assume
that net profit condition µ > λE(Y1) for Crame´r-Lundberg risk process is
fulfilled.
For the classical dividend problem we define the value of the dividends
as:
vC(x) = Ex
(∫ τ
0
e−βtdCt
)
,
where β > 0 is a discount factor, Ex means expectation with respect to
Px(·) = P (·|X0 = x) and the value function as:
v(x) = sup
C∈C
vC(x),
for C being the set of all admissible accumulated dividend strategies (Ct)t≥0.
In the mathematical finance and actuarial literature, there is a good deal
of work being done on dividend barrier models and the problem of finding
an optimal policy of paying dividends, see Schmidli [11] for an overview.
In this paper we assume additionally that (Ct)t≥0 is absolutely continuous
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with respect to the Lebesgue measure; see e.g. Hubalek and Schachermayer
[6]. Then the process C admits a density process denoted by c = (ct)t≥0
modeling the intensity of the dividend payments in continuous time. That
is, for t ≥ 0:
Ct =
∫ t
0
csds a.s.
Then we can consider the discounted cumulative utility of dividend pay-
ments:
(1.3) vc(x) = Ex
(∫ τ
0
e−βtU(ct)dt
)
,
where U is some fixed utility function, and the value function equals:
(1.4) v(x) = sup
c∈C
vc(x),
for C being the set of all admissible strategies (ct)t≥0.
We assume that dividend density process (ct)t≥0 is admissible if it is a
nonnegative, adapted and ca`dla`g process and there is no dividend after ruin
occurs: ct = 0 for all t ≥ τ . As noted in [11, Rem. 2.1] we choose ca`dla`g
strategies instead of more often used left-continuous ones. We study this
optimization problem under the constraint that only dividend strategies
with dividend rate bounded by a fixed constant are admissible, i.e. 0 ≤ ct ≤
c0 <∞ for all t ≥ 0 and some fixed number c0 > 0. Finally, we assume that
the ruin cannot be caused by the dividend payment.
Under this set-up we prove that value function is differentiable and it
solves the Hamilton-Jacobi-Bellman (HJB) equation.
2 Some properties of the Value Function
Recall that the regulated process is given by:
Xt = x+ µt−
Nt∑
i=1
Yi −
∫ t
0
csds
and the value function are defined as in (1.3).
From now on we will assume that U : R≥0 → R≥0 is continuous, non-
negative, strictly increasing, strictly concave and U(0) = 0.
Lemma 2.1. The optimal value function v(x) is nonnegative and bounded
by
U(c0)
β
and converges to
U(c0)
β
a.s. as x → ∞. Furthermore, v(x) is an
increasing, Lipschitz continuous and therefore absolutely continuous.
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Proof. Using the same strategy for two initial capitals shows that v(x) is
increasing. Since U is nonnegative hence v is nonnegative. Clearly, v(x) ≤
∞∫
0
U(c0)e
−βtdt = U(c0)
β
. Consider the strategy c∗ = (c∗t ) which pay dividends
at constant rate c0 for all t ≥ 0 and associated with strategy c
∗ and initial
capital x ruin time τ c
∗
x . Then:
(2.1) v(x) ≥ Ex
(∫ τc∗x
0
e−βtU(c0)dt
)
=
(
1− Ex
[
e−βτ
c∗
x
]) U(c0)
β
.
We will show now that the ruin time τ c
∗
x converges to infinity almost
surely as x → ∞. Choose y ≥ x and one realization ω ∈ Ω of
∑Nt
i=1 Yi. We
will denote it by adding superscript ω to the respective counterparts. Since
y + (µ− c0)t−
Nωt∑
i=1
Y ωi ≥ x+ (µ− c0)t−
Nωt∑
i=1
Y ωi
it follows that τ c
∗
y ≥ τ
c∗
x i.e. the function x→ τ
c∗
x is nondecreasing for fixed
ω. Then τ c
∗
x has either finite or infinite limit. Without lost of generality we
can consider the regulated risk process X stopped at the ruin time. If we
assume then that there exists ω such that the limit τ c
∗
of the τ c
∗
x is finite
then we get a contradiction though. Indeed, in this case we can always find
x large enough to get
x+ (µ− c0)τ
c∗ −
Nω
τc
∗∑
i=1
Y ωi > 0.
This contradiction completes the proof that the ruin time τ c
∗
x converges to
infinity a.s. as x→∞.
By bounded convergence the quantity Ex
[
e−βτ
c∗
x
]
appearing in (2.1) con-
verges to zero as x→∞. Therefore v(x) converges to U(c0)
β
as x→∞.
Let us now prove that v(x) is absolutely continuous. Let y > x ≥ 0.
We denote by c = (ct) a strategy for the initial capital y. We take now the
strategy c = (ct) that starts at initial reserve x, pays no dividends if X
c
t < y
and follows strategy c after reaching level y. This strategy c is of course
admissible. In the event of no claims, the reserve process Xct reaches y at
time t0 =
y−x
µ
. Since the probability of reaching y before the first claim (i.e.
P (T1 > t0)) is e
−λt0 we get
v(x) ≥ vc(x) ≥ P (T1 > t0)e
−βt0v(y) = e−(λ+β)
y−x
µ v(y).
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Since v is increasing and bounded we get:
0 ≤ v(y)− v(x) ≤ v(y)− e−(λ+β)
y−x
µ v(y)(2.2)
= v(y)
(
1− e−(λ+β)
y−x
µ
)
≤
U(c0)
β
(λ+ β)
y − x
µ
.
From that we obtain that v is Lipschitz continuous on [0,∞), and conse-
quently that v is differentiable almost everywhere in [0,∞). Because of the
Lipschitz continuity on compact sets, the above calculations give bounds for
density v′(x) which is therefore integrable on compact sets. This yields that
v is absolutely continuous, see for example Wheeden and Zygmund [13].
3 The Hamilton-Jacobi-Bellman equation
In the proof of main theorem we will need lemma that constructs in a mea-
surable way nearly optimal strategies for all initial states from a compact
subset of R+. The proofs of this lemma and following theorem is based on
the proofs of [11, Theorem 2.32] and [2, Theorem 3.2].
Lemma 3.1. For all x ∈ [a, b] ⊂ [0,∞) one can find in a measurable way
strategy cˆ(x) such that vcˆ(x)(x) ≥ v(x)− ε.
Proof. Choose ε > 0 and let n ∈ N be large enough such that:
(3.1)
U(c0)(λ+ β)
βµ
·
b− a
n
≤
ε
2
.
Let xk =
k
n
b + (1 − k
n
)a for 0 ≤ k ≤ n. For each xk there is a strategy
cˆ(xk) = {cˆ(xk)} such that vcˆ(xk)(xk) > v(xk)−
ε
2
. Now we construct strategy
for any x ∈ [a, b]. Take x ∈ [a, b]. Then there exist some k0 such that
xk0 ≤ x < xk0+1. For x we choose the strategy cˆ(xk0) = {cˆ(xk0)} i.e. the
same strategy that for xk0 . Then we have:
(3.2) vcˆ(x)(x) = vcˆ(xk0 )(x) ≥ vcˆ(xk0 )(xk0) ≥ v(xk0)−
ε
2
.
From the inequalities (2.2), (3.1) and the definition of xk0 we get:
v(xk0) ≥ v(x)−
U(c0)(λ+ β)
βµ
(x− xk0)
≥ v(x)−
U(c0)(λ+ β)
βµ
·
b− a
n
≥ v(x)−
ε
2
.
This shows that for all x ∈ [a, b] we can find in a measurable way a strategy
cˆ(x) such that vcˆ(x)(x) ≥ v(x)− ε.
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In the following theorem we derive Hamilton-Jacobi-Bellman equation
and prove that value function v(x) is smooth enough.
Theorem 3.2. If c0 < µ, then the optimal value function v(x) is continu-
ously differentiable and fulfils Hamilton-Jacobi-Bellman equation:
(3.3)
sup
0≤c≤c0
{
(µ− c)v′(x)− (β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y)
}
= 0.
Proof. Since v is Lipschitz continuous and increasing, hence v is differen-
tiable almost everywhere. Moreover, in the points where v is not differen-
tiable, v is differentiable from the left and from the right.
Let h > 0 and fix c ∈ [0, c0]. Consider now the following strategy:
(3.4) ct =
{
c, for 0 ≤ t ≤ T1 ∧ h,
cˆt−(T1∧h)(XT1∧h), for t > T1 ∧ h,
where cˆ(x) is a nearly optimal strategy defined in Lemma 3.1. The first claim
T1 happens with density λe
−λh and T1 is larger than h with probability e
−λh.
Thus:
v(x) ≥ e−λh
[∫ h
0
U(c)e−βtdt+ e−βhvcˆ(x+ (µ− c)h)
]
+
∫ h
0
[ ∫ t
0
U(c)e−βsds
+ e−βt
∫ x+(µ−c)t
0
vcˆ(x+ (µ− c)t− y)dFY (y)
]
λe−λtdt
≥ e−λh
[∫ h
0
U(c)e−βtdt+ e−βhv(x+ (µ− c)h)
]
+
∫ h
0
[ ∫ t
0
U(c)e−βsds
+ e−βt
∫ x+(µ−c)t
0
v(x+ (µ− c)t− y)dFY (y)
]
λe−λtdt− ε
The constant ε is arbitrary. We therefore can let it tending to zero. Rear-
ranging the terms and dividing by h yields:
0 ≥
v(x+ (µ− c)h)− v(x)
h
−
1− e−(β+λ)h
h
v(x+ (µ− c)h)(3.5)
+ e−λh
1
h
∫ h
0
U(c)e−βtdt+
1
h
∫ h
0
[ ∫ t
0
U(c)e−βsds
+ e−βt
∫ x+(µ−c)t
0
v(x+ (µ− c)t− y)dFY (y)
]
λe−λtdt.
Now we choose a strategy c(h) = (ct(h)) such that vc(x) ≥ v(x)− h
2. Note
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that ct(h) is just ct defined in (3.4). Let a(t) = µt−
∫ t
0
cs(h)ds. Then:
v(x) ≤ h2 + vc(x) = h
2 + e−λh
[∫ h
0
U(ct(h))e
−βtdt+ e−βhvc (x+ a(h))
]
+
∫ h
0
[∫ t
0
U(ct(h))e
−βsds+ e−βt
∫ x+a(t)
0
vc (x+ a(t)− y) dFY (y)
]
λe−λtdt.
Since vc(x) ≤ v(x), it follows that:
v(x) ≤ h2 + e−λh
[∫ h
0
U(ct(h))e
−βtdt+ e−βhv (x+ a(h))
]
+
∫ h
0
[∫ t
0
U(ct(h))e
−βsds+ e−βt
∫ x+a(t)
0
v (x+ a(t)− y) dFY (y)
]
λe−λtdt.
Rearranging the terms and dividing by h yields:
0 ≤h+
v (x+ a(h))− v(x)
h
−
1− e−(β+λ)h
h
v (x+ a(h))
+ e−λh
1
h
∫ h
0
U(ct(h))e
−βtdt+
1
h
∫ h
0
[ ∫ t
0
U(ct(h))e
−βsds
+ e−βt
∫ x+a(t)
0
v (x+ a(t)− y) dFY (y)
]
λe−λtdt.
Since e−βt ≤ 1 for t ≥ 0, U is nonnegative and strictly concave, from
Jensen’s inequality, it follows that:
1
h
∫ h
0
U(ct(h))e
−βtdt ≤
1
h
∫ h
0
U(ct(h))dt ≤ U
(
1
h
∫ h
0
ct(h)dt
)
.
Therefore:
0 ≤h+
v (x+ a(h))− v(x)
h
−
1− e−(β+λ)h
h
v (x+ a(h))(3.6)
+ e−λhU
(
1
h
∫ h
0
ct(h)dt
)
+
1
h
∫ h
0
[ ∫ t
0
U(ct(h))e
−βsds
+ e−βt
∫ x+a(t)
0
v (x+ a(t)− y) dFY (y)
]
λe−λtdt.
Note that:
0 ≤
∫ h
0
ct(h)dt ≤
∫ h
0
c0dt = c0h.
Thus a(h)→ 0 as h→ 0+. Since v is continuous it follows that:
lim
h→0+
1− e−(β+λ)h
h
v (x+ a(h)) = (β + λ)v(x)
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and
lim
h→0+
1
h
∫ h
0
e−βt
(∫ x+a(t)
0
v (x+ a(t)− y) dFY (y)
)
λe−λtdt = λ
∫ x
0
v(x−y)dFY (y).
Since ct are bounded, U is nonnegative and continuous, and 0 ≤ e
−βs ≤ 1
for all s ≥ 0, hence
0 ≤
1
h
∫ h
0
(∫ t
0
U(ct(h))e
−βsds
)
λe−λtdt ≤
1
h
∫ h
0
(∫ t
0
U(c0)ds
)
λdt =
λU(c0)
2
h.
Therefore, we have:
lim
h→0+
1
h
∫ h
0
(∫ t
0
U(ct(h))e
−βsds
)
λe−λtdt = 0.
Thus, with the exception of the second and fourth terms, the terms on the
right-hand side of the inequality (3.6) converge.
Consider now the second term. We have:
v(x+ a(h))− v(x)
h
=
v(x+ a(h))− v(x)
a(h)
·
a(h)
h
.
Note that 1
h
∫ h
0
ct(h)dt ∈ [0, c0]. Thus there exists a sequence hn → 0
+ such
that:
lim
hn→0+
1
hn
∫ hn
0
ct(hn)dt = c˜
for some c˜ ∈ [0, c0]. Note that c˜ might be random variable as for now.
However, we will show later that there exists exactly one non-random value
in [0, c0] which realizes the supremum in HJB equation (3.7). Hence:
lim
hn→0+
a(hn)
hn
= µ− c˜.
Since U is continuous, it follows that
lim
hn→0+
U
(
1
hn
∫ hn
0
ct(hn)dt
)
= U(c˜).
Recall that c0 < µ, hence a(h) > 0 and
lim
h→0+
v(x+ a(h))− v(x)
a(h)
= v′+(x),
where v′+(x) means derivative from the right (which is finite as we mentioned
above). Thus, for the sequence hn → 0
+, chosen as above, we have from
inequality (3.6) that:
0 ≤ (µ− c˜)v′+(x)− (β + λ)v(x) + U(c˜) + λ
∫ x
0
v(x− y)dFY (y).
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Consider now inequality (3.5). Since c ≤ c0 < µ, it follows that (µ− c)h > 0
for all c ∈ [0, c0] and as a consequence:
lim
h→0+
v(x+ (µ− c)h)− v(x)
(µ− c)h
= v′+(x).
Thus, for all c ∈ [0, c0], from inequality (3.5) we have:
0 ≥ (µ− c)v′+(x)− (β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y).
It means that for c = c˜ we have:
0 = (µ− c˜)v′+(x)− (β + λ)v(x) + U(c˜) + λ
∫ x
0
v(x− y)dFY (y)
and v′+(x) fulfils Hamilton-Jacobi-Bellman equation:
(3.7)
sup
0≤c≤c0
{
(µ− c)v′+(x)− (β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y)
}
= 0
in the case of c0 < µ. We can repeat the argument for any possible limit of
lim
hn→0+
1
hn
∫ hn
0
ct(hn)dt,
leading to the same equation (3.7). This means that equation (3.7) is sat-
isfied for any ω ∈ Ω. Formally, the choice of c˜ dependents on chosen ω and
the value of above limit may also depend on the sequence hn → 0. How-
ever we will show below that there exists exactly one non-random value
on [0, c0] which realizes the supremum in equation (3.7). In order to dis-
tinguish limits, we denote the corresponding limit by cˆ. Note that function
ζ(c) := −cv′+(x) + U(c) is strictly concave in [0, c0] because sum of strictly
concave function and linear function is strictly concave. Since ζ is strictly
concave, it follows that it has only one local maximum. Therefore c˜ = cˆ.
We showed then that there exists exactly one limit c˜ which realizes the
supremum in equation (3.7).
Assume that h is small enough such that (x− (µ− c)h)∧ (x−a(h)) > 0.
Let us point out that a(h) is dependent on initial state. Therefore the a(h)
that is used from now on is different than the one defined in previous part
of the proof. Moreover, since ct(h) depends on initial capital and we let
h→ 0 in further part of the proof we do get use of measurable construction
of nearly optimal strategies from Lemma 3.1. Starting with initial capital
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x− (µ− c)h inequality (3.5) yields:
0 ≥
v(x− (µ− c)h)− v(x)
−h
−
1− e−(β+λ)h
h
v(x)(3.8)
+ e−λh
1
h
∫ h
0
U(c)e−βtdt +
1
h
∫ h
0
[ ∫ t
0
U(c)e−βsds
+ e−βt
∫ x−(µ−c)(h−t)
0
v(x− (µ− c)(h− t)− y)dFY (y)
]
λe−λtdt.
Similarly as above, we conclude that:
(3.9) 0 ≥ (µ− c)v′−(x)− (β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y)
for all c ∈ [0, c0], and where v
′
−(x) means derivative from the left (which is fi-
nite as we mentioned above). Starting with initial capital x−a(h) inequality
(3.6) yields:
0 ≤h+
v (x− a(h))− v(x)
−h
−
1− e−(β+λ)h
h
v (x)(3.10)
+ e−λhU
(
1
h
∫ h
0
ct(h)dt
)
+
1
h
∫ h
0
[ ∫ t
0
U(ct(h))e
−βsds
+ e−βt
∫ x−a(h)+a(t)
0
v (x− a(h) + a(t)− y) dFY (y)
]
λe−λtdt.
Then there exists some cˆ ∈ [0, c0] such that:
(3.11) 0 ≤ (µ− cˆ)v′−(x)− (β + λ)v(x) + U(cˆ) + λ
∫ x
0
v(x− y)dFY (y).
Hence v′−(x) satisfies Hamilton-Jacobi-Bellman equation:
(3.12)
sup
0≤c≤c0
{
(µ− c)v′−(x)− (β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y)
}
= 0
and similarly as above there exists exactly one limit cˆ which realizes the
supremum in equation (3.12).
Now we prove that v is differentiable (we show that v′+(x) = v
′
−(x)). We
know that v′+ and v
′
− satisfy equations (3.7) and (3.12) respectively. We also
know that there exist some values c˜ and cˆ such that supremum in equations
(3.7) and (3.12) respectively are attained. Thus:
(3.13) (µ− c˜)v′+(x) + U(c˜) = (µ− cˆ)v
′
−(x) + U(cˆ).
Since supremum in equation (3.12) is attained at cˆ, it follows that:
(3.14) (µ− cˆ)v′−(x) + U(cˆ) ≥ (µ− c˜)v
′
−(x) + U(c˜).
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Then (3.13) combined with (3.14) gives:
(µ− c˜)v′+(x) + U(c˜) ≥ (µ− c˜)v
′
−(x) + U(c˜),
and therefore:
(µ− c˜)(v′+(x)− v
′
−(x)) ≥ 0.
Since c˜ < µ, hence it immediately leads to
v′+(x) ≥ v
′
−(x).
On the other hand, since supremum in equation (3.7) is attained at c˜, it
follows that:
(µ− c˜)v′+(x) + U(c˜) ≥ (µ− cˆ)v
′
+(x) + U(cˆ).
Then, similarly as above, we get that
v′−(x) ≥ v
′
+(x).
This means that v is differentiable, and that c˜ = cˆ. Summarizing, we proved
that there exist exactly one optimal value c∗ that simultaneously realizes
supremum in equations (3.7) and (3.12) and that the function v is differen-
tiable and satisfies Hamilton-Jacobi-Bellman equation:
(3.15)
sup
0≤c≤c0
{
(µ− c)v′(x)− (β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y)
}
= 0
in the case of c0 < µ. This completes the proof.
Theorem 3.3. If c0 > µ and U is differentiable at µ, then the optimal
value function v(x) is differentiable and fulfils the Hamilton-Jacobi-Bellman
equation:
(3.16)
sup
0≤c≤c0
{
(µ− c)v′(x)− (β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y)
}
= 0.
If supremum in equation (3.16) is not attained at µ then v(x) is continuously
differentiable.
Proof. This proof is similar to the proof of Theorem 3.2 with some signifi-
cant modifications.
Since v is Lipschitz continuous and increasing, hence v is differentiable
almost everywhere. Moreover, in the points where v is not differentiable, v
is differentiable from the left and from the right.
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Let h > 0 and fix c ∈ [0, c0]. If x = 0, we suppose that c ≤ µ, and if
x > 0, we let h be small enough such that x+ (µ− c)h ≥ 0, i.e., ruin does
not occur because of the dividend payments. In the same way like in the
mentioned proof we can derive inequality:
0 ≥
v(x+ (µ− c)h)− v(x)
h
−
1− e−(β+λ)h
h
v(x+ (µ− c)h)(3.17)
+ e−λh
1
h
∫ h
0
U(c)e−βtdt+
1
h
∫ h
0
[ ∫ t
0
U(c)e−βsds
+ e−βt
∫ x+(µ−c)t
0
v(x+ (µ− c)t− y)dFY (y)
]
λe−λtdt.
From inequality (3.17) we have:
(3.18) 0 ≥ (µ− c)v′+(x)− (β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y)
for c < µ. Moreover,
(3.19) 0 ≥ (µ− c)v′−(x)− (β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y)
for c > µ and
(3.20) 0 ≥ −(β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y)
for c = µ.
Now we choose the strategy c(h) = (ct(h)), such that vc(x) ≥ v(x)− h
2.
Let a(t) = µt−
t∫
0
cs(h)ds. Then in the same way like in the proof of Theorem
3.2 we can derive inequality:
0 ≤h +
v (x+ a(h))− v(x)
h
−
1− e−(β+λ)h
h
v (x+ a(h))(3.21)
+ e−λhU
(
1
h
∫ h
0
ct(h)dt
)
+
1
h
∫ h
0
[ ∫ t
0
U(ct(h))e
−βsds
+ e−βt
∫ x+a(t)
0
v (x+ a(t)− y) dFY (y)
]
λe−λtdt.
Since 1
h
∫ h
0
ct(h)dt ∈ [0, c0], hence there exists at least one sequence hn → 0
+
such that:
lim
hn→0+
1
hn
∫ hn
0
ct(hn)dt = c˜
and
lim
hn→0+
a(hn)
hn
= µ− c˜.
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From inequality (3.21) we have
(3.22) 0 ≤ (µ− c˜)v′+(x)− (β + λ)v(x) + U(c˜) + λ
∫ x
0
v(x− y)dFY (y)
if c˜ < µ. Furthermore,
(3.23) 0 ≤ (µ− c˜)v′−(x)− (β + λ)v(x) + U(c˜) + λ
∫ x
0
v(x− y)dFY (y)
if c˜ > µ and
(3.24) 0 ≤ −(β + λ)v(x) + U(c˜) + λ
∫ x
0
v(x− y)dFY (y).
if c˜ = µ.
Note that we do not know if c˜ is greater, less or maybe equal µ. We do
not know if there is just one c˜ either. It is possible that there is more than
one c˜ which satisfy inequality (3.22) or (3.23) or (3.24). At the moment we
know only that at least one inequality (3.22) or (3.23) or (3.24) is satisfied
by at least one c˜.
Now we assume that h is small enough such that (x− (µ − c)h) ∧ (x−
a(h)) > 0. Note that this a(h) is different than a(h) defined in previous part
of the proof because we consider different initial capital below. Starting with
initial capital x− (µ− c)h, the inequality (3.17) gives:
0 ≥
v(x− (µ− c)h)− v(x)
−h
−
1− e−(β+λ)h
h
v(x)(3.25)
+ e−λh
1
h
∫ h
0
U(c)e−βtdt+
1
h
∫ h
0
[ ∫ t
0
U(c)e−βsds
+ e−βt
∫ x−(µ−c)(h−t)
0
v(x− (µ− c)(h− t)− y)dFY (y)
]
λe−λtdt.
Similarly as above, we get (3.20) for c = µ and the inequality
(3.26) 0 ≥ (µ− c)v′−(x)− (β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y)
for c < µ. Moreover,
(3.27) 0 ≥ (µ− c)v′+(x)− (β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y)
for c > µ.
Thus from (3.18), (3.27) and (3.20) we have that for all c ∈ [0, c0]:
(3.28) 0 ≥ (µ− c)v′+(x)− (β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y)
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and from (3.19), (3.26) and (3.20) we have that for all c ∈ [0, c0]
(3.29) 0 ≥ (µ− c)v′−(x)− (β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y).
This means that:
sup
0≤c≤c0
{
(µ− c)v′+(x)− (β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y)
}
≤ 0
and
sup
0≤c≤c0
{
(µ− c)v′−(x)− (β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y)
}
≤ 0.
Now, starting with initial capital x− a(h) inequality (3.21) yields:
0 ≤h+
v (x− a(h))− v(x)
−h
−
1− e−(β+λ)h
h
v (x)(3.30)
+ e−λhU
(
1
h
∫ h
0
ct(h)dt
)
+
1
h
∫ h
0
[ ∫ t
0
U(ct(h))e
−βsds
+ e−βt
∫ x−a(h)+a(t)
0
v (x− a(h) + a(t)− y) dFY (y)
]
λe−λtdt.
Since 1
h
∫ h
0
ct(h)dt ∈ [0, c0], hence there exists at least one sequence hn → 0
+
such that:
lim
hn→0+
1
hn
∫ hn
0
ct(hn)dt = cˆ
and
lim
hn→0+
a(hn)
hn
= µ− cˆ.
Note here that cˆ may be different than c˜.
From the inequality (3.30) we get (3.24) if cˆ = µ and
(3.31) 0 ≤ (µ− cˆ)v′−(x)− (β + λ)v(x) + U(cˆ) + λ
∫ x
0
v(x− y)dFY (y)
if cˆ < µ. Furthermore,
(3.32) 0 ≤ (µ− cˆ)v′+(x)− (β + λ)v(x) + U(cˆ) + λ
∫ x
0
v(x− y)dFY (y)
if cˆ > µ.
Thus from (3.22), (3.32) and (3.24) there exists at least one value c∗ ∈
[0, c0] such that
(3.33) 0 ≤ (µ− c∗)v′+(x)− (β + λ)v(x) + U(c
∗) + λ
∫ x
0
v(x− y)dFY (y)
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or from (3.23), (3.31) and (3.24) there exists at least one value c∗ ∈ [0, c0]
such that
(3.34) 0 ≤ (µ− c∗)v
′
−(x)− (β + λ)v(x) + U(c∗) + λ
∫ x
0
v(x− y)dFY (y).
Note that above alternative is substantial.
Therefore, from inequalities (3.28), (3.33) and (3.29) and (3.34), we know
that the following alternative:
either v′+(x) satisfies Hamilton-Jacobi-Bellman equation
(3.35)
sup
0≤c≤c0
{
(µ− c)v′+(x)− (β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y)
}
= 0
or v′−(x) satisfies Hamilton-Jacobi-Bellman equation
(3.36)
sup
0≤c≤c0
{
(µ− c)v′−(x)− (β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y)
}
= 0.
Note that we know only that alternative of this two sentences is true but at
the moment we do not know if both sentences at the same time are true.
Note that function ξ(c) := (µ − c)v′+(x) + U(c) is strictly concave in
[0, c0], because sum of strictly concave function and linear function is strictly
concave. Since ζ is strictly concave, it follows that it has only one local
maximum. Therefore if the equation (3.35) is satisfied then there exists
exactly one limit c∗ which realizes the supremum in this equation. Similarly
the function η(c) := (µ−c)v′−(x)+U(c) is strictly concave in [0, c0]. Therefore
if the equation (3.36) is satisfied then there exists exactly one limit c∗ which
realizes the supremum in this equation.
We prove now that v is differentiable. We show that v′+(x) = v
′
−(x) in
every possible case. Firstly we consider again inequalities (3.22), (3.23) and
(3.24). As we mentioned above we don’t know which of them are satisfied
and how many values of c˜ there is. Note that all values c˜ (if there exists)
realizes supremum in equations (3.35) or (3.36). We wrote above that there
is exactly one value which realizes supremum in this equations (because of
strict concavity of ξ and η). Therefore there exists at most three values of
c˜: c˜1 < µ or c˜2 > µ or c˜3 = µ. We also know that at least one from this
three values exists.
Similarly considering inequalities (3.31), (3.32) and (3.24) we conclude
that there exists at least one from at most three values of cˆ: cˆ1 < µ or cˆ2 > µ
or cˆ3 = µ, which realizes supremum in equations (3.35) or (3.36).
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At the beginning we suppose that there exists exactly one value c˜ and
exactly one value cˆ. Now we consider all possible cases:
I. c˜1 < µ ∧ cˆ2 > µ
In this case equations (3.22) and (3.32) are satisfied. This means that supre-
mum in equation (3.35) is attained in c˜1 and cˆ2. Since supremum in equation
(3.35) may be attained in exactly one point thus we get c˜1 = cˆ2 which leads
to the contradiction. Thus this case is impossible to hold true.
II. c˜2 > µ ∧ cˆ1 < µ
In this case equations (3.23) and (3.31) are satisfied. This means that supre-
mum in equation (3.36) is attained in c˜2 and cˆ1. Since supremum in equation
(3.36) may be attained in exactly one point thus we get c˜2 = cˆ1 which leads
to the contradiction. Thus this case is also impossible to hold true. Note
that excluding case I. and II. leads to the corollary that v′+(x) fulfils equa-
tion (3.35) and v′−(x) fulfils equation (3.36) (so now we know that both
equations are satisfied).
III. c˜1 < µ ∧ cˆ1 < µ
This case was considered in Theorem 3.2 (see (3.13)). We proved that
v′+(x) = v
′
−(x) in that case.
IV. c˜2 > µ ∧ cˆ2 > µ
Proof of this case is the same like in the case III. and leads to v′+(x) = v
′
−(x).
V. c˜1 < µ ∧ cˆ3 = µ
In this case equations (3.22) and (3.24) are satisfied. This means that supre-
mum in equation (3.35) is attained in c˜1 and µ. Since supremum in equation
(3.35) may be attained in exactly one point thus we get c˜1 = µ which leads
to the contradiction. Thus this case is impossible to hold true.
VI. c˜2 > µ ∧ cˆ3 = µ
VII. c˜3 = µ ∧ cˆ1 < µ
VIII. c˜3 = µ ∧ cˆ2 > µ
All these cases VI- VIII cannot hold for the same reasons as the ones given
in the case V.
IX. c˜3 = µ ∧ cˆ3 = µ
In this case equation (3.24) is satisfied. But this means that supremum in
equations (3.35) and (3.36) is attained in µ. From the definition of local
maximum it follows that:
U(µ) ≥ (µ− c)v′+(x) + U(c)
and
U(µ) ≥ (µ− c)v′−(x) + U(c)
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for all c in some neighborhood of µ. Since U is concave, it follows that its
derivatives from the left and right exist. Consequently, above inequalities
give:
U ′+(µ) ≤ v
′
+(x) ≤ U
′
−(µ)
and
U ′+(µ) ≤ v
′
−(x) ≤ U
′
−(µ).
Since U is differentiable at µ, hence v′+(x) = v
′
−(x) in this case.
We considered all possible cases when there exists exactly one value c˜
and exactly one value cˆ and obtained that v′+(x) = v
′
−(x) in every possible
case. Assume now that there exists more than one value of c˜1 < µ or c˜2 > µ
or c˜3 = µ or there exists more than one value of cˆ: cˆ1 < µ or cˆ2 > µ or
cˆ3 = µ. This also leads to contradiction because there will be two or more
different values which satisfy supremum in equation (3.35) or (3.36). We
know that this is impossible since supremum in equations (3.35) and (3.36)
may be attained in exactly one point.
Therefore we proved that v′+(x) = v
′
−(x) for each possible case. This also
means that the value c∗ (that realizes supremum in the equation (3.35)) and
the value c∗ (that realizes supremum in the equation (3.36)) are equal to
each other, i.e. c∗ = c∗. Summarizing, we proved that there exist exactly one
optimal value c∗ that simultaneously realizes supremum in equations (3.35)
and (3.36) and that the function v is differentiable and fulfils Hamilton-
Jacobi-Bellman equation:
(3.37)
sup
0≤c≤c0
{
(µ− c)v′(x)− (β + λ)v(x) + U(c) + λ
∫ x
0
v(x− y)dFY (y)
}
= 0
in the case of c0 > µ. From equation (3.37), since v and U are continuous, it
follows that v is continuously differentiable if c∗ 6= µ. We proved that v(x) is
differentiable even for the points x0 for which c
∗ = µ. Note that derivative
of a differentiable function never has a jump or removable discontinuity.
Moreover, from the inequality (2.2) it follows that v′(x) is bounded and
therefore cannot have infinite discontinuity. However we cannot exclude the
situation that one or both limits limx→x0− v
′(x), limx→x0+ v
′(x) do not exist
for the points x0 for which c
∗ = µ and v′(x) has essential discontinuity for
the points x0 for which c
∗ = µ.
From the fact that v is differentiable and inequality (2.2) we have fol-
lowing remark.
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Remark 3.4. Function v′ is bounded and satisfies following inequality:
0 ≤ v′(x) ≤
U(c0)
µβ
(λ+ β).
From now on we will assume that U is differentiable and the Inada
conditions are satisfied i.e. lim
x→0
U ′(x) = ∞ and lim
x→∞
U ′(x) = 0. Then we
may calculate explicitly optimal strategy c∗.
Remark 3.5. If U is differentiable and satisfy Inada conditions, then the
optimal c∗ in equation (3.16) is given by:
(3.38) c∗(x) =
{
(U ′)−1(v′(x)), if (U ′)−1(v′(x)) < c0,
c0, if (U
′)−1(v′(x)) ≥ c0.
Note that c∗ ≥ 0. Indeed, from Inada conditions we have that (U ′)−1(0) =
∞ and (U ′)−1(∞) = 0 and from the strict concavity of U we have that U ′
and as a consequence (U ′)−1 is strictly decreasing in (0,∞). Moreover v is
increasing. Hence (U ′)−1(vx(x)) ≥ 0 for all x ≥ 0. Therefore c
∗ ∈ [0, c0].
This leads to the next remark.
Remark 3.6. If U is differentiable and satisfy Inada conditions, then the
optimal dividend strategy (c∗t )t≥0 is given by:
(3.39) c∗t =
{
c∗(Xt), for 0 ≤ t < τ ,
0, for t ≥ τ ,
where c∗ is defined in equation (3.38).
Theorem 3.7. Suppose that ψ is a continuously differentiable, increasing,
bounded, and nonnegative solution to (3.3) or (3.16). Then ψ(x) = v(x)
and an optimal dividend policy is given by Markovian strategy c∗t defined in
(3.39).
Proof. This proof is based on the proof of [1, Proposition 2.13]. Function ψ is
nonnegative and continuously differentiable in R≥0 as a solution of equation
(3.3) or (3.16). Since the function e−βtψ(x) is continuously differentiable in
R≥0, using the change of variables formula for finite variation process (see
for instance [9]), we can write
ψ(Xt)e
−βt − ψ(x) =
∫ t
0
ψ′(Xs−)e
−βsµds− β
∫ t
0
ψ(Xs−)e
−βsds(3.40)
−
∫ t
0
ψ′(Xs−)e
−βsdCs +
∑
X
s−
6=Xs
s≤t
(ψ(Xs)− ψ(Xs−))e
−βs.
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Since Ct =
∫ t
0
csds we have that
(3.41)
∫ t
0
ψ′(Xs−)e
−βsdCs =
∫ t
0
ψ′(Xs−)e
−βscsds.
On the other hand, Xs 6= Xs− only at the arrival of a claim, so by the
compensation formula:
Mt =
∑
X
s−
6=Xs
s≤t
(ψ(Xs)− ψ(Xs−))e
−βs(3.42)
− λ
∫ t
0
e−βs
∫ ∞
0
(ψ(Xs− − y)− ψ(Xs−))dFY (y)ds
is a martingale with zero-expectation because:
0 ≤ ψ(Xs) ≤ max
y∈[0,x+µt]
ψ(y) <∞,
for s ≤ t. The upper bound inequality comes from the fact that ψ is bounded
and Xt ≤ x + µt. Therefore, we can combine (3.40), (3.41) and (3.42) to
obtain:
ψ(Xt)e
−βt − ψ(x) =
∫ t
0
ψ′(Xs−)e
−βsµds− β
∫ t
0
ψ(Xs−)e
−βsds+Mt
−
∫ t
0
ψ′(Xs−)e
−βscsds+ λ
∫ t
0
e−βs
∫ ∞
0
(ψ(Xs− − y)− ψ(Xs−))dFY (y)ds
=
∫ t
0
(
ψ′(Xs−)(µ− cs)− (β + λ)ψ(Xs−) + λ
∫ ∞
0
ψ(Xs− − y)dFY (y)
)
e−βsds
+Mt.
Since ψ fulfils equation (3.3) or (3.16), hence for an arbitrary strategy (cs)t≥0
we have:
(3.43) ψ(Xt)e
−βt − ψ(x) ≤ −
∫ t
0
U(cs)e
−βsds+Mt.
Taking expected values of both sides of above inequality gives:
(3.44) ψ(x) ≥ Ex
(
ψ(Xt)e
−βt +
∫ t
0
U(cs)e
−βsds
)
.
Because ψ(x) is bounded, limt→∞ Ex
(
ψ(Xt)e
−βt
)
= 0. By the bounded
convergence theorem,
(3.45) ψ(x) ≥ Ex
(∫ ∞
0
U(cs)e
−βsds
)
= Ex
(∫ τ
0
U(cs)e
−βsds
)
= vc(x),
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where in last equation we used the fact that U(0) = 0 and (cs)t≥0 is admis-
sible what means that there is no dividends after ruin occurs (ct = 0 for
t ≥ τ). Since ψ(x) ≥ vc(x) for an arbitrary strategy (cs)t≥0, it follows that
ψ(x) ≥ v(x). If we take (c∗t )t≥0 defined in (3.39), the the equality holds in
(3.43), (3.44) and (3.45). Because ψ(x) = vc∗(x), it follows that ψ(x) ≤ v(x).
This completes the proof.
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