We revisit the idea of mining Wikipedia in order to generate named-entity annotations. We propose a new methodology that we applied to the English Wikipedia to build WiNER, a large, high quality, annotated corpus. We evaluate its usefulness on 6 NER tasks, comparing 4 popular state-of-the art approaches. We show that LSTM-CRF is the approach that benefits the most from our corpus. We report impressive gains with this model when using a small portion of WiNER on top of the CONLL training material. Last, we propose a simple but efficient method for exploiting the full range of WiNER, leading to further improvements.
Introduction
Named-Entity Recognition (NER) is the task of identifying textual mentions and classifying them into a predefined set of types. It is an important pre-processing step in NLP and Information Extraction. Various approaches have been proposed to tackle the task, including conditional random fields (Finkel et al., 2005) , perceptrons (Ratinov and Roth, 2009) , and neural network approaches (Collobert et al., 2011; Lample et al., 2016; Chiu and Nichols, 2016) .
One issue with NER is the small amount of annotated data available for training, and their limited scope (see Section 4.1). Furthermore, some studies (Onal and Karagoz, 2015; Augenstein et al., 2017) have demonstrated that namedentity systems trained on news-wire data perform poorly when tested on other text genres. This motivated some researchers to create a named-entity labelled corpus from Wikipedia. This was notably attempted by and more recently revisited by Al-Rfou et al. (2015) in a multilingual context. Both studies leverage the link structure of Wikipedia to generate named-entity annotations. Because only a tiny portion of texts in Wikipedia are anchored, some strategies are typically needed to infer more annotations (Ghaddar and Langlais, 2016b) . Such a process typically yields a noisy corpus for which filtering is required.
In this paper, we revisit the idea of automatically extracting named-entity annotations out of Wikipedia. Similarly to the aforementioned works, we gather anchored strings in a page as well as their type according to Freebase (Bollacker et al., 2008) but, more importantly, we also generate annotations for texts not anchored in Wikipedia. We do this by considering coreference mentions of anchored strings as candidate annotations, and by exploiting the out-link structure of Wikipedia. We applied our methodology on a 2013 English Wikipedia dump, leading to a large annotated corpus called WiNER, which contains more annotations than similar corpora and, as we shall see, is more useful for training NER systems.
We discuss related work in Section 2 and present the methodology we used to automatically extract annotations from Wikipedia in Section 3. The remainder of the article describes the experiment we conducted to measure the impact of WiNER for training NER systems. We describe the datasets and the different NER systems we trained in Section 4. We report the experiments we conducted in Section 5. We propose a simple but efficient two stage strategy we designed in order to benefit the full WiNER corpus in Section 6. We report error analysis in Section 7 and conclude in Section 8.
Related Work
Turning Wikipedia into a corpus of named entities annotated with types is a task that received some attention in a monolingual setting (Toral and Munoz, 2006; , as well as in a multilingual one (Richman and Schone, 2004; Al-Rfou et al., 2015) .
In ) the authors describe an approach that exploits links between articles in Wikipedia in order to detect entity mentions. They describe a pipeline able to detect their types (ORG, PER, LOC, MISC), making use of handcrafted rules specific to Wikipedia, and a bootstrapping approach for identifying a subset of Wikipedia articles where the type of the entity can be predicted with confidence. Since anchored strings in Wikipedia lack coverage (in part because Wikipedia rules recommend that only the first mention of a given concept be anchored in a page), the authors also describe heuristics based on redirects to identify more named-entity mentions. They tested several variants of their corpus on three NER benchmarks and showed that systems trained on Wikipedia data may perform better than domain-specific systems in an out-domain setting. Al-Rfou et al. (2015) , follow a similar path albeit in a multilingual setting. They use Freebase to identify categories (PER, LOC, ORG), and trained a neural network on the annotations extracted. In order to deal with non-anchored mentions in Wikipedia, they propose a first-order coreference resolution algorithm where they link mentions in a text using exact string matching (thus Obama will be linked to the concept Barack Obama and labelled PER). They still had to perform some sentence selection, based on an oversampling strategy, in order to construct a subset of the original training data.
Our work revisits the idea developed in these two studies. Our main contribution consists in dealing specifically with non anchored strings in Wikipedia pages. We do this by analyzing the outlink structure in Wikipedia, coupled to the information of all the surface forms that have been used in a Wikipedia article to mention the main concept being described by this article. This process, detailed in the next section, leads to a much larger set of annotations, whose quality obviates the need for ad-hoc filtering or oversampling strategies.
WiNER
We applied the pipeline described hereafter to a dump of English Wikipedia from 2013, and obtained WiNER, a resource built out of 3.2M Wikipedia articles, comprising more than 1.3G tokens accounting for 54M sentences, 41M of which contain at least one named-entity annotation. We generated a total of 106M annotations (an average of 2 entities per sentence).
Annotation Pipeline
The pipeline used to extract named-entity annotations from Wikipedia is illustrated in Figure 1 , for an excerpt of the Wikipedia article Chilly Gonzales, hereafter named the target article. Similarly to Al-Rfou et al., 2015) , the anchored strings of out-links in the target article are elected mentions of named entities. For instance, we identify Warner Bros. Records and Paris as mentions in our target article. In general, a Wikipedia article has an equivalent page in Freebase. We remove mentions that do not have such a page. This way, we filter out anchored strings that are not named entities (such as List of Presidents of the United States). We associate a category with each mention by a simple strategy, similar to (Al-Rfou et al., 2015) , which consists in mapping Freebase attributes to entity types. For instance, we map organization/organization, location/location and people/person attributes to ORG, LOC and PER, respectively. If an entry does not belong to any of the previous classes, we tag it as MISC. Because the number of anchored strings in Wikipedia is rather small -less than 3% of the text tokens according to (Al-Rfou et al., 2015) we propose to leverage: (1) the out-link structure of Wikipedia, (2) the information of all the surface strings used to describe the main concept of a Wikipedia article. For the latter, we rely on the resource 1 described in (Ghaddar and Langlais, 2016a) Our strategy for collecting extra annotations is a 3-step process, where:
1. We consider direct out-links of the target article. We search in its text the titles of the articles we reach that way. We also search for their coreferences as listed in the aforementioned resource. For instance, we search (exact match) Warner Bros. Records and its coreferences (e.g. Warner, Warner Bros.) in the target article. Each match is labelled with the type associated (in Freebase) with the out-linked article (in our example, ORG).
2. We follow out-links of out-links, and search in the target article (by an exact string match) the titles of the articles reached. For instance, we search for the strings Europe, France, Napoleon, as well as other article titles from the out-link list of the article Paris. The matched strings are elected named entities and are labeled with their Freebase type.
3. For the titles matched at step 2, we also match their coreferent mentions. For instance, because we matched France, we also search its coreferences as listed in the coreference table (CT).
During this process, some collisions may occur. We solve the issue of overlapping annotations by applying the steps exactly in the order presented above. Our steps have been ordered in such a way that the earlier the step, the more confidence we have in the strings matched at that step. It may also happen that two out-link articles contain the same mention (for instance Washington State and George Washington both contain the mention Washington), in which case we annotate this ambiguous mention with the type of the closest 2 unambiguous mention.
Step 1 of our pipeline raises the coverage 3 from less than 3% to 9.5%, while step 2 and 3 increase it to 11.3% and 15% respectively. This is actually very close to the coverage of the manually annotated CONLL-2003 dataset, which is 17%. Considering that we do not apply any specific filtering, as is done for instance in , our corpus contains many more annotations than existing Wikipedia-based named-entity annotated corpora.
Manual Evaluation
We assessed the annotation quality of a random subset of 1000 mentions. While we measure an accuracy of 92% for mentions detected during step 1, the accuracy decreases to 88% and 77% during step 2 and 3 respectively. We identified two main sources for errors in the coreferent mentions detection procedure. One source of error comes from the resource used to identify the mentions of the main concept. We measured in a previous work (Ghaddar and Langlais, 2016a) , that the process we rely on for this (a binary classifier) has an accuracy of 89%. Example (a) of Figure 2 illus-trates such a mistake where the family name Pope is wrongly assumed coreferent to the brewery Eldridge Pope. We also found that our 3-step process and the disambiguation rule fails in 15% of the cases. Figure 2 illustrates an example where we erroneously recognize the mention Toronto (referring to the town) as a coreferent of the (non ambiguous mention) Toronto FC, simply because the latter is close to the former. We further examined a random subset of 100 strings that were annotated differently (in different contexts) and found that 89% of the time, the correct type was identified. For instance, in example Figure 2c ) -a sentence of the Chilly Gonzales article -the mention Rolodex is labelled as ORG, while the correct type is MISC. Our pipeline fails to disambiguate the company from its product.
Protocol 4.1 Data Sets
We used a number of datasets in our experiments. For CONLL, MUC and ONTO, that 
Metrics
Since we use many test sets in this work, we are confronted with a number of inconsistencies.
One is the definition of the MISC class, which differs from a dataset to another, in addition to not being annotated in MUC. This led us to report token-level F1 score for 3 classes only (LOC, ORG and PER). We computed this metric with the conlleval script. 4 We further report OD F 1 , a score that measures how well a named-entity recognizer performs on out-domain material. We compute it by randomly sampling 500 sentences 5 for each out-domain test set, on which we measure the token-level F1. Sampling the same number of sentences per test set allows to weight each corpus equally. This process is repeated 10 times, and we report the average over those 10 folds. On average, the newly assembled test set contains 50k tokens and roughly 3.5k entity mentions. We excluded the CONLL-2003 test set from the computation since this corpus is in-domain 6 (see section 5.2).
Reference systems
We chose two feature-based models: the StanfordNER (Finkel et al., 2005 ) CRF classifier, and the perceptron-based Illinois NE Tagger (Ratinov and Roth, 2009 ). Those systems have been shown to yield good performance overall. Both systems use handcrafted features; the latter includes gazetteer features as well.
We also deployed two neural network systems: the one of (Collobert et al., 2011) , as implemented by Attardi (2015) , and the LSTM-CRF system of Lample et al. (2016) . Both systems capitalize on representations learnt from large quantities of unlabeled text 7 . We use the default configuration for each system.
Evaluation of WiNER

Other Wikipedia-based corpora
We compare WiNER to existing Wikipedia-based annotated corpora. released two versions of their corpus, WP2 and WP3, each containing 3.5 million tokens. Both versions enrich the annotations deduced from anchored strings in Wikipedia by identifying coreferences among NE mentions. They differ by the rules used to conduct coreference resolution. We randomly generated 10 equally-sized subsets of WiNER (of 3.5 million tokens each). On each subset, we trained the Illinois NER tagger and compared the performances obtained on the CONLL test set by the resulting models, compared to those trained on WP2 and WP3. Phrase-level F1 score are reported in Table 2 . We also report the results published in (Al-Rfou et al., 2015) Using WiNER as a source of annotations systematically leads to better performance, which validates the approach we described in Section 3. Note that in order to generate WP2 and WP3, the authors applied filtering rules that are responsible for the loss of 60% of the annotations. Al-Rfou et al. (2015) also perform sentence selection. We have no such heuristics here, but we still observe a competitive performance. This is a satisfactory result considering that WiNER is much larger.
Cross-domain evaluation
In this experiment, we conduct a cross-domain evaluation of the reference systems described in Section 4.3 on the six different test sets presented in Section 4.1. Following a common trend in the field, we evaluate the performance of those systems when they are trained on the CONLL material. We also consider systems trained on CONLL plus a subset of WiNER. We report results obtained with a subset of randomly chosen sentences summing up to 3 million tokens, as well as a variant where we use as much as possible of the training material available in WiNER. Larger datasets were created by randomly appending material to smaller ones. Datasets were chosen once (no cross-validation, as that would have required too much time for some models). Moreover, for the comparison to be meaningful, each model was trained on the same 3M dataset. The results are reported in Table 3 . First, we observe the best overall performance with the LSTM-CRF system (73% OD F 1 ), the second best system being a variant of the Illinois system (69.5% OD F 1 ). We also observe that the former system is the one that benefits the most from WiNER (an absolute gain of 8% in OD F 1 ). This may be attributed to the fact that this model can explore the context on both sides of a word with (at least in theory) no limit on the context size considered. Still, it is outperformed by the Illinois system on the WEB and the TWEET test sets. Arguably, those two test sets have a NE distribution which differs greatly from the training material.
Second, on the CONLL setting, our results are satisfyingly similar to those reported in (Ratinov and Roth, 2009 ) and (Lample et al., 2016) . The former reports 91.06 phrasal-level F1 score on 4 classes, while our score is 90.8 .The latter reports an F1 score of 90.94 while we have 90.76. The best results reported far on the CONLL setting are those of (Chiu and Nichols, 2016) with a BiLSTM-CNN model, and a phrasal-level F1 score of 91.62 on 4 classes. So while the models we tested are slightly behind on CONLL, they definitely are competitive. For other tasks, the comparison with other studies is difficult since the performance is typically reported with the full tagset.
Third, the best performances are obtained by configurations that use WiNER, with the exception of CONLL. That this does not carry over to CONLL confirms the observations made by several authors (Finkel et al., 2005; Al-Rfou et al., 2015) , who highlight the specificity of CONLL's annotation guidelines as well as the very nature of the annotated text, where sport teams are overrepresented. These teams add to the confusion because they are often referred to with a city name. We observe that, on CONLL, the LSTM-CRF model is the one that registers the lowest drop in performance. The drop is also modest for the CRF model. The WiNER's impact is particularly observable on TWEET (an absolute gain of 8.8 points) and WEB (a gain of 5.5), again two very different test sets. This suggests that WiNER helps models to generalize.
Last, we observe that systems differ in their ability to exploit large training sets. For the two feature-based models we tested, the bottleneck is memory. We did train models with less features, but with a significantly lower performance. With the CRF model, we could only digest a subset of WiNER of 1 million tokens, while Illinois could handle 30 times more. As far as neural network systems are concerned, the is-sue is training time. On the computer we used for this work -a Linux cluster equipped with a GPU -training Senna and LSTM-CRF required over a month each for 7 and 5 millions WiNER tokens respectively. This prevents us from measuring the benefit of the complete WiNER resource.
6 Scaling up to WiNER 6.1 Our 2-stage approach Because we were not able to employ the full WiNER corpus with the NER systems mentioned above, we resorted to a simple method to leverage all the annotations available in the corpus. It consists in decoupling the segmentation of NEs in a sentence -we leave this to a reference NER system -from their labelling, for which we train a local classifier based on contextual features computed from WiNER. Decoupling the two decision processes is not exactly satisfying, but allows us to scale very efficiently to the full size of WiNER, our main motivation here.
Contextual representations
Our classifier exploits a small number of features computed from two representations of WiNER. In one of them, each named-entity is bounded by a beginning and end token tags -both encoding its type -as illustrated on line MIX of Figure 3 . In the second representation, the words of the namedentity are replaced with its type, as illustrated on line CONT. The former representation encodes information from both the context and the the words of the segment we wish to label while the second one only encodes the context of a segment. With each representation, we train a 6-gram backoff language model using kenLM (Heafield et al., 2013) . For the MIX one, we also train word embeddings of dimension 50 using Glove (Pennington et al., 2014) . 8 Thus, we have the embed-dings of plain words, as well as those of token tags. The language and embedding models are used to provide features to our classifier.
Features
Given a sentence and its hypothesized segmentation into named-entities (as provided by another NER system), we compute with the Viterbi algorithm the sequence of token tags that leads to the smallest perplexity according to each language model. Given this sequence, we modify the tagging of each segment in turn, leading to a total of 4 perplexity values per segment and per language model. We normalize those perplexity values so as to interpret them as probabilities. Table 4 shows the probability given by both language models to the segment Gonzales of the sentence of our running example. We observe that both models agree that the segment should be labelled PER. We also generate features thanks to the embedding model. This time, however, this is done without considering the context: we represent a segment as the sum of the representation of its words. We then compute the cosine similarity between this segment representation and that of each of the 4 possible tag pairs (the sum of the representation of the begin and end tags); leading to 4 similarity scores per segment. Those similarities are reported on line EMB in Table 4 . To these 4 scores provided by each model, we add 16 binary features that encode the rank of each token tag according to one model (does tag have rank i ?). We also compute the score difference given by a model to any two possible tag pairs, leading to 6 more scores. Since we have 3 models, we end up with 78 features.
Training
We use scikit-learn (Pedregosa et al., 2011) to train a Random Forest classifier 9 on the 29k mentions of the CONLL training data. We adopted this training material to ensure a fair comparison with other systems that are typically trained on this dataset. Another possibility would be to split WiNER into two parts, one for computing features, and the other for training the classifier. We leave this investigation as future work. Because of the small feature set we have, training such a classifier is very fast.
Results
We measure the usefulness of the complete WiNER resource by varying the size of the training material of both language models and word embeddings, from 5M tokens (the maximum size the LSTM-CRF mode could process) to the full WiNER resource size. Table 5 : Influence of the portion of WiNER used in our 2-stage approach for the CONLL test set, using the segmentation produced by LSTM-CRF+WiNER(5M). These results have to be contrasted with the last line of Table 3 .
To this end, we provide the performance of our 2-stage approach on CONLL, using the segmentation output by LSTM-CRF+WiNER(5M) 10 . Results are reported in Table 5 . As expected, we observe that computing features on the same WiNER(5M) dataset exploited by LSTM-CRF leads to a notable loss overall (OD F 1 of 68.1 versus 73.0), while still outperforming LSTM-CRF trained on CONLL only (OD F 1 of 65.0). More interestingly, we observe that for all test sets, using more of WiNER leads to better performance, even if a plateau effect emerges. Our approach does improve systematically across all test sets by considering 100 times more WiNER data than what LSTM-CRF can handle in our case. Using all of WiNER leads to an OD F 1 score of 74.7, an increase of 1.7 absolute points over LSTM-CRF+WiNER(5M). Table 6 reports the improvements in OD F 1 of our 2-stage approach (RF), which uses all of 10 The best configuration according to the WiNER material and the segmentation produced by several native systems. Applying our 2-stage approach systematically improves the performance of the native configuration. Gains are larger for native configurations that cannot exploit a large quantity of WiNER. We also observe that the 2-stage approach delivers roughly the same level of performance (OD F 1 74) when using the segmentation produced by the Illinois or the LSTM-CRF systems. Table 7 indicates the number of disagreements between the LSTM-CRF+WiNER(5M) system (columns) and the 2-stage approach (rows). The table also shows the percentage of times the latter system was correct. For instance, the bottom left cell indicates that, on 38 distinct occasions, the classifier changed the tag PER proposed by the native system to ORG and that is was right in 85% of these occasions. We exclude errors made by both systems, which explains the low counts observed (1.7% is the absolute difference between the two approaches). We observe that in most cases the classifier makes the right decision when an entity tag is changed from PER to either LOC Table 7 : Percentage of correctness of the 2-stage system (rows) when tagging a named-entity differently than the LSTM-CRF+WiNER(5M) (columns). Bracketed figures indicate the average number of differences over the out-domain test sets.
Error Analysis
85% respectively). Most often, re-classified entities are ambiguous ones. Our approach chooses correctly mostly by examining the context of the mention. For instance, the entity Olin in example (a) of Figure 4 is commonly known as a last name. It was correctly re-classified as ORG thanks to its surrounding context. Replacing its by his in the sentence makes the classifier tag the entity as PER. Similarly, the entity Piedmont in example (b) was re-classified as ORG, although it is mostly used as the region name (even in Wikipedia), thanks to the context-based CONT and MIX features that identify the entity as ORG (0.61 and 0.63 respectively). Misclassification errors do occur, especially when the native system tagged an entity as ORG. In such cases, the classifier is often misled by a strong signal emerging from one family of features. For instance, in example (c) of Figure 4 , both MIX -p(ORG) = 0.39 vs. p(LOC) = 0.33 -and EMB -p(ORG) = 0.39 vs. p(LOC) = 0.38 -features are suggesting that the entity should be tagged as LOC, but the CONT signalp(LOC) = 0.63 vs. p(ORG) = 0.1 -strongly impacts the final decision. This was to be expected considering the simplicity of our classifier, and leaves room for further improvements.
Conclusion and Future Work
We revisited the task of using Wikipedia for generating annotated data suitable for training NER systems. We significantly extended the number of annotations of non anchored strings, thanks to coreference information and an analysis of the Wikipedia's link structure. We applied our approach to a dump of English Wikipedia from 2013, leading to WiNER, a corpus which surpasses other similar corpora, both in terms of quantity and of annotation quality. We evaluated the impact of our corpus on 4 reference NER systems with 6 different NER benchmarks. The LTSM-CRF system of (Lample et al., 2016) seems to be the one that benefits the most from WiNER overall. Still, shortage of memory or lengthy training times prevent us from measuring the full potential of our corpus. Thus, we proposed an entity-type classifier that exploits a set of features computed over an arbitrary large part of WiNER. Using this classifier for labelling the types of segments identified by a reference NER system yields a 2-stage process that further improves overall performance. WiNER and the classifier we trained are available at http://rali.iro.umontreal.ca/ rali/en/winer-wikipedia-for-ner. As future work, we want to study the usefulness of WiNER on a fine-grained entity type task, possibly revisiting the simple classifier we resorted to in this work, and testing its benefits for other currently successful models.
