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A GENERAL EXISTENCE PROOF FOR NON-LINEAR
ELLIPTIC EQUATIONS IN SEMI-RIEMANNIAN SPACES
CLAUS GERHARDT
Abstract. We present a general existence proof for a wide class of
non-linear elliptic equations which can be applied to problems with
barrier conditions without specifying any assumptions guaranteeing the
uniqueness or local uniqueness of particular solutions.
As an application we prove the existence of closed hypersurfaces
with curvature prescribed in the tangent bundle of an ambient Rie-
mannian manifold N without supposing any sign condition on the sec-
tional curvatures KN . A curvature flow wouldn’t work in this situation,
neither the method of successive approximation.
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1. Introduction
In [5] we considered a Minkowski type problem in Sn+1 and used for the
existence proof a continuity method combined with Smale’s generalization of
Sard’s theorem to Fredholm operators in separable Banach spaces, see [7].
The existence proof required the usual a priori estimates and, when looking
at the convex combination
(1.1) tf + (1− t)f0,
where f is the prescribed right-hand side and f0 is one for which a unique
solution is known, which is also supposed to be a regular point, then the
existence of a solution for t = 1 could be deduced by showing that either a
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2 CLAUS GERHARDT
solution for t = 1 exists or one gets a contradiction with the uniqueness for
t = 0.
The crucial points were the uniqueness of the solution for t = 0 and that
the operator was a local diffeomorphism near that solution which is equivalent
of being a regular point in case of elliptic operators.
Now, let N be a Riemannian or Lorentzian space1, Ω ⊂ N open, connected
and precompact, F a symmetric, monotone and concave curvature function,
and 0 < f ∈ C5(T (Ω¯)), then we consider the problem
(1.2) F |M = f(x, ν),
where M ⊂ Ω should be a closed hypersurface of class C6,α and the right-
hand side is evaluated at x ∈ M and ν ∈ T 1,0x (N), where ν is the normal of
M .
We assume furthermore, that Ω is bounded by two disjoint closed, con-
nected and admissible hypersurfaces Mi, i = 1, 2, of class C
6,α, where M2 is
an upper barrier for (F, f) and M1 a lower barrier. Let us emphasize that
the definition of
”
upper“ resp.
”
lower“ barrier also involves the direction of
the continuous normal vector, i.e., the normal vector ν of M2, used in the
Gaussian formula, has to point into the exterior of Ω and that of M1 into
the interior of Ω, see [4, Definition 2.7.7 and Remark 2.7.8] for details.
Moreover, Ω¯ should be covered by a Gaussian coordinate system (xα),
0 ≤ α ≤ n, such that the barriers Mi can be written as graphs over a closed
associated hypersurface S0
(1.3) Mi = graphui = { x
0 = ui(x) : x ∈ S0 }
and the x0-axis is oriented such that u1 ≤ u2.
The solution hypersurface M is also supposed to be a graph over S0.
The barriers will provide a priori estimates in the C0-norm. Assuming then
a priori estimates in the C1 and C2-norms such that the curvature operator
F is uniformly elliptic on the solutions, we shall show that we can find a
particular solution of (1.2) with right-hand side f0, which can be artificially
forced to be unique as well as a regular point, by defining f0 appropriately,
without sacrificing the a priori estimates and the barrier conditions.
Hence, the former existence proof [5, Theorem 6.3] with the continuity
method can be applied to solve (1.2). The proof works in Riemannian as well
as Lorentzian spaces N .
As an application we generalize a previous result, cf. [4, Theorem 3.8.1],
which required that the sectional curvatures KN of the Riemannian manifold
N are non-positive, by dropping this restriction.
1.1. Theorem. Let N be a Riemannian manifold, Ω ⊂ N be open, con-
nected and precompact, F ∈ (K∗) of class C5,α(Γ+), 0 < f ∈ C5(T (Ω¯)) and
1Since we are mainly interested in the Riemannian case, because of the particular
application we have in mind, we shall use language that might not make sense in Lorentzian
spaces.
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suppose that the boundary of Ω has two components Mi, i = 1, 2, which are
closed, disjoint, connected hypersurfaces of class C6,α, which act as barriers
for (F, f) in the sense of [4, Definition 2.7.7 and Remark 2.7.8], where M2
is the upper barrier and M1 the lower barrier. Then the problem (1.2) has
a strictly convex solution M ⊂ Ω¯ of class C6,α provided Ω¯ is covered by a
normal Gaussian coordinate system (xα), such that the barriers Mi can be
written as graphs over some level hypersurface S0
(1.4) Mi = graphui|S0 ,
and provided there exists a strictly convex function χ ∈ C2(Ω¯).
The solution M can be written as the graph of a function u ∈ C6,α(S0).
We emphasize that neither curvature flows nor the method of successive
approximations, that we used in [3], could be employed for an existence proof
in this particular case.
2. The unique particular solution
Let Γ ⊂ Rn be an open, convex, symmetric cone containing the positive
cone and F ∈ C5,α(Γ ) ∩ C0(Γ¯ ) be a symmetric, monotone and concave
curvature function such that Γ is the defining cone for F , i.e.,
(2.1) F |∂Γ = 0.
Notice that we do not distinguish between F defined in Γ and F defined
on admissible symmetric tensors of order two for a given Riemannian metric,
i.e,
(2.2) F (κi) = F (hij) = F (hij , gij),
see [4, Chapter 2.1] for details.
In the Riemannian case the function f , which is evaluated only on unit
vector fields, is certainly globally bounded. However, in the Lorentzian case,
f is supposed to be evaluated for unit timelike vectors and then f is no longer
a priori bounded. But nevertheless we can make the following assumptions on
f without loss of generality, see [4, Remark 5.1.3, Remark 5.2.4 and beginning
of Chapter 5.7]:
2.1. Remark. The function f is supposed to satisfy the estimate
(2.3) 0 < c1 ≤ f(x, ν) 〈ν, ν〉 = 1,
if N is Riemannian, resp.
(2.4) 0 < c1 ≤ f(x, ν) 〈ν, ν〉 = −1
if N is Lorentzian.
We may furthermore assume without loss of generality
(2.5) 0 < c1 ≤ f(x, ν) ≤ c2
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and that the barriers satisfy the corresponding inequalities strictly, i.e.,
(2.6) F |M2 > f
and on the set Σ ⊂ M1 of admissible points, which may be empty, there
holds
(2.7) F |Σ ≤ f − ǫ1
with ǫ1 > 0.
These additional conditions may be assumed in the Riemannian as well as
Lorentzian case without sacrificing the a priori estimates—at least for the a
priori estimates that we know and used in the past.
The modifications of f cited above are more general and sophisticated
then we need for the present purpose, e.g., to assure (2.5)—with albeit dif-
ferent constants—we could simply replace f by ϑ ◦ f , where ϑ is smooth and
monotone satisfying
(2.8) ϑ(t) =


c1
2 , 0 ≤ t ≤
c1
2 ,
t, c1 ≤ t ≤
c2
2 ,
c2, c2 ≤ t.
In the Lorentzian case we assume that N is globally hyperbolic with a
compact Cauchy hypersurface S0 and that there exists a smooth global time
function x0. Then N can be covered by a global Gaussian coordinate system
(xα), where x0 is the time function and the (xi) are local coordinates for S0.
The hypersurfaces we are interested in are all spacelike and can be written
as graphs over S0.
The particular solution we are looking for will be a level hypersurface of
M2 in that part of a tubular neighbourhood of M2 which is contained in Ω.
First, let us establish some facts about tubular neighbourhoods and their
foliations by level hypersurfaces.
2.2. Lemma. Let N = Nn+1 be Riemannian or Lorentzian, in case N
is Lorentzian it is supposed to be globally hyperbolic with a compact Cauchy
hypersurface S0, M ⊂ N a closed, oriented, spacelike
2 hypersurface of class
Cm,α, 2 ≤ m, 0 ≤ α ≤ 1, that can be written as a graph over a spacelike
closed hypersurface S0 in a Gaussian future directed coordinate system (xα),
then there exists a tubular neighbourhood Uǫ0 of M and an associated normal
Gaussian coordinate system (x˜α) of class Cm,α such that x˜0 corresponds to
the signed distance function d = dM of M .
The coordinate slices
(2.9) M(τ) = {x˜0 = τ}, −ǫ0 < τ < ǫ0,
2Terminology that only makes sense in a Lorentzian setting should be ignored otherwise.
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are level hypersurfaces of M =M(0), and if ǫ0 is small enough, they can also
be written as graphs over S0
(2.10) M(τ) = { x0 = ϕ(τ, x) : x ∈ S0 },
where ϕ is of class Cm,α in all variables such that
(2.11) ϕ˙ > 0.
Hence, there holds
(2.12) c1|τ1 − τ2| ≤ |ϕ(τ1, x)− ϕ(τ2, x)| ≤ c2|τ1 − τ2|
with positive constants c1, c2.
Let hij be the second fundamental form of M(τ) in the coordinate system
(xα), then F (hij) can also be expressed as
(2.13) F (hij) = F (x, ϕ,Dϕ,D
2ϕ),
where the covariant derivatives of ϕ are defined with respect to the metric
σij(ϕ, x). Here, the metric of N is given by
(2.14) ds¯2 = e2ψ{σ(dx0)2 + σij(x
0, x)dxidxj}
and σ = 1, if N is Riemannian, resp. σ = −1 in the Lorentzian case.
Proof. For a proof that a tubular neighbourhood exists and that the distance
function is as regular as M we refer to [4, Theorem 1.3.13].
We shall only prove (2.10), (2.11) and (2.13).
”
(2.10)“ Let d be the signed distance function, then
(2.15) M(τ) = {d = τ}.
Since M(0) = M is a graph over S0, M = graphu, its normal vector ν
can be expressed—apart from a sign—as
(2.16) ν = (να) = v−1e−ψ(σ,−ui),
where
(2.17) v2 = 1 + σ|Du|2 = 1 + σσijuiuj,
cf. [4, Chapter 1.5, Chapter 1.6].
On the other hand, ν is equal to
(2.18) ν = ±(g¯αβdβ),
and we deduce from (2.14)
(2.19)
∂d
∂x0
= ±v−1eψ.
A careful inspection of our choice of normal reveals that the plus sign is valid
in the preceding relation
(2.20)
∂d
∂x0
= v−1eψ,
cf. [4, Remark 1.5.1, Remark 1.6.1].
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Hence
(2.21)
∂d
∂x0
> 0 inM
and choosing ǫ0 small enough, this property will be valid in Uǫ0.
The implicit function theorem then yields that the hypersurfaces M(τ)
can be expressed as graphs over S0 as in (2.10), where ϕ is of class Cm,α in
(τ, x).
”
(2.11)“ Differentiating
(2.22) τ = d(ϕ(τ, x), x), x ∈ S0
with respect to τ yields
(2.23) 1 =
∂d
∂x0
ϕ˙,
which implies (2.11) in view of (2.14).
”
(2.13)“ The second fundamental form of M(τ) can be expressed as
(2.24) hijv
−1e−ψ = −ϕij − Γ¯
0
00ϕiϕj − Γ¯
0
0iϕj − Γ¯
0
0jϕi − Γ¯
0
ij ,
where the covariant derivatives of ϕ are those with respect to the induced
metric
(2.25) gij = e
2ψ{σϕiϕj + σij}.
Now, ϕij can be expressed by ϕ;ij , (ϕ;ij) is the Hessian of ϕ with respect
to the metric (σij(ϕ, x)), leading to the formula
(2.26) e−ψv−1hij = −v
−2ϕ;ij + h¯ij + v
−1ψαν˜
αg˜ij
cf. [4, formula (2.5.11)], where (h¯ij) is the second fundamental form of the
slices {x0 = const} relative to the conformal metric
(2.27) g˜αβ = e
−2ψ g¯αβ
and where the other symbols, embellished by a tilde, are
(2.28) g˜ij = e
−2ψgij
and
(2.29) ν˜ = eψν.
Hence, (2.13) is proved, where we apologize for the slightly ambiguous nota-
tion. 
We now consider a tubular neighbourhood of M2, Uǫ0 , for small ǫ0, and
observe that due to our conventions
(2.30) Uǫ0 ∩Ω = {−ǫ0 < d < 0} ≡ U
−
ǫ0
.
We define the particular solution M0 by
(2.31) M0 =M(τ0), −ǫ0 < τ0 < 0,
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where τ0 is very close to 0. At the moment τ0 is still flexible, but it will be
fixed in the uniqueness proof.
Define
(2.32) f0(x
0, x) = F (x, ϕ(τ0), . . .) + λ(ϕ(τ0)− x
0),
where 0 < λ is very large.
Notice that τ0 = τ0(λ) should always be chosen such that
(2.33)
1
2F (x, ϕ(τ0), . . .) ≤ F (x, ϕ(τ0), . . .) + λ(ϕ(τ0)− ϕ(0))
≤ F (x, ϕ(0), . . .).
The last inequality is automatically satisfied, if λ is large, since ϕ(τ0) < ϕ(0).
These assumptions imply that the barriers will also be barriers for the
combinations
(2.34) tf + (1− t)f0, −δ ≤ t ≤ 1 + δ,
for small 0 < δ.
We can now prove the uniqueness of M(τ0) and consider first the Rie-
mannian case.
2.3. Lemma. Let N be Riemannian. Then M(τ0) is the unique solution
of
(2.35) F |M(τ0) = f0
among all admissible hypersurfaces M ⊂ Ω which can be written as graphs
over S0 in the coordinate system (xα), if λ is large, λ ≥ λ0, where λ0 =
λ0(M2, Ω).
Proof. Let M = graphu be another solution. The geometric quantities of M
will be denoted by hij , gij, etc..
We distinguish two cases.
Case 1
Suppose that
(2.36) sup
S0
(ϕ(τ0)− u) > 0
and let x0 ∈ S0 be a point where the supremum is realized. Then
(2.37) ϕ,ij ≤ u,ij ∧ ϕi = ui
where a comma indicates partial derivatives and where we simply write ϕ
instead of ϕ(τ0).
From (2.26) we then deduce
(2.38)
hijv
−1e−ψ ≤ −v−2ϕ,ij + v
−2Γ kij(u)ϕk + h¯ij
+ v−1ψαν˜
αg˜ij
which implies
(2.39) hij ≤ h˜ij + cij ≡ bij ,
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where h˜ij is the second fundamental form of ϕ ≡ ϕ(τ0) and where the tensor
cij depends on (u− ϕ) such that
(2.40) ‖cij‖ ≤ c |u− ϕ|
with a uniform constant c. Notice that this is a pointwise estimate, i.e.,
presently in x0. The metric on the left-hand side could be gij(ϕ), σij(ϕ) or
σij(u).
Let κ˜i be the eigenvalues of (bij) with respect to gij , then
(2.41) κi ≤ κ˜i,
where all eigenvalues are labelled such that
(2.42) κ1 ≤ κ2 ≤ · · · ≤ κn,
etc., and where we observe that the pair (bij , gij) is admissible in x0, cf. [4,
Lemma 2.7.3].
Hence we infer, in view of the monotonicity and concavity of F ,
(2.43) F (κi) ≤ F (κ˜i) ≤ F (κ¯i) +
∑
i
Fi(κ¯i)(κ˜i − κ¯i),
where κ¯i are the principal curvatures of M(τ0) in (ϕ(τ0), x0).
Here, we also used the fact that Γ is convex.
Let κˆi be the eigenvalues of h˜ij with respect to the metric gij , then we
deduce from
(2.44) bij = h˜ij + cij ≤ h˜ij + c |u− ϕ|gij
that
(2.45) κ˜i ≤ κˆi + c |u− ϕ|,
cf. [4, Lemma 2.7.3].
Hence, we only have to estimate
(2.46) κˆi − κ¯i
from above.
To compare κˆi and κ¯i we use the Courant-Fischer-Weyl maximum-mini-
mum principle, which says that the i-th eigenvalue κi of a symmetric matrix
A, in the above ordering, is determined by
(2.47) κi = max{ d(E) : dimE ≤ i− 1 },
where E ⊂ Rn is a subspace and
(2.48) d(E) = min{ 〈Aξ, ξ〉 : ξ ∈ E⊥, |ξ| = 1 },
cf. [2, p. 26–29].
In the present situation we have the same covariant tensor h˜ij but different
metrics
(2.49) gij = e
2ψ(u){ϕiϕj + σij(u)}
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and
(2.50) g˜ij ≡ gij(ϕ) = e
2ψ(ϕ){ϕiϕj + σij(ϕ)}.
Let E denote a subspace of T 0,1p0 (M0), p0 = (ϕ(τ0, x0), x0), and let ξ ∈
T 1,0p0 (M0), then we can define
(2.51) E⊥ = { ξ ∈ T 1,0p0 (M0) : ηiξ
i = 0 ∀ η ∈ E }
independent of any metric, and the maximum-minimum principle for the pair
(h˜ij , gij) can be rephrased as
(2.52) d(E) = min{ h˜ijξ
iξj : ξ ∈ E⊥, gijξ
iξj = 1 }.
Let d˜(E) be the corresponding value for the pair (h˜ij , g˜ij) and consider an
arbitrary 0 6= ξ, then
(2.53)
h˜ijξ
iξj
g(ξ, ξ)
−
h˜ijξ
iξj
g˜(ξ, ξ)
=
h˜ijξ
iξj{g˜(ξ, ξ)− g(ξ, ξ)}
g(ξ, ξ)g˜(ξ, ξ)
≤ c |u− ϕ|,
where c = c(M2, Ω) as one easily checks.
Hence, we deduce
(2.54) d(E) ≤ d˜(E) + c |u− ϕ|
yielding
(2.55) κˆi ≤ κ¯i + c |u− ϕ|.
Inserting these estimates in (2.43) we obtain
(2.56) F (x0, ϕ, . . .) + λ(ϕ− u) ≤ F (x0, ϕ, . . . ) + c(ϕ− u)
where c = c(M2, Ω); a contradiction, if λ > c.
Case 2
Suppose that
(2.57) sup
S0
(ϕ− u) ≤ 0,
then
(2.58) M ⊂ U−ǫo .
Let p0 ∈M be a point such that
(2.59) τ = d(p0) = sup
M
d,
where d = dM , then p0 = (ϕ(τ, x0), x0) and
(2.60) hij ≥ h¯ij
in p0, where hij is the second fundamental form of M and h¯ij the second
fundamental form of M(τ).
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Inequality (2.60) follows from (2.24), since M(τ) touches M from above,
i.e.,
(2.61) uij ≤ ϕij
and all other terms agree on the right-hand side of (2.24) when u is replaced
by ϕ.
Thus we deduce
(2.62) F (x0, ϕ(τ0), . . .) + λ(ϕ(τ0)− ϕ(τ)) ≥ F (x0, ϕ(τ), . . .)
from which we further conclude with the help of (2.12)
(2.63)
−c1λ |τ − τ0| ≥ λ(ϕ(τ0)− ϕ(τ))
≥ F (x0, ϕ(τ), . . .)− F (x0, ϕ(τ0), . . .)
≥ −c |τ − τ0|;
a contradiction, if
(2.64) λ >
c
c1
,
since obviously τ 6= τ0, for otherwise M =M(τ0) because of (2.57). 
Let us now consider the Lorentzian case. The first part of the proof of
the previous lemma has then to be modified. However, even the modification
will only work, if
(2.65) v−1(x0)
can be uniformly bounded independently of λ.
Let us recall that
(2.66) v2 = 1− σijuiuj = 1− σ
ij(u)ϕiϕj
in the point x0.
2.4. Remark. If M2 would be a coordinate slice {x0 = const}, then
Dϕ(0, x) would vanish, and hence, by choosing τ0 small, we could also guar-
antee that v−1(x0) would be bounded.
In [1, Proposition 3.2] it is proved that there exists a time function x˜0 such
that
(2.67) M2 = {x˜
0 = 0}.
In that paperM2 was assumed to be smooth, however, if M2 is of class C
m,α,
then the new time function is also of class Cm,α and from [4, Theorem 1.4.2]
we then deduce that there exists a corresponding Gaussian coordinate system
(x˜α) of class Cm−1,α.
Thus, assuming M2 to be of class C
8,α, then the new coordinate system is
of class C7,α, M2 is a coordinate slice of class C
7,α and the new Christoffel
symbols are class C5,α, which is necessary in the next section.
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Moreover, any closed, connected, spacelike hypersurface, that could be
written as a graph over S0 in the old coordinate system, is also a graph in
the new coordinate system over M2, cf. [4, Proposition 1.6.3].
2.5. Lemma. Let N be Lorentzian with compact Cauchy hypersurface S0,
then M(τ0) is the unique solution of
(2.68) F |M(τ0) = f0
among all admissible spacelike hypersurfaces M ⊂ Ω, if λ is large, λ ≥ λ0,
where λ0 = λ0(M2, Ω) and |τ0| small.
Proof. In view of inequality (2.6) we may, without loss of generality, assume
that the upper barrier M2 is as smooth as S0 allows, i.e., we may assume
M2 ∈ C8,α(S0) at least. Then, following Remark 2.4, we switch to a new
Gaussian coordinate system (x˜α) such that M2 is a coordinate slice; in order
to avoid any confusion with the notations in the Riemannian case, we continue
to denote the coordinates by (xα); please, observe that this coordinate system
will be the standard coordinate system in the Lorentzian case for the rest of
the paper.
The only point where we need a new proof is Case 1, i.e.,
(2.69) sup
S0
(ϕ(τ0)− u) > 0.
The previous inequalities (2.38) and (2.39) remain valid with the exception
that the tensor cij can now be estimated by
(2.70) ‖cij‖ ≤ c(|v − v¯|+ |u− ϕ|)
where v and v¯ are the corresponding quantities for u resp. ϕ.
From
(2.71) (v − v¯)(v + v¯) = v2 − v¯2 = {σij(ϕ)− σij(u)}ϕiϕj
we deduce
(2.72) |v − v¯| ≤ c |u− ϕ|,
where c is independent of λ.
The remaining inequality that has to be checked is inequality (2.53). The
crucial term is g(ξ, ξ), which can be estimated from below by
(2.73) g(ξ, ξ) = gijξ
iξj ≥ v2σij(u)ξ
iξj ,
since v2 is the smallest eigenvalue of gij with respect to the metric σij(u). 
2.6. Remark. The proofs of the uniqueness lemmata show that only the
upper barrier M2 is necessary to define a unique particular solution as long
as the potential solution hypersurfaces are all contained in Ω.
Moreover, one cannot use the lower barrier M1 in a similar fashion to
define a particular solution as one easily checks.
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Let us finally prove that ϕ(τ0) is a regular point for the associated Fred-
holm operator.
Let η ∈ H5,p(S0), n < p <∞, and ǫ small. Then Mǫ = graphuǫ with
(2.74) uǫ = ϕ(τ0) + ǫη
is an admissible hypersurface with second fundamental form hij(ǫ).
Consider the operator
(2.75) G(uǫ) = F (x, uǫ, Duǫ, D
2uǫ)− f0(uǫ, x),
cf. (2.13). G is a Fredholm operator defined in a small neighbourhood of
ϕ(τ0) in H
5,p(S0) with target space H
3,p(S0) such that
(2.76) indG = 0.
hence, ϕ(τ0) is a regular point for G if and only if
(2.77) N(DG(ϕ(τ0))) = {0}.
But this is satisfied for large λ, since
(2.78) 〈DG, η〉 =
d
dǫ
G(uǫ)|ǫ=0 = −a
ijη;ij + b
iηi + cη + λη,
where c is uniformly bounded and aij uniformly positive definite. Hence,
N(DG(ϕ(τ0))) = {0}, if λ > c.
3. The existence theorem
The existence is proved by a continuity method using Smale’s infinite
dimensional version of Sard’s theorem [7]. We used this method in [5, Section
6] to solve the Minkowski problem in the sphere and the proof given there can
be carried over almost directly. However, for the convenience of the reader
we shall repeat the proof in the present setting.
3.1. Remark. To simplify the presentation we shall only treat the Rie-
mannian case; the proof will also work in a Lorentzian setting, only the
terminology would have to be slightly adapted.
Consider the Banach spaces E1, E2 defined by
(3.1) E1 = H
5,p(S0)
and
(3.2) E2 = H
3,p(S0)
for some fixed n < p <∞, such that Hm,p(S0) →֒ Cm−1,α(S0).
Let Ω˜ ⊂ E1 be an open set such that u ∈ Ω˜ implies M(u) = graphu is an
admissible hypersurface for the open, symmetric, convex cone Γ ⊂ Rn and
contained in Ω. We then define
(3.3) Φ : Ω˜ → E2
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by
(3.4) Φ(u) = F (hij)− f(x, u,Du) = F (x, u,Du,D
2u)− f(x, u,Du),
cf. (2.13) and (2.16).
All possible solutions of Φ = 0 are strictly contained in Ω˜, if Ω˜ is specified
by the requirements
(3.5) u1 < u < u2,
where ui are the barriers,
(3.6) |Du|2 = σijuiuj < c,
where c is a large constant, and
(3.7) κi < κ¯,
where κi are the principal curvatures of graphu, and κ¯ large.
The constants should all be chosen such that a solution of Φ = 0 satis-
fies these estimates strictly. Notice that (3.5) follows immediately from the
maximum principle because of (2.5) and (2.6) on page 4.
It is well known that:
3.2. Lemma. Φ is a nonlinear Fredholm operator of index zero.
Recall that w ∈ E2 is said to be a regular value for Φ, if either w /∈ R(Φ),
or if for any u ∈ Φ−1(w) DΦ(u) is surjective.
Smale [7] proved that for separable Banach spaces Ei and for Fredholm
maps Φ the set of regular values in E2 is dense, if Φ is of class C
k such that
(3.8) k > max(indΦ, 0).
All requirements are satisfied in the present situation.
Next we consider the combination in (2.34) on page 7 and assume further-
more that the constants used in the definition of Ω˜ are such that all possible
solutions of
(3.9) F = tf + (1− t)f0, −δ ≤ t ≤ 1 + δ,
in Ω satisfy the corresponding estimates strictly. We also call the particular
solution, the existence of which is proved in Section 2, u0. The symbol ϕ will
have a different meaning in the following.
Define
(3.10) Λ : Ω˜ × (−δ, 1 + δ)→ E2
by
(3.11) Λ(u, t) = F (hij)− (tf + (1− t)f0).
Then Λ is also a Fredholm operator such that indΛ(·, t) = 0 for fixed t, and,
if w ∈ E2 is a regular value for Λ, then
(3.12) indΛ = 1 ∀ (u, t) ∈ Λ−1(w).
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Recall that
(3.13) indΛ = dimN(DΛ)− dim coker (DΛ).
The relation (3.12) will be proved in Lemma 3.4 below.
3.3. Theorem. Let N = Nn+1 be Riemannian, Ω ⊂ N open connected
and precompact and assume that F is a symmetric, monotone and concave
curvature function such that F ∈ C5(Γ )∩C0(Γ¯ ) and let 0 < f ∈ C5(T 1,0(Ω¯)).
Ω should be covered by a Gaussian coordinate system (xα) with associated
closed, connected hypersurface S0. We furthermore assume that ∂Ω has two
boundary components Mi which are closed hypersurfaces of class C
6,α which
act as barriers for (F, f) and can be written as graphs in the coordinate system
(xα). Moreover, for all possible solutions of
(3.14) F |M = f˜ ,
with M ⊂ Ω, that are graphs over S0, where f˜ has the same properties as f
and satisfies the same structural conditions as f , especially (2.5), (2.6) and
(2.7) on page 4, uniform a priori estimates of the form (3.5), (3.6) and (3.7)
are valid. Then the problem
(3.15) F |M = f,
has an admissible solution M ⊂ Ω of class C6,α.
Proof. Consider the Fredholm map Λ = Λ(u, t). The theorem will be proved,
if we can show that there exists u ∈ Ω such that
(3.16) Λ(u, 1) = 0.
Note, that once we have a solution of class H5,p the embedding theorem and
the Schauder estimates will provide the final regularity of the solution.
On the other hand, as we have proved in Lemma 2.3 on page 7, there
exists a unique solution of the equation
(3.17) Λ(u, 0) = 0,
namely, u = u0, the particular solution, which is also a regular point for
Λ(·, 0), or equivalently, (u0, 0) is a regular point for Λ.
Without loss of generality we may assume 0 /∈ R(Λ(·, 1)), for otherwise we
have nothing to prove, and thus, 0 is also regular value for Λ(·, 1).
Let ǫ > 0 be small, then there exists a
(3.18) wǫ ∈ Bǫ(0) ⊂ E2,
such that
(3.19) tf + (1 − t)f0 + wǫ > 0 ∀ − δ ≤ t ≤ 1 + δ,
wǫ ∈ R(Λ(·, 0)), and such that wǫ is a regular value for Λ(·, 0), Λ(·, 1) and Λ.
The fact that wǫ is also a regular value for Λ(·, 1) is due to
(3.20) Λ(·, 1)−1(wǫ) = ∅,
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cf. the reasoning below.
Set
(3.21) Γǫ = Λ
−1(wǫ),
then Γǫ 6= ∅ and Γǫ is a 1-dimensional submanifold without boundary.
The intersection
(3.22) Γ˜ǫ = Γǫ ∩ (E1 × [0, 1])
is then compact, because of the a priori estimates, and it consists of finitely
many closed curves or segments.
We want to prove that there is uǫ ∈ Ω˜ such that (uǫ, 1) ∈ Γ˜ǫ. Suppose this
were not the case, then consider a point (u¯ǫ, 0) ∈ Γ˜ǫ. Such points exist by
assumption. Moreover, the 1-dimensional connected submanifold Mǫ ⊂ Γǫ
containing (u¯ǫ, 0) can be expressed near (u¯ǫ, 0) by
(3.23) Mǫ = { (ϕ(t), t) : − δ < t < δ },
where ϕ ∈ C1, ϕ(0) = u¯ǫ, and
(3.24) Λ(ϕ(t), t) = wǫ,
since by assumption D1Λ(u¯ǫ, 0) is an isomorphism and the implicit function
theorem can be applied.
Let M˜ǫ ⊂Mǫ ∩ Γ˜ǫ be a connected component containing (u¯ǫ, 0), then M˜ǫ
isn’t closed because of (3.23), and hence has two endpoints, see [6, Appendix].
One of them is (u¯ǫ, 0) and the other also belongs to Λ(·, 0)−1(wǫ) and can
therefore be expressed as
(3.25) (u˜ǫ, 0),
where u˜ǫ 6= u¯ǫ because of the implicit function theorem.
Hence we have proved that the assumption
(3.26) Λ(·, 1)−1(wǫ) = ∅
implies
(3.27) #Λ(·, 0)−1(wǫ) > 1.
However, we shall show that Λ(·, 0)−1(wǫ) contains only one point, if ǫ is
small.
Indeed, let u¯ǫ ∈ Λ(·, 0)−1(wǫ), then the u¯ǫ converge to the unique solution
u0 of (3.17). Thus, if ǫ is small, all u¯ǫ are contained in an open ball
(3.28) Bρ(u0) ⊂ Ω˜,
where Φ = Λ(·, 0) is a diffeomorphism due to the results at the end of Sec-
tion 2, hence there exists just one solution of the equation
(3.29) Λ(u¯ǫ, 0) = wǫ.
Thus we have proved that there exists a sequence
(3.30) uǫ ∈ Λ(·, 1)
−1(wǫ),
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if ǫ tends to zero. A subsequence will then converge to a solution u of
(3.31) Λ(u, 1) = 0.
It remains to prove the following lemma:
3.4. Lemma. Let Λ be defined as above, then
(3.32) indΛ = 1.
Proof. Let (u0, t0) ∈ Ω˜ × (−δ, 1 + δ) be an arbitrary point, where we may
assume that t0 = 1, since indΛ is continuous.
We distinguish two cases:
Case 1: (f − f0) ∈ R(DΦ(u0))
We have
(3.33) DΛ = (D1Λ,−(f − f0)),
where all derivatives are evaluated at (u0, 1) resp. u0. Then we deduce
(3.34) dimN(DΛ) = dimN(D1Λ) + 1 = dimN(DΦ) + 1,
for let
(3.35) D1Λu1 = f − f0,
then
(3.36) N(DΛ) = N(DΦ)× {0} ⊕ 〈(u1, 1)〉
as one easily checks, and of course there holds
(3.37) R(DΛ) = R(DΦ).
Notice that this argument is also valid, if
(3.38) f(u0, ·) = f0(u0, ·).
Case 2: (f − f0) /∈ R(DΦ(u0))
In this case
(3.39) R(DΛ) = R(D1Λ)⊕ 〈(f − f0)〉
and
(3.40) N(DΛ) = N(D1Λ)× {0},
hence
(3.41) indΛ = indΦ+ 1 = 1
in both cases. 
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4. Proof of Theorem 1.1
The theorem has already been proved in Riemannian manifolds N the
sectional curvatures of which satisfy KN ≤ 0, cf. [4, Theorem 3.8.1], with the
help of a curvature flow.
Now we want to apply Theorem 3.3 on page 14. The barriers ensure that
the hypersurfaces stay in Ω. Since we consider convex hypersurfaces in a
normal Gaussian coordinate system uniform C1-estimates are valid. Hence,
it remains to prove that the principal curvatures of all solutions of
(4.1) F |M = f
are uniformly bounded from above. Since f ≥ c > 0 and F vanishes on ∂Γ+,
the principal curvatures then stay in a uniformly compact subset of Γ+ and
F will be uniformly elliptic.
To prove the upper bound for κi we argue as in the proof of [4, Theorem
3.8.1], however, with a minor modification, since we have to employ a strictly
convex function χ explicitly, which could be hidden in case KN ≤ 0.
For better compatibility with the former result, look at the equivalent
equation
(4.2) Φ(F )|M = Φ(f) ≡ f˜
where Φ(t) = log t.
The second fundamental form satisfies an elliptic equation to which we
want apply the maximum principle.
Let the functions ϕ and w be defined respectively by
ϕ = sup{ hijη
iηj : ‖η‖ = 1 },(4.3)
w = logϕ+ λ log v + µχ,(4.4)
where λ, µ are large positive parameters.
As we proved in [4, Lemma 3.8.3] w is a priori bounded for a suitable choice
of λ, µ. The only difference to the present definition of w is that instead of χ
we used the function u defined onM . However, χ in the general case behaves
similar to u in the special case KN ≤ 0.
Notice also that the former equation for the second fundamental form was
a parabolic equation, but its elliptic version can immediately be recovered.
Thus, all prerequisites are in place to apply Theorem 3.3 on page 14.
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