On approximation with spline generated framelets by Gribonval, Rémi & Nielsen, Morten
On approximation with spline generated framelets
Re´mi Gribonval, Morten Nielsen
To cite this version:
Re´mi Gribonval, Morten Nielsen. On approximation with spline generated framelets. Construc-
tive Approximation, Springer Verlag, 2004, 20 (2), pp.207–232. <10.1007/s00365-003-0532-7>.
<inria-00567338>
HAL Id: inria-00567338
https://hal.inria.fr/inria-00567338
Submitted on 20 Feb 2011
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
ON APPROXIMATION WITH SPLINE GENERATED FRAMELETS
R. GRIBONVAL AND M. NIELSEN
Abstract. We characterize the approximation spaces associated with the best n-term ap-
proximation in L
p
(R) by elements from a tight wavelet frame associated with a spline scaling
function. The approximation spaces are shown to be interpolation spaces between L
p
and
classical Besov spaces, and the result coincide with the result for nonlinear approximation
with an orthonormal wavelet with the same smoothness as the spline scaling function. We
also show that, under certain conditions, the Besov smoothness can be measured in terms
of the sparsity of expansions in the wavelet frame, just like the nonredundant wavelet case.
However the characterization now holds even for wavelet frame systems that do not have
the usually required number of vanishing moments, e.g. for systems built through the Uni-
tary Extension Principle, which can have no more than one vanishing moment. Using these
results, we describe a fast algorithm that takes as input any function and provides a near
sparsest expansion of it in the framelet system as well as approximants that reach the optimal
rate of nonlinear approximation. Together with the existence of a fast algorithm, the absence
of need for vanishing moments may have an important qualitative impact for applications to
signal compression, as high vanishing moments usually introduce Gibbs-type phenomenon
(or \ringing" artifacts) in the approximants.
1. Introduction
We are interested in characterizing the approximation spaces associated with the best n-
term approximation in L
p
:= L
p
(R); 1 < p <1, by elements from a tight wavelet frame.
For orthonormal and bi-orthogonal wavelets such spaces are known to be characterized by
the sparsity of the wavelet coeÆcients, and they turn out to be (essentially) Besov spaces
[15]. Tight wavelet frames are dierent from orthonormal wavelets in one important respect;
they are (in general) redundant systems but with the same fundamental structure as wavelet
systems.
Most constructions of tight wavelet frames based on a multiresolution structure are spline
based since it helps make the construction easy and transparent. In the present paper
we will keep up this tradition and only consider wavelet frames in L
2
with an underlying
multiresolution structure generated by a B-spline. For such systems we characterize the
approximation spaces and prove that they are characterized by the sparsity of the framelet
representation. Because the framelet system is redundant, the sparsity is dened by searching
over all possible representations and choosing the \most sparse" one. As we will show, this
leads to a characterization of the approximation spaces (essentially) in terms of Besov spaces
just like the nonredundant wavelet case. However, the characterization now holds even for
framelet systems that do not have the number of vanishing moments usually required by
the theory, because the sparsity is no longer dened in terms of the inner products with the
framelets, or analysis coeÆcients, but in terms of the optimized synthesis coeÆcients.
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Characterization of approximation spaces for framelet systems has not only purely theo-
retical interest, but will also provide some guidance to which class of functions/objects can
be compressed eÆciently by (nonlinear) framelet expansions. It has already been demon-
strated that wavelets do a good job compressing images [12], but are framelets \better" in
any quantitative way ? The results in this paper show that no substantial asymptotic gain
can be hoped for (that is to say no improvement of the distortion-rate curve at high bitrates),
but there may be a substantial gain for approximations with few framelets (i.e. compres-
sion with a small bitbudget) compared to approximation with few wavelets. This gain may
be quantitative (smaller distortion in L
p
norm) as well as qualitative: because we can use
framelets with only one vanishing moment, we may obtain approximants which yield less
Gibbs phenomenon (i.e. less \ringing" artifacts) than with wavelets.
The structure of the paper is as follows: Section 2 contains the basic denitions and
results needed for the paper. First, we introduce the framelet systems based on the B-spline
multiresolution analysis. In Section 2.3 some basic facts about bi-orthogonal wavelets are
discussed and we recall the denition of the Chui-Wang semi-orthogonal wavelet that will
play an important role later. In the last part of Section 2 we dene the approximation
spaces associated with best n-term approximation with elements from the framelet system or
from oversampled versions thereof. Abstract smoothness spaces associated with the framelet
system are also introduced, and we recall the denition of Besov spaces as well as some
elements of interpolation theory.
In Section 3 we prove that a nice bi-orthogonal wavelet can be build in such a way that
it has a nite expansion in the twice oversampled framelet system. The wavelet will turn
out to be either the Chui-Wang semi-orthogonal spline wavelet or, in some cases, a slight
modication thereof.
Section 4 contains direct and inverse estimates for approximation with the framelet system.
The estimates are used to completely characterize the approximation spaces associated with
best n-term approximation in L
p
with elements from the twice oversampled framelet system.
The direct estimate (Jackson inequality) is based on the expansion of the Chui-Wang type
wavelet in the oversampled framelet system obtained in the previous section, and the inverse
estimate (Bernstein inequality) is based on Petrushev's results on approximation with free-
knot splines. Similar estimates are also obtained for the framelet system itself (i.e. without
oversampling) but these results are limited by the number of vanishing moments of the
framelet system which may be only one. Section 4 also contains a characterization of certain
Besov spaces in terms of sparsity of the (non-unique) framelet coeÆcients.
Section 5 contains some more results and some open problems. In particular, we show that
in some, but not all cases, the direct estimates in Section 4 hold for the framelet system itself,
and not only for the associated twice oversampled system. Finally, there is a conclusion in
Section 6 where we discuss practical algorithms and applications to signal compression.
2. Framelets and nonlinear approximation
2.1. Tight wavelet frames. We will briey touch upon some of the main ideas in the
construction of multiresolution analysis (MRA) based tight wavelet frames, see [10, 25, 24].
For historical notes on this construction, we refer the reader to [10]. Such MRA based tight
wavelet frames are called framelets. We begin by introducing some basic notation and
general assumptions.
Let  = (
0
; 
1
; : : : ; 
L
) be a vector of 2-periodic measurable functions with 
0
the mask of
a renable scaling function  of a MRA fV
j
g
j2Z
. We assume that  satises lim
!0
b
() = 1
and there exist 0 < A  B < 1 such that A 
P
k2Z
j
b
(   2k)j
2
 B, i.e.  generates a
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Riesz basis of the scaling space V
0
of the MRA. We associate the \wavelets" 	 = f 
`
g
L
`=1
to  by letting
c
 
`
(2) = 
`
()
b
(). For any nite set F of functions in L
2
we consider the
following dictionaries of functions:
 X
R
(F ) := f2
j=2
(2
j
  k=R)g
2F
j;k2Z
, the integer R  1 is an \oversampling ratio".
 X
1
(F ) := f2
j=2
(2
j
  b)g
2F
j2Z;b2R
.
 X(F ) := fa
1=2
(a   b)g
2F
a;b2R
We will simplify the notations by writing X(F ) instead of X
1
(F ) and, for single genera-
tor systems, X( ) instead of X(f g). The following is the fundamental tool to construct
framelets:
Theorem 2.1 (The Oblique Extension Principle (OEP) [10]). Suppose there exists a 2-
periodic function  that is non-negative, essentially bounded, continuous at the origin with
(0) = 1. If for every  2 [ ; ] and  2 f0; g,
(2.1) (2)
0
()
0
( + ) +
L
X
`=1

`
()
`
( + ) =
(
();  = 0;
0; otherwise,
then the wavelet system X(	) dened by  is a tight wavelet frame.
The system X(	) is usually called the framelet system generated by 	.
Remark 2.2. Theorem 2.1 can be stated in slightly more generality by introducing the notion
of a spectrum for the scaling space V
0
and dropping the requirement that  generates a Riesz
basis, see [10], but this more general construction will not be used in this paper.
Remark 2.3. For   1, Theorem 2.1 reduces to the Unitary Extension Principle (UEP) of
Ron and Shen [25].
Conversely, if we are given a tight wavelet frame 	 associated to (
0
; : : : ; 
L
) we can dene
the fundamental function  by:
(2.2) () :=
1
X
j=0
L
X
`=1
j
`
(2
j
)j
2
j 1
Y
m=0
j
0
(2
m
)j
2
;
which satises Property (2.1) and is 2-periodic, see [10] for more details.
We will now specialize our setup to the special case of framelets based on B-spline generated
MRAs.
2.2. B-spline generated framelets. Fix r  1 an integer, and let 
r
be the r-th order
cardinal B-spline dened recursively by 
1
(x) = 
[0;1)
(x) and 
r+1
= 
r

1
. The function 
r
is a scaling function for a MRA V
j
:= clos
L
2

spanf
r
(2
j
  k)g
k2Z
	
, V
j
 V
j+1
with Fourier
transform
(2.3)
b

r
() =

sin(=2)
=2

r
e
 ir
and renement mask 
0
r
() = m
0
r
(e
 i
) where
(2.4) m
0
r
(z) =

1 + z
2

r
:
Let 	 = f 
`
g
L
`=1
be a nite set of compactly supported generators of a tight wavelet
frame. Unless otherwise specied, we will always assume that the frame is associated with the
MRA generated by the B-spline 
r
, and that the masks (
1
; : : : ; 
L
) are trigonometric
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polynomials. We denote by m
`
(z) =
P
k2Z
a
`
k
z
k
; 0  l  L, the Laurent polynomial such
that 
`
() = m
`
(e
 i
). For z on the unit circle, z = z
 1
hence we can write m
`
(z) =
m
`
(z
 1
) :=
P
k2Z
a
`
k
z
 k
. Note that X
R
(	) and X(	) are unchanged when a framelet  
`
in
	 is replaced by one of its shifts  
`
( k), for some k 2 Z. Hence we can always assume that
the masks are pure polynomials with m
`
(0) 6= 0, i.e. a
`
k
= 0; k   1 and a
`
0
6= 0. We let
(2.5) G(z) := gcdfm
`
(z); 1  `  Lg
this will be used in Section 3. As 
r
is piecewise polynomial with r + 1 knots and r nonzero
polynomial pieces of degree r   1, each  
`
is also piecewise polynomial with at most
(2.6)  = (r + 1) max deg(
`
)
L
`=1
knots.
2.3. Bi-orthogonal B-spline wavelets. Throughout this paper, we only consider bi-orthogonal
wavelet systems ( ;
e
 ) that are MRA based, i.e. such that there exists an associated bi-
orthogonal scaling function pair (;
e
) that generates a pair of MRA's fV
j
g and f
e
V
j
g for
which Mallat's algorithm holds:
(2.7)
X
k2Z
hf;
e

j+1;k
i
j+1;k
=
X
k2Z
hf;
e

j;k
i
j;k
+
X
k2Z
hf;
e
 
j;k
i 
j;k
:
We refer to [8, 9] for more details on such bi-orthogonal systems.
We rst recall Chui and Wang's construction [6] of a bi-orthogonal spline wavelet pair
( 
r
;
e
 
r
) based on a scaling function pair (
r
;
e

r
), where 
r
is the B-spline of order r and  
r
has compact support. The  
r
with minimal support (contained in [0; 2r   1]) is given by
c
 
r
(2) := m
r
(e
 i
)
b

r
(), with mask
(2.8) m
r
(z) :=

1  z
2

r

2r 2
X
k=0

2r
(k + 1)( z)
k
:
The dual functions are given explicitly by
(2.9)
b
e

r
() :=
b

r
()
X
k2Z
j
b

r
( + 2k)j
2
and
c
e
 
r
() :=
c
 
r
()
X
k2Z
j
c
 
r
( + 2k)j
2
:
From (2.8) and (2.9) it is easy to verify that  
r
and
e
 
r
both have r vanishing moments and
are both splines of order r, hence they are in C
r "
(R) for every " > 0. Also from (2.9),
e

r
is a spline of order r, and in this particular case, V
j
=
e
V
j
. Moreover,
e
 
r
and
e

r
both have
exponential decay which can be veried directly from the expressions in (2.9) and, e.g., [9,
Proposition 5.4.1].
It is known [5] that these bi-orthogonal wavelets are semi-orthogonal, that is to say V
j+1
=
V
j
W
j
with
(2.10) W
j
:= clos
L
2

spanf 
r
(2
j
  k)g
k2Z
	
= clos
L
2

spanf
e
 
r
(2
j
  k)g
k2Z
	
;
hence Mallat's algorithm (2.7) holds for this bi-orthogonal system.
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2.4. Nonlinear approximation with dictionaries. We will be interested in characterizing
the approximation spaces associated with the framelet system X(	) and certain oversampled
versions of it. We will also consider the corresponding spaces for the system X(). First
we need some notation to clarify the denition of the relevant approximation spaces. By
a dictionary in L
p
we mean any collection of non-zero elements of L
p
. The approximation
spaces for a general dictionary D in L
p
are dened as follows.
Denition 2.4 (Approximation spaces). For D a dictionary in L
p
we let 
n
(D) be the set
of all functions S of the form S =
P
I2
n
c
I
g
I
, where each g
I
2 D and #
n
 n. The error
of the best n-term approximation of f 2 L
p
from 
n
(D) is

n
(f;D)
p
= inf
S2
n
(D)
kf   Sk
p
;
and the approximation space A

q
(L
p
;D) is dened by
jf j
A

q
(L
p
;D)
:=

1
X
n=1
 
n


n
(f;D)
p

q
1
n

1=q
<1;
and (quasi)normed by kfk
A

q
(L
p
;D)
= kfk
p
+ jf j
A

q
(L
p
)
, for 0 < q;  < 1 with the `
q
norm
replaced with the sup-norm when q =1.
One of the nice properties of orthonormal wavelets is that there is an equivalence between
the rate of best n-term wavelet approximation of a given function, the sparsity of the wavelet
representation of that function, and the smoothness of that function. The same is true for
framelet systems of the type considered in this paper, however the relation between rate of
approximation, sparsity and smoothness is slightly dierent. Since the framelet system is
redundant, it is not immediately clear what is meant by a sparse representation. As will
be shown in section 4 we have to search all possible representations of a given function
and choose the one that is the \most sparse", and this representation will correspond to
smoothness measured in the Besov (quasi)norm.
Denition 2.5 (Abstract smoothness spaces). For D = fg
k
; k 2 Zg a countable quasi-
normalized dictionary in L
p
,  2 (0;1) and q 2 (0;1], we let K

q
(L
p
;D;M) denote the
set
clos
L
p

f 2 L
p
j 9  N ; jj <1; f =
X
k2
c
k
g
k
; kfc
k
gk
`

q
M

:
Then we dene
K

q
(L
p
;D) :=
[
M>0
K

q
(L
p
;D;M);
with
jf j
K

q
(L
p
;D)
= inffM : f 2 K

q
(L
p
;D;M)g:
Remark 2.6. By abuse of notation we will denote K

q
(L
p
;D) even when D is not quasi-
normalized, simply meaning that one should replace D with f(g)g; g 2 Dg, where c 
k(g)gk
p
 C for some constants 0 < c  C < 1. For example, while X(	) = f2
j=2
 
`
(2
j

 k)g
j;k2Z
is obviously quasi-normalized in L
2
, we have to replace it with f2
j=p
 
`
(2
j
 k)g
j;k2Z
for the denition of K

q
(L
p
; X(	)) when p 6= 2.
Besov spaces are essentially the natural spaces related to nonlinear wavelet approximation,
and we will use them extensively in this paper. We recall here their denition.
c© 2004 Springer. This is the author version of an article published in a Springer journal. The original publication is
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Denition 2.7 (Besov spaces). Let  > 0, l = [] + 1 and
!
l
(f; t)
p
= sup
0<ht




l
X
k=0

l
k

( 1)
l k
f(   kh)




p
the l-th order L
p
-modulus of smoothness. We let
jf j
B

q
(L
p
)
:=

Z
1
0
[t
 
!
l
(f; t)
p
]
q
dt
t

1=q
; 0 < q <1;
with the L
q
(dt=t) norm replaced with the sup-norm when q =1. The Besov space B

q
(L
p
)
is dened as
B

q
(L
p
) := ff : kfk
B

q
(L
p
)
:= kfk
p
+ jf j
B

q
(L
p
)
<1g:
Remark 2.8. The reader can verify by direct computation that on the Sobolev embedding
line, 1= = +1=p, the Besov semi-(quasi)norm behaves like jf j
B


(L

)
= 
+1=p
kf( )k
B


(L

)
under dilation by  > 0. This fact will be crucial in the proof of Proposition 4.4.
2.5. Elements of interpolation theory. It is well known that the main tool in the charac-
terization of A

s
(L
p
;D) comes from the link between approximation theory and interpolation
theory (see e.g. [16, Theorem 9.1, Chapter 7]). The Jackson inequality

n
(f;D)
p
 Cn
 
jf j
B


(L

)
; 8f 2 B


(L

); 8n  1(2.11)
and the Bernstein inequality
jSj
B


(L

)
 C
0
n

kSk
p
; 8S 2 
n
(D)(2.12)
(with some constants C and C
0
independent of f , S and n) imply respectively the contin-
uous embedding (L
p
; B


(L

))
=;q
,! A

q
(L
p
;D) and the converse embedding A

q
(L
p
;D) ,!
(L
p
; B


(L

))
=;q
for all 0 <  <  and q 2 (0;1]. The notation V ,! W means that the
two (quasi)normed spaces V and W satisfy V  W and there is a constant C <1 such that
k  k
W
 Ck  k
V
.
3. Expanding a bi-orthogonal spline wavelet in the framelet system
We are going to show in this section that there exist a nice bi-orthogonal spline wavelet
that can be written as a nite linear combination of framelets from the twice oversampled
system X
2
(	). The following is the main result of this section.
Theorem 3.1. Assume X(	) is a tight framelet system based on the B-spline of order r,
with fundamental function   c for some c > 0. There exist coeÆcients fp
`
k
; 1  `  L; 0 
k  K   1g such that
(3.1)  (x) :=
L
X
`=1
K 1
X
k=0
p
`
k
 
`
(x  k=2)
and
(3.2)
b
e
 () :=
b
 ()
X
k2Z
j
b
 ( + 2k)j
2
denes a bi-orthogonal spline wavelet system ( ;
e
 ) based on the B-spline pair (
r
;
e

r
) of
order r, where both  and
e
 have r vanishing moments,  has compact support and
e
 has
exponential decay.
c© 2004 Springer. This is the author version of an article published in a Springer journal. The original publication is
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Moreover, if X(	) is built through the UEP, the above results hold with  =  
r
the B-
wavelet of Chui and Wang.
Remark 3.2. It follows that the orthogonal complement W
0
of V
0
in V
1
is contained in the
span of the half-integer shifts of the framelets. This is noticeable since the integer shifts
f 
`
(x   k); 1  `  L; k 2 Zg of the framelets are not even in W
0
in general: to be in
W
0
, they would need to be orthogonal to V
0
which is only possible if they have r vanishing
moments. However it is known that in UEP-based framelet systems, at least one framelet
has no more than one vanishing moment.
To prove Theorem 3.1 we will need a characterization of G(z). Its proof will appear at the
end of this section.
Proposition 3.3. Let X(	) be a tight framelet system based on the B-spline of order r.
 If X(	) is built through the UEP, i.e   1, then
(3.3) G(z) = 1  z:
 If ()  c > 0 for all  then
(3.4) G(z) = (1  z)
n
e
G(z)
where 1  n  r and
e
G(z) has no zero on the unit circle.
Remark 3.4. Note that in the rst case, G(z) = 1 z gives the well known fact [10] that when
framelets are built from a B-spline by the UEP, at least one of the framelets has exactly one
vanishing moment.
Remark 3.5. We conjecture that
e
G(z) = 1 holds for any spline framelet system. This can be
checked manually on several examples [10, Examples 2.18, 2.19, A.1.a].
Using Proposition 3.3 we are now in a situation to prove Theorem 3.1.
Proof. (Theorem 3.1) We take
(3.5) m(z) :=
e
G(z)
e
G( z)m
r
(z)
withm
r
(z) the mask of Chui and Wang's B-wavelet (see Equation (2.8). One can easily check
from Proposition 3.3 thatm(z) = Q(z)G(z) for some polynomialQ(z). Moreover, by Bezout's
theorem, there exist polynomials fq
`
(z); 1  `  Lg such that
P
L
`=1
q
`
(z)m
`
(z) = G(z).
Hence
m(z) =
L
X
`=1
Q(z)q
`
(z)m
`
(z) =
L
X
`=1
p
`
(z)m
`
(z)
with some polynomials p
`
(z). It follows that if we dene  with mask m(z) based on the
scaling function 
r
we have
b
 (2) := m(e
 i
)
b

r
() =
L
X
`=1
p
`
(e
 i
)
`
()
b

r
() =
L
X
`=1
p
`
(e
 i
)
c
 
`
(2):
This gives Eq (3.1). There only remains to check that the pair ( ;
e
 ) dened by (3.1) and (3.2)
is a bi-orthogonal wavelet pair with the desired moments/smoothness/decay properties.
First, if X(	) is built through the UEP, Proposition 3.3 shows that indeed m(z) = m
r
(z),
hence  =  
r
;
e
 =
e
 
r
and the conclusion is reached. Let us now address the general case case
c© 2004 Springer. This is the author version of an article published in a Springer journal. The original publication is
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where X(	) is built through the OEP with   c > 0. As
e
G(z)
e
G( z) is an even polynomial
with no zero on the unit circle, we can write it
e
G(z)
e
G( z) = P (z
2
)
with P (z) some polynomial with no zero on the unit circle, and we obtainm(z) = P (z
2
)m
r
(z).
It follows that
b
 (2) = P (e
 2i
)m
r
(e
 i
)
b

r
() = P (e
 2i
)
b
 
r
(2) i.e.
b
 () = P (e
 i
)
b
 
r
():
It easily follows that
  is a nite linear combination of integer shifts of  
r
, hence it is a spline with r
vanishing moments and compact support.
  
r
() =
P
n
a
n
 (   n) with fa
n
g 2 `
2
the Fourier series of 1=P (e
 i
), hence
clos
L
2

spanf (2
j
  k)g
k2Z
	
= clos
L
2

spanf 
r
(2
j
  k)g
k2Z
	
equals W
j
, the orthogonal complement of V
j
in V
j+1
(see Eq. (2.10)), and Mallat's
algorithm, (2.7), holds for the bi-orthogonal system ( ;
e
 ).
 The dual wavelet
e
 satises
b
e
 () =
c
e
 
r
()=P (e
 i
), from which it is easy to check that
e
 is a spline of order r with r vanishing moments and exponential decay.

Remark 3.6. By using the Euclidean algorithm, one can explicitly build polynomials q
`
(z)
which satisfy the Bezout relation with degrees deg q
k
 max
1`L
fdegm
`
 1g. Let us take the
example of the UEP case : as deg p
`
= deg q
`
+deg Q = deg q
`
+degm
r
 1 = deg q
`
+3(r 1),
we get an upper estimate for the smallest K in Theorem 3.1
K   1 = max
`
deg p
`
 3(r   1) + max
1`L
fdeg m
`
  1g:
Let us now turn to a proof of Proposition 3.3. We will use the following result, which is
easily derived from [10, Proposition 1.7] (see also [25]).
Lemma 3.7. Let X(	) any tight framelet system (not necessarily based on the B-splines),
with combined MRA mask  a trigonometric polynomial. Then there exist a rational function
T (z), with T (1) = 1, such that for (almost) all , T (e
 i
) = (), and
m
0
(z)m
0
(z
 1
)T (z
2
) +
L
X
`=1
m
`
(z)m
`
(z
 1
) = T (z)(3.6)
m
0
(z)m
0
( z
 1
)T (z
2
) +
L
X
`=1
m
`
(z)m
`
( z
 1
) = 0:(3.7)
Proof of Proposition 3.3. Let z
0
6= 0 be a zero of order n of G(z). From Eq. (3.7) we
have
m
0
r
(z
0
)m
0
r
( z
 1
0
)T (z
2
0
) = 0;
which gives three possibilities
(1) m
0
r
( z
 1
0
) = 0, i.e. z
0
= 1. Then (1 z)
n
(1+z
 1
)
n
is a factor of G(z)G( z
 1
) and by
Eq. (3.7) it is a factor of m
0
r
(z)m
0
r
( z
 1
)T (z
2
). As T (1) = 1, this implies 0  n  r.
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In the case   1 we get n  1 by observing that (1   z)
n
(1   z
 1
)
n
is a factor of
G(z)G(z
 1
) hence, by Eq. (3.6), it is a factor of
1 m
0
r
(z)m
0
r
(z
 1
) = 1 

(1 + z)(1 + z
 1
)
4

r
=

1 
(1 + z)(1 + z
 1
)
4

r 1
X
k=0

(1 + z)(1 + z
 1
)
4

k
=
(1  z)(1  z
 1
)
4
r 1
X
k=0

(1 + z)(1 + z
 1
)
4

k
:
(2) m
0
r
(z
0
) = 0, i.e. z
0
=  1. Then, from Eq. (3.6), () = T ( 1) = m
0
r
( 1)m
0
r
( 1)T (1) =
0, which contradicts the assumption   1 (resp.  > 0). Hence z
0
=  1 is not a
root of G(z).
(3) T (z
2
0
) = 0. This is excluded in the case   1, and implies jz
0
j 6= 1 in the case
() > 0.
So far we know that G(z) = (1   z)
n
, where 0  n  1 in the case   1, and G(z) =
(1  z)
n
e
G(z), where 0  n  r and
e
G(z) has no zero on the unit circle, in the case  > 0. It
is simple to check that n  1 : since
P
L
`=1
jm
`
(1)j
2
= 1 T (1)jm
0
r
(1)j
2
= 0 we have m
`
(1) = 0
for 1  `  L, hence 1  z is a common divisor of the family fm
`
(z); 1  `  Lg. 
4. Jackson and Bernstein inequalities
In this section we are concerned with Jackson and Bernstein inequalities for the Framelet
systems and for certain oversampled versions of the systems. We have already noticed, see
Equations (2.11) and (2.12), that such inequalities will allow us to characterize the approx-
imation spaces associated with the framelet systems. Let us now state the main result, the
proof will appear later in this section.
Theorem 4.1. Let X(	) be a framelet system based on the B-spline MRA of order r. We
have, with equivalent norms, for 0 <  <  < r, 1 < p <1, 1= = +1=p, and 0 < q  1,
A

q
(L
p
; X
R
(
r
)) = (L
p
; B


(L

))
=;q
; 1  R  1;(4.1)
A

q
(L
p
; X(
r
)) = (L
p
; B


(L

))
=;q
:(4.2)
Moreover, assuming that   c > 0, we have
A

q
(L
p
; X
2R
(	)) = (L
p
; B


(L

))
=;q
; 1  R  1;(4.3)
A

q
(L
p
; X(	)) = (L
p
; B


(L

))
=;q
;(4.4)
and
B


(L

) = K


(L
p
; X
2
(	)):(4.5)
For Theorem 4.1, the smoothness parameter  is not limited by the number N of vanishing
moments of the generators of the framelet system which may be only N = 1 if the system is
build with the UEP. If we assume this type of restriction on  we have the following Theorem
on the framelet system X(	) instead of the twice oversampled system X
2
(	) (i.e. Eqs. (4.6)
and (4.7) complete Eqs. (4.3) and (4.5)).
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Theorem 4.2. Let X(	) be a framelet system based on the B-spline MRA of order r. Suppose
each of the generators of the framelet system has at least N  1 vanishing moments, then
for 0 <  <  < minfr;Ng, 1 < p <1, and 1= =  + 1=p,
A

q
(L
p
; X
2R+1
(	)) = (L
p
; B


(L

))
=;q
; 0  R  1:(4.6)
and
B


(L

) = K


(L
p
; X(	)):(4.7)
We will now indicate how the structure of the proof of Theorems 4.1 and 4.2 will be. First
we notice that the following result holds true.
Proposition 4.3. Let 	 be any nitely generated framelet system based on the scaling func-
tion . We have the following continuous embeddings, for 0 <  < 1, 1 < p < 1,
0 < q  1, and 1  R  1,
A

q
(L
p
; X
R
(	)) ,! A

q
(L
p
; X(	))
 
A

q
(L
p
; X
R
()) ,! A

q
(L
p
; X())
Proof. Follows from the fact that each framelet has a nite expansion  
`
(x) =
P
k2Z
a
`
k
(2x 
k) in terms of the scaling function . 
From Proposition 4.3, together with the easy fact that A

q
(L
p
; X
2
(	)) ,! A

q
(L
p
; X
2R
(	))
for 1  R  1, we see that it suÆces to obtain a Bernstein inequality for the system X(
r
)
and a Jackson inequality for the system X
2
(	), to obtain Eqs. (4.2), (4.3), and (4.4), and Eq
(4.1) with even R. To obtain (4.1) with odd R and (4.6), respectively, we use the fact that
A

q
(L
p
; X(F )) ,! A

q
(L
p
; X
2R+1
(F )) for 1  R  1 and F 2 ff
r
g;	g. Thus, we only need
to prove a Jackson inequality for X() and X(	), respectively.
In Section 4.1 we will obtain a Bernstein inequality for the system X() (Proposition 4.4).
In Section 4.2 we prove a Jackson inequality for X() (Proposition 4.6) that will give (4.1) for
all R and (4.2). In Section 4.3 we prove a Jackson inequality for X
2
(	) under the assumption
that   c > 0 (Proposition 4.10), which gives (4.3) and (4.4). We will prove Eq. (4.5) in
Section 4.11 (Proposition 4.13).
Finally, Section 4.15 is devoted to the proof of Eqs. (4.6) and (4.7), which require some
vanishing moments on the framelets. First we prove a Jackson inequality for the framelet
system (Proposition 4.15) that gives (4.6), then we get (4.7) by a \sandwich" argument.
4.1. Bernstein inequalities. We have the following general Bernstein inequality for dier-
ent dictionaries derived from the framelet system.
Proposition 4.4. Let 0 <  < r and 1 < p <1. There exists a constant C <1 such that
the Bernstein inequality
jSj
B


(L

)
 Cn

kSk
p
; 1= = + 1=p;
holds for S 2 
n
(D), n  1 where D 2 fX
R
(	); X(	); X
R
(); X()g, 1  R  1:
First we prove the following Lemma:
Lemma 4.5. Fix  > 0. For any interval I = [ A;A] there exist 0 < Æ and C < 1 such
that for f 2 B

p
(L
p
(I)) with support in [ Æ; Æ], 1 < p <1, 0 < q  1,
kfk
B

q
(L
p
(R))
 Ckfk
B

q
(L
p
(I))
:
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Proof. Expand f in a wavelet system on [ A;A] based on a compactly supported wavelet
with suÆcient smoothness as explained in [7]. If Æ is small enough (depends on the support
diameter of the wavelet) then f will not meet any of the boundary wavelets and the bounded
extension operator E : B

q
(L
p
(I))! B

q
(L
p
(R)) dened in [7] is the identity on f . 
Proof. (Alternative proof for p = q): We can assume that I = [ 2; 2]. Let  2 C
1
(R) be a
function with supp()  [ 2; 2],  = 1 on [ 1=4; 1=4] and
P
k
(x   k) = 1. By the Fubini
property of the space B

p
(L
p
(R)) we have, for any g 2 B

p
(L
p
(R)) [27],
kgk
B

p
(L
p
(R))


X
m2Z
kg(  m)k
p
B

p
(L
p
(R))

1=p
:
Let f 2 B

p
(L
p
[ 2; 2]) with supp(f)  [ 1=4; 1=4]. Thus for g 2 B

p
(L
p
(R)) with gj
[ 2;2]
= f
it follows that kgk
B

p
(L
p
(R))
 Ckg()k
B

p
(L
p
(R))
= kfk
B

p
(L
p
(R))
. The result can then be
deduced directly from the denition:
kfk
B

p
(L
p
[ 2;2])
:= inf
g2B

p
(L
p
(R)); gj
[ 2;2]
=f
kgk
B

p
(L
p
(R))
:

We are ready to prove Proposition 4.4.
Proof. Let Æ be as in Lemma 4.5 for I = [ 2; 2] and x S(x) =
P
2
c

h

(x) 2 
n
(D).
Choose   1 such that g(x) = S(x) has support contained in [ Æ; Æ] (the size of 
depends on the diameter and center of support of S). Notice that kgk
p
= 
 1=p
kSk
p
and also
jgj
B


(L

(R))
= 
 1=p
jSj
B


(L

(R))
which holds because of the relation 1= =  + 1=p. Now g is
piecewise polynomial with at most   n knots ( is dened in Eq. (2.6)) so from the result
by P. Petrushev [23] on approximation with free knot splines, we have
jgj
B


(L

([ 2;2])
 C

n

kgk
p
:
Using Lemma 4.5 we write

 1=p
jSj
B


(L

(R))
= jgj
B


(L

(R))
 kgk
B


(L

(R))
 Ckgk
B


(L

([ 2;2]))
= Cjgj
B


(L

([ 2;2]))
+ Ckgk
L

([ 2;2])
()

~
C

n

kgk
p
+ C
0
kgk
L
p
([ 2;2])
 C

n

kgk
p
= C
 1=p


n

kSk
p
;
where in (*) we used L
p
([ 2; 2]) ,! L

([ 2; 2]). Multiplying by 
1=p
we obtain the desired
inequality. 
4.2. Jackson inequality for the scaling system. We now turn to the proof of the Jackson
inequalities for the dierent dictionaries derived from the underlying MRA. First we consider
a Jackson inequality for the scaling system. Proposition 4.6 below will imply Eqs. (4.1) and
(4.2). We sketch a proof of the result using a result by Petrushev [22]. It should be noted
that the technique works not only for 
r
but for any scaling function satisfying a certain
Strang-Fix condition, see [22] for details. An alternative proof of Proposition 4.6 (that works
only for 
r
) can be found in [15].
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Proposition 4.6. Let 0 <  < r and 1 < p <1. There exists a constant C <1 such that

n
(f;X(
r
))
p
 Cn
 
jf j
B


(L

)
; for f 2 B


(L

);
with 1= = + 1=p.
Proof. By the result of Petrushev [22] there exists a nite set F  f0; 1; : : : ; g  Z and a
corresponding function
(x) =
X
(j
0
;k
0
)2F
c
(j
0
;k
0
)

r
(2
j
0
x  k
0
)
for which the system X() = f2
j=2
(2
j
x  k)g
j;k2Z
satises the Jackson inequality

n
(f;X())
p
 Cn
 
jf j
B


(L

)
The result follows from

#F n
(f;X(
r
))
p
 
n
(f;X())
p
:

4.3. Jackson inequalities for the framelet system. Now we turn to the Jackson in-
equalities for the framelet system. First we need a few results about bi-orthogonal B-spline
wavelet systems. The results will only be stated in the generality needed for this paper. For
more general results we would have to assume vanishing moments of the wavelets, however
this is guaranteed here by the fact that W
0
? V
0
and V
0
contains (piecewise) polynomials up
to degree r.
Theorem 4.7. Let ( ;
~
 ) be a bi-orthogonal wavelet system based on the bi-orthogonal B-
spline pair (
r
;
~

r
) of Section 2.3. Assume that j
~
 (x)j  C(1 + jxj)
 1 "
for some " > 0, and
that  has compact support. Then for 0 <  < r, 1 < p <1, 0 < q  1,
jf j
B

q
(L
p
)
 C

X
j2Z

X
k2Z
 
2
j(+1=2 1=p)
jhf;
~
 
j;k
ij

p

q=p

1=q
;
with the usual modication for q =1.
Proof (outline). By [15, Eq. (4.27)] we have, for  < r, jf j
B

q
(L
p
)

 
P
j2Z
[2
j
s
j
(f)
p
]
q

1=q
with s
j
(f)
p
:= inf
g2V
j
kf   gk
p
and fV
j
g is the spline MRA associated with 
r
. Dene
P
j
f :=
P
k2Z
hf;
~

r;j;k
i
r;j;k
the orthonormal projection onto V
j
. Using standard techniques,
see e.g. [21, p. 31], it is easy to verify that P
j
is bounded on L
p
with bound, C
p
, independent
of j. The fact that P
j
is a projection onto V
j
ensures that kf   P
j
fk
p
 (1 +C
p
)s
j
(f)
p
from
which we get k(P
j+1
  P
j
)fk
p
 2(1 + C
p
)s
j
(f)
p
. Hence
jf j
B

q
(L
p
)

~
C

X
j2Z
[2
j
k(P
j+1
  P
j
)fk
p
]
q

1=q
:
By Mallat's algorithm, (2.7), we have
(P
j+1
  P
j
)f =
X
k2Z
hf;
~
 
j;k
i 
j;k
:
Now, notice that  2 C
r "
for every " > 0 since  is a spline of order r. We apply the
technique from [21, p. 31] again to get (independent of j)




X
k2Z
hf;
~
 
j;k
i 
j;k




p
 2
j(1=2 1=p)

X
k2Z
jhf;
~
 
j;k
ij
p

1=p
;
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from which the claim follows. 
Theorem 4.8. Let ( ;
~
 ) be a bi-orthogonal wavelet system based on the bi-orthogonal B-
spline pair (
r
;
~

r
) of Section 2.3. Assume that j
~
 (x)j  C(1 + jxj)
 1 "
for some " > 0, and
that  has compact support. Then for 0 <  < r, 1 < p <1, 1= =  + 1=p, there exists a
constant C <1 such that

n
(f;X( ))
p
 Cn
 
jf j
B


(L

)
:
Proof. (outline) As above,  2 C
r "
for every " > 0 since  is a spline of order r. Using the
technique explained in e.g. [14, x7.4] combined with Theorem 4.7, we notice that the claim
of the Theorem will follow if we have kfk
p
 kS(f)k
p
; 1 < p < 1, with S(f) the square
function of f given by
S(f)(x) =

X
j;k2Z
jhf;
~
 
j;k
ij
2

[2
 j
k;2
 j
(k+1)]
(x)

1=2
:
However, the fact that kfk
p
 kS(f)k
p
; 1 < p < 1, under the given hypothesis is well
known, see e.g. [13, 28]. 
Remark 4.9. It is possible to generalize Theorems 4.7 and 4.8 to wavelets  not based on the
B-splines and also to wavelets without compact support by assuming appropriate smoothness
and decay of  . We refer to, e.g., [15] for more details.
We apply Theorem 4.8 to the bi-orthogonal wavelet systems ( ;
e
 ) built using Theorem 3.1.
We obtain the following Jackson inequality with C <1

n
(f;X( ))
p
 Cn
 
jf j
B


(L

)
;
for  < r and 1= =  + 1=p. Combining with Theorem 3.1 gives the proof of the following
result. Notice that the result will imply Eqs. (4.3) and (4.4).
Proposition 4.10. Assume X(	) is a tight framelet system based on the B-spline of order
r, and   c > 0. Then the following Jackson inequality holds with C <1
(4.8) 
LKn
(f;X
2
(	))
p
 
n
(f;X( 
r
))
p
 Cn
 
jf j
B


(L

)
for any f 2 L
p
, with  < r, 1= = + 1=p, and K given by Theorem 3.1.
4.4. Sparsity of framelet expansions. We will now prove some more results on the twice
oversampled framelet system X
2
(	) that will lead to a characterization of the Besov spaces
using the smoothness spaces K

q
(L
p
; X
2
(	)). We begin with the following result: the twice
oversampled framelet system X
2
(	) is actually a frame in L
2
.
Theorem 4.11. Let X(	) = f 
`
g
L
`=1
be any framelet system (not necessarily based on the B-
splines) with compactly supported generators in C

(R) for some  > 0. Then for 1  p <1
there exists a constant C
p
<1 such that the twice oversampled system X
2
(	) satises




X
j;k;`;"
c
`
j;k;"
 
`
j;k;"
k 
`
j;k;"
k
p




p
 C
p
kfc
`
j;k;"
gk
`
p
1
;
with
 
`
j;k;"
() := 2
j=2
 
`
(2
j
  k   "=2)
and fc
`
j;k;"
g any sequence of scalars.
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Proof. The case p = 1 is trivial. Next we consider the case p = 2, and we will show that
the system is actually a frame. Let fe

g
2
be the canonical basis of `
2
() with  =
Z Z Z
L
 Z
2
. Dene T formally by letting Te

=  
`
j;k;"
() for  := (j; k; `; ") 2 . Since
X(	) is a frame, we notice that
T
n
clos
`
2
()

spanfe

j 2 Z Z Z
L
 f0gg
	
o
= L
2
:
Thus, we just have to verify that T is bounded from `
2
() to L
2
(R) (see for example [2]).
We x ` 2 Z
L
and notice that the system
X( 
`
(   1=2)) = f2
j=2
 
`
(2
j
  k   1=2)g
j;k2Z
is a system of vaguelettes in the terminology of [20] using that each  
`
2 C

(R). Using [20,
Theoreme 2, p. 270] we conclude that this subsystem is hilbertian. As this is true for each `
we may conclude that T is indeed a bounded mapping of `
2
() onto L
2
.
Take f 
j;k
g any orthonormal wavelet system with a compactly supported C
1
(R) generator.
For each ` and " = 0; 1 we consider the integral kernel
K
`;"
(x; y) =
X
j;k2Z
 
`
j;k;"
(x) 
j;k
(y):
Standard estimates (see [9, Chap. 9] when   1, or [20] for 0 <  < 1) show that the
associated integral operator
(T
`;"
f)(x) =
Z
K
`;"
(x; y)f(y) dy =
X
j;k
hf;  
j;k
i 
`
j;k;"
(x)
is a Calderon-Zygmund operator (notice that L
2
-boundedness follows from the p = 2 case
discussed above). Thus, for each ` and ", T
`;"
extends to a bounded operator on L
p
, 1 < p <
1. Given that k 
`
k
p
=k 
`
j;k;"
k
p
= k k
p
=k 
j;k
k
p
we obtain




X
j;k;`;"
c
`
j;k;"
k 
`
j;k;"
k
p
 
`
j;k;"




p
=




X
`;"
T
`;"

k k
p
k 
`
k
p
X
j;k
c
`
j;k;"
k 
j;k
k
p
 
j;k





p
 C
p
X
`;"




X
j;k
c
`
j;k;"
 
j;k
k 
j;k
k
p




p
:
We conclude using the fact that the L
p
-normalized wavelet system f 
j;k
=k 
j;k
k
p
g is `
p
1
-
hilbertian in L
p
. 
Remark 4.12. It is known, see [25], that X
2
() is not a tight frame, but a frame nevertheless
as we have just demonstrated.
We can now use Lemma 4.11 to obtain the following characterization of the Besov spaces
B


(L

) in terms of the smoothness spaces K


(L
p
; X
2
(	)). Notice that we do not require
the framelet system to have any prescribed number of vanishing moments. This seems to
indicate that for a very smooth function f (very smooth compared to the number of vanishing
moments of the generators of the framelet system), one should not use the framelet coeÆcients
fhf;  
`
j;k
ig to represent that function but instead optimize the representation f =
P
c
`
j;k
 
`
j;k
for sparseness of the coeÆcients fc
`
j;k
g. We will further discuss this issue in the Conclusion.
Proposition 4.13. Let 0 <  < r. For any framelet system X(	) based on the B-spline
MRA of order r, assuming that   c > 0, we have with equivalent norms
B


(L

) = K


(L
p
; X
2
(	));
with 1 < p <1 and 1= =  + 1=p.
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The proof relies on [18, Theorem 3.2] of which we use only the following weak form.
Theorem 4.14 (Gribonval, Nielsen). For any 1 < p <1, 0 <  < p and q 2 (0;1], there
is a constant C such that for any normalized dictionary D in L
p
and any f 2 K

q
(L
p
;D)
(4.9) kfk
A

q
(L
p
;D)
 C  C
p
(D)  jf j
K

q
(L
p
;D)
; 1= = + 1=p
with
C
p
(D) := sup
kck
`
p
1
=1
k
X
k
c
k
g
k
k
p
:
Notice that C
p
(D) may in general be innite, but Lemma 4.11 shows that C
p
(D)  C
p
<1
for D = X
2
(	) properly normalized in X = L
p
, 1  p <1.
Proof. From Proposition 4.4 and the above Theorem, we have
K


(L
p
; X
2
(	)) ,! A


(L
p
; X
2
(	)) ,! B


(L

);
for 1= = +1=p. For the other embedding, B


(L

) ,! K


(L
p
; X
2
(	)), we take f 2 B


(L

).
Then f has an wavelet expansion f =
P
j;k
c
j;k
 
j;k
where  
j;k
is Chui and Wang's wavelet
(see Section 2.3) normalized in L
p
, and fc
j;k
g is in `

, see Theorem 4.7. But we have seen in
Theorem 3.1 that each  
j;k
has a nite expansion in the system X
2
(	) with a xed number
of terms that does not depend on j or k. The conclusion follows easily from this fact and
this completes the proof of Proposition 4.13. 
4.5. Where vanishing moments eventually come into play. We now turn to results
where we require some vanishing moments of the generators of the framelet system, unlike
the abstract smoothness spaces considered so far. It turns out that in the more restrictive
case where the smoothness index  is below the minimum number of vanishing moments of
the framelet generators, we can actually characterize the Besov spaces using the framelet
coeÆcients fhf;  
`
j;k
ig instead of the optimized coeÆcients fc
j;k;"
g in the twice oversampled
system X
2
(	). Thus in such cases smooth functions compress the framelet coeÆcients
just as they do for the wavelet coeÆcients [15]. A consequence of this will be the following
Jackson inequality for the framelet system X(	).
Proposition 4.15. Let 	 be a framelet system with compactly supported generators each
with at least N  1 vanishing moments. For  < minfr;Ng, 1= = +1=p, and 1 < p <1,
we have

n
(f;X(	))
p
 Cn
 
jf j
B


(L

)
; for f 2 B


(L

):
For the proof of Proposition 4.15 we will need Proposition 4.17 below. First we introduce
some additional notation. For any framelet system 	 we dene for 0 < p <1, 0 < q  1,
and   p,
B

q
(L
p
; X(	)) := ff 2 L
p
: fhf;  
`
j;k
ig
j;k
2
_
b

p;q
; ` = 1; 2; : : : ; Lg;
where the homogeneous discrete Besov space
_
b

p;q
is dened by

fc
j;k
g
j;k2Z




kfc
j;k
gk
_
b

p;q
:=

X
j2Z

X
k2Z
 
2
j(+1=2 1=p)
jc
j;k
j

p

q=p

1=q
<1

:
We norm B

q
(L
p
; X(	)) by letting
kfk
B

q
(L
p
;X(	))
:= kfk
p
+
L
X
`=1
kfhf;  
`
j;k
igk
_
b

p;q
:
c© 2004 Springer. This is the author version of an article published in a Springer journal. The original publication is
available at springerlink.com with DOI: 10.1007/s00365-003-0532-7
ON APPROXIMATION WITH SPLINE GENERATED FRAMELETS 16
Remark 4.16. We notice that in the case where 1= = + 1=p, 1 < p <1, B


(L

; X(	)) is
the collection of functions whose framelet coeÆcients are contained in `

when the coeÆcient
functionals are normalized in L
p
0
with p
0
the conjugate index to p.
As the notation suggest, the class B

q
(L
p
; X(	)) will coincide with a classical Besov space
B

q
(L
p
) for certain values of . The result is as follows (for the denition of r-regular func-
tions, see [21]).
Proposition 4.17. Fix N  1. Suppose 	 is a framelet system with each generators being an
r-regular function having at least N vanishing moments. Then the following identity holds,
with equivalent norms, 0 < p <1, 0 < q  1,
B

q
(L
p
; X(	)) = B

q
(L
p
);
provided that minfr;Ng > maxfJ   1  ; g where J = 1=minf1; pg.
Proof. The embedding B

q
(L
p
; X(	)) ,! B

q
(L
p
) follows immediately from the theory of
atomic decomposition of B

q
(L
p
), see [17]. To get the other inclusion, we let f 
m
j;k
g be
the orthonormal Meyer wavelet on R. Then for f 2 B

q
(L
p
) we have an expansion f =
P
j;k
d
j;k
 
m
j;k
, with fd
j;k
g 2
_
b

p;q
, see [14]. We notice that the framelet coeÆcient hf;  
`
j
0
;k
0
i is
given by
(4.10) hf;  
`
j
0
;k
0
i =
X
j;k
h 
m
j;k
;  
`
j
0
;k
0
id
j;k
:
For each ` we consider the following matrix operator M
`
dened on sequences by
(M
`
c)
j
0
;k
0
=
X
j;k2Z
h 
m
j;k
;  
`
j
0
;k
0
ic
j;k
:
Using the fact that each of the generators of the framelet system is an r-regular function
it follows from standard estimates that the matrix M
`
is almost diagonal for
_
b

p;q
and thus
bounded on
_
b

p;q
provided minfr;Ng > maxfJ   1   ; g, see [17, 20]. It now follows
immediately that f 2 B

q
(L
p
; X(	)). 
Finally we are in a position to prove the Jackson inequality for the framelet system X(	)
(Proposition 4.15).
Proof. (Proposition 4.15) From Lemma 4.11 one can easily check that C
p
(X(	)) <1 with
the notation from Theorem 4.14. Applying Theorem 4.14 one gets with 1= =  + 1=p

n
(f;X(	))
p
 n
 
kfk
A


(L
p
;X(	))
 Cn
 
jf j
K


(L
p
;X(	))
 Cn
 
jf j
B


(L
p
;X(	))
It is well know that the B-spline 
r
, r  1, is r-regular [21, p. 21] so Proposition 4.17 applies
to the general setup considered in this paper, and we can conclude using the identication
of the framelet smoothness space B


(L

) with a classical Besov space B


(L

). 
To conclude this section, the above results together with an easy \sandwich" argument
provide the proof of Eq. (4.7) in Theorem 4.2.
5. Additional results and some open questions
In the most important tool we provide (Theorem 3.1) a nice bi-orthogonal wavelet is
expanded in the twice oversampled framelet system X
2
(	). This prevents us from writing
results such as Theorem 4.1 directly with X(	), and we need assumptions on the vanishing
moments of 	 to get a complete result in Theorem 4.2. Can we get rid of this oversampling?
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5.1. A direct approach. The easy way to improve Theorem 3.1 would be to expand the
\nice" wavelet  of Section 3 in terms of integer shifts of the framelets  
`
instead of half-shifts.
A necessary and suÆcient condition for such an expansion to be possible is the existence of
polynomials p
`
(z) such that
(5.1)
b
 () =
L
X
`=1
p
`
(e
 i
)
c
 
`
():
Recall that the high-pass lter m(z) associated with  can be written m(z) = P (z
2
)m
r
(z)
for some polynomial P with no zeroes on the unit circle and with m
r
(z) the mask of the
Chui-Wang wavelet. Thus, (5.1) is equivalent to the existence of polynomials p
`
such that
(5.2) P (z
2
)m
r
(z) =
L
X
`=1
p
`
(z
2
)m
`
(z):
We want to study (5.2) in more detail. Using Equation (3.4) we write each mask m
`
(z) as
m
`
(z) = (1  z)
n
(a
`
(z
2
) + zb
`
(z
2
))
as well as m
r
(z) = (1  z)
n
(A(z
2
)+ zB(z
2
)). Let P (z) a polynomial with no zero on the unit
circle. Now we divide (5.2) by (1  z)
n
and split it into its even/odd part to get
P (z
2
)A(z
2
) =
X
`
p
`
(z
2
)a
`
(z
2
)
P (z
2
)zB(z
2
) =
X
`
p
`
(z
2
)zb
`
(z
2
)
that is to say
(5.3) P (z)

A(z)
B(z)

=

a
1
(z)    a
L
(z)
b
1
(z)    b
L
(z)

2
4
p
1
(z)
  
p
L
(z)
3
5
:
Next we study when (5.3) has a solution in the case L = 2.
5.2. The 2 2 case. Let us consider the case L = 2. Any solution of the 2 2 case will also
satisfy
(5.4) P (z)

C(z)
D(z)

:= P (z)

b
2
(z)  a
2
(z)
 b
1
(z) a
1
(z)
 
A(z)
B(z)

= (z)

p
1
(z)
p
2
(z)

with (z) := a
1
(z)b
2
(z)   b
1
(z)a
2
(z). Let us write (z) =
~
(z)
0
(z) where
~
(z) has no
zero on the unit circle while all zeros of 
0
are on it (or 
0
might be identically 1).
Proposition 5.1. There is a solution p
1
(z); p
2
(z); P (z) to (5.3) with P (z) 6= 0, jzj = 1 if
and only if 
0
(z) divides gcdfC(z); D(z)g.
Proof. Necessary condition. Let p
1
(z); p
2
(z); P (z) be such a solution. By hypothesis P (z)
has no zeroes on the unit circle while 
0
(z) has all (if any) of its zeroes on the unit circle,
so gcd(P;
0
) = 1. However, 
0


gcd(P  C; P D) and it follows easily that 
0


gcd(C;D).
SuÆcient condition. Assuming 
0
(z) divides gcdfC(z); D(z)g, we can take
p
1
(z) := C(z)=
0
(z)
p
2
(z) := D(z)=
0
(z)
P (z) :=
~
(z):

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Let us now consider two examples of framelet systems (both taken from [10]). The rst
example shows that (5.3) has a solution in some cases. The second example will show that
there are framelet systems for which (5.3) has no solution.
Example 5.2. [10, Example 2.16] Take r = 2, m
0
(z) := m
0
2
(z), m
1
(z) :=  (1   z)
2
=4, and
m
2
(z) :=  
p
2(1 + z)(1  z)=4. One can easily check that (up to a constant)

a
1
(z) a
2
(z)
b
1
(z) b
2
(z)

=

1 1
 1 1

;
so (z) = 2 and Proposition 5.1 shows that (5.3) has a solution in this case, i.e. that  
2
can
be written as a linear combination of integer shifts of the framelets.
Example 5.3. [10, Example 2.18] Take r = 2, m
2
(z) = (1 z)
2
(
1
 
2
z+
3
z
2
) [with 
1
; 
2
,
and 
3
given by (2.8)], m
1
(z) :=  (1  z)
2
=4, and m
2
(z) :=  
q
6
24
(1  z)
2
(z + 4z
2
+ z
3
). It
is easy to obtain

a
1
(z) a
2
(z)
b
1
(z) b
2
(z)

=

1 4z
0 1 + z

;
A(z) = 
1
  
3
z, and B(z) = 
2
. Consequently, (z) = 1 + z with
~
(z) = 1 and 
0
(z) =
1+ z. Also, C(z) = (1+ z)(
1
 
3
z)  4
2
z and D(z) = 
2
so gcd(C;D) = 1 which implies
that 
0
does not divide gcd(C;D) and the expansion of the type (5.3) is not possible for this
framelet system.
5.3. The hypothesis   c > 0. Another question relative to our results is the assumption
that the fundamental function of the frame system satises ()  c > 0 for all . While
we do not have a proof that this holds for any spline framelet system, we have a series of
indications that it is not a very restrictive assumption.
 We have manually checked on several spline framelet systems [10, Examples 2.18,
2.19, A.1.a, A.1.b, A.2, A.3.a, A.3.b, A.4] that, indeed   1.
 It is easy to prove that   1 for all systems built using the systematic construction
of spline framelets of high approximation order (see [10, Lemma 3.4]).
A recent result by A. Ron and Z. Shen [26] relates  to the dimension function
D
	
() :=
X
 2	
X
k22Z
1
X
j=1
j
^
 (2
j
( + k))j
2
of the framelet system. Under some assumptions of the scaling function  of a MRA-based
framelet system, we have the relation
(5.5) D
	
= [
^
;
^
];
where we used the bracket-product notation [
b
f; bg] :=
P
k2Z
b
f( + 2k)bg( + 2k). For the
spline MRA, the bracket product is easily seen to be continuous and it is bounded and strictly
positive by the stability of the shifts of , see [26]. Hence the problem becomes the strict
positivity of the dimension function, however this seems to be an open question.
6. Conclusion and applications
In this paper we have characterized approximation spaces based on tight spline framelet
systems and shown they are essentially Besov spaces, just as the orthogonal wavelet case.
Contrary to the wavelet case, our characterization holds with no assumption on vanishing
moments of the framelets. This is of special importance since framelets constructed using
the Unitary Extension Principle can have no more than one vanishing moment.
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One of the interesting and challenging aspects of approximation/expansion with a redun-
dant system such as a framelet system is the non-uniqueness of the expansion of a function
f in the system. In general redundant dictionaries, this brings some potentially intractable
computational issues [11, 19] as well as a potential increase in the quality of approximation
of individual functions. Our results show that for framelet systems
 there is a fast expansion/approximation algorithm that reaches near optimal sparsity
and the optimal rate of approximation;
 the gain in approximation power (compared to a wavelet basis) may only be marginal.
6.1. Fast algorithm for near sparsest framelet expansion. In a redundant dictionary,
nding an expansion f =
P
k
c
k
g
k
that (approximately) minimizes the `
1
norm kfc
k
gk
`
1
is a
computationally intensive problem. Combining modern techniques of numerical linear pro-
gramming and computational harmonic analysis, it is sometimes possible to (approximately)
solve this problem with O(N
3:5
) elementary operations [3]. In a twice oversampled framelet
dictionary there is an O(N) algorithm for that.
For any given framelet system, the Euclidean algorithm can be used to solve for the Bezout
relation that yields the expansion coeÆcients fp
`
n
g in Equation (3.1). Then, a near sparsest
expansion of a function f in the framelet system can be obtained as follows. We put into
brackets the computational complexity for a nite dimensional signal of size N .
(1) Using Mallat's algorithm, perform a fast expansion [O(N)]
f(x) =
X
j;m
hf;
e
 
j;m
i 
j;m
(x)
with ( ;
e
 ) the \nice" bi-orthogonal wavelet system of Theorem 3.1;
(2) Using Equation (3.1), rewrite the above expansion in terms of framelets [O(NLK)]
f(x) =
X
j;m
L
X
`=1
K 1
X
n=0
hf;
e
 
j;m
ip
`
n
2
j=2
 
`
(2
j
x m  n=2)
=
X
j;k;`
X
2m+n=k
hf;
e
 
j;m
ip
`
n
| {z }
c
j;k;`
2
j=2
 
`
(2
j
x  k=2)
This expansion algorithm adapts to unknown sparsity of f just as a wavelet expansion
does: this is the essence of the proof of the equality B


(L

) = K


(X
2
(	)). It follows that
the thresholding algorithm, which provides m-term approximants A
m
(f) by keeping the
m largest coeÆcients from the latter expansion, yields the optimal rate of approximation.
That is to say, for all f and  if

m
(f;X
2
(	))
L
p
(R)
= O(m
 
); m  1
then
kf   A
m
(f)k
L
p
(R)
= O(m
 
); m  1:
It should be noted, however, that we do not have the stronger result
kf   A
m
(f)k
L
p
(R)
 C
m
(f;X
2
(	))
L
p
(R)
as can obviously be seen by taking f =  
`
j;k
.
If the above algorithm is replaced by thresholding performed on the frame decomposition
f =
X
j;k;`
hf;  
`
j;k
i 
`
j;k
;
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Proposition 4.17 shows that similar good properties hold, however we do not know if the new
algorithm can adapt to sparsity/rates of approximation  > N , where N is the number of
vanishing moments of the system.
6.2. Application to compression. It is commonly claimed that m-term expansion from
redundant systems can provide lower distortion than from a basis, and this should be useful
for, e.g., image compression. With framelet systems, we have just shown that no substantial
gain in the rate of nonlinear approximation can be hoped for, compared to approximation
from a standard wavelet basis. However this is only a theoretical result, which is far from a
\proof" that nothing can be gained from the use of framelets.
First, even though there is an equivalence of the norms k  k
A

q
(L
p
;X
R
(	))
 k  k
A

q
(L
p
;B)
with
B a wavelet basis, the value of the constants in this equivalence may be signicantly dierent
one from another. In particular, 
m
(f;X
2
(	)) may be signicantly smaller than 
m
(f;B) in
general.
Then, the results in this paper only show that no substantial asymptotic gain can be
hoped for, but there may be a substantial gain for approximations with few framelets com-
pared to approximation with few wavelets. This gain may be quantitative (smaller error

m
(f;X
2
(	))  
m
; (f;B) as well as qualitative. Indeed, because we can use framelets
with only one vanishing moment, we may obtain approximants which yield less \ringing"
artifacts (i.e. less Gibbs phenomenon) than with wavelets.
Redundancy is a crucial element here: in wavelet approximation, approximants to a func-
tion f are built using the inner products hf;  
j;k
i. Hence, oscillating wavelets (vanishing
moments) with hx
n
;  
j;k
i; 0  n  r are needed to \kill" the low order terms of the Taylor
expansion f(x)  a
0
+ a
1
x + a
2
x
2
+ : : :. With a redundant framelet system, we have more
freedom in building approximants. Hence, we may take advantage of the variety of shapes
(number of vanishing moments) of the framelets to t the various types of features that are
present in a signal/image.
In practical applications of framelet decomposition, it may be useful to combine
 the above described Mallat+rewrite frame decomposition
 standard tight frame coeÆcients
and some numerical optimization methods, in order to get an expansion that fully takes
advantage of the various \feature detectors".
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