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QUASI-PERIODIC SOLUTIONS TO NONLINEAR BEAM EQUATION ON COMPACT LIE
GROUPS WITH A MULTIPLICATIVE POTENTIAL
BOCHAO CHEN, YIXIAN GAO, SHAN JIANG, AND YONG LI
ABSTRACT. The goal of this work is to study the existence of quasi-periodic solutions in time to nonlinear beam
equations with a multiplicative potential. The nonlinearities are required to only finitely differentiable and the
frequency is along a pre-assigned direction. The result holds on any compact Lie group or homogenous manifold
with respect to a compact Lie group, which includes the standard torusTd, the special orthogonal group SO(d),
the special unitary group SU(d), the spheres Sd and the real and complex Grassmannians. The proof is based
on a differentiable Nash-Moser iteration scheme.
1. INTRODUCTION
This paper concerns the existence of quasi-periodic solutions of the forced nonlinear beam equation
utt +∆
2u+ V (x)u = ǫf(ωt,x, u), x ∈M , (1.1)
where M is any simply connected compact Lie group with dimension d and rank r, ǫ > 0, the frequency
ω ∈ Rν , V ∈ Cq(M ;R) and f ∈ Cq(Tν×M×R;R), where q is large enough. Assume that the frequency
vector ω satisfies
ω = λω0, λ ∈ Λ := [1/2, 3/2], |ω0| ≤ 1, (1.2)
where | · | will be defined later in (2.4). For some γ0 > 0, the following Diophantian condition holds:
|ω0 · l| ≥ 2γ0|l|−ν , ∀l ∈ Zν\{0}. (1.3)
Moreover we suppose
∆2 + V (x) ≥ κ0I with κ0 > 0. (1.4)
Equation (1.1) is interesting by itself. It is derived from the following Euler-Bernoulli beam equation
d2
dx2
(
EI
d2u
dx2
)
= g,
which describes the relationship between the applied load and the beam’s deflection, where the curve u(x)
describes the deflection of the beam at some position x in the z direction, g is distributed load which may be a
function of x, u or other variables, I is the second moment of area of the beam’s cross-section, E is the elastic
modulus, the product EI is the flexural rigidity. Derivatives of the deflection u have significant physical
significance: ux is the slope of the beam, −EIuxx is the bending moment of the beam and −(EIuxx)x is the
shear force of the beam. The dynamic beam equation is the Euler-Lagrange equation
m
∂2u
∂t2
+
∂2
∂x2
(
EI
∂2u
∂x2
)
= g, (1.5)
where m is the mass per unit length. If E and I are independent of x, then equation (1.5) can be reduced to
mutt + EIuxxxx = g.
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After a time rescaling t→ ct with c =
√
EI
m , we obtain
utt + uxxxx = g˜ with g˜ =
m
EI
g.
The search for periodic or quasi-periodic solutions to nonlinear PDEs has a long standing tradition. There
are two main approaches: one is the infinite-dimensional KAM (Kolmogorov-Arnold-Moser) theory to
Hamiltonian PDEs, refer to Kuksin [15], Wayne [22], Po¨schel [19]. The main difficulty, namely the presence
of arbitrarily small divisors in the expansion series of the solutions, is handled via KAM theory. Later, another
more direct bifurcation approach was established by Craig and Wayne [10] and improved by Bourgain [5–7]
based on Lyapunov-Schmidt procedure, to solved the small divisors problem, for periodic solutions, with
an analytic Newton iterative scheme. This approach is often called as the Craig-Wayne-Bourgain method,
which is different from KAM. The main advantage for this approach is to require only the so called first order
Melnikov non-resonance conditions for solving the linearized equations at each step of the iteration.
Up to now, the existence of quasi-periodic solutions of the nonlinear beam equations using KAM theory
and Nash-Moser iteration have received much attention by the mathematical communities. For the 1 D beam
equation, when f(ωt, x, u) = O(u3) is an analytic, odd function, in [12] they proved the existence of linearly
stable small-amplitude quasi-periodic solution by an infinite KAM theorem [18]. In [9], Chang, Gao, and
Li got quasi-periodic solutions for the 1-dimensional nonlinear beam equation with prescribed frequencies
under Dirichlet boundary condition. Later, Wang and Si in [21] considered 1-dimensional beam equation with
quasi-periodically forced perturbations f(ωt, x, u) = ǫφ(t)h(u). Also, in [16] they studied the existence of
quasi-periodic solutions of the 1-dimensional completely resonant nonlinear beam equation. Some KAM-
theorems for small-amplitude solutions of equations (1.1) on Td with typical V (x) = m were obtained
in [13,14]. Both works treat equations with a constant-coefficient analytical nonlinearity f(ωt,x, u) = f(u).
Subsequently, by a KAM type theorem, Mi and Cong in [17] proved the existence of quasi-periodic solutions
of the nonlinear beam equation
utt +∆
2u+ V (x) ∗ u+ ǫ
(
−
d∑
i,j=1
bij(u,∇u)∂i∂ju+ g(u,∇u)
)
= 0, x ∈ Td
and got the linear stability for corresponding solutions. In perturbations term, ∇u ≡ (∂x1u, ∂x2u, · · · , ∂xdu)
the derivatives of u with respect to the space variables, and bij, g are real analytic function. In [11], Eliasson,
Gre´bert, and Kuksin proved that for the nonlinear beam equation
utt +∆
2u+mu+ ∂uf(x, u) = 0, x ∈ Td,
where f(x, u) = u4+O(u5), has many linearly stable or unstable small-amplitude quasi-periodic solutions.
All above proofs depend on some type of KAM techniques and are carried out in analytic nonlinearities
cases. However, there is no existence result for nonlinear beam equation with perturbations having only
finitely differentiable regularities. Recently, in [20], based on a Nash-Moser type implicit function theorem,
Shi prove the existence of quasi-periodic solution of the following beam equation
utt +∆
2u+mu = ǫf(ωt,x, u), x ∈ Td, (1.6)
where f is finitely differentiable, ω is the frequency, m > 0. Note that these previous results are confined
to tori on existence of quasi-periodic solutions of the nonlinear beam equation. The reason why these results
are confined to tori is that their proofs require specific properties of the eigenvalues, while the eigenfunctions
must be the exponentials or, at least, strongly “localised close to exponentials”. According to the harmonic
analysis on compact Lie groups and the theory of the highest weight which provides an accurate description
of the eigenvalues of the Lapalce-Beltrami operator as well as the multiplication rules of its eigenfunctions.
In [4] Berti and Procesi proved the existence of time-periodic solutions for NLW and NLS on M , where M
is any compact Lie group or homogenous manifold with respect to a compact Lie group. Later, in [3], Berti,
Corsi and Procesi extended this result to the case of quasi-periodic solutions in time of the following NLW
QUASI-PERIODIC SOLUTIONS TO NONLINEAR BEAM EQUATION 3
and NLS:
utt −∆u+mu = ǫf(ωt,x, u), iut −∆u+mu = ǫf(ωt,x, u), x ∈M .
Moreover, in [1,2], Berti and Bolle considered the NLW and NLS respectively, with a multiplicative potential:
utt −∆u+ V (x)u = ǫf(ωt,x, u), iut −∆u+ V (x)u = ǫf(ωt,x, u), x ∈ Td.
In the present paper, our goal is to prove the existence of quasi-periodic solutions in time of the nonlinear
beam equation (1.1) with a multiplicative potential V (x) and finite regularity nonlinearities on any compact
Lie group or homogenous manifold with respect to a compact Lie group. There are three main difficulties in
this work: (i) a multiplicative potential in higher dimensions. The eigenvalues of the operator ∆2 + V (x)
appear in clusters of unbounded sizes and the the eigenfunctions are (in general) not localized with respect
to the exponentials. We will use the similar properties of the eigenvalues and the eigenfunctions of the
opearator −∆+ V (x) in [3]. (ii) the finite differentiable regularities of the nonlinearity. Clearly, a difficulty
when working with functions having only Sobolev regularity is that the Green functions will exhibit only a
polynomial decay off the diagonal, and not exponential (or subexponential). A key concept one must exploit
is the interpolation/tame estimates. (iii) the nonlinear beam equation are defined not only on tori, but on
any compact Lie group or homogenous manifold with respect to a compact Lie group, which includes the
standard torus Td, the special orthogonal group SO(d), the special unitary group SU(d), the spheres Sd, the
real and complex Grassmannians, and so on, recall [8].
The rest of the paper is organized as follows: we state the main result (see Theorem 2.2) and introduce
several notations in subsection 2.1. In subsection 2.2, we define the strong s-norm of a matrix M and intro-
duce its properties. Section 3 is devoted to give the iterative theorem, see Theorem 3.27. In subsection 3.1,
we give a multiscale analysis of the linearized operators LN(ǫ, λ, u) (recall (3.13)) as [1], see Proposition
3.8. Our aim is to check that the assumption (A3) in Proposition 3.8 holds in subsection 3.2. Under that
Proposition 3.8 and 3.17 hold, we have to remove some λ in Λ, recall (1.2). In subsection 3.3, the measure of
the excluded λ satisfies (3.49) and (3.51) respectively. In subsection 3.4, we establish Theorem 3.27 and give
the proof. At the end of the construction, we prove that the measure of the parameter λ satisfying Theorem
2.2 is a large measure Cantor-like set in subsection 3.5. Finally, in section 4, we list the the proof of some
related results for the sake of completeness.
2. MAIN RESULTS
2.1. Notations. After a time rescaling ϕ = ω · t, we consider the existence of solutions u(ϕ,x) of
(λω0 · ∂ϕ)2u+∆2u+ V (x)u = ǫf(ϕ,x, u), x ∈M . (2.1)
Define an index set N as
N := Zν × Γ+(M) with Γ+(M) :=
{
j ∈ Rr : j =
r∑
k=1
jkwk, jk ∈ N
}
,
where Γ+(M) is contained in an r-dimensional lattice (in general not orthogonal)
Γ :=
{
j ∈ Rr : j =
r∑
k=1
jkwk, jk ∈ Z
}
generated by independent vectors w1, · · · ,wr ∈ Rr. There exists an integer z ∈N such that the fundamental
weights satisfy
wk · wk′ ∈ z−1Z, ∀k, k′ = 1, · · · , r. (2.2)
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Moreover Γ+(M ) is required to satisfy a product structure, namely
j =
r∑
k=1
jkwk, j
′ =
r∑
k=1
j′kwk
⇒ j′′ =
r∑
k=1
j′′kwk ∈ Γ+(M) if min
{
jk, j
′
k
} ≤ j′′k ≤ max {jk, j′k}, ∀ k = 1, · · · , r. (2.3)
Remark that (2.3) is used only in the proof of Lemma 3.11.
We briefly recall the relevant properties of harmonic analysis on compact Lie group, see [4]. The eigen-
values of the Laplace-Beltrami operator ∆ on M are
λj := −‖j + ρ‖2 + ‖ρ‖2
with respect to the the eigenfunctions
ej,p(x), x ∈M , j ∈ Γ+(M ), p = 1, · · · , dj ,
where ‖ · ‖ stands for the Euclidean norm on Rr , ρ :=∑rk=1wk, ej(x) is the (unitary) matrix associated to
an irreducible unitary representations (RVj ,Vj) of M , namely
(ej(x))p,p′ = 〈RVj(x)vp, vp′〉, vp, vp′ ∈ Vj ,
where (vp)p=1,...,dimVj is an orthonormal basis of the finite dimensional euclidean space Vj with scalar
product 〈·, ·〉. Denote by Nj the eigenspace of ∆ with respect to λj . The degeneracy of the eigenvalue
λj satisfies
dj ≤ ‖j + ρ‖d−r.
Furthermore, by the Peter-Weyl theorem, we have the following orthogonal decomposition
L2(M ) =
⊕
j∈Γ+(M)
Nj.
Given n = (l, j) ∈ N and U,U1,U2 ⊂ E ⊂ N, define
|n| := max {|l|, |j|}, |l| := max
1≤k≤ν
|lk|, |j| := max
1≤k≤r
|jk|; (2.4)
diam(E) := sup
n,n′∈E
|n− n′|, d(U1,U2) := inf
n∈U1,n′∈U2
|n− n′|, d(n,U) := inf
n′∈U
|n− n′|.
Remark 2.1. We set n− n′ = 0 if n− n′ ∈ Zν × (Γ \ Γ+(M )).
For some constants c2 > c1 > 0, the following holds:
c1|n| ≤
√
‖l‖2 + ‖j + ρ‖2 ≤ c2|n|, ∀n = (l, j) ∈ N. (2.5)
Decomposing
u(ϕ,x) =
∑
n∈N
une
il·ϕej(x) =
∑
(l,j)∈N
eil·ϕ
dj∑
p=1
ul,j,pej,p(x),
the Sobolev space Hs is defined by
Hs := Hs(N;R) :=
{
u =
∑
n∈N
une
il·ϕej(x) : un ∈ Cdj , ‖u‖2s =
∑
n∈N
〈wn〉2s‖un‖20 < +∞
}
(2.6)
with 〈wn〉 := max{c1, 1, (‖l‖2+‖j+ρ‖2)1/2}, where c1 is seen in (2.5), ‖un‖20 := 2π
∑dj
p=1 |ul,j,p|2. There
also exist b2 > b1 > 0 such that
b1|j| ≤ ‖j‖ ≤ b2|j|, ∀j ∈ Γ+(M). (2.7)
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For s ≥ s0 > (ν + d)/2, the Sobolev space Hs has the following properties:
(1) ‖uv‖s ≤ C(s)‖u‖s‖v‖s, ∀u, v ∈ Hs;
(2) ‖u‖L∞ ≤ C(s)‖u‖s, ∀u ∈ Hs;
(3) ‖uv‖s ≤ C(s)(‖u‖s‖v‖s0 + ‖u‖s0‖v‖s), ∀u, v ∈ Hs.
The above properties (1), (2) and (3) are also seen in [4, Lemma 2.13].
Let V (x) = m+ V¯ (x), wherem is the average of V (x) and V¯ has zero average. Define the composition
operator on Sobolev spaces
F : Hs → Hs, u 7→ f(ϕ,x, u), (2.8)
where f ∈ Cq(Tν ×M ×R;R). The core of a Nash-Moser iteration is the invertibility of the following
linearized operator
L(ǫ, λ, u) := Lλ − ǫ(DF )(u) =Lλ − ǫ(∂uf)(ϕ,x, u) = Dλ + V¯ (x)− ǫ(∂uf)(ϕ,x, u), (2.9)
where
Lλ := (λω0 · ∂ϕ)2 +∆2 + V (x), Dλ := (λω0 · ∂ϕ)2 +∆2 +m. (2.10)
In the Fourier basis eil·ϕej(x), the operator L(ǫ, λ, u) (see (2.9)) is represented by the infinite-dimensional
self-adjoint matrix
A(ǫ, λ, u) := D(λ) + T (ǫ, u) = D(λ) + T ′ − ǫT ′′(u), (2.11)
where D(λ) := diagn∈N(µn(λ)Idj ), with µn(λ) = −(λω0 · l)2 + λ2j +m, and
(T ′)n′n := (V¯ )j−j′ , (T ′′)n
′
n := (a)n−n′ = al−l′(j − j′) (2.12)
with a(ϕ,x) := (∂uf)(ϕ,x, u(ϕ,x)). Similarly, we also define
L(ǫ, λ, u, θ) :=Lλ(θ)− ǫ(DF )(u) = Lλ(θ)− ǫ(∂uf)(ϕ,x, u)
=Dλ(θ) + V¯ (x)− ǫ(∂uf)(ϕ,x, u), (2.13)
where F is seen in (2.8), and
Lλ(θ) = (λω0 · ∂ϕ + iθ)2 +∆2 + V (x), Dλ(θ) = (λω0 · ∂ϕ + iθ)2 +∆2 +m. (2.14)
For all θ ∈ R, the operator L(ǫ, λ, u, θ) (see (2.13)) is represented by the infinite-dimensional self-adjoint
matrix depending on θ
A(ǫ, λ, u, θ) := D(λ, θ) + T (ǫ, u) = D(λ, θ) + T ′ − ǫT ′′(u), (2.15)
where D(λ, θ) := diagn∈N(µn(λ, θ)Idj ), with µn(λ, θ) = −(λω0 · l + θ)2 + λ2j +m, and T ′,T ′′ are given
in (2.12). In addition denote by AN,l0,j0(ǫ, λ, u, θ) the submatrices of A(ǫ, λ, u, θ) centered at (l0, j0), where
AN,l0,j0(ǫ, λ, u, θ) := A|l−l0|≤N,|j−j0|≤N (ǫ, λ, u, θ). (2.16)
We use the simpler notations
AN,j0(ǫ, λ, u, θ) := AN,0,j0(ǫ, λ, u, θ) if l0 = 0; (2.17)
AN (ǫ, λ, u, θ) := AN,0,0(ǫ, λ, u, θ) if (l0, j0) = (0, 0); (2.18)
AN,j0(ǫ, λ, u) := AN,0,j0(ǫ, λ, u, 0) if l0 = 0, θ = 0; (2.19)
AN (ǫ, λ, u) := AN,0,0(ǫ, λ, u, 0) if l0 = 0, j0 = 0, θ = 0. (2.20)
Clearly, the following crucial covariance property holds:
AN,l0,j0(ǫ, λ, u, θ) = AN,j0(ǫ, λ, u, θ + λω0 · l0). (2.21)
The main result of this paper is
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Theorem 2.2. Let M be any simply connected compact Lie group with dimension d and rank r. Assume
(1.3) holds, then there exist s := s(ν, d, r), q := q(ν, d, r) ∈ N,ǫ0 > 0, a map
u(ǫ, ·) ∈ C1(Λ;Hs) with u(0, λ) = 0,
and a Cantor-like set Dǫ ⊂ Λ of asymptotically full Lebesgue measure, namely
meas(Dǫ)→ 1 as ǫ→ 0,
such that, for all V ∈ Cq satisfies (1.4), f ∈ Cq and λ ∈ Dǫ, u(ǫ, λ) is a solution of (2.1) with ω = λω0.
Remark 2.3. If V, f ∈ C∞, then u(ǫ, λ) ∈ C∞(Tν ×M ;R), which can be completed just by making small
modifications in the proofs of lemmas 3.32 and 3.34, and formulae (3.112)-(3.113).
Remark 2.4. In fact, here M may be a homogeneous manifold with respect to a compact Lie group, namely
M := G/G0, G := G×Tr′ ,
whereG0 is a closed subgroup ofG,G is a simple connected compact Lie group,T
r′ is a tori. The eigenvalues
of the Laplace-Beltrami operator ∆ on M are
λ′~j := −‖~j + ~ρ‖2 + ‖~ρ‖2 = −‖j(1) + ρ‖2 + ‖ρ‖2 − ‖j(2)‖2
with respect to the the eigenfunctions
ej(1),p(x
(1))eij
(2)·x(2) , ~x = (x(1),x(2)) ∈ G×Tr′ , p = 1, · · · , d′j ,
where ~ρ = (ρ, 0), ~j = (j(1), j(2)) belongs to a subset of Γ+(G) × Zr′ , and d′~j ≤ dj(1) (recall [4, Theorem
2.9]).
2.2. Matrices with off-diagonal decay. For B,C ⊂ N, a bounded linear operator L : HsB → HsC is
represented by a matrix in
MBC =
{
(Mn
′′
n′ )n′∈C,n′′∈B with M
n′′
n′ ∈ Mat(dj′ × dj′′ ,C)
}
,
where HsB :=
{
u =
∑
n∈N
une
il·ϕej(x) ∈ Hs : un = 0 if n /∈ B
}
. Define the L2-operator norm
‖MCB‖0 = sup
h∈HB
‖MBC h‖0
‖h‖0 .
Moreover we introduce the strong s-norm of a matrixM ∈MBC as follows:
Definition 2.5. The s-norm of any matrixM ∈ MBC is defined by
|M |2s := K0
∑
n∈N
[M(n)]2〈n〉2s (2.22)
where K0 > 4
∑
n∈Zν×Γ〈n〉−2s0 , 〈n〉 = max(1, |n|), and
[M(n)] =
{
supn′−n′′=n, n∈C,n′∈B ‖Mn′′n′ ‖0 if n ∈ C−B,
0 if n /∈ C−B.
It is obvious that the s-norm in (2.22) satisfies that | · |s ≤ |· |s′ for all 0 < s ≤ s′. The following properties
(see lemmas 2.6-2.11) on the strong s-norm are given in [3].
Lemma 2.6. ( [3, Corollary3.3]) Let L : u(ϕ,x) 7→ g(ϕ,x)u(ϕ,x) be a linear operator in L2, self-adjoint.
Then, ∀s > (ν + d)/2, the following holds:
|L|s ≤ C(s)‖g‖s+̺ with ̺ = (2ν + d+ r + 1)/2. (2.23)
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Lemma 2.7. (Interpolation [3, Lemma2.6]) There exists C(s) ≥ 1, with C(s0) = 1, such that for all subset
B,C,D ⊂ N, one has:
|M1M2|s ≤ 1
2
|M1|s0 |M2|s +
C(s)
2
|M1|s|M2|s0 , ∀s ≥ s0,∀M1 ∈ MBC ,M2 ∈ MDB, (2.24)
in particular,
|M1M2|s ≤ C(s)|M1|s|M2|s, ∀s ≥ s0,∀M1 ∈ MBC ,M2 ∈ MDB. (2.25)
Lemma 2.8. ( [3, Lemma2.7]) For all subset B,C ⊂ N, we have
‖Mh‖s ≤ C(s)(|M |s0‖h‖s + |M |s‖h‖s0) ∀M ∈ MBC ,∀h ∈ HsB. (2.26)
Lemma 2.9. (Smoothing [3, Lemma2.8]) For all subset B,C ⊂ N and all s′ ≥ s ≥ 0, one has that, for
N ≥ 2,
(1) IfMn
′
n = 0 for all |n′ − n| ≤ N , then
|M |s ≤ N−(s′−s)|M |s′ , ∀M ∈ MBC . (2.27)
(2) IfMn
′
n = 0 for all |n′ − n| > N , then
|M |s′ ≤ N s′−s|M |s, |M |s ≤ N s+ν+r‖M‖0, ∀M ∈ MBC . (2.28)
Lemma 2.10. (Decay along lines [3, Lemma2.9-2.10]) For all subset B,C ⊆ N and all s ≥ 0, one has that,
for some constant K1 > 0,
|M |s ≤ K1|Mn|s+ν+r, ∀M ∈ MBC , (2.29)
whereMn, n ∈ C denote its n-th line. Moreover
‖M‖0 ≤ |M |s0 , ∀M ∈ MBC . (2.30)
Denote by [−1]M any left inverse ofM .
Lemma 2.11. (Perturbation of left-invertible matrices [3, Lemma2.12]) If M ∈ MBC has a left invertible
matrix [−1]M , then, ∀P ∈ MBC , with |[−1]M |s0 |P |s0 ≤ 1/2, the matrixM + P has a left inverse with
|[−1](M + P )|s0 ≤ 2|[−1]M |s0 , (2.31)
and, for all s ≥ s0,
|[−1](M + P )|s ≤ C(s)(|[−1]M |s + |[−1]M |2s0 |P |s). (2.32)
Moreover, if ‖[−1]M‖0‖P‖0 ≤ 1/2, then there exists a left inverse [−1](M + P ) ofM + P with
‖[−1](M + P )‖0 ≤ 2‖[−1]M‖0. (2.33)
3. NASH-MOSER ITERATIVE SCHEME
Consider the orthogonal splitting Hs = HNn ⊕H⊥Nn , where Hs is defined in (2.6) and
HNn :=
{
u ∈ Hs : u =
∑
|n|≤Nn
une
il·ϕej(x)
}
, (3.1)
H⊥Nn :=
{
u ∈ Hs : u =
∑
|n|>Nn
une
il·ϕej(x)
}
,
with un ∈ Cdj and
Nn+1 := N
2
n, namely Nn+1 = N
2n+1
0 . (3.2)
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Furthermore PNn , P
⊥
Nn
denote the orthogonal projectors onto HNn and H
⊥
Nn
respectively, namely
PNn : H
s → HNn , P⊥Nn : Hs → H⊥Nn . (3.3)
Then, by means of (2.5), ∀n ∈ N,∀s ≥ 0,∀κ ≥ 0, the following hold:
‖PNnu‖s+κ ≤ cκ2Nκn‖u‖s, ∀u ∈ Hs, (3.4)
‖P⊥Nnu‖s ≤ c−κ1 N−κn ‖u‖s+κ, ∀u ∈ Hs+κ. (3.5)
In addition, for all j0 ∈ Γ+(M ), denote by PN,j0 the orthogonal projector from Hs onto the subspace
HN,j0 :=
{
u ∈ Hs : u =
∑
|(l,j−j0)|≤N
ul,je
il·ϕej(x), ul,j ∈ Cdj
}
.
This shows that HNn,0 = HNn (see (3.1)), PNn,0 = PNn (see (3.3)).
Moreover let PˇN,j0 denote the orthogonal projector from H
s0(M ) onto the space
HˇN,j0 :=
{
u ∈ Hs0 : u =
∑
|j−j0|≤N
ujej(x), uj ∈ Cdj
}
.
Remark that the functions onHs0(M ) depend only on x.
For all s ≥ s1 with s1 ≥ s0 > ν+d2 , if f ∈ Cq(Tν ×M ×R;R) with
q ≥ s2 + ̺+ 2, (3.6)
then the composition operator F (recall (2.8)) has the following standard properties (P1)-(P3) (see [3]):
(P1)(Regularity) F ∈ C2(Hs,Hs).
(P2)(Tame estimates) ∀u, h ∈ Hs with ‖u‖s1 ≤ 1,
‖F (u)‖s ≤ C(s)(1 + ‖u‖s), (3.7)
‖(DF )(u)h‖s ≤ C(s)(‖h‖s + ‖u‖s‖h‖s1), (3.8)
‖D2F (u)[h, v]‖s ≤ C(s)(‖u‖s‖h‖s1‖v‖s1 + ‖v‖s‖h‖s1 + ‖v‖s1‖h‖s). (3.9)
(P3)(Taylor tame estimate) ∀u, h ∈ Hs with ‖u‖s1 ≤ 1, ‖h‖s1 ≤ 1,
‖F (u+ h)− F (u)− (DF )(u)h‖s1 ≤ C(s1)‖h‖2s1 , (3.10)
‖F (u+ h)− F (u)− (DF )(u)h‖s ≤ C(s)(‖u‖s‖h‖2s1 + ‖h‖s1‖h‖s). (3.11)
In addition the potential V satisfies that, for some fixed constant C ,
‖V ‖Cq ≤ C, (3.12)
where q is defined in (3.6).
3.1. The multiscale analysis. Let
LN (ǫ, λ, u) := PNL(ǫ, λ, u)|HN , (3.13)
where L(ǫ, λ, u) given by (2.9). To guarantee the convergence of the iteration, we need sharper estimates on
inversion of the linearized operators LN(ǫ, λ, u):
|L−1N (ǫ, λ, u)|s1 = O(N τ2+δs), δ ∈ (0, 1), τ2 > 0,∀s > 0,
Hence, for fixed l ∈ Zν , θ ∈ R, some extra properties on the following linear operator
(−(λω0 · l + θ)2)Idj + PˇN,j0(∆2 + V (x))|HˇN,j0
are required.
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Lemma 3.1. For fixed l ∈ Zν , θ ∈ R, provided
‖((−(λω0 · l + θ)2)Idj + PˇN,j0(∆2 + V (x))|HˇN,j0 )
−1‖L2x ≤ N τ ,
for N ≥ N˜(s2, V ) large enough, one has:
|((−(λω0 · l + θ)2)Idj + PˇN,j0(∆2 + V (x))|HˇN,j0 )
−1|s ≤ (1/2)N τ2+δs, ∀s ∈ [s0, s2].
Proof. The proof is given in the Appendix. 
Lemma 3.1 shows that there exists N0 := N0(s2, κ0, V ) ∈ N (see the first step in the proof of Theorem
3.27) such that for fixed l ∈ [−N,N ]ν ∩ Zν , θ ∈ R with N˜(s2, V ) ≤ N1/χ00 ≤ N ≤ N0, if
‖((−(λω0 · l + θ)2)Idj + PˇN,j0(∆2 + V (x))|HˇN,j0 )
−1‖L2x ≤ N τ (3.14)
holds, then we have
|((−(λω0 · l + θ)2)Idj + PˇN,j0(∆2 + V (x))|HˇN,j0 )
−1|s ≤ (1/2)N (τ2+δs), ∀s ∈ [s0, s2]. (3.15)
In addition, in the Fourier basis eil·ϕ, definition (2.14) implies
PN,j0(Lλ(θ))|HN,j0 =
∑
|l|≤N
((−(λω0 · l + θ)2)Idj + PˇN,j0(∆2 + V (x))|HˇN,j0 )e
il·ϕ,
which gives rise to
|(PN,j0(Lλ(θ))|HN,j0 )
−1|s
(2.22), (3.15)
≤ 1
2
N (τ2+δs), ∀s ∈ [s0, s2]. (3.16)
Then, from (2.23), (3.7), (3.16) and ‖u‖s1 ≤ 1, we deduce
|(PN,j0(Lλ(θ))|HN,j0 )
−1|s1−̺|ǫPN,j0((DF )(u))|s1−̺ ≤
ǫ
2
N τ2+δ(s1−̺)‖PN,j0((DF )(u))‖s1 ≤ 1/2
for ǫN τ2+δ(s1−̺) ≤ c˜(s1) small enough. Hence it follows from (3.16) and Lemma 2.11 that
|A−1N,j0(ǫ, λ, u, θ)|s
(2.31)
≤ N τ2+δs, ∀s ∈ [s0, s1 − ̺]. (3.17)
Based on the fact (3.17), we have the following definitions.
Definition 3.2 (N -good/N -bad matrix). The matrix A ∈ MFF with F ⊂ N and diam(F) ≤ 4N is N -good if
A is invertible with
|A−1|s ≤ N τ2+δs, ∀s ∈ [s0, s1 − ̺]. (3.18)
Otherwise A is N -bad.
Definition 3.3 (Regular/Singular sites). The index n = (l, j) ∈ N is regular for A if |µ˜n| ≥ Θ˜, where
Ann := µ˜nIdj with µ˜n := µ˜n(ǫ, λ, θ) := −(λω0 · l + θ)2 + λ2j +m− ǫm¯. Otherwise n is singular.
Note that m¯ denotes the average of a(ϕ,x) onTν ×M , where a(ϕ,x) := (∂uf)(ϕ,x, u(ϕ,x)), and that
Θ˜ is given in Proposition 3.8.
Definition 3.4 ((A, N )-regular/(A, N )-singular site). For A ∈ MAA, we say that n ∈ A ⊂ N is (A, N)-
regular if there exists F ⊂ A with diam(F) ≤ 4N , d(n,A\F) ≥ N such that AFF is N -good.
Definition 3.5 ((A, N )-good/(A, N )-bad site). The index n = (l, j) ∈ N is (A, N)-good if it is regular for
A or (A, N)-regular. Otherwise we say that n is (A, N)-bad.
Define
BN (j0) := BN (j0; ǫ, λ, u) := {θ ∈ R : AN,j0(ǫ, λ, u, θ) is N -bad} . (3.19)
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Definition 3.6 (N -good/N -bad parameters). A parameter λ ∈ Λ is N -good for A if one has that, for all
j0 ∈ Γ+(M),
BN (j0) ⊂
Nν+d+r+5⋃
q=1
Iq, where Iq = Iq(j0) intervals with meas(Iq) ≤ N−τ . (3.20)
Otherwise we say that λ is N -bad.
In addition denote
GN (u) := {λ ∈ Λ : λ is N -good for A}. (3.21)
As a result we have the following lemma:
Lemma 3.7. There exist N0 := N0(s2, κ0, V ) ∈ N and c˜(s1) > 0 such that if ǫN τ2+δ(s1−̺)0 ≤ c˜(s1), then
∀κ−
1
τ
0 < N
1/χ0
0 ≤ N ≤ N0, ∀‖u‖s1 ≤ 1, ∀ǫ ∈ [0, ǫ0], we have GN (u) = Λ, where GN (u) is defined in
(3.21).
Proof. Denote by λˆj,p, p = 1, · · · , dj the eigenvalues of PˇN0,j0(∆2 + V (x))|HˇN0,j0 . It follows from the fact
of (3.17) deduced by (3.14) and Definition 3.2 that, ∀|(l, j − j0)| ≤ N,∀1 ≤ p ≤ dj ,
| − (λω0 · l + θ)2 + λˆj,p| > N−τ ⇒ AN,j0(λ, ǫ, θ) is N -good,
which carries out
BN (j0) ⊂
⋃
|(l,j−j0)|≤N,1≤p≤dj
{θ ∈ R : | − (λω0 · l + θ)2 + λˆj,p| ≤ N−τ}.
Assumption (1.4) implies λˆj,p ≥ κ0 > 0. Hence, for all N > κ−
1
τ
0 , we get
{θ ∈ R : | − (λω0 · l + θ)2 + λˆj,p| ≤ N−τ} ⊂ I1 ∪I2,
where
I1 =
{
θ ∈ R : −
√
λˆj,p +N−τ ≤ θ + λω0 · l ≤ −
√
λˆj,p −N−τ
}
,
I2 =
{
θ ∈ R :
√
λˆj,p −N−τ ≤ θ + λω0 · l ≤
√
λˆj,p +N−τ
}
.
It is easy that, for q = 1, 2,
meas(Iq) =
√
λˆj,p +N−τ −
√
λˆj,p −N−τ = 2N
−τ√
λˆj,p +N−τ +
√
λˆj,p −N−τ
≤2N
−τ√
λˆj,p
≤ 2N
−τ
√
κ0
.
Since |(l, j − j0)| ≤ N, 1 ≤ p ≤ dj with dj ≤ ‖j + ρ‖d−r , we obtain
BN (j0) ⊂
K1CNν+d⋃
q=1
Iq, Iq intervals withmeas(Iq) ≤ N−τ ,
where K1 = [2/
√
κ0] + 1. The symbol [ · ] denotes the integer part. 
Our goal is to show that a matrix A at the larger scale N ′, where
N ′ = Nχ with χ > 1 (3.22)
is N ′-good under some conditions, see (3.23)-(3.25) and (A1)-(A3) in proposition 3.8.
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Proposition 3.8. Assume
δ ∈ (0, 1/2), τ2 > 2τ + ν + r + 1, C1 := C1(ν, d, r) ≥ 2, χ ∈ [χ0, 2χ0], (3.23)
χ0(τ2 − 2τ − ν − r) > 3(e + C1(s0 + ν + r)), χ0δ > C1, (3.24)
3e+ 2χ0(τ + ν + r) + C1s0 < s1 − ̺ ≤ s2, (3.25)
where e := τ2 + ν + r + s0. For all given Υ > 0, there exist Θ˜ := Θ˜(Υ, s1) > 0 large enough and
N¯(Υ, Θ˜, s2) ∈ N such that: for all N ≥ N¯(Υ, Θ˜, s2) and A ∈ N with diam(A) ≤ 4N ′, if A ∈ MAA
satisfies
(A1) |Q|s1−̺ ≤ Υ with Q = A−Diag(A),
(A2) ‖A−1‖0 ≤ (N ′)τ ,
(A3) The set of (A, N )-bad sites B admits a partition ⋃αOα into disjoint clusters with
diam(Oα) ≤ NC1 , d(Oα,Oβ) ≥ N2, ∀α 6= β, (3.26)
then A is N ′-good with
|A−1|s ≤ 1
4
(N ′)τ2((N ′)δs + |Q|s), ∀s ∈ [s0, s2]. (3.27)
Proof. The proof of the proposition is shown in the Appendix. 
3.2. Separation properties of bad sites. Let us check that the assumption (A3) in Proposition 3.8 holds.
Definition 3.9 ((A(u, θ), N )-strongly-regular/(A(u, θ), N )-weakly-singular site). The index n = (l, j) ∈ N
is (A(u, θ), N )-strongly-regular if AN,l,j(ǫ, λ, u, θ) (see (2.16)) is N -good, where A(ǫ, λ, u, θ) is defined in
(2.15). Otherwise n is (A(u, θ), N)-weakly-singular.
Definition 3.10 ((A(u, θ), N )-strongly-good/(A(u, θ), N )-weakly-bad site). The index n = (l, j) ∈ N is
(A(u, θ), N )-strongly-good if it is regular for A(ǫ, λ, u, θ) or all the sites n′ = (l′, j′) with d(n, n′) ≤ N are
(A(u, θ), N )-strongly-regular. Otherwise n is (A(u, θ), N)-weakly-bad.
Lemma 3.11. For j0 ∈ Γ+(M ), χ ∈ [χ0, 2χ0], if the site n = (l, j) ∈ N with |l| ≤ N ′, |j − j0| ≤ N ′ is
(A(u, θ), N )-strongly-good, then it is (AN ′,j0(ǫ, λ, u, θ), N)-good.
Proof. Let K = W× J with
W := [−N ′, N ′]ν ∩ Zν , J :=
(
j0 +
{ r∑
p=1
jkwk : jk ∈ [−N ′, N ′]
})
∩ Γ+(M).
If n = (l, j) ∈ N with |l| ≤ N ′, |j − j0| ≤ N ′ is regular for A(ǫ, λ, u, θ), then Definition 3.5 and (2.19)
verify that it is (AN ′,j0(ǫ, λ, u, θ), N)-good.
If n = (l, j) ∈ N with |l| ≤ N ′, |j − j0| ≤ N ′ is (A(u, θ), N )-strongly-regular, and set l := (lk)1≤k≤ν ,
rk := (j0)k − N ′, tk := (j0)k + N ′, r¯k := −N ′, t¯k := N ′, then the N -ball of n is defined as FN :=
F(n, N) := WN × JN , where
WN :=
( ν∏
k=1
Wk
)
∩ Zν , JN :=
{ r∑
k=1
jkwk : jk ∈ Jk
}
∩ Γ+(M), with
lk − r¯k > N, t¯k − lk > N ⇒ Wk :=[lk −N, lk +N ],
lk − r¯k ≤ N, t¯k − lk > N ⇒ Wk :=[¯rk, r¯k + 2N ],
lk − r¯k > N, t¯k − lk ≤ N ⇒ Wk :=[¯tk − 2N, t¯k];
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and
jk − rk > N, tk − jk > N ⇒ Jk :=[jk −N, jk +N ],
jk − rk ≤ N, tk − jk > N ⇒ Jk :=[rk, rk + 2N ],
jk − rk > N, tk − jk ≤ N ⇒ Jk :=[tk − 2N, tk].
It is obvious that d(n,K) > N and diam(FN ) ≤ 2N < 4N . With the help of (2.3), there exists n′ = (l′, j′) ∈
K with d(n, n′) ≤ N such that
FN =
(
(l′ + [−N,N ]ν)×
(
j′ +
{ r∑
k=1
lkwk : lk ∈ [−N,N ]
}))
∩N.
Since n is (A(u, θ), N )-strongly-regular, by Definition 3.10, then
|(AFNFN )−1(ǫ, λ, u, θ)|s = |(AN,l′,j′)−1(ǫ, λ, u, θ)|s ≤ N τ2+δs.

Lemma 3.11 establishes that if n0 = (l0, j0) ∈ N is (AN ′,l0,j0(ǫ, λ, u, θ), N)-bad, then it it (A(u, θ), N)-
weakly-bad for A(ǫ, λ, u, θ) with |l − l0| ≤ N ′, |j − j0| ≤ N ′. Our goal is to get the upper bound of the
number of (A(u, θ), N )-weakly-bad sites (l0, j0) with |l0| ≤ N ′.
Lemma 3.12. Let λ beN -good forA(ǫ, λ, u, θ). For j0 ∈ Γ+(M ), χ ∈ [χ0, 2χ0], the number of (A(u, θ), N )-
weakly-singular sites (l0, j0) with |l0| ≤ 2N ′ does not exceed Nν+d+r+5.
Proof. Definition 3.9 implies that AN,l0,j0(ǫ, λ, u, θ) is N -bad if (l0, j0) is (A(u, θ), N )-weakly-singular.
Using the covariance property (2.21), we obtain that AN,j0(ǫ, λ, u, θ + λω0 · l0) is N -bad, which leads to
θ + λω0 · l0 ∈ BN(j0) (recall (3.19)). By assumption that λ is N -good, we have that (3.20) holds. For
τ > 2χ0ν, we claim that there exists at most one element θ + λω0 · l0 with |l0| ≤ 2N ′ in each interval Iq,
which implies the conclusion of the lemma by (3.20).
Let us check the claim. Suppose that there exists l0 6= l′0 with |l0|, |l′0| ≤ 2N ′ such that θ + λω0 · l0, θ +
λω0 · l′0 ∈ Iq. Then
|λω0 · (l0 − l′0)| = |(θ + λω0 · l0)− (θ + λω0 · l′0)| ≤ meas(Iq) ≤ N−τ . (3.28)
Moreover (1.3) gives that, for λ ∈ Λ = [1/2, 3/2],
|λω0 · l| ≥ γ0|l|−ν , ∀l ∈ Zν\{0},
which carries out
|λω0 · (l0 − l′0)| ≥
γ0
|l0 − l′0|ν
≥ γ0
(4N ′)ν
(3.22)
=
γ0
4ν
N−χν .
If τ > 2χ0ν, then this leads to a contradiction to (3.28) for N ≥ N¯(γ0, ν) large enough. 
Corollary 3.13. Let λ be N -good for A(ǫ, λ, u, θ). For j0 ∈ Γ+(M ), the number of (A(u, θ), N )-weakly-
bad sites (l0, j0) with |l0| ≤ N ′ does not exceed N2ν+d+2r+6.
Proof. Since |l − l0| ≤ N ⇒ |l| ≤ N ′ + N , Lemma 3.12 establishes that the number of (A(u, θ), N )-
weakly-singular sites (l, j) with |l − l0| ≤ N, |j − j0| ≤ N is bounded from above by Nν+d+r+5 × 4rN r.
By Definition 3.10, each (l0, j0), which is (A(u, θ), N )-weakly-bad, is included in some N -ball centered at
an (A(u, θ), N )-weakly-singular site. Moreover each of these balls contain at most 4νNν sites of the form
(l, j0). Hence the number of (A(u, θ), N )-weakly-bad sites is at most 4ν+rNν+d+2r+5 ×Nν . 
Let us estimate the spatial components of the (A(u, θ), N )-weakly-bad sites for A(ǫ, λ, u, θ) with |(l, j −
j0)| ≤ N ′.
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Definition 3.14. Denote by {nk, k ∈ [0, L] ∩N} a sequence of site with nk 6= nk′ , ∀k 6= k′. For B˜ ≥ 2, we
call {nk, k ∈ [0, L˜] ∩N} a B˜-chain of length L˜ with |nk+1 − nk| ≤ B˜, ∀k = 0, · · · , L˜− 1.
Lemma 3.15. For ǫ small enough, there exists C(ν, d, r) > 0 such that, ∀θ ∈ R and ∀N ∈ N+, any B˜-chain
of the (A(u, θ), N )-weakly-bad sites for A(ǫ, λ, u, θ) with |(l, j − j0)| ≤ N ′ has length L˜ ≤ (B˜N)C(ν,d,r).
Proof. Here we exploit that n ∈ N is singular if it is (A(u, θ), N )-weakly-bad. Denote by {nk, k ∈ [0, L˜]∩N}
a B˜-chain of singular sites. Then
max{|lk+1 − lk|, |jk+1 − jk|} ≤ B˜, ∀k = 0, · · · , L˜− 1. (3.29)
It follows from Definition 3.3 and the definition of λj that
| − (λω0 · lk + θ)2 + (‖jk + ρ‖2 − ‖ρ‖2)2 +m| < Θ˜ + 1. (3.30)
In fact, Definition 3.3 shows that
| − (λω0 · l + θ)2 + λ2j +m− ǫm¯| ≤ Θ˜.
Clearly, we obtain that |ǫm¯| ≤ 1 if ǫ is small enough, which lead to (3.30). With the help of (3.30), we deduce
| − (λω0 · lk + θ)2 + (‖jk + ρ‖2 − ‖ρ‖2)2| < Θ˜ + 1 +m
⇒| − λω0 · lk − θ + ‖jk + ρ‖2 − ‖ρ‖2| <
√
Θ˜ + 1 +m
or |λω0 · lk + θ + ‖jk + ρ‖2 − ‖ρ‖2| <
√
Θ˜ + 1 +m.
Then one of the following θ-independent inequalities holds:∣∣±(λω0 · (lk+1 − lk)) + (‖jk+1 + ρ‖2 ± ‖jk + ρ‖2)∣∣ < 2(√Θ˜ + 1 +m+ ‖ρ‖2) ,
which leads to ∣∣‖jk+1 + ρ‖2 ± ‖jk + ρ‖2∣∣ < 2(√Θ˜ + 1 +m+ ‖ρ‖2 + B˜) .
Combining this with the inequality∣∣‖jk+1 + ρ‖2 − ‖jk + ρ‖2∣∣ ≤ ‖jk+1 + ρ‖2 + ‖jk + ρ‖2
yields ∣∣‖jk + ρ‖2 − ‖jk0 + ρ‖2∣∣ ≤ 2(√Θ˜ + 1 +m+ ‖ρ‖2 + B˜) |k − k0|. (3.31)
Due to (2.7), (3.29), (3.31) and the equality
(jk0 + ρ) · (jk − jk0) =
1
2
(‖jk + ρ‖2 − ‖jk0 + ρ‖2 − ‖jk − jk0‖2) ,
we obtain
|(jk0 + ρ) · (jk − jk0)| ≤
(√
Θ˜ + 1 +m+ ‖ρ‖2 + B˜
)
|k − k0|+ (b22/2)|k − k0|2B˜2
≤
(√
Θ˜ + 1 +m+ ‖ρ‖2 + b22 + 1
)
|k − k0|2B˜2. (3.32)
Define the following subspace of Rr by
F := spanR{jk − jk′ : k, k′ = 0, · · · , L˜} = spanR{jk − jk0 : k = 0, · · · , L˜}.
Let t be the dimension of F . Denote by ζ1, · · · , ζt a basis of F . It is clear that t ≤ r.
Case1. For all k0 ∈ [0, L˜] ∩N, we have
Fk0 := spanR{jk − jk0 : |k − k0| ≤ L˜υ, k = 0, · · · , L˜} = F .
Formula (3.29) indicates that
|ζp| = |jp − jk0 | ≤ |p− k0|B˜ ≤ L˜υB˜, p = 0, · · · , L˜. (3.33)
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Let ΠF denote the orthogonal projection on F . Then
ΠF (jk0 + ρ) =
t∑
p=1
zpζp (3.34)
for some zp ∈ R, p = 1, · · · , t. Hence we get
ΠF (jk0 + ρ) · ζp′ =
t∑
p=1
zpζp · ζp′ .
Based on above fact, we consider the linear system Qz = y, where
Q = (Qpp′)p,p′=1,··· ,t with Qpp′ = ζp · ζp′ , yp′ = ΠF (jk0 + ρ) · ζp′ = (jk0 + ρ) · ζp′.
It follows from (3.32)-(3.33) that
|yp′ | ≤
(√
Θ˜ + 1 +m+ ‖ρ‖2 + b22 + 1
)
(L˜υB˜)2, |Qpp′| ≤ (L˜υB˜)2. (3.35)
In addition, by formula (2.2), we verify
zt det(Q) ∈ Z, namely zt|det(Q)| ≥ 1. (3.36)
Let Q∗ be the adjoint matrix of Q. It follows from Hadamard inequality that∣∣(Q∗)pp′∣∣ ≤ ∏
p6=p,1≤p≤t
( ∑
p′ 6=p′,1≤p′≤t
|Qpp′ |2
)1/2
,
which leads to ∣∣(Q∗)pp′∣∣ (3.35)≤ (t− 1) t−12 (L˜υB˜)2(t−1).
Based on above inequality, (3.35)-(3.36) and Cramer’s rule, we can obtain
|zp| ≤
t∑
p′=1
|Q−1pp′yp′ | ≤ zttt
(√
Θ˜ + 1 +m+ ‖ρ‖2 + b22 + 1
)
(L˜υB˜)2t.
Combining this with formulae (3.33)-(3.34) derives
ΠF (jk0 + ρ) ≤ t|zp||ζp| ≤ zttt+1
(√
Θ˜ + 1 +m+ ‖ρ‖2 + b22 + 1
)
(L˜υB˜)2t+1.
As a consequence
|jk1 − jk2 | = |(jk1 − jk0)− (jk2 − jk0)| = |ΠF (jk1 + ρ)−ΠF (jk2 + ρ)|
≤ 2zrrr+1(
√
Θ˜ + 1 +m+ ‖ρ‖2 + b22 + 1)(L˜υB)2r+1.
Counted without multiplicity, the number of jk ∈ Γ+(M ) is bounded from above by
4r
(
2zrrr+1
(√
Θ˜ + 1 +m+ ‖ρ‖2 + b22 + 1
)
(L˜υB˜)2r+1
)r
,
namely
♯
{
jk, 0 ≤ k ≤ L˜
}
≤ 23rzr2rr(r+1)
(√
Θ˜ + 1 +m+ ‖ρ‖2 + b22 + 1
)r
(L˜υB˜)r(2r+1). (3.37)
For each k0 ∈ [0, L˜], Corollary 3.13 shows that the number of k ∈ [0, L˜] such that jk = jk0 does not exceed
N2ν+d+2r+6. Hence, in view of (3.37), the following holds:
L˜ ≤ 23rzr2rr(r+1)
(√
Θ˜ + 1 +m+ ‖ρ‖2 + b22 + 1
)r
(L˜υB˜)r(2r+1)N2ν+d+2r+6. (3.38)
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If υ < 12r(2r+1) , then (3.38) derives
L˜
1
2 ≤ 23rzr2rr(r+1)
(√
Θ˜ + 1 +m+ ‖ρ‖2 + b22
)r
B˜r(2r+1)N2ν+d+2r+6
⇒ L˜ ≤ 26rz2r2r2r(r+1)
(√
Θ˜ + 1 +m+ ‖ρ‖2 + b22
)2r
B˜2r(2r+1)N2(2ν+d+2r+6).
Case2. If there exist some k′0 ∈ [0, L˜] ∩N such that dimFk′0 ≤ r − 1, for k0 ∈ I˜, then we consider
F 1k0 := spanR
{
jk − jk0 : |k − k0| < L˜υ1 , k ∈ I˜
}
= spanR
{
jk − jk0 : k ∈ I˜
}
where
L˜1 = L˜
υ, I˜ := {k : |k − k′0| < L˜υ} ∩ ([0, L˜] ∩N).
The upper bound of L˜1 can be proved by the same method as employed on L˜, namely
L˜1 = L˜
υ ≤ 26rz2r2r2r(r+1)
(√
Θ˜ + 1 +m+ ‖ρ‖2 + b22
)2r
B˜2r(2r+1)N2(2ν+d+2r+6).
In addition the iteration is carried out at most r steps owing to the fact t ≤ r. Hence
L˜r = L˜
rυ ≤ 26rz2r2r2r(r+1)
(√
Θ˜ +m+ ‖ρ‖2 + b22
)2r
B˜2r(2r+1)N2(2ν+d+2r+6).
Hence there exists some constant C(ν, d, r) > 0 such that L˜ ≤ (B˜N)C(ν,d,r). 
In addition, the following equivalence relation is defined.
Definition 3.16. We say that x˜ ≡ y˜ if there is a N2-chain {nk, k ∈ [0, L˜] ∩N} connecting x˜ to y˜, namely
n0 = x˜, nL˜ = y˜.
Let us state the following proposition.
Proposition 3.17. If we suppose
(1) λ is N -good for A , (2) τ > 2χ0ν,
then there exist C1 := C1(ν, d, r) ≥ 2 and Nˆ := Nˆ(ν, d, r, γ0,m, z, Θ˜, ρ, b2) such that, ∀N ≥ Nˆ , ∀θ ∈ R,
the (A(u, θ), N )-weakly-bad sites for A(ǫ, λ, u, θ) with |l| ≤ N ′, |j − j0| ≤ N ′ admits a partition ∪αOα,
where
diam(Oα) ≤ NC1 , d(Oα,Oβ) > N2, ∀α 6= β.
Proof. Let B˜ = N2. By Definition 3.16, the equivalence relation induces that a partition of the (A(u, θ), N )-
weakly-bad sites for A(ǫ, λ, u, θ) with |l| ≤ N ′, |j − j0| ≤ N ′ satisfies
diam(Oα) ≤ L˜B˜ ≤ NC1 , d(Oα,Oβ) > N2, ∀α 6= β,
where C1 := C1(ν, d, r) = 3C(ν, d, r) + 2. 
Thus the assumption (A3) in Proposition 3.8 holds by Proposition 3.17 for j0 = 0, θ = 0.
3.3. Measure and “complexity” estimates. We define
B0N (j0) :=B
0
N (j0; ǫ, λ, u) :=
{
θ ∈ R : ‖A−1N,j0(ǫ, λ, u, θ)‖0 > N τ
}
=
{
θ ∈ R : ∃ an eigenvalue of AN,j0(ǫ, λ, u, θ) with modulus less than N−τ
}
, (3.39)
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where ‖ · ‖0 is the operator L2-norm. Moreover we also define
G 0N (u) :=
{
λ ∈ Λ : ∀j0 ∈ Γ+(M), B0N (j0) ⊂
Nν+d+r+5⋃
q=1
Iq, where Iq = Iq(j0)
are disjoint intervals with measure meas(Iq) ≤ N−τ
}
. (3.40)
It follows from (2.13), (2.15), (2.17), (3.7), (3.12), ‖u‖s1 ≤ 1 and the definitions of PN,j0 ,HN,j0 that
|AN,j0(ǫ, λ, u, θ)−Diag(AN,j0(ǫ, λ, u, θ))|s1−̺ ≤ C(s1)‖PN,j0(V¯ + (DF )(u))|HN,j0 ‖s1 ≤ C
′(s1).
Using the above fact and Proposition 3.8 for N ′ := N,A := AN,j0(ǫ, λ, u, θ), if ‖A−1N,j0(λ, ǫ, θ)‖0 ≤ N τ ,
then one has
|A−1N,j0(ǫ, λ, u, θ)|s ≤ N τ2+δs, ∀s ∈ [s0, s1 − ̺].
This implies that
∀θ /∈ B0N (j0)⇒ AN,j0(ǫ, λ, u, θ) is N-good,
which leads to BN (j0) ⊂ B0N (j0).
Lemma 3.18. Let µˆk(M1), µˆk(M2) be eigenvalues of M1,M2 respectively, where Mp, p = 1, 2 are self-
adjoint matrices of the same dimension, then µˆk(Mp), p = 1, 2 are ranked in nondecreasing order with
|µˆk(M1)− µˆk(M2)| ≤ ‖M1 −M2‖0. (3.41)
Lemma 3.19. Let M(η) be a family of self-adjoint matrices in MEE with C1 depending on the parameter
η ∈ H ⊂ R. Assume ∂ηM(η) ≥ bI for some b > 0, then, for all a > 0, the Lebesgue measure
meas
({η ∈ H : ‖M−1(η)‖0 ≥ a−1}) ≤ 2♯Eab−1,
where ♯E denotes the cardinality of the set E. Furthermore one has{
η ∈ H : ‖M−1(η)‖0 ≥ a−1
} ⊂ ⋃
1≤q≤♯E
Iq, with meas(Iq) ≤ 2ab−1.
‖M−1(η)‖0 :=∞ ifM(η) is not invertible.
Proof. The proof is given by Lemma 5.1 of [1]. 
Letting v ≥ 1 and
N ≥ 2‖ρ‖, (3.42)
by (2.7) and the definition of λj , simple calculation yields
λ2j > v
2(v− 1)2N4 if |j| > vb−11 N, (3.43)
λ2j ≤ 4v2(v+ 1)2(b2/b1)4N4 if |j| ≤ vb−11 N, (3.44)
where b1, b2 are given in (2.7). In addition, we assume that
N ≥ N¯(V, ν, d, ρ) > 0 large enough, and ǫκ−10 (‖T ′′‖0 + ‖∂λT ′′‖0) ≤ c (3.45)
for some constant c > 0.
Lemma 3.20. ∀j0 ∈ Γ+(M ), with |j0| > b1+3b1 N , ∀λ ∈ Λ, we have
B0N (j0) ⊂
Nν+d+2⋃
q=1
Iq, where Iq = Iq(j0) are intervals withmeas(Iq) ≤ N−τ .
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Proof. It follows from (3.41) that all the eigenvalues µˆl,j,p(θ), p = 1, · · · , dj of AN,j0(λ, ǫ, θ) satisfy
µˆl,j,p(θ) = −(λω0 · l + θ)2 + λ2j +O(‖V ‖0 + ǫ‖T ′′‖0).
The fact |j − j0| ≤ N gives that |j| > 3Nb1 , which leads to λ2j > 36N4 owing to (3.43). Combining this with
|λω0| ≤ 32 and |l| ≤ N yields
−(λω0 · l + θ)2 + λ2j > −(
3
2
+ |θ|)2 + 36N4 > 15N2, ∀|θ| ≤ 3N.
Therefore, by means of (3.45) and (3.12), we deduce µˆl,j,p(θ) ≥ N2, which implies
B0N(j0) ∩ [−3N, 3N ] = ∅.
Based on above fact, denote by
B0,+N (j0) = B
0
N (j0) ∩ (3N,+∞), B0,−N (j0) = B0N(j0) ∩ (−∞,−3N).
We restrict our attention for θ > 3N . Define
E := {(l, j, p) ∈ N×N : |l| ≤ N, |j − j0| ≤ N, p ≤ dj} .
It follows from the inequality dj ≤ ‖j + ρ‖d−r that ♯E ≤ CNν+d. In addition,
∂θ(−AN,j0(ε, λ, θ)) = diag|l|≤N,|j−j0|≤N2(λω0 · l + θ)Idj ≥ (6N − 3N)I = 3N I.
Applying Lemma 3.19, for a = N−τ , b = 3N and ♯E ≤ CNν+d, we have
B0,+N (j0) ⊂
Nν+d+1⋃
q=1
Iq,
where the intervals Iq = Iq(j0) satisfy meas(Iq) ≤ 2N−τ (3N)−1 ≤ N−τ .
The proof on B0,−N can apply the similar step as above. For the sake of convenience, we omit the process.
Therefore, we have
B0N(j0) ⊂
Nν+d+2⋃
q=1
Iq, where Iq = Iq(j0) are intervals with meas(Iq) ≤ N−τ .

Now consider the case j0 ≤ b1+3b1 N . We have to study the measure of the set
B02,N (j0) := B
0
2,N(j0; ǫ, λ, u) :=
{
θ ∈ R : ‖A−1N,j0(λ, ǫ, u, θ)‖0 > N τ/2
}
.
With the help of the upper bound of meas(B02,N (j0)), a complexity estimate for B
0
N (j0) can be obtained.
Lemma 3.21. ∀j0 ∈ Γ+(M ), with |j0| ≤ b1+3b1 N , ∀λ ∈ Λ, we have
B02,N(j0) ⊂ [−sN2, sN2] with s = 2((2b1 + 4)2 + 1)(b2/b1)2.
Proof. If |θ| > sN2, then one has
|λω0 · l + θ| ≥ |θ| − |λω0 · l| > sN2 − 3
2
N > 2(2b1 + 4)
2(b2/b1)
2N2.
Since |j − j0| ≤ N ⇒ |j| ≤ 2b1+3b1 N , by (3.44), it gives
λ2j ≤ (2(2b1 + 3)(2b1 + 4))2(b2/b1)4N4.
Then, due to (3.12) and (3.45) , all the eigenvalues µˆl,j,p(θ), p = 1, · · · , dj of AN,j0(ǫ, λ, u, θ) satisfy that,
for all |θ| > sN2,
µˆl,j,p(θ) = −(λω0 · l + θ)2 + λ2j +O(‖V ‖0 + ǫ‖T ′′‖0) ≤ −(b2/b1)4N4,
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which implies the conclution of the lemma. 
Lemma 3.22. Let h = meas(B02,N (j0)). ∀j0 ∈ Γ+(M ), with |j0| ≤ b1+3b1 N , ∀λ ∈ Λ, the following holds
B0N (j0) ⊂
ChNτ+1⋃
q=1
Iq,
where Iq = Iq(j0) are intervals withmeas(Iq) ≤ N−τ .
Proof. For brevity, we write AN,j0(θ) := AN,j0(ǫ, λ, u, θ). If θ ∈ B0N (j0), then there exists an eigenvalue
µˆl1,j1,p1(AN,j0(θ)) of AN,j0(θ) with
|µˆl1,j1,p1(AN,j0(θ))| ≤ N−τ .
Consequently, we have that, for |∆θ| ≤ 1,
‖AN,j0(θ +∆θ)−AN,j0(θ)‖0 =‖Diag|l|≤N,|j−j0|≤N((λω0 · l + θ)2 − (λω0 · l + θ +∆θ)2)Idj‖0
=|(2λω0 + 2θ +∆θ)(∆θ)| ≤ (4N + 2|θ|+ 1)|∆θ|.
If (4N + 2|θ|+ 1)|∆θ| ≤ N−τ , then it follows from (3.41) that
|µˆl1,j1,p1(AN,j0(θ +∆θ))− µˆl1,j1,p1(AN,j0(θ))| ≤ N−τ ,
which gives rise to
µˆl1,j1,p1(AN,j0(θ +∆θ)) ≤ 2N−τ .
Hence θ +∆θ ∈ B02,N (j0), that is
(4N + 2|θ|+ 1)|∆θ| ≤ N−τ ⇒ θ +∆θ ∈ B02,N (j0).
By Lemma 3.21, we have to guarantee
(4N + 2sN + 1)|∆θ|) ≤ N−τ with s = 2((2b1 + 4)2 + 1)(b2/b1)2.
This indicates |∆θ| ≤ c(s)N−(τ+1), which carries out
[θ − c(s)N−(τ+1), θ + c(s)N−(τ+1)] ⊂ B02,N (j0).
Therefore B0N (j0) is included in an union of intervals Jp with disjoint interiors, namely
B0N (j0) ⊂
⋃
p
Jp ⊂ B02,N (j0) with meas(Jp) ≥ 2c(s)N−(τ+1).
Now we decompose each Jp as an union of non-overlapping intervals with
1
2
c(s)N−(τ+1) ≤ meas(Iq) ≤ c(s)N−(τ+1). (3.46)
Thus we get
B0N (j0) ⊂
⋃
q=1,··· ,q0
Iq ⊂ B02,N (j0),
where Iq satisfies (3.46). Since Iq does not overlap, we deduce
1
2
c(s)N−(τ+1)q0 ≤
q0∑
q=1
meas(Iq) ≤ meas(B02,N (j0)) =: h,
which gives q0 ≤ ChN τ+1. 
Define
B˜02,N(j0) := B˜
0
2,N (j0; ǫ, u) :=
{
(λ, θ) ∈ Λ×R : ‖A−1N,j0(ǫ, λ, u, θ)‖0 > N τ/2
}
.
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Lemma 3.23. ∀j0 ∈ Γ+(M ), with |j0| ≤ b1+3b1 N , ∀λ ∈ Λ, there exists some constant C0 > 0 such that
meas(B˜02,N (j0)) ≤ C0N−τ+ν+d+2. (3.47)
Proof. Let
ξ =
1
λ2
, ζ =
θ
λ
, (ξ, ζ) ∈ [4/9, 4] × [−2sN2, 2sN2]
with s = 2((2b1 + 4)
2 + 1)(b2/b1)
2. Thus we consider the following self-adjoint matrices
L(ξ, ζ) := λ−2AN,j0(ǫ, λ, u, θ) =diag|l|≤N,|j−j0|≤N
(
(−(ω0 · l + ζ)2)Idj
)
+ ξPˇN0,j0(∆
2 + V (x))|HˇN0,j0
− ǫξT ′′(ǫ, 1/
√
ξ).
Formula (1.4) implies PˇN0,j0(∆
2 + V (x))|HˇN0,j0
≥ κ0I, which leads to
∂ξL(ξ, ζ) = PˇN0,j0(∆
2 + V (x))|HˇN0,j0
− ǫT ′′ − ǫ
2
ξ−1/2∂λT ′′
(3.45)
≥ κ0/2.
Combining this with Lemma 3.19 for a = 8N−τ , b = κ0/2, ♯E ≤ CNν+d, for each ζ ∈ [−2sN2, 2sN2], we
obtain
meas({ξ ∈ [4/9, 4] : ‖L−1(ξ, ζ)‖0 > N τ/8}) ≤ 2CNν+d8N−τ2/κ0 ≤ C′N−τ+ν+d.
Integrating in ζ ∈ [−2sN2, 2sN2] yields ‖L−1(ξ, ζ)‖0 ≤ N τ/8 except for ξ in a set of measureO(N−τ+ν+d+2).
In addition ∣∣∣∣det(∂(ξ, ζ)∂(λ, θ)
)∣∣∣∣ = 1λ4 ≥ 16 .
Combining this with AN,j0(ǫ, λ, u, θ) = λ2L(ξ, η) yields
‖A−1N,j0(λ, ǫ, u, θ)‖0 ≤ λ−2‖L−1(ξ, ζ)‖0 ≤ λ−2N τ/8 ≤ N τ/2,
for all (λ, θ) ∈ Λ×R except for λ in a set of measure O(N−τ+ν+d+2). 
Define
UN (u) :=
{‖A−1N (ǫ, λ, u)‖0 ≤ N τ} , (3.48)
where A−1(ǫ, λ, u), A−1N (ǫ, λ, u) are defined in (2.11), (2.20) respectively. A similar computation as the
proof of Lemma 3.23 verifies
meas(Λ \UN ) ≤ N−τ+ν+d+3 ≤ N−1 (3.49)
for τ ≥ ν + d+ 4. Moreover define the following set
CN(j0) =
{
λ ∈ Λ : meas(B02,N (j0)) ≥ C−1N−τ+ν+d+r+3
}
, (3.50)
where C is given in Lemma 3.22.
Lemma 3.24. ∀j0 ∈ Γ+(M ), with |j0| ≤ b1+3b1 N , ∀λ ∈ Λ, one has meas(CN (j0)) = O(N−r−1).
Proof. Fubini Theorem yeilds that, for x = C−1N−τ+ν+d+r+3,
meas(B˜02,N (j0)) =
∫ 3
2
1
2
dλmeas(B02,N (j0))
≥xmeas{λ ∈ Λ : meas(B02,N (j0)) ≥ x},
which leads to
meas
{
λ ∈ Λ : meas(B02,N (j0)) ≥ x
} ≤ 1
x
meas(B˜02,N (j0))
(3.47)
≤ 1
x
C0N
−τ+ν+d+2 = C0CN
−r−1.

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Proposition 3.25. Assume (3.45) holds. There exists some constant C1 > 0 such that the set Λ \ G0N has
measure
meas(Λ \ G 0N (u)) ≤ C1N−1, (3.51)
where Λ,G 0N (u) are defined in (1.2), (3.40) respectively.
Proof. By definition (3.50), ∀λ /∈ CN(j0), we have
meas(B02,N (j0)) ≤ C−1N−τ+ν+d+r+3.
Combining this with Lemma 3.22 deduces that, ∀λ /∈ CN(j0), ∀j0 ∈ Λ+(M ) with |j0| ≤ b1+3b1 N ,
B0N(j0) ⊂
ChNτ+1⋃
q=1
Iq ⊂
Nν+d+r+4⋃
q=1
Iq with meas(Iq) ≤ N−τ . (3.52)
It follows from (3.52) and Lemma 3.20 that, ∀λ /∈ CN (j0), ∀j0 ∈ Γ+(M ),
B0N(j0) ⊂
Nν+d+r+5⋃
q=1
Iq, where Iq = Iq(j0) are intervals with meas(Iq) ≤ N−τ .
Hence, for all j0 ∈ Γ+(M) with |j0| ≤ b1+3b1 N , we have
Λ \ G 0N (u) ⊂
⋃
|j0|≤(b1+3)b
−1
1 N
CN (j0).
Applying Lemma 3.24 yields
meas(Λ \ G 0N (u)) ≤
∑
|j0|≤(b1+3)b
−1
1 N
meas(CN (j0)) = O(N
−1).

3.4. Nash-Moser iteration. We first give the following iterative theorem. From now on, we fix
δ := 1/4, τ1 := 3ν + d+ 1, χ0 := 3C1 + 9, (3.53)
τ := max{τ1 + 3, 2χ0ν + 1} = max{3ν + d+ 4, 2χ0ν + 1}, τ2 := 3τ + 2(ν + r) + (ν + d), (3.54)
s0 := ν + d, s1 := 12χ0(τ + (ν + r) + (ν + d)), s2 := 12τ2 + 8s1 + 12, (3.55)
and σ = τ2 + 3δs1 + 3. (3.56)
Remark 3.26. Formulae (3.53)-(3.55) satisfy τ ≥ max{τ1 + 1, ν + d+4} (see (3.49)), assumptions (3.23)-
(3.25) and (2) in Propositions 3.8 and 3.17 respectively. The choice of τ1 is seen in Lemma 3.37. Moreover
the choices of δ, s1 satisfy δs1 ≥ ̺/2, where ̺ is given in Lemma 2.6.
Setting γ > 0, we restrict λ to the set
U :=
{
λ ∈ Λ : ‖((−(λω0 · l)2)Idj + PˇN0,0(∆2 + V (x))|HˇN0,0)
−1‖L2x ≤ γ−1N τ10 , ∀|l| ≤ N0
}
=
{
λ ∈ Λ : | − (λω0 · l)2 + λˆj,p| ≥ γN−τ10 , ∀|l| ≤ N0,∀|j| ≤ N0, 1 ≤ p ≤ dj
}
, (3.57)
where λˆj,p, p = 1, · · · , dj are eigenvalues of PˇN0,0(∆2 + V (x))|HˇN0,0 .
Theorem 3.27. There exist c¯, γ¯ (depending on ν, d, r, V, γ0, κ0) such that if
N0 ≥ 16γ−1, γ ∈ (0, γ¯), ǫ0N s20 ≤ c¯, (3.58)
then there is a sequence (un)n≥0 of C
1 maps un : [0, ǫ0)× Λ→ Hs1 satisfying
(F1)n≥0 un ∈ HNn , un(0, λ) = 0, ‖un‖s1 ≤ 1, ‖∂λun‖s1 ≤ C¯N τ1+s1+10 γ−1.
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(F2)n≥1 ‖uk − uk−1‖s1 ≤ N−σ−1k , ‖∂λ(uk − uk−1)‖s1 ≤ N
− 1
2
k , ∀1 ≤ k ≤ n,.
(F3)n≥1 one has
‖u− un−1‖s1 ≤ N−σn ⇒
n⋂
k=1
G 0Nk(uk−1) ⊂ GNn(u),
where G 0N (u),GN (u) are defined in (3.40), (3.21) respectively.
(F4)n≥0 Set
Dn :=
n⋂
k=1
UNk(uk−1) ∩
n⋂
k=1
G 0Nk(uk−1) ∩U , (3.59)
where UN (u),U are defined in (3.48), (3.57) respectively. If λ ∈ B(Dn, N−σn ), then un(ǫ, λ) solves the
equation
PNn(Lλu− ǫF (u)) = 0. (PNn )
(F5)n≥0 Letting An := ‖un‖s2 and A ′n := ‖∂λun‖s2 , we have
(1) An ≤ N2τ2+2δs1+2n , (2) A ′n ≤ N4τ2+2s1+6n .
The sequence (un)n≥0 converges in s1-norm to a map
u(ǫ, ·) ∈ C1(Λ;Hs1) with u(0, λ) = 0.
Moreover
Dǫ :=
⋂
n≥0
Dn (3.60)
is the Cantor-like set, and for all λ ∈ Dǫ, u(ǫ, λ) is a solution of (2.1) with ω = λω0.
Remark 3.28. The case (F2)n=0 for u−1 := 0 is seen as (F1)0.
Step1: Initialization. Let us check that (F1)0, (F4)0, (F5)0 hold. In the first step of iteration, the equation
(PN0) is written as the following form
LN0u = ǫPN0F (u) with LN0 := PN0(Lλ)|HN0 , ∀u ∈ HN0 , (3.61)
where Lλ is given by (2.10).
Lemma 3.29. For all λ ∈ B(U , 2N−σ0 ), the operator LN0 is invertible with
‖L−1N0‖s1 ≤ 2cs12 γ−1N τ1+s10 . (3.62)
Proof. For all λ ∈ B(U , 2N−σ0 ), there exists λ1 ∈ U such that |λ1−λ| ≤ 2N−σ0 . IfN0 ≥ 16γ−1 ≥ 2, then
it follows (1.2) and (3.57) that, for all σ ≥ τ1 + 3,
| − (λω0 · l)2 + λˆj,k| ≥γN−τ10 − |(λ1ω0 · l)2 − (λω0 · l)2|
≥γN−τ10 − |λ1 − λ||λ1 + λ||ω0|2|l|2 ≥ γN−τ10 − 2N−σ0 4|ω0|2N20
≥γ
2
N−τ10 . (3.63)
This gives that ‖L−1N0‖0 ≤ 2γ−1N
τ1
0 . Combining this with formula (3.4), we get the conclusion of the
lemma. 
Then solving equation (3.61) is reduced to the fixed point problem u = U0(u), where
U0 : HN0 → HN0 , u 7→ ǫL−1N0PN0F (u). (3.64)
Lemma 3.30. If ǫγ−1N τ1+s1+σ0 ≤ c0(s1) is small enough, ∀λ ∈ B(U , 2N−σ0 ), the map U0 is a contraction
in B(0, ρ0) :=
{
u ∈ HN0 : ‖u‖s1 ≤ ρ0 := N−σ0
}
.
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Proof. If ǫγ−1N τ1+s1+σ0 ≤ c0(s1) is small enough, owing to (3.7), (3.62) and ‖u‖s1 ≤ 1, then it shows
‖U0(u)‖s1 ≤2ǫcs12 γ−1N τ1+s10 ‖F (u)‖s1 ≤ 2ǫcs12 γ−1N τ1+s10 C(s1)(1 + ‖u‖s1) ≤ N−σ0 .
In addition, by (3.7), (3.62) and ‖u‖s1 ≤ 1, we have that, for ǫγ−1N τ1+s1+σ0 ≤ c0(s1) small enough,
‖(DU0)(u)‖s1 = ǫ‖L−1N0PN0(DF )(u)|HN0 ‖s1 ≤ 2ǫc
s1
2 γ
−1N τ1+s10 ‖PN0(DF )(u)|HN0 ‖s1
≤ 2ǫcs12 γ−1N τ1+s10 C(s1)(1 + ‖u‖s1) ≤ 1/2. (3.65)
Thus the map U0 is a contraction in B(0, ρ0). 
Denote by u˜0 the unique solution of equation (3.61) in B(0, ρ0). The map U0 (see (3.64)) has u = 0 as a
fixed point for ǫ = 0 . By uniqueness we deduce u˜0(0, λ) = 0. The implicit function theorem implies that
u˜0(ǫ, ·) ∈ C1(B(U , 2N−σ0 );HN0) with
∂λu˜0 = −L−1N0(ǫ, λ, u˜0)(∂λLN0)u˜0, (3.66)
where
LN0(ǫ, λ, u˜0) := LN0 − ǫPN0((DF )(u˜0))|HN0 , ∂λLN0 = PN0(2λ(ω0 · ∂ϕ)
2)|HN0 . (3.67)
Formulae (3.65) and (3.62) give that LN0(ǫ, λ, u˜0) is invertible with
‖L−1N0(ǫ, λ, u˜0)‖s1 = ‖(I− ǫL−1N0PN0((DF )(u˜0))|HN0 )
−1L−1N0‖s1 ≤ 2‖L−1N0‖s1 ≤ 4c
s1
2 γ
−1N τ1+s10 .
Consequently, applying ‖u˜0‖s1+2
(3.4)
≤ c22N20 ‖u˜0‖s1 ≤ c22N2−σ0 , we derive that, for all σ ≥ 2,
‖∂λu˜0‖s1 ≤4cs12 γ−1N τ1+s10 ‖(∂λLN0)u˜0‖s1 ≤ 12cs12 |ω0|2γ−1N τ1+s10 ‖u˜0‖s1+2
≤12cs1+22 γ−1N τ1+s1+2−σ0 ≤ 12cs1+22 γ−1N τ1+s10 . (3.68)
Define a C∞ cut-off function ψ0 : Λ→ [0, 1] as
ψ0 :=
{
1 if λ ∈ B(U , N−σ0 ),
0 if λ ∈ B(U , 2N−σ0 )
with |∂λψ0| ≤ 12cs1+22 Nσ0 . (3.69)
Then u0 := ψ0u˜0 ∈ C1(Λ;HN0). It follows from ‖u˜0‖s1 ≤ ρ0 (see Lemma 3.30), (3.68)-(3.69) that, for all
σ ≥ 2,
‖u0‖s1 ≤ |ψ0|‖u˜0‖s1 ≤ N−σ0 , (3.70)
‖∂λu0‖s1 ≤ |∂λψ0|‖u˜0‖s1 + |ψ0|‖∂λu˜0‖s1 ≤ 12cs1+22 Nσ0N−σ0 + 12cs1+22 γ−1N τ1+s10
≤ 12cs1+22 γ−1N τ1+s1+10 . (3.71)
Formula (3.70)-(3.71) show that (F1)0 is satisfied. Next, we verify the property (F4)0. Since D0 = U , by
the definition of ψ0 (see (3.69)), the u0(ǫ, λ) solves the equation (P0) for all λ ∈ B(D0, 2N−σ0 ).
Let us show that the upper bounds of u0, ∂λu0 on s2-norm. Applying the equality u0 = U0(u0), (3.4),
(3.64), (3.62), (3.7), (3.58), (3.54) and the inequality ‖u0‖s1 ≤ 1, we derive
‖u0‖s2 =‖U0(u0)‖s2 ≤ cs2−s12 N s2−s10 ‖U0(u0)‖s1 ≤ ǫcs22 N s2−s10 2γ−1N τ1+s10 C(s1)(1 + ‖u0‖s1)
≤N τ1+20 ≤ N2τ2+2δs1+20 . (3.72)
For all λ ∈ B(D0, 2N−σ0 ), if τ ≥ τ1 + 1 (N0 ≥ 2γ−1), then (3.63) infers
| − (λω0 · l)2 + λˆj,p| ≥ γ
2
N−τ10 ≥ N−τ0 ,
which indicates that, for N = N0, θ = 0, j0 = 0,
|L−1N0 |s = |(PN0(Lλ)|HN0 )
−1|s
(3.14),(3.16)
≤ 1
2
N τ2+δs0 , ∀s ∈ [s0, s2]. (3.73)
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Consequently, for all s1 ≥ s0 + ̺ and ‖u0‖s1 ≤ 1, we verify
|L−1N0 |s0 |ǫPN0((DF )(u0))|HN0 |s0
(3.58)
≤ ǫ
2
N τ2+δs00 C(s0)(1 + ‖u0‖s0+̺) ≤
1
2
.
Hence, for all s1 ≥ s0 + ̺ and ̺/2 ≤ δs1, it follows from Lemma 2.11, (2.23), (3.4), (3.73), (3.7), (3.55),
(3.72), (3.58), that, for all s ∈ [s1, s2],
|L−1N0(ǫ, λ, u0)|s
(2.32)
≤ C(s)(|L−1N0 |s + |L−1N0 |2s0 |ǫPN0((DF )(u0))|HN0 |s)
≤C(s)(|L−1N0 |s + |L−1N0 |2s0‖ǫPN0((DF )(u0))|HN0‖s+̺)
≤C(s)(1
2
N τ2+δs0 + ǫ
1
4
N
2(τ2+δs0)
0 c
̺
2N
̺
0 ‖PN0((DF )(u0))|HN0‖s)
≤C(s)(1
2
N τ2+δs0 + ǫ
1
4
N
2(τ2+δs0)
0 c
̺
2N
2δs1
0 C(s2)(1 + ‖u0‖s2))
≤N τ2+δs0 .
Combining this with (3.66), (2.26), (3.67), (3.4), (3.72), (3.55), δ = 14 and ‖u0‖s1 ≤ 1 yields
‖∂λu0‖s2 ≤ C(s2)
(
|L−1N0(ǫ, λ, u0)|s1‖(∂λLN0)u0‖s2 + |L−1N0(ǫ, λ, u0)|s2‖(∂λLN0)u0‖s1
)
≤ 3C(s2)c22
(
N τ2+δs10 N
2
0 ‖u0‖s2 +N τ2+δs20 N20 ‖u0‖s1
)
≤ N4τ2+2s1+60 . (3.74)
Formulae (3.72) and (3.74) give that (F5)0 holds.
Step 2: assumption. Assume that we have get a solution un ∈ C1(Λ;HNn) of (PNn) and that properties
(F1)k-(F5)k hold for all k ≤ n.
Step 3: iteration. Our goal is to find a solution un+1 ∈ C1(Λ;HNn+1) of (PNn+1) and to prove the
statements (F1)n+1-(F5)n+1. Denote by
u˜n+1 = un + h with h ∈ HNn+1
a solution of (PNn+1). In addition it follows from (3.2), σ ≥ 2 (see (3.56)) and N0 ≥ 2 that
B(Dn+1, 2N−σn+1) ⊂ B(Dn, 2N−σn ), (3.75)
which derives PNn(Lλun − ǫF (un)) = 0 by (F4)n. This implies
PNn+1(Lλ(un + h)− ǫF (un + h)) =PNn+1(Lλun − ǫF (un)) + PNn+1(Lλh− ǫ(F (un + h)− F (un)))
=LNn+1(ǫ, λ, un)h+Rn(h) + rn, (3.76)
where LNn+1(ǫ, λ, un) is defined in (3.13) and
Rn(h) := −ǫPNn+1(F (un + h)− F (un)− (DF )(un)h), (3.77)
rn := PNn+1P
⊥
Nn(Lλun − ǫF (un)) = PNn+1P⊥Nn(V¯ un − ǫF (un)). (3.78)
Remark that PNn+1P
⊥
Nn
(Dλun) = 0 according to (2.10). Our aim is to prove the linearized operators
LNn+1(ǫ, λ, un) (recall (3.13)) is invertible and to give the tame estimates of its inverse using Proposition
3.8. In addition formulae (2.9), (2.11) and (2.20) deduce that LNn+1(ǫ, λ, un) may be represented by the
matrix ANn+1(ǫ, λ, un). We distinguish two cases.
If 2n+1 ≤ χ0, then there exists χ ∈ [χ0, 2χ0] such that
Nn+1 = N˜
χ, N˜ := [N
1/χ0
n+1 ] ∈ (N1/χ0 , N0).
If 2n+1 > χ0, then there exists a unique p ∈ [0, n] such that
Nn+1 = N
χ
p , χ = 2
n+1−p ∈ [χ0, 2χ0).
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Lemma 3.31. Let A(ǫ, λ, u, θ) be defined in (2.15). ∀θ ∈ R,∀j0 ∈ Γ+(M ), ∀λ ∈
⋂n+1
k=1 G
0
Nk
(uk−1), the
assumption (A3) of Proposition 3.8 may be applied to ANn+1,j0(ǫ, λ, un, θ).
Proof. Define KNn+1 := WNn+1 × JNn+1 with
WNn+1 := [−Nn+1, Nn+1]ν ∩ Zν , JNn+1 :=
{
j0 +
r∑
k=1
jkwk : jk ∈ [−Nn+1, Nn+1]
}
∩ Γ+(M ).
Let us consider the case 2n+1 ≤ χ0. By Lemma 3.11, if the site n = (l, j) ∈ KNn+1 is (A(un, θ), N˜ )-
strongly-good for A(ǫ, λ, un, θ) with |(l, j − j0)| ≤ Nn+1, then it is (ANn+1,j0(ǫ, λ, un, θ), N˜)-good. This
implies{
(ANn+1,j0(ǫ, λ, un, θ), N˜)-bad sites
}
⊂
{
(A(un, θ), N˜ )-weakly-bad sites of
A(ǫ, λ, un, θ) with |(l, j − j0)| ≤ Nn+1
}
. (3.79)
It follows from Lemma 3.7 and (F1)n that GN˜ (un) = Λ, which shows that λ ∈ ∩n+1k=1G 0Nk(uk−1) ⊂ GN˜ (un)
is N˜ -good for ANn+1,j0(ǫ, λ, un, θ). Combining this with (3.54), (3.79) and Proposition 3.17 gives that the
assumption (A3) of Proposition 3.8 applies to ANn+1,j0(ǫ, λ, un, θ).
If 2n+1 > χ0, then a simple discussion as above yields{
(ANn+1,j0(ǫ, λ, un, θ), Np)-bad sites
} ⊂ {(A(un, θ), Np)-weakly-bad sites of
A(ǫ, λ, un, θ) with |(l, j − j0)| ≤ Nn+1}. (3.80)
If the following
n+1⋂
k=1
G 0Nk(uk−1) ⊂ GNp(un) (3.81)
holds, by (3.54), (3.80) and Proposition 3.17, we have that the assumption (A3) of Proposition 3.8 applies to
ANn+1,j0(ǫ, λ, un, θ).
Let us verify formula (3.81). In fact, for p = 0, it follows from Lemma 3.7 and (F1)n that GN0(un) = Λ.
Hence it is clear that (3.81) holds for p = 0. For p ≥ 1, one has
‖un − up−1‖s1 ≤
n∑
k=p
‖uk − uk−1‖s1
(F2)k≤
n∑
k=p
N−σ−1k ≤ N−σp
n∑
k=p
N−1k ≤ N−σp ,
which leads to
n+1⋂
k=1
G 0Nk(uk−1) ⊂
p⋂
k=1
G 0Nk(uk−1)
(F3)p⊂ GNp(un).

Lemma 3.32. For all λ ∈ B(Dn+1, 2N−σn+1), the operator LNn+1(ǫ, λ, un) is invertible with
|L−1Nn+1(ǫ, λ, un)|s1 ≤ N τ2+δs1n+1 , |L−1Nn+1(ǫ, λ, un)|s2 ≤ C ′′(s2)N τ2+δs2n+1 . (3.82)
Proof. The operator LNn+1(ǫ, λ, un) is represented by the matrix ANn+1(ǫ, λ, un). Let λ ∈ Dn+1 (recall
(3.59)), which leads to λ ∈ UNn+1(un). Definition (3.48) gives that ANn+1(ǫ, λ, un) is invertible with
‖A−1Nn+1(ǫ, λ, un)‖0 ≤ N τn+1. (3.83)
In addition formulae (2.23), (3.7), (3.12) and (F1)n deduce∣∣ANn+1(ǫ, λ, un)−Diag(ANn+1(ǫ, λ, un))∣∣s1−̺ ≤ C(s1)(‖V ‖s1 + ǫ‖(DF )(un)‖s1) ≤ C ′(V ). (3.84)
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Under (3.83)-(3.84) and Lemma 3.31 for θ = 0, j0 = 0, the assumptions (A1)-(A3) in Proposition 3.8 are
satisfied. If 2n+1 ≤ χ0 (resp. 2n+1 > χ0), combining this with Remark 3.26 yields that Proposition 3.8 is
applied to A := ANn+1(ǫ, λ, un) with
A := [−Nn+1, Nn+1]ν ×
({
j0 +
r∑
p=1
jkwk : jk ∈ [−Nn+1, Nn+1]
}
∩ Γ+(M )
)
,
N ′ := Nn+1, N := N˜ (resp. N := Np).
Hence, for s = s1, δs1 ≥ ̺/2, it follows from (3.27), (2.23), (3.4), (3.12), (3.7), (3.2) and (F1)n that, for all
λ ∈ Dn+1,
|A−1Nn+1(ǫ, λ, un)|s1 ≤
1
4
N τ2n+1(N
δs1
n+1 + C(s1)(‖V ‖s1+̺ + ǫ‖(DF )(un)‖s1+̺))
≤1
4
N τ2n+1
(
N δs1n+1 + C
′ + ǫC ′(s1)(1 + c
̺
2N
̺
n‖un‖s1)
)
≤1
2
N τ2+δs1n+1 . (3.85)
Moreover for s = s2, δs1 ≥ ̺/2, by (3.27), (2.23), (3.4), (3.12), (3.7), (3.2), δ = 1/4, (3.55) and (F5)n, we
have that, for all λ ∈ Dn+1,
|A−1Nn+1(ǫ, λ, un)|s2 ≤
1
4
N τ2n+1(N
δs2
n+1 + C(s2)(‖V ‖s2+̺ + ǫ‖(DF )(un)‖s2+̺))
≤1
4
N τ2n+1
(
N δs2n+1 + C
′ + ǫC ′(s2)(1 + c
̺
2N
̺
n‖un‖s2)
)
≤1
2
N τ2+δs2 . (3.86)
Formulae (3.85)-(3.86) give that, for all λ ∈ Dn+1,
|L−1Nn+1(ǫ, λ, un)|s ≤
1
2
N τ2+δsn+1 , s = s1, s2. (3.87)
For all λ′ ∈ B(Dn+1, 2N−σn+1), there exists some λ ∈ Dn+1 such that |λ′ − λ| < 2N−σn+1. It is obvious that
LNn+1(ǫ, λ
′, un(ǫ, λ
′)) = LNn+1(ǫ, λ, un(ǫ, λ)) + R,
where
R =LNn+1(ǫ, λ
′, un(ǫ, λ
′))− LNn+1(ǫ, λ, un(ǫ, λ))
=PNn+1((λ
′ + λ)(λ′ − λ)(ω0 · ∂ϕ)2)|HNn+1
− ǫPNn+1((DF )(un(ǫ, λ′))− (DF )(un(ǫ, λ)))|HNn+1 .
It follows from (1.2), (2.28), (3.2), σ ≥ 2 (see (3.56)) and N0 ≥ 2 that
|PNn+1((λ′ + λ)(λ′ − λ)(ω0 · ∂ϕ)2)|HNn+1 |s ≤ 8c
2
2N
−σ+2
n+1 for s = s1, s2. (3.88)
In addition, applying (2.23), (3.4), (3.8), (3.54)-(3.55), (3.58), (F1)n and δs1 ≥ ̺/2, we deduce
|ǫPNn+1((DF )(un(ǫ, λ′))− (DF )(un(ǫ, λ)))|HNn+1 |s1 ≤C(s1)N
−σ+δs1
n+1 , (3.89)
|ǫPNn+1((DF )(un(ǫ, λ′))− (DF )(un(ǫ, λ)))|HNn+1 |s2 ≤C(s2)N
4τ2+2s1+6
n N
−σ+δs1
n+1 . (3.90)
As a consequence
|L−1Nn+1(ǫ, λ, un(ǫ, λ))|s1 |R|s1
(3.87)-(3.89)
≤ C ′(s2)N τ2+δs1n+1 N−σ+δs1+2n+1
(3.56)
≤ 1/2.
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Hence Lemma 2.11 gives that LNn+1(ǫ, λ
′, un(ǫ, λ
′)) is invertible with
|L−1Nn+1(ǫ, λ′, un(ǫ, λ′))|s1
(2.31)
≤ 2|L−1Nn+1(ǫ, λ, un(ǫ, λ))|s1
(3.87)
≤ N τ2+δs1n+1 ,
|L−1Nn+1(ǫ, λ′, un(ǫ, λ′))|s2
(2.32)
≤ C(s2)(|L−1Nn+1(ǫ, λ, un(ǫ, λ))|s2 + |L−1Nn+1(ǫ, λ, un(ǫ, λ))|2s1 |R|s2)
(3.87)-(3.88),(3.90)
≤ C(s2)(1
2
N τ2+δs2n+1 +
1
4
N
2(τ2+δs1)
n+1 C
′(s2)N
4τ2+2s1+6
n N
−σ+δs1
n+1 )
(3.2),(3.55),δ= 1
4≤ C ′′(s2)N τ2+δs2n+1 .
The proof of the lemma is completed. 
Then, owing to Lemma 3.32, solving the equation (PNn+1) (see also (3.76)) is reduced to the fixed point
problem h = Un+1(h) with
Un+1 : HNn+1 → HNn+1 , h 7→ −L−1Nn+1(ǫ, λ, un)(Rn(h) + rn), (3.91)
where Rn(h), rn are defined in (3.77)-(3.78).
Lemma 3.33. For all λ ∈ B(Dn+1, 2N−σn+1), the map Un+1 is a contraction in
B(0, ρn+1) :=
{
h ∈ HNn+1 : ‖h‖s1 ≤ ρn+1 := N−σ−1n+1
}
.
Moreover the unique fixed point h˜n+1(ǫ, λ) of Un+1 satisfies
‖h˜n+1‖s1 ≤ 2K(s2)N τ2+δs1n+1 N−(s2−s1)n An. (3.92)
where An is seen in (F5)n.
Proof. For all λ ∈ B(Dn+1, 2N−σn+1), it follows from (3.77)-(3.78), (3.5), (3.7), (3.10)-(3.12) and (F5)n that
‖rn‖s1 + ‖Rn(h)‖s1 ≤c−(s2−s1)1 N−(s2−s1)n (‖V¯ un‖s2 + ǫ‖F (un)‖s2) + ǫC(s1)‖h‖2s1
≤C(s2)c−(s2−s1)1 N−(s2−s1)n (1 + An) + ǫC(s1)‖h‖2s1 (3.93)
≤2C(s2)c−(s2−s1)1 N−(s2−s1)+2τ2+2δs1+2n + ǫC(s1)‖h‖2s1 . (3.94)
Letting ‖h‖s1 ≤ ρn+1, by (3.91), (2.26), (3.82), (3.94) and (3.2), we check that, for some constantsK(s1),K(s2) >
0,
‖Un+1(h)‖s1 ≤ K(s2)N2(τ2+δs1+1)n+1 N−(s2−s1)n + ǫK(s1)N τ2+δs1n+1 ρ2n+1.
Formulae (3.55)-(3.56) imply that, for N ≥ N0(s2) large enough,
K(s2)N
2(τ2+δs1+1)
n+1 N
−(s2−s1)
n ≤ ρn+1/2, ǫK(s1)N τ2+δs1n+1 ρn+1 ≤ 1/2, (3.95)
which leads to ‖Un+1(h)‖s1 ≤ ρn+1. Moreover differentiating (3.91) with respect to h yields
DUn+1(h)[v]
(3.77)-(3.78)
= ǫL−1Nn+1(ǫ, λ, un)PNn+1((DF )(un + h)[v] − (DF )(un)[v]).
Using (2.26), (3.82), (3.9), (F1)n and (3.95), we deduce
‖DUn+1(h)[v]‖s1 ≤ǫC(s1)N τ2+δs1n ‖PNn+1((DF )(un + h)[v] − (DF )(un)[v])‖s1
≤ǫK(s1)N τ2+δs1n+1 ρn+1‖v‖s1 ≤
1
2
‖v‖s1 .
Hence Un+1 is a contraction in B(0, ρn+1). Let h˜n+1(ǫ, λ) denote by the unique fixed point of Un+1. In
addition, by means of (2.26), (3.82), (3.91), (3.93), (3.2) and ‖h˜n+1‖ ≤ ρn+1, we obtain
‖h˜n+1‖s1 ≤ K(s2)N τ2+δs1n+1 N−(s2−s1)n An + ǫK(s1)N τ2+δs1n+1 ρn+1‖h˜n+1‖s1 .
Combining this with (3.95) gives that (3.92) holds. 
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Denote
Qn+1(ǫ, λ, h) := PNn+1(Lλ(un + h)− ǫF (un + h)) = 0, ∀h ∈ Hn+1. (3.96)
Lemma 3.33 indicates that for all λ ∈ B(Dn+1, 2N−σn+1), h˜n+1 is a solution of equation (3.96). Since
un(0, λ)
(F1)n
= 0, by uniqueness, we derive
h˜n+1(0, λ) = 0, ∀λ ∈ B(Dn+1, 2N−σn+1).
Let us verify the upper bound of h˜n+1 in high norm.
Lemma 3.34. For all λ ∈ B(Dn+1, 2N−σn+1), one has
‖h˜n+1‖s2 ≤ K(s2)N τ2+δs1n+1 An. (3.97)
Proof. Applying (3.91), (2.26) and (3.82) yields
‖h˜n+1‖s2 =‖L−1Nn+1(ǫ, λ, un)(Rn(h˜n+1) + rn)‖s2
≤C(s2)(N τ2+δs1n+1 (‖Rn(h˜n+1)‖s2 + ‖rn‖s2) + C ′′(s2)N τ2+δs2n+1 (‖Rn(h˜n+1)‖s1 + ‖rn‖s1)).
Let us check the upper bounds of ‖Rn(h˜n+1)‖s+ ‖rn‖s for s = s1, s2. It follows from (3.77), (3.10), (3.92),
‖h˜n+1‖s1 ≤ ρn+1, (F5)n, (3.11) and (3.95) that
‖Rn(h˜n+1)‖s1 ≤ C(s2)N−(s2−s1)n An, ‖Rn(h˜n+1)‖s2 ≤ C(s2)(ǫρ2n+1An + ǫρn+1‖h˜n+1‖s2). (3.98)
Moreover, using (3.78), (3.5), (3.7), (3.12) and (F5)n, we deduce
‖rn‖s1 ≤ C(s2)N−(s2−s1)n An, ‖rn‖s2 ≤ C(s2)An. (3.99)
Consequently, by (3.98)-(3.99), (3.2), (3.55)-(3.56) and the definition of ρn+1, we get that, for ǫ small enough,
‖h˜n+1‖s2 ≤C(s2)(N τ2+δs1n+1 C(s2)(2An + ǫρn+1‖h˜n+1‖s2) + C ′′(s2)N τ2+δs2n+1 (2C(s2)N−(s2−s1)n An))
≤C ′′′(s2)N τ2+δs1n+1 An + ǫC(s2)N τ2+δs1−σ−1n+1 ‖h˜n+1‖s2
≤C ′′′(s2)N τ2+δs1n+1 An +
1
2
‖h˜n+1‖s2 ,
which leads to ‖h˜n+1‖s2 ≤ 2C ′′′(s2)N τ1+δs1n+1 An. 
Next, let us estimate the derivatives of h˜n+1 with respect to λ.
Lemma 3.35. For all λ ∈ B(Dn+1, 2N−σn+1), one has h˜n+1(ǫ, ·) ∈ B(Dn+1, 2N−σn+1) with
‖∂λh˜n+1‖s1 ≤ N−1n+1, ‖∂λh˜n+1‖s2 ≤ N τ2+δs1+1n+1 (N τ2+δs1+2n+1 An + A ′n). (3.100)
Proof. Lemma 3.33 shows that for all λ ∈ B(Dn+1, 2N−σn+1), h˜n+1 is a solution of equation (3.96). Applying
(3.96) and (3.13) yields
DhQn+1(ǫ, λ, h˜n+1) = LNn+1(ǫ, λ, un + h˜n+1) = LNn+1(ǫ, λ, un) + R
′, (3.101)
whereR′ = −ǫPNn+1((DF )(un+h˜n+1)−(DF )(un))|HNn+1 . It follows from (2.23), (3.8), (3.4), δs1 ≥ ̺/2,
(P1)n, (F1)n, (F5)n, ‖h˜n+1‖ ≤ ρn+1 < 1 and (3.97) that
|R′|s1 ≤ C(s1)N2δs1n+1 ρn+1, |R′|s2 ≤ C(s2)N τ2+3δs1n+1 An. (3.102)
Using (3.82), (3.102) together with (3.56), we deduce
|L−1Nn+1(ǫ, λ, un)|s1 |R′|s1 ≤ 1/2.
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Combining this with Lemma 2.11 yields
|L−1Nn+1(ǫ, λ, un + h˜n+1)|s1
(2.31)
≤ 2|L−1Nn+1(ǫ, λ, un)|s1
(3.82)
≤ 2N τ2+δs1n+1 , (3.103)
|L−1Nn+1(ǫ, λ, un + h˜n+1)|s1
(2.32)
≤ C(s2)(|L−1Nn+1(ǫ, λ, un)|s2 + |L−1Nn+1(ǫ, λ, un)|2s1 |R′|s2)
(3.82),(3.102),(F5)n,(3.55),δ=
1
4
,(3.2)
≤ C˜(s2)N τ2+δs2n+1 . (3.104)
Therefore the implicit function theorem establishes h˜n+1 ∈ C1(B(Dn+1, 2N−σn+1);HNn+1), which then infers
∂λQn+1(ǫ, λ, h˜n+1) + DhQn+1(ǫ, λ, h˜n+1)∂λh˜n+1 = 0.
Consequently, using the fact that un solves (PNn) deduced by (3.75) and (F4)n, we deduce
∂λh˜n+1
(3.96),(3.101)
= −L−1Nn+1(ǫ, λ, un + h˜n+1)∂λQn+1(ǫ, λ, h˜n+1),
where
∂λQn+1(ǫ, λ, h˜n+1) =PNn+1((∂λLλ)h˜n+1) + PNn+1P
⊥
Nn(V¯ ∂λun)− ǫPNn+1P⊥Nn((DF )(un)∂λun)
− ǫPNn+1((DF )(un + h˜n+1)∂λun − (DF )(un)∂λun).
Remark that PNn+1P
⊥
Nn
(Dλun) = 0 according to (2.10). To establish (3.100), we have to verify the upper
bounds of ∂λQn+1(ǫ, λ, h˜n+1) in s1, s2-norms. It follows from (2.10), (3.4)-(3.5), (3.92), (3.12), (F1)n,
(F5)n, ‖h˜n+1‖s1 ≤ ρn+1 < 1, (3.8)-(3.9), (3.58) and (3.97) that
‖∂λQn+1(ǫ, λ, h˜n+1)‖s1 ≤C(s2)(N τ2+δs1+2n+1 N−(s2−s1)n An +N−(s2−s1)n A ′n),
‖∂λQn+1(ǫ, λ, h˜n+1)‖s2 ≤C(s2)(N τ2+δs1+2n+1 An + A ′n),
which give rise to
‖∂λh˜n+1‖s1
(2.26),(3.103)
≤ C ′(s2)N τ2+δs1n+1 (N τ2+δs1+2n+1 N−(s2−s1)n An +N−(s2−s1)n A ′n)
(3.2),(3.55),(F5)n,δ=1/4≤ N−1n+1,
‖∂λh˜n+1‖s1
(2.26),(3.103)-(3.104),(3.2),(3.55),δ=1/4
≤ N τ2+δs1+1n+1 (N τ2+δs1+2n+1 An + A ′n).

Define a C∞ cut-off function ψn+1 : Λ→ [0, 1] as
ψn+1 :=
{
1 if λ ∈ B(Dn+1, N−σn+1),
0 if λ ∈ B(Dn+1, 2N−σn+1),
with |∂λψn+1| ≤ CNσn+1. (3.105)
Then we define hn+1 as
hn+1(ǫ, λ) :=
{
ψn+1h˜n+1(ǫ, λ) if λ ∈ B(Dn+1, 2N−σn+1),
0 if λ /∈ B(Dn+1, 2N−σn+1).
(3.106)
Hence, by (3.105)-(3.106), Lemma 3.33, (3.97), (3.100), (F5)n, (3.56) and δ = 1/4, one has that hn+1 ∈
C1(Λ;HNn+1) with
‖hn+1‖s1 ≤ |ψn+1|‖h˜n+1‖s1 ≤ ‖h˜n+1‖s1≤N−σ−1n+1 , (3.107)
‖hn+1‖s2 ≤ |ψn+1|‖h˜n+1‖s2 ≤ ‖h˜n+1‖s2≤K(s2)N2τ2+2δs1+1n+1 , (3.108)
‖∂λhn+1‖s1 ≤ |∂λψn+1|‖h˜n+1‖s1 + |ψn+1|‖∂λh˜n+1‖s1 ≤ N−1/2n+1 , (3.109)
‖∂λhn+1‖s2 ≤ |∂λψn+1|‖h˜n+1‖s2 + |ψn+1|‖∂λh˜n+1‖s2≤K ′(s2)N
3τ2+
5
4
s1+4
n+1 . (3.110)
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Moreover it is clear that hn+1(0, λ) = 0. As a consequence, we define un+1(ǫ, ·) ∈ C1(Λ;HNn+1) as
un+1 := un + hn+1, (3.111)
where hn+1 is given by (3.106). Let us check that properties (F1)n+1-(F5)n+1 hold. It follows from (3.70)-
(3.71), (F2)n, (3.107) and (3.109) that
‖un+1‖s1 ≤‖u0‖s1 +
n+1∑
k=1
‖hk‖s1≤N−σ0 +
n+1∑
k=1
N−σ−1k ≤
1
2
+N−σ1
n+1∑
k=1
N−1k ≤ 1, (3.112)
‖∂λun+1‖s1 ≤‖∂λu0‖s1 +
n+1∑
k=1
‖∂λhk‖s1 ≤ 12cs1+22 γ−1N τ1+s1+10 +
n+1∑
k=1
N
−1/2
k ≤ C¯γ−1N τ1+s1+10 .
(3.113)
Therefore property (F1)n+1 holds. It is straightforward that property (F2)n+1 holds according to (3.107),
(3.109) and (3.111). By the definitions of ψn+1, hn+1 (see (3.105)-(3.106)), we have that hn+1 = h˜n+1
on B(Dn+1, N−σn+1). Moreover hn+1 solves equation Qn+1(ǫ, λ, h) (see (3.96)), which leads to that un+1
solves equation (PNn+1), namely property (F4)n+1. Let us check that property (F5)n+1 holds. Indeed, the
definitions of An+1 and A
′
n+1 establish that
An+1
(3.111)
≤ An + ‖hn+1‖s2
(F5)n,(3.108)≤ N2τ2+2δs1+2n +K(s2)N2τ2+2δs1+1n+1
(3.2)
≤ N2τ2+2δs1+2n+1 ,
A ′n+1
(3.111)
≤ A ′n + ‖∂λhn+1‖s2
(F5)n,(3.110)≤ N4τ2+2s1+6n +K ′(s2)N
3τ2+
5
4
s1+4
n+1 ≤ N4τ2+2s1+6n+1 .
Now, we are denoted to prove property (F3)n.
Lemma 3.36. Property (F3)n+1 holds.
Proof. Firstly, if ‖u− un‖s1 ≤ N−σn+1, then we claim that
‖A−1Nn+1,j0(ǫ, λ, un, θ)‖0 ≤ N τn+1 ⇒ ANn+1,j0(ǫ, λ, u, θ) is Nn+1-good, (3.114)
where A(ǫ, λ, u, θ) is defined in (2.15). This implies that
BNn+1(j0; ǫ, λ, u) ⊂ B0Nn+1(j0; ǫ, λ, un), ∀j0 ∈ Γ+(M ),∀θ ∈ R
by definitions (3.19) and (3.39). Hence, using (3.21), (3.40), we establish
λ ∈ G 0Nn+1(un)⇒ λ ∈ GNn+1(u), that is
‖u− un‖s1 ≤ N−σn+1 and λ ∈
n+1⋂
k=1
G 0Nk(uk−1)⇒ λ ∈ GNn+1(u).
Let us prove the claim (3.114). It follows from (2.23), (3.7), (3.12) and (F1)n that∣∣ANn+1,j0(ǫ, λ, un, θ)−Diag(ANn+1,j0(ǫ, λ, un, θ))∣∣s1−̺ ≤C(s1)(‖V ‖s1 + ǫ‖(DF )(un)‖s1)
≤C ′(V ) =: Υ. (3.115)
Combining this with the fact ‖A−1Nn+1,j0(ǫ, λ, un, θ)‖0 ≤ N τn+1 and Lemma 3.31 yields that the assumptions
(A1)-(A3) in Proposition 3.8 are satisfied. If 2n+1 ≤ χ0 (resp. 2n+1 > χ0), then we apply Proposition 3.8
to A := ANn+1(ǫ, λ, un, θ) with
A := [−Nn+1, Nn+1]ν ×
({
j0 +
r∑
p=1
jkwk : jk ∈ [−Nn+1, Nn+1]
}
∩ Γ+(M )
)
,
N ′ := Nn+1 N := N˜ (resp. N := Np).
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Hence, for all s ∈ [s0, s1 − ̺], it follows from (3.27), (2.23), (3.7), (3.12), and (F1)n that
|A−1Nn+1,j0(ǫ, λ, un, θ)|s ≤
1
4
N τ2n+1(N
δs
n+1 + C(s1)(‖V ‖s1 + ǫ‖(DF )(un)‖s1)) ≤
1
2
N τ2+δsn+1 . (3.116)
Moreover
ANn+1,j0(ǫ, λ, u, θ) := ANn+1,j0(ǫ, λ, un, θ) +R
withR = ANn+1,j0(ǫ, λ, u, θ)−ANn+1,j0(ǫ, λ, un, θ). It is clear that
|R|s1−̺
(2.15),(2.23)
≤ C(s1)‖(DF )(u) − (DF )(un)‖s1
(3.8),(F1)n≤ C ′(s1)‖u− un‖s1≤C ′(s1)N−σn+1,
which carries out
|A−1Nn+1,j0(ǫ, λ, un, θ)|s1−̺|R|s1−̺
(3.116),(3.56)
≤ 1/2.
By Lemma 2.11, we obtain that, for all s ∈ [s0, s1 − ̺],
|A−1Nn+1,j0(ǫ, λ, u, θ)|s
(2.31),(3.116)
≤ N τ2+δsn+1 ,
which leads to that ANn+1,j0(ǫ, λ, u, θ) is Nn+1-good. 
3.5. Measure estimate.
Lemma 3.37. The complementary of the set U defined in (3.57) has that, for some constant C2 > 0,
meas(Λ \U ) ≤ C2γ. (3.117)
Proof. Definition (3.57) gives
Λ \U ⊂
⋃
|l|,|j|≤N0,1≤p≤dj
Ul,j,p with Ul,j,p :=
{
λ ∈ Λ : | − (λω0 · l)2 + λˆj,p| ≤ γN−τ10
}
,
where λˆj,p, p = 1, · · · , dj are eigenvalues of PˇN0,0(∆2 + V (x))|HˇN0,0 . Formula (1.4) implies λˆj,p ≥ κ0. If
γN−τ10 < κ0, then U0,j,p = ∅. For l 6= 0, letting ξ = λ2, we have
fl,j,p(ξ) = ξ(ω0 · l)2 − λˆj,p.
Using (1.3) and |l| ≤ N0, we deduce
∂ξfl,j,p(ξ) = (ω0 · l)2 ≥ 4γ20N−2ν0 .
Thus one has
|ξ1 − ξ2| ≤ 2γN
−τ1
0
4γ20N
−2ν
0
=
γ
2γ20
N−τ1+2ν0 ,
which carries out
meas(Ul,j,p) ≤ γ
2γ20
N−τ1+2ν0 .
Thus, if τ1 − 3ν − d ≥ 1, then the following holds:
meas(Λ \U ) ≤
∑
|l|,|j|≤N0,p≤dj
meas(Ul,j,p) ≤ γ
2γ20
N−τ1+2ν0 CNν+d0 = O(
γ
2γ20
N−10 ).

QUASI-PERIODIC SOLUTIONS TO NONLINEAR BEAM EQUATION 31
Finally, for ǫ0 small enough, we choose
γ = ǫ
1
s2+1
0 , N0 = 32γ
−1 (3.118)
to guarantee that (3.58) is satisfied, and that 16γ−1 ≥ max{κ−
1
τ
0 + 1, 2‖ρ‖} (recall Lemma 3.7 and (3.42)).
To apply Proposition 3.25 to G 0Nk(uk−1), k ≥ 1, we have to check
ǫκ−10 (‖T ′′Nk(uk−1)‖0 + ‖∂λT ′′Nk(uk−1)‖0) ≤ c (recall(3.45)), (3.119)
where T ′′(u) is defined in (2.12). It is easy that
‖T ′′Nk(uk−1)‖0
(2.30)
≤ |T ′′Nk(uk−1)|s0
(2.23),(3.7)
≤ C(s0)(1 + ‖uk−1‖s0+ρ)
(3.55),(F1)k−1≤ C ′(s0),
where ̺ = (2ν + d+ r + 1)/2 (recall Lemma (2.6)). Moreover
‖∂λT ′′Nk(uk−1)‖0
(2.30),(2.23),(3.7)
≤ C(s0)(1 + ‖∂λuk−1‖s0+ρ)
(F1)k−1≤ C ′(s0)N τ2+s1+1γ−1.
Hence, by (3.58), we get (3.119). Consequently, the complement of Dǫ in Λ has measure
meas (Dcǫ )
(3.59),(3.60)
= meas
(
n⋃
k=1
(UNk(uk−1))
c ∪
n⋃
k=1
(G 0Nk(uk−1))
c ∪U c
)
≤
∑
k≥1
meas ((UNk(uk−1))
c) +
∑
k≥1
meas
(
(G 0Nk(uk−1))
c
)
+meas (U c)
(3.49),(3.51),(3.117)
≤
∑
k≥1
N−1k + C1
∑
k≥1
N−1k + C2γ
(3.118)
≤ C˜ǫ
1
s1+1
0 = O(γ).
4. APPENDIX
4.1. Proof of lemma 3.1. Before proving the lemma, we have to give some definitions. We call that the site
j ∈ E is regular if | − (λω0 · l+ θ)2+λ2j +m| ≥ Θ, where Ajj = (−(λω0 · l+ θ)2+λ2j +m)Idj . Otherwise
j is singular. Let R,S denote the following sets
R := {j ∈ E | j is regular}, S := {j ∈ E | j is singular}.
It is straightforward that E = R+ S. For fixed l ∈ Zν , θ ∈ R, let A represent the following linear operator:
(−(λω0 · l + θ)2)Idj + PˇN0,j0(∆2 + V (x))|HˇN0,j0 .
Abusing the notations, we wtite AEE := A, uE := u, hE := h, where A
E
E ∈ MEE, uE , hE ∈ HsE . Consider
the Cramer system
AEEuE = hE . (4.1)
Remark 4.1. We choose Θ satisfying Θ−1‖V ‖s0+ν+r+ρ ≤ c1(s0) for some constant c1(s0) > 0.
Proof. Denote E := { j = j0 +
∑r
p=1 jpwp| jp ∈ [−N,N ] } ∩ Γ+(M ).
The first reduction: There existMER , N
E
R ∈ MER such that
AEEuE = hE ⇒ uR +MER uE = NER hE .
Moreover, MER , N
E
R satisfy (4.5)-(4.7).
In fact, for j ∈ E is regular, we obtain
Ajjuj +A
E\{j}
j uE\{j} = hj ⇒ uj + (Ajj)−1AE\{j}j uE\{j} = (Ajj)−1hj .
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From (2.24)-(2.25), (2.23), it yields that
|(Ajj)−1AE\{j}j |s0+ν+r ≤C|(Ajj)−1|s0+ν+r|AE\{j}j |s0+ν+r ≤ C|(Ajj)−1|s0+ν+r‖V ‖s0+ν+r+̺
≤CΘ−1‖V ‖s0+ν+r+̺, (4.2)
|(Ajj)−1AE\{j}j |s+ν+r ≤
1
2
|(Ajj)−1|s+ν+r|AE\{j}j |s0 +
C(s)
2
|(Ajj)−1|s0 |AE\{j}j |s+ν+r
≤C(s)(Θ−1‖V ‖s0+ν+r+̺ +Θ−1‖V ‖s+ν+r+̺). (4.3)
Define
M j
′
j :=
{
((Ajj)
−1A
E\{j}
j )
j′
j , j
′ ∈ E\{j},
0, j′ = j
and N j
′
j :=
{
((Ajj)
−1)j
′
j , j
′ = j,
0, j′ ∈ E\{j}. (4.4)
Then (4.1) becomes
uj +M
E
j uE = N
E
j hE .
In addition, it follows from (2.29), (4.2)-(4.4) and the definition of the set R that
|MER |s0 ≤ K1|MEj |s0+ν+r ≤ C ′Θ−1‖V ‖s0+ν+r+̺, (4.5)
|MER |s ≤ K1|MEj |s+ν+r ≤ C ′(s)(Θ−1‖V ‖s0+ν+r+̺ +Θ−1‖V ‖s+ν+r+̺), (4.6)
|NER |s0 ≤ K1|NEj |s0+ν+r ≤ K1Θ−1, |NER |s ≤ K1|NEj |s+ν+r ≤ K1Θ−1. (4.7)
The second reduction: For Θ−1‖V ‖s0+ν+r+ρ ≤ c1(s0) small enough, there exist M˜SR ∈ MSR, N˜ER ∈ MER
satisfying (4.12)-(4.14) such that
AEEuE = hE ⇒ uR = M˜SRuS + N˜ER hE . (4.8)
In fact, since E = R+ S, then
uR +M
E
R uE = N
E
R hE ⇒ uR +MRRuR +MSRuS = NER hE ,
namely,
(IRR +M
R
R )uR +M
S
RuS = N
E
R hE . (4.9)
For Θ−1‖V ‖s0+ν+r+ρ ≤ c1(s0) small enough, formula (4.5) shows
|(IRR)−1|s0 |MRR |s0 ≤ C ′Θ−1‖V ‖s0+ν+r+̺ ≤ 1/2.
Then it follows from Lemma 2.11 that (IRR +M
R
R ) is invertible with
|(IRR +MRR )−1|s0
(2.31)
≤ 2, (4.10)
|(IRR +MRR )−1|s
(2.32)
≤ C(s)(|(IRR)−1|s + |(IRR)−1|s0 |MRR |s) ≤ C ′′(s)(1 + Θ−1‖V ‖s+ν+r+̺). (4.11)
As a consequence equation (4.9) is reduced to
uR = M˜
S
RuS + N˜
E
R hE
where
M˜SR = −(IRR +MRR )−1MSR , N˜ER = (IRR +MRR )−1NER .
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For Θ−1‖V ‖s0+ν+r+ρ ≤ c1(s0) small enough, applying (2.24)-(2.25), (4.5)-(4.7) and (4.10)-(4.11) yields
that
|M˜SR |s0 ≤ 2C|MSR |s0 ≤ C, (4.12)
|M˜SR |s ≤
1
2
|(IRR +MRR )−1|s0 |MSR |s +
C(s)
2
|(IRR +MRR )−1|s|MSR |s0
≤ C ′′′(s)(1 + Θ−1‖V ‖s+ν+r+̺), (4.13)
|N˜ER |s0 ≤ C ′Θ−1, |N˜ER |s ≤ C ′′′(s)Θ−1(1 + Θ−1‖V ‖s+ν+r+̺). (4.14)
The third reduction: There exist MˆSE ∈ MSE , NˆEE ∈ MEE satisfying (4.19)-(4.22) such that
AEEuE = hE ⇒ MˆSEuS = NˆEE hE .
Furthermore, ((AEE)
−1)ES is a left inverse of Mˆ
S
E .
In fact, since E = R+ S, for j ∈ E is regular, this holds:
(AEEuE)j = hj ⇒ (AREuR +ASEuS)j = hj (4.8)⇒ (ARE(M˜SRuS + N˜ER hE) +ASEuS)j = hj
⇒ (MˆSEuS)j = (NˆEE hE)j , (4.15)
where
MˆSE = A
R
EM˜
S
R +A
S
E , Nˆ
E
E = I
E
E −AREN˜ER . (4.16)
Since j ∈ R, formula (4.15) infers that MˆSj = 0, which then gives that NˆEj = 0. Therefore
|AEE |s0 = |AES |s0 ≤ |Diag(AES )|s0 + |AES −Diag(AES )|s0 ≤ Θ+C‖V ‖s0+̺, (4.17)
|AEE |s = |AES |s ≤ |Diag(AES )|s + |AES −Diag(AES )|s ≤ Θ+ C(s)‖V ‖s+̺. (4.18)
It follows from (2.24)-(2.25), (4.12)-(4.14) and (4.16)-(4.18) that
|MˆSE |s0 = |MˆSS |s0 ≤ C|ARS |s0 |M˜SR |s0 + |ASS |s0 ≤ C ′(Θ + ‖V ‖s0+̺), (4.19)
|MˆSE |s = |MˆSS |s ≤
1
2
|ARS |s0 |M˜SR |s +
C(s)
2
|ARS |s|M˜SR |s0 + |ASS |s ≤ C(s,Θ)(1 + ‖V ‖s+ν+r+̺), (4.20)
|NˆEE |s0 = |NˆES |s0 ≤ |IES |s0 + C|ARS |s0 |N˜ER |s0 ≤ C ′, (4.21)
|NˆEE |s = |NˆES |s ≤ |IES |s0 +
1
2
|ARS |s0 |N˜ER |s +
C(s)
2
|ARS |s|N˜ER |s0 ≤ C(s,Θ)(1 + Θ−1‖V ‖s+ν+r+̺).
(4.22)
In addition, by (4.16), it is obvious that
((AEE)
−1)ES Mˆ
S
E = ((A
E
E)
−1)SSMˆ
S
S = ((A
E
E)
−1)SS(A
R
S M˜
S
R +A
S
S) = I
S
S .
This shows that ((AEE)
−1)ES is a left inverse of Mˆ
S
E .
If δ < 1, then there exists some constant C(r) > 0 such that S (the set of singular sites) admits a partition
with
diam(Ωα) ≤ LB ≤ B1+C(r) = N
δ
2 , d(Ωα,Ωβ) > N
δ
2(1+C(r)) , ∀α 6= β. (4.23)
Therefore we have the following result:
The final reduction: Define XSE ∈MSE by
Xjj′ :=
{
Mˆ jj′ if (j, j
′) ∈ ⋃α(Ωα × Ωˆα),
0 if (j, j′) /∈ ⋃α(Ωα × Ωˆα), (4.24)
where Ωˆα :=
{
j ∈ E : d(j,Ωα) ≤ 14N
δ
2(1+C(r))
}
. The definition of Ωˆα together with (4.23) may indicate
Ωˆα ∩ Ωˆβ = ∅, ∀α 6= β.
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Step1: Let us claim that XSE ∈ MSE has a left inverse Y ES ∈ MES with
‖Y ES ‖0 ≤ 2N τ . (4.25)
Define ZSE := Mˆ
S
E −XSE , which then gives that XSE = MˆSE − ZSE . Definition (4.24) implies that
Zjj′ = 0 if d(j, j
′) ≤ N δ2(1+C(r)) /4.
Combining this with (2.27), (4.20), (3.12), for all s1 ≥ s0 + ν + r + ̺, we obtain
|ZSE |s0 ≤(N
δ
2(1+C(r)) /4)−(s1−ν−r−̺−s0)|ZSE |s1−ν−r−̺ ≤ 4s1(N
δ
2(1+C(r)) )−(s1−ν−r−̺−s0)|MˆSE |s1−ν−r−̺
≤4s1(N δ2(1+C(r)) )−(s1−ν−r−̺−s0)C(s1,Θ)(1 + ‖V ‖s1) (4.26)
≤C ′(s1,Θ)(N
δ
2(1+C(r)) )−(s1−ν−r−̺−s0), (4.27)
|ZSE |s ≤ |MˆSE |s ≤ C(s,Θ)(1 + ‖V ‖s+ν+r+̺). (4.28)
In addition, for N ≥ N˜(s1, V ) large enough and s1 > 2(1+C(r))δ τ + (s0 + ν + r + ̺), formulae (2.30) and
(4.27) establish
‖((AEE)−1)ES ‖0‖ZSE‖0 ≤ ‖((AEE)−1)ES ‖0|ZSE |s0 ≤ C(s1,Θ)N τ (N
δ
2(1+C(r)) )−(s1−ν−r−̺−s0) ≤ 1/2.
Lemma 2.11 verifies that XSE has a left inverse Y
E
S ∈ MES with
‖Y ES ‖0
(2.33)
≤ 2‖((AEE)−1)ES ‖0 ≤ 2N τ .
Step2: Define Y˜ ES by
Y˜ j
′
j :=
{
Y j
′
j if (j
′, j) ∈ ⋃α(Ωα × Ωˆα)
0 if (j′, j) /∈ ⋃α(Ωα × Ωˆα). (4.29)
If the fact (Y ES − Y˜ ES )XSE = 0 holds, then Y˜ ES is a left inverse of XSE with
|Y˜ ES |s ≤ C(s)N
δ
2
(s+ν+r)+τ . (4.30)
Let us prove above fact. For j ∈ S = ⋃αΩα, there is α such that j ∈ Ωα. Moreover, since (Y ES − Y˜ ES )j′′j =
Y j
′′
j − Y˜ j
′′
j = 0 for j
′′ ∈ Ωˆα, we get
((Y ES − Y˜ ES )XSE)j
′
j =
∑
j′′ /∈Ωˆα
(Y ES − Y˜ ES )j
′′
j X
j′
j′′ .
If j′ ∈ Ωα, then definition (4.24) implies that Xj
′
j′′ = 0, which shows that ((Y
E
S − Y˜ ES )XSE)j
′
j = 0.
If j′ ∈ Ωβ with α 6= β, for j′′ /∈ Ωˆβ , then Xj
′
j′′ = 0 owing to (4.24). As a consequence
((Y ES − Y˜ ES )XSE)j
′
j =
∑
j′′∈Ωˆβ
(Y ES − Y˜ ES )j
′′
j X
j′
j′′
(4.29)
=
∑
j′′∈Ωˆβ
Y j
′′
j X
j′
j′′
(4.24)
=
∑
j′′∈E
Y j
′′
j X
j′
j′′
= (Y ES X
S
E)
j′
j = (I
S
S)
j′
j = 0.
Since diam(Ωˆα) < 2N
δ
2 (see (4.23)), by definition (4.29), we obtain that Y˜ j
′
j = 0 for all |j − j′| ≥ 2N
δ
2 .
Then (2.28) infers
|Y˜ ES |s ≤ C(s)N
δ
2
(s+ν+r)‖Y˜ ES ‖0
(4.25),(4.29)
≤ C(s)N δ2 (s+ν+r)+τ .
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Step3: ForN ≥ N˜(s1, V ) large enough and s1 > (1+C(r))(s0+ν+ r)+ 2(1+C(r))δ τ +(s0+ν+ r+̺),
it follows from (4.27) and (4.30) that
|Y˜ ES |s0 |ZSE |s0 ≤ CN
δ
2
(s0+ν+r)+τC(s1,Θ)(N
δ
2(1+C(r)) )−(s1−ν−r−̺−s0) ≤ 1/2.
Combining this with the equality MˆSE = X
S
E + Z
S
E and Lemma 2.11 establishes that Mˆ
S
E has a left inverse
[−1](MˆSE) with
|[−1](MˆSE)|s0
(2.31)
≤ 2|Y˜ ES |s0
(4.30)
≤ 2CN δ2 (s0+ν+r)+τ , (4.31)
|[−1](MˆSE)|s
(2.32)
≤ C(s)(|Y˜ ES |s + |Y˜ ES |2s0 |ZSE |s)
(4.30),(4.28)
≤ C ′(s,Θ)N δ(s0+ν+r)+2τ (N δs + ‖V ‖s+ν+r+̺). (4.32)
Thus the system (4.1) is equivalent to{
uR = M˜
S
R(
[−1](MˆSE))Nˆ
E
E hE + N˜
E
R hE ,
uS = (
[−1](MˆSE))Nˆ
E
E hE .
This implies that
((AEE)
−1)ER = M˜
S
R(
[−1]MˆSE)Nˆ
E
E + N˜
E
R , ((A
E
E)
−1)ES = (
[−1]MˆSE)Nˆ
E
E .
From (2.24), (4.12)-(4.14), (4.21)-(4.22) and (4.31)-(4.32), it yields that
|((AEE)−1)ES |s ≤ C ′′(s,Θ)N δ(s0+ν+r)+2τ (N δs + ‖V ‖s+ν+r+̺),
|((AEE)−1)ER|s ≤ C ′′(s,Θ)N δ(s0+ν+r)+2τ (N δs + ‖V ‖s+ν+r+̺).
The definition of E and (3.4) give ‖V ‖s+ν+r+̺≤cν+r+̺2 Nν+r+̺‖V ‖s. Consequently, for N ≥ N˜(s2, V )
large enough, combining this with (3.12) yields
|(AEE)−1|s ≤ |((AEE)−1)ES |s + |((AEE)−1)ER|s ≤ C ′′′(s,Θ)N δ(s0+ν+r)+2τ+ν+r+̺(N δs + ‖V ‖s)
≤ 1
4
N δ(s0+ν+r)+2τ+ν+r+̺+1(N δs + ‖V ‖s)
≤ 1
2
N τ2+δs,
where τ2 > δ(s0 + ν + r) + 2τ + ν + r + ̺+ 1 = 2τ +
7
4(ν + r) +
3
4(ν + d) +
1
2 . 
Let us verify that the fact (4.23) holds.
Definition 4.2. Denote by {jk, k ∈ [0, L] ∩N} a sequence of sites with jk 6= jk′ , ∀k 6= k′. For B ≥ 2, we
call {jk, k ∈ [0, L] ∩N} a B-chain of length L with |jk+1 − jk| ≤ B, ∀k = 0, · · · , L− 1.
Lemma 4.3. There exists C(r) > 0 such that, for fixed l ∈ Zν , θ ∈ R, any B-chain of singular sites has
length L ≤ BC(r).
Proof. Denote by {jk, k ∈ [0, L] ∩N} a B-chain of singular sites. Then
|jk+1 − jk| ≤ B, ∀k = 0, · · · , L− 1. (4.33)
Letting ϑ := λω0 · l + θ, by the definitions of the singular site and λj , we give
| − ϑ2 + (‖jk + ρ‖2 − ‖ρ‖2)2 +m| < Θ⇒ | − ϑ2 + (‖jk + ρ‖2 − ‖ρ‖2)2| < Θ+m
⇒| − ϑ+ ‖jk + ρ‖2 − ‖ρ‖2| <
√
Θ+m or |ϑ+ ‖jk + ρ‖2 − ‖ρ‖2| <
√
Θ+m
⇒ ∣∣‖jk+1 + ρ‖2 + ‖jk + ρ‖2∣∣ < 2(√Θ+m+ ‖ρ‖2) or∣∣‖jk+1 + ρ‖2 − ‖jk + ρ‖2∣∣ < 2(√Θ+m+ ‖ρ‖2),
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which leads to ∣∣‖jk+1 + ρ‖2 − ‖jk + ρ‖2∣∣ < 2(√Θ+m+ ‖ρ‖2).
This implies ∣∣‖jk + ρ‖2 − ‖jk0 + ρ‖2∣∣ ≤ 2(√Θ+m+ ‖ρ‖2)|k − k0|.
Combining this with (2.7), (4.33) and the equality
(jk0 + ρ) · (jk − jk0) =
1
2
(‖jk + ρ‖2 − ‖jk0 + ρ‖2 − ‖jk − jk0‖2)
yields
|(jk0 + ρ) · (jk − jk0)| ≤ (
√
Θ+m+ ‖ρ‖2)|k − k0|+ (b22/2)|k − k0|2B2
≤ (√Θ+m+ ‖ρ‖2 + b22)|k − k0|2B2. (4.34)
Define the following subspace ofRr by
E := spanR{jk − jk′ : k, k′ = 0, · · · , L} = spanR{jk − jk0 : k = 0, · · · , L}.
Let r0 be the dimension of E . Denote by ξ1, · · · , ξr0 a basis of E . It is straightforward that r0 ≤ r.
Case1. For all k0 ∈ [0, L] ∩N, we have
Ek0 := spanR{jk − jk0 : |k − k0| ≤ Lυ, k = 0, · · · , L} = E .
Formula (4.33) indicates that
|ξp| = |jp − jk0 | ≤ |p− k0|B ≤ LυB, p = 1, · · · , r0. (4.35)
Let ΠE denote the orthogonal projection on E . Then
ΠE (jk0 + ρ) =
r0∑
p=1
zpξp (4.36)
for some zp ∈ R, p = 1, · · · , r0. Hence we get
ΠE (jk0 + ρ) · ξp′ =
r0∑
p=1
zpξp · ξp′ .
Based on above fact, we consider the linear system Qz = y, where
Q = (Qpp′)p,p′=1,··· ,r0 with Qpp′ = ξp · ξp′, yp′ = ΠE (jk0 + ρ) · ξp′ = (jk0 + ρ) · ξp′ .
It follows from (4.34)-(4.35) that
|yp′ | ≤ (
√
Θ+m+ ‖ρ‖2 + b22)(LυB)2, |Qpp′ | ≤ (LυB)2. (4.37)
Moreover formula (2.2) verifies
zr0 det(Q) ∈ Z, namely zr0 |det(Q)| ≥ 1. (4.38)
Hadamard inequality gives ∣∣(Q∗)pp′∣∣ ≤ ∏
p6=p,1≤p≤r0
( ∑
p′ 6=p′,1≤p′≤r0
|Qpp′ |2
)1/2
,
where Q∗ is the adjoint matrix of Q. This establishes that∣∣(Q∗)pp′∣∣ ≤ (r0 − 1) r0−12 (LυB)2(r0−1).
Based on this and Cramer’s rule, (4.37)-(4.38), we obtain that
|zp| ≤
r0∑
p′=1
|Q−1pp′yp′ | ≤ zr0r0r0(
√
Θ+m+ ‖ρ‖2 + b22)(LυB)2r0 .
QUASI-PERIODIC SOLUTIONS TO NONLINEAR BEAM EQUATION 37
Combining this with formulae (4.35)-(4.36), we derive
|ΠE (jk0 + ρ)| ≤ r0|zp||ξp| ≤ zr0r0r0+1(
√
Θ+m+ ‖ρ‖2 + b22)(LυB)2r0+1.
As a consequence
|jk1 − jk2 | = |(jk1 − jk0)− (jk2 − jk0)| = |ΠE (jk1 + ρ)−ΠE (jk2 + ρ)|
≤ 2zrrr+1(√Θ+m+ ‖ρ‖2 + b22)(LυB)2r+1,
which then implies
L ≤ 4r(2zrrr+1(√Θ+m+ ‖ρ‖2 + b22)(LυB)2r+1)r. (4.39)
If υ < 12r(2r+1) , then (4.39) yields that
L
1
2 ≤ 23rzr2rr(r+1)(√Θ+m+ ‖ρ‖2 + b22)rBr(2r+1)
⇒ L ≤ 26rz2r2r2r(r+1)(√Θ+m+ ‖ρ‖2 + b22)2rB2r(2r+1).
Case2. If there exists some k′0 ∈ [0, L] ∩N such that dimEk′0 ≤ r − 1, for k0 ∈ J, then we consider
E 1k0 := spanR {jk − jk0 : |k − k0| < Lυ1 , k ∈ J} = spanR {jk − jk0 : k ∈ J} ,
where
L1 = L
υ, J := {k : |k − k′0| < Lυ, k = 0, · · · , L} ∩ ([0, L] ∩N).
The upper bound of L1 can be proved by the same method as employed on L, namely
L1 = L
υ ≤ 26rz2r2r2r(r+1)(√Θ+m+ ‖ρ‖2 + b22)2rB2r(2r+1).
The fact r0 ≤ r leads to that the iteration is carried out at most r steps. Thus
Lr = L
rυ ≤ 26rz2r2r2r(r+1)(√Θ+m+ ‖ρ‖2 + b22)2rB2r(2r+1) ⇒ L ≤ BC(r)
for some constant C(r) > 0. Let B = N
δ
2(1+C(r)) .
Definition 4.4. We say that x ≡ y if there is a N δ2(1+C(r)) -chain {jk, k ∈ [0, L] ∩ N} connecting x to y,
namely, j0 = x, jL = y.
The equivalence relation induces that a partition of S satisfies
diam(Ωα) ≤ LB ≤ B1+C(r) = N
δ
2 , d(Ωα,Ωβ) > N
δ
2(1+C(r)) , ∀α 6= β.

4.2. Proof of Proposition 3.8. For A ∈MAA, define
Diag(A) := (δnn′An′n )n,n′∈A.
Denote by G,B the following sets
G := {j ∈ A | j is (A, N)-good}, B := {j ∈ A | j is (A, N)-bad}.
It is clear that A = G ∪B. Moreover G = R¯ ∪R, where
R¯ := {j ∈ G | j is (A, N)-regular}, R := {j ∈ G | j is regular}.
Proof. Abusing the notations, we wtite AAA := A, uA := u, hA := h, where AAA ∈ MAA, uA, hA ∈ HsA.
Consider the following Cramer system
AAAuA = hA. (4.40)
The first reduction: For N ≥ N¯(Θ˜,Υ, s1) large enough, there exist PAG ,SAG ∈ MAG with
|PAG |s0 ≤ C(s1)Θ˜−1Υ, |SAG|s0 ≤ N e, (4.41)
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and, for all s ≥ s0,
|PAG|s ≤ C(s)N e(N s−s0 +N−(ν+r)|Q|s+ν+r), |SAG|s ≤ C(s)N e+s−s0 (4.42)
such that
AAAuA = hA ⇒ uG + PAGuA = SAGhA. (4.43)
In fact, since n ∈ A is (A, N )-regular, there exist F ⊂ N with diam(F) ≤ 4N , d(n,A\F) ≥ N such that
AFF is N -good. Then we have
AAAuA = hA ⇒ AFFuF +AA\FF uA\F = hF ⇒ uF + (AFF)−1AA\FF uA\F = (AFF)−1hF.
From (2.25), (3.18) and (A1), it yields that
|(AFF)−1AA\FF |s1−̺ ≤C(s1)|(AFF)−1|s1−̺|Q|s1−̺ ≤ C(s1)N τ2+δ(s1−̺)Υ. (4.44)
The fact diam(F) ≤ 4N shows that ((AFF)−1)n
′
n = 0 for all |n′ − n| > 4N . Combining this with (2.24),
(2.28), (3.18) and (A1) verifies
|(AFF)−1AA\FF |s+ν+r ≤
1
2
|(AFF)−1|s0 |Q|s+ν+r +
C(s)
2
|(AFF)−1|s+ν+r|Q|s0
≤1
2
|(AFF)−1|s0 |Q|s+ν+r +
C(s)
2
4s+ν+r−s0N s+ν+r−s0|(AFF)−1|s0 |Q|s0
≤1
2
N τ2+δs0 |Q|s+ν+r + C(s)
2
4s+ν+r−s0N s+ν+r−s0N τ2+δs0Υ
≤C ′(s)N (δ−1)s0(N s+ν+r+τ2Υ+N τ2+s0 |Q|s+ν+r). (4.45)
Define
Pn′n :=
{
((AFF)−1AA\FF )n
′
n , n
′ ∈ A\F,
0, n′ ∈ F and S
n′
n :=
{
((AFF)−1)n
′
n , n
′ ∈ F,
0, n′ ∈ A\F. (4.46)
Then (4.40) becomes
un +
∑
n′∈A
Pn′n un =
∑
n′∈A
Sn′n hn′ .
Since d(n,A\F) ≥ N , we have that Pn′n = 0 for |n− n′| ≤ N . Hence, by means of (2.27), (4.44), (4.46), for
s1 >
1
1−δ (τ2 + ν + r + s0) + ̺, we get that, for N ≥ N¯(Θ˜, s1) large enough,
|PAn |s0+ν+r ≤ N−(s1−s0−ν−r−̺)|PAn |s1−̺≤C(s1)ΥN (δ−1)s1+τ2+ν+r+s0+(1−δ)̺ ≤ C(s1)Θ˜−1Υ,
which leads to
|PA
R¯
|s0
(2.29)
≤ K1|PAn |s0+ν+r ≤ C ′(s1)Θ˜−1Υ.
Letting e := τ2 + ν + r + s0, for N ≥ N¯(Υ, s1) large enough, we get
|PAn |s+ν+r
(4.46)
≤ |(AFF)−1AA\FF |s+ν+r
(4.45)
≤ C ′(s)N (δ−1)s0(N s+ν+r+τ2Υ+N τ2+s0 |Q|s+ν+r)
≤C ′(s)N e(N s−s0 +N−(ν+r)|Q|s+ν+r),
which carries out
|PAR¯|s
(2.29)
≤ K1|PAn |s+ν+r ≤ C ′′(s)N e(N s−s0 +N−(ν+r)|Q|s+ν+r).
In addition, definition (4.46) gives that Sn′n = 0 for |n− n′| > 4N . As a consequence
|SA
R¯
|s0 ≤ K1|SAn |s0+ν+r ≤ K1|(AFF)−1|s0+ν+r
(3.18)
≤ K1N τ2+δ(s0+ν+r) ≤ N e,
QUASI-PERIODIC SOLUTIONS TO NONLINEAR BEAM EQUATION 39
which gives
|SA
R¯
|s ≤ K1|SAn |s+ν+r
(2.28)
≤ K1(4N)s−s0 |SAn |s0+ν+r ≤ C(s)N e+s−s0.
If n ∈ A is regular, then a similar argument as the first reduction shown in the proof of Lemma 3.1 yields
|PAR|s0 ≤ K1|PAn |s0+ν+r ≤ C ′Θ˜−1|Q|s0+ν+r ≤ C ′Θ˜−1Υ,
|PAR|s ≤ K1|PAn |s+ν+r ≤ C ′(s)Θ˜−1(|Q|s0+ν+r + |Q|s+ν+r),
|SAR|s0 ≤ K1|SAn |s0+ν+r ≤ K1Θ˜−1, |SAR|s ≤ K1|SAn |s+ν+r ≤ K1Θ˜−1.
Thus formulae (4.41)-(4.42) hold.
The second reduction: If Θ˜ is large enough subject to Υ, then there exist P˜BG ∈ MBG , S˜AG ∈ MAG with
|P˜BG |s0 ≤ C(s1)ΥΘ˜−1, |S˜AG|s0 ≤ C(s1)N e, (4.47)
and, for all s ≥ s0,
|P˜BG |s ≤ C(s)N e(N s−s0 +N−(ν+r)|Q|s+ν+r), |S˜AG|s ≤ C(s)N2e(N s−s0 +N−(ν+r)|Q|s+ν+r), (4.48)
such that
AAAuA = hA ⇒ uG = P˜BG uB + S˜AGhA. (4.49)
In fact, by means of the fact A = G+B and formula (4.43), we infers
uG + PAGuA = SAGhA ⇒ uG + PGGuG + PBG uB = SAGhA,
namely,
(IGG + PGG )uG + PBG uB = SAGhA. (4.50)
If Θ˜ is large enough subject to Υ, then we have
|(IGG)−1|s0 |PGG |s0
(4.41)
≤ 1/2.
Hence Lemma 2.11 gives that IGG + PGG is invertible with
|(IGG + PGG )−1|s0
(2.31)
≤ 2, (4.51)
|(IGG + PGG )−1|s
(2.32)
≤ C(s)(1 + |PGG |s) ≤ C ′(s)N e(N s−s0 +N−(ν+r)|Q|s+ν+r). (4.52)
As a consequence equation (4.50) is reduced to
uG = P˜BG uB + S˜AGhA
where
P˜BG = −(IGG + PGG )−1PBG , S˜AG = (IGG + PGG )−1SAG.
Hence, due to (2.24)-(2.25), (4.41)-(4.42) and (4.51)-(4.52), we get that (4.47)-(4.48) hold.
The third reduction: There exist PˆBA ∈ MBA , SˆAA ∈ MAA with
|PˆBA |s0 ≤ C(s1, Θ˜), |SˆAA |s0 ≤ C(s1)N e, (4.53)
and, for all s ≥ s0,
|PˆBA |s ≤ C(s, Θ˜)N e(N s−s0 +N−(ν+r)|Q|s+ν+r),
|SˆAA |s ≤ C(s, Θ˜)N2e(N s−s0 +N−(ν+r)|Q|s+ν+r),
(4.54)
such that
AAAuA = hA ⇒ PˆBA uB = SˆAAhA. (4.55)
Furthermore ((AAA)−1)AB is a left inverse of PˆBA .
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In fact, with the help of the quality A = G+B, this holds:
AAAuA = hA ⇒ AGAuG +ABAuB = hA.
Combining this with (4.49) leads to
AGA(P˜BG uB + S˜AGhA) +ABAuB = hA, namely PˆBA uB = SˆAAhA,
where
PˆBA = AGAP˜BG +ABA , SˆAA = IAA −AGA S˜AG.
Since formulae (4.53)-(4.54) are proved in the similar way as shown in the proof of Lemma 3.1 (see the third
reduction), the detail is omitted. Moreover if there exists some constant C1 := C1(ν, d, r) ≥ 2 such that B
(the set of (A, N )-bad sites) admits a partition with
diam(Oα) ≤ NC1 , d(Oα,Oβ) > N2, ∀α 6= β,
then we have the following result:
The final reduction: Define XBA ∈ MBA by
X nn′ :=
{
Pˆnn′ if (n, n′) ∈
⋃
α(Oα × Oˆα),
0 if (n, n′) /∈ ⋃α(Oα × Oˆα), (4.56)
where Oˆα := {n ∈ A : d(n,Oα) ≤ N24 }. The definition of Oˆα together with (3.26) may indicate Oˆα∩Oˆβ =∅, ∀α 6= β.
Step1: Let us claim that XBA ∈ MBA has a left inverse YAB ∈ MAB with
‖YAB‖0 ≤ 2(N ′)τ . (4.57)
Define ZBA := PˆBA − XBA , which then gives that XBA = PˆBA −ZBA . Definition (4.57) implies that
Znn′ = 0 if d(n, n′) ≤ N2/4.
Combining this with (2.27), (4.54) and (A1), for all s1 ≥ s0 + ν + r + ̺, we obtain
|ZBA |s0 ≤ (N2/4)−(s1−ν−r−̺−s0)|ZBA |s1−ν−r−̺ ≤ 4s1N−2(s1−ν−r−̺−s0)|PˆBA |s1−ν−r−̺
≤ C(s1, Θ˜)4s1N−2(s1−ν−r−̺−s0)N e(N s1−ν−r−s0 +N−(ν+r)|Q|s1−ρ)
≤ C ′(s1, Θ˜)N2e−(s1−ρ), (4.58)
|ZBA |s ≤ |PˆBA |s ≤ C(s, Θ˜)N e(N s−s0 +N−(ν+r)|Q|s+ν+r). (4.59)
In addition, for N ≥ N(Θ˜, s1) large enough and s1 > 2e+ χτ + ̺, formulae (2.30) and (4.58) give
‖((AAA)−1)AB‖0‖ZBA ‖0 ≤‖((AAA)−1)AB‖0|ZBA |s0 ≤ C(s1, Θ˜)N2e−(s1−ρ)(N ′)τ
(3.22)
= C ′(s1, Θ˜)N
2e−(s1−ρ)+χτ ≤ 1/2.
Lemma 2.11 verifies that XBA has a left inverse YAB ∈ MAB with
‖YAB‖0
(2.33)
≤ 2‖((AAA)−1)AB‖0 ≤ 2(N ′)τ .
Step2: Define Y˜AB by
Y˜n′n :=
{
Yn′n if (n, n′) ∈
⋃
α(Oα × Oˆα)
0 if (n, n′) /∈ ⋃α(Oα × Oˆα). (4.60)
If the fact
(YAB − Y˜AB)XBA = 0 (4.61)
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holds, then Y˜AB is a left inverse of XBA with
|Y˜AB|s ≤ C(s)NC1(s+ν+r)+χτ . (4.62)
Let us prove formula (4.61). For any n ∈ B = ⋃αOα, there is α such that n ∈ Oα and
((YAB − Y˜AB)XBA )n
′
n =
∑
n′′ /∈Oˆα
(YAB − Y˜AB)n
′′
n X n
′
n′′ .
Remark that (YAB − Y˜AB)n
′′
n = Yn
′′
n − Y˜n
′′
n = 0 if n
′′ ∈ Oˆα.
If n′ ∈ Oα, then definition (4.56) implies that X n′n′′ = 0, which shows ((YAB − Y˜AB)XBA )n
′
n = 0.
If n′ ∈ Oβ with α 6= β, for n′′ /∈ Oˆβ , then X n′n′′ = 0 owing to (4.56). As a consequence
((YAB − Y˜AB)XBA )n
′
n =
∑
n′′∈Oˆβ
(YAB − Y˜AB)n
′′
n X n
′
n′′=
∑
n′′∈Oˆβ
(Yn′′n − Y˜n
′′
n )X n
′
n′′
(4.60)
=
∑
n′′∈Oˆβ
Yn′′n X n
′
n′′
(4.56)
=
∑
n′′∈A
Yn′′n X n
′
n′′
=(YABXBA )n
′
n = (I
B
B)
n′
n = 0.
It is obvious that diam(Oˆα) < 2N
C1 due to (3.26). Based on this and definition (4.60), we obtain that
Y˜n′n = 0 for all |n− n′| ≥ 2NC1 . Thus it follows from (2.28), (3.22), (4.57) and (4.60) that
|Y˜AB|s ≤ C(s)NC1(s+ν+r)‖Y˜AB‖0≤C(s)NC1(s+ν+r)+χτ .
Step3: ForN ≥ N¯(Υ, Θ˜, s2) large enough and s1 > C1(s0+ ν+ r)+χτ +2e+ ̺, it follows from (4.58)
and (4.62) that
|Y˜AB|s0 |ZBA |s0 ≤ CNC1(s+ν+r)+χτC(s1, Θ˜)N2e−(s1−ρ) ≤ 1/2.
Combining this with the equality PˆBA = XBA + ZBA , Lemma 2.11, (4.59) and (4.62) establishes that PˆBA has
a left inverse [−1](PˆBA ) with
|[−1](PˆBA )|s0
(2.31)
≤ 2|Y˜AB|s0≤CNC1(s0+ν+r)+χτ , (4.63)
|[−1](PˆBA )|s
(2.32)
≤ C(s)(|Y˜AB|s + |Y˜ AB |2s0 |ZBA |s)≤C ′(s, Θ˜)N2χτ+e+2C1(s0+ν+r)(NC1s + |Q|s+ν+r). (4.64)
Thus system (4.40) is equivalent to{
uG = P˜BG ([−1](PˆBA ))SˆAAhA + S˜AGhA,
uB = (
[−1](PˆBA ))SˆAAhA.
This implies that
((AAA)−1)AG = P˜BG ([−1]PˆBA )SˆAA + S˜AG, ((AAA)−1)AB = ([−1]PˆBA )SˆAA .
The fact A ∈ N with diam(A) ≤ 4N ′ shows
Qnn′ = 0 if d(n, n′) > 8N ′,
which leads to |Q|s+ν+r ≤ C(N ′)ν+r|Q|s = CNχ(ν+r)|Q|s due to (2.28) and (3.22). Then it follows from
(2.24), (4.53)-(4.54) and (4.63)-(4.64) that
|((AAA)−1)AB|s ≤C ′′(s, Θ˜)N2e+2χτ+2C1(s0+ν+r)(NC1s + |Q|s+ν+r)
≤C ′′′(s, Θ˜)N2e+2χτ+2C1(s0+ν+r)+χ(ν+r)(NC1s + |Q|s). (4.65)
In addition
|((AAA)−1)AB|s0
(2.25)
≤ C|[−1]PˆBA |s0 |SˆAA |s0
(4.53),(4.63)
≤ C ′(s1)N e+χτ+C1(s0+ν+r).
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Combining this with (2.24), (4.47)-(4.48), (4.65) gives that
|((AAA)−1)AG|s ≤ C4(s, Θ˜)N2e+2χτ+2C1(s0+ν+r)+χ(ν+r)(NC1s + |Q|s).
Consequently, for N ≥ N¯(Υ, Θ˜, s1) large enough, we have
|(AAA)−1|s ≤|((AAA)−1)AG|s + |((AAA)−1)AB|s
≤C5(s, Θ˜)N2e+2χτ+2C1(s0+ν+r)+χ(ν+r)(NC1s + |Q|s)
≤1
4
(N ′)τ2((N ′)δs + |Q|s),
if χ−1C1 < δ, χ
−1(2e+ 2χτ + 2C1(s0 + ν + r) + χ(ν + r)) < τ2. 
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