In recent years, speech enhancement by analysis-resynthesis has emerged as an alternative to conventional noise filtering approaches. Analysis-resynthesis replaces noisy speech with a signal that has been reconstructed from a clean speech model. It can deliver high-quality signals with no residual noise, but at the expense of losing information from the original signal that is not well-represented by the model. A recent compromise solution, called constrained resynthesis, solves this problem by only resynthesising spectro-temporal regions that are estimated to be masked by noise (conditioned on the evidence in the unmasked regions). In this paper we first extend the approach by: i) introducing multi-condition training and a deep discriminative model for the analysis stage; ii) introducing an improved resynthesis model that captures within-state cross-frequency dependencies. We then extend the previous stationary-noise evaluation by using real domestic audio noise from the CHiME-2 evaluation. We compare various mask estimation strategies while varying the degree of constraint by tuning the threshold for reliable speech detection. PESQ and log-spectral distance measures show that although mask estimation remains a challenge, it is only necessary to estimate a few reliable signal regions in order to achieve performance close to that achieved with an optimal oracle mask.
Introduction
Speech enhancement is a well-established research topic in the field of robust speech processing [1] . The goal is to process a noise-corrupted speech signal in such a way as to recover the quality and/or intelligibility of the original utterance. This is challenging because the problem is typically under-determined (e.g., a single channel recording of speech with many additive noise sources) and requires a priori knowledge from models of either the noise or the speech source.
The conventional approaches to enhancement are essentially 'subtractive', that is, they operate by trying to remove the noise energy to leave something closer to the noise-free speech. Such approaches typically focus on the noise model and include spectral subtraction [2, 3] and Wiener filtering [4] . These approaches can work well in predictable noise conditions but poor noise estimation can leave residual noise, or worse, lead to 'over-subtraction' resulting in highly distracting perceptual artefacts known as musical noise. Further, although these subThis work was supported by EPSRC Grant EP/M026981/1 (AV-COGHEAR). The authors would also like to gratefully acknowledge the contributions of Dr Ning Ma at the University of Sheffield and Pr Dorothea Kolossa at Ruhr-Universität Bochum for providing the Kaldi recipe to train the noisy speech models.
tractive approaches can increase the perceived quality, they are generally ineffective in increasing speech intelligibility [5] .
In recent years a new breed of synthesis-driven approaches has emerged. These approaches take the opposite approach. They rely most heavily on a model of the target speaker and, rather than subtract noise, they attempt to reconstruct the original signal from parameters estimated from the noisy signal. By using a generative model of the clean speech, these approaches can potentially produce a signal totally free of additive noise, however, errors in parameter estimation can lead to other forms of distortion. Synthesis-driven approaches include inventorybased systems [6, 7] which reconstruct the signal from a library of clean speech segments (akin to concatenative speech synthesis [8] ) and more purely model-driven approaches [9, 10] which reconstruct a signal from a statistical representation (akin to HMM synthesis [11] ). This paper focuses on the latter.
In earlier work we presented an analysis-resynthesis enhancement approach which was based around the missing-data model of robust speech recognition [9] . In this approach, an initial spectro-temporal mask estimate allows a speech state sequence to be estimated using missing-data techniques [12] . Then the same sequence is used to drive an HMM synthesis that re-estimates the masked speech regions, while being constrained to match the speech observations in the non-masked regions. This approach was highly successful in stationary noise conditions in which a simple noise estimate could be used to estimate the necessary mask. However, these are also the conditions in which subtractive enhancement can perform well.
In the current paper we extend our approach to work in more general non-stationary conditions. In order to do this we weaken the dependence on noise-based mask estimation. First, the mask is now only used during resynthesis in order to select spectro-temporal (ST) points that require re-estimating. The analysis stage is replaced with a DNN-based acoustic speech model that has been trained in a multi-condition style. Second, we experiment with mask estimation techniques that draw from the speech model by using the estimated speech sequence to determine which observed ST points are noise dominated. This paper is also related to other recently-published HMM-driven enhancement approaches (e.g. [10, 13] ). However, these techniques reconstruct the entire time-frequency speech signal rather than using a masking model. We compare full resynthesis to our masked 'constrained' resynthesis to test whether adopting the original ST observations in the unmasked regions enables the enhanced signal to more closely approach the original signal. The remainder of the paper is structured as follows. Section 2 presents an overview of the analysisresynthesis framework. Section 3 presents our set-up for experimental evaluation in which the system is used to enhance a simple sentence embedded in complex domestic audio. Section 4 presents results and Section 5 discussion and conclusions.
Analysis-resynthesis framework
The speech analysis-resynthesis operates in an auditory spectrotemporal domain, i.e., prior to analysis an auditory representation is formed from the noisy signal (Section 2.1) and after processing the resynthesised representation is converted back into a waveform (Section 2.5). The analysis-resynthesis itself is performed by the system presented in Fig. 1 . Briefly, during the analysis stage each frame of auditory spectral features is assigned to a latent speech state by means of a state-of-theart noise-corrupted speech model. In the resynthesis stage each speech state is mapped to a distribution over the clean speech parameters and their time-derivatives. A binary mask is estimated which partitions the spectro-temporal speech parameters into reliable and unreliable parts. Finally, the mask is used to estimate an optimal sequence of speech parameters for all the frames, conditioned on the reliable data.
Auditory frontend
An auditory front-end is employed to analyze the input signals x with a bank of F = 32 overlapping Gammatone filters, with centre frequencies uniformly spaced on the equivalent rectangular bandwidth (ERB) scale between 100 Hz and 7 kHz [14] . The output of each Gammatone filterỹ f in the auditory front end is framed into T framesỹ t,f with frame size M and shift L. A Hamming window is applied to each frame and the instantaneous Hilbert envelope is computed, u. The resulting values are log-compressed to obtain an approximation to the auditory nerve firing rate -the 'ratemap' spectro-temporal representation, c [15] . Note that the feature sequences for the analysis c a and resynthesis c stages can differ.
Analysis
During the analysis stage each frame c a t is assigned a state q a t ∈ Q by decoding the most probable word sequence w using the Viterbi approximation:
where is the space of possible state sequences, p(w) is the prior on word sequences and p(c a |q) is the noise-corrupted speech acoustic model.
The space of possible states Q is built by training a GMM-HMM speech recognition model using triphones as state candidates and clustering states with the same central phone to maximize the likelihood. The acoustic model p(c a |q) is implemented with a state-of-the-art DNN as described in Section 3.1.
Enhancement
The speech enhancement process is performed as described in [9] . Given the sequence of T statesq = [q1, ..., qT ] we estimate the sequence of enhanced ratemap framesĉ = [c1, ..., cT ] by solving for each utterance: temporal derivatives ot = (ct, Δ 1 ct, Δ 2 ct). For a given utterance, W is constructed from the derivative operations Δ 1 and Δ 2 as detailed in [16] . A is a segregating matrix that selects the spectro-temporal regions considered reliable.
We assume each state output distribution is a single multivariate Gaussian:
where μi, and Σi are the mean vector and covariance matrix of the state i, respectively. Solving Eq. 2 using a Lagrange multiplier [9] leads to:
where
are mean vector and covariance matrix for state sequence q [16] . Term (1) in Eq. 4 depends exclusively on m and U which are estimated from q and the clean speech model, this term is also the resynthesis solutionĉ R to the problem if no reliable data is present. The term (2) depends on the segregation matrix A, and is responsible for anchoring the reliable regions c r in the constrained imputation solutionĉ CI .
Mask estimation
The role of the mask is to classify the static speech parameters c into two classes: those that are considered to be reliable speech observations, c r and those that are considered unreliable c u (i.e., masked by noise). In this work we consider two contrasting approaches to mask estimation. First, a mask derived from an estimate of the noise employing an assumption of stationarity. Second, a mask derived from our model of the clean speech. We also generate oracle results by employing an a-priori mask using ground truth information about the clean speech and noise signals.
The masks are computed in two steps. We first produce a time-frequency SNR map by estimating a signal-to-noise ratio (SNR) value s t,f for each time-frequency cell in the representation (see below). We then produce a binary mask by applying a threshold SNR to the map, i.e., a bin is considered as reliable if its estimated SNR is above the threshold. Instead of setting an SNR threshold explicitly, in our experiments we tune the threshold SNR to achieve a given proportion of reliable bins (r ratio). (Note, this proportion has been called the 'glimpse proportion' in models of speech perception that measure masking in the same auditory domain [17] ).
The SNR map of the noise-based mask is estimated under the assumption that the noise remains stationary and that we have access to a speech-free segment of noise prior to the start of the utterance. Specifically, an estimate of the noise energy is constructed by averaging the ratemap representation over a 100 ms period (B = 20 frames) prior to the speech onset time.
The speech-based mask exploits the fact that we have a model of the clean speech. To construct this mask we create an estimation of the speech without a mask, computing the resynthesis solutionĉ R using term (1) Eq. 4. We then use the speech estimate to derive the SNR map.
The oracle mask corresponds to the mask derived from the ground truth SNR map. This is computed from ratemaps of the clean speech and the noise prior to mixing.
The SNR maps of the noise-based s 
where u are the uncompressed ratemaps, u−i is the i th frame prior to the speech region of the utterance,û R is the uncompressed version of the resynthesis solutionĉ R (term (1) of Eq. 4), u c and u n are the uncompressed ratemaps of the clean and noise-corrupted speech respectively.
Waveform synthesis
In the current work we focus on the reconstruction of the speech features with different mask estimation strategies. However the audio may be resynthesized from the ratemap features as done in [9] by weighting the windowed output of each Gammatone filter by the ratio between the enhanced and observed uncompressed ratemaps, and applying overlap-and-add on the sum over the filters:
where the overlapping window
L is the frame shift,
Experimental setup
Experiments were conducted using noisy speech from the 2nd 'CHiME' Challenge (CHiME-2) dataset [18] . This consists of utterances from the Grid corpus [19] mixed into binaurallyrecorded domestic noise backgrounds. For the work here we down-mixed to a single channel. The acoustic models are constructed using the full 17,000-utterance training set. The enhancement is evaluated using the development set for which we have pre-mixed noise and reverberant speech signals. Given the focus of this work, the reverberated speech is considered as the clean signal.
Evaluation is performed using the 9 dB, 3 dB and -3 dB CHiME SNRs. Note, in CHiME, SNRs is controlled by mixing the utterances into sections of the background that have the corresponding level, i.e., the -3d dB setting is not only noisier than the 9 dB setting, it also has a very different noise characteristic (less stationary, and more unpredictable events).
To reduce computational costs, the experiments have been conducted on a 10% random subsample of the utterances of each speaker in the development set. This resulted in a set of 366 utterances for testing purposes.
We compute the Mean Square Error (MSE) between the ratemaps of the clean speech signal and those of the noise corrupted audio. To reduce the effect of boundary artefacts and silence preceding and following the speech we omit the first and last 50 ms segments from evaluation. We also evaluate the synthesized waveform against the clean signal using PESQ.
Noise-corrupted speech model
The ratemaps for the analysis stage c a were computed with a frame length of 20 ms and a shift of 10 ms. The acoustic modelling of the analysis stage p(c a |q) consists of a DNN with a Time Delay Neural Network (TDNN) architecture using ivectors as auxiliary features [20] . We use the TDNN architecture and training procedure presented by [21] to estimate the HMM-state posteriors for each frame of the audio stream. In this architecture, each hidden layer takes as input the concatenation of the previous layer's output at multiple time steps. The input layer of the network receives the LDA transformation of the feature stream spliced with two frames at each side. The neural network consists of seven hidden layers. The indices of the time steps concatenated at each hidden layer are: -4 to 4 for the first layer, -2 and 2 for the third and -4 and 4 for the fifth. A p-norm non-linearity is used for neurons activations [22] , with p=2, an input dimension of 850 and an output of 170.
The training strategy is similar to that used for mask estimation. Hidden layers are added gradually every two epochs. During each epoch a batch of 512 samples was used. The effective learning rate was gradually decreased from 0.005 to 0.0005. The training consisted of 4 epochs. Training is performed in parallel using natural gradients and parameter averaging as described in [23] . The LDA transformation and the DNN are trained using an alignment produced by the baseline GMM system, where the number of estimated clusters of states resulted in |Q| = 1453. The setup and training procedure is implemented in Kaldi [24] and was adapted from the one employed in [25] .
The results presented use the Grid grammar as language model p(w) when decoding the utterances at test time. The results with the ground truth word sequences (not shown here) are very similar. On the development set, the decoder achieves 86.9% in letter and digits word accuracy (the standard performance measure for the Grid corpus -this is comparable with the state-of-the-art on this task (i.e., see [26] ).
Clean speech model
In the resynthesis stage the frame length and shift of the ratemaps ct were set to 10 ms and 5 ms respectively. Given the difference in rates between c a t and ct, the state sequence used in resynthesis is an upsampled version of the analysis state
The acoustic model of the clean speech p(o t|qi) for each speech state qi ∈ Q is trained on the official CHiME-2 training set using the noisy speech model in order to produce framelevel state alignments. We use the resulting alignments with the ratemaps of the clean version of each utterance to train an individual model for each state. Diagonal covariance matrices Σ i are used to limit the number of parameters.
We first train a speaker independent model using the utterances from all speakers. Speaker dependent models are constructed using the 500 training utterances of the speaker, falling back to the speaker independent model with states for which less than 20 frames of data are available. In our experimental set-up there is no utterance overlap between training and test sets.
Results and discussion
In Fig. 2 we present the MSE values and the PESQ improvement of the constrained imputation solutionĉCI for different SNR values, reliable component ratios (rratio) and masks (noisebased, speech-based and oracle). Note, a reliable component ratio of 1.0 means performing no enhancement, since all components are considered reliable already, whereas, a reliable component ratio of 0.0 is equivalent to the unconstrained resynthesis solutionĉ R, i.e., comparable to works such as [13] .
In all cases the unconstrained resynthesis greatly reduces the MSE with respect to the original signal. In particular, note that the MSE for the processed speech at -3 dB is lower than that of the unprocessed speech at 9 dB, i.e., the enhancement has reduced distortion in the ratemap domain by an equivalent to a 12 dB noise reduction. Note also, however, that for the unconstrained resynthesis distortion remains above an MSE value of about 0.08 even at 9 dB. Although the unconstrained model synthesises a ratemap from clean speech parameters, it will be drawn towards the mean (i.e., typical) rendering of the utterance. This distortion towards the mean will reduce natural variability from the original instance.
Results for constrained resynthesis show that there is potential to reduce MSE further. When using an oracle mask with a reliable ratio of around 0.5 the MSE values are less than half those observed in the unconstrained case. However, trying to meet this performance using estimated masks proves challenging. The poorly estimated noise-based mask generally performs worse than pure resynthesis at all ratios, except at 9 dB where a small gain can be seen with a mask tuned to 0.2. This is explainable by the fact that the 9 dB noise setting in the CHiME data is relatively stationary meeting the assumption of the noise model. However, the speech-based mask is more promising. Although it does not meet the oracle performance, over a wide range of ratios its performance is no worse than pure resynthesis and in the 3 dB and 9 dB conditions it makes small improvements. Optimum performance appears with a ratio of around 0.8, i.e., reestimating a small number of the most noise affected ST points.
The figure also shows PESQ improvements computed from the reconstructed signals. There results are largely consistent with those of the MSE measures -reductions in MSE translate to improvement in PESQ. What is surprising is that the PESQ improvements for the resynthesised signal are surprisingly small compared to the potential gains that would be seen by constrained resynthesis if the correct mask is used.
Conclusions
We introduced an analysis-resynthesis enhancement system with a DNN-based analysis component and a constrained resynthesis employing an estimated S-T mask. Oracle masks show the potential of the technique but good performance in everyday noise requires accurate mask estimation. A novel speechmodel based mask estimator demonstrated small improvements in objective measures over unconstrained resynthesis. Listening experiments are now required to validate the results.
