The results of difference sequences theory are applied to analytic function theory and Diophantine equations. As a result we have the equation which connects the n-th derivative of a function with the difference sequence for the values of this function. Also the results of difference sequences theory helps to discover some features of the whole kind of Diophantine equations. The method presented allows to find limits where Diophantine equation does not have integer solutions. The higher power of Diophantine equation the better this method works.
Introduction
I give the short introduction to difference sequences theory below to show the main idea. Let's have a look at the following system: . . . . . . . . . . . . .
where
In accordance with the above definitions let's take a look at the following number sequences: 
We can suppose that for the following number sequences:
Newton researched such difference sequences and proved the following theorem Theorem 1.1. For polynomial P n (x) = a 0 x n + a 1 x n−1 + · · · + a n , where x ∈ R, a 0 , a 1 , . . . , a n ∈ R, a 0 = 0, n ∈ N, k is the step of difference sequence, k ∈ R, k = 0
For example you can familiarize with difference sequences theory in [1] .
Analytic Functions
Apply this result to analytic functions. Let f (x) be a real analytic function in the interval (a, b). In such case by Taylor's theorem it can be written
where x, x 0 , ξ ∈ (a, b) and the remainder has Lagrangian form.
For i = 0, 1, 2, . . . , n and k ∈ R, k = 0 :
where ξ i ∈ (x 0 , x + ik). Then we can put
by Theorem 1.1 and taking into account the sign at (1)
This equation is the generalized form of (1) for functions. The equation shows a connection between the n-th derivative of a function in a point x 0 and the difference sequence for this function which begins in other point x.
In the case x = x 0 we have
Diophantine equations
Lets apply the result of difference sequences theory to Diophantine equations. For example lets take Fermat's Last Theorem [2] which was proven by Wiles in 1995 [3] . Fermat's Last Theorem states that no there positive integers x, y and z can satisfy the equation x n + y n = z n for any integer value of n greater than two.
Let x > y. For x n we can write
where x ′ = x − y. For y n we can write
By adding these two sums we get the equation for z n .
It means the function z p (x ′ , n) behaves by certain way for ∀ x ′ , p. In (2) the coefficient before n! is equal 2. Lets have a look at (1) we have to take step k = n √ 2 in (1) to get coefficient 2 before n! in the right part. The step of the function z p (x ′ , n) is not certainly a constant, but it has to behave by certain way to satisfy (2) . The behaviour of this step may give us some information about possible integer roots of this Diophantine equation.
Lets have a look at the following function
Step
where x ′ ≥ 1, (x > y). Lemma 3.1. Prove that
Proof. We fix the parameter x ′ and the parameter p is growing. First of all let's show that the function Step(x ′ , p, n) grows with the growing of p.
where p = 0. Let's signify a factor after p + 1 as I 1 and a factor after p as I 2 , I 1 < I 2 . The more p grows the more x ′ /(p + 1) becomes closer to x ′ /p. Hence the more p grows the more I 1 becomes closer to I 2 . Hence the difference between the first component and the second one in (3) grows. It means that the function
Step(x ′ , p, n) grows with the growing of p. Now let's show that for p = 1, 2, 3, . . . function
Step(x ′ , p, n) < n √
. Since we have shown that the function
Step(x ′ , p, n) grows with the growing of p, we put p → ∞ to find the high limit of this function.
Step(x ′ , p, n) = lim
Signify the expression in (4) like f (α). Since f ′ α (α) < 0, the expression in (4) reduces when α grows. Hence
Step(x ′ , p, n) grows with the growing of p, it means that the low limit of Step(x ′ , p, n) reaches when p = 1. In other words, if we prove that
Step(x ′ , p, n) > 1 for p > 0.
Let's research functions z 2 (x ′ , n) and z 1 (x ′ , n) in the interval x ′ ∈ [1, ∞) and the power n is fixed. It is obviously that these functions do not intersect each other. Also it is not hard to prove that the first and the second derivatives of these functions are positive. It means that these functions grow and the velocity of their growing grows too. Taking these facts into account we can assert that the function Step(x ′ , 1, n) reaches its maximum and minimum values in the ends of the interval x ′ ∈ [1, ∞).
Calculate the value of
Step(x ′ , 1, n) for x ′ → ∞ to show that it is more than one.
Hence
Step(x ′ , 1, n) > 1 and it means that
Step(x ′ , p, n) > 1 for p = 1, 2, 3, . . .. The same is right for
Step(x ′ , 0, n).
And the finale step -show that
Obviously that
Add (x ′ ) n + 2 to the both parts of the inequality
So we have the following 1 <
Step(x ′ , p, n) < n √ 2, p = 0, 1, 2, 3, . . . .
It means that
0 < {Step(x ′ , p, n)} < n √ 2 − 1, p = 0, 1, 2, 3, . . . .
In this case there is such j ∈ N :
{Step(x ′ , k, n)} < 1,
{Step(x ′ , k, n)} + {Step(x ′ , j − 1, n)} ≥ 1.
