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ABSTRACT
We show how to enhance the redshift accuracy of surveys consisting of tracers with highly
uncertain positions along the line of sight. Photometric surveys with redshift uncertainty
δz ∼ 0.03 can yield final redshift uncertainties of δz f ∼ 0.003 in high density regions. This
increased redshift precision is achieved by imposing an isotropy and 2-point correlation prior
in a Bayesian analysis and is completely independent of the process that estimates the pho-
tometric redshift. As a byproduct, the method also infers the three dimensional density field,
essentially super-resolving high density regions in redshift space. Our method fully takes into
account the survey mask and selection function. It uses a simplified Poissonian picture of
galaxy formation, relating preferred locations of galaxies to regions of higher density in the
matter field. The method quantifies the remaining uncertainties in the three dimensional den-
sity field and the true radial locations of galaxies by generating samples that are constrained
by the survey data. The exploration of this high dimensional, non-Gaussian joint posterior is
made feasible using multiple-block Metropolis-Hastings sampling. We demonstrate the per-
formance of our implementation on a simulation containing 2 × 107 galaxies. These results
bear out the promise of Bayesian analysis for upcoming photometric large scale structure
surveys with tens of millions of galaxies.
Key words: large scale – reconstruction –Bayesian inference – cosmology – observations –
methods – numerical
1 INTRODUCTION
Understanding the origin and evolution of the Universe to high
precision requires increasing amounts of data. In particular, under-
standing the nature of the recently observed accelerated expansion,
measuring the Baryon acoustic scale in the matter distribution or
establishing new standard rulers require probes of the three dimen-
sional galaxy distribution over large volumes, out to high redshifts.
A particularly difficult problem in galaxy observations arises from
the requirement of accurate redshift measurements as input to high
precision cosmology. Spectroscopy is the most accurate method for
measuring the radial distances of galaxies along the line of sight.
However, it is time-intensive and needs high photon fluxes. There-
fore spectroscopic redshifts will be unavailable for the vast majority
of the (tens of) millions of galaxies to be observed by future galaxy
surveys (Benjamin et al. 2010). These requirements have paved the
way for photometric redshift (photo-z) measurements as valuable
astronomical tools in future observations of the galaxy distribution.
Photometric galaxy observations can not only measure redshifts for
fainter objects than could be yielded with spectroscopy but also
provide higher numbers of objects with redshift measurements per
unit telescope time (Hildebrandt et al. 2010). Consequently, using
photometry rather than spectroscopy permits exploring the galaxy
distribution to higher redshifts at the expense of increased uncer-
tainty in the determination of three dimensional galaxy positions
(Baum 1962; Koo 1986; Connolly et al. 1995; Ferna´ndez-Soto et al.
2001; Blake & Bridle 2005).
Since major on-going and future galaxy surveys, such as DES,
PAU, CFHTLS and the space-based EUCLID mission, will be pho-
tometric, redshift uncertainties will play an increasingly important
role in future observations of the large scale structure (see e.g.
Coupon et al. 2009; Benı´tez et al. 2009; Refregier et al. 2010; Frie-
man 2011). Nevertheless, precision cosmology requires accurate
distance estimates. The impact of redshift uncertainties on the in-
ference of cosmological signals such as the baryon acoustic oscilla-
tions, cluster counts or weak lensing has been extensively discussed
in the literature (see e.g. Huterer et al. 2004; Bernstein & Jain 2004;
Ishak 2005; Huterer et al. 2006; Ma et al. 2006; Zhan & Knox 2006;
Zhan 2006).
In this work we present a new Bayesian approach for red-
shift inference from galaxy redshift surveys with uncertain radial
locations of galaxies. We emphasize that our method is indepen-
dent and complementary to the methods inferring photo-zs from
color or morphology information, and is therefore intended to be
used in conjunction with those. In order to increase the accuracy
of galaxy positions our method exploits two physically motivated
assumptions. The first assumption relies on the cosmological prin-
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Figure 1. Flow-chart depicting the two step iterative block sampling procedure. First a set of galaxy redshift reconstructions is sampled conditional on the last
density field. In a second step, a density field sample is generated conditional on the new galaxy redshifts, assuming them to be related to the density field
through log-normal Poisson statistics.
ciple which states that the Universe should be homogeneous and
isotropic. For this reason, the covariance matrix of the matter dis-
tribution in Fourier space is of diagonal shape, at least at the largest
scales, with the diagonal being the cosmological power-spectrum.
As a consequence, the sampler searches for galaxy redshift config-
urations which are compatible with an isotropic matter distribution.
Secondly, we exploit a simplified physical picture of galaxy forma-
tion, which states that galaxies predominantly form in regions of
higher density.
In practice neither the three dimensional matter field nor the
exact galaxy positions are known a priori. We must infer the three
dimensional density field together with the locations of galaxies.
In so doing, we account for the mutual dependences and correlated
uncertainties of the inferred density field and galaxy positions, and
show that the joint treatment can enhance their mutual inference.
In order to perform a full joint Bayesian analysis of the three
dimensional density field and the redshifts of galaxies we imple-
ment a two step Markov sampling process as depicted in figure 1,
which permits to explore the high dimensional non-Gaussian joint
posterior distribution in a numerically efficient way. In particular,
within the framework of a multiple block Metropolis-Hastings sam-
pler, we are able to break up the high dimensional problem in a
set of lower dimensional problems which can then be treated it-
eratively (Hastings 1970). This sampling approach permits us to
produce data-constrained samples of the three dimensional density
field and galaxy redshifts for photo-z surveys with tens of millions
of galaxies in a numerically efficient way.
In this work we are particularly interested in the final redshift
uncertainties, which are output as sampled probability densities of
galaxy redshifts constrained by the observations and incorporating
the isotropy prior. These results improve estimates for the radial
locations of galaxies and quantify the remaining uncertainties.
The paper is structured as follows. In section 2 we give a brief
overview and introduction to the method presented in this work.
A brief overview of photo-z estimators which generate the input
needed for our work is provided in appendix A. The density field
sampling step and the corresponding log-normal Poissonian model
for the density field is briefly discussed in section 3. Since this sam-
pling step has already been solved within the HADES (Hamilto-
nian Density Estimation and Sampling) algorithm a more detailed
description can be found in Jasche & Kitaura (2010) and Jasche
et al. (2010). The redshift sampling process and the derivation of
the corresponding conditional redshift posterior distribution is dis-
cussed in section 4. In section 5 we describe the generation of the
mock data used in our tests.
The performance of our multi dimensional Metropolis Hast-
ings sampler in a realistic setting is studied in section 6. Here we
study the overall burn-in and convergence behavior of the Markov
sampler. In section 7 we discuss the results for the inferred redshifts
and three dimensional density fields. Finally, in section 8, we dis-
cuss our results and give an outlook on future improvements and
applications of our work.
2 METHOD
The method presented in this work aims at the joint inference
of radial locations of galaxies as well as three dimensional den-
sity fields from observations with uncertain redshift measurements.
In particular, we are interested in exploring the joint probability
P({si}, {zp}|{zobsn }, {θn}) of the real-space density field {si} and the
true redshift positions of galaxies {zp} conditional on the observed
redshifts {zobsn } and the positions in the sky {θn}, which is a set con-
taining the declination and right ascension angles for all galaxies.
The exploration of the joint probability distribution is numerically
challenging partly due to high dimensionality but also because the
problem requires non-linear and non-Gaussian inference methods.
In situations like this, one usually has to rely on efficient imple-
mentations of a Metropolis Hastings sampling scheme. However,
it may be difficult to construct a single block Markov algorithm
which converges rapidly to the target distribution.
Fortunately, it is possible to break up the parameter space
into smaller blocks and to construct transition kernels for each in-
dividual block (Hastings 1970). Consequently this multiple block
sampling framework permits to to build complex transition kernels
for the joint problem. This approach greatly simplifies the search
for suitable candidate-generating densities and enables us to use
the previously developed non-linear log-normal Poissonian density
sampler, presented in (Jasche & Kitaura 2010; Jasche et al. 2010),
in conjunction with a new redshift sampler described in this work.
This block sampling approach was also at the heart of the Gibbs
sampler for cosmic microwave background (CMB) power spectrum
inference originally proposed in Wandelt et al. (2004) and Jewell
et al. (2004) which is now widely used.
We can explore the joint posterior distribution by iteratively
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Figure 2. Slices through the mock matter field realization (left panel), the mock galaxy survey generated from the mock matter field without distorted redshifts
(middle panel) and the redshift distorted mock galaxy survey (right panel). It is clearly visible that all small scale structures are smeared out along the line of
sight in a survey with photo-z errors of ∼ 0.03.
sampling from the two conditional distributions
1) {zp}( j+1) x P({zp}|{si}( j), {zobsp }, {θp}) ,
2) {si}( j+1) x P({si}|{zp}( j+1), {zobsp }, {θp}) , (1)
where in the first step we draw a random realization of radial galaxy
positions {zp} and in a second step we generate a three dimensional
density field sample {si}. The iteration of these two random pro-
cesses will provide us with samples of the joint posterior distribu-
tion. A schematic description of the sampling procedure is depicted
in figure 1.
3 THE LOG NORMAL POISSONIAN MODEL
The log-normal Poissonian posterior distribution is formulated in
terms of galaxy number counts, rather than in terms of galaxy red-
shifts and positions in the sky. As demonstrated in appendix B, the
density posterior distribution given in equation (1) can be written
as a function of galaxy number counts
P({si}|{zp}, {zobsp }, {θp}) = P
(
{si}|
{
Ni
(
{zp}, {θp}
)})
, (2)
where the number counts Ni
(
{zp}, {θp}
)
are calculated according to
equation (B10). Following Jasche & Kitaura (2010), the log normal
Poissonian posterior distribution can then be expressed as:
P({si}|{Ni}) = e
− 12
∑
i j(ln(1+si)+µi)Q−1i j (ln(1+s j)+µ j)
√|2piQ|
∏
l
1
1 + sl
×
∏
k
(
RkN¯(1 + B(s)k)
)Ngk e−Rk N¯(1+B(s)k)
Ngk !
, (3)
where Q is the covariance matrix of the log-normal distribution, µi
describes a constant mean field, Rk is a linear response operator, in-
corporating survey geometries and selection effects, N¯ is the mean
number of galaxies in the volume and B(x)k is a non-linear, non
local, bias operator at position ~xk. In this fashion the log-normal
Poissonian distribution accounts for non-linearities in the density
field, the local noise structure of the galaxy distribution as well as
systematic uncertainties due to survey geometry, selection effects
or galaxy biasing.
The log-normal posterior distribution incorporates essentially
two physically motivated assumptions which are important for the
method described in this work. Due to the cosmological principle
we will assume the matter distribution in real-space to be statis-
tically isotropic. This is incorporated in the posterior distribution
in equation (3) by noting, that the Fourier transform of the covari-
ance matrix Q for the logarithmic density field is assumed to have
a diagonal form with the diagonal being the power-spectrum which
depends on the |k| only. This assumption requires the individual
density field samples to be statistically isotropic. In addition the
Poisson model can be considered as a simplified model for galaxy
formation, which relates the number of galaxies found at a given
position to the underlying density field, and hence singles out pre-
ferred locations for galaxies conditional on the underlying density
field. Thus, in the absence of additional constraining information,
these physical requirements enhance the inferred redshifts from ob-
servations with uncertain radial locations of galaxies.
For a detailed description on the numerical implementation
of the large scale structure sampler we refer to Jasche & Ki-
taura (2010). Unlike conventional Metropolis Hastings algorithms,
which move through the parameter space by a random walk, and
therefore require prohibitive amounts of steps to explore high di-
mensional spaces, the HMC sampler suppresses random walk be-
havior by introducing persistent motions of the Markov chain
through the parameter space (Duane et al. 1987; Neal 1993, 1996).
In this fashion, the Hamiltonian sampler maintains a reasonable ef-
ficiency even for high dimensional problems (Hanson 2001).
4 THE REDSHIFT POSTERIOR DISTRIBUTION
In the following we will focus on the derivation and implementa-
tion of the second sampling step in figure 1, namely of generating
random realizations of true galaxy redshifts {zp} conditional on ob-
servations and a realization of the three dimensional density field.
In particular we are searching for a numerically efficient implemen-
tation of the random process
{zp}x P({zp}|{si}, {zobsp }, {θp}) . (4)
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Figure 3. Slices through three successive galaxy count samples, first sample (left panel), fifth sample middle panel and 100th sample (right panel). The first
sample shows prominent redshift smearing which quickly decay in subsequent samples.
This problem is numerically challenging due to the high dimen-
sionality, i.e. the number of galaxies in a survey. Additionally, the
non-linearity of the problem generally prevents drawing samples
directly from the redshift posterior distribution given in equation
(4). Hence, in order to explore the space of possible galaxy redshift
configurations we have to rely on a Metropolis-Hastings sampler. A
naive implementation of the redshift sampling process might sug-
gest drawing a realization for the whole set {zp} at once. Such a
scheme will lead to a high rejection rate, rendering such a method
numerically unfeasible. Suppose, for example, that the sampler pro-
poses a redshift configuration {zp} which is acceptable except for
one galaxy redshift zn. Although most of the galaxy redshifts could
be accepted in this scenario the complete set {zp} would be rejected
and the sampler stays at its current position in parameter space. For
this reason, such a sampling approach would require to construct a
very good proposal distribution for P({zp}|{si}, {zobsp }, {θp}) in order
to yield efficient sampling rates. Generally it is not trivial and may
even be impossible to construct such a proposal distribution.
If it were possible to find conditional redshift posterior dis-
tributions for each individual galaxy redshift zn, one could build a
multiple block Metropolis-Hastings sampler for the set of galaxy
redshifts {zp}.
Fortunately, this is possible in our simple, Poissonian
galaxy formation model. As demonstrated in appendix B it
is possible to find a conditional redshift posterior distribution
P(zn|{up}, {si}, {zobsp }, {θp}) such that a multiple block Metropolis-
Hastings sampler can be constructed.
Galaxy redshifts can therefore be updated by sampling
P({zp}|{si}, {zobsp }, {θp}) using the following random process
1) z( j+1)1 x P(z1|{up}1, {si}, {zobsn }, {θn})
2) z( j+1)2 x P(z2|{up}2, {si}, {zobsn }, {θn})
3) z( j+1)3 x P(z3|{up}3, {si}, {zobsn }, {θn})
.
.
.
N) z( j+1)N x P(zN |{up}N , {si}, {zobsn }, {θn}) , (5)
where for each transition we use a Metropolis-Hastings update
step and {up} = {zp}/zn is the set of galaxy redshifts contain-
ing all redshifts except the redshift zn of the nth galaxy under
consideration. The superscripts i at the {up}i indicate that the set
of galaxy redshifts {up} have to be updated after each sampling
step, since the next sampling step depends on the new position of
the previously sampled galaxy. The conditional redshift posteriors
P(zn|{up}, {si}, {zobsn }, {θn}) describes the probability for the redshift
zn of the nth galaxy redshift conditional on the redshifts of all other
galaxies, the density field, the observed redshifts and the positions
in the sky.
At this point an important further simplification occurs. Given
the density field s, the redshifts any one galaxy zn is conditionally
independent of the redshifts of all the other galaxies, so
P(zn|{up}, {si}, {zobsp }, {θp}) = P(zn|{si}, {zobsp }, {θp}) , (6)
which is also shown in appendix B. This is particularly interesting
for the numerical implementation of the random process given in
equation (5), since it permits parallel, instead of sequential, sam-
pling.
The computational advantage of sampling each galaxy red-
shift individually can be immediately realized. Even if some indi-
vidual redshift proposals are rejected, other redshift samples will
be accepted leading to an overall larger acceptance probability for
the entire set {zp}, compared to the scenario where {zp} would be
sampled as a whole. Additionally, the multidimensional sampling
approach can be reduced to a one dimensional sampling problem
for each sampling step described in equation (5), as the redshift is
explored along each line of sight.
The detailed form of the conditional redshift posterior is (Ap-
pendix B)
P(zn|{θp}, {si}, {zobsp }) ∝
∣∣∣∣∣∣ ∂r(z)∂z
∣∣∣∣∣
z=zn
r(zn)2
∣∣∣∣∣∣
×
∑
i
W(~xi − ~xn)
(
RiN¯(1 + B(s)i)
)
×P(zobsn |θn, zn, {si}) .
(7)
where r(z) is the radial co-moving distance as a function of redshift
z and W(~x) is the voxel kernel function, as defined in Appendix B.
Since the Metropolis-Hastings algorithm does not require a prob-
ability distribution to be normalized in order to generate samples,
we omitted all normalization constants in equation 7.
The first factor in equation (7) is just the Jacobian of the co-
ordinate transformation from spherical redshift to Cartesian co-
moving coordinates, which is required since the density field is
c© 2006 RAS, MNRAS 000, 1–17
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Figure 4. Correlation between the true redshift zp and the redshifts of the ith sample zip for three successive samples, tenth sample (left panel), 100th sample
middle panel and 5000th sample (right panel). It can be seen that in successive samples the correlation gets stronger as the galaxies move towards their true
locations.
defined in co-moving Cartesian coordinates. The second factor, is
essentially the intensity function for the spatial Poisson process, as
described in section 3. It reflects the naive intuition, that the prob-
ability of finding a galaxy at a given spatial location should be re-
lated to the underlying density field. Also note, that the conditional
redshift posterior distribution accounts for non-linear and non-local
galaxy biasing B(s)i, as well as for the systematics of the survey
under consideration via the survey response operator Ri, which in-
corporates survey geometry and selection functions. The last factor
in (7) is the photo-z likelihood encoding the information about the
redshift zobsn for the nth galaxy determined by a a photo-z estima-
tor. Since galaxy redshifts are determined separately for individual
galaxies it is reasonable to assume that these likelihoods are inde-
pendent of the observed redshifts of all other galaxies, meaning the
redshift likelihood for an individual galaxy does not depend on the
redshift observations of other galaxies.
We emphasize that so far we made no specific assumptions
regarding the photo-z likelihood. The aim of this work is to find a
physically meaningful way of increasing the accuracy of redshift
inference once all other, color or spatial information has been used.
This is achieved by the two first factors in equation (7) which could
be considered as a redshift prior once the underlying density field is
known. Thus, the joint sampling approach for the density field and
the galaxy redshifts described in section 2 provides us with samples
of the joint distribution. Discarding the density fields then amounts
to a Monte-Carlo marginalization over the underlying three dimen-
sional density fields and provides us with the redshift posteriors for
all galaxies conditional only on the data and the isotropy prior.
It is important to remark, that since no specific assumptions
on the redshift likelihood are required, and since we are using a
sampling approach, our method will in principle work with any
specified redshift likelihood, or input photo-z pdf. Our method is
therefore intended to be used as a complement to any photo-z esti-
mator which use galaxy-specific information such as a photometry
or morphology to provide a photo-z pdf.
For this reason, our method is highly flexible and therefore
broadly applicable to various different scenarios and galaxy obser-
vations.
5 GENERATING MOCK OBSERVATIONS
In the previous sections we presented the derivation and the imple-
mentation of our method. Here we will describe the generation of
artificial mock data sets, which will be used later to test our method.
5.1 Generating galaxy redshifts
The generation of a artificial mock galaxy survey will closely fol-
low the description in Jasche & Kitaura (2010). Since galaxies trace
the three dimensional matter distribution and since in this work we
are interested in recovering the true redshift locations of galaxies
from redshift surveys with uncertain radial locations of galaxies,
we prefer using a density field simulated from an N-body simula-
tion rather than a log-normal realization. Such a density field per-
mits us to test our method in a more realistic scenario, since the
mock density field contains structures, such as voids, filaments and
clusters.
For this reason, we build our mock galaxy observation on a
matter field realization calculated by the tree-PM code GADGET-
2 (Springel 2005), starting from Gaussian initial conditions. The
details of this simulation are described in Pillepich et al. (2010).
We estimated the simulated matter density field on a 2563
Cartesian equidistant grid with side length of 1200 Mpc, using the
Cloud in Cell (CIC) kernel and the super-sampling procedure de-
scribed in Jasche (2008) to account for aliasing effects. Note that
we do not take peculiar velocities into account when mapping into
redshift space, since any such distortion will be negligible for pho-
tometric survey data.
Given this density field we can then generate Poisson realiza-
tions, taking into account several survey properties such as noise,
survey geometry and selection effects. In figure 2 we show slices
through the true underlying matter field realization and the simu-
lated redshift survey.
The survey properties are described by the galaxy selection
function F j and the observation Mask M j where the product
R j = F j M j (8)
yields the linear response operator R j of the galaxy survey at the
jth volume element.
The toy selection function, used in our tests, is given by
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Figure 5. Power-spectra P(k) of successive samples during the burn-in phase. It can be seen that the samples move towards the true power-spectrum (black
curve) of the matter field realization.
F j =
 ( 1(r j+1−rth)β ) for r j >= rth1 else (9)
where r j is the co-moving distance from the observer to the center
of the jth voxel. For our simulation we chose parameters β = 0.25
and rth = 100 Mpc. The observation Mask M j is the same as de-
scribed in Jasche & Kitaura (2010). It was designed to approximate
the most prominent features of the Sloan Digital Sky Survey geom-
etry (Abazajian et al. 2009). As a result of the Poisson sampling of
the density field we obtain galaxy number counts N j at each grid-
point in the three dimensional domain.
Next, in order to assign redshifts to the galaxies, all the N j
galaxies inside the jth volume element are uniformly distributed
over the volume element to offset them from the center position.
This process does not destroy the Poissonian process by which the
galaxy sample was realized, since it does not change the number of
galaxies inside the volume element. Given an assumed cosmology
we can then calculate the redshift zp and the two angular positions
θn for each galaxy. In particular, we assumed a standard ΛCDM
cosmology corresponding to the following set of cosmological pa-
rameters (Ωm = 0.24, ΩΛ = 0.76, Ωb = 0.04, h = 0.73, σ8 = 0.74,
ns = 1 ).
At the end of this procedure we obtained a set of real-space
galaxy positions {θn, zp} for Ngal = 21340276 galaxies.
5.2 Introducing redshift uncertainties
In the previous section we described how to obtain a set of unper-
turbed galaxy redshifts given a specific density field. Here we will
describe how to generate the observed photo-z uncertainties.
Note, that until now we have not specified a specific redshift
likelihood. The method presented in this work is general, and does
not need to make any specific assumptions about the functional
shape of the redshift likelihood. This is due to our sampling ap-
proach which permits us to use any desired redshift likelihood.
In this work we will assume that the uncertainty in the ob-
served redshifts is due to the observational strategy, i.e.. due to the
instrument. The redshift likelihood is therefore independent of the
underlying density field
P(zobsn |θn, zn, {si}) = P(zobsn |zn) . (10)
Although it is possible to use an arbitrary redshift likelihood, here
we will employ a truncated Gaussian distribution given as
P(zobsn |zn) =
Θ
(
zobsn
)
e
− 12
(zobsn −zn)2
σ2z√
pi
2σ
2
z
(
erf
(
zn√
2σ2z
)
+ 1
) , (11)
where σz is the photo-z dispersion. This simple distribution permits
us to test our method and to estimate its general performance. Given
the true redshift zn generated via the procedure described in section
5.1 and by specifying a desired redshift dispersion σz, the observed
redshift zobsn can be generated by drawing random samples from
the truncated Gaussian distribution, given in equation (11), via re-
jection sampling. We distort the redshift of each individual galaxy
following this recipe.
For the test case considered in this work we treat all galaxies
with the same σz = 0.03. Since we are able to treat each galaxy
individually, there is no problem in specifying a different photo-z
likelihood for every galaxy. The possibility of modeling heteroge-
nous data sets with photo-z pdfs that differ from galaxy to galaxy
is very interesting since it allows incorporating detailed uncertainty
information from photo-z estimators which could take into account
color or morphological information. It would also be possible to
merge data sets with different redshift accuracies, including spec-
troscopic surveys. We will explore these promising ideas in future
work.
The process of generating a galaxy distribution with redshift
distortions corresponding to the likelihood given in equation (11) is
visualized in figure 2. It can be seen that given a redshift dispersion
of σz = 0.03 structures along the line of sight are smeared out on a
scale of roughly ∼ 100 Mpc.
In the following we will apply our method to this mock survey.
c© 2006 RAS, MNRAS 000, 1–17
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Figure 6. The plot shows the trajectory of a randomly selected galaxy along the line of sight as a function of the sampling step n in the Markov chain (blue
dashed line). The background displays the density field along the line of sight in each sampling step. It can be seen that the galaxy jumps preferentially between
different regions of higher density in the range allowed by the redshift likelihood from a photo-z estimator.
6 TESTING
In this section we will apply our method to our mock survey in or-
der to estimate its performance. In particular, we focus on the con-
vergence behavior of the sampler which determines the efficiency
of the method in a realistic setting.
6.1 Testing convergence and correlations
The Metropolis Hastings Sampler is designed to have the target
distribution, in our case the joint posterior distribution, as its sta-
tionary distribution (see e.g. Metropolis et al. 1953; Hastings 1970;
Neal 1993). For this reason, the sampling process will provide us
with samples from the specified joint posterior distribution after a
sufficiently long burn-in phase. However, the theory of Metropolis
Hastings sampling by itself does not provide any burn-in criterion.
Therefore, this initial burn-in behavior has to be tested using nu-
merical experiments.
Burn-in manifests itself as a systematic drift of the sampled
parameters towards the true parameters from which the artificial
data set was generated. We monitor it by following the evolution of
parameters in subsequent samples.
As an example, in figure 3 we show slices through galaxy
number counts calculated from successive redshift samples. While
initially the galaxy distribution exhibits prominent redshift distor-
tions, successive samples iteratively correct the galaxy positions
towards their true real-space positions. Visually, already the 100th
sample does not seem to be contaminated by redshift distortions. In
order to demonstrate that galaxies are really moving towards their
true real-space positions during the burn-in phase, we can study the
correlation of the sampled redshifts with the true galaxy redshifts
for successive samples. The results of this test is presented in figure
4. Here it can be seen, that the correlation between the sampled and
the true redshifts tightens throughout successive samples. Figure 4
also clearly demonstrates the ability of our method significantly to
enhance the constraints on the true galaxy redshifts from photo-z
surveys.
These aforementioned diagnostics particularly focus on mon-
itoring the burn-in behavior of the redshift samples. In order to
probe the evolution of density samples we monitor power-spectra
estimated from successive density samples. As the galaxies move
towards their true locations these successive power-spectra will
drift towards the power-spectrum of the underlying mock matter
field realization. These successive power-spectra are depicted in
figure 5. As can be clearly seen, successive power-spectra move to-
wards the true power-spectrum of the underlying mock matter field
realization. In summary these tests indicate that the initial burn-in
phase requires on the order of 5000 samples.
Next we will discuss the general convergence behavior of the
redshift samples in particular the correlation structure. In general,
successive samples in a Markov chain are not independent, but are
correlated with previous samples. In order to estimate how many
independent samples are generated by the Markov chain one has
to study this correlation effect. This can be done by following a
similar approach as described in (Eriksen et al. 2004) or (Jasche
et al. 2010) by assuming all individual galaxy redshifts zil in the
Markov chain to be independent and estimating their correlation in
the chain by calculation of their autocorrelation function
Cl(n) =
〈
zil − 〈zl〉√
Var(zl)
zi+nl − 〈zl〉√
Var(zl)
〉
, (12)
where n is the distance in the chain measured in iterations. In fig-
ure 7 we show the autocorrelations of redshift samples for several
randomly selected galaxies. We can further define the correlation
length of the redshift sampler as the distance in the chain nC beyond
which the correlation coefficient Cl(n) has dropped below 0.1. As
can be seen in figure 7 the correlation length is less than 200 sam-
ples, which demonstrates the high mixing rate of the sampler.
Despite the high dimensionality of the problem considered
here, these tests demonstrate that the joint posterior of galaxy red-
shifts and three dimensional density field can be explored in a nu-
merically feasible way by our method.
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Figure 7. Correlation functions Cl(n) as a function of distance in the Markov chain n for ten randomly selected galaxies. It can be seen that the correlation
length between the samples in the chain is on the order of 200 samples.
7 RESULTS
In the previous section we demonstrated the ability of our method
to efficiently explore the joint parameter space of the three dimen-
sional density field and the true redshifts of galaxies from redshift
surveys with uncertain radial location of galaxies.
The algorithm will identify high density regions in volume el-
ements where the number counts of galaxies is high. In this fashion,
the information of the entire galaxy sample is used to infer the 3D
density field. In turn, the inference of individual galaxy redshifts
uses this reconstructed 3D density field as described in section 4.
Therefore information propagates from the entire galaxy sample to
reduce the redshift uncertainties of each individual galaxy.
In successive Markov samples individual galaxies will prefer-
entially move to regions of higher density within the range allowed
by the photo-z inference. For this reason, a worry might be that the
galaxy get stuck and not move any further once it found a density
peak. We find that this does not occur since our burn-in and auto-
correlation tests show that galaxies quickly find and explore their
redshift range.
It is illustrative to follow the trajectory of an individual galaxy
along its line of sight throughout successive samples. Generally, in
each sample step both, the density field along the line of sight and
the galaxy redshift, will change. In figure 6 we show the trajectory
of a random galaxy and the evolution of the corresponding density
field along the line of sight for 1000 samples. It can be seen that the
galaxy preferentially moves to regions with densities higher than
the mean density and avoids underdense regions. Also the galaxy
stays longer in regions of higher density, which correspond to re-
gions of higher probability, than in other regions.
This is the anticipated behavior of the Markov sampler, which
is supposed to provide more samples of high probability regions
and less samples in regions of lower probability in order to con-
struct a probability density.
Next, we want to discuss the final scientific results of the sam-
pling procedure. In particular, we are interested in the accuracy
of the inferred galaxy redshifts. Intuitively, the accuracy of the in-
ferred redshifts should depend on the environment at the galaxies’
original location. Galaxies born in high density regions will be at-
tracted by a high density peak along their line of sight, while galax-
ies born in low density regions have fewer constraints. In the limit
of very low density the galaxy will explore the full range allowed
by the input photo-z likelihood along the line of sight.
High density regions are better sampled by galaxies, which
further decreases the uncertainty for the inferred density field at
these positions, which results in an overall higher joint probability
for the density field and galaxy redshifts at these locations. For this
reason, redshifts of galaxies located in high density regions such as
clusters or super clusters will generally be recovered more precisely
than those of galaxies in regions with lower density.
7.1 Redshift samples
To demonstrate this effect and to see which regions can be best
recovered from a redshift survey with uncertain radial locations of
galaxies, we study the average redshift standard deviation as a func-
tion of the true underlying density field δtrue
〈σz〉(δtrue) =
∑
p σp K(δ
p
true − δtrue)∑
p K(δ
p
true − δtrue)
, (13)
with δptrue being the true density contrast at true location of the pth
galaxy, σp is the galaxy redshift standard deviation calculated from
the samples and K(x) is the binning kernel as defined in equation
B9. Equation (13) yields the redshift standard deviation measured
from the Markov chain averaged over density bins of the true un-
derlying mock matter-field realization. This quantity is a measure
of how well the true redshift can be recovered from an uncertain
galaxy redshift survey.
Figure 8 clearly shows a strong dependence of the average red-
shift standard deviation on the amplitude of the true density field.
Very dense structures can be recovered very well. As expected, fig-
ure 8 demonstrates that high density regions such as clusters can be
much better recovered from uncertain redshift surveys than regions
of lower density such as filaments or voids. However, on average
the redshift precision has improved for all galaxies compared to the
initial uncertainty.
The final redshift posterior distributions are generally highly
non-Gaussian. We therefore estimate the conditional probability
distribution P(∆z|δtrue) of redshift departures from the true redshift
∆z = ztrue − z conditional on the true underlying density field δtrue
c© 2006 RAS, MNRAS 000, 1–17
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Figure 8. Mean standard deviation as a function of density contrast δ.
P(∆z|δtrue) =
∑Nsamp
l=1
∑
p δ
D(δptrue − δtrue) δD(∆z − (zptrue − zpl ))∑Nsamp
l=1
∑
p δ
D(δptrue − δtrue)
, (14)
which is the probability of finding the departure ∆z in a region with
density contrast δtrue after our method has been applied. Initially
this distribution coincides with the redshift likelihood, which is in-
dependent of the density field and is basically a Gaussian distribu-
tion with redshift dispersion σz = 0.03. The comparison between
the initial distribution P(∆z|δtrue) and that obtained by our method
is shown in figure 9. This plot demonstrates that although the ini-
tial redshift likelihood is independent of the true underlying density
field, the final redshift posterior distribution strongly depends on it.
Beyond measures of accuracy, it is instructive to inspect the
redshift posteriors we derive for individual galaxies. In figure 10
we show some randomly selected redshift posterior distributions.
In general the inferred redshift posterior distributions are non-
Gaussian and multimodal. Each mode corresponds to a possible
association of the galaxy with peaks in the density distribution. The
area under each mode measures the probability for the galaxy to be
associated with that density peak. In several cases these modes sit
on top of a broader distribution which for the residual probability
that the galaxy is not associated with any of these peaks. It is clear
that by any reasonable measure of information, such as Shannon’s
negentropy, these pdfs are far more informative regarding the red-
shift of the galaxy than the original photo-z likelihoods.
7.2 The density field
In this section we will discuss the inferred three dimensional den-
sity field. As already described in the previous section, the accuracy
of the inferred redshifts depends on the amplitude of the true under-
lying density field. In particular, the higher the underlying density
the more accurate we can identify the true location of galaxies. For
this reason, we expect a similar behavior for the recovered three
dimensional density field. For example, we expect to recover high
density regions more accurately than low density regions. How-
ever, the corresponding joint uncertainty of redshift and density
estimates can be accurately estimated from the Markov samples.
As an example we calculated the ensemble mean and variance for
the density field. The results are presented in figure 11 where we
show three slices through the ensemble mean density and the en-
semble variance field from different sides. The results demonstrate
that high density regions are much better localized than lower den-
sity or even under dense regions. In particular, the ensemble mean
density field shows elongated structures along the line of sight for
under dense objects such as voids. This result was anticipated. It re-
flects the fact that these objects are poorly constrained by the data.
To further quantify this visual impression and to estimate the
accuracy of the inferred density field we study point to point com-
parisons between the true underlying density field and the recov-
ered ensemble mean density field smoothed on different scales. The
density fields are smoothed with a spherical top hat filter in Fourier
space with different filter radii kth. We can then calculate the cor-
responding correlation coefficient for the different filter thresholds
kth
r(kth) =
〈
δ
kth
true 〈δ〉kth
〉
√
〈
(
δ
kth
true
)2〉 √〈(〈δ〉kth )2〉 , (15)
where the superscript denotes that the field has been filtered with
a top hat filter corresponding to kth. The result of this calculation
is presented in figure 12. To further study the dependence of the
accuracy of the inferred density field on the true underlying density
field, we will also calculate the correlation coefficients only be-
tween voxels in the true and the inferred ensemble mean density for
which δtrue > δth. We can therefore study the correlation between
true and recovered density field as a function of smoothing scale
and density amplitude. As demonstrated by figure 12, the accuracy
for the inferred structures in the density field strongly depends on
the amplitude of the true underlying density field. As expected, high
density objects can generally be much better constrained than low
density or even under dense regions. It is interesting to point out,
that high density objects still show a reasonably high correlation
even at the shortest scales resolved by the grid (∼ 4.69 Mpc) al-
though the data corresponds to a density field smeared out on a
scale of about 100 Mpc due to a redshift variance of σz = 0.03.
These results are therefore in agreement with the results for the es-
timated redshifts presented in the previous section. In the absence
of additional information or data the inference of redshifts and three
dimensional density field strongly depends on the amplitude of the
true underlying density field.
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Figure 9. Probability distribution for the difference ∆z between measured and true redshift conditional on the true underlying density field δtrue. The left panel
shows the initial Gaussian redshift likelihood which is conditionally independent of the true underlying density field. The right panel shows the a posteriori
conditional probability density distribution for ∆z estimated from the Markov samples. It can be seen that the accuracy of inferred redshifts depends on the
true underlying density field. Also note that the resulting probability distribution is non-Gaussian.
8 DISCUSSION AND CONCLUSION
Present and upcoming photometric galaxy surveys provide us with
(tens of) millions of galaxies probing the density field out to high
redshifts. These enormous numbers of galaxies can only be ob-
tained at the expense of low accuracy in the measurement of the ra-
dial locations of galaxies along the line of sight. It has been demon-
strated that these redshift uncertainties will generally influence the
inference of cosmological signals such as the baryon acoustic os-
cillations, cluster counts or weak lensing. For this reason, accurate
treatment of redshift uncertainties is required in order to use these
surveys to full effect.
In this work, we presented a new, fully Bayesian approach
which improves the accuracy of inferred redshifts even if all the
available information based on photometry and morphology of in-
dividual galaxies has been used to estimate the photo-z. Specif-
ically our method performs a joint inference of the three dimen-
sional density field and the true radial locations of galaxies from
surveys with highly uncertain redshift measurements. This joint ap-
proach permits us to impose physically motivated constraints on
the redshift and density inference, which increase the accuracy of
the inferred locations of galaxies, essentially super-resolving high-
density regions in redshift space.
Where does the additional information come frome? The
isotropy and 2-D correlation prior allow improving the inference
of three-dimensional structure from the highly precise angular in-
formation in the radial direction. If the projected density of tracers
on the sky shows a peak then it is likely that this corresponds to
one or more three-dimensional peaks along the line of sight. Many
galaxies with imprecise redshifts populate the line of sight. Galax-
ies in high density regions can be associated with structures that
are consistent with their photo-z likelihoods and the observed two-
dimensional density. Each such structure has a relatively accurate
redshift derived from the averaged redshift of the galaxies it con-
tains.
In this work we employed a simplified picture of galaxy for-
mation. The Poisson model of galaxy formation serves to connect
the isotropy prior on the underlying density field and the three di-
mensional locations of galaxies. As demonstrated in section 4, in
this picture, the probability of finding a galaxy at a given radial po-
sition is proportional to the intensity of the spatial Poisson process.
As can be seen from equation (7), ignoring survey systematics and
galaxy biasing, the probability of finding a galaxy at a given loca-
tion is essentially proportional to the density, as would be expected
intuitively. Further, equation (7) also demonstrates that our method
can accurately account for survey systematics and can in principle
be combined with a non-linear and non-local galaxy biasing model.
The joint inference of radial galaxy positions and the three
dimensional density field as well as the quantification of joint un-
certainties require exploring the posterior density conditional on
observations. Doing so via Markov Chain Monte Carlo methods is
a numerically challenging problem due to the high dimensionality,
non-Gaussianity and non-linearity of the problem.
We show that the complex sampling procedure can be split
up into many simpler sub-sampling steps within the framework of
a multiple block Metropolis-Hastings algorithm. In particular this
permits us to split the problem into the two tasks of individually
sampling three dimensional density fields, conditional on the true
galaxy locations, and sampling galaxy redshifts, conditional on the
density field. This sampling approach is depicted in figure 1. We ex-
plore the log-normal Poissonian posterior distribution for the three
dimensional density field based on the galaxy distribution using the
HADES algorithmJasche & Kitaura (2010). In this work we add
sampling the redshift posterior distribution as shown as the first
step in equation (1).
In the Poissonian picture of galaxy formation the locations of
individual galaxies are conditionally independent of the locations
of all other galaxies once the underlying density field is given. We
demonstrate this intuitively plausible fact in section 4. This fact
greatly simplifes the numerical implementation of the redshift sam-
pler, since it allows treating each galaxy individually leading to a
numerically efficient, parallel sampling procedure despite the high
dimensionality and non-linearity of the problem.
We extensively tested our method with artificial mock galaxy
observations to evaluate the overall performance of the algorithm
in a realistic scenario with tens of millions of galaxies. The gen-
eration of the artificial galaxy survey is described in section 5. In
this test all galaxy positions have been distorted corresponding to
a truncated Gaussian with equal redshift dispersion for all galax-
ies. In particular, we used a redshift dispersion σz = 0.03 which
amounts to an uncertainty along the line of sight of about ∼ 100
Mpc. However, it should be noted that since our method treats each
galaxy individually, it is generally possible to take into account the
photo-z information and uncertainties appropriate for each individ-
ual galaxy.
The primary goal of the tests we conducted was to establish
c© 2006 RAS, MNRAS 000, 1–17
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Figure 10. Randomly selected marginalized redshift posterior distributions estimated from the Markov samples (black curves). The red vertical lines denote
the true redshift of this specific galaxy and the red curve shows the distribution from which the observed redshift was drawn. The green vertical lines are the
observed redshifts and the blue vertical lines denote the ensemble mean redshift estimated from the samples.
the numerical feasibility of our method. In particular we focused
on evaluating the burn-in and convergence behavior of the multiple
block Metropolis-Hastings sampler. We studied the burn-in behav-
ior of the sampler by monitoring the systematic drift of various
inferred quantities towards their true values throughout subsequent
sampling steps. As described in section 6.1, following the evolu-
tion of inferred power spectra, shown in figure 5, and the flow of
galaxies towards their true locations, as demonstrated by figure 4,
indicates a burn-in time of about 5000 samples. Further, we stud-
ied the correlation length of individual galaxy redshifts across the
Markov Chain. In particular figure 7 demonstrates that the corre-
lation length is typically less than 200 samples. These tests clearly
demonstrate the feasibility of the method proposed in this work.
As a scientific result the method provides improved photo-zs
for each galaxy and the three dimensional density field as well as
the corresponding joint uncertainties. In section 7.1 we discuss the
results for the inferred galaxy locations. As was anticipated, the
accuracy of inferred redshifts depends on the density amplitude of
the true underlying density field. Figure 8 demonstrates, that on
average all galaxy redshifts have been improved with respect to the
original redshift dispersion, up to a factor of 10 in high density
regions.
It can clearly be seen that the accuracy of inferred redshifts
for galaxies living in high density regions is generally larger than
for galaxies in regions of lower density. This result is further clari-
fied by figure 9 which shows the probability distribution of depar-
tures from the true redshifts conditional on the underlying density
field. Redshifts of galaxies in high density regions can be partic-
ularly well recovered from a survey with uncertain radial galaxy
positions. These results correspond to our expectation, and simply
reflect the fact that there are usually many galaxies in high density
objects. The joint information of these many observed redshifts per-
mits to accurately infer the position of the high density object and
hence the locations of galaxies living in this object. The lower the
density the smaller is the number of galaxies contributing to a fea-
ture and hence the number of observed redshifts. As a result it is
generally more difficult to constrain the locations of low density
features than the location of high density features.
This effect is also reflected in the inferred density field, see
section 7.2. Figure 11 shows the ensemble mean density field and
the corresponding ensemble variance estimated from the set of
Markov samples. It is visually clear that high density regions can be
much more accurately located than low density or even underdense
regions. To quantify this impression, we studied the point to point
correlation of the estimated ensemble mean with the true underly-
ing density field for different smoothing scales and different density
thresholds. The results shown in figure 12 clearly demonstrate that
high density regions can be accurately recovered for all smooth-
ing scales, while the correlation between ensemble mean and true
density field worsens with decreasing density. For this reason, the
results of inferred density fields and galaxy redshifts are consistent
and strongly depend on the density amplitudes of the true underly-
ing density field.
We emphasize that the scientific output of our method is not a
single estimate but a sampled representation of the joint posterior of
three dimensional density field and galaxy positions. Any desired
statistical summary as well as corresponding uncertainties can be
calculated from this set of samples.
For example, by marginalizing over the density field we are
able to provide the marginalized redshift posterior distributions, as
depicted in figure 10, which permit easy propagation of uncertain-
ties through subsequent analysis stages.
Our method does not rely on specific assumptions on the
provenance of the redshift likelihood. It is therefore applicable gen-
erally to surveys of isotropic distributions of tracers with uncertain
radial positions.
In summary, the presented method is a flexible and numeri-
cally efficient addition to the analysis toolbox for large scale galaxy
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Figure 11. Three different slices from different sides through ensemble mean density (left panels), ensemble variance (middle panels) and the three dimensional
response operator Ri (right panels). Especially the variance plots demonstrate, that the method accounted for the full Poisonian noise structure introduced by
the galaxy sample. One can also see the correlation between high density regions and high variance regions, as expected for Poissonian noise.
surveys. It improves accuracy of galaxy redshifts and three dimen-
sional density fields from photometric galaxy redshift surveys and
therefore has the potential to add substantial value to their scientific
output.
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APPENDIX A: METHODS FOR OBTAINING REDSHIFTS
FROM PHOTOMETRY
The approach we present in this paper uses the output of photo-z
estimators as its input. We give a short summary of these methods
and references to relevant work below.
A variety of different methods to infer accurate redshifts from
photometric galaxy observations have been proposed. These tech-
niques can be roughly categorized as kernel regression methods,
artificial neural networks and χ2 model testing Wolf (2009). The
class of kernel regression methods utilize sets of model realiza-
tions or spectroscopic galaxy samples to approximate the condi-
tional probability density of a galaxy redshift conditional on photo-
metric properties via specified kernel functions. Given this approxi-
mate probability density the non-linear mapping between a galaxies
photometric properties and its redshift can be established via a ker-
nel regression which provides the conditional expectation value of
a galaxy redshift (Nadaraya 1964; Watson 1964; Boris et al. 2007;
Wang et al. 2007; Wolf 2009).
Artificial neural networks aim at fitting the non-linear rela-
tion between observed photometric parameters and the redshift of
galaxies (Collister & Lahav 2004; Firth et al. 2003). In this ap-
proach, the non-linear relation between photometry and galaxy red-
shifts is represented by a multilayer perceptron neural network,
trained by a sufficiently large training set for which both photom-
etry and accurate redshifts are known (Collister & Lahav 2004).
Generally artificial neural networks provide a single unique param-
eter estimate. However, if the solution is degenerate, they tend to
return the most likely one (Wolf 2009). It is also possible to es-
timate uncertainties of the inferred quantities by re sampling the
input parameters from their error distributions. The outputs of a ar-
tificial neural network will then provide a probability distribution
characterizing the uncertainty in the inferred quantity (Wolf 2009;
Collister & Lahav 2004).
Additionally, Bayesian redshift inference methods have been
proposed in literature (Wolf 2009; Benı´tez 2000). These models
rely on χ2 model testing, assuming a parameterized model between
photometric properties and redshifts of galaxies (Wolf 2009). Un-
certainty information on the observations then permits to deter-
mine a probability density distribution for the inferred quantity and
to provide expectation values and parameter uncertainties (Wolf
2009).
Improvements in photo-z determinations help to improve the
technique we describe here. We emphasize that our work begins
where photo-z estimation leaves off.
APPENDIX B: DENSITY POSTERIOR
The density posterior distribution given in equation (1) can be writ-
ten as
P({si}|{zp}, {zobsn }, {θn}) = P({si}|{zp}, {θn}) , (B1)
by noting that the posterior distribution is conditionally indepen-
dent of the observed redshifts {zobsn } once the true redshifts {zp} are
known. In order to relate this distribution to a log normal Pois-
sonian distribution we would like to express it in terms of galaxy
counts rather than in terms of galaxy redshifts and positions in the
sky. We can therefore write equation (B1) as the marginalization
over all possible galaxy number count configurations {Ni}
P({si}|{zp}, {θn}) =
∑
{Ni}
P({si}, {Ni}|{zp}, {θn})
=
∑
{Ni}
P({si}|{Ni})P({Ni}|{zp}, {θn}) ,
(B2)
where we assumed the conditional independence
P({si}|{Ni}, {zp}, {θn}) = P({si}|{Ni}). Further, the number counts
are defined in co-moving Cartesian coordinates, we will therefore
introduce the set of corresponding co-moving Cartesian galaxy
positions {~xp} and marginalize over it
P({si}|{zp}, {θn}) =
∑
{Ni}
P({si}|{Ni})
∫
d{~xp} P({Ni}, {~xp}|{zp}, {θn}) ,
=
∑
{Ni}
P({si}|{Ni})
∫
d{~xp} P({Ni}|{~xp})
×P({~xp}|{zp}, {θn}) .
(B3)
Since there exists a unique relation between the co-moving Carte-
sian and the true redshift coordinates we can write
P({~xp}|{zp}, {θn}) =
∏
p
δD
(
x1p − r(zp) cos(δp) cos(αp)
)
× δD
(
x2p − r(zp) cos(δp) sin(αp)
)
× δD
(
x3p − r(zp) sin(δp)
)
, (B4)
with αp and δp being the right ascension and declination of the pth
galaxy respectively. By introducing the vectors ~yp as
~yp = r(zp)
 cos(δp) cos(αp)cos(δp) sin(αp)
sin(δp)
 (B5)
the integral in equation (B3) can be solved to yield
P({si}|{zp}, {θn}) =
∑
{Ni}
P({si}|{Ni})P({Ni}|{~yp}) . (B6)
Also note that the probability distribution P({Ni}|{~yp}) can be writ-
ten as
P({Ni}|{~yp}) =
∏
i
δK
Ni −∑
p
W(~xi − ~yp)
 , (B7)
where δK(x) is the Kronecker delta, ~xi is the position of the ith
volume and W(~x) is the counting kernel
W(~x) = K(x1) K(x2) K(x3) (B8)
with xi being the components of the Cartesian vector ~x and K(x)
being
K(x) =
{
1 for
∣∣∣ x
∆x
∣∣∣ < 1
0 else
(B9)
and ∆x is the length of the volume element. Therefore, introducing
the galaxy number counts
Ni({zp}, {θp}) =
∑
p
W(~xi − ~yp) , (B10)
we can solve equation (B11) to yield
P({si}|{zp}, {θn}) = P
(
{si}|
{
Ni
(
{zp}, {θp}
)})
. (B11)
Hence, the density posterior distribution can be described in terms
of number counts.
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APPENDIX C: REDSHIFT POSTERIOR DISTRIBUTION
In this section we will derive the expression for the redshift pos-
terior distribution of an individual galaxy. Making frequent use of
Bayes rule we can write the conditional redshift posterior distribu-
tion described in section 4 as
P(zn|{θp}, {up}, {si}, {zobsp }) = P(zn)
P({θp}, {up}, {si}, {zobsp }|zn)
P({θp}, {up}, {si}, {zobsp })
= P(θn, zn|{ξp}, {up})
×P({si}|{θp}, {zp})P({si}|{ξp}, {up})
× P({z
obs
p }|{θp}, {zp}, {si})
P({zobsp },Θn|{ξp}, {up}, {si})
,
(C1)
We will now consider the probability distribution
P(θn, zn|{ξp}, {up}), which basically describes a random draw
of a particle out of an ensemble of particles. Changing the coordi-
nates from spherical redshift coordinates to co moving Cartesian
coordinates yields
P(θn, zn|{ξp}, {up}) =
∣∣∣∣∣∣ ∂r(z)∂z
∣∣∣∣∣
z=zn
r(zn)2 sin(δn)
∣∣∣∣∣∣P(~xn|{ξp}, {up})
(C2)
where ∂r(z)/∂z is the derivative of the co-moving radial distance
with respect to the redshift z. The Poissonian assumption for the
galaxy distribution, assumes, that the number counts, and hence the
number of particles inside individual cells, are independent. Fur-
ther, the Poissonian model assumes the particles inside a volume
element to be homogeneously distributed. We therefore yield
P(~xn|{ξp}, {up}) =
∑
{Mi}
P({Mi}|{ξp}, {up})P(~xn|{Mi})
=
∑
{Mi}
P
∏
i
δK
Mi −∑
p
W
(
~xi − ~x(ξp, up)
)
×P(~xn|{Mi})
= P(~xn|{Mi({ξp}, {up})})
(C3)
In the following we will omit the arguments of the number counts
{Mi({ξp}, {up})} = {Mi}. We can then write
P(~xn|{Mi}) = P(~xn, {Mi})P({Mi})
=
1
P({Mi})
∑
{Ni}
P({Ni})P(~xn, {Mi}|{Ni})
=
1
P({Mi})
∑
{Ni}
P({Ni})P(~xn|{Ni})P({Mi}|{Ni}, ~xn)
=
1
P({Mi})
∑
{Ni}
P({Ni})P(~xn|{Ni})
×
∏
i
δK
(
Mi − (Ni −W(~xi − ~xn)))
=
P({Mi + W(~xi − ~xn)})
P({Mi}) P(~xn|{Mi + W(~xi − ~xn)})
(C4)
By noting that {Mi + W(~xi − ~xn)} =
{
Ni
(
{zp}, {θp}
)}
= {Ni} we can
write
P(~xn|{Mi}) = P({Ni})P({Mi}) P(~xn|{Ni}) . (C5)
The probability P(~xn|{Ni}) is merely the probability of randomly
picking a particle at a specific position conditional on the set of
number counts. Hence we can write
P(~xn|{Ni}) =
∑
i
W(~xi − ~xn)
∆V
Ni
Ntot
, (C6)
where Ntot is the total number of particles and ∆V is the volume of
the volume element. Next we will consider the fraction
P({si}|{θp}, {zp})
P({si}|{ξp}, {up}) =
P
(
{si}
∣∣∣∣{Ni ({zp}, {θp})} )
P
(
{si}
∣∣∣∣{Mi ({up}, {ξp})} )
=
P ({si} |{Ni} )
P ({si} |{Mi} ) , (C7)
where we used the result, obtained in appendix B, that the density
posterior solely depends through the number counts on the set of
galaxy coordinates. As can be easily seen by applying Bayes law
we can write this fraction as the ratio of the Poissonian likelihoods
P({si}|{θp}, {zp})
P({si}|{ξp}, {up}) =
P ({Mi})
P ({Ni})
P ({Ni} |{si} )
P ({Mi} |{si} )
=
P ({Mi})
P ({Ni})
∏
i
Mi!
Ni!
λNi−Mii , (C8)
with λi =
(
RiN¯(1 + B(s)i)
)
being the intensity of the Poisson pro-
cess. Since the number densities {Ni} and {Mi} differ only by one at
the position ~xn of the galaxy under consideration, the ratios of the
product in equation (C8) are all equal to one except at this particular
galaxy position. we can therefore write
P({si}|{θp}, {zp})
P({si}|{ξp}, {up}) =
P ({Mi})
P ({Ni})
∏
i
(
λi
Ni
)W(~xi−~xn)
. (C9)
Inserting all results into equation (C1) yields
P(zn|{θp}, {up}, {si}, {zobsp }) =
∣∣∣∣∣∣ ∂r(z)∂z
∣∣∣∣∣
z=zn
r(zn)2 sin(δn)
∣∣∣∣∣∣
×
∑
i
W(~xi − ~xn)
∆V
Ni
Ntot
×
∏
i
(
λi
Ni
)W(~xi−~xn)
× P({z
obs
p }|{θp}, {zp}, {si})
P({zobsp },Θn|{ξp}, {up}, {si})
,
(C10)
Since the product in the third line of equation (C10) is only different
from one at the galaxy position ~xn we can write
P(zn|{θp}, {up}, {si}, {zobsp }) =
∣∣∣∣∣∣ ∂r(z)∂z
∣∣∣∣∣
z=zn
r(zn)2 sin(δn)
∣∣∣∣∣∣
×
∑
i
W(~xi − ~xn)
∆V
λi
Ntot
× P({z
obs
p }|{θp}, {zp}, {si})
P({zobsp },Θn|{ξp}, {up}, {si})
,
(C11)
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Also note, since in this work we will use Metropolis-Hastings al-
gorithms to explore the conditional redshift posterior distribution,
we do not require to explicitly calculate the normalization constant
of the probability distribution given in equation (C11). Up to an
overall normalization constant we can therefore write
P(zn|{θp}, {up}, {si}, {zobsp }) ∝
∣∣∣∣∣∣ ∂r(z)∂z
∣∣∣∣∣
z=zn
r(zn)2
∣∣∣∣∣∣
×
∑
i
W(~xi − ~xn) λi
×P({zobsp }|{θp}, {zp}, {si}) ,
=
∣∣∣∣∣∣ ∂r(z)∂z
∣∣∣∣∣
z=zn
r(zn)2
∣∣∣∣∣∣
×
∑
i
W(~xi − ~xn)
(
RiN¯(1 + B(s)i)
)
×P({zobsp }|{θp}, {zp}, {si}) .
(C12)
This final result demonstrates that the conditional redshift posterior
is essentially proportional to the intensity function of the Poisso-
nian likelihood. It is also interesting to note, that the right hand
side of equation (C15) does not depend on the galaxy coordinates
{up} and {ξp} of all galaxies. This shows, that given the underly-
ing density field {si} the individual redshift posterior distribution is
conditionally independent of all other galaxies
P(zn|{θp}, {up}, {si}, {zobsp }) = P(zn|{si}, {zobsp }) . (C13)
If we make the additional assumption, that the statistical process by
which the observed redshifts zobsp for individual galaxies is indepen-
dent of the observed redshifts of all other galaxies we may write the
redshift likelihood as
P({zobsp }|{θp}, {zp}, {si}) =
∏
p
P(zobsp |θp, zp, {si}) . (C14)
Using this definition in equation (C15) and omitting all normaliza-
tion constants yields
P(zn|{θp}, {up}, {si}, {zobsp }) ∝
∣∣∣∣∣∣ ∂r(z)∂z
∣∣∣∣∣
z=zn
r(zn)2
∣∣∣∣∣∣
×
∑
i
W(~xi − ~xn)
(
RiN¯(1 + B(s)i)
)
×P(zobsn |θn, zn, {si}) .
(C15)
This result permits us to sample each galaxy redshift zn individu-
ally. This paper has been typeset from a TEX/ LATEX file prepared
by the author.
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