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1 U´vod
Znakovy´ jazyk (ZJ) je prˇirozeny´ prostrˇedek komunikace pro komunitu neslysˇı´cı´ch. Acˇko-
liv je video povazˇova´no za prˇirozeny´ zpu˚sob za´znamu ZJ, pohyb se odehra´va´ v 3D prostoru.
Video je vsˇak pouze projekce prostorove´ sce´ny do roviny. Technologie Motion Capture (cˇesky
lze prˇelozˇit jako Za´znam pohybu) umozˇnˇuje zaznamena´vat pohybova´ data v podobeˇ 3D tra-
jektoriı´ a tı´m umozˇnˇuje zaznamenat pohyb vhodneˇji, viz Dilsizian et al. (2016). V soucˇasne´
dobeˇ se k umeˇle´ synte´ze ZJ pouzˇı´va´ nejcˇasteˇji pravidloveˇ rˇı´zena´ synte´za. Ta vsˇak postra´da´
prˇirozenost lidske´ho pohybu a proto je v praxi neslysˇı´cı´mi neprˇı´lizˇ prˇijı´ma´na, viz McDonald
et al. (2016). Neuronove´ sı´teˇ vyuzˇı´vajı´cı´ bunˇky LSTM (LSTM-NN) jsou navrzˇene´ pro pra´ci
s cˇasovy´mi posloupnostmi a jsou tedy vhodne´ pro pra´ci s tı´mto typem dat, viz Martinez et al.
(2017). Cı´lem te´to pra´ce je vyuzˇitı´m LSTM-NN generovat umeˇla´ pohybova´ data, ktera´ poslouzˇı´
k animaci umeˇle´ho znakujı´cı´ho avatara. Tento avatar pak mu˚zˇe poslouzˇit naprˇı´klad jako vy´stup
automaticke´ho prˇekladu.
2 Definice u´lohy
Cı´lem te´to u´lohy je prozkoumat mozˇnost predikce pohybovy´ch dat pomocı´ LSTM-NN
natre´novane´ na relativneˇ male´m datasetu vysoce prˇesny´ch pohybovy´ch dat. Vstupnı´ dataset je
slozˇen z 334 promluv ve znakove´m jazyce, kde kazˇda´ promluva odpovı´da´ jednomu zanku a
je ukoncˇena prˇechodem do tzv. klidove´ polohy (rest-pose), kterou rˇecˇnı´k pouzˇı´va´ mezi pro-
mluvami. Data jsou definova´na jako trajektorie markeru˚ umı´steˇny´ch na povrchu teˇla rˇecˇnı´ka.
Umı´steˇnı´ markeru˚ odpovı´da´ topologii lidske´ho teˇla a umozˇnˇuje reprezentaci polohy a orientaci
jednotlivy´ch kostı´ v prostoru. Celkovy´ pocˇet pouzˇity´ch markeru˚ je 33 a jsou umı´steˇny tak, zˇe
umozˇnˇujı´ popsat pohyb trupu, ramen, pazˇı´ a dlanı´.
Data byla prˇipravena tak, aby na vstupu byla sekvence o konstantnı´ de´lce a de´lka vy´stupu
je rovneˇzˇ fixovana´. Toto omezenı´ umozˇnˇuje prˇı´me´ nasazenı´ LSTM-NN pro rˇesˇenı´ u´lohy. LSTM
sı´t’ byla implementova´na ve frameworku Keras. Tato implementace umozˇnˇuje vstup dimenze
2, jedna´ se o sekvenci vstupnı´ch vektoru˚ v(t0), v(t1), ..., v(tN) . Vy´stupem je predicke vek-
toru (dimenze 1) v(tN+1). Aby bylo mozˇne´ predikovat vy´stup o de´lce veˇtsˇı´ nezˇ 1, vy´stup byl
modifikova´n tak, zˇe vy´stupnı´ vektor je velikosti N ×M , kde M je de´lka vy´stupnı´ sekvence.
2.1 LSTM-NN
LSTM bunˇka se skla´da´ z bunˇky, vstupnı´, vy´stupnı´ a pameˇt’ove´ bra´ny (orig. input, output,
forget gate). Bunˇka umozˇnˇuje pracovat s posloupnostmi dat tı´m, zˇe zachova´va´ minule´ informace
po urcˇitou dobu. Trˇi bra´ny pak regulujı´ tok informace do a z bunˇky. Cela´ sı´t’ je pro danou u´lohu
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slozˇena z LSTM bunˇek v prvnı´ vrstveˇ a fully-connected druhou vrstvou.
Obra´zek 1: Bunˇka LSTM
3 Vy´sledky
Nejlepsˇı´ dosazˇeny´ vy´sledek dosahuje pru˚meˇrne´ chyby trajektorie 6, 96 mm pro vsˇechny
markery. Nejhorsˇı´ vy´sledky predikce dosahujı´ markery na za´peˇstı´ dominantnı´ ruky znakujı´cı´ho
s prˇesnostı´ pru˚meˇrne´ chyby trajektorie 16, 24 mm.
Testova´nı´ optima´lnı´ho nastavenı´ parametru˚ i architektury sı´teˇ sta´le probı´ha´. Probı´hajı´
take´ experimenty s architekturami s hloubkou veˇtsˇı´ nezˇ 2 a take´ se zpu˚sobem generova´nı´
vy´stupu s pouzˇitı´m LSTM-NN.
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