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HANKEL AND TOEPLITZ OPERATORS: CONTINUOUS AND
DISCRETE REPRESENTATIONS
D. R. YAFAEV
Abstract. We find a relation guaranteeing that Hankel operators realized in the
space of sequences ℓ2(Z+) and in the space of functions L
2(R+) are unitarily equiva-
lent. This allows us to obtain exhaustive spectral results for two classes of unbounded
Hankel operators in the space ℓ2(Z+) generalizing in different directions the classical
Hilbert matrix. We also discuss a link between representations of Toeplitz operators
in the spaces ℓ2(Z+) and L
2(R+).
1. Introduction
1.1. This paper is based on the talk given by the author at the conference ”Spectral
Theory and Applications” held in May 2015 in Krakow. So, it is somewhat eclectic.
Our aim is to discuss various properties Hankel and Toeplitz (known also as Wiener-
Hopf) operators. We refer to the books [1, 5, 11, 12, 14] for basic information on these
classes of operators.
Our main goal is to describe a relation between discrete and continuous representa-
tions of Hankel and Toeplitz operators in a sufficiently consistent way and to draw spec-
tral consequences from this relation. We do not suppose that operators are bounded,
and so we are naturally led to work with quadratic forms and distributional integral
kernels. As is well known, the discrete (in the space ℓ2(Z+)) and continuous (in the
space L2(R+)) representations are linked by the Laguerre transform. For bounded op-
erators, this yields the unitary equivalence of the corresponding operators in ℓ2(Z+)
and L2(R+). However in singular cases their equivalence may be lost because the nat-
ural domains of the quadratic forms in discrete and continuous representations are not
linked by the Laguerre transform. As show simple examples, the continuous represen-
tation seems to be more general. Passing to the Fourier transforms, one can also realize
discrete Hankel and Toeplitz operators in the Hardy space H2+(T) of functions analytic
in the unit circle T and continuous operators in the Hardy space H2+(R) of functions
analytic in the upper half-plane; see, e.g., the book [6], for the precise definition of
these spaces.
Section 2 is of a preliminary nature. We first consider the discrete A and the con-
tinuous A convolution operators in the spaces ℓ2(Z) and L2(R; dx), respectively. Of
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course the Fourier transform allows one to reduce these operators to the multiplications
B and B in the spaces L2(T) and L2(R; dλ). The operators B and B are obviously
related by a change of variables. This yields a link between the operators A and A
which is given by the Laguerre transform. Our main goal in this section is to discuss
explicit formulas relating matrix elements of A and the integral kernel of A. Then,
we apply these results to Toeplitz operators realized in the spaces ℓ2(Z+) and L
2(R+).
We are aiming at a systematic presentation of known results but insist upon the case
of unbounded operators. Moreover, some formulas, for example, (2.20) and (2.21), are
perhaps new.
1.2. In Section 3, we pass to the main subject of this paper, to Hankel operators.
We recall that Hankel operators H are defined in the space ℓ2(Z+) by the formula
(Hf)n =
∑
m∈Z+
an+mfm, f = {fn}n∈Z+ . (1.1)
Similarly, Hankel operators H act in the space L2(R+) by the formula
(Hf)(t) =
∫
R+
a(t + s)f(s)ds. (1.2)
Note that spectral properties of the operators H are determined by the behavior of
their matrix elements an as n → ∞ while, as far as the operators H are concerned,
both the behavior of integral kernels a(t) as t → ∞ and t → 0 as well as their local
singularities at finite points t 6= 0 are essential.
Following the scheme of Section 2, we first find a link between the discrete (1.1) and
continuous (1.2) realizations of Hankel operators. Then we consider the case where the
matrix elements and the kernels of Hankel operators admit the integral representations
an =
∫
closD
zndM(z), n = 0, 1, . . . , (1.3)
and
a(t) =
∫
closC+
e−ζtdΣ(ζ), t > 0, (1.4)
with some complex measures dM(z) and dΣ(ζ). Here D = {z ∈ C : |z| < 1} is the
unit disc, C+ = {ζ ∈ C : Re ζ > 0} is the right half-plane, and closD, closC+ are the
closures of these sets. Formulas (1.3) and (1.4) unify different types of integral repre-
sentations of an and a(t), for example, representations in terms of Carleson measures
or in terms of symbols of the corresponding bounded Hankel operators.
The central result of Section 3, Theorem 3.3, formally means that the “operators”
H and H are unitarily equivalent provided the measures dM(z) and dΣ(ζ) in (1.3) and
(1.4) are linked by the equality
dM(z) = 2α(ζ + α)−2dΣ(ζ), z =
ζ − α
ζ + α
, (1.5)
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for some value of the parameter α > 0. Although quite simple, Theorem 3.3 is very
useful because it relates the discrete and continuous representations directly avoiding
the general construction of Section 2. More important, it allows one to translate
spectral results obtained for the operator H into the results for the operator H , and
vice versa. Such examples are discussed in Section 4.
1.3. Section 4 is devoted to Hankel operators generalizing in different directions
two classical examples: the Hilbert matrix and the Carleman operator. To put our
results into the right context, let us briefly recall basic spectral properties of these
operators. The Hilbert matrix is the Hankel operator H defined by formula (1.1) where
an = (n + 1)
−1 for all n ≥ 0. As shown in the papers [8, 13], the spectrum of H is
absolutely continuous, it is simple and coincides with the interval [0, π]. The Carleman
operator is defined by formula (1.2) where a(t) = t−1. Using the Mellin transform,
it is easy to show that the spectrum of the operator H is absolutely continuous, has
multiplicity 2, and it also coincides with the interval [0, π]. So both these operators
are bounded but not compact. It can be deduced from the results on the Hilbert
matrix that Hankel operators H are bounded if an = O(n
−1) and they are compact if
an = o(n
−1) as n → ∞. Similarly, the results on the Carleman operator imply that
Hankel operators H with integral kernels a ∈ L∞loc(R) are bounded if a(t) = O(t−1) and
they are compact if a(t) = o(t−1) as t→ 0 and t→∞.
In Section 4 we study Hankel operators H with matrix elements an such that ann→
∞. These operators are unbounded. We exhibit two quite different cases where the
spectral analysis of Hankel operators H can be carried out sufficiently explicitly. Our
approach relies on Theorem 3.3 and the results on Hankel operators H with singular
integral kernels a(t) obtained earlier in [18, 21].
We emphasize that some properties of Hankel operators are more transparent in the
discrete representation while other properties – in the continuous representation. Such
examples are given in Section 4. So when studying Hankel operators, it is very useful
to keep in mind their various representations.
2. Various representations of convolutions and Toeplitz operators
2.1. First, we recall standard relations between various spaces we consider. Let us
introduce the following diagrams:
f = {fn}n∈Z −−−→ f(x) = (Φu)(x)y x
u(µ) = (F∗f)(µ) −−−→ u(λ) = (Uu)(λ)
ℓ2(Z)
L−−−→ L2(R; dx)yF∗ xΦ
L2(T)
U−−−→ L2(R; dλ)
(2.1)
Here the unitary mapping F : L2(T) → ℓ2(Z) corresponds to expanding a function in
the Fourier series:
fn = (Fu)n :=
∫
T
u(µ)µ−ndm0(µ)
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where
dm0(µ) = (2πiµ)
−1dµ
is the normalized Lebesgue measure on the unit circle T. The adjoint operator
F∗ : ℓ2(Z)→ L2(T) acts by the formula
u(µ) = (F∗f)(µ) =
∑
n∈Z
fnµ
n. (2.2)
Similarly, Φ is the Fourier transform,
f(x) = (Φu)(x) := (2π)−1/2
∫ ∞
−∞
e−ixλu(λ)dλ.
Of course the operator Φ : L2(R; dλ) → L2(R; dx) is unitary. The unitary operator
U = Uα : L2(T)→ L2(R; dλ) is defined by the equality
(Uu)(λ) =
√
α
π
(λ+ iα)−1u
(
λ−iα
λ+iα
)
(2.3)
where a positive parameter α can be fixed in an arbitrary way.
Let us set L = ΦUF∗. Then L : ℓ2(Z) → ℓ2(R; dx) is the unitary operator, and
it can be expressed in terms of the Laguerre polynomials. Recall that the Laguerre
polynomials (see the book [2], Chapter 10.12) are defined by the formula
L
p
n(t) = n!
−1ett−pdn(e−ttn+p)/dtn, n = 0, 1, . . . , t ≥ 0, p > −1.
Of course the polynomial Lpn(t) has degree n; in particular, L
p
0(t) = 1. These polyno-
mials are orthogonal with respect to the measure tpe−tdt and∫ ∞
0
L
p
n(t)L
p
m(t)t
pe−tdt =
Γ(n+ p+ 1)
n!
δn,m (2.4)
where Γ(·) is the gamma function and δn,m is the Kronecker symbol. The parameter
p > −1 is arbitrary, but we need the cases p = 0 and p = 1 only.
Let us use the identity (see formula (10.12.32) in [2]) for Ln := L
0
n:∫ ∞
0
Ln(t)e
−(1/2+ζ)tdt =
1
ζ + 1/2
(2ζ − 1
2ζ + 1
)n
, Re ζ > −1/2. (2.5)
Putting here ζ = −iλ and making the inverse Fourier transform, we find that
Ln(2αx)e
−αx
1+(x) = i(2π)
−1
∫ ∞
−∞
e−ixλ(λ+ iα)−1
(λ− iα
λ+ iα
)n
dλ, n = 0, 1, . . . , (2.6)
where 1+(x) is the characteristic function of R+. Recall that the Hardy space H
2
+(T)
(resp. H2−(T)) consists of functions u ∈ L2(T) whose Fourier coefficients (Fu)n = 0 for
n < 0 (resp., for n ≥ 0). Since the functions µn, n = 0, 1, . . ., form an orthonormal
basis in the space H2+(T), it follows from relations (2.3) and (2.6) that the functions
−i(2α)1/2Ln(2αt)e−αt is an orthonormal basis in the space L2(R+). We also see that
i(2α)1/2Ln(−2αt)eαt, n = 0, 1, 2, . . ., is an orthonormal basis in the space L2(R−).
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Moreover, relations (2.3) and (2.6) imply that the operator L : ℓ2(Z)→ L2(R; dx) acts
by the formula
(Lf)(x) = −i(2α)1/2
∞∑
n=0
fnLn(2αx)e
−αx
1+(x)
+ i(2α)1/2
∞∑
n=0
f−n−1Ln(−2αx)eαx1+(−x), f = {fn}n∈Z. (2.7)
To be precise, the unitary operator L is first defined on the dense set D ⊂ ℓ2(Z)
consisting of elements f with only a finite number of non-zero components fn, and
then it is extended by the continuity onto the whole space ℓ2(Z).
2.2. Next, we discuss representations of the convolution/multiplication operators
in all these spaces. We start with the space ℓ2(Z) where the operator of the discrete
convolution acts by the formula
(Af)n =
∑
m∈Z
an−mfm, f = {fn}n∈Z. (2.8)
Without some assumptions on the sequence a = {an}n∈Z, in general Af 6∈ ℓ2(Z) even
for f ∈ D. Therefore instead of the operator A, we consider its quadratic form
a[f, f ] =
∑
n,m∈Z
an−mfmfn, f ∈ D, (2.9)
that consists of a finite number of terms for an arbitrary sequence a.
Similarly, the convolution operator A acts in the space L2(R; dx) by the formula
(Af)(x) =
∫
R
a(x− y)f(y)dy, (2.10)
and its quadratic form is given by the equality
a[f , f ] =
∫
R
a(x)
( ∫
R
f(y)f(x+ y)dy
)
dx (2.11)
for test functions f ∈ C∞0 (R). Since, for such functions f , the function
F(x) =
∫
R
f(y)f(x+ y)dy
also belongs to C∞0 (R), the form (2.11) is correctly defined for a distribution a in the
space C∞0 (R)
′ dual to C∞0 (R).
Of course the Fourier transform allows one to realize convolutions as multiplication
operators. Let P = F∗D be the set of all quasi-polynomials (2.2). For a distribution
b ∈ P ′ (the space dual to P), we formally define the operator B in the space L2(T) by
the equality
(Bu)(µ) = b(µ)u(µ), (2.12)
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or, in precise terms, we introduce its quadratic form
b[u, u] =
∫
T
b(µ)|u(µ)|2dm0(µ), u ∈ P. (2.13)
Then B = F∗AF if
b(µ) = (F∗a)(µ) =
∑
n∈Z
anµ
n, a = {an}n∈Z. (2.14)
Strictly speaking, we have a relation between the quadratic forms
b[u, u] = a[f, f ] if f = Fu.
Similarly, we put Z := Φ∗C∞0 (R). Recall that the set Z consists of analytic functions
satisfying a certain estimate at infinity (see, e.g., [4] for details). For a distribution
b ∈ Z ′ (the space dual to Z), we formally define the multiplication operator B in the
space L2(R; dλ) by the equality
(Bu)(λ) = b(λ)u(λ), (2.15)
or, in precise terms, we introduce its quadratic form
b[u,u] =
∫
R
b(λ)|u(λ)|2dλ. (2.16)
Then B = Φ∗AΦ if b = (2π)1/2Φ∗a where a ∈ C∞0 (R)′. Strictly speaking, we have a
relation between the quadratic forms
b[u,u] = a[f , f ] if f = Φu.
Obviously, the operators A, A, B and B are formally symmetric if a−n = an,
a(−x) = a(x), b(µ) = b(µ) and b(λ) = b(λ). To be more precise, this means that
the corresponding quadratic forms are real.
We emphasize that the bases un(µ) = µ
n, n ∈ Z, and Fun are the canonical bases
in the spaces L2(T) and ℓ2(Z), respectively. On the contrary, the bases un = Uun
and, especially, Φun in the spaces L
2(R; dλ) and L2(R; dx) do not apparently play any
distinguished role. So, it seems more natural to consider the form defined by (2.11) on
functions f ∈ C∞0 (R) for a distribution a ∈ C∞0 (R)′. Similarly, we consider the form
(2.16) for u ∈ Z and b ∈ Z ′.
2.3. Let us find a link between the discrete and continuous representations. It is
formally quite simple for the operators B and B. By definitions (2.3) and (2.12), the
operator B = UBU∗ acts in the space L2(R; dλ) as the multiplication by the function
(distribution)
b(λ) = b
(
λ−iα
λ+iα
)
. (2.17)
Its quadratic form is given by the formula (2.16) where
u(λ) = (Uu)(λ) =
√
α
π
(λ+ iα)−1
∑
n∈Z
fn
(
λ−iα
λ+iα
)n
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belongs to the set P = UP and b belongs to the dual space P ′. We emphasize however
that this link is only formal because the sets Z and P of test functions u(λ) are
different.
It remains to directly link the representations of convolution operators in the spaces
ℓ2(Z) and L2(R; dx). Recall that the unitary operator L = ΦUF∗ : ℓ2(Z) → L2(R; dx)
is given by equality (2.7). Let the operator A be defined in the space ℓ2(Z) by formula
(2.8) and B = UF∗AFU∗. Then A = ΦBΦ∗ = LAL∗ is the convolution in the space
L2(R; dx) acting by the formula (2.10) where a = (2π)−1/2Φb and b is defined by
(2.14), (2.17). The quadratic form of the operator A is defined by formula (2.11), but
we have the same problem as for the multiplication operators: the domains C∞0 (R) and
LD = ΦP of quadratic forms of the operators A and LAL∗ are different.
Our goal is to find an expression for a(x), x ∈ R, in terms of a = {an}n∈Z. Recall
the relation (see formula (10.12.15) in the book [2])
d
dt
Ln(t) = −L1n−1(t), t > 0, ∀n ≥ 1, (2.18)
for the Laguerre polynomials. Let S ′ be the space dual to the Schwartz space S = S(R)
of rapidly decaying C∞ functions. It follows from (2.6) that∫ ∞
−∞
e−ixλ
(λ− iα
λ+ iα
)n
dλ = i(
d
dx
+ α)
∫ ∞
−∞
e−ixλ(λ+ iα)−1
(λ− iα
λ+ iα
)n
dλ
= 2π(
d
dx
+ α)
(
Ln(2αx)e
−αx
1+(x)
)
= −4παL1n−1(2αx)e−αx1+(x) + 2πδ(x) (2.19)
where δ(x) is the Dirac delta-function and the Fourier transform is understood in the
sense of S ′. Passing here to the complex conjugation and making the change of the
variables x 7→ −x, we also see that∫ ∞
−∞
e−ixλ
(λ− iα
λ+ iα
)−n
dλ = −4παL1n−1(−2αx)eαx1+(−x) + 2πδ(x).
Therefore it formally follows from equalities (2.14) and (2.17) that the distribution
a = (2π)−1/2Φb satisfies the relation
a(x) =
∑
n∈Z
anδ(x)− 2α
∞∑
n=1
L
1
n−1(2α|x|)e−α|x|
(
an1+(x) + a−n1+(−x)
)
. (2.20)
An expression for this distribution can also be given in a somewhat different form. Let
ϕ ∈ C∞0 (R) (or ϕ ∈ S). Then using (2.18) and integrating by parts, we see that∫ ∞
−∞
a(x)ϕ(x)dx = a0ϕ(0)
+
∞∑
n=1
∫ ∞
0
Ln(2αx)e
−αx(an(αϕ(x)− ϕ′(x)) + a−n(αϕ(−x) + ϕ′(−x)))dx. (2.21)
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Equation (2.20) formally shows that
a(x) = κδ(x) + k(x)
where ∑
n∈Z
an = κ (2.22)
and k(x) is the second term in the right-hand side of (2.20). Using the identities (2.4),
we can solve equation (2.20) for the coefficients an:
a±n = −2αn−1
∫ ∞
0
k(±x)L1n−1(2αx)e−αxxdx, n = 1, 2, . . . ;
then (2.22) yields a0.
The relations between various representations of convolution/multiplication opera-
tors can be summarized by the following diagrams complementing (2.1):
an −−−→ a(x)y x
b(µ) −−−→ b(λ)
A −−−→ A = ΦBΦ∗y x
B = F∗AF −−−→ B = UBU∗
(2.23)
2.4. Let us now consider Wiener-Hopf (Toeplitz) operators. We start with the space
ℓ2(Z+) where Wiener-Hopf operatorsW act again by formula (2.8) but now n,m ∈ Z+:
(Wf)n =
∑
m∈Z+
an−mfm, f = {fn}n∈Z+ . (2.24)
Quite similarly to (2.9), their quadratic forms are defined by the formula
w[f, f ] =
∑
n,m∈Z+
an−mfmfn (2.25)
where f ∈ D+ := D ∩ ℓ2(Z+) and the sequence a = {an}n∈Z is again arbitrary.
A Wiener-Hopf operator W acts in the space L2(R+) by the formula
(Wf)(x) =
∫
R+
a(x− y)f(y)dy,
and its quadratic form is again given by the equality
w[f , f ] =
∫
R
a(x)
( ∫
R
f(y)f(x+ y)dy
)
dx (2.26)
where a ∈ C∞0 (R)′ but now f ∈ C∞0 (R+).
Next, we pass to the representation of Toeplitz operators in the Hardy spaces. Denote
by P+ the orthogonal projection in L
2(T) onto the Hardy space H2+(T), and let, as
before, the operator B be formally defined by equality (2.12) where the distribution
b ∈ P ′. Then the Toeplitz operator T : H2+(T)→ H2+(T) is defined by the relation
Tu = P+Bu
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on elements u ∈ P+ := F∗D+; obviously, the set P+ consists of all polynomials u(µ) =∑
n∈Z+ fnµ
n. The quadratic form t[u, u] of the operator T is given by the right-hand
side of (2.13) where u ∈ P+ and b ∈ P ′ are arbitrary.
Finally, we discuss the representation in the Hardy space H2+(R) consisting of func-
tions u ∈ L2(R) whose Fourier transforms (Φu)(x) = 0 for x < 0. Let P+ be the
orthogonal projection in L2(R) onto H2+(R), and let B be the operator (2.15). Then
the Toeplitz operator T : H2+(R)→ H2+(T) is defined by the relation
Tu = P+Bu.
Its quadratic form t[u,u] is given by the the right-hand side of (2.16) where u ∈
Φ∗C∞0 (R+) =: Z+ and b ∈ Z ′. The relation (2.17) between the functions (distribu-
tions) b(µ) and b(λ) remains of course true.
Note that the Laguerre operator L : ℓ2(Z±)→ L2(R±) (here Z− = Z \ Z+) and
(Lf)(t) = −i(2α)1/2
∞∑
n=0
fnLn(2αt)e
−αt, f = {fn}n∈Z+ , t > 0, (2.27)
but formula (2.20) for kernel of the operator W remains true.
For Toeplitz operators, instead of (2.1), (2.23) we have the diagrams
ℓ2(Z+)
L−−−→ L2(R+)yF∗ xΦ
H
2
+(T)
U−−−→ H2+(R)
W −−−→ W = ΦTΦ∗y x
T = F∗WF −−−→ T = UTU∗
(2.28)
Of course all the remarks above concerning a certain difference between the discrete
and continuous representations of convolution operators apply also to Wiener-Hopf
operators. The case of semibounded Wiener-Hopf operators is specially discussed in
[23] (the discrete representation) and in [24] (the continuous representation).
2.5. Let us say a few words about bounded operators. For Wiener-Hopf operators
W defined via the quadratic form (2.25), it is the classical Toeplitz result that the
operator W is bounded, that is,
|w[f, f ]| ≤ C‖f‖2
for some C > 0, if and only if a = Fb where b ∈ L∞(T). The corresponding result for
integral Wiener-Hopf operators W is stated explicitly in [24]. In the assertion below
the Fourier transform is understood in the sense of the Schwartz space S ′.
Proposition 2.1. [24, Theorem 1.1] Let the form w[f , f ] be defined by the relation
(2.26) where f ∈ C∞0 (R+) and the distribution a ∈ C∞0 (R)′. Then
|w[f , f ]| ≤ C‖f‖2,
(so that the corresponding operator W is bounded ) if and only if a = (2π)−1/2Φb where
b ∈ L∞(R). Moreover, ‖W‖ = ‖b‖L∞(R).
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Observe that Proposition 2.1 is not a direct consequence of the Toeplitz criterion for
the boundedness of the operators W in the space ℓ2(Z+). The difference is that the
domains D and C∞0 (R+) of the corresponding quadratic forms are not linked by the
Laguerre transform L.
3. Hankel operators
3.1. Let us pass to Hankel operators. We start with the space ℓ2(Z+) where Hankel
operators H act according to the formula (cf. (2.24))
(Hf)n =
∑
m∈Z+
an+mfm, f = {fn}n∈Z+ ,
and their quadratic forms (cf. (2.25)) are defined by the formula
h[f, f ] =
∑
n,m∈Z+
an+mfmfn (3.1)
where f ∈ D+ = D ∩ ℓ2(Z+) and the sequence a = {an}n∈Z+ is arbitrary.
A Hankel operator H acts in the space L2(R+) by the formula
(Hf)(t) =
∫
R+
a(t + s)f(s)ds,
and its quadratic form is given by the equality
h[f , f ] =
∫
R+
a(t)
(∫ t
0
f(s)f(t− s)ds
)
dt. (3.2)
Since, for all test functions f ∈ C∞0 (R+), the function
F(t) =
∫ t
0
f(s)f(t− s)ds (3.3)
also belongs to C∞0 (R+), the form (3.2) is correctly defined for all distributions a ∈
C∞0 (R+)
′ in the space dual to C∞0 (R+).
Let us now pass to the representation of Hankel operators in the Hardy spaces H2+(T)
and H2+(R). A Hankel operator G in the space H
2
+(T) is formally defined by the relation
Gu = P+BJu
where (Ju)(µ) = µ¯u(µ¯) so that the involution J : H2±(T)→ H2∓(T). As before B is the
multiplication operator (2.12) by the function b(µ) in the space L2(T). To be precise,
we define G via its quadratic form
g[u, u] =
∫
T
ω(µ)u(µ¯)u(µ)dm0(µ) (3.4)
where ω(µ) = µ¯b(µ), u ∈ P+ = F∗D+ and ω ∈ P ′+. Obviously, we have
g[u, u] = h[Fu,Fu] if ω = F∗a. (3.5)
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Hankel operators in the Hardy space H2+(R) ⊂ L2(R) of functions analytic in the
upper half-plane are defined quite similarly. Let, as before, P+ be the orthogonal
projection in L2(R) onto H2+(R), and let B be the operator (2.15). A Hankel operator
G is formally defined in the space H2+(R) by the relation
Gu = P+BJu
where (Ju)(λ) = u(−λ). To be precise, we have to pass to the Fourier transform in
(3.2) which yields the representation
g[u,u] =
∫
R
Ω(λ)u(−λ)u(λ)dλ, u ∈ Z+, (3.6)
for the quadratic form of the operator G. Obviously, we have
g[u,u] = h[Φu,Φu] if Ω = (2π)1/2Φ∗a. (3.7)
The functions ω(µ) and Ω(λ) are known as symbols of the discrete and continuous
Hankel operators. Making the change of the variables µ = (λ− iα)(λ+ iα)−1 in (3.4)
we see that
g[Uu,Uu] = g[u, u]
if
Ω(λ) = −(λ−iα
λ+iα
)
ω
(
λ−iα
λ+iα
)
. (3.8)
For Hankel operators G and G, this equality plays the role of (2.17). Since a =
(2π)−1/2ΦΩ and ω = F∗a, relation (2.19) where x > 0 yields the representation (cf.
(2.20))
a(t) = 2α
∞∑
n=0
anL
1
n(2αt)e
−αt, t > 0. (3.9)
Let us now use that (n+1)−1/22αt1/2L1n(2αt)e
−αt, n = 0, 1, . . ., is the orthonormal basis
in the space L2(R+). Therefore it follows from (3.9) that
an = 2α(n+ 1)
−1
∫
R+
a(t)L1n(2αt)e
−αttdt. (3.10)
Similarly to Toeplitz operators (cf. (2.28)), the relations between various represen-
tations of Hankel operators can be summarized by the following diagram:
H −−−→ H = ΦHΦ∗y x
G = F∗HF −−−→ G = UGU∗
It is easy to see that Hankel operators H , H, G and G are formally symmetric if
an = a¯n, a(t) = a(t), ω(µ¯) = ω(µ) and Ω(−λ) = Ω(λ).
To be more precise, this means that the corresponding quadratic forms are real.
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Similarly to the case of convolutions and Toeplitz operators, the relations (3.9) and
(3.10) are only formal. We also note that the domains D+ and C∞0 (R+) of the forms
(3.1) and (3.2) are not related by the Laguerre transform (2.27); likewise, the domains
P+ and Z+ of the forms (3.4) and(3.6) are not related by the change of variables (2.3).
We emphasize however that this discrepancy is essential in singular cases only.
3.2. As far as the conditions of boundedness are concerned, the results on Hankel
operators are formally similar to those on Toeplitz operators. For Hankel operators H
defined via the quadratic form (3.1), it is the classical Nehari result that the operator
H is bounded if and only if there exists ω ∈ L∞(T) such that a = Fω. An important
difference compared to Toeplitz operators is that now the equation a = Fω does not
determine the function ω uniquely and may also be satisfied with unbounded ω.
The corresponding result for integral Hankel operators H is stated explicitly in [17].
Proposition 3.1. [17, Theorem 3.4] Let the form h[f , f ] be defined by the relation (3.2)
where the distribution a ∈ C∞0 (R+)′. Then the corresponding operator H is bounded if
and only if there exists a function Ω ∈ L∞(R) such that
a = (2π)−1/2ΦΩ.
In this case ‖H‖ = ‖Ω‖L∞(R).
By the same reasons as for Toeplitz operators (see the remark after Proposition 2.1),
this result is not a direct consequence of the Nehari theorem.
Of course, the operators F , Φ, U and L establishing the equivalence of various rep-
resentations of Hankel operators are not unique. For example, the operator U = Uα
defined by equality (2.3) depends on the parameter α > 0, and there is no distin-
guished choice of this parameter. To state the problem precisely, for each of the spaces
H = ℓ2(Z+), L2(R+),H2+(T),H2+(R), let us introduce the group G(H) of all unitary
automorphisms of the set A(H) of bounded Hankel operators in the space H. By def-
inition, a unitary operator U ∈ G(H) if and only if UHU∗ ∈ A(H) for all operators
H ∈ A(H). For different H, the groups G(H) are related by the transformations F , Φ,
U and L. So it suffices to describe this group for one of the choices of H.
It turns out that the group G(H2+(R)) admits a very explicit description. Let Dρ,
(Dρu)(λ) = ρ
1/2u(ρλ), ρ > 0,
be the dilation operator in H2+(R), and let the involution J be defined in this space by
the equation
(Ju)(λ) = iλ−1u(−λ−1).
Obviously, DρGD
∗
ρ and JGJ
∗ are Hankel operators for all Hankel operators G ∈
A(H2+(R)). Surprisingly, the group G(H
2
+(R)) is exhausted by these transformations.
Let us state the precise result.
Theorem 3.2. [19, Theorem A.1] A unitary operator U ∈ G(H2+(R)) if and only if it
has one of the two forms: U = µDρ or U = µDρJ for some µ ∈ T and ρ > 0.
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3.3. Now we consider the case when the matrix elements an of a Hankel operator
H and the integral kernel a(t) of a Hankel operator H are given by formulas (1.3) and
(1.4), respectively. Here dM(z) is a finite complex measure on closD and dΣ(ζ) is a
locally finite complex measure on closC+. We suppose that the measures dM(z) and
dΣ(ζ) are linked by equation (1.5); in this case M({1}) = 0. We denote by d|M |(z)
and d|Σ|(ζ) the variations of these measures and assume that
|M |(closD) = 2α
∫
closC+
|ζ + α|−2d|Σ|(ζ) <∞. (3.11)
Relation (1.3) only implies that the sequence an is bounded as n→∞, and hence the
operator H is not defined in ℓ2(Z+) even on the set D. Similarly, the operator H is
not defined in L2(R+) even on the set C
∞
0 (R+). So as usual, instead of operators we
have to work with the corresponding quadratic forms (3.1) and (3.2).
Formula (1.4) defines a(t) as a distribution on a set of test functions, denoted X ,
that can be chosen as follows. A function F ∈ X if and only if F ∈ C∞(R+), there
exist limits F(k)(+0) for k = 0, 1, 2, F(+0) = 0 and F(k) ∈ L1(R+) for k = 0, 1, 2.
Integrating twice by parts, we find that, for such F, the estimate
∣∣ ∫ ∞
0
e−ζtF(t)dt
∣∣ ≤ C|ζ + 1|−2, ζ ∈ closC+,
holds. Therefore the form
〈a,F〉 :=
∫
closC+
( ∫ ∞
0
e−ζtF(t)dt
)
dΣ(ζ) (3.12)
is well defined for all F ∈ X .
Let us also introduce a set of test functions f ∈ C∞(R+), denoted Y , such that there
exist limits f (k)(+0) and f (k) ∈ L1(R+) for k = 0, 1, 2. By definition (3.3), we have
F ∈ X if f ∈ Y . Therefore if h ∈ X ′, then the quadratic form h[f , f ] is well defined for
all f ∈ Y . Note that D+ := LD+ ⊂ Y .
Our main result in this subsection formally means that the “operators” H and H
are unitarily equivalent provided the corresponding measures are linked by the equality
(1.5). Let us state this result precisely.
Theorem 3.3. Let the matrix elements an and the integral kernel a(t) be given by
equalities (1.3) and (1.4), and let h[f, f ] and h[f , f ] be the corresponding quadratic
forms (3.1) and (3.2) defined for f ∈ D+ and f ∈ Y. Suppose that the measures
dM(z) and dΣ(ζ) are linked by the relation (1.5) for some α > 0 and satisfy the
condition (3.11). Then for all f ∈ D+ the identity
h[f, f ] = h[Lf,Lf ] (3.13)
holds.
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Proof. Let f ∈ D+ and f = Lf ∈ Y . It follows from formulas (3.3) and (3.12) that in
this case
h[f , f ] =
∫
closC+
dΣ(ζ)
( ∫ ∞
0
e−ζtf(t)dt
)( ∫ ∞
0
e−ζtf(s)ds
)
. (3.14)
Moreover, in view of the identity (2.5) and definition (2.27), we have∫ ∞
0
e−ζtf(t)dt =
−i√2α
ζ + α
∞∑
n=0
fn
(ζ − α
ζ + α
)n
where the sum consists of a finite number of terms. Substituting this expression into
relation (3.14), we find that
h[f , f ] = 2α
∞∑
n,m=0
fmfn
∫
closC+
(ζ − α
ζ + α
)n+m 1
(ζ + α)2
dΣ(ζ).
After the change of the variables z = ζ−α
ζ+α
, we see that this expression equals
h[f , f ] =
∞∑
n,m=0
fmfn
∫
closD
zn+mdM(z)
where the measure dM(z) is defined by relation (1.5). According to (1.3) this expression
coincides with (3.1). This concludes the proof of the identity (3.13). 
Corollary 3.4. Suppose that the expression (3.13) is estimated by C‖f‖2 with some
C > 0. Then there exist bounded operators H and H corresponding to these quadratic
forms, and they are unitarily equivalent: HL = LH.
Obviously, coefficients (1.3) and function (1.4) are real if the measures dM(z) and
dΣ(ζ) are invariant with respect to the complex conjugation:
M(X) = M(X) and Σ(Y ) = Σ(Y ) (3.15)
for all X ⊂ closD and Y ⊂ closC+.
Corollary 3.5. Under the assumptions of Theorem 3.3, let condition (3.15) be satisfied.
Suppose that an operator H is defined on D+ and (Hf, f) = h[f, f ] for f ∈ D+, or
equivalently an operator H is defined on D+ and (Hf , f) = h[f , f ] for f ∈ D+. If H
is essentially self-adjoint on D+ (or equivalently H is essentially self-adjoint on D+),
then their closures are unitarily equivalent: (closH)L = L(closH).
In particular, the measures dM(z) and dΣ(ζ) may be supported by the intervals
[−1, 1] and [0,∞), respectively; as before we suppose also that M({1}) = 0. Then
Theorem 3.3 reads as follows.
Theorem 3.6. Let the matrix elements an and the kernel a(t) be given by the equalities
an =
∫ 1
−1
νndM(ν), n = 0, 1, . . . , (3.16)
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and
a(t) =
∫ ∞
0
e−λtdΣ(λ), t > 0. (3.17)
Suppose that the measures dM(ν) and dΣ(λ) are linked by the relation
dM(ν) = 2α(λ+ α)−2dΣ(λ), ν =
λ− α
λ+ α
, (3.18)
for some α > 0 and satisfy the condition
|M |([−1, 1)) = 2α
∫ ∞
0
|λ+ α|−2d|Σ|(λ) <∞.
Then for all f ∈ D+ the identity (3.13) holds.
The following result is a combination of Theorem 3.6, of Theorems 1.2 and 3.4 in [22]
on the discrete case and the preceding results (Theorem 3.10) of [18] on the continuous
case.
Theorem 3.7. Under the assumptions of Theorem 3.6 suppose that the measure (3.18)
is non-negative and that M({−1}) = Σ({0}) = 0. Then:
(i) The form h[f, f ] defined on D+ is closable, and it is closed on the set of elements
f = (f0, f1, . . .) ∈ ℓ2(Z+) such that
h[f, f ] =
∫ 1
−1
∣∣∣ ∞∑
n=0
fnν
n
∣∣∣2dM(ν) <∞.
(ii) The form h[f , f ] defined on D+ is closable, and it is closed on the set of functions
f ∈ L2(R+) such that
h[f , f ] =
∫ ∞
0
∣∣∣ ∫ ∞
0
e−λtf(t)dt
∣∣∣2dΣ(λ) <∞.
(iii) The non-negative operators H and H corresponding to these quadratic forms are
unitarily equivalent: HL = LH.
Sometimes the representations (1.3) and (1.4) are too restrictive. For example, if a
Hankel operator H has kernel a(t) = tke−αt, Reα > 0 (such H has a finite rank), then
representation (1.4) is formally satisfied with
dΣ(ζ) = δ(k)(ζ − α)dM0(ζ)
(dM0(ζ) is the planar Lebesgue measure and δ(ζ) is the delta-function) which is a
measure for k = 0 only. A very general situation where a ∈ C∞0 (R+)′ is an arbitrary
distribution was considered in [20]. Then the role of the measure dΣ(ζ) is played also
by a distribution which was called the sigma-function of the Hankel operator H.
3.4. Although quite simple, Theorem 3.3 is very useful for relating the discrete and
continuous representations. Let us now discuss the case of bounded Hankel operators.
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Let D(z0, r) = {|z − z0| < r} be the disc in the complex plane C. Recall that dM(z)
is called the Carleson measure on the unit disc D if
sup
µ∈T,r∈(0,r0)
r−1|M |(D(µ, r) ∩ D) <∞ (3.19)
where r0 is some fixed small number. Similarly, dΣ(ζ) is called the Carleson measure
on the right half-plane C+ if
sup
λ∈R,R>0
R−1|Σ|(D(iλ, R) ∩ C+) <∞. (3.20)
Theorem 3.8. Let the measures dM(z) and dΣ(ζ) be linked by the equation (1.5).
Then dM(z) is a Carleson measure on the unit disc D if and and only if dΣ(ζ) is a
Carleson measure on the half-plane C+.
This assertion is checked in the Appendix by straightforward but rather tedious cal-
culations. Theorem 3.8 can also be indirectly deduced from general results on analytic
functions (see, e.g., Section E in Chapter VIII of [7]).
Theorem 3.9. A Hankel operator H in the space ℓ2(Z+) is bounded if and only if its
matrix elements admit the representation (1.3) where dM(z) is some Carleson measure
on the unit disc D.
This result is stated as Theorem 7.4 in Chapter 1 of the book [12] and can be
easily deduced from Theorem A2.12 of [12] where the representation of the symbol of a
bounded Hankel operator as the Poisson balayage of some Carleson measure is given.
For the proof of the latter result, we refer to Section G in Chapter X of the book [7]
or pages 271, 272 of the book [3].
Putting together Theorems 3.3, 3.9 and Lemma 3.8, we get the following result.
Theorem 3.10. A Hankel operator H in the space L2(R+) is bounded if and only if
its kernel admits the representation (1.4) with some Carleson measure dΣ(ζ) on the
right half-plane C+.
It also follows from Corollary 3.4 that if dM(z) and dΣ(ζ) in the equation (1.5) are
Carleson measures, then the corresponding operators H andH are unitarily equivalent.
Of course the representations (1.3) and (1.4) are highly non-unique. Let us give a
simple
Example 3.11. Let dM0(z) be the Lebesgue measure on D, and let the measure dN(z)
be supported by the point 0 so that N({0}) = 1 and N(D \ {0}) = 0. Put
dM(z) = dM0(z)− πdN(z).
Then ∫
D
zndM(z) =
∫
D
zndM0(z) =
∫ 1
0
drrn+1
∫ 2π
0
einθdθ = 0 if n ≥ 1,
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and ∫
D
dM(z) =
∫
D
dM0(z)− π = 0.
3.5. In particular, the measures dM(z) and dΣ(ζ) may be carried by the intervals
(−1, 1) and (0,∞), respectively. Then conditions (3.19) and (3.20) mean that
|M |((1− ε, 1)) = O(ε) and |M |((−1,−1 + ε)) = O(ε) as ε→ 0 (3.21)
and
sup
R>0
R−1|Σ|(0, R) <∞. (3.22)
For non-negative Hankel operators, the results of the previous subsection can be
stated in a simpler and more definite form. Recall that the Hankel form h[f, f ] was
defined by relation (3.1). The following assertion is the classical result of H. Widom.
Theorem 3.12. [15, Theorem 3.1] Suppose that h[f, f ] ≥ 0 for all f ∈ D+. Then the
following conditions are equivalent:
(i) The operator H is bounded.
(ii) The representation (3.16) holds with a non-negative measure dM(ν) satisfying
condition (3.21).
(iii) an = O(n
−1) as n→∞.
Let us now state a continuous analogue of Theorem 3.12.
Theorem 3.13. Let a ∈ C∞0 (R+)′. Suppose that h[f , f ] ≥ 0 for all f ∈ C∞0 (R+). Then
the following conditions are equivalent:
(i) The operator H is bounded.
(ii) The representation (3.17) holds with a non-negative measure dΣ(λ) satisfying
condition (3.22).
(iii) a(t) = O(t−1) as t→∞ and t→ 0.
Proof. According to Theorem 5.1 in [20] the condition h[f , f ] ≥ 0 implies that, for some
non-negative measure dΣ(λ) on R,
a(t) =
∫ ∞
−∞
e−λtdΣ(λ) (3.23)
where the integral converges for all t > 0. If Σ(R \R+) > 0, then a(t) ≥ c > 0 so that
the operator H cannot be bounded. Thus representation (3.23) reduces to (3.17). Let
the measures dΣ(λ) and dM(ν) be linked by equation (3.18). By Lemma 3.8 (which
is quite easy in this particular case) the conditions (3.21) and (3.22) are equivalent
and hence, by Theorem 3.3, the operator H is bounded if and only if the operator H
with matrix elements (3.16) is bounded. So the conditions (i) and (ii) are equivalent
according to Theorem 3.12.
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It follows from (3.23) that a ∈ C∞(R+). So under assumption (iii) the operator H is
bounded because the Carleman operator (it has integral kernel a(t) = t−1) is bounded.
Conversely, integrating in (3.17) by parts we see that
a(t) = t
∫ ∞
0
e−λtΣ(λ)dλ.
Therefore condition (3.22) implies (iii). 
Of course under the assumptions of Theorems 3.12 and 3.13 the measures dM(ν)
and dΣ(λ) are unique.
3.6. By their definitions, Carleson measures are carried by the open sets D or C+.
Let us now consider the opposite case when the measure dM(z) is supported on the
unit circle T and the corresponding measure dΣ(ζ) is supported on the line Re ζ = 0.
Then relations (1.3), (1.4) and (1.5) read, respectively, as
an =
∫
T
µndM(µ), n = 0, 1, . . . , (3.24)
a(t) =
∫
R
e−iλtdΣ(iλ), t > 0, (3.25)
and
dM(µ) = −2α(λ− iα)−2dΣ(iλ), µ = λ+ iα
λ− iα. (3.26)
In particular, if the measures dM(µ) on T and dΣ(iλ) on R are absolutely continuous,
that is, dM(µ) = ω(µ¯)dm0(µ) and dΣ(iλ) = (2π)
−1Ω(λ)dλ, then (3.24), (3.25) give
the representations of the matrix elements an of H and the integral kernel a(t) of H
in terms of their symbols ω(µ) and Ω(λ) (see formulas (3.5) and (3.7)). In this case
(3.26) yields the standard relation (3.8) between these symbols. We recall that by the
Nehari theorem [10], the operators H or H are bounded if and only if the symbols ω
or Ω can be chosen as bounded functions, but the construction above does not require
this condition.
4. Singular case
4.1. In this section, we consider signed real measures dΣ(λ) and dM(ν) satisfying
the assumptions of Theorem 3.6, but we do not assume that they satisfy the Carleson
conditions (3.21) or (3.22). We suppose that these measures are absolutely continuous.
Then (3.16) and (3.17) read as
a(t) =
∫ ∞
0
e−λtσ(λ)dλ (4.1)
and
an =
∫ 1
−1
νnη(ν)dν, n = 0, 1, . . . , (4.2)
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with some real functions σ such that∫ ∞
0
(λ+ 1)−2|σ(λ)|dλ <∞
and η ∈ L1(−1, 1). The relation (3.18) yields
η(ν) = σ
(
α
1 + ν
1− ν
)
. (4.3)
It turns out that even this particular case leads to interesting examples. Our plan is
to use the results obtained in [18, 21] for integral Hankel operators H, and then with
the help of Theorem 3.6 to state new results for matrix Hankel operators H .
Let us first illustrate our approach on the Carleman operator and the Hilbert matrix
already discussed in Subsection 1.3. If σ(λ) = 1, then according to (4.1) we have
a(t) = t−1 which yields the Carleman operator H. It follows from (4.3) that η(ν) = 1
and hence, by (4.2), the corresponding “discrete” Hankel operator H = L∗HL has
matrix elements
an = (1 + (−1)n)(n+ 1)−1.
Let 1X be the characteristic function of a set X ⊂ R. Suppose that η(ν) = 1(0,1)(ν).
Then according to (4.2) we have an = (n + 1)
−1 which yields the Hilbert matrix H .
It follows from (4.3) that σ(λ) = 1(α,∞)(λ) so that the corresponding “continuous”
Hankel operator H = LHL∗ has integral hernel a(t) = t−1e−αt.
Our goal is to study the case when the sigma-function η(ν) is singular at the points
ν = ±1 and the Hankel operator H with matrix elements (4.2) is unbounded. We
will consider two families of such Hankel operators. The first family admits an explicit
spectral analysis (Theorem 4.3). Spectral information about the second family is more
limited (Theorem 4.6).
4.2. First we consider functions η(ν) with arbitrary logarithmic singularities at the
points ν = 1 and ν = −1. To be precise, we assume that
η(ν) =
p∑
l=0
γl ln
l
(
α
1 + ν
1− ν
)
, p ≥ 1, (4.4)
where γl, l = 0, 1, . . . , p, are any real numbers. Without loss of generality, we set
γp = 1. According to (4.2) the matrix elements of the corresponding Hankel operator
(1.1) are given by the formulas
an =
p∑
l=0
γl
∫ 1
−1
νn lnl
(
α
1 + ν
1− ν
)
dν. (4.5)
Note (see Proposition 4.5, below) that
an = (1 + (−1)n+p) ln
p n
n
(
1 +O(
1
lnn
)
)
(4.6)
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as n → ∞. It can be expected that such Hankel operator H is unbounded because
η(ν)dν is not the Carleson measure and |an|n → ∞ as n → ∞. Nevertheless, since
an = a¯n and {an}n∈Z+ ∈ ℓ2(Z+), the operator H is well defined and symmetric on the
dense set D+ ⊂ ℓ2(Z+) of sequences with only a finite number of non-zero components.
Our study of the Hankel operator H with matrix elements (4.5) relies on a combi-
nation of Theorem 3.6 with the results of [16], [21] on integral Hankel operators H in
the space L2(R+). In view of (4.3) the sigma-function of H = LHL∗ equals
σ(λ) =
p∑
l=0
γl ln
l λ, p ≥ 1,
and its integral kernel a(t) is given by formula (4.1). Let us define a differential operator
L = v
p∑
l=0
γlD
lv, D = id/dξ, (4.7)
of order p in the space L2(R) where v is the operator of multiplication by the universal
function
v(ξ) =
√
π√
cosh(πξ)
.
Let us introduce also a unitary transformation F : L2(R+)→ L2(R) by the formula
(F f)(ξ) = (2π)−1/2
Γ(1/2 + iξ)
|Γ(1/2 + iξ)|
∫ ∞
0
t−1/2−iξf(t)dt
(so it is the Mellin transform, up to an insignificant phase factor). Note that F f ∈ S
if f ∈ D+ = LD+.
Putting together Theorem 3.6 and Theorem 3.2 of [16], we can state the following
result.
Proposition 4.1. Let matrix elements of the Hankel operator H be defined by formula
(4.5) where the function η(ν)is given by formula (4.4). Then for all f ∈ D+, the
identity
(Hf, f) = (LFLf, FLf).
holds.
It is shown in Theorem 3.13 of [16] that the operator L defined on the set Cp0(R+)
is essentially self-adjoint. The same arguments work if L is defined on the set FD+.
Therefore Proposition 4.1 allows us to obtain a similar result for the operator H .
Proposition 4.2. The Hankel operator H with matrix elements (4.5) is essentially
self-adjoint on the set D+.
Our goal is to obtain rather a complete information about the spectral structure of
the closure of H which will also be denoted H .
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Theorem 4.3. Let matrix elements of the Hankel operator H be defined by formula
(4.5) where γp = 1 and γℓ for ℓ ≤ p− 1 are arbitrary real numbers. Then
(i) The spectrum of the operator H is absolutely continuous except eigenvalues that
may accumulate to zero and infinity only.
(ii) The absolutely continuous spectrum of the operator H covers R and is simple for
p odd. It coincides with [0,∞) and has multiplicity 2 for p even.
(iii) The point 0 is not an eigenvalue of the operator H. If p is odd, then the multi-
plicities of eigenvalues of the operator H are bounded by (p− 1)/2. If p is even,
then the multiplicities of positive eigenvalues are bounded by p/2 − 1, and the
multiplicities of negative eigenvalues are bounded by p/2.
Given Proposition 4.1, this result is a consequence (except the assertion about the
point 0 which is proven in Theorem 4.7 of [16]) of the corresponding statement, The-
orem 4.8 in [21], for the differential operator L. We emphasize that the method of
[21] yields a sufficiently explicit spectral analysis of the operator L and, in particular,
information about its eigenfunctions of the continuous spectrum. In view of the uni-
tary equivalence, this yields the corresponding results for the Hankel operator H (and
H = LHL∗), but we will not dwell upon them.
It remains to justify asymptotic relation (4.6).
Lemma 4.4. The asymptotic relation∫ 1
0
νn lnl(1− ν)dν = (− lnn)
l
n
(
1 +O(
1
lnn
)
)
. (4.8)
as n→∞ holds.
Proof. Differentiating the formula∫ 1
0
νn(1− ν)ǫdν = Γ(n+ 1)Γ(ǫ+ 1)
Γ(ǫ+ n+ 2)
(4.9)
l times in ǫ and then putting ǫ = 0, we see that∫ 1
0
νn lnl(1− ν)dν = ∂
l
∂ǫl
(Γ(n+ 1)Γ(ǫ+ 1)
Γ(ǫ+ n+ 2)
)∣∣∣
ǫ=0
. (4.10)
According to formula (1.18.4) in [2] we have
Γ(n + 1)
Γ(ǫ+ n+ 2)
= n−ǫ−1
(
1 +O(n−1)
)
, (4.11)
and this asymptotic formula can be infinitely differentiated in ǫ. In view of (4.10), this
yields (4.8). 
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Integrating separately over the intervals (−1, 0), (0, 1) and making the change of
variables ν 7→ −ν in the integral over (−1, 0), we see that∫ 1
−1
νn lnl
(
α
1 + ν
1− ν
)
dν = (−1)l
∫ 1
0
νn
(
ln(1− ν)− ln(1 + ν)− lnα)ldν
+(−1)n
∫ 1
0
νn
(
ln(1− ν)− ln(1 + ν) + lnα)ldν.
The asymptotic behavior of the integrals on the right is determined by a neighborhood
of the point ν = 1 where the function ln(1 − ν) is singular. The terms with ln(1 + ν)
and lnα do not give a contribution to the leading term of the asymptotics. Therefore
putting together formulas (4.5) (where γp = 1) and (4.8) we obtain the following result.
Proposition 4.5. Matrix elements (4.5) of the Hankel operator H satisfy the asymp-
totic relation (4.6).
We finally note that for p = 1, the differential operator (4.7) reduces by an ex-
plicit unitary transformation to the operator id/dξ. Therefore the same is true for the
corresponding Hankel operators H and H , see [16] for details.
4.3. Now we consider even more singular compared to (4.4) case when the function
η(ν) has power singularities at the points ν = 1 or ν = −1. Let
η(ν) =
(1 + ν
1− ν
)q
, q ∈ (−1, 1), q 6= 0, (4.12)
and let the sequence an be defined by formula (4.2). Then according to Theorem 3.7
the non-negative Hankel operator H with such matrix elements is correctly defined via
its quadratic form. Our goal here is to describe its spectral structure.
Theorem 4.6. The spectrum of the Hankel operator H = H(q) with the matrix ele-
ments
an = an(q) =
∫ 1
−1
νn
(1 + ν
1− ν
)q
dν, q ∈ (−1, 1), q 6= 0, (4.13)
is absolutely continuous, coincides with the half-axis [0,∞) and has constant multiplic-
ity.
In view of Theorem 3.7 this result can be deduced from the corresponding assertion
for the Hankel operator H = H(q) in the space L2(R+). Indeed, it follows from formula
(4.3) that the sigma-function of the operator H = LHL∗ is σ(λ) = 2qλq, and hence
according to relation (4.1) its integral kernel equals
a(t) = aq(t) = 2
q
∫ ∞
0
e−tλλqdλ = 2qΓ(q + 1)t−q−1. (4.14)
Hankel operatorsH with such kernels were studied in [18]. It was shown in Theorem 1.2
that for all q > −1, q 6= 0, the spectra of the operators H are absolutely continuous,
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coincide with the half-axis [0,∞) and have constant multiplicity. In particular, for
q < 1, this result yields Theorem 4.6.
Remark 4.7. 1. The proof of Theorem 1.2 in [18] relies only on the invariance of
the Hankel operator with kernel (4.14) with respect to the group of dilations. So,
spectral information about the Hankel operators with matrix elements (4.13) is more
limited than under the assumptions of Theorem 4.3. Even the spectral multiplicity
of H is unknown. We recall that according to the fundamental results of [9] the
spectral multiplicity of a positive bounded Hankel operator does not exceed 2, but,
strictly speaking, this result is not applicable because the operatorH in Theorem 4.6
is unbounded. Actually, we expect that the spectrum of H is simple since the kernel
(4.14) has only one singular point. This point is t = 0 if q > 0 and t =∞ if q < 0.
2. It is by no means obvious how to prove Theorem 4.6 directly in ℓ2(Z+) because
the realization in this space of the group of dilations in the space L2(R+) is not
transparent.
3. It follows from definition (4.13) that
an(q) = (−1)nan(−q) (4.15)
and hence H(−q) = V ∗H(q)V where the unitary operator V is defined on sequences
f = (f0, f1, . . .) by the formula (V f)n = (−1)nfn. Thus the Hankel operatorsH(−q)
and H(q) with kernels (4.14) in the space L2(R+) are also unitarily equivalent. This
fact does not look obvious in the continuous representation.
4. For q ≥ 1, equality (4.13) makes no sense. In this case there is no reasonable
interpretation of the Hankel operator H with sigma-function (4.12) in the space
ℓ2(Z+) although the Hankel operator H with integral kernel (4.14) is well defined in
the space L2(R+).
Finally, we find the asymptotics of the matrix elements (4.13) as n→∞. In view of
formula (4.15) we may suppose that q ∈ (0, 1). Then the asymptotics of the integral
(4.13) is determined by a neighborhood of the point ν = 1. So, we write formula (4.13)
as
an = 2
q
∫ 1
0
νn(1− ν)−qdν
+
∫ 1
0
νn(1− ν)−q((1 + ν)q − 2q)dν + (−1)n ∫ 1
0
νn
(1− ν
1 + ν
)q
dν.
The first integral on the right coincides with expression (4.9) for ǫ = −q, and its
asymptotics as n→∞ is given by formula (4.11). The second and third integrals are
O(n−2+q) and O(n−1−q), respectively. This yields the following result.
Proposition 4.8. The sequence (4.13) satisfies the asymptotic relation
an = (sgn q)
n2|q|Γ(1− |q|)n|q|−1(1 +O(n−ε)), n→∞,
where ε = min{1, 2|q|}.
24 D. R. YAFAEV
As could be expected, an → 0 as n→∞ but much slower than sequence (4.6).
Appendix A. Proof of Theorem 3.8
A.1. Suppose, for definiteness, that the equations (1.5) are satisfied with α = 1.
Then
ζ =
1 + z
1− z =: ω(z) and z = ω
−1(ζ) =
ζ − 1
ζ + 1
.
A standard calculation shows that if r < |z0 − 1|, then
ω(D(z0, r)) = D(ζ0, R) (A.1)
where
ζ0 =
(1 + z0)(1− z¯0) + r2
|1− z0|2 − r2 , R =
2r
|1− z0|2 − r2 . (A.2)
Conversely, supposing that R < |ζ0 + 1|, we see that relation (A.1) holds true with
z0 =
(ζ0 − 1)(ζ¯0 + 1)− R2
|ζ0 + 1|2 − R2 , r =
2R
|ζ0 + 1|2 − R2 . (A.3)
In particular, if z0 = e
iθ, θ ∈ [0, 2π), then |z0 − 1| = 2 sin(θ/2) and (A.2) reads as
ζ0 =
2i sin θ + r2
4 sin2(θ/2)− r2 , R =
2r
4 sin2(θ/2)− r2 . (A.4)
Similarly, if ζ0 = iλ, λ ∈ R, then |ζ0 + 1| =
√
λ2 + 1 and (A.3) reads as
z0 =
λ2 + 2iλ− 1− R2
λ2 + 1− R2 , r =
2R
λ2 + 1− R2 . (A.5)
A.2. By the proof of Theorem 3.8, we may suppose that the measures dM(z) and
dΣ(ζ) are non-negative. It is also convenient to extend these measures onto the whole
complex plane C setting M(C \D) = 0 and Σ(C \C+) = 0. Below C (sometimes with
indices) are different positive constants whose precise values are of no importance.
Let us define a measure dM˜(ζ) on C by the relation M˜(Y ) = M(ω−1(Y )) for an
arbitrary set Y ⊂ C. In particular, according to (A.1) we have
M(D(z0, r)) = M˜(D(ζ0, R)). (A.6)
It follows from (1.5) that
dM˜(ζ) = 2|ζ + 1|−2dΣ(ζ). (A.7)
It is convenient to state the conditions (3.19) and (3.20) in an equivalent way.
Lemma A.1. • Condition (3.19) is satisfied if
sup
θ∈[0,2π)
sup
r≤2γ0 sin(θ/2)
r−1M(D(eiθ, r)) <∞ (A.8)
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for some γ0 ∈ (0, 1) and, for some r0 > 0,
sup
r∈(0,r0)
r−1M(D(1, r)) <∞. (A.9)
• Condition (3.20) is satisfied if
sup
λ∈R
sup
R≤δ0
√
λ2+1
R−1Σ(D(iλ, R)) <∞ (A.10)
for some δ0 ∈ (0, 1) and, for some R0 > 0,
sup
R≥R0
R−1Σ(D(0, R)) <∞. (A.11)
Proof. Indeed, if r ≥ 2γ0 sin(θ/2), then D(eiθ, r) ⊂ D(1, γr) for γ = 1+γ−10 . Therefore
(3.19) for such θ and r follows from (A.9).
Similarly, if R ≥ δ0
√
λ2 + 1, then R ≥ δ0 and D(iλ, R) ⊂ D(0, δR) for δ = 1 + δ−10 .
Therefore (3.20) for such λ and R follows from (A.11). 
First, we consider the conditions (A.8) and (A.10).
Lemma A.2. Condition (3.20) on dΣ implies condition (A.8) on dM .
Proof. Let r ≤ 2γ0 sin(θ/2), λ = cot(θ/2), and let ζ0 and R be given by formulas (A.4).
Since iλ ∈ D(ζ0, R), we have D(ζ0, R) ⊂ D(iλ, 2R), and hence according to (3.20)
Σ(D(ζ0, R)) ≤ CR. (A.12)
Put z0 = e
iθ, then |1 − z0| = 2 sin(θ/2). If ζ ∈ D(ζ0, R), then z = ω−1(ζ) ∈ D(z0, r)
and hence |z0 − z| ≤ r ≤ 2γ0 sin(θ/2). So, we have
2|1 + ζ |−1 = |1− z| ≤ |1− z0|+ |z0 − z| ≤ 2(1 + γ0) sin(θ/2).
In view of (A.7) it now follows from (A.12) that
M(D(z0, r)) = M˜(D(ζ0, R)) ≤ 2(1 + γ0)2 sin2(θ/2)Σ(D(ζ0, R)) ≤ CR sin2(θ/2).
(A.13)
Since, according to the second formula (A.4),
R sin2(θ/2) = 2−1r
(
1− r
2
4 sin2(θ/2)
)−1
≤ 2−1(1− γ20)−1r,
estimate (A.13) yields (A.8). 
Next, we prove the converse assertion.
Lemma A.3. Condition (3.19) on dM implies condition (A.10) on dΣ.
Proof. Consider the disc D(iλ, R) where R ≤ δ0
√
λ2 + 1 with δ0 < 1. In view of
relations (A.6) and (A.7), we have
Σ(D(iλ, R)) ≤ C(λ2 + 1)M˜(D(iλ, R)) = C(λ2 + 1)M(D(z0, r)) (A.14)
26 D. R. YAFAEV
where z0 and r are given by formulas (A.5). Since e
iθ = z0|z0|−1 ∈ D(z0, r) we see that
D(z0, r) ⊂ D(eiθ, 2r). Thus, it follows from condition (3.19) that the right-hand side
of (A.14) is bounded by
C(λ2 + 1)r = 2CR
(
1− R
2
λ2 + 1
)−1
≤ 2(1− δ20)−1CR.
Therefore (A.14) implies condition (A.10). 
A.3. It remains to compare the conditions (A.9) and (A.11).
Lemma A.4. Conditions (A.9) and (A.11) are equivalent.
Proof. Let (A.11) be satisfied. Observe that
ω(D(1, r)) = C \D(−1, 2r−1) (A.15)
and set φ(R) = Σ(D(−1, R)). In view of (A.7) we have
M˜(D(−1, R′) \D(−1, R)) =
∫ R′
R
dM˜(D(−1, ρ)) = 2
∫ R′
R
ρ−2dφ(ρ).
Integrating here by parts and then passing to the limit R′ →∞, we see that
2−1M˜(C \D(−1, R)) = −R−2φ(R) + 2
∫ ∞
R
ρ−3φ(ρ)dρ.
Under assumption (A.11) the right- and hence the left-hand sides here are O(R−1) as
R→∞. Thus, according to (A.6) and (A.15), we have
M(D(1, r)) = M˜(C \D(−1, 2r−1)) = O(r), r → 0.
Conversely, let (A.9) be satisfied. Again in view of (A.7) we have
2Σ(D(−1, R)) = 2
∫ R
0
dΣ(D(−1, ρ)) =
∫ R
0
ρ2dM˜(D(−1, ρ)).
Since, by (A.15),
M˜(C \D(−1, R)) = M(D(1, 2R−1)) =: ψ(R),
it follows that
2Σ(D(−1, R)) = −
∫ R
0
ρ2dψ(ρ) = −R2ψ(R) + 2
∫ R
0
ρψ(ρ)dρ.
Under assumption (A.9), ψ(R) = O(R−1) as R → ∞. So, the right- and hence the
left-hand sides here are O(R) as R→∞ which proves (A.11). 
Now it easy to conclude the proof of Theorem 3.8. Let condition (3.20) on dΣ be
true. Then, by Lemma A.2, dM satisfies (A.8) and, by Lemma A.4, it satisfies (A.9) .
So, Lemma A.1 implies that condition (3.19) is fulfilled. Similarly, let condition (3.19)
on dM be true. Then, by Lemma A.3, dΣ satisfies (A.10) and, by Lemma A.4, it
satisfies (A.11). So, Lemma A.1 implies that condition (3.20) is fulfilled. 
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