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COCENTERS AND REPRESENTATIONS OF AFFINE
0-HECKE ALGEBRAS
XUHUA HE AND SIAN NIE
Abstract. In this paper, we study the relation between the co-
center H˜0 and the finite dimensional representations of an affine
0-Hecke algebra H˜0. As a consequence, we obtain a new criterion
on the supersingular modules: a (virtual) module of H˜0 is supersin-
gular if and only if its character vanishes on the non-supersingular
part of H˜0.
Introduction
0.1. Extended affine Hecke algebras H˜q are deformations of the group
algebras of extended affine Weyl groups W˜ (with the parameter func-
tioin q). They play an important role in the study of representations
of p-adic groups G.
For complex representations, Borel correspondence relates the rep-
resentation of G with Iwahori fixed points to representations of H˜q,
where q is a power of the prime number p.
For representations in characteristic p (the defining characteristic),
Vigne´ras [17] relates the representations of G with representations of
affine 0-Hecke algebras H˜0 and its generalization, pro-p Iwahori-Hecke
algebras.
0.2. By the work of Kazhdan-Lusztig [11] and Reeder [15], the simple
modules of H˜q (for q nonzero and not a root of unity) are parameterized
by the triple (s, u, φ), where s is a semisimple element in the dual group
G∨, u is a unipotent element in G∨ with sus−1 = uq and φ is a local
system of Springer type.
The classification of simple modules of H˜0, on the other hand, looks
quite different. Abe [1] gave a classification of mod-p representations
in terms of parabolic inductions of simple supersingular modules. Ol-
livier [14] and Vigne´ras [20] classified all simple supersingular modules
in terms of supersingular characters. The proof uses Bernstein presen-
tation [18] and Satake-type isomorphism [19].
Key words and phrases. affine Coxeter groups, 0-Hecke algebras, Conjugacy
classes.
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0.3. In this paper, we study the cocenter H˜0 of H˜0 and the trace map
Tr : H˜0 → R(H˜0)
∗
k
induced from the natural trace pairing between the
cocenter H˜0 and the Grothendieck group R(H˜0)k of finite dimensional
representations of H˜0 over an arbitrary algebraically closed field k. We
then use the trace map to give a basis of R(H˜0). As a consequence, we
give a new proof of the classification of simple supersingular modules
of H˜0.
In the rest of the introduction, we explain our main results and
compare them with results for H˜q. For simplicity, we only state the
results for the case that W˜ is an affine Weyl group. In the body of the
paper, we tackle the general case.
0.4. The affine 0-Hecke algebra H˜0 has a standard Z-basis {Tw˜; w˜ ∈
W˜} subject to quadratic relations and braid relations. For the cocenter
H˜0, we have the following basis Theorem.
Theorem 0.1. The set {TΣ; Σ ∈ Cyc(W˜min)} forms a Z-basis of H˜0.
Here W˜min is the set of elements in the affine Weyl group W˜ that are
of minimal lengths in their conjugacy classes and Cyc(W˜min) is the set
of cyclic-shift classes in W˜min (defined in §2.1). The element TΣ is the
image of Tw˜ in H˜0 for some, or equivalently, any w˜ ∈ Σ.
This result is obtained using some nice properties of W˜min established
in [9] and an idea in [7] for finite 0-Hecke algebras.
It is interesting to compare the cocenter of H˜0 with that of H˜q for
q 6= 0. For the latter one, a similar result is obtained in [9] (for equal
parameter case) and [3] (for general case). For H˜q, the cocenter has a
basis indexed by the set of “strongly conjugacy classes” of W˜min, which
is in natural bijection with the set of conjugacy classes of W˜ .
0.5. Now we move to the trace map Tr : H˜0 → R(H˜0)
∗
k
and discuss
its application on representations of H˜0.
Using parabolic induction and the basis Theorem for the cocenter,
we can essentially reduce the study of the trace map to the study of
the trace map for the 0-Hecke algebras of parahoric subgroups. Notice
that the 0-Hecke algebra of a parahoric subgroup is a finite 0-Hecke
algebra, whose simple modules have been classified in [12]. We have
Theorem 0.2. The set {πJ,Γ,χ; (J,Γ) ∈ ℵ/ ∼, χ ∈ ΩJ (Γ)
∨} is a Z-basis
of R(H˜0)k.
Here πJ,Γ,χ is, roughly speaking, an H˜0-module induced from certain
simple module of the parabolic subalgebra H˜+J,0, which is indexed by
the character χ and the parahoric subalgebra of H˜+J,0 of type Γ. We
refer to §4.2 for the precise definition.
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0.6. By combining Theorem 0.2 with the character formula (Theorem
4.4), we obtain in Proposition 5.4 a new proof of the classification of
simple supersingular modules. We also obtain the following criterion
of supersingular modules.
Theorem 0.3. An element π ∈ R(H˜0)k is supersingular if and only if
Tr(h, π) = 0 for all h ∈ H˜0
nss
.
Here H˜0
nss
is the non-supersingular part of the cocenter, defined as
the subspace of H˜0 spanned by TΣ and
ιTΣ, where Σ is not contained in
any proper parahoric group of W˜ and ι is an involution of H˜0 defined
in §1.3.
0.7. Again, it is interesting to compare the above results on R(H˜0)k
to the results on R(H˜q)C for generic q 6= 0.
The trace pairing Tr : H˜q → R(H˜q)
∗
C and the cocenter-representation
duality for H˜q are studied in [3]. Using the parabolic induction, we are
reduced to study the trace pairing between the so-called rigid cocen-
ter and the rigid modules. Here the rigid cocenter is the subspace of
H˜q spanned by the images all proper parahoric subalgebras. The rigid
modules are constructed using Lusztig’s reduction theorem from affine
Hecke algebras to graded affine Hecke algebras, and Springer represen-
tations for the finite Weyl group in the corresponding graded affine
Hecke algebras. It is proved in [3, Theorem 1.1] that such pairing is
perfect.
For H˜0, as we have seen above, the situation is different. What ap-
pears in this situation is not the representations of finite Weyl groups
(or equivalently, the finite Hecke algebras with generic parameters),
but that of the finite 0-Hecke algebra instead. This provides an inter-
pretation for the difference between the representation theory of H˜q for
q 6= 0 and that of H˜0.
0.8. The paper is organized as follows.
In section 1, we recall the definition of affine 0-Hecke algebras, par-
abolic algebras, and trace maps. In section 2, we describe the cocen-
ters of extended affine 0-Hecke algebras. In section 3, we introduce
the standard pairs and use them to compute the characters of H˜0-
modules. In section 4, we construct some finite-dimensional modules
and provide some character formulas. In section 5, we give a basis of
the Grothendieck group of finite dimensional modules and study rigid
and supersingular modules.
1. Preliminary
1.1. Let R = (X,R, Y, R∨, F0) be a based root datum, where X and
Y are free abelian groups of finite rank together with a perfect pairing
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〈, 〉 : X × Y → Z, R ⊆ X is the set of roots, R∨ ⊆ Y is the set of
coroots and F0 ⊆ R is the set of simple roots. Let α 7→ α
∨ be the
natural bijection from R to R∨ such that 〈α, α∨〉 = 2. For α ∈ R,
we denote by sα : X → X the corresponding reflections stabilizing
R. Let R+ ⊆ R be the set of positive roots determined by F0. Let
X+ = {λ ∈ X ; 〈λ, α∨〉 > 0, ∀α ∈ R+}. For any v ∈ XQ , we set
Jv = {α ∈ F0; 〈v, α
∨〉 = 0}. For any J ⊆ F0, we set X
+(J) = {λ ∈
X+; Jλ = J}.
1.2. Let W0 be the (finite) Weyl group generated by the set of simple
reflections S0 = {sα;α ∈ F0}.
Let Waff = ZR⋊W0 be the affine Weyl group and Saff ⊃ S0 be the
set of simple reflections inWaff . Then (Waff , Saff ) is a Coxeter group.
Let W˜ = X ⋊W0 be the extended affine Weyl group. Then Waff is a
subgroup of W˜ . For λ ∈ X , we denote by tλ ∈ W˜ the corresponding
translation element.
Let V = X ⊗Z R. For α ∈ R and k ∈ Z, set
Hα,k = {v ∈ V ; 〈v, α
∨〉 = k}.
Let H = {Hα,k;α ∈ R, k ∈ Z}. Connected components of V − ∪H∈HH
are called alcoves. Let
C0 = {v ∈ V ; 0 < 〈v, α
∨〉 < 1, ∀α ∈ R+}
be the fundamental alcove. We may regard Waff and W˜ as subgroups
of affine transformations of V , where tλ acts by translation v 7→ v + λ
on V . The actions of Waff and W˜ on V preserve the set of alcoves.
For any w˜ ∈ W˜ , we denote by ℓ(w˜) the number of hyperplanes in
H separating C0 from w˜C0. Then W˜ = Waff ⋊ Ω, where Ω = {w˜ ∈
W˜ ; ℓ(w˜) = 0} is the subgroup of W˜ stabilizing fundamental alcove C0.
The conjugation action of Ω on W˜ preserves the set Saff of simple
reflections in Waff .
For any x ∈ Waff and any τ ∈ Ω, we define
supp(xτ) = ∪i∈Nτ
i(supp(x))τ−i.
Here supp(x) is the set of simple reflections that appear in some (or
equivalently, any) reduced expression of x.
1.3. The (generic) Hecke algebra H˜q associated to the extended affine
Weyl group W˜ is an associative Z[q]-algebra with basis {Tw˜; w˜ ∈ W˜}
subject to the following relations
Tx˜Ty˜ = Tx˜y˜, if ℓ(x˜) + ℓ(y˜) = ℓ(x˜y˜);
(Ts + 1)(Ts − q) = 0, for s ∈ Saff .
If we set q = 0, then the second relation becomes T 2s = −Ts and the
Z-algebra we obtain is called the (affine) 0-Hecke algebra associated to
W˜ . We denote it by H˜0.
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By [17, Corollary 2], the map Tw˜ 7→
ιTw˜ := (−q)
ℓ(w˜)T−1w˜−1 gives an
involution ι of H˜q. We still denoted by ι the induced involution of H˜0.
1.4. Let [H˜0, H˜0] be the commutator of H˜0, the Z-submodule spanned
by [Tx˜, Ty˜] := Tx˜Ty˜ − Ty˜Tx˜ for x˜, y˜ ∈ W˜ . Let H˜0 = H˜0/[H˜0, H˜0] be the
cocenter of H˜0. Denote by R(H˜0)k the Grothendieck group of finite
dimensional representations of H˜0 over an arbitrary algebraically closed
field k. Consider the trace map
Tr : H˜0 → R(H˜0)
∗
k
, h 7→ (V 7→ Tr(h, V )).
Similar map for generic q ∈ C× and k = C is studied in the joint
work of Ciubotaru and the first-named author [3], in which case the
trace map is injective and there is a “perfect pairing” between the
rigid-cocenter and rigid-representations of H˜q.
For q = 0, the situation is different. The map is not injective. How-
ever, there is still a nice pairing between cocenter and representations.
1.5. Now we introduce parabolic subalgebras.
For any J ⊆ F0, we denote by RJ the set of roots spanned by J
and set R∨J = {a
∨;α ∈ RJ}. Let RJ = (X,RJ , Y, R
∨
J , J) be the based
root datum corresponding to J . Let WJ ⊆ W0 and W˜J = X ⋊WJ be
the Weyl group and the extended affine Weyl group of RJ respectively.
We say w˜ ∈ W˜J is J-positive if w˜ ∈ t
λWJ for some λ ∈ X such that
〈λ, α〉 > 0 for α ∈ R+ r RJ . Denote by W˜+J the set of J-positive
elements, which is a submonoid of W˜J , see [2, Section 6] and [16, II.4].
We set HJ = {Hα,k ∈ H;α ∈ RJ , k ∈ Z} and CJ = {v ∈ V ; 0 <
〈v, α∨〉 < 1, α ∈ R+J }. For any w˜ ∈ W˜J , we denote by ℓJ(w˜) the
number of hyperplanes in HJ separating CJ from w˜CJ .
Let H˜J,0 be the affine 0-Hecke algebra associated toRJ with standard
basis T Jw˜ for w˜ ∈ W˜J . Let H˜
+
J,0 be the subalgebra of H˜J,0 spanned by
T Jw˜ for w˜ ∈ W˜
+
J . We have a natural embedding
H˜
+
J,0 →֒ H˜0, T
J
w˜ 7→ Tw˜.
Notice that this embedding does not extend to an algebra homomor-
phism H˜J,0 → H˜0 since T
J
tλ
for λ ∈ X+(J) is invertible in H˜J,0, but Ttλ
is not invertible in H˜0 unless J = F0.
Let (WJ)aff = ZRJ⋊WJ and Jaff ⊇ J the set of simple reflections of
(WJ)aff . Then W˜J = (WJ)aff⋊ΩJ , where ΩJ = {w˜ ∈ W˜J ; ℓJ(w˜) = 0}.
We denote by HJ,0 the 0-Hecke algebra associated to (WJ)aff .
We denote by W˜ J (resp. JW˜ ) the set of minimal coset representatives
in W˜/WJ (resp. WJ \ W˜ ). For J,K ⊆ F0, we simply write W˜
J ∩ KW˜
as KW˜ J . We define JW0,W
J
0 and
JWK0 in a similar way.
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2. Cocenter of H˜0
2.1. For w˜, w˜′ ∈ W˜ and s ∈ Saff , we write w˜
s
−→ w˜′ if w˜′ = sw˜s
and ℓ(w˜′) 6 ℓ(w˜). We write w˜ → w˜′ if there exists a sequence w˜ =
w˜0, w˜1, · · · , w˜n = w˜
′ of elements in W˜ such that for any k, w˜k−1
sk−→ w˜k
for some sk ∈ Saff . We write w˜≈˜w˜
′ if there exists τ ∈ Ω such that
w˜ → τw˜′τ−1 and τw˜′τ−1 → w˜ and we say that w˜ and w˜′ are in the
same cyclic-shift class.
Note that ≈˜ is an equivalence relation. Let cl(W˜ ) be the set of
conjugacy classes of W˜ . For any O ∈ cl(W ), let Omin be the set of
minimal length elements in O. Since ≈˜ is compatible with the length
function, Omin is a union of cyclic-shift classes.
Let W˜min = ⊔O∈cl(W )Omin and Cyc(W˜min) the set of cyclic-shift classes
in Wmin.
2.2. Now we introduce a partial order on Cyc(W˜min).
Let w ∈ W˜ and Σ ∈ Cyc(W˜min). We write Σ  w˜ if there exists
w˜′ ∈ Σ such that w˜′ 6 w˜.
For Σ,Σ′ ∈ Cyc(W˜min), we write Σ
′  Σ if Σ′  w˜ for some w˜ ∈ Σ.
By [4, Corollary 4.6], Σ′  Σ if and only if Σ′  w˜ for any w˜ ∈ Σ. In
particular,  is transitive, which defines a partial order on Cyc(W˜min).
We have the following result.
Proposition 2.1. Let w˜ ∈ W˜ . Then
(1) The set {Σ ∈ Cyc(W˜min); Σ  w˜} contains a unique maximal
element Σw˜.
(2) Let s ∈ S
aff such that w˜ → sw˜s. Then
Σw˜ =
{
Σsw˜s, if ℓ(sw˜s) = ℓ(w˜);
Σsw˜, if ℓ(sw˜s) < ℓ(w˜).
A similar statement is proved in [7, Proposition 6.2 (1)] for finite
Weyl groups. The same proof also works for extended affine Weyl
groups.
We also have the following result, which follows directly from the
definition of Σw˜.
Lemma 2.2. Let w˜ ∈ W˜ and τ ∈ Ω. Then Σw˜ = Στw˜τ−1.
2.3. By definition, if w˜≈˜w˜′, then the images of Tw˜ and Tw˜′ in H˜0 are
the same. In particular, for any Σ ∈ Cyc(W˜min), we denote by TΣ the
image of Tw˜ in H˜0 for any w˜ ∈ Σ. We also denote by ℓ(Σ) the length
of any element in Σ.
Similar to the proof of [7, Proposition 6.2 (2)], we have that
Proposition 2.3. Let w˜ ∈ W˜ . Then the image of Tw˜ in H˜0 equals
(−1)ℓ(w)−ℓ(Σw˜)TΣw˜ .
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We also need the following observation on the commutator of H˜0.
Lemma 2.4. The Z-module [H˜0, H˜0] is spanned by [Tw˜, Tx] for w˜ ∈ W˜
and x ∈ S
aff ∪ Ω.
Proof. Let [H˜0, H˜0]
′ be the submodule of [H˜0, H˜0] spanned by [Tw˜, Tx]
for x ∈ Saff ∪ Ω. It suffices to show that [Tw˜, Tw˜′] ∈ [H˜0, H˜0]
′ for any
w˜, w˜′ ∈ W˜ .
We argue by induction on ℓ(w˜′). If ℓ(w˜′) = 0, then it follows by
definition. Let k > 1. Suppose that [Tw˜, Tu˜] ∈ [H˜0, H˜0]
′ for any u˜ with
ℓ(u˜) < k. Let s ∈ Saff with sw˜
′ < w˜′. Then
[Tw˜, Tw˜′] = [Tw˜Ts, Tsw˜′] + [Tsw˜′Tw˜, Ts].
By inductive hypothesis, [Tw˜, Tw˜′] ∈ [H˜0, H˜0]
′. 
2.4. Now we prove Theorem 0.1.
LetM be the free Z-module with basis {[Σ]; Σ ∈ Cyc(W˜min)}. Define
a Z-linear map
ψ : H˜0 → M, Tw˜ 7→ (−1)
ℓ(w)−ℓ(Σw˜)[Σw˜].
Let w˜ ∈ W˜ and s ∈ Saff . We show that
(a) [Tw˜, Ts] ∈ kerψ.
If w˜ < w˜s and w˜ < sw˜, then ℓ(w˜σ) = ℓ(sw˜) and [Tw˜, Ts] = Tw˜s−Tsw˜.
By Proposition 2.1 (2), Σw˜s = Σsw˜ and ψ([Tw˜, Ts]) = (−1)
ℓ(w˜)+1−ℓ(Σw˜s)
(
Σw˜s−
Σsw˜
)
= 0.
If w˜s, sw˜ < w˜, then [Tw˜, Ts] = 0 ∈ kerψ.
If sw˜ < w˜ < w˜s, then [Tw˜, Ts] = Tw˜s + Tw˜. By Proposition 2.1(2),
Σw˜s = Σw˜ and ψ([Tw˜, Ts]) = (−1)
ℓ(w˜)+1−ℓ(Σw˜s)Σw˜s+(−1)
ℓ(w˜)−ℓ(Σw˜)Σw˜ =
0.
If w˜s < w˜ < sw˜, then [Tw˜, Ts] = −Tw˜−Tsw˜ and by Proposition 2.1(2),
Σw˜ = Σsw˜ and ψ([Tw˜, Ts]) = (−1)
ℓ(w˜)+1−ℓ(Σw˜)Σw˜+(−1)
ℓ(w˜)+2−ℓ(Σw˜)Σsw˜ =
0.
Thus (a) is proved.
By Lemma 2.2, [Tw˜, Tτ ] ∈ kerψ for any w˜ ∈ W˜ and τ ∈ Ω. Thanks
to Lemma 2.4, [H˜0, H˜0] ⊆ kerψ and we have an induced map H˜0 →M ,
which we still denote by ψ.
On the other hand, we have a well-defined Z-linear map φ :M → H˜0
which sends [Σ] to TΣ. It is easy to see that ψ ◦ φ is the identity map.
In particular, φ is injective. By Proposition 2.3, φ is also surjective.
Thus φ is an isomorphism.
3. Standard pairs
3.1. Let n0 = ♯W0. For any w˜ ∈ W˜ , w˜
n0 = tλ for some λ ∈ X . We
set νw˜ = λ/n0 ∈ XQ and ν¯w˜ ∈ X
+
Q the unique dominant element in
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the W0-orbit of νw˜. It is easy to see that the map W˜ → V, w˜ 7→ ν¯w˜ is
constant on each conjugacy class of W˜ .
We say that an element w˜ ∈ W˜ is straight if ℓ(w˜n) = nℓ(w˜) for any
n ∈ N. By [6, Lemma 1.1], w˜ is straight if and only if ℓ(w˜) = 〈ν¯w˜, 2ρ∨〉,
where ρ is the half sum of positive coroots. A conjugacy class that
contains a straight element is called a straight conjugacy class.
It is proved in [9, Proposition 2.8] that for each cyclic-shift class in
W˜min, we have some representatives as follows.
Proposition 3.1. For any w˜ ∈ W˜min, there exists a subset K ⊆ Saff
with WK finite, a straight element y ∈
KW˜K with yKy−1 = K and
an element w ∈ WK such that w˜≈˜wy. Here WK ⊆ Waff denotes the
subgroup generated by reflections of K.
3.2. In the situation of Proposition 3.1, we call wy a standard repre-
sentative of the cyclic-shift class of w˜. By [6, Proposition 2.2], ν¯w˜ =
ν¯wy = ν¯y. The expression of standard representative relates each conju-
gacy class of W˜ with a straight conjugacy class. It plays an important
role in the study of combinatorial properties of conjugacy classes of
affine Weyl groups [9], σ-conjugacy classes of p-adic groups [5] and
representations of affine Hecke algebras with nonzero parameters [3].
However, for a given cyclic-shift class in W˜min, the standard repre-
sentatives are in general, not unique. This leads to some difficulty in
understanding the cyclic-shift classes in W˜min and their relations to the
representations of H˜0.
3.3. To overcome the difficulty, we introduce the standard pairs as
follows.
Let wy be a standard representative as above. Then the conjugation
by y sends simple reflections in supp(w) to simple reflections. Set
K = ∪i∈Ny
isupp(w)y−i. It is easy to see that K is the smallest subset
of Saff that yKy
−1 = K and y ∈ KW˜K .
Set J = Jν¯y . Let z ∈
JW0 with z(νy) = ν¯y. Set x = zyz
−1 and
Γ = zKz−1. Then Γ ⊆ Jaff by noticing that zC0 ⊆ CJ (see §1.2 and
§1.5).
It is easy to see that νx = ν¯y ∈ X
+
Q , ♯WΓ < +∞ and xΓx
−1 = Γ. We
say that (x,Γ) is a standard pair associated to (the cyclic-shift class
of) w˜.
Remark. There might be more than one standard pairs associated to a
given cyclic-shift class. However, we will see by Theorem 4.4 that all
these standard pairs are equivalent. Here we say two standard pairs
(x,Γ) and (x′,Γ′) are equivalent if x = x′ and Γ′ = ωΓω−1 for some
ω ∈ ΩJνx .
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Lemma 3.2. Let wy be a standard representative andK = ∪i∈Ny
isupp(w)y−i.
Then for n≫ 0,
T nwy = (−1)
nℓ(w)−ℓ(wK)TwKyn ,
where wK is the maximal element in WK.
Remark. Note that wKy
n 6= (wy)n. However, we may regard wKy
n as
the n-th Demazure product of wy.
Proof. Let δ be the automorphism on WK induced by the conjuga-
tion action of y. Let m be the order of the element wδ in WK ⋊ 〈δ〉.
By [8, Corollary 5.5], Twδ(Tw) · · · δ
m−1(Tw) = TwKTw1 · · ·Twl for some
w1, · · · , wl ∈ WK with ℓ(w1) + · · ·+ ℓ(wl) = mℓ(w)− ℓ(wK). Thus for
any n > m,
Twδ(Tw) · · · δ
n−1(Tw) = TwKTw1 · · ·Twlδ
m(Tw) · · · δ
n−1(Tw)
= (−1)ℓ(w1)+ℓ(wl)+(n−m)ℓ(w)TwK
= (−1)nℓ(w)−ℓ(wK)TwK .
Here the second equality follows from the definition of 0-Hecke alge-
bras (as TwKTx = (−1)
ℓ(x)TwK for any x ∈ WK). Since y is a straight
element, T nwy = Twδ(Tw) · · · δ
n−1(Tw)T
n
y = (−1)
nℓ(w)−ℓ(wK)TwKT
n
y =
(−1)nℓ(w)−ℓ(wK)TwKyn . 
The following result is a variation of the length formula in [10].
Lemma 3.3. For w ∈ W0 and α ∈ R, set
δw(α) =
{
0, if wα ∈ R+;
1, if wα ∈ R−.
Then for any x, y ∈ W0 and µ ∈ X, we have that
ℓ(xtµy) =
∑
α∈R+
|〈µ, α∨〉+ δx(α)− δy−1(α)|.
Proposition 3.4. Let (x,Γ) be a standard pair. Then
(1) for n≫ 0 and u ∈ JνxW0, ℓ(u
−1wΓx
nu) = ℓ(wΓx
n).
(2) for n≫ 0, ℓ(wΓx
n+n0) = ℓ(wΓx
n) + ℓ(xn0), where n0 = ♯W0.
Here wΓ ∈ WΓ ⊆ (WJ)aff is the unique element with maximal length
with respect to ℓJ .
Proof. Set J = Jνx. We have wΓx
n = tλw for some λ ∈ X and w ∈ WJ .
Since 〈νx, α
∨〉 > 0 for any α ∈ F0 r J , we have 〈λ, α∨〉 > 0 for any
α ∈ R+ rR+J as n≫ 0.
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Notice that for α ∈ RJ , δu−1(α) = δα. Now
ℓ(u−1wΓx
nu) =
∑
α∈R+
|〈λ, α∨〉+ δu−1(α)− δu−1w−1(α)|
=
∑
α∈R+
J
|〈λ, α∨〉 − δw−1(α)|+
∑
α∈R+rR+
J
|〈λ, α∨〉+ δu−1(α)− δu−1w−1(α)|
=
∑
α∈R+
J
|〈λ, α∨〉 − δw−1(α)|+
∑
α∈R+rR+
J
(
〈λ, α∨〉+ δu−1(α)− δu−1w−1(α)
)
=
∑
α∈R+
J
|〈λ, α∨〉 − δw−1(α)|+
∑
α∈R+rR+
J
〈λ, α∨〉+ ♯{α ∈ R+ rR+J , u
−1(α) ∈ R−}
− ♯{α ∈ R+ r R+J , u
−1w−1(α) ∈ R−}
=
∑
α∈R+
J
|〈λ, α∨〉 − δw−1(α)|+
∑
α∈R+rR+
J
〈λ, α∨〉+ ℓ(u)− ℓ(u)
=
∑
α∈R+
J
|〈λ, α∨〉 − δw−1(α)|+
∑
α∈R+rR+
J
〈λ, α∨〉.
This proves part (1).
For part (2),
ℓ(wΓx
n+n0) =
∑
α∈R+
|〈λ+ n0νx, α
∨〉 − δw−1(α)|
=
∑
α∈R+
J
|〈λ+ n0νx, α
∨〉 − δw−1(α)|+
∑
α∈R+rR+
J
〈λ+ n0νx, α
∨〉
=
∑
α∈R+
J
|〈λ, α∨〉 − δw−1(α)|+
∑
α∈R+rR+
J
〈λ, α∨〉+
∑
α∈R+rR+
J
〈n0νx, α
∨〉
= ℓ(wΓx
n) + ℓ(xn0).

As a consequence, we have
Corollary 3.5. Let (x,Γ) be a standard pair associated to the stan-
dard representative wy and K = ∪i∈Ny
isupp(w)y−i. Then for n ≫ 0,
wΓx
n≈˜wKy
n.
Proof. Suppose that z = s1 · · · sk for s1, · · · , sk ∈ S0. Set zi = s1 · · · si
for 1 6 i 6 k. Then zi ∈
JνxW0. By Proposition 3.4 (1), ℓ(z
−1
i wΓx
nzi) =
ℓ(z−1i+1wΓx
nzi+1) for 0 6 i 6 k − 1. Hence z
−1
i wΓx
nzi≈˜z
−1
i+1wΓx
nzi+1 for
0 6 i 6 k − 1. Therefore wΓx
n≈˜z−1wΓx
nz = wKy
n. 
Now we show that the character of Tw˜ for w˜ ∈ W˜min is determined
by standard pairs associated to w˜.
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Proposition 3.6. Let w˜ ∈ W˜min and (x,Γ) be a standard pair associ-
ated to w˜. Then for n≫ 0,
Tr(T nw˜ , π) = (−1)
nℓ(w˜)−nℓ(x)−ℓ(wΓ)Tr(TwΓxn , π)
for any π ∈ R(H˜0)k.
Proof. Let wy be a standard representative of w˜. Then wy≈˜w˜ and by
definition, Tmwy − T
m
w˜ ∈ [H˜0, H˜0] for any m > 0. By Lemma 3.2 and
Lemma 3.5, for n≫ 0,
T nwy = (−1)
nℓ(w)−ℓ(wK)TwKyn ∈ (−1)
nℓ(w)−ℓ(wK)TwΓxn + [H˜0, H˜0].
Notice that ℓ(w) = ℓ(w˜) − ℓ(y) ≡ ℓ(w˜) − ℓ(x) mod 2 and ℓ(wK) ≡
ℓ(wΓ) mod 2. Thus T
n
w˜ ∈ (−1)
nℓ(w˜)−nℓ(x)−ℓ(wΓ)TwΓxn + [H˜0, H˜0]. 
Corollary 3.7. Let w˜, w˜′ ∈ W˜min such that there is a common standard
pair associated to them. Then Tr(Tw˜, π) = Tr(Tw˜′, π) for any π ∈
R(H˜0)k.
Remark. Notice that elements in different conjugacy classes may have
the same standard pair.
Proof. By Proposition 3.6, Tr(T nw˜ , π) = Tr(T
n
w˜′, π) for n ≫ 0. Thus
the action of Tw˜ and Tw˜′ on π have the same generalized eigenvalues
with the same multiplications. Therefore Tr(Tw˜, π) = Tr(Tw˜′, π). 
4. Character formulas
4.1. Let M ∈ R(H˜0)k. For any J ⊆ F0, we set MJ = ∩λ∈X+(J)TtλM .
Since M is a linear combination of finite dimensional vector spaces,
there exists µ ∈ X+(J) such that MJ = TtµM . Moreover, since the
action of Ttλ onMJ is invertible for any λ ∈ X
+(J), we may regardMJ
as an H˜J,0-module. For Γ ⊆ Jaff , let ΩJ (Γ) = {τ ∈ ΩJ ; τΓτ
−1 = Γ}
and MJ,Γ = T
J
wΓ
MJ . Then MJ,Γ is an ΩJ (Γ)-module.
Lemma 4.1. Let w˜ ∈ W˜min with an associated standard pair (x,Γ) and
M ∈ R(H˜0)k. Then for n≫ 0,
Tr(T nw˜ ,M) = (−1)
nℓ(w˜)−nℓ(x)Tr((T Jνxx )
n,MJνx ,Γ).
In particular, Tr(Tw˜,M) = (−1)
ℓ(w˜)−ℓ(x)Tr(T
Jνx
x ,MJνx ,Γ).
Proof. Set J = Jνx . Let µ ∈ X
+(J) with MJ = TtµM . Notice that
n0νx ∈ X
+(J), where n0 = ♯W0. There exists m ∈ N such that
mn0νx−µ ∈ X
+(J). By Proposition 3.4 (2), for n≫ 0, ℓ(wΓx
n+mn0) =
ℓ(wΓx
n) + ℓ(tmn0νx) = ℓ(wΓx
n) + ℓ(tmn0νx−µ) + ℓ(tµ) and
TwΓxn+mn0 = TwΓxnTtmn0νx−µTtµ .
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Moreover, for n ≫ 0, wΓx
n+mn0 ∈ W˜+J and TwΓxn+mn0 = T
J
wΓxn+mn0
.
Since 0→ ker(Ttµ : M →M)→ M →MJ → 0, we have
Tr(TwΓxn+mn0 ,M) = Tr(TwΓxnTtmn0νx−µTtµ ,MJ) = Tr(TwΓxn+mn0 ,MJ)
= Tr(T JwΓxn+mn0 ,MJ).
Notice that T J
wΓxn+mn0
= T JwΓ(T
J
x )
n+mn0 = (T Jx )
n+mn0T JwΓ . Since 0→
ker(TwΓ : MJ →MJ )→ MJ →MJ,Γ → 0,we have Tr(T
J
wΓxn+mn0
,MJ) =
Tr((T Jx )
n+mn0T JwΓ ,MJ) = (−1)
ℓJ (wΓ)Tr((T Jx )
n,MJ,Γ).
By Proposition 3.6, Tr(T nw˜ ,M) = (−1)
nℓ(w˜)−nℓ(x)Tr((T
Jνx
x )n,MJ,Γ).
The “in particular” part follows from the proof of Corollary 3.7. 
The following result is proved by Ollivier in [13, Proposition 5.2].
Lemma 4.2. Let J ⊆ F0 and M ∈ R(H˜J,0)k. Then H˜0 ⊗H˜+
J,0
M ∼=
⊕d∈W J
0
Td ⊗M ∼= ⊕d∈W J
0
ιTd ⊗M as vector spaces.
Corollary 4.3. Let J1 ⊆ J2 ⊆ F0 and M ∈ R(H˜J1,0)k. Then
H˜0 ⊗H˜+
J2,0
(H˜J2,0 ⊗H˜+
J1,0
M) ∼= H˜0 ⊗H˜+
J1,0
M.
4.2. Inspired by Lemma 4.1, we construct some representations of H˜0.
For J ⊆ F0 and Γ ⊆ Jaff , we set H˜J,0(Γ) = HJ,0 ⋊ ΩJ (Γ). This is
the subalgebra of H˜J,0 generated by T
J
s for s ∈ Jaff and ΩJ(Γ).
Let χ ∈ ΩJ (Γ)
∨ = HomZ(ΩJ(Γ),k
×). We extend χ as the 1-dimensional
H˜J,0(Γ)-module, where T
J
s acts by −1 if s ∈ Γ and by 0 if s ∈ Jaff rΓ.
Set
πJ,Γ,χ = H˜0 ⊗H˜+
J,0
(H˜J,0 ⊗H˜J,0(Γ) χ).
4.3. Let ℵ = {(J,Γ); J ⊆ F0,Γ ⊆ Jaff , ♯WΓ < +∞}. We define an
equivalence relation ∼ and a partial order < on ℵ as follows. Let
(J,Γ), (J ′,Γ′) ∈ ℵ. We say that (J,Γ) ∼ (J ′,Γ′) if J = J ′ and Γ′ =
τΓτ−1 for some τ ∈ ΩJ . We say that (J,Γ) < (J
′,Γ′) either J $ J ′ or
J = J ′ and Γ % τΓ′τ−1 for some τ ∈ ΩJ .
It is easy to see that for (J,Γ) ∈ ℵ, χ ∈ ΩJ (Γ)
∨ and τ ∈ ΩJ , we have
ΩJ(τΓτ
−1) = τΩJ (Γ)τ
−1 and χ ◦ Ad(τ−1) ∈ ΩJ (τΓτ
−1)∨. Moreover,
πJ,Γ,χ and πJ,Γ′,χ◦Ad(τ−1) are isomorphic as H˜0-modules.
The main result of this section is
Theorem 4.4. Let (J,Γ) ∈ ℵ and χ ∈ ΩJ(Γ)
∨. Let w˜ ∈ W˜min with
associated standard pair (x,Γ′). Then
(1) If J 6⊆ Jνx, then Tr(Tw˜, πJ,Γ,χ) = 0.
(2) If J = Jνx and x /∈ ΩJ(Γ), then Tr(Tw˜, πJ,Γ,χ) = 0.
(3) If J = Jνx and x ∈ ΩJ(Γ), then
Tr(Tw˜, πJ,Γ,χ) = (−1)
ℓ(w˜)−ℓ(x)χ(x)♯{τ ∈ ΩJ/ΩJ (Γ); τ
−1Γ′τ ⊆ Γ}.
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Proof. Set J ′ = Jνx andM = H˜J,0⊗H˜J,0(Γ)χ. Then πJ,Γ,χ
∼= ⊕d∈W J
0
ιTd⊗
M as vector spaces andM = ⊕τ∈ΩJ/ΩJ (Γ)kT
J
τ ⊗v for any nonzero vector
v in the 1-dimensional representation χ of H˜J,0(Γ). By Proposition 3.6,
to compute the character of Tw˜, it suffices to compute the character of
TwΓxn for n≫ 0.
Let n1 ∈ N such that n1νx ∈ ZRJ . Set λ = n1νx.
(1) We first consider the case where J 6⊆ J ′. By Proposition 3.4 (2),
for n≫ 0, TwΓ′xn+n1 = TwΓ′xnTtλ . By definition, for s ∈ S0,
Ttλ
ιTs =
{
ιTsTtλ , if s ∈ J
′;
0, otherwise.
Thus for d ∈ W J0 ,
(a) Ttλ
ιTd =
{
ιTdTtλ , if d ∈ WJ ′;
0, otherwise.
Moreover, in M we have Ttλ(T
J
τ ⊗ v) = T
J
tλ(T
J
τ ⊗ v) = T
J
τ ⊗ (T
J
τ−1tλτv).
By definition, for u˜ ∈ (WJ)aff ⋊ ΩJ , T Ju˜ v 6= 0 if and only if u˜ ∈
WΓ ⋊ ΩJ(Γ). In particular, 〈νu˜, α∨〉 = 0 for any α ∈ RJ . Note that
ντ−1tλτ = w(νtλ) = n1w(νx) for some w ∈ WJ . Since J 6⊆ J
′, there
exists β ∈ RJ such that 〈νx, β
∨〉 6= 0. Therefore 〈ντ−1tλτ , w(β
∨)〉 6= 0
and T Jτ−1tλτv = 0. Hence Tr(TwΓxn+n1 , πJ,Γ,χ) = 0 for n ≫ 0. By
Proposition 3.6, Tr(T n+n1w˜ , πJ,Γ,χ) = 0 for n ≫ 0. By Corollary 3.7,
Tr(Tw˜, πJ,Γ,χ) = 0.
(2) Now we consider the case where J = J ′. By (a), for n ≫ 0,
TwΓ′xnπJ,Γ,χ ⊆ M . Applying Lemma 4.1, we have Tr(Tw˜, πJ,Γ,χ) =
(−1)ℓ(w˜)−ℓ(x)Tr(T Jx , T
J
wΓ′
M).
We fix a representative for each coset ΩJ/ΩJ(Γ). Then {T
J
τ ⊗ v; τ ∈
ΩJ/ΩJ(Γ)} is a basis of M . For x ∈ ΩJ , the action of T
J
x on M
permutes the lines k(T Jτ ⊗v) with τ ∈ ΩJ/ΩJ (Γ). Moreover, the action
of T JwΓ′ stabilizes each line k(T
J
τ ⊗v). If x /∈ ΩJ(Γ), then there is no line
k(T Jτ ⊗v) stabilized by T
J
x since ΩJ is abelian. Hence Tr(Tw˜, πJ,Γ,χ) = 0
in this case.
If x ∈ ΩJ(Γ), then for any τ ∈ ΩJ/ΩJ (Γ), T
J
x (T
J
τ ⊗ v) = χ(x)T
J
τ ⊗ v
and
T JwΓ′ (T
J
τ ⊗ v) = T
J
τ ⊗ T
J
w
τ−1Γ′τ
v =
{
(−1)ℓJ (wΓ′)T Jτ ⊗ v, if τ
−1Γ′τ ⊆ Γ;
0, otherwise.
Therefore, dim(T JwΓ′M) = ♯{τ ∈ ΩJ/ΩJ(Γ); τ
−1Γ′τ ⊆ Γ} and
Tr(Tw˜, πJ,Γ,χ) = (−1)
ℓ(w˜)−ℓ(x)χ(x) dim(T JwΓ′M)
= (−1)ℓ(w˜)−ℓ(x)χ(x)♯{τ ∈ ΩJ/ΩJ (Γ); τ
−1Γ′τ ⊆ Γ}.
The proof is finished. 
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Corollary 4.5. Let (J,Γ) ∈ ℵ and χ ∈ ΩJ(Γ)
∨. Let w˜ ∈ W˜min with a
standard pair (x′,Γ′). If Tr(Tw˜, πJ,Γ,χ) 6= 0, then (J,Γ) 6 (Jνx′ ,Γ
′).
5. Representations of H˜0
Now we prove Theorem 0.2.
5.1. We first show that {πJ,Γ,χ; (J,Γ) ∈ ℵ/ ∼, χ ∈ ΩJ (Γ)
∨} is linearly
independent in R(H˜0)k.
Suppose that
∑
(J,Γ,χ) aJ,Γ,χπJ,Γ,χ = 0 for some aJ,Γ,χ ∈ Z.
Let (J1,Γ1) ∈ ℵ/ ∼ be a minimal element such that aJ,Γ,χ 6= 0 for
some χ ∈ ΩJ (Γ)
∨. Set ΩJ (Γ)+ = {x ∈ ΩJ ; νx ∈ X
+
Q }. It is easy to see
that ΩJ (Γ)+ generates ΩJ(Γ).
By Theorem 4.4, for any n≫ 0 and x ∈ ΩJ1(Γ1)+,∑
(J,Γ,χ)
aJ,Γ,χTr(TwΓ1xn , πJ,Γ,χ) =
∑
χ∈ΩJ1 (Γ1)
∨
aJ1,Γ1,χ(−1)
nℓ(w˜)−nℓ(x)χn(x) = 0.
Therefore
∑
χ∈ΩJ1(Γ1)
∨ aJ1,Γ1,χχ(x) = 0. By Dedekind’s lemma, aJ1,Γ1,χ =
0 for all χ ∈ ΩJ1(Γ1)
∨. That is a contradiction. Hence aJ,Γ,χ = 0 for all
(J,Γ, χ).
5.2. Next we show that {πJ,Γ,χ; (J,Γ) ∈ ℵ/ ∼, χ ∈ ΩJ(Γ)
∨} spans
R(H˜0)k.
For any M ∈ R(H˜0)k, let ℵ(M) be the set of pairs (Jνx,Γ) in ℵ/ ∼
such that Tr(Tw˜,M) 6= 0 for some w˜ ∈ W˜min with an associated stan-
dard pair (x,Γ).
We argue by induction on minimal elements in ℵ(M).
If ℵ(M) = ∅, then Tr(Tw˜,M) = 0 for all w˜ ∈ W˜min. By Theorem
0.1, Tr(h,M) = 0 for all h ∈ H˜0. Hence M = 0.
Now suppose that ℵ(M) 6= ∅. Let (J,Γ) be a minimal element in
ℵ(M). We regard MJ,Γ as a virtual ΩJ(Γ)-module. Therefore MJ,Γ =∑
χ∈ΩJ (Γ)∨
aχχ for some aχ ∈ Z. We write UJ,Γ for the H˜0-module∑
χ∈ΩJ (Γ)∨
aχπJ,Γ,χ. By Lemma 4.1 and Theorem 4.4, for any w˜ ∈ W˜min
with an associated standard pair (x,Γ) ∈ ℵ/ ∼ such that Jνx = J , we
have
(a) Tr(Tw˜,M) = (−1)
ℓ(w˜)−ℓ(x)Tr(x,MJ,Γ) = Tr(Tw˜, UJ,Γ).
Let (J1,Γ1), · · · , (Jr,Γr) be the set of all minimal elements in ℵ(M).
Set
M ′ =M −
r∑
i=1
UJi,Γi .
By (a) and Corollary 4.5, if w˜′ ∈ W˜min, with an associated stan-
dard pair (x′,Γ′), satisfies Tr(Tw˜′,M
′) 6= 0, then (Jνx′ ,Γ
′) > (Ji,Γi)
for some i. By inductive hypothesis, M ′ is a linear combination of
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{πJ,Γ,χ; (J,Γ) ∈ ℵ/ ∼, χ ∈ ΩJ (Γ)
∨}. So M is a linear combination of
{πJ,Γ,χ; (J,Γ) ∈ ℵ/ ∼, χ ∈ ΩJ(Γ)
∨}.
5.3. Motivated by [3], we introduce rigid modules of H˜0. Recall that
TΣ for Σ ∈ Cyc(W˜min), form a basis of H˜0. Set
H˜0
rig
= ⊕Σ∈Cyc(W˜min),JνΣ=F0
ZTΣ,
H˜0
nrig
= ⊕Σ∈Cyc(W˜min),JνΣ$F0
ZTΣ.
We call H˜0
rig
the rigid part of the cocenter and H˜0
nrig
the non-rigid
part of the cocenter.
Let M ∈ R(H˜0)k. We say M is rigid if Tr(H˜0
nrig
,M) = 0.
Proposition 5.1. Let M ∈ R(H˜0)k. Then M is rigid if and only if
M ∈ ⊕(F0,Γ)∈ℵ/∼,χ∈Ω(Γ)∨ZπF0,Γ,χ.
Remark. By Clifford’s theory, the H˜0-modules πF0,Γ,χ for (F0,Γ) ∈
ℵ/ ∼ and χ ∈ Ω(Γ)∨ are distinct simple modules.
Proof. By Theorem 4.4, πF0,Γ,χ is rigid. On the other hand, assume
M =
∑
(J,Γ)∈ℵ/∼,χ∈ΩJ (Γ)∨
aJ,Γ,χπJ,Γ,χ with each aJ,Γ,χ ∈ Z. Let (J ′,Γ′)
be a minimal element such that aJ ′,Γ′,χ′ 6= 0 for some χ
′ ∈ ΩJ ′(Γ
′)∨.
By the same argument as in §5.2, we see that Tr(TwΓ′ tµ ,M) 6= 0 for
some µ ∈ X+(J ′). Hence M is nonrigid unless J ′ = F0, that is, M ∈
⊕(F0,Γ)∈ℵ/∼,χ∈Ω(Γ)∨ZπF0,Γ,χ.

5.4. Let w˜ = wtλ ∈ W˜ with λ ∈ X and w ∈ W0. Write λ = µ1 − µ2
with µ1, µ2 ∈ X
+. Following Vigne´ras, we define
Ew˜ = q
1
2
(ℓ(µ2)−ℓ(µ1)−ℓ(w)+ℓ(w˜))Twtµ1T
−1
tµ2 ∈ H˜q,
which dose not depend on the choices of µ1 and µ2. We still denote by
Ew˜ its image in H˜0. By [17], the set {Ew˜; w˜ ∈ W˜} forms a basis of H˜0.
Lemma 5.2. Let x, y ∈ W˜ with ℓ(x) 6 ℓ(y). Then
q
1
2
(ℓ(x)−ℓ(y)+ℓ(yx))TyT
−1
x−1 ∈
(
⊕z∈W˜ ,ℓ(z)> 1
2
(ℓ(y)−ℓ(x)+ℓ(yx))ZTz
)
+ qZ[q]H˜q,
q
1
2
(ℓ(y)−ℓ(x)+ℓ(xy))TxT
−1
y−1 ∈
(
⊕z∈W˜ ,ℓ(z)> 1
2
(ℓ(y)−ℓ(x)+ℓ(xy))Z
ιTz
)
+ qZ[q]H˜q.
Proof. We prove the first statement. The second one can be proved in
the same way.
We argue by induction on ℓ(x). If ℓ(x) = 0, then statement is ob-
vious. Assume ℓ(x) > 1 and the statement holds for any x′ with
ℓ(x′) < ℓ(x). Let s ∈ Saff such that sx < x.
If ys < y, then
q
1
2
(ℓ(x)−ℓ(y)+ℓ(yx))TyT
−1
x−1 = q
1
2
(ℓ(sx)−ℓ(ys)+ℓ(yssx))TysT
−1
(sx)−1
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and ℓ(y)−ℓ(x)+ℓ(yx) = ℓ(ys)−ℓ(sx)+ℓ(yssx). The statement follows
from induction hypothesis.
If ys > y, then
q
1
2
(ℓ(x)−ℓ(y)+ℓ(yx))TyT
−1
x−1 =q
1
2
(ℓ(sx)−ℓ(ys)+ℓ(yx))TysT
−1
(sx)−1
+ q
1
2
(ℓ(sx)−ℓ(y)+ℓ(yx)−1)(1− q)TyT
−1
(sx)−1 .
By inductive hypothesis,
q
1
2
(ℓ(sx)−ℓ(ys)+ℓ(yx))TysT
−1
(sx)−1 ∈
(
⊕z∈W˜ ,ℓ(z)> 1
2
(ℓ(y)−ℓ(x)+ℓ(xy))ZTz
)
+qZ[q]H˜q.
Let α be the simple root associated to s and β = x−1(α). Then
β < 0 since sx < x and yx(β) = y(α) > 0 since ys > y. Hence
ysx = yxsβ < yx. Therefore, ℓ(ysx) 6 ℓ(yx) − 1 and ℓ(sx) − ℓ(y) +
ℓ(yx)− 1 > ℓ(sx)− ℓ(y) + ℓ(ysx).
If ℓ(ysx) < ℓ(yx)− 1, then ℓ(sx)− ℓ(y) + ℓ(yx)− 1 > ℓ(sx)− ℓ(y) +
ℓ(ysx) and by inductive hypothesis, q
1
2
(ℓ(sx)−ℓ(y)+ℓ(yx)−1)(1−q)TyT
−1
(sx)−1 ∈
qZ[q]H˜q and the statement holds in this case.
If ℓ(ysx) = ℓ(yx)−1, then ℓ(y)−ℓ(x)+ℓ(yx) = ℓ(y)−ℓ(sx)+ℓ(ysx)
and by inductive hypothesis,
q
1
2
(ℓ(sx)−ℓ(y)+ℓ(yx)−1)(1− q)TyT
−1
(sx)−1 ∈
(
⊕z∈W˜ ,ℓ(z)> 1
2
(ℓ(y)−ℓ(sx)+ℓ(ysx))ZTz
)
+ qZ[q]H˜q
=
(
⊕z∈W˜ ,ℓ(z)> 1
2
(ℓ(y)−ℓ(x)+ℓ(yx))ZTz
)
+ qZ[q]H˜q
The statement also holds in this case. 
Corollary 5.3. Let Γ ⊆ S
aff with ♯WΓ <∞ and w˜ ∈ W˜ with ℓ(w˜) >
2♯WΓ. Then in H˜0,
Ew˜ ∈ ⊕z∈W˜ ,supp(z)*ΓZTz or Ew˜ ∈ ⊕z∈W˜ ,supp(z)*ΓZ
ιTz.
Proof. By definition, Ew˜ = q
1
2
(ℓ(x)−ℓ(y)+ℓ(yx))TyT
−1
x−1 for some x, y ∈
W˜ such that yx = w˜. Applying Lemma 5.2, we see that Ew˜ ∈
⊕z∈W˜ ,ℓ(z)>♯WΓZTz if ℓ(x) 6 ℓ(y) and Ew˜ ∈ ⊕z∈W˜ ,ℓ(z)>♯WΓZ
ιTz if ℓ(y) 6
ℓ(x). The statement follows by noticing that supp(z) * Γ if ℓ(z) >
♯WΓ. 
Proposition 5.4. LetM ∈ R(H˜0). The following conditions are equiv-
alent:
(1) Ew˜M = 0 for w˜ ∈ W˜ with ℓ(w˜)≫ 0.
(2) Tr(H˜0
nss
,M) = 0, where H˜0
nss
= H˜0
nrig
+ ι(H˜0
nrig
).
(3) M ∈ ⊕(F0,Γ),(F0,F0rΓ)∈ℵ,χ∈ΩF0(Γ)∨ZπF0,Γ,χ.
Remark. Condition (1) is the one of the equivalent definitions of super-
singular modules due to Ollivier [14, Proposition 5.4] and Vigne´ras [20,
Definition 6.10]. The equivalence between (1) and (3) was also proved
in [14, Theorem 5.14] and in [20, Theorem 6.18].
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Proof. (1) ⇒ (2). Let w˜ ∈ W˜min such that Jνw˜ $ F0. Let (x,Γ) be a
standard pair associated to w˜. Choose n0, m0 ∈ Z>0 such that n0νx ∈
X+ and wΓx
m0 ∈ W˜+J . Then ℓ(wΓx
m0+r+kn0) = ℓ(wΓx
m0+r) + ℓ(xkn0)
for k ∈ N and 0 6 r 6 n0 − 1. Thus TwΓxm0+r+kn0 = TwΓxm0+rExkn0 .
By assumption, we have TwΓxnM = 0 for n≫ 0. Applying Proposition
3.6, Tr(T nw˜ ,M) = ±Tr(TwΓxn ,M) = 0 and hence Tr(Tw˜,M) = 0. The
equality Tr(ιTw˜−1,M) = 0 follows in a similar way by noticing that
ιTx−kn0 = Ex−kn0 for k ∈ N.
(2) ⇒ (3). By Proposition 5.1, M and its pullback ιM via ι lie in
the Z-span of {πF0,Γ,χ; (F0,Γ) ∈ ℵ, χ ∈ Ω(Γ)
∨}. By definition ιπF0,Γ,χ =
πF0,SaffrΓ,χ. ThusM also lies in the Z-span of {πF0,Γ,χ; (F0,Γ ⊆ Saff ) ∈
ℵ, χ ∈ Ω(Γ)∨}. Therefore,M lies in the Z-span of {πF0,Γ,χ; (F0,Γ), (F0, F0r
Γ) ∈ ℵ, χ ∈ Ω(Γ)∨}.
(3) ⇒ (1). Let Γ ⊆ Saff . By definition, TxπF0,Γ,χ =
ιTxπF0,Γ,χ = 0
for any x ∈ W˜ such that supp(x) * Γ and supp(x) * SaffrΓ. Assume
♯WΓ, ♯WSaffrΓ < +∞. Applying Corollary 5.3, Ew˜πF0,Γ,χ = 0 for w˜ ∈
W˜ with ℓ(w˜) > 2♯WΓ, 2♯WSaffrΓ. 
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