Fourier transform near-infrared (FT-NIR) spectroscopy technique combined with multivariate calibration approach was employed to identify the geographical origins of Radix puerariae starch. First, the efficient spectral subintervals were selected by a synergy interval partial least squares (siPLS) method. Second, an iteratively retains informative variables (IRIV) algorithm was applied to select the characteristic wavelengths from the efficient spectral subintervals obtained by siPLS. Experimental results showed that the number of wavelength variables obtained by IRIV was 10. Meantime, only the first two PCs of principal component analysis (PCA) based on the selected 10 variables could explain 99.9769% of the total variance and the identification rate of the validation set is 100% based on extreme learning machine (ELM) in this study. This work indicates that the FT-NIR spectroscopy analysis technique coupled with multivariate calibration is an excellent choice for the discrimination of geographical origins of Radix puerariae starch. In addition, the IRIV is a promising algorithm for the selection of characteristic wavelength variables in the practical application.
Introduction
Radix puerariae, also called kudzu root, is the root of Pueraria lobata (Willd.) Ohwi and Pueraria thomsonii Benth (Fabaceae family), which are mainly distributed in Hubei, Hunan, Anhui, Guangxi, Jiangxi, Guizhou, Jiangsu, Sichuan, and other regions in China. Radix puerariae starch is a kind of starch. Radix puerariae starch as a health food is rich in protein, amino acid, sugar, and essential minerals such as iron, calcium, copper, selenium, etc. [1] The isoflavone and puerarin of Radix puerariae have the effect of improving myocardial oxygen metabolism and dilating blood vessels. Radix puerariae acetone can return body temperature to normal and often be used in upset symptoms. [2] Currently, the main methods to identify the origins and authenticity of starch material are character identification, microscopic identification, physical and chemical identification, etc. [3] [4] [5] Many modern instrumental analysis methods are commonly used in physical and chemical identification, such as scanning electron microscope for medicinal materials preprocessing. [6, 7] However, both of them have the disadvantages of consuming too much time and reagent and the operation process is complicated. In recent years, the FT-NIR spectroscopy technique has received more and more attention in farinaceous substance identification. [8] [9] [10] [11] These works mentioned above show that the FT-NIR spectroscopy technique has a high potential to identify the geographical origins of starch material.
Near-infrared (NIR) spectroscopy is a rapid and nondestructive analytical tool. [12] NIR spectrum belongs to the absorption spectrum, which is generated due to the combination bands and overtone bands absorption of certain NIR light wavelengths by vibration molecular such as C-H, O-H, N-H, etc. [13] The inside and outside molecules environments have small effect on the hydric groups, and the spectrum characteristic of the sample in the NIR spectral region is more stable than the midinfrared spectral region. [14] These are the premises of performing complex natural quality analysis of materials by the NIR spectral region. NIR wavelengths that are absorbed by chemical bond depend on the force constant and the weight of atoms connected on both ends of the chemical bond. [15] The above theory provides the possibility for the identification of Radix puerariae starch from different habitats using the NIR spectroscopy technique. Different kinds of Radix puerariae starch have different contents of protein, amino acid, sugar, and essential minerals.
The raw spectra contain a lot of redundant information, which would affect the accuracy and robustness of the model and consume too much time. Therefore, wavelength variables selection is necessary before the model is developed to provide a more reliable and efficient model. [16] During the past few decades, a series of wavelength selection methods have been proposed, such as uninformative variable elimination (UVE) [17] , Monte Carlo-based UVE (MC-UVE) [18] , successive projection algorithm (SPA) [19] , competitive adaptive reweighted sampling (CARS) [20] , stability competitive adaptive reweighted sampling (SCARS) [21] , latent projective graph (LPG) [22] , genetic algorithm (GA) [23] [24] [25] , simulated annealing (SA) [26] , and artificial neural networks (ANNs) [27] . In this research, the new method of IRIV was employed, which could obtain the most satisfactory result in extracting wavelength variables. If the number of samples is too large, IRIV will consume a long time due to several times of iteration in the process of extracting characteristic wavelengths. In order to reduce the time, the method of siPLS that can select the optimal wavelength intervals is adopted before using the IRIV.
The aim of this research was to discriminate Radix puerariae starch from five different regions using the new wavelength variables selection method of IRIV combined with the FT-NIR spectroscopy technique with simple operation, good reproducibility, and repeatability. In this paper, the FT-NIR spectroscopy technique was taken to collect the spectra of Radix puerariae starch, then the raw spectra were preprocessed by the method of standard normal variate (SNV) to remove slope variation and correct scatter effects in the fermented samples. First, the optimal spectral subintervals were selected from preprocessing spectra by siPLS. Second, the new method of IRIV algorithm was employed to extract a small number of characteristic variables from wavelength intervals. Finally, the feature variables selected were analysed using ELM. For the sake of making a comparison to IRIV, the optimization method of GA was adopted to select the wavelength variables.
Material and methods

Radix puerariae starch samples
The Radix puerariae starch is extracted from five kinds of Radix puerariae from different regions of Zhangjiajie (Hunan), Guilin (Guangxi), Tianzhu Mountain (Anhui), Yichang, and Zhongxiang (Hubei). First the Radix puerariae starch is smashed to homogeneous state with a grinder, and then the starch was ground by a crushing machine with a 200-mesh screen. Thirty starch samples were extracted from Radix puerarin of each region. Thus, a total of 150 samples data could be obtained in this process.
FT-NIR spectra acquisition and preprocessing
The NIR spectra were collected using an Antaris™ II FT-NIR spectrometer (Thermo Scientific Co., USA) equipped with an integrating sphere. Each spectrum was the average of 32 scanning spectra and contained 1557 variables. The NIR wavelength range performed was 10,000-4000 cm −1 , and the data were acquired with a spectral resolution of 3.856 cm −1 . The change of environment conditions would impact the result of spectra collected by the NIR spectrometer. Therefore, the temperature was kept around 28°C and at a steady humidity level in the laboratory. About 3 g of Radix puerarin starch sample was put in a standard sample cup of integrating sphere each time to collect spectra. Each sample was collected three times at different positions, and the three spectra were averaged to provide a mean spectrum. The mean spectrum was recorded as the raw spectrum of each sample. In this study, in order to remove slope variation and correct scatter effects in Radix puerarin starch samples, the raw spectra were preprocessed by the transformation spectral method of SNV [28] [29] . Raw spectra are shown in Fig. 1a and SNV preprocessing spectra are shown in Fig. 1b .
Extreme learning machine algorithm
Extreme learning machine (ELM) [30] is a new algorithm that is mainly applied to solve single-hidden-layer feedforward neural network (SLFN). Feedforward neural network usually uses the gradient descent method that has some shortcomings, such as training speed is slow, multiple iterations are needed to correct weights and threshold values, easy to fall into local minimum point, the global minimum cannot be reached, and the choice of learning rate η is more sensitive. Learning rate has a great influence on the performance of the neural network, so the choice of a suitable learning rate η is very important. ELM is proposed in this case, because the ELM can randomly generate connection weights w that is between the input layer and the hidden layer and threshold b of the hidden-layer neurons before training. Once the weights w and the threshold b are determined, the output matrix H of the hidden layer is uniquely determined. Training single hidden layer neural network can be transformed into solving a linear system Hβ ¼T. For the connection weights η of the hidden layer and the output layer, one only need the number of neurons in the hidden layer is less than or equal to the number of samples in the training set. For arbitrary w and b, SLFN can approach the training sample for zero error. So when the activation function gðxÞ (sigmoidal, sin, and hardlim are the commonly used activation functions) of the hidden-layer neurons is infinitely differentiable, η can be obtained through solving the least squares solution of the following equation set:
The solution isβ
Among them, H þ is the Moore-Penrose generalised inverse of the output matrix H of the hidden layer and T is the output matrix of the network. It can be proved that the norm of the solutionβ is minimal and unique.
Synergy interval partial least squares algorithm
Synergy interval partial least squares (siPLS) algorithm is the extension of interval partial least squares (iPLS) algorithm [31] . SiPLS divides the data set into a number of intervals first, and then develops the PLS regression models for all possible combinations of two, three, or four intervals. The root mean square errors of Cross-Validation (RMSECV) is calculated for every combination of intervals. The combination of intervals with the lowest RMSECV is chosen [32] . The RMSECV is calculated as follows:
From the formula, n is the number of samples in the calibration set, y i is the reference measurement result for sample i, andŷ=i is the estimated result for sample i. The number of PLS factors included in the model is chosen according to the lowest RMSECV. This procedure is repeated for each of the preprocessed spectra.
Iteratively retaining informative variables (IRIV) [33] is a novel variable selection strategy that considers the possible interaction effect among variables through random combinations. The strongly and weakly informative variables are retained in every iterative round until no uninformative and interfering variables exist. The data matrix X (N samples in rows and P variables in columns) and Y (N×1) act as the measured property of interest. PLS was used as the multivariate calibration method. The details of the IRIV method are as follows.
Step 1: In order to consider the combination of multiple variables used as a model, we generate a matrix M (K×P) contained by binary numbers. K is the number of random combinations of variables; P is the number of variables.
Step 2: Each row of M builds model with the PLS method. Here, RMSECV of fivefold crossvalidation is used to evaluate the performance of each variable subset. Thus, a vector of RMSECV 0 (K×1) is created.
Step 3: In order to assess the importance of each variable through the interaction between variables, a new strategy is used in here. In one row of M, the performance of the inclusion and exclusion of one variable is compared, while the other variables are constant. Upon the completion of each row of M i we can obtain RMSECV i (K×1). Then we can measure the importance of each variable. Therefore, we can use model population analysis (MPA) [34] [35] [36] [37] and the two 'population' models to analyse the importance of the variables.
Step 4: P value is denoted as P i and tested by the method of Mann-Whitney U Test [38] . Through the DMEAN i and P i , variables can be simply divided into four categories of strongly informative, weakly informative, uninformative, and interfering variables. Weakly informative variables of the model have the beneficial effect but not significant. Uninformative variables of the model have a bad effect but not significant. Interference information variables of the model have a bad effect clearly. Then we repeat step 3 and step 4 to complete all variables classification.
Step 5: According to the above definition, the uninformative variables and interfering variables are removed; weakly informative variables and strongly informative variables are retained. Returning to step 1 and running the next round, until uninformative and interfering variables do not exist.
Step 6: Backward elimination is conducted for the retained variables .
The IRIV algorithm can extract a small number of characteristic variables from wavelength intervals. The interaction of each variable with others is taken into account in the process of backward elimination, so the retained variables have a better performance. Fig. 2 shows the structure of a simple IRIV.
Software
All algorithms were implemented in Matlab R2012a (Mathworks Inc., Natick, MY, USA) on a computer with Inter® Core™ i5 2.6GHz CPU, 4GB RAM, and Windows 8.1 operating system. Result software (Antaris II System, Thermo Electron Co., USA) was used in the NIR spectral data acquisition. The Matlab code of IRIV could be downloaded from http://code.google.com/ p/multivariate-calibration/downloads/list for free of charge.
Results and discussion
Results of siPLS
IRIV will consume a long time in the process of extracting characteristic wavelengths, because the preprocessing spectra contain 1557 wavelength variables that will cause too many times of iteration. So, the siPLS method is used to choose the optimal wavelength range from the preprocessing spectra to compress the variables. SiPLS divides the data set into a number of intervals first, and then develops PLS regression models for all possible combinations of two, three, or four intervals. In this study the spectra were divided into 10-25 intervals and two to four interval numbers would be chosen separately, and then the RMSECV of combination of intervals was calculated. The combination of intervals with the lowest RMSECV was chosen.
From Table 1 , the results of spectral intervals were chosen by siPLS. The optimal siPLS contained 13 spectral intervals and the four PLS components, because the RMSECV was the minimum of 0.09244. The optimal spectral intervals are numbers 1, 2, 9, and 11 corresponding to wavenumbers of 3999.64-4921.45, 7702.30-8161.27, and 8627.96-9083.08 cm −1 , which is shown in Fig. 3 . 
Iteratively retains informative variables
The IRIV method was used to choose characteristic wavelength variables from the optimal wavelength intervals, which were chosen by siPLS. IRIV will obtain different results when operated many times because of the random combination of variables in modelling. Thus, the IRIV method was operated 50 times to obtain statistical results. Fig. 4 shows the frequencies of variables selected by IRIV within 50 times. About 10 variables were selected on average by IRIV. ) with the lowest RMSECV value of 0.3476 shown in Table 2 .
Extreme learning machine PCA analysis was separately employed in variables of the SNV preprocessing spectra, the siPLS model, the siPLS-GA model, and the siPLS-IRIV model. The first two PCs of SNV preprocessing spectra variables accounted for 98.8704% of the total variance (PC1 = 96.8574%, PC2 = 2.013%); the first two PCs of the siPLS model variables accounted for 99.079% of the total variance (PC1 = 95.6865%, PC2 = 3.3925%); the first two PCs of the siPLS-GA model variables accounted for 99.2698% of the total variance (PC1 = 95.3969%, PC2 = 3.8729%). The first two PCs of the siPLS-IRIV model accounted for the biggest value of 99.9769% of the total variance (PC1 = 99.6428%, PC2 = 0.3341%). It represents that the first two PCs of siPLS-IRIV contain the most useful information. The algorithm of IRIV achieved good results with only 10 wavelength variables. The spectrum tested a total of 150 Radix puerariae starch samples, of which 120 samples were used as the training set and 30 as the test set. The identification rate of the validation set samples of SNV preprocessing spectra, the siPLS model, the siPLS-GA, and the siPLS-IRIV model is equal to 90%, 93.3333%, 96.6667%, and 100%, respectively. It represents that the siPLS-IRIV-ELM model obtains the best result with 100% identification rate.
Comparisons and discussion
The spectra, preprocessed by SNV, contained 1557 wavelength variables as the same as the variables number of raw spectra. There are 479 wavelength variables left after the optimal wavelength selected from the preprocessed spectra using the siPLS algorithm. Then, the IRIV algorithm was performed to extract only 10 important wavelength variables on average. In order to make a comparison with the IRIV algorithm, the GA as a powerful nondeterministic method in variables optimization was adopted in this study. For GA, the chromosome of the existing population is selected randomly. Thus, GA was conducted 50 times and the variable set with the lowest RMSECV would be chosen. When 110 wavelength variables were selected, GA achieved optimal result with the lowest RMSECV of 0.1271.
The main drawback of GA is that too many variables, about 137 on average, were selected. IRIV obtained 10 variables on average and distinguished Radix puerariae starch samples of five different regions successfully. The first two PCs of the siPLS-IRIV-PCA model accounted for the biggest value of 99.9769% of the total variance. The SiPLS-IRIV-ELM model obtains the best result with 100% identification rate of the validation set samples. As a comparison, the first two PCs of the siPLS-GA-PCA model accounted for 99.2698% of the total variance and the siPLS-GA-ELM model obtains 96.6667% identification rate of the validation set samples. All of this is enough to show that IRIV is a promising algorithm for selection of characteristic wavelength variables in practical application. The comparison of the four models is shown in Table 2 . 
Conclusion
In this paper, the new method of IRIV was used and five kinds of Radix puerariae starch from different geographical origins have been rapidly and accurately discriminated by the FT-NIR spectroscopy technique combined with the IRIV method. The IRIV strategy has good performance with the consideration of the possible interaction effect among variables through random combinations. For improving efficiency and effectivity, the method of siPLS was used to choose the optimal wavelength intervals from the preprocessing spectra. As a comparison, the classical method of GA algorithm was employed to select the optimal variables. The results show that IRIV achieved a more ideal result with only 10 wavelength variables extracted on average; as a comparison, GA extracts 137 wavelength variables on average. The IRIV is a promising algorithm for the selection of characteristic wavelength variables in practical application.
