In this paper, we extend techniques of convex set reconstruction from support line measurements, assess their performance with respect to various parameters, and apply these to laser radar data. Specifically, the techniques are applied to both range-resolved and Doppler-resolved data, which provide one and two support line measurements respectively. The resulting reconstructions provide size and shape estimates of the targets under observation. While such information can be obtained by other means (e.g. from reconstructed images using tomography), the present methods yield this information more directly. Furthermore, estimates obtained using these methods are more robust to noisy and/or sparse measurement data and are much more robust to data suffering from registration errors. Finally, the present methods are used to improve tomographic images in the presence of registration errors.
INTRODUCTION
In this paper we present algorithms that provide direct size and shape estimates of targets from laser radar data. Resolved laser radar measurements of a target provide information as to the extent of the target in space. For example, a range-resolved measurement indicates where the target begins in range along the radar line of sight. If a line is drawn at this range perpendicular to the line of sight, the target lies completely to one side of this line and in fact is just grazed by this line. A line that grazes the target in this manner is referred to as a support line, and range-resolved measurements from a number of aspects all lying in a plane yield a set of support lines. Furthermore, Doppler-resolved measurements of a spinning target contain support line information. Given the support lines of a target at all aspects in a plane, the convex hull of the projection of the target onto this plane may be determined by intersecting halfplanes corresponding to the support lines. the support lines taken at a set of aspects to a common point. In this case, the measured support lines may be inconsistent with one another, so that taken together there is no target having all of the measured lines as support lines. Our objective is to estimate the target which gave rise to the measured laser radar data in some optimal fashion.
The basic estimation procedure presented in this paper may be decomposed in the manner indicated by Figure 1 . Given laser radar data at a number of aspects in a plane, we first extract support line information using an estimation procedure known as knot location. We then produce an optimal estimate of the target that gave rise to the laser radar data given the support line measurements, consistency constraints on the support lines, and any prior knowledge as to target shape. In terms of algorithm development, the focus of the present work is on the second module. In particular, we introduce three algorithms that utilize varying degrees of prior information and assess their performance versus measurement parameters and quality of prior information. We use an algorithm developed by others12 ' 13 for the first module.
The estimation procedure of Figure 1 (for each of the three algorithms of the second module) is applied to range-resolved measurements and Doppler-resolved measurements obtained through a simulation model and through field measurements. Furthermore, we compare the reconstructions obtained by using the present methods with the reconstructed images produced by standard tomographic methods. On inducing registration errors, we find that the present methods are far more robust, due to the fact that they are based on consistency constraints that tend to reduce such errors. Finally, we introduce and demonstrate a method by which the tomographic reconstructions from unregistered data may be greatly improved using our estimation procedure as a preprocessor of the data.
LASER RADAR DATA AND SUPPORT LINE MEASUREMENTS
In this section, we describe the laser radar data to be used as input to the reconstruction algorithms (namely, range-resolved and Doppler-resolved data). We then discuss the notion of a support line measurement, and show that the laser radar data contain support line information. We conclude the section by describing a technique to extract support line information from the laser radar data.
Laser radar data and problem scenario
By illuminating a target and receiving the reflected signal, laser radars provide information about the surface characteristics of the target. Laser radars can be designed to resolve the return from the target with respect to various quantities1 ' 20 • In this paper, we restrict attention to range-resolved and Dopplerresolved laser radar data. Furthermore, we consider only the case of a monostatic radar, in which the transmitter and receiver are at the same location.
A rangeresolved measurement (also called a range spectrum) is one in which the return is distributed in range along the line of sight (LOS) of the laser radar. That is, only those parts of the target that are a distance away from the laser radar (with distance measured along the LOS) may contribute to the value of the range spectrum at range ?O. Although a range-resolved measurement is ideally a continuous function of range, in practice it takes the form of a histogram with bins of finite range extent, where each bin is referred to as a range bin.
Alternatively, for a target undergoing motion, different parts of the target may have different components ofvelocity along the LOS. A Doppler-resolvedmeasurement (also called a Doppler spectrum) is one in which the return is distributed with respect to these variations in velocity. As with a range spectrum, the Doppler spectrum takes the form of a histogram. The value associated with a particular Doppler bin arises from thereturn of all illuminated parts of the target with the corresponding component of velocity along the The received intensity from a surface illuminated by a laser radar is dependent on the geometry and reflectance properties of the surface. The reflectance properties are usually characterized by a function known as the bidirectional reflectance distribution function (BRDF) 14 For the case of a monostatic radar and a surface with isotropic reflectance properties, the BRDF is given by p(t&) where tb is the angle between the LOS and the local surface normal. In the case where the wavelength of the illumination is large compared to surface aberrations of the target, the received intensity is proportional to o.=2lrJjp(b)cos2cbdA, (1) where the integration is performed over the visible (illuminated) part of the surface, denoted by S. The quantity is referred to as the laser radar cross section (LRCS) of the target. Hence, for resolved data, the intensity value associated with a particular bin is proportional to the LRCS arising from those portions of the target that contribute to that bin.
In this paper, we investigate some methods to reconstruct a target from a series of range-resolved or Doppler-resolved measurements . Throughout, we consider only the case in which the data is taken at aspects around a great circle, so that the lines of sight all lie in a plane. With this restriction, the entire scenario is reduced to a two dimensional problem in the plane containing the lines of sight. For rangeresolved measurements, we can consider the data as being obtained either with a single sensor revolving around a stationary target, or with the sensor fixed and the target rotating, with known rotation rate, about an axis perpendicular to the plane in which the measurements are taken. For Doppler-resolved measurements, target motion is required to resolve the target, and so in this case we assume that the target is rotating as above with a fixed sensor.
Alternatively, we may think of the data as being obtained simultaneously by a number of sensors distributed about the target. As we shall see, the relative positions of the sensors are needed to reconstruct targets from both range-resolved and Doppler-resolved measurements. In addition, for Doppler-resolved measurements, we assume that the target is rotating about an axis perpendicular to the plane of aspects, with known rotation rate. Moreover, if the target is translating, the Doppler velocity of the target 's center of gravity relative to each sensor must be known. Since each sensor is presumably tracking the target, we assume knowledge of the necessary quantities. In what follows, we view the problem from this multi-sensor perspective.
Support line measurements from laser radar data
Given a range-resolved measurement , the minimum range rj with nonzero return intensity indicates that the distance from the sensor to any part of the target is at least rmjn. Under far-field assumptions, the above indicates that the target lies completely on one side of the line perpendicular to the LOS at range ?mjn. Moreover, since some part of the target is at range ?mjfl, this line actually grazes the target.* A Doppler-resolved measurement contains similar information. For a target undergoing simple rotation with known rate w, the Doppler frequency due to a point on the target is proportional to the distance from the point to the rotation axis in a direction perpendicular to the LOS (also called the cross-range distance of the point). The minimum and maximum Doppler frequencies, Dmjn and Dmax, with nonzero return intensity correspond to the minimum and maximum cross-range of any part of the target. Thus, from a Doppler-resolved measurement we can extract two lines parallel to the LOS that graze the target which lies between them.
In the mathematical literature 8, 21, 23, lines that just graze a two-dimensional object, or set, are referred to as support lines. Specifically, using a coordinate frame fixed with respect to a set S, the support line of S at angle Go (denoted by Ls(00)) is defined to be the line orthogonal to the unit vector w(Oo) = [cos 8o sin e0]T that just grazes the set (see Figure 2) . The support value hs(Oo) is defined as the maximum projection onto w(Oo) of all points in 5:
*Nt that the maximum range Tmax with nonzero return intensity does not necessarily provide another grazing line. This is because parts of the target at ranges greater than may be blocked by parts of the target at lower range. Consequently, they will not be visible to the radar and will not contribute to the target's range spectrum.
hs(00) = supsTw(9o).
The magnitude of h5(e0) is the minimum distance from Ls(00) to the origin. From all of this, it follows that the set S lies in a particular one of the two halfplanes defined by Ls(00).
As 9o varies from 0 to 2ir, the support function h5(O) of the set S is defined. This function is continuous and periodic with period 2ir. We will also refer to the set of values of hs(O) sampled at a finite number of angles 9l,62,,9M as a support vectorh5 = [hs(01) hs (92) . .. hS(OM)]T.
The algorithms of Section 3 provide polygonal estimates of the convex hull of the target's projection in the plane of the aspect angles, given noisy support value measurements. The convex hull of a set S, denoted by cony(S), is defined to be the smallest set satisfying S c cony(S) and c cony(S), Vx, y E cony(S). Since the convex hull of a set and its support function satisfy a one-to-one relationship (i.e., one uniquely determines the other), and since the support function of a polygon hp(O) is completely determined by the support vector hp having support values at the polygonal face angles, estimating hp is equivalent to estimating a convex polygon P, i.e., one for which P = conv(P).
To identify the support value(s) associated with the support line(s) provided by a range or Doppler spectrum, a coordinate frame such as that in Figure 2 is needed. This frame must serve as a common reference for all of the aspects, so that the sets of data may be spatially aligned, or registered.
For range-resolved measurements, the assumption that the positions of the laser radars are known relative to one another allows us to establish such a frame, say, with origin at the average of the laser radar position coordinates and OO aspect defined by the LOS of the first laser radar. The resulting position and orientation of this coordinate frame is, of course, arbitrary ; an alternate choice of frame would yield support values of a shifted and/or rotated target. Given such a coordinate frame, the support value corresponding to the th laser radar's range spectrum is equal to the minimum nonzero range subtracted from the distance from the laser radar to the origin along the jtL LOS. The set of support values obtained in this manner for the set of laser radars forms a support vector y.
A coordinate frame for Doppler-resolved measurements is established in the same way as for rangeresolved measurements. From above, the sensor (at aspect O) gives rise to support values at 90°.
Since target cross-range is proportional to Doppler frequency after shifting the Doppler spectrum by the Doppler frequency shift D1 produced by the target's translational velocity relative to the sensor, the support values are given by Dmj, _ DI and I1)max DiI, where A is the wavelength of the laser illumination.
Hence, the support values arising from the Doppler spectra of the set of laser radars form a support vector y.
Since a Doppler spectrum at aspect provides two support values, at O 90° , the aspects 9 and ej + 180° yield duplicate support values, if the support values are free of noise. For noisy data (discussed below), the duplicate values may be averaged, thereby reducing the noise in the support measurements.
In general, this support vector y arising from range or Doppler data is noisy andmay be invalid, due to two types of measurement errors. One type of error arises in incorrectly estimating the values of or and Dmax amid noise in the range or Doppler spectra. Secondly, incorrect knowledge of the relative laser radar positions (and for Doppler data, incorrect knowledge of the Doppler velocity of the target's center of gravity relative to each sensor) leads to registration errors. The reconstruction algorithms in Section 3 produce shape estimates of targets given support vectors having these measurement errors.
tErrors in knowing the laser radar positions may also cause angular errors (i.e., errors in knowing the aspects). However, in this paper we ignore angular errors and assume throughout that the aspects of the measurements are known perfectly.
Knot location
Although determining or Dmjn and Dmax iS simple if the data is noise-free, doing so for noisy data is a quite difficult problem in general. The most obvious method-tkresholding the data-suffers greatly from its nonrobustness to noise 'spikes' in the data. As a result, we turn to a method based on a technique developed by Willsky and Jones 24 for detecting abrupt changes in dynamic systems, and later applied by Mier-Muth and Willsky ' to spline estimation. To cast our problem in the framework of 13, we model the range or Doppler spectrum as a linear spline, or piecewise linear function. The points of discontinuity in derivative are referred to as knots. Our goal is to determine the first knot in a range spectrum and the first and last knots in a Doppler spectrum.
The basic approach consists of using a Kalman filter based on a linear ramp model for the range or Doppler spectrum. Initializing the filter with zero slope, we run the filter along the spectrum. At each bin, we use the innovations sequence to determine a set of maximum-likelihood (ML) estimates of the slope of the ramp at the current bin assuming that a knot was located at each of the previous bins in some finite window. Using the ML estimates for each bin in the window, we perform a generalized likelihood ratio (GLR) test for the two hypotheses 'knot present ' and 'knot absent' in order to determine whether a knot actually exists at the locations of any of the ML estimates. The first bin for which the GLR exceeds a prespecified threshold corresponds to the first knot in the spectrum. For a Doppler spectrum, to locate the last knot, we repeat the above process running the Kalman filter backwards along the spectrum. Details concerning the performance of this algorithm may be found in 24, 13, and 12• In concluding this section, we note that it is in general more difficult to locate knots in a Doppler spectrum than in a range spectrum. This difference is due to the properties of typical target materials combined with the viewing geometries associated with the two data types . In particular, the values of the laser radar return at ranges just higher than rj are determined by parts of the target whose surface normals roughly coincide with the LOS. As a result, t/i' O, maximizing cos t/' in Equation 1. Furthermore, since materials typically give high intensity return at near-normal incidence and low intensity return at near-grazing incidence, the BRDF p(t/') is near maximum. Hence, range spectra generally exhibit an abrupt increase in intensity at the knot having range
In contrast, the values of the laser radar return at Doppler velocities just greater than and just less than Dmax are determined by parts of the target having surface normals that are nearly perpendicular to the LOS. Consequently, t/ 9Ø0 giving rise to values of cos t,b and p(t,&) that are nearly zero. Hence Doppler spectra generally vary slowly in intensity near the two knots.
.
RECONSTRUCTION FROM SUPPORT LINE MEASUREMENTS
In the previous section, we saw that range-resolved or Doppler-resolved measurements of a target give rise to support measurements. We also noted that exact support values at all angles characterize the convex hull of the target. However, in general only a finite number of noisy measurements are available.
In this section, we discuss some algorithms for obtaining estimates of the target from such measurements. It appears that the problem of shape estimation from noisy support line measurements was first studied by Prince 16, 17, 18 samples from a Gaussian distribution. As previously mentioned, we emphasize that by noisy measurements we mean uncertainty in the support values and not in the measurement angles.
The noisy measurements {y} may not correspond to the set which gave rise to them and, in fact, may not correspond to any set. For example, there is no object having y = [1 2 1 2 1 2 1 2]T as its support vector at uniformly spaced angles. In such a case, the support values are said to be inconsistent (or, equivalently, the support vector is said to be invalid). Our objective is to estimate the valid support vector h that is closest to y in Euclidean distance. The target shape estimate consists of the polygon bounded by the support lines corresponding to h.
We choose to minimize Eucidean distance in support vector space despite the fact that we are more directly interested in minimizing some measure of distance in object space; computational considerations motivate this choice. However, we do evaluate the quality of our reconstructions in object space, by using a quantitative measure of the error between the true object S and its reconstruction S. This measure of error is the area of their symmetric difference S/.S = (S U 5) \ (S fl 5), and is chosen for its geometric appeal.
The estimation algorithms that we present in the following three sections arise from increasingly general formulations of the problem of obtaining polygonal shape estimates from noisy support measurements. The most specific case was considered by Prince, in which a polygon with faces at a fixed number of uniformly-spaced measurement angles is estimated. A generalization of this algorithm results in relaxing the assumption of uniform spacing. A third formulation consists of estimating a polygon with faces at a set of prespecified reconstruction angles that are independent of the measurement angles. Both sets of angles are nonuniformly-spaced, in general. Fourth, we might allow rotations of the prespecified constellation of reconstruction angles in order to obtain joint orientation and shape estimates of objects. The fifth level of generality results in specifying only the number but not the values of the reconstruction angles. The most general formulation is one in which neither the number nor the values of the reconstruction angles is specified. Such an estimator would be essentially the same as the one just discussed, with the exception that larger numbers of reconstruction angles would be penalized. In what follows, we consider the second, third, and fourth formulations.
Reconstruction with sides at the measurement angles
In this problem, we have a finite set of noisy support measurements {Yi , y2, . . . , YM} at angles 9 < 02 < . . . < 0M' We seek the following solution:
The only problem in solving Equation 3 lies in deriving a necessary and sufficient consistency condition on h for angles that are in general nonuniformly-spaced. Geometrically, we see in Figure 3 that given support lines Lj1 and L21 at e_1 and 9+i , a third support line at e is consistent only if it lies to the left of the intersection point of L_1 and L+i . Together with sufficiency as shown in 16, this leads to the consistency condition for a triplet of support values adjacent and in general nonuniformly-spaced in angle, given by 10,
Enforcing this condition for all adjacent triplets yields a necessary and sufficient condition for a vector to be a valid support vector. With such a consistency condition, we can formulate the estimation algorithm which we refer to as NUAt:
NUA is an acronym for NonUniform Angles. The present algorithm is referred to as NUA because it is an extension of one developed by Prince for uniformly-spaced angles.
The matrix condition Ch > 0 enforces the consistency condition for all adjacent triplets of support values, so that the estimated support vector h is valid. Since the cost function is quadratic and the constraints arelinear, the solution to this problem can be obtained using standard quadratic programming techniques
Incidentally, the space of valid support vectors forms a cone in IRM • Following 16 , we refer to this cone as the support cone C. We maythen offer the following geometrical interpretation of Equation 5: if y E C, then h = y, and if y C, then h is obtained by projecting y onto C (see Figure 3) .
To illustrate the behavior of NUA, we consider the following example. The (two-dimensional) target used in this example is an isosceles triangle with vertices at (2, 0), (-0.25, 0), and (0.25, 0). We use this triangle throughout the paper and refer to it as the 'standard triangle.' The data consist of M = 24 uniformly-spaced noisy measurements (o = 0.25). Figures 4a,b depict the results in both object space and support function space using the estimator NUA. Figure 4a shows the bold outline of the true object (the standard triangle), the noisy support lines, aiid the shaded polygonal reconstruction produced by NUA. Correspondingly, Figure 4b shows the support function h(O) of the true object, the noisy support values {yi}, and the support function h(9) of the estimated object. The display conventions in Figure 4b are also used throughout the paper. The quantitative measure of reconstruction error that we use throughout the paper consists of the area of the synmietric difference between the reconstructed object and the true object, normalized by the area of the true object. This error is denoted by E, and for the present example has the value E = 1.56.
Best N-gon fitting M measurements with fixed reconstruction angles
Prior information as to target shape is often available in the analysis of laser radar data. In this section, we exploit prior information as to the angles of the target's sides, in order to obtain reconstructions of higher quality than those we expect to obtain using NUA, which utilizes no prior information. Specifically, we consider the problem of determining the best N-sided polygon with prespecified face angles that fits a set of noisy support values at M measurement angles. For example, one might wish to reconstruct the best equilateral triangle given a set of, say, twenty noisy measurements of an object known a priori to be triangular.
In formulating this problem, we let {O , 2, . . . , 0M}, {,Y2, • . . YM}, and , 2, . . . N} denote the M measurement angles, the measured support values at these angles, and the N reconstruction angles, respectively. Given these quantities, we wish to estimate an N-gon specified by the consistent set of support values {h(1), h,(42),... , hj,(rj)} which minimizes 64 / SPIE Vol. 1222 Laser Radar V (1990)
where h(91) denotes the value at O of the support function h(.) of our estimated N-gon. Equation 7 corresponds to finding a set of support values at the reconstruction angles that minimizes the sum of the squared deviations between the measured support values and the piecewise sinusoidal support function of the reconstructed polygon (where this support function has the value h#(4) at 4).
Letting 4L1 and 4R denote the reconstruction angles immediately to . the left and right of the th measurement angle e, and letting hL1 and hR denote the corresponding reconstructed support values, we have that the support function of the reconstructed object evaluated at O is given by sin(R1 _ 1)
From Equations I and 8, our problem is formulated as
:
Ch# O where y = [ Yi Y2
• YM ]T the measurement vector, C is the consistency matrix used in NUA, and A is an M x N matrix mapping the M support values at the {9} to induced support values at the {q5}. The th row of the matrix A, corresponding to the th measurement, has two adjacent (modulo N) non-zero entries, efr(4fl.'-#L?) and sin(R-) ' corresponding to the reconstruction angles q5, and q5 on either side of O.
We refer to the estimator of Equation 9 as BNGON. Since the cost function in Equation 9 is quadratic in the reconstructed support values and the consistency constraint is linear, the problem can be solved by Q P teclrniqués. Incidentally, under certain conditions there may be nonunique solutions10. However, this is not the generic case, and we wifi not concern ourselves with this here.
An example of BNGON, similar to that discussed in Section 3.2, is shown in Figure 4c ,d. The example consists of reconstructing the best triangle with reconstruction angles at 7.125° , 82.875°, and 2700 equal to those of the standard triangle, given M = 24 uniformly-spaced noisy (o! 0.25) support measurements. The pictures in both object space and support function space are shown, with the reconstructed object incurring an error E = 0.17 with respect to the true object.
The BNGON reconstruction in the figure originates from the same set of measurements as the NUA reconstruction in the same figure (i.e., the same noise realization was used), allowing us to compare the two. From a visual comparison, it is clear that the prior information that the true object is a triangle with known face angles allows BNGON to outperform NUA. This is also seen quantitatively by noting that EBNGON = 0.17 while ENUA = 1.56.
Best N-gon with fixed relative spacing of reconstruction angles
Although prior knowledge of the angles of the target's sides clearly improves reconstruction quality, the availability of such knowledge cannot be expected in general. Here, we assume somewhat less prior information by formulating a problem in which the relative (rather than the absolute) angles of the target's sides are known. Hence, the resulting problem is just as before with the exception that here the orientation of the target is not known.
Let {O1,02, . . . ,OM} and {y(G1),y(O2), . . . ,y(9j)} denote the M measurement angles and the measured support values at these angles, as before. However, unlike before, the reconstruction angles are given by { i+ a, çb2 + , . . . , bN + a}, where {i , 2, • . . , N} are known and a E [0, 2ir) serves as an unknown offset parameter fixing the absolute locations of the reconstruction angles. Essentially, we wish to minimize the cost function in Equation 9 , with the exception that the estimator here is free to rotate the constellation of reconstruction angles in order to achieve minimum cost in the estimate. That is, we wish to jointly estimate values of a and {h(çbi + a), h!,(q52 + a), .. . , h1j(q5N + a)} that minimize M J(a, h(41 + a), h(çb2 + a), . . . , hj,(4N + a)) = >(h(9j) _ y(e))2 (10) where h(9) is given by Equation 9 and is repeated here for convenience:
and the {h( + a)} are constrained to be a set of consistent support values. Unfortunately, the cost in Equation 10 is nonlinear in a and QP techniques cannot directly be used.
A 'brute-force' approach to minimize J is the following. We simply choose many values of a, solve the Q P problem of Equation 9 for each, and then choose that value of a which yields minimum cost. The major drawback of this approach is a desired-accuracy versus computational-requirement tradeoff. Since J is sampled at finitely many values of a (say p values), our estimate a will be somewhat inaccurate, being on average (36O/(4p))° away from the true minimum So to achieve a reasonably accurate estimate, a prohibitively large number of QP problems would have to be solved. For these reasons, we consider a different algorithm.
First, we define the cost function Jh(a) by Jh(a) = mm J(a,h(ç5i + a),h,(çb2 + a),. . . ,h(q5N + a)) (12) {h(#1+a)} so that the solution to Equation 10 is given by minJh(a). Our algoritlmi, to be referred to as BNGONROT, essentially consists of performing interleaved gradient ascent/descent steps and QP steps on Jh(a) from a = 00 to a = 3600 to locate all local extrema. The solution is obtained by choosing that local minimum dJh (a) that yields minimum cost. Standard gradient ascent/descent requires knowledge of the gradient
(a)
Since we do not have access to this quantity, we use as an approximation.
Specifically, we begin at a = 00 and solve the QP problem of Equation 9 . Using the estimated support values, we compute and perform a gradient ascent or descent step depending on whether its sign is positive or negative, to obtain a new value of a. We are then conimitted to performing gradient ascent until we reach the first maximum or gradient descent until we reach the first minimum. We then perform the following steps repeatedly: (1) solve Equation 9 , (2) compute the gradient , and (3) perform a gradient step. Once an appropriate convergence criterion has been met (as discussed below), indicating that a local minimum or maximum has been found, we store this value of a. We then advance by some small amount in a, and by solving Equation 9 and computing the the gradient, determine whether our next series of interleaved steps wifi consist of gradient ascent or descent steps. Performing steps (1)-(3 repeatedly, we reach our next maximum or minimum. We continue this traversal of the interval [00 360 ) until we have located all maxima and minima, and then choose the global minimum a. Solving Equation 9 with c =& yields •the solution to our problem.
The criterion for convergence is met when either of two conditions is satisfied. The first condition is the usual termination rule for standard gradient ascent/descent. The need for a second convergence condition is due to the inability of standard gradient ascent/descent algorithms (and their convergence criteria) to deal with cusps (discontinuities in slope) that can occur in the cost function Jh(a). To deal with this, we halve the step size A of the gradient ascent/descent every time the sign of the derivative changes (indicating that a maximum or minimum has been crossed) provided that the magnitude of the derivative is sufficiently large (assuring that we are near a discontinuity in slope rather than a smooth maximum or minimum).
The second convergence condition is met when A falls below some specified value.
Because the algorithm is based on standard gradient ascent/descent methods, modified to obtain precise solutions near cusps, we expect that its limitations are similar to those associated with the standard methods. Most important is the tradeoff of speed versus accuracy as determined primarily by the choice of A and the convergence criterion. For a given desired accuracy this algorithm is generally much more efficient than the 'brute-force' approach of solving a QP problem at each of many independently chosen values of c and choosing that value having lowest cost.
An example of a reconstruction produced by BNGONROT is shown in Figure 4e ,f The true object and measurements are the same as before. The reconstruction forms an angle of a = 86.58°with the positive x-axis. The error E equals 0.42.
Not surprisingly, the reconstruction is qualitatively and quantitatively far better than that corresponding to NUA (see Figure 4a,b) . Moreover, it is not much worse than the BNGON reconstruction (see Figure 4c, 
indicating that not much is sacrificed in settling for a weaker prior, i.e., knowing relative rather than absolute reconstruction angles.
Performance assessment of the reconstruction algorithms
We have evaluated our algorithms by computing the average normalized symmetric difference area E for a range of values of relevant parameters, where the average is taken over a large number of noise samples. In particular, this Monte Carlo analysis is carried out versus measurement parameters and quality of the prior information.
In Figure 5a , we show a plot of E versus measurement noise level o for each of the three algorithms, with M = 24 uniformly-spaced measurements of the standard triangle. While the error for all three algorithms increases with o, the performance of BNGONROT is much better than that of NUA but only slightly worse than that of BNGON for relatively low noise levels. The difference in performance between BNGON and BNGONROT becomes more pronounced near o = 0.17. This threshold effect is exactly that characterizing standard nonlinear estimators, and is analyzed in more detail in 1O However, even with this increased degradation, BNGONROT's performance is much better than that of NUA. Figure 5b angle errors, the reconstruction angle at 7.125° is rotated by a, and for entire-configuration errors, all of the reconstruction angles are rotated by an amount a. The plots in Figure 5 correspond to M = 24 uniformly-spaced noisy (o! 0.25) measurements of the standard triangle, and indicate that for values of a less than 69°, entire-configuration errors are less damaging than corresponding single-angle errors.
Moreover, on noting the intersections of the BNGON plots with the NUA baseline, we may conclude that for this particular noise level, one should tolerate single-angle errors of up to 17° and entire-configuration errors of up to 290 before abandoning the BNGON algorithm and resorting to either BNGONROT or NUA.
Finally, we observe how performance degrades with an increasing amount of extraneous information in the prior, again with 24 uniformly-spaced noisy (o = 0.25) measurements of the standard triangle. That is, we start with reconstruction angles at çb = 7.125°, 42 = 82.875°, and / = 2700 for N = 3. For all values of N > 3, we choose N such that it lies halfway between the most distant adjacent pair of the previous N -1 reconstruction angles. For each value of N, we solve the resulting BNGON problem in a Monte Carlo fashion in order to generate a data point in Figure 5 . Through this constructive process, a constellation of 24 more or less uniformly-spaced reconstruction angles is built up. The performance of BNGON for the set of reconstruction angles constructed in this manner is compared with the baseline performance of NUA, which uses the set of 24 uniformly-spaced measurement angles. From the plot, we may conclude that for a polygon of N sides, as long as the N reconstruction angles are known, adding extraneous reconstruction angles degrades performance but not to the extent that switching to NUA is better. This is particularly apparent from the fact that BNGON performs significantly better than NUA near N = 24, indicating that the original three reconstruction angles that are not available to NUA are quite helpful to BNGON.
TARGET RECONSTRUCTIONS FROM SIMULATED AND FIELD LASER RADAR DATA
In this section, we apply the target reconstruction algorithms described in the previous section to laser radar measurements of several targets, in order to obtain shape estimates of the targets. The examples presented are those of reconstructions from sets of range and Doppler spectra obtained either through a simulation computer program9' 6 and the field.
The data for the first two examples are simulated range-resolved and Doppler-resolved measurements of a cone of height 200 cm and radius 25 cm with Lambertian reflectance characteristics. The cone is positioned with the center of its base at the origin of a coordinate frame and oriented with its axis of symmetry lying in the zy-plane. In order to be resolved in Doppler, the cone rotates in the xy-plane about the z-axis at one revolution per second, in a manner resembling end-over-end tumble. Measurements are taken at an instant in time when the cone's axis is aligned with the frame's x-axis, at 72 aspects uniformlyspaced around the great circle of radius 10,000 m in the xy-plane, and with a resolution of 2 cm for the range data and a resolution of 3.750 KHz for the Doppler data.
To reconstruct the targets, we first locate the knots by the Kalman ifitering technique described in Section 2.3 and convert them to support values. Modelling knot location errors and registration errors for each aspect by statistically-independent samples from Gaussian distributions with variances o and 1'eg the effective measurement error is Gaussian, with variance = o+ crreg for range-resolved data.
However, for Doppler-resolved data at an even number of uniformly-spaced aspects, (1) registration errors for aspects 1800 apart are negatives of each other, and (2) the duplicate support value measurements provided by aspects 1800 apart are averaged together. As a result, the knot location error may be modelled by drawing samples from a Gaussian distribution with variance 4/2 for each aspect. The registration error may be obtained by drawing samples from a Gaussian distribution with variance og/2 for aspects 91, °2, . . . , 8M/2 and using the negatives of these samples for the aspects 6M/2+1 eM,2+2, . . . 9M. The effective measurement error is given by the sum of these two errors, for each aspect. The display conventions of this figure wiil be used throughout this section. The reconstructions exhibit behavior similar to that seen for the standard triangle reconstructions of Sections 3.2-3.4. In particular, the prior knowledge of relative reconstruction angles allows BNGONROT to dramatically outperform NUA, but does not cause it to significantly underperform BNGON, which uses absolute angle information. Also, the quality of the reconstructions is rather impressive in light of the fact that the noise level is so high, having a standard deviation equal to the full width of the target. The corresponding results for the Doppler-resolved measurements arising from knot location error (oj = 0.25) and registration error (oreg 0.25) are shown in Figure 7 .
Finally, we present reconstructions from Doppler-resolved field measurements. The target, a scaled aluminum model ofthe Thor-Delta rocket body (shown outlined in Figure 8a) , was rotated at approximately 1 rpm about an axis normal to its axis of symmetry. The measurements, taken at 72 aspects in a plane normal to the rotation axis, were made using a 1O.6im CO2 narrowband laser radar on a 5.4 km ground range, and had a Doppler resolution of approximately 200 Hz. Details of the experiment may be found in '. Support lines and reconstructions produced by the three algorithms are shown in Figure 8 for the uncorrupted field data and in Figure 9 for the field data corrupted with measurement noise (oj = 0.10 and °reg 0.10).
COMPARISONS WITH AND IMPROVEMENTS TO TOMOGRAPHIC IMAGING METHODS
In previous work, standard methods of tomographic image reconstruction 2 were applied to rangeresolved and Doppler-resolved laser radar data4 ' 15 In this section, we compare the convex set reconstructions of the previous section with reconstructions produced using the tomographic methods. We then examine the effect of registration errors on both methods. As we shall see, the present algorithms are quite robust to registration errors, in contrast to tomographic reconstructions, which are rather sensitive to these errors. Finally, we show that the robustness of the present algorithms can be used to dramatically improve tomographic reconstructions from data with registration errors.
All of the tomograpliic reconstructions in this section were obtained using the standard method of filtered backprojection. (See 2 for methods of transmission tomography, and ' 15 and references contained therein for the application of these methods to laser radar reflective data.) Parts (a) of Figures 10-12 show filtered backprojection reconstructions from the four data sets (free of registration errors) used in Section 4. It should be noted that the Doppler data sets were thresholded prior to being backprojected in order to improve the tomographic reconstructions. This is necessary since the high intensities that are typically near the center of a Doppler spectrum tend to give rise to a dominant high intensity region in the center of the reconstruction. Incidentally, we threshold the data sets prior to backprojecting rather than thresholding the reconstructed images themselves, since the former approach appears to yield better results.
Unlike the convex set reconstructions (shown in parts (b)-(d) of Figures 6-9) , the tomographic reconstructions contain intensity information within the outline of the target . However, exactly what information the intensity values convey about the target's surface is not well understood. Furthermore, the tomographic images differ from their convex set counterparts in that they do not provide direct size or shape estimates of the target. While in principle techniques to extract edge and shape information could be used, the usual difficulties associated with image processing would be faced. This is especially true of reconstructions arising from Doppler data, where for reasons suggested in Section 2.3 and described and demonstrated in 5 , reconstructed edges are not highlighted but are instead overwhelmed by the high intensities that are reconstructed in the interior of the target.
Like the convex set algorithms, tomographic techniques require knowledge of a common reference point, without which registration errors occur. The introduction of registration errors in the data has disastrous effects on the tomographic reconstructions that result. Parts (b) of Figures 10-12 show the tomographic reconstructions resulting from shifting the data in each spectrum by an amount given by a zero-mean Gaussian random variable with standard deviation Oreg 0.50, 0.25, 0.25, and 0.10 (with the shifts for the spectra being independent of one another, except for the Doppler data sets, where shifts for aspects 1800 apart are negatives), and then using filtered backprojection. Clearly, one cannot expect any image processing algorithm to successfully extract shape information from the tomographic images in these figures.
In contrast , the convex set algorithms are rather robust to registration errors. This is seen by the reconstructions shown in parts (b)-(d) of Figures 6,7 , and 9, obtained from data suffering from the identical registration errors as those used for the tomographic reconstructions (i.e., the same noise realizations were used), as well as knot location errors with the same standard deviations as above.
The difference in the robustness of tomographic and convex set methods to registration errors is due to the fact that the convex set algorithms attempt to register the data in the reconstruction process using implicit information as to the consistency of the measurements. That is, in adjusting the support values to achieve consistency, the algorithms are essentially shifting each range or Doppler spectrum such that the sum of the squares of the shifts is minimal and such that the set of shifted laser radar data is registered data for some target.
In fact, we may exploit this registering property of the convex set algorithms as an aid to tomography, for data sets with registration errors. Specifically, we start with a possibly inconsistent set of measured support values {y1}, which are estimated from the laser radar data by knot location. If we have no prior information as to the target's shape, we use NUA to obtain a consistent set of support values {h}. If we Figure 12 show the tomographic reconstructions that result using this process. Quite clearly, the improvement in the tomographic images is dramatic. The tomographic reconstructions resulting from preprocessing by each of the three convex set algorithms are not included in some of the figures. In the cases that the reconstruction corresponding to BNGON was omitted, it could not be distinguished from that corresponding to BNGONROT. In the case where reconstructions for both BNGON and BNGONROT were omitted, they were indistinguishable from that corresponding to NUA.
SUMMARY AND SUGGESTIONS FOR FURTHER WOItI
In this paper, we have introduced a method by which target shape estimates may be directly obtained from resolved laser radar data. The reconstruction process consists of first extracting what are known as support line measurements from the data, and then producing a shape estimate using the support line measurements, employing a consistency condition on the set of these measurements, and prior information, if available. We have presented three algorithms utilizing varying degrees of prior information, that serve as the second stage in the reconstruction process just outlined. Their application to laser radar data obtained through simulation and through field measurements has been demonstrated.
The reconstructions obtained through use of the present algorithms were compared to those produced by tomographic imaging methods. First, shape estimates are explicitly provided by our algorithms, as opposed to tomographic images, which can provide target shape information only after image processing techniques have been used. Second, we investigated the effects of registration error on both methods and found that the tomographic methods experience substantial degradation, unlike the present methods which are rather robust. These observations motivated us to exploit the tendency of our algorithms to correct unregistered data, in an effort to improve the quality of tomographic images.
Our work may be extended in a number of ways. Upon relaxing the restriction that aspects lie in a plane and allowing general aspects in three dimensions, shape estimates of a target (rather than those of its projection onto a plane) would be obtained. In addition, the application of our methods to two-dimensional laser radar data resolved in both range and Doppler may provide three-dimensional target shape estimates. Extending the viewing geometry to allow bistatic observations would prove useful as well. Finally, Prince obtained improved tomographic images by utilizing convex set reconstructions as prior information available to the tomographic algorithms. By coupling the data registration technique of the previous section with Prince's methods, we could expect further improvements to the tomographic images.
A variety of extensions to our reconstruction algorithms might be made. One such extension may consist of developing more general formulations of the best N-gon algorithm as discussed in Section 3.1 ,so that the use of less stringent prior shape information could be made. Another example might be the development of algorithms that provide smooth shape estimates of targets, as opposed to the polygonal estimates that are provided at present. This would require an estimation procedure using a bandlimited Fourier series representation of the support function. 
