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Introducción
La teoŕıa de los espacios métricos nos dice que la distancia de un subespacio de
dimensión finita a un punto exterior de el se puede alcanzar en un punto el cual
es llamado elemento de mejor aproximación. Yo me preguntaba ¿sera posible carac-
terizar dicho punto? ¿se da la unicidad de este punto?.
En mi estudio de pregrado supe de la teoŕıa de aproximación, que trata justo de
estudiar aproximaciones de funciones continuas por medio de polinomios. Estos poli-
nomios según Chevichev tienen una forma especial, existen unas generalizaciones de
los resultados de Chevichev que estan desarrolladas en este trabajos las cuales se
ven muy interesantes.
En el trabajo me causo gran curiosidad el saber que existian una clase especial
de espacios normados llamados espacios estrictamente convexos en donde se daba la
unicidad de los elementos de mejor aproximación, pude observar que algunos espa-
cios conocidos eran estrictamente convexos mas no el espacio que importa en este
trabajo, es por eso que me pareció importante definir crtiterios en el espacio de las
funciones continuas sobre un compacto K .
Muchas de las demostraciones dependen de la noción de función concentrada,
que dan una representación de una funcional lineal en un conjunto finito de puntos,
esto me parecio interesante ya que esto causaba el mejor manejo de estas funcionales
lineales y un mejor estudio de ellas.
Dado el espacio de las funciones continuas sobre el intervalo compacto [a, b],
C[a, b] y el subespacio Ln = {Pn : [a, b] → R/Pn es un polinomio de grado ≤ n}
y supongamos que deseamos analizar En(x) = d(x, Ln)...(1). Naturalmente por el
teorema de Weirstrass, Chevichev probó que el infimo de (1) es alcanzable, es decir,
para cada n existe un polinomio Qn tal que En(x) = ‖x − Qn‖, además tal polinomio
Qn es único y esta caracterizado por la propiedad siguiente: Existen n + 2 puntos
ti ∈ [a, b] tales que |x(ti) − Qn(ti)| = ‖x − Qn‖ en todos los ti, mientras que el signo
de x(ti) − Qn(ti) vaŕıa alternadamente en estos ti. Estos resultados de Chevichev
fueron objeto de diversas generalizaciones que seran expuestas en este trabajo.
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El problema que se resuelve en este trabajo es la caracterización y la unicidad
de los elementos de mejor aproximación.
En el caṕıtulo 1 se plantea el problema es espacios normales generales asimis-
mo se enuncia y se demuestra un teorema donde se da criterios para solucionar el
problema en espacios normados generales. Este caṕıtulo es importante pues estos
criterios seran usados mas adelante.
En el caṕıtulo 2 se define una clase de espacios donde se da la unicidad de los
elementos de mejor aproximación a saber los espacios estrictamente convexos. Este
caṕıtulo puede leerse independientemente pues los espacios estrictamente convexos
solo se tratan en este caṕıtulo.
En el caṕıtulo 3 se desarrolla el caso especial en que E = C(K) donde K es un
compacto de RN , ahi se dan proposiciones que permitaran caracterizar y determinar
la unicidad de los elementos de mejor aproximación.
El caṕıtulo 4 trata sobre los sistemas T , que son conjuntos donde se da la unicidad
de los elementos de mejor aproximación en el espacio E = C(K). Aqui obtendremos
las generalizaciones de los resultados de Chevichev asi como una aplicación al caso
en que K = [a, b].
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Caṕıtulo 1
Mejor aproximación en espacios
generales
Por el teorema de Weirstrass(ver [1] página 262) sabemos que toda función en
C [a, b] se puede aproximar mediante un limite uniforme de polinomios.
Se define
Ln = {Pn : [a, b] → R/Pn es un polinomio de grado ≤ n}
Para x ∈ C[a, b] consideremos
En(x) = d(x, Ln) (1.1)
Luego por el teorema de Weirstrass ĺım
n→∞
En(x) = 0 .Antes del descubrimiento
de Weirstrass, Chevichev probó que el ı́nfimo de (1.1) es alcanzable; esto es, para
cada n existe un polinomio Qn(llamado mejor aproximación de x, para el grado de
n) tal que En(x) = ‖x − Qn‖. Además, tal polinomio Qn es único y tendrá por
caracterización la propiedad siguiente: Existen n + 2 puntos ti ∈ [a, b] tales que
|x(ti) − Qn(ti)| = ‖x − Qn‖∞ en todos los ti, mientras que el signo de x(ti)−Qn(ti)
varia alternadamente en estos ti.
Estos resultados de Chevichev fueron objeto de diversas generalizaciones, que
seran expuestas en este trabajo. Observemos que estos resultados son la base sobre
la cual se edifica la teoŕıa de la aproximación que estudia las relaciones entre las
propiedades de la función x y el comportamiento de En(x) cuando n → ∞.
Si tomamos E = C[a, b] con la norma usual y consideramos y0 = 1, y1(t) =
t, . . . , yn(t) = t
n vemos que Ln = 〈y0, y1, . . . , yn〉. Por lo tanto, el problema de
Chevichev es un caso particular de la cuestión general siguente:
Sean E un espacio normado, y1, y2, . . . , yn, elementos linealmente independientes
fijos, L = 〈y1, y2, y3, ..., yn〉 y x0 /∈ L, es decir d(x0, L) = d > 0. Sabemos que en L
existe y0 ∈ L tal que ‖x0 − y0‖ = d
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Definición 1.0.1 Llamaremos al elemento y0 un elemento de mejor aproximación
para x0
Para abreviar escribiremos en adelante y0 es un e.m.ap. para indicar que y0 es un
elemento de mejor aproximación de x0
Se desea dar solución a las dos cuestiones siguentes:
1. Dar caracterizaciones de los e.m.ap.
2. Determinar si el e.m.ap es único
Para hacer esto, primero daremos algunas definiciones
Definición 1.0.2
L0 = L + 〈x0〉
L⊥ = {g ∈ E∗/g(L) = 0}
L⊥1 =
{
f ∈ L⊥/f(x0) = 1
}
z0 = x0 − y0




1 / ‖f0‖ = ‖f0‖L0
}
Lema 1.0.1 L1(x0) = L1(z0) y F(L, x0) = F(L, z0)
Demostración:
Basta con observar que f(z0) = f(x0) y L0(z0) = L0(x0)
Definición 1.0.3 Un elemento f0 ∈ L
⊥
1 es de minima norma si ‖f0‖ = mı́n
{








Además existe g0 ∈ L
⊥ tal que ‖g0‖ = 1 y |g0(x0)| = d. Este g0 se caracteriza por la
igualdad 1 = ‖g0‖ = ‖g0‖L0
Definición 1.0.4 Un elemento z de E es extremal de f ∈ E∗ si |f(z)| = ‖f‖ ‖z‖
Lema 1.0.2 Dados c, c1 ∈ K, z es extremal de f entonces cz es extremal de c1f
Demostración:
|c1f(cz)| = |c| |c1f(z)| = |c| |c1| |f(z)| = |c| |c1| ‖f‖ ‖z‖ = ‖c1f‖ ‖cz‖
Definición 1.0.5 z⊥L si y solo si d(z, L) = ‖z‖
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Lema 1.0.3 z⊥L si y solo si ‖z‖ ≤ d(z, L)
Demostración:
Como 0 ∈ L se tiene d(z, L) ≤ ‖z − 0‖ = ‖z‖
Observación 1.0.2
a) Si f y g son dos funcionales lineales, entonces se verifica Kerf = Kerg si y solo
si existe c 6= 0 tal que g = cf
b) Si f y g son dos funcionales lineales y a 6= 0. Entonces f−1(a) = g−1(a) si y solo
si f = g
c) Si f, f1, f2, . . . , fn son funcionales lineales tales que Kerf1∩Kerf2∩. . .∩Kerfn ⊆









Demostración: Veamos las primera inclusión:
Sea f ∈ L⊥1 entonces f =
1
g(x0)
g siendo g = f
‖f‖
Ahora la segunda inclusión:
Sea f = 1
g(xo)









‖f‖ /f ∈ L⊥1
}
Demostración: Veamos que 1
d
es una cota inferior:
Sea f ∈ L⊥1 entonces f =
1
g(x0)



















es una cota inferior del conjunto
{
‖f‖ /f ∈ L⊥1
}
Veamos que el mı́nimo se alcanza.
Por la observación 1.0.1 existe g0 ∈ L




g0 entonces ‖f0‖ =
1
d
Lema 1.0.6 f ∈ L⊥1 es de mı́nima norma si y solo si f ∈ F
Demostración: Sea f ∈ L⊥1 de mı́nima norma.




















esto es f ∈ F
Rećıprocamente sea f ∈ F , como f ∈ L⊥1 sabemos que f se puede escribir como
f = 1
g(x0)
g donde g ∈ L⊥ con ‖g‖ = 1 luego tomando norma y utilizando el hecho
que f ∈ F llegamos a que ‖g‖ = ‖g‖L0 por tanto de la observación 1.0.1 tenemos
que |g(x0)| = d de aqui por la forma que tiene f llegamos a que f es de mı́nima
norma.

Lema 1.0.7 y0 ∈ L es e.m.ap. de x0 śı y solo si z0 ⊥ L
Demostración: Observemos que d(x − y′, L) = d(x, L) para todo y′ ∈ L pues
d(x − y′, L) = inf {‖x − y′ − y‖ /y ∈ L} = inf {‖x − y‖ /y ∈ L} = d(x, L)
En particular d(z0, L) = d(x0 − y0, L) = d(x0, L) = ‖x0 − y0‖ = ‖z0‖

Lema 1.0.8 Se cumplen:
a) Para que z0 ⊥ L es necesario que z0 sea extremal de toda funcional f0 ∈ F(L, z0)
b) Si z0 es extremal de una f ∈ L
⊥
1 (z0) entonces z0 ⊥ L y f ∈ F(L, z0)
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Demostración: a)
Sea z0 ⊥ L entonces ‖z0‖ = d(z0, L)












por tanto |f0(z0)| = ‖f0‖ ‖z0‖, esto es, z0 es extremal de f0 ∈ F(L, z0)
b)
Sea z0 extremal de una f ∈ L
⊥
1 (z0) entonces
|f(z0)| = ‖f‖ ‖z0‖ (1.2)




f(x) tenemos f1 ∈ L
⊥(z0) y ‖f1‖ = 1 Observemos que por
(1.2)
|f1(z0)| = ‖z0‖ (1.3)
Por la observación 1.0.1 tenemos
|f1(z0)| ≤ d(z0, L)
entonces ‖z0‖ ≤ d(z0, L)(por lo observado en (1.3))
y por la observación 1.0.3 tenemos que z0 ⊥ L







entonces f es de minima norma. Por tanto f ∈ F(L, z0)

Lema 1.0.9 Para que el elemento de mejor aproximación sea único es necesario y
suficiente que algún f0 de F no tenga dos elementos extremales l.i. en el subespacio
L0
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Demostración: Supongamos primero que el e.m.ap es único
Sean z1 y z2 dos elementos extremales de una f0 ∈ F en el espacio L0
Probaremos que z1 y z2 no son l.i.
Podemos suponer que zi 6= 0 para cada i
Si algún zi ∈ L entonces f0(zi) = 0, de aqui 0 = ‖f0(zi)‖ = ‖f0‖ ‖zi‖ por tanto
‖f0‖ = 0, esto es f0 = 0 lo cual es absurdo. Se sigue que zi /∈ L;
z1 y z2 se pueden escribir como
z1 = λ1x0 + ω0 y z2 = λ2x0 + ω1




zi = x0 −−
1
λi
ωj para todos los i y los j
de aqui por la observación 1.0.1
f0 ∈ F(L, x0) = F(L,−
1
λi
ω0) para todo i
luego utilizando b) de la prueba de c) y d) del lema anterior obtenemos que
1
λi
zi ⊥ L para todo i
luego los − 1
λi






z2 = λ2x0 +
λ2
λ1







por lo tanto z1 y z2 no son l.i.
Rećıprocamente supongamos que un f0 de F no tiene dos elementos
extremales l.i. en el subespacio L0 y veamos la unicidad del e.m.ap.
Sean y0 y y1 dos elementos de mejor aproximación. Probaremos que y0 = y1.
Los elementos
z0 = x0 − y0 y z1 = x0 − y1
pertenecen a L0 y además son dos elementos extremales de f0( por c)) por tanto
existe λ ∈ K tal que z0 = λz1 es decir x0 − y0 = λ(x0 − λ1)
con esto x0 − y0 = λx0 − λy1 de donde λ = 1 con lo cual y0 = y1

Todos los lemas anteriores se resumen en el siguente teorema:
Teorema 1.0.1 Se cumplen:
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a) En L⊥1 = L
⊥
1 (x0) existe f0 ∈ F de mı́nima norma.




c) Para que y0 ∈ L sea elemento de mejor aproximación de x0 es necesario y
suficiente que z0 sea extremal de toda f0 ∈ F
d) Si z0 ∈ L es extremal de f ∈ L
⊥
1 entonces y0 es e.m.ap. y f ∈ F
e) Para que el elemento de mejor aproximación sea único es necesario y suficiente
que algún f0 de F no tenga dos elementos extremales l.i. en el subespacio L0
Debido a la importancia de las nociones “z ⊥ L” y “z extremal de f” tendremos
en cuenta la proposición siguiente:
Proposición 1.0.1 z es extremal de f si y solo si z ⊥ Kerf . Además para todo z
y para todo f no nulo se tiene |f(z)| = ‖f‖ d(z, Kerf),es decir, d(z, Kerf) = |f(z)|
‖f‖
Demostración:Llamemos N = Kerf .
Si g ∈ N⊥ entonces N ⊆ Kerg luego por la observación 1.0.2 g = cf para algún
c ∈ K, esto prueba que N⊥ ⊆< f > con lo cual 0 < dimN⊥ ≤ 1(esto es porque si
dimN⊥=0 entonces Kerf = E luego f es nula lo cual es absurdo) esto implica que
dimN⊥ = 1, por tanto N⊥ =< f >




Si g ∈ N⊥1 entonces g ∈ N
⊥ y g(z) = 1 por tanto g = cf para algún c ∈ K entonces
1 = g(z) = cf(z) luego c = 1
f(z)
de aqui g = 1
f(z)
f
Rećıprocamente si g = 1
f(z)





El objetivo en esta sección es definir una clase particular de espacios donde el
e.m.ap es único.
Definición 2.0.6 Un espacio normado E se dice que es estrictamente convexo si
‖x + y‖ = ‖x‖ + ‖y‖, con x, y ∈ E, implica y = cx para algún c ≥ 0
Ejemplos:
a) El espacio C[0, 1] no es estrictamente convexo, en efecto:
Consideremos
x : [0, 1] → R








< t ≤ 1
estas funciones son de norma 1 y además x(0) = y(0) = 1 con lo cual se cumple que
‖x + y‖ = 2 = ‖x‖ + ‖y‖, sin embargo no se cumple que y = cx para c ≥ 0
b) Se puede probar que los espacios Lp y lp son estrictamente convexos para to-
do 1 < p < ∞, en cambio es fácil ver que esto no es cierto para p = 1 ni para
p = ∞
Proposición 2.0.2 Para todo espacio normado E son equivalentes:
a) E no es estrictamente convexo
b) Existen x, y ∈ E tales que x 6= y, ‖x‖ = ‖y‖ = 1 y ‖x + y‖ = 2
c) La esfera unitaria S = {x/ ‖x‖ = 1} contiene un segmento [x, y] siendo x 6= y
17




Existen x, y linealmente independientes con ‖x‖ = a, ‖y‖ = b y ‖x + y‖ = a + b.
Consideremos x′ = 1
a
x y y′ = 1
b
y vemos que ‖x′‖ = 1 y ‖y′‖ = 1.Veamos que
‖x′ + y′‖ = 2.
Es obvio que ‖x′ + y′‖ ≤ 2. Supongamos que ‖x′ + y′‖ < 2 luego ‖bx + ay‖ < 2ab
(pues x′ = bx
ab




‖ax + by‖ ≤ |a| ‖x‖ + |b| ‖y‖ = a2 + b2
Luego
(a+b) ‖x + y‖ = ‖bx + ay + ax + by‖ ≤ ‖bx + ay‖+‖ax + by‖ < 2ab+a2+b2 = (a+b)2
por lo tanto ‖x + y‖ < a + b lo cual es absurdo.
b) → c)
Sean x 6= y tales que ‖x‖ = ‖y‖ = 1 y ‖x + y‖ = 2.
Veamos que [x, y] ⊆ S. En efecto:
Se observa que ‖(1 − λ)x + λy‖ ≤ 1
Supongamos que ‖(1 − λ)x + λy‖ < 1
Ahora ‖x + y‖ = ‖λx + (1 − λ)y + (1 − λ)x + λy‖ ≤ ‖λx + (1 − λ)y‖+‖(1 − λ)x + λy‖ <
λ ‖x‖ + (1 − λ) ‖y‖ + 1 luego ‖x + y‖ < 2 lo cual es absurdo.
c) → a)






∥ = 1 luego ‖x + y‖ = 2.
No puede ser y = cx para c ≥ 0 pues en este caso 1 = ‖y‖ = c ‖x‖ = c y entonces
x = y lo cual es absurdo.
a) → d)
Existen x, y linealmente independientes con ‖x + y‖ = ‖x‖ + ‖y‖
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por el teorema de Hahn-Banach existe f ∈ E∗ tal que ‖f‖ = 1 y f(x+y) = ‖x + y‖.
Tenemos
|f(x + y)| = ‖f‖ ‖x + y‖ = ‖f‖ ‖x‖ + ‖f‖ ‖y‖
Por otro lado se sabe que |f(x)| ≤ ‖f‖ ‖x‖ y |f(y)| ≤ ‖f‖ ‖y‖ y si algunas de esas
desigualdades fuera estricta tendriamos
|f(x + y)| ≤ |f(x)| + |f(y)| < ‖f‖ ‖x‖ + ‖f‖ ‖y‖ = |f(x + y)| lo cual es absurdo
Por lo tanto |f(x)| = ‖f‖ ‖x‖ y |f(y)| = ‖f‖ ‖y‖ es decir x, y son elementos ex-
tremales linealmente independientes
d) → a)
Existe f ∈ E∗ no nulo tal que |f(x)| = ‖f‖ ‖x‖ y |f(y)| = ‖f‖ ‖y‖ donde x, y
son l.i.
Tenemos
‖f‖ (‖x‖ + ‖y‖) = |f(x)| + |f(y)| (2.1)
Por otro lado f(x) y f(y) se pueden escribir como f(x) = |f(x)| eia y f(y) = |f(y)| eib
para ciertos a, b ∈ R de modo que f(e−iax) = |f(x)| y f(e−iby) = |f(y)|
De esto ultimo y (2.1) se tiene:









luego si llamamos x′ = e−iax y y′ = e−iby tenemos
f(x′) + f(y′) = ‖f‖ (‖x′‖ + ‖y′‖)
ademas sabemos que |f(x′ + y′)| ≤ ‖f‖ ‖x′ + y′‖ con lo que ‖x′‖+ ‖y′‖ ≤ ‖x′ + y′‖,
es decir:
‖x′ + y′‖ = ‖x′‖ + ‖y′‖ siendo x,y l.i.
Proposición 2.0.3 Si E es estrictamente convexo, entonces para todo
subespacio L de E y todo x0 /∈ L el e.m.ap. es único.
Demostración:
Supongamos que x0 tiene dos elementos de mejor aproximación y1, y2 ∈ L. Llamem-
















































































































de esto ultimo y por la hipótesis tenemos que







luego (1 − c)x0 = y1 + cy2 ∈ L entonces







y de ahi y1 = y2
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Caṕıtulo 3
Mejor aproximación en C(K)
En esta sección trabajaremos en el espacio E = C(K) donde K = {t} es com-
pacto de RN .Sabemos que este espacio con la norma del máximo es un espacio de
Banach. Veamos un teorema importante para esta sección
Teorema 3.0.2 (Teorema de representación de Riesz) Sea f ∈ E∗ luego ex-




x(t)dµ para todo x ∈ C(K) (3.1)
Rećıprocamente, toda medida signada µ define por la fórmula (3.1) una funcional
lineal continua de C(K)
Definición 3.0.7 f ∈ C(K)∗ esta concentrada en los puntos t1, t2, ..., tm de K si
existen números reales r1, r2, ..., rm tales que f(x) =
∑m
k=1 x(tk)rk para todo x ∈
C(K)
Observación 3.0.3 Si f y la medida µ estan relacionadas por el teorema de repre-
sentación de Riesz entonces hablar de que µ es concentrada es lo mismo que hablar
de que f es concentrada
Antes de enunciar el siguiente teorema, enunciaremos dos lemas previos.
Lema 3.0.10 (Lema de Caratheodory) Sea E un espacio vectorial real de di-
mensión finita n y sea A ⊆ E.Entonces la cápsula convexa de A, es el conjunto de
las posibles combinaciones convexas de a lo sumo n + 1 elementos de A
Demostración:
Basta probar que toda combinación convexa de p elementos, con p > n+1 se puede
escribir como combinación convexas de p − 1 elementos.Sea λ1x1 + ... + λpxp una
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combinación convexa. Como p− 1 > n tenemos que x2 − x1, x3 − x1, ..., xp − x1 son
linealmente dependientes por tanto existen b2, ..., bp no todos nulos tales que
b2(x2 − x1) + ... + bp(xp − x1) = 0
lo cual poniendo a1 = −(b2 + ... + bp) y ai = bi para 2 ≤ i ≤ p tenemos que
a1x1 + ...+apxp = 0 con
∑p
i=1 ai = 0. Según esta definición existe aj 6= 0, cambiando
de signo de ser necesario podemos suponer que aj > 0, luego existe aj > 0. Sea
j0 tal que aj0/λj0 ≥ aj/λj para todo aj > 0, luego tenemos aj0/λj0 ≥ ai/λi para
todo i ≤ p...(∗). Debido a que
∑p





















(λi−λj0ai/aj0)xi y esta expresión resulta ser
una combinación convexa de p − 1 elementos debido a (∗) y (∗∗).
Lema 3.0.11 (Lema de Caratheodory para compactos de Rn) Sean K es un
compacto de Rn, K1 su cápsula convexa y K̄1 su cerradura. Entonces todo punto de
K̄1 se escribe como la combinación convexa de a lo sumo n + 1 puntos de K
Demostración:
Por el lema de Caratheodory el lema ya se cumple para puntos de K1.Veamos que es
cierto para puntos de K̄1. Sea x ∈ K̄1, luego existe una sucesión (ym) ⊆ K1 tal que









que (xm1 , ..., x
m
n+1) ⊆ K
n+1 y siendo Kn+1 compacto, podemos extraer una subsuce-
sión (xmk1 , ..., x
mk
n+1) tal que (x
mk
1 , ..., x
mk
n+1) → (x1, ..., xn+1) donde (x1, ..., xn+1) ∈ K
n.
Además por la acotación uniforme de las sucesiones (λmi )m∈N(0 ≤ λ
m
i ≤ 1 para to-
do i y para todo m) podemos suponer extrayendo sucesiones si es necesario que
λmki → λ1, ..., λ
mk
n+1 → λn+1 para algunos λ1, ...λn+1 en R. Por tanto tomando ĺımite
tenemos x = ĺım ymk = ĺımλmk1 x
mk




n+1 = λ1x1 + ... + λn+1xn+1 con
∑
λi = 1 y xi ∈ K para todo i.
Teorema 3.0.3 (Teorema de Caratheodory-Riesz) Si c1, c2, ..., cn+1 son n + 1
números reales fijos, y1, y2, ..., yn, yn+1 = x0; n + 1 funciones en C(K) y si σ es una
medida real tal que
∫
K
yi(t)dσ = ci para 1 ≤ i ≤ n + 1.
Entonces:




yi(t)dσ1 = ci para 1 ≤ i ≤ n + 1
b) Existen r puntos t1, t2, ..., tr ∈ K y r números reales m1, m2, ...,mr tales que
∑r





Supongamos primero que σ es una medida no negativa tal que σ(K) = 1.Podemos
subdividir K como unión disjunta de compactos K = K1 ∪ K2 ∪ ... ∪ Kp, llamemos





yi(tj)λj, tj ∈ Kj i=1,...,n+1
las cuales tienden a las n + 1 integrales
∫
yi(t)dσ = ci; es decir (s1, s2, ..., sn+1)




σ(Kj) = σ(K) = 1 siendo
λj ≥ 0 cada (s1, s2, ..., sn+1) es una combinación convexa de las
p (n + 1)−uplas (y1(tj), ..., yn+1(tj)) para j = 1, 2, ..., p. Sean
Γ = {(y1(t), ..., yn+1(t))/t ∈ K}
y Γ1 la cápsula convexa de Γ las consideraciones anteriores dicen que (s1, ..., sn) ∈ Γ1
y (c1, c2, ..., cn+1) ∈ Γ̄1. Debido a la continuidad de todas las yi y a la compacidad
de K Γ es compacto y podemos aplicar el lema de Caratheodory para concluir
que (c1, c2, ..., cn+1) es una combinación convexa de r ≤ n + 2 puntos de Γ. Por lo
tanto existen r ≤ n + 1 puntos t1, t2, ..., tr ∈ K y mi ≥ 0 para i = 1, 2, ..., r tales
ci =
∑r
j=1 yi(tk)mk para i = 1, 2, ..., n + 1 donde
∑
mk = 1 = ‖σ‖. Luego se cumple
b) para σ ≥ 0 y σ(K) = 1. Dividiento por una constante es cierto para toda σ ≥ 0.
Para el caso general σ = σ′ − σ′′ donde σ′ ≥ 0, σ′′ ≥ 0 y ‖σ‖ = ‖σ′‖+ ‖σ′′‖, en este
caso consideramos Γ∪Γ− donde Γ− = {(−y1(t), ...,−yn+1(t))/t ∈ K} y tomamos K
tal que ‖σ‖ = σ′(K) + σ′′(K) = 1, tenemos de forma análoga al caso anterior que























′(K) + σ′′(K) = 1,
luego (s1, s2, ..., sn) pertenece a Γ0, la cápsula convexa de Γ∪ Γ
−. También tenemos
como en el caso anterior (c1, c2, ..., cn+1) ∈ Γ̄0, luego por el lema de Caratheodory ...










(−yi(tk))µk para i = 1, 2, ..., n + 1





µk = 1 = σ
′(K) + σ′′(K) = ‖σ‖, por lo tanto dividiendo
por una constante b) se cumplirá para cualquier σ.
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Proposición 3.0.4 Sea f una funcional continua de C(K) concentrada en t1, ..., tm.
Entonces un elemento u ∈ C(K) cumple
‖u‖ = 1 f(u) = ‖f‖
si y solo si u(tk) = sigf(tk) para todo k tal que f(tk) 6= 0
Demostración:
Primero tengamos en cuenta que ‖f‖ =
∑
|f(tk)|, pues por la desigualdad triangular




|f(tk)| y la igualdad se alcanza cuando u(tk) =
sigf(tk) cuando f(tk) 6= 0. Ahora como ‖u‖ = 1 se tiene |u(tk)| ≤ 1, lo que nos dice




|f(tk)|, es decir ‖f‖ < ‖f‖ contradicción.

Antes de enunciar la siguiente proposición veamos primero una notación. Sean L un
subespacio de C(K) y f funcional lineal continua definida en C(K) concentrada en
los puntos t1, ....tk de K, denotaremos L̃ = {x̃ = (x(t1), ..., x(tk))/x ∈ L}
Proposición 3.0.5 Sean f una funcional continua de C(K) concentrada en t1, ..., tm
y L un subespacio de C(K) tal que dim L̃ < m, entonces existe una funcional con-
tinua g de C(K), concentrada en los mismos puntos ti tal que
g |L = 0 sin embargo g 6= 0, ‖g‖ > 0
Demostración:
Debido a que el espacio dim L̃ < m existe una funcional g̃ ∈ (Rm)∗ tal que g̃ |L̃ = 0
y g̃ 6= 0. Esta funcional esta dada por m números r1, ..., rn tal que g̃(x) =
∑m
k=1 xiri.
Pongamos g(tk) = rk y definamos g(x) =
∑m
k=1 x(tk)g(tk), tenemos que g es lineal y




|rk| = ‖g̃‖ > 0, además como g(x) = g̃(x̃) tenemos
que g |L = 0.
Teorema 3.0.4 Sean f una funcional continua de E = C(K) concentrada
en n + 2 puntos t1, t2, ..., tn+2, L0 un subespacio vectorial de E y sea además
L̃0 = {x̃ = (x(t1), ..., x(tn+2)/x ∈ L0} subespacio de R
n+2.
Si dim L̃0 = l ≤ n + 1(en particular si L0 tiene dimensión l ≤ n + 1) y se verifica
‖f‖ = ‖f‖L0 entonces existe f0 de E
∗ tal que f0 |L0 = f |L0 y f0 está concentrada
en n + 1 puntos ti además ‖f0‖ = ‖f‖
Demostración:
Al ser f concentrada en n + 2 puntos, existen n + 2 constantes f(tk) tal que f(x) =
∑
x(tk)f(tk), además se cumple que ‖f‖ =
∑
|f(tk)|.Si algunos de los f(tk) es nulo
basta poner f0 = f . Supongamos ahora que f(tk) 6= 0 para todo k.
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Afirmación 1: Existe u ∈ E tal que ‖u‖ = 1 y f(u) = ‖f‖.En efecto:
Observemos que f se puede escribir como
f(x) = 〈(x(t1), ..., x(tn+2), (f(t1), ..., f(tn+2))〉 para todo x ∈ E
Si llamamos w = (f(t1), ..., f(tn+2)) entonces f(x) = 〈x̃, w〉. Debido a que ‖f‖ =
sup‖x‖=1 x∈L0 f(x) = sup‖x‖=1 x̃∈L̃0 〈x̃, w〉 y que el conjunto
A =
{
x̃ ∈ L̃0/ ‖x‖ = 1
}
es compacto (cerrado y acotado en un espacio de dimensión
finita) entonces f(x) = 〈x̃, w〉 alcanza su máximo en u ∈ L0,luego existe u ∈ L0 tal
que ‖u‖ = 1 y f(u) = ‖f‖. La función u de la afirmación 1 cumple u(tk) = sigf(tk).
Por la proposición 3.0.4 y debido a que dim L̃0 = l ≤ n + 1 existe g ∈ E
∗ tal que
‖g‖ > 0, g = 0 en L0 y g(x) =
∑n+2
k=1 x(tk)g(tk).
Pongamos para cada λ ≥ 0 fλ = f + λg, luego fλ = f en L0 y
fλ esta concentrada en t1, t2, ..., tn+2 (3.2)
Como f(tk) 6= 0 para todo k, para λ suficientemente pequeño se tiene sigfλ(tk) =
sigf(tk) = u(tk) para todo k.















k=1 |f(tk)| + λg(u) =
∑n+2
k=1 |f(tk)| = ‖f‖.
En particular ‖fλ‖ = ‖f‖ para todo λ suficientemente pequeño.
Para λ grande ‖fλ‖ = ‖f + λg‖ ≥ λ ‖g‖ − ‖f‖ > ‖f‖.
En resumen tenemos
‖fλ‖ = ‖f‖ si λ ≤ r1
‖fλ‖ > ‖f‖ si λ > r2
Afirmación 3:Podemos suponer que r1 = r2 = λ0. En efecto:
El conjunto B = {r/ ‖fλ‖ = ‖f‖ si λ ≤ r} esta incluido en [0, r2] luego es acota-
do.Veamos ahora que es cerrado: Sea r ∈ B̄, luego existe (rn) ⊆ B tal que rn → r si
fuera r = 0 entonces r ∈ B, supongamos que r 6= 0, si tomamos λ < k existe n0 ∈ N
tal que λ < kn0 entonces ‖fλ‖ = ‖f‖, luego ‖fλ‖ = ‖f‖ para todo λ < r y tomando
limites ‖fλ‖ = ‖f‖ para todo λ ≤ r, entonces r ∈ B.Tenemos pues que el conjunto
B es compacto, con lo que existe λ0 = maxB.Veamos ahora lo siguiente
‖fλ‖ = ‖f‖ si λ ≤ λ0
‖fλ‖ > ‖f‖ si λ > λ0
Por la definición de λ0 la primera parte ya se cumple.Si λ > λ0 entonces ‖fλ0‖ 6= ‖f‖
si ‖fλ0‖ < ‖f‖ < ‖fr2+1‖ por el teorema del valor medio existe λ < λ1 < r2 + 1 tal
que ‖fλ1‖ = ‖f‖, lo cual contradice la definición de λ0 por tanto ‖fλ‖ > ‖f‖.
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Afirmación 4: fλ0(tk) debe cambiar de signo para algún k. En efecto:
En caso contrario si λ > λ0 suficientemente proximo de λ0 se tendra sigfλ(tk) =
sigf(tk) para todo k y por la afirmación 2 ‖fλ‖ = ‖f‖ lo que contradice la construc-
ción de λ0.
Según la afirmación 4 el conjunto ∆ = {1 ≤ i ≤ n + 2/sigfλ0(ti) 6= sigf(ti)}
es no vacio.

























i∈∆ |fλ0(ti)| = 0 con lo cual |fλ0(ti)| = 0 para todo i ∈ ∆, por lo tanto por
(3.2) podemos tomar f0 = fλ0 y la demostración concluye.

Escribiremos f ∼ µ para indicar la relación dada por el teorema 3.0.2.
Sean y1, y2, ..., yn n funciones en C(K) linealmente independientes y
denotemos L = 〈y1, y2, ..., yn〉. Teniendo en cuenta las definiciones anteriores
d(x0, L) = d > 0 y L
⊥




yi(t)dµ = f(yi) = 0,
∫
K
x0(t)dµ = f(x0) = 1}.
Según la primera sección:
f0 ∈ F śı y solo si f0 ∈ L
⊥
1 , ‖f0‖ = inf{‖f‖ /f ∈ L
⊥
1 }.
Luego si f ∈ F y g ∈ L⊥1 , ‖g‖ = ‖f‖ implica que g ∈ F ...(∆)
Ahora veamos el siguente teorema
Teorema 3.0.5 Existe f ∈ F concentrada en r ≤ n + 1 puntos t1, t2, ..., tr de K
que cumple







k=1 yi(tk)f(tk) = 0
c) f(x0) =
∑r
k=1 x0(tk)f(tk) = 1
Demostración:
Debido a que F es no vacio, existe f1 ∈ F . Usando el teorema de Caratheodory-
Riesz para las constantes ci = f1(yi), 1 ≤ i ≤ n y cn+1 = f1(x0),
tenemos que existe f ∈ L⊥1 concentrada en r ≤ n + 2 puntos t1, t2, ..., tr tal que
f(yi) = f1(yi), f(x0) = f1(x0) y además ‖f‖ = ‖f1‖.Por (∆) esta última parte
implica que f ∈ F , luego ‖f‖ = ‖f‖L0 .
Caso 1:r = n + 2
La dimensión de L0 es n+1 y además ‖f‖ = ‖f‖L0 , luego por el teorema 3.0.4 existe
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f0 ∈ E
∗ tal que f0 |L0 = f |L0 y f0 concentrada en n + 1 puntos.
Caso 2:r ≤ n + 1.
En este caso no hay nada que probar.

Interpretación del teorema:
Sea K̃ = {t1, t2, ..., tr} con r ≤ n + 1.
Consideremos la función:
∼: C(K) −→ C(K̃)
x 7−→ x̃ = x |K
Al espacio L se le asignara el correspondiente subespacio L̃ de C(K̃)
Como para todo x ∈ C(K̃), x = (x(t1), x(t2), ..., x(tr)) las fórmulas a), b) y c) del









= ‖f‖,f̃ = 0 en L y f̃(x̃0) = 1. En efecto, definamos f̃(z) =
∑r
k=1 z(tk)f(tk)
para todo z ∈ C(K̃).Claramente f̃ es lineal.















k=1 |f(tk)| = ‖f‖, además por la parte b) del teorema















































































































de esto último z̃0 es extremal de f̃ en F(L̃0, x̃0), por tanto ỹ0 es e.m.ap. de x̃0
Tenemos ‖x0 − y0‖ = d(x0, L) y ‖x̃0 − ỹ0‖ = d(x̃0, L̃) y como d(x0, L) = d(x̃0, L̃)
entonces
‖x0 − y0‖ = ‖x̃0 − ỹ0‖ = sup{|(x0 − y0)(t)| /t ∈ K̃}
De todo esto concluimos el siguiente corolario:
Corolario 3.0.1 Existen r ≤ n+1 puntos ti tales que si K̃ = {t1, t2, ..., tr} se tiene
(si y0 es el e.m.ap de x0):
inf
y∈L
‖x0 − y‖C(K) = inf
y∈L̃




Este corolario expresa que el problema de e.m.ap en C(K) se reduce a un problema
análogo en un C(K̃) donde K̃ tiene r ≤ n + 1 puntos.
Para cada sistema finito τ = {t1, t2, t3, ..., tr} ⊆ K pongamos
aik = aik(τ) = yi(tk); bk(τ) = x0(tk) para 1 ≤ i ≤ n, 1 ≤ k ≤ r
Como los yi y el x0 son dados, los aik y bk son conocidos; dado τ , b) y c) del teorema
3.0.5 expresan que existe f ∈ F definida por
f(x) =
∑r
k=1 x(tk)f(tk) para todo x ∈ C(K), siendo f(tk) = ωk soluciones del
sistema lineal:
a11(τ)ω1 + ... + a1r(τ)ωr = 0
· · · · · · · · · · · · · · · · · · · · · · · ·
an1(τ)ω1 + ... + anr(τ)ωr = 0
b1(τ)ω1 + ... + br(τ)ωr = 1
(3.3)
Luego tenemos que la función f esta concentrada en los r puntos del sistema finito
τ .
Indicaremos con ρ(F) al mı́nimo r tal que existe f ∈ F concentrada en r puntos.
Por el teorema 3.0.5
ρ(F) ≤ n + 1 (3.4)
Para el sistema τ = {t1, t2, ..., tr} indicaremos con:
M(τ) a la matriz del sistema (3.3)
M1(τ) = (aik(τ))i≤n,k≤r (3.5)
Si r = n + 1, es decir si M(τ) es cuadrada, indicaremos con
∆ = ∆(τ) = detM(τ) (3.6)
∆k es el menor algebraico de bk en M(τ) (3.7)
Proposición 3.0.6 Si f ∈ F está concentrada en τ = {t1, ..., tr} con r = ρ(F),
entonces M(τ) tiene rango r y M1(τ) tiene rango r − 1
Demostración:
Si M tuviera rango menor que r, los n+1 vectores ỹi = (ai1, ..., air), x̃0 = (b1, ..., br)
estaŕıan en un subespacio L̃0 de R
r de dimensión r1 < r; como f alcanza la norma
en L0 y dim L̃0 = r1 < r por el teorema 3.0.4 existiŕıa f0 ∈ F concentrada en r − 1
puntos lo cual es absurdo. Entonces rango(M) ≥ r. Por otra parte, M1 no puede
tener rango r pues en este caso ωi = 0 seŕıa la única solución posible de (3.3) pero




Proposición 3.0.7 Si τ = {t1, ..., tr} con r = n + 1 y si ∆ = det M(τ) 6= 0,
entonces



















b) Si x ∈ L0 = L+ < x0 > y x(tk) = 0 en τ , entonces x = 0
c) Si y0 ∈ L verifica las condiciones siguientes
|y0(tk) − x0(tk)| = ‖y0 − x0‖ (3.9)





para todo tk ∈ τ (3.10)
entonces y0 es e.m.ap. de x0
Demostración:
a)Siendo r = n + 1 y ∆ 6= 0, el sistema (3.3) tiene una única solución ω1, ω2, ..., ωr.
Definiendo f(x) =
∑n+1
k=1 x(tk)ωk, esta f es concentrada en τ y (d) dice que f ∈
L⊥1 .Como los términos independientes son 0, 0, ..., 0, 1; resulta la fórmula (3.8)
b) A todo x ∈ L0 le corresponde el vector x̃ = (x(t1), ..., x(tn+1)) ∈ R
n+1
ỹi, x̃0 son linealmente independientes pues det M 6= 0.
Ahora x =
∑n
k=1 λkyk + λx0, entonces x̃ =
∑n
k=1 λkỹk + λx̃0 Si x(tk) = 0 en τ
entonces x̃ = 0, luego
∑n
k=1 λkỹk + λx̃0 = 0, de aqúı λk = 0 y λ = 0; por lo tanto
x = 0
c) De (3.9) sigue que y0(tk) − x0(tk) 6= 0.
Si f ∈ L⊥1 es la funcional de a), por (3.8) y (3.10) será





= ‖x0 − y0‖ sigf(tk), luego








‖x0 − y0‖ |f(tk)| = ‖x0 − y0‖ ‖f‖
, luego x0−y0 es extremal de f ∈ L
⊥
1 (x0), por el teorema 1.0.1 parte c) y0 es e.m.ap.
de x0
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Proposición 3.0.8 Si ρ(F) = n + 1, existe una f ∈ F concentrada en el sistema


















y y0 ∈ L es el e.m.ap. de x0 si y solo si se cumplen (3.9) y (3.10) de la proposición
3.0.7, es decir, la función ‖x0 − y0‖ alcanza su máximo en todos los t ∈ τ y toma
en estos puntos valores de signo igual al de ∆k∆
Demostración:
Por el teorema 3.0.4 existe una f ∈ F concentrada en un sistema de r ≤ n + 1
puntos y por ser ρ(F) = n + 1 debe ser r = n + 1 y ∆ 6= 0.Por la proposición

















Veamos primero la equivalencia.
Si y0 es el e.m.ap. de x0, z0 = x0 − y0 es extremal de f , luego
∑n+1
k=1 z0(tk)f(tk) =
f(z0) = ‖f‖ ‖z0‖ ≥ (supk |z0(tk)|)(
∑n+1
k=1 |f(tk)|)
Afirmación:z0(tk) = supk |z0(tk)| y sigz0(tk) = sigf(tk) para todo 1 ≥ k ≥ n+1.En
efecto:
Se sabe z0(tk) ≤ supk |z0(tk)|. Si z0(tk) < supk |z0(tk)| entonces





k=1 z0(tk)f(tk) lo cual es absurdo, por lo tanto z0(tk) =
supk |z0(tk)|.
Ahora veamos la otra parte.
∑n+1
k=1 z0(tk)f(tk) ≥ (supk |z0(tk)|)(
∑n+1
k=1 |f(tk)|) ≥ −z0(tk)f(tk) +
∑
p6=k z0(tp)f(tp)
simplificando z0(tk)f(tk) ≥ −z0(tk)f(tk) entonces 2z0(tk)f(tk) ≥ 0 luego sigz0(tk) =
sigf(tk) lo cual termina de probar la afirmación.
Luego juntando estos resultados con el corolario del teorema 3.0.4 ‖x0 − y0‖ =
|x0(tk) − y0(tk)| para todo k y sig(x0(tk) − y0(tk)) = sigf(tk) = sig
∆k
∆
, es decir, se
verifican (3.9) y (3.10) de la proposición 3.0.7 .
Rećıprocamente si se verifican (3.9) y (3.10) de la proposición 3.0.7 como r = n + 1
y ∆ 6= 0 entonces y0 es el e.m.ap. de x0.
Ahora veamos la unicidad:
Debido a que z0(tk) = ‖x0 − y0‖ para todo k y que por el inciso b) de la proposición
3.0.7 un elemento z0 ∈ L0 esta determinado por sus valores z0(tk) en τ , entonces




Asi pues si ρ(F) = n + 1 y se conoce un τ = {t1, t2, ..., tn+1} correspondiente a





Definición 4.0.8 Un sistema {y1, y2, ..., yn} es un sistema T si en ese sistema el
e.m.ap es único cualquiera sea x0
Definición 4.0.9 Diremos que el sistema {y1, y2, ..., yn} ⊆ C(K) verifica la condi-





















Si tenemos λ1, λ2, ..., λn no todos nulos entonces la expresión p(λ1, λ2, ..., λn) =
λ1y1(t) + λ2y2(t) + ... + λnyn(t) se anula a lo sumo en n − 1 puntos. En efecto:
Si se anulara en n puntos se formaŕıa un sistema n × n con solución λ1, λ2, ..., λn
que por ser no todos nulos (4.1) no se cumpliŕıa.Como los polinomios de grado n−1
cumplen esto, el sistema {1, 2, ..., tn−1} verifica la condición de Haar.
Teorema 4.0.6 (Teorema de Haar) Para todo sistema {y1, y2, ..., yn} ⊆ C(K)
son equivalentes:
a) {yi} verifica la condición de Haar.
b) {yi} es un sistema T
c) Para todo x0 /∈ L es ρ(F) = n + 1 donde F = F(L, x0)
y L =< y1, y2, ..., yn >
Demostración:
a) → c) Sea τ = {t1, t2, ..., tr} un sistema en que esta concentrada una f ∈ F y
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veamos que no puede ser r < n + 1.
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tiene rango r − 1 entonces sus r vectores columna son linealmente dependientes;


















tiene r vectores columna linealmente dependientes, entonces rangM1(τ
′) < r < n+1,
luego rangM1(τ
′) < n por tanto detM1(τ
′) = 0, lo cual nos dice que {yi} no verifica
la condición de Haar.
c) → b)Proposición 3.0.8





















luego existen c1, c2, ..., cn no todos nulos tal que:





yn(t1)c1 + yn(t2)c2 + ... + yn(tn)cn = 0
por tanto para todo y ∈ L =< y1, y2, ..., yn >,
c1y(t) + c2y(t) + ... + cny(t) = 0 (4.3)
.Como se cumple (4.2) existen d1, d2, ..., dn no todos nulos tal que d1(y1(t1), ..., y1(tn))+
d2(y2(t1), ..., y2(tn)) + ... + dn(yn(t1), ..., yn(tn))) = 0
Definiendo y′ =
∑n
i=1 diyi entonces y
′(ti) = 0 para todo i.
Como K es compacto podemos elegir λ 6= 0 tal que supt∈K |λy
′(t)| ≤ 1. Se afirma
que existe x ∈ C(K) tal que ‖x‖ ≤ 1 y x(tk) = sig ck si ck 6= 0(siendo sig la función
signo). En efecto: Definimos
x̂ : {t1, t2, ..., tn} −→ [−1, 1]
tk 7−→ x̂(tk) =
{
0 Si ck = 0
sig ck Si ck 6= 0
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Por el teorema de extensión de Tietze x se puede extender a una función x : K →
[−1, 1] luego se cumple la afirmación.
Definamos x0(t) = x(t){1 − |λy
′(t)|}.
Evidentemente ‖x0‖ ≤ 1 además x0(tk) = x(tk){1 − 0} = sig ck si ck 6= 0 luego
|x0(tk)| = |x(tk)| = |sig ck| = 1 si ck 6= 0 por tanto ‖x0‖ = 1
Veamos que para esta x0 existen infinitos elementos y0 de mejor aproximación lo
que dará una contradicción con la hipótesis.
Para y0 ∈ L veamos que supt |y0(t) − x0(t)| ≥ 1, pues de lo contrario
supt |y0(t) − x0(t)| < 1
Sea ck 6= 0 |y0(tk) − x0(tk)| < 1 entonces |y0(tk) − sig ck| < 1
Si y0(tk) = 0 entonces |sig ck| < 1 contradicción.
Luego y0(tk) 6= 0. Si sig y0(tk) 6= sig ck luego |y0(tk) − sig ck| = |y0(tk)| + 1 con-





|y0(t) − x0(t)| ≥ 1 para todo y0 ∈ L (4.4)
Ahora si |ǫ| ≤ 1 tendremos
|ǫλy′(t) − x0(t)| ≤ |ǫλy
′(t)| + |x0(t)|
Como ‖x‖ ≤ 1 y |ǫλy′(t)| + |x0(t)| = |ǫλy
′(t)| + |x(t)| (1 − |λy′(t)|)
entonces |ǫλy′(t)| + |x0(t)| ≤ |ǫ| |λy
′(t)| + (1 − |λy′(t)|) = (|ǫ| − 1) |λy′(t)| + 1 =




|ǫλy′(t) − x0(t)| ≤ 1 (4.5)
De (4.4) y (4.5) para cada |ǫ| ≤ 1 y cada y0 ∈ L ‖ǫλy
′ − x0‖ = 1 y 1 ≤ ‖y0 − x0‖
para todo y0 ∈ L, es decir ‖ǫλy
′ − x0‖ = d(x0, L) para todo |ǫ| ≤ 1, lo cual significa
que ǫλy′ es un e.m.ap. de x0 para todo |ǫ| ≤ 1

Teorema 4.0.7 (Teorema de Chevichev-Remes) Sean {y1, y2, ..., yn} ⊆ C(K)
un sistema T , L =< y1, y2, ..., yn > y x0 /∈ L.Para que y0 sea el único e.m.ap. de x0
es necesario y suficiente que existan n + 1 puntos
τ = {t1, t2, ..., tn+1} ⊆ K
tales que se verifican (3.9) y (3.10) de la proposición 3.0.7
Demostración: Supongamos que y0 es el e.m.ap. de x0 y sea z0 = x0 − y0.
Por ser {yi} un sistema T y por el teorema de Haar ρ(F) = n+1 y por la proposición
3.0.8 se cumplen (3.9)y (3.10).
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Rećıprocamente supongamos que se verifican (3.9) y (3.10) para un sistema τ de
n + 1 puntos. Como ‖x0 − y0‖ > 0, de (3.9) se sigue que x0(tk) − y0(tk) 6= 0 y de
(3.10) ∆ 6= 0 luego por c) de la proposición 3.0.7 y0 es e.m.ap. de x0.

Teorema 4.0.8 (Teorema de Chevichev-Bernstein) Sean K = [a, b],{y1, y2, ..., yn}
un sistema T de C(K) y x0 ∈ L. Entonces y0 es elemento de mejor de aproximación
de x0 si y solo si existen t1 < t2 < ... < tn+1 tales que |y0(tk) − x0(tk)| = ‖x0 − y0‖
para todo 1 ≤ k ≤ n + 1 y y0 − x0 toma signos alternados en los puntos tk
Demostración:
Afirmación:





























Observamos que y(t) se anula en t1, ..., tk−2, tk+1, ..., tn+1, es decir, en n−1 en puntos.
Como se cumple la condición de Haar no se puede anular en mas puntos, luego y(t)
no se anula en el intervalo (tk−2, tk+1), por tanto
sig y(tk−1) = sig y(tk) (4.6)
Sea Ak la submatriz de M(τ) que resulta de eliminar la fila n + 1 y la columna k,
luego (4.6) dice que
sig det(Ak) = sig det(Ak−1) para todo 2 ≤ k ≤ n + 1 (4.7)
Como ∆k = (−1)
n+kAk, (4.7) nos dice que el signo de ∆k solo depende de (−1)
n+k
luego existe p ∈ {−1, 1} tal que sig∆k
∆
= p(−1)n+k para todo 1 ≤ k ≤ n + 1 lo cual
prueba la afirmación.
Sea y0 el e.m.ap de x0 entonces se verifican (3.9) y (3.10).De (3.9) y de la afirmación
se deduce que los signos de y0 − x0 son alternados en los puntos tk.
Reciprocamente supongamos que existen t1 < t2 < ... < tn+1 tales que |y0(tk) − x0(tk)| =
‖x0 − y0‖ para todo 1 ≤ k ≤ n + 1 y los signos de y0 − x0 son alternados en los
puntos tk.
Sabemos que existe f concentrada en {t1, t2, ..., tn+1}. Tenemos




(y0(tk) − x0(tk))f(tk) (4.8)
35
Por la afirmación los signos de f(tk) se alternan y de la hipótesis los signos de
y0(tk)−x0(tk) se alternan, luego los signos de los términos de la sumatoria (4.8) son
iguales, por tanto existe q ∈ {−1, 1} tal que




|y0(tk) − x0(tk)| |f(tk)|
luego




|f(tk)| = q ‖y0 − x0‖ ‖f‖
y tomando normas |f(y0 − x0)| = ‖y0 − x0‖ ‖f‖, entonces y0 − x0 es un elemento
extremal de f con lo cual se concluye que y0 es un e.m.ap. de x0.
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