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SeAMKin virtuaalitekniikan laboratorion CAVE-studion esittelyitä on suuri tarve 
virtaviivaistaa, koska nykyisellään tämä vie paljon henkilökunnan aikaa, ja palkattua 
varahenkilöstöä ei ole. CAVE-studion optisen paikannusjärjestelmän käyttöä 
liikkeenkaappausjärjestelmänä on myös syytä tutkia ja kehittää, koska hyvin 
toteutettuna se saattaa lisätä kaupallisia yhteistyöprojekteja liikkeenkaappauksesta 
kiinnostuneiden tahojen kanssa. 
Tämän työn tavoitteena oli toteuttaa VR4MAX-visualisointirajapintaa käyttävä 
CAVE-esitys, johon on sisällytetty Motive-ohjelmiston liikkeenkaappauksella 
animoitu, Make Human -ohjelmistolla luotu ja 3ds Max -ohjelmistolla mallinnettu 
esittelijähahmo, sekä text-to-speech-menetelmällä luotu CAVE:n esittelypuhe. 
Työssä tutkittiin liikkeenkaappausjärjestelmän kunnollista käyttöönottoa ja 
optimaalista työnkulkua. 
Valmiiksi tulokseksi saatiin toimiva CAVE-esitys ja liikkeenkaappausjärjestelmän 
käyttöönotto onnistui. 
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The CAVE studio in the virtual laboratory of Seinäjoki University of Applied Sciences 
is in great need of streamlining its introduction demo, because currently this takes a 
lot of staff time, and there is no paid substitute staff. Researching and developing 
the optical tracking system of the CAVE studio to be used in motion capture 
applications is also necessary, because if implemented well, it may increase the 
commercial collaborations with parties interested in motion capture. 
The objective of this work was a CAVE presentation, carried out using the VR4MAX 
visualization interface. This includes a character created in Make Human character 
creation software, animated in Motive motion capture software and modelled in 3ds 
Max 3D modelling software. There is also a CAVE presentation speech, created by 
using the text-to-speech method. This thesis studied the commissioning of a motion 
capture system and its optimal workflow. The thesis resulted in a functioning CAVE 
presentation and the commissioning of the motion capture system was successful. 
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Käytetyt termit ja lyhenteet 
 
3D-geometria Käsittää 3D-mallissa olevat kappaleet tai massat. 
3D-grafiikka Kolmiulotteista grafiikkaa, jossa on pituus-, leveys- ja 
syvyysulottuvuudet. 
3D-malli 3D-mallinnusohjelmistolla luotu kokonaisuus. 
3ds Max Autodesk 3ds Max on Autodesk ohjelmistokehittäjän 3D-
mallinnusohjelmisto. 
Bone Luu eli yksittäinen kiinteä 3D-objekti luurangossa. 
CAVE Cave Automatic Virtual Environment on vähintään 
kolmiseinäinen kuutiomainen tila, johon luodaan seinien 
näyttöpintojen ja 3D-teknologian avulla immersoiva 
virtuaaliesitys. 
Facial Mocap Kasvojen liikkeenkaappaus, jossa näyttelijän kasvojen 
ilmeet tallennetaan. 
FPS Frames Per Second on yksikkö ilmaisemaan montako 
kuvaa piirretään, tallennetaan tai havaitaan sekunnissa. 
Full Body Mocap Koko vartalon liikkeenkaappaus, jossa näyttelijän koko 
kehon liikkeet tallennetaan. 
Immersion Immersio eli käyttäjän aistillinen uppoaminen 
virtuaaliesityksen audiovisuaaliseen kokemiseen. 
Lipsync Huulten liikkeiden synkronointi ennalta taltioidun puhe- tai 
lauluäänen kanssa. 
Make Human Avoimen lähdekoodin ohjelmisto realististen 3D-
ihmishahmojen luomiseen. 
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Mocap Motion Capture eli liikkeenkaappaus on liikkeen 
tallentamista fyysisessä tilassa paikannus- tai 
konenäköjärjestelmällä. 
Motive NaturalPoint ohjelmistokehittäjän OptiTrack-tuotesarjaan 
kuuluva ohjelmisto, jota käytetään liikkeenkaappauksessa 
liiketiedon taltioimiseen ja käsittelyyn. 
OptiTrack NaturalPoint-yhtiön tuotesarja, joka sisältää ohjelmistoja ja 
laitteistoja paikannus- ja liikkeenkaappaustarkoituksiin. 
Rigging Digitaalisen luurangon luominen 3D-geometrialle 3D-
geometrian animointia varten. 
Rigid Body Kiinteä objekti eli liikkeenkaappauksessa käytetty 
virtuaalinen 3D-objekti, joka ei muuta muotoaan luomisen 
jälkeen. 
Skeleton Luuranko eli liikkeenkaappauksessa ja animoinnissa 
käytetty järjestelmä virtuaalisia kiinteitä 3D-objekteja, joilla 
välitetään liiketietoa 3D-geometrialle. 
Skinning 3D-geometrian liittäminen digitaaliseen luurankoon, jotta 
3D-geometria seuraisi luurangon liikkeitä. 
Text-to-speech Menetelmä, jolla kirjoitettu teksti voidaan muuntaa 
kuunneltavaksi puheeksi. 
Trajectorizing Ratautus eli pistepilvimuodossa olevan liiketiedon 
muuntaminen kiinteiden 3D-objektien liiketiedoksi. 
VR Virtual Reality eli virtuaalitodellisuus on tietokoneilla 
simuloitu keinotekoinen ympäristö. 
VR4MAX Tree-C-ohjelmistokehittäjän sovellus virtuaaliesitysten 
valmistamiseen 3ds Max -malleista. 
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Wanding Eli sauvominen on OptiTrack Wand -kalibrointisauvalla 
toteutettava paikannettavan tilan haravointi. 
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1 JOHDANTO 
1.1 Työn tausta 
SeAMKin virtuaalitekniikan laboratorion optinen paikannusjärjestelmä tarjoaa hyvän 
tutkimus- ja kehitysmahdollisuuden liikkeenkaappauksen saralla. Virtuaalitekniikan 
laboratorion virtuaaliympäristö CAVE (Cave Automatic Virtual Environment) 
tarvitsee myös tutkimusta virtuaalisesta esittelijästä, jolla voitaisiin ehostaa CAVE:n 
esittelyitä. Liikkeenkaappausjärjestelmän avulla virtuaalitekniikan laboratorio voisi 
saada yhteistyöprojekteja liikkeenkaappauksesta kiinnostuneiden tahojen kanssa, 
kuten hahmoanimaatio, pelinkehitys, viihde ja mainonta, urheilutiede ja -simulaatiot, 
lääketiede ja biomekaniikka, ergonomiatutkimus, konenäkö ja robotiikka, 
arkkitehtuurivisualisointi ja sotilaalliset sovellukset. 
1.2 Työn tavoite 
Päätavoite on liikkeenkaappausjärjestelmän käyttöönotto ja tuottaa 
mallinnusohjelmistoja apuna käyttäen tällä järjestelmällä CAVE:n virtuaalinen 
esittely. Tavoitteena on tehdä liikkeenkaappauksella animoitu esittelijähahmo, sekä 
text-to-speech-menetelmällä toteutettu esittelypuhe. 
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1.3 Työn rakenne 
Toisessa luvussa käsitellään liikkeenkaappausjärjestelmän työnkulun suunnittelua, 
järjestelmän laitteistoa, liikkeenkaappaukseen käytettyjä ohjelmistoja ja 
liikkeenkaappausjärjestelmän käyttöönottoa. Luvussa kerrotaan lisäksi, miten 
liikkeenkaappausjärjestelmällä taltioitu liiketieto viedään mallinnusohjelmistoon. 
Kolmannessa luvussa käsitellään virtuaalisen esittelijän toteuttamiseen käytettyjä 
ohjelmistoja, 3D-hahmon mallinnusta Make Human -ohjelmistolla, virtuaalisen 
esittelijän toteuttamista 3ds Max -mallinnusohjelmistolla, esittelypuheen 
toteuttamista text-to-speech-menetelmällä ja esittelijän animaation synkronointia 
esittelypuheen kanssa lipsync-menetelmällä. Luvussa kerrotaan lisäksi miten 
toteutettu virtuaalinen esittelijä viedään VR4MAX-ohjelmistolla CAVEen. 
Viimeisenä lukuna on yhteenveto, jossa esitetään ajatuksia työn toteutuksesta ja 
liikkeenkaappauksen tulevaisuudesta. 
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1.4 Virtuaalitekniikan laboratorion esittely 
SeAMKin VR-laboratoriossa eli virtuaalitekniikan laboratoriossa tutkitaan pääosin 
asioita, jotka liittyvät 3D-grafiikkaan ja VR-teknologiaan. 
VR-laboratoriossa toteutetaan myös opinnäyte-, tutkimus- ja projektitöitä, joiden 
aiheina voivat olla haptiikka, 3D-stereografiikka, hahmontunnistus, 
hahmonanimaatio, liikkeenkaappaus ym. VR-teknologia. 
VR-laboratoriolla on käytössään viisiseinäinen CAVE, jota käytetään tietokoneella 
luotujen 3D-mallien, ympäristöjen ja esitysten visualisoimiseen. Henkilökunnan ja 
opiskelijoiden on CAVE:n lisäksi mahdollista käyttää monenlaisia VR-teknologiaan 
liittyviä laitteistoja, kuten mm. optista paikannuslaitteistoa, hahmontunnistuslaitteita, 
haptista laitetta, datakäsineitä ja navigointiohjaimia. (SeAMK [Viitattu 6.11.2015].)  
 
Kuvio 1. Virtuaalitekniikan laboratorio ja CAVE. 
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2 LIIKKEENKAAPPAUSJÄRJESTELMÄ 
2.1 Työnkulun suunnittelu 
Kun tavoitteena on liikkeenkaappausjärjestelmän käyttöönotto, työnkulun 
perusteellinen suunnittelu on tärkeää. Olennaisin lähtökohta on 
liikkeenkaappauksen mahdollistava paikannusjärjestelmä, joka virtuaalitekniikan 
laboratoriossa on CAVE:n yhteydessä käyttäjän paikantamiseen hyödynnetty 
NaturalPoint OptiTrack -kamerajärjestelmä. Tämän kamerajärjestelmän 
lisävarusteeksi hankittiin virtuaalitekniikan laboratorioon OptiTrack Motion Capture 
Suit eli liikkeenkaappauspuku ja OptiTrack Motive -liikkeenkaappausohjelmisto. 
Edellä mainituilla laitteistoilla ja tuotteilla pystytään toteuttamaan lähes 
ammattimainen liikkeenkaappausjärjestelmä. 
Ensimmäinen vaihe työnkulun suunnittelussa on liikkeenkaappauspuvun käytön 
selvittäminen erityisesti ajatellen Motive-ohjelmiston toiminnallisuutta ja OptiTrack-
kamerajärjestelmän rajoituksia. Jos puvun toiminnassa tai käytössä on ongelmia, ei 
liikettä saada paikannettua riittävän tarkasti tai liike mahdollisesti paikantuu 
vääristyneesti. On siis tutkittava, miten kamerat näkevät liikkeenkaappauspukua 
käyttävän näyttelijän ja miten Motive paikantaa ja tulkitsee puvun rakenteen 
liikkeenkaappausta varten. 
Seuraavaksi tutkitaan Motiven tarjoamat työkalut, joiden avulla tallennetusta 
liikeestä voidaan korjata paikannuksessa aiheutuneita virheitä tai muokata kohtia, 
joiden nopeudet tai liikeradat eivät ole haluttuja. Tämä on tärkeä vaihe 
liikkeenkaappauksessa, koska virheellisten liikkeiden korjaaminen tulevissa 
työvaiheissa on huomattavan työlästä ellei liki mahdotonta. Lisäksi on mietittävä, 
voiko Motivessa automatisoida tallennetun liikkeen korjaamista. (NaturalPoint 
2015a.) 
Tämän jälkeen selvitetään, miten Motivesta saadaan tallennettu ja korjattu liiketieto 
ulos muodossa, jota 3D-mallinnusohjelmistona käytetty 3ds Max osaa lukea ja 
käyttää 3D-animaatioissaan. 
  
15 
 
Eri tiedostomuotojen viemistä 3ds Max -ohjelmaan on syytä tutkia, koska usein 
työkalut monimutkaisen tiedon tuomiseen ja viemiseen (Import / Export tools) 
käyttävät hyvin erilaisia algoritmeja tiedon tulkitsemiseen ja kääntämiseen 
ohjelmistosta toiseen. Nämä erot tiedon kääntämisessä voivat aiheuttaa 
tallennettuun liikkeeseen virheitä. Ne voivat myös muokata liikkeen ominaisuuksia 
vääriksi, eikä uskottavaa 3D-animaatiota voida tuottaa. (NaturalPoint 2015b.) 
Kun liiketieto on saatu tuotua 3ds Maxiin, selvitetään virtaviivaisin keino toteuttaa 
liiketiedon liittäminen 3D-mallinnettuun hahmoon. Optimoidun työnkulun kannalta 
tämä on tärkein tutkimusvaihe, koska ei haluttu että liikkeenkaappausjärjestelmää 
käyttävät työntekijät tai opiskelijat joutuvat tekemään muutoksia 3D-malleihinsa, 
vaan esim. virtuaalihahmoihin liikekaapattuja animaatioita helposti ja vaivattomasti. 
Seuraavaksi tutkitaan, miten liikkeenkaappauksella toteutettu valmis 3D-animaatio 
viedään VR4MAXiin. Tavoitteena on saada tulokseksi CAVE:ssa esitettävä 
liikkeenkaappauksen keinoin animoitu VR-esitys. 
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2.2 Optinen paikannusjärjestelmä 
Virtuaalitekniikan laboratoriossa on käytössä optinen paikannusjärjestelmä, joka 
koostuu NaturalPointin OptiTrack Flex 3 -kameroista sekä Motive-ohjelmistosta. 
Tätä paikannusjärjestelmää käytetään CAVE-tilan käyttäjän lasien ja 
navigointilaitteen paikantamiseen. Nämä paikkatiedot mahdollistavat VR-esityksen 
henkilökohtaistatetun esittämisen reaaliajassa, sillä esitys piirretään käyttäjän 
suljinlaseihin kiinnitettyjen heijastinmerkkien paikkojen mukaan. Se vastaa 
perspektiiviltään sitä, mitä käyttäjän tulisi realistisesti nähdä. Navigointilaitteen 
paikantaminen perustuu samoihin kiinnitettäviin heijastinmerkkeihin ja mahdollistaa 
VR-esityksessä liikkumisen tavalla, joka on myös käyttäjälle henkilökohtaistettu. 
CAVE-tilan VR-esityksissä liikkuminen on siis hallittavissa navigointilaitteen sijaintia 
ja asentoa muuttamalla. 
 
Kuvio 2. CAVE:n paikannusjärjestelmä. 
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2.2.1 OptiTrack Flex 3 
NaturalPointin OptiTrack -paikannuskamerajärjestelmä koostuu OptiTrack Flex 3  
-kameroista, joita CAVE-tilaan on sijoitettu kaksitoista. Kameroiden toimintaperiaate 
on aktiivinen infrapunaluotaus, eli ne lähettävät infapunavaloa tilaan, johon ne on 
sijoitettu, ja tallentavat takaisin heijastetun valon. CAVE-käyttäjän suljinlaseihin ja 
navigointilaitteeseen kiinnitetyt heijastinmerkit heijastavat erityisen hyvin valoa, näin 
infrapunakamerat on helppo säätää havaitsemaan ainoastaan kappaleita, jotka ovat 
yhtä kirkkaita kuin nämä heijastinmerkit. Tämä mahdollistaa heijastinmerkkien 
paikantamisen reaaliaikaisesti ja myös liikkeenkaappauksen, koska paikkatietoa on 
mahdollista tallentaa Motive-ohjelmistolla. 
 
Kuvio 3. NaturalPoint OptiTrack Flex 3. (NaturalPoint 2015c.) 
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OptiTrack Flex 3 -kamerat havaitsevat erityisen hyvin pallon muotoisia 
heijastinmerkkejä. Tämä johtuu siitä, että pallomuodon pinta hajauttaa 
heijastamaansa valoa, joten useampi kamera havaitsee helpommin saman 
pallomuotoisen heijastinmerkin havaintokulmasta riippumatta. Full Body Mocapiin 
käytetään halkaisijaltaan n. 2 cm:n palloja ja Facial Mocapiin eli kasvojen 
liikekaappaukseen on mahdollista käyttää pienempiä, halkaisijaltaan n. 1 cm:n 
palloja. Tämä mahdollistaa tarkemman ilmeiden kaappauksen. (NaturalPoint 
2015d.) 
 
Kuvio 4. Heijastinmerkkejä. 
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Kameroiden kuvaustaajuus on 100 FPS, eli ne kuvaavat keilaamaltansa alueelta 
heijastuvaa valoa sata kertaa sekunnissa. Näiden kuvien ansiosta Motive voi 
arvioida, missä jokainen heijastinmerkki sijaitsee kolmessa ulottuvuudessa, jolloin 
heijastinmerkki tulee paikannetuksi. Tähän tarvitaan kuitenkin enemmän kuin yksi 
kamera, koska yhdellä kameralla ei saada tarkkaa syvyystietoa. 
CAVE-tilan kaksitoista kameraa on sijoitettu kuution muotoisen tilan nurkkiin ja ne 
on suunnattu tilan keskiöön. Tämä sijoittelu varmistaa ensisijaisesti käyttäjän 
päässä oleviin suljinlaseihin kiinnitettyjen heijastinmerkkien havaitsemisen ja 
käyttäjälle ohjeistetun liiketilan kattamisen. Sijoittelu ei ole optimaalinen Full Body 
Mocapiin eli koko vartalon kattavien lukuisten heijastinmerkkien havaitsemiseen 
samanaikaisesti, koska kameroiden tulisi olla huomattavasti kauempana 
näyttelijästä havaitakseen kaikki heijastinmerkit samanaikaisesti. Motive sisältää 
toiminnallisuudet, joilla se pystyy korjata heikot havaintotulokset heijastinmerkeistä 
eheäksi liikkeeksi, mutta paikannuskamerajärjestelmän uudelleensijoittelu on silti 
tulevaisuudessa jatkotutkimuksen arvoinen kohde liikkeenkaappausjärjestelmän 
kehittämisen kannalta. (NaturalPoint 2015e.) 
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2.2.2 OptiTrack-liikkeenkaappauspuku 
Tätä työtä varten virtuaalitekniikan laboratorioon hankittiin OptiTrack Full Body 
Mocap Suit -liikkeenkaappauspuku, joka on NaturalPointin suunnittelema 
ihonmyötäinen musta asu. Se on varustettuna tarranauhoilla heijastinmerkkien 
kiinnitystä varten. Puku on suunniteltu liikkeenkaappaukseen ja siinä on 
lisäasusteena päähän puettava pipo. 
 
Kuvio 5. NaturalPoint OptiTrack -liikkeenkaappauspuku. (NaturalPoint 2015f.) 
 
Pukuun on mahdollista sijoittaa hyvin suuri määrä heijastinmerkkejä vapaasti 
valittaviin kohtiin. Liikkeenkaappauksessa kuitenkin noudatetaan standardoituja 
parametrisia heijastinmerkkijärjestelmiä, jotka takaavat 
liikkeenkaappausohjelmiston virheettömän toiminnan. Ohjelmiston tulee tietää 
etukäteen, mitkä sijainnit näyttelijän puvussa heijastinmerkeillä on ja mikä 
lukumäärä heijastinmerkkejä on tarkoitus havaita. 
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Tähän työhön valittiin Motiven oletusjärjestelmä heijastinmerkeille, jossa 37 
heijastinmerkkiä sijoitetaan liikkeenkaappauspukuun tarkkaan määritetyille 
paikoille. 
 
Kuvio 6. Motiven käyttämä 37:n heijastinmerkin järjestelmä. 
 
37:n heijastinmerkin järjestelmä sisältää ihmiskehon pään, rintakehän, hartialinjan, 
vyötärön, reisien, säärien, käsivarsien, kyynärvarsien, nilkkojen ja ranteiden 
liikkeenkaappauksen. Heijastinmerkit tässä järjestelmässä on sijoitettu pareittain 
epäsymmetrisesti, jolloin Motive pystyy erottaa näyttelijän vasemman ja oikean 
puolen toisistaan. Esimerkiksi vasemman ja oikean käsivarren ensimmäiset 
heijastinmerkit ovat täsmälleen samalla kohtaa suhteessa toisiinsa, mutta 
käsivarsien seuraavat heijastinmerkit ovat muutaman senttimetrin eri paikoissa 
suhteessa toisiinsa. 
  
22 
 
2.3 Ohjelmistot (Motive, 3ds Max) 
OptiTrack Motive -ohjelmiston pääasiallinen käyttökohde on välittää Flex 3  
-kameroiden avulla CAVE-tilan käyttäjän suljinlasien ja navigointilaitteen 
heijastinmerkkien paikkatietoja VR-esitystä piirtävälle ohjelmalle. 3D-mallinnukseen 
ja animointiin virtuaalitekniikan laboratoriossa on käytössä pääasiallisesti 
Autodeskin 3ds Max, joka on valittu sekä mittavan työkalutarjontansa ansiosta että 
Tree-C-ohjelmistokehittäjän VR4MAX-VR-esitysrajapintatyökalun takia, minkä 
avulla mikä tahansa 3ds Maxissä työstettävä 3D-malli voidaan viedä CAVE-
studioon esitettäväksi. 
 
Kuvio 7. Liikkeenkaappauksen ja ohjelmistojen työnkulku. 
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2.3.1 Motive 
 
Kuvio 8. Motive. (NaturalPoint 2015g.) 
 
Motiven havaitsemien paikkatietojen ollessa reaaliaikaisesti myös tallennettavissa 
avautuu mahdollisuus liikkeenkaappauksen toteuttamiselle CAVE:n kameroiden 
avulla. Motivessa on täysi tuki ja toiminnallisuus liikkeenkaappausta varten, ja se on 
yleisin ammattimaiseen liikkeenkaappaukseen käytetty ohjelmisto 
liikkeenkaappaus-studioissa ympäri maailmaa. (Reuters [Viitattu 23.11.2015]) 
Motiven Full Body Mocap -ominaisuudet otetaan käyttöön asettamalla 
paikannettavaksi kohteeksi näyttelijän ylleen pukema liikkeenkaappauspuku. Tämä 
tapahtuu helpoimmin hyödyntämällä ohjelmiston sisältämää Create Skeleton  
-opastyökalua. Motiveen liitetyt Flex 3 -kamerat tulee myös kalibroida virheettömän 
liikkeenkaappauksen aikaansaamiseksi. Kun haluttu liikedata on tallennettu 
otokseksi Motiven sisältämään tietokantaan, voidaan sitä alkaa tarkastelemaan ja 
korjaamaan mahdollisia virheitä Motiven Edit-tilassa. Tässä tilassa voidaan 
visualisoida liikkeet kuvaajina joka akselilla ajan funktioina. Motivessa viimeistelty 
liiketieto tulee vielä ratauttaa Trajectorize-työkalulla, joka tallentaa pistepilvitietona 
kaapatun liikkeen luiden 3D-liiketiedoksi ja mahdollistaa sen viennin muihin 
ohjelmistoihin. Näistä työvaiheista on tarkempi kuvaus luvussa 2.4. 
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2.3.2 Tiedostoformaatit 
Motivesta voi viedä tietoa muihin ohjelmistoihin BVH-, C3D- ja FBX- 
tiedostoformaateissa. FBX on yleisin formaatti ja se on Autodeskin kehittämä, mutta 
sen käyttö edellyttäisi hienostuneempaa liikekaappausluurankojen mallinnusta 
esim. Autodesk MotionBuilder -ohjelmistolla. Tämä johtuu siitä, että FBX sisältää 
liikkeen pistepilvitietona, muttei ratautettuja liikkeitä luille ja Motivesta on mahdollista 
viedä suoraan näyttelijän liikkeiden perusteella simuloitu luuranko muilla 
formaateilla. (NaturalPoint 2015h.) 
Virtaviivaisemman työnkulun ja vähäisemmän työmäärän mahdollistamiseksi 
valittiin Motivesta vietäväksi tiedostoformaatiksi BVH, jonka viemiseksi pistepilvitieto 
täytyy Motivessa ratauttaa luiden liikkeiksi. BVH ei siis sisällä pistepilvitietoa, vaan 
ainoastaan luiden liikeradat. BVH voidaan tuoda 3ds Maxiin ja liittää se 3ds Maxissa 
generoituun Biped-luurankoon. Näin mahdollistetaan 3D-animaatio. Näistä 
työvaiheista on lisää luvussa 2.5. 
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2.4 Liikkeenkaappaus 
Seuraavassa käsitellään liikkeenkaappausjärjestelmän käyttöönottoa. 
2.4.1 Kamerajärjestelmän kalibrointi 
Ensimmäinen vaihe liikkeenkaappauksen toteutuksessa on kamerajärjestelmän 
kalibrointi. Kalibrointi tapahtuu Motivessa ja siihen käytetään apuna Motiven 
sisältämää Calibration-opastyökalua. Kalibroinnin tarkoituksena on määritellä 
paikannettavan tilan tilavuus eli kameroiden sijainnit ja etäisyydet toisistaan, sekä 
tilan lattiataso ja suunnat, jotta järjestelmä tietää täsmälleen mistä ja miten havaita 
heijastinmerkkejä. 
Motive havaitsee samaan tietokoneeseen kytketyt kaksitoista kameraa ja listaa sekä 
numeroi ne. Motive asettaa kameroille järjestyksen ja nämä järjestysnumerot tulevat 
näkyviin sekä Motiven valvontaikkunan kameranäkymiin, että Flex 3 -kameroiden 
sisäänrakennettuihin numeronäyttöihin. Valvontaikkunasta nähdään ympäristössä 
mahdollisesti olevien heijastavien pintojen aiheuttamat havaintopisteet, ne voidaan 
kameroiden numeroinnin ansiosta helposti peittää tai siirtää pois näkyvistä. 
Kameroiden kuvausparametrejä Motivessa voi joutua säätämään, mutta 
vakioasetukset riittävät, jos tila ja ympäristö ovat tarpeeksi pimeitä, eikä haitallisia 
valonlähteitä tai heijastavia pintoja ole. Kuvausparametrien hienosäädöllä on 
mahdollista käyttää kameroita monenlaisissa valaistusolosuhteissa, mutta CAVE:n 
pimeä ympäristö ei tätä tarvitse. (NaturalPoint 2015i.) 
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Paikannettavan tilan tilavuuden kalibrointi tapahtuu OptiTrack Wand –laitteella, joka 
on kolmen heijastinmerkin haravamainen kalibrointisauva. Kalibrointiin käytettävä 
opastyökalu pyytää liikuttamaan sauvaa paikannettavassa tilassa ja ilmoittaa kun 
riittävä määrä paikannustietoa tilavuuden kalibrointia varten on saavutettu. 
Sauvomisen onnistuminen vaatii jatkuvaa, sulavaa liikettä, jonka aikana 
haravoidaan koko paikannettava alue läpi, liikuttaen ja pyörittäen sauvaa kaikilla 
sen pyörimisakseleilla. Kameroiden näkyvyyden ei tule sauvomisen aikana peittyä 
sauvan käyttäjän keholla, joten paras tekniikka sauvomiseen on lattiatasolla 
selällään makaaminen, vuorotellen molemmilla käsillä sauvaa pyörittäen. 
 
Kuvio 9. NaturalPoint OptiTrack Wand. 
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Sauvomisen jälkeen Motive suorittaa laskennan, jolla kamerat kalibroituvat 
automaattisesti haravoidusta tilasta saadulle tarkkuudelle. Laskentatuloksista on 
nähtävissä, miten hyvin sauvominen ja kalibrointi onnistuivat. Jos tulos ei ole 
Exceptional eli parhaalla mahdollisella Motiven antamalla arvosanalla, tulee 
sauvominen suorittaa uudestaan. Hyvä kalibrointi on edellytys virheettömälle 
paikannukselle ja liikkeenkaappaukselle. (NaturalPoint 2015j.) 
 
Kuvio 10. Sauvominen. 
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Paikannettavan tilan lattiatason määrittäminen tapahtuu OptiTrack Ground Plane  
-laitteella, joka on kolmen heijastinmerkin kolmiomainen kalibrointikappale. 
Opastyökalu pyytää asettamaan kalibrointikolmion tarkasti keskelle paikannettavan 
tilan lattiapintaa. Motive tallentaa lattiatason asetuksiinsa havaitun 
kalibrointikolmion perusteella. Kameroiden kalibrointi on valmis. 
 
Kuvio 11. NaturalPoint OptiTrack -kalibrointikolmio. 
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2.4.2 Näyttelijän valmistelu 
Näyttelijä puetaan OptiTrack-liikkeenkaappauspukuun ja -pipoon. Näyttelijällä tulee 
olla ihonmyötäinen ja mahdollisimman peittävä tumma välikerrasto 
liikkeenkaappauspuvun alla. Liian väljät vaatteet aiheuttavat asusteiden 
ylimääräistä liikkumista näyttelijän päällä ja tämä liike taas saattaa aiheuttaa 
heijastinmerkkien ylimääräistä liikkumista näyttelijän kehon asennoista riippumatta. 
 
Kuvio 12. Näyttelijä liikkeenkaappauspuvussa. 
 
Liikkeenkaappauspuku itsessään on suunniteltu heijastamattomaksi ja 
ihonmyötäiseksi. Myös näyttelijän jalkineiden tulee olla mahdollisimman tummat ja 
ilman heijastavia pintoja. Kaikki mahdolliset valonlähteet ja heijastavat pinnat, joita 
näyttelijällä voi yllään olla, tulee peittää tai poistaa, kuten mm. rannekello ja korut. 
Jos näyttelijällä on pitkät hiukset, ne tulee sitoa kiinni, jotteivät ne estä kameroiden 
näkyvyyttä selän ja hartioiden alueille. (NaturalPoint 2015k.) 
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2.4.3 Motive Skeleton 
Kun näyttelijä on puettuna liikkeenkaappauspukuun, voidaan käynnistää Motiven 
Skeleton create -opastyökalu ja aloittaa heijastinmerkkien kiinnittäminen 
liikkeenkaappauspukuun. 
 
Kuvio 13. Motive Skeletonin luonti. 
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Opastyökalu pyytää valitsemaan standardoidun heijastinmerkkijärjestelmän jota 
näyttelijän yhteydessä aiotaan käyttää. Motiven käyttämät standardit 
heijastinmerkkien sijoittelulle ovat 37:n, 41:n ja 49:n heijastinmerkin järjestelmät. 
Numero järjestelmän nimessä kertoo näyttelijään kiinnitettävien heijastinmerkkien 
lukumäärän. Eri standardit on kehitetty hieman erilaisiin 
liikkeenkaappaustarkoituksiin. 37:n heijastinmerkin järjestelmä paikantaa koko 
kehon liikkeitä, lukuun ottamatta varpaita ja sormia. 41:n heijastinmerkin järjestelmä 
paikantaa samat liikkeet, mutta lisäksi vielä varpaiden liikkeet. 49:n heijastinmerkin 
järjestelmä paikantaa kaikki edellä mainitut. Motive käyttää oletuksena 37:n 
heijastinmerkin standardia ja se valittiin käytettäväksi myös tähän työhön, koska 
virtuaalisen esittelijän sormien tai varpaiden liikkeitä ei tarvitse esittelyanimaatioon 
paikantaa. Hienostuneempi liikkeenkaappaus 49:n heijastinmerkin järjestelmällä on 
kuitenkin hyvä jatkotutkimuksen aihe, sillä se on hankitulla liikkeenkaappauspuvulla 
toteutettavissa.  
Opastyökalu ohjastaa mallikuvalla hyvin tarkasti, mihin kohtiin näyttelijän vartaloa 
heijastinmerkit tulee kiinnittää. Paikannettaviin alueisiin kiinnitetään jokaiseen 
muutama heijastinmerkki. Liikkeenkaappauspuvun tarrapinnat takaavat hyvän 
kiinnittymisen. 
Kun heijastinmerkit on kiinnitetty opastyökalun ohjeiden mukaisesti, pyytää ohjelma 
seuraavaksi näyttelijää suorittamaan lyhyen testin, jossa näyttelijä seisoo T-
asennossa jalat hartialeveydellä ja kädet suorina sivuille päin. Testiotoksen jälkeen 
opastyökalu pyytää syöttämään asetuksiin näyttelijän pituuden ja hartialeveyden. 
Opastyökalu kalibroi Motiveen näyttelijän tiedot ja luo liikkeenkaappausluurangon. 
Motiven automaattiset työkalut heijastinmerkkien tunnistamiseen ja sijoitteluun, 
sekä luurangon luomiseen näyttelijän mitoista ja T-asentotestistä ovat erittäin 
tehokkaita. Jos kuitenkin virheitä ilmenee, niin opastyökalussa on toiminnallisuus, 
jonka avulla heijastinmerkkejä voi sijoitella Motivessa uudestaan ja näyttelijän 
luurankoa ohjelmassa muokata mittasuhteiltaan. 
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2.4.4 Liiketiedon kaappaus ja tallennus 
 
Kuvio 14. Näyttelijä T-asennossa Motivessa. 
 
Ennen liikkeenkaappausotosten taltiointia Motiven Capture- eli kaappaustoiminnolla 
on hyvä antaa näyttelijän tottua pukuun ja käydä myös lävitse kameroiden 
mahdolliset katvealueet. Motivella pystyy seuraamaan reaaliajassa 
heijastinmerkkien paikantamisen laatua eli havaittujen merkkien lukumäärää ja 
luurangon luiden paikkatietojen ja orientaatioiden tarkkuutta. Luurangon luut ovat 
valvontaikkunassa vaaleanharmaita, silloin kun luita vastaavien kehon alueiden 
heijastinmerkit on havaittu ja paikannettu. Luun väri muuttuu keltaiseksi, jos osa sitä 
vastaavista heijastinmerkeistä ei näy vähintään kahdelle kameralle. Kun luun 
heijastinmerkeistä ei ole edes kahdella kameralla havaintoa, muuttuu luun väri 
punaiseksi. Motiven on näissä tilanteissa hyvin vaikea tietää millaista liikettä 
näyttelijä on tekemässä. Tämä johtaa yleensä koko luurangon kattavaan 
virheelliseen tietoon näyttelijän asennoista. (NaturalPoint 2015l.) 
Kun suunnitelman mukainen otos saadaan tallennettua Motiven otostietokantaan, 
voidaan siirtyä Motiven Edit eli muokkaus- ja korjauspuolelle. 
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2.4.5 Liiketiedon korjaus 
Liikkeenkaappausotosta kaapattaessa syntyneitä liikkeitä voi Motiven editorissa 
tarkastella hyvin yksityiskohtaisesti, valitsemalla näkymäksi Curvet eli käyrät.  
 
Kuvio 15. Katkonainen liike Motiven editorissa. 
 
Valittuina olevien heijastinmerkkien käyrät tulevat näkyviin aikajanalle, josta on 
helppo havaita mahdolliset katkonaiset kohdat. Ne edustavat hukattua liiketietoa 
ajanhetkistä, jolloin heijastinmerkkejä oli kameroiden katvealueilla tai näyttelijän 
keho peitti näkymän. 
Motive tarjoaa tehokkaat työkalut näiden virheiden korjaamiseen, joskin otosta 
taltioidessa tulee aina pyrkiä mahdollisimman täydelliseen kaappaustulokseen, sillä 
automaattiset työkalut eivät aina osaa korjata kaikkia pieniäkään virheitä. Pienten 
virheiden korjaaminen otoksesta käsin saattaa olla hyvinkin työlästä, riippuen 
otoksen monimutkaisuudesta, kestosta ja virheiden lukumäärästä. (NaturalPoint 
2015m.) 
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Käsin tehtävä virheiden korjaus tapahtuu joko leikkaamalla ja liittämällä virheettömiä 
osia käyristä virheellisten osien korvaajiksi tai Draw-työkalulla. Sillä voi piirtää 
aikajanan katkonaisen osan päälle, jolloin Motive tulkitsee automaattisella 
korjauksella minkälaisen käyrän käyttäjä haluaa kohdassa olevan. 
 
Kuvio 16. Korjattu liike Motiven editorissa. 
 
Motiven automaattiset työkalut virhekohtien korjaamiseen ovat erittäin tehokkaita 
omiin käyttötarkoituksiinsa, mutta on hyvä selvittää millaisia virheitä on tarkoitus 
korjata, jotta sopivimman työkalun valinta onnistuu. Trim Tails korjaa hyvin 
katkonaisten alueiden reunat, tehden katkoksista mahdollisesti helpommin 
korjattavia. Fill Gaps täyttää katkonaisia alueita. Smooth suodattaa pois pieniä 
liikkeitä tai värähtelyjä, joita ei haluta. Swap Fixillä voi vaihtaa kahden 
heijastinmerkin käyriä keskenään. (NaturalPoint 2015m.) 
Tämän työn kaappauksissa Fill Gaps osoittautui hyväksi korjausmetodiksi, koska 
kameroiden sijoittelu näyttelijän yläpuolelle aiheutti vartalon alaosan paikannukseen 
katkoksia, näyttelijän kehon peittäessä ajoittain kameroiden näkyvyyden jalkoihin. 
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2.4.6 Liiketiedon ratautus 
Jotta korjattu liiketieto voitiin viedä Motivesta 3ds Maxiin BVH-tiedostoformaatissa, 
tuli pistepilvimuodossa oleva liiketieto ratauttaa luiden liikkeiksi Trajectorize-
työkalulla. 
 
Kuvio 17. Liikkeen ratautus Trajectorize-työkalulla. 
 
Ratautus ei olisi pakollinen työvaihe, jos käytössä olisi esim. Autodesk 
MotionBuilder -animointiohjelmisto, koska siihen voi viedä suoraan pistepilvitietoa 
esim. FBX-tiedostoformaatissa. Valitettavasti tämän työn aikana MotionBuilderin 
kokeilulisenssi ehti päättyä, ennen kuin työvaihetta saatiin sen avulla toteutettua. 
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2.5 Liiketiedon vienti 3ds Maxiin 
Valmis korjattu ja ratautettu liiketieto voidaan viedä muihin ohjelmistoihin. Tämän 
työn tarkoituksiin BVH-tiedostoformaatti liiketiedolle on hyvä valinta, koska se 
sisältää vain ratautetun luurangon liikkeet, ja 3ds Max sisältää virtaviivaiset työkalut 
luurangon liikkeinä tallennetun liiketiedon sisällyttämiselle 3D-animaatioon. 
 
Kuvio 18. Liiketiedon vienti Motivesta. 
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3 VIRTUAALINEN ESITTELIJÄ 
3.1 Ohjelmistot (Make Human, 3ds Max, VR4MAX) 
Virtuaalisen esittelijän 3D-hahmon luontiin valittiin avoimen lähdekoodin Make 
Human -työkalu, jolla voi nopeasti generoida 3D-animaatio- ja esitystarkoituksiin 
soveltuvia ihmismäisiä 3D-geometrioita. (Make Human 2015a.) 
 
Kuvio 19. Make Human. (Make Human 2015b.) 
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Mallinnusohjelmistoksi 3D-animaation toteutukseen valittiin Autodeskin 3ds Max, 
koska se on virtuaalitekniikan laboratorion ensisijainen ohjelmisto CAVE-
visualisointien toteutukseen ja sen käyttöä liikkeenkaappauksen on jo alustavasti 
tutkittu Risto Norjan opinnäytetyössä Virtuaalitila liikkeenkaappausstudiona 
(SeAMK, Tekniikan yksikkö 2014). 
 
 
Kuvio 20. Autodesk 3ds Max. (Autodesk 2015a.) 
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Lisäsyy 3ds Maxin käytölle virtuaalitekniikan laboratoriossa on sen yhteyteen Tree-
C-kehittäjän toimesta kehitetty VR4MAX, joka toimii rajapintana minkä tahansa 3ds 
Maxilla luodun 3D-mallin ja VR-ympäristöjen välillä. VR4MAX tukee 3ds Maxilla 
tehtyjä 3D-animaatioita ja äänentoistoa. Se on tämän työn virtuaalisen esittelijän 
toteutukselle hyvä valinta. 
 
Kuvio 21. Tree-C VR4MAX. (Tree-C [Viitattu 8.11.2015]) 
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3.2 3D-hahmon generointi 
3D-animaatioiden toteuttamiseen mallinnetaan usein tarkoitusta vastaavia 3D-
hahmoja, mutta tämän työn tarpeisiin realistisen ihmismäisen mallin käsin 
suunnitteleminen ja mallintaminen olisi liian työlästä. Pyrittiin siis etsimään keino 
luoda nopeasti 3D-hahmo, joka vastaisi virtuaalisen esittelijän tarkoitusta. 
Make Human -hahmogeneraattori on oiva tapa luoda 3D-hahmoja nopeasti. Se 
sisältää kirjaston erilaisia hahmotyyppejä ja vaatetuksia hahmoille, sekä mittavat 
työkalut hahmon muokkaamiseen, helppokäyttöisten liukusäätimien avulla. 
(MakeHuman 2015a.) 
Virtuaalisen esittelijän 3D-hahmo luotiin säätämällä hahmolle haluttu sukupuoli, ikä, 
lihasmassa, paino, pituus, kehon mittasuhteet ja etniset piirteet. 
 
Kuvio 22. Hahmon generointia Make Humanissa. 
 
3D-hahmo oli valmis nopeasti ja se voitiin viedä 3ds Maxiin 3DS-tiedostomuodossa, 
joka on 3ds Maxin normaali tuonti/vientimuoto 3D-geometrioille. 
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3.3 3D-hahmon riggaus 
Ennen kuin voidaan saattaa liiketieto 3D-hahmon animaatioksi, täytyy 3D-hamoon 
liittää luuranko 3ds Maxissa. Motivesta tuotu liiketieto sisältää luiden liikkeet, muttei 
itse luita sellaisina objekteina, joita 3ds Max voisi automaattisesti hyödyntää. 
Luurangon toteutukselle valittiin 3ds Maxin Biped-työkalu, jolla voi luoda vapaasti 
muokattavia ihmismäisiä luurankoja animaatiotarkoituksiin. 
 
Kuvio 23. Bipedin luonti 3ds Maxissa. 
 
Kun Biped on luotu, sitä voidaan muokata tyypin ja rakenteen mukaan. Tähän 
työhön valittiin tyypiksi Male eli miespuolinen luuranko ja luiden lukumäärät 
vastasivatkin jo Motivesta tulevaa tietoa, paitsi varpaiden osalta, joiden liikettä ei 
kaapattu, joten varvasluut voitiin Bipediltä poistaa. 
Kun Biped on rakenteeltaan eli luumäärältään halutun kaltainen, voidaan siirtyä 
varsinaiseen Rigging-työvaiheeseen, eli Biped-luurangon liittämiseen Make 
Humanista tuodun 3D-hahmon geometriaan. 
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Ennen liiketiedon tuomista Bipedin luihin Biped on syytä asettaa Figure-tilaan ja 
asemoida sekä skaalata se 3D-geometrian sisälle mahdollisimman hyvin. Figure-
tila lukitsee muut Bipediin vaikuttavat muuttujat ja sallii vain rakenteen skaalaamisen 
ja asettelun. Asettelu tehdään tässä vaiheessa siksi, että se voidaan tallentaa FIG-
tiedostoon ja palauttaa luurangon mittasuhteet myöhemmin takaisin haluttuihin, 
koska liiketiedon tuomisen luurankoon havaittiin muokkaavan luiden rakenteita 
liiketiedon sisältämiä tietoja vastaamaan. 
 
Kuvio 24. Bipedin sovitus 3D-hahmoon. 
 
Biped kostuu erillisistä luista, joilla on 3ds Maxin luoma automaattinen 
kinematiikkahierarkia. Toisin sanoen luut ovat kinemaattisessa ketjussa, eivätkä 
pääse irtoamaan luurangosta tai liikkumaan vaikuttamatta muihin hierarkian luihin. 
Kinematiikka on 3ds Maxin jatkuvasti ja automaattisesti toteuttama laskelma siitä, 
miten luu voi kääntyä tai kiertyä, ja mitkä ovat luiden orientaatiot. 
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Kun Biped on aseteltu 3D-hahmon sisälle, voidaan siirtyä liiketiedon tuomiseen 
BVH-tiedostosta Bipedin luihin. Bipedillä on tätä varten 3ds Maxissa oma Motion 
Capture -valikko Motion-päävalikon alla. Liikekaappaustiedostojen tuomiselle on 
tarjolla monia eri asetuksia, nämä liittyvät lähinnä liiketiedon sovittamiseen. 
Asetukset ovat hyödyllisiä, jos tarkoitus on sovittaa liiketieto animaatioon, jolla on 
hyvin erilainen tarkkuus ja kesto, tai muita mahdollisesti poikkeavia ominaisuuksia. 
Tässä työssä vakioasetukset liiketiedon tuomiselle Motivesta BVH-formaatissa 3ds 
Max Bipediin olivat kuitenkin riittävät, koska käytössä ei ollut monimutkaisia 
järjestelmiä. Lisäksi Biped oli jo säädetty rakenteeltaan liiketiedon luutietoja 
vastaavaksi. 
 
Kuvio 25. Liiketiedon tuominen Bipedin luihin. 
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3.4 3D-hahmon skinnaus 
Kun liiketieto on onnistuneesti tuotu Bipedin luihin, voidaan siirtyä Skinning-
työvaiheeseen. Skinnauksessa määritellään jokaiselle luurangon luulle omat 
vaikutusalueensa, joiden mukaan luut liikkuessaan liikuttavat myös 3D-geometriaa. 
 
Kuvio 26. Skin-muokkaimen luonti. 
 
Skinnaus toteutetaan 3ds Maxissa yksinkertaisille 3D-malleille Skin-muokkaimella 
ja monimutkaisemmille luurankojärjestelmille ja 3D-geometrioille Physique-
muokkaimella. Tähän työhön Skin-muokkain on hyvä valinta, koska Physiquen 
monipuolisemmille ominaisuuksille ei ole tarvetta. Jos virtuaaliseen esittelijään olisi 
tarkoitus mallintaa esim. liikkeiden mukana pullistuvia verisuonia tai jännittyviä 
lihaksia, niin Physique-työkalu olisi hyvä valinta. 
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Skin-muokkaimen ansiosta voidaan nähdä Bipedin luiden vaikutusalueet 
vertekseihin eli 3D-hahmon geometrian pintayksikköihin. Envelope on nimitys luun 
vaikutusalueelle. Envelope-toiminnon voimakkuus, eli miten paljon tai miten pienellä 
liikkeellä se liikuttaa 3D-geometrian verteksejä mukanaan, näkyy 
lämpövärikoodatuista painoarvoalueista. 
 
Kuvio 27. Luiden vaikutusalueen määrittäminen. 
 
Painoarvot vaikutusalueille voi myös säätää Skin-muokkaimen sisältämillä Vertex 
Weight -työkaluilla, kuten Weight Table -taulukolla, johon voi käsin kirjata verteksien 
painoarvot tai Weight Brush -työkalulla. Se on sivellin, jolla voi käsin maalata 
verteksien painoarvot suoraan 3D-geometriaan. (Autodesk 2015b.) 
Työssä erittäin hyödylliseksi työkaluksi osoittautui Skin-muokkaimen Mirror-työkalu, 
jolla voitiin peilata symmetrisen esittelijähahmon vasemman puolen verteksien 
painoarvot oikealle puolelle, tämä vähensi tarvittavaa työtä huomattavasti. 
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3.5 Lipsync 
Virtuaalisen esittelijän puhe täytyi vielä animoida, eli hahmon suulle oli toteutettava 
lipsync eli huulten liikkeen synkronointi ääneen. Tähän käytettiin 3ds Maxin Ripple-
muokkainta ja AudioPosition-ohjainta. 
 
Kuvio 28. Huulten valinta ja Ripple-muokkain. 
 
Ripple-muokkainta varten täytyy ensin valita haluttu osa 3D-geometriasta. Tarkasti 
valituille huulten vertekseille luotu Ripple liikuttaa verteksejä. 
Ripplelle luotiin tämän jälkeen AudioPosition-ohjain, joka käskee Rippleä 
liikuttamaan huulia äänitiedoston taajuustiedon mukaan. 
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Kuvio 29. AudioPosition-ohjaimen luonti ja äänitiedoston tuonti. 
 
CAVEn esittelypuhe oli toimitettu virtuaalitekniikan laboratorion toimesta 
tekstitiedostosta äänitiedostoksi text-to-speech-menetelmää käyttäen. Text-to-
speech menetelmä syntetisoi tekstiä, tuottaen ihmispuheen ja äänteiden jäljitelmiä. 
Äänitiedosto ladattiin AudioPosition-ohjaimelle ja viimeinen vaihe oli käyttää 3ds 
Maxin Bake Animation -työkalua, jotta huulten liike voitiin sisällyttää osaksi 3D-
animaatiota. Animaatioiden yhdistäminen mahdollisti äänikontrollerin ja Ripple-
muokkaimen poistamisen 3D-mallista, sekä lipsyncin toteuttamisen VR4MAXissa, 
koska VR4MAX ei tue AudioPosition-ohjainta eikä Ripple-muokkainta. Tuloksena oli 
onnistunut puheanimaatio virtuaalisen esittelijän liikekaapatun animaation lisäksi. 
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3.6 Esityksen vienti VR4MAX-ohjelmaan 
3D-animaation saattaminen 3ds Maxista VR4MAX-visualisointiohjelmistoon 
tapahtuu 3ds Maxiin liitetyllä VR4MAX Translator -vientityökalulla. Vientityökalu 
sisältää tarvittavat asetukset kaikille VR4MAX-ohjelman tukemille 3ds Maxin 
toiminnallisuuksille ja niiden visualisoinnille VR-ympäristöissä. 
 
Kuvio 30. 3D-animaation vienti VR4MAX-ohjelmaan. 
 
Tähän työhön vientityökalun vakioasetukset olivat sopivat, sillä virtuaalisen 
esittelijän 3D-animaatio ei sisältänyt muuta kuin Biped-luurangon, 3D-hahmon 
geometrian ja tavanomaiset keyframe-animaatiot luille ja geometrialle. 
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4 YHTEENVETO 
Liikkeenkaappauksen hyödyntäminen on levinnyt viihdeteollisuudesta lähes 
jokaiseen tekniseen alaan. Liikkeenkaappausjärjestelmän hyödyntäminen 
virtuaalitekniikan laboratoriossa yhteistyökumppaneiden houkuttelemiseksi sekä 
jatkotutkimus aiheeseen on tärkeää. Potentiaalia on erittäin vaikuttaviin 
virtuaaliesityksiin, eikä pelkästään visuaalisen näyttävyyden kautta, vaan eritoten 
konkreettisten hyötyjen, melkein minkä tahansa tutkimus- ja kehittämisalan työhön. 
Työssä toteutettiin valmis VR-esitys suunnitellun työnkulun mukaisesti, 
liikkeenkaappauspuvun päälle pukemisesta valmiin 3D-animaation esittämiseen 
CAVE-studiossa. Ongelmien määrä oli suuri, mutta verkkolähteistä löytää avun, 
varsinkin 3D-tekniikan asioiden suhteen, koska internet on täynnä vuosikymmeniä 
toimineita yhteisöjä 3D-artisteille ja harrastajille ympäri maailmaa. 
Liikkeenkaappausjärjestelmä tarvitsee vielä yksityiskohtaisen työohjeen, jotta kuka 
tahansa voi toteuttaa valmiin esityksen, vähäisellä kokemuksella järjestelmistä ja 
ohjelmistoista. Työohjetta ei ehditty kirjoittaa tämän dokumentaation aikana. 
Työn teko oli hyvin mielekästä ja opin paljon uutta liikkeenkaappauksesta, toivon 
että uudet opiskelijat jatkavat tätä tutkimus- ja kehitystyötä. 
50 
 
LÄHTEET 
Autodesk. 2015a. 3ds Max overview. [www-lähde]. Autodesk products. [Viitattu 
08.11.2015]. Saatavissa: http://www.autodesk.com/products/3ds-max/overview 
Autodesk. 2015b. Skin Modifier. [www-lähde]. 3ds Max Help. [Viitattu 24.11.2015]. 
Saatavissa: http://docs.autodesk.com/3DSMAX/15/ENU/3ds-Max-
Help/index.html?url=files/GUID-9596F6EF-3569-44F2-8D6C-
6EB58C30BEDD.htm,topicNumber=d30e96793 
Make Human. 2015a. Makehuman is... [www-lähde]. makehuman.org. [Viitattu 
24.11.2015]. Saatavissa: http://www.makehuman.org/ 
Make Human. 2015b. [www-lähde]. makehuman.org. [Viitattu 08.11.2015]. 
Saatavissa: http://www.makehuman.org/ 
NaturalPoint. 2015a. Preparing the capture area. [www-lähde]. OptiTrack Quick 
Start Guide. [Viitattu 07.11.2015]. Saatavissa: 
http://wiki.optitrack.com/index.php?title=Quick_Start_Guide#Preparing_the_Ca
pture_Area 
NaturalPoint. 2015b. Motive: Data Formats. [www-lähde]. NaturalPoint Help 
Center. [Viitattu 23.11.2015]. Saatavissa: http://help.naturalpoint.com/kb/18-
motive-data-formats-and-streaming 
NaturalPoint. 2015c. Flex 3. [www-lähde]. OptiTrack hardware. [Viitattu 
07.11.2015]. Saatavissa: http://www.optitrack.com/products/flex-3/ 
NaturalPoint. 2015d. Face Wizard. [www-lähde]. OptiTrack Expression tutorials. 
[Viitattu 23.11.2015]. Saatavissa: 
http://www.optitrack.com/products/expression/tutorials.html 
NaturalPoint. 2015e. Flex 3 In Depth. [www-lähde]. OptiTrack hardware. [Viitattu 
23.11.2015]. Saatavissa: http://www.optitrack.com/products/flex-3/indepth.html 
NaturalPoint. 2015f. Motion capture suits. [www-lähde]. OptiTrack accessories. 
[Viitattu 07.11.2015]. Saatavissa: http://www.optitrack.com/products/motion-
capture-suits/ 
NaturalPoint. 2015g. Motive File Formats. [www-lähde]. NaturalPoint Help Center. 
[Viitattu 23.11.2015]. Saatavissa: http://help.naturalpoint.com/kb/articles/81-in-
what-file-formats-can-motive-export-tracking-data 
NaturalPoint. 2015h. Motive. [www-lähde]. OptiTrack software. [Viitattu 
07.11.2015]. Saatavissa: http://www.optitrack.com/products/motive/ 
51 
 
NaturalPoint. 2015i. Camera Calibration. [www-lähde]. OptiTrack Quick Start 
Guide. [Viitattu 07.11.2015]. Saatavissa: 
http://wiki.optitrack.com/index.php?title=Quick_Start_Guide#Camera_Calibratio
n 
NaturalPoint. 2015j. Motive Calibration. [www-lähde]. Motive Documentation. 
[Viitattu 24.11.2015]. Saatavissa: http://wiki.optitrack.com/index.php?title=Calib 
NaturalPoint. 2015k. Preparing your performer. [www-lähde]. YouTube. [Viitattu 
07.11.2015]. Saatavissa: https://www.youtube.com/embed/cNZaFEghTBU 
NaturalPoint. 2015l. Recording and take management. [www-lähde]. YouTube. 
[Viitattu 07.11.2015]. Saatavissa: 
https://www.youtube.com/embed/w7XrGqPgk-o 
NaturalPoint. 2015m. Motive Data Editing. [www-lähde]. Motive Documentation. 
[Viitattu 24.11.2015]. Saatavissa: 
http://wiki.optitrack.com/index.php?title=Data_Editing 
Reuters. 4.8.2015. OptiTrack Takes Over as Animation Market Leader; Customers 
Break Motion Capture Records. [www-lähde]. OptiTrack Press Release. 
[Viitattu 23.11.2015]. Saatavissa: http://www.reuters.com/article/2014/08/04/or-
optitrack-idUSnBw045911a+100+BSW20140804#C1Q9v7fQejMFK96P.97 
SeAMK. Ei päiväystä. Virtuaalitekniikan laboratorio. [www-lähde]. Seinäjoen 
ammattikorkeakoulu. [Viitattu 06.11.2015]. Saatavissa: 
http://www.seamk.fi/fi/Osaaminen/Oppimisymparistoja/Tekniikan-
laboratoriot/Virtuaalitekniikan-laboratorio 
Tree-C. Ei päiväystä. VR4MAX. [www-lähde]. Tree-C products. [Viitattu 
08.11.2015]. Saatavissa: http://www.tree-c.nl/products/vr4max/ 
  
52 
 
LIITTEET 
Liite 1. Kuva valmiista virtuaalisesta esittelijästä 
  
53 
 
LIITE 1 Kuva valmiista virtuaalisesta esittelijästä 
 
Kuvio 31. Valmis virtuaalinen esittelijä VR4MAXissa 
 
