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Chapter 1
Introduction
The classical Clark-Ocone formula [6; 52] represents a functional on the Wiener space
as the sum of its expectation and a stochastic integral of the conditional expectation
of its H-derivative. This is the result of the adjoint relationship between the gradient
and divergence operators defined on the classical Wiener space, and is closely related
to the integration by parts formula, an essential part of Malliavin calculus.
As one of the basic tools in stochastic analysis, the Clark-Ocone representa-
tion has many important applications and generalisations. One of its crucial conse-
quences is the spectral gap inequality on the path spaces over compact Riemannian
manifolds, proved by S. Fang [30]. We are interested in extending Fang’s result to
the study of the spectral gap of the Hodge-Kodaira Laplacian on differential forms,
and in proving the (possible) vanishing of the L2 de Rham cohomology classes on the
based path spaces. This is part of a long-range goal of developing a Hodge theory
on infinite dimensional manifolds, first set by L. Gross [32] almost half a century
ago in his pioneering work on infinite dimensional potential theory.
One of our main results is the derivation of a generalised Clark-Ocone formula
for one-forms on Riemannian path spaces, which proves the spectral gap for the
Hodge Laplacian ∆1 and the vanishing of the first L2 de Rham cohomology. Kusuoka
[42] studied the L2 Hodge theory in the setting of hypersurfaces in the Wiener space,
and obtained a related result using a very different approach. Our idea is modelled
on a generalisation of the classical Clark-Ocone formula for functions to those for
differential forms on the classical Wiener space. These generalised formulae imply
directly the closedness of the range of the exterior derivatives and the existence
of spectral gap for the Laplacian operators on differential forms. They also give
an alternative proof of the result by I. Shigekawa [55] of the triviality of the de
Rham cohomology groups on the Wiener space. Our approach has the benefits
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of providing explicit expressions for the components in the Hodge decomposition,
and perhaps more importantly, of showing promise to carry over to curved path
spaces, as indicated by the aforementioned result on one-forms. Higher-order forms
on path spaces, however, involve further complications which still evade our full
comprehension, and hence remain a part of the ongoing research.
Since the existence of Clark-Ocone-type formulae has such significance for the
L2 de Rham cohomology, we have explored a few different techniques of formulating
them in more general settings, especially where there is no natural concept of time,
nor any intrinsically defined filtration. Such filtrations play a principal role in the
standard Itoˆ integration theory, since they give rise to the fundamental notions of
measurability and adaptedness. Noteworthy examples where the standard theory
on the classical Wiener space does not directly apply include abstract Wiener spaces
(where there is no intrinsic temporal structure), and the loop spaces (where there is
ambiguity in the definition of time and filtration, since the end point coincides with
the start point; usually an enlargement of filtration is required).
One of such techniques, first proposed by U¨stu¨nel [57] and further developed
by U¨stu¨nel and Zakai [61], is to construct filtrations using resolutions of the identity
of the Cameron-Martin space. Such constructions unify the treatment of the forward
and backward Itoˆ integrals, and open up the possibility of even more unconventional
flows of time, lending hope to a new approach to the stochastic analysis on loop
spaces. There are known obstructions to log-Sobolev inequality and spectral gap
inequality on loop spaces [17], so it is natural to inquire into the possible topological
or geometrical obstructions to the existence of certain classes of random resolutions
of the identity. Although we do not address this question here, it motivated our
investigation into random resolutions of the identity.
Another technique, initiated by L. Wu [63], aims at establishing a more
intrinsic Clark-Ocone formula by replacing all such concepts of time, filtrations,
adaptedness, etc., with the simple yet powerful idea of the Itoˆ isometry. Wu’s
framework consolidates many of the other Clark-Ocone-type formulae, including
those for the functionals on the Brownian sheets and the above resolution method.
His concept of subspaces of the isometries is an important ingredient of the basic
framework where our generalised Clark-Ocone formulae are derived.
The organisation of the thesis is as follows. After a quick review of the basic
definitions and some well-known results in this chapter, we proceed to explore, in
Chapter 2, the use of filtrations induced by a random (path-dependent) resolution of
the identity, extending the existing results on non-random resolutions of the identity
in [57; 61]. We show that the characterisations of measurability and adaptedness by
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U¨stu¨nel and Zakai [61] remain valid on the path spaces (Theorems 2.2.10 and 2.2.11),
and the whole construction fits naturally with the existing Clark-Ocone formula on
the path spaces. Chapter 3 discusses the commutation formula, an essential tool for
manipulating the derivative and divergence operators, which is to be used repeatedly
in the sequel.
The rest of the thesis is devoted to the study of differential forms and de
Rham cohomology groups. In Chapter 4, we develop Clark-Ocone-type formulae for
differential forms on the Wiener space (Theorems 4.3.8 and 4.3.14), which lead to
the vanishing of the de Rham cohomology classes and establish the Hodge decom-
position, as an alternative to Shigekawa’s original proof [55]. Although the case of
one-forms is similar to that of higher-order forms in the Wiener-space setting, we
present the former first and separately in order to delineate the basic arguements,
and also to mirror our later result for one-forms on the Riemannian path spaces in
Chapter 6. We conclude the chapter with some of our attempts at adapting the
same approach to abstract Wiener spaces.
Chapter 5 illustrates a representation-theoretic approach of the subject, lever-
aging on the Itoˆ-Wiener chaos expansion [36] as a correspondence between the Fock
space of symmetric tensors and the L2 space with respect to the Gaussian measure.
The Clark-Ocone proof in Chapter 4 for one-forms can be easily restated in terms
of chaos expansion, but it becomes intractable for higher-order forms. The solution
is to apply the representation theory of symmetric groups to obtain a direct sum
decomposition of certain Sn-invariant subspaces of mixed tensor products (Lemma
5.1.2), which then leads to the trivialty of the L2 de Rham cohomologies on abstract
Wiener spaces (Corollary 5.2.2).
In Chapter 6 we present the generalised Clark-Ocone formula for one-forms
on Riemannian path spaces (Proposition 6.2.1), emulating the derivation in Chapter
4. The direct consequence is the spectral gap for ∆1 and the Hodge decomposition
for L2 H-one forms (Theorem 6.2.6). The progress with higher-order forms is ex-
plained, together with some partial results. We also explain another approach, which
consists of pulling back the one-forms on the path spaces via the Itoˆ map to the
Wiener space, and produces expressions in terms of weak derivatives. This gives an
earlier result for one-forms, as announced in [21]. We believe that the two different
approaches can complement each other, and possibly work together to resolve the
difficulty we have encountered with the higher-order forms.
3
1.1 Notions and Notation
Throughout the thesis, we try to introduce notation only close to where it is used.
Therefore, only basic and global notation is given in this section.
Let (E,H, µ) be an abstract Wiener space, i.e., E is a separable Banach space
with the norm ‖·‖E , H is a separable Hilbert space that is densely and continuously
embedded in E with the inner product < ·, · >H and the norm ‖ · ‖H = √< ·, · >H ,
and µ is the Wiener measure on E with the characteristic functional given by∫
E
exp{√−1(l, w)}µ(dw) = exp{−1
2
|l|2H∗}, l ∈ E∗ ⊆ H∗ = H,
where E∗ is the dual space of E, H∗ is the dual space of H and identified with H
by the Riesz representation theorem, and (·, ·) denotes the natural bilinear pairing
on E∗ ×E. As an example, we have in the case of the classical Wiener space, for a
fixed T > 0,
E = C0([0, T ];Rm)
def
= {continuous functions from [0,T] to Rm, starting at 0},
with its norm ‖σ‖C0 = supt∈[0,T ] ‖σ(t)‖Rm ,
H = L2,10 ([0, T ];R
m)
def
= {paths starting at 0 with first distributional derivative in L2},
with its inner product
〈h1, h2〉L2,10 =
∫ T
0
〈h˙1(t), h˙2(t)〉Rm dt,
where
h˙i(t) =
d
dt
hi(t), i = 1, 2,
and µ = γ, the classical Wiener measure. For ease of typography, we frequently put
parameters as subscripts, or suppress them altogether if the context is clear.
Given a real-valued smooth cylindrical function F on E, expressed as
F (w) = f((l1, w), (l2, w), ...(ln, w)), (1.1)
where w ∈ E, n ∈ N, l1, ..., ln ∈ E∗, and f : Rm → R is C∞ with compact support,
we define the gradient, ∇F , of F by
< ∇F (w), h >H= DF (w)(h), w ∈ E, h ∈ H, (1.2)
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where DF : E → H∗ is the H-directional derivative, i.e.,
DF (w)(h) = lim
→0
F (w + h)− F (w)

.
We regard DF (w) as an element of L2(H;R), the space of R-valued Hilbert-Schmidt
operators on H with the Hilbert-Schmidt norm |A|2HS =
∑∞
i=1 |A(ei)|2 <∞, where
{ei} is some (=any) orthonormal basis of H. We also write ∇hF for < ∇F, h >H .
More generally, for any separable Hilbert space X, we have X-valued cylin-
drical functions of the form
F (w) =
n∑
i=1
Fi(w)xi, w ∈ E,
where xi ∈ X, and Fi are real-valued cylindrical functions of the form (1.1) for i = 1
to n, n ∈ N. In the same way as in (1.2) we define the gradient ∇F : E → X ⊗H,
and we have the H-derivative DF : E → L2(H;X), where L2(H;X) is the space of
Hilbert-Schmidt operators from H to X.
The quasi-invariance of the Wiener measure (Cameron-Martin Theorem) sug-
gests that H-derivatives are the more natural object to study than the usual Fre´chet-
derivatives. By the integration by parts formula, ∇F is closable on Lp(µ) for all
1 ≤ p < ∞, and can be iterated to define higher powers ∇k, k ∈ N. So we have
DkF ∈ Lk2(H;X), the space of all k-linear operators of Hilbert-Schmidt class from
Hk = H × · · · ×H︸ ︷︷ ︸
k times
to X. The Sobolev spaces Dp,k(X) are defined as the completions
of the cylindrical functions using the H-derivatives and Hilbert-Schmidt norms. For
k = 0, we put Dp,0(X) = Lp(E;X).
The dual space of Dp,k(X) for p > 1 is denoted Dq,−k(X), where 1/p+1/q = 1.
Set
Dp,∞(X) =
⋂
k∈Z
Dp,k(X), Dp,−∞(X) =
⋃
k∈Z
Dp,k(X),
D∞(X) =
⋂
p>1
Dp,∞(X), and D−∞(X) =
⋃
p>1
Dp,−∞(X).
We call D−∞(X) the space of X-valued generalised Wiener functionals, or X-valued
distributions. Where X = R, we write simply Dp,k, D∞, D−∞, etc.
The adjoint of the gradient operator, denoted by δ, is the Skorohod integral
and can be interpreted as a divergence; we write sometimes δ = −div. Its L2 domain
Dom(δ) is the set of u ∈ L2(E;H) such that for all F ∈ D2,1
|E < ∇F (w), u >H | ≤ c‖F‖L2 ,
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where c is a constant depending on u. If u ∈ Dom(δ), we have δ(u) as the element
of L2(E) characterised by
EF (w)δ(u) = EDF (w)(u) = E < ∇F (w), u >H , F ∈ D2,1.
Corresponding to the H-differentiability, it is natural to study the H-one-
forms (one forms defined as H∗-valued functions on E), rather than the usual one
forms (as E∗-valued functions on E). More generally, we defineH-n-forms as follows.
For n ∈ N, let the alternating map An : Ln2 (H;R)→ Ln2 (H;R) be defined by
Anφ(h1, . . . , hn) =
1
n!
∑
p∈Sn
sgn(p)φ(hp(1), . . . , hp(n)), (1.3)
where φ ∈ Ln2 (H;R), h1, . . . , hn ∈ H, and the summation is over all n! elements of
the symmetric group Sn, the set of all permutations of {1, . . . , n}. We call an element
φ ∈ Ln2 (H;R) alternating if Anφ = φ, and denote the the set of all alternating
elements of Ln2 (H;R) byALn2 (H;R), which is a closed subspace of Ln2 (H;R). Setting
Λnp,∞(E) = Dp,∞(ALn2 (H;R)), we call an element of Λnp,∞(E) a differential form of
degree n, or an H-n-form for short. Similarly, we have Λnp (E) = L
p(E;ALn2 (H;R)),
the Lp H-n-forms of degree n.
The exterior derivative dn : Dom(dn) ⊂ Λnp (E) → Λn+1p (E), n ∈ N ∪ {0}, is
defined by
dnφ(w) = An+1(Dφ(w)),
with Dom(dn) obtained by taking the completion of cylindrical forms. The dual
operator dn∗ = D∗, as (An+1)∗ is just the inclusion map ALn2 (H;R) → Ln2 (H;R).
In what follows, we denote the closure of the closable operators ∇ and dn by the
same symbols.
1.2 Classical Results
On the classical Wiener space C0 = C0([0, T ];Rm), there is the natural filtration
{Ft}t∈[0,T ] generated by the Brownian motion on Rm, denoted by Bt : C0 → Rm,
with Bt(σ) = σ(t) for any σ ∈ C0 and t ∈ [0, T ]. We assume that all the sigma-
algebras on the Wiener space are completed with respect to γ.
The integral representation theory states that any square integrable func-
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tional of the Brownian motion can be represented as
F = EF +
∫ T
0
< ut, dBt >Rm ,
where u is a process adapted to F., i.e., ut is Ft-measurable for all t ∈ [0, T ] and
E
∫ T
0 |ut|2dt <∞.
Clark [6] gave the following explicit expression of u for F Fre´chet-differentiable
ut = E[λF ((t, 1], ·)|Ft],
where λF (s, w) is the measure induced via the Riesz representation by the Fre´chet
derivative of F at the point w ∈ C0, which is a continuous linear operator on C0.
Ocone [52] generalised this result to F ∈ D2,1 to obtain
ut = E[
d
dt
(∇F )t|Ft]. (1.4)
Karatzas, Ocone and Li [40] extend it further to F ∈ D1,1.
One direct consequence of (1.4) is that the operator ∇ has a closed range.
Indeed, for a sequence of functions Fi ∈ D2,1, i ∈ N, such that EFi = 0 and ∇Fi → v
in L2 as i→∞, we can define a function F = ∫ T0 < E( ddtvt|Ft), dBt >Rm , therefore
Fi =
∫ T
0
< E[
d
dt
(∇Fi)t|Ft], dBt >Rm →
∫ T
0
< E(
d
dt
vt|Ft), dBt >Rm= F.
Since ∇ is closed, we see F ∈ D2,1 and v = ∇F .
From this, we deduce immediately that the Laplacian ∆ = δ∇ on the Wiener
space has a spectral gap, based on a result by Donnelly [14] (that the existence of
the spectral gap of ∆ is equivalent to its having a closed range). Alternatively, we
can take the L2 norm of |F − EF | and use the Itoˆ isometry to deduce the spectral
gap inequality (see [30; 5]):
E|F − EF |2 = E|
∫ T
0
< E[
d
dt
(∇F )t|Ft], dBt >Rm |2
= E
∫ T
0
|E[ d
dt
(∇F )t|Ft]|2dt
≤ E
∫ T
0
| d
dt
(∇F )t|2dt = E|∇F |2H .
Further implications include the logarithmic Sobolev inequality and the isoperimet-
ric inequality; see [5] for details.
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Of the many existing generalisations of the Clark-Ocone formula, we mention
here only a few that relate to the problems we are interested in. U¨stu¨nel [58]
generalised the Clark-Ocone representation to distributions on the Wiener space,
using his extended Itoˆ integral. See [64; 1] for further development in this direction.
On a different note, Nualart and Pardoux [48] showed that, for F ∈ D2,1,
F = E(F |Fs ∨F t) +
∫ t
s
< E[
d
dr
(∇F )r|Fr ∨F t], dBr >Rm , ∀0 ≤ s ≤ t ≤ T, (1.5)
where F t = σ{BT − Br, r ≥ t} and Fs ∨ F t denotes σ(Fs,F t). This conditioned
formulation reduces to Ocone’s version if we take s = 0 and t = T .
1.3 Resolutions of the Identity
On a general abstract Wiener space (E,H, µ), there exists no intrinsic temporal
structure, nor any canonically defined filtration to which we could associate the
notions of measurability and adaptedness. U¨stu¨nel [57] suggested the construction
of a filtration through a continuous resolution of the identity on the Cameron-
Martin space H, which gives meaning to measurability and adaptedness, allows
for an analogue of the integral representation, and provides a generalisation of the
Clark-Ocone formula. This idea ties in with his earlier work on distributions in [58].
The same idea of using a resolution of the identity is explored later by Wu
[63] and U¨stu¨nel and Zakai [61]. We review this technique in this section, with a
view to extend it to more general cases in Chapter 2. As usual, fix T > 0. For
brevity we write s ∨ t = max(s, t), and s ∧ t = min(s, t).
Definition 1.3.1. A family of orthogonal projections pi = {pit}t∈[0,T ] on H is called
a continuous resolution of the identity of H if it satisfies
pitpis = pit∧s, lim
t→spit = pis, limt↓0
pit = 0, and lim
t↑T
pit = IdH , ∀t, s ∈ [0, T ],
where the limits here are taken in the strong sense.
A filtration can be now defined by setting
Fpit = σ{δ(pith), h ∈ H}, (1.6)
completed with respect to the measure µ. U¨stu¨nel [57] showed that FpiT coincides
with the Borel sigma-algebra on E. An element u of L2(E;H) is called adapted if
< u, pith >H is Fpit -measurable for all h ∈ H, t ∈ [0, T ]. The space of L2 functions is
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shown to consist of constants and the image of all such adapted elements of L2(E;H)
under the map δ ([57] Theorem 1), thus furnishing the abstract Wiener space with
an analogue of the integral representation on the classical Wiener space.
In this setting, U¨stu¨nel and Zakai [61] characterised the Fpit -measurability of
a random variable F ∈ D2,1 by
∇F = pit∇F, a.s., (1.7)
and the adaptedness of u ∈ D2,1(H) by
pit∇u = pit∇upit, a.s.,∀t ∈ [0, T ], (1.8)
i.e., < ∇ < u, pitk >H , h >H=< ∇ < u, pitk >H , pith >H , a.s., t ∈ [0, T ], h, k ∈ H.
Equivalently, (1.7) can be written as
DF (w)(h) = DF (w)(pith), a.s., (1.9)
and (1.8) as
pitDu(w)(h) = pitDu(w)(pith), a.s.,∀t ∈ [0, T ].
We postpone the generalisation of the Clark-Ocone formula to the next section, and
conclude this section with a few examples of resolutions from [63; 61].
Example 1.3.2. [63; 61] The canonical resolution of the identity, pit, on the Cameron-
Martin space L2,10 = L
2,1
0 ([0, T ];Rm) of the classical Wiener space is defined by
(pith)s =
∫ t∧s
0
h˙rdr =
∫ s
0
1(0,t](r)h˙rdr, h ∈ L2,10 , t and s ∈ [0, T ]. (1.10)
U¨stu¨nel [57] has shown that {Fpit }t∈[0,T ] coincides with {Ft}t∈[0,T ], the Brownian fil-
tration defined in Section 1.2, so the classical case fits into this framework seamlessly.
In particular, we note here that the Ft-measurability condition (1.7) is reduced to
d
ds
(∇F )s = 0, a.e. s ∈ (t, T ].
This captures the essence of what it means by saying a function F is Ft-measurable,
i.e., it depends only on the restriction of each sample path to the part over the time
interval [0, t]. Accordingly, the adaptedness condition (1.8) means
d
ds
(∇ d
dt
ut)s = 0, a.e. s ∈ (t, T ], ∀t ∈ [0, T ],
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i.e., a vector field u on C0 is adapted if the map σ 7→ u(σ)t is Ft-measurable for
each t.
Example 1.3.3. [63] A slight variation of the above is to define
(pibth)s =
∫ s
0
1[T−t,T ](r)h˙rdr, h ∈ L2,10 , t and s ∈ [0, T ].
Here {Fpibt }t∈[0,T ] coincides with the backward Brownian filtration {Fbt }t∈[0,T ], which
is generated by Bbt = BT −BT−t and completed with respect to γ. This construction
leads to the backward Itoˆ integral, as well as the following version of the Clark-Ocone
formula
F = EF +
∫ T
0
< E[
d
dt
(∇F )t|Fbt ], dBbt >Rm , F ∈ D2,1. (1.11)
In particular, the measurability condition (1.7) is reduced to
d
ds
(∇F )s = 0, a.e. s ∈ [0, T − t),
i.e., a function F is Fbt -measurable iff it depends only on the restriction of each path
to the interval [T − t, T ]. Similarly, the adaptedness condition (1.8) means simply
d
ds
(∇ d
dt
ut)s = 0, a.e. s ∈ [0, T − t), ∀t ∈ [0, T ].
This construction shows directly that Skorohod integral reduces to the backward
Itoˆ integral for u adapted to Fb. , pointed out earlier by Nualart [46].
Example 1.3.4. [63] A combination of the above two examples gives a resolution
(pimt h)s =
∫ s
0
1[0,t/2]∪[T−t/2,T ](r)h˙rdr, h ∈ L2,10 , t and s ∈ [0, T ].
Here {Fpimt }t∈[0,T ] coincides with the filtration {Fmt }t∈[0,T ], where Fmt = Ft/2∨Fbt/2.
We can define a Brownian motion Bm by dBmt = dBt/2 + dB
b
t/2 with respect to this
filtration, and the Clark-Ocone formula now takes the form of
F = EF +
∫ T
0
< E[
d
dt
(∇F )t|Fmt ], dBmt >Rm , F ∈ D2,1. (1.12)
This gives what U¨stu¨nel and Zakai [61] call a resolution of rank two, the rank of the
resolution being the smallest of the dimensions of the reproducing subspaces of H,
which equals the cardinality of the independent Wiener processes that generate the
filtration induced by the resolution of the identity. It is worth noting that changing
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the resolution as above has changed the number of the independent Wiener processes
generating the induced filtration.
Example 1.3.5. [61] A fancier variation defines the resolution as
(pift h)s =
∫ s
0
1[(T−t)/2,(T+t)/2](r)h˙rdr, h ∈ L2,10 , t and s ∈ [0, T ].
Here the filtration {Fpift }t∈[0,T ] = {Fft }t∈[0,T ], which is defined by
Fft = σ{B(T+r)/2 −B(T−r)/2, r ∈ [0, t]},
completed with respect to γ. With respect to this new filtration we have a Brownian
motion defined by Bft = B(T+t)/2 − B(T−t)/2, and a corresponding Clark-Ocone
formula
F = EF +
∫ T
0
< E[
d
dt
(∇F )t|Fft ], dBft >Rm , F ∈ D2,1. (1.13)
This is again a rank-two resolution.
The above examples might seem trivial as they are defined on the classical
Wiener space where a natural temporal structure already exists, as do filtrations.
For an abstract Wiener space, we have the following natural candidate.
Example 1.3.6. [61] Let {en}n∈N be a complete orthonormal basis of H, and Pn
the projection of H onto the subspace spanned by {e1, · · · , en}. Define
piot = Pbtan(pit/2T )c, t ∈ [0, T ],
where bsc denotes the largest integer not exceeding s. This resolution, unlike the
previous examples, is only right-continuous, and not continuous, so it does not,
strictly speaking, fit the definition 1.3.1. It is not clear what the Brownian motion
with respect to this filtration might look like, or how we can formulate the Clark-
Ocone formula in this case. An explanation is given in the next section.
1.4 Maximal Subspaces of Isometries
In order to develop an intrinsic Clark-Ocone formula without the use of filtrations,
Wu [63] considered replacing adaptedness by the projection onto a maximal subspace
of all L2 processes that preserve the Itoˆ isometry.
Following Wu’s notation, we define the collection of isometries under δ as
IM(δ) = {u ∈ Dom(δ) ⊂ L2(E;H) : E(δu)2 = E|u|2H},
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and let V be a linear subspace of L2(E;H) contained in IM(δ). The necessary
condition for a Clark-Ocone representation is now equivalent to the condition on V
that every zero-mean L2 random variable Y can be represented as Y = δu, for some
u ∈ V , i.e., an integral representation theorem.
Note that IM(δ) is not a vector space. Define the collection
Φ = {V : V ⊂ IM(δ) and is a vector subspace of L2(E;H)}, (1.14)
which can be partially ordered by the inclusion map, so by Zorn’s lemma any element
of Φ is contained in some maximal element of Φ. Denote by L20(E) the set of all
elements of L2(E) with zero expectation.
Since δ is a closed operator, the image under δ of any closed subspace V of
L2(E;H) contained in IM(δ) is also a closed subspace of L20(E). If PX denotes the
projection operator onto a subspace X, Wu [63] showed that
Pδ(V )F = δ(PV∇F ), ∀F ∈ D2,1, (1.15)
which follows easily from
E[δ(u)δ(PV∇F )] = E < u,PV∇F >H = E < u,∇F >H = E[δ(u)F ], ∀u ∈ V.
It is worth noting that the composed operators PVD and δPV are dual to each
other, hence make themselves good candidates for further study in this set-up. At
this stage we do not pursue this direction further, except to mention in passing the
work of Cont and Fournie [7; 8], inspired by Dupire [16], on their functional Itoˆ
calculus where a certain weak derivative is developed as a non-anticipative version
of the H-derivative, not unsimilar to PVD here.
From (1.15), it is now trivial to derive a Clark-Ocone formula in the form of
F = E(F ) + δ(PV∇F ), ∀F ∈ L2(E), (1.16)
as long as our V satisfies the criterion (an analogue of the integral representation)
δ(V ) = L20(E). (1.17)
In this formulation, the Clark-Ocone representation is generalised to all square in-
tegrable functions since (1.15) itself holds for any F ∈ L2(E) in the following sense:
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the composed operator PV∇ satisfies
|(PV∇)(F )|L2(E;H) = |Pδ(V )(F )|L2(E) ≤ |F |L2(E), (1.18)
so it extends to a bounded linear operator from L2(E) to V .
It is then important to study the conditions under which (1.17) holds. A
necessary but insufficient condition given in [63] is that V itself is a maximal element
of Φ. Interestingly, one way to construct such a maximal subspace of isometries that
satisfies (1.17) is through a continuous resolution of the identity pi, where V is taken
as the closure of the simple adapted elements of L2(E;H), i.e., V = S¯ with
S =
{
u =
∑n
k=1 Fkhk : n ∈ N, hk ∈ pitk+1(H) ∩ pitk(H)⊥,
Fk ∈ Ftk , 0 ≤ t1 < · · · < tn < tn+1 = T
}
. (1.19)
Wu [63] showed that (1.17) is equivalent to the condition that {pit}t∈[0,T ] is con-
tinuous (rather than merely right-continuous as initially formulated in his paper,
following the classical definition from functional analysis as given by Yosida [65]).
This means, the contruction in Section 1.3 leads to the Clark-Ocone formula of the
form (1.16).
Applying the criterion (1.17) to the examples from the previous section makes
an illuminating exercise.
Example 1.3.2. The canonical resolution pit is clearly continuous. In this case,
F = E(F ) + δ(PV∇F ) = E(F ) +
∫ T
0
<
d
dt
(PV∇F )t, dBt >Rm , ∀F ∈ L2(C0),
where the last term is an Itoˆ integral, and we use the fact that PV∇ extends to an
operator on L2(E), as discussed above. If F ∈ D2,1, this reduces to the classical
Clark-Ocone formula (1.4) with
PV∇F =
∫ .
0
E(
d
dt
(∇F )t|Ft)dt.
The map PV here is the projection onto the subspace V of the usual adapted pro-
cesses inside L2(C0;L
2,1
0 ), defined by
(PV u)t =
∫ t
0
E[
d
ds
us|Fs]ds, u ∈ L2(C0;L2,10 ), (1.20)
and is a continuous map from D2,1(L2,10 ) to D2,1 (see [58]).
Example 1.3.3. The resolution pibt is again continuous, and gives us the Clark-
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Ocone formula in terms of the backward Itoˆ integral with respect to the backward
Brownian motion Bbt and backward filtration Fbt , just as in equation (1.11).
Similarly, the resolution pimt leads to (1.12), and pi
f
t leads to (1.13), which we
do not detail here.
Example 1.3.6. The resolution piot is not continuous, but only right-continuous,
therefore condition (1.17) is not satisfied, and we do not have a Clark-Ocone formula.
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Chapter 2
Random Resolutions of the
Identity
In this chapter, we extend the results of U¨stu¨nel and Zakai [61] on non-random
resolutions of the identity (see Section 1.3) to certain random resolutions. Such a
generalisation is natural and necessary for applying their technique to the study of
the based path space on a smooth compact Riemannian manifold, where the tangent
spaces themselves are random (path-dependent). This special case is our primary
example of study in this chapter.
We start by introducing the basic set-up on Riemannian path spaces. We
then verify the validity of U¨stu¨nel and Zakai’s characterisations of measurability
and adaptedness in path spaces, and show that the existing Clark-Ocone formula
on the path spaces fits into this framework naturally.
Throughout this thesis, we focus on the non-degenerate case using the Levi-
Civita connection and the Brownian motion measure. Although greater generality
is possible in terms of the choice of the connection and the underlying diffusion
measure on the path spaces, it does not seem worth pursuing at this stage. This is
mainly to avoid introducing additional notation, and we do not foresee any difficulty
in extending the current results to the case of more general (possibly degenerate)
diffusion measures and other connections on the tangent bundle (in the case of
degenerate diffusions on the manifold, it would be connections on some subbundle).
It is, however, worth mentioning that even on the classical Wiener space, there are
different possible choices of metric connections on Rn, and each of them gives rise
to a different tangent bundle structure and a different Clark-Ocone formula, which
deserves to be compared and perhaps unified in a general framework. Therefore,
random resolutions on the flat spaces are already interesting subjects of study.
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2.1 Notions and Notation
Given an n-dimensional smooth compact Riemannian manifold M , we fix x0 ∈ M
and T > 0, and denote by Cx0M = Cx0([0, T ];M) the space of continuous paths
starting at x0, with its usual C
∞ Banach manifold structure inherited from that
of M (see [18; 19]) and the Brownian motion measure µx0 . The standard filtration
{Fx0t }t∈[0,T ] on Cx0M is the one induced by the evaluation map, i.e., denoting by
evs : Cx0M →M the evaluation map at time s, we have evs(σ) = σs for σ ∈ Cx0M ,
and
Fx0t = σ{evs : Cx0M →M, s ∈ [0, t]}, (2.1)
completed with respect to µx0 . The tangent space TσCx0M to Cx0M at a path σ is
given by
TσCx0M
def
= {v ∈ C([0, T ];TM) : v(0) = 0, v(t) ∈ TσtM,∀t ∈ [0, T ]},
with the uniform norm induced by the Riemannian metric of M . We also have the
L2 tangent space at σ,
L2TσCx0M
def
= {v ∈ L0([0, T ];TM) : (//σ. )−1v. ∈ L2([0, T ];Tx0M)},
with its inner product
< u, v >L2σ=
∫ T
0
< ut, vt >σt dt,
where L0([0, T ];TM) stands for the space of measurable functions from [0, T ] to
TM , and //σt denotes the stochastic parallel translation of Tx0M to TσtM using the
Levi-Civita connection on M . These L2 tangent spaces form the fibres of a smooth
Hilbert bundle L2TCx0M over Cx0M ; see [25] for a more detailed description.
The analogue of the Cameron-Martin space H = L2,10 is the Bismut tangent
space, defined for almost all σ ∈ Cx0M by
Hσ = {v ∈ TσCx0M : (//σ. )−1v. ∈ L2,10 (Tx0M)}, (2.2)
where L2,10 (Tx0M) = L
2,1
0 ([0, T ];Tx0M) refers to the finite energy paths in the tan-
gent space to M at the base point x0. Note that Hσ is a Hilbert space whose inner
product is given by
< u, v > H˜σ =
∫ T
0
<
D
dt
ut,
D
dt
vt >σt dt, (2.3)
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where the operator Ddt on vector fields along σ is defined by
D
dt
ut = //
σ
t
d
dt
[(//σt )
−1ut]. (2.4)
We can, and will, from now on, endow Hσ with a different inner product
< u, v >Hσ=
∫ T
0
<
D
dt
ut,
D
dt
vt >σt dt, (2.5)
where the operator Ddt is defined similarly to (2.4), but using the damped version of
//σt , so as to take into account of the effect of the Ricci curvature (see [25; 26] for
more details). More precisely, the damped parallel translation Wt : Tx0M → TσtM
is given by the solution of
D
dt
Wt(V ) = −1
2
Ric]σt(Wt(V )), 0 ≤ t ≤ T,
where Ric] : TM → TM is defined by the Ricci curvature Ric corresponding to the
connection ∇:
< Ric](u), v >x= Ricx(u, v) = Trace < R(u,−)−, v >x, ∀x ∈M,
and R is the Riemann curvature tensor. We write
D
dt
ut = Wt
d
dt
(W−1t ut),
and note its relationship with (2.4) through
D
ds
=
D
ds
+
1
2
Ric]. (2.6)
The operator Ddt determines an isometry between the Hilbert bundles H =
∐Hσ and
L2TCx0M , at least over the subset on which
D
dt is defined, a subset of full measure
in Cx0M . Its inverse is denoted W : L
2TCx0M → H, given by
W t(h) = Wt
∫ t
0
W−1s hsds, h ∈ L2TσCx0M.
As in the case of the classical Wiener space, differentiation on Cx0M should
be restricted to be along the admissible directions of some special Hilbert space,
here the Bismut tangent space. We take as initial domain the smooth cylindrical
functions, and note that DH : Dom(DH) ⊂ L2(Cx0M) → L2ΓH∗ is closable (see
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[15] or [25]). We denote its closure by the same symbol DH, and its domain by
D2,1 equipped with the graph norm. As in Section 1.1, for functions with values in
a separable Hilbert space K, we write D2,1(K) as a shorthand for D2,1(Cx0M ;K),
and omit K when K = R. We also have the gradient operator ∇H : D2,1 → L2ΓH,
and the divergence operator div = −∇∗H : Dom(div) ⊂ L2ΓH → L2(Cx0M ;R), such
that, for f ∈ D2,1 and V ∈ Dom(div),
EDHf(σ)(V (σ)) = E < ∇Hf(σ), V (σ) >Hσ= −Ef(σ)div(V )(σ).
Note that ∇H corresponds to the damped inner product (2.5). We also have a
different gradient operator ∇˜H using the undamped inner product (2.3), so
DHf(σ)(V (σ)) =< ∇Hf(σ), V (σ) >Hσ=< ∇˜Hf(σ), V (σ) > H˜σ .
For brevity we may suppress the subscript H when the context is clear.
Let {xt}t∈[0,T ] ⊂M be the solution, starting at x0, to a Stratonovich stochas-
tic differential equation (SDE)
dxt = X(xt) ◦ dBt, (2.7)
where Bt : C0 → Rm is the canonical Brownian motion on Rm, the vector bundle
morphism X : M×Rm → TM gives surjective linear maps X(x) : Rm → TxM ∼= Rn,
and is smooth in x ∈M . Obviously, we have m ≥ n.
The surjectivity of X implies that we can define an inner product <,>x on
TxM by
< X(x)e1, X(x)e2 >x=< e1, e2 >Rm , ∀e1, e2 ∈ Ker(X(x))⊥,
where Ker(X(x))⊥ is the orthogonal complement of the kernel ofX(x) in Rm. There-
fore X induces a Riemannian metric on M .
For this metric, X also induces a metric connection, the LeJan-Watanabe
connection ∇˘ (see, for example, [22]), which is defined, for any smooth vector field
U on M , by
∇˘vU = X(x)D[x 7→ YxU(x)](v), ∀x ∈M, v ∈ TxM,
where Yx : TxM → Rm is the adjoint of X(x). Note that X(x)Yx(v) = v, for all
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v ∈ TxM . The torsion of this connection is given by
T˘ (u, v) = X(x)dY (u, v), u, v ∈ TxM.
where dY is the exterior derivative of Y , considered as an Rm-valued differential
one-form on M . If ∇˘ is the Levi-Civita connection ∇ on M , the SDE (2.7) induces
the Brownian motion measure µx0 on M, as the law of its solution starting from x0.
The following property is essential ([22] Proposition 1.1.1):
∇˘vX(x)(e) = 0, ∀v ∈ TxM, e ∈ Ker(X(x))⊥. (2.8)
With the discussion above in mind, we make the following standing assumption
throughout this thesis.
Assumption 2.1.1. X induces the Riemannian metric and the Levi-Civita connec-
tion ∇ on M . Hence (2.8) holds for ∇.
The Itoˆ map I : C0 → Cx0M of the SDE (2.7) is given by
It(w) = ξt(x0, w) = xt(w),
where {ξt}t∈[0,T ] is the solution flow, and {xt}t∈[0,T ] is the solution to (2.7) starting
at x0. The Itoˆ map is a measurable measure-preserving map between (C0,F , γ)
and (Cx0M,Fx0 , µx0), with I∗γ = µx0 . The filtration generated by I is denoted by
{FIt }t∈[0,T ].
Bismut [4] gives the following formula for the H-derivative of It,
TI(h)t = Tx0ξt
∫ t
0
(Tx0ξs)
−1X(xs)h˙sds, t ∈ [0, T ], h ∈ H, (2.9)
where Tx0ξt : Tx0M → TxtM is the derivative of ξt at x0. This shows that the
H-derivative of I is a continuous linear map TwI : H → Tx.Cx0M for almost all
w ∈ C0.
For almost all σ ∈ Cx0M and h ∈ H, we define
TIσ(h) = E[TwI(h)|I(w) = σ].
In general, we denote by f(σ) the conditional expectation of a function f on C0 given
I = σ, which gives a function on Cx0M obtained by factorisation. For a discussion
of the conditional expectation of vector bundle valued processes, see [20; 22].
If the connection defined by the SDE (2.7) is the same as the one defining H
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and its inner product, as is the case here, the map TIσ : H → Hσ gives a projection
for almost all σ ∈ Cx0M , defined by
TIσ(h)t = Wt
∫ t
0
W−1s X(σs)h˙sds, (2.10)
with an isometric right inverse v 7→ ∫ .0 Yσs Ddsvsds ([25] Property 3.1).
Relatedly, we have the push-forward map TI(−)σ, mapping any L2 H-vector
field h on C0 to an H-vector field TI(h) on Cx0M , given by
TI(h)σ = E{TwI(h(w))|I(w) = σ}, a.e. σ ∈ Cx0M.
This is a continuous linear map from L2(C0;H) to L
2ΓH ([23] Theorem 2.2), and
if h ∈ Fx0T with h = h¯ ◦ I, where h¯(σ) = E{h|I = σ}, we have
TI(h)σ = TIσ(h¯). (2.11)
It is remarkable that if the H-vector field h is adapted with respect to Ft on C0, we
again have (2.11) ([26] Lemma 9.2).
Following [25], we use the map X : M × Rm → TM in the SDE (2.7) to
define X˜ : Cx0M × L2([0, T ];Rm)→ L2TCx0M by
(X˜(σ)h)t = X(σt)(ht), ∀σ ∈ Cx0M, t ∈ [0, T ], h ∈ L2([0, T ];Rm),
and its right inverse, Y˜σ : L
2TσCx0M → L2([0, T ];Rm), by
Y˜σ(k)t = Yσt(kt), ∀k ∈ L2TσCx0M.
Also define X : Cx0M ×H → H by
X(σ)(h) = TIσ(h) = W X˜(σ)(h˙), ∀σ ∈ Cx0M,h ∈ H.
with the right inverse Y σ : Hσ → H given by
Y σ(k)t =
∫ t
0
Yσs(
D
ds
ks)ds, ∀k ∈ Hσ.
As assumed, the connection ∇ induced by X is defined for any C1 vector
field V on M by
∇vV = X(x)D[x 7→ YxV (x)](v), ∀x ∈M,v ∈ TxM.
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It induces on Cx0M the pointwise connection ∇˜, defined similarly for vector fields
W ∈ Dom(∇˜) = D2,1(L2TCx0M) by
∇˜uW = X˜(σ)D[σ 7→ Y˜σW (σ)](u), ∀σ ∈ Cx0M,u ∈ TσCx0M.
The pointwise connection is metric for the L2 metric, and torsion-free if ∇ is chosen
to be torsion-free, as is assumed here. We can use the almost surely defined map
D
d. : H → L2TCx0M to pull back ∇˜ and obtain a metric connection ∇ on H,
∇ = (D
d.
)−1∇˜D
d.
. (2.12)
This coincides with the Markovian connection introduced by Cruzeiro and Fang [9].
We can check that for U ∈ Dom(∇) = D2,1(H),
∇uU = X(σ)D[σ 7→ Y σU(σ)](u), ∀σ ∈ Cx0M,u ∈ TσCx0M.
Since X(x) is surjective, we have the splitting Rm = Rn × Rm−n with inde-
pendent Brownian motions B˜ : [0, T ] × C0 → Rn and β : [0, T ] × C0 → Rm−n, as
described in [22], such that
dBt = /˜/t
σ
dB˜t + /˜/t
σ
dβt, (2.13)
where B˜. and x. have the same filtration, the map /˜/ : [0, T ] × Cx0M → O(m) is
sample continuous and adapted to {Fx0t }t∈[0,T ], with O(m) being the orthogonal
group of Rm, such that /˜/0
σ
= IdRm , and the orthogonal transformation /˜/t
σ
maps
KerX(x0) to KerX(xt). Let K(x) be the projection of Rm onto KerX(x), and
K⊥(x) = IdRm −K(x), the orthogonal projection onto the orthogonal complement
of KerX(x), then we have
B˜t =
∫ t
0
(/˜/s
σ
)−1K⊥(xs)dBs,
and
βt =
∫ t
0
(/˜/s
σ
)−1K(xs)dBs,
as Brownian motions on Ker(X(x0))
⊥ and KerX(x0), respectively.
We can also define
B˘t =
∫ t
0
(//σs )
−1X(xs)dBs,
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which gives the stochastic anti-development of {xt}t∈[0,T ] using the given connection.
We sometimes write the martingale part of
∫
α◦dxt as
∫
αd{x}t, so //σt dB˘t = d{x}t.
Note that B˘t = X(x0)B˜t, so B˘. generates the same filtration as B˜., as well as x.
([22] Theorem 3.1.2).
For brevity, we sometimes suppress the superscript σ in the parallel transla-
tions and write simply //t and /˜/t.
2.2 Canonical Resolutions of the Identity on Rieman-
nian Path Spaces
In the classical Wiener space, we have the canonical resolution of the identity
{pit}t∈[0,T ] on the Cameron-Martin space H = L2,10 , as described in Example 1.3.2.
Correspondingly, in the Riemannian path space Cx0M , we should have a random
resolution of the identity {piσt }t∈[0,T ] for each Hσ, random in the sense that it is de-
pendent on the path σ ∈ Cx0M (hence the superscript σ). A natural way to define
piσ is
(piσt h)s = //
σ
s
∫ s∧t
0
d
dr
[(//σr )
−1hr]dr, ∀h ∈ Hσ,
where //σt is, as in Section 2.1, the stochastic parallel translation along σ. We can
also use the damped parallel translation instead to obtain
(piσt h)s = Ws
∫ s∧t
0
d
dr
(W−1r hr)dr, ∀h ∈ Hσ.
Alternatively, we can define on L2TσCx0M a resolution of the identity {ρσt }t∈[0,T ]
by
(ρσt h)s =
hs, 0 ≤ s ≤ t,0, s > t, ∀h ∈ L2TσCx0M,
which is related to piσ and piσ through
(ρσt h)s =
D
ds
piσt (
D
ds
)−1hs =
D
ds
piσt (
D
ds
)−1hs, ∀h ∈ L2TσCx0M. (2.14)
The resolution ρσ has the advantage that L2TCx0M is a C
∞ vector bundle, so we
can require ρσ to be smooth in σ, as is the case here. In what follows, we will switch
freely between ρσ, piσ, and piσ, as ρσ tends to make our computations easier, while
piσ and piσ, being defined on the Bismut tangent space, seem to be the more natural
objects to work with. It is also easy to verify that these random resolutions are
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related to the canonical resolution {pit}t∈[0,T ] on H (see Example 1.3.2) via
ρσt [X˜(σ)(h)]s =
D
ds
piσt (
D
ds
)−1[X˜(σ)(h)]s = [X˜(σ)(pith)]s, h ∈ H,
and
piσt [X(σ)h]s = [X(σ)(pith)]s, h ∈ H.
To check that ρσ is indeed continuous for each σ, we observe that, for t1 < t2,
(ρσt1h− ρσt2h)s =
hs, t1 < s ≤ t20, s ≤ t1 or s > t2 ∀h ∈ L2TσCx0M,
and by the monotone convergence theorem
‖ρσt1h− ρσt2h‖2L2σ =
∫ t2
t1
|hs|2σsds→ 0, as |t1 − t2| → 0.
The self-adjointness of ρσ is clear, since for all h, k ∈ L2TσCx0M ,
< ρσt h, k >L2σ=
∫ T
0
< ρσt hs, ks >σs ds =
∫ T
0
1[0,t](s) < hs, ks >σs ds =< h, ρ
σ
t k >L2σ ,
and this extends to piσ and piσ via (2.14). Or, we can calculate directly, say, for piσ,
that given h, k ∈ Hσ,
< piσt h, k >Hσ =
∫ T
0
<
D
ds
piσt hs,
D
ds
ks >σs ds
=
∫ T
0
< //σs
d
ds
(//σs )
−1//σs
∫ s∧t
0
d
dr
[(//σr )
−1hr]dr,
D
ds
ks >σs ds
=
∫ T
0
1[0,t](s) <
D
ds
hs,
D
ds
ks >σs ds,
which is symmetric in h and k.
All the other conditions of Definition 1.3.1 can be verified similarly, and we
conclude that {piσt }t∈[0,T ] is indeed a family of orthogonal projections on Hσ (so is
{piσ}t∈[0,T ]; and also {ρσt }t∈[0,T ] on L2TσCx0M), satisfying
piσt pi
σ
s = pi
σ
t∧s, lim
t→spi
σ
t = pi
σ
s , lim
t↓0
piσt = 0, and lim
t↑T
piσt = IdHσ , ∀t, s ∈ [0, T ].
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2.2.1 Filtration
According to the recipe (1.6), the canonical resolution {pit}t∈[0,T ] on H = L2,10 ,
defined in Example 1.3.2, induces a filtration {Fpit }t∈[0,T ] on the Wiener space C0,
and Fpit = Ft (see [57]). An analogue of (1.6) allows us to define on Cx0M a filtration
induced by {piσt }t∈[0,T ],
Gpit = σ{div(pitWh), h ∈ L2,10 (Tx0M)}.
As noted in Section 2.1, we have Fx0t = F B˜t = F B˘t .
Lemma 2.2.1. Fx0t = Gpit for all t ∈ [0, T ].
Proof. By Corollary 5.2 of [25], we have, for any t ∈ [0, T ],
div(pitWh) ◦ I = −E[
∫ T
0
<
D
ds
pixtWshs, X(xs)dBs >xs |Fx0T ]
= −
∫ t
0
< Wsh˙s, X(xs)dBs >xs ,
so div(pitWh) = −
∫ t
0 < h˙s,W
∗
s //sdB˘s >xs , which is clearly Fx0t -measurable, as the
parallel translations //s and Ws are both Fx0s -measurable, and the integral above is
an Itoˆ integral.
Such Itoˆ integrals in fact generate the filtration {Fx0t }t∈[0,T ], since, writing
zt =
∫ t
0 W
∗
s //sdB˘s, we have dB˘t = //
−1
t (W
∗
t )
−1dzt, and
σ{zs : s ∈ [0, t]} = σ{B˘s : s ∈ [0, t]} = F B˘t = Fx0t ,
so indeed Fx0t = Gpit .
The measurability of the parallel translations also shows that we can use piσt
in the definition of Gpit .
We are now in a position to characterise the measurability and adaptedness
with respect to {Fx0t }t∈[0,T ] in terms of the random resolutions defined above.
2.2.2 Measurability
The analogue of the measurability condition (1.9) is
DHF (σ)(k) = DHF (σ)(piσt k), a.s.,∀k ∈ Hσ. (2.15)
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We could express (2.15) in terms of piσ or ρσ instead, and we show below that these
formulations are equivalent.
For an analogue of (1.7) in terms of the gradient operator, we observe first
that, for all k ∈ Hσ,
< ∇HF (σ), k >Hσ=
∫ T
0
<
D
ds
(∇HF )s, D
ds
ks >σs ds,
and
< piσt∇HF (σ), k >Hσ=
∫ T
0
1[0,t](s) <
D
ds
(∇HF )s, D
ds
ks >σs ds,
so (cf. the comment in Example 1.3.2)
∇HF (σ) = piσt∇HF (σ) ⇐⇒
D
ds
(∇HF )s = 0, ∀s > t. (2.16)
Similarly,
∇˜HF (σ) = piσt ∇˜HF (σ) ⇐⇒
D
ds
(∇˜HF )s = 0, ∀s > t. (2.17)
Since, for any k ∈ Hσ,
DHF (σ)(k) =
∫ T
0
<
D
ds
(∇HF )s, D
ds
ks >σs ds =
∫ T
0
<
D
ds
(∇˜HF )s, D
ds
ks >σs ds,
the condition (2.15) is equivalently to
∇HF (σ) = piσt∇HF (σ), (2.18)
and also to
∇˜HF (σ) = piσt ∇˜HF (σ).
Hence the choice of inner products on H does not affect our measurability condition.
Applying (2.14), we obtain another equivalent formulation
∇HF (σ) = (D
d.
)−1ρσt
D
d.
∇HF (σ) = (D
d.
)−1ρσt
D
d.
∇˜HF (σ).
In the sequel, we do not venture to give complete lists of such equivalent statements
and only state the versions relevant to us.
Lemma 2.2.2. For any F ∈ D2,1, we have, ∀s ∈ [0, T ],
D
ds
(∇HF )s = D
ds
(∇˜HF )s − 1
2
(W−1s )
∗
∫ T
s
W ∗r Ric
]D
dr
(∇˜HF )rdr, (2.19)
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and
D
ds
(∇˜HF )s = D
ds
(∇HF )s + 1
2
(//−1s )
∗
∫ T
s
//∗r Ric
] D
dr
(∇HF )rdr. (2.20)
Proof. Recall the equation (2.6), which relates Dds to
D
ds in our setting:
D
ds
=
D
ds
+
1
2
Ric]. (2.6)
So by definition, for any k ∈ Hσ,
DHF (σ)(k) =
∫ T
0
<
D
ds
(∇HF )s, D
ds
ks >σs ds (2.21)
=
∫ T
0
<
D
ds
(∇˜HF )s, D
ds
ks >σs ds
=
∫ T
0
<
D
ds
(∇˜HF )s, D
ds
ks − 1
2
Ric]ks >σs ds. (2.22)
Since Ric is symmetric,∫ T
0
<
D
ds
(∇˜HF )s,Ric]ks >σs ds
=
∫ T
0
< Ric]
D
ds
(∇˜HF )s, ks >σs ds
=
∫ T
0
< W ∗s Ric
]D
ds
(∇˜HF )s,W−1s ks >x0 ds
=
∫ T
0
<
∫ T
s
W ∗r Ric
]D
dr
(∇˜HF )rdr, d
ds
W−1s ks >x0 ds
=
∫ T
0
<(W−1s )
∗
∫ T
s
W ∗r Ric
]D
dr
(∇˜HF )rdr,Ws d
ds
W−1s ks >σs ds
=
∫ T
0
<(W−1s )
∗
∫ T
s
W ∗r Ric
]D
dr
(∇˜HF )rdr, D
ds
ks >σs ds.
A comparison of (2.21) and (2.22) shows∫ T
0
<
D
ds
(∇HF )s, D
ds
ks>σs ds
=
∫ T
0
<
D
ds
(∇˜HF )s− 1
2
(W−1s )
∗
∫ T
s
W ∗r Ric
]D
dr
(∇˜HF )rdr, D
ds
ks>σs ds,
and consequently (2.19) holds. The derivation of (2.20) is similar, and hence omitted.
Remark 2.2.3. The expressions (2.19) and (2.20) reinforce our earlier observation
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that (2.18) can be equivalently expressed in terms of piσ.
To verify the Fx0t -measurability of a function F ∈ D2,1(Cx0M ;R) against
(2.18), we use the Itoˆ map I : C0 → Cx0M of our SDE (2.7) to pull back to the
Wiener space. Recall the following filtrations we have defined on C0: the standard
Brownian filtration Ft = σ{Bs : 0 ≤ s ≤ t}, the backward Brownian filtration (see
Section 1.2) F t = σ{BT − Bs, s ≥ t}, the filtration generated by I (see Section
2.1) FIt = σ{Is : 0 ≤ s ≤ t}, and the filtration induced by the canonical resolution
pit of the identity on the Cameron-Martin space H = L
2,1
0 (see Example 1.3.2)
Fpit = σ{δpith, h ∈ H}. Note that F t ⊥⊥ Ft, and Ft = Fpit (see [57]).
The following general lemma will be useful.
Lemma 2.2.4. Given a probability space {Ω,A,P}, a measurable space {S,G}, func-
tions θ : Ω → S and f : S → R both measurable, and sub-sigma-algebras Aθ ⊂ A
and Gθ ⊂ G such that Aθ is the sigma-algebra generated by θ from Gθ, we have
E(f |Gθ) ◦ θ = E(f ◦ θ|Aθ).
Proof. Define the push-forward measure θ∗P on {S,G} by θ∗P(G) = P(θ−1(G)), for
G ∈ G. Since any element of Aθ has the form θ−1(G) for some G ∈ Gθ, we have∫
θ−1(G)
E(f |Gθ) ◦ θdP =
∫
G
E(f |Gθ)dθ∗P =
∫
G
fdθ∗P =
∫
θ−1(G)
f ◦ θdP.
Lemma 2.2.5. Given F ∈ D2,1(Cx0M ;R), we have F ◦ I ∈ Ft ⇐⇒ F ∈ Fx0t .
Proof. Since I is a measurable map, F ∈ Fx0t implies F ◦ I ∈ Ft.
Conversly, suppose F ◦ I is Ft-measurable. Since FIt ⊂ Ft, FIT ⊂ FIt ∨ F t,
F ◦ I ∈ FIT , and F t ⊥⊥ Ft, we have, by Lemma 2.2.4,
F ◦ I = E[E(F ◦ I|Ft)|FIT ]
= E{E[E(F ◦ I|Ft)|FIt ∨ F t]|FIT }
= E{E[E(F ◦ I|Ft)|FIt ]|FIT }
= E(F ◦ I|FIt )
= E(F |Fx0t ) ◦ I,
i.e., F ◦ I is FIt -measurable, and F is Fx0t -measurable.
On the classical Wiener space, the result of Nualart and Pardoux (Lemma
2.4 of [48]) shows that, if F ∈ D2,1(C0;R), we have E(F |FA) ∈ D2,1(C0;R) for any
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Borel set A of [0, T ], and
d
dt
∇E(F |FA)t = E[ d
dt
(∇F )t|FA]1A(t), a.e. in [0, T ]× C0. (2.23)
We give the analogous statement on the path spaces in the next lemma.
To simplify notation, we extend the definition (1.10) of the canonical resolu-
tion {pit}t∈[0,T ] for the classical Wiener space to
(piAh)t =
∫ t
0
1A(r)h˙rdr, ∀A ∈ B([0, T ]), h ∈ H, t ∈ [0, T ],
so pi is considered to be indexed by Borel subsets of [0, T ]. Obviously, pit = pi[0,t], and
pi(s,t] = pit−pis. Note that the first equation in Definition 1.3.1 implies orthogonality,
which shows that pi(s,t] is a projection for s ≤ t, and this extends to any Borel subset
A ∈ B([0, T ]), with piA again a projection on H. Most part of the theory can be
generalised this way, although we do not pursue it further here.
Lemma 2.2.6. If F ∈ D2,1(Cx0M ;R) and A is any Borel set of [0, T ], we have
E(F |Fx0A ) ∈ D2,1(Cx0M ;R), and
D
dt
[∇HE(F |Fx0A )]t = E[
D
dt
(∇HF )t|Fx0A ]1A(t), a.e. in [0, T ]× Cx0M. (2.24)
Proof. We assume first F ∈ D2,2(Cx0M ;R), so Corollary 4.3 in [25] shows that
F ◦ I ∈ D2,2(C0;R). Apply Lemma 2.2.5 and equation (2.23), we have
E(F |Fx0A ) ◦ I = E(F ◦ I|FA) ∈ D2,2(C0;R),
and Proposition 7.3 in [25] imply E(F |Fx0A ) ∈ D2,1(Cx0M ;R). The intertwining
result from Theorem 6.1 in [25] and Lemma 2.2.5 allow us to calculate, for any
h ∈ H,
DHE(F |Fx0A ) ◦ TI(h) = D[E(F |Fx0A ) ◦ I](h)
= D[E(F ◦ I|FA)](h)
= E[D(F ◦ I)|FA](piAh)
= E[DHF ◦ TI(piAh)|FA],
so taking conditional expectation with respect to Fx0T , we obtain, using (2.11),
DHE(F |Fx0A ) ◦ TI(h) = E[DHF ◦ TI(piAh)|Fx0A ] = E[DHF ◦ TI(piAh)|Fx0A ].
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This shows that, give any h ∈ H,∫ T
0
<
D
dt
[∇HE(F |Fx0A )]t, X(xt)h˙t >xt dt
= E[
∫ T
0
<
D
dt
∇HF,X(xt)h˙t1A(t) >xt dt|Fx0A ]
=
∫ T
0
< E[
D
dt
(∇HF )t|Fx0A ]1A(t), X(xt)h˙t >xt dt,
which proves the result for F ∈ D2,2(Cx0M ;R), since X is onto.
For any general function F ∈ D2,1(Cx0M ;R), we can take a sequence of
functions Fi ∈ D2,2(Cx0M ;R) such that Fi → F in D2,1(Cx0M ;R). This means
E(Fi|Fx0A )→ E(F |Fx0A ) and ∇HFi → ∇HF in L2. The above arguments also imply
that E(Fi|Fx0A ) ∈ D2,1(Cx0M ;R), and
D
dt
[∇HE(Fi|Fx0A )]t = E[
D
dt
(∇HFi)t|Fx0A ]1A(t)→ E[
D
dt
(∇HF )t|Fx0A ]1A(t)
in L2. The fact that∇H is a closed operator implies now E(F |Fx0A ) ∈ D2,1(Cx0M ;R),
and (2.24) indeed holds for F ∈ D2,1(Cx0M ;R).
Lemma 2.2.7. Suppose F ∈ D2,1(Cx0M ;R) is Fx0t -measurable. Then there exists a
sequence of cylindrical functions Fn(σ) = fn(σtn1 , · · · , σtnm ), where n1, · · · , nm ∈ N,
0 ≤ tn1 < · · · < tnm ≤ t, and each fn : Mnm = M × · · · ×M︸ ︷︷ ︸
nm times
→ R is smooth, such
that Fn → F in D2,1, as n→∞.
Proof. By definition, any F ∈ D2,1 can be approximated by a sequence of smooth
cylindrical functions, i.e., F = limn→∞Gn, with Gn(σ) = gn(σtn1 , · · · , σtnl ), where
n1, · · · , nl ∈ N, 0 ≤ tn1 < · · · < tnk−1 ≤ t < tnk < · · · < tnl ≤ T , and gn is smooth
with compact support for each n ∈ N.
Since F ∈ Fx0t , we have
F (σ) = E(F (σ)|Fx0t ) = limn→∞E(Gn(σ)|F
x0
t ) = limn→∞E[gn(σtn1 , · · · , σtnl )|F
x0
t ],
where the limit is in L2 as well as in D2,1, by Lemma 2.2.6. Denote by p(s, x, y) the
heat kernel on M , for s ∈ [0, T ], x, y ∈M , so we have
E[gn(σtn1 , · · · , σtnl )|F
x0
t ]
=
∫
Mnl−nk+1
gn(σtn1 , · · · , σtnl )p(tnk− t, σt, σtnk )dσtnk
nl∏
i=nk+1
p(ti − ti−1, σti−1 , σti)dσti
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which can be simply written as a function of nk variables, say, g˜n(σtn1 , · · · , σtnk−1 , σt).
So we set Fn(σ) = E[Gn(σ)|Fx0t ], nm = nk, and fn = g˜n to conclude the proof.
Lemma 2.2.8. Suppose F ∈ D2,1(Cx0M ;R) is Fx0t -measurable. Then (2.18) holds.
Proof. For F as given, we have by Lemma 2.2.7 a sequence of cylindrical functions
Fn(σ) = fn(σtn1 , · · · , σtnm ), where n1, · · · , nm ∈ N, 0 ≤ tn1 < · · · < tnm ≤ t, and
each fn : M
nm = M × · · · ×M︸ ︷︷ ︸
nm times
→ R is smooth, such that Fn → F in D2,1, as
n→∞.
Since piσ is continuous, we only need to verify that (2.15) holds for Fn. This
is true indeed, since, for any k ∈ Hσ, we have
DHFn(σ)(k) =
nm∑
j=1
Djfn(σtn1 , · · · , σtnm )(ktnj )
=
nm∑
j=1
Djfn(σtn1 , · · · , σtnm )(piσt ktnj )
= DHFn(σ)(piσt k),
where Djfn(σtn1 , · · · , σtnm ) denotes the partial derivative of fn at (σtn1 , · · · , σtnm )
with respect to the j-th variable.
Lemma 2.2.9. If (2.18) holds for F ∈ D2,1(Cx0M ;R), t ∈ [0, T ], we have F ∈ Fx0t .
Proof. Corollary 4.3 in [25] shows that F ∈ D2,1(Cx0M ;R) implies F◦I ∈ D2,1(C0,R).
Recall that Ft-measurability on the Wiener space is equivalent to (1.7), so F ◦ I is
Ft-measurable iff
∇(F ◦ I) = pit∇(F ◦ I), a.s. (2.25)
Therefore, Lemma 2.2.5 implies that we only need to prove that (2.18) implies (2.25).
By the definition of pit in (1.10), we have
d
ds
(pith)s =
h˙s, s ≤ t0, s > t
so Bismut’s formula (2.9) implies
TIs(pith) = Tξs
∫ s
0
(Tξr)
−1X(xr)
d
dr
(pith)rdr = TIs(h), s ≤ t.
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Now applying Theorem 3.4 in [25], we have, for any h ∈ H,
D(F ◦ I)(pith) = DHF ◦ TI(pith)
=
∫ T
0
<
D
ds
(∇F )s,∇TIs(pith)X(xs)/˜/s
σ
dβs +X(xs)
d
ds
(pith)sds >xs
=
∫ t
0
<
D
ds
(∇F )s,∇TIs(pith)X(xs)/˜/s
σ
dβs +X(xs)
d
ds
(pith)sds >xs
=
∫ t
0
<
D
ds
(∇F )s,∇TIs(h)X(xs)/˜/s
σ
dβs +X(xs)h˙sds >xs ,
where the third line follows from the equivalence (2.16). Using (2.16) again,
D(F ◦ I)(h) =
∫ T
0
<
D
ds
(∇F )s,∇TIs(h)X(xs)/˜/s
σ
dβs +X(xs)h˙sds >xs
=
∫ t
0
<
D
ds
(∇F )s,∇TIs(h)X(xs)/˜/s
σ
dβs +X(xs)h˙sds >xs ,
so D(F ◦ I)(pith) = D(F ◦ I)(h). This shows (2.18) implies (2.25), so F ∈ Fx0t .
We have thus proved
Theorem 2.2.10. Given F ∈ D2,1(Cx0M ;R), F ∈ Fx0t ⇐⇒ (2.15) ⇐⇒ (2.18).
2.2.3 Adaptedness
For the characterisation of the adaptedness, we verify the following anologue of (1.8):
piσt∇U = piσt∇Upiσt a.s.,∀t ∈ [0, T ], (2.26)
where ∇ is the Markovian covariant derivative operator introduced in Section 2.1,
and U is a vector field in Dom(∇) = D2,1(H). Recall that a vector field U is said
to be adapted to {Fx0t }t∈[0,T ] if the map σ 7→ DdtU(σ)t is Fx0t -measurable for all t.
Equation (2.14) gives the corresponding expression for (2.26) in terms of ρσ,
ρσt
D
ds
(∇vU)s = ρσt
D
ds
(∇piσt vU)s, ∀t ∈ [0, T ], ∀v ∈ Hσ.
This means that (2.26) is equivalent to (cf. the comment in Example 1.3.2)
D
ds
(∇vU)s|[0,t] = Dds(∇piσt vU)s|[0,t], ∀t ∈ [0, T ], ∀v ∈ Hσ, (2.27)
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and (2.12) gives the equivalent expression in terms of the pointwise connection,
∇˜v D
ds
U(σ)s = ∇˜piσt v
D
ds
U(σ)s, ∀s ≤ t,∀v ∈ Hσ. (2.28)
It is also clear that (2.26) can be equivalently expressed in terms of piσ.
Theorem 2.2.11. A vector field U ∈ D2,1 is adapted to {Fx0t }t∈[0,T ] iff (2.26) holds.
Proof. By the relation (2.12) and the definition of our derivative operators,
D
ds
(∇piσt vU)s = ∇˜piσt v
D
ds
Us
= X˜(σ)D[σ 7→ Y˜σ D
ds
U(σ)s](pi
σ
t v)
= X(σs)D[σ 7→ Yσs
D
ds
U(σ)s](pi
σ
t v)s.
Suppose U is adapted, then Yσs
D
dsU(σ)s ∈ Fx0s for all s ∈ [0, T ], so by
Theorem 2.2.10,
∇Yσs
D
ds
U(σ)s = pi
σ
t∇Yσs
D
ds
U(σ)s, a.e. s ≤ t.
That is,
D[σ 7→ Yσs
D
ds
U(σ)s](vs) = D[σ 7→ Yσs
D
ds
U(σ)s](pi
σ
t vs), a.e. s ≤ t,∀v ∈ Hσ,
from which (2.27), as well as (2.28), follows, therefore (2.26) holds.
Conversely, we suppose that (2.26) holds; therefore, so does (2.28). Note first
that the map Y˜σ : L
2TCx0M → L2([0, T ];Rm) is adapted, in the sense that given
any V ∈ ΓL2TCx0M that is adapted, so is Y˜ ◦ V . Applying Theorem 2.2.10 to
(∇˜vY˜ )σs = D[σ 7→ Y˜σX˜(σ)](v)
∣∣∣
σs
Yσs , ∀v ∈ Hσ,
we see (∇˜piσt vY˜ )σs = (∇˜vY˜ )σs , a.e. s ≤ t. This and (2.28) together show that, for
v ∈ Hσ and 0 ≤ s ≤ t ≤ T ,
∇˜piσt v[Y˜σ
D
ds
U(σ)s] = (∇˜piσt vY˜σ)
D
ds
U(σ)s + Y˜σ[∇˜piσt v
D
ds
U(σ)s]
= (∇˜vY˜σ) D
ds
U(σ)s + Y˜σ[∇˜v D
ds
U(σ)s]
= ∇˜v[Y˜σ D
ds
U(σ)s],
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that is, for all t ∈ [0, T ],
D[σ 7→ Yσs
D
ds
U(σ)s](vs) = D[σ 7→ Yσs
D
ds
U(σ)s](pi
σ
t vs), a.e. s ∈ [0, t], ∀v ∈ Hσ.
Theorem 2.2.10 now implies that the map σ 7→ Y˜σ DdsU(σ)s is Fx0s -measurable, for
any s ∈ [0, T ], and therefore, so is σ 7→ X˜(σ)Y˜σ DdsU(σ)s = DdsU(σ)s, as Y˜ is the right
inverse of X˜. We have now, for all s ∈ [0, T ],
Us = Ws
∫ s
0
W−1r
D
dr
U(σ)rdr ∈ Fx0s ,
i.e., U is adapted indeed.
Our previous discussion (or a calculation similar to that in Lemma 2.2.2)
shows that Theorem 2.2.11 can be stated using the undamped resolution piσ.
2.2.4 The Clark-Ocone Formula
The Clark-Ocone formula for F ∈ D2,1(Cx0M ;R) reads (see [30; 22])
F (σ) = EF +
∫ T
0
< E[
D
dt
(∇HF )t|Fx0t ], d{σ}t >σt , µx0-a.e. σ ∈ Cx0M. (2.29)
As in Example 1.3.2, the canonical resolution piσ here corresponds naturally
to the projection onto the subspace V of adapted processes in L2ΓH, i.e.,
(PVu)t = Wt
∫ t
0
W−1s E(
D
ds
us|Fx0s )ds, u ∈ L2ΓH. (2.30)
The Clark-Ocone formula (2.29) can take the same form as in (1.16), i.e.,
F = E(F )− div(PV∇HF ), ∀F ∈ L2(Cx0M ;R).
Equations (2.6) and (2.19) give us the undamped version of (2.29). It seems,
however, that we need to change the norm to retain the isometry property, or else
refine the definition of V for the undamped Clark-Ocone formula. Although we
do not attempt further in this direction, we comment that the generalisation of V
into higher dimensions turns out to be of fundamental importance in our study of
differential forms on the path spaces (see Chapter 6).
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Chapter 3
The Commutation Formula
The well-known commutative relationship between the derivative and divergence
operators can be most concisely expressed as [∇, δ] = IdH . Or, as Nualart put it
([47] Propositions 1.3.2 and 1.3.8):
[∇v, δ]u =< u, v >H , (3.1)
where v ∈ H = L2,10 , and u ∈ D2,1(C0;H) such that ∇vu =< ∇u, v >H∈ Dom(δ).
The notation ∇vu highlights the fact that we only need to consider the directional
derivative of u in the direction of v; in fact, we can follow the notation of Nualart [47]
to replace the requirement u ∈ D2,1(C0;H) by the weaker condition u ∈ D2,v(C0;H)
(which means u only needs to be H-differentiable in the direction of v).
Formula (3.1) can be extended to the case of v being a random H-valued pro-
cess rather than just an element ofH, but that produces an extra term Trace(∇u,∇v).
More generally, this also applies to any abstract Wiener space (E,H, µ); see [50; 60],
for example. The extra term shows its importance in the energy identity of Skorohod
integrals (see, e.g., [56; 50]):
E [δ(u)δ(v)] = E < u, v >H +ETrace(∇u,∇v), ∀u, v ∈ L2(E;H), (3.2)
which differs from the Itoˆ isometry by the expectation of the trace. U¨stu¨nel and
Zakai [61] have shown that the trace term vanishes if u and v are both adapted to
the same filtration induced by a resolution of the identity.
Given its significance, we review the commutation formula for abstract Wiener
spaces, and state a version involving resolutions of the identity, which follows from
the above result of U¨stu¨nel and Zakai [61]. Cruzeiro and Fang [9] have extended
the formula to the Riemannian path spaces, for u and v adapted vector fields. We
34
give an alternative proof with weakened conditions. These results are essential for
the derivation of Clark-Ocone formulae for differential forms, which we prove in
Chapters 4 and 6.
3.1 On Abstract Wiener Spaces
A version of the commutation formula for abstract Wiener spaces is given by Lemma
1.1 of U¨stu¨nel and Zakai [60], which we include below but state with slightly different
conditions. Our proof follows that of Nualart for the commutation formula on
the classical Wiener space [47] (Proposition 1.3.2). Denote by τ the transposition
operator on H ⊗H, i.e., τ(g⊗ h) = h⊗ g. Our convention is that δ acts on the last
component of tensor products.
Lemma 3.1.1 (U¨stu¨nel and Zakai [60], Nualart [47]). Suppose u ∈ D2,1(E;H), and
τ∇u ∈ Dom(δ). Then we have δu ∈ D2,1 and
∇(δu) = u+ δτ∇u.
In other words, if u ∈ D2,1(E;H), v ∈ L2(E;H), and ∇vu ∈ Dom(δ), we have
δu ∈ D2,1 and
∇v(δu) =< u, v >H + < δτ∇u, v >H (3.3)
If in addition u ∈ D2,2(E;H), and v ∈ D2,1(E;H) ∩ L∞(E;H), we have also
∇v(δu) =< u, v >H +δ∇vu+ Trace(∇u,∇v). (3.4)
Remark 3.1.2. The original statement of this lemma in [60] (Lemma 1.1) imposes
the following conditions: v ∈ Dp,2(E;H) and u ∈ Dq,2(E;H), where p−1 + q−1 < 1.
We are only interested in the L2 case. Note that u ∈ D2,2(E;H) implies that
u ∈ D2,1(E;H) and τ∇u ∈ Dom(δ), the conditions we need for (3.3).
Remark 3.1.3. For any two Hilbert-Schmidt operators A and B in H, the trace
of A and B given by Trace(A,B) = Trace(A∗B) is well-defined, since A∗B is trace
class. Note that, given any orthonormal basis {ei} of H, we can express the Hilbert-
Schmidt inner product as < A,B >HS=
∑∞
i=1 < Aei, Bei >H= Trace(A
∗B).
Remark 3.1.4. Equation (3.3) reduces to (3.1) for v ∈ H, since ∇v = 0 and the
trace term vanishes.
Proof. For any v ∈ D2,1(E;H) ⊂ Dom(δ), we apply (3.2) and the adjoint relation-
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ship between δ and ∇ to calculate
F [δ(u)δ(v)] = E < u, v >H +E < τ∇u,∇v >HS
= E < u, v >H +E < δτ∇u, v >H
≤ ‖u‖L2‖v‖L2 + ‖δτ∇u‖L2‖v‖L2
≤ c‖v‖L2 ,
where c is some contant. Since D2,1(E;H) is densely contained in the domain of δ,
we see δu ∈ D2,1 and (3.3) holds. The proof of (3.4) is the same as in [60].
Remark 3.1.5. From the proof above, it is easy to see the following equivalence:
u ∈ Dom(δ), and δu ∈ D2,1 ⇐⇒ u ∈ D2,1, and τ∇u ∈ Dom(δ).
In the classical Wiener space, when both u and v are adapted (to the standard
Brownian filtration), Trace(∇u,∇v) vanishes by the very definition of Itoˆ’s integrals,
reflecting the fundamental Itoˆ isometry. By virtue of Lemma 4.1 of [61], this also
happens in an abstract Wiener space when u and v are adapted to the filtration
induced by a resolution of the identity. So in both cases we obtain a commutative
relationship similar to (3.1). This is typical of the relationship, or rather difference,
between Itoˆ and Skorohod integrals: when we have adaptedness, less regularity is
required. Therefore we can state the following
Lemma 3.1.6. On an abstract Wiener space (E,H, µ), suppose u ∈ D2,1(E;H)
and v ∈ L2(E;H) are adapted to the same filtration induced by a resolution of the
identity. Then we have ∇vu ∈ Dom(δ), δ(u) ∈ D2,1, and
∇v(δu) =< u, v >H +δ∇vu. (3.5)
Remark 3.1.7. Adopting Nualart’s notation in [47], we can replace u ∈ D2,1(E;H)
by the weaker condition u ∈ D2,v(E;H).
Proof. Note that∇vu ∈ L2(E;H) is adapted. The claim that δ(u) ∈ D2,1 follows the
general theme that an Itoˆ integral is differentiable iff its integrand is differentiable
(see, e.g., Lemma 1.3.4 in [47], Proposition II.1 of [58], and Lemma III.1 of [59]). To
finish the proof: observe that simple adapted processes of the form shown in (1.19)
are dense in the subspace of adapted processes, and we can approximate these simple
adapted processes by smooth adapted processes, so indeed (3.5) holds.
For a general abstract Wiener space where the maximal isometry subspace
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(see Section 1.4) may not necessarily come from a continuous resolution of the
identity, we can only obtain the vanishing of expectation of the trace from the
energy identity (3.2), i.e., for any isometry subspace V of L2(E;H),
ETrace(∇u,∇v) = 0, ∀u, v ∈ V. (3.6)
3.2 On Riemannian Path Spaces
The following lemma generalises the commutation formula of Cruzeiro and Fang [9]
(Theorem 3.2).
Lemma 3.2.1. Suppose a vector field U ∈ D2,1(H) is adapted to {Fx0t }t∈[0,T ]. Then
∇−U is also adapted and in the domain of div, div(U) ∈ D2,1, and for any H-vector
field V on Cx0M ,
DH div(U)(V ) = div(∇−U)(V )− < U, V >H . (3.7)
If, in addition, V is also adapted, we have
DH div(U)(V ) = div(∇V U)− < U, V >H . (3.8)
Remark 3.2.2. The map ∇−U ∈ L(H;H) is adapted in the sense that its com-
position with the evaluation map is adapted, i.e., evt ◦∇−U ∈ L(H;TxtM) is Fx0t -
measurable.
Proof. Since U is adapted to {Fx0t }t∈[0,T ], the map Y U ◦ I : C0 → H is adapted to
{Ft}t∈[0,T ] by Lemma 2.2.5. Therefore we apply Corollary 5.2 in [25] to calculate
(div(U)) ◦ I = −E[
∫ T
0
<
D
dt
Ut ◦ I, X(xt)dBt >xt |Fx0T ]
= −
∫ T
0
<
D
dt
Ut ◦ I, X(xt)dBt >xt
= −
∫ T
0
< Y
D
dt
Ut ◦ I,K⊥(xt)dBt >Rm ,
where the second line follows from the adaptedness of U , the operator K⊥(x) on
the third line is the orthogonal projection of Rm onto the orthogonal complement
of KerX(x) (see Section 2.1), and YxX(x) = K
⊥(x).
Since U ∈ D2,1(Cx0M ;H), Corollary 4.3 in [25] shows U ◦ I ∈ D2,1(C0;H),
hence K⊥(xt)Y DdtUt ◦ I ∈ D2,1(C0;Rm), so we can apply the commutation formula
37
for the Wiener space to obtain (div(U)) ◦ I ∈ D2,1(C0;R). However, we only get
div(U) ∈ W2,1(Cx0M ;R) from Theorem 6.1 in [25], where the weak Sobolev space
W2,1 is defined as the domain of the adjoint of the restriction of D∗H to D2,1(H∗),
i.e.,
W2,1 = Dom((D∗H|D2,1(H∗))∗),
and D2,1 ⊂ W2,1 (see [25]). Although there doesn’t seem to be any result to show
directly div(U) ∈ D2,1(Cx0M ;R), we can take a sequence of Uj ∈ D2,2(H) such that
Uj → U in D2,1. The same argument above tells us that Uj ◦ I ∈ D2,2(C0;H),
(div(Uj)) ◦ I ∈ D2,2(C0;R), and (div(Uj)) ◦ I → (div(U)) ◦ I in D2,1(C0;R).
Proposition 7.3 in [25] shows that (div(Uj)) ◦ I ∈ D2,2(C0;R) implies div(Uj) ∈
D2,1(Cx0M ;R). Corollary 4.3 of [25] shows that the set
{f ◦ I|f ∈ D2,1(Cx0M ;R)}
is closed in D2,1(C0;R), so the convergence of (div(Uj)) ◦ I to (div(U)) ◦ I in
D2,1(C0;R) implies, indeed, div(U) ∈ D2,1(Cx0M ;R).
We now make use of the splitting (2.13) and our standing assumption 2.1.1
to calculate, for any h ∈ H,
D[(div(U)) ◦ I](h)
= −
∫ T
0
< D[Y
D
dt
Ut ◦ I],K⊥(xt)dBt >Rm(h)−
∫ T
0
< Y
D
dt
Ut ◦ I,K⊥(xt)h˙t >Rmdt
−
∫ T
0
< Y
D
dt
Ut ◦ I, D(K⊥(xt))dBt >Rm(h)
= −
∫ T
0
< XD(Y
D
dt
Ut)TI(−)t, X(xt)dBt >xt(h)−
∫ T
0
<
D
dt
Ut ◦ I, X(xt)h˙t >Rmdt
−
∫ T
0
<
D
dt
Ut ◦ I, XD[Y X]TI(−)tdBt >xt(h)
= −
∫ T
0
< ∇˜TI(−)t
D
dt
Ut, X(xt)dBt >xt(h)−
∫ T
0
<
D
dt
Ut ◦ I, X(xt)h˙t >Rm dt
−
∫ T
0
<
D
dt
Ut ◦ I, ∇˜TI(−)tX(xt)dBt >xt(h)
= −
∫ T
0
< ∇˜TI(−)t
D
dt
Ut, X(xt)/˜/t
σ
dB˜t >xt(h)−
∫ T
0
<
D
dt
Ut ◦ I, X(xt)h˙t >Rm dt
−
∫ T
0
<
D
dt
Ut ◦ I, ∇˜TI(−)tX(xt)/˜/t
σ
dβt >xt(h). (3.9)
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Recall the intertwining formula from [25]:
DHf [TI(h)] = D(f ◦ I)(h), (3.10)
where f : Cx0M → R is in D2,1 and h : C0 → H. If V = TI(h) for a constant
h ∈ H, we can apply (3.10) to f = div(U) to arrive at
DH(div(U))[V (σ)] = E{D[(div(U) ◦ I](h)|I = σ}. (3.11)
To calculate this, first observe that taking conditional expectation of the right-hand
side of (3.9) annihilates the last term, since β., as a Brownian motion on KerX(x0),
is independent of Fx0. . Therefore, using (2.12), we obtain
DH(div(U))[V (σ)]
= −
∫ T
0
< ∇˜evt(−)
D
dt
U, d{x}t >xt [TI(h)]−
∫ T
0
<
D
dt
U,X(xt)h˙t >Rm dt
= −
∫ T
0
< ∇˜evt(−)
D
dt
U, d{x}t >xt (V )−
∫ T
0
<
D
dt
U,
D
dt
V >Rm dt
= −
∫ T
0
<
D
dt
(∇−U), d{x}t >xt (V )− < U, V >H .
This finishes the proof of (3.7) for V a constant H-vector field, i.e., one of the form
V = TI(h) with h ∈ H. Since each term in (3.7) is linear and continuous in V , we
can immediately extend this result to a general H-vector field V .
Note that, for a constant H-vector field V , equation (3.8) holds since in the
computation of (3.9), we can apply the commutation result for the classical Wiener
space to put the constant vector h inside the stochastic integral. Our discussion in
Section 3.1 shows that (3.8) actually extends to an adapted H-vector field V , since
V being adapted to {Fx0t }t∈[0,T ] implies that h = Y V ◦ I is adapted to {Ft}t∈[0,T ],
by Lemma 2.2.5. So again in (3.9), we can put the adapted vector field h inside the
stochastic integral.
It would be an interesting exercise to remove the adaptedness condition here,
which might give some clue to the Weitzenbo¨ck identity on the path spaces; see the
works of Cruzeiro and Fang [9; 10; 11] for related discussions.
In the next chapter, we rewrite our commutation formula in terms of exterior
derivatives on the Wiener space, which reveals the connection with the Weitzenbo¨ck
identity. In Chapter 6, we make similar attempts on the path spaces.
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Chapter 4
The Clark-Ocone Approach to
the Hodge Theory on the
Wiener Spaces
Shigekawa [55] has given a complete L2 de Rham theory for abstract Wiener spaces,
using a Weitzenbo¨ck formula for the Hodge Laplacian with positive curvature to
prove the triviality of the de Rham cohomology. With a view to extend his result to
more general settings, we present two alternative proofs: one in this chapter for the
special case of the classical Wiener space, based on generalised Clark-Ocone formulae
for differential forms; and the other in Chapter 5 for general abstract Wiener spaces,
based on the representation theory of symmetric groups in conjunction with the
Wiener chaos expansion.
We start by giving some motivation for the first approach. Denote by hq the
set of all the harmonic forms of degree q, i.e., φ ∈ L2Γ(∧qH)∗ is in hq if φ ∈ Dom(∆)
and ∆φ = 0, where ∆ = dd∗ + d∗d is the de Rham-Hodge-Kodaira Laplacian
mapping L2 forms to L2 forms. Note that
φ ∈ hq ⇐⇒ dqφ = 0 and d(q−1)∗φ = 0.
Theorem (Shigekawa [55]). L2Γ(∧qH)∗ = Image(dq−1) ⊕ Image(dq∗) ⊕ hq. More-
over,
1. Image(dq−1) = Ker(dq),
2. Image(dq∗) = Ker(d(q−1)∗), and
3. hq = {0} for q ≥ 1, and h0 = {constant functionals}.
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Observe that the Clark-Ocone formula
F = EF +
∫ T
0
< E[
d
dt
(∇F )t|Ft], dBt >Rm , ∀F ∈ D2,1,
implies immediately that ∇ has closed range, as well as
10. ∇F = 0 ⇐⇒ F = constant(= EF ); and
20. EF = 0 ⇐⇒ F ∈ Image(δ) = Image(div),
which are precisely the statements of the above theorem for L2 functions, considered
as zero-forms, on the classical Wiener space. In fact, not only does the Clark-Ocone
formula give an explicit Hodge decomposition for zero-forms in the form of
F = constant + δ(v),
but it also provides the expressions for v and the constant in terms of F .
Nualart and Zakai [50] pointed out the direct consequence of ∇ having a
closed range: any H-valued L2 process u has a unique orthogonal decomposition
u = ∇F + v, (4.1)
where F ∈ D2,1, v ∈ Dom(δ), and δ(v) = 0. This would be the proto-type for
a Clark-Ocone formula for one-forms (considered as the Riesz dual of H-valued
processes). However, Nualart and Zakai [50] give no explicit solution (F, v) to the
above decomposition of u, and we explain below the difficulty of expressing an
explicit Hodge decomposition in the form of (4.1). We propose, instead, a Clark-
Ocone-type formula for a one-form φ in terms of two separate equations,
φ = DF +M(d1φ), ∀φ ∈ Dom(d1),
and
φ = d1∗θ +N(d0∗φ), ∀φ ∈ Dom(d0∗),
where M and N are some nice linear functions. These equations imply, respectively,
the statements that
11. d
1φ = 0 ⇐⇒ φ = DF, for some F ∈ D2,1 = Dom(∇); and
21. d
0∗φ = 0 ⇐⇒ φ = d1∗θ, for some θ ∈ Dom(d1∗) ⊂ L2Γ(∧2H)∗,
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which are equivalent to Shigekawa’s theorem for q = 1. We mention in passing that
U¨stu¨nel [58] also gives a direct sum representation for H-valued distributions
D′H = ∇(D′) + Ker(δ),
where D′ is the space of distributions defined as the continuous dual of D∞, D′H
consists of H-valued distributions defined as the continuous dual of D∞(H). In fact,
he writes more explicitly in terms of the Ornstein-Uhlenbeck operator L
u = ∇(−1
2
L−1δu) + η, ∀u ∈ D′H .
with η ∈ Ker(δ). Again, there is no explicit expression for η. What we show below
should be generalisable to distributions, following U¨stu¨nel’s work, but we do not
pursue this direction here.
In general, for q ∈ N, Shigekawa’s result is that, for any L2 H-q-form φ,
1q. d
qφ = 0 ⇐⇒ φ = dq−1ψ, for some ψ ∈ Dom(dq−1) ⊂ L2Γ(∧q−1H)∗; and
2q. d
(q−1)∗φ = 0 ⇐⇒ φ = dq∗θ, for some θ ∈ Dom(dq∗) ⊂ L2Γ(∧q+1H)∗.
Instead of seeking a representation for a q-form φ in the form of
φ = dq−1ψ + dq∗θ + h, (4.2)
and showing the harmonic component h = 0, we have a combination of two equa-
tions:
φ = dq−1ψ +Mq(dqφ), ∀φ ∈ Dom(dq), (4.3)
and
φ = dq∗θ +Nq(d(q−1)∗φ), ∀φ ∈ Dom(d(q−1)∗), (4.4)
where Mq and Nq are some linear functions. We give the expression for Mq and Nq
in Section 4.3 below.
Unlike the situation on Riemannian path spaces, the calculation for higher-
order forms in the classical Wiener space is not substantially more difficult than that
of one-forms. However, we choose to explain the case of one-forms separately, in
Section 4.2, so as to present a clearer outline of the basic arguments, which serves as
a direct analogue of the result for one-forms on Riemannian path spaces in Chapter
6. If not for such comparative reasons, Section 4.2 can be skipped as Section 4.3
gives the general proof for q-forms. We conclude the chapter with some results from
our attempts at adapting the Clark-Ocone approach to abstract Wiener spaces.
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4.1 Notions and Notation
We introduce the following bracket notation on a Hilbert space, say, X, with inner
product <,>X , as a generalisation of the interior product:
(i)< x1 ⊗ · · · ⊗ xk, xk+1 >X=< xi, xk+1 >X x1 ⊗ · · · ⊗ xˆi ⊗ · · · ⊗ xk,
where xj ∈ X for j = 1 to k + 1, and xˆi indicates the omission of xi. As usual,
for n ∈ N, we denote by X⊗n, or interchangeably ⊗nX, the standard Hilbert space
completion of the algebraic tensor product X ⊗ · · · ⊗X︸ ︷︷ ︸
n times
, so X⊗n is a Hilbert space
with a complete orthonormal basis, say, {ek1 ⊗ · · · ⊗ ekn}∞k1,...,kn=1, if {ek}∞k=1 is a
complete orthonormal basis of X. We use ∧nX, and sometimes X∧n interchange-
ably, to denote the subspaces of n-fold skew-symmetric tensor products, completed
using the Hilbert space cross norm inherited from X⊗n. In other words,
X∧n = {x ∈ X⊗n : An(x) = x},
where An is the alternating map defined in (1.3). Similarly, we have Xn denoting
the completed n-fold symmetric tensor products, and the convention that X⊗0 = R.
We also need the transposition operator τi,j : X
⊗n → X⊗n, which acts by
exchanging the i-th and j-th components of a tensor product: that is, given any
x1, · · · , xn ∈ X,
τi,j(x1 ⊗ · · · ⊗ xi ⊗ · · · ⊗ xj ⊗ · · · ⊗ xn) = x1 ⊗ · · · ⊗ xj ⊗ · · · ⊗ xi ⊗ · · · ⊗ xn. (4.5)
We write simply τ when it acts on a two-tensor. By the definition of exterior
product, we have
τi,j(x1 ∧ · · · ∧ xi ∧ · · · ∧ xj ∧ · · · ∧ xn) = x1 ∧ · · · ∧ xj ∧ · · · ∧ xi ∧ · · · ∧ xn
= −x1 ∧ · · · ∧ xi ∧ · · · ∧ xj ∧ · · · ∧ xn.
In terms of the standard interior product ι, we can also write
(i)< x1 ∧ · · · ∧ xn, xn+1 >X = (−1)i−1(1)< xi ∧ x1 ∧ · · · ∧ xˆi ∧ · · · ∧ xn, xn+1 >X
= (−1)i−1ιxn+1(xi ∧ x1 ∧ · · · ∧ xˆi ∧ · · · ∧ xn).
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For example,
(1)< x1 ∧ x2, x3 >X=
1
2
[< x1, x3 >X x2− < x2, x3 >X x1] = ιx3(x1 ∧ x2),
so this bracket notation is nothing unusual but convenient for our purpose, as will
be obvious in the sequel.
Recall the exterior derivative dq : Dom(dq) ⊂ L2Γ(H∧q)∗ → L2Γ(H∧(q+1))∗,
q ∈ N, defined in Chapter 1 by
dqφσ = A
q+1(Dφσ). (4.6)
Its dual operator dq∗ : Dom(dq∗) ⊂ L2Γ(H∧(q+1))∗ → L2Γ(H∧q)∗, is given by
dq∗ = (Aq+1D)∗ = D∗(Aq+1)∗ = D∗, (4.7)
where (Aq+1)∗ is just the inclusion map L2Γ(H⊗(q+1))∗ → L2Γ(H∧(q+1))∗, and we
restrict dq∗ to act on L2Γ(H∧(q+1))∗.
In anticipation of our later discussion on path spaces, we mention that the
definition (4.6) is consistent, up to the convention for the constant coefficient (q+1),
with the standard invariant formula for dq (see, e.g., Lang [43]), which reads
(q + 1)dqφσ(h0, h1, · · · , hq) =
q∑
j=0
(−1)jLhj [φ(h0, · · · , hˆj , · · · , hq)](σ)
+
∑
i<j
(−1)i+jφσ([hi, hj ], h0, · · · , hˆi, · · · , hˆj , · · · , hq),
where φ ∈ L2Γ(H∧q)∗∩Dom(dq), and h0, h1, · · · , hq are smooth H-vector fields. On
the flat Wiener spaces, the second term disappears for h0, h1, · · · , hq ∈ H, so we
have, as in (4.6),
(q + 1)dqφσ(h0, h1, · · · , hq) =
q∑
j=0
(−1)j < ∇φσ(h0, · · · , hˆj , · · · , hq), hj >H . (4.8)
In particular, for q = 1, we have
2(d1φ)σ(h0, h1) = < ∇φ(h1)](σ), h0 >H − < ∇[φ(h0)](σ), h1 >H
= D[φ(h1)]σ(h0)−D[φ(h0)]σ(h1).
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It is sometimes convenient to write, for h1, · · · , hq+1 ∈ H,
(q + 1)dqφσ(h1, · · · , hq+1)
= (−1)q < ∇φσ(h1, · · · , hq), hq+1 >H
+
q∑
j=1
(−1)j−1 < ∇φσ(h1, · · · , hj−1, hˆj , hj+1, · · · , hq+1), hj >H
= (−1)q[< ∇φσ(h1, · · · , hq), hq+1 >H
−
q∑
j=1
< ∇φσ(h1, · · · , hj−1, hq+1, hj+1, · · · , hq), hj >H ]. (4.9)
By the Riesz representation theorem, we have a natural correspondence be-
tween L2 differential H-forms and L2 skew-symmetric H-vector fields, so corre-
sponding to dq, we can define an operator dq] : Dom(dq]) ⊂ L2ΓH∧q → L2ΓH∧(q+1)
by
dq]uσ = (d
qu]σ)
], u ∈ L2ΓH∧q, σ ∈ E,
where u] ∈ L2Γ(∧qH)∗ is given by
u]σ(h) =< uσ, h >H∧q ,
and clearly u ∈ Dom(dq]) iff u] ∈ Dom(dq). Similarly, we have the corresponding
dq∗] : Dom(dq∗]) ⊂ L2ΓH∧(q+1) → L2ΓH∧q, defined by
dq∗]uσ = (dq∗u]σ)
], u ∈ L2ΓH∧(q+1), σ ∈ E,
where u ∈ Dom(dq∗]) iff u] ∈ Dom(dq∗). It is obvious that dq∗] = dq]∗.
Using this ] notation, we switch freely between vector fields and differential
forms throughout. In fact, we will state most of our results in terms of vector fields.
For example, we write (4.8) as follows
(q + 1) < dq]φ], h0 ∧ · · · ∧ hq >H∧(q+1)
= < ∇φ],
q∑
j=0
(−1)j(h0 ∧ · · · ∧ hˆj ∧ · · · ∧ hq)⊗ hj >H⊗(q+1)
= (−1)q(q + 1) < ∇φ], h0 ∧ · · · ∧ hq >H∧(q+1) .
We can also understand the action of dq∗ by looking at dq∗]: for any u ∈ L2ΓH∧q
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and h0, h1, · · · , hq ∈ H, we apply (4.8) to obtain
E < u, (q + 1)dq∗](h0 ∧ · · · ∧ hq) >H∧q
= E < (q + 1)dq]u, h0 ∧ · · · ∧ hq >H∧(q+1)
= E <
q∑
j=0
(−1)j∇u](h0 ∧ · · · ∧ hˆj ∧ · · · ∧ hq), hj >H
= E < u,
q∑
j=0
(−1)jδ(hj)(h0 ∧ · · · ∧ hˆj ∧ · · · ∧ hq) >H∧q (4.10)
= E < u, (−1)q(q + 1)δ(h0 ∧ · · · ∧ hq) >H∧q .
In short, we verify that
dq] = (−1)qAq+1∇, and dq∗] = (−1)qδ. (4.11)
The extra sign (−1)q, cf. (4.6) and (4.7), comes from our convention of regarding
the gradient, say, ∇u, of a vector-valued function, u ∈ D2,1(X), as an element of
X ⊗H, i.e.,
D < u, x >X (h) =< ∇u, x⊗ h >X⊗H , ∀x ∈ X,h ∈ H,
and having δ acting on the last component of a H-n-tensor, since we have, for
X = H⊗n−1, and h0, h1, · · · , hq ∈ H,
ED < u, h1 ⊗ · · · ⊗ hn−1 >H⊗n−1 (hn) = E < ∇u, h1 ⊗ · · · ⊗ hn >H⊗n
= E < u, δ(h1 ⊗ · · · ⊗ hn−1 ⊗ hn) >H⊗n−1
= E < u, h1 ⊗ · · · ⊗ hn−1δ(hn) >H⊗n−1 .
On the classical Wiener space E = C0([0, T ];Rm), let evs : E → Rm be the
evaluation map at time s ∈ [0, T ], i.e, for any u ∈ E, we have evs(u) = us. For
a tensor u ∈ ⊗qE, where ⊗qE is the space of injective tensor products, i.e., the
completion of the algebraic tensor products using the injective cross norm, we can
make use of the isometry
i : ⊗qE → C0([0, T ]q;⊗qRm),
where C0([0, T ]
q;⊗qRm) consists of continuous functions σ : [0, T ]q → ⊗qRm such
that σ(t1, · · · , tq) = 0 if tj = 0 for any j = 1 to q (see [26] for a more detailed
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description). So we have,
us1,··· ,sq = i(u)(s1, · · · , sq) = (evs1 ⊗ · · · ⊗ evsq)u.
We also have the isomorphism between the two Hilbert spaces L2([0, T ];Rm)
and H = L2,10 ([0, T ];Rm) given by the indefinite integral∫ .
0
: L2([0, T ];Rm)→ H,
with the inverse map
d
d.
: H → L2([0, T ];Rm).
This gives rise to an isometry between the Hilbert spaces of the tensor powers ⊗qH
and ⊗qL2([0, T ];Rm) ∼= L2([0, T ]q;⊗qRm). Therefore, u ∈ ⊗qH iff we can write
us1,··· ,sq =
∫ s1
0
· · ·
∫ sq
0
∂q
∂r1 · · · ∂rq ur1,··· ,rqdr1 · · · drq,
where ∂
q
∂r1···∂rq ur1,··· ,rq is the weak derivative.
In long equations, we use the following abbreviations for some differential
operations on the classical Wiener space:
∂qs1,··· ,squ =
∂q
∂s1 · · · ∂sq us1,··· ,sq , ∀u ∈ ∧
qH,
Dru =
d
dr
(∇u)r, ∀u ∈ D2,1,
d
(q−1)]
s1,··· ,squ =
∂q
∂s1 · · · ∂sq (d
(q−1)]u)s1,··· ,sq , ∀u ∈ Dom(d(q−1)]),
and
dq∗]s1,··· ,squ =
∂q
∂s1 · · · ∂sq (d
q∗]u)s1,··· ,sq , ∀u ∈ Dom(dq∗]).
Note that the second convention above is standard, as in Nualart [47], using the
isomorphism between L2([0, T ];Rm) and H mentioned above.
With these abbreviations, equations (4.8) and (4.9) above can be expressed,
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for a.e. s1, · · · , sq+1 ∈ [0, T ], as
(q + 1)dq]s1,··· ,sq+1u
=
q+1∑
j=1
(−1)j−1Dsj∂qs1,··· ,sˆj ,··· ,sq+1u (4.12)
= (−1)q
Dsq+1∂qs1,··· ,squ− q∑
j=1
τj,q+1Dsj∂
q
s1,··· ,sj−1,sq+1,sj+1,··· ,squ
 . (4.13)
We often omit the transposition operators when the indices give clear indication of
the ordering. In particular, for q = 1, we have
2 d1]s1,s2u = τDs1 u˙s2 −Ds2 u˙s1 . (4.14)
Similarly, equation (4.10) above gives, for h0, h1, · · · , hq ∈ H,
(q + 1)dq∗]s1,··· ,sq(h0 ∧ · · · ∧ hq)
=
q∑
j=0
(−1)j(
∫ T
0
< (h˙j)r, dBr >Rm)∂
q
s1,··· ,sq(h0 ∧ · · · ∧ hˆj ∧ · · · ∧ hq)
=
q∑
j=0
(−1)j
∫ T
0
(1)< ∂
q+1
r,s1,··· ,sq
(
hj ∧ h0 ∧ · · · ∧ hˆj ∧ · · · ∧ hq
)
, dBr >Rm
= (q + 1)(−1)i
∫ T
0
(i+1)< ∂
q+1
s1,··· ,si−1,r,si,··· ,sq(h0 ∧ · · · ∧ hq), dBr >Rm , (4.15)
where i in (4.15) above can be any integer between 0 and q.
4.2 One-Forms on the Classical Wiener Space
On the classical Wiener space (E = C0, H = L
2,1
0 , γ), we define
CO(φ) =
∫ T
0
< E(φ˙]t|Ft), dBt >Rm , φ ∈ L2ΓH∗, (4.16)
where φ] : E → H is given by φσ(h) =< φ]σ, h >H , for any h ∈ H. Note that CO is
continuous as a map from L2ΓH∗ to L2(E;R).
From the discussion in Section 4.1, it follows that, for φ ∈ Dom(d1) and
a, b ∈ H,
(d1φ)σ(a, b) =< (d
1φ)]σ, a ∧ b >∧2H=< d1]φ]σ, a ∧ b >∧2H ,
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and
E(d1φ)σ(a, b) = E < φ]σ, (d1])∗(a ∧ b) >H .
Recall that d1 is a closed operator, and Dom(d1) is the closure of D2,1 in the L2
graph norm. Since D2,1(H∗) is dense in L2ΓH∗, so is Dom(d1). If φ ∈ D2,1(H∗), we
can write, as in equations (4.8) and (4.9),
(d1φ)σ(a, b)
=
1
2
[D(φ(b))σ(a)−D(φ(a))σ(b)]
=
1
2
∫ T
0
∫ T
0
(
< Dtφ˙
]
s, b˙s ⊗ a˙t >Rm⊗Rm − < Dtφ˙]s, a˙s ⊗ b˙t >Rm⊗Rm
)
dsdt
=
1
2
∫ T
0
∫ T
0
< τ(Dsφ˙
]
t)−Dtφ˙]s, a˙s ⊗ b˙t >Rm⊗Rm dsdt,
that is
∂2
∂s∂t
(d1φ)]s,t =
1
2
[τ(Dsφ˙
]
t)−Dtφ˙]s]. (4.17)
We also have, for a, b ∈ H,
E(d1φ)(a, b) = E < φ], (d1])∗(a ∧ b) >H
= E
1
2
[D(φ(b))(a)−D(φ(a))(b)]
= E < φ],
1
2
(bδa− aδb) >H ,
that is, as in equations (4.10) and (4.15),
(d1])∗(a ∧ b)
=
1
2
(bδa− aδb)
=
1
2
∫ .
0
b˙s
∫ T
0
< a˙r, dBr >Rm ds−
∫ .
0
a˙s
∫ T
0
< b˙r, dBr >Rm ds
=
1
2
∫ .
0
∫ T
0
(2)< b˙s ⊗ a˙r, dBr >Rm −
∫ .
0
∫ T
0
(2)< a˙s ⊗ b˙r, dBr >Rm ds
= −
∫ .
0
∫ T
0
(2)< (a˙ ∧ b˙)s,r, dBr >Rm ds. (4.18)
Proposition 4.2.1 (Clark-Ocone Formula for One-Forms: I). If φ ∈ L2ΓH∗ is in
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Dom(d1), we have CO(φ) ∈ D2,1, and
d
dt
[∇CO(φ)]t − φ˙]t = 2
∫ T
t
(2)< E[
∂2
∂t∂s
(d1φ)]t,s|Fs], dBs >Rm , a.e. t ∈ [0, T ].
(4.19)
If φ ∈ D2,k, we also have CO(φ) ∈ D2,k.
Remark 4.2.2. In general, the two terms ddt [∇CO(φ)]t and
2
∫ T
t
(2)< E[
∂2
∂t∂s
(d1φ)]t,s|Fs], dBs >Rm
are not orthogonal to each other, so equation (4.19) should not be naively taken as
the usual Hodge decomposition.
Proof. If φ ∈ D2,1, we can apply the Clark-Ocone formula to write, for almost all
t ∈ [0, T ],
φ˙]t = Eφ˙
]
t +
∫ T
0
(2)< E(Dsφ˙
]
t|Fs), dBs >Rm . (4.20)
Observe that by our convention ∇φ˙]t : E → Rm ⊗ H, and Dsφ˙]t : E → Rm ⊗ Rm,
so the bracket notation in (4.20) rightfully denotes the pairing of the second Rm-
component with dBs.
Taking conditional expectation with respect to Ft, we obtain
E(φ˙]t|Ft) = Eφ˙]t +
∫ t
0
(2)< E(Dsφ˙
]
t|Fs), dBs >Rm , (4.21)
hence
φ˙]t − E(φ˙]t|Ft) =
∫ T
t
(2)< E(Dsφ˙
]
t|Fs), dBs >Rm . (4.22)
Since φ ∈ D2,1 implies φ˙]t ∈ D2,1, by Lemma 2.4(ii) of [48] we have E(φ˙]t|Ft) ∈ D2,1,
and
DsE(φ˙]t|Ft) = E(Dsφ˙]t|Ft)1[0,t](s), a.e. in [0, T ]× E. (4.23)
This also shows that ∇E(φ˙]t|Ft) ∈ Dom(δ), since it is adapted. By the commutation
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formula in Lemma 3.1.1, we have CO(φ) ∈ D2,1, and
d
dt
[∇CO(φ)]t − φ˙]t
=
∫ T
0
(1)< DtE(φ˙]s|Fs), dBs >Rm +E(φ˙]t|Ft)− φ˙]t (4.24)
=
∫ T
t
(1)< E(Dtφ˙]s|Fs), dBs >Rm −
∫ T
t
(2)< E(Dsφ˙
]
t|Fs), dBs >Rm
=
∫ T
t
(2)< E[τ(Dtφ˙]s)−Dsφ˙]t|Fs], dBs >Rm (4.25)
= 2
∫ T
t
(2)< E[
∂2
∂t∂s
(d1φ)]t,s|Fs], dBs >Rm ,
where the second equality follows from equations (4.23) and (4.22), and the last one
from (4.17). So (4.19) holds for φ ∈ D2,1. It is also clear from the above calculation,
or from the commutation formula directly, that CO(φ) ∈ D2,k if φ ∈ D2,k.
A general L2 one-form φ ∈ Dom(d1) can be approximated by cylindrical one-
forms φj ∈ D2,1 such that φj → φ and d1φj → d1φ in L2, then the above computation
shows that D(CO(φj)) converges in L
2, in the sense that, for t ∈ [0, T ],
d
dt
[∇CO(φj)]t = (φ˙]j)t + 2
∫ T
t
(2)< E[
∂2
∂t∂s
(d1φj)
]
t,s|Fs], dBs >Rm
→ φ˙]t + 2
∫ T
t
(2)< E[
∂2
∂t∂s
(d1φ)]t,s|Fs], dBs >Rm .
Since CO is continuous, we have CO(φj)→ CO(φ), and by the closedness of D we
get CO(φ) ∈ D2,1, with DtCO(φ) given by the limit above, and we are done.
Corollary 4.2.3. If φ ∈ L2ΓH∗ is in Dom(d1), we have
‖D(CO(φ))− φ‖L2(E;H∗) ≤
√
2 ‖d1φ‖L2Γ(H∧2)∗ .
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Proof. Applying the Itoˆ isometry to equation (4.19), we get∫ T
0
‖ d
dt
[∇CO(φ)]t − φ˙]t‖2L2(E;Rm)dt = 4
∫ T
0
E
∫ T
t
{E[ ∂
2
∂t∂s
(d1φ)]t,s|Fs]}2dsdt
≤ 4
∫ T
0
E
∫ T
t
E[
∂2
∂t∂s
(d1φ)]t,s]
2dsdt
= 4
∫ T
0
E
∫ s
0
E[
∂2
∂t∂s
(d1φ)]t,s]
2dtds
= 2
∫ T
0
∫ T
0
E[| ∂
2
∂t∂s
(d1φ)]t,s|2]dtds
= 2 ‖(d1φ)]‖2L2(E;∧2H)
= 2‖d1φ‖2L2Γ(H∧2)∗ ,
where the second line uses a basic property of conditional expectation, and the
fourth uses the symmetry of the integrand.
Corollary 4.2.4. φ ∈ Dom(d1), d1φ = 0 =⇒ φ = DF , with F = CO(φ) ∈ D2,1.
Moreover, if φ is smooth, so is F .
Remark 4.2.5. The proof of Proposition 4.2.1 shows that the apparently weaker
condition
E[
∂2
∂s∂t
(d1φ)]s,t|Fs] = 0, a.e. 0 ≤ t ≤ s ≤ T (4.26)
implies the stronger condition d1φ = 0. Indeed, we have actually shown that
E[
∂2
∂s∂t
(d1φ)]s,t|Fs] = 0, a.e. 0 ≤ t ≤ s ≤ T ⇐⇒ D(CO(φ)) = φ ⇐⇒ d1φ = 0.
This, however, isn’t surprising if we observe that the Clark-Ocone formula itself
implies that
E[
d
ds
(∇F )s|Fs] = 0, a.e. s ∈ [0, T ] ⇐⇒ F = constant ⇐⇒ ∇F = 0.
This observation plays an important role in the study of path spaces on manifolds.
Remark 4.2.6. The condition (4.26) can be stated in a more symmetric form:
E[
∂2
∂s∂t
(d1φ)]s,t|Fs∨t] = 0, a.e. s, t ∈ [0, T ], (4.27)
where s ∨ t = max(s, t). Sigma-algebras of this form have appeared in the work
of Nualart and Zakai [51] in their generalisation of multiple integrals for complete
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symmetric tensor products. We refer to the their paper (in particular, Lemma 4.2)
for the measure-theoretic niceties of such constructions.
Remark 4.2.7. Recall the subspace of isometry V of adapted processes inside
L2(E;H), defined in Example 1.3.2. To extend the idea of Wu [63] (see Section
1.4), we can define the following subspace of L2ΓH⊗2,
V (2) = {u ∈ L2ΓH⊗2 : us,t ∈ Fs∨t, a.e. s, t ∈ [0, T ]}.
Let PV (2) be the projection onto V
(2) defined by
PV (2)u =
∫ .
0
∫ .
0
E[
∂2
∂s∂t
us,t|Fs∨t]dsdt
=
∫ .
0
∫ .
t
E[
∂2
∂s∂t
us,t|Fs]dsdt+
∫ .
0
∫ t∧.
0
E[
∂2
∂s∂t
us,t|Ft]dsdt,
and P i
V (2)
given by the i-th term in the above sum for i = 1, 2; e.g., for i = 1,
P 1
V (2)
u =
∫ .
0
∫ .
t
E[
∂2
∂s∂t
us,t|Fs]dsdt.
Since CO(φ) = δPV∇φ], we can state our Clark-Ocone formula for H-one-forms
(4.19) in the following form:
∇δPV∇φ] − φ] = 2δP 2V (2)(d1φ)].
From now on, we make regular use of Wu’s interpretation and the smoothing
effect of the such projections. We write [PV∇] for the composed operator PV∇ as
a continuous linear map from L2(C0,R) to L2ΓH. Similarly, we have [PVD], [δPV ],
etc. From equation (2.23) ([48] Lemma 2.4), we have E(u˙t|Ft) ∈ D2,1 for any process
u ∈ D2,1, and
d
ds
∇[E(u˙t|Ft)]s = E[ d
ds
∇(u˙t)s|Ft]1[0,t](s), a.e. in [0, T ]× C0, (4.28)
This can be written as
∇PV = [P 2V (2)∇], (4.29)
linking the two subspaces of the isometries V and V (2) for the classical Wiener
space. This turns out to be an important condition for our later generalisation to
the abstract Wiener space in Section 4.4.
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Lemma 4.2.8. Given u ∈ Dom(δ), we have, for a.e. t ∈ [0, T ],
E(
∫ T
0
< u˙r, dBr >Rm |Ft) =
∫ t
0
< E(u˙r|Ft), dBr >Rm .
Proof. This can be taken as an easy consequence of Lemma 1.2.5 in [47] based on
the chaos expansion. Here we give a direct proof using the definition of conditional
expectations. For any Ft-measurable function G ∈ D2,1, the discussion in Section
1.3 shows ddr (∇G)r = 0 for a.e. r ∈ [t, T ], so integration-by-parts formula gives
E(G
∫ T
0
< u˙r, dBr >Rm) = E
∫ T
0
<
d
dr
(∇G)r, u˙r >Rm dr
= E
∫ t
0
<
d
dr
(∇G)r,E(u˙r|Ft) >Rm dr
= EG
∫ t
0
< E(u˙r|Ft), dBr >Rm .
We state the next propositions in terms of vector fields rather than one-forms.
Proposition 4.2.9 (Clark-Ocone Formula for One-Forms: II). If u ∈ L2ΓH is in
the domain of δ, the skew-symmetric two-vector-field S(u) ∈ L2ΓH∧2 defined by
S(u) =
∫ .
0
∫ .
0
E[1(r1,T ](r)Dru˙r1 − 1(r,T ](r1)τ(Dr1 u˙r)|Fr∨r1 ]drdr1, (4.30)
is in the domain of d1∗], and
u˙t + d
1∗]
t S(u) = E(Dtδu|Ft), a.e. t ∈ [0, T ]. (4.31)
Remark 4.2.10. As in Remark 4.2.2, we can check that d1∗]t S(u) is not orthogonal
to E(Dtδu|Ft) in general.
Remark 4.2.11. As in Remark 4.2.7, we can state the formula (4.31) in the fol-
lowing form:
u = −2 d1∗]A2[P 2V (2)∇]u+ [PV∇]δu.
The right-hand side of (4.31) is again interpreted in the sense of (1.18) and (1.20):
u ∈ Dom(δ) implies δu ∈ L2(E;R), and the projected process
[PV∇]δu =
∫ .
0
E(Dtδu|Ft)dt
is a well-defined element of L2(E;H).
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Proof. To see that S is skew-symmetric, we can check that Ss,t(u) = −τSt,s(u), or,
equivalently, by checking the weak derivatives
∂2
∂s∂t
S(u) = −τ
(
∂2
∂t∂s
S(u)
)
,
which is obvious since
−τ
(
∂2
∂t∂s
S(u)
)
= −τ (E[1(s,T ](t)Dtu˙s − 1(t,T ](s)τ(Dsu˙t)|Fs∨t])
= E[−1(s,T ](t)τ(Dtu˙s) + 1(t,T ](s)Dsu˙t|Fs∨t]
=
∂2
∂s∂t
S(u).
To prove the proposition, first assume u ∈ D2,2, so ∇u ∈ D2,1 ⊂ Dom(δ),
and we calculate directly, using (4.18),
−d1∗]t S(u)
=
d
dt
∫ .
0
∫ T
0
(2)< E[1(r1,T ](r)Dru˙r1 − 1(r,T ](r1)τ(Dr1 u˙r)|Fr∨r1 ], dBr >Rm dr1
=
∫ T
t
(2)< E(Dru˙t|Fr), dBr >Rm −
∫ t
0
(1)< E(Dtu˙r|Ft), dBr >Rm . (4.32)
On the other hand, u ∈ D2,2 satisfies the conditions for the commutation formula
(3.1), so we apply Lemma 4.2.8 to calculate
E(Dtδu|Ft) = E(Dt
∫ T
0
< u˙r, dBr >Rm |Ft)
= E(
∫ T
0
(1)< Dtu˙r, dBr >Rm +u˙t|Ft)
=
∫ t
0
(1)< E(Dtu˙r|Ft), dBr >Rm +E(u˙t|Ft).
Therefore, we obtain, by conditioning the Clark-Ocone formula as in (4.21),
−d1∗]t S(u) + E(Dtδu|Ft) =
∫ T
t
(2)< E(Dru˙t|Fr), dBr >Rm +E(u˙t|Ft) = u˙t.
For a general u ∈ Dom(δ), we can approximate u by a sequence of cylindrical
uj ∈ D2,2, such that uj → u and δuj → δu in L2. Remark 4.2.11 also implies that
E(Dtδuj |Ft)→ E(Dtδu|Ft) in L2. The computation above shows that,
−d1∗]t S(uj) = (u˙j)t − E(Dtδuj |Ft)→ u˙t − E(Dtδu|Ft).
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Since the map uj 7→ S(uj) is continuous in L2, we also have S(uj)→ S(u). Using the
fact that d1∗ is a closed operator, and therefore so is d1∗], we see S(u) ∈ Dom(d1∗]),
with d1∗]t S(u) given by the limit above, so we are done.
Corollary 4.2.12. u ∈ Dom(δ) ⊂ L2ΓH, δu = 0 =⇒ u = −d1∗]S(u), with
S(u) ∈ Dom(d1∗]) defined in (4.30). Equivalently, any u ∈ Ker(δ) can be expressed
as
u˙t =
∫ T
t
(2)< E(Dsu˙t|Fs), dBs >Rm −
∫ t
0
(1)< E(Dtu˙s|Ft), dBs >Rm , a.e. t ∈ [0, T ].
(4.33)
Moreover, if u is smooth, so is S(u).
Proof. This result follows clearly from Proposition 4.2.9 and equation (4.32).
Alternative proof. It is worth noting that Corollary 4.2.12 can also be taken as a
direct consequence of Proposition 4.2.1, by a simple duality argument.
Suppose u ∈ Ker(δ), so for any φ ∈ D2,1H∗, we have
0 = E[(δu)CO(φ)] = E < u,∇CO(φ) >H .
By (4.19), with φ ∈ Dom(d1),
E < u, φ] >H
= E
∫ T
0
< u˙t, φ˙
]
t −DtCO(φ) >Rm dt
= E
∫ T
0
< u˙t,−2
∫ T
t
(2)< E(d1t,sφ]|Fs), dBs >Rm>Rm dt
= −E 2
∫ T
0
∫ T
0
< 1(t,T ](s)E(Dsu˙t|Fs), d1t,sφ] >∧2Rm dsdt
= E
∫ T
0
∫ T
0
< τ [1(s,T ](t)E(Dtu˙s|Ft)]− 1(t,T ](s)E(Dsu˙t|Fs), d1t,sφ] >∧2Rm dsdt
= −E
∫ T
0
<
∫ T
0
(1)< 1[0,t](s)E(Dtu˙s|Fs∨t), dBs >Rm , φ˙]t >Rm dt
+E
∫ T
0
<
∫ T
0
(2)< 1[0,s](t)E[Dsu˙t|Fs∨t], dBs >Rm , φ˙]t >Rm dt
= −E < d1∗]S(u), φ] >H ,
using (4.32), so we obtain the result by the density of Dom(d1) in L2ΓH∗.
On the other hand, if we follow the calculation in Proposition 4.2.1 only up
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to (4.25), we derive the following more explicit expression for φ] ∈ D2,1(H),
E < u, φ] >H = E
∫ T
0
< u˙t,
∫ T
t
(2)< E[Dsφ˙
]
t − τ(Dtφ˙]s)|Fs], dBs >Rm>Rm dt
= E
∫ T
0
< ∇u˙t,
∫ .
0
1[t,T ](s)E[Dsφ˙
]
t − τ(Dtφ˙]s)|Fs]ds >Rm⊗H dt
= E
∫ T
0
∫ T
0
1[t,T ](s) < E(Dsu˙t|Fs), Dsφ˙]t − τ(Dtφ˙]s) >Rm⊗Rm dsdt
= E
∫ T
0
<
∫ T
t
(2)< E(Dsu˙t|Fs), dBs >Rm , φ˙]t >Rm dt
−E
∫ T
0
<
∫ s
0
(1)< E(Dsu˙t|Fs), dBt >Rm , φ˙]s >Rm ds,
therefore by the density of D2,1(H) in L2ΓH, we obtain (4.33).
Remark 4.2.13. Note that the first integral in (4.33) is a standard Itoˆ integral, but
the second one is a Skorohod integral, which is orthogonal to the first part since, by
applying the Skorohod energy identity (3.2), or more directly the equations (1.54)
and (1.45) from [47], we get
E
∫ T
t
< E(Dsu˙t|Fs), dBs >Rm
∫ t
0
< E(Dtu˙s|Ft), dBs >Rm= 0.
4.3 Higher Order Forms on the Classical Wiener Space
We first state two commutation formulas involving the exterior derivatives and their
adjoints. Recall quickly (4.11), our convention for dq] and dq∗] here:
dq] = (−1)qAq+1∇, and dq∗] = (−1)qδ.
Lemma 4.3.1 (Commutation Formula for dq). Suppose u ∈ D2,1(H∧q) satisfies
τi,q+1∇u ∈ Dom(δ), for all i = 1 to q. Then we have δu ∈ Dom(d(q−1)]), and
(−1)q−1q d(q−1)]δu =
q∑
j=1
δ(τj,q+1∇u) + q u,
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that is, for a.e. s1, · · · , sq ∈ [0, T ],
(−1)q−1q d(q−1)]s1,··· ,sq [
∫ .
0
· · ·
∫ .
0
∫ T
0
(q)< ∂
q
r1,··· ,rqu, dBrq >Rm dr1 · · · drq−1]
=
q∑
j=1
∫ T
0
(j)< Dsj∂
q
s1,··· ,sj−1,rq ,sj+1,··· ,squ, dBrq >Rm +q ∂
q
s1,··· ,squ. (4.34)
Remark 4.3.2. For q = 1, the above reduces to the commutation formula (3.1).
Remark 4.3.3. We can equivalently state the above as, for any i = 1 to q,
(−1)i−1q d(q−1)]s1,··· ,sq [
∫ .
0
· · ·
∫ .
0
∫ T
0
(i)< ∂
q
r1,··· ,rqu, dBri >Rm dr1 · · · dri−1dri+1 · · · drq]
=
q∑
j=1
∫ T
0
(j)< Dsj∂
q
s1,··· ,sj−1,ri,sj+1,··· ,squ, dBri >Rm +q ∂
q
s1,··· ,squ.
The same goes for many other expressions in this section. It is a result of the skew-
symmetry of u ∈ L2Γ∧q H. This points to the many equivalent ways of writing the
Clark-Ocone formulae for differential forms.
Proof. This is an easy consequence of (4.12) and (3.1), since
(−1)q−1q d(q−1)]s1,··· ,sq [
∫ .
0
· · ·
∫ .
0
∫ T
0
(q)< ∂
q
r1,··· ,rqu, dBrq >Rm dr1 · · · drq−1]
=
q∑
j=1
(−1)q−jDsj [
∫ T
0
(q)< ∂
q
s1,··· ,sˆj ,··· ,sq ,rqu, dBrq >Rm ]
=
q∑
j=1
Dsj [
∫ T
0
(j)< ∂
q
s1,··· ,sj−1,rq ,sj+1,··· ,squ, dBrq >Rm ]
=
q∑
j=1
∫ T
0
(j)< Dsj∂
q
s1,··· ,sj−1,rq ,sj+1,··· ,squ, dBrq >Rm + q ∂
q
s1,··· ,squ.
Lemma 4.3.4 (Commutation Formula for dq∗). If u ∈ D2,1(H∧q) and ∇u ∈ Dom(δ),
we have d(q−1)∗]u ∈ D2,1, and
(−1)q−1∇d(q−1)∗]u = δ(τq,q+1∇u) + u,
that is, for a.e. s1, · · · , sq ∈ [0, T ],
(−1)q−1Dsqd(q−1)∗]s1,··· ,sq−1u =
∫ T
0
(q)< Dsq∂
q
s1,··· ,sq−1,ru, dBr >Rm +∂
q
s1,··· ,squ. (4.35)
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Remark 4.3.5. For q = 1, the above formula again reduces to (3.1).
Remark 4.3.6. Just as in Remark 4.3.3, we can equivalently state (4.35) as, for
any i = 1 to q,
(−1)i−1Dsd(q−1)∗]s1,··· ,sq−1u
=
∫ T
0
(i)< Ds∂
q
s1,··· ,si−1,r,si,··· ,sq−1u, dBr >Rm +∂
q
s1,··· ,si−1,s,si,··· ,sq−1u.
Proof. This is an easy consequence of (4.15) and (3.1), since
(−1)q−1Dsqd(q−1)∗]s1,··· ,sq−1u = (−1)q−1Dsq(−1)q−1
∫ T
0
(q)< ∂
q
s1,··· ,sq−1,ru, dBr >Rm
=
∫ T
0
(q)< Dsq∂
q
s1,··· ,sq−1,ru, dBr >Rm +∂
q
s1,··· ,squ.
Using the operators dq] and dq∗], we can define the analogue of Shigekawa’s
Hodge Laplacian on skew-symmetric H-vector fields by
∆q] = (q + 1)dq∗]dq] + qd(q−1)]d(q−1)∗].
The unusual coefficients here are due to our definition of dq] and dq∗] in (4.11),
which follows the convention of Kobayashi and Nomizu [41] for exterior product
and exterior derivative.
Lemma 4.3.7 ([Shigekawa [55]: Weitzenbo¨ck Formula). ∆q] = δ∇+ qIdH∧q .
Proof. We follow the calculation as in the proof of Lemma 4.3.1 to derive
∆q] = (q + 1)δAq+1∇+ qd(q−1)](−1)(q−1)δ
= δ(∇−
q∑
j=1
τj,q+1∇) + δ
q∑
j=1
τj,q+1∇+ qIdH∧q
= δ∇+ qIdH∧q .
Theorem 4.3.8 (Clark-Ocone Formula for q-Forms: I). For all u ∈ Dom(dq]), the
skew-symmetric (q − 1)-vector-field Tq−1(u) ∈ L2ΓH∧(q−1), defined by
Tq−1(u) =
∫ .
0
· · ·
∫ .
0
∫ T
maxqi=2 ri
(1)< E(∂qr1,··· ,rqu|Fr1), dBr1 >Rm dr2 · · · drq, (4.36)
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is in the domain of d(q−1)], and, for a.e. s1, · · · , sq ∈ [0, T ],
∂qs1,··· ,squ = q d
(q−1)]
s1,··· ,sqTq−1(u) + (q + 1)
∫ T
maxqi=1 si
(1)< E(dq]r,s1,··· ,squ|Fr), dBr >Rm .
(4.37)
Moreover, if u ∈ D2,k(H∧q), we also have Tq−1(u) ∈ D2,k(H∧(q−1)).
Remark 4.3.9. The case of q = 1 reduces to Proposition 4.2.1.
Remark 4.3.10. As noted in Remark 4.3.3, we can define Tq−1(u) in (4.36) as∫ .
0
· · ·
∫ .
0
∫ T
maxqi=1,i6=j ri
(j)< E(∂qr1,··· ,rqu|Frj ), dBrj >Rm dr1 · · · drj−1drj+1 · · · drq,
for j any integer between 1 and q, with the corresponding change in (4.37).
Remark 4.3.11. Note that our statements here hold almost everywhere, so we
ignore all sets such that si = sj for i 6= j.
Proof. We prove the result first for u ∈ D2,1, and then use an approximation argu-
ment to extend to any general u ∈ Dom(dq]).
We apply the Clark-Ocone formula to write, for a.e. s1, · · · , sq ∈ [0, T ],
∂qs1,··· ,squ = E(∂
q
s1,··· ,squ) +
∫ T
0
(q+1)< E[Dr∂qs1,··· ,squ|Fr], dBr >Rm .
Taking conditional expectation with respect to Fmaxqi=1 si , we obtain
E(∂qs1,··· ,squ|Fmaxqi=1 si) = E(∂
q
s1,··· ,squ)+
∫ maxqi=1 si
0
(q+1)< E[Dr∂qs1,··· ,squ|Fr], dBr >Rm ,
(4.38)
hence
∂qs1,··· ,squ = E(∂
q
s1,··· ,squ|Fmaxqi=1 si) +
∫ T
maxqi=1 si
(q+1)< E[Dr∂qs1,··· ,squ|Fr], dBr >Rm .
For u ∈ D2,1, equation (2.23) implies E(∂qs1,··· ,sj−1,r,sj+1,··· ,squ|Fr) ∈ D2,1, and
DsjE(∂
q
s1,··· ,sj−1,r,sj+1,··· ,squ|Fr) = E(Dsj∂qs1,··· ,sj−1,r,sj+1,··· ,squ|Fr)1(sj ,T ](r), a.e.
Therefore, the process
∫ .
0 DsjE(∂
q
s1,··· ,sj−1,r,sj+1,··· ,squ|Fr)dr is adapted, hence Itoˆ-
integrable. We can apply Lemma 4.3.1 (in particular, equation (4.34) and Remark
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4.3.3 for i = 1), to show that Tq−1(u) ∈ Dom(d(q−1)]), and for a.e. s1, · · · , sq ∈ [0, T ],
q d
(q−1)]
s1,··· ,sqTq−1(u)
=
q∑
j=1
∫ T
maxqi=1,i 6=j si
(j)< DsjE(∂
q
s1,··· ,sj−1,r,sj+1,··· ,squ|Fr), dBr >Rm
+
q∑
j=1
E(∂qs1,··· ,squ|Fsj )1(maxqi=1,i 6=j si,T ](sj)
=
q∑
j=1
∫ T
maxqi=1 si
(j)< E(Dsj∂
q
s1,··· ,sj−1,r,sj+1,··· ,squ|Fr), dBr >Rm
+E(∂qs1,··· ,squ|Fmaxqi=1 si). (4.39)
Subtracting (4.39) from (4.38), we obtain, by equation (4.13),
∂qs1,··· ,squ− q d
(q−1)]
s1,··· ,sqTq−1(u)
=
∫ T
maxqi=1 si
(q+1)< E(Dr∂qs1,··· ,squ|Fr), dBr >Rm
−
q∑
j=1
∫ T
maxqi=1 si
(j)< E(Dsj∂
q
s1,··· ,sj−1,r,sj+1,··· ,squ|Fr), dBr >Rm
= (q + 1)
∫ T
maxqi=1 si
(1)< E(dq]r,s1,··· ,squ|Fr), dBr >Rm ,
so (4.37) holds for u ∈ D2,1. It is also clear from the above calculation, or from the
commutation formula directly, that Tq−1(u) ∈ D2,k(H∧(q−1)) if u ∈ D2,k(H∧q).
A general u ∈ Dom(dq]) can be approximated by a sequence of uj ∈ D2,1
such that uj → u and dq]uj → dq]u in L2. The above computation shows that
q d
(q−1)]
s1,··· ,sqTq−1(uj) = ∂
q
s1,··· ,squj − (q + 1)
∫ T
maxqi=1 si
(1)< E(dq]r,s1,··· ,squj |Fr), dBr >Rm
→ ∂qs1,··· ,squ− (q + 1)
∫ T
maxqi=1 si
(1)< E(dq]r,s1,··· ,squ|Fr), dBr >Rm .
Since the map uj 7→ Tq−1(uj) is continuous in L2, we also have Tq−1(uj)→ Tq−1(u).
As dq−1 is a closed operator, so is d(q−1)], therefore Tq−1(u) ∈ Dom(d(q−1)]), and
(4.37) holds for u ∈ Dom(dq]).
Corollary 4.3.12. u ∈ Ker(dq]) =⇒ u = q dq]Tq−1(u), where the skew-symmetric
(q − 1)-vector-field Tq−1(u) ∈ Dom(dq]) is defined by equation (4.36). That is, any
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u ∈ Ker(dq]) can be expressed as, for a.e. s1, · · · , sq ∈ [0, T ],
∂qs1,··· ,squ
= q d
(q−1)]
s1,··· ,sqTq−1(u) (4.40)
= E(∂qs1,··· ,squ|Fmaxqi=1 si)
+
q∑
j=1
∫ T
maxqi=1 si
(j)< E(Dsj∂
q
s1,··· ,sj−1,r,sj+1,··· ,squ|Fr), dBr >Rm
= E(∂qs1,··· ,squ) +
∫ maxqi=1 si
0
(q+1)< E(Dr∂qs1,··· ,squ|Fr), dBr >Rm
+
q∑
j=1
∫ T
maxqi=1 si
(j)< E(Dsj∂
q
s1,··· ,sj−1,r,sj+1,··· ,squ|Fr), dBr >Rm . (4.41)
Moreover, if u ∈ D2,k(H∧q), we have Tq−1(u) ∈ D2,k(H∧(q−1)).
Proof. With dq]u = 0, the first statement is a direct consequence of (4.37), the
second is the last equation in (4.39), and the last step follows from the conditioned
Clark-Ocone formula as in (4.38).
Remark 4.3.13. Following the discussions in Section 1.4 and Remark 4.2.7, we can
define the following subspace of L2ΓH⊗q,
V (q) = {u ∈ L2ΓH⊗q : us1,··· ,sq ∈ Fs1∨···∨sq , a.e. s1, · · · , sq ∈ [0, T ]}.
Let PV (q) be the projection onto V
(q) defined by
PV (q)u =
∫ .
0
· · ·
∫ .
0
E(∂qs1,··· ,squ|Fs1∨···∨sq)ds1 · · · dsq
=
q∑
j=1
∫ .
0
· · ·
∫ .
0
1sj=maxqi=1 siE(∂
q
s1,··· ,squ|Fsj )ds1 · · · dsq,
and P j
V (q)
given by the j-th term in the above sum, j = 1 to q,
P j
V (q)
u =
∫ .
0
· · ·
∫ .
0
1sj=maxqi=1 siE(∂
q
s1,··· ,squ|Fsj )ds1 · · · dsq,
then we can state our Clark-Ocone formula for H-q-forms (4.37) in the following
form:
u = q d(q−1)][δP 1
V (q)
]u+ (q + 1)[δP 1
V (q+1)
]dq]u.
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Theorem 4.3.14 (Clark-Ocone Formula for q-Forms: II). For u ∈ Dom(d(q−1)∗]),
the skew-symmetric (q + 1)-vector-field Sq+1(u) ∈ L2ΓH∧(q+1) defined by
Sq+1(u)
=
∫ .
0
· · ·
∫ .
0
E[1(maxqi=1 ri,T ](r)Dr∂
q
r1,··· ,rqu (4.42)
−
q∑
j=1
1(r∨maxqi=1,i 6=j ri,T ](rj)τj,q+1Drj∂
q
r1,··· ,rj−1,r,rj+1,··· ,rqu|Fr∨maxqi=1 ri ] drdr1 · · · drq
is in the domain of dq∗], and
∂qs1,··· ,squ = (−1)qdq∗]s1,··· ,sqSq+1(u) (4.43)
+
q∑
j=1
(−1)j−11sj=maxqi=1 siE(Dsjd
(q−1)∗]
s1,··· ,sj−1,sj+1,··· ,squ|Fsj ).
Remark 4.3.15. The case of q = 1 reduces to Proposition 4.2.9.
Remark 4.3.16. As in Remark 4.2.11, the right-hand sides of (4.43) and (4.42) are
to be interpreted in the sense of (1.18). That is, the condition u ∈ Dom(d(q−1)∗])
implies d(q−1)∗]u ∈ L2ΓH∧(q−1), so the projected process, for each j = 1 to q,
[P j
V (q)
∇]d(q−1)∗]u =
∫ .
0
· · ·
∫ .
0
1sj=maxqi=1 siE(Dsjd
(q−1)∗]
s1,··· ,sj−1,sj+1,··· ,squ|Fsj )ds1 · · · dsq
is a well-defined element in L2ΓH∧q. So as in Remark 4.3.13, we state (4.43) as
u = (−1)q(q + 1)dq∗]Aq+1[P q+1
V (q+1)
∇]u+ qAq[P q
V (q)
∇]d(q−1)∗]u.
Proof. We prove first for u ∈ D2,2, and then use the standard approximation argu-
ment to extend the result to any general u ∈ Dom(d(q−1)∗]).
From the skew-symmetry of u ∈ L2ΓH∧q, we can see that Sq+1(u) is the full
skew-symmetrisation of the (q + 1)-tensor
G(u) = (q + 1)
∫ .
0
· · ·
∫ .
0
E[1(maxqi=1 ri,T ](r)Dr∂
q
r1,··· ,rqu|Fr] drdr1 · · · drq,
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so indeed Sq+1(u) ∈ L2ΓH∧(q+1). We compute
(−1)qdq∗]s1,··· ,sqSq+1(u) (4.44)
=
∫ T
0
(q+1)< E[1(maxqi=1 si,T ](r)Dr∂
q
s1,··· ,squ|Fr], dBr >Rm
−
q∑
j=1
∫ sj
0
(q+1)< E[1sj=maxqi=1 siτj,q+1Dsj∂
q
s1,··· ,sj−1,r,sj+1,··· ,squ|Fsj ], dBr >Rm
=
∫ T
maxqi=1 si
(q+1)< E(Dr∂qs1,··· ,squ|Fr), dBr >Rm
−
q∑
j=1
1sj=maxqi=1 si
∫ sj
0
(j)< E(Dsj∂
q
s1,··· ,sj−1,r,sj+1,··· ,squ|Fsj ), dBr >Rm .
On the other hand, from our assumption u ∈ D2,2, we have u ∈ Dom(d(q−1)∗]) and
d(q−1)∗]u ∈ D2,1, so applying the commutation formula (4.35), we obtain
q∑
j=1
(−1)j−11sj=maxqi=1 siE(Dsjd
(q−1)∗]
s1,··· ,sj−1,sj+1,··· ,squ|Fsj ) (4.45)
=
q∑
j=1
(−1)j−11sj=maxqi=1 siE[(−1)
j−1Dsj
∫ T
0
(j)< ∂
q
s1,··· ,sj−1,r,sj+1,··· ,squ, dBr >Rm |Fsj ]
=
q∑
j=1
1sj=maxqi=1 siE(∂
q
s1,··· ,squ+
∫ T
0
(j)< Dsj∂
q
s1,··· ,sj−1,r,sj+1,··· ,squ, dBr >Rm |Fsj )
= E(∂qs1,··· ,squ|Fmaxqi=1 si)
+
q∑
j=1
1sj=maxqi=1 si
∫ sj
0
(j)< E(Dsj∂
q
s1,··· ,sj−1,r,sj+1,··· ,squ|Fsj ), dBr >Rm .
Now summing up (4.44) and (4.45), we obtain
(−1)qdq∗]s1,··· ,sqSq+1(u) +
q∑
j=1
(−1)j−11sj=maxqi=1 siE(Dsjd
(q−1)∗]
s1,··· ,sj−1,sj+1,··· ,squ|Fsj )
=
∫ T
maxqi=1 si
(q+1)< E(Dr∂qs1,··· ,squ|Fr), dBr >Rm +E(∂qs1,··· ,squ|Fmaxqi=1 si)
= ∂qs1,··· ,squ,
by the conditioned Clark-Ocone formula (4.38), which proves (4.43) for u ∈ D2,2.
For a general u ∈ Dom(d(q−1)∗]) ⊂ L2ΓH∧q, we can approximate by a se-
quence of cylindrical uj ∈ D2,2 such that uj → u and d(q−1)∗]uj → d(q−1)∗]u in L2.
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Remark 4.3.16 also implies that
E(Dsjd
(q−1)∗]
s1,··· ,sj−1,sj+1,··· ,squj |Fsj )→ E(Dsjd(q−1)∗]s1,··· ,sj−1,sj+1,··· ,squ|Fsj )
in L2. The above computation shows that, in L2,
(−1)qdq∗]s1,··· ,sqSq+1(uj)
= ∂qs1,··· ,squj −
q∑
j=1
(−1)j−11sj=maxqi=1 siE(Dsjd
(q−1)∗]
s1,··· ,sj−1,sj+1,··· ,squj |Fsj )
→ ∂qs1,··· ,squ−
q∑
j=1
(−1)j−11sj=maxqi=1 siE(Dsjd
(q−1)∗]
s1,··· ,sj−1,sj+1,··· ,squ|Fsj ).
Since the map u 7→ Sq+1(u) is continuous in L2, we also have Sq+1(uj) → Sq+1(u).
Using the fact that dq∗ is a closed operator, and therefore so is dq∗], we have indeed
Sq+1(u) ∈ Dom(dq∗]), and (4.42) holds.
Corollary 4.3.17. u ∈ Ker(d(q−1)∗]) =⇒ u = (−1)qdq∗]Sq+1(u), where the skew-
symmetric vector field Sq+1(u) ∈ Dom(dq∗]) is defined by (4.42). That is, any
u ∈ Ker(d(q−1)∗]) can be expressed as
∂qs1,··· ,squ
= (−1)qdq∗]s1,··· ,sqSq+1(u) (4.46)
=
∫ T
maxqi=1 si
(q+1)< E(Dr∂qs1,··· ,squ|Fr), dBr >Rm (4.47)
−
q∑
j=1
1sj=maxqi=1 si
∫ sj
0
(j)< E(Dsj∂
q
s1,··· ,sj−1,r,sj+1,··· ,squ|Fsj ), dBr >Rm .
To compare the various versions of the Clark-Ocone equations we have de-
rived so far, we write
A(u) = Eu,
B(u) =
∫ .
0
· · ·
∫ .
0
∫ maxqi=1 si
0
(q+1)< E(Dr∂qs1,··· ,squ|Fr), dBr >Rm ds1 · · · dsq,
B1(u)=
q∑
j=1
1sj=maxqi=1 si
∫ .
0
· · ·
∫ .
0
∫ sj
0
(j)<E(Dsj∂
q
s1,··· ,sj−1,r,sj+1,··· ,squ|Fsj), dBr>Rmds1· · ·dsq,
C(u) =
∫ .
0
· · ·
∫ .
0
∫ T
maxqi=1 si
(q+1)< E(Dr∂qs1,··· ,squ|Fr), dBr >Rm ds1 · · · dsq,
65
and
C1(u) =
q∑
j=1
∫ .
0
· · ·
∫ .
0
∫ T
maxqi=1 si
(j)< E(Dsj∂
q
s1,··· ,sj−1,r,sj+1,··· ,squ|Fr), dBr >Rm ds1· · ·dsq.
The classical Clark-Ocone expression for u ∈ L2Γ ∧q H, or rather, for ∂qs1,··· ,squ ∈
L2Γ ∧q Rm, takes the form
u = A(u) +B(u) + C(u), (4.48)
The proof of Proposition 4.3.8 shows
u = A(u) + [B(u) + C1(u)]︸ ︷︷ ︸
∈Image(d(q−1)])
+ [C(u)− C1(u)]︸ ︷︷ ︸
Mq(dq]u)
,
while the proof of Proposition 4.3.14 gives
u = A(u) + [B(u) +B1(u)]︸ ︷︷ ︸
Nq(d(q−1)∗]u)
+ [C(u)−B1(u)]︸ ︷︷ ︸
∈Image(dq∗])
.
The presence of the two new terms B1(u) and C1(u), both of which are absent from
(4.48) and involve skew-symmetrisation of the differentiation operator intertwined
with conditioning and divergence, lies behind the difficulty of obtaining a Hodge-
decomposition-type of representation of the form (4.2), for u ∈ L2Γ ∧q H:
u = d(q−1)]v + dq∗]w, for some v ∈ Dom(d(q−1)]) and w ∈ Dom(dq∗]).
In general, there is no reason to expect B1(u) and C1(u) to be equal, and as men-
tioned in Remarks 4.2.2 and 4.2.10, the two terms in each of our generalised Clark-
Ocone formulae (i.e., A + B + B1 and C − B1, and A + B + C1 and C − C1) are
not expected to be orthogonal to each other. So we have to be satisfied with a less
ambitious representation in terms of a combination of two equations (4.3) and (4.4),
i.e., as in equation (4.41),
u ∈ Ker(dq]) ⇐⇒ u = A(u) + [B(u) + C1(u)]︸ ︷︷ ︸
∈Image(d(q−1)])
,
and in (4.47)
u ∈ Ker(d(q−1)∗]) ⇐⇒ u = [C(u)−B1(u)]︸ ︷︷ ︸
∈Image(dq∗])
.
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In the next section, we give another explanation of the above difficulty from a
representation-theoretical point of view.
To summarise, our generalised Clark-Ocone formulae in Propositions 4.3.8
and 4.3.14 still enable us to recover the full results of Shigekawa [55], with extra
details. We formulate this in terms of two separate sets of equivalent conditions.
Corollary 4.3.18. The following conditions are equivalent for u ∈ L2Γ ∧q H:
1-a. dq]u = 0, i.e., u] ∈ L2Γ(∧qH)∗ is closed;
1-b. for a.e. s1, · · · , sq ∈ [0, T ] and r ∈ (maxqi=1 si, T ],
E(dq]r,s1,··· ,squ|Fr) = 0,
i.e.,
E(Dr∂qs1,··· ,squ|Fr)− E(
q∑
j=1
Dsj∂
q
s1,··· ,sj−1,r,sj+1,··· ,squ|Fr) = 0; (4.49)
1-c. u = d(q−1)]v, where v ∈ L2Γ ∧q−1 H has an expression as in (4.40), i.e.,
u] ∈ L2Γ(∧qH)∗ is exact.
Corollary 4.3.19. The following conditions are equivalent for u ∈ L2Γ ∧q H:
2-a. d(q−1)∗]u = 0;
2-b. for a.e. s1, · · · , sq ∈ [0, T ],
E(∂qs1,··· ,squ) = 0,
and ∫ maxqi=1 si
0
(q+1)< E(Dr∂qs1,··· ,squ|Fr), dBr >Rm (4.50)
= −
q∑
j=1
1sj=maxqi=1 si
∫ sj
0
(j)< E(Dsj∂
q
s1,··· ,sj−1,r,sj+1,··· ,squ|Fsj ), dBr >Rm ;
2-c. u = dq∗]w, where w ∈ L2Γ ∧q+1 H has an expression as in (4.46) .
Remark 4.3.20. For the case of q = 0, the statements 1-b. and 2-b. are vacuously
true, and the rest could be made sense of, if we define, following Shigekawa [55],
d−1 = ι, with ι : R → L2(E;R) defined by ι(c)(x) = c for c ∈ R, x ∈ E, whose
adjoint ι∗ : L2(E;R)→ R is defined by ι∗f = Ef , f ∈ L2(E;R).
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Note also that Condition 1-b is simpler than Condition 2-b: both terms in
equation (4.49) are adapted; on the other hand, while the left-hand side of (4.50)
is an Itoˆ integral, the right-hand side involves Skorohod integrals, so we cannot
compare the integrands directly.
4.4 Generalisation to More General Settings
The above reasoning can be extended, in the language of Wu [63] introduced in Sec-
tion 1.4, to abstract Wiener spaces and to more general situations. One particularly
interesting case is the Carathe´ory-Finsler manifolds studied by Elworthy and Ma
[29; 28]. These are Finsler manifolds where the Carathe´ory metric, defined by
ρM (x, y) = sup{f(y)− f(x) : f ∈ C11 (M ;R)},
is an admissible metric (i.e., it generates the original topology of M) and complete.
Here C11 (M ;R) is the set of all C1 maps f : M → R such that ‖Df‖ ≤ 1, where
‖Df‖ = sup
x∈M
‖Df(x)‖L(TxM ;R).
The mapping space E = C(S;M) over a Carathe´ory-Finsler manifold M , where S
is a compact metric space, is again a Carathe´ory-Finsler manifold with the natural
Finsler structure induced from M
‖v‖σ = sup
s∈S
|v(s)|σ(s), σ ∈ E, v ∈ TσE,
as are all its closed submanifolds ([29] Proposition 2.6). Thus the path spaces
over Riemannian manifolds C([0, T ];M) and their submanifolds, such as based path
spaces and based loop spaces, are natural examples in this generality. We refer to
[29; 28] for a more detailed description of such Carathe´ory-Finsler manifolds.
Denote by B the Borel sets on E, and by C1b (M ;R) the set of C1 maps
f : M → R such that ‖Df‖ < ∞. Let µ be a finite measure on (E,B), and D a
linear subspace of C1b (M ;R) ∩ L2(E,µ) such that D is dense in L2(E,µ) and is an
algebra with pointwise multiplication. A vector field v on E is called D-admissible
if the Fre´chet derivative in direction v, denoted Dv, as a linear operator on the
space D is closable as an operator in L2(E,µ). A sufficient condition for v to be
D-admissible, when Dvf ∈ L2(E,µ) for all f ∈ D, is that v has a divergence: that
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is, there exists an element Div(v) of L2(E,µ) such that∫
E
Dvfdµ = −
∫
E
fDiv(v)dµ, ∀f ∈ D.
In this case, we call v strongly D-admissible. The set AV of all strongly D-admissible
vector fields v satisfying
‖v‖2AV :=
∫
E
|v(σ)|2σµ(dσ) +
∫
E
|Div(v)|2µ(dσ) <∞,
is a Banach space with the norm ‖ · ‖AV ([29] Theorem 3.7).
Assume for each σ ∈ E there is a Hilbert space Hσ continuously embedded
in TσE, and there is a B-measurable function Ψ ≥ 1 such that ‖v‖σ ≤ Ψ(σ)‖v‖Hσ
for all v ∈ Hσ. Denote by AVH the subset of AV consisting of vector fields v such
that v(σ) ∈ Hσ for almost all σ and
‖v‖2AVH :=
∫
E
|v(σ)|2HσΨ2(σ)µ(dσ) +
∫
E
|Div(v)|2µ(dσ) <∞.
This gives a Hilbert space with the inner product from ‖ · ‖AVH ([29] Theorem 3.9).
For instance, AVH can be obtained by taking the image of a separable
Hilbert space H under a linear map T : H → AV , such that |Th|σ ≤ Ψ‖h‖H with
Ψ ∈ L2(E,µ). If, in addition, for some constant C,∫
E
|Div(Th)|2µ(dσ) ≤ C‖h‖2H ,
we have ‖Th‖2AV ≤ C‖h‖2H for all h ∈ H, and in this case, we can define
AVH = {v ∈ AV : v = Th for some h ∈ (kerT )⊥},
with the inner product given by
< v1, v2 >AVH=< h1, h2 >H , vi = Thi, hi ∈ (kerT )⊥, i = 1, 2.
If we define a measurable X : E × H → TE by X(σ, h) = T (h)(σ), we see im-
mediately the connection of this example with the path space (see Section 2.1, and
Corollary 4.9 of [29]). Note that for µ-almost all σ, X(σ, ·) : H → TσE is continuous
linear, |X(σ, h)|σ ≤ Ψ(σ)‖h‖H , and X(·, h) is D-admissible for all h ∈ H. We can
define the gradient operator and its adjoint, the divergence operator, and using X
and its right inverse we can define covariant derivatives to continue the programme.
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We will, however, focus on the flat case here: we take (E,H, µ) to be an
abstract Wiener space, and continue the discussion from Section 1.4. Assuming that
a given subspace of isometries V ∈ Φ satisfies the integral representation (1.17), we
have a Clark-Ocone representation as in (1.16), and for φ ∈ L2ΓH∗, equations (4.16)
and (4.17) take the forms of
CO(φ) = δPV φ
], (4.51)
and
(d1φ)] =
1
2
[τ(∇φ])−∇φ]], (4.52)
respectively. To be able to deal with vector fields and one-forms, we need an explicit
vector-valued Clark-Ocone formula. As noted by Wu [63], equation (1.15) remains
true for vector-valued L2 functions, i.e., for F ∈ L2(E;X),
Pδ(V )F = δ(PV∇F ),
where X is a Hilbert space, PV and Pδ(V ) are understood in the sense that,
< PV u, x >X= PV < u, x >X , ∀x ∈ X,u ∈ L2(E;X),
and
< Pδ(V )F, x >X= Pδ(V ) < F, x >X , ∀x ∈ X,F ∈ L2(E;R),
and the Skorohod integral is regarded as a densely defined operator
δ : L2(E;X ⊗H)→ L2(E;X) ∼= X ⊗ L2(E;R).
Equivalently, we can redefine the projections as
PV u
def
= P(X⊗V )u = (IdX ⊗ PV )u, ∀u ∈ L2(E;X ⊗H) ∼= X ⊗ L2(E;H),
and
Pδ(V )F
def
= P(X⊗δ(V ))F = (IdX ⊗ Pδ(V ))F, ∀F ∈ L2(E;X) ∼= X ⊗ L2(E;R),
so equation (1.15) can be written as
PX⊗δ(V )F = δ(PX⊗V∇F ) = (IdX ⊗ δPV )∇F, ∀F ∈ L2(E;X). (4.53)
In a similar fashion, a subspace of L2(E;X ⊗H) of isometries under this extended
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δ can be defined as in Section 1.4, using the extended isometry condition
E|δu|2X = E|u|2X⊗H . (4.54)
Lemma 4.4.1. P(X⊗V ) is an orthogonal projection on L2(E;X ⊗ H). Its image
X ⊗ V is an isometry subspace of L2(E;X ⊗H) in the sense of (4.54).
Proof. That P(X⊗V ) is a projection is obvious, since (IdX ⊗ PV )2 = IdX ⊗ PV with
PV being an orthogonal projection on L
2(E;H). It is self-adjoint since
(IdX ⊗ PV )∗ = IdX ⊗ P ∗V = IdX ⊗ PV .
The rest is clear, and we have, for all u, v ∈ X ⊗ V ,
E < δu, δv >X= E < u, v >X⊗H .
With the above reinterpretation, we restate the commutation formula in
Lemma 3.1.1 as (cf. Remark 3.1.5)
∇(δu) = (δ ⊗ IdH)∇u+ u, ∀u ∈ L2(E;H) ∩Dom(δ) s.t. δu ∈ D2,1. (4.55)
Denote by L20(E;X) the set of elements in L
2(E;X) with zero expectation. Condi-
tion (1.17) can be expressed as
δ(X ⊗ V ) = L20(E;X). (4.56)
Lemma 4.4.2 (Wu [63]: Vector-valued Clark-Ocone Formula). If V ∈ Φ satisfies
(4.56), we have
F = EF + δ[P(X⊗V )∇]F = EF + [IdX ⊗ (δPV )]∇F, ∀F ∈ L2(E;X). (4.57)
Remark 4.4.3. As usual, the composed operator [P(X⊗V )∇] extends to a bounded
linear operator on L2(E;X).
Proof. This follows directly from (4.53) and (4.56) (as in [63], or see Section 1.4).
Alternatively, we can apply the usual proof for the Clark-Ocone formula: without
loss of generality we assume EF = 0, and taking any u ∈ L2(E;X⊗H), we calculate
E < F, δP(X⊗V )u >X = E < [P(X⊗V )∇]F, P(X⊗V )u >X⊗H
= E < δ[P(X⊗V )∇]F, δP(X⊗V )u >X ,
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so the condition (4.56) implies the conclusion.
To establish a result similar to (4.23), we need to study the relationship
between ∇, δ and the projection operators to obtain something like (4.28), i.e.,
∇PV u = [PV⊗H∇]u, u ∈ L2(E;H). (4.58)
or equivalently,
< ∇PV u, h >= PV < ∇u, h >, ∀h ∈ H.
To prove an analogue of Proposition 4.2.1, we only need
(δ ⊗ IdH)∇PV u = [(δPV )⊗ IdH ]∇u, (4.59)
or even less, in fact,
P⊥V (δ ⊗ IdH)∇PV u = P⊥V [(δPV )⊗ IdH ]∇u. (4.60)
All the above conditions (4.58), (4.59) and (4.60) are equivalent on the classical
Wiener space. We will assume (4.60) in what follows.
Lemma 4.4.4. Given V ∈ Φ, we have, for all u ∈ L2(E;H),
u−∇δPV u ∈ Image(P⊥V ), (4.61)
and
(δ ⊗ IdH)∇PV u ∈ Image(P⊥V ). (4.62)
As a result, we have
u = [PV∇]δu, ∀u ∈ V. (4.63)
Proof. By the definition of Φ, we have, for all u, v ∈ L2(E;H),
E < PV u, v >H= E < PV u, PV v >H= E(δPV u)(δPV v) = E < [PV∇]δPV u, v >H ,
where the last equality is justified by the duality between PV∇ and δPV in L2(E;H),
since the composed operator [PV∇] has as its domain L2(E;H), rather than D2,1(H),
by virtue of (1.18). Hence
PV u = [PV∇]δPV u,
and (4.61) and (4.63) follow.
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Again by the definition of the subspace of isometries, we derive from Equation
(3.6) that, for all u, v ∈ L2(E;H),
0 = E < ∇PV u, τ∇PV v >H⊗H
= E < (δ ⊗ IdH)∇PV u, PV v >H
= E < PV (δ ⊗ IdH)∇PV u, v >H ,
so
PV (δ ⊗ IdH)∇PV u = 0
and (4.62) follows.
Remark 4.4.5. From the commutation formula (4.55), we see that (4.61) and (4.62)
are related and, in fact, equivalent, since
u−∇δPV u = u− [(δ ⊗ IdH)∇PV u+ PV u] = P⊥V u− (δ ⊗ IdH)∇PV u.
Remark 4.4.6. We have applied the following form of the integration by parts
formula in the above proof
E < ∇u, τ∇v >H⊗H= E < (δ ⊗ IdH)∇u, v >H , ∀u, v ∈ L2(E;H),
cf. (3.2). Similarly, we have
E < ∇u,∇v >H⊗H= E < (IdH ⊗ δ)∇u, v >H , ∀u, v ∈ L2(E;H).
Proposition 4.4.7. Suppose V ∈ Φ satisfies (4.56) and φ ∈ L2ΓH∗ is in Dom(d1).
Assume also
P⊥V (δ ⊗ IdH)∇PV φ] = P⊥V [(δPV )⊗ IdH ]∇φ]. (4.64)
Then we have CO(φ) ∈ D2,1, and
∇CO(φ)− φ] = 2P⊥V [IdH ⊗ (δPV )](d1φ)].
Therefore, we have ‖∇CO(φ)− φ]‖L2(E;H) ≤ 2 ‖(d1φ)]‖L2(E;∧2H).
Proof. Apply the Clark-Ocone formula (4.57) to write
φ] = Eφ] + [IdH ⊗ (δPV )]∇φ], (4.65)
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so we have
PV φ
] = Eφ] + PV [IdH ⊗ (δPV )]∇φ], (4.66)
and
P⊥V φ
] = φ] − PV φ] = P⊥V [IdH ⊗ (δPV )]∇φ]. (4.67)
By the commutation rule (4.55) and the hypothesis (4.64)
∇CO(φ) = ∇δPV φ] = (δ ⊗ IdH)∇PV φ] + PV φ] = [(δPV )⊗ IdH ]∇φ] + PV φ],
therefore,
P⊥V ∇CO(φ) = P⊥V ∇δPV φ] = P⊥V [(δPV )⊗ IdH ]∇φ]. (4.68)
So
∇CO(φ)− φ] = ∇δPV φ] − φ]
= P⊥V (∇δPV φ] − φ])
= P⊥V [(δPV )⊗ IdH ]∇φ] − P⊥V [IdH ⊗ (δPV )]∇φ]
= 2P⊥V [IdH ⊗ (δPV )](d1φ)],
where the second equality follows from Lemma 4.4.4, the third from (4.68) and
(4.67), and the last from (4.52). Now by the isometry (4.54)
‖∇CO(φ)− φ]‖2L2(E;H) = 4‖P⊥V [IdH ⊗ (δPV )](d1φ)]‖2L2(E;H)
≤ 4‖[IdH ⊗ (δPV )](d1φ)]‖2L2(E;H)
= 4‖[IdH ⊗ PV ](d1φ)]‖2H⊗V
≤ 4‖(d1φ)]‖2L2(E;∧2H).
Here we have a slightly weaker result for the constant.
Remark 4.4.8. Just as in Remark 4.2.5, we comment that we have shown here
PH⊗V (d1φ) = 0 ⇐⇒ φ = ∇f ⇐⇒ d1φ = 0,
just as the Clark-Ocone formula implies
PV∇f = 0 ⇐⇒ f = constant ⇐⇒ ∇f = 0.
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Chapter 5
The Representation-Theoretic
Approach to the Hodge Theory
on Abstract Wiener Spaces
In this chapter, we give another proof of Shigekawa’s result that any abstract Wiener
space (E,H, µ) is cohomologically trivial.
Our motivation starts with the well-known isomorphism between the sym-
metric Fock space and the L2 Gaussian space (see, e.g., [45; 35]): here for an abstract
Wiener space (E,H, µ),
Ψ : Fs(H) ∼= L2(E,µ;R), (5.1)
where Fs(H) =
⊕∞
k=0H
k is the symmetric (or Boson) Fock space over H, and
Hk denotes the k-fold symmetric tensor product of H. On the classical Wiener
space (E = C0, H = L
2,1
0 , γ), the Itoˆ-Wiener chaos expansion [36] expresses this
isomorphism by expanding any square integrable functional into a sum of multiple
stochastic integrals, so for any F ∈ L2(E,µ;R), we have
F =
∞∑
k=0
Ik(fk), (5.2)
where I0 = EF , and Ik(fk) is the multiple Itoˆ integral. The non-random n-parameter
kernel fk can be taken as symmetric, i.e., fk ∈ Hk, hence uniquely determined by
F . We have the same expansion (5.10) on a general abstract Wiener space, where
Ik still maps the k-particle symmetric subspace isometrically onto the k-th Wiener
chaos, albeit without the appealing interpretation as an Itoˆ integral.
The chaos expansion is a powerful tool in stochastic analysis, and can be
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used to prove the classical Clark-Ocone formula (see, e.g., [48]), as well as the Clark-
Ocone formulae for L2 H-one-forms (Propositions 4.2.1 and 4.2.9). This method,
however, becomes untractable for the study of higher-order differential forms, due
to the complication introduced by higher degrees of skew-symmetry. Nualart and
Zakai [51] (Proposition 2.7) gave a decomposition, analogous to their earlier result
for H-valued vector fields in [50] (Theorem 4.4), for the subspace of completely
symmetric higher-order vector fields. They did not study exterior derivatives or
differential forms, and considered only iterated H-derivatives ∇k and their adjoints
δk, which do not involve any skew-symmetry.
For our purpose, observe that the isomorphism in (5.1) extends to
Ψq : Fs(H)⊗H∧q ∼= L2(E,µ;R)⊗H∧q, (5.3)
where H∧q is the q-fold skew-symmetric tensor product. It is not difficult to see that
Ψq intertwines the exterior derivatives dq and their adjoints dq∗ with symmetrisation
and skew-symmetrisation operators, giving the following commutative diagram
Fs(H)⊗H∧q Ψ
q
//
d˘q

L2(E,µ;R)⊗H∧q
dq]

Fs(H)⊗H∧q+1 Ψ
q+1
// L2(E,µ;R)⊗H∧q+1.
We describe the corresponding operators d˘q and their adjoints d˘q∗ on the extended
Fock spaces in Section 5.2. This interplay of symmetry and skew-symmetry is best
understood through the representation theory of symmetric groups, from which we
borrow the machinery of the Littlewood-Richardson rule to decompose certain spe-
cial Sn-invariant subspaces of H
⊗n. This decomposition, proved in Section 5.1, leads
immediately to the Hodge decomposition on our abstract Wiener space, which we
explain in the last section. Our representation-theoretic notation follows that of
James and Kerber [39], and we refer the reader to standard textbooks on represen-
tation theory for a more detailed description.
5.1 Some Representation Theory
Fix k, n ∈ N, with k < n. We consider H⊗n, the completed n-th tensor powers of the
Hilbert space H, and its two subspaces Hn and H∧n, of the symmetric and skew-
symmetric tensor powers, respectively, both completed using the Hilbert space cross
norm inherited from H⊗n. Let q = n − k. We also have Hk ⊗H∧q, the subspace
76
of elements of H⊗n symmetric in the first k components and skew-symmetric in the
last q components.
More generally, denote byH[k],∧[q] the subspace spanned by elements ofH⊗n
symmetric in any k components and skew-symmetric in the remaining q components;
note that we are not fixing the order of the symmetric and skew-symmetric parts
with respect to each other inside the tensor product. The symmetric group of degree
n, Sn, acts naturally on H
⊗n by permuting the n components. The vector subspace
Hk ⊗H∧q is not an Sn-invariant subspaces of H⊗n, but H[k],∧[q] is.
To give a more specific description of H[k],∧[q], let n = {1, 2, · · · , n}, and
define the set of the k-subsets of n
n[k] = {a ⊆ n||a| = k}.
For each a ∈ n[k], denote by ac its complement in n, and by Ha,∧ac the subspace
of elements of H⊗n symmetric in the chosen components, specified by a, and skew-
symmetric in the remaining components, specified by ac. Similarly we have Ha,⊗ac ,
the subspace of elements of H⊗n only restricted to be symmetric in the chosen
components specified by a, and H∧a,⊗ac , the subspace of elements of H⊗n skew-
symmetric in the chosen components specified by a. For example, Hk ⊗ H∧q
correspond to the choice of a = {1, · · · , k}, and hence ac = {k+1, · · · , n}, so in this
notation can be written as H{1,··· ,k},∧{k+1,··· ,n}.
The subspace H[k],∧[q] is the span of all C(n, k) subspaces Ha,∧ac , corre-
sponding to the C(n, k) possible choices of a in n[k], of elements invariant under a
permutation of a specific set of k variables, and anti-invariant under a permutation
of the rest. For each choice, say, a and hence ac, of the k and q variables, the action
of the corresponding Sk × Sq stabilises Ha,∧ac , while the elements of Sn/(Sk × Sq)
permute the spaces Ha,∧ac with different choices of a’s. The structure of H[k],∧[q]
is similar to that of the representation induced from Ha,∧ac , but the spaces Ha,∧ac
with different choices of a’s in general can intersect non-trivially, and therefore may
not form a direct sum.
Recall the symmetrisation and skew-symmetrisation operators Sn and An,
which project elements ofH⊗n onto the closed subspacesHn andH∧n, respectively.
Corresponding to an element a ∈ n[k], we define the operator Sa : H⊗n → Ha,⊗ac ,
which symmetrises any n-tensor in its k components specified by a, and the operator
Aa : H⊗n → H∧a,⊗ac , which skew-symmetrises any n-tensor in its k components
specified by a. To be more precise, for h ∈ H⊗n and ρ ∈ Sk, denote by ρah
the element of H⊗n that has its a components permuted by ρ and the remaining
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components fixed, so Sa is defined by
Sah =
1
k!
∑
ρ∈Sk
ρah,
and Aa is defined, similarly to the alternating map An in (1.3), by
Aah =
1
k!
∑
ρ∈Sk
sgn(ρ)ρah.
From our earlier discussion, it is clear that Ha,⊗ac is the image of H⊗n under Sa,
H∧a,⊗ac is the image under Aa, and Ha,∧ac is the image under SaAac .
If {ei}i∈N is a complete orthonormal basis of H, {ei1 ⊗ · · · ⊗ ein}∞i1,··· ,in=1 is
a complete orthonormal basis of H⊗n. We can choose a basis of Hn with elements
of the form
1
n!
∑
p∈Sn
eip(1) ⊗ · · · ⊗ eip(n) ,
with i1, · · · , in all integers. Similarly, we also have a basis of H∧n with elements of
the form
1
n!
∑
p∈Sn
sgn(p)ejp(1) ⊗ · · · ⊗ ejp(n) ,
with j1, · · · , jq all distinct integers. For Hk ⊗ H∧q, we can similarly take basis
elements of the form
1
k!
∑
ρ∈Sk
eiρ(1) ⊗ · · · ⊗ eiρ(k)
⊗ 1
q!
∑
pi∈Sq
sgn(pi)ejpi(1) ⊗ · · · ⊗ ejpi(q)
 , (5.4)
where each of the indices i1, · · · , ik, j1, · · · and jq run from 1 to∞, and the j’s have
to be all distinct.
For H[k],∧[q], its typical basis elements look almost like (5.4), but the posi-
tions of the components which are symmetric and those which are skew-symmetric
depend on one of the C(n, k) choices from n[k]. A given basis element of Hk⊗H∧q
of the form (5.4), say, b, corresponds to two specific collections of basis elements of
H, counted with multiplicity:
Ebi = {ei1 , · · · , eik}, and Ebj = {ej1 , · · · , ejq}.
The vector b also corresponds to the element ab = {1, · · · , k} in n[k]. Similarly, a
basis element of H[k],∧[q] involves first the choice of two collections of basis elements
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of H, counted with multiplicity, where one set (of k elements specified by the i-
indices) forms the symmetric part of the basis element, and the other set (of q
distinct elements specified by the j-indices) forms the skew-symmetric part; and
secondly the choice of an element in n[k], for the positioning of the k symmetric
components. For b ∈ Hk ⊗ H∧q as in (5.4), since the action of Sn permutes the
n components of b, the orbit Ob of b under the action of Sn covers all the C(n, k)
possibilities of the positioning. We can therefore enumerate all our basis elements
of H[k],∧[q] by going through the basis elements of Hk ⊗ H∧q of the form (5.4)
(for our purpose, we don’t need to worry about the possible repetitions). Denote by
VOb the span of the vectors in Ob, which is a subspace of H
[k],∧[q]. We have thus
proved the following
Lemma 5.1.1. Given any k, q ∈ N, we have
H[k],∧[q] = Span
(⋃
b
VOb
)
, (5.5)
where the union is taken over all basis elements of a complete orthonormal basis of
Hk ⊗H∧q.
In the sequel, we will often study the basis elements of H[k],∧[q] through
those of Hk ⊗H∧q, which give easier notation for explicit expressions.
For a fixed basis element b of H[k],∧[q], there is a subgroup of Sn isomorphic
to Sk×Sq whose representation on the one-dimensional space spanned by b is [k]][1q],
the outer tensor product of [k] and [1q], an irreducible representation of Sk×Sq (e.g.,
see Section 2.3 of [39]). The irreducible representation [k]][1q] on Span(b) induces
into Sn the representation [k][1
q] on VOb . A simple application of the Littlewood-
Richardson rule (Theorem 2.8.13, or more directly, Corollary 2.8.14, of [39]) yields
the following decomposition into irreducible constituents:
[k][1q] = [k + 1, 1q−1]⊕ [k, 1q]. (5.6)
Hence, every subspace VOb splits into a direct sum of two irreducible components
VOb = V
+
Ob
⊕ V −Ob , (5.7)
where V +Ob and V
−
Ob
correspond to [k + 1, 1q−1] and [k, 1q], respectively.
Suppose we have another basis element b′ of H[k],∧[q], with a corresponding
orbit Ob′ and an associated subspace VOb′ . As in the discussion earlier, in terms of
the basis elements of H appearing in the expression of b and b′, we have two sets
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Ebi = {ei1 , · · · , eik} and Ebj = {ej1 , · · · , ejq}, where the i’s and j’s ∈ N and the j’s
are all distinct, and similarly Eb′i = {ei′1 , · · · , ei′k} and Eb′j = {ej′1 , · · · , ej′q}, where
the i′’s and j′’s ∈ N and the j′’s are all distinct.
Observe that the orbits Ob and Ob′ are disjoint and the spaces VOb and VOb′
have a trivial intersection, as long as the sequences (Ebi , Ebj ) and (Eb′i , Eb′j ) differ.
Therefore, each VOb intersects at most finitely many other subspaces VOb′ . If we have
a non-trivial element v ∈ VOb ∩ VOb′ , the orbit of v under the action of Sn spans an
invariant subspace of both VOb and VOb′ . Our earlier discussion shows that, either
these two spaces coincide, i.e.,
VOb = VOb′ (= VOb ∩ VOb′ ),
or their intersection corresponds to one of the two components in (5.6), [k+ 1, 1q−1]
and [k, 1q], i.e., in terms of (5.7),
VOb ∩ VOb′ = V +Ob or V −Ob .
In summary, the action of Sn splits the collection of our basis elements of H
[k],∧[q]
into disjoint subsets, each of which spans a vector subspace of H[k],∧[q], which is a
copy of the representation [k][1q] of Sn. Any non-trivial intersection of these vector
subspaces, when they do not coincide, is limited to be one of the two irreducible
components, as shown above. Therefore, the space H[k],∧[q] is made of infinitely
many finite-dimensional isomorphic representations of Sn, each isomorphic to [k][1
q],
mostly disjoint from the rest, but possibly intersecting a few along its irreducible
components.
This discussion enables us to state the following decomposition of H[k],∧[q]
inside H⊗n.
Lemma 5.1.2. Given any k, q ∈ N, let n = k + q. Then we have
H[k],∧[q] = (H[k],∧[q] ∩H[k+1],∧[q−1])⊕ (H[k],∧[q] ∩H[k−1],∧[q+1]), (5.8)
where the equality is understood to take place inside H⊗n.
Proof. As mentioned above, Sn acts naturally on H
⊗n by permuting the n com-
ponents. The vector subspaces in question, i.e., H[k],∧[q], H[k+1],∧[q−1], and
H[k−1],∧[q+1], as well as their intersections appearing in (5.8), are Sn-invariant
subspaces of H⊗n.
Lemma 5.1.1 and the discussion afterwards show that H[k],∧[q] consists of
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subspaces isomorphic to the representation [k][1q] of Sn, each intersecting finitely
many others, with the non-trivial intersection being one of the two irreducible
components of [k][1q]. The same statements can be made for H[k+1],∧[q−1] and
H[k−1],∧[q+1], but replacing [k][1q] with [k+ 1][1q−1] and [k− 1][1q+1], respectively.
Similar to (5.6), we also have the Littlewood-Richardson decompositions for
[k + 1][1q−1] and [k − 1][1q+1], i.e.,
[k + 1][1q−1] = [k + 2, 1q−2]⊕ [k + 1, 1q−1]
and
[k − 1][1q+1] = [k, 1q]⊕ [k − 1, 1q+1],
respectively. Observe that [k][1q] has exactly one irreducible component in common
with [k+ 1][1q−1], which is [k+ 1, 1q−1], and exactly one with [k− 1][1q+1], which is
[k − 1, 1q+1], and no other ones.
Now Lemma 5.1.1 implies that H[k+1],∧[q−1] and H[k−1],∧[q+1] have only a
trivial intersection; indeed, the intersection would have to be Sn-invariant, but (5.5)
shows that it has to be trivial. Therefore, we only need to show that H[k],∧[q] does
intersect H[k+1],∧[q−1] and H[k−1],∧[q+1] separately, in a manner corresponding to
the way [k][1q] intersects with [k+ 1][1q−1] and [k−1][1q+1], which then gives us the
direct sum as in (5.8).
Again we can look at an arbitrary basis element b of the form (5.4), i.e.,
b =
1
k!
∑
ρ∈Sk
eiρ(1) ⊗ · · · ⊗ eiρ(k)
⊗ 1
q!
∑
pi∈Sq
sgn(pi)ejpi(1) ⊗ · · · ⊗ ejpi(q)
 ,
and its associated vector subspace VOb ⊂ H[k],∧[q]. All we need is to find two
vectors,
v+ ∈ VOb ∩H[k+1],∧[q−1], and v− ∈ VOb ∩H[k−1],∧[q+1],
since the two disjoint invariant subspaces, VOb∩H[k+1],∧[q−1] and VOb∩H[k−1],∧[q+1],
of VOb have to correspond to the [k + 1, 1
q−1] and [k, 1q] components, respectively.
Using the operator τ defined earlier in (4.5), we can express the result of
swapping the l-th and (k + 1)-th components of b as τl,k+1b, which is an element
of Ob and of H
a(l),∧a(l)c , where a(l) = {1, · · · , lˆ, · · · , k, k + 1} ∈ n[k], and l ranges
from 1 to k + 1. Similarly, for each m = k + 1, · · · , n, we have τk,mb, an element of
Ob and of H
a<m>,∧a<m>c , with a<m>= {1, · · · , k − 1,m} ∈ n[k]. We conclude
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the proof by setting
v+ =
1
k + 1
k+1∑
l=1
τl,k+1b
and
v− =
1
q + 1
(b−
n∑
m=k+1
τk,mb).
Corollary 5.1.3. For each a ∈ n[k], we have
Ha,∧a
c
= (Ha,∧a
c ∩H[k+1],∧[q−1])⊕ (Ha,∧ac ∩H[k−1],∧[q+1]). (5.9)
Proof. For any g ∈ Ha,∧ac ⊂ H[k],∧[q], we have
g = Aa
c
Sag.
Lemma 5.1.2 gives a direct-sum decomposition for g
g = g˜ + gˆ,
with g˜ ∈ H[k],∧[q] ∩H[k+1],∧[q−1], and gˆ ∈ H[k],∧[q] ∩H[k−1],∧[q+1]. So we have
g = Aa
c
Sag = Aa
c
Sag˜ +Aa
c
Sagˆ,
with Aa
c
Sag˜ ∈ (H[k],∧[q]∩H[k+1],∧[q−1])∩Ha,∧ac = Ha,∧ac∩H[k+1],∧[q−1], and
Aa
c
Sagˆ ∈ (H[k],∧[q] ∩H[k−1],∧[q+1])∩Ha,∧ac = Ha,∧ac ∩H[k−1],∧[q+1]. By the
uniqueness of the direct-sum decomposition, we have g˜ = Aa
c
Sag˜ and gˆ = Aa
c
Sagˆ,
and the proof is complete.
5.2 Higher Order Forms on Abstract Wiener Spaces
To apply the above general result to an abstract Wiener space (E,H, µ), we first re-
call the Itoˆ-Wiener chaos expansion [36], which allows us to express F ∈ L2(E,µ;R)
as
F =
∞∑
k=0
Ik(fk), fk ∈ Hk. (5.10)
Similarly, any H-q-form φ ∈ L2Γ(H∧q)∗, or equivalently, u = φ] ∈ L2ΓH∧q, can be
expressed as
u =
∞∑
k=0
Ik(fk), fk ∈ Hk ⊗H∧q. (5.11)
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Applying Corollary 5.1.3 to the subspace Hk ⊗H∧q, we have the following direct-
sum decomposition inside H⊗(k+q):
Hk ⊗H∧q =
[
(Hk ⊗H∧q) ∩H[k+1],∧[q−1]
]
⊕
[
(Hk ⊗H∧q) ∩H[k−1],∧[q+1]
]
.
In the sequel, we write Hk,q = H
k ⊗ H∧q, H+k,q = Hk,q ∩ H[k+1],∧[q−1], and
H−k,q = Hk,q ∩H[k−1],∧[q+1].
The isomorphism Ψ : Fs(H) ∼= L2(E,µ;R), which sends elements of the
symmetric Fock space to elements of the L2 space on E, is defined by (see [45])
Ψ(exph) = exp(I(h)− 1
2
‖h‖2), h ∈ H,
where
exph =
∑
k≥0
1
k!
hk ∈
∞⊕
k=0
Hk = Fs(H).
We extend Ψ to isomorphisms Ψq : Fs(H)⊗H∧q ∼= L2(E,µ;R)⊗H∧q, by setting
Ψq = Ψ⊗ IdH∧q .
Recall the correspondence between L2 differential forms and skew-symmetric
L2 vector fields via the Riesz representation; see Section 4.1. Thus we have, cor-
responding to each H-q-form φ ∈ L2Γ(H∧q)∗, a skew-symmetric H-vector field
u = φ] ∈ L2ΓH∧q ∼= L2(E,µ;R)⊗H∧q, and an element u˘ = (Ψq)−1u ∈ Fs(H)⊗H∧q,
which can be expressed as
u˘ =
∞∑
k=0
fk, fk ∈ Hk ⊗H∧q. (5.12)
The following commutative diagram
⊕∞
k=0H
k ⊗H∧q Ψq //
d˘q

L2(E,µ;R)⊗H∧q
dq]

∼= // L2(E; (H∧q)∗)
dq
⊕∞
k=1H
(k−1) ⊗H∧(q+1) Ψq+1 // L2(E,µ;R)⊗H∧(q+1) ∼= // L2(E; (H∧(q+1))∗)
shows that, to study the Hodge theory on our abstract Wiener space, it suffices
to study the counterparts of dq and dq∗ on the Fock spaces, i.e., the operator d˘q
on Fs(H) ⊗ H∧q, and its adjoint operator d˘q∗. For h ∈ H and x ∈ H∧q, we have
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Ψq[(exph)⊗ x] = exp(I(h)− 12‖h‖2)⊗ x, and
dq]Ψq[(exph)⊗ x] = dq][exp(I(h)− 1
2
‖h‖2)⊗ x]
= Aq+1[exp(I(h)− 1
2
‖h‖2)⊗ h⊗ x]
= exp(I(h)− 1
2
‖h‖2)⊗ (h ∧ x)
= Ψq+1[(exph)⊗ (h ∧ x)].
Since Ψq is an isomorphism for each q, we can deduce, from dq]Ψq = Ψq+1d˘q, that
d˘q[(exph)⊗ x] = (exph)⊗ (h ∧ x).
We can understand d˘q more clearly by looking at its action on each chaos.
For the k-th chaos, any element v ∈ Hk ⊗H∧q can be written as a sum of terms
of the form
(
∑
ρ∈Sk
hρ(1) ⊗ · · · ⊗ hρ(k))⊗ x,
for some hi ∈ H for all i = 1 to k, and x ∈ H∧q. The above calculation gives
d˘q
∑
ρ∈Sk
hρ(1) ⊗ · · · ⊗ hρ(k) ⊗ x

= (IdH(k−1) ⊗Aq+1)
∑
ρ∈Sk
(hρ(1) ⊗ · · · ⊗ hρ(k−1))⊗ (hρ(k) ⊗ x)
 ,
so the restriction of d˘q to the k-th chaos is given by
d˘qv = IdH(k−1) ⊗Aq+1v, v ∈ Hk ⊗H∧q. (5.13)
Lemma 5.2.1. Ker(d˘q|Hk,q) = H+k,q.
Proof. With (5.13), it suffices to show Ker(Aq+1) = H+1,q. We note H1,q = H
+
1,q⊕H−1,q
with H+1,q = (H ⊗H∧q) ∩H[2],∧[q−1], and H−1,q = (H ⊗H∧q) ∩H∧(q+1). It is clear
that H+1,q ⊂ Ker(Aq+1).
Conversely, we show Ker(Aq+1) ⊂ H+1,q. Since Aq+1|H∧(q+1) = IdH∧(q+1) , we
see Aq+1|H−1,q = IdH−1,q . Now any element h ∈ H1,q can be written as h = h
+ + h−,
with h+ ∈ H+1,q ⊂ Ker(Aq+1), and h− ∈ H−1,q. If h ∈ Ker(Aq+1), we have
0 = Aq+1h = Aq+1h+ +Aq+1h− = Aq+1h− = h−,
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therefore, Ker(Aq+1) = H+1,q, and we are done.
Similarly, we can study the adjoint operator d˘q∗, whose restriction to each
chaos, d˘q∗|H(k−1)⊗H∧(q+1) : H(k−1) ⊗H∧(q+1) ⊂ H⊗n → Hk ⊗H∧q, is given by
d˘q∗v = Sk ⊗ IdH∧qv, v ∈ H(k−1) ⊗H∧(q+1),
since any v ∈ H(k−1) ⊗H∧(q+1) can be written as a sum of terms of the form∑
ρ∈Sq+1
sgn(ρ)y ⊗ hρ(1) ⊗ · · · ⊗ hρ(q+1),
with hi ∈ H for all i = 1 to q + 1, and y ∈ H(k−1), and we can derive
d˘q∗
 ∑
ρ∈Sq+1
sgn(ρ)y ⊗ hρ(1) ⊗ · · · ⊗ hρ(q+1)
 (5.14)
= (Sk ⊗ IdH∧q)
∑
ρ∈Sk
sgn(ρ)(y ⊗ hρ(1))⊗ (hρ(2) ⊗ · · · ⊗ hρ(q+1))
 .
A similar reasoning as in Lemma 5.2.1 shows that
Ker(d˘q∗|Hk−1,q+1) = H−k−1,q+1.
Summarising the above discussion, we have the following counterpart on the
Fock spaces to Shigekawa’s Hodge decomposition on abstract Wiener spaces [55].
Corollary 5.2.2. For k, q ∈ N, we have
1. Ker(d˘q|Hk⊗H∧q) = H+k,q.
2. Ker(d˘(q−1)∗|Hk⊗H∧q) = H−k,q.
The direct sum decomposition Hk ⊗H∧q = H+k,q ⊕H−k,q shows that
Ker(d˘(q−1)∗|Hk⊗H∧q) ∩Ker(d˘q|Hk⊗H∧q) = ∅.
Thus, the kernels of d˘q and d˘(q−1)∗ do not intersect inside any chaos. Correspond-
ingly, the kernels of the operators dq and d(q−1)∗ also intersect trivially; that is, there
is no L2 harmonic q-form on abstract Wiener spaces for q > 0.
Professor J. Rawnsley showed us that the following exact sequences
0→ Hn d˘0−→ · · · d˘q−1−−−→ Hk,q d˘
q−→ Hk−1,q+1 d˘
q+1−−−→ · · · d˘n−→ H∧n → 0
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and
0→ H∧n d˘n∗−−→ · · · d˘(q+1)∗−−−−→ Hk−1,q+1 d˘
q∗−−→ Hk,q d˘
(q−1)∗−−−−→ · · · d˘0∗−−→ Hn → 0
can be proved using the following identity on Hk,q = H
k ⊗H∧q:
d˘q∗ ◦ d˘q + d˘q−1 ◦ d˘(q−1)∗ = (k + q)IdHk,q , (5.15)
since d˘ and d˘∗ are invertible on the kernel of each other. Our Corollary 5.2.2 above
shows how the exact sequences split. Equation (5.15) follows directly from (5.13)
and (5.14), and can be seen as the analogue of Shigekawa’s Weitzenbo¨ck identity
in Lemma 4.3.7, since ∇, δ and δ∇ correspond, respectively, to the annihilation,
creation and number operators on the Fock space. This gives a simple proof of the
Hodge decomposition in [55].
It would be interesting to extend this approach to other settings where ana-
logues of the chaos expansion have been established, for example, over compact Lie
groups with respect to the heat kernel measure [34; 33], or for compensated Poisson
processes [62; 37; 38], normal martingales, and more general Levy processes [49].
We do not expect this approach to work in general for curved path spaces,
nor the loop spaces where obstructions to log-Sobolev inequality and spectral gap
inequality exist [17]. It is the path and loop spaces on compact Lie groups that we
wish to generalise our idea to, and perhaps give a meaningful comparison with the
two existing vanishing results, one by Fang and Franchi [31] for the path groups,
using the flat left-invariant connection and the Itoˆ map, and the other by Aida [2]
for the loop groups, applying tools from the rough path theory. We also hope to
relate this approach to the work on configuration spaces [53; 3; 13].
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Chapter 6
Differential Forms and L2 de
Rham Cohomology on
Riemannian Path Spaces
We would like to establish analogues of Theorems 4.3.8 and 4.3.14 on the based path
space Cx0M of a smooth compact Riemannian manifold M , with x0 ∈M fixed. The
natural objects to study are the H-vector-fields and H-forms, since the ‘admissible
directions’ for differentiation are subspaces of the tangent spaces, i.e., the ‘Bismut
tangent spaces’ (see Section 2.1). However, the brackets of H-vector-fields, which
appear in the invariant formula of exterior derivatives (4.3.8), are not in general
sections of H (see [12]), so such formula ceases to make sense for, say, an H-q-form
φσ defined only on ∧qHσ, for each σ ∈ Cx0M .
There have been many efforts to circumvent the problem; see [26] or [44]
for a survey. Elworthy and Li [23] proposed to replace the Hilbert spaces ∧qHσ
by a family of Hilbert spaces H(q)σ for q ≥ 2, which are continuously included in
∧qTσCx0M , while keeping the exterior derivative a closure of the classical exterior
derivative on smooth cylindrical forms. A detailed description of the case q = 2
is given in [26], where H(2) is shown to be a deformation inside ∧2TσCx0M of
the exterior product of the Bismut tangent bundle ∧2H, by the curvature of the
damped Markovian connection. The analysis in [23; 26] proves the closability of
exterior differentiation on the corresponding L2 H-one-forms, defines a self-adjoint
Hodge-Kodaira Laplacian on such L2 H-one-forms, and establishes the resultant
Hodge decomposition, i.e.,
L2Γ(H∗) = Ker(∆1)⊕ Image(D)⊕ Image(d¯1∗), (6.1)
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where ∆1 is the Hodge-Kodaira operator defined by d¯1∗d¯1 + DD∗, and d¯1 is the
closure of the exterior derivative d1. It holds that d¯1D = 0, and every cohomology
class in
L2H1(Cx0M) =
Ker(d¯1)
Image(D)
has a unique representative in Ker(∆1). For a similar result established using a
different approach, see Kusuoka [42].
After introducing some more concepts and notation on the path spaces and
a few preliminary results, we prove the Clark-Ocone formula for L2 H-one-forms,
following the steps in Section 4.2. This implies immediately that Ker(∆1) = {0},
the image of d¯1 is closed, the Hodge Laplacian for one-forms has a spectral gap, and
we have an improved decomposition
L2Γ(H∗) = Image(D)⊕ Image(d¯1∗). (6.2)
The formulae for higher-order forms have not been developed completely, and we
only give some partial results here.
We end this chapter by presenting an earlier and different approach, similar to
that of Fang and Franchi [31], where the Itoˆ map is used to pull back to the classical
Wiener space. It proves the vanishing result for weak derivatives in general path
spaces, while giving the result for strong derivatives in the case of symmetric spaces.
We hope to study in future how the two different approaches can complement each
other and perhaps work together to resolve the difficulty with higher-order forms.
6.1 Notions and Notation
We start by picking up where we left off in Section 2.1 to continue the setup on the
manifold, and then proceed to state a few preliminary results.
First we review the definitions of H(q) and H-q-forms, following [26]. Recall
that the Bismut tangent space Hσ, defined for almost all σ ∈ Cx0M , is a Hilbert
space equipped with the inner product induced by the damped parallel translation
W . The H-derivative of the Itoˆ map I of our SDE (2.7) is a continuous linear map
TwI : H = L2,10 → TI(w)Cx0M, a.e. w ∈ C0.
Theorem 3.3 of [26] shows that, for almost all w ∈ C0, the map of q-vectors
∧q(TwI) : ∧qH → ∧q(TI(w)Cx0M)
88
is a continuous linear operator, where ∧qH is the Hilbert space completion of the
q-th exterior power of H, and ∧q(TI(w)Cx0M) is the projective exterior power of
the tangent space TI(w)Cx0M , i.e., the completion of the algebraic tensor products
using the projective cross norm. The conditional expectation of ∧q(TwI),
∧qTIσ : ∧qH → ∧q(TσCx0M), a.e. σ ∈ Cx0M,
is defined in the same way as TI in Section 2.1 and gives a continuous linear map.
We define H(q)σ , for almost all σ ∈ Cx0M , to be the image of ∧qTIσ in ∧q(TσCx0M),
together with the inner product induced by the linear bijection
∧qTIσ|[Ker(∧qTIσ)]⊥ : [Ker(∧qTIσ)]⊥ → H(q)σ ,
so these are Hilbert spaces with natural continuous linear inclusions into ∧q(TσCx0M).
Recall that H = ∐Hσ inherits a vector bundle structure, over a subset of
full measure in Cx0M , from the Hilbert bundle L
2TCx0M via the map
D
dt , and so
does the dual H∗ = ∐H∗σ. Similarly here, we have H(q) = ∐H(q)σ , the vector bundle
over Cx0M with fibres H(q)σ , and (H(q))∗, the dual bundle; see [25; 26] for a detailed
description of their vector bundle structure. Here H = H(1). Sections of H(q) or
(H(q))∗ are called H-q-vector fields and H-q-forms, respectively.
The case of q = 2 has been extensively studied in [26]. In particular, Theorem
4.3 of [26] gives an alternative expression for the space H(2)σ = {∧2TI(h), h ∈ H∧2}
by proving that
∧2TI(h1 ∧ h2) = (1 +Q)[∧2TI(h1 ∧ h2)], h1, h2 ∈ H. (6.3)
Here the linear map Qσ : ∧2H → ∧2TσCx0M , which gives the difference between
the two objects ∧2TI(h1 ∧ h2) and ∧2TI(h1 ∧ h2), is defined by
Qσ(G)s,t = (Ws ⊗Wt)
(
∧2(W−1. )W 2.
∫ .
0
(W 2r )
−1[Rσ(r)(Gr,r)]dr
)
s∧t
.
We identify elements of ∧2TσCx0M with elements G(s, t) ∈ Tσ(s)M ⊗ Tσ(t)M , con-
tinuous in (s, t), so Q(G) is determined by the values Q(G)(s, t) for s < t. The
map Q is related to the curvature operator, R : ∧2TσCx0M → Lskew(Hσ;Hσ), of
the damped Markovian connection on H, in that 1 + Q and 1 − R are inverse of
each other ([26] Lemma 4.2) and give the isometry between H(2) and ∧2H. Thus
u ∈ H(2) iff u−R(u) ∈ ∧2H, and the Hilbert space H(2)σ , as a a deformation of ∧2Hσ
inside ∧2TσCx0M , is isomorphic to ∧2Hσ and determined only by the Riemannian
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structure of M , independent of the initial embedding used to obtain the Itoˆ map.
By definition, a geometric differential one-form φ ∈ (TCx0M)∗ on Cx0M gives
a continuous linear map φσ : TσCx0M → R, for each σ ∈ Cx0M . Similarly, any H-
one-form φ ∈ H∗ gives a continuous linear map φσ : Hσ → R. Given a geometric
differentiable one-form φ, the exterior derivative d1 is defined by the usual formula
2d1φ(V1, V2) =LV1φ(V2)− LV2φ(V1)− φ([V1, V2]), ∀V1, V2 ∈ D2,1(TCx0M), (6.4)
which can be restricted to give H-two-forms. Again we pick as our initial domain the
smooth cylindrical forms, and from Theorem 4.2 of [23] we know that the restricted
exterior derivative considered as an operator d1 : Dom(d1) ⊂ L2ΓH∗ → L2Γ(H(2))∗
is closable. We denote its closure by d¯1.
Define ∇˜] : D2,1(L2TCx0M)→ L2Γ(L2TCx0M ⊗H) by
(2)< ∇˜]U, V >H= ∇˜V U, U ∈ D2,1(L2TCx0M), V ∈ H,
and ∇] : D2,1(H)→ L2Γ(H⊗2) by
(2)<∇]U, V >H=∇V U, U ∈ D2,1(H), V ∈ H,
so equation (2.12) implies
∇] = [(D
d.
)−1 ⊗ Id]∇˜]D
d.
(6.5)
Equivalently, since
∇˜V U = X˜D(Y˜ U)(V ) =(2)< (X˜ ⊗ Id)∇H(Y˜ U), V >H,
we have ∇˜]U = (X˜ ⊗ Id)∇H(Y˜ U), and
∇]U = [(D
d.
)−1 ⊗ Id](X˜ ⊗ Id)∇H(Y˜ D
d.
U) = (X ⊗ Id)∇H(Y U). (6.6)
From (6.4), we have, for a smooth geometric differential form φ and vector
fields V1, V2 ∈ D2,1(H),
2 d1φ(V1, V2)
= <∇V1φ], V2>H − <∇V2φ], V1>H +φ(∇V1V2)− φ(∇V2V1)− φ([V1, V2])
= < τ(∇]φ])−∇]φ], V1 ⊗ V2 >H⊗2 +φ[T (V1, V2)]
= < 2D1φ] + (φ ◦ T )], V1 ⊗ V2 >H⊗2 , (6.7)
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where D1 : Dom(D1) ⊂ L2ΓH → L2Γ(H∧2) is defined by
D1(V ) =
1
2
[τ(∇]V )−∇]V ],
with initial domain D2,1(H) (we show later that it is a closable operator and take its
closure), the operator T is the torsion for the damped Markovian connection given
by
T (V1, V2) =∇V1V2 −∇V2V1 − [V1, V2], V1, V2 ∈ D2,1(H),
and (φ◦T )] ∈ Γ(H⊗2) is defined by < (φ◦T )], V1⊗V2 >H⊗2= φ[T (V1, V2)]. Observe
that, since D1 arises from the anti-symmetrisation of the covariant derivative, it
corresponds to the exterior derivative only for the Levi-Civita connection, i.e., when
the torsion term vanishes; this is noted by Cruzeiro and Fang [9] in their study of
the anti-symmetrisation of general connections.
Let ∇∗ : L2Γ(H⊗2) → L2ΓH be the L2-adjoint of ∇]. When restricted to
act on D2,1(∧2H), it gives
∇∗(V1 ∧ V2) = −1
2
[τ(∇])−∇]]∗(V1 ∧ V2) = −(D1)∗(V1 ∧ V2),
Since (D1)∗ = −∇∗ is closed and densely defined in L2Γ(H∧2), the operator D1 has
a closed extension D1∗∗ (see, e.g., [65], page 196). Therefore,
Lemma 6.1.1. The operator D1 is closable.
A q-vector-field V on Cx0M is said to have a divergence if there exists
Div(V ) ∈ L1Γ ∧q−1 TCx0M such that, for any smooth cylindrical (q − 1)-form
φ,
E d1φ(V ) = −Eφ(Div(V )).
This is a more general concept than being in the domain of div, the operator adjoint
to ∇ or dq]. For examples of q-vector fields that have a divergence, see [24]. Note
that if a q-vector field V has a divergence Div(V ), for q > 1, Div(V ) has a vanishing
divergence. Theorem 9.3 of [26] proves that, for two H-vector fields V1 and V2
adapted to Fx0. ,
T (V1, V2) = 2 Div(Q(V1 ∧ V2)), (6.8)
that is, T (V1, V2) is actually a divergence, when V1 and V2 are both adapted. This
explains the earlier result of Cruzeiro and Fang [11] (Theorem 2.6) that T acting
on two smooth adapted vector fields has a vanishing divergence, that is, for all f
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cylindrical, V1 and V2 in L
2 and adapted,
EDf [T (V1, V2)] = 0. (6.9)
We extend (6.8) and (6.9) to the following larger subspace of two-tensor fields:
V(2) = {U ∈ L2Γ(⊗2H) : D
ds
⊗ D
dt
Us,t ∈ Fx0s∨t, a.e. s, t ∈ [0, T ]}.
Recall the shorthand notation s ∨ t = max(s, t), and our identification of elements
of ⊗2TσCx0M with elements us,t ∈ Tσ(s)M ⊗ Tσ(t)M , continuous in (s, t). Thus, as
in Section 4.1, a vector u ∈ ⊗2TσCx0M is in ⊗2H iff we can write
us,t = (W s ⊗W t)(D
d.
⊗ D
d.
)u,
with Dds ⊗ Ddtus,t ∈ ⊗2L2TσCx0M . Denote the set of tensor products of adapted
vector fields by
S(2) = {V1 ⊗ V2 : V1, V2 ∈ L2ΓH, both adapted to {Fx0t }t∈[0,T ]}.
Lemma 6.1.2. The set of adapted primitive two-tensor-fields S(2) is total in V(2).
Similarly, the set of adapted primitive skew-symmetric two-tensor-fields is total in
the skew-symmetric subspace of V(2), i.e., S(2)∩L2Γ(H∧2) is total in V(2)∩L2Γ(H∧2).
Remark 6.1.3. Equivalently, we could state the L2 version of the lemma, replacing
V(2) and S(2), respectively, with
V(2)′ = {U ∈ L2Γ(⊗2L2TσCx0M) : Us,t ∈ Fx0s∨t, a.e. s, t ∈ [0, T ]}.
and
S(2)′ = {V1 ⊗ V2 : V1, V2 ∈ L2Γ(L2TσCx0M), both adapted to {Fx0t }t∈[0,T ]}.
Proof. Take an orthonormal basis {hx0,j}j∈N of L2([0, T ];Tx0M), and set
hjt (σ) = //
σ
t h
x0,j
t , j ∈ N, t ∈ [0, T ], σ ∈ Cx0M.
Given any U ∈ V(2), we can approximate Dds ⊗ DdtUs,t ∈ Fx0s∨t by finite sums
n∑
j,k=1
λj,ks∨t h
j
s ⊗ hkt ,
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where λj,k : [0, T ] × Cx0M → R are bounded and adapted, i.e., λj,kr ∈ Fx0r for all
r ∈ [0, T ]. Therefore, we only need to show that each term in the finite sums above
can be approximated in L2 by sums of terms of the form (V1)s ⊗ (V2)t, with V1,
V2 ∈ L2ΓL2TCx0M , both adapted.
Since λj,kr is the L2 limit of sums of elementary processes of the form
(r, σ) 7→ f(σ)1(a,b](r), σ ∈ Cx0M,a, b ∈ [0, T ], f ∈ Fx0a ,
we can write λj,ks∨t as the limit of finite sums of functions of the form f(σ)1(a,b](s∨ t).
Observe that
1(a,b](s ∨ t) = 1[0,a](s)1(a,b](t) + 1[0,a](t)1(a,b](s) + 1(a,b](t)1(a,b](s)
= 1[0,b](s)1(a,b](t) + 1[0,a](t)1(a,b](s),
so we write
f(σ)1(a,b](s ∨ t)hjs ⊗ hkt = 1[0,b](s)hjs ⊗ f(σ)1(a,b](t)hkt + f(σ)1(a,b](s)hjs ⊗ 1[0,a](t)hkt .
This shows that λj,ks∨th
j
s ⊗ hkt is indeed a limit of sums of (V1)s ⊗ (V2)t with V1 and
V2 adapted, so the conclusion holds. The skew-symmetric part is clear.
We collect below a few consequences of the above approximation result.
Corollary 6.1.4. For all U ∈ V(2) ∩ L2Γ(H∧2), we have
T (U) = 2 Div(Q(U)),
and therefore Div(T (U)) = 0, i.e., given any smooth cylindrical f : Cx0M → R,
E[DfT (U)] = 0.
Proof. Take an approximating sequence V1j ∧ V2j for U ∈ V(2) ∩ L2Γ(H∧2) as in
Lemma 6.1.2, that is, adapted vector fields V1j , V2j ∈ L2ΓH, such that V1j∧V2j → U
in L2 as j →∞. Then we also have Q(V1j ∧V2j)→ Q(U) and T (V1j ∧V2j)→ T (U).
Given any smooth cylindrical one-form φ ∈ Dom(d1), we apply (6.8) to see
Eφ(T (U)) = lim
j→∞
Eφ(T (V1j∧V2j)) = lim
j→∞
−2E d1φ(Q(V1j∧V2j)) = −2E d1φ(Q(U)),
so the result holds.
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Lemma 6.1.2 also shows, for U ∈ V(2) ∩Dom(∇∗),
−∇∗(U) = (D1)∗(U) = d1∗](1 +Q)(U).
Or, we can extend directly the statements in Proposition 9.6 and Corollary 9.7 of
[26] to state
Corollary 6.1.5. If U ∈ V(2) has a divergence, we have U ∈ Dom(∇∗), and
∇∗U = div(1 +Q)(U) = Div(U) + 1
2
T (U). (6.10)
It is convenient to define an operator D1 : Dom(D1) ⊂ L2ΓH∗ → L2Γ(H⊗2)
by
(
D
ds
⊗ D
dt
)(D1φ)s,t = E[(
D
ds
⊗ D
dt
)(D1φ])s,t|Fx0s∨t],
for φ ∈ L2ΓH∗ such that φ] ∈ Dom(D1). Clearly Dom(D1) ⊃ D2,1(H∗). If we
denote by PV(2) the projection of L
2Γ(H⊗2) onto V(2), it is clear that
D1φ = PV(2)(D
1φ]). (6.11)
For any smooth cylindrical one-form φ and vector fields V1, V2,
E < D1φ, V1 ∧ V2 >∧2H = E < D1φ], PV(2)(V1 ∧ V2) >∧2H
= E < (d1φ)] − 1
2
(φ ◦ T )], PV(2)(V1 ∧ V2) >∧2H
= E d1φ(PV(2)(V1 ∧ V2))− Eφ[Div(Q(PV(2)(V1 ∧ V2)))]
= E d1φ[(1 +Q)PV(2)(V1 ∧ V2)]
= E < PV(2)(1 +Q)
∗(d1φ)], V1 ∧ V2 >∧2H .
Since any φ ∈ D2,1 can be approximated by a sequence of smooth cylindrical one-
forms, we have actually shown
Lemma 6.1.6.
D1φ = PV(2)(1 +Q)
∗(d¯1φ)], ∀φ ∈ D2,1. (6.12)
We prove the closability of D1 in the next section.
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6.2 One-Forms on Path Spaces
Recall the Clark-Ocone formula for Riemannian path spaces given in Subsection
2.2.4, for any D2,1 function F : Cx0M → Rm,
F (σ) = EF +
∫ T
0
< E[
D
dt
(∇HF )t|Fx0t ], d{σ}t >σt , µx0-a.e. σ ∈ Cx0M, (2.29)
where d{σ}t is the martingale part of ◦dσt defined in Section 2.1.
We follow the ideas in Section 4.2 to develop the Clark-Ocone formula for
square-integrable H-one-forms. Analogously to (4.16), we define, for φ ∈ L2ΓH∗,
CO(φ) =
∫ T
0
< E(
D
dt
φ]t|Fx0t ), d{σ}t >σt , (6.13)
where φ] ∈ L2ΓH is given by φσ(h) =< φ]σ, h >H for h ∈ H. As before, we note
that CO is continuous as a map from L2ΓH∗ to L2(Cx0M,R).
Proposition 6.2.1 (Clark-Ocone Formula for One-Forms). If φ ∈ L2ΓH∗ is in
Dom(d¯1), we have CO(φ) ∈ D2,1 and
D
dt
[∇HCO(φ)− φ]]t
= 2
∫ T
t
(2)< E[(
D
dt
⊗ D
ds
)(D1φ])t,s|Fx0s ], d{σ}s >σs (6.14)
= 2
∫ T
t
(2)< (
D
dt
⊗ D
ds
)(D1φ)t,s, d{σ}s >σs (6.15)
= 2
∫ T
t
(2)< E[(
D
dt
⊗ D
ds
)(1 +Q)∗(d¯1φ)])t,s|Fx0s ], d{σ}s >σs . (6.16)
Proof. Suppose first φ ∈ D2,1, so we can apply the Clark-Ocone formula (2.29) to
write, for almost all t ∈ [0, T ],
Yσt
D
dt
φ]t(σ) = EYσt
D
dt
φ]t(σ) +
∫ T
0
(2)< E[
D
ds
∇H(Yσt
D
dt
φ]t)s|Fx0s ], d{σ}s >σs . (6.17)
Applying Xσt = X(σt) to both sides, we have
D
dt
φ]t(σ) = XσtEYσt
D
dt
φ]t(σ) +Xσt
∫ T
0
(2)< E[
D
ds
∇H(Yσt
D
dt
φ]t)s|Fx0s ], d{σ}s >σs .
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Taking conditional expectation with respect to Fx0t , we obtain
E[
D
dt
φ]t|Fx0t ] = XσtEYσt
D
dt
φ]t(σ) +Xσt
∫ t
0
(2)< E[
D
ds
∇H(Yσt
D
dt
φ]t)s|Fx0s ], d{σ}s >σs ,
hence
D
dt
φ]t(σ)− E[
D
dt
φ]t(σ)|Fx0t ] = Xσt
∫ T
t
(2)< E[
D
ds
∇H(Yσt
D
dt
φ]t)s|Fx0s ], d{σ}s >σs .
(6.18)
Note that the conditional expectation of a vector field U ∈ L2ΓH, written above as
E(U.|Fx0. ), is interpreted as
E(Ut|Fx0t ) = //σt E[(//σt )−1Ut|Fx0t ],
which is independent of the choice of the connection used, since the difference be-
tween any two parallel translations is a linear operation from TxtM into itself, and
is measurable with respect to Fx0t .
Recall that in Subsection 2.2.4, we have written (6.13) in the form of
CO(φ) = −div(PVφ]) = −div[(D
d.
)−1E(
D
d.
φ]. |Fx0. )],
where PV is the projection onto adapted processes defined by (2.30). Since φ ∈ D2,1,
Lemma 2.2.6 shows the adapted process PVφ ∈ D2,1. By the communtation Lemma
3.2.1, we have CO(φ) ∈ D2,1, and for V = TI(h) with h ∈ H,
DCO(φ)(V ) = −Ddiv[(D
d.
)−1E(
D
d.
φ]. |Fx0. )](V )
= −div∇−[(D
d.
)−1E(
D
d.
φ]. |Fx0. )](V )+ < (
D
d.
)−1E(
D
d.
φ]. |Fx0. ), V >H
=
∫ T
0
<
D
ds
∇−( D
ds
)−1E(
D
d.
φ]. |Fx0. ), d{σ}s >σs (V )
+ < (
D
d.
)−1E(
D
d.
φ]. |Fx0. ), V >H .
Therefore
DCO(φ)(V )− < φ], V >H =
∫ T
0
<
D
ds
∇−( D
ds
)−1E(
D
d.
φ]. |Fx0. ), d{σ}s >σs (V )
− < φ] − (D
d.
)−1E(
D
d.
φ]. |Fx0. ), V >H . (6.19)
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For the first term on the right-hand side of (6.19), we apply Lemma 2.2.6 to write
D
ds
∇HE(Yσt
D
dt
φ]t|Fx0t ) = E(
D
ds
∇HYσt
D
dt
φ]t|Fx0t )1[0,t](s), a.e. (6.20)
and then use (6.6) to calculate∫ T
0
<
D
ds
∇−( D
ds
)−1E(
D
d.
φ]. |Fx0. ), d{σ}s >σs (V )
=
∫ T
0
< XσsD[YσsE(
D
ds
φ]s|Fx0s )], d{σ}s >σs (V )
= <
∫ T
0
Xσs (1)< ∇H[YσsE(
D
ds
φ]s|Fx0s )], d{σ}s >σs , V >H
=
∫ T
0
<
∫ T
0
(1)< (Xσs ⊗
D
dt
)∇H[E(Yσs
D
ds
φ]s|Fx0s )]t, d{σ}s >σs ,
D
dt
Vt >σt dt
=
∫ T
0
<
∫ T
t
(1)< E[(Xσs ⊗
D
dt
)∇H(Yσs
D
ds
φ]s)t|Fx0s ], d{σ}s >σs ,
D
dt
Vt >σt dt
=
∫ T
0
<
∫ T
t
(1)< E[(
D
ds
⊗ D
dt
)(∇]φ])s,t|Fx0s ], d{σ}s >σs ,
D
dt
Vt >σt dt
=
∫ T
0
<
∫ T
t
(2)< E[(
D
dt
⊗ D
ds
)τ(∇]φ])t,s|Fx0s ], d{σ}s >σs ,
D
dt
Vt >σt dt.
The second term on the right-hand side of (6.19) gives
< φ] − (D
d.
)−1E(
D
d.
φ]. |Fx0. ), V >H
=
∫ T
0
<
D
dt
φ]t − E(
D
dt
φ]t|Fx0t ),
D
dt
Vt >σt dt
=
∫ T
0
< Xσt
∫ T
t
(2)< E[
D
ds
∇H(Yσt
D
dt
φ]t)s|Fx0s ], d{σ}s >σs ,
D
dt
Vt >σt dt
=
∫ T
0
<
∫ T
t
(2)< (Xσt ⊗ Id)E[
D
ds
∇H(Yσt
D
dt
φ]t)s|Fx0s ], d{σ}s >σs ,
D
dt
Vt >σt dt
=
∫ T
0
<
∫ T
t
(2)< E[(Xσt ⊗
D
ds
)∇H(Yσt
D
dt
φ]t)s|Fx0s ], d{σ}s >σs ,
D
dt
Vt >σt dt
=
∫ T
0
<
∫ T
t
(2)< E[(
D
dt
⊗ D
ds
)(∇]φ])t,s|Fx0s ], d{σ}s >σs ,
D
dt
Vt >σt dt,
where the second line follows from equation (6.18), and the last line from (6.6). The
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above identities combined with (6.12) lead to
DCO(φ)(V )− < φ], V >H
=
∫ T
0
<
∫ T
t
(2)< E{(
D
dt
⊗ D
ds
)[τ(∇]φ])−∇]φ]]t,s|Fx0s }, d{σ}s >σs ,
D
dt
Vt >σt dt
= < 2 (
D
dt
)−1
∫ T
t
(2)< E[(
D
dt
⊗ D
ds
)(D1φ])t,s|Fx0s ], d{σ}s >σs , V >H
= < 2 (
D
dt
)−1
∫ T
t
(2)< (
D
dt
⊗ D
ds
)(D1φ)t,s, d{σ}s >σs , V >H
= < 2 (
D
dt
)−1
∫ T
t
(2)< E[(
D
dt
⊗ D
ds
)(1 +Q)∗(d¯1φ)])t,s|Fx0s ], d{σ}s >σs , V >H,
which proves the results for φ ∈ D2,1.
A general L2 H-one-from φ ∈ Dom(d¯1) can be approximated by a sequence
of cylindrical one-forms φj ∈ D2,1 such that φj → φ and d¯1φj → d¯1φ in L2, so the
above computation shows that DCO(φj) converges in L
2, as
D
dt
[∇HCO(φj)]t
=
D
dt
(φ]j)t + 2
∫ T
t
(2)< E[(
D
dt
⊗ D
ds
)(1 +Q)∗(d¯1φj)])t,s|Fx0s ], d{σ}s >σs
→ D
dt
φ]t + 2
∫ T
t
(2)< E[(
D
dt
⊗ D
ds
)(1 +Q)∗(d¯1φ)])t,s|Fx0s ], d{σ}s >σs .
Since CO is continuous, we have CO(φj)→ CO(φ), and by the closedness of D we
get CO(φ) ∈ D2,1, with Ddt [∇HCO(φ)]t given by the limit above, so we are done.
Corollary 6.2.2. If φ ∈ L2ΓH∗ is in Dom(d¯1), we have
‖DCO(φ)− φ‖L2ΓH∗ =
√
2‖D1φ‖L2Γ(H⊗2) ≤
√
2‖d¯1φ‖L2Γ(H(2))∗
and similarly ‖DCO(φ)− φ‖L2ΓH∗ ≤ ‖D1φ]‖L2Γ(H∧2).
Proof. The inequalities are clear from equations (6.11) and (6.12). The equality is
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a simple consequence of the Itoˆ isometry, since∫ T
0
‖D
dt
[∇CO(φ)− φ]]t‖2L2dt = 4
∫ T
0
E
∫ T
t
[(
D
dt
⊗ D
ds
)(D1φ)t,s]
2dsdt
= 4
∫ T
0
∫ T
0
1[t,T ](s)E|(
D
dt
⊗ D
ds
)(D1φ)t,s|2dtds
= 2
∫ T
0
∫ T
0
E|(D
dt
⊗ D
ds
)(D1φ)t,s|2dtds
= 2‖D1φ‖2L2Γ(H⊗H).
Corollary 6.2.3. The operator D1 is closable on D2,1.
Proof. Given any sequence of φj ∈ D2,1, j ∈ N, such that φj → 0 and D1φj → U in
L2, Proposition 6.2.1 implies
D
dt
[∇HCO(φj)]t = D
dt
(φ]j)t + 2
∫ T
t
(2)< (
D
dt
⊗ D
ds
)(D1φj)t,s, d{σ}s >σs
→ 2
∫ T
t
(2)< (
D
dt
⊗ D
ds
)Ut,s, d{σ}s >σs
in L2. Since CO(φj)→ 0, and ∇H is closed, we get Ddt [∇HCO(φj)]t → 0, hence the
Itoˆ integral
2
∫ T
t
(2)< (
D
dt
⊗ D
ds
)Ut,s, d{σ}s >σs= 0, a.e. t ∈ [0, T ].
Therefore U = 0, that is, D1φj → 0.
Corollary 6.2.4. If φ ∈ L2ΓH∗ satisfies any of the following conditions
1. D1φ = 0,
2. D1φ] = 0, or
3. d¯1φ = 0,
we have φ = Df with f = CO(φ) ∈ D2,1. Moreover, either of the conditions
2. and 3. implies 1. As a result, the first L2 de Rham cohomology vanishes and
Ker(∆1) = {0}.
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Remark 6.2.5. As in Remark 4.2.5, we have actually shown, for φ ∈ Dom(d¯1),
E[(
D
ds
⊗ D
dt
)(D1φ])s,t|Fx0s∨t] = 0, a.e. s, t ∈ [0, T ]
⇐⇒ E[[(D
dt
⊗ D
ds
)(1 +Q)∗(d¯1φ)])t,s|Fx0s∨t] = 0, a.e. s, t ∈ [0, T ]
⇐⇒ DCO(φ) = φ ⇐⇒ D1φ = 0 ⇐⇒ d¯1φ = 0.
Theorem 6.2.6 (Spectral Gap of ∆1). The operator d¯1 has a closed range, so does
d¯1∗, hence ∆1 has a spectral gap. Moreover, the Hodge decomposition (6.1) given in
[23] does improve to (6.2).
Proof. That d¯1 has a closed range follows from the bound given in Corollary 6.2.2
and the fact that it is a closed operator, i.e., since ‖φ‖L2ΓH∗ ≤
√
2‖d¯1φ‖L2Γ(H(2))∗ for
all φ ∈ Dom(d¯1|Ker(d¯1)⊥), and d¯1|Ker(d¯1)⊥ is closed, the injective operator d¯1|Ker(d¯1)⊥
has a closed range (see, e.g, page 205 of [65], or Page 312 of [54]), and so does d¯1.
Since D also has closed range (Fang [30]), so does ∆1 = d¯1∗d¯1 + DD∗ (see
Zucker [66], page 446). By the result of Donnelly [14], this is equivalent to the
existence of a spectral gap for ∆1. The last statement is clear.
6.3 Higher Order Forms on Path Spaces
Recall the invariant formula for dq on a geometric q-form φ, i.e., φσ ∈ ∧q(TσCx0M)∗,
(q + 1)dqφσ(V0, V1, · · · , Vq) =
q∑
j=0
(−1)jLVj [φ(V0, · · · , Vˆj , · · · , Vq)](σ) (6.21)
+
∑
i<j
(−1)i+jφσ([Vi, Vj ], V0, · · · , Vˆi, · · · , Vˆj , · · · , Vq),
where V0, V1, · · · , Vq are smooth H-vector fields. Extending the closed covariant
derivative operator ∇ : D2,1(H) ⊂ L2ΓH → L2(H;H) in a natural way to an opera-
tor on higher-order tensor products, i.e, ∇ : D2,1(H⊗q) ⊂ L2Γ(H⊗q)→ L2(H;H⊗q),
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we can express the above formula as
(q + 1)dqφσ(V0, V1, · · · , Vq)
=
q∑
j=0
(−1)j <∇Vjφ]σ, V0 ∧ · · · ∧ Vˆj ∧ · · · ∧ Vq >H∧q
+
q∑
j=0
(−1)jφσ[∇Vj (V0 ∧ · · · ∧ Vˆj ∧ · · · ∧ Vq)]
+
∑
i<j
(−1)i+jφσ([Vi, Vj ] ∧ V0 ∧ · · · ∧ Vˆi ∧ · · · ∧ Vˆj ∧ · · · ∧ Vq). (6.22)
We can formulate (6.22) in terms of∇] : D2,1(H⊗q) ⊂ L2Γ(H⊗q)→ L2Γ(H⊗q+1),
given by
(q+1)<∇]U, V >H=∇V U, ∀U ∈ D2,1(H⊗q), V ∈ H,
and corresponding to equations (6.5) and (6.6), we have here
∇]U = (W ⊗ · · · ⊗W︸ ︷︷ ︸
q times
⊗Id)∇˜](D
d.
⊗ · · · ⊗ D
d.︸ ︷︷ ︸
q times
U)
= (X ⊗ · · · ⊗X︸ ︷︷ ︸
q times
⊗Id)∇H(Y ⊗ · · · ⊗ Y︸ ︷︷ ︸
q times
U).
As in Section 6.1, we can define a skew-symmetrised covariant derivative operator
Dq :Dom(Dq) ⊂ L2Γ(H∧q)→ L2Γ(H∧q+1) by
< (q + 1)DqU, V0 ∧ · · · ∧ Vq >H∧q+1= (−1)q < (q + 1)∇]U, V0 ∧ · · · ∧ Vq >H∧q+1 ,
which corresponds to the first term in (6.22),
< (q + 1)DqU, V0 ∧ · · · ∧ Vq >H∧q+1
= (−1)q
q∑
j=0
(−1)q−j <∇VjU, V0 ∧ · · · ∧ Vˆj ∧ · · · ∧ Vq >H∧q
=
q∑
j=0
(−1)j <∇VjU, V0 ∧ · · · ∧ Vˆj ∧ · · · ∧ Vq >H∧q .
cf. equation (4.8) for the flat spaces. If we define Tq : ∧q+1Hσ → ∧qTσCx0M by
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mixing the torsion terms, that is,
Tq(V0, V1, · · · , Vq)
=
∑
i<j
(−1)i+j−1T (Vi, Vj) ∧ V0 ∧ · · · ∧ Vˆi ∧ · · · ∧ Vˆj ∧ · · · ∧ Vq
=
∑
i<j
(−1)i+j−1(∇ViVj −∇VjVi − [Vi, Vj ]) ∧ V0 ∧ · · · ∧ Vˆi ∧ · · · ∧ Vˆj ∧ · · · ∧ Vq,
=
q∑
j=0
(−1)j∇Vj (V0 ∧ · · · ∧ Vˆj ∧ · · · ∧ Vq)
+
∑
i<j
(−1)i+j [Vi, Vj ] ∧ V0 ∧ · · · ∧ Vˆi ∧ · · · ∧ Vˆj ∧ · · · ∧ Vq,
the invariant formula for dqφ acting on a smooth cylindrical q-form φ simplifies into
(q + 1)dqφσ(V0, V1, · · · , Vq)
= < (q + 1)Dqφ], V0 ∧ · · · ∧ Vq >H∧q+1 +φ ◦ Tq(V0, V1, · · · , Vq)
= < (q + 1)Dqφ] + (Tq∗φ)], V0 ∧ · · · ∧ Vq >H∧q+1 ,
where the operator Tq∗σ : (∧qTσCx0M)∗ → (∧q+1Hσ)∗ is given by
Tq∗σ φ = φ ◦ Tqσ.
For example, with q = 1, T1 = T , and we get (6.7), which is our motivation. For
q = 2, given a geometric two-form φ and three vector fields V1, V2, V3 ∈ D2,1(H), we
have
3 d2φ(V1, V2, V3)
= LV1φ(V2, V3)− LV2φ(V1, V3) + LV3φ(V1, V2)
−φ([V1, V2], V3) + φ([V1, V3], V2) + φ([V2, V3], V1)
= <∇V1φ], V2 ∧ V3 >∧2H + <∇V2φ], V3 ∧ V1 >∧2H + <∇V3φ], V1 ∧ V2 >∧2H
+ < φ],∇V1(V2 ∧ V3) +∇V2(V3 ∧ V1) +∇V3(V1 ∧ V2) >∧2H
+φ(−[V1, V2] ∧ V3 + [V1, V3] ∧ V2 + [V2, V3] ∧ V1)
= <∇]φ], V2 ∧ V3 ∧ V1 + V3 ∧ V1 ∧ V2 + V1 ∧ V2 ∧ V3 >∧3H
+φ[T (V1, V2) ∧ V3 + T (V2, V3) ∧ V1 + T (V3, V1) ∧ V2]
= < 3D2φ] + T2∗φ], V1 ∧ V2 ∧ V3 >∧3H,
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with the operators D2 and T2 defined as above, e.g.,
T2(V1, V2, V3) = T (V1, V2) ∧ V3 + T (V2, V3) ∧ V1 + T (V3, V1) ∧ V2.
The L2-adjoint of ∇] is ∇∗ : Dom(∇∗) ⊂ L2Γ(H⊗q+1) → L2Γ(H⊗q), given
by
E <∇∗(U ⊗ V ),W >H⊗q= E < U ⊗ V,∇]W >H⊗q+1= E < U,∇VW >H⊗q ,
for U ∈ H⊗q, V ∈ H, such that U ⊗ V ∈ Dom(∇]), and W ∈ D2,1(H⊗q). It has
been shown in [25] that Dom(∇∗) includes D2,1.
Since the divergence operator is the L2-adjoint of the exterior derivative, i.e.,
to say that U has a divergence means that, for any cylindrical φ,
E dqφ(U) = −Eφ (DivU),
we can relate the divergence to ∇∗. Indeed, for q = 0, ∇H is the natural analogue
for ∇, so if V has a divergence, we have
DivV = −∇∗HV.
In general, for V1, · · · , Vq ∈ Dom(div) ⊂ L2Γ(H), we have, from (6.21),
qDiv(V1 ∧ · · · ∧ Vq) =
q∑
j=1
(−1)j−1Div(Vj)(V1 ∧ · · · ∧ Vˆj ∧ · · · ∧ Vq) (6.23)
−
∑
i<j
(−1)i+j [Vi, Vj ] ∧ V1 ∧ · · · ∧ Vˆi ∧ · · · ∧ Vˆj ∧ · · · ∧ Vq.
The following lemma continues the comparison of div and∇∗ for q > 0, and extends
Proposition 9.6 of [26].
Lemma 6.3.1. Suppose U ∈ L∞Γ(H⊗q)∩D2,1(H⊗q), and V ∈ L∞ΓH∩Dom(∇∗H),
where q ≥ 1. Then we have U ⊗ V ∈ Dom(∇∗), and
∇∗(U ⊗ V )(σ) = U(σ)(∇∗HV )(σ)−∇V (σ)U. (6.24)
In particular, if V ∈ L∞Γ(H∧q) ∩ D2,1(H∧q), we have V ∈ Dom(∇∗), and
∇∗V = (−1)q div(V ) + 1
q
(−1)q Tq−1(V ). (6.25)
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Remark 6.3.2. For q = 1, we see from Proposition 9.6 in [26] that equation (6.24)
takes the same form, while (6.25) with q = 2 reduces to
∇∗(V1 ∧ V2) = div(V1 ∧ V2) + 1
2
T (V1, V2), ∀V1, V2 ∈ D2,1(H).
Proof. The proof for the first part mirrors that of Proposition 9.6 in [26]. For any
Z ∈ D2,1(H⊗q),
E < (∇Z)σ, U ⊗ V (σ) >H⊗q+1 = E <∇VσZ,U(σ) >H⊗q
= E[D(< Z,U >H⊗q)(V )− < Z,∇VσU >H⊗q ]
= E[< Z,U >H⊗q (∇∗HV )− < Z,∇VσU >H⊗q ],
since ∇ is a metric connection.
The second part follows immediately if V is primitive, i.e., V = V1 ∧ · · · ∧Vq,
where V1, · · · , Vq ∈ L∞ΓH ∩ D2,1(H): indeed, since V1 ∧ · · · ∧ Vq ∈ Dom(∇∗), we
can apply (6.23) to calculate
q∇∗(V1 ∧ · · · ∧ Vq)
=
q∑
j=1
(−1)q−j
[
(∇∗HVj)(V1 ∧ · · · ∧ Vˆj ∧ · · · ∧ Vq)−∇Vj (V1 ∧ · · · ∧ Vˆj ∧ · · · ∧ Vq)
]
= (−1)q
q∑
j=1
(−1)j−1div(Vj)(V1 ∧ · · · ∧ Vˆj ∧ · · · ∧ Vq)
+(−1)q
∑
i<j
(−1)i+j−1(∇ViVj −∇VjVi)(V1 ∧ · · · ∧ Vˆi ∧ · · · ∧ Vˆj ∧ · · · ∧ Vq)
= (−1)q
[
q div(V1 ∧ · · · ∧ Vq)
+
∑
i<j
(−1)i+j−1(∇ViVj −∇VjVi − [Vi, Vj ]) ∧ V1 ∧ · · · ∧ Vˆi ∧ · · · ∧ Vˆj ∧ · · · ∧ Vq

= (−1)q[q div(V1 ∧ · · · ∧ Vq) + Tq−1(V1, · · · , Vq)].
A general V ∈ L∞Γ(H∧q) ∩ D2,1(H∧q) can be approximated by primitive elements
of the form above, so we are done.
Motivated by these results, we introduce a new notation. Given U ∈ D2,1(H⊗q),
and V = V1⊗· · ·⊗Vp, where Vi ∈ H for all i = 1 to p, define (p)∇V U ∈ ⊗p+q−1H by
(p)∇V U = (q+1)< (∇]U)⊗ V1 ⊗ · · · ⊗ Vp−1, Vp >H . (6.26)
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If we have U ∈ L∞Γ(H⊗q) ∩ D2,1(H⊗q), and V = V1 ⊗ · · · ⊗ Vp ∈ L∞ΓH⊗p, with
Vp ∈ L∞ΓH ∩Dom(∇∗H), equation (6.24) shows
∇∗(V ) = (V1 ⊗ · · · ⊗ Vp−1)(∇∗HVp)−∇Vp(V1 ⊗ · · · ⊗ Vp−1),
and
∇∗(U ⊗ V ) = (U ⊗ V1 ⊗ · · · ⊗ Vp−1)(∇∗HVp)−∇Vp(U ⊗ V1 ⊗ · · · ⊗ Vp−1)
= U ⊗∇∗V − (p)∇V U.
Since we can approximate any element of H⊗p by the primitive tensor products, the
notation (p)∇V U defined in (6.26) extends to V ∈ H⊗p. Therefore, approximating
elements in L∞Γ(H⊗p)∩Dom(∇∗) by primitive elements enables us to extend (6.24)
to the following
Corollary 6.3.3. If U ∈ L∞Γ(H⊗q)∩D2,1(H⊗q) and V ∈ L∞Γ(H⊗p)∩Dom(∇∗),
we have U ⊗ V ∈ Dom(∇∗), and
∇∗(U ⊗ V ) = U ⊗∇∗V − (p)∇V U.
In light of the above, we restate our commutation formula in Lemma 3.2.1.
Lemma 6.3.4. Given a vector field U ∈ D2,1(H) adapted to {Fx0t }t∈[0,T ], we have
τ∇]U ∈ Dom(∇∗), ∇∗HU ∈ D2,1, and
∇H∇∗HU =∇∗τ∇]U + U. (6.27)
In other words, if v ∈ Hσ, we have
∇v∇∗U =<∇∗τ∇]U, v >Hσ + < U, v >Hσ .
Remark 6.3.5. The τ above is τ1,2, defined in (4.5). For higher-order tensors, we
will write the subscripts explicitly for clarity.
The Riemann curvature operator on the manifold, R : ∧2TM → ∧2TM , is
defined by
R(u ∧ v)w = ∇2w(u, v)−∇2w(v, u), ∀u, v, w ∈ TM.
We denote by R˜ the Riemann curvature operator for the pointwise connection on
the L2 tangent bundle, i.e., R˜ : ∧2TCx0M → Lskew(L2TCx0M ;L2TCx0M), and
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by R the curvature operator for the damped Markovian connection on ΓH, i.e.,
R : ∧2TσCx0M → Lskew(Hσ;Hσ). They are conjugate to each other via the map
D
d. : as in Section 9 of [26],
[R(U)v]t = (
D
dt
)−1
(
R˜σ(Uσ)
D
d.
v
)
t
= Wt
∫ t
0
W−1s Rσs(Us,s)(
D
ds
vs)ds.
We can now state the following
Corollary 6.3.6 (Commutation Formula for Two-Tensors). Given a vector field
U1 ∈ L∞ΓH∩D2,2(H), and an adapted vector field U2 ∈ L∞ΓH∩D2,1(H), we have
U1 ⊗ U2 ∈ Dom(∇∗), ∇∗(U1 ⊗ U2) ∈ D2,1, τ2,3∇](U1 ⊗ U2) ∈ Dom(∇∗), and
∇]∇∗(U1 ⊗ U2) =∇∗τ2,3∇](U1 ⊗ U2) + U1 ⊗ U2 −R((−) ∧ U2)U1.
In other words, for any v ∈ Hσ,
∇v∇∗(U1⊗U2)=(2)<∇∗τ2,3∇](U1⊗U2), v >Hσ+(2)< U1⊗U2, v >Hσ−R(v∧U2)U1.
Proof. That U1 ⊗ U2 ∈ Dom(∇∗) follows from (6.24), or Proposition 9.6 in [26],
which says
∇∗(U1 ⊗ U2)(σ) = U1(σ)(∇∗HU2)(σ)−∇U2(σ)U1.
Now we apply Lemma 6.3.4 to see that ∇∗(U1 ⊗ U2) ∈ D2,1, with
∇v∇∗(U1 ⊗ U2) =∇v[U1(∇∗HU2)−∇U2U1]
= (∇vU1)∇∗HU2 + U1 < ∇H∇∗HU2, v >Hσ −∇v∇U2U1
= (∇vU1)∇∗HU2 + U1 <∇∗τ∇]U2, v >Hσ +U1 < U2, v >Hσ −∇v∇U2U1.
Lemma 6.3.1 and Corollary 6.3.3 show that τ2,3∇](U1 ⊗ U2) ∈ Dom(∇∗), and
(2)<∇∗τ2,3∇](U1 ⊗ U2), v >Hσ
= (2)<∇∗(∇]U1 ⊗ U2), v >Hσ +(2)<∇∗τ2,3(U1 ⊗∇]U2), v >Hσ
= (∇vU1)∇∗HU2 − (2)<∇U2∇]U1, v >Hσ +U1 <∇∗τ∇]U2, v >Hσ
−(2)<∇τ∇]U2U1, v >Hσ . (6.28)
Comparing the above expressions, we see that the conclusion will follow if we can
show
∇v∇U2U1 − (2)<∇U2∇]U1, v >Hσ − <∇τ∇]U2U1, v >Hσ= R(v ∧ U2)U1. (6.29)
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We prove (6.29) for the case where we can write ∇]U2 in the form of V1 ⊗ V2, with
V1, V2 ∈ L∞ΓH∩D2,1(H), and leave the rest to a simple approximation argument as
in [25]: first take any approximating sequence of Y U2 that consists of finite sums of
elements of the form f(σ)jhj , with hj ∈ H and fj : Cx0M → R smooth cylindrical,
the apply equation (6.6) to see that ∇]U2 can be approximated by a sequence of
finite sums of elements of the form X(hj)⊗∇Hfj .
In this case, the last term in (6.28) becomes
<∇τ∇]U2U1, v >Hσ= (2)<∇V1U1 ⊗ V2, v >Hσ
= (2)<∇]U1, V1 >Hσ< V2, v >Hσ
= (2)<∇]U1, (2)< V1 ⊗ V2, v >Hσ>Hσ
= (2)<∇]U1,∇vU2 >Hσ=∇∇vU2U1.
Since
(2)<∇U2∇]U1, v >Hσ= −∇2U1(U2, v),
and
∇v∇U2U1 =∇2U1(v, U2) +∇∇vU2U1,
the three terms on the left-hand side of (6.29) do combine to produce R(v ∧U2)U1,
so we are done.
Corollary 6.3.7 (Commutation Formula for Skew-Symmetric Two-Tensors). Given
adapted vector fields U1, U2 ∈ L∞ΓH ∩ D2,2(H), we have U1 ∧ U2 ∈ Dom(∇∗),
∇∗(U1 ∧ U2) ∈ D2,1, τ2,3∇](U1 ∧ U2) ∈ Dom(∇∗), and
∇]∇∗(U1 ∧ U2) =∇∗τ2,3∇](U1 ∧ U2) + U1 ∧ U2 − 1
2
R(U1 ∧ U2).
In other words,for any v ∈ Hσ,
∇v∇∗(U1∧U2)=(2)<∇∗τ2,3∇](U1∧U2), v >Hσ+(2)< U1∧U2, v >H−
1
2
R(U1∧U2)v.
(6.30)
More generally, if U ∈ L∞Γ(H∧2) ∩ D2,2(H∧2) ∩ V(2), we have
∇]∇∗U =∇∗τ2,3∇]U + U − 1
2
R(U).
Proof. This follows from Corollary 6.3.6 and the first Bianchi identity
R(U1, U2)V +R(U2, V )U1 +R(V,U1)U2 = 0.
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The more general statement for non-primitive U follows from the usual approxima-
tion argument, as primitive adapted two-tensors are dense in V(2) (Lemma 6.1.2),
and we can approximate primitive adapted two-tensors by smooth adapted ones, so
we are done.
Define Rq : ⊗q+2Hσ → ⊗q+1Hσ by mixing the curvature terms as follows:
Rq(U1, · · · , Uq, V,W ) =
q−1∑
i=1
U1 ⊗ · · · ⊗ [R(V ∧W )Ui]⊗ · · · ⊗ Uq.
We can state now
Corollary 6.3.8 (Commutation Formula for Primitive q-Tensors). Given vector
fields U1, · · · , Uq−1 ∈ L∞ΓH∩D2,2(H), and adapted Uq ∈ L∞ΓH∩D2,1(H), we have
U1⊗· · ·⊗Uq∈Dom(∇∗),∇∗(U1⊗· · ·⊗Uq) ∈ D2,1, τq,q+1∇](U1⊗· · ·⊗Uq)∈Dom(∇∗),
and
∇]∇∗(U1 ⊗ · · · ⊗ Uq) = ∇∗τq,q+1∇](U1 ⊗ · · · ⊗ Uq) + U1 ⊗ · · · ⊗ Uq
−Rq−1(U1, · · · , Uq−1,−, Uq).
More generally, if U ∈ L∞Γ(H⊗q−1) ∩ D2,2(H⊗q−1), with Uq as above, we have
∇]∇∗(U ⊗ Uq) =∇∗τq,q+1∇](U ⊗ Uq) + U ⊗ Uq − Rq−1(U,−, Uq).
Proof. The proof is essentially the same as that of Corollary 6.3.6, as we can apply
Lemmas 6.3.1 and 6.3.4 to calculate
∇]∇∗(U1 ⊗ · · · ⊗ Uq)
= ∇][(U1 ⊗ · · · ⊗ Uq−1)(∇∗Uq)−∇Uq(U1 ⊗ · · · ⊗ Uq−1)]
= ∇](U1 ⊗ · · · ⊗ Uq−1)(∇∗Uq) + (U1 ⊗ · · · ⊗ Uq−1)⊗ (∇∗τ∇]Uq)
+U1 ⊗ · · · ⊗ Uq −∇]∇Uq(U1 ⊗ · · · ⊗ Uq−1),
and similarly
∇∗τq,q+1∇](U1 ⊗ · · · ⊗ Uq)
= ∇](U1 ⊗ · · · ⊗ Uq−1)(∇∗Uq)−∇Uq∇](U1 ⊗ · · · ⊗ Uq−1)
+(U1 ⊗ · · · ⊗ Uq−1)⊗ (∇∗τ∇]Uq)−∇τ∇]Uq(U1 ⊗ · · · ⊗ Uq−1),
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so the conclusion follows from the observation that
−∇]∇Uq(U1 ⊗ · · · ⊗ Uq−1) +∇Uq∇](U1 ⊗ · · · ⊗ Uq−1) +∇τ∇]Uq(U1 ⊗ · · · ⊗ Uq−1)
=
q−1∑
i=1
U1 ⊗ · · · ⊗ [∇2Ui(Uq,−)−∇2Ui(−, Uq)]⊗ · · · ⊗ Uq−1
= −Rq−1(U1, · · · , Uq−1,−, Uq).
We can also derive the version of the commutation formula for higher-order
skew-symmetric tensor products, similar to Corollary 6.3.7. Such formulae are nec-
essary for the development of Clark-Ocone-type formulae for differential forms on
the path space, as in the classical Wiener space. Extra complication arises here due
to appearance of the curvature and torsion terms, see, e.g., equations (6.25) and
(6.30). We also need a good analogue of (6.8) to continue the programme.
6.4 The Pullback Method
In this section, we use the Itoˆ map I : C0 → Cx0M of the SDE (2.7) to pull back to
the classical Wiener space.
Lemma 6.4.1. If α.(x.) ∈ L(Tx.M ;R) is adapted and in L2loc,
(
∫ T
0
αtd{x}t) ◦ I =
∫ T
0
(αt ◦ I)X(xt ◦ I)dBt.
Proof. From the SDE (2.7),∫ T
0
αt ◦ dxt =
∫ T
0
αtX(xt) ◦ dBt
=
∫ T
0
αtX(xt)dBt +
1
2
Tr
∫ t
0
αt∇X[X(xt)(−)](−)dt
=
∫ T
0
αtX(xt)dBt,
where the last equation follows from Assumption 2.1.1 and equation (2.8). Conse-
quently, the martingale part
∫ t
0 αtd{x}t of the Stratonovich integral
∫ T
0 αt ◦ dxt is
given by
∫ t
0 αtX(xt)dBt, so
(
∫ T
0
αt ◦ dxt) ◦ I =
∫ T
0
(αt ◦ I)X(xt ◦ I) ◦ dBt + drift term,
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where the martingale part is
∫ T
0 (αt ◦ I)X(xt ◦ I)dBt.
Proposition 6.4.2. ∀φ ∈ L2ΓH∗, CO(φ) ◦ I = CO(I∗φ), i.e,.
[
∫ T
0
< E(
D
dt
φ]t|Fx0t ), d{x}t >xt ] ◦ I =
∫ T
0
< E[
d
dt
(I∗φ)]t|Ft], dBt >Rm
Proof. As both sides have zero expectation, it suffices to test against all functions of
the form
∫ T
0 < a˙t, dBt >Rm for {at}t∈[0,T ] adapted, sample-continuous and bounded
on [0, 1]× C0. From the left hand side, we get∫
C0
∫ T
0
< a˙t, dBt >Rm [
∫ T
0
< E(
D
dt
φ]t|Fx0t ), d{x}t >xt ] ◦ I dγ
=
∫
C0
E[
∫ T
0
< a˙t, dBt >Rm |FIt ]
∫ T
0
< E(
D
dt
φ]t ◦ I|FIt ), X(xIt )dBt >Rm dγ
=
∫
C0
∫ T
0
< E(a˙t|FIt ), dBt >Rm
∫ T
0
< YxIt E(
D
dt
φ]t ◦ I|FIt ), dBt >Rm dγ
=
∫
C0
∫ T
0
< E(a˙t|FIt ), YxIt E(
D
dt
φ]t ◦ I|FIt ) >Rm dt dγ
=
∫
Cx0M
∫ T
0
< X(xt)E(a˙t|It = xt), D
dt
φ]t(x) >Rm dt dµx0(x)
=
∫
Cx0M
φx(TIx[E(a.|I = x)])dµx0(x),
where we have used Lemma 2.2.4 and Lemma 6.4.1 in the second line, the Itoˆ
isometry in the fourth line, and equation (2.10) in the last. Applying the Itoˆ isometry
again, we obtain from the right hand side∫
C0
∫ T
0
< a˙t, dBt >Rm
∫ T
0
< E[
d
dt
(I∗φ)]t|Ft], dBt >Rm dγ
=
∫
C0
∫ T
0
< a˙t,E[
d
dt
(I∗φ)]t|Ft] >Rm dt dγ
=
∫
C0
< a, (I∗φ)] >H dγ
=
∫
C0
φ[TI(a)] ◦ I dγ
=
∫
Cx0M
φx[TI(a)x]dµx0(x)
=
∫
Cx0M
φx{TIx[E(a.|I = x)]}dµx0(x),
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where the fifth line follows from Corollary 3.7 of [25], and the last from equation
(2.11) and the adaptedness of {at}t∈[0,T ].
Proposition 6.4.3. ∀φ ∈ L2ΓH∗, d¯1φ = 0 =⇒ d1I∗φ = 0.
Proof. Approximate φ by smooth cylindrical one-forms {φj}j∈N such that φj → φ
in L2ΓH∗ and d1φj → 0 in L2Γ(H(2))∗. For any h1, h2 ∈ H and smooth λ : C0 → R
in finite chaos, we have ∧2TI(λh1 ∧ h2) ∈ L2ΓH(2) (see [27]). Therefore by the
continuity of I∗ on H-one-forms ([25] Theorem 3.4), we obtain∫
C0
λd1I∗φ(h1 ∧ h2)dγ = −
∫
C0
I∗φdiv(λh1 ∧ h2)dγ
= − lim
j→∞
∫
C0
I∗φjdiv(λh1 ∧ h2)dγ
= lim
j→∞
∫
C0
d1I∗φj(λh1 ∧ h2)dγ
= lim
j→∞
∫
C0
I∗(d1φj)(λh1 ∧ h2)dγ
= lim
j→∞
∫
Cx0M
d1φj(x)[∧2TI((λh1 ∧ h2))]dµx0(x)
= lim
j→∞
∫
Cx0M
d1φj(x)[∧2TI(λh1 ∧ h2)]dµx0(x)
= 0.
Since the collection of such λ is total in L2, this shows that d1I∗φ(h1 ∧h2) = 0, a.s.
for each h1 ∧ h2, hence d1I∗φ = 0, a.s.
With the above propositions, we obtain a weaker result for the path spaces
than for the Wiener space, where D is replaced by the weak derivative defined by
D˜ = [(D)∗|D2,1H∗)]∗ (see [25] for a detailed discussion). What we obtain here is
different from the results in Section 6.2, stated in the usual (strong) derivatives.
This reflects the general phenomenon that when we use the Itoˆ map to pull back,
we usually obtain results in terms of weak derivatives. These coincide with the usual
derivatives on the flat space, but not necessarily so on the general path spaces; see,
again, [25] for a detailed discussion.
Proposition 6.4.4. ∀φ ∈ L2ΓH∗, d¯1φ = 0 =⇒ φ = D˜f , for some f ∈ Dom(D˜).
Proof. We apply the flat space result in Section 4.2 to write I∗φ = Dg, with
g = CO(I∗φ) ∈ D2,1. By Proposition 6.4.2, g = CO(φ) ◦ I, hence CO(φ) ∈ W2,1
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using Theorem 6.1 of [25], therefore I∗[D˜CO(φ)] = Dg = I∗φ. The injectivity of
I∗ proved in Theorem 3.4 of [25] shows in turn that φ = D˜[CO(φ)].
Remark 6.4.5. This proof will also work for φ such that d˜1φ = 0, with a suitable
definition for the weak exterior derivative d˜1, such that d˜1D˜ = 0. This would give a
Hodge decomposition in terms of the weak derivatives.
In the proof of Lemmas 2.2.6 and 3.2.1, we get around the problem of weak
derivatives by taking an approximating sequence and making use of the fact that
our derivative operators are closed. On the other hand, such a technique does not
help us to show that d¯1φ = 0 implies φ = Df here, since we do not know that the
Itoˆ map is continuous on two-forms.
If we assume I to be continuous on two-forms, the argument would go as
follows. We approximate φ by smooth cylindrical one-forms {φj}j∈N such that
d1φj → 0. Since I is a continuous linear map on one-forms by Theorem 3.4 of [25],
we know I∗φj → I∗φ. The continuity of the Itoˆ map on two-forms would imply
d1(I∗φj) = I∗(d1φj)→ 0, (6.31)
so we would be able to apply Corollary 4.2.3 to obtain
‖DCO(I∗φj)− I∗φj‖L2 ≤
√
2‖d1I∗φj‖L2 ,
and as a result,
‖DCO(I∗φj)−I∗φ‖L2 ≤ ‖DCO(I∗φj)−I∗φj‖L2+‖I∗φj−I∗φ‖L2 → 0, as j →∞.
By Proposition 6.4.2, CO(I∗φj) = CO(φj) ◦ I → CO(φ) ◦ I in D2,1. Since we know
CO(φj) ∈ D2,1, and the set {f ◦ I|f ∈ D2,1} is closed in D2,1 (Corollary 4.3 of [25]),
we would conclude that CO(φ) ∈ D2,1 and φ = DCO(φ), as in Proposition 6.2.1.
As has been announced in [21], the above argument carries through on a
symmetric space, where the pullback map I∗ : L2ΓH(2) → L2(C0;∧2H∗) is indeed
a continuous linear map, so (6.31) holds, and we obtain the same vanishing result,
as in Proposition 6.2.1, for symmetric spaces. For the general Riemannian path
spaces, we hope to combine the different approaches and work towards an analogue
of Shigekawa’s result on the flat space.
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