Further study is made of the topological model framework for cell simulations that was introduced by Matela & Fletterick (1979 , 1980 . The role that cell-cell interactions play in development is studied via processes such as cell growth, cell division, cell movement, cell adhesion, cell di erentiation, cell death, and the process of chemical di usion. Two phenomena are employed in simple applications of the framework: cell cleavage and chemotactic cell movement. A model for the rst steps of neural di erentiation in the developing visual system of the Drosophila is introduced in a more comprehensive case study. The strengths and weaknesses of the topological approach are discussed.
Introduction
A variety of phenomena in developmental biology involve cell interactions. Thus, it seems reasonable that a useful method for simulating developmental processes should rely on the interaction between neighbouring cells. Most of the work done on the computer simulation of the cellular level of development employed a rigid two-dimensional square or hexagonally tesselated space of \cells", for example Eden (1960) , Ulam (1962) and Ede & Law (1969) . By contrast, a novel topological approach to the representation of cells on the computer was proposed by Matela & Fletterick (1979 , 1980 . This approach suggests that a simulation of a cell system can be based on a planar graph and its dual structure, a planar geometric map (for basic de nitions -see Appendix A.1). In the graph, the vertices are the cells and the adjacency of these cells is represented by the edges of the graph. The dual representation is a nite set of closely packed n-gons, n 3. Each of these represents an individual cell, and the connections between the cells are represented by the polygon edges (see Fig. 1 ).
The topological model framework has been used to simulate cell sorting (Matela & Fletterick, 1979 , 1980 and cell division (Ransom & Matela, 1984; Matela & Ransom, 1985) . In this paper we show how the topological approach can also be employed for the study of several other processes that are considered to be fundamental ingredients of development: cell growth and death, cell motion, cell di erentiation and the process of chemical di usion. As have most previous authors, we con ne ourselves to the simple (but useful) case of a two-dimensional cellular space. In section 2 we introduce our simulations for several fundamental processes of development. Section 3 discusses two detailed examples, cell cleavage and chemotactic cell movement. In section 4 we present a case study concerning the rst steps of neural di erentiation in the developing visual system of the Drosophila. In section 5 we report several implementation problems of the topological model framework. We end with a brief discussion and some conclusions. In the Appendices the reader can nd further technical details.
Simulating fundamental processes of development
In our simulations, following Ransom & Matela (1984) , the graphs are chosen to be triangulated. This means that cells always meet at corners with two other cells. Consider the three vertices of the graph that correspond to three cells that meet at a corner. These three vertices are always connected by edges to form a triangle. Justi cation for the triangulation assumption is derived from the observation that hexagonal packing (or at least an average of about six neighbours per cell) is most commonly seen at cell populations. The observed hexagonal packing (and, in general, any n-gonal packing, n 6) gives three cell corners. The dual representation of a triangulated graph is a trivalent map, which is a planar geometric map with the restriction that three cells are incident to any given junction.
The following fundamental processes of cellular development are examined in this section; division, growth, movement, adhesion, di erentiation, and death. In addition we consider the role of chemical di usion. As was mentioned above, cell sorting, which we have not dealt with and cell division have been treated in earlier publications.
Cell division
The following are the rules according to which the division process is simulated. We assume that division causes the formation of a fairly symmetric pair of new daughter cells. This symmetry is expressed by the formation of two daughter cells whose size and shape are as equal as possible. The orientation of division is determined by two of the cell neighbours. We assume that cell division can occur only between two neighbours that are not adjacent themselves. Following the abstraction of cells to polygons, we further assume that division can only occur between edges, that is to say, we ignore the slight possibility that division can take place between ends of edges (from one corner to another).
We term the two neighbours of a dividing cell c, between which division occurs, the head and the tail cells (see Fig. 2 ). In order to achieve a symmetric process of division, we rst make a random choice of a neighbour of cell c as a head cell. Given a head cell, another cell is found so that both create the most symmetrical division of the mother cell into two daughter cells, which are the mother cell itself and a new cell that is introduced into the system. (For implementation details -see Appendix A.2.1.) The candidates for being chosen as a tail cell are all the neighbours of the mother cell that are not adjacent to the head cell. Note that the demand for two non-adjacent neighbours can be satis ed only if n > 3.
Cell division often occurs perpendicularly to the longest extension of the cell. This can be easily be handled by suitable alteration of our simulation rules. Instead of being chosen arbitrarily, a head cell should be the cell neighbour that is associated with the longest extension of the dividing cell. Application of such a rule can be found in Section 3.1.
To complete the division process, the neighbourhood relation is updated. The head and the tail cells become neighbours of both new daughter cells. The rest of the neighbours of the original mother cell are split into two groups. Each of these groups becomes the neighbour-list of one of the daughter cells, in such a way that the pictorial representation of the graph contains no edge intersection (see Appendix A. 
Cell growth
A model of cell growth using our topological framework requires a representation of cell size. One way of constructing such a representation requires the topological graph to be mapped into ordinary (Euclidean) two or three-dimensional space. The graph then becomes not just an abstract entity giving information about cell adjacencies, but also at the same time a kind of cellular automaton (von- Neumann, 1966) , where at any time t the position and size of each cell is represented by the means of the (x; y) or (x; y; z) coordinates of the vertices to which the cell is directly adjacent.
Alternatively, cell growth can be simulated under the topological approach merely by retaining the information on cell size (or volume) in addition to the information on cell adjacencies. With this approach any change (increase or decrease) in cell size requires a single update only. Visualization of cell size can be supplied by cell colors, for example, where di erent colors represent di erent levels of cell size.
Cell movement
Cell movement in its simplest form is the movement of cells in uniform environments. Such movement seems random: selection of the direction of motion is a matter of chance, depending on what appear to be random variations in the arrangement of intercellular components.
The basic principle in simulating cell movement is the exchange rule. A single exchange between the edges connecting neighbouring vertices represents changes in cell adjacencies, as shown in The new connections between the latter and their environment is established. Note that the triangularity of the graph is preserved. Exchanging neighbours and thus cell movement can also be considered as a combined process of gaining and losing neighbours. A cell gains a new neighbour at the advancing end, and at the same time loses a neighbour at the rear. Gaining a new neighbour can be considered to simulate the process of extending a pseudopod in the direction of movement. The \direction" of movement is determined by the pair of adjacent neighbouring cells between which the moving cell tries to squeeze. In addition, the moving cell loses a connection to one of its neighbours. A simple rule is to select that neighbour randomly among all cells excluding the pair through which the cell moves. Gaining and losing neighbours could be uncoupled if desired, but then the simplifying feature of hexagonal packing is lost.
We note that the simulation of cell movement preserves the triangularity of the graph. Both processes of gaining and losing a neighbour are carried out in such a way that an edge between a cell and its opposed neighbour in the quadrilateral is replaced by an edge connecting its two adjacent cells in the quadrilateral. This new edge \closes" a new triangle instead of the two previous triangles.
Cell adhesion
Cell adhesion could be simulated by assigning an adhesion strength to each of a cell's edges. This value can be assigned an important role in the simulation of cell movement and cell division, where it represents the \stickiness" of one cell for another, and thus a ects its ability to create or to lose contacts with its environment.
Cell di erentiation
Cell di erentiation is the process during which a homogeneous cell population splits into discrete cell types. Di erent cell types can be characterized by criteria of structure, chemistry, and function. It appears that any criterion for distinguishing between di erent cell types can be simulated via a suitable parameter in the descriptor list. The parameter might take arbitrary values. Alternatively, it might have only two values, to indicate that a cell has or does not have a certain marker, or whether a certain gene is on or o . Cell di erentiation simulation will be discussed in detail in Section 4.
Cell death
The death of cells occurs not only because of the normal process of cell turnover in mature organisms, but also as an important component of embryonic development. It appears that the occurrence of cellular death during embryogenesis is a phenomenon programmed by the genome and executed by mechanisms that might be considered in the same conceptual categories as those which apply to the control of growth and morphogenesis. For example, Saunders et al (1962, 1967) showed that the shaping of the embryonic chick wing bud, and the removal of tissues between the digits, is partly achieved by the occurrence of localized zones of cell death.
When a cell is about to die, its activity decreases and its processes slow down until, at last, all cell activities cease, including its connectivity with the surroundings. Hence, under the topological model framework cell death is the process of breaking o all contacts that the dying cell has with its neighbourhood. In order to preserve the triangularity of the graph, this process is executed step by step, destroying one connection at each step, until there are no longer any neighbourhood relations with the degenerating cell. Although sequentially performed in the simulations, the \death process" is conceptually instantaneous.
An example of the death procedure is provided in Fig. 4 . At each step wherein the dying cell loses a connection to one of its neighbours, an update of the neighbourhood relation around it is done. As a consequence the neighbours that were adjacent to the cell whose connection is severed become adjacent themselves. For example, the connection between v 0 and v 2 is destroyed in Fig. 4b ; consequently v 1 and v 3 become neighbours. In Fig. 4d , for which the con guration consists of three adjacent neighbours, the nal deletion of the cell is carried out and the process of cell death is accomplished (Fig. 4e ).
Chemical di usion
Di usion is the spreading of particles, ranging from molecules to bacteria, whose individual trajectories can be regarded as independent and random. Intracellular di usion is concerned with the movement of molecules from one cell to another, via gap junctions that directly join the cytoplasm of the interacting cells, thereby allowing exchange of small molecules. In extracellular di usion cells communicate by secreting chemicals that signal to cells some distance away. Let C i (t) be the chemical concentration in cell i at time t and let N(i) be the set of neighbours of cell i (its neighbours list). Intracellular di usion can thus be expressed by C i (t + t) = C i (t) + C i (t);
where In general, the cell sizes will di er and vary, in which case (1) and (2) provide an approximate representation for di usion -which is more accurate the more cell shapes remain similar.
Extracellular di usion
In our treatment of extracellular di usion we imagine that the cells are fairly closely packed, so that the extracellular medium can be identi ed with the cell edges. Extracellular di usion requires information concerning the chemical concentration along each of the cell's edges. Communication is performed via these edges. The concentration along the edge is deemed to be adequately represented by a single number (the average edge concentration). In a time interval t the change in the chemical concentration on a single edge e is a small fraction, proportional to t, of the chemical concentration along each of the neighbouring edges, the edges that have a common end with edge e.
Suppose C i;j is the chemical concentration on the edge connecting cell i and cell j. (For de niteness we consider i < j only, since C i;j = C j;i .) Let N(i; j) be the neighbouring edges of that edge, that is to say, all edges that have one common end with edge j. The net increase in chemical for this edge, C i;j , is governed by the extracellular di usion equation C i;j (t + t) = C i;j (t) + C i;j (t);
where
Once again, (4) and (5) can be regarded as an approximation of (3) In the process of development of the frog Xenopus, as in other species, the production of a multicellular organism begins by a process called cleavage. Fertilization triggers a rapid sequence of mitotic divisions whereby the relatively enormous volume of egg cytoplasm is cleaved into numerous smaller nucleated cells. These cells are called blastomeres, and by the end of cleavage they generally form a hollow sphere known as a blastula (Gilbert, 1985) . Practically no growth occurs during this process.
Two major factors determine the pattern of embryonic cleavage: the factors in the egg cytoplasm in uencing the angle of the mitotic spindle and the timing of its formation, and the amount and distribution of yolk protein within the cytoplasm. Most of the cell's volume is occupied by yolk platelets. The presence of yolk inhibits cleavage. Yolk is concentrated toward one end of the egg, called the vegetal pole; the other end is called the animal pole.
From the outset, the cells of the embryo are not only bound together mechanically, but also coupled by small channels called gap junctions. In the outermost regions of the embryo, tight junctions develop between the blastomeres, creating a seal and isolating the interior of the embryo from the external medium. Fluid is drawn into the interior of the embryo to form a cavity, the blastocoel (Albert et al, 1983 ). The formation of the blastocoel has been traced back to the very rst cleavage furrow. It has been shown (Kalt, 1971 ) that the rst cleavage furrow widens in the animal hemisphere to create a small intracellular cavity, which is sealed o from the outside by tight intracellular junctions. This cavity expands during subsequent cleavages to become the blastocoel (Gilbert, 1985) .
Our model simulation of cleavage is based on several rules that de ne cell division. 1. The basic unit of the model is the cell, which is represented by an identity number and its neighbours list. Since cleavage is the process of division without growth, when division occurs the volume of each of the daughter cells becomes half the volume of its mother. As the presence of yolk retards cleavage, the probability of a cell to divide at a speci c time depends on the concentration of yolk possessed by it at that time. An initial gradient of yolk is introduced, so that the concentration of yolk in a cell is proportional to its average distance from the less yolky pole, the animal pole. Consequently, the probability of a cell to divide increases the closer it is to the animal pole.
Although in vivo development begins from a single fertilized egg, we initialize our model at the stage where four cells already exist (see Fig. 5 ). Each of the four cells is connected to the outside and to the inside, where \outside" represents the surrounding environment and \inside" is the simulation of the beginning of the blastocoel.
Application of these cleavage rules to an initial cell system is done using the following algorithm. Cells are dealt with sequentially; each is tested against the cleavage rules. First, the probability of a cell to cleave is calculated as a function of the yolk concentration possessed by the cell. A random number between 0 and 1 is drawn. If it is lower than the calculated probability, then the cell undergoes a cleavage phase. A pair of a head and a tail cells is found, a new cell is introduced, and updates are made of the neighbourhood relations around the two daughter cells, the new cell and the mother cell. This process is repeated a xed number of times or until the number of cells reaches a xed threshold.
Examples of some results, obtained from applying both methods to the initial con guration illustrated in Fig. 5 , can be found in Fig. 6 and in Fig. 7 . Fig. 6 contains a drawing of the topological graph obtained after seven generations of cleavage. Fig. 7 illustrates a drawing of the dual representation, resulted from ten generations of cleavage. (By \generation" we mean one iteration of applying the cleavage rules to each of the cells in the cell system.) Fig. 8 is an example for applying the dual representation model with the rule mentioned in Section 2.1 according to which cell division occurs perpendicularly to the longest extension of a cell.
Example 2: chemotactic movement
Chemotaxis is the directed movement of a cell (or organism) in response to a chemical substance in the environment, usually a di usible substance. We examine the chemotactic response of a system to a concentration gradient of a single attractant. The attractant is secreted by a single, arbitrarily chosen, source cell. Once secreted, the attractant di uses.
The rule for chemotactic cell movement is simply that a cell compares the attractant concentrations around it, and moves toward the highest concentration. When a cell reaches the source cell it becomes \adhesive" and its motion is stopped. The chemical di uses according to the extracellular di usion model illustrated in Section 2.7. Single cell movement is exempli ed in Fig. 9 . It is seen that chemotaxis up a gradient of a secreted and di using chemical can be modeled without di culty. Four cells exist, each connected both to \inside" (marked by`I') and \outside" (marked by`O'). \Outside" represents the surrounding environment and \inside" is the simulation of the beginning of the blastocoel. cells. The number of cells in the upper half of the picture, which represents the region closer to the animal pole, is larger than the number of cells in the lower half of the picture, representing the vegetal region. Note that the blastocoel cavity, which is located in the middle of the picture and is marked by an extra circle, is now bounded by ten cells rather than the original four. Our results support the hypothesis that reaction-di usion pattern formation may be the underlying mechanism for such phenomena.
Biological background
The following description of pattern formation in the developing Drosophila (1990) and from the review of Banerjee & Zipursky (1990).
The insect compound eye, in which cells are arranged in a crystal-like lattice, has been the subject of many developmental studies, particularly in Drosophila, where it o ers notable advantages for a study of neural di erentiation. In Drosophila, the compound eye consists of a reiterated pattern of hexagonally arranged facets called ommatidia. The architecture of an ommatidium is shaped by a network of speci c cell-cell contacts whereby each cell contacts a stereotyped set of neighbours and occupies a precise position de ned by these contacts. Each ommatidium comprises 22 cells; these are the photoreceptor neurons (R1-R8) and 14 additional cells. Based on spectral sensitivity and synapse speci city, the photoreceptor cells (R cells) can be divided into a minimum of three classes (R1-R6; R7; R8). The cells that give rise to the compound eye are set aside during embryogenesis as a packet of 20-40 undi erentiated cells.
Pattern formation and neural di erentiation begin in a dramatic fashion. A wave of ommatidial morphogenesis commences at the posterior edge of the eye disc and moves anteriorly.
The leading edge of the wave is marked by an indentation or furrow across the epithelium.
Ahead of the furrow, cells are mitotic (dividing) and unpatterned. As the advancing furrow approaches, cell division ceases and the ommatidial assembly begins. A few columns behind the furrow, regular groupings of ve cells can be recognized. Each grouping is composed of the cells destined to form photoreceptors, namely R2, R3, R4, R5 and R8. The ve cells form a clearly de ned precluster upon which the ommatidium is constructed, whereas the other cells enter the division cycle. Surrounding cells now systematically join the cluster, being incorporated into distinct positions formed by the cells already in the grouping, until each ommatidium achieves its full complement.
It was shown (Lawrence & Green, 1979; Ready, 1976 ) that the cells constituting each ommatidium possess no obligatory cell lineage relationship. Any undetermined cell in the proper environment at the right time is capable of di erentiating into any given neuronal or nonneuronal cell type. The rst cells to di erentiate in the developing eye are the photoreceptor neurons. They di erentiate in a sequential fashion, in which R8 is the rst. In each row, R8 cells are about eight cells apart. Zak and Shilo (1990) have hypothesized that the establishment of evenly spaced R8 cells is due to an inhibitory cue; when individual cells in the furrow assume the R8 fate, a signal is emitted to inhibit the neural fate in surrounding cells. The spacing between di erentiating cells is determined by their eld of inhibitory in uence.
Neural di erentiation is rst observed one row posterior to the morphogenetic furrow. Nothing is known about the molecular signals that initiate this pattern, nor is it understood whether the furrow is a cause or an e ect of patterning in the disc.
Analysis of the problem
Previous models suggested in the eld of ommatidial development have not addressed the initial events in cluster formation, nor the mechanism that is responsible for neural di erentiation. In this study we con ne our investigation to the very early events of ommatidial development. We discuss the di erentiation of the R8-neuron cells, which are the rst to di erentiate and are considered to be the \founder" cells of each precluster, thus determining the fate of all other cells of the precluster.
We propose that initially all undetermined cells are equal in their ability to di erentiate. The determination of an R8 cell occurs stochastically, under the assumption that cells that belong to the furrow have a greater tendency to di erentiate than the others. When di erentiated, an R8 cell is assumed to start secreting some inhibitor chemical; this inhibitor prevents the neighbouring cells from di erentiating into R8 neuron cells. The inhibitor may either be a short-range di usible substrate or behave as a signal to the immediate neighbours of the newly formed R8 cell.
Our model framework facilitates simulation of neural di erentiation during the initial stages of ommatidial development. Since the eye imaginal disc is a columnar epithelium, we suggest a mesh-like graph to represent the cells that give rise to the compound eye. We mentioned before that ommatidial assembly commences at the most posterior region of the disc and moves anteriorly as development proceeds. Accordingly, we denote one of the edges of the mesh as the posterior edge, and the other as the anterior edge.
We use the reaction-di usion theory of biological pattern formation (see Appendix B) to implement the hypothesis that the cells in the furrow have a higher probability to di erentiate. In order to identify the cells that belong to the furrow, we introduce a substance, to be called an activator, that is found within each of the cells. The operation of reaction and di usion is arranged so that an activator gradient is formed from the posterior to the anterior edge. Only cells that belong to the furrow will have an activator concentration above a certain threshold, and only these cells will be permitted to di erentiate. Reaction-di usion theory shows that a gradient in chemical concentration can arise quite naturally, without the need to postulate a source in the region where the chemical concentration is high and a sink where it is low. This, together with the classical positional information hypothesis of embryology (Wolpert 1969 (Wolpert , 1989 , that cells can somehow interpret such a gradient to form various patterns, can lead to a reasonable analysis of the initial steps of neural di erentiation in the compound eye of the Drosophila.
The model details
Our model requires the operation of several chemicals. In order to achieve an activator gradient we use an activator A and an inhibitor H whose behaviour is de ned by the discrete version of the Gierer-Meinhardt reaction-di usion equations (Appendix B, Eq. 16). By imposing an initial shallow gradient from the posterior to the anterior edge of the mesh, we enforce the orientation of the activator pattern. Thus, we obtain a system where the cells that are closer to the posterior edge have a higher activator concentration than the others. We de ne a threshold A c in such a way that only the rst row of cells in the posterior edge have an activator concentration above A c . Either an activator or an inhibitor distribution may supply positional information for the cells. For de niteness, we choose the amount of activator impinging on the cells surfaces to trigger their neural di erentiation: we hypothesize that a cell can di erentiate if its activator concentration is above A c .
In addition to H, another inhibitor I is introduced. A newly formed R8 cell secretes this inhibitor to its neighbours in order to prevent them from neural di erentiation. I can be de ned as a non-di usible signal to adjacent cells. In that case inhibition is simulated by a twostate \bit" that indicates whether or not a cell has been inhibited from neural di erentiation.
Alternatively, I can be a short-range di usible substance, whose behaviour is governed by a The same equation without the production term A holds for all other cells. In these equations D is the di usivity constant, K is the constant rate of deactivation and A is a constant source produced by a di erentiated cell. Di erentiation into a neural cell is blocked if I exceeds a pre-assigned threshold, denoted by I c .
Simulations using the above hypothesis were not successful. The principal reason was that A fairly rapidly reached the level A c , after which a whole row of cells di erentiated almost simultaneously. To deal with this problem, we introduced the further hypothesis that when A exceeds A c then di erentiation is not certain but rather has a certain probability. By adjusting this probability, we arranged matters so that only a fraction of cells in the rst activated row would di erentiate initially. Secretion of inhibitor then ensured that further di erentiation did not take place.
The implementation of the probability hypothesis was accomplished by introducing a substance , whose behaviour is given by @ (t) @t = A(t) ? A c ] P ? (t)] (t);
where ; P are positive constants, 
Here A c 0 is a constant, T c is the amount of time needed in order to attain a steady pattern of activator behaviour, and t c is the time scale for the change in activator pattern, i.e., the amount of time it takes for a signi cant change in the activator behaviour to occur. Both T c and t c can be derived via a certain analysis of the reaction-di usion equations. From equations (8), (9) 
Results
Results of running the simulation of the proposed model are illustrated in Fig. 10 and 11 . observation (Baker et al, 1990 ) that during neural di erentiation about 1 9 of the cells become R8 photoreceptors. Thus our model suggests that the inhibitor di uses intracellularly.
Changing the type of connectivity between cells in the system
The simulations shown above were applied to a simple grid where cells, except for the boundaries, have an average of six neighbours. The results are essentially the same when the average number of contacts per cell is changed (not shown).
Introducing a delay into the system
It is known that in vivo there is a delay between the time the neural decision takes place and the time the cell exhibits the e ect of its being di erentiated. Correspondingly we introduce a delay of q time steps between the time a cell di erentiates and the time its neighbours are inhibited. The delay is simulated by assigning a positive value to each of the neighbours of the di erentiated cell. At every ensuing time step, this value is decreased by one. For a nondi erentiated and non-inhibited cell, if this value is equal to zero, then the cell is inhibited. It is expected that irregularities will arise as a result of introducing such a delay mechanism. Indeed, the higher the delay, the more irregular the pattern becomes (see Fig. 12 ).
Evaluation of our model
A variety of further simulations might be pro tably examined. For example, in our model, the movement of the furrow is simulated by making the values of A c decrease in time. The following alternative mechanism is suggested. When a certain level of activity is achieved by a cell, this cell becomes impermeable to both activator A and inhibitor H. Since cells become activated row by row, cells will reach the activity level in the same manner. Thus, sealing o will occur row by row and a kind of a \wall" will be constructed at the posterior edge of the cell system, decreasing the domain by a single row at a time. Based on the properties of the Gierer-Meinhardt reaction-di usion equations, this implies that the activator pattern will regenerate in the smaller domain. This works providing that the domain is not too small. Thus, a priori, our assumption is that this method will be correct for a certain number of rows and then the activator pattern will be lost. Parameter adjustment is essential to ensure that the mechanism can yield the observed number of di erentiated rows.
Our principal purpose here has not been to perform a full-blown investigation of neural di erentiation in the Drosophila retina. We have taken only a rst step along what would be a long road. But this is su cient to show that topological simulation seems an excellent tool for analyzing this important instance of developmental biology. A priori it may not seem di cult to arrange for a set of cells to di erentiate row by row, with the secretion of an inhibitor ensuring that a fairly even spacing is maintained between di erentiated cells. Upon attempting to set up a simulation of the process in question, however, we found that a number of problems arose that required the addition of further mechanisms whose necessity was previously unsuspected. (Four chemicals were required in order to formulate a fully detailed model.) It is quite possible that the particular mechanisms that we selected are not those used in nature. Nonetheless, it seems clear that the problems revealed must be solved in some fashion.
The visualization problem
Although it has many advantages, there is a di culty with the topological model, namely, visualizing the results. Visualization is necessary, for a changing list of cell id's, neighbours, and descriptors conveys virtually no information. Visualization requires constructing suitable planar graphs to correspond with the incidence lists (see Appendix A.1) that are generated by the simulations.
By its de nition (Appendix A.1) every planar graph can be drawn by straight lines that do not cross. The problem of drawing a planar graph often arises in applications. Several linear-time algorithms are known for embedding planar graphs without edge crossing (Hopcroft & Tarjan, 1974; Chiba, Onoguchi, & Nishizeki, 1985) . However, drawing graphs \nicely", that is trying to locate the nodes and edges so as to form a clear and pleasing picture of the graph, is not an easy task. In fact, it turns out that in most cases attaining an optimal solution is computationally infeasible. Technically speaking, the problem of drawing a general undirected graph, when examined under most reasonable criteria for aesthetics, turns out to be NP-hard (Davidson & Harel, 1989; Johnson, 1982 Johnson, , 1984 .
The large number of works concerned with drawing nice graphs emphasizes the complexity of that problem. Transforming an algebraic description of a graph into a visual representation leaves many issues to be resolved, such as the shapes and sizes of the elements and, most signi cantly, their location. Any proposed solution to the problem of graph drawing requires setting general criteria for the quality of the picture. Moreover, it is often the case that con icts arise between the several demands in such a way that satisfying one requirement prevents achieving even a crude form of the other. The criteria of niceness can be of various types, including evenly distributed nodes, edges of close to uniform lengths, a minimal number of crossings, symmetry whenever possible and conformation to the shape of the frame (Davidson & Harel, 1989 ).
As we have just mentioned, given an incidence list, there exist e cient (linear) algorithms for drawing a corresponding planar graphs, such as those we deal with. However, we found that the problem of locating the vertices on a two-dimensional grid becomes easier if we calculate the new position of every new vertex that is introduced to the system at the time of its formation, starting from an initial drawing in which the position of each vertex is known. In particular, we formulated several rules to determine the new positions of the two daughter cells given the original position of their mother (Appendix A.2.3). Although the algorithm deals speci cally with that kind of re-locating process, it e ciently creates a clear drawing of the constructed graphs without edge crossing and with a tendency to symmetry. Therefore, the algorithm is su cient for our needs. By e ciency we mean that the overhead required by the graphics procedure takes only some constant time for each new vertex. This gives us an e ciency which is no less than the one that is obtained by using the most e cient existing algorithm, (which gives, in the best case, an overhead of order n, where n is the total number of vertices in the graph). In addition, the graphs that we produce are generally aesthetically satisfactory.
On the other hand, the simplicity of our algorithm does not guarantee its lack of weaknesses. We mentioned that one of the main advantages of the topological approach is that cell deformation can easily be applied without the need to push cells out of the way in order to make space. It turns out that the need to draw the graph tends to nullify this advantage. The need to determine a xed position in space for a cell, in order to create the layout of the graph, stands in complete contrast to the topology that provides us with an unlimited \neighbourhood-space". Under the requirement of keeping track of cell position, when dividing a cell for example, we have to make sure that there is enough space around its position to include the two new cells. A check is carried out to decide whether the distance between the position of a cell to any of the edges around it is su cient. If not, we enlarge the entire cell system by multiplying each position by a constant c > 1. The e ect of this solution is local since, even if it solves the space problem of the current cell, it does not necessarily solve it for the next one. This method is adequate if there are not too many cell divisions. As the number of cell divisions increases, however, the number of stretches the graph undergoes is so high that the absolute value of the cell positions grows unacceptably rapidly. The same problem arises in simulating cell movement and in general, in any process that requires cell deformation.
A way to bypass the problem of drawing the topological graph is to deal with its dual. The dual representation consists not only of cells and their neighbour-lists, but also of the cells' structure. Following the abstraction of cells to polygons, we keep track of the position of each of the polygon's edges. Consider again the division simulation, for example. When division occurs, a new edge is added in such a way that the polygon, representing the divided cell, is split into two. (Details are provided in Appendix A.2.3.) This saves the heavy recalculations of positions of new cells that are required in the simulation of the topological approach. In addition, one can always switch from the dual to the topological representation, by locating a vertex at the center of each polygon and determining edges according to the neighbourhood relation.
When dealing with the phenomenon of division without growth, the dual representation has a de nite advantage compared to the topological approach. Initially we have a single \large" cell. The shape and size of daughter cells, obtained during the process of division, represent their relative shape and size in the cell system. However, a problem arises which corresponds to the \space" problem described earlier. The size of the picture of the cell system con guration is bounded by the size of the rst cell, while each division step involves a division of a cell into two. Thus, as the number of divisions increases, the size of the cells becomes so small that the resulting new cells are almost invisible. A second problem of this method is the creation of concave polygons. As explained in Appendix A.2.3, we try to give the picture an illusion of reality. Thus, we shorten the daughter polygons a bit. This process may create concave polygons. A special procedure in the algorithm is required to deal with this case.
Discussion
This paper was dedicated to the study of topological modeling in developmental biology. The basic element of the topological model framework is a triangulated graph that is used to represent adjacencies between neighbouring cells, and its dual, a trivalent map. The topological model excels in the ease of manipulation and recording cellular changes. Results of processes such as cell division and cell movement can be recorded by a simple change of the triangulation pattern. Moreover, a single exchange between the edges connecting neighbouring vertices represents changes in cell adjacencies.
However, since there is no mandated correlation between the simulated topological representation and the real spatial pattern of a print out, topological models su er from di culties in generating the pictorial representation. A topological representation gives no information on the geometric pattern of which it is an abstraction. Thus, it is not clear which way is the \best" to generate the corresponding pictorial representation. Ironically, the geometry that is ignored by the topological approach becomes its main obstacle. We have discussed this issue in section 5.
Another intrinsic di culty with the topological approach is that without information concerning the precise shape of cells, it is not possible to treat di usion precisely. Nevertheless the simple approximation that we described in Section 2.7.1 may well be adequate for most situations, especially since actual biological transport is an unknown combination of di usion and convection whose precise modeling may be of forbidding complication and doubtful utility.
Several important studies have highlighted the importance of intra-and extracellular mechanical forces in the generation of shapes and patterns during development. Earlier works along this line are those of Odell et al (1981) and Oster et al (1983) . Recently and treated epithelial cells as two-dimensional polygons where the mechanical forces are applied to the polygons nodes. Cell rearrangement occurs as a result of balancing the mechanical forces within the epithelium. The shapes of the cells must be calculated; the shapes determine and are determined by the forces. We have excluded cell forces throughout this study. We believe that there may well be important phenomenon (such as in the visual system morphogenesis, studied in Section 4), where fully explicit consideration of forces is not necessary. (Our recommended treatment of cell adhesion is an example of implicit consideration of cell forces.)
An important extension of the model framework that should be carefully studied in the future is the extension to three-dimensions. The ability of the topological approach to represent the relationship between cells remains the same as in two dimensions. The problem arises in the geometrical representation of the graph, which becomes much more complicated in three dimensions.
A Implementation details
A.1 The topological model -basic de nitions
The basic element of the topological model framework is a graph that is used to represent adjacencies between neighbouring cells, and its dual, a geometric map (Matela & Fletterick, 1979 , 1980 . A graph consists of a nite set of vertices and a nite set of edges. Edges may be directed, i.e. associated with arrows, but our graphs are undirected.
A simple graph is a graph wherein there is at most one edge joining each pair of vertices.
In cases of simple graphs, the speci cation of its two end-points is su cient to specify an edge.
Thus, we can represent a simple undirected graph of n vertices by an n n matrix C, where C i;j = C j;i = 1 if there is an edge connecting vertex v i to v j and C i;j = 0, otherwise. This matrix is called the adjacency matrix. The adjacency matrix is not an e cient representation of the graph in case the graph is sparse, i.e., if the number of edges is signi cantly smaller than n 2 . In these cases, as in our case, a representation of a graph on the computer is better carried out by an incidence list, a list containing for each vertex the list of edges incident to it or simply -its adjacent vertices. This list may be an array or a linked list.
A plane graph is a drawing of a graph without any edge crossing. If a graph has a representation in the plane which is a plane graph then it is said to be planar. The graphs that we deal with are planar.
The following is a description of the basic rules that we use to simulate a cell system. A cell is represented by the following information:
Cell id -a unique \identity number" of a cell in the cell system. Neighbours list -a list of adjacent cells (i.e., all cells which have a neighbourhood relation to a given cell). This list de nes the edges that connect this cell to its adjacent cells.
Other descriptors -these can be added as necessary, e.g. cell volume, chemical concentration.
A.2 Cell division -implementation details A.2.1 The determinants of the division-axis
In Section 2.1, we gave a general description of the way in which division process is simulated. Recall from there that the choice of the two neighbours, the head and tail cells, between which division takes place, determines the structure of the division-axes. We suggested that the head cell be chosen arbitrarily after which the tail cell is determined in such a way that the most symmetrical division is obtained. In the topological approach, each cell is represented by a vertex at some point (x; y) in the plane. \Symmetry" in that context means that the two daughter cells are located in the center of the polygon created by the positions of the neighbouring cells around their mother, symmetrically to its position. Under the dual representation, where a cell is represented by a polygon in the plane, \symmetry" means that the two new cells are as equal in shape and size as possible. Note that in either case the criterion for symmetry is an aesthetic one.
We now discuss the details of the computations required to locate the daughter cells after their mother has divided. Each cell c in the topological cell system is assigned a two-dimensional position value c(x; y). We denote by (v 1 ; v 2 ) the normalized vector determined by the twodimensional positions of cells v 1 and v 2 , directed from v 1 to v 2 . The criterion for choosing the division-axes, determined by the head and tail cells, for a cell c is that the angle between the vectors (c, head) and (c, tail) is as straight as it can be, over all possible choices of a tail cell from the set of non-neighbours of the head cell. Since we deal with the topological approach, the only way to express symmetry in shape and size between cells is via the geometry of their drawing. This is the reason for choosing the vectors that create an angle that is the closest to an angle of 180 for the role of the division axes. An example is provided in Fig. 13 . Given The criterion of symmetry becomes more intuitive under the dual approach. This approach deals implicitly with geometry in the sense that the size and shape of a cell represent its relative size and shape in the cell system. Hence a symmetrical division of simulated cells so as to obtain similar cells in their drawing is actually a symmetrical division in the sense of their theoretical size in the computer. Given a head cell, a tail cell is selected so that the areas A1 and A2 of 
A.2.2 Updating the neighbourhood relation
The last stage of applying the division process for a single cell c is updating the neighbourhood relation between c's neighbours and its daughters c 1 and c 2 . The neighbour-list N of c is split into two groups, G1 and G2. Each of those becomes connected to one of the two daughter cells. The neighbour-lists are always kept in clockwise order, so that manipulating these lists is an easy task. Splitting these lists is done as follows. All elements that appear in the list between the head and the tail cells, inclusive, belong to G1. G2 contains the head and the tail cells followed by those elements that appear after the tail cell and before the head cell.
In Fig. 2, for Note that in both groups the clockwise order of the elements is kept. In order to give each daughter cell its suitable neighbour-list so that no intersection occurs, the following calculation is carried out. Let (v 1 ; v 2 ) be, as before, the normalized vector determined by the position of cells v 1 and v 2 , directed from v 1 to v 2 . Let a be an arbitrary element, such that a 2 G 1 . Let , be the angles between the vector (c; c 1 ) and the vectors (c; head), (c; a), respectively. Now, j j > j j ) c 1 2 G 1 ; otherwise, c 1 2 G 2 . Recall from Section 2.1 that the daughter cells are the original cell and a new cell that has been introduced to the system during the process of division. Without loss of generality, let us denote the original cell by c 1 and the new cell by c 2 . Suppose that the check resulted in the fact that c 1 2 G 1 . Now, we have to update the neighbourhood relation around c 1 (c 2 ) to be G1 \ c 2 (G 2 \ c 1 ). The insertion of c 1 (c 2 ) into G2 (G 1 ) has to be done in such a way that the clockwise order of elements is kept. Returning to the example provided in Fig. 2 If one of the head or tail cells is the outside, than the calculation is carried out in a slightly di erent way. In that case we assume that the position of the outside is at an angle of 180 to Under the dual representation, we keep track of all positions (x; y) that de ne the polygon that represents the cell. Division is carried out in a simple way: an edge from the middle of the head edge to the middle of the tail edge is inserted. However, in order to make an illusion of a real picture, we shorten the polygons that are created in the following way. We compute the length l of the added edge. We shorten this edge in both sides by a constant small percentage.
Thus, we obtain two polygons that di er from the shape of their mother. They do have one common edge, but the edges that were originally their mother's and now are split into two are not on the same line.
B The reaction-di usion theory of biological pattern formation Turing (1952) discovered that, in the presence of di usion and under certain conditions, the reaction between at least two components can lead to spatial concentration patterns. Many later studies have been made of such reaction-di usion systems, showing the emergence of spatial order. In particular, it has been shown (Meinhardt, 1982 ) that rather generally, short range autocatalysis coupled with long range inhibition can give rise to spatial concentration pattern. We employ the most well known example of a pattern forming reaction-di usion model, devised by Gierer & Meinhardt (1972 The dimensionless form of equations (10) (12) and the dimensionless parameters are given by P = D h D a ; Q = h a ; R = c h c a c h h : (13) 
