The steady-state control problem for Markov decision processes by Akshay, Sundararaman et al.
The steady-state control problem for Markov decision
processes
Sundararaman Akshay, Nathalie Bertrand, Serge Haddad, Loic Helouet
To cite this version:
Sundararaman Akshay, Nathalie Bertrand, Serge Haddad, Loic Helouet. The steady-state
control problem for Markov decision processes. Joshi, Kaustubh R. and Siegle, Markus and
Stoelinga, Marielle and D’Argenio, Pedro R. Qest 2013, Sep 2013, Buenos Aires, Argentina.
Springer, 8054, pp.290-304, 2013, LNCS; Quantitative Evaluation of Systems - 10th Interna-
tional Conference, QEST 2013. <hal-00879355>
HAL Id: hal-00879355
https://hal.inria.fr/hal-00879355
Submitted on 2 Nov 2013
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
The steady-state control problem
for Markov decision processes
S. Akshay1,2, Nathalie Bertrand1, Serge Haddad3, and Loı¨c He´loue¨t1
1 Inria Rennes, France
2 IIT Bombay, India
3 LSV, ENS Cachan & CNRS & INRIA, France
Abstract. This paper addresses a control problem for probabilistic models in the
setting ofMarkov decision processes (MDP). We are interested in the steady-state
control problem which asks, given an ergodic MDP M and a distribution δgoal,
whether there exists a (history-dependent randomized) policy pi ensuring that the
steady-state distribution ofM under pi is exactly δgoal. We first show that station-
ary randomized policies suffice to achieve a given steady-state distribution. Then
we infer that the steady-state control problem is decidable for MDP, and can be
represented as a linear program which is solvable in PTIME. This decidability
result extends to labeled MDP (LMDP) where the objective is a steady-state dis-
tribution on labels carried by the states, and we provide a PSPACE algorithm. We
also show that a related steady-state language inclusion problem is decidable in
EXPTIME for LMDP. Finally, we prove that if we consider MDP under partial
observation (POMDP), the steady-state control problem becomes undecidable.
1 Introduction
Probabilistic systems are frequently modeled as Markov chains, which are com-
posed of a set of states and a probabilistic transition relation specifying the prob-
ability of moving from one state to another. When the system interacts with the
environment, as is very often the case in real-life applications, in addition to the
probabilistic moves, non-deterministic choices are possible. Such choices are
captured by Markov Decision Processes (MDP), which extend Markov chains
with non-determinism. Finally, in several applications, the system is not fully
observable, and the information about the state of a system at a given instant
is not precisely known. The presence of such uncertainty in observation can be
captured by Partially Observable Markov Decision Processes (POMDP).
In all these settings, given a probabilistic system one is often interested in
knowing whether, in the long run, it satisfies some property. For instance, one
may want to make sure that the system does not, on an average, spend too much
time in a faulty state. In the presence of non-deterministic choices (as in an
MDP) or partial observation (as in a POMDP), a crucial question is whether we
can always “control” these choices so that a long run property can be achieved.
In this paper, we are interested in control problems for Markov decision pro-
cesses (MDP) and partially observable Markov decision processes (POMDP)
with respect to long-run objectives. Given aMarkov chain, it is well known [5,7]
that one can compute its set of steady-state distributions, depending on the initial
distribution. In an open setting, i.e., when considering MDP, computing steady-
state distributions becomes more challenging. Controlling an MDP amounts to
defining a policy, that is, a function that associates, with every history of the
system, a distribution on non-deterministic choices.
We tackle the steady-state control problem: given an MDP with a fixed ini-
tial distribution, and a goal distribution over its state space, does there exist
a policy realizing the goal distribution as its steady-state distribution? (1) We
prove decidability of the steady-state control problem for the class of so-called
ergodic MDP, and provide a PTIME algorithm using linear programming tech-
niques. (2) We next lift the problem to the setting of LMDP, where we add labels
to states and check if a goal distribution over these labels can be reached by the
system under some policy. For LMDP we show decidability of the steady-state
control problem and provide a PSPACE algorithm. (3) Finally, for POMDP, we
establish that the steady-state control problem becomes undecidable.
We also consider the steady-state language inclusion problem for LMDP.
Namely, given two LMDP the question is whether any steady-state distribution
over labels realizable in one process can be realized in the other. Building on
our techniques for the steady-state control problem, we show that the language
inclusion problem for LMDP is decidable in EXPTIME.
As already mentionned, steady-state control can be useful to achieve a given
error rate, and in general to enforce quantitative fairness in a system. Steady-
state language inclusion is a way to guarantee that a refinement of a system does
not affect its long term behaviors. The problem of controlling a system such that
it reaches a steady-state has been vastly studied in control theory for continuous
models, e.g. governed by differential equations and where reachability should
occur in finite time. There is a large body of work which addresses control
problems for Markov decision processes. However, the control objectives are
usually defined in terms of an optimization of a cost function (see e.g. [8, 10]).
On the contrary, in this work, the control objective is to achieve a given steady-
state distribution. In a recent line of work [3, 6], the authors consider transient
properties of MDP viewed as transformers of probability distributions. Com-
pared to that setting, we are interested rather in long run properties. Finally,
in [4], the authors consider the problem of language equivalence for labeled
Markov chains (LMC) and LMDP. For LMC, this problem consists of checking
if two given LMC have the same probability distribution on finite executions
(over the set of labels) and is shown to be decidable in PTIME. The equivalence
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problem for LMDP is left open. As we are only interested in long run behaviors,
we tackle a steady-state variant of this problem.
The paper is organized as follows. Section 2 introduces notations and defi-
nitions. Section 3 formalizes and studies the steady-state control problem: MDP
are considered in Subsection 3.1; Subsection 3.2 extends the decidability results
to LMDP and also deals with the steady-state language inclusion problem; and
Subsection 3.3 establishes that partial observation entails undecidability of the
steady-state control problem. We conclude with future directions in Section 4.
2 Preliminaries
In what follows, we introduce notations for matrices and vectors, assuming the
matrix/vector size is understood from the context. We denote the identity matrix
by Id, the (row) vector with all entries equal to 1 by 1 and the (row) vector with
only 0’s by 0. The transpose of a matrix M (possibly a vector) is written Mt.
Given a square matrixM, det(M) is its determinant.
2.1 Markov chains
We recall some definitions and results about Markov chains. Given a countable
set T , we let Dist(T ) denote the set of distributions over T , that is, the set of
functions δ : T → [0, 1] such that
∑
t∈T δ(t) = 1.
Definition 1. A discrete time Markov chain (DTMC) is a tuple A = (S,∆, s0)
where:
– S is the finite or countable set of states.
– ∆ : S → Dist(S) is the transition function describing the distribution over
states reached in one step from a state.
– s0 ∈ Dist(S) is the initial distribution.
As usual the transition matrixP of the Markov chainA is the |S|× |S| row-
stochastic matrix defined by P[s, s′]
def
= ∆(s)(s′), i.e., the (s, s′)th entry of the
matrix P gives the value defined by ∆ of the probability to reach s′ from s in
one step. When the DTMC A is finite, one defines an directed graph GA whose
vertices are states ofA and such that there is an arc from s to s′ ifP[s, s′] > 0.A
is said to be recurrent if GA is strongly connected. The periodicity of a graph p
is the greatest integer such that there exists a partition of S =
⊎p−1
i=0 Si such that
for all s ∈ Si and s
′ ∈ S, there is an arc from s to s′ only if s′ ∈ S(i+1 mod p).
When the periodicity of GA is 1, A is said to be aperiodic. Finally A is said to
be ergodic if it is recurrent and aperiodic.
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Now, consider the sequence of distributions s0, s1, . . . such that si = s0·P
i.
This sequence does not necessarily converge (if the Markov chain is periodic)4.
We write sd(A) when the limit exists and call it the steady-state distribution of
A. In case of an ergodic DTMCA, (1) sd(A) exists, (2) it does not depend on s0
and, (3) it is the unique distribution s which fulfills s ·P = s. When A is only
recurrent, there is still a single distribution, called the invariant distribution,
that fulfills this equation, and it coincides with the Cesa`ro limit. However it is a
steady-state distribution only for a subset of initial distributions.
Labeled Markov chains. Let L = {l1, l2, . . .} be a finite set of labels. A la-
beled Markov chain is a tuple (A, ℓ) where A = (S,∆, s0) is a Markov chain
and ℓ : S → L is a function assigning a label to each state. Given (A, ℓ) a la-
beled Markov chain, the labeled steady-state distribution, denoted by lsd(A, ℓ)
or simply lsd(A) when ℓ is clear from the context, is defined when sd(A) exists
and is its projection onto the labels in L, via ℓ. More formally, for every l ∈ L,
lsd(A)(l) =
∑
s∈S | ℓ(s)=l
sd(A)(s)
2.2 Markov decision processes
Definition 2. A Markov decision process (MDP)M = (S, {As}s∈S , p, s0) is
defined by:
– S, the finite set of states;
– For every state s, As, the finite set of actions enabled in s.
– p : {(s, a) | s ∈ S, a ∈ As} → Dist(S) is the transition function. The
conditional probability transition p(s′|s, a) denotes the probability to go
from s to s′ if a is selected.
– s0 ∈ Dist(S) is the initial distribution.
To define the semantics of an MDPM, we first define the notion of history:
a possible finite or infinite execution of the MDP.
Definition 3. Given an MDP M, a history is a finite or infinite sequence al-
ternating states and actions σ = (s0, a0, . . . , si, ai, . . .). The number of actions
of σ is denoted lg(σ), and if σ is finite, we write last(σ) for this last state. One
requires that for all 0 ≤ i < lg(σ), p(si+1|si, ai) > 0.
4 But it always admits a Cesa`ro-limit: the sequence cn =
1
n
(s0 + · · · + sn−1) converges (see
e.g. [8, p.590]).
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Compared to Markov chains, MDP contain non-deterministic choices. From
a state s, when an action a ∈ As is chosen, the probability to reach state s
′
is p(s′|s, a). In order to obtain a stochastic process, we need to fix the non-
deterministic features of the MDP. This is done via (1) decision rules that select
at some time instant the next action depending on the history of the execution,
and (2) policies which specify which decision rules should be used at any time
instant. Different classes of decision rules and policies are defined depending on
two criteria: (1) the information used in the history and (2) the way the selection
is performed (deterministically or randomly).
Definition 4. Given an MDP M and t ∈ N, a decision rule dt associates with
every history σ of length t = lg(σ) < ∞ ending at a state st, a distribution
dt(σ) over Ast .
– The set of all decision rules (also called history-dependent randomized de-
cision rules) at time t is denoted DHRt .
– The subset of history-dependent deterministic decision rules at time t, de-
notedDHDt , consists of associating a single action (instead of a distribution)
with each history σ of length t < ∞ ending at a state st. Thus, in this case
dt(σ) ∈ Ast .
– The subset of Markovian randomized decision rules at time t, denotedDMRt
only depends on the final state of the history. So one denotes dt(s) the dis-
tribution that depends on s.
– The subset of Markovian deterministic decision rules at time t, DMDt only
depends on the final state of the history and selects a single action. So one
denotes dt(s) this action belonging to As.
When the time t is clear from context, we will omit the subscript and just write
DHR, DHD , DMD and DMR.
Definition 5. Given an MDP M, a policy (also called a strategy) π is a finite
or infinite sequence of decision rules π = (d0, . . . , dt, . . .) such that dt is a
decision rule at time t, for every t ∈ N.
The set of policies such that for all t, dt ∈ D
K
t is denoted Π
K for each K ∈
{HR,HD ,MR,MD}.
When decisions dt are Markovian and all equal to some rule d, π is said sta-
tionary and denoted d∞. The set of stationary randomized (resp. deterministic)
policies is denoted ΠSR (resp. ΠSD ).
A Markovian policy only depends on the current state and the current time
while a stationary policy only depends on the current state. Now, once a policy
π is chosen, for each n, we can compute the probability distribution over the
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histories of length n of the MDP. That is, under the policyπ = d0, d1, . . . dn, . . .
and with initial distribution s0, then, for any n ∈ N, the probability of the history
σn = s0a0 . . . sn−1an−1sn, is defined inductively by:
pπ(σn) = dn(σn−1)(an−1) · p(sn|sn−1, an−1) · p
π(σn−1) ,
and pπ(σ0) = s0(s0). Then, by summing over all histories of length n ending
in the same state s, we obtain the probability of reaching state s after n steps.
Formally, letting Xn denote the random variable corresponding to the state at
time n, we have:
P
π(Xn = s) =
∑
σ|lg(σ)=n∧last(σ)=s
pπ(σ)
Observe that once a policy π is chosen, an MDP M can be seen as a
discrete-time Markov chain (DTMC), written Mπ , whose states are histories.
The Markov chainMπ has infinitely many states in general. When a stationary
policy d∞ is chosen, one can forget the history of states except for the last one,
and thus consider the states of the DTMC Mπ to be those of the MDP M and
the transition matrix Pd is defined by:
Pd[s, s
′]
def
=
∑
a∈As
d(s)(a)p(s′|s, a).
Thus, in this case the probability of being in state s at time n is just given by
P(Xn = s) = (s0 ·P
n
d )(s).
Recurrence and ergodicity. A Markov decision processM is called recurrent
(resp. ergodic) if for every π ∈ ΠSD,Mπ is recurrent (resp. ergodic). Recur-
rence and ergodicity of an MDP can be effectively checked, as the set of graphs
{GMpi | π ∈ Π
SD} is finite. Observe that when M is called recurrent (resp.
ergodic) then for every π ∈ ΠSR,Mπ is recurrent (resp. ergodic).
Steady-state distributions. We fix a policy π of an MDPM. Then, for any
n ∈ N, we define the distribution reached by Mπ at the n-th stage, i.e., for
any state s ∈ S as: δπn(s) = P
π(Xn = s). Now when it exists, the steady-state
distribution sd(Mπ) of the MDPM under policyπ is defined as: sd(Mπ)(s) =
limn→∞ δ
π
n(s). Observe that when M is ergodic, for every decision rule d,
Md∞ is ergodic and so sd(Md∞) is defined.
Now, as we did for Markov chains, given a set of labels L, a labeled MDP, is
a tuple (M, ℓ) whereM is an MDP and ℓ : S → L is a labeling function. Then,
forM an MDP, ℓ a labeling function, and π a strategy, we define lsd(Mπ , ℓ) or
simply lsd(Mπ) for the projection of sd(Mπ) (when it exists) onto the labels
in L via ℓ.
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3 The steady-state control problem
3.1 Markov decision processes
Given a Markov decision process, the steady-state control problem asks whether
one can come up with a policy to realize a given steady-state distribution. In this
paper, we only consider ergodic MDP. Formally,
Steady-state control problem for MDP
Input: An ergodic MDPM = (S, {As}s∈S , p, s0), and a distribution
δgoal ∈ Dist(S).
Question: Does there exist a policy π ∈ ΠHR s.t. sd(Mπ) exists and
is equal to δgoal?
The main contribution of this paper is to prove that, the above decision prob-
lem is decidable and belongs to PTIME for ergodic MDP. Furthermore it is ef-
fective: if the answer is positive, one can compute a witness policy. To establish
this result we show that if there exists a witness policy, then there is a simple
one, namely a stationary randomized policy π ∈ ΠSR. We then solve this sim-
pler question by reformulating it as an equivalent linear programming problem,
of size polynomial in the original MDP. More formally,
Theorem 1. Let M be an ergodic MDP. Assume there exists π ∈ ΠHR such
that limn→∞ δ
π
n = δgoal. Then there exists d
∞ ∈ ΠSR such that limn→∞ δ
d∞
n =
δgoal.
The following folk theorem states that Markovian policies (that is, policies
based only on the history length and the current state) are as powerful as general
history-dependent policies to achieve marginal distributions for {(Xn, Yn)}n∈N
where {Yn}n∈N to denote the family of random variables corresponding to the
chosen actions at time n. Observe that this is no more the case when considering
joint distributions.
Theorem 2 ( [8], Thm. 5.5.1). Let π ∈ ΠHR be a policy of an MDP M. Then
there exists a policy π ′ ∈ ΠMR such that for all n ∈ N, s ∈ S and a ∈ As:
P
π ′(Xn = s, Yn = a) = P
π(Xn = s, Yn = a)
Hence for an history-dependent randomized policy, there exists a Marko-
vian randomized one with the same transient distributions and so with the same
steady-state transient distribution if the former exists. It thus suffices to prove
Theorem 1 assuming that π ∈ ΠMR. To this aim, we establish several interme-
diate results.
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Let d ∈ DMR be a Markovian randomized decision rule. d can be expressed
as a convex combination of the finitely many Markovian deterministic decision
rules: d =
∑
e∈DMD λee. We say that a sequence dn ∈ D
MR admits a limit d,
denoted dn →n→∞ d, if, writing dn =
∑
e∈DMD λe,ne and d =
∑
e∈DMD λee,
then for all e ∈ DMD, limn→∞ λe,n = λe.
Lemma 1. LetM be an ergodic MDP and (dn)n∈N ∈ Π
MR. If the sequence
dn has a limit d, then limn→∞ sd(Md∞n ) exists and is equal to sd(Md∞).
In words, Lemma 1 states that the steady-state distribution under the limit policy
d coincides with the limit of the steady-state distributions under the dn’s. The
steady-state distribution operator is thus continuous over Markovian random-
ized decision rules.
Proof (of Lemma 1). Consider the following equation system with parameters
{λe}e∈DMD , and a vector of variablesX , obtained from
X · (Id−
∑
e∈DMD
λePe) = 0
by removing one equation (any of them), and then adding X · 1t = 1. This
system can be rewritten in the form X · M = b. Using standard results of
linear algebra, the determinant det(M) is a rational fraction in the λe’s. More-
over due to ergodicity of M, M is invertible for any tuple (λe)e∈DMD with∑
e∈DMD λe = 1. Thus the denominator of this fraction does not cancel for
such values. As a result, the function f : (λe)e∈DMD 7→ sd(M(
∑
λee)∞), which
is a vector of rational functions, is continuous which concludes the proof. ⊓⊔
Note that Lemma 1 does not hold if we relax the assumption that M is
ergodic. Indeed, consider an MDP with two states s0, s1 and two actions a,
b, where action a loops with probability 1 on the current state, whereas ac-
tion b moves from both states to state q1, with probability 1. According to the
terminology in [8, p. 348] this example models a multichain, not weakly com-
municating MDP. We assume the initial distribution to be the Dirac function
in q0. On this example, only the decision in state q0 is relevant, since q1 is
a sink state. For every n ∈ N, let dn ∈ D
MR be the Markovian random-
ized decision rule defined by dn(a) = 1 −
1
n+1 and dn(b) =
1
n+1 . On one
hand, the steady-state distribution inM under the stationary randomized policy
d∞n is sd(M, d
∞
n ) = (0, 1). On the other hand, the sequence (dn)n∈N of deci-
sion rules admits a limit: limn→∞ dn = d with d(a) = 1 and d(b) = 0, and
sd(M, d∞) = (1, 0). For the next lemma, we introduce further notations. For d
a decision rule, we define its greatest acceptable radius, denoted rd, as
rd = max{r ∈ R | ∀v ∈ R
|S|, ||v−sd(Md∞)|| = r =⇒ ∀s ∈ S, v(s) ≥ 0} ,
8
q0 q1
b
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where ||· || is the Euclidean norm. Intuitively, rd is the greatest radius of a neigh-
borhood aroundMd∞ such that no element inside it has negative coordinates.
Clearly enough, for a fixed decision rule d ∈ DMR, rd > 0. Indeed, since
M is ergodic, M equipped with the stationary policy d∞ is a Markov chain
consisting of a single recurrent class; hence, every state has a positive probabil-
ity in the steady-state distribution sd(Md∞). We also define the following set
of distributions, that are r-away from a distribution w:
N=r(w) = {v | v ∈ Dist(S) and ||v − w|| = r}.
Lemma 2. LetM be an ergodic MDP. Define
α
def
= inf
d∈DMR
inf
v∈N=rd (sd(Md∞ ))
||v · (Id−Pd)||
rd
Then, α > 0.
Proof (of Lemma 2). First observe that for fixed d ∈ DMR and v ∈ N=rd(sd(Md∞)),
||v·(Id−Pd)||
rd
> 0. Indeed, if v ∈ Dist(S) and ||v − sd(Md∞)|| = rd > 0, then
v is not the steady-state distribution under d∞, so that v 6= v ·Pd.
Towards a contradiction, let us assume that the infimum is 0:
inf
d∈DMR
inf
v∈N=rd (sd(Md∞ ))
||v · (Id−Pd)||
rd
= 0.
In this case, there exists a sequence of decisions (dn)n∈N ∈ D
MR and a se-
quence of distributions (vn)n∈N, such that for each n ∈ N, vn ∈ N=rdn (sd(Mdn∞))
and limn→∞
||vn·(Id−Pdn )||
rdn
= 0. From these sequences (dn) and (vn), we can
extract subsequences, for simplicity still indexed by n ∈ N such that:
(i) (dn) converges, and we write d for its limit, and
(ii) (vn) converges, and we write v for its limit.
Thanks to Lemma 1, limn→∞ sd(Mdn∞) = sd(Md∞). Moreover, using the
continuity of the norm function ||·||, limn→∞ rdn = rd, and v ∈ N=rd(sd(Md∞)).
Still by continuity, we derive
||v·(Id−Pd)||
rd
= 0, a contradiction. ⊓⊔
||v · (Id − Pd)|| is the distance between a distribution v and the resulting dis-
tribution after applying the decision rule d from v. Since we divide it by rd, α
roughly represents the minimum deviation “rate” (w.r.t. all d’s) between v and
its image when going away from sd(Md∞).
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Lemma 3. LetM be an ergodic MDP. Assume there exists a policy π ∈ ΠMR
such that sd(Mπ) exists and is equal to δgoal. Then for every ε > 0, there exists
d ∈ DMR such that ||sd(Md∞)− δgoal|| < ε.
The above lemma states that if there is a Markovian randomized policy
which at steady-state reaches the goal distribution δgoal, then there must exist
a stationary randomized policy d∞ which at steady-state comes arbitrarily close
to δgoal.
Proof. Let us fix some arbitrary ε > 0. Since we assume that sd(Mπ) = δgoal,
for all γ > 0, there exists n0 ∈ N such that for every n ≥ n0, ||δ
π
n − δgoal|| < γ.
Let us choose γ = min{αε4 ,
ε
2}.
Define d ∈ DMR as the decision made by π at the n0-th step. That is, if π =
((di)i∈N), then dn0 = d. Now, if δ
π
n0
= sd(Md∞) we are done since we will
have ||sd(Md∞) − δgoal|| < ǫ/2 < ǫ. Otherwise, we let Θ =
rd
||δpin0−sd(Md∞ )||
and v = Θδπn0 + (1 − Θ)sd(Md∞). Note that, under these definitions, v ∈
N=rd(sd(Md∞)). Observe also that v · (Id − Pd) = Θδ
π
n0
· (Id − Pd), by
definition of v and since sd(Md∞) ·Pd = sd(Md∞).
Thus we have
||v · (Id−Pd)|| = ||Θδ
π
n0
· (Id−Pd)||
= Θ||δπn0 − δ
π
n0
·Pd|| = Θ||δ
π
n0+1 − δ
π
n0
||
≤ Θ(||δπn0+1 − δgoal||+ ||δ
π
n0
− δgoal||) <
Θαε
2
.
By definition of α, we have α ≤ ||v·(Id−Pd)||
rd
. Then, combining this with the
above equation and using the fact that rd > 0, we obtain:
rd · α ≤ ||v · (Id−Pd)|| <
Θαε
2
By Lemma 2 we have α > 0 which implies that rd <
Θε
2 . Substituting the
definition of Θ we get after simplification:
||δπn0 − sd(Md∞)|| <
ε
2
Thus, finally:
||sd(Md∞)− δgoal|| ≤ ||sd(Md∞)− δ
π
n0
||+ ||δπn0 − δgoal||
<
ε
2
+
ε
2
= ε
which proves the lemma. ⊓⊔
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Theorem 1 is a consequence of Lemma 3 because stationary randomized
policies form a closed set due to Lemma 1. Thanks to Theorems 2 and 1 a naive
algorithm to decide the steady-state control problem for MDP is the follow-
ing: build a linear program whose non negative variables {λe} are indexed by
each e ∈ DSD and check whether δgoal · (
∑
e λePe) = δgoal admits a solu-
tion with
∑
e λe = 1. This algorithm runs in exponential time w.r.t. the size of
M since there are exponentially many stationary deterministic policies. Yet, a
better complexity can be obtained as stated in the following theorem.
Theorem 3. The steady-state control problem for ergodic MDP is effectively
decidable in PTIME.
Proof. According to Theorem 1, finding a policy with steady-state distribution
δgoal can be brought back to finding such a policy inΠ
SR. Now, on the one hand,
defining a randomized stationary policy for an MDP M consists in choosing
decision rules ds ∈ D
SR, or equivalently real numbers λs,a ∈ [0, 1] for each
pair (s, a) of states and action, and such that for every s,
∑
a∈As
λs,a = 1.
Intuitively, λs,a represent the probability to choose action a when in state s.
Note that the set Λ = {λs,a | s ∈ S, a ∈ As} is of polynomial size (in the size
ofM). Note also that once we have defined Λ, we have defined at the same time
a policy πΛ ∈ Π
SR, and thatMπΛ is a Markov chain with state space S. The
transition matrix PΛ ofMπΛ is such that PΛ[s, s
′] =
∑
a∈As
λs,a · p(s|s
′, a).
Due to ergodicity ofM, one only has to check whether δgoal · PΛ = δgoal.
Putting this altogether, we can derive a polynomial size linear programming
specification of our problem: there exists a stationary randomized policy to
achieve δgoal if and only if we can find a set of non negative realsΛ = {λs,a | s ∈
S, a ∈ As} such that
∀s ∈ S,
∑
s′∈S,a∈As′
δgoal(s
′).p(s|s′, a).λs′,a = δgoal(s) and
∑
a∈As
λs,a = 1
Solving this linear program can be done in polynomial time, using tech-
niques such as the interior point methods (see for instance [9] for details). This
proves the overall PTIME complexity. ⊓⊔
Discussion. Observe that Lemmas 1, 2 and 3 hold when M is only recurrent
substituting the steady-state distribution ofMd∞ by the (single) invariant distri-
bution of this DTMC. Unfortunately, combining these lemmas in the recurrent
case only provides a necessary condition namely: “If δgoal is the steady-state
distribution of some policy then it is the invariant distribution of some ofMd∞”.
11
3.2 Labeled Markov decision processes
The steady-state control problem for MDP describes random processes in which
interactions with users or with the environment drive the system towards a de-
sired distribution. However, the goal distribution is a very accurate description
of the desired objective and, in particular, this assumes that the controller knows
each state of the system. Labeling an MDP is a way to define higher-level ob-
jectives: labels can be seen as properties of states, and the goal distribution as
a distribution over these properties. For instance, when resources are shared, a
set of labels L = {l1, . . . , lk} may indicate which user (numbered from 1 to
k) owns a particular resource. In such an example, taking δgoal as the discrete
uniform distribution over L encodes a guarantee of fairness.
In this section, we consider Markov decision processes in which states are
labeled. Formally, let M be a Markov decision process, L be a finite set of
labels and ℓ : S → L a labeling function. We consider the following decision
problem. Given (M, ℓ) a labeled Markov decision process and δgoal ∈ Dist(L)
a distribution over labels, does there exist a policy π such that lsd(Mπ) = δgoal.
The steady-state control problem for LMDP is a generalization of the same
problem for MDP: any goal distribution δgoal ∈ Dist(L) represents the (possibly
infinite) set of distributions in Dist(S) that agree with δgoal when projected onto
the labels in L.
Theorem 4. The steady-state control problem for ergodic LMDP is decidable
in PSPACE.
Proof. Given an ergodic MDP M labeled with a labeling function ℓ : S → L
and a distribution δgoal ∈ Dist(L), the question is whether there exists a policy
π forM such that the steady-state distribution sd(Mπ) ofM under π projected
on labels equals δgoal.
First, let us denote by ∆goal = ℓ
−1(δgoal) the set of distributions in Dist(S)
that agree with δgoal. If x = (xs)s∈S ∈ Dist(S) is a distribution, then x ∈ ∆goal
can be characterized by the constraints:
∀l ∈ L,
∑
s∈S|ℓ(s)=l
xs = δgoal(l) .
We rely on the proof idea from the unlabeled case: If there is a policy π ∈
ΠHR with steady-state distribution in Dist(S), then, there is a policy π ′ ∈ ΠSR
with the same steady-state distribution (thanks to Lemmas and Theorems from
Subsection 3.1). This policy π ′ hence consists in repeatedly applying the same
decision rule d ∈ DSR: π ′ = d∞. As the MDP M is assumed to be ergodic,
there is exactly one distribution x ∈ Dist(S) that is invariant under Pd. The
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question then is: Is there a policy d ∈ ΠSR, and a distribution x = (xs)s∈S ∈
∆goal such that x ·Pd = x?
We thus derive the following system of equations, over non negative vari-
ables {xs | s ∈ S} ∪ {λs,a | s ∈ S, a ∈ As}:
∀l ∈ L,
∑
s∈S|ℓ(s)=l
xs = δgoal(l)
∀s ∈ S,
∑
s′∈S,a∈As′
xs′ .p(s | s
′, a).λs′,a = xs and
∑
a∈As
λs,a = 1
The size of this system is still polynomial in the size of the LMDP. Note
that the distribution x and the weights λs,a in the decision rule d are variables.
Therefore, contrary to the unlabeled case, the obtained system is composed of
quadratic equations (i.e. equations containing products of two variables). We
conclude by observing that quadratic equation systems as particular case of
polynomial equation systems can be solved in PSPACE [2]. ⊓⊔
Note that the above technique can be used to find policies enforcing a set
of distributions ∆goal. Indeed, if expected goals are defined through a set of
constraints of the form δgoal(s) ∈ [a, b] for every s ∈ S, then stationnary ran-
domized policies achieving a steady-state distribution in ∆goal are again the so-
lutions for a polynomial equation system. Another natural steady-state control
problem can be considered for LMDP. Here, the convergence to a steady-state
distribution is assumed, and belongs to ∆goal = ℓ
−1(δgoal). Alternatively, we
could consider whether a goal distribution on labels can be realized by some
policy π even when the convergence of the sequence (δπn)n∈N is not guaranteed.
This problem is more complex than the one we consider, and is left open.
Finally we study a “language inclusion problem”. As mentioned in the in-
troduction, one can define the steady-state language inclusion problem simi-
lar to the language equivalence problem for LMDP defined in [4]. Formally
the steady-state language inclusion problem for LMDP asks whether given two
LMDPM,M′, for every policy π ofM such that lsd(Mπ) is defined there ex-
ists a policy π ′ ofM′ such that lsd(Mπ) = lsd(M
′
π ′). The following theorem
establishes its decidability for ergodic LMDP.
Theorem 5. The steady-state language inclusion problem for ergodic LMDP is
decidable in EXPTIME.
3.3 Partially observable Markov decision processes
In the previous section, we introduced labels in MDP. As already mentioned,
this allows us to talk about groups of states having some properties instead of
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states themselves. However, decisions are still taken according to the history of
the system and, in particular, states are fully observable. In many applications,
however, the exact state of a system is only partially known: for instance, in a
network, an operator can only know the exact status of the nodes it controls, but
has to rely on partial information for other nodes that it does not manage.
Thus, in a partially observable MDP, several states are considered as similar
from the observer’s point of view. As a consequence, decisions apply to a whole
class of similar states, and have to be adequately chosen so that an objective is
achieved regardless of which state of the class the system was in.
Definition 6. A partially observable MDP (POMDP for short) is a tupleM =
(S, {As}s∈S , p, s0,Part) where (S, {As}s∈S , p, s0) is an MDP, referred to as
the MDP underlyingM and Part is a partition of S.
The partition Part of S induces an equivalence relation over states of S. For
s ∈ S, we write [s] for the equivalence class s belongs to, and elements of the
set of equivalence classes will be denoted c, c0, etc. We assume that for every
s, s′ ∈ S, [s] = [s′] implies As = As′ , thus we write A[s] for this set of actions.
Definition 7. LetM = (S, {As}s∈S , p, s0,Part) be a POMDP.
– A history in M is a finite or infinite sequence alternating state equiva-
lence classes and actions σ = (c0, a0, · · · , ci, ai · · · ) such that there ex-
ists a history (s0, a0, · · · , si, ai · · · ) in the underlying MDP with for all
0 ≤ i ≤ lg(σ), ci = [si].
– A decision rule inM associates with every history of length t < ∞ a dis-
tribution dt(σ) over A[st].
– A policy ofM is finite or infinite a sequenceπ = (d0, · · · , dt, · · · ) such that
dt is a decision rule at time t.
Given a POMDP M = (S, {As}s∈S , p, s0,Part), any policy π for M
induces a DTMC writtenMπ . The notion of steady-state distributions extends
from MDP to POMDP trivially, the steady-state distribution in the POMDP
M under policy π is written sd(Mπ). Contrary to the fully observable case, the
steady-state control problem cannot be decided for POMDP.
Theorem 6. The steady-state control problem is undecidable for POMDP.
Proof. The proof is by reduction from a variant of the emptiness problem for
probabilistic finite automata. We start by recalling the definition of probabilistic
finite automata (PFA). A PFA is a tuple B = (Q,Σ, τ, F ), whereQ is the finite
set of states, Σ the alphabet, τ : Q × Σ → Dist(Q) defines the probabilistic
transition function and F ⊆ Q is the set of final states. The threshold language
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emptiness problem asks if there exists a finite word over Σ accepted by B with
probability exactly 12 . This problem is known to be undecidable [1].
From aPFAB = (Q,Σ, τ, F ), we define aPOMDPM = (S, {As}s∈S , p,Part):
– S = Q ∪ {good , bad}
– As = Σ ∪ {#}, for all s ∈ S
– p(s′|s, a) = τ(s, a)(s′) if a ∈ Σ; p(good |s,#) = 1 if s ∈ F ; p(bad |s,#) =
1 if s ∈ Q\F ; p(good |good , a) = 1 for any a ∈ Agood and p(bad |bad , a) =
1 for any a ∈ Abad .
– Part = S, that is Part consists of a single equivalence class, S itself.
The construction is illustrated below.
B
s f
goodbad
# #
Σ∪{#} Σ∪{#}
Assuming states in S are ordered such that good and bad are the last states,
we then let δgoal = (0, · · · , 0, 1/2, 1/2) be the goal distribution (thus assigning
probability mass 1/2 to both good and bad ). This construction ensures that the
answer to the steady-state control problem onM with δgoal is yes if and only if
there exists a word w ∈ Σ∗ which is accepted in B with probability 1/2.
Observe that in the POMDP M we built, all states are equivalent, so that
a policy in M can only base its decision on the number of steps so far, and
thus simply corresponds to a word on A = Σ ∪ {#}. Let us now prove the
correctness of the reduction.
(⇐=) Given a word w such that PB(w) = 1/2, inM we define a policy π such
that π = w#ω. Then we can infer that sd(Mπ) = (0, · · · , 0, 1/2, 1/2).
(=⇒) First observe that π must contain a #-action, otherwise sd(Mπ) =
( , · · · , , 0, 0). Thus we may write π = w#ρ with w ∈ Σ∗ and ρ ∈ Aω.
So we obtain that sd(Mπ) = (0, · · · , 0,PB(w), 1 − PB(w)). From the as-
sumption sd(Mπ) = (0, · · · , 0, 1/2, 1/2), this implies that PB(w) = 1/2.
This completes the undecidability proof. ⊓⊔
Remark 1. In the above undecidability proof, the constructed POMDP is not
ergodic. Further, to the best of our knowledge, the undecidability proofs (see
for e.g., [1]) for the emptiness of PFA with threshold do not carry over to the
ergodic setting. Thus, the status of the steady-state control problem for ergodic
POMDP and ergodic PFA are left open in this paper.
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4 Conclusion
In this paper, we have defined the steady-state control problem for MDP, and
shown that this question is decidable for (ergodic) MDP in polynomial time,
and for labeled MDP in polynomial space, but becomes undecidable when ob-
servation of states is restricted. It is an open question whether our algorithms
are optimal and to establish matching lower-bounds or improve the complexi-
ties. Further, implementing our decision algorithm is an interesting next step to
establish the feasibility of our approach on case studies. We would also like to
extend the results to MDP that are not necessarily ergodic, and treat the case of
ergodic POMDP. Another possible extension is to consider the control prob-
lem with a finite horizon: given an MDP M, a goal distribution δgoal, and a
threshold ε, does there exist a strategy π and k ∈ N such that ||δπk − δgoal|| ≤ ε?
Finally, the results of this paper can have interesting potential applications
in diagnosability of probabilistic systems [11]. Indeed, we would design strate-
gies forcing the system to exhibit a steady-state distribution that depends on the
occurrence of a fault.
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