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ABSTRACT 
Relative efficiencies are studied through invariance in multiparameter estimation. 
Scalar efficiency indices, together with lower and upper bounds, are generated via 
invariant monotone functions, and are augmented to include tripartite efficiency num- 
bers. Bounds on directed Fisher efficiencies emerge through generalized Rayleigh 
quotients. Applications are noted in improving estimators through conditioning, in 
comparing regular estimators with efficient estimators achieving their minimal disper- 
sion bounds, and in comparing two second-order experimental designs. 
1. INTRODUCTION 
Let S(X) and T(X) he estimators for 8 in some model {(X, B, P,); BE 0) 
with 0 c Wk. If S(X) and T(X) are unbiased for 0 E E2’, having variances us” 
and UT”, the Fisher efficiency of S(X) relative to T(X) is defined as E(S, T) = 
a;/~,“. Its properties include 
(i) 0 < E(S, T) < 03, 
(ii) E(S, S) = 1, 
(iii) cS and CT are unbiased for c0 and E(cS, CT) = E(S, 2’) for c # 0, and 
(iv) E(S, T)E(T, U) = E(S, U). 
Property (iii) asserts the arbitrariness of scale, and all four properties are 
shared with Pitman (1948) relative efficiencies in hypothesis testing. 
In vector estimation efficiency comparisons are more difficult owing to 
their intrinsic dimensionality. With the possible exception of generalized 
variances, conventions for such comparisons are not in wide usage. In this 
paper we undertake a systematic study of relative efficiencies in multiparame- 
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ter estimation. These studies encompass a natural ordering for dispersion 
matrices, and invariance considerations serve to isolate the relevant parame- 
ters. Scalar efficiency indices are constructed via monotone functions, includ- 
ing the unitarily invariant matrix norms of von Neumann (1937). The concept 
of directed relative efhciency on Rk is quantified using properties of general- 
ized Rayleigh quotients. Tripartite efficiency numbers are introduced to 
include the dimensions of pertinent subspaces of Wk to be identified. 
Efficiency comparisons are essential in practice, where simple but less 
than efficient estimators may be preferred unless accompanied by a significant 
loss in efficiency. Three applications are noted. Prospects for improving vector 
estimators through conditioning are gauged in terms of comparative efficien- 
cies. In addition, regular estimators on Wk are compared with efficient 
estimators achieving their minimal dispersion bounds. Here Hotelling’s (1936) 
canonical correlations assume a pivotal role. Finally, two standard designs are 
compared for estimating second-order response models. 
2. PRELIMINARIES 
Notational conventions and a class of monotone functions are described 
next. 
2.1. Notation 
Here @J’ and Wt represent Euclidean k-space and its positive orthant; 
XEIB’ is of order k x 1; F nxk and Fnxk@) are the n x k matrices over the 
real and complex fields with k < n; Sk and S$ consist of real symmetric k x k 
matrices and their positive semidefinite varieties; and Gl( k) and O(k) denote 
the general linear group and the group of real orthogonal transformations on 
Rk. Special arrays are the unit matrix I,, the unit vector 1; = [l, , . . , l] in Wk, 
and the block-diagonal matrix Diag(A, B). By Sp(zi, . . . , zr) C Wk is meant the 
linear span of {zi, . . . , z,} in Rk. On occasion (Sk, 2) has a partial ordering 
due to Loewner (1934) in which A 2 B on Sk if and only if A - B E SC, with 
A > B when A - B is positive definite. The singular decomposition of A E 
F,.,(e) is A = UD,V* in which U and V comprise the left and right singular 
vectors of A, and D, = [Diag( oi,. . . , (Yk), 0] contains the ordered singular 
values{a,>ar& *.* > ok 2 0) of A, i.e., the positive or zero square roots 
of the eigenvalues of A*A, with A* as the conjugate transpose. 
2.2. Monotone Functions 
Invariant monotone functions on Fnxk(@$) are considered next and are 
restricted subsequently to SC. A function g : Fnxk(G) -+ R1 is said to be 
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unitarily invariant if, for any A E F, xk(G) and any unitary matrices U (n x n) 
and V (k x k), g(UAV*) = g(A). Let a(A) = (cY,, . . . , crk) map A E Fnx&Q 
into its ordered singular values. Because a(A) is maximal invariant under 
A -+ UAV*, it suffices to consider functions on I$’ as follows, extending a class 
of functions studied by von Neumann (1937). For further reference see Jensen 
(1984). 
DEFINITION 1. Let % consist of functions mapping Wk -+ W’ such that, if 
4 E Cp, then: 
Pl. 4(x) > 0. 
P2. r$(&rx+ . . . , E~x~,) = c$( x1, . . . , xk) for every &i = k 1, where 
{iI>. . . > ik} is any permutation of {I, 2, . . . , k}. 
P3. If ( xi ( < ) yi 1, 1 < i < k, then 4(x) Q 4(y), and if 0 ,< u < u < 00, 
then 4(U, Xp, . . . , xk) < 4( V, X2, . . , xk). 
P4. f#J(x )..., x) = 1 XI. 
Let Cp,, c Q, consist of functions having the further properties 
P5. 4(cxr ,..., crk)= lcl+(xi ,..., rk)foranyO#ceW’; 
P6. 4(x + Y) < #J(X) + 4(y). 
Note that, by property P5, property P6 is equivalent to saying that 4 is 
convex. We refer to Cp as the class of symmetric monotone functions on Rk. 
Clearly such functions are both permutation-symmetric and symmetric under 
reflection in each coordinate, in the sense that 4(x1,. . . , xi,. . . , xk) = 
4(x1,. . .) - xi,. . . ) xk) for each x E Rk and each 1 Q i Q k. These functions 
in turn generate the monotone unitarily invariant functions on Fnx@) accord- 
ing to the following. 
DEFINITION 2. Let G(+) consist of functions g, : Fnxk(@?) --+ R1 such that 
g,+(A) = qk~Oa(A) = ~(cY~, . . . , ayk) for some q5 E @. Similarly let G(+,) = 
{ g,(A) = +( @‘I, . . . > ak); 4 E +e,> . 
REMARK 1. Given any +( *) having properties Pl-P3 and any even func- 
tion .$ on Rr that is strictly increasing on [0, 00) with t(O) = 0, the exterior 
composition (#A E)(xr,. . . , xk) = $(,$(x1), . . . , {(xk)) ah0 has properties 
Pl-P3. 
REMARK 2. Every #J E ip is determined essentially by properties Pl-P3, 
whereas P4 is a convenient standardization. To see this let $ be any function 
satisfying Pl-P3. Its associate #1 : W$ --+ R:, defined as $r( ( x I) = 
vqx,..., x), is strictly increasing by P3 and thus is invertible. Now replace # 
by r$ = #; r o ti; observe that P4 holds, i.e., 4(x, . . . , x) = (#; ’ o $)( x, . . . , x) 
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= (!v%)( I x I) = I x I; and conclude that 4 E 9. Any exterior composition 
can be standardized similarly through d, = [ ; ’ o $; ’ “(4 A 0, so that 
4(x,..., r) = K1”rl/;lO(iLIAc;)(I rl) = I xl. 
REMARK 3. Apart from its standardization, 9,) consists of the symmetric 
gauge functions on R k, and G(+c) consists of von Neumann’s unitarily inuari- 
ant norms on F nxk(e). Specifically, von Neumann (1937) demonstrated that 
a0 and G(@a) generate each other: see also Schatten (1970). 
REMARK 4. Functions in a0 include the standardized I, norms 
i# XI> . * . , xk) = k-‘lp(Cf=, ( xi 1 P)“P; 1 < p < m) and the functions 
c xi,. . * , xk; T-) = f--lCr t= 1 “Ii]; 1 < r < k}, where { qll 2 xLzl. . . 2 x[k]} 
are the ordered values of { ( x1 (, . . . , 1 xk I}. These include the scaled Eu- 
clidean norm +(a,( xi, . . . , xk) = k -“‘(xf + *a* +xf)l/‘, as well as the 2, 
norm &(x1,. . , xk;l)=max()xl(,..., \xk(}. 
REMARK 5. Functions in ip but not +,, include the classes 
I$r,(rl, . . . ) rk) = [n:=,r,i]l l/r. 1 < r < k) and {&( ri, . . , xk; A) = 1 
[niZl r$l/kx; 0 < Xi < CQ}, where X = A, + * . * +k, > 0. In particular, ob- 
serve that +ik,( rr, . . . , rk) = jilt=, ) xi (]‘lk. We return to these later. 
Subsequently we restrict functions in G(+) and G(@,) to S:. There the 
singular decomposition of A coincides with its spectral decomposition; unitary 
invariance translates into invariance under the group O(k) acting on Sl by 
congruence; and G(cP,) consists of the invariant norms on Sz. 
3. COMPARATIVE VECTOR EFFICIENCIES 
Natural symmetries enable us to identify through invariance the parame- 
ters relevant to efficiency comparisons on Rk. These parameters in turn yield 
scalar indices whose properties are then studied. We further develop the 
concept of directed efficiencies on Wk, culminating in a class of tripartite 
efficiency numbers encompassing the dimensionalities of natural subspaces to 
be identified. 
3.1. Effaciency Parameters 
We impose the twin requirements that efficiency comparisons on Rk 
should be coordinate-free and should depend only on second moments. 
Specifically, if S(X) and T(X) are unbiased for 0 E Wk having dispersion matri- 
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ces Ca and 8, then comparative efficiencies E(S, T) on Rk are to depend on 
(n,x) through parameters H(Z, C2) to be determined. Extending property (iii) 
of Fisher efficiency to include Rk, and noting that GS and GT are unbiased for 
GB, we require that E(S, T) should not depend on any basis for Rk, i.e., that 
E(GS, GT) = E(S, T) for any G E Gl(k). Because Gl(k) acting on Rk induces a 
congruence on S,‘, i.e., S(X) + GS(X) corresponds to Lz -+ G0G’ on SC, 
requiring that E(GS, GT) = E(S, T) on Rk is tantamount to requiring that 
H(GBG’, GQG’) = H(C, Cl) for any G E Gl(k). It thus suffices to evaluate 
H(. , . ) at the canonical pair (fi- ‘/2~~- li2, Ik), which itself is invariant under 
O(k) acting by congruence, i.e., 
for any Q E O(k). In summary, relative vector efficiencies will depend on 
(l2, X) only through l’- 1/2CW’/2, the dependence being invariant under O(k) 
acting by congruence. These facts provide a natural link to Section 2.2, as 
developed in the subsection following. 
Alternatively, the ordered roots {ri > y2 > . * . 2 yk > O> of [ X - yQ ( 
= 0 comprise a maximal invariant mapping under (0, X) + (Gl?G’, GXG’) 
with G E Gl(k); see Lehmann (1986, p. 458). From this we may infer directly 
that H( C, Q) = I’ = Diag(y,, . . . , -yk). 
3.2. Scalar Indices 
Invariant efficiency parameters on Rk are clearly k-dimensional. Nonethe- 
less, it is useful to construct scalar indices to be augmented later. To these 
ends let 6 = (E,(S, T) = g+( W1/2Z,-1/2); 4 E a} consist of efficiency func- 
tions generated as in Section 2.2, where g+(fl-1/2Z0-1/2) = 4(rr,. . . , yk) for 
C#J E Cp. Similarly let ~?c be the subclass generated by @a. The latter comprises 
the orthogonally invariant norms on S$, whereas & essentially exhausts the 
class of all montone invariant scalar indices. Basic properties of these classes 
are given next, demonstrating that versions of properties (i)-(iv) of Fisher 
efficiency on W1 do carry over to Wk. 
THEOREMS. Let E&S, T) be an index ofeficietzcy of S(X) relative to T(X) 
on Rk, depending on dispersion matrices 0 and Z through the roots of 
1 X - TO ) = 0. Then for each E,( . , - ) in E, the following properties hold: 
(i) 0 < E&T) < 00, 
(ii) E,(S, S) = 1, 
(iii) E,(GS, GT) = E#(S, T) for any G E Gl( k). 
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Moreover, the multiplicative property 
(iv) E,(S, T)E,(T, U) = E,(S, U) 
holds if and only ifEE, = ( ] X ] / 1 n I)’ for some real r. 
Proof. Conclusions (i) and (ii) follow from properties Pl and P4 of 
Definition 1. Conclusion (iii) is a consequence of developments in Section 3.1. 
To see conclusion (iv), let Z be the dispersion matrix of U(X); let {S, 2 6, 2 
. * * > 6, > 0} satisfy ) Z -- 6Z ] = 0; and observe that (7,. . . . , yk} and 
(61,. . , %I are eigenvalues of Q-lZ and F’Z, respectively. Then E&T) 
= h(W’X) for some h: Fkxk -+ W:, and (iv) may be written equivalently as 
h(Wx)h(PZ) = h(f--‘Z), (3.2) 
i.e., h(A)h(B) = h(AB). Standard g ar uments show that h(A) = g( (A 1) for 
some g : W’ + W’, ~0th .dIABO=g(IAl lBI)=g(lAI)g(lBI).Aresult 
from the theory of functions is that the continuous multiplicative functions 
g(ab) = g(a)g(b) consist of powers, so that h(A) = (A I r for some real r. This 
completes our proof. n 
Property (iv) of Fisher efficiency carries over essentially to generalized 
variances on Rk. A consequence is that E,-(S, T) = [ Ef(T, S)] ‘, as in the case 
of Fisher efficiency on WI. The latter property otherwise does not carry over 
to Rk. For EA.,* ) in &a, however, there is a natural connection between 
E,(S, T) and [E&T, S)] - ’ via condition numbers. The condition number C,(A), 
for A nonsingular, is C,(A) = p(A)p(A-‘), where p is usually a norm. Condi- 
tion numbers for the unitarily invariant norms are treated in Marshall and 
Olkin (1965). Because 4 E @a for E,(. , * ) in &a, we conclude that E,(S, T) and 
[ E,(T, S)]-’ are related through condition numbers as in the following. 
COROLLARY 1. Efftciency indices E,(S, T) and E,(T, S) are related through 
condition numbers according to E,(S, T) = CA Q- ‘izZQ-1/2)/E+(T, S) for each 
9E@O. 
We ask whether further scalar efficiency functions might arise from mono- 
tone matric-valued functions M,(Sl-‘/2XQ-““) = PDiag([(y,), . . , l(Yk))P’ 
through the spectral decomposition ,-1/2Zl?-1/2 = P Diag(y,, . . . , yk) P’, with 
l increasing on [0, m). However, this possibility has been preempted by 
Remark 1. 
It remains to examine in greater detail the matter of comparative efflcien- 
ties on Rk. This is initiated here and continued in the section following. We 
first seek bounds on E,(S, T). By the monotonicity of r$ E + and property P4 of 
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Definition 1, we infer that yk < E,(S,T) < yi for every 4 E@, where 
(71,. . . > yk] satisfy 1 X - 70 ( = 0 as before. In particular, X 2 0 on SC if 
and only if yi 2 *a * > -yk 2 1, in which case 1 < E,(S, T) < yl. Similarly 
n _L B gives yk < E,(S, T) < 1 for all 4 E @. If neither Z 2 Q nor Sl2 2, then 
at least one of two integers (r, s) can be found such that 
For this case local bounds, depending explicitly on E,( * , * ), are given in the 
theorem following, using only the monotonicity of 4 E 9. 
THEOREM 2. Suppose neither n 2 X nor B 2 0. Then lower and upper 
bounds for E,(S, T), depending explicitly on #J E 9, are given for each E,( 1, * ) in 
& by 
where E,(S, T, 4) = @(yJ’,., 1:, -d’J and &(S, T, 4) = 44~~1:~ I:, -~,.+,+~l’t), 
with t = k - r - s. 
These bounds, depending only on {rl, Y,., Y,.+~+~, ok), may be useful under 
an excess of parameters, and apply in all cases having fixed values for 
(71% -tf7-% Yr+s+lx Yk ] regardless of values of the remaining parameters. To 
illustrate, generate E&S, T) using the Euclidean norm +) from Remark 4. 
Then (3.4) gives 
k-‘i’( rr: + s + tyl)“’ < E&T) < k-I”( rr: + s + t&+1)@. (3.5) 
Similarly, if E,k](S, T) is generated from 4Lk1( *) as in Remark 5, then 
(Y,‘Y;)~‘~ GE&T) G (Y;Y;+,+~)~‘~. (3.6) 
3.3. Directed Efficiency 
The foregoing comparisons apply globally for any 0 E Wk. We now under- 
take a more detailed comparison in various regions of the parameter space. 
On Wk we consider estimating a’6 in the direction whose cosines are 
determined by a’ = [al, . . . , ak] with a’a = 1. We take the directed relative 
eficiency as the efficiency E,(a’S, a’T) of a’s(X) relative to aT(X). If S(X) and 
T(X) are again unbiased for 8 E Wk with dispersion matrices 0 and X, then 
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E4(a’S, aT) depends on (a’xa, a’Qa) only through H(a’Za, a’Qa) = a’Z:a/a’Qa, 
i.e., E,&a’S,aT) = +(a’Za/a’na) on R!+. Because I$( *) is monotonic, we con- 
sider equivalently the directed Fisher efficiency E(a’S, aT) = 4- ’ o E,(a’S, aT) 
a’Za/a’Qa, itself a generalized Rayleigh quotient. If neither I; 1 n nor 
;L B on S,+, then neither estimator is uniformly more efficient for all 0 E R’, 
and it remains to identify regions in Wk wherein E(a’S, aT) is greater than, 
equal to, or less than unity. Not only can such regions be identified, but lower 
and upper bounds for E(a’S, aT) can be found for each. In what follows we 
assume that n > Oand Z > Oas before. 
To these ends consider the equivalent systems (Z - yl2)u = 0 and 
(~-‘/2~~-‘/2 - ~I~)n’/~u = 0, i g ving a direct link between the former and 
the spectral decomposition a- 1’zB0-1/2 = Cf=iyivivE. Here {(ri,ui); 1 < i 
Q k} occur in pairs such that yi 2 . *. > Yk > 0 and ui = n-‘12vj, 1 < i < k, 
where {vi, . . . , vk} is an orthonormal set in Rk. If neither YZ 2_ n nor n 2 2, 
then the eigenvalues separate as in (3.3) and {ui, . . ,u,,u,+~, . . . ,u,+~, 
“r+s+lr..*, uk} are the corresponding eigenvectors. Let E, = Sp(u,, . . . , u,), 
L, = Sp(ur+,, . . . .u,+,), and L, = Sp(~~+~+i,. . . ,uk). Bounds on directed 
efficiencies in L,, L, and L, are given in the following. 
THEOREM 3. Given unbiased estimators S(X) and T(X) for 8 E Rk having 
dispersion matrices 0 > 0 and X > 0, let L,, L,, and L, be generated by 
eigenvectors of (IZ - yG)u = 0 corresponding to (3.3). Then bounds on directed 
relative efficiencies are given by 
(i) 7,. < E(a’S, aT) < y1 for a EL,, 
(ii) E(a’S, aT) = 1 for a EL,, 
(iii) Yk < E(a’S, aT) < ~r+~+i for a E L,. 
Moreover, the extrema occur at yt = u~~u,/u~~u, forte (1, r, r + s + 1, k}. 
Proof. Consider the canonical form in which Q(z) = z’Q-‘~“~~-“~z/z~z 
together with the spectral decomposition a-r/2zfl--1/2 ZZ ylv,v; 
+ . * * +ykvkv;, and let LT = Sp(v,, . . . , vr), Ltj = Sp(v,+i, . . . , v,+,), and L$ 
= Sp(~,+~+i, . . . ,vk). Now if z E LT, then z = civi + . .. +crvr for some 
c’ = [Cl,. . . , c,], and the conditions z’z = 1 and c’c = 1 are equivalent. 
Moreover, we have z’vj = 0, j = r + 1, . . , , k. It follows for z E LT and Z’Z = 1 
that 
Z’*-““I:W”“Z = ( gl Cjvj)‘( & Yivivi) ( gl ,,i = i$ ',2Yi (3’7) 
on using the orthonormality of {vi, . . . , vk}. Because ct + * . * + c: = 1, we 
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infer not only that */r < CLzrcj?yi < yr, but also that equality is attained on 
the left at 7r = Q(v,.) an d on the right at y1 = Q(vl). Similar arguments apply 
also to L$ and Lg, and these findings all transfer directly to L,, L,, and L,, 
thus completing our proof. n 
In summary, Theorem 3 achieves a decomposition of Rk into subspaces 
L,, L,, and L,, in which the directed Fisher effkiency E(a’S, aT) is respec- 
tively greater than, equal to, and less than unity. These facts, possibly coupled 
with a Bayesian perspective, may lead to rules for combining two estimators 
S(X) and T(X), resulting in the uniform improvement of both. 
3.3. Tripartite Eficiency Numbers 
Clearly for any 4 E Q the value of E,(S, T) 1s informative but incomplete. 
We propose to augment this using information from the preceding section. 
Specifically, we espouse the use of three-part efficiency numbers E(S, T; 4, r, s) 
whose components are 
E(S,TAr,s) = [E,(S,T),r,s], 4E@. (3.8) 
These numbers present at a glance not only the aggregate index E&T) for 
some 4 E Cp, but also the dimensions {r, s, t = k - r - s} of the subspaces L,, 
L,, and L,. In particular, the leading components of [ *, 0, 0] and [ *, r, O] are 
greater than and at least unity, respectively; [E,(S, T), k, 0] = [l, k, 0] for all 
4 E 9; and the leading components of [*, r, k - r} and [a, 0, k] are at most and 
less than unity, respectively. 
4. SOME APPLICATIONS 
Efhciency comparisons are central to multiparameter estimation for rea- 
sons cited. Here we consider possible improvement through conditioning; we 
next compare regular estimators in kXk with efficient estimators achieving their 
minimal dispersion bounds; and we finally compare design effkiencies in 
estimating second-order response models. Other applications will be reported 
elsewhere. 
4.1. Efsiency via Conditioning 
Let T(X) be unbiased for BE Wk having finite second moments, and let 
U(X) be a statistic such that S(u) = E(T ( U = u is a statistic independent of B ) 
having finite second moments. Denote by V(T) E St the dispersion matrix of 
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T(X). A standard result is that S(u) is also unbiased for 0 and that V(T) 1 V(S) 
on (S: , 2). This is a consequence of the elementary result 
V(T) = V[ E(T ( u)] + E[V(T 1 u)], (44 
where expectations on the right refer to the distribution of U(X). The second 
term is usually discarded from further discussion, after noting that Ep(T ( u)] 
2 Oon SC, to conclude that V(T) 1 V( E(T ) u)] = V(S). However, on reinstat- 
ing the second term and applying developments from Section 3 with V(T) = Z 
and V(S) = d, we find that relative vector efficiencies necessarily depend on 
the matrix 
H(B, n) = I, + [V(S)] -“‘E[ V(T 1 u)] [v(s)] -l". (4.2) 
Ifwenowlet {hi > X2 2 0.. > X, > 0} be the ordered roots of 1 E[V(T ) u)] 
- XV(S) ) = 0, we conclude that 
E&T) = $(l + kr,. . . > 1 + hk) (4.3) 
for any 4 E @, and further that the corresponding tripartite efficiency number 
has the form [E&S, T), r, 0] such that 1 < E,(S, T) < 1 + X,, for every 4 E Cp. 
In particular, if Xi is small, then little is to be gained through conditioning. 
It may be noted that E&5, T) = 1 whenever the conditional dispersion 
matrix V(T ) u) is zero almost everywhere. But in this case T(X) and S(X) are 
equivalent statistics and there is no advantage in conditioning. Otherwise, the 
gain in efficiency is greater, the larger the dispersion V(T ( u) on average, and 
the smaller the dispersion of E(T 1 u) as a function of u. 
4.2. Minimal Dispersion Bounds 
Various bounds on the dispersion parameters of regular estimators arise in 
the following manner. Let S(X) b e unbiased for 0 E W k having the dispersion 
matrix 8,, > 0. Suppose there are further statistics U(X) and T(X), the latter 
unbiased for 8, such that V(U) = X2, > 0 and V(T) = Z,2C;21X2, > 0, with 
X,, = C(S,U) containing the covariances between S(X) and U(X). Then the 
positive definite character of E = [Z,J assures that Z,, - X,,x,;‘X,, 10. 
Therefore V(S) 2 V(T), so that T(X) dominates S(X) in efficiency. For this case 
the efficiency matrix of E(S,T) is Xc1 1/28,28~21X2,X,‘/2, the eigenvalues of 
which are the squared canonical correlation parameters {of > pz > . * . > p: 
> 0) of Hotelling (1936). From the foregoing developments we immediately 
obtain the bounds pi < E&3, T) < p: < 1, which hold uniformly for all 4 E Cp. 
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In particular, consider a regular estimation problem satisfying conditions 
on p. 194 of Zacks (1971), in which r < k estimable and differentiable 
functions G(B) = [ gi(e), . . . , g,.(e)] on 0 c @I' are to be estimated. Suppose 
the matrix D(e) = [ag,(e)/c%,] exists for all BE 0. If G(X) is any regular 
unbiased estimator for G(0) having finite dispersion parameters V&), then the 
minimal dispersion bound 
(4.4) 
is known to hold for all such estimators. Here J(6) is the Fisher information 
matrix of the efficient scores U(X) obtained as derivatives of the log-likelihood 
function. For further details see Section _4.3 of Zacks (1971), for example. The 
squared canonical correlations between G(X) and U(X) assume a central role in 
assessing the_loss in efficiency incurred on using G(X) in lieu of U(X). It 
follows that G(X) is fully efficient if and only if p: = * * * = pi = 1, thereby 
establishing a known result [cf. (4.3.1) of Zacks (1971)] through different 
arguments. 
4.3. Second-Order Designs 
Consider the second-order response model 
y = PO + &Xl + PaXa + P& + &,X22 f &Xl& + E (4.5) 
in the variables X, and X,. Standard designs for estimating /3 = 
[pa, fir, @a, pii, fizz, flra]’ include the 3’ factorial design and a central compos- 
ite rotatable design with center point, both requiring nine runs. These give 
rise to models Y = X@ + E and Y = Zfl + E, respectively, in which the 
Gauss-Markov estimators B(X) = (XX)- ‘X’Y and B(Z) = (Z’Z) - ‘ZY have dis- 
persion matrices V@(X)) = u’(X’X-i = 21, say, and V&Z)) = a*(Z’Z-r = l2. 
Points in the (X,, X2) plane for these two designs are given in Table 1; further 
details are found in Myers (1971), for example. 
We are concerned with the efficiency E(Z, X) of the central composite 
design Z relative to the 3’ factorial design X for estimating /3. The largest 
eigenvalues, traces, and determinants for z1 and 0 are given in Table 2 for the 
case that u2 = 1. In the usual parlance, the 32 factorial design has greater A- 
and E-efficiency but smaller D-efficiency than the central composite design. 
However, such comparisons offer little insight into the actual workings of the 
two designs, and in fact may be misleading, as we next demonstrate. Observe 
that neither X > a nor fl > Z. 
Roots of the determinantal equation 1 X - yfl) are found to take the 
values [4 1.8538 1.3331 1.3331 1 0.47951. In the notation of (3.3) we have 
that k = 6, r = 4, s = 1, and t = 1, so that tripartite efficiency numbers have 
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TABLE 1 
DESIGN POINTS (x,, x2) FOR A CENTRAL COMPOSITE ROTATABLE DESIGN WITH CENTER 
POINT, AND FOR A 3’ FACTORIAL DESIGN 
Central composite 3’ factorial 
design design 






































LARGEST EIGENVALUES (h,), TRACES AND DETERMINANTS OF x = (xx) - ’ AND a = 
(z%)-’ FOR THE 32 FACTORIAL AND CENTRAL COMPOSITE DESIGNS, RESPECTIVELY 
Design AI Trace Determinant 
B 1.0000 2.1389 1.9290 x 10-4 
n 1.5214 2.1875 3.0527 x 1O-5 
the form [E+(Z, X), 4, l] f or some + E 9. From earlier developments we have 
that 0.4795 < E,(Z, X) < 4 for every 4 E @. Moreover, the design Z is at least 
as effkient as the design X except for a one-dimensional subspace of W6 to be 
examined subsequently. 
Further detailed information about these designs can be gleaned from 
examining the subspaces L,, L,, and L, of Theorem 3. Basis vectors for these 
subspaces are given as columns in Table 3, where the first four columns span 
L,, the fifth spans L,, and the sixth spans L,. Note that the two designs are 
equally efficient for estimating filz. The central composite design is less 
effkient along a line in the subspace generated by [aa, /3r1, fizz] whose 
direction cosines are found on normalizing u6 from Table 3, giving the 
equiangular line in the (&r, &s) plane when PO is fixed. Elsewhere the 
central composite design is more effkient than the 3’ factorial design. 
In particular, Theorem 3 directly gives bounds as follows: 
(i) 1.3331 < E(a’&Z), d&X)) < 4 for a EL,. 
(ii) E(a’&Z), a’&X)) = 1 for a EL, 
(iii) E(a’&Z), a/&X)) = 0.4795 for a EL,. 
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TABLE 3 
SPAN OF SUBSPACES {U1, U2, Ug, U4, Us, Us} CORRESPONDlNG TO THE ROOTS 
[4 1.8538 I.3331 1.3331 1 0.47951 OF THE DETERMINANTAL EQUATION 1 Z: - 70 1 = 0 
“1 “2 u3 u4 “5 “6 
0 -2.5138 0 0 0 - 1.6374 
0 0 -0.1446 2.8245 0 0 
0 0 2.8245 0.1446 0 0 
-2 -2.7490 0 0 0 - 0.6654 
2 - 2.7490 0 0 0 - 0.6654 
0 0 0 0 2 0 
Moreover, the extrema occur at yt = u;Xu t /u;iZu t for t E { 1,4,6) as given in 
Table 3. It is somewhat surprising that the central composite design is more 
efficient by a factor of four than the 3 ’ factorial design for estimating 
/3ss - fllr. This follows on examining ur in Table 3. 
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