A large number of algorithms have been developed to perform non-rigid registration and it is a tool commonly used in medical image analysis. The FreeForm Deformation algorithm is a well-established technique, but is extremely time consuming. In this paper we present a parallel-friendly formulation of the algorithm suitable for Graphics Processing Unit execution. Using our approach we perform registration of T1-weighted MR images in less than 1 minute and show the same level of accuracy as a classical serial implementation when performing segmentation propagation. This technology could be of significant utility in time-critical applications such as image-guided interventions, or in the processing of large data sets.
Introduction
In the field of medical image analysis, image registration remains one of the main research topics and challenges. Image registration consists of deforming a floating image to match a reference image. The most active area of research is non-rigid registration (NRR), in which attempts are made to locally "warp" one image into correspondence with another. Example problems are matching 3D MRI scans of two different patients, or two scans of the same patient before and after surgery. While a huge amount of research has been devoted to the methodological development [1, 2] , very little research has focused on the computational burden of the proposed algorithms. One of the most widely used NRR algorithms, Free-Form Deformation [3] new patient information acquired during surgery, such as ultra-sound images, could be used efficiently to update a previously developed surgical plan.
The bottleneck of the FFD algorithm is the cubic B-Spline computation, and consequently work has been done to speed up this part using various architectures. Jiang et al. [4] used a FPGA-based implementation which lead to a speed-up of 3.2 times compared to a 2.666 GHz CPU execution.
Rohlfing et al. [5] reduced computation time by more than 50 times using 64
CPUs of a shared-memory supercomputer. More recently, Rohrer et al. [6] presented a multicore implementation of the B-Spline computation based on a Cell Broadband Engine T M (Cell/B.E.) platform. Their architecture performed 40% faster than serial execution on a standard computer.
These techniques provide considerable computation time improvements, however they require either high technical knowledge or hardware with prices inhibiting wide adoption. We propose the use of graphics processing units (GPUs) as a cost effective high performance solution. Moreover we advocate use of NVidia Corporation's CUDA API, which requires only knowledge of the C language and very little awareness of the hardware.
In this article we present a data parallel formulation of the FFD algorithm and describe its execution on GPU architecture using the CUDA API.
The formulation affords particularly efficient memory use, allowing much improved use of computational resources. The resulting system provides significant speed improvements, without resorting to theoretical or numerical approximations.
In the first section we present the methodology and its GPU-based implementation. In the second we present the computation time benefit from such an implementation, and evaluate the formulation's accuracy. The time benefit is simply assessed by comparing the computation time of a serial and a parallel implementation of the same algorithm. The accuracy is evaluated by comparing the result of segmentation propagation using our GPU implementation and the classical serial FFD formulation.
Method

The Free-Form Deformation algorithm
The main requirement for an algorithm to benefit from GPU execution is data parallelism. The FFD algorithm comprises three components, which may be considered independently: transformation of the floating image using the splines and an interpolation function; evaluation of an objective function;
and optimisation against this function. Individually, these components may be formulated in a data parallel manner as they mainly consist of voxel-wise computations. However difficulties associated with GPU memory constraints mean certain aspects are not easily implemented in practice.
Cubic B-Splines interpolation
The FFD algorithm consists of locally deforming an image volume using cubic B-Splines. This technique has the desirable feature of guaranteeing a C 2 continuous deformation (see Fig. 1 ). The cubic B-Splines framework is well documented elsewhere [3] , and the details are omitted for brevity.
However we note that a particularly favourable property of the framework is that any deformation produced with a grid of density n can be exactly produced on a grid of density 2n − 1. This property has been used in a pyramidal approach in our implementation.
However, cubic B-Spline methods are extremely computationally expensive. For this reason in the classical approach only one control point is optimised at a time, which means the whole image does not have to be fully interpolated at each step. The computation of each voxel's position and their new intensities are fully independent and thus their computation is suitable for parallel implementation. Since GPU-based computation is more efficient when processing large amounts of data concurrently, we optimise all control points and interpolate the whole image at each step.
The deformation T which optimises an objective function between the deformed floating image F (T) and the reference R is sought.
Metric computation
The Normalised Mutual Information (NMI) is a voxel intensity-based information-theoretic similarity measure based on the paired-intensity distribution in R and F(T). A larger NMI value reflects a greater level of shared information between the two images. It is computed from
where H(R), H(F (T)) and H(R, F (T)) are respectively the two marginal entropies and the joint entropy. Its computation thus requires a joint histogram which, in our implementation, was filled using a Parzen Window (PW) approach [7] .
In order to promote smooth deformation, a penalty term P has been added to the NMI value. The objective function C to be optimised is a balance between the NMI similarity measure and the deformation penalty:
where 0 ≤ α < 1. The penalty-term we describe here, the bending-energy, was used for non-rigid registration by Rueckert et al. [3] . It is defined as
where N is the voxel number in Ω, the domain of R. We approximated this penalty term by computing the bending-energy values at the control point positions only, which reduced the number of computations. Furthermore, as explained in Rohlfing et al. [5] , this approach allowed precomputation of the cubic B-spline basis values for each node, thus easing the calculation further.
Control point position optimisation
To optimise the control point positions, we used a conjugate gradient ascent. This approach is more efficient than a simpler steepest ascent optimisation, and is less memory intensive than Newton type algorithms. We thus required the derivative
of the objective function:
where ξ are the x, y and z components of the control point µ ijk .
The gradient of the NMI is calculated as:
which requires computation of the derivative of the marginal and joint entropies. These can be computed from the derivative of the intensity distribution, which requires the derivative of the joint histogram H [8] :
This approach provides the mathematical value of the gradient but involves significant computational redundancy, since each voxel is included in the neighborhood of several control points. Moreover it is memory intensive as each node requires one joint histogram per degree of freedom. In order to decrease this redundancy and the memory requirement, we propose a voxelcentric approach to evaluate the node-centric gradient. We first compute the gradient value for every voxel, then gather the information from all voxels to obtain the nodal gradient values.
We computed the voxel-centric gradient values
using the formulas in equation 4, with
replaced by
, where
From the voxel-centric gradient values, we extracted the analytical nodecentric derivative of the similarity measure. We first applied a convolution window to the gradient field where the convolution window was a cubic BSpline curve which matched the basis functions in the deformation model in terms of node spacing; it was equivalent to ∂T(x) ∂µ ijk in equation 4. Secondly, we extracted the gradient value from the smoothed image at the node position.
As seen in equation 3, the gradient of the bending energy is required also.
Abbreviating equation 2 as
the derivative of the penalty term involves a sum of derivatives each of which can be obtained using the chain rule, e.g.
. As for the bending energy evaluation, and for the same reason, this gradient was computed at the control point positions only.
A GPU-based implementation
The F3D implementation was achieved using CUDA [9] which is an Application Programming Interface developed by NVidia to simplify the interface between CPU (host) and GPU (device). Our framework comprises four steps, organised as in Fig. 2 .
The first step performs image interpolation via cubic B-Splines and trilinear interpolation to define the new voxel position and intensity. As already stated the computation of each voxel's displacement and intensity interpolation is independent and their parallel hardware implementation is therefore straightforward. However the calculations are demanding in terms of dynamic memory resources, requiring allocation of around 22 registers per computational thread. As GPU memory is limited, a higher register requirement per thread dictates that fewer threads may be executed concurrently, resulting in sub-optimal use of the device's computational resources. The ratio of active threads to maximum allowed (hardware dependent) is referred to as occupancy [9] , and an efficient implementation should maximise this.
A single kernel requiring 22 registers leads to an occupancy of 42%. For this reason this step has been split into two kernels, the first dealing with the B-Splines interpolation only and the second with trilinear interpolation.
Register requirements then fall to 16 and 12 respectively, and occupancies increase to 67% and 83%. Such a technique allows a computation time improvement of 36.8% in our case. In the third step the gradient value is computed for each voxel and the convolution windows are applied. As for the first step, we distributed the computation across several kernels to improve occupancy. The first kernel computed the gradient values. The gradient was then smoothed using three different kernels, each dealing with one axis. For these kernels it appeared that computing the cubic spline curve "on the fly" was faster than precomputing and fetching them from memory.
The last step normalises the gradient and updates the control point positions using a conjugate gradient optimisation. A first kernel is used to extract the maximal gradient value from the whole field. The field is split into several parts from which a maximal value is extracted. Subsequently, the largest value from the extracted maximas is kept. A last kernel updates the control point positions based on the normalised gradient value.
A final feature of our approach is the use of a convergence criterion.
Whereas time constraints dictated that earlier implementations [3] performed
a set (and small) number of iterations, our algorithm iterates until convergence, aiming to ensure better registration.
We used an NVidia 8800GTX GPU, which included 128 processors and 
Evaluation
Computation time evaluation
To evaluate the benefit of a GPU-based implementation, our parallelfriendly algorithm has been implemented in both C++ and CUDA. The speed improvements presented in Table 1 were obtained using a 3.0GHz CPU and an NVidia 8800 GTX GPU. The image sizes were 181×217×181 voxels and the spline lattice contained 40×44×40 control points, which is common for inter-subject brain MR images. The overall speed improvement from the GPU implementation was 9.89 times. This value includes the data transfer between host and devices, as well as the registration initialisation. For this reason, 9.89 does not correspond to the mean of the speed improvements for each function in Table 1 . A non-rigid registration using the FFD approach (see Fig. 3 Bending-energy gradient computation × 13.33 Table 1 : Speed improvements of parallel GPU computation over serial CPU computation for each function in the implementation.
Registration accuracy evaluation
In order to assess the accuracy of our implementation we performed segmentation propagations and compared the results with those obtained Using our Fast-FFD and the classical serial FFD, we performed 380 (20 × 19) registrations in which each scan was registered to all others. As scans of both diagnosed AD patients and controls were used, we expected significantly differing brain shapes and correspondingly significant deformations to be recovered by the algorithms. Prior to the non-rigid registration, an affine registration has been performed using FLIRT [11] . All the non-rigid registrations were performed with a pyramidal approach with 3 levels. The finer lattice of control points had a spacing of 5 mm along each axis. Both algorithms employed a conjugate gradient optimisation, and a bending energy weight of α = 1% (Eq. 1). As a preprocessing step, each T1w MR image was skull stripped using BET [12] and a dilation was applied on the obtained mask. The resulting set of deformation fields were then used to propagate the manually segmented masks between images. We computed the Dice similarity (DS), as in equation 5, between each manual segmentation (M m ) and the corresponding propagated (M p ) region of interest.
The DS rates the overlap of two masks between 0 and 1, where 1 indicates a perfect overlap and 0 none. Table 2 summarizes the obtained results using both implementations. For comparison, the DS was computed using only an affine transformation also.
For these data the mean registration time was around 5 hours per image using the classical FFD algorithm, but less than 20 seconds using our GPUbased implementation. For comparison, our implementation had a mean computation time of 3 minutes 18 seconds when running on the same CPU.
Discussion
The comparison of our CPU and GPU implementations of the presented algorithm (section 3.1) showed a speed-up of approximately 10 times using the latter. We conclude that the algorithm maps well to parallel architectures, and consequently is well-suited to GPU execution. However, for the segmentation propagation examples (section 3.2) dramatically higher performance was shown by our formulation (and implementation) compared with the classical algorithm. Thus the majority of the speed improvement arises from the improved formulation, rather than the GPU implementation itself.
Two features of the formulation are likely to be responsible: (1) optimisation of all control points concurrently, rather than serially, and (2) 
Conclusion
Non-rigid registration is a central but computationally-expensive tool in medical imaging. We have developed an efficient data-parallel formulation of the widely used FFD algorithm which maps well to high performance GPU architectures. Our implementation performed the registration in propagation, the Dice similarity value between the manual and the propagated segmentations has been computed.
