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Abstract
Interdisciplinary studies of Complex Network and Machine Learning and
its applications
by
Shaojun Luo

Adviser: Professor Hernan Makse

This dissertation consists of Five chapters. . .

Chapter 1 Driven by the unprecedented rapid growth of data science, Network Models
are widely used in statistical inference model due to its advantages of direct representation of
pairwise interaction, convenience in inference based on variable dependency, and numerous
degree of freedom to develop complex models. However, due to the complex nature of
network, many restrictions are applied to network models in order to make the models
practically solvable. We will discuss the network-based statistical models and give two
example of its application in the following chapter.

Chapter 2 The network-based statistical methods are divided into two types: network
structure inference and variable inference. For network structure inference, we introduce
correlation matrix, graphical Lasso, network clustering and identify the influencer in the network. For variable inference, we also introduce from Bayesian network, to Random Markov
Field and Ising Model, Boltzmann and Restricted Boltzmann machine and the algorithm of
Belief Propagation. Last but not the least, we introduce the most widely used neural network family and its two main types: Convolutional Neural Network and Recurrent Neural
Network.

v
Chapter 3 A concrete example of applying network structure inference algorithm to find
the correlation between network metrics and socio-economic stats are introduced in this
chapter. A mobile network with 108 nodes were constructed from mobile records to build the
social networks by filtering the abnormal phone lines with a semi-supervised learning. Collect
Influence (CI) is used as the proxy of network influence. A novel correlation (R2 = 0.95) is
achieved by investigating the correlation between aggregated population which is based on
both age and network metrics quantile. The result is validate by a marketing campaign.

Chapter 4 In this chapter, we provide an example of combining large scale neural networks
to build a deep learning workflow to predict the pathology result of breast tumor based on
MRI images. The workflow consist of three agents: Feature Extraction Agent which is a deep
convolutional neural network transferred from inception v3. Image Selection Agent is a bidirected recurrent neural network which evaluate the score of risk for each slice window and
a Pathology Prediction Agent is to predict the pathology result based on the slices windows
based on selection agent. The workflow is trained by reinforcement learning in order to
automatically detect the location of tumor. Although the result indicates the workflow is
able to capture the evidence of malignancy, the workflow still needs to be improve to increase
stability.

Chapter 5 At the end of dissertation, we discuss about the underlying problems of incomprehensibility, low efficiency and limitation of application for network-based inference
model. Currently major progress has been made by Hinton with a new concept of a capsule
network. This concept has largely enriched the insights of general network based statistical
inference models.
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Chapter 1
Introduction
Driven by the unprecedented rapid growth of demand in big data analysis, data science
has become one of the merging research area nowadays [2]. Like all the ”new sciences”
like materials science, data science is an interdisciplinary field of science which study across
multiple aspects of research area. By definition, it is an ensemble of scientific methods,
processes, algorithms and systems to extract knowledge or insights from data in various
forms, either structured or unstructured [3]. The research subject and application scenes of
the data science varies from fundamental physics and chemistry [4, 5], biological and medical
science [6, 7], operation research and business [8], social and political science [9] or even the
daily life of people [10]. Although the application of data science techniques range widely,
the methodology behind the modeling is almost invariant.
One of the key components for data science methodology is statistical inference. The
main purpose for statistical inference is to construct the insight of variables from a given
amount of data. This insight includes the dependencies between different variables, the
significance of effects, the detection of hidden variables and causality discovery [2]. One of
the commonly known concepts in statistical inference is machine learning. Machine learning
is a field of computer science that uses statistical techniques to give computer systems the
1
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ability to progressively ”learn” with data without being explicitly designed for the specific
task [11]. Most machine learning techniques are based on a ”statistic machine” which means
they are learning through the statistical outcomes from the data. Usually such machines
mimic the learning process of human by applying a common structure of statistical inferring
workflows. The design of such structure is the basis for designing machine learning models.

1.1

Introduction of Network Based Inference Model

Many physics concepts, especially those in thermostat, have been implemented in modeling
the learning structure [12]. For example, one of the famous application is the use of first
principles on energy and entropy in inferring the distribution of variables [13]. Another
common interdisciplinary application of physics concept is the use network structures. The
importance of introducing network are obvious:
1. The network is the most direct way in characterizing the pair-wise interactions between samples/variables. The sketch of the networks is convenient for
describing the conditional dependency between different features (for example, the
Bayesian network in the next chapter) which helps us to construct a better understanding for the data.
2. The network is efficient in expressing the complex dependencies between
high dimensional variables. Many machine learning techniques like regression [14],
SVM [15] and KNN [16] works very well in low dimensional cases. However, for high
dimensional but low-rank problems, the interpretation of the method above are difficult
due to the sparseness in the variable space [17]. The network representation overcomes
the sparseness by projecting the variables space into a compact and dimensionless
model. In the network representation, variables are compressed into nodes inside a
network. Fig. 1.1 shows an simple example for the procedure.
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3. The elasticity of network structures makes it possible to develop deep and
complex models Unlike data structure based learning models like decision trees, network based models have more flexibility in developing the complex structures including
multiple dependencies and loops (Fig. 1.2). Such elasticity is the structural basis of
deep learning designs.
Due to the advantages above, network-based models have become the most popular
infrastructures for deep learning tasks. It is widely used in image recognition [12, 18],
natural language processing [19] and even the development of artificial intelligence [20].
Nevertheless, the network has its disadvantages. The main disadvantage for the network
based model is the difficulties in training. Due to the complexity of dependencies between
variables (nodes), the network is a non-linear system which in many cases the convexity
and convergence of loss function can not be guaranteed [21]. For example, for the simplest
Bayesian Network model, it costs O(n4 ) of time complexity in training which makes it
impossible to apply for a large dataset. When it comes to more complicated models like
Boltzman Machine or Random Markov Field, restrictions on the network structures are
applied (usually is locally tree like) otherwise the training will likely to be fallen into local
minimums [22].
By carefully designing the structure, it is possible to train a deep neural network by
stochastic gradient descent [23]. However, there are considerable practical problems during
the training including the gradient vanishing [24], slow descending rate around a saddle point
[25] and unpredicted local minimums [26]. Although various techniques have been developed
to overcome the problems [27], the process of training still needs to be carefully fine-tuned
due to its complexity.
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Purpose and Contents

In this dissertation, the author will review the concepts of network based statistical inferring
models. Despite the models being developed independently in different areas (computer
science, physics, biology, etc.), the author will try to unify all these models under the frame
of thermostat theory in physics to obtain a better understanding of network based inference
models. Two examples are also given to demonstrate how the network modeling and solve
the practical problems in two different ways.
There are five chapters in the dissertation:
Chap 1 Chapter 1 gives the introduction of the backgrounds knowledge of the dissertation.
Chap 2 Chapter 2 gives brief reviews of different statistical inference methods based on
network models.
Chap 3 Chapter 3 gives an example on how to construct and implement statistical
inferring model on networks.
Chap 4 Chapter 4 gives an example on how to design and implement network based
deep learning framework.
Chap 5 Chapter 5 gives the conclusion and further discussions based on the works done
in the dissertation.
For more detailed information, please refer the specific chapter and their abstracts.
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Figure 1.1: Network Representation of a 3D variables space
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Figure 1.2: Types of Network Inference Models
a) Directed (Bayesian Network [28]) b) Undirected (Random Markov Field [29]) c)
Tree-like (Bethe Lattice [30]) d) Layer-based (Neural Network [31])

6

Chapter 2
Network Based Statistical Inference
Models
In this chapter, we will briefly introduce the network models as used in statistical inference.
Such application is not limited to machine learning techniques. Generally, network based
model is an ensemble of nodes N and edges E: G(N, E). The nodes are associated with
variables, and the edges represent the connections and coupling rules between neighboring
variables. The structure can be both static and dynamic. However, in most cases we assume
the structure of networks remains static.
There are two types of statistical inference for a network model. 1. Construct and infer
the structure of network itself from data. 2. Infer the value of variable nodes/edge for a
given network structure. Both types of network inferences problems will be described in this
chapter.

7
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8

Network Structure Inferring

A network can be easily constructed by setting up the link between two nodes whether the
link is physically exist or not. For a concrete network like the contact network of packed
balls or social networks, we just need to infer the intensity (weights) of the edges according
to a specific task. For an abstract network which represented the correlations between
two variables, the construction methods may vary according to how the researchers defined
”correlation”.
Generally, if the network is constructed from empirical correlation, it is necessary to use
statistical methods to infer the real structures. Such inference methods also vary based on
how the researchers define ”correlation”

2.1.1

Correlation matrix and percolation

In this subsection, we introduce the most common methods in constructing the network: the
Correlation Matrix.
Assume we have n variables with unknown dependencies, correlation matrix Cij is an
n × n matrix representing the pairwise correlation between two variables xi , xj :

Cij = f (xi , xj )

(2.1)

where f is the correlation function such as Pearson Correlation [32], Spearman Correlation [33] or other shared functions (like the co-occurrence probability of events, etc). The matrix is symmetric and positive semi-definite which results in the networks being undirected.
In practice, we usually assume Cij is sparse since most of the variables are independent.
In addition, if we get the m observations for the paired variables (xi , xj ) one can infer
the correlation matrix by
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Ĉij = fˆ(xi , xj )

(2.2)

where f is the estimator of correlation function. If the estimator is unbiased, according
to the law of large numbers, the empirical correlation matrix will converge to the correlation
m→inf

matrix. Ĉij → Cij . Thus the it is very important to choose the estimators and ensure an
adequate amount of observations (m >> n).
However, in most cases, the number of observations are not sufficient to get a good
estimation of correlation matrix. A common solution for the problem is to turn the network
into a parametric model controlled by a threshold p and simply cut the values with the
threshold:

Ĉij =




fˆ(xi , xj ) fˆ(xi , xj ) ≥ p


0

(2.3)

fˆ(xi , xj ) < p

Different thresholds will result in different structures of network. If we plot the size
of Giant Component (largest connected components) vs. the threshold p, we get a curve
indicating the sparseness of the network. Fig. 2.1 is an example for the percolation process.
We discovered the decrement of giant component size when the threshold increases. When
the threshold reaches a critical point pc , the network will totally collapsed. Such phenomena
is called ”percolation” which describes the phase transition in the network structures[34].

2.1.2

Graphical Lasso

−
Consider a variable space →
x = (x1 , x2 , ..., xn ) which follows a multivariate normal distribution:

−
−
N (→
x :→
µ , C) = p

1
(2π)n C−1

1 − →
−
−
exp[− (→
x −−
µ )T C−1 (→
x −→
µ )]
2

(2.4)
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−
where →
µ = (µ1 , µ2 , ..., µn ) is the expectation value of each variable and C is the covariance
matrix. In practical use, we usually choose the inverse of the covariant matrix J = C−1 as
the representation for the relations because it is easy to calculate the z-statics. One can
easily prove that the location of non-zero element of J is the same as C. Thus the structure
of networks are the same on both representations.
The application of Graphical Lasso is used for inferring the inverse covariance matrix
from the empirical covariance matrix Ĉ. Assume we have m observations, the unbiased
estimator of covariance matrix is:
m

1 X
(xki − µi )(xkj − µj )
Ĉij =
m − 1 k=1

(2.5)

−
where the →
xk = (xk1 , xk2 , ..., xkn ) is vector for the k-th observations. Due to the lack of
samples, empirical covariance matrix are usually not sparse. Thus the direct inversion of the
empirical covariance matrix will result in a bad estimation. In order to reduce the non-zero
elements of the inferred matrix, we introduce a 1-norm penalty term with parameter λ under
the maximum log-likelihood estimation [35]:

J = argmax log det(J) − tr(JĈ)−λ ||J||1

(2.6)

J0

The first two terms will reach maximum when J = Ĉ−1 . However, because of the
existence of the regularization term λ||J||1 , the result matrix will be more sparse than the
direct inverse. In this case, the elements of J can be obtained by quadratic gradient descend
over the functions above [36]. Fig. 2.2 shows the inference result of for a sample matrix.
Same as the threshold p, we can also choose a good estimation of original covariance matrix
by choosing the correct λ.
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Network clustering

Once the structure of the network is determined, we are able to renormalize the network
by aggregating the variables clusters with high dependencies. To determine the ”clusters”
in network is an open question because there is no clear definition of clusters in network.
However, heuristically, we can aggregated the nodes by unsupervised learning approaches
just like the k-means algorithm [37].
In this work, we introduce a similar fast unsupervised approach on positive weighted
network community detection which is developed by Blondel et al. [38]. The algorithm
defines a function called modularity [38, 39]:

Qm =

Wi Wj
1 X
]δ(ci , cj ),
[Wij −
W i,j
W

(2.7)

where Wij is the weight of link i, j and ci is the community label of node i. Wi =
P
P
j∈∂i Wi,j where ∂i denote the nodes adjacent to i and W =
i,j Wi,j . The clustering
process is to maximize the modularity function by continuously coloring the nodes greedily.
The algorithm is presented as follows:
1. At the beginning, each node in the network is assigned to its own community.
2. For each node i, calculate the change in modularity for removing i from its own community and joining it into the community of each neighbor j of i. The change of
modularity is ∆Q
3. If ∆Q > 0, then relabel the node i to the same community of node j. Otherwise keep
the current community labels.
4. After update the community label sequencely. Repeat 2,3 until there is no updates on
the community labels.
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The global maximization of modularity was achieved by iteratively updating the modularity. However, we notice that, the final result may not be identical if we choose a different
order of nodes to update the modularity function. Fortunately, in most cases, the algorithm
can capture the most important clustering structures despite the order of updating. Also,
during the different epochs of the iterations, we could obtain communities of different levels.
The fast and flexibility of the algorithm makes it the most used network clustering algorithm.

2.1.4

Influence of nodes

Instead of aggregate variables into a connected structures, sometimes we need to evaluate
the importance of variable/nodes according to the network structure. The definition for important variables/nodes also varies under different tasks. Generally, we use the ”centrality”
to evaluate the influence of network nodes. Higher centrality means a node is generally easier
to affect / be affected by other nodes which may imply the node plays an important role in
generating/passing the effect of other variables.
Many metrics are used in network theory in inferring the centrality of nodes inside a
network. The metrics can either be local, regional or global. Most metrics are developed
by heuristic approaches but some of them are through mathematic processes for a specific
problem. Here we introduce some common measurement of centralities.
1. Degree Degree is the number of edges incident to the node, with loops counted twice.
It is the simplest local metrics in evaluating the centrality. Sometimes the degree may
P
be the weighted sum of edges ki = j∈∂i Wij .
In a directed graph, we can also apply the concept of in-degree and out-degree where
in-degree is the number of edges pointed to the node while the out-degree is the number
of edges pointed from the node.
2. k-shell k-core and k-shell index ks [40] capture the centrality of a node in the global
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network by the method of k-shell decomposition. In this method, nodes are removed
iteratively if their degree ki < k until all the remaining nodes have degree equal to
or greater than k. These nodes remain in the k-core of index k. The largest k-core a
node can hold is the k-shell index ks , which means the node is in the ‘shell’ of the k’th
core but outside the k + 1’th core. The k-shell or k-core number is a global metric. It
has been proven efficient in identifying single influencers through the SIR model [40].
The k-shell index requires the overall information of the network. It is a quantity that
does not allow one to classify the nodes with high resolution: there usually exist a few
k-shells in the whole system, each containing many of the nodes in the network. Fig.
2.4a is a schematic example of a k-shell in a network.
3. Betweenness Centrality betweenness centrality [41] is a global metrics in evaluating
the influence of network. For every pair of nodes in a connected network, there exists
at least one shortest path between the nodes such that either the number of edges that
the path passes through (for unweighted graphs) or the sum of the weights of the edges
(for weighted graphs) is minimized. The betweenness centrality for each nodes is the
number of these shortest paths that pass through the node.
According to the definition, betweenness centrality capturing both the nodes locate at
the ”center” of the network but also the critical nodes connected multiple clusters 2.3.
However, the computational time for Betweenness Centrality is costive (O(n3 )) which
makes it not suitable for a large scale network.
4. PageRank PageRank [42] is as eigenvalue centrality metric used to evaluate the probability that information or knowledge will likely visit a node through a random walk.
PageRank is calculated through an iterative algorithm in which nodes collect PageRank values from their neighbors in every iteration. For simplicity, each node is initially
assigned a value of PR(i) = 1. During each iteration, node i collects a PageRank value
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through the link pointed from its neighbor j (j → i) as the PageRank PR(j) of an
j
adjacent node divided by its outbound degree kout
. Namely,

PR(i) = (1 − d) +

PR(j)
.
j
kout
j∈(∂i→i)
X

(2.8)

Here ∂i → i is the set of points which have outbound links to i, and d is a damping
factor which we choose as 0.7 in our work. When a converging threshold (10−4 ) is
reached, the iteration stops and outputs the final result of PageRank.
Although PageRank was originally proposed for ranking websites, it has also been
applied in social network analysis. Given the assumption that senders of messages
or makers of phone calls are likely to be the ones providing the information being
communicated, PageRank is a good metric to evaluate the likelihood that an individual
captures the information spreading in the network. Similarly to k-shell, PageRank
requires the global information of the whole network. However, it is easy to update
when the network changes.
5. Collective Influence Collective Influence (CI) is an algorithm to identify the most
influential nodes via optimal percolation [43]. Rather than the above heuristic metrics,
Collective Influence is introduced by a theoretical approximation of the solution to a
problem of influence maximization in locally tree-like social networks [44]. CI minimizes
the largest eigenvalue of a modified non-backtracking matrix of the network in order
to find the minimal set of nodes to disintegrate the network. It has been shown that
this process maximizes the spread of information via a threshold model of spreading
and also provides the most important nodes for the integrity of the network (optimal
percolation). Each node is associated with a CI value, and those with the top CI values
are the most influential nodes in the network. The definition of CI is given by:

CHAPTER 2. NETWORK INFERENCE MODELS

15

X

CI(i) = (ki − 1)

(kj − 1),

(2.9)

j∈∂Ball(i,`)

where the Ball(i, `) is all the nodes with distance `. We should note that the mobile
communications network is a typical small world network (average path length < ` >∼
8.9), and the radius ` of the ball is limited by the network diameter.
6. Network Diversity Network Diversity [45] is a local metric defined on a weighted
network. It equals to the Shannon entropy of edges normalized by the degree of node
i:

Di =

−

P

pij log pij
log ki

j∈∂i

Where the ki is the degree of node i and pij =

P

Wij
Wi j

(2.10)
is the normalized weights

j∈∂i

of the link (i, j). Network diversity measures how evenly the node interact with the
neighbors.
The definition can be also extended to the networks where the definition of clusters are
clear (Like geo-network). Since the clusters can be obtained by fast clustering methods
we mentioned in 2.1.3, it is possible to apply the concept to general networks. The
extended diversity is defined by follows:

Di0 =
where pci cj =

P

(j∈∂i|j∈cj )
k

−

P

pci cj log pci cj
log ki

j∈∂i

(2.11)

is the fraction of the links connected from i to the nodes inside

the cluster cj . The community diversity capture part of the betweenness centrality
feature while keeping a very efficient computational time.
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Network Based Machine Learning Method

In this section, we introduces some commonly used network models in inferring the values
of variables when the structure is fixed. The basic idea in solving such kind of problem
is to propagate the change of variables through the coupling rules of edges until converge.
For different network models under different prior assumptions, different coupling rules are
applied. Generally, the models are not practical either due to the complexity of its structure
or the cost of computation resources. However, they are a perfect demonstration of how the
network structures affect the value of variables.

2.2.1

Bayesian Network

Bayesian Network [28] are constructed based on the coupling rule of Bayesian assumptions.
Given a random variable space x without any prior knowledge about dependencies. The
joint distribution of the variables is:

P(X1 = x1 , . . . , Xn = xn ) =

n
Y

P (Xv = xv | Xv+1 = xv+1 , . . . , Xn = xn )

(2.12)

v=1

There are N products in the equation above which will result in a very complicated
probability space. The inference will encounter problems where there are not adequate
samples to infer all the terms of product.
If we already know the dependency relations, we are able to construct a unlooped directed
network which describes the dependencies of the variables (See Fig. 2.5). The nodes without
connections of the links are independent based on the assumption. Thus the joint distribution
can be reduced to:
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n
Y

P(Xv = xv | Xj∈∂v
¯ = xj )
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(2.13)

v=1

The conditional probability for inference can also be reduced to:

P(Xv = xv | Xi6=v = xi ) = P (Xv = xv | Xj∈∂v
¯ = xj )

(2.14)

¯ means the parent node of node v. By propagating the probability distribution
where ∂v
from the top of Bayesian network. One can infer the distribution of all other variables
depend on these variables. The representation of Bayesian network is simple and powerful.
Nevertheless, it requires a carefully selected network which reflects the correct correlation of
variables.
Particularly, if all variables are independent, the Bayesian network degenerates to a Naive
Bayes Model [46]

2.2.2

Markov Random Field and Ising Model

In most cases, the causality of the variables are unknown. The only structure is the correlation structure we have observed and inferred. In this case the network of variables are
undirected. If the variables between the networks meets the Markov property which means
there are no implied dependencies between two connected nodes, it forms a Markov Random
Field (Fig. 2.6).
The coupling rules in RMF can be arbitrary. There are several coupling families that can
be solved analytically. Sparse multivariate normal distributions represented by correlation
matrices are an example of a RMF.
An other example for Markov Random Field which is widely used in Physics is the Ising
Model [47]. The Ising model is a discrete probability model which simulates the magnetic
state of molecules in a lattice (or randomly connected spin glass). Generally, consider a node

CHAPTER 2. NETWORK INFERENCE MODELS

18

k in a network, The state of node k is σk where σk ∈ {+1, −1}, representing the site’s spin.
A spin configuration, σ is an assignment of spin value to each lattice site.
For any two adjacent nodes i, j there is an interaction Jij . Also the node j is driven by
an external magnetic field hj interacting with it. The energy of a configuration σ is given
by the Hamiltonian function:

H(σ) = −

X

Jij σi σj − µ

X

hj σj

(2.15)

j

(i,j)

where the first sum is over pairs of adjacent spins (every pair is counted once). The
notation (i, j) indicates that nodes i and j are nearest neighbors. The magnetic moment
is given by µ. The configuration probability is given by the Boltzmann distribution with
inverse temperature β ≤ 0:

P (σ) =

e−βH(σ)
Zβ

(2.16)

where β = (kB T )−1 and the normalization constant

Zβ =

X

e−βH(σ)

(2.17)

σ

is the partition function.
For the 1-D lattice (chain) or a tree of spins, Ising models are analytically solvable [47].
However, for a random network structure, as long as it maintains the properties of locally
tree-like. It can be solved by belief propagation [48].

2.2.3

Boltzmann Machine and Restricted Boltzmann Machine

The Full Boltzmann Machine, or Hopfield Network with hidden nodes is a theoretical model
based on fully connected networks to determine network structure and variable dependencies
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at the same time. It is the one of the bases of a network based machine learning model [49].
Consider a fully connected RMF with n observable variables and m hidden variables. All
variables are fully connected by undirected links which refers to all possible dependencies
between these variables (Fig. 2.7a). Similar to Ising model, given a configuration of variable
spins s ∈ 0, 1n the energy of the system is yield:
!
E=−

X

wij si sj +

i<j

X

θi si

(2.18)

i

Where wij is the connection strength between node i and node j. si is the state(Boolean/Bernoulli),
θi is the bias of node i in the global energy function. Just the same as Ising model, the energy
distribution of full Boltzmann Machine is:
e−E(s)
P (s) =
Z

(2.19)

where the definition of Z is the same in Ising model but without parameter β
Theoretically, by training the Boltzmann machine with an adequate dataset, we are able
to both infer the structure of node dependencies and making prediction on one or several of
the visible nodes. However, the training algorithm for full Boltzmann machine is NP hard
which makes it almost impossible in practical use [50].
Therefore a reduced model called Restricted Boltzmann Machine (RBM) is introduced
for practical training [51]. Restricted Boltzmann machine assumes the independence between
visible nodes and hidden nodes thus the connections between same types of nodes are removed
and become a network with two layers (Fig. 2.7b).
The standard type of RBM has binary-valued (Boolean/Bernoulli) n hidden and m visible
nodes. Similar to Boltzmann Machine, RBM consists of a matrix of weights W = (wi,j ) (size
m × n) associated with the connection between hidden nodes hj and visible nodes vi , as well
as bias weights (offsets) ai for the visible nodes and bj for the hidden units. Given these, the
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energy of a configuration (pair of boolean vectors) (v, h) is defined as

E(v, h) = −

X

ai v i −

i

X

bj hj −

XX

j

i

vi wi,j hj

(2.20)

j

Similar to full Boltzmann Machine, the probability of a configuration with energy E(v, h)
is:

P (v, h) =

e−E(v,h)
Z

(2.21)

where the definition of Z is the same in Full Boltzmann Machine. Because we can only
observe visible nodes, the marginal probability distribution of visible nodes is given by:

P (v) =

1 X −E(v,h)
e
Z h

(2.22)

To train a RBM is more practical than full Boltzmann Machine. Consider the training
set of V which consist N vectors of visible nodes v. We want to pick a set of weights and
biases. Thus the average log-likelihood function of visible nodes reaches the maximum:

Wi,j , ai , bj = arg max

1 X
log P (v)
N

(2.23)

To optimize the parameters Wi,j , ai , bj , one can use the contrastive divergence (CD)
algorithm. The algorithm performs Gibbs sampling and is used inside a gradient descent
procedure (similar to the way backpropagation is used inside such a procedure when training
feedforward neural nets) to compute weight update [51].

2.2.4

Factor Graph and Belief Propagation

More generally, if the correlation between variables are not pairwise, one can still represent
the relations in a network called factor graphs. Factor Graphs are the graph consist of two
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types of nodes: variable nodes and function nodes. The variable nodes are always connected
to function nodes. Fig. 2.8a is an examples of factor graph. The variable nodes refers to
the variables in the model while the function nodes refers to the function in coupling the
variables connect to it. In factor graph, not only pairwise correlation but also the correlation
of multi-body can be calculated.
Suppose in a factor graph G(x, f , E) where the x denote to the variable nodes and f
denote to function nodes. The joint probability of the variables can be expressed as:

p(x) =

1Y
ψa (x∂a )
Z a∈f

(2.24)

where the ψa (x∂a ) is the coupling function of function node a. x∂a means the function only
depend on the variables attached to a. To solve the marginal probability νxi distribution
of a specific node xi if part of the distribution in the network is known. One can use
Belief Propagation (BF)[48] to solve the problem iteratively based on the concept of message
passing.
Start from each edge connecting function nodes and variable nodes(i, a) (where i ∈ x and
(t)

(t)

a ∈ f ) At the t-th iteration, we define two messages: νi→a (xi ) and ν̂a→i (xi ). The message
P (t)
passing from i to a is over the probability distribution of xi thus that:
νi→a (xi ) = 1.
Messages are updated through computations at the nodes of the factor graph on the basis
at the previous iterations. For a function node a with degree k, we compute the outgoing
(t)

message νa→i to i based on the rest k−1 nodes with the coupling ruled defined in the function
node. The belief propagation, or sum-product update rules, are:
(t+1)

νi→a (xi ) =

Y

(t)

ν̂b→i (xi )

b∈∂i\a
(t+1)
ν̂a→i (xi )

=

X
x∂a\i

ψa (x∂a )

(2.25)
Y
j∈∂a\i

(t)
νj→a (xi )

CHAPTER 2. NETWORK INFERENCE MODELS

22

where \ denotes set subtraction. It is understood that, when ∂i \ a is an empty set (leaf),
νi→a (xi ) is the uniform distribution. Similarly, if ∂j \ i is empty, then ν̂a→i (xi ) = ψa (xa ). A
pictorial illustration of these rules is provided in Fig. 2.8b and c. A BP fixed point of these
(t)

(t)

equations is a set of t-independent messages νi→a (xi ) = νi→a (xi ) and ν̂a→i (xi ) = ν̂a→i (xi ).
For a locally tree-like network, after t iterations, the message will eventually converge to
fix point. One can estimate the marginal distribution ν(xi ) of variable i using the set of all
incoming messages. The BP estimate is:

νi (xi ) =

Y

(t)

ν̂a→i (xi )

(2.26)

a∈∂i

In writing the update rules, we are assuming that the update is done in parallel at all
the variable nodes, then in parallel at all function nodes and so on. Clearly, in this case, the
iteration number must be incremented either at variable nodes or at factor nodes, but not
necessarily at both.

2.3

Neural Network Based Model

Among all network based models, the family of neural networks are the most powerful tools in
developing deep learning models for complicated tasks. The original idea of neural network
is to simulate the neurons activities in the cortex. However, the development of neural
network now is no longer limited to mimic the neuron structures and learning processes.
It has developed into a set of layer-based network learning models which can handling the
complicated topology structures of variable spaces.
The common training method for the neural network family models is to use gradient
descend and back-propagation. The principles for back-propagation is shown in Fig. 2.9.
Derivatives of Loss Function are made and propagate layer by layer according to the chain
rules. When the gradient reaches the first layer, the weight will update according to the
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direction of this gradient and generate a new gradient direction for next layer. Thus the
update of weights will propagate back to the top layer and finishing this training cycle for
the data fed.
As we discussed in the introduction, multiple techniques has been developed to make
the back-propagation and gradient descend more robust and efficient. These techniques
including Adams Gradient Descend [52], ReLU [53], drop-out [54] and others.

2.3.1

Universal approximation theorem

One of the bases for the layer based neural network is the Universal Approximation Theorem
[55, 56]. The theorem states that a feed-forward network with a single hidden layer containing
a finite number of neurons, can approximate any continuous functions on compact subsets of
Rn , under mild assumptions on the activation function. The theorem thus states that simple
neural networks can represent a wide variety of interesting functions when given appropriate
parameters.
In mathematical terms, the theorem can be expressed as:
Let ϕ(·) be a non-constant, bounded, and monotonically-increasing continuous function.
Let Im denote the m-dimensional unit hypercube [0, 1]m . The space of continuous functions
on Im is denoted by C(Im ). Then, given any ε > 0 and any function f ∈ C(Im ), there exist
an integer N , real constants vi , bi ∈ R and real vectors wi ∈ Rm , where i = 1, 2, ..., N such
that we may define:

F (x) =

N
X

vi ϕ(wiT xi + bi )

(2.27)

i=1

as an approximate realization of the function f where f is independent of ϕ; that is,

|F (x) − f (x)| < ε

(2.28)
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for all x ∈ Im . In other words, functions of the form F (x) are dense in C(Im ).
Note that when change the hypercube Im to any compact subset of Rm the theorem still
holds. Moreover, in almost cases, it is not necessary to bound the ϕ(·) [56].
According to the universal approximation theorem, we can construct a approximation
regression model called universal approximator. Fig. 2.10a shows the sketch of a universal
approximator with the first n terms. The variable nodes (round) represent the approximation
terms, also called hidden variables. More hidden variables will increase the accuracy of
approximation but it will largely increase the number of parameters in the model and result
in the problem of overfitting. The function nodes (square) is the operation in coupling
different variables. The edge of network represented for the weight wi , vi and the bias bi
which to be updated during the training process. Fig. 2.11 shows the result of universal
approximator in approximating the sine curve using N = 10 and N = 50 hidden nodes.

2.3.2

Simple static feed-forward neural network

Based on the universal approximator, if we extend the structure as shown in Fig. 2.10,
a directed network classifier with single or multiple layers of neurons are constructed. In
the model there are three types of layers which process the data flow sequently: Input
layer, hidden layer, and output layer. For input layer, each neuron represent for the input
variables correspondingly. The value will pass directly to the 1st hidden layer. Generally
the components of neurons (labeled as i) in k-th hidden layer are the following:
1. The output value of a neuron: oji
(k)

2. The input of a neuron pi

(k−1)

is the weighted sum of output oj

from all the connected

neurons from last layer:

(k)

pi

=

X

(k−1)

wij oj

+ bi

(2.29)
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The weight wij and the bias bi can be pre-defined or trained by datasets.
3. A non-constant, bounded, and monotonically-increasing continuous function called activation function ϕ(·) coupling the input and the output of neurons:

X
(k)
(k−1)
oki = ϕ(pi ) = ϕ(
wij oj
+ bi )
A common choice of activation function is the sigmoid function: ϕ(z) =

(2.30)
1
.
1+e( −z)

The

shape of the sigmoid function is shown in Fig. 2.13a. Another common choice for
activation function is an unbounded function called ReLu: ϕ(z) = max(0, z) (2.13b).
Such kind of function often used in deep networks with multiple layers to avoid gradient
vanishing [53].
If we use the network as a classifier, the number of the nodes in the output layer equals
P
(k)
(k−1)
the number of classes. The value of output layer zc = wcj oj
+ bc represents the
log-likelihood of each class. Thus the probability for each class tc based on the input
vector is:

ezc
tc = P z
d
de

(2.31)

The function above also called soft-max function in which the log-likelihood is norP
malized by partition function d ezd . When inferring the class of a given sample, we
choose the class with the top probability: c = argmaxyi
i

The training for a simple neural network is to back-propagate the gradient of the loss
function. In a classifier, a common loss function is called a softmax cross entropy function
[57]:
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n
X

ξ(ti , yi ) = −

i=1

n X
C
X
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tic · log(yic )

(2.32)

i=1 i=c

where yic = δ(ci , c) and tic is the softmax function estimation of sample i for class c. The
function is derived from the maximum entropy principles from physics. A good property of
the softmax cross entropy function is that its gradient:
∂ξ
= yi − ti
∂zi

(2.33)

which makes it very simple in the back-propagating calculation.

2.3.3

Convolutional Neural Network (CNN)

The Convolutional Neural Network (CNN) is a variant of the neural network used for image
recognition[58]. Given an image with pixel dimension n × m× in RGB channel, the total size
of input variables is n × m × 3 which will result in a huge number of parameters for a fully
connected network. However, due to the similarity and continuity of pixels, we can reduce
the space of parameters by filtering the most important features inside local areas.
Like ordinary neural networks, CNN is an ensemble of layers of neurons with different
types. The types of layers in the CNN are the following [58]:
1. Input layer INPUT layer [n × n × 3] will hold the raw pixel values of the image, in
this case an image is resized to width n, height n with three color channels R,G,B. n
is a fix number for different type of models.
2. Convolution layer In CONV layer, we choose k different filters with the same size
l × l. The typical size of l ranges from 3 to 11. The filters filter the regions by direct
computing a dot product between their weights and the corresponding region they are
connected to in the input volume on a specific channel. By sliding the filters over

CHAPTER 2. NETWORK INFERENCE MODELS

27

whole images, we will get a output matrix with size [(n − l + 1) × (n − l + 1)]. Fig.
2.12a shows such process called ”convolution”. The weights of filters are left to be
optimized during the training process. The filters will filter the particular shape of
features (circles, lines, etc) according to their weights. These features are the basic
components for classifications.
Because the size of output will shrink after each convolution area, sometimes we will
add pads of 0 values outside the image pixels to extract the informations on edges
[59]. Such process called ”padding” may result in a output volume of [n × n × k] if we
decided to use k filters.
3. ReLU layer RELU layer will apply an elementwise activation function, such as the
ReLU function ReLU = max(0, x) (Fig. 2.13) thresholding at zero. The process for
ReLU layer is to filter out the meaningless area to the filter. This leaves the size of the
volume unchanged while making it more sparse ([n × n × k]).
4. Pooling layer POOL layer will perform a downsampling operation along the spatial
dimensions of (width, height), resulting in a shrink of volumes to make the variable
spaces. A common approach for pooling section is to capture the max feature score by
different partition regions (Fig. 2.12b). suppose we choose four partitions evenly, the
resulting volume for this step is [ 12 n × 12 n × k]
The above Convolution-RELU-pooling layers are usually combined as an element agent
of CNN. By apply the three steps repeatably, at the end of the network, we will get
a vector indicating the only scores of each particular features. Suppose we have k 0
features eventually, the volume of size now become [1 × 1 × k 0 ]
5. Fully Connected Layer As the last layer of CNN, FC layer will compute the class
scores, resulting in volume of size [1 × 1 × C], where each of the C numbers correspond
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to a class score of specific class. As with ordinary Neural Networks and as the name
implies, each neuron in this layer will be connected to all the numbers in the previous
[1 × 1 × k 0 ] volume.
Numerous variations can be applied to the network structure designs such as the output
with different levels of features [1], [1 × 1] convolution on features [60], and residual networks
[60]. Fig. 2.14 shows an example of inception v3 network [1] developed by Google. Many
mature deep CNN architectures have been developed in general purpose of classification
problems with huge amount of datasets. In many cases such pre-trained network will be
used as a transfer learning [61] of topics where the number of samples are not adequate to
train a network from scratch.

2.3.4

Recurrent Neural Network (RNN)

Another important type of neural network is Recurrent Neural Network (RNN) which is
designed for sequence input of variables. Unlike the ordinary neural network, RNN also
takes the output of same network from last time step. For the simplest RNN, it can be
expressed by a feed-back loop apply to the network (Fig. 2.15a).
Recurrent Neural networks can both used as supervised learning and reinforcement learning [62, 63]. In supervised learning, sequences of input vectors arrive at the input nodes one
at a time. At any given time step, each non-input unit computes its current activation output based on current input x and previous state output s just the same as ordinary neural
network. Supervisor-given target activations can be supplied for some output units at certain
time steps. For example, if the input sequence is a speech signal corresponding to a spoken
digit, the final target output at the end of the sequence may be a label classifying the digit.
Similar to ordinary neural networks. the loss function can be chosen based on the errors
produced by each step of sequence. The error for the sequence is the sum of the differences
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of all target signals from the corresponding activations computed by the network. We can
choose the Mean Squared Error (MSE) as the loss function to optimize.
In reinforcement learning settings, no teacher provides target signals. Instead a fitness
function or reward function is occasionally used to evaluate the RNN’s performance, which
influences its input stream through output units connected to actuators that affect the
environment. This might be used to play a game in which progress is measured with the
number of points won.
A basic recurrent neural network uses the short-term memory which only considers the
output of the last time step. To preserve the memories of previous time steps and avoiding
gradient vanishing with the time. We change the structure of the network into Long shortterm memory (LSTM) units[64] (Fig. 2.15b). A common architecture for LSTM cell is
composed of a memory cell, an input gate, an output gate and a forget gate. The structure
of LSTM cell including a forgot gate and coupling through the rules shown below:

ft = σg (Wf xt + Uf ht−1 + bf )
it = σg (Wi xt + Ui ht−1 + bi )
ot = σg (Wo xt + Uo ht−1 + bo )
ct = ft ◦ ct−1 + it ◦ σc (Wc xt + Uc ht−1 + bc )
ht = ot ◦ σh (ct )
Where
xt ∈ Rd : input vector to the LSTM unit
ft ∈ Rh : forget gate’s activation vector
it ∈ Rh : input gate’s activation vector
ot ∈ Rh : output gate’s activation vector
ht ∈ Rh : output vector of the LSTM unit

(2.34)
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ct ∈ Rh : cell state vector
W ∈ Rh×d , U ∈ Rh×h and b ∈ Rh : weight matrices and bias vector parameters which need
to be learned during training.
the initial values are c0 = 0 and h0 = 0 and the operator ◦ denotes the Hadamard
product(entry-wise product)[65].
Last but not the least, the direction of RNN can be changed if we are dealing with the
inference require both the feed-forward and feedback information such as text understanding.
In this case bi-directed RNN is introduced, Fig. 4.3 are two examples of bi-directed RNN
with LSTM gate. Two sets of different weights are used in the two direction. The final
output is a combination of both forward and backward output.
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Figure 2.1: Percolation on a correlation matrix over threshold p
The example is for a vortex activity correlation matrix of a healthy subject when doing the
verbal task. Courtesy from Qiongge Li.
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Figure 2.2: Correlation structure inference through GLASSO.
The true connection matrix J has 50 variables. The empirical correlation matrix is
calculated from 500 samples generated from multivariate normal distribution determined
by J. The bottom 4 figures indicate the result inference Ĵ under different penalty
parameter λ.
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Figure 2.3: Network Betweenness Centrality
The size of the nodes are proportional to its betweenness centrality value. Particularly, the
node with small degree but large betweenness centrality (cross cluster nodes) are mark in
red.
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Figure 2.4: Schematic representation of k-shell and CI.
(a) Schematic representation of a network under k-shell decomposition [40]. (b) Example
of the calculation of CI. The collective influence Ball(i, `) of radius ` = 3 around node i is
the set of nodes contained inside the sphere and ∂Ball is the set of nodes on the boundary
(brown). CI is the degree-minus-one of the central node times the sum of the
degree-minus-one of the nodes at the boundary of the sphere of influence.
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Figure 2.5: An example of Bayesian Network with probability calculation.
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Figure 2.6: A schematic representation of Random Markov Field.

Figure 2.7: Full Boltzmann Machine and Restricted Boltzmann Machine for 4 visible nodes
and 3 hidden nodes.
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Figure 2.8: Factor graph and rules of passing message in Believe Propagation.
a) A generalized factor graph. Rules for b) message passing from function node to variable
node. c) from variable node to function node.
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Figure 2.9: Schematic sketch of how to do back propagation using chain rule derivatives.
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Figure 2.10: Schematic sketch of a) UNiversal Approximator, a)Basic Neural Network)
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Figure 2.11: Sine function approximated by Universal approximator at number of hidden
nodes 50 and training step 3000
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Figure 2.12: Demonstration of convolution layer and max-pooling layer in CNN
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Figure 2.13: Shape of sigmoid and ReLU activation function
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Figure 2.14: Architecture of Deep Convolutional Neural Network: Inception v3 [1]
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Figure 2.15: Recurrent Neural Network and LSTM cell
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Chapter 3
Application 1: Inferring
socioeconomic status via network
location
In this chapter, we introduce the application of machine learning techniques used on a network models. We demonstrate a combination of network algorithms in evaluating the locations of individuals in social network and quantitatively verify the positive relation between
network influence and personal socio-economic status. Please note this work has been
published as ”Inferring personal economic status from social network location”
in Nature Communications in 2017 [66], the following chapter is a rewrite of the
publication.

3.1

Problem Description

The long-standing problem of how the network of social contacts [67, 68, 69] influences the
economic status of individuals has drawn large attention due to its importance in a diversity
45
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of socio-economic issues ranging from policy to marketing [70, 71, 45, 72]. Theoretical
analyses have pointed to the importance of the social network in economic life [71] as a
medium to diffuse ideas [73, 74] through the effects of “structural holes” [75] and “weak
ties” in the network [70]. Likewise, research has recognized the positive economic effect of
expanding an individual’s contacts outside their own tightly connected social group [67, 76,
77, 78]. While previous work has established the importance of social network influence to
economic status, the problem of how to quantify such correspondences via social network
centralities or metrics [69, 79] remains open.
Studies employing mobile phone communication data and other social indicators have
found a variety of network effects on socio-economic indicators such as job opportunities
[80, 81], social mobility [82, 83, 84], economic development [45, 85, 86, 87] and consumer
behavior [88, 89]. Recent work also provides evidence of such effects on an individual’s wealth,
and highlights the need for better indicators [90]. Recently, a numerical study has tested
the effect of network diversity on economic development [45]. This study analyzed economic
development defined at the community level. However, the question of how social network
metrics may be used to infer financial status at the individual level—necessary, for instance,
for micro-target marketing or social intervention campaigns—still remains unanswered. The
difficulty arises, in part, due to the lack of empirical data combining an individual’s financial
information with the pattern of their social ties at the large-scale network level of the whole
society.

3.2

Data Description

In this work, we address the above problem directly by combining two massively-large
datasets: a social network of the whole population of a Latin American country and financial banking data at the individual level. The present framework and data acquisition
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have gone through an extensive process of revision and approval that took more than one
year and have IRB approval Protocol No. 2016-1418 at City University of New York. In the
framework of the study, the private and/or sensitive information of the telecommunications
company clients was protected. In particular, the Bank didn’t gain access to any individual
information about the telecommunications company users. Similarly, the private information
of the Bank’s clients was protected in the framework of the study. In particular, the telecommunications company didn’t have access to the individual information of the Bank’s clients.
The variables shared were revised to guarantee that the privacy of clients was protected.
All of our datasets are encrypted and securely stored. The mobile dataset consists of
records of phone calls and SMS (short message service) metadata which was collected from
clients of a major operator of a Latin American country. The dataset is anonymized. All the
data are encrypted and stored in a server secured by enterprise-grade firewall. The records
cover a period of 122 consecutive days. Each phone number was encrypted by a high level of
hashing in order to eliminate all possible access to personal information. For our purposes,
each CDR (Call Detail Record) is represented as a tuple hx, y, t, dur, d, li, where x and
y are the encrypted phone numbers of the caller and the callee, t is the date and time of
the call, dur is the duration of the call, d is the direction of the call (incoming or outgoing,
with respect to the mobile operator client), and l is the location of the tower that routed
the communication. Similarly, each SMS metadata record is represented as a tuple hx, y, t,
d, li. We constructed a social network G = (N, E) based on the phone call and SMS traffic.
Both reciprocal and non-reciprocal links are preserved for further processing.
In inferring the real social network from the mobile network, we take the assumption that
the communication demands are rigid against the cost, which is usually affordable to most
families (∼USD $17 monthly cell phone service fee vs. ∼USD $600 monthly income in the
year data was collected, respectively). Thus, the direct impact of an individual’s financial
status on the communication structure evidenced in the mobile phone network might be
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limited. However, the financial cost of using phone services makes it possible that there is
a systematic bias in how much wealthy individuals use the phone services relative to people
that have less money to spend on phone calls. At this point, with the present data, we
cannot rule out this possibility.
The financial dataset from a major bank in the same country was collected during the
same time period as the mobile dataset. These data record financial details of 1.23 × 106
clients assigned unique anonymized identifiers over the same three-month period as the
mobile network. The dataset consists of records of the bank clients’ age, gender, credit
score, total transaction amount during each billing period, credit limit of each credit card,
balance of cards (including debit and credit), zip code of billing address, and encrypted
registered phone number. A subset of 5.02 × 105 clients have an encrypted mobile phone
number, thus enabling them to be matched with the mobile communication dataset. The
phone numbers are encrypted in the same way as in the mobile dataset, which guarantees
that the two datasets are matched. Excluding the information on credit lines, all other
personal information is erased. We sum up the credit limits of all the credit cards of each
account owner to represent the total credit limit of each individual.
In the absence of direct access to an individual’s income and total assets, evaluating an
individual’s financial status remains an open question. In this dataset, we can access the
following factors:
Transaction amount, which also directly reflects the individuals’ consumption patterns.
However, since it is common that one holds multiple accounts in different banks, and some
of these may not be used at all, records in only one bank might not correctly reflect the
real spending ability of an individual. Similar reasoning can be applied to total credit card
balance per month, which could also lose its ability to measure one’s financial status.
Credit scores assigned to individuals by credit scoring agencies are also good indicators of
financial status. However, the values of credit scores are quite limited, ranging from 300 to
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850. This limited range makes the credit score a low-resolution indicator of wealth that does
not allow us to correctly classify a large number of people into well-defined financial classes.
On the other hand, the credit limit ranges over three orders of magnitude, allowing us to
correctly classify the entire population. Considering the weaknesses of the other features,
total credit limit is the most convenient measure of personal financial status in the present
dataset.
Instead of transaction amounts and credit scores, we choose the total credit limit which is
assigned by the bank after comprehensive evaluation of an individual’s financial status, as a
proxy for financial status. Since detailed information on how the credit limit is assigned is not
provided, there are several possible factors that could cause bias in inferring an individual’s
real economic status. These include the delay of credit limit in reflecting a change in an
individual’s financial status, possible correlation with the age of the account, and so on. In
fact, the credit limit might be capturing the amount of information the bank has about the
customer, instead of his/her actual income.

3.3

Construction of the network

The social network was constructed based on the phone call and SMS traffic. Both reciprocal
and non-reciprocal links are preserved. However, as we known, individuals daily contacts
included a varies types of phone lines including business lines and spam spreaders. Before
we performed any further analysis on the network, we need to remove such lines because
they may largely affect the structure of network.

3.3.1

Anomaly removal based on mobile network behavior

Inferring social network structure through mobile phone data requires the removal of lines
operated by non-humans. Due to privacy restrictions, we could not filter business landlines
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and spawn spreaders at the outset. Several ways of filtering the landlines were applied in
previous works, including setting a cut-off threshold degree [45] or only considering reciprocal
phone calls [91]. However, these methods usually also cut off some important human communication behavior in that particular window of observation. All communication events
should be considered in evaluating the social network. Therefore, the key problem is to find
a method to distinguish human- and non-human-operated lines while retaining maximal
information about individuals’ communication patterns.
Although we do not have the human/non-human label for the totality of the phone lines,
which could separate at the outset the non-human-operated lines, we are in possession of the
set of phone numbers registered with the bank dataset. These human-operated lines provide
the possibility of supervising a machine learning process to learn the human behavior that
separates them from robots and non-human-operated lines. We set up a hypothesis test by
modeling the human-operated lines based on several variables. We first cluster the humanoperated lines in a hyperspace. A new unlabeled node will be assigned a p-value according
to its distance to the cluster. By carefully choosing a threshold of the p-values, we can label
the node according to whether we accept or reject the hypothesis that the line is operated
for personal use.
A training set consisting of the phone lines in the bank database (1.23×106 nodes), which
is around 1% of all of the data in the entire network (1.10 × 108 nodes), was set up. We
define a call or message from phone number i to j as a ‘communication event,’ and denote
the total number of communication events on the link as Wi→j . The key assumptions of the
model are the following:
1. Communication between lines of personal use is usually (but not always) reciprocal.
This means that the fraction of paired communication events on human-operated lines is generally higher than that of unpaired ones. Namely, it suggests that although communication

CHAPTER 3. SOCIOECONOMIC STATUS AND NETWORK LOCATION

51

load difference Di on every line:

Di =

X
j∈∂i

Wi→j −

X

Wj→i

(3.1)

j∈∂i

should increase with degree k, it should be bound by an upper limit in the case of humanoperated lines. Numbers operated for non-personal use like business hubs and spawn spreaders may have very large Di because they are usually operated only for sending or receiving
phone calls independently, but not for both at the same time.
2. Other types of business hubs may have large numbers of paired communications
despite their limited Di . These business hubs include the phone numbers for company
landlines, roadside assistance, or other services requiring instant follow-up by the recipient
of the phone call. To filter out these hubs we assume that the paired communication:

Ri =

X

min(Wi→j , Wj→i )

(3.2)

j∈∂i

also increases with k, but is limited for lines for personal use. The decay of the tail is
supposed to follow a power-law due to the preferential attachment rule [91].
The last assumption is: 3. Most phone numbers in the network are for personal use,
which results in the number of non-human-operated lines being small.
After we introduce these basic assumptions, empirical analysis can be applied to build a
model describing human-operated line behavior. The model simplifies to a parametric probability distribution depending on two random variables Di and Ri , and a variable maximum
degree k which controls the parameters. Under the preferential attachment rule of assumption 2, it is reasonable to assume the distributions of both Di and Ri for a given k deviate
from a maximum entropy distribution and show a power-law tail. A good approximation is
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the log-logistic distribution:

P (Di |k) ∼ LL(di , αD (k), βD (k)),

(3.3)

P (Ri |k) ∼ LL(ri , αR (k), βR (k)),

(3.4)

and

where
LL(x, α(k), β(k)) =

(β/α)(x/α)β−1
.
[1 + (x/α)β ]2

(3.5)

This also suggests the logarithm of both metrics follows a normal-like but exponential
tailed logistic distribution:

P (log Di |k) ∼ L(di , µD (k), sD (k)),

(3.6)

P (log Ri |k) ∼ L(ri , µR (k), sR (k)),

(3.7)

and

where
1
sech2
L(x, µ(k), s(k)) =
4s(k)
with µ(k) = log(α(k)), and s(k) =

1
.
β(k)



x − µ(k)
2s(k)


,

(3.8)

Based on the knowledge we have, this distribu-

tion is the best choice even though we cannot precisely provide an exact fitting. However, the
fitting results strongly support the approximation geometrically (Figure 3.1). The model involves four parameter sequences: µ̂D (k), ŝD (k) and µ̂R (k), ŝR (k). To determine the function
of dependency, we pick the interval k = 40 to 160. We consider this a normal range of degrees wherein the nodes are almost all human-operated to fit the trend of µ and s. Adequate
numbers of observers in each degree division guarantee the reliability of the results. The
estimated µ̂D (k), ŝD (k) and µ̂R (k), ŝR (k) can be simply described by linear models within
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this range (Figure 3.2, R2 > 0.98). The relations are then used to predict parameters under
other degree ranges.
After validating the assumptions, we are able to implement the learning process by performing a hypothesis test:
1. Fit the model of training data and get the sequence of estimated µ̂D (k), ŝD (k), µ̂R (k),
and ŝR (k).
2. For each node i with given difference di , number of communication pairs ri and degree
ki , calculate the p-value of pD (i) = P (D < di |ki ), and pR (i) = P (R < ri |ki ).
3. Set a threshold p using the following test to classify the nodes:
If:
p < pD (i) < 1 − p

∧

p < pR (i) < 1 − p

(3.9)

then i is a human-operated line. Otherwise a p-value outside the range defined above will
be rejected by the null hypothesis: H0 → i is a human-operated line. It will be labeled as
a non-human-operated business hub due to its extraordinarily unbalanced communication
pattern or large volume of communication events.
Last but not least, the threshold p should be optimized. Suppose the network follows the
exact distribution given by the model above. The fraction of outliers (non-human-operated
lines)  is exactly 2p. The difference  − 2p can be approximately regarded as the number of
non-human-operated lines or ‘outliers’. Figure 3.3 is the plot of p over  − 2p. A maximum
is reached when p ∼ 1.6 × 10−5 . At that point, the filter is the most sensitive to detecting
outliers since it covers the boundary of human- and non-human-operated nodes.
The result of data filtering is shown in Figure 3.4. The final network has 1.07 × 108
nodes (97.27% of the total data) and 2.46 × 108 links. There are 4.51 × 107 reciprocal social
ties. The size of the giant connected component is 99.2% and the average degree is 4.7. The
maximum degree k is 1056 and the maximum total communication load of a single node
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is ∼ 10K including messages and calls, which is reasonable for a person who is active in
business contacts during a three-month period.

3.3.2

Network overlook

After filtering the non-human active nodes by a machine-learned model trained on human
natural communication behavior, we construct a final network of 1.07×108 nodes in a giant
connected component made of 2.46×108 links. The ties, or links, in the network correspond
to phone call communications, since we expect that communication patterns are indicative of
an individual’s location in the social network [91, 92, 93]. The financial cost of using phone
services makes it possible that there is a systematic bias in how much wealthy individuals use
the phone services relative to people that have less money to spend on phone calls. Although
the effect might be limited, we cannot rule out this possibility with the present data.
Despite the large scale of our data source, we note that working on a single specific
country as in the present study is not enough to grant generality to our results. In order to
test the general validity of the present results, access to other countries’ whole-populationlevel communication and banking datasets would be needed. As more datasets become
available, the generality of our results can be tested across different economic and social
systems.

3.4

Network Influence and Financial Status

To address the problem in describing the relations between network influences and financial
status, we had to carefully choose the proxies in identifying both network influences and
financial status. In this section, we introduce how we obtained and defined these two concepts by regularize both financial and network metrics. Linear regression models were also
performed in identifying the significances of the variables.
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Visualization Studies

Figures 3.5a and 3.5b show the communication patterns geolocalized across the country of
individuals in the top 1% and bottom 10% of credit limits, respectively. The inequality in
the patterns of communication between the top economic class and the lowest is striking
and mimics the economic inequality at the country level [94]. It is visually apparent that
the top 1% (accounting for 45.2% of the total credit in the country) displays a completely
different pattern of communication than the bottom 10%; the former is characterized by
more active and diverse links, especially connecting remote locations and communicating
with other equally affluent people. Particular examples of the extended ego-networks for
two individuals (with same number of ties) ranking in the top 1% and bottom 10% provide
a zoomed in picture of such differences (Figs. 3.5c and 3.5d, respectively). The wealthiest
1-percenters have higher diversity in mobile contacts and are centrally located, surrounded
by other highly connected people (network hubs). On the other hand, the poorest individuals
have low contact diversity and are weakly connected to fewer hubs.
In order to quantitatively describe the structural differences between people with different
levels of credit limits, we performed an entropy analysis. First, we choose people within
the top 5% and bottom 5 to 10% credit limit percentiles, representative of the wealthy
and poor populations respectively. Then, we randomly divided both groups into 20 small
subgroups where each subgroup contained N (0) ∼ 2700 bank clients. Next, we expanded
each subgroup’s contacts by a distance ` to get a subnetwork and clustered the nodes in the
subnetwork through modularity analysis (see chapter 2) into different communities, finally
counting the number of nodes inside each community (ni ). The entropy of this subnetwork
is defined as:

S=−

X
i

pi log pi ,

(3.10)
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is the fractional size of community i. Also, we introduced two indicators:

(1) Rn (`) = N (`)/N (0), which is the ratio between the size of the augmented network N (`)
and the size of the initial subgroup N (0), and (2) Rc (`) = C(`)/C(0), where C(`) is the
number of communities in the augmented network and C(0) is the number of communities
in the initial subgroup. Supplementary Table 3.1 shows the results of entropy S, Rn (`) and
Rc (`) across an average of 20 subgroups, with uncertainties.
The entropy in subnetworks generated from the poor population is higher than in subnetworks generated from the wealthy population, while the numbers of both the total communities and nodes are smaller. This suggests that the sizes of the communities in the subnetwork
of poor people are relatively more balanced than in the wealthy population. Namely, wealthy
people are more likely to form larger and more closely-connected communities which result
in relatively low entropy. The result of Rn and Rc shows the significant difference between
the size and diversity of the subnetworks of the wealthy and poor populations. By expanding
their contacts, people with higher credit limits ‘collect’ more people and more communities.
Such differences exist even when we increase the value of ` to 4. The result of the entropy
analysis implies that the network structure of these two groups may be significantly different. Wealthy people have higher diversity in mobile contacts and are centrally located,
surrounded by other highly-connected people (network hubs).
Entropy analysis results also provide evidence of homophily, which implies that there
exists a higher probability that two wealthy individuals are connected than that a wealthy
individual and an extremely poor individual are connected. Since society is known to have
this strong stratification property embedded in social networks, we would expect that this
feature is expressed in our network. For example, if wealth implies higher degree, then
homophily will lead to higher correlations, higher k-shell scores for wealthy individuals, and
higher CI. Thus, part of the effect we observe in the present study might be due to the effects
of homophily. However, the exact picture of how homophily affects the wealthy population
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is still to be discovered. The crux of the matter is to find a reliable social network metric to
quantify this visual difference in the patterns of network structure between the rich and the
poor, as we show next.

3.4.2

Identifying personal financial status

As discuss in the first section, financial status is obtained from the combined credit limit
on credit cards assigned by banking institutions to each client. The credit limit is based on
composite factors of income and credit history and therefore reflects the financial status of
the individual. The credit limit is pulled from an encrypted bank database and identified
by the encrypted clients’ phone numbers registered in the bank. Thus, we are able to
precisely cross-correlate the financial information of an individual with their social location
in the phone call network at the country level. There are 5.02×105 bank clients who have
been identified in the mobile network whose credit limit ranges from USD $50 to $3.5×105
(converted from the country of study). Thus, the datasets are precisely connected providing
an unprecedented opportunity to test the correlation between network location and financial
status.
We use the following statistics to identify economic effects: First, we separate the individuals into groups on sampling grids in variable space (1D as segment bins and 2D as
grids). In each group (with more than 10 people for statistical significance), we count the
fraction of wealthy individuals, defined as those individuals in the top 4-quantile Q > 0.75
or who have a total credit limit greater than USD $4,000 (converted).
Besides the credit limit, transaction amount and credit score the bank data also provides
the information of the clients’ birth years. Age as a variable is independent from the network
metrics (Supplementary Table 3.2) and correlates with the percentile-ranking credit limit
(r = 0.42). However, we do not know the model used by the bank to assign the credit limit,
so the age may be a complex reflection of the mixed effects of both increased income and
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increased account history. Thus, the correlation between age and credit limit might not be
capturing only variation in actual wealth but also the amount of information the bank has
about the customer.
To quantitatively evaluate the variance caused by network metrics when combined with
other factors, we employed Analysis of Covariance (ANCOVA) [95]. ANCOVA is an analysis
method which conducts regressions between covariate (CV) and dependent variables (DV)
under different groups of categorical independent variables (IV). In this case, regression
was made between covariate CI and the dependent variable, the fraction of wealth. As
in Fig. 3.11d, CI is divided into 100 partitions. Based on the information to which we
have access, ANCOVA was applied separately among the following independent variables:
gender, age, and residential communities. Gender was naturally divided into two groups.
Age was grouped year by year from 18 to 65 in a total of 48 groups. The communities were
identified by their registered zip code. To reduce the dimensionality of the problem and
directly quantify the effect of geographical location, we first sorted the communities by the
fraction of wealthy people inside and divided them into 50 balanced groups. We assigned to
every community an ‘Index of Community Wealth’ (ICW), which is the quantile ranking of
each group that the community belongs to.
The correlation between IVs and CV are shown in Supplementary Table 3.3. The negligible correlation between these variables ensures the basic assumption of independence in
ANCOVA. Also, in order to test the robustness of our results, the same method was applied
under different thresholds of credit limits to define the wealthy population: Q = 0.75 (the
threshold we used), 0.85 and 0.95.
The basic output of ANCOVA is a series of p-values showing the significance level of the
regression model between CV and DV in different IV groups, and the analysis of variance
(ANOVA) [95] evaluating the significance of the IVs’ effects. The estimated slopes with 95%
confidence intervals are shown in Figure 3.7. Our results show the following:
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1. All IVs’ effects are significant (p < 0.001); namely, the fraction of wealthy people is
different among different groups of gender, age or communities.
2. Inside most groups of each IV, the variation caused by CI is also significant (p < 0.001).
The only exception is that CI’s effect is only significant when the clients are older than
24 years (Supplementary Figure 3.7b). This result indicates that the effect of network
metrics, in most cases, is independent from the other known factors.
3. The slope of regression varies in different groups. However, all the slopes with significant values are positive.
4. The results of 1 to 3 above are robust under different thresholds of credit line, so Fig.
3.11 is also similar under different thresholds. Therefore, we focus our results on a given
quantile threshold Q = 0.75 for the remainder of the study. Although the violation
of homogeneity in 3 prevents us from making a direct comparison between variables,
these results imply that CI significantly and independently affects the fraction of the
wealthy population.

3.4.3

Network metrics selection

Many metrics or centralities have been considered to characterize the influence or importance
of nodes in a network [69, 79, 96]. Here, we consider only those centralities that can be
scaled up to the large network size considered here: (a) degree centrality ki (number of
ties of individual i) is one of the simplest [69], (b) PageRank, of Google fame [42], is an
eigenvector centrality that includes the importance of not only the degree, but also the
nearest neighbors, (c) the k-shell index ks of a node (Fig. 2.4a), i.e., the location of the
shell obtained by iteratively pruning all nodes with degree k ≤ ks [40], and (d) the collective
influence of a node with degree ki (Fig. 2.4b) in a sphere of influence of size ` defined by the
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by optimal percolation theory [43]. The detailed definition is provided in Chapt 1 and section
3.
As opposed to the other heuristic centralities, CI is derived from the theory of maximization of influence in the network [44]. The top CI nodes are thus identified as top influencers
or superspreaders of information, and they do so by positioning themselves at strategic locations at the center of spheres surrounded by hubs hierarchically placed at distances ` (Fig.
2.4b). These collective influencers also constitute an optimal set that provides integrity to
the social fabric: they are the smallest number of people that, upon leaving the network (a
process mathematically known as optimal percolation [43]), would disintegrate the network
into small disconnected pieces.

3.4.4

Correlation between network metrics and financial status

By definition, all of the metrics have similarities (e.g., they are proportional to k, and PageRank and CI are based on the largest eigenvalues of the adjacency and non-backtracking matrices, respectively [43]), and indeed, we find that their values in the phone communications
network are correlated (Table 3.2). More interestingly, Fig. 3.11 provides evidence of correlation of the four network metrics with financial status (ranked credit limit) when we control
for age, indicating that the network location correlates with financial status. In this figure,
we plot the fraction of wealthy individuals (defined as top 4th quantile, equivalent to a credit
limit greater than USD $4,000. See section above) for details about validation methods and
[93]) in a sampling grid for a given value of age and social metric as indicated.
To compare the value of the social metrics to the economic status of individuals, we have
to draw out the best one to describe network location influence effects. We sum up all the
age groups and consider the effect of network metrics to demonstrate the effects of each
variable.
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The reason for using the aggregated model instead of the direct correlations at the individual level is because the regression models at the individual level are based on certain
assumptions that are not satisfied by our data. Thus, we were unable to apply regression
models at the individual level, and instead provide data at an aggregated level. The failure
of regression models at the individual level is due to two reasons:
1. The distribution of credit limit (CL) for a given level of ANC [which is a log-normal-like
distribution with several peaks located at integers such as 50,000 or 100,000 (Supplementary Figure 3.8a)] is not invariant under changes in ANC. That is, the distribution
changes shape when ANC increases, showing an increasing fraction of high-CL population while the fraction of people around the mean value stays unchanged (Supplementary Figures 3.8b–d). Such behavior directly violates the constant variance assumption
of regression models and causes the data to be poorly captured by least-square regression models.
2. Besides the above fluctuations in the credit limit, other unknown factors may provide
random fluctuations in inferring individuals’ financial status. Such combined random
effects are considerable at the individual level. However, aggregation models reduce
the fluctuation caused by random factors, and the effect of the network emerges at the
population level.
Thus, we adjust our statistical model to reflect the complexity of economic effects from
network metrics and aggregate the data as follows:
First we separate the individuals into groups of sampling grids in a variable space (in 1D
as segment bins and in 2D as grids). In each group (with more than 10 people for statistical
significance), we count the fraction of wealthy individuals defined as those individuals in
the top 4-quantile Q > 0.75 or who have a total credit limit greater than (equivalent to)
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USD $4,000. The dependence of our results on different wealth thresholds is provided in the
subsection above.
Besides the degree, the volume of communication may have correlations with economic
status since we could not eliminate the systematic bias caused by phone call service fees.
We investigate the correlation between the fraction of wealthy people and the average communication load per link: AVLi =

Wi
,
ki

where Wi is the volume of communication events and

ki is the degree of node i. The regression result shown in Supplementary Figure 3.10 shows
that there is no significant correlation between the average communication volume per link
and the fraction of wealthy individuals. Therefore, the effect of communication volume is
negligible in comparison with the other variables considered in this study.
Fig. 3.9 shows the results. The large fluctuation in degree for higher quantiles in Fig. 3.9a
implies that the effect of degree involves complex social patterns rather than only the local
properties of the degree of the node. Thus, we abandon the use of degree for further study as
an indicator. k-shell is good enough to present a positive correlation of high network location
influence. However, due to the limited values of k-core, it cannot provide finer resolution for
prediction (Supplementary Figure 3.9b). Therefore, k-shell is also not considered for further
studies as an indicator. The performance of PageRank (Supplementary Figure 3.9c) with
a slightly negative correlation suggests that it is not the optimal variable to rank economic
status, and thus it is not considered herein.
Finally, CI (Supplementary Figure 3.9d) shows strong global correlation and satisfying
resolution, which makes it a convenient metric for quantifying the influence of network
location. The strong correlation with CI is invariant under different radii of influence `
(Supplementary Figure 3.12).
We notice a non-monotonic oscillatory behavior of the fraction of wealthy people when
using k and CI as variates (Supplementary Figures 3.9a and 3.9d). This effect is complex and
cannot be captured by either the degree or CI, and may not be limited to local properties.
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The oscillation is reduced when using CI in the analysis, and this is one of our reasons
for choosing CI as a potential predictor. We will continue investigating the non-monotonic
pattern in future work.

3.4.5

Composite metrics and financial status

While all of the social metrics show correlations with financial status when considered with
age (Fig. 3.11), the question remains of which metric is the most efficient predictor. Strong
correlations with economic wellness are observed for the feature pairs (age, k-shell) (R2 =
0.96, Fig. 3.11c) and (age, CI) (R2 = 0.93, Fig. 3.11d). The analysis on the section above
indicating that k-shell and CI better capture the correlation with credit limit. Between these
two metrics, CI guarantees a requirement for both strong correlation and sufficient resolution.
K-shell cannot capture further details due to its limitation of values (k-shell ranges from 1
to 23, dividing the whole population into this small number of shells with a typical shell
containing tens of millions of people), while CI spans over seven orders of magnitude (Fig.
3.6). This high resolution implies that CI is a more accurate social signature for the financial
status of the individuals. According to its definition (Fig. 2.4b), a top CI node is a moderate
to strong hub surrounded by other hubs hierarchically placed at distance `. However, we
emphasize that CI is just a useful strategy for the reasons shown above, and by no means
the only or best strategy to correlate the wealth of individuals and their network influence.
While the theory behind CI is a global maximization of influence, CI represents the
local approximation to this global optimization. Thus, CI represents a balance between a
global optimization and its local approximation, taking into account the first 2 or 3 layers
of neighbors via the parameter `, which represents the size of the sphere of influence used to
define the importance of a node, Fig. 2.4c. By changing `, we discover that CI with ` = 2 is
sufficient to capture the correlation between network influence and wealth (Supplementary
Figure 3.12).
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To track the effect of CI independently of age we investigate the effects of CI inside
two specific age groups in Figs. 3.13a and 3.13b. In both age groups, high CI is always
accompanied by a higher population of wealthy people. A relatively smaller slope in age
group <30 suggests that the CI network effect is more sensitive for older people with more
mature and stable economic levels, than for younger people (see in Supplementary Figure
3.7). When we combine age and CI quantile ranking into an age-network composite: ANC
= α Age + (1 − α) CI, with α = 0.5, a remarkable correlation (R2 = 0.99, Fig. 3.13c) is
achieved. By combining network information with age, the probability to identify individuals
with a high credit limit reaches ∼ 70% at the highest earner level. Such a level of accuracy
renders the model practical to infer individuals’ financial fitness using network collective
influence as we show next.

3.4.6

Network Diversity and and Financial Status

Our combined datasets also offer the possibility to test the importance of the diversity of
links, as measured by ties to distant communities in the network not directly connected to
an individual’s own community, at the level of single individuals [70, 71, 45]. To this end, we
first detect the communities in the social network by applying fast fold modularity detection
algorithms which implemented as follows:
Personal structural hole [75] effects were evaluated by the ratio of total weights attached
with nodes outside a community kout , to those inside a community kin . A fast community
detection algorithm introduced by Blondel et al. [38] was implemented in this work. The
algorithm aims to maximize the modularity function [38, 39]:

Qm =

Wi Wj
1 X
[Wij −
]δ(ci , cj ),
W i,j
W

(3.11)

where Wij is the number of communication events loaded on link i, j and ci is the community
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Wi,j and W = Wij
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The global maximization of modularity

was achieved by iteratively calculating the local maximization of normalized networks based
on communities. Different communities were labeled during each iteration. Among all the
communities, we chose the clustering of the second iteration to control the average scale of the
community to 102 . There are 4.92 × 105 communities inside the network. The distribution
of community sizes is fat-tailed with a largest community size of 106 (Supplementary Figure
3.14). The fraction of wealthy individuals inside each community is independent of the size
of the community (r < 0.05).
After we label the network with its communities, we can evaluate an individual’s structural hole effect [75] by introducing the diversity ratio DR. DR is defined by the ratio of
total communication events with people outside one’s own community Wout to those with
people inside the community, namely Win , DR =Wout /Win . The ratio is weakly correlated
with CI (r = 0.4). The same statistic of composite ranking was implemented as CI with
the same number of statistic segments and composite factor α = 0.5 as in the text. The
result (Fig. 3.13d) shows that the structural hole effect also has a strong correlation with the
distribution of affluent individuals while it is weakly dependent on CI. This result confirms
the importance of the ability to communicate with outside communities via “weak ties” for
personal economic development [71].
The diversity of an individual’s links can be quantified through the diversity ratio DR
= Wout /Win [75], defined as the ratio of total communication events with people outside
their own community, Wout , to those inside their own community, Win . This ratio is weakly
correlated to CI (R = 0.4), suggesting that it captures a different feature of network influence. We implement the same statistics of composite ranking as before, resulting in an
age-diversity-composite ADC = α Age + (1 − α) DR, with weight α = 0.5. The result
(Fig. 3.13d) shows that ADC correlates with individual financial wellbeing, generalizing
the aggregated results in [45] to the individual level. Thus, the social metrics considered,
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DR and CI, express the fact that higher economic levels are correlated with the abilities to
communicate with individuals outside one’s local tightly-knit social community, a measure
of Granovetter’s “strength of weak ties” principle [70] and to position oneself at particular
network locations of high CI that are optimal for information spreading and structural stability of the social network. We note that no causal inference can be established with the
present data.

3.4.7

Validation by Marketing Campaign

To validate our strategy we perform a social marketing campaign whose objective is the
acquisition of new credit card clients, by sending messages to affluent individuals (as identified by their CI values) and inviting the recipients to initiate a product request. In the
text we sent during the campaign, we did not provide a specific product. Instead, the only
information we provided was to notify the client that he/she was eligible for an offer from
the bank. This somehow eliminated the bias caused by the nature of a product which may
have a different appeal to wealthy or poor people.
We note that in this experiment we use an independent dataset from a different time
frame, and we use only the CI values extracted from the network to classify the targeted
people. Specifically, we use the communications network resulting from the aggregation
of calls and SMS exchanged between users over a period of 91 days. The resulting social
network contains 7.19 ×107 people and 3.51 ×108 links. The campaign was conducted on a
total of 656,944 people who were targeted by an SMS message offering the product according
to their CI values in the social network. We also sent messages to a control group of 48,000
people, chosen randomly. To evaluate the campaign, we measured the response rate, i.e., the
number of recipients who requested the product divided by the number of targeted people,
as a function of CI. In the control group, the response rate to the messages was 0.331%.
Our results show that groups of increasing CI show an increase in their response rate, with
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a sound three-fold gain in the rate of response of the top influencers (as identified by top CI
values) when compared to the random case. When we compared the response of the high CI
to the lowest CI people, the response rate increased five-fold. The results of the experiment
are summarized in Table 3.4 and in Fig. 3.15.

3.5

Discussions and conclusions

This result highlights the possibility of predicting both financial status and benefits of
socially-targeted policies based on network metrics, leading to tangible improvements in
social marketing campaigns. The high performance of CI among network metrics also suggests the possible role of accessing and mediating information in financial opportunity and
wellbeing [71]. This has an immediate impact in designing optimal marketing campaigns by
identifying the affluent targets based on their influential position in a social network. This
finding may be also raised to the level of a principle, which would explain the emergence
of the phenomenon of collective influence itself as the result of the local optimization of
socio-economic interactions.
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Table 3.1: Results of the group entropy analysis for the wealthy and poor population.
wealthy population: quantile ranking Q > 0.95, poor population: quantile
ranking0.05 < Q < 0.1
S
Rc (`)
Rn (`)
wealthy 6.37±0.12
5.5±0.4
9.3±0.7
`=1
poor
6.68±0.10
4.3±0.3
7.1±0.5
wealthy 7.94±0.10
141.3±4.7
6.3 ± 0.2 × 102
`=2
poor
8.38±0.14
101.6±3.4
3.1 ± 0.1 × 102
wealthy 9.11±0.11 443.0±11.5
7.6 ± 0.4 × 103
`=3
poor
9.30±0.12
390.9±6.0
4.9 ± 0.4 × 103
wealthy 10.23±0.02 565.4±10.7 5.10 ± 0.04 × 104
`=4
poor
10.23±0.04 517.0±9.0 4.23 ± 0.05 × 104
Table 3.2: Correlation (r-values) between the metric centralities obtained from the social
network and age.
Age
k
k-shell
PageRank

k
-0.021

k-shell
-0.016
0.972

PageRank
-0.033
0.648
0.589

log10 CI
-0.007
0.953
0.960
0.575

The correlation between gender and other features is presented through the Point-Biserial
correlation coefficient, and other correlations are Pearson correlations. Point-Biserial correlaq
n1 n0
−X̄0
.
tion coefficients quantify the male as 1 and female as 0 and are defined as: r = X̄s1n−1
n(n−1)
n is the total number of samples. n1 and n0 refer to the population inside each group. X̄1
and X̄0 are the means of the variables in each group. sn−1 is the estimated unbiased standard
q
Pn
1
2
deviation of X: sn−1 = n−1
i=1 (Xi − X̄) .

Table 3.3: Correlation between covariate CI and independent variables: age, gender and
Index of Community Wealth (ICW).
Gender
ICW
Age

CI
-0.0419
-0.0093
-0.0007

Gender

ICW

0.0131
-0.0116

-0.0022
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Table 3.4: Results of the real-life marketing campaign.
CI range
Count Quantile Answered Yes Response Rate
[0,48]
66495
0.1
170
0.26%
(48, 246]
65164
0.2
218
0.33%
(246, 600]
65961
0.3
316
0.48%
(600, 1144]
65376
0.4
332
0.51%
Individuals
(1144, 1992]
65477
0.5
363
0.55%
(1992, 3408]
65477
0.6
458
0.70%
(3408, 6032]
65736
0.7
493
0.75%
(6032, 11772]
65641
0.8
555
0.8%
(11772, 28740]
65683
0.9
657
1.0%
(28740, 2719354] 65683
1.0
573
0.87%
(“Count”) were targeted according to their quantile CI ranking in the whole social
network obtained from phone communications activity. The response to the campaign
(“Answered Yes”) was computed to calculate the Response Rate.
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D

E

Figure 3.1: Logistic fitting result for k = 50, 100 and 200.
The result of paired communication R is presented in log-log scale in order to highlight the
fitting for the exponential tails.
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Figure 3.2: Scaled parameter estimation and its linear fitting:
(a) µ̂D (k), (b) ŝD (k), (c) µ̂R (k), (d) ŝR (k).
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Figure 3.3: Number of outliers  − 2p vs cut-off threshold p.
Maximum is reached when p ∼ 1.6 × 10−5 .
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Fraction of Outliers
Figure 3.4: Final result of data filtering.
The result is presented in the space of k and communication pairs R. The data points were
put into a grid bin of 200×200. The color represents the fraction of outliers in each bin.
The filter gives us a gradual boundary of human- and non-human-operated lines.
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Figure 3.5: Patterns of network influence mimic patterns of income inequality
Visualization of communication activity of the population in (a) the top 1% (with credit
limit larger than USD $25,000, converted, in the country of study) and (b) bottom 10%
(with credit limit smaller than USD $600, converted) of total credit limit classes. Links are
between bank clients who have registered their zip code. Resolution of both plots is
1700 × 1000. The number of bank clients inside each community is reflected by the size of
the node. Average credit limit is denoted by a node’s grayscale. The color and thickness of
the edges reflects the number of communication events between different communities. (c)
Examples of the ego-network (extended to two layers) for an individual in the top 1%
wealthy class and (d) an individual in the bottom 10% class. The networks show two
distinct patterns of social ties according to high and low economic status: the former is
characterized by large CI, the latter by low CI.
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Figure 3.6: Distribution of network metrics.
(a) degree, (b) k-core, (c) PageRank, and (d) Collective Influence (` =1 to 4). Collective
Influence follows a double-tailed distribution. A small peak for larger CI emerges for even
`.
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Figure 3.7: Estimated slopes in different groups of independent variables.
(a), Age, (b), Index of Community Wealth (ICW), and (c), Gender. 95% confidence
interval is marked by error bars in the plot. Different thresholds of wealth Q are labeled by
different colors.
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Figure 3.8: Distribution of Credit Limit (CL) under different age-network composite (ANC)
groups.
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Figure 3.9: Fitting results of wealthy population vs. network influence metrics along with
corresponding R2 values.
(a) Degree (0.51), (b) k-core (0.99), (c) PageRank (0.28), and (d) Collective Influence
(0.80). All variables are normalized to [0, 1] by the quantile ranking to ensure an adequate
number of data points in each partition. The entire quantile ranking is divided into 200
segments from minimum to maximum. Only those groups with population larger than 10
are shown on the plot. Out of the four metrics, CI is the most convenient for capturing
high correlations and presenting a large range of values that allow us to classify the whole
population.
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Figure 3.10: Fraction of wealthy people vs. average communication event load per link
(AVL).
AVL is in log-10 scale and divided into 200 partitions. Each group with a population of
more than 10 is considered in counting the fraction of wealthy people inside the group.
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Figure 3.11: Fraction of wealthy individuals vs. age and network metrics.
Correlation between the fraction of wealthy individuals vs. age and (a) degree k
(R2 = 0.92), (b) k-shell (R2 = 0.96), (c) PageRank (R2 = 0.96), and (d) log10 CI
2
(R = 0.93). Only those groups with population larger than 20 are shown in the plot. The
four metrics correlate well with financial status when considered with age. Further
correlations studies indicating that CI could be considered as the most convenient metric
out of the four due to its high resolution.
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c
Fraction of Wealthy

Figure 3.12: Fraction of wealthy people in each group against age and logarithm collective
influence for different radius.
Radii ` range from 1 to 3. Communities are determined by 200 segments covering from the
bottom 1% to top 1% of CI values. Only those groups with population larger than 10 are
shown on the plot.
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Figure 3.13: Fraction of wealthy individuals over different age and composite ranking groups.
Correlation between the fraction of wealthy individuals as given by the top 25% credit
limit and CI in different age groups of (a) 18-30, (b) >45. Correlations between top
economic status and large collective influence as determined by CI values in different ages
are significant in all age groups, while the slope of the linear regression is larger in the older
group (0.053 compared to 0.037). (c) Age-network composite ranking ANC = 1/2 Age +
1/2 CI, and (d) age-diversity composite ranking ADC = 1/2 Age+ 1/2 DR. By combining
the network metrics with age into a composite index, the chance to identify people of high
financial status reaches ∼ 70% for high values of the composite. Both R2 show a high level
of correlation (R2 = 0.99 and 0.96 for ANC and ADC, respectively), making both
composites good predictors of wealth in practical applications.
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Figure 3.14: Distribution of community sizes in the entire social network at second iteration.
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Figure 3.15: Response rate vs. CI quantile in the real-life CI-targeted marketing campaign.
The response rate increases approximately linearly with CI ranking. The CI-targeted campaign shows a three-fold gain for the top influencers with high CI, as compared with a
campaign targeting a randomized control group.

Chapter 4
Application 2: Deep Learning in
Prognosis of Breast Cancer
In this chapter, we introduce another application of network models in machine learning:
Network-based deep learning models in predicting pathology result of breast tumor via MRI
scan images. The following sections will demonstrate how the combination of deep-layer
network models contribute to a real world complex classification problems. The behavior of
such complex model will be investigated and evaluated by a standard testing procedures.

4.1

Problem Description

Breast cancer is a cancer developed in breast tissue. It has become the most major thread
on women’s life Worldwide, this invasive cancer affects about 12% of women worldwide
and comprises 22.9% of invasive cancers in women [97]. Most early-stage breast cancer
can be controlled or even cured by continuous and proper treatment [98]. Due to the high
occurrence and fatalness of the cancer, oncologists suggest that the population with high-risk
take regular body examinations to detect the sign of cancer earlier.
85
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By the research so far, risk factors for developing breast cancer include: being female,
obesity, lack of physical exercise, drinking alcohol, hormone replacement therapy during
menopause, ionizing radiation, early age at first menstruation, having children late or not at
all, older age [99]. Another significant factor is the inheritance of risky genes from family.
About 5–10% of cases are due to genes inherited from a person’s parents [100], including
BRCA1 and BRCA2 among others. Genetic testing is the most efficient way in filtering
these population[101]. In American, many hospitals provide genetic test for patiences to
determine whether they have risky genes for breast cancer and ask for a regular examination
of breast.
The signs of early breast cancer including physical change of breast tissue, cysts and
unidentified tumor (mostly are benign) [98]. The detection methods can varies from physical
examination, ultrasound, micrograph (Fig. 4.1a), Magnetic Resonance Imaging (MRI) (Fig.
4.1b) and biopsy[102]. The biopsy is the most accurate method which directly take tissues
from breast. However, this method requires that the pathologist know exactly the location
of suspicious tissue and usually it takes time to obtain the result and is painful to the
patients. Micrograph and MRI imaging will quickly locate the suspicious areas and provide
preliminary visual information (like the size, shape, texture of a tumor). Nevertheless, the
disadvantage of micrograph and MRI imaging obvious: the numbers of machine operating
the test is limited and the cost is high for most patients.
Due to the large amount of risky gene carriers and limited medical resources, it is unlikely
to make every risky person to do the expensive MRI scans in a very frequent pace (like once
half an year). In the following sections, we discover that in most cases even a risky patient
with benign tumor in the breast, the chances of this tumor transforming into malignant
is still low if proper treatment is received. Therefore, for most patients, the frequency of
the MRI scan can be reduce to once or year or even less. However, by the means so far,
pathologists make the empirical diagnose based on her/his own experiences and some basic
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patterns. Such decisions may varies from doctors to doctors and the intensive examine on
daily basis will increase the error rate made by pathologists.
Recently, artificial intelligence (AI) equipped with image recognition models has been
widely used in oncology diagnosis. Some models has been developed based on Convolutional
Neural Networks (CNN) in classifying skin cancer ([103]), finding the knots in lung ([104])
and brain tumor segmentation [105]. However, the application of AI on MRI images are
limited especially for breast cancer. Classical feature methods are developed [106] to assist
the pathologists to grade the type of tumor and breast and fibroglandular tissue [107]. The
state-of-the-art application of deep learning in breast cancer is to detecting the area of
malignant tissues via micorgraph [108]. The accuracy of such AI methods are promising and
comparable to pathologists. AI’s has advantages in recognizing the anomaly because usually
they trained on a huge amount of samples. Another important reason is AI always record tiny
features that usually beyond recognition of human so that the decision will be made based
on more details even though it is hard to interpreted. However, AI also have limitations.
First the AI are learning based on statistical model which requires a large amount of training
set. Second, most AI models are designed for particular cases. Last but not the least, the
classification process of AI is very difficult to interpreted which make it very difficult to find
information from the model. Especially, there are very few models developed base on MRI
images due to the following reason:
1. MRI scan are 3-D space imaging technique which results in the output is a 3-D tensor
while most of the image recognition model are based on 2-D images.
2. To apply a 3-D CNN on MRI images are not practical. This is mainly because the
number of parameters on 3-D CNN are large even with a simple model but usually the
number of MRI images for training are limited.
3. The topology of the class distribution will be more complicated if in a 3-D space. It

CHAPTER 4. DEEP LEARNING IN DIAGNOSING BREAST CANCER

88

requires a fine-tuned model design to reflect the complexity.
4. Information is sparse in 3-D MRI scan space. Usually, suspicious tissues only occurs
in a small area while the rest of breast are normal. Area filtering are necessary before
proceed to further analysis.
Nevertheless, most of the obstacles can be overcome by adequate MRI data and appropriate priors. Good priors may include: a matured pre-trained models that is used for
the general classification problem, well labeled images indicating the location of suspicious
tissues and some reference image from points of different time series.
Combined with all the informations we can access. We would like to build a working frame
based on the deep learning technique to develop a tool to assist pathologists in diagnosing
pathology result of a breast tumor. The purpose of the tool can be separated into the
following stages:
Stage 1 Picking up the area in which is likely to be or containing a tumor.
Stage 2 Predict the pathology result of tumor (benign or malignant)
Stage 3 For a patient, given her/his past scan history, predicting the tumor growth in
the future.
This three stages are considerably important in increasing the efficiency of pathologist
in filtering the real risky cases. It will largely save the time and work which will result in a
more efficient distribution of medical resources to wherever is urgently needed.

4.2

Related Works

Computer vision technologies have been long and widely used in developing computer-aided
diagnosis (CAD) systems for processing various medical images including MRI [109]. The
CAD systems are commonly divided into two categories: abnormality detection (CADe) and
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computer-aided diagnosis (CADx). CADe systems focus on detection of abnormal area in
the images while CADx systems focus on classification of target areas.
Current progresses on CADe systems are limited. Common methods with traditional
feature extraction algorithms perform very well in highlighting stiff tissues such as microcalcification clusters [110]. However, for soft tissues, most of the CADe systems rely on multiple
resources such as mammographies and CT’s rather than simply MRI images [110, 109]. The
reason is that unlike other organs such as brains or lungs with relatively unitary cells consistence, tissues in breasts are highly diverse and complicated [111]. Soft tissues such as
fats, lobules and milk ducts are significantly different both latitudinally (from person to
person) and longitudinally (from time to time) which makes it very difficult to identify the
anomalies. Such difficulty in pattern recognition also results the low rate of automation of
CADe systems [111]. However, inspired by the successful application in brain soft tissue
segmentation [112], deep learning has been a merging area of studies and several projects
have been undergoing in developing the fully automatic CADe systems[113]
On the other hand, CADx systems draw more attention from researchers which results in
more breakthroughs than CADe systems. The first trial for doctors using machine learning
is the diagnosis assistant system created by Meinel [114] in which researchers implemented
a simple neural network with an input layer of 13 features and a hidden layer consists of
3 neurons. The features were selected from the statistical properties of relative intensity,
spiculation, tumor radius, etc. The simple network significantly increases the performance
of pathologists by raising the accuracy from 0.798 to 0.912. A recent version of CADx which
is based on Convolutional Neural Network achieves 0.720 to 0.874 of accuracy under different
rendering types of MRI image sequences [115]. However, currently CADx systems can not
automatically detect the abnormal areas which means they highly rely on the doctors making
the region selection.
We notice that, in most of the related works, CADe and CADx systems are developed
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independently. However, as we know, trained doctors can easily distinguish the tumor tissues
from MRI scans and simultaneously give the preliminary results. Such high efficiency of
human in pattern recognition implies the possibility of combining both CADe and CADx
systems. In this work, we propose an AI system with two agents which can deliver the
function of CADe and CADx at the same time.

4.3

Data Description

We conduct a collaborated with Memorial Sloan Kettering Cancer Center (MSKCC), one
of the leading cancer research center in the world. MSKCC provides us almost anonymized
250,000 breast MRI images during the period from 2001 to 2016. These 250,000 images
belong to 76,795 scans on 22,809 breasts cases for about 12,000 subjects. The types of scans
are determined by the signal sequences while making the images. There are three main types
of MRI sequences:
1. T1: The timing of radio frequency pulse sequences used to make T1 images results
in images which highlight fat tissue within the body [116]. Usually, radiologists will
performing a fat saturation operation to reduce the brightness of fat tissue in order to
show the detail of the tissue inside.
2. T1 with contrast: T1 with contrast uses the same imaging sequence as T1 without
contrast. The only difference is before the scan, the subject will be injected with some
contract agent (usually is Gadolinium based) to control the signal decays of different
tissue. This kind of sequence will result in the highlight of desired tissue. Usually, T1
with contrast enhanced MRI will be a series of images as a function of time.
3. T2: Unlike T1. T2 images highlight both fat tissue and water within the body. The
T2 sequence will indicate the bio-activity of specific tissues because an activate tissue
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has a faster pace of metabolism which leads to a larger amount of water consumption.
[116]
Once a scan is made by a MRI machine, images with the above three different sequences
will be automatically generated. Hence a patient may have multiple images per scan. These
images are identical in outline shapes except for the contrast and highlights. For each scan,
the radiologist usually scans the both sides of breasts so that for each subject, they will
create 1 or 2 breast scans each time they came to hospital and received MRI screening.
Some cases (13,167 out of 22,809) have at least one follow up scan after first time they got
scanned. The date and time for the follow up scans are also recorded in the original file so
that we can track the cases. In our work, we trained and tested our model on T1 contrast
and T2 sequences because these two sequences are believed by pathologists to be the best
to recognize the nature of tumors.
Despite the original anonymized images, we also obtained the anonymized clinical results
from pathologists as the label of each scan. The scans are labeled as a score called BIRADS
which ranges from 0 to 6. BIRADS are the scores assigned by the pathologists to reflect
the risk of malignance of the breast according to the MRI scan. Scans with BIRADS ≤ 3
usually consider as non-risky scans no matter whether there are tumors inside. Therefore,
the scans with BIRADS ≤ 3 (9,078 out of 76,795) will not be sent to biopsy for further
examination. The pathology result is automatically labeled as B̈enign.̈ The rest of the scans
are BIRADS ≥ 4 which are considered by pathologists as dangerous cases. In this scenario,
further examination of biopsy will be taken to determine whether the tumors are benign or
malignant. Among all the 9,078 scans with BIRADS ≥ 4, there are 4,625 (50.9%) of them
that are malignant.
We notice that less than half of the cases sent to biopsy are truely malignant. In the
task 1 and 2, we are aiming to developing a tool to assist doctors to reduce the number of
cases sent to for biopsy while maintaining the sensitivity to detect all true malignant result.
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And for task 3, we want to predict the pathology result through the follow up cases to
see whether our deep learning algorithm can detect the early sign of transformation before
human pathologist.

4.4

System Design

Fig. 4.2 shows the design of the system. The system is consist of three parts: feature
extraction agent, image selection agent and pathology prediction agent. The key of the
system idea is to reduce the 3-D image recognition problem into a combination of 2-D image
recognition problem. The idea is to mimic the pathologists when they infer the nature of
the tumor. 3-D MRI images was divided along the sagittal axis (y-axis which is the vertical
plains generated from the screening left to right) into several image slices. Because the size
of the MRI images may vary from scans to scans, the number of resulting slices also varies.
The three agents worked as a combined workflow to evaluate the pathology results based
on the image slices selected. Feature extraction agent first extracting the features from the
images to reduce the dimensions of the system. Then the features of each slice are send to
the slice selection agent to select the slices where the tumors most likely to locate. After
that, the selected slices will be send to the pathology prediction agent in which the score of
malignance of each slice will be evaluated and then combined as the final output indicating
the prediction result.
Due to the deep structure of this framework, number of parameters will be considerable
if we did not apply any priors. Nevertheless, by carefully design the training and inferring
process and using a pre-trained network are the possible ways to avoid over-fitting of the
system. In the sub-sections below, we will describe each agent in details.
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Feature Extraction Agent

In the feature extraction agent, we use a pre-trained deep Convolutional Neural Network
(CNN) to extract the image features which is a vector of the scores of each feature. In this
work, we use Inception v3 developed by Google [1] which is the champion of 2015 ImageNet
image recognition competition. It achieves 21.2% top-1 and 5.6% top-5 error for single frame
evaluation on 1,100 general class of images. The number of network parameters may vary
due to drop-out process and the upper limit is 25 million. Fig. 2.14 is a visualization of the
model architecture. Section 1.7 has the detailed description about how the network works
in extracting the features.
The output number of features is 2,048 for the Inception v3 which we believed to be
adequate in capturing the feature information (including low, median and high level). In
the dataset, the typical dimension for the images are 256 × 256 × n where n is the number
of slices which ranges from 10 to 110 and most n is locate at 30 to 40. Thus, after feature
extraction, the 3-D images has largely reduced to 2-D feature maps with the dimension of
n × 2048 and ready to proceed to next agent: Image Selection.

4.4.2

Image Selection Agent

For image selection agent, each 2048-long feature vector will be evaluated by a universal
approximator [55] to get a score of chance containing tumors or suspicious tissues. The
slices with the top k scores will be sent to the final pathology diagnosis network.
In practical use we found that instead of picking single slices from the feature map, it
is more efficient to select a window with length of k and send the reduced feature map
k × 2048 to the pathology prediction network. That is mainly because the tumors are 3-D
objects which cross multiple slices. The window-based approach improves the performance
of pathology prediction agent (about 10% increment of accuracy). In this case we choose
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k = 3 as an optimized length of window which balanced the performance and computational
time.
Since the slices we picked are inside a window, the appearance of the image will be related
as a sequence and so to the feature vectors. Thus it is possible to reduce the variables of
the problem using the property. Bi-directional Recurrent Neural Network (RNN) with Long
Short-Term Memory (LSTM) cell [64] is an appropriate approach for the problem. The
structure of RNN is shown in Fig. 4.3a. The output of both directions are aggregated to the
final universal approximator to obtain the score. In this case the number of output nodes
is 50 for each direction. Therefore the final universal approximator has 100 nodes and the
final output is a score of risk which is evaluated by the slices images in the window.
By sliding the windows from the beginning, we obtain the n−k scores with the convolution
process. The score are identical if we slide from the other end because the symmetry of
network structure. At the end of image selection agent, window with highest score will be
send to the final pathology prediction agent.

4.4.3

Pathology Prediction Agent

Because the structure of the input is the window of feature map with size k × 2048. Thus we
can use the similar structure of RNN with LSTM cell as the image selection agent. But unlike
image selection agent, the final layer of the prediction agent is a fully connected classifier
which classify the result of the tumor: benign or malignant. Fig. 4.3b shows the structure
of the prediction network.

4.5

Training and inferring

For all the three agents, except for the pre-trained CNN in feature extraction agent, the last
two agents will be trained on our specific dataset.
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We separate the total 76,795 samples into training set and test set where 90% (69,116)
of the scans are training set and 10% of them are test set. We also keep the fraction of
malignant results (12%) the same inside two datasets. The size of training set is adequate
for the problem to avoid over-fitting. However, as we stated at the beginning, the information
is sparse along the dataset. Carefully design of the training process is needed to perform a
proper training.
The workflow of the training process is shown in Fig. 4.6, the training for image selection
agent and pathology prediction agent are separate. Between each meta-step, the training
of the two networks are independent. The basic workflow is to evaluate the performance of
selection agent by the feedback given by the training of prediction agent. The score of each
window is updated based on the prediction performance for each meta-step. By repeating
the training over meta-steps, the score of each window inside are accumulated and the slices
and will increase the performance over the meta-steps.

4.5.1

Bootstrapping Training

Because the samples are limited and it is a typical unbalanced training problem. Also, the
variance caused by different appearance of breast are unknown. In order to simulated the real
time scans according to the real distribution of MRI appearances. We choose bootstrapping
sampling when we perform the training process.
Bootstrapping [117] is the name for any sampling with replacement. When we are feeding
the batch (100 samples) inside each meta step, we sample evenly with replacement from both
malignant and benign scans (50-50 each). This will ensure for each training step, the network
receive the equal information from both sides and infer with no biases of prior malignant
probabilities.
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Score based Reinforcement Training

The lack of location information of tumors are the major problem for our training process.
To overcome the problem and let the computer automatically detected the slices with tumor
images. We introduce a reinforced learning process in automatically optimizing the slice
window selection.
As shown in Fig. 4.6, the reinforcement learning is designed by the following algorithm:
1. Initially, for all slices windows j in scan i, the score Si (j) = 0.
2. Pick the slice window m ∼ m + k with maximum L-2 norm of feature vector Fi (j):
P
mi = argmax j..j+k ||Fi (j)||2 as the initial window selection. Initial the score with
j

Si (mi ) = 1
3. Reset the weights for both image selection agent and pathology prediction agent.
4. Train the selection agent based on the score. The loss function used for the universal
P
approximator is the least square score: EU A = (Si − ˆ(Si ))2
5. Use re-trained selection network to obtain the estimated score of Ŝi (j) of each slice
window j for every scan i.
6. Pick the slice window with the maximum estimated score m̂i = argmaxŜi (j)
j

7. Pass the selected slice window to prediction agent and train the prediction agent with
the true class Ci of scan i. The loss function used for the training of prediction network
is the softmax cross entropy function: ξ(Ĉ, C) = −Ĉlog(C) − (1 − Ĉ)log(1 − C) where
C, Ĉ = 1 if the true/predicted scan result is malignant. Otherwise C, Ĉ = 0
8. Update the score of each slice window x based on the selection result with Gaussian
Kernel:
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(4.1)

Where d = 0.1 is a damping factor for previous memory. σ = 3 is a factor to control
how wide the score distributed along the center. Ri is the prediction feedback given by
the pathology prediction agent. If the pathology prediction agent gives a CORRECT
prediction on malignant case: Ri = 1. Else if the pathology prediction agent gives a
INCORRECT prediction on a benign case: Ri = 0.5. Otherwise, Ri = 0 for all other
prediction.
9. Repeat steps 3 to 8 as a meta-step. Continuous training to accumulate the score of
each slice window.
Ideally, by the process of learning, the selection agents will be accurate in selecting the
slices window with potential risky tissues. However, the converge process is very slow without
any prior information of what tumors looks like. Further discussion will be provided in the
result section.

4.5.3

Inferring

Similar to the training process, the inference process follows the workflows below (Fig. 4.6b):
1. Use trained image selection agent to obtain the estimated score of Ŝi (j) of each slice
window j for every scan i.
2. Pick the slice window with the maximum estimated score m̂i = argmaxŜi (j)
j

3. Pass the selected slice window to prediction agent and make the prediction of pathology
result Ĉi of scan i.
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Unlike the training process, we do not use the softmax function for inferring the final
result. Instead, we use a controlled threshold to make our inference more flexible for different
scenarios.
The output of inference network are two digits (l0 , l1 ) which represent the log-likelihood
of two classes (benign and malignant correspondingly). We set up a thresholds ζ and mark
all the scans with l1 − l2 > ζ as malignant. By controlling the threshold ζ, we are able to
obtain a curve called the Receiver operating characteristic (ROC) [118] to proceed to further
evaluation of the model.
In order to increase the sensitivity of the result and avoid any missing malignant tissue,
practically the result will be obtained by comparing all the slice windows with top 3 scores.
If all the prediction result gives negative (benign), then the scan is labeled as benign.

4.6

Results

We test our result on both T1 and T2 sequences. We set up three tasks to test our performance of the model:
1. Based on all scans, predicting the pathology result before the doctor given the BIRADS
of each scan.
2. Predicting the pathology result after the doctor given the BIRADS of each scan.
Namely, we train the networks based on the scans with BIRADS ≥ 4 and try to
assist the doctor for the further biopsy result.
3. Predicting the BIRADS class rated by the pathologists. Instead of the pathology result,
we set up the two classes by BIRADS ≥ 4 and BIRADS < 4. This task is to evaluate
how close the networks can simulate the rating of pathologists.
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To evaluate the result, we use Receiver operating characteristic (ROC) curve. The ROC
curve is a convex curve plotted on True Positive Rate (TPR) and False Positive Rate (FPR)
(Please see the table 4.1 for the detailed definition of TPR and FPR). To evaluate the
performance of the model, we use the AUROC (Area under the ROC curve) as a proxy
of curve convexity. The larger ROC means the model reduces the false positive rate while
keeping a high sensitivity (TPR) in detection.
The performance of pathologist also can be marked as a point in the TPR-FPR space.
According to the labeling process of BIRADS and criteria of doing biopsy. We can assume
that the prediction of biopsy result made by pathologists is by BIRADS. If BIRADS ≥ 4,
we assume the doctors made the prediction of ’malignant’ on the scan. Because malignant
tumors can only be detected after they send to biopsy, the doctors always get the TPR = 1.
On the other hand, among all the 9,078 scans with BIRADS ≥ 4, there are 4,625 (50.9%)
of them are malignant. Thus the FPR rate for the doctors are 0.509.
Because the first-type error (miss any malignant case) is fatal in clinic, our goal for the
network models is to assist the doctors to filter the scans to reduce the FPR rate to save
the cases send to biopsy while keeping the TPR equals to 1. Such criteria will result a very
restrict threshold ζ in making the prediction.

4.6.1

Feature Properties

After the feature extraction agent, all images are compressed to vectors with 2048 features.
Generally, the variables are not independent due to the limited degree of freedom in the
MRI scans with same type. Fig. 4.4 plot the empirical Pearson Correlation Matrix between
features (fi , fj ) and clustered the nodes with their intensity of correlation / anti-correlation.
Four major highly correlated clusters have emerged. Although the meaning and the exact
nature of these features are difficult to interpret, the correlation implies the feature map can
be reduced to a more compact model with less parameters.
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Training Result

During the training, in order to correctly evaluate the performance over meta-steps. We
choose cross validation [119] methods to monitor the convergence of the training function.
In each meta-step, we randomly hold out two batches (200 samples with 100 in each class)
as the validation data. After each cycle of meta-step, we evaluate the validation accuracy
(see table 4.1 for definition) and loss function of the pathology prediction agent. The result
of the three tasks are shown in Fig 4.5.
The convergence of loss function and accuracy is very slow and random due to the randomness of the selection process. We could observe several step-like increments during the
training which implies the progress made by reinforced learning processes. However, due to
the limitation of our computation time and resources, we can not obtain more results after
the future steps.

4.6.3

Testing Result

We plot the ROC curves for the three tasks based on T2 sequences. The results for top-1
slice inference are shown in Fig. 4.7. The corresponding area under ROC curve (AUROC)
and the test accuracy is presented in Table 4.2. The result of a single slice window inference
(Fig. 4.7a to c) shows the network performed best for task 1 with an overall accuracy of
65%. However, the accuracy does not meet the requirement of a reliable predictor. Accuracy
will increase if we aggregate the prediction result on the window slice with top 3 scores (the
output prediction is taken from the window slice with largest differences in log-likelihood:
(l1 − l0 ) ). The accuracy will slightly increase due to the increment of sensitivity. However,
as we increase the number of candidate slice windows to 5, the model becomes oversensitive
which results in a drop of accuracy. Moreover, from the right end point of ROC curve, TPR
drops immediately when FPR drops. These phenomena imply that pathology network is not
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correctly trained due to a mistaken selection of slices which very likely exist.
The poor performance of task 2 implies the relations between pathology result and MRI
scan visual information can not be easily identified. If we plot the ROC over a subset of
test samples with BIRAD = n (Fig. 4.7d), we can find that the algorithm is more sensitive
to the samples with high BIRADS value. This is intuitive because a higher BIRADS value
means there is more evidence for pathologists to believe the tumors are malignant. It implies
the prediction network actually captures such evidence. Nevertheless, these evidence are not
very outstanding over the noise or image feature variance.
Task 3 is a reference to compare the differences between the machine and doctors in rating
the risk of scans. We notice that the model performs better in Task 1 (direct approach) than
Task 3 (mimic doctors). This may indicate the intrinsic differences in capturing the evidences
of pathology results.
We also compare the result of Task1 between different MRI sequences. Fig. 4.8 is the
comparison between T1 images with contrast and T2. T1 contrast slightly out-perform T2
with an small 5% increment in the ROC statistic. This suggests that highlighting of tumor
location benefits the prediction result.

4.7

Discussion and conclusion

The preliminary analysis above demonstrates the ability of the network in discovering the
signs for different types of tumors. However, such ability is not reliable because the prediction
network is not well trained. The critical reason for the ill trained network is that we have no
prior information of the tumor locations. In the areas outside tumors, malignant scans looks
the same with benign scans. Misfed slice windows will result a poor variable space for the
training set. Although Reinforcement Learning can be helpful in filtering the tumor images,
the efficiency of the model is not guaranteed.
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Several approaches can be applied to improve the performance of the model.
1. Brutally extend the computational ability to accelerate the training step in order to
get more meta-steps of reinforcement learning.
2. Boost the learning accuracy by introducing the prior of tumor images. MSKCC has
been working on labeling the rough location of tumor for 1000 scans. These scans with
tumor will be a good bootstrap training set.
3. Make full use of T1 post contrast sequences. Although the information of the water
signal will be lost in T1 sequences, T1 are mode widely used among pathologists
in predicting the pathology result. However, T1 post contract images are generated
in sequence after screening, the relations between images in different time step also
matters in identifying the area and type of tumor. Therefore the complexity of the
problem in capturing the image signals will become more complicated which requires
an other carefully designed models.
The project is still on-going. It will continuously updated when new information is
available.
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Table 4.1: Confusion Matrix used for

Predicted
Results

Malignant
Benign

Biopsy Results
Malignant
Benign
True Positive (TP)
False Positive (FP)
False Negative (FN) True Negative (TN)

Table 4.2: Test result summary for three tasks
Task 1
Task 2
Task 3

Top-1 AUROC
0.688
0.574
0.647

True Positive Rate T P R =
False Positive Rate F P R =
Accuracy AC =

Top-1 Accuracy
0.630
0.550
0.604

TP
T P +F N
FP
T P +F N

T P +T N
T P +T N +F P +F N

Top-3 Accuracy
0.660
0.585
0.632

Top-5 Accuracy
0.575
0.545
0.630
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Figure 4.1: Example of micrograph and MRI image for a breast tumor
The example shows inferring process for a slice window size of 3. Feature vectors of slices
are sequently input to an RNN with LSTM cell. The RNN is bi-directed, the final output of
both direction are h− and h+ (50 nodes for each). Hidden nodes h− and h+ are aggregated
and input to the next level: a) Universal Approximator for Image selection (scoring) network
b) Pathology Prediction Network.
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Figure 4.2: Workflow of deep learning in predicting the pathology result from MRI scan
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Figure 4.3: Structure of Image Selection Network and Pathology Prediction Network
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Figure 4.4: Structure of Image Selection Network and Pathology Prediction Network
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Figure 4.5: Loss function and validation accuracy change with training steps
For task 1 and task 3, we trained for 700 meta-steps while for task 2 is 600.
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Figure 4.7: ROC curves for different tasks
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Figure 4.8: ROC curves of T1 with contrast and T2
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Chapter 5
Conclusion
From all the analysis above, we can conclude network-based statistical inference models are
powerful tools for solving a varies problem in the real world. It is advantage in representing
the variable correlation make it especially suitable for high dimensional but sparse problems
like image recognition and big data mining. However, network based models are facing
bottlenecks in nearing future due to several reasons. Some of the major reasons are:
1. As the deep learning models become deeper and wider. Understanding and reasoning
of the model become extremely difficult. Just like the features of CNN, for most of the
nodes inside deep learning models has no corresponding meanings related to logical
recognition. Such complexity result in the optimization and debugging of the network
is complicated and resources consuming work, both for time and computational.
2. The learning efficiency for network based model is extremely low compare with human.
For example, CNN requires millions of images to make it manage to recognize objects.
However, it only require few images for human. The reason why CNN has such poor
efficient is that CNN is missing some logical relations between different part of objects.
For example, Both pictures in Fig. 5.1 are categorized as human face for CNN because
112
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they just record the feature rather than record their spatial relations. Also, to infer
the view from another angle of an 3D object is also difficult for CNN’s where human,
on the other hand, can easily done it.
3. Although the network based network inference model can be applied in many occasions.
However, for the problem with unstructured data where the input variable size may
varies and some variables may be missing. The fix-structured network models will not
be suitable to solve the problem. Namely, networks are lack of ability to ”reasoning”.
Some major breakthroughs has been made to overcome the limitation of network inference
model. One of the promising solution is the use of capsule by Hinton [120]. In this work
Hinton mimic the activity of human’s cortex in brain deeply. The work pack a group of
neurons whose activity vector represents the instantiation parameters of a specific type of
entity such as an object or an object part into a capsule. Active capsules at one level
make predictions, via transformation matrices, for the instantiation parameters of higherlevel capsules. When multiple predictions agree, a higher level capsule becomes active. By
implementing such complex interaction, capsules are able to perform better then CNN in
recognizing the overlap digits which shows the sign of reasoning.
Although the research on capsule is just started, the development of more powerful
network based tools never stops. We are expecting a brighter future on network applications
with unprecedented possibilities.

CHAPTER 5. CONCLUSION

Figure 5.1: An example showing how CNN fails
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Chapter 6
Appendix: Code and Files
Code and related files for Chapter 4 are available in the following link:
https://github.com/shaojunluo/Disseration
The description of each files are listed below. To Complete the project, files must be
executed in the following order. Due to privacy reason, data files are not listed in the
repository:

6.1

Preprocessing

1. read dicom.py Reads all .dicom files and extract information from DICOM files (datetime, type, subject ID, dimension etc.). Output as a table with a list of folders and
corresponding information.
Input: Dicom image files are organized in a way as following: Unstacked Dicom files
are grouped inside a folder for each scan. The order of the file is the order of slices.
Dicom files must have valid header including the information listed above.
Parameters: Parameters are set inside file. 1. image dir: master directory of files
contain all dicom files. 2. output file: output csv file listing the location, index and
115
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information of each dicom scan.
Execution and Output: To execute, simply type ”python read dicom.py” in the
console. The output is a csv file specified by output file.
2. read birads.py Cleans the BIRADS data from folder table generated by read dicom.py.
Index and merge the scan information from two tables from tow resources. Filter the
data with valid image and text information.
Input: 1. The CSV file which isgenerated from read dicom.py listing the location,
index and information of each scan. 2. Patients’ BIRAD data table provided by
MSKCC.
Parameters: Parameters are set inside file. 1. folder list: location of input CSV file.
2. BIRAD data: location BIRAD data file.
Execution and Output: To execute, simply type ”python read birads.py” in the
console. The output is a csv file ’T1/T2 label.csv’.
3. read biopsy.py Combines the biopsy result table with DICOM file according to the
subject ID and date of completion. Generates and validates the final labeled table for
each scan.
Input: 1. The CSV file which is generated from read dicom.py listing the location, index and information of each scan. 2. Patients’ biopsy data table provided by MSKCC.
Parameters: Parameters are set inside file. 1. folder list: location of input CSV file.
2. PATH data: location biopsy data file.
Execution and Output: To execute, simply type ”python read biopsy.py” in the
console. The output is a csv file ’path $DATE$.csv’.
4. list filter.py Filters the specific sequence of MRI scans (T1, T2, etc) according to the
key words written in the DICOM file.
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Input: .CSV file generated from read dicom.py listing the location, index and information of each scan.
Parameters: Parameters are set inside file. folder list: location of input CSV file.
Execution and Output: To execute, simply type ”python list filter.py” in the console. The output is a csv file of filtered list.

6.2

FeatureExtraction

extract features.py Feature Extraction Agent. Extract features of DICOM files from pretrained Inception v3 CNN [1]. It automatically downloads and runs the models on MRI
images stored as DICOM files in a folder (1 scan per folder). The output of each scan is the
feature map matrix n*2048 where n is the number of DICOM files and 2048 is the number
of feature extracted.
Input: 1. CSV file generated from read dicom.py listing the location, index and information of each scan. 2. Corresponding dicom image files organized in the original way.
Parameters: Parameters are set inside file. 1. list file: location of input CSV file. 2.
image dir: master folder location of dicom image files. 3. bottleneck folder: output folder
for feature matrices.
Execution and Output: To execute, simply type ”python extract features.py” in the
console. The output is the folder storing feature map matrices (.npy) for each scan. Filenames are named after the scan folder name.

6.3

Training-and-Testing

1. funclib.py Function library for training and testing.
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Usage: To use the function inside funclib, simply include ’import funclib’ inside script.
The function and description is listed in the file.
2. preparing data.py Preparing the dataset for training and test.
Input: 1. CSV file generated from read biopsy.py listing the location, index and biopsy
information of each scan. 2. Feature matrix files extracted from extract features.py.
Parameters: Parameters are set inside file. 1. list file: location of input CSV file. 2.
bottleneck dir: master folder location of feature matrices. 3. train fraction: fraction
for the training data. Default is 0.9
Execution and Output: To execute, simply type ”python preparing data.py” in the
console. The output are the following files: 1. X train / X test,npy: feature matrices
for the training / testing set. 2. P train / P test.npy: ground truth of pathology result
for training / testing set. 0 as benign and 1 as malignant. 3. L train / L test.npy:
BIRADs (0 to 6) for training / testing set. 4. Y train / Y test.npy: BIRADs for
training / testing set in one-hot representation.
3. rnn reinforce v3 training.py Trains the Selection Agent and Prediction Agent using the reinforcement learning describe in Chap 4. The training is deployed on the
CPU machine with tensorflow. Change of loss function and training accuracy are
stored when training.
Input: feature matrices and pathology ground truth files generated from preparing data.py
Parameters: Parameters can be tuned inside file. The list of parameters are the
following:
display step = 10 # display the result for each display step meta-steps
meta step = 1000 # total meta steps for training
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alpha = 3.0 # width factors for score (see the scoring update in Chapter 4)
DGNS steps = 500 # steps for Diagnosis Agent training in each meta step
DGNS steps final = 1000 # steps for Diagnosis Agent training at final meta step
DGNS learning rate = 1e-3 # damping factor of Diagnosis Agent training
UA steps = 500 # steps for Selection Agent training in each meta step
UA learning rate = 1e-4 # damping factor of Selection Agent training
num input = 2048 # number of feature for each slice
DGNS hidden = 50 # number of nodes in hidden layer for Diagnosis Agent
class list = [0,1] # class label for training. For training on pathology result, 0 is benign
and 1 is malignant
DGNS classes = len(class list) # total number of classes
window size = 3 # size of slice window
UA hidden = 50 # number of nodes in hidden layer for Selection Agent
DGNS batch size = 20 # Diagnosis Agent batch size for EACH class in each training
step
UA batch size = 20 # Selection Agent batch size for EACH class in each training step
validate batch = 100 # batch size for validation
start step = 0 # starting meta step count. This can be changed if you wish to start
from pre-trained network. In this case, the model file must be specified. (see line 423)
Execution and Output: To execute, simply type ”rnn reinforce v3 training.py” in
the console. The output model file (RRNN v3 $META STEP$.meta) is automatically
generated for each display step meta steps. Training accuracy and lost function value
of validation batch are also stored for each display step meta steps.
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4. Inference.py Infers the result of trained Selection Agent and Prediction Agent. ROC
curve and confusion matrix are generated during the inference to evaluate the performance of trained model.
Input: 1. Feature matrices and pathology ground truth files generated from preparing data.py. 2. Model files of trained networks.
Parameters: Parameters are set inside file. 1. X test / L test: Location of feature
matrices and ground truth for data to inference. 2. model file: Model file location.
Execution and Output: To execute, simply type ”rnn reinforce v3 training.py” in
the console. The output is a CSV file recording the ground truth, predicted loglikelihood of every class for each scan. Also, the script output the confusion matrix,
prediction accuracy, ROC curve and area under ROC curve on the screen.

6.4

Running Requirement

Suggest running environment is Unix system with python 2.7 support. The machine is
recommended with multi-thread CPU and RAM ≥ 64GB. Data is stored in external disk
but require a cache space for 100 GB. GPU computing is recommended.
Python package requirements for the codes are: Tensorflow, sk-learn, numpy, pandas, pydicom, datetime, matplotlib, random and glob. Suggest deployment of python in Anaconda
environment. For more information, please check: https://www.anaconda.com/
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[30] Marc Mézard and Giorgio Parisi. The bethe lattice spin glass revisited. The European
Physical Journal B-Condensed Matter and Complex Systems, 20(2):217–233, 2001.
[31] Simon Haykin and Neural Network. A comprehensive foundation. Neural networks, 2
(2004):41, 2004.
[32] Jacob Benesty, Jingdong Chen, Yiteng Huang, and Israel Cohen. Pearson correlation
coefficient. In Noise reduction in speech processing, pages 1–4. Springer, 2009.
[33] Leann Myers and Maria J Sirois. Spearman correlation coefficients, differences between.
Wiley StatsRef: Statistics Reference Online, 2006.
[34] Dietrich Stauffer and Ammon Aharony. Introduction to percolation theory. CRC press,
1994.
[35] Jerome Friedman, Trevor Hastie, and Robert Tibshirani. Sparse inverse covariance
estimation with the graphical lasso. Biostatistics, 9(3):432–441, 2008.
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