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Preface
In this thesis, we study the second-order cone complementarity problem, SOCCP for short. This
problem is to find a solution satisfying a system of equations and a complementarity condition
defined on the Cartesian product of second-order cones, simultaneously
Classical complementarity problems, such as linear complementarity problems, nonlinear com-
plementarity problems, and mixed complementarity problems, are defined on the nonnegative or-
thant, and have been studied extensively so far. For linear complementarity problems, Lemke's
method was proposed in the 1960's as an approach to solve convex quadratic programming prob-
lems. For nonlinear complementarity problems, studies on the nonsmooth reformulation approach
flourished in the 1990's, in which Fischer-Burmeister function or the min function were employed
to construct an equivalent system of nonsmooth equations.
On the other hand, studies for SOCCPs have begun only recently. For example, Fukushima, Luo
and Tseng introduced a scheme of analyzing SOCCPs by using Jordan algebra. It requires, however,
quite different analysis from the classical complementarity problems since the Jordan product
is not associative in general. Hence, many problems remain unsolved, and efficient algorithms
have yet to be developed. Meanwhile, the SOCCP has a big potential of applications. Although
efficient algorithms based on interior point methods have been developed for linear second-order
cone programming problems (linear SOCPs), studies on algorithms for solving nonlinear SOCPs
are scarce. Since the Karush-Kuhn-Tucker conditions for an SOCP take the form of SOCCP, we
may apply algorithms for SOCCPs to solve SOCPs. In addition, there are many applications that
are peculiar to sqCCP. For example, the robust Nash equilibrium problem to be studied in this
thesis is one of such applications.
The main contribution of this thesis is to propose efficient algorithms for solving SOCCP. We
propose two different types of algorithms. One is based on Newton's method in which smoothing
and regularization methods are combined. This algorithm enjoys a very nice convergence property
under mild conditions. The other algorithm is based on the matrix splitting method for linear com-
plementarity problems, which is particularly effective for large-scale problems with sparse matrices.
The practical efficiency of both algorithms are confirmed by means of numerical experiments.
Another contribution is to define a new concept for a non-cooperative game with incomplete
information. This concept is called the robust Nash equilibrium, which is defined when each player
determines a strategy by presuming the uncertainty of information. Moreover, we show that the
problem of finding such an equilibrium reduces to SOCCP under appropriate assumptions.
iV Preface
   It is not long since the studies on SOCCP has begun, and much possibility may be hidden.
The author hopes that the thesis will be helpful for further studies on SOCCPs and other related
problems.
Shunsuke Hayashi
  Deceinber 2004
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1.1 Second-order cone complementarity problem
In the realm of mathematical programming, there have been a large number of studies on comple-
mentarity problems. The linear complementarity problem (LCP) [9, 10, 24, 48, 61, 67, 86, 871 is
the most fundamental class of complementarity problems, of which concentrated studies began in
the 1960's for solving convex quadratic programming problems [23, 27]. Thereafter, Nash equilib-
rium problem for the bimatrix game was formulated as an LCP, and some efficient algorithms like
Lemke's method has been proposed [73, 74].
   The nonlinear complementarity problem (NCP)[11, 26, 70, 111, 118] is the problem where
the linear function in LCP is replaced by a nonlinear function. Many practical problems such
as traflic equilibrium problems [35, 41, 42, 44, 62, 72], spatial equilibrium problems[21, 94], and
nonlinear Nash equilibrium problems [38, 45, 88, 89, 122] reduce to NCP. In the 1990's, studies
for solving NCP made significant progress. Especially, the nonsmooth reformulation approach
was one of the main research streams, which is tQ reformulate NCP into a system of nonsmooth
equations by using Fischer-Burmeister function or the min function [36, 37, 106, 110], and to solve
the nonsmooth equation by the generalized Newton methods[64, 68, 96, 98] or the smoothing
Newton methods[12, 16, 69, 75, 99, 100]. Thanks to such innovative studies, a lot of results for
Ncp have been o6tained.
   Recently, the complementarity problem on second-order cones (SOCs) has attracted much at-
tention. This problem is called the second--order cone complementarity problem(SOCCP) [15, 19,
43, 57, 921, which is to find ,a triple (x,y, <) E {R" × ee" × EYIV such that
                         xErc, yEJC, xTy=O, I7(x,y,C)=O, (1.1.1)
where F : ee" × ee'n × eeV - se" × ee" is a continuously differentiable mapping, and rc c ee" is the
Cartesian product of second-order cones, that is, K = IC"i × rc"2 ×･･･× ICn'n with n = ni +･･･+nrn
and the ni-dimensional second-order cone rc"i c ee"i defined by
                      rcni := {(zb z;)T E Erl × Erlni-1 liz2112 ff{ zl}･
    SOCCP is a wide class of problems containing NCP and second-order cone programming prob-
 lem (SOCP) [2, 76, 82, 85, 112]. For a given function f : een - een, NCP is to find a vector x E ee"
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such that
                          x;}i O, f(x) }) O, xTf(x)-O. (1.1.2)
It can be easily seen that NCP (1.1.2) is equivalent to SOCCP (1.1.1) with ni = n2 = ･･･ = nm == 1
and F(x,y,<) = f(x) -y since rci is the set of nonnegative reals. On the other hand, SOCP is
written as
                               minimize e(z)
                              subjectto t)t(z)Erc, (1.1.3)
where e : ee" - ee and or : ee'n - eeV are continuously differentiable functions. The KKT conditions
for SOCP (1.1.3) are given as
                 AErc, "y(2)Erc, AT'r(z)=O, Ve(z)+V'y(z)A=O (1.1.4)
with the Lagrange multiplier A E {JIM. By setting x := A, y := pa, < := z, and
                         F(A,pa,z) :- (.,(Yi.ryeZ,)(.)A))
the KKT conditions (1.1.4) reduces to SOCCP (1.1.1).
   Let S" be a set of n×n matrices, and F : 8n × Sn × ee" - Sn × eeV be a given function.
Then, the semidefinite complementarity problem(SDCP) [49, 50, 71, 104, 120] is to find a triple
(x, ]ir3 <) E ,sn × sn × eev such that
                    xlo, yto, xey= o, F(x,yl<)= o,
where X t O means the positive semidefiniteness of X and the operator,e denotes the inner
produgt associated with matrices, i.e., XeY := trace(XTY). The KKT conditions for a semidefinite
programing problem (SDP) [1, 28, 108, 115, 116, 117] can be written in the form of SDCP. Moreover,
SOCCP is the special case of SDCP, which can be seen by the fact that, for x = (xi,x2) G ER × ERn-i
and the matrix defined by
                              .-(:l st)'
we have the relation
                               X >- O o xE rcn.
However, it is not advantageous in general to reformulate an SOCCP to an equivalent SDCP and
solve it as an SDCP, since SDCP deals with matrices, and therefbre, is mUch more expensive
computationally than SOCCP.
   Ifor NCP, there has been much study on algorithms and applications. On the other hand, study
for SOCCP has begun recently, and hence, there are many issues to be studied. Although some
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results on SOCCP-functions and their smoothing functions aye shown ln [43, 19, 15], any concrete
algorithm has not been developed and many properties remain unc!ear. The main reason why
more problems on SOCCP remain unsolved than NCP is that SOCCP is defined on the Cartesian
product space of SOCs, which is difficult to analyze, in contrast with the fact that NCP is defined
on a nonnegative orthant. Ifor example, Fukushima, Luo and TsengI43] introduced a scheme for
analyzing SOCCP by using Jordan algebra, which requires quite different analysis from NCP since
the Jordan product is not associative in general.
   Another motivation to study SOCCP is its possibility of wide applications. Ifor linear SOCPs,
many efficient algorithms based on primal-dual interior point methods have been developed [76,
82, 112]. However, studies on nonlinear SOCPs are relatively scarce. Since the KKT condltions
for SOCP can be regarded as an SOCCP, we may apply algorithms for SOCCPs to solve SOCPs.
On the other hand, there are many applications that are peculiar to SOCCP. The robust Nash
equilibrium problem[58] to be studied in Chapter 5 is one of such applications. In the field of
architecture, a certain kind of equilibrium problem with frictional contact･can be formulated as an
SOCCP [66]. As these instances show, SOCCP is applicable not only to the KKT conditions for
SOCP but also to many other practical problems.
1.2Overview of the thesis
The thesis is organized as follows. In Chapter 2, we give some preliminaries. Especially, we give
some notations, basic properties, mathematical techniques and existing results that are necessary
for the later arguments. In Chapter 3, we construct an eficient algorithm for solving SOCCP, by
combining a regularization method with a smoothing method, in which the smoothing function
proposed in [43] is adopted. Moreover, we show global and quadratic convergence of the proposed
algorithm under the monotonicity assumption. In Chapter 4, we propose an algorithm effective for
large-scale SOCCPs, by extending the matrix splitting method for LCP to SOCCP. The algorithm
is based on the SOR method for LCP. However, the proposed algorithm utilizes a special techniques
for solving subproblems, of which structure is much more complicated than that of NCP. In Chapter
5, we define the concept of robust Nash equilibrium and show that the problem of finding such
equilibria can be reformulated as an SOCCP. The robust Nash equilibrium is a new concept for
the non-cooperative game, in which each player determines each strategy by taking the uncertainty
of information into consideration. More detailed overview of Chapters 3-5 will be stated in the




In this chapter, we give some definitions and basic results that will be useful in the subsequent
chapters.
2.1Notations
Throughout the thesis, we use the following notations. IJbr a vector x E een, xi denotes the i-th
component, and llxll denotes the Euclidean norm defined by
llxll := x?+･･･+xil,･
Fbr vectors x G ER" and y E ER", the inequality x ;) y means xi }) yi for each i= 1,...,n, and the




The min operator min{x,y} is defined in a similar way. For a matrix M E ee'nXM, Mlej denotes the
i-th row and 2`-th column component, and llMII and llMllp denote the 2-norm and the Flrobenius
norm, respectively, that is,
       max ll Mull and llM fiIF :==[IMII :-
      llull==i
m22(it4le,)2.
i==1j'=1
Furthermore, ag and M8 denote the i--th row vector and the o'-th column vector, respectively. ]for
square matrices X and Y E ee"×", X >- (±)O denotes the positive (semi)definiteness of X, and
-X >- (±)Y means X-Y }(tr) O. Ifor a nonsingular matrix X E Eil'nX", x-T := (x-i)T = (xT)-i.
Fbr a function f : ee" × eeM --> ee, f(･,z) : ERn --> ee and f(y, ･) : eeM - ee denote the functions with
z and y, respectively, being fixed. Ifor a differentiable real-valued func'tion g : ee" . ee, lts gradient
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Vg(x) is defined by
                                          0g(x)
                                           0Xl
                               Vg(x) := 1･ ,
                                          0g(x)
                                           0Xn
where Og(x)/Oxi (i == 1,...,n) denotes the partial derivative of g at x associated with its i-th
component. In addition, when g is twice differentiable, its Hessian matrix V2g(x) is defined by
                                 02g(x) 02g(x) '
                                  Ox? Oxlaxn
                    v2g(x) := I ･･. :. EEr)nXn.
                                 a2g(x) o2g(nc)
                                axnOxi ax,2.
Ifor a differentiable vector-valued function G : een --> eeM, VG(x) denotes the transposed Jacobian
matrix, that is,
                    VG(x) := (VGi(x),...,VG.(x))
                                0Gi(x) 0G.(x)
                                  0Xl OXI                           == : '' :' EER'nXfn
                                OGi(x) ... OG.(x)
                                  0Xn OXn
For a set X, P(X) denotes the set consisting of all the subsets of X. We define the sets ER'¥, S"
and Sln by
                         sen+ :.. {x E een lx }i: O},
                ･ ,sn :== {xEsenXnlx=xT},
                         sin := {x E gltnX'n lx = xT, x tr o},
respectively. We often denote the vector (xT,yT)T E ee"+M as (x,y) G Ei2" × seM. However, for
n-dimensional vectors xi, . . . , xM, we may regard (xi, . . . , xM) as an n × m matrix. In this case, we
will mention its dimension explicitly. ]for any positive integer n, lh E se'nX" denotes the identity
matrix, and en E ee" denotes the vector of ones. B(z,e) denotes the open sphere with center z and
radius 6. For a given set S, bd S, int S, cl S and co S denote the boundary, the interior, the closure
 and the convex hull of S, respectively.
2.2Background
In this section, we give some definitions and mathematical background that are necessary in Iater
discussions. In particular, Subsections 2.2.1 and 2.2.2 are devoted to the basic properties of func-
tions, and Subsection 2.2.3 is devoted to those of second-order cones.
2.2 Background 7
2.2.1 Subdifferential and semismoothness
We first focus on the properties related to differentiation. EsPecially, we give sorr}e concepts which
extend the idea of differentiability to nondifferentiable functions.
   As a preparation, we define local and global Lipschitzian properties.
                             'Definition 2,2,1 Ru,nction H : ee'n - eeM is said to be locaZly Lipschitzian ij) for any bounded set
S) c Erll'n, there exists K > O such that
                       llH(x) - H" (y) Ii sl Kllx - yl[ Vx,y E st･
Moreover, if the constant K, does not depend on st, the junction H is said to be globally Lipschitzian.
Any affine function is globally Lipschitzian, and most of the functions dealt with in the thesis are
locally Lipsch!tzian. IFbr a counterexample, function f : ee . ee defined by f(or) := 3VEi is not
locally Lipschitzian. Next, we define some notions of generalized Jacobian for nonsmooth locally
Lipschitzian functions.
Definition 2,2,2 Let H : ee'n - eeM be a Lipschitzian .function. 71hen, the set-valued mappings
aBH and aH : een -- P(eenXM) dojined by
                aBH(w) :-= { ,}gm. vH(wk) ,ILm. wk = w, {wte} g T)H},
            ' 0H(w) := coOBH(w)
a･re said to be B(ouligant) subdi,ff17rential and Clarke subdop(ieerential ofH, respectively, where PH :=
{w E se" IH is differentiable at w} and `co' stands for the convex hull. in particu,lar, Clarke subd-
QfferentiaZ is merely called `subdWe17rential{
Ifor instance, when H : ee - ee is defined by H(w) = lwl, we have OBH(O) = {-1,1} and
0H(O) == [-1, 1]. These generalized Jacobians are natural extensions of the original Jacobian fbr
differentiable functions. Indeed, if H is continuously differentiable at w, then it is easily seen
aBH(w) = OH(w) = {VH(w)}. Next, we give the definition of directional differentiability.
Definition 2.2,3 Let ,El : se'n - ERM be a locally Lipschitiian junetiotn. Let w E E}l)n and d G
ee'nX{O}. Then, the .function H is said to be direetionally di,t)e13rentiable at w along d, if there exists
a limit H'(w; d) dcljFined by
                                      H(w+hd)-H(w)                         .El'(w;d) :== //iE,l h '
Moreover, H'(w; d) 'is said to be the diTectional derivative of H at w along d.
For a differentiable function, H'(w; d) is simply given by VH(w)Td.
   Finally, by using the subdifferential and the directional derivative, we define semismoothness
and $trong semismoothness, which play crucial role in establishing the rapid convergence of Newton-
type methods fot nonsmooth functions. EspeciallY, semismoothness is related to the superlinear
convergence and strong semismoothness is related to the quadratic convergence.
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Definition 2,2,4 A di'reetionally di.t7erentiable and locally Lipschitzian junctton H : ee'n - seM is
said to be semismooth at w if
                           vTd - H" (w ; d) == o(lldll)
for any d E eenX{O} sdiiciently small and V E 0ZI(w + d)i Moreover, of o(i]dll) can be 'replaced by
O(Iidli2), then funetion H is said to be strongly semismooth.
It is known that any piecewise smooth functioni is semismooth[91]. Moreover, any piecewise
smooth function is strongly semismooth if all the derivatives of. smooth pieces are Iocally Lips-
chitzian.
2.2.2 Convexity and monotonicity
In this subsection, we define the concepts of convexity and monotonicity, which play an important
role throughout tfie thesis. We first define the convexity for sets and real-valued functions.
Definition ･2.2.5 A set S g se" is said to be convex tf (1 - a)x+ cNy E S holds for any veetors
x,y E S and scaldr a E (O, 1).
Definition 2,2.6 LetX g ee" be a nonempty and convex set. Then, a ju,nction e : X - se is said
to be '
 (a) convex (on X) ofe((1-cv)x+cuy) f{ (1-cM)e(x)+cMO(y) holds for any x,y E X and cM E (O, 1).
(b) strictZy eonvex (on X) ojFe((1- a)x+ ory) < (1 - cv)e(x) + cMO(y) holds for any x,y E X with
    x 7! y and cy E (O,1).
 (c) stro ngty convex (en X) with modulus e > O of e((1 - a)x+ cMy) :{l (1 - cy)e(x) + ore(y) + SE(1 -
     or)orlix -yl12 holds for any x,y E X and a E (O, 1).
It is obvious that any strongly convex function is strictly convex, and any strictly convex function
is convex. For example, a linear function is convex but not strictly convex, e(a) = ea is strictly
convex but not strongly convex, and e(a) = a2 is strongly convex. Convexity plays a crucial role in
the field of optimization. In particular, if functions tyi, . . . , rha and e in the nonlinear programming
problem :
                  minimize e(z) subject to M(z) ( O (i = 1, . . . , m)
are convex, then any Iocal minimum of the problem is a global minimum.
   Next, we define monotonicity for vector-valued mappings from a subset of een to ee'n.
Definition 2.2.7 LetXg ee" be a none7npty set. Then, afunction f:X- ee" is said to be
  iFunetion H : ee" . eeM is said to be piecewise smooth at z if there exist e > O and a finite number of eontinuously
differenCiable functions H}:B(x,s) - eeM (i :1,...,N) such that for any z' E B(x,E) there exists an indexisuch
that H(z') == Hi(z'), where B(z,E) denotes the sphere with center z and radius e.
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(a) monotone (on X) if (x-y)T(f(x) -f(y)) }i O holds fo'r any x,yEX.
(b) sttrictly monotone (on X) if (x -y)T(f(x) -f(y)) > O holds for any x,y EX with x 74 y.
(c) strongly monotone (on X) with modulus 6 > O if (x -y)T(f(x) -f(y)) ]}l Ellx-yl12 holds for
    any x,y E X.
It is obvlpus that any strongly monotone function is strictly monotone, and strictly monotone
function is monotone. Fbr n == 1, the monotonicity in the above sense corresponds to monotonic
nondecrease and the strict monotonicity corresponds to monotonic increase. As will be stated in
Subsection 2.3, monotonicity plays an important role in analyzing the solution set of SOCCP.
   The followlng proposition shows the relation between convexity and monotonicity.
Proposition 2,2,1 LetX {! Erln be an open convex set, and 0:X- ee be a eontinuously dijfaTen-
tiable function. 7-hen,
(a) e is convex of and only ofVe is monotone.
(b) O is strictly convex of and only ofVe is strictly monotone.
 (c) e is strongly convex with modulus E > O dyF and only if VTe is strongly monotone wdth modulus
     s> o.
As the above proposition shows, there is close relation between convexity and monotonicity. More-
over, these properties also have much relevance to the positive (semi)definiteness of matrices.
Proposition 2.2.2 Let X gl Sl'n be an open convex set, and f : X --. ER" be a continuously
dWerentiable junction. CTIhen,
 (a) f is monotone if and only if Vf(x) is positive semidefinite for any x E X.
 (b) f is strictly monotone if Vf(x) is positive defcnite for any x G X.
 (c) f is strongly monotone if and only opF there exists E > O such that
                                  min eTVf(x)e)e (2･2･1)                                  Hell=i
     for any xEX. ･
Note that (b) does not hold when "if" is replaced by "if and only if" . For example, though a function
 f : ee - ee defined by f(cM) = or3 is monotonically increasing on ee, Vf(cM) = 3or2 is not positive
when or = O. The above two propositions directly lead to the following corollary which mentions
 the relation between the convexity of a real-valued function and the positive (semi)definiteness of
 its Hessian matrix.
 Corollary 2,2,1 Let X g; {Rn be an open convex set, and e : X . ee be a tu)ice continuously
 dQff17rentiable .function. 71hen,
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(a) e is eonvex if and only of V20(x) is positive semidefinite for any x E X.
(b) e is strictly convem if V2e(x) is positive deLfinite for any x E X.
(c) e is strongly eonvex of and only if there existse>O such that ,
                                 min eTV20(x)e 21E (22.2)                                 llel[=1
    for any x E X.
In additlon, we easily obtain the fo11owing corollary on monotonicity of affine functions and con-
vexity of quadratic functions.
Corollary 2,2,2 Let M E ee"×" and q E ee'n be a given matrtx a'nd a vector, respectively. Let
f : se" . ee and O : se . ee be dojined by f(x) = Mx +q and 0(x) = gxTMx + qTx, respectively.
Then, we have .
(a) M is positive semidojinite o f is monotone o e is convex,
(b) M is positive dofnite o f is strongly monotone o O is strongly convex.
This corollary implies that the strong monotonieity is equivalent to the strict monotonicity for
aMne functions, and that the strong convexity is equivalent to the strict convexity for quadratic
functions.
2.2.3 Jordan algebra associated with SOCs
In this subsection, we introduce Jordan algebra, which provides a useful methodology of dealing
with SOCs. Although Jordan algebra originally targets on not only SOCs but also general sets in
Euclidean space, we restrict ourselves to Jordan algebra associated with SOCs. Ifor more detail,
see I34, 43].
   I]br two n-dimensional vectors x = (xi,x2) E ee × een-i and y = (yi,y2) G ER × ee"-i, Jordan
product is defined by
                            x.y ,= (xTy, xly2 +ylx2).
Note that Jordan product generates an n-dimensional vector from two n-dimensional vectors. This
is one of'the main differences from inner product, which generates a scalar. For convenience, we
denote xox by x2, and define the vector e by
                                e := (1,O,...,O).
Then, Jordan product enjoys the fbllowing properties.
Property 2,2,1 Fbr any x, y, z G Erln, we have
     (a) eox == x7
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    (b) nc oy =yo x, .
    (C) (X +Y) OZ == XOZ+YO 2,
    (d) xo(x2oy) == x2o(xoy).
(a) implies vector e plays the ro}e of identity. (b) and..(c) imply commutativity and distributivity,
respectively. (d) is a certain kind of commutativity, which is useful in identifying the Jordan
product. Indeed, (b) and (d) are the original axioms of Jordan algebra. Although Jordan produet
can be regarded as the multiplication, associativity does not hold, i.e., xo (yo z) l (x oy) oz in
general. On the other hand, associativity holds under the inner product in the sense that
                         xT (y o z) = yT(z o T) = zT (x o y).
When x E IC'n, the square root can be defined by
               xi12 := (s, li3t) , where s= (xi + x? - 11x2 112) /2
By an easy calculation, it can be verified that x == xi12 oxi12 and xi12 E rcn. The following
proposition shows another expression of SOC complementarity.
Proposition 2.2,3 Fbr any (x,y) G se'n × ER", the following relation holds :
               xErcn, yErcn, xTy ==o <==> xEK)n, yErcn, xoy=o.
From this proposiUon, SOCCP (1.1.1) can be rewritten equiva}ently as
                       xE rc, yE rc, xorc y =: O, F(x,y, <) = O,
where the operator orc denotes the Jordan product for the Cartesian product IC = rc'}i × ･ ･ - × rc"m
given by xorcy == (xioyi,...,xMoyM) with x == (xi,...,xrn) and y == (yi,...,ym) E eeni ×...× eenm.
   Next we define spectral factorization, which is one of the basic concepts in Jordan algebra.
For any vector z = (zi,z2) E ee × {RI"-i (n ;): 2), lts spectral factorization with respect to the
second-order cone rc" is defined as
                              z=Aizt{i}+,)t2u{2}, (2.2.3)
where Ai and A2 are the spectral values given by
                           Ai=zi+(-1)Alz211, i=1,2, (2.2.4)
and u{i} and u{2} are the speetral vectors given by
                  .{,} .. IIi (1,(-1)ill:2,11) (Z2 74 0), i=1, 2, ' ' (2,2.s)
                          i(1, (-1)tw) (z2 =o),
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with w E ER"-i such that 11wll = 1. The spectral vectors u{i} and u,{2} are obtained as the directional
vectors of two half lines derived from the interseetion of bd rcn and st, where st is the 2-dimensional
subspace spanned by two vectors z and e. Hence, the spectral factorization can be regarded as
the Iinear factorization in 2-dimensional subspace 9 with bases u,{i} and u{2}. We note that the
spectral values and vectors possess the following properties.
Property 2.2.2 Let Ai and A2 be the spect`ral values ofz, and it{i} a･nd u{2} be the spectral vectors
of z. [Zhen the following properties hold.
                                          '  (a) u{i} o u{2} = O, llu{i}il - 11ze{2} ll - 1/ N/lli
    (b) u{i} E bd rcn, ik{i} o u{i} = u,{i} i = 1,2
     (c) Al f{ A2, Al }IOo2EiCn ･
In the above properties, (a) indicates that u{i} and u{2} play a role like orthonormal bases.
   Let g be a function from ee to ee. Then, we define a vector-valued function g
associated with g by
                          g(z) := g(Ai)u{i} +g(A2)u{2},
where z is expressed as (2.2.3). From (a) and (b) of Property 2.2.2, we obtain
                              z2 = A?u{i} + A3te{2},
which leads us the following proposition.
Proposition 2.2.4 Suppose that g : ee" . ee'n ean be written in a power series
g(cr) : £:P..o akak with real coefficients ao, ai, . . . CZIhen the junction g
as
                                      co                                g(z) == 2akzk,
                                     k=O
where zk denotes k power ofz by Jordan produet and xO equals e = (1,O,...,O).
                                                 '     'By this proposition, exp(z), ln(z), sin(z) and sinh(z) can be de
for scalar-valued functions. On the other hand, the square root zi12
rcn, i.e.,
                            Bcn(z) := argmin llzt -zll,
                                      ztE)Cn.
can be expressed explicitly by using the spectral factorization as fo11ows :
                        zi12 == V]XTu{i} + vi5CT2u{2},
                     Bcn(z) = max{O,Ai}u{i} +max{O,A2}u{2}.
   The following proposition, which was first proved by Chen, Chen and Tseng[15]
tively proved by Chen[14], asserts that the vector-valued function g : een - een
properties from the scalar-valued function 9.
(2.2.6)
      empanszon, z.e.,
defoned by (2 2.6) is written
fined by using power series expansion
     and the projection Pkn onto
(2.2.7)
       (2.2.8)
  and alterna-
inherits se eral
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Proposition 2,2.5 Let g : Erl --> Ell) be a given scalar--valu,ed .fu,nction, a'nd g be dej[ined by (2.2.6).
Then, the follo･tving statements hold. '
(a) g is continuous at trc E ER" with speetral values Ai and A2 if and only dyFg is eontinuou,s at Ai
(b) g is di･rectionatly di,fferentiable at x E ER" with spectral vatu,es Ai and A2 if and only ofg is
     directionally dofTt]rentiable at Ai and ･)N2.
(c) g is dqfferentiable at x E ER" with spectral values Ai and A2 if and only ifg is dQ(Terentiable at
     Ai and A2.
(d) g is continztously dWlerentiable at x E ee'n zvith spectral values ,)ti and A2 if and only ifg is
     continuously dlfferentiable at Ai and A2.
(e) g is globally Lipsehitzian with modulus K if and only opFg is globally Lipschitzian with modulus
     tc.
 (f) g is semismooth at x E {R'n with spectral values Ai and A2 of and only ifg is se7nismooth at
     Ai and A2.
(g) g is strongly semismooth at x G ee" with speet'ral values Ai and A2 if and only if9 is strongly
     semismooth at Ai and A2･
2.3 Existence and uniqueness of solution .
The purpose of this section is to give suMcient conditions for the existence and ･the uniqueness of a
solution to SOCCP. To this end, we introduce a class of problems called the variational inequality
problem, and discuss the feature of its solution set.
   ]for a continuous function f : ee'n - se" and a closed convex set S g ee'n, the variatipnal
inequality problem (VI) [8, 25, 33, 39, 40, 52, 107] is to find a vector z E S such that
      ' f(z)T(z'-z) }l o, Vz'ES. (2.3.1)
VI is a very large class of 'problems containing systems of equations, convex programming prob-
lems, and complementarity problems. In particular, when S = ee", VI (2.3.1) is equivalent to the
equation :
                                     f(z) =: o.
]for a continuously differentiable convex function O : ee" - ee such that
                              f(z) = ve(i) vz E sen,
VI (2.3.1) is equivalent to the constrained minimization problem :
                           minimize e(z) subject to zES. (2.3.2)
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If S is a closed convex cone such that -S n S = {O}, then VI (2.3.1)- can be rewritten as the
complementarity problem [33], which is to find a vector z E ee" such that
                         zES, f(z)ES*, zTf(z) ==o, (2.3.3)
where S' is the dual cone of S defined by
                           s* ,= {x xTy l}l o, vyEs}.
A cone S satisfying S = S* is called self-dual. ]for example, the nonnegative cone R+n , the second-
order cone rc", and the semidefinite cone S¥n are self-dual. Moreover, the Cartesian product of
self-dual cones is also selfdual. Thus, VI (2.3.1) with S == ee'+n is NCP (1.1.2), and VI(2.3.1) with
S = rc is the special SOCCP of finding vectors (x,y) E se" × Erl)n such that
                      xEIC, yGrc, xTy == O, f(x)-y=O. (2.3.4)
Furthermore, by setting
                z = (x, y, <), f(z) = (F(.9y, <)), s == rc × een × eey,
VI (2.3.1) reduces to the original SOCCP (1.1.1).
   As we mentioned above, VI contains many classes of problems with various functions f and
sets S. On the other hand, it is diMcult to sblve VI (2.3.1) itself in general, and therefore, we have
to restrlct ourselves to special S like the nonnegative cone g}{in and the second-order cone IC. But,
even if S is a general closed convex set, it is possible to discuss the solvability of VI. The result for
VI can be applied to SOCCP directly, since SOCCP is a subclass of VI.
   Next, we discuss the feature of the solution set to VI (2.3.1). We first give the fbllowing propo-
sition.
Proposition 2,3.1 Let f : se" -> EIIfn be a continuous junction, and S g ee" be a nonempty closed
convex set. .(rS is bounded, then It{l(2.3.1) has at least one solution.
This proposition guarantees the solvability of VI under the boundedness assumption on S. However,
in the case of SOCCP, the set S is obviously unbounded since it is a cone. In order to consider the
solvability of VI with an unbounded set, we introduce the following property for function f.
Definition 2,3,1 Let f:ee" -> se". Su,ppose that S is an unbounded set. Then, the junction f is
said to be coercive on S qF there exists ncO G S such that
                            lim f(x)T(x-xo) -
                                               +oo･-                            ii xlig.oo llxll -
The following proposition shows the existence of a solution under the coerciveness of f.
Proposition 2.3,2 Let f : se" - een be a continuous junction, and S g se" be a nonempty closed
convex set. lf f is coercive on S, then VI(2.3.1) has at least one solution.
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   Next we discuss the convexity and singleton property of the solution set. Recall that VI (2.3.1)
is equivalent to the minimization problem (2.3.2) if f(x) == Ve(x) for all x. Moreover, from
Proposition 2.2.1, the gradient mapping Ve is monotone if e is convex. Hence, it 'can be expected
that a similar result holds between the solution set of a minimization problem with a convex
objective function and that of VI with a monotone function. The following proposition indicates
the validity of this expectation.
Proposition 2.3.3 Let f : ee'n -> Erln be a continuous function, and S g ee'n be a nonempty closed
                                    '          '
                                                  '
(a) the solution set of VT(2.3.1) is convex (possibty empty) off is monotone on S.
(b) VI(2.3.1) has at most one solution iff is strictly monotone on S.
 (c) lt[l(2.3.1) has a unique solution iff is strongly monotone on S.
We emphasize that neither (a) nor (b) guarantees the existence of solution, though (c) guarantees
the existence. Indeed, it is easily seen that any strongly monotone function is coercive. The above
discussions readily yield the following corollary on the existence and uniqueness of a solution to
soccp.
Corollary 2.3,1 Let f : se" --. ER'n be a eontinuous junction. [Zlhen,
 (a) SOCCV'(2.3.4) has at least one solu,tion'iff is coercive on rc.
 (b) the solution set ofSOCCP(2.3.4) is elosed and eonveT (possibly empty) iff is monotone on
     rc.
 (c) SOCCP(2.3.4) has at most one solution off is strictly monotone on rc.
 (d) SOCC7'(2.3.4) has a unique solution off is strongly monotone on rc.
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2.4 SOCCP-functions and nonsmooth reformulation
In this section, we introduce an SOCCP-function, which is useful in reformulating SOCCP into an
equivalent system of equations. A function g : een × ee'n - ee'n satisfying the following condition is
called an SOCCP-function:
                       go(x,y) =ooxE rcn, yE Jcn, xTy=o. (2.4.1)
It is important to consider such functions to construct an algorithm fbr solving SOCCP.
   Several SOCCP-functions can be defined by using Jordan algebra. Recall that the projection
of vector z onto' rcn can be written explicitly as
                      B℃n(z) = max{O, Ai}u{i} + max{O, A2}u{2},
where Ai and A2 are the spectral values and zt{i} and zL{2} are the spectral vectors of z, which are
given by (2.2.4) and (2.2.5), respectively. By using the above formula, the natural residual, which
serves as an SOCCP-function and will be used in Chapter 3, is defined by
                            qNR (x, y) = x - B℃n (x - y).
 Originally, the natural residual is proposed for VI (2.3.1), which is given by q..(x) = x - .Plg(x -
 f(x)). Ifor a general closed convex set S, the projection llg cannot be expressed explicitly. However,
 in the case of SOCCP, the projection can be expressed explicitly by using Jordan algebra. For NCP,
 the projection is given by 1]be?(x -y) = max{O,x-y}, and hence, the natural residual is calculated
                                                       ' as
                            gNR(x7y) = x- max{O,x-y}
                                     = min{x,y}.
 Actually, the natural residual for NCP is called the min function.
    Chen, Sun and Sun [19] proposed a penalized natural residual, in whlch a penalty term is added
 to the natural residual. This function is defined by
                     qpNR (X, Y) == X - Bcn (x - y) + Bcn(x) o .l]lk n(y),
 which also serve as a SOCCP-function. Chen, Sun and Sun [19] have proved that function th defined
 by th(x) :=: 11qpNR(x, f(x))ll is level-bounded2 under monotonicity assumption on f. This result is
 due to the added penalty term Bcn(x) o Bcn(y). Indeed, the level-boundedness is a fundamental
 property in establishing the global convergence of an algorithm.
    Next we give another SOCCP-function by using the square and the square root in Jordan
 algebra. The following function is called Fischer-Burmeister function :
                            gO FB (X, Y) == (x2 + y2)112 nv x - y.
    2Function zb:se" - ee is said to be level-bounded if the level set L. := {x1ab(x) E{ a} is bounded fbr any cM E se･
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This function also satisfies (2.4.1). In addition, Fischer-Burmeister function is nondifferentiable
only at the origin (O,O), while the natural residual is nondifferentiable at every point (x,y) such
that x - y E bd JC". Note that, when n == 1, Fischer-Burmeister function is given by
                           qFB (or7 P) == VZI}-;B5 - a " fi,
                                                 'which is the well-known Fischer-Burmeister function for NCP.
   By using an arbitrary SOCCP-function g, SOCCP (1.1.1) can be reformulated into a system of
equations. Actually, let function H : se2n+U - se2'n+U be defined by
                                        p(xi, yi)
                              H(w) := ' , (2.4.2)                                        q(xM, ym)
                                        F(x,y, <)
wherew :== (x,y, <) andx= (xi,...,xM),y= (yi,...,yM) E EItni×･･･×{Tl'nm. Then, SOCCP (1.1.1)
reduces to the equation :
                                    H(w)=O. (2.4.3)
If the SOCCP-function q is continuously differentiable, then Newton's method with the direction
                              dk = -VH(wk)-TH(wk)
is applicable. However, all SOCCP-functions proposed so far are nondifferentiable, and hence,
the conventional Newton's method cannot be applied. In order to solve a nonsmooth equation, we
should adopt special techniques such as the generalized Newton method and the smoothing Newton
   The generalized Newton method was first proposed by Qi and Sun [98], in which the following
iteration was employed :
                       wk+i := wle-Ixls-TH(wfo), IxkEOH(wk). (2･4･4)
If H is differentiable at wic, then the iteration (2.4.4) is the same as that of Newton's method. Qi
and Sun [98] showed that, if function H is semismooth at the solution w' of equation (2.4.3) and
every element of 0H(w') is nonsingular, then the sequence generated by (2.4.4) converges to w*
 superlinearly. We note that, since all the aforementioned SOCCP-functions are semismooth[57,
 19, 15], function H defined by (2.4,2) is semismooth everywhere.
    Ifor the rapid convergence of the above-mentioned method, every element of OH(w') needs to
 be nonsingular. Since this demand is rather strict in practieal, Qi [96] proposed another generalized
   '   ' Newton method with the iteration :
                       wk+' := wk-Ix}J-Tlil(wic), IikEOBH(wk), (2･4･5)
 where Clarke subdifferential in (2.4.4) ls replaced by B-subdifferential. Qi[96] showed that the
 above generalized Newton method is superlinearly convergent if H is semismooth at the solution
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w* and every element of 0BH(w') is nonsingular. Note that the nonsingularity assumption of
0BH(w*) is much weaker than that of 0H(w'). Ifor example, when H : ee - ee is given by
H(w) = lwl, O does not belong to OBH(O) = {-1, 1} though it belongs to OH(O) = [-1, 1].
   The smoothing Newton method is a Newton-type method in which a smooth approximating
function is used instead of the nonsmooth function. For a nonsmooth function h : ee'n --> eeM, a
function hp : ER" - eeM with a parameter pa > O is called a smoothing function, if hpt is differentiable
for any pa > O and limpto hp(x) == h(x) for any x E ee". Let qpa be a smoothing function of
an SOCCP-function g. Actually, concrete smoothing functions for the natural residual gNR and
Fischer-Burmeister function g,B are proposed in [43]. Then, the parameterized function H), :
ee2n+v - ee2n+U defined by
                                         9pt(xl,yl)
                              H.(w) := '               ' qpa(xM,ym)
                                         F(x, y, <)
serves as a smoothing function of H defined by (2.4.2). In the smoothing Newton method, we solve
a system of smoothed equations
                                     '                                    H,(w) =O (2.4.6)
to obtain its solution wp, hoping that wpt converges to a solution of the original problem (2.4.2) by
le.tting pa J O. In order to solve the smoothed subproblem (2.4.6), it is natural to adopt the ordinary
                                                                     'Newton iteration -
                             dk = -vH,(wk)-TH),(wk).
 It is also possible to use the modified Newton direction
                             dk == -vH),(wk)-TH(wic), (2.4･7)
                                '
 where the smoothing function appears only in the Jacobian. The latter method may generate a
 sequence that eventually converges to a solution of the original problem (2.4.2) as pa S O. It is
 generally more difficult to discuss the convergence property of the smoothing Newton method than
 the generalized Newton method. In practice, the convergence behavior largely depends on the
 employed smoothing function.
Chapter 3
A combined smoothing and
                                                           'regularization method for monotone
                                                'second-order cone complementarity
problems
3.1 Introduction
In this chapter, we focus on the special SOCCP:Find (x,y) E ee" × een such that
            , xE IC, yE JC, xTy=O, y= f(x), (3.1.1)
where f is a continuously differentiable mapping from se" to ee". This SOCCP may seem rather
restrictive. However, the KKT condltions for any SOCP with continuously differentiable functions
can be written in the form of SOCCP (3.1.1). ]]br more detail, see Section 2.6.
   Recently, a number of methods for solving SOCCP have been proposed., ]for SOCP including
affine functions, primal-dual interior-point methods[76, 82, 1121 are shown to be effective. Ifor
SOCCP, ]]Ukushima, Luo and Tseng [431, Chen, Sun and Sun [19], and Chen, Chen and Tseng [15]
studied smoothing and nonsmooth approaches. Especially, IUkushima, Luo and Tseng [43] showed
that the min function and the Fischer-Burmeister function for the NCP can be extended to the
SOCCP by means of Jordan algebra. Furthermore, they constructed smoothing functions for those
functions and analyzed the properties of their Jacobians.
   In this chapter, we introduce not only smoothing methods but also regularization methods for
SOCCPs. Smoothing methods have effectively been adopted to deal with nondifferentiable reformu-
lations of complementarity problems [13, 16, 17, 69, 95, 97, 101, 119]. On the other hand, regulariza--
tion methods have provided a fundamehtal tool to'deal with ill-posed problems [4, 30, 32, 95, 105].
By combining these methods, we develop a hybrid algorithm for solving monotone SOCCPs. More-
over, we show conditions for the algorithm to be globally and quadratically convergent. Particularly,
we highlight the two properties called strong semismoothness and Jacobian consistency, which play
a crucial role in establishing quadratic convergence of the algorithm.
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   This chapter is organized as fol}ows. In Section 3.2, we construct a merit function by means
of the natural residual for the SOCCP. In Section 3.3,' we introduce smoothing and regularization
methods, which smoothen the natural residual and weaken the condition for the merit function to be
level-bounded. In Section 3.4, we propose a prototype algorithm for solving the SOCCP and show
that it has global convergence when applied to monotone SOCCPs. Moreover, by incorporating
Newton's method, we construct a concrete algorithm and establish ,quadratic convergence. In
Section 3.5, we present some numerical results with the latter algorithm. In Section 3.6, we conclude
this chapter with some remarks. .
3.2 Merit function
We consider the unconstrained optimization reformulation of SOCCP (3.1.1) :
               . Minimize W(x,y),
where W is a real-valued function on ee" × ee". The objective function W is called a merit function
for SOCCP (3.1.1). In order to construct a merit function for SOCCP (3.1.1), it is convenient to
introduce a function ¢ : een × ee" - ee'n satisfying
                      ¢(x,y) =O o xE K], yE rc, xTy=O. (3.2.1)
By uslng such a function, we define H : een × een - ee2n by
                             H(x,y) - (,9ss'-Y),)
It is obvious that SOCCP (3.1.1) is equivalent to the equation H(x,y) = O. Moreover, we define
function W : een × ee'n - ee by
                 W(x,y) :- illllH(x)y)ll2 - illll¢(x,3,)ll2+illllf(x)-yll2･ (3･2･2)
Then, it is easy to see that W(x,y) }] O for any (x,y) E Erl'n × sen, and that gl(x,y) =O if and only
if (x,y) is a solution of SOCCP (3.1.1). Therefore, the function W defined by (3.2.2) can serve as a
                                 'merit function for SOCCP (3.1.1).
   Note that the complementarity condition on rc.== rcni × ･･･ × rcnm can be decomposed into
                                                       'complementarity conditions on each rc"i, that is, '
        xE rc,yE rc, xTy=o o xi E rc'ni, yi E lcni, (xi)Tyi == o (i == 1,...,m), (3.2.3)
where x = (xi,...,xM) E ee"i × ･･- × ee"Tn and y == (yi,...,yM) E eeni × ･･･ × {R'nm. This fact
naturally leads us to construct a function ¢ satisfying (3.2.1) as
                                       gl(xl,yl)
                            ¢(x,y) := I ,
                                      9M(xM,ym)
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where gt : ee"i × ee"i . ee"i. is a function satlsfying
                   (ipi (xi, yi) =o o xi E 1℃ni, yi E rcni, (xi)Tyi =o (3.2.4)
                               '                        'for each i= 1,...,m. Fukushima, Luo and Tseng[43] showed that (3.2.4) holds fbr the natural
residual function qk. : ee"i × eent' - ee"i defined by
                           gt..(xt,yt) :== xt-Ilcn, (xZ-y'). (3.2.5)
Using this function, we define function ONR : ee'n × ee'n - een by
                                         9k. (xi, yi)
                            O..(x,y) :== I
                                         9M.. (xM, ym)
and HNR : ee'n × een - ee2n by
                             H..(x,y) -. (OfN(R6XiY,))
                                 'Then, we can construct a merit function W.. : ee" × ee" . se for SOCCP (3.1.1) as
                 '
            WNR (x, y) :-- g ll Hi.. (x, y) II2 = S £., ll pM (xi, yi) II2 + i slf(x) - y"2.
In what follows, we write g.. for gt.'. for simplicity of notatiOn･
3.3 Smoothingandregularization
In the previous section, we have constructed the merit function WNR from the natural residual gNR･
We can solve SOCCP (3.1.1) by minimizing W.. by an appropriate descent algorithm. However,
the function WN. is not differentiable, and hence, methods that use the gradient of the funchon,
such as the steepest descent method and Newton's method, are not applicable. In order to get
rid of this difficulty, we first introduce a smoothing method that solves a sequence of differentiable
approximations to the original nondifferentiable problem. To ensure global convergence of a descent
method, the level-boundedness of the objective function plays an important role. If the function
involved in the SOCCP is strongly monotone, then the merit function W.. is level-bounded. (See
Appendix A.) But the assumption of strong monotonicity is quite restrictive from a practical
standpoint. To be amenable to a merely monotone problem, we propose to combine a regularization
method with a smoothing method.
   In the remainder of this chapter, we assume rc == rcn. Then we can rewrite SOCCP (3.1.1) as
follows: Find (x,y) G ER" × ER" such that
                         xE Icn, yE rcn, xTy=o, y== f(x). (3.3.1)
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The assumption rc = rc" is only for simplicity of presentation. In view of (3.2.3), the results obtained
in the following can be extended to the general rc in a straightforward manner (See Section 2.6).
Under this assumption, ¢..(x,y) is reduced to qNR(x,y), and hence, the vector-valued function
IINR and the merit function W.. are respectively rewritten as
              H..(.,,) ., (qfN(R.gxiy,)), (,,,)
              WNR (x, y) = ll ll HNR (x7 y) ll2 - III I] (,o.,. (x, y) l12 + ll llf(x) - yEi2.
3.3.1 Smoothing functions
In this subsection, we introduce a class of sMoothing functions of the merit function WNR. For a
nondifferentiable function h : ee'n -> eeM, we consider a function hpt : een - eeM with a parameter
pa > O that has the fbllowing properties :
    (a) hp is differentiable for any pa > O,
    (b) limpato hp(x) == h(x) for any x E se'n.
Such a function hpt is called a smoothing junction of h. Instead of handling the nonsmooth equation
h(x) == O directly, the smoothing method solves a family of smoothed subproblems hp(x) = O for
pa > O, and obtain a solution of the original problem by letting pa S O. Fukushima, Luo and
Tseng [43] extended Chen and Mangasarian's class [13] of smoothing functions for NCP to SOCCP,
which may be regarded as a smoothing function of the natura! residual q...
   First we define a smoothing function of the projection function .l]kn defined by (2.2.7)L 'I]b this
end, we consider a continuously differentiable convex function g : se . ee such that
                   lim g(cy)=o, lim (g(cr)-cx) == o, o<b'(a)<1. (3.3.3)                  a--oo a-co
For example, gi(a) = (pm+a)/2 and 92(or) = ln(ea +1) satisfy (3.3.3). By using 9, we define
function 1}, : een . een by
                       ll,(z) :- Iig(Ai/Lt)u{i}+LLg(A2/LL)u{2}, (3.3.4)
                  'where Ai and A2 are the spectral values of z given by (2.2.4), and,u{i} and zc{2} are the spectral
        'vectors of x given by (2.2.5). Fukushima, Luo and Tseng [43] showed that the function ll defined
by (3.3.4) is a smoothing function of Fkn, by using the facts that limnto pa9(A/pa) = max{O,A} and
that orp(A) := pag(A/pa) is differentiable fbr any pa > O. Hence, from the definition (3･2･5) of pNR,
the function gpa : ee" .ee" defined by ･
                             gpa(x,y) := x- Jl,(x -y)
becomes a smoothing function of g... In particular, by [43, Proposition 5.1], there exists a positive
constant u such that
                            llg`L(x,z/)-y)wa(x,y)II :sl v,Le (3.3.s)
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for any iLt > O and (x,y) E ER'n × ER". Lil<ewise, function g}pa : ER" × Ell" - ER given by Wpt(x,y) :=
(1/2) II<R,(x,y)II2 + (1/2)llf(x) -yll2 serves as a smoothing function of the merit function gl... In
the following, we denote R)(z) : : J]kn(z), go(x,y) := pNR(x,y) and Wo(x,y) := WNR(X,Y)･
3.3.2 Regularizationmethod
Since Wpa is difierentiable, we may apply an appropriate gradient-based descent method to obtain
a minimum (xps,ypa) of the function Wp for pa > O. In order that a sequence generated by such a
descent method has an accumulati6n point, it is desirable that Wp is level-bounded, that is, the
level sets lr. := {(x,y)i Wp(x,y) s{ cy} are bounded for all a E ee. Actually, by using (3.3.5)
and the results for natural residual of variational inequality problems [93, 121], we can show that
Wpt is level-bounded for any pa ) O if f is strongly monotone. (See Appendix A.) However, the
strong monotonicity ls quite a severe condition. As a remedy for this lnconvenience, we employ a
regularization method.
   Let the function fL : ER" - ER" be defined by fL(x) := f(x) + Ex with a positive parameter e.
The regularization method solves a sequence of SOCCPs involving ft with e > O, so that a solution
of the original SOCCP is obtained by taking the limit e S O. Define functions Hl,,. : se'n × se'n - ee2"
                                                'and Wpa,. : ee" × een - se by
              H.,. (x, y) -(fP. ?8 '-Y )y), (336)
              !['p,e(x, zi) := ll ll Hpt,e (x, zl) ll2 = ll ll {ppa (x, 3t) ll2 + ll ll ,fls (x) - 3t ll2･ (3･3･7)
If f is monotone, then ft is strongly monotone for any E > O, and hence, the function {[rp,e is
level-bounded for any pa 2 O and e > O.
   Final}y, we give explicit expressions of functions VH),,. and Vll,, which will be useful for the
subsequent analysis.
Remark 3,3,1 Fb"om the definition of H),,., gpa and ft, VH),,.(x,y) can be written as
                   vH)t,e(x,y) == (i-viVl,Ilk.(!i)Y) Vf(X-)i+ei) (33s)
Let g : Erlln - {Il" be dqfined by g(z) := g(Ai)u{i} +9(A2)u{2}, where Ai and A2 are the speetral
values ofz, andu{i} andu{2} are the speetral vectors ofz. Then we have VI}(z) = Vg(zlpa) since
.P),(z) = psg(z/pa) from (3.3.4). Therefbre, by [43, Proposition 5.2], V.l },(z) is written as
                                   g' (Zi/pa)I of Z2 =O,
                                           T              vp7x(z) =: bpt il",gil . ij, ,, 74 o, (339)
                            fi ",,Zft a,l + (b, - apa) ti,2i
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In this section, we present a globally and quadratically convergent algorithm for solving SOCCP (3.3.1).
Wb first give a globally convergent prot6type algorithm that utilizes smoothing and regularization
techniques. Next, we study two properties called strong semismoothness and Jacobian consistency,
which play an important role in establishing quadratic convergence of the algorithm. Finally, we
construct a quadratically convergent algorithm by incorporating Newton's method to the prototype
algorithm.
3.4.1 Prototypealgotithm
As we have stated in the previous section, for .any pa > O and e > O, the function Wpt,e defined
by (3.3.7) is differentiable and level-bounded, provided f is monotone. Therefore, by applying an
appropriate descent method, we may obtain a minimum (xpa,e, ypt,e) of the function Wps,e. Moreover,
letting (Ii, E) converge to (O, O), we can expect that (xi,,E, yi,,.) converges to a solution ofthe original
SOCCP. However, in practice, it is usually impossible to compute an exact minimum of Wpa,e. So,
we consider the following algorithm in which the function Wpa,e is minimized only approximately at
each iteration.
A}gorithm 3,4,1
     Step O Choose (x(O),y(O)) E ee" × ee", ilo E (O, oo), eo E (O, oo)
         k := O.
     Step 1 [Z'lerminate the iteration of W.R(x(k), y(ic)) = O.
     Step 2 Find a pair (x(k+i), y(k+i)) E ee" × ee" sttch that
                               Wpt,,.,(x(k+1),y(k+1)) s ork.
and cuo E (O, oo). Set
(3.4.1
    Step 3 UPdate parameters pak+i E (O,pak), 6k+i E (O,6k) and ork+i E (O,ork) so that
         they eonvef:ge to O eventuaZly. Setk :== k+1. Go back to Step 1.
'I]b obtain (x(te+i) , y(k+i)) in Step 2, we may use any suitable unconstrained minimization technique.
These issues will be discussed in detail in Subsection 3.4.4.
   In order for Algorithm 3.4.1 to be well-defined, there must exist a pair (x(k+i), y(k+i)) satisfying
(3.4.1) for any ork > O. Iibr this purpose, it suffices to show that any stationary point of Wpt,. is a
global minimum of Wps,e.
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Proposition 3.4.1 lf f : ER'n --> ER'n is monotone, then, for any pa > O and E }) O, every stationary
point (hi,y) of the junction W",. satisfies Wpa,e(hi,Y) = O.
Proof, Note that VWpa,.(be,Y) = V.EIL,,.(hi,Y)H),,.(hr,Y) = O. By Proposition 6.1 of [43],
VHpt,.(hi,y) is nonsingular. Hence, we have Hpa,.(M,Y) = O, that is, Wpt,e(tn,Y) == (1/2)llHp,e(tn,Y)l12 ==
  Wb proceed to showing the global convergence property of Algorithm 3.4.1. 'Ib this end, we
introduce the weak univalence property. We say function H : D g ee" -- een to be weakly univalent
if it is continuous and there exists a sequence of continuous and iajective functions {Hk} cohverging
to H uniformly 'on a bounded subset of D. In particular, if f is monotone, then UNR is weakly
univalent from the following reasons : Ifor any pt > O and E ) O, VH",e(x,y) is nonsingular for any
(x,y) E sen × ee" [43, Proposition 6.1], and hence, H?,,. is injective. Moreover, Hp,e converges to
H.. uniformly on a bounded set as (Le,e) S (O,O) since we have from (3.3.5)
      11Hpt,e(x,y) - HNR(x)y)Il :f{ fiIcpps(x,y) -gNR(x,y)ll + llft(x) -f(x)II :{{ ypa+ellxll･ (3･4-2)
The next lemma indicates a property which weakly univalent functions possess.
Lemma 3,4,1 [33, Corollary 3.6.5] Let H : se'n - ee" be a weakly univalent function such that
the inverse image H-i(O) is nonempty and compact. CTIhen, for any E > O, there exists 6 > O such
that the following statement holds : .Fbr every weakly univalent .funetion H : ee'n - ee'n such that
1]H(z) -A(z)ll S 6 for any zE cl(Hrii(O) +B(O, e)), we have Ol H-'(O) g H-'(O) +B(O,6), and
H'i(o) is conneeted.
By using this lemma, we establish the global convergence of Algorithm 3.4.1.
Theorem 3.4.1 Let f : se" - een be a monotone .function. Assume that the s61ution set S of
SOCCP (3.3.1) is nonempty and bounded. Let {(x(k),y(te))} be a sequence generated by Algorithm
3.4.1. 17ten, {(x(k),y(k))} is bounded, and every accumulation point is a solution ofSOCCP(3.3.1).
Proof, Rrom a simple continuity argument, we can easily show that every accumulation point of
{(x(k),y(k))} is a solution of SOCCP (3.3.1). So we only show the boundedness of {(x(le),y(le))}･ Ifor
any E > O, let st := cl(HiaLi(O) +B(O,6)), which is nonempty and compact by the given assumption.
Then, there exists 6 > O such that Lemma 3.4.1 holds for H = H... Let continuous and injective
functions Gk : se'n × sen - se2'n be defined by Gk(x,y) := HLtle-,,ek-,(x)y) - Il)Lk-i,aknei(x(k)7Y(k))･
From (3.4.1) and (3.4.2), there exists E such that llGk(x,y) - HNR(x)y)" :i{l llHpah-i,Ek.i(X,Y) -
HNR(x,y)11+llHptk-i,Ek-,(x(k),y(k))Il s{ ypak-i+Ek-illxil+pm f{l 6 for any k }) k and (x,y) E S").
Moreover, Gk is a weakly univalent function, Hence, by Lemma 3.4.1 with H = ak and H == HNR,
we have Ck-i(O) g st for all k ) k. This together with (x(k),y(te)) E GFi(O) implies the boundedness
An alternative proof of this theorem is given in Appendix B, in which the Mountain Pass Theorem
'is used instead of the weak univalence property. Although the proof in the appendix is more
comprehensible, the above proof is more elegant and extendable to other cases.
26 Chapter 3 Smoothing regularization method for monotone SOCCPs
3.4.2 Semismoothness and strong semismoothness
Semismoothness is a generalized concept of the smoothness, which was originally introduced by
Mifllin[80] for functionals and extended to vector-valued functions by Qi and Sun[98]. Strong
semismoothness is also a generalized concept of the smoothness, which is stronger than the semis-
moothness. These concepts play an important role in establishing fast local convergence of the
algorithm presented later. In this subsection, we first show that the function Bcn is strongly semis-
mooth at an arbitrary point. Then, by using this result, we show the strong semismoothness of the
function H.. defined by (3.3.2).
   Let H : ee'n . eeM be a locally Lipschitzian function. Then H is differentiable almost everywhere
by Rademacher's Theorem [20]. Let DH g ee" be the set of points where H is differentiable. Then,
Clarke subdifferential OH(x) of H at x is defined by 0111(x) := co{limte-.,diED.VH(th)} [20, 96]･
We note that 0II(x) == {VH(x)} if H is continuously differentiable at x. By using the concept of
subdifferential, we give the definitions of semismoothness and strong semismoothness.
Definition 3.4.1 A directionaZly dW9erentiable and toeally Lipschitziatn .function H : ee" . eeM is
said to be semismooth at z if VTd- H'(z;d) = o(11dll) for any d E ee"X{O} sufficiently small and
V E aH(z + d), where H'(z;d) := }imhlo(H(z + hd) - H(z))/h is the directional derivative of H
at z along the di7ection d. in particular, if o(llclll) can be replaeed by, O(lldl12), then junction H is
said to be strongly semismooth.
It is known that any piecewise smooth functioni is semismooth. Moreover, any piecewise smooth
function is strongly semismooth if all the derivatives of smooth pieces are locally Lipschitzian. Next
we show that the projection function .l]}cn is strongly semismooth everywhere.
Proposition 3.4.2 CTIhe projection junction Bcn is strongly se7nismooth at any 'z E ee'n.
Proof. Let Ai and A2 be the spectral values of z. Since we have from (2.2.8)
                                   z (Ai20, A2 1}ii O)
               Ii}cn(z) - ll(zi + IIz211) (1, llZ.2,tl) (Ai < O,, A2 > O)
                                   O (,)ti f{l. O, A2 E{I O),
1>cn is continuously differentiable at any z such that ,)ti 7! O and A2 7! O, and its derivative is
locally Lipschitzian. Moreover, Bcn is piecewise smooth at any z such that A2 > Ai = O or
Ai < A2 = O. Hence, we have only to show the strong semismoothness at the origin. Note that
Rcn(tz) = t.I]}cn(z) for any t ) O. Since any locally Lipschitzian positively homogeneous function
is strongly semismooth at the origin[IQ3], 1]tcn is strongly semismooth at the origin. -
In Appendix C, we give a more detailed proof, in which we divide the whole space into six subsets
and discuss the strong semismoothness in each subset. Recently, Chen, Sun and Sun [19] also showed
  iFunction H : ee" . eeM is said to be piecewise smooth at z if there exist e > O and a finite number of continuoysly
differentiable functions lli : B(z,e) . eeM (i -- 1,. .. ,N) such that for any z' E B(z,E) there exists an index i such




the strong semlsmoothness of Bcn, and Chen, Chen and Tseng [15] gave more general results. We
note, however, that their approaches are quite different from ours. Now, we are ready to prove the
strong semismoothness of HNR･
Theorem 3,4,2 The function H.. defined by (3.3.2) is semismooth at evetry point (x,y) E ee" × ee".
Moreover, if Vf : ee" . ee"×" is locally Lipschitzian, then HNR is strongly semismooth at every
point (x,y) E Er)n × Erln.
Proof. Let (e, n) E een × ee" be a pair of vectors sufficiently small, and U be an arbitrary element
of OHNR(x +6,y+ n). Note that .P)cn is strongly semismooth at x -y. Then, since
                                              V E 011cn((x - y) + (g - 'n))]   aH.. (x + e,y+ n) .. '( ( i 'vV Vf (-X i+ e) )
and
                   H{.((x,y) , (c, ny)) -= (C - <5f((.X)T-eYS,- "))･
we have
     uT (£) - Lig.((x,y) ,(e,")) - ( J -.V Vt(,X) )T (£) - (C -<If((g).-eY:6,- "))
                              rpX n(x -y;e - n) - vT(e - n)1
                            =k (vf(x+e)-vf(x))Te 7
                            =(O(Ll[iiTtlp/II2)) (,,,)
                            == o("(e,n)11),
where the last equality follows from IIe - opll2 S 211eii2 +211opli2 == 2il(C,n)H2 and 11CII S II(6,n)Il･
Hence, H.. is semismooth at (x,y). Furthermore, if Vf is locally Lipschit'zian, then the strong
semismoothness of H.. at (x,y) readily follows since o(l1411) in (3.4.3) can be replaced by O(liCl12).
i
3.4.3 Jacobian consistency ofthe smoothing function
Jacobian consistency, which was first introduced by Chen, Qi and Sun[17], is a concept relating
the generalized Jacobian of a nonsmooth function with Jacobian of a smoothing function. Like
the strong semismoothness, the Jacobian consistency plays an important role in establishing rapid
convergence of smoothing methods. In this subsection, we show that the function Hl,,e defined by
(3.3.6) enjoys the Jacobian consistency, and give some results that will be useful in constructing a
rapidly convergent algorithm.
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Definition 3,4,2 Let F : een -> ee'n be a eontinu,ous funetion. Let IiL,e : een - ee" be a .flu,nction
such that E,,. is continuously dwferentiable for any pa > O and E l}l O, and that lim(ps,.)t(o,o) I}L,e(z) =
.F(z) for a,ny z E ETII'n. Then we say 4,,. satisfies the Jacobian eonsistency if
                       (,,.1)ilM(o,,)diSt(VF)t･e(Z), OF(Z)) = O
holas for any z E een. Here dist(X, S) denotes min{IIX - Yll [Y E S}.
We note that Chen, Qi and Sun [17] define the Jacobian consistency in terms of 0cF(z) := 0Fl (z) ×
･･･ × aE,(z) ? 0F(z) instead of aF(z). Moreover, their definition contains only a smoothing
parameter pa.
  In order to show the Jacobian consistency of H),,., we need the following proposition. Since
it can be proved from (2.2.8) and (3.3.9) in a straightforward manner, we postpone the proof to
Appendix D.
Proposition 3.4.3 Clarke subdafferential of the projeetion junction Bcn and the matrix .Ill(kN) :=
limnto Vl),(z) are given as follows:
                      , {I} (Ai>O, A2>O)
                         {(A2/(Ai + A2))J+Z} (Ai < O, A2 > O)
                               {O} (Ai<O, A2<O)              0Ikn(z) ==                                                          (3.4.4)
                            co{I, J+ Z} (,)ti = O, A2 > O)
                              co{O, Z} (Ai <O, A2 =O)
                          co ({O}U {J} US) - (Ai == O, A2 = O) ,
                               I (,)ti>O, A2>O)
                         (A2/(Ai + A2))l +Z ()ti < O, A2 > O)
                               O (Ai<O, A2<O)                JS(z) -=                                                        (3.4.5)
                          I+ (1 -9t(O))Z (Ai =O, A2 > O)
                              gt(o)z (Ai <O, A2 =O)
                              9'(O)I (Ai =O, A2 == O),
where (ri,r2) :== (zi,z2)/llz211,
 z-ll ( -,r,i -,l3T,be,. ), cs :== (ll(i+,(3)l+S( -.'(3 -x3W'.T.,. ) -if{;6ff{ i, ilwlE-i)
By using this proposition, we show the Jacobian consistency of HIL,e.
Theorem 3,4,3 H),,. satisfies the Jacobian eonsistency.
/
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Proof. The formulas (3.4.4), (3.4.5) and O < g'(O) < 1 from (3.3.3) yield JS(z) E aBcn(z) for
any zE se". Moreover, we have
J&(X,Y) = (.,.1)ilM(,,,YH)`･e(X}Y) = ( Ih.If}J(P.(!i)Y) Vt(IT) )
(3.4.6)
from (3.3.8), and
oH..(.,y) =((I-DD Vt(IX))D E OBcn (x .- y))
We thus have J&(x,y) E 01il..(x,y) for any (x,y) E ee'n × Erl", which implies that Hl,,. satisfies the
  The'Jacobian consistency of Hpa,e guarantees that, fot any (x,y) E ee'n × ee'n and 6' > O, there
exist pa > O and e > O such that dist(VH),,.(x,y),aH..(x,y)) < 6'. [[b find such pa and e for given
6t and (x,y) is an essential issue for constructing a rapidly convergent algorithm. In the remainder
of this subsection, we study how we can find such LL and E.
   In what fbllows, we use the following notation for convenience. Let 9 : ee - ee be a continuously
differentiable convex function satisfying (3.3.3). Then we denote for any pa > O that
                             or,(cr) :- pag(a/rd.
Note that, as pa J O, there exist limits of "y7,(cu) and ')C,(a) for any fixed cu, which we denote
                     7o(or) := 1llhmt orp(a) == max{O,a},
                                           o (or < o)
  . "rEl"(a) :- //ge,7L(a)- 9'(O) (or-O)
                                           1 (a>O).




                             g(a) -a-g(-a) (3.4.10)
for any a E ee. Iibr example, gi(or) = (pm + or)/2 and g2(cM) = ln(ecr + 1) satisfy (3.3.3) and
(3.4.10). Ifor such functions, we have the following Iemma.
Lemma 3,4.2 Letg be a continuously dof7erentiable eonvex function satiof21ing (3.3.3) and (3.4.10),
Let ry7,, 7o and 7o+ be defined by (3.4.7)-(3.4.9). CTIhen it holds that (a) 7,(or)-tyo(ci) = 7,(-a) -
tyo(-or) for any or E ee, and (b) 1"yk(O) - oro'(O)i -= O < i"yl,(or2) - 'vU(cM2)l f{ i7k(cifi) - 7o'(cMi)1 for
any (cMi, cu2) E ER × ee such that O < icyil :E{ lor21･
Proo£ Since (a) can be easily seen from (3.4.7), (3.4.8) and (3.4.10), we only show (b). Let,
(cri, cy2) E E}l × se be arbitrary scalar,s such that O < 1cril S 1(]21. From (3.4.10), we have g'(a) -1 ==
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-g'(-cu) for any cy (E ER. This, together with "yl,((y) = 9'(cu/,tL) and (3.4.9), yields 'lrzi,(cM) - "yC;(cM) --
-{orft(-cr) - tyEl"(-or)}. We therefore have l')1(O) - 7o+(O)l = O and
                      ltya (cui) - 'yU(cui)1 - i"7;, (1 cyi1) - oro' (l cMiI)1 (3.4･i1)
                                                   'for each i : 1,2. Now, we note that, fbr any 5 > O, i"yl,(5) - oro+(P)l = 1 - tyL(5) > O, where
the inequality follows from orL(5) = g'(fi/pt) and (3.3.3). Moreover, 1 -''7L(6) is monotonically
nonincreasing since pm is convex. Hence, we have O < 17L(lcM2D - oro+(1or21)l :f{ lork(lcuil) - ryo+(lctil)l･
Combining this inequality with (3.4.11), we have (b). -
We further define function A : Erln ---> [O, +cx)) by
                                           '                     x(.) ,.., ,( ,g}12p.)IAi(z)i (z'(z) 7E e) (3.4.12)
                            <o                         (Z(Z) = ¢) 7
                                                                     'where Ai(z) (i = 1,2) are the spectral values of z, and Z(z) C- {1,2} is the index set defined by
Z(z) := {i1 Ai(z) l O}. Then we can easily see from Lemma 3.4.2(b) that
              lf)tft(Ai(z))-")fU-(Ai(z))1 s{{ l")tft(A(z))-">CI-(,)k(z))l (i-1,2). (3.4.13)
Frrom this fact, we can estimate the upper bound of dist(VHp,e(x, y), 0HNR (x, y))･
Proposition 3,4,4 Let9 be afunction satiofZting (3.3.3) and (3.4.10), and A be the junction deLfined
by (3.4.12). 77ben, there exists M > O such that
           dist(VH,,.(x, y), 0H..(x, y)) g M(i"y;,(X(x - y)) - 7o'(X(x - y))1 + e)
for any lt > O, e 2}l O and (x,y) E ee'n x een.
Proof, By (3.3.8), (3.4.6) and the Jacobian consistency of H",.,'there exists M' > O such that
dist(VH.,.(x,y),OH..(x,y)) S M'(ilVll,(x -y) - .ZS(x -y)ll +6) for any pa > O, E ) O and
(x,y) E se'n × ee". So it suffices to show the existence of N > O such that
                    11VlU(z) - tjlS(z)II sl Nl"y:i,(A(z)) -oro'(A(z))l
for any lt > O and z E ER". Let Ai and A2 be the spectral values of z, and apt, b-, and cps be defined
by (3.3.10). Moreover, let
                        ao :== //Jm, a. =: "Vb(A<l iE 3iO,(A'), (3･4･i4)
                                    i                        bo :- //sm, bps == li("yd"()t2)+"yEt(Ai)), (3.4.15)
                        co :,== //lm, ept-ll("y8-(A2)-'rg-(Ai))･ (3.4.16)
   When z2 = O, that is, zi = Ai = A2, we have llVFP(z) - ,JP(2)ll = IIg'(zi/pa)I- "7CS(zi)I[l =
l7k(zi) - 7o+(zi)1 = lryft(A(z)) - 7o+(A(z))1, where the first equality follows from (3.3.9), (3.4.s) and
(3.4.9), and the last equality follows from A(z) : liii and (3.4.11).
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  When kN2 7! O, that is, Ai < A2, by (3.3.9) and (3.4.5), we have for some N' > O
          liV.P},(z)-,JIB(z)1l
          = (a, - ao)i+ ((bpa -(b,O,) : £,a)'`,,- a'O) ((b, - b(,C)'i:(C,O,,,)r-T' .,))T,Tg")
          gN'(lapt-a･oi+lbp-bol+lept-coD, (3.4.17)
where r2 := z2/llz21I. First we consider the case where O S Ai < A2. Note that there exists A E
[Ai, A2] such that ork(IX) == ("y7,(A2)-7.(Ai))/(A2-Ai) = a,. Moreover, we have from (3.4.9), (3.4.14)
and J( E [Ai,A2] that ao = 1 = 7o+ (IX). Hence, we obtain la, - aol = Ityfi(X) - 7o+(X)l. Furthermore,
by (3.3.10) and (3.4.15), we have lb. - bol S (1/2)1"yk(A2) - 'vd-(A2)1 +(1/2)1"yi(Ai) - "yd-(Ai)l, and,
by (3.3.10) and (3.4.16), we have lc. - col f{{ (1/2)1"y;,(A2) - "y6-(A2)1 + (1/2)l'va(Ai) - 'yU(Ai)I`
Combining these inequalities, we have
               laps - aol + ibp - bol +lcp - col
               :sl fi')tl,(){2) - 'yd-(A2)l + I'yL(･)ti) - "ycl-(Ai)l + l"tr;, (X) - 'y8-(X)l
                                                '       s{ 3It>ta(A(z)) - tyd-(A(z))l,
where the last inequality follows from O f{ Ai < A2, A E [Ai,A2] and Lemma 3.4.2(b). Hence,
by (3.4.17), we have for some N > O that 11Vll,(z) - .Ji}(z)11 S NI"yt,(X(z)) - ry,+(X(z))l. When
Ai < A2 E{l O, we can obtain the desired result in a similar way.
   Finally, we consider the case where Ai < O < A2. First we assume O < IAil fs{ A2. When
l,)til < ･>{2, there exists A E [IAil, A2] = [-Ai, A2] such that
                           ")r,(A2)-')t,(Ai) ')(o(,)t2)w')(o(Ai)                 lapt-aol= A2-Ai - A2-Ai
                           ")r.(A2)-"n,(-Ai) '>to(A2)-"jo(-Ai)                         = ･)t2-Ai - A,-A, (3.4.18)
                         ., A2 + Ai orpa(A2) - Otps(-･)ti) - 1
                                    A2 - (-Ai)          A2 - Al
                           A2 + Al                         = ,),, - ,>,,I'y;t ('X) - nx8 (X)1
                         S 1it (X) - ty,+ (X)1,
where the second equality follows from Lemma 3.4.2 (a), the third equality follows from (3.4.8), the
fourth equality follows from (3.4.9), and the inequality follows from (A2 + Ai)/(A2 - Ai) == (IA21 -
iAll)/(IA2l+IAil) :s{ 1. When IAil == A2, we have la.-aol == O from (3.4.18) and Lemma3.4.2 (a). In
a way similar to the previous case, we have 1b,-bol s{ (1/2)1"y;,(A2)-")lii-(A2)1+(1/2)1">Z(Ai)-"rEl-(Ai)1
and lc, - col S (1/2)l'zk(A2) - ')rS'(A2)1 +(1/2)1">tL(Ai) - 'yEl-(Ai)l. Hence, by O < IAil :fll A2, X E
[IAil,A2], Lemma 3.4.2(b) and (3.4.13), we have 11VPP(z) - ,J7(z)11 S NI'yZ(A(z)) -or,'(A(z))1 for
some N > O. In the case where Ai < O < A2 and O < A2 :f{ IAil, we can also show the desired result
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  Proposition 3.4.4 indicates that, for given cy E ee, if we can reduce the value of 1'yk(cM) - "yd"(cu)l
arbitrarily elose to zero by choosing a sufficiently small pa > O, then we can make VHp,e(c,y)
arbitrarily close to 0H..(x,y). Since 7o+(cM) = limpaso ork(a), for any 6 > O and a E ee, there exlsts
i[i(or,6) > O such that l7h(or) - oro+(or)l < 6 for any pa E (O,i[z(a, 6)). The following proposition gives
an explicit expression of such pt(cr,6) when g(or) is given by g(or) = (a+ VEg2 FZI)/2.
Proposition 3,4,5 Let the function g be defined by g(cM) = (cy + x/EgTPi)/2, and 7p and "yEt be
defined by (3.4.7) and (3.4.9), respectively. Moreover, letpt(cr,6) be defined by
                         t +oo (621/2 or cr == O)
                 pt(cr'i) := i ilorIVIi (6<1/2 and cr#o) .'
Then, for any or E ee, 6 > O and pa E (O,7i(cu, 6)), we have
                            i"y;,(cr)-7o'(cr)1<6･ (3.4.19)
Proof. Let pa be an arbitra:y scalar in the interval (O,i[i(cr,6)). By easy calculation, we have
ry.(a) = (or + pmpa )/2, th(or) = (1 + or/ or2 +4pa2)/2 and
                                   1 (or>O)
                         oro'(cM) -= 1/2 (a-O)
                                   o (a<o).
Moreover, these equalities yield
               i"ra (or) - "yU-(or)i =( O-,-i (i - .l at ,,,) [: ; 8))
When a == O, (3.4.19) trivially holds since i"yt,(cM) -"yU-(or)1 = O < 6. When 6 2 1/2, (3.4.19) always
holds since lryk(a) - 7o+(or)l < 1/2 for any 6 > O and pa > O. When a l O and O < 6 < 1/2, we have
                   l･-yL(cM) - ")6-(cM)l -6 = g (i - ft1 L, ) -6
                                  < S (1 .- or,1 cr+I .,6) -6
                                  -i(i-k)-6
                                  < o,
where the first inequality follows from pa < pt(or,6) = (1/2)lcMIV5, and the last inequality follows
since the function f(6) := (1/2)(1-(1+i)-i12)-6 satisfies f(O) = o and f'(6) = (1/4).(1+6)-312 -
1<O for any 6>O. This completes the proof. -
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3.4.4 Quadratically convergdntialgorithm with Newton's method
In this subsection, based on Algorithm 3.4.1, we propose a more specific algorithm in which New-
ton's method is applied for solving subproblem (3.4.1). Moreover, we show that the algorithm is
quadratically convergent under appropriate assumptions including the strong semismoothness and
the Jacobian consistency. We first state the algorithm. For conveniepce, we denote
                         w :- (:), w(le' :- (Z[kkl)
                                         '
Algorithm 3.4.2 Choose op, pE (O, 1), TE (O, n], a E (O, 1/2), K > O and k > O.
    Stepo (]hoose w(O) E ER2" atnd I3o E (O,oo). Let LLo :== IIH..(w(O))ll and Eo :=
        ilHNR(w(O))Il. Setk := o.
    Step 1 [Z"lerminate 2lfIIH..(zv(k))11 =O.
    Step 2
        Step 2.0 Set v(O) := w(le) and o' := O.
        Step 2,1 Find a vector d"(]') sueh that
                          Hlt`k,Ek(v(0')) + VHpa,,.,(vO))Td"(j') .. o.
        Step 2･2 11f llH),,,e,(v(") + d"(j'))ll S 6k, then let w(k+i) := v(j') + d"(ji) and go to
           Step 3. 0therwise, go to Step 2.3.
        Step 2.3 Find the smallest nonnegative integer m such that
                      glpt,,.,(v(") + pMd"(j)) fs; (1 - 2apM)Wpt,,.,(v(3')).
            Let mj : = m, 71i : = pMj and v(j+i) := v(j) + ･Tia(j).
        Step 2,4 lf
                                HH),,,e,(v(O+i))11 fE{ fik, (3.4.20)
            then let w(le+i) := v(O'+i) and go to Step 3. 0therwise, set 2' :=j +1 and go
            back to Step 2.1.
     Step 3 UPdate the parameters as follows:
        pak+i '= min {KllH..(w(k+i))Il2, paoTk+i, p(X(x(k+i) - y(le+i)),kllHT..(w(k+'))11)} ,
         ek+i :== min{KIIH..(w(le+i))II2,eo77k+i} ,
         5k+i :== Ponk+i.
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, In Step 3, X is the function given by (3.4.12), and pt(or,6) is determined so that 1ry1,(cM) -tyo+(a)l < 6
 for any pa E (O,P(a,6)). An explicit formula of Tt(a,6) is given as 1'n Proposition 3.4.5 when
 g(a) -= (or + viEeopi)/2.
    In the inner iterations Steps 2.0-2.4, a damped Newton method seeks a point w(k+i) sueh that
 llHp,,e,(w(k+i))ll S 6k. Note that, by letting ork := fik2/2, the termination criterion (3.4.20) for the
 inner iterations becomes equivalent to (3.4.1) in Algorithm 3.4.1. Step 3 specifies the updating rule
 of the parameters, where {6k}, {pak} and '{ete} converge to O since O <T S ep < 1. Algorithm 3.4.2
 is well-defined in the sense that Steps 2.0-2.4 find v(j'+i) satisfying (3.4.20) in a finite number of
 iterations for each k. (Ifor more detail, see Appendix E.)
    Now, we show that Algorithm 3.4.2 is quadratically convergent under appropriate assumptions.
 Note that, from (3.4.2) and llxll S II(x,y)Il, there exists y > O such that
                          IIH)t,e(w)-HNR.(w)II S{ vu+ellwll (3.4.21)
 fbr any w E Erl2'n. By using this inequality and the two properties shown in Subsections 2.4.2 and
 2.4.3, we establish the main theorem of this subsection.
 Theorem 3,4,4 Let f : een - ee" be a monotone junction such that Vf is locally Lipschitzian.
 Let {w(le)} be a sequence generated by Algorithm 3.4.2. Moreover, suppose that the following as-
  sumptions hold true:
      (i) [The solution set ofSOCCP(3.3.1) is nonempty and bounded.
      (ii) Every accumulation point of {V'Hl,,,.,(w(k))} is nonsingular.
  Then we have the following two statements:
      (a) lbr allk sufiiciently la7ye, the ineguality in Step 2.2 ofAlgorithm 3.4.2 hotds for
          o' -- oi
      (b) 71he sequenee {w(k)} conve7)ges to a solution w* of SOCCP(3.3.1) quadratically.
  Proof, By assumption (i) and Theorem 3.4.1, {w(k)} is bounded and an arbitrary accumulation
  point w* is a solution of SOCCP (3.3,1), that is, H..(w*) = O. Let B be a positive number such that
  llw(k)ll S B for all k. Let L > O be a Lipschitzian constant of H.. on a bounded set 9 D {w(k)}.
  Let d(k) :== a(O) = -VH},,,.,(w(k))-THp,,.,(u;(le)), where J-T denotes J'T := (JT)ini = (Jmi)T.
  Ftrom the nonsingularity of VHL,,,.,(w(k)) [43, Proposition 6.1] and assumption (ii), there exists
  C > O such that
                    HVH)Lk,ek(UJ(k))'Tll =: IIVH)Lk,ete(w(le))-'H :f{ C (3A.22)
  for all k.
    First we show IIw(k) +d(k) -w'll = O(llw(le) -u]'II2). Let 1ik be an element of 0H,,.(w(k)) such
  that llVH),,,.,(w(k)) - I!1lrIl == dist(VH),,,e,(w(k)),0H..(w(ic))). It then follows from (3.4.22) and
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H..(w') == O that
     llw(k) + d(k) -w*11
     = w(k)-VTHpah,ek(w(k))-TH)Lh,ek(UJ(k))-W'
     S{ VH)tk,ek(w(k))-T VHIptle,ek(w(k))T(w(k)-w")-H)th,ek(w(k))
     S C{ (VII,,,.,(w(k))- IGlr)T(w(k) -w") + Ii}iii(w(k) -w*) -Hil,.(w*;w(k) -w')
       + Hfu (w*; w(ic) - w') - H.. (w(k) ) + H.. (w') + H.. (w(k) ) - H?,,,., (w(k)) }.(3.4.23)
Moreover, each term of (3.4.23) is O(Hw(k) - w*II2) by the following reasons. Since H),,. satisfies
the Jacobian consistency, we have for some M > O that
        llVHIfLk,ek(w(k)) - Vivll S M( tyk,(X(x(k) - y(le))) - "7cl-(X(x(k) - y(k))) + ek)
                        g M(kllH..(w(k))II +Kl]H..(w(k))112)
                        s M(k + KIIHI... (w(k))ll)llHl.. (w(ic)) - H.. (w*)ll
                         f{I M(k+KllH..(w(k))ll)LIIw(le)-w*11, (3.4.24)
where the first inequality follows from Proposition 3.4.4, the second inequality foIIows from Step
3 of the algorithm, the third inequality follows from H..(w*) = O, and the last inequality is due
to the local Lipschitz continuity of H... By (3.4.24) and the boundedness of {IIH..(w(k))ll}, we
have 11(VEIp,,.,(w(k)) - I!k)T(w(le) - w')ll = O(Ilw(k) - w'i12). The second and third terms of
(3.4.23) are also O(llw(fe) -w*ll2) since H.. is strongly semismooth and directionally differentiable.
Finally, we consider the fourth term of (3.4.23). IJlr]om (3.4.21) and Step 3 of Algorithm 3.4.2, we
have liHl..(w(k)) - Hp,,e,(w(k))ll S ypak +Bsk == O(lllil..(w(k))112). Moreover, O(IIH..(w(k))Il2) =
O(llw(k) - w'll2) from H..(w') = O and local Lipschitz continuity of H... Therefore, the fourth
term of (3.4.23) is O(llw(k) -w*ll). Consequently, we have
                     llw(k)+d(k)-w*ll == O(ilw(k)-w*ll2). (3.4.25)
i
  Next we show (a), that is, llHpa,,e,(w(k)
{d(k)} is bounded from the inequality 11d(k)11
therefore have for some r > O that
+ d(k)) l S fik for all k sufficiently large. Note that
s llw(k) + d(k) - w*II + 11w(k) - w'II and (3.4.25). We
    llH',,,e,(zv(k) + d(k))il S llH),,,., (w(k) + d(k)) - Il..(w(k) + d(k))II + IIH..(u](k) + d(k))il
                    :f{ rllH..(tv(k))ll2+llH..(w(k) +d(k))ll, (3.4.26)
where the second inequality follows from (3.4.21), the boundedness of {w(k) + d(k)} and Step
3 of Algorithm 3.4.2. Hence, it sufices to show llH..(w(ic) + d(k))R = O(llH..(w(k))ll2) and
IIH..(w(k))11 = O(nk). Notice that assumption (ii) implies that H.. satisfies the local error bound
property at w", that is, 11w(k) -w*ll == O(llH,,.(w(k))11). Then, we have IiH..(w(k) +d(k))ll S
IZIIw(k) + d(ic) - zv*II == O(lw(k) - w"]12) == O(IIH..(w(k))ll2), where Z is a Lipschitzian constant for
i li
l
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H.. on a bounded set st ) {w(k) + d(k)}. On the other hand, llH..(w(k))ll == 0(nk) since
            IIHNR(w(k))ll f{l llH)tk"i,Ek-i(w(te))il + HH)xk-,,ekff,(ui(k)) - HiNR.(w(k))ll
                       S 5le-1 + yptk-1 + B6k-1
                       s{ x3onk-i + vpaonk-i + BEo rf-i
                       == n-i(6o + mpo +BEo)nk,
where the second inequality follows from Step 2.4 of Algorithm 3.4.2 and (3.4.21), and the third
inequality follows from Step 3 in Algorithm 3.4.2 and O < T S n < 1. Combining these results
with (3.4.26), we have llH?,,,.,(w(k) + d(k))ll g lllil..(w(k))11O(nk), which implies (a). Finally, (b)
dlrectly follows from (3.4.25) and (a). -
   We note that assumption (ii) holds if f is strongly monotone around a solution. This can be
observed as follows. .From [43, Proposition 6.ll, we have O -< Vl}(z) K J for any pa > O and z E ee",
which implies O S ,ZS(z) 5 J. Moreover, the matrix J&(x,y) defined by (3.4.6) is nonsingular since
the matrix I - JS(x - y) + ,Ji}(x - y)Vf(x) is nonsingular by the positive definiteness of Vf(x)
and [119, Proposition 2.1(b)].
   There have been studied many Newton-type methods with smoothing and regularization tech-
niques for solving NCPs and box constrained variational inequalities (BVI). Our algorithm is re--
garded as an extension of those methods to SOCCP. However, it is different from the existing
Newton-type methods for NCP and BVI in some respects. The Jacobian smoothing method [17, 69]
is one of the popular Newton-type methods. In this method, an approximate Newton direction
d == -VHpt(z)-TH(z) of H is used instead of Newton direction -V'H),(z)-TH),(z) of H), itself,
which our algorithm adopts. Another approach [95, 102] is to consider the nonlinear equation
G(x,pa) == O where G(x,pa) : = (Hpp(Z)), and solve it by Newton's method that treats parameter pa as
a variable. Moreover, in [95], a regularization parameter is also included. On the other hand, our
method distinguishes between parameters and variables strictly.
3.5 Numericalexperiments
In order to evaluate, the efficiency of Algorithm 3.4.2, we have conducted some numerical experi-
ments. In our experiments, we chose g(cy) = (pm + a)/2 as the function satisfying (3.3.3) and
(3.4.10), and employed llH..(w(k))ll < 10-8 as the termination criterion. Mbreover, we adopted
                               loiO (6)1/2 or cif=O) ,
                   P(cr'6) := ±lcMIV5 (6<1/2 and alO)･
in Step 3 of the algorithm. Note that, when X(x(k) - y(le)) defined by (3.4.12) is very small but
positive while llH..(x(le),y(k))11 is not small enough, pak becomes almost as small as X(x(k) - y(k)),
although (x(k),y(k)) is not sufficiently close to a solution. Since this may diminish the effects of
smoothing, we regard Ai(x(k) - y(k)) as O when Ai(x(k) - y(k))/IIH..(x(ic),y(k))ll ffl 6 holds for a
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sufficiently smal} 6 > O. In our implementation, we therefore modified the definition (3.4.12) of A(z)
such that the index set Z(z) := {i1 IAi(k")i > 10-`llH..(T,y)il} is used instead of Z(z) = {il Ai(z) l
O}. The program was coded in MArl]LAB 6.5 and run on a machine with AMD Athlon(tm) XP
2000+ CPU and IGB RAM.
3.5.1 Linearcase
We solved the following linear SOCCP: Find (x,y) E Erlln × [T{l'n such that
                        xG rcn, yE rcn, xTy=o, y== Mx+q, (3.5.1)
where M E ee"×'n is a rank-deficient positive semidefinite matrix. We chose n = O.Ol, T = O.OOI,
p = O.5, a = O.4, rc = O.Ol and k = 1 in Algorithm 3.4.2.
   In order to obtain a positive semidefinite matrix M with ranl<M = r < n, we !et M :=
nBB[i7HBBTII, where B E ee"Xr is a matrix of which components are randomly chosen from the
interval [-1, 1]. Furthermore, we let q := 10orni12p - Me, where e = (1,O,...,O)T E int rc", p is
a vector such that p E intrc" and Ilpll = 1, and cif is randomly chosen from the interval [-1,1].
Then, SOCCP (3.5.1) has a solution, since M is positive semidefinite and there exist hi E int rcn and
y G int rcn such that Y = Mth+q. (See Appendix F.) In the experiments, we determined p as follows ;
Let e be randomly chosen from (O,r/2), let w be an (n- 1) -dimensional vector whose components
are randomly chosen from [-1, ll, and put p := 2-i12 cos e(1,w/ilwll) + 2-i12 sine(1, -w/"wll). It
is not difficult to see that a vector p thus determined satisfies llpll == 1 and p E int rcn.
   In our first experiments, we generated 100 problem instances for each of n = 100, 200,...,1000,
and solved each problem instance by using 100 randomly chosen initia! points. We let the rank r
of M be an integer randomly chosen from [O.9n,n - 1], and selected an initial point (T(O),y(O)) as
(x(O),y(O)) := 106(a,b)/ll(a,b)ll, where fi is randomly chosen from [-3,3] and each component of
(a, b) E een × ee" is randomly chosen from [-1, 1]. Table 3.1 shows the results of our experiments, in
which n denotes the size of problems, #Ite denotes the number of outer iterations, #Newton denotes
the total number of inner Newton iterations, and cpu(s) denotes the CPU time in second. The
values ofnlte, liNewton and cpu(s) are the average of 100 runs for each n. Table 3.1 reveals that
the problem size only slightly affects the number of iterations.
   In our second experiments, we fix the size of problems at 100 and varied the rank of M E
ErliOOXiOO as r = lo, 2o,'. . . , 90 and 99. We solved 1000 different problem instances for each T, where
initial points are selected in a way similar to the previous experiments. Table 3.2 shows the results
of the experiments. The numbers of iterations, tiIte and gNewton, are the average of 1000 runs for
each r. Table 3.2 indicates that neither tt Ite nor tt Newton is afected by the -rank of matrix M.
3.5.2 Comparison with interior point method
We solved the following SOCP by our method and interior point method.
                           Minimize cTz
                          subject to z E rci, Az + b E rc2,(3.5.2)
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Table 3.1: Results for linear SOCCPs of various problem sizes































where A E eeMXn, bE ERTn, c E een, rc1 :== rcnl × ･･･ ×K'nN c Erl'n and rc2 := rcMl × ･･･ × ]℃MM c ErlM.
Since the KKT conditions for SOCP (3.5.2) are written as
(K) E rci× rc2, (9 -.AT)(K) + (S) E rci× rc2, (R)T((9 -.AT)(K) + (:)) == q3 s3)
we can obtaln a solution of SOCP (3.5.2) by solving SOCCP (3.5.3). In this experiment, we chose
eight pairs of (rci, rc2) such that ni = ･-･ = nN and mi == ･･･ = mM and generated 100 problem
instances for each (rci, rc2), where matrix A is randomly chosen so that its components are contained
ln the interval [-1,1], and vectors b and c are randomly chosen so that SOCP (3.5.2) is solvable.
                                          r   In applying Algorithm 3.4.2 to SOCCP(3.5.3), we chose parameters and initial points in a
way similar to the previous experiment. As the interior poiht method for SOCP, we used SDPT3
solver [109, 113]. We give the results in Table 3.3, in which (n, IV) denotes the dimension of rci and
the number of second-order cones comprising rci, (m, M) applies similarly to rc2, and the numbers
of iteratlons are the average of 100 runs for each (rci, rc2). As this table shows, our method tends
to require fewer iterations than the interior point method when the dimension of second-order cone
is large.
3.5.3 Nonlinearcase
We solved the fbllowing nonlinear SOCCP : Find (x,y) E ee" × se'n such that
x E IC, yE rc, xTy == O, y= f(x),(3.5.4)
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Table 3.2:Results for llnear SOCCPs with various degrees of rank deficlency





















































where rc = rc3 × rc2 and f : ee5 - ee5 is given by
                        24(2xi - x2)3 + exp(xi - x3) - 4x4 + xs
                -12(2xi - x2)3 + 3(3x2 + 5x3)/ 1 + (3x2 + 5x3)2 - 6x4 - 7xs
       f(x) : = -exp(xi - x3) + 5(3x2 + 5x3)/ 1 + (3x2 + 5x3)2 - 3x4 + 5xs
                                4xl + 6x2 + 3x3 -1
                                -xl + 7x2 - 5x3 +2
We note that, in view of the KKT conditions (3.6.4) for the SOCP(3.6.1) (see
SOCCP (3.5.4) is equivalent to the following SOCP :
           Minimize exp(zi - z3) + 3(2zi - z2)4 + 1 + (3z2 + 5z3)2
           subJ ect to :; E ]c3, ( -4i 9 -3s ) :l + (-2i) E rc2
                                                Z3    Z3
Section2.6),
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Since the objective function of this SOCP is convex, we can easily see that the function f is
monotone. In the experiments, we set the parameters as p= O.5, a= O.4, K == O.Ol and k = 1.
   We used nine different pairs (n,") and ran AIgorithm 3.4.2 with 100 initial points (x(O),y(O))
for each (op, T) determined as (x(O),y(O)) := r(a, b)/II(a, b) ll, where r is randomly chosen from [O, 10]
and each component of (a,b) E ee'n × se" is randomly chosen from [-1,1]. Table 3.4 shows the
results of the experiments, in which #Ite and #Newton are the average of 100 runs for each (ny,T).
As Table 3.4 shows, the number of outer iterations decreases as n becomes smaller. On the other
hand, the number of inner iterations decreases as T becomes smaller and 'n becomes larger. Since the
computation time is largely dependent on the number of inner iterations, it would be recommended
to choose n as large as possible and " as small as possible. However, it should be kept in mind
that, whbn T is too small, pa and e tend to O very rapidly, which may deteriorate the advantage of
smoothing and regularization methods.
Table"3.4: Results for nonlinear SOCCPs with various choices of (n,T)




























                                  13.6 Concludingremarks
    '
In this section, we make some comments that complement the results obtained in this chapter.
   In this chapter, the function F in SOCCP(1.1.1) is assumed to be of the form F(x,y,<) ==
f(x) - y. This assumption may seem rather restrictive. However, the KKT conditions for the
socp
                               Minimize e(z)
                              subject to ")f(z)Erc (3.6,1)
can be written as the SOCCP with F(x,y, <) == f(x)-y as fbllows : In SOCP (3.6.1), let z == z'-z"
with z' E se# and z" E ee#,and denote2 := (.Z,;) E ER4S, where een+ is the n-dimensional nonnegative
orthant. Moreover, define b : ee2S - ee by b(2) == e(z' - z"), and & : ee2s - eet by &(2) = or(zt -zt').
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Then SOCP (3.6.1) can be refbrmulated as
                          Minlmize b(.-")
                         subJect to (&(zi)) E rc × ERIiLS,
and the KKT conditions for (3.6.2) are written as
               vb(2) - (v&(2) i) G-l) - o,
               (ft-l) E rc × ee3s, ('`)r22)) E rc × eez;Ls, (i.;)T(5'22)) = o
Now, let fti = &(2), and notice that (3.2.3) holds. Then, (3.6.3) can be rewritten as
                (vb(2) ry-"(Zv")&(2)x,) = (ft'l)'
                (X..') E rc × Erizs, (ll-ill) E rc × Eri3s, (X,.')T(t.Il;) - o
Setting
                . .. (X..'), y- (k-l), f(x) == (vb(2) ty-"(Zv")&(2)x,),
the KKT conditions (3.6.4) for SOCP(3.6.1) can be reduced to the SOCCP with
f(x) -y. Note that the KKT conditions (3.6.4) for SOCP(3.6.1) contain
the original KKT conditions. Iinrthermore, some desirable properties of th
SOCP (3.6.1) may be lost.
& in (3.6.2) are merely convex. Hence, it would be useful to develop a method that
dea
which is not restricted to be of the form F(x,y, <) = f(x) -y.
   In Sections 2.3 and 2.4, it is also assumed that rc = rcn. Ifor the general case
rcni × ･･･ × rcnm, Hpa,.(x,y) and VHps,.(x,y) are given by
                            qpa(xl,yl)
               Hke(x,y)= ' , -                           9pt (xM , ym)
                            fe (X) - y
              vHp,e(x7y) -= ( iaggai.{,Vi,I .tSncLi,yli)lllil-i Vf(x-),+ei ) ,
where x == (xl,...,xM) E ERnl ×･･･× eenm,y = (yl,...,ym) E ERnl ×...× Erlnm,
yJ")}?=i denotes the blocl<-diagonal matrix with block elements VII,(xO - yj).
nition (3.4.12) of A(z) is replaced by




                                                     F(x,y,<) =
                                                  more variables than
                                                 e functions involved in
              F r example, even if e and or in SOCP (3.6.1) are strictly convex, b and
                                                       can directly
l with the original KKT conditions, or more generally, SOCCP involving the function F(x, y, <)
where rc =
and diag{VI}(xO -
Moreover, the d fi-
t
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where z = (zi,...,zM) E ER'ni × ･･･ × Erl'nm, Ai(zj) (z' == 1,2) are the spectral values of zj, and
Z(z) C- {1,2} × {1,...,m} is the index set defined by 1(z) :== {(i,3')] Ai(k'"0') 7! O}. Then, we can
a}so show that Theorems 3.4.1 and 3.4.4 hold for monotone f in a similar way.
Chapter 4
A matrix splitting method for
                                   'symmetric aMne second-order cone
complementarity problems
4.1 Introduction
In this chapter, we focus on the symmetric arnne SOCCP :
                    Find zEeen
                such that zErc, Mz+qErc, zT(Mz+q)=O, (4.1.1)
where M E ee"Xn and q E ee" are a given symmetric matrix and a vector, respectively, and rc c een
is the Cartesian product of SOCs, i.e.,
                         j< = lcnl × rcn2 ×...× lcnm
with n = ni + n2 + ･ ･ ･ + nm. Iibr instance, the KKT conditions for the Lagrangian dual problem
of the SOCP:
                                   1Minimize izTQz+cTz
                         subject to Az+bErc
can be written in the form of symmetric affine SOCCP (4.1.1), where Q is a symmetric positive
definite matrix. Throughout the chapter, we often denote SOCCP (4.1.1) as SOCCP (q, M, rc).
   Recently, several methods have been proposed for solving SOCCPs. One of the popular ap-
proaches is to reformulate the SOCCP into an equivalent nondiflbrentiable minimization problem
and solve it by smoothing methods [15, 19, 43, 57]. Such an approach is motivated by smoothing
methods for nonlinear complementarity problems [12, 16, 69, 101]. However, smoothing methods
may sometimes be expensive computationally for large scale problems, and hence, methods exploit-
ing particular features of matrices such as the sparsity and the block structure are required. In this
chapter, we propose an approach based on a matrix splitting method for the affine SOCCP.
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   In matrix splitting methods, we represent the matrix M as the sum of two matrices B and
C where B has a certain simple structure. Then, by solving subproblems involving the matrix
B successively, the method generates a sequence converging to a solution ,of the original problem.
Historically, matrix splitting methods have been used to solve the system of linear equations [46].
Several splitting schemes such as Jacobi, Gauss-Seidel, and the successive overrelaxation (SOR)
methods have been suggested and various,parallel algorithms have been developed on the basis
of those matrix splitting schemes. Subsequently, those methods have been extended to the linear
complementarity problem (LCP) and the aMne variational inequality problem [24, 63, 77, 78, 79,
                                                '
   In this chapter, we extend the matrix splitting method [24] for LCP to SOCCP. Especially, we
propose to adopt the block SOR method. The blQck SOR method for LCP generates subproblems
that can be solved easily by simple substitution operations. However, if the method is applied
to SOCCP in a direct manner, generated subproblems need not be tractable in general. Wb will
present a speclal blo"ck SOR method for SOCCP in which generated subproblems possess certain
particular structures. In our approach, the subproblems are transformed into equivalent, single
variable equations by exploiting the special structures of subproblems, and then, those equations
are solved eMciently by adopting some idea used in the trustregion method.
   The chapter is organized as follows: In Section 4.2, we describe the basic matrix splitting
method for afline SOCCPs, and give conditions for the method to be convergent. In Section 4.3,
we present the block SOR method as a particular realization of the basic splitting method of Section
4.2. In Section 4.4, we give a concrete procedure to solve subproblems of the block SOR method.
In Section 4.5, we report numerical results with the proposed method. Finally, we conclude the
chapter in Section 4.6.
4.2 Matrix splitting method and its convergence
In this section, we extend the matrix splitting method for LCP to SOCCP, and study its convergence
property. Let the symmetric matrix M be represented as the sum of two matrices B E se"×" and
C E ERnXn, i.e.,
                                   M= B+C, (4.2.1)
where B and C need not be symmetric. Such a pair (B,C) is called a splittlng of M. The basic
algorithm of the matrix splitting method for the SOCCP is stated as follows:
Algorithm 4,2.1
Step 1, Choose a splitting (B,C) ofM and an initial point zO E rc. Set k := O.
Step 2, Solve the fbllowing cdi7ne SOCCIP:
                          Find zE {Rn
                      sueh that zEIC, Bz+qkErc, zT(Bz+qk)=O, (4.2.2)
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     whetre
                                     qk := q+Czk. (4.2.3)
     Let zic+i be a solution of problem (4.2.2).
Step 3, if zk+i = zk, terminate. Otherwise, return to Step 2 with k'replaced by k+1.
It is partieularly important to choose a splitting (B,C) so that SOCCP (4.2.2) can be solved effi-
ciently and the sequence {zk} generated by the algorithm converges to a solution of SOCCP (4.1.1).
   Next, by exten.ding the convergence theory of splitting methods for LCP [24, 63] to SOCCP, we
give conditions for Algorithm 4.2.1 to be convergent. The following two definitions are necessary
for describing the conditions.
Definition 4.2,1 lfSOCCP(q,B, rc) has a solution for anyq E ee'n, then B is called a J<)-Q-matrix.
Moreover, ifB is a rc-Q-matrix, then (B,C) is called a rc-Q-splitting.
Definition 4.2,2 1)FB-C is positive (semi-)definite, then the splitting (B, C) is said to be (weakly)
rEvular.
It is evident from the definition that SOCCP(4.2.2) always has a solution if (B,C) is a rc-Q-
splitting. On the other hand, the regularity of the splitting (B,C) plays an important role in
discussing the convergence property of Algorithm 4.2.1.
   In the remainder of the section, we will show that, if (B, C) is a regular rc-Q-splitting, then the
sequence generated by Algorithm 4.2.1 converges to a solution of SOCCP (4.1.1). The process of
convergence analysis may seem similar to that for LCP [24]. However, they are different in many
respects since the complementarity condition for SOCCP cannot be decomposed into more than m
blocks (m is the number of SOC comprising rc), while LCP can be decomposed into n blocks, i.e.
(Mx+q)i ) O, xi ) O, xi(Mx+q)i =='O, i = 1, ...,n. The subsequent analyses are concerned with
SOCs, but they can be also applied to general self-dual cones.
   Now, we first introduce function e : ee" . ee defined by
                               O(z) :== SzTMz + qTz.
This function serves as .a merit function on rc for SOCCP(4.1.1) since matrix M is symmetric
and hence a minimizer of e on rc solves SOCCP (4.1.1). In the subsequent discussions, we will use
function O in order to monitor the progress of the algorithm. The following lemma gives a sufficient
condition for the sequence {e(zk)} to be nonincreasing.
Lemma 4.2,1 Let (B,C) be a weakty regular rc-Q-splitting of the symmetric matrix M. Let {zk}
be a sequenee generated by Algorithm 4.2.1. Then, we have for eaeh k
                 o(zk) -e(zk÷') }ir ±(zk -zle+i)T(B - C)(zk - zk+i) }I O. (4.2.4)
In partieular, if (B, C) is a regular rc-Q-splitting, then the second inequality in (4.2.4) holds strietly
 whenever zk l zk+i, and moreover e(zk) = e(zk+i) of and only if zk = zk+i.
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Proof, By (4.2.1), (4.2.3) and the symmetry of M, we have
      e(zk) - o(zk+i) = (zk - zk+1)T(q + Mzk+1) + g(zk - zk+i)TM(zk m zk+1)
                  = (zk - zk+i)T(q + (B + C)zic+i)
                     +i(zk - zk+i)T(B - C)(zk - zkA) + (zk - zk+i)Tc(zk - zk+1)
                   = (zk - zk+i)T(qle + Bzk+i) + i(zle - zk+i)T(B - C) (zk - zk+i).
                                             'Moreover, (zk)T(gk +Bzk+i) ;}t O since ik E rc and qk + Bzk+i E rc, and (zk+i)T(qle +Bzle+i) = o
since zk+i is a solution of SOCCP (4.2.2). We then have (zk - zk+i)T(qic + Bzk+i) ) o and hence
                 e(zk) - e(zle+i) }i g(zk - zk+i)T(B - c)(zk - zkti).
The second inequality in (4.2.4) holds from the positlve semidefiniteness of B-C. The last assertion
of the lemma is obtained by the fact that the regularity of (B, C) implies the positive definiteness
The above lemma leads to the following theorem.
Theorem 4.2.1 Let (B, a) be a Tegular rc-Q-splitting of the symmetric matrix M. Then, any ac-
eumulation point of the sequen'ce {zk} generated by Algorithm 4.2.1 is a solution ofSOCC7]'(4.1.1).
Proof. Let zN be an arbitrary accumulation point of the sequence {zk} generated by Algorithm
4.2.1 and {zki} be a subsequence of {zk} converging to 2. Then, by the continuity of O, the' sequence
{e(zki)} converges to O(z"). In addition, the entire sequence {e(zk)} is bounded below, since {e(zk)}
is nonincreasing from Lemma 4.2.1 and the subsequence {e(zki)} converges. Consequently, the
sequence {e(zk)} 'itself converges. This fact, along with the positive definiteness of B - C and
the inequality (4.2.4), yields that {zk - zk+i} converges to O. Hence, the sequence {zki+i} also
converges to zN. Since zki+i satisfies
                                            zki+1 E J<
                                 Bzki+i +Czki +q E J<
                         (zki+1)T(Bzki+1 + Czki + q) = O,
passing to the limit reveals that zN isasolution of SOCCP (4.1.1). i
This theorem indicates that, if a sequence {zk} generated by Algorithm 4,2.1 has an accumulation
point, then it is a solution of SOCCP (4.1.1). However, the theorem says nothing about the existence
of an accumulation point. In order to show the boundedness of {zk}, we introduce the foIIbwing
concept on M.
Definition 4,2,3 A rnatrix M E ee"Xn is said to be (strictly) rc-copositive if xTMz )(>) O for all
Z E rc×{O}.
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rl]he concept of (strict) rc-copositivity is a natural extension of the (strict) copositivity in the LCP
theory [241. It is easily seen that any positive semidefinite matrix is rc-copositive and any positive
definite matrix is strictly rc--copositive. Using this definition, we establish the main theorem in this
section.
Theorem 4,2,2 Let M be a symmetrie matrix, and q be an arbitrary vector. ij M is strictZy
rc-copositive, then, for any initial point zO E rc, the sequ,ence {zk} generated by Algorithm 4.2.1
with regular rc-Q-splitting (B,C) is bounded, and its arbitrary accumulation point is a solution of
SOCCP(4.1.1).
Proo£ From Theorem 4.2.1, if the generated sequence has an accUmulation point, it is a solution
of SOCCP (4.1.1). Hence, it suffices to show the boundedness of the sequence {zk}.
   Since M is strictly rc-copositive, we have
                              a := min eTMe > o,
                                   ll.e,ll=.='
that is, we have for any zE IC
                                 zTMz)allzl12. (4.2･5)
Therefore, we have for allk .
                        e(zO) 2 e(zk)
                            == 5(zk)TMzk + qTzic
                             }r Sallzle 112 - IIqlll!zkll
                             ; 'lla(llzk ll - illgll)2 - tiI; llqH2,
where the first inequality follows from Lemma 4.2.1, the second inequality follows from (4.2.5),
 {zk} c rc and the Cauchy-Schwarz inequality. This inequality readily yields
                        "zk" ff{ l:itq"+ 3 (e(zo)+ i,."q"2)
 for all k, which shows the boundedness of {zk}. m
4.3 BlockSORmethod
In the previous section, we have shown that, under the assumption that M is strictly rc-copositive,
a sequence generated by Algorithm 4.2.1 with any regular rc-Q-splitting (B,C) converges to a
solution of SOCCP (4.1.1). In this section, we present the block successive overrelaxation (block
SOR) method for solving affine SOCCPs by extending the corresponding method fbr LCPs [24]. In
particular, we give conditions for a splitting (B, C) used in the block SOR method to be a regular
rc-Q-splitting. In this and the next sections, we suppose that the following assumption holds.
48 Chapter 4A matrix splitting method for symmetric aMnesoc ps
Assumption A The symmetric matrix M E ee"×'n is positive definite.
Note that the matrix M is strictly rc-copositive under this assumption.
  First, we give an explicit expression of the splitting (B,C). Let the matrix M be partitioned
as                              Mn Mi2 ''' Mim
                              M21 M22 M2m                       M=
                              Mml Mm2 ''' Mmm
with Mlj E se'niX"j. Then, the splitting (B,C) used in the block SOR method is represented as
                                                                '                    Bii O
                    M21 B22
              B== M3i Mb2 '･･ ,C=M-B, (4.3.1)               -
                    Mml -･･ ･･･ Mm,m-1 Bmm
where Bii are chosen appropriately fbr i == 1, . . . , m. Since B is chosen to be a block lower triangular
matrix, we can solve SOCCP(4.2.2) successively as follows: Let z and qk in SOCCP(4.2.2) be
partitioned as
                               Zl qbl
                                ･ k･                         z= : )q= :,
                                             k                               zm qm
where zi E ee"i and q,k･ G ee'ni, i == 1, . . . , m. 'I]hen the,decomposable structure of SOC constraints [57,
Proposltion 2.2] yields that SOCCP (4.2.2) is equivalent to the problem of finding z E ee'n such that
            zi E rcni, Bii zi + r,k･ E rcni, z,T･ (Bii zi + T,k･) =o i == 1, ..., m, (4.3.2)
where
                                   qte if i- 1,
                              i-1         le                       ri := 2A(zij 2j + q,k･ if i22 ･
                              o'=1
We can solve problems (4.3.2) for zi recursively fromi= 1 toi= m, by regarding zi,...,ziHi and
r,k- as known constants.
   In the block SOR method for LCP, the block diagonal elements Bii are normally chosen as
Bii := w-iMlei with a constant w E (O,2). However, in the case of SOCCP, subproblems (4.3.2)
may not be solved efficiently if Bii == w'iMlei. Here, we propose to choose Bii as follows: 'I[b
simplify the notation, we introduce the function T : EIIteXe × (O, +oo) ×, [O, +oo) --÷ E}lteXe defined by
                                     w-'ai (l == 1)
                               (W;.i,a' .-OiTA,) (t ]}l 2), (4'3'3)      r(A,w,7) :=
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where w > O, 7 }ll O, and A E EfiteXe is given by
                              A-(".'l S!l{) (4.3.4)
with ai E ee, a2 E ERe-i and A3 E EJt(e-i)×(e-i). Using this function, we let
                              Bii := r(uai,w, or).
SOCCP (4.3.2) can be solved efficiently by exploiting the particular structure of Bii = T(Mlei, w, or),
as will be shown in the next section. Our method involves two parameters, and hence may be called
a modified block Gauss-Seidel method with diagonal elements defined by AOR-likg splitting [51].
Nevertheless, we emphasize that our method is a natural extension of block SOR method for NCP
to soccp.
   Next we consider conditions fbr the splitting (4.3.1) with Bii = r(Mlei,w,7) to be a regular
rc-Q-splitting. rlb this end, we give a lemma and a proposition in the following.
Lemma 4.3,1 Let A E EIIeXe be a positive definite symmetric matrix given by (4.3.4) and (G,H)
                                                       .         '              'be a splitting of A given by
                      G = r(A, w, ty), H == A- r(A, tu,7).
Suppose that w and or satisf21 either of the following conditions :
                       (a) 7>1 andO<wS2/7,
                       (b) or =1 and O<w< 2,
                       (c) O s{ 7< 1 and O <w S 2/(2 - 7).
Then the matrix G is positive definite and the splitting (a,H) is regular.
Proof, Since the lemma holds evidently for e == 1, we only consider the casee 2 2. Note that, for
any symmetric matrix A E EReXe given by (4.3.4), the following relation holds [59, Theorem 7.7.6] :
         A is positive definite o ai > O and A3 - aria2aS is positive definite, (4.3.5)
where the matrix A3 - aiia,2ag is called the Schur complement of A with respect to ai.
   We first .show the positive definiteness of G by showing the positive definiteness of
                      (G+GT)/2-(,℃,-SY.', (g/-?'.ag' )
Since it holds evidently when 7 == O, we only consider the case where or > O. First we note that
                                  4                                cv2"y2 -1 >O (4T3'6)
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for all cases (a), (b) and (c). The Schur complement of (G+GT)/2 with respect to w-iai is written
as
                        '      .-iA, - (ty2./-4), a,t,i aJg = W4ty-2 ((.,4ry, L 1) A, + (A, - a2.a,g)], (4.3.7)
                                                                'which is positive definite from (4.3.5) and (4,3.6). This together with weiai > O implies the positive
                         'definiteness of (G + GT)/2.
   We next show the regularity of (G, .El) by showing the positive definiteness of
             i{(G-ii)+(q-H)T}-((2(W,-II)k),ai (,LZTI)?)g.,)
Note that the Schur complement of ((G-H) +(G -H)T)/2 with respect to (2w-i - 1)ai is written
as
                     (7 - 1)2a,2ag         (2w-i m l)A3 T (2w-i - 1)ai
             = 2.-l -i [{(2w-i - i)2 - (7- i)2} A3 + (7 -i)2 (A3 - a2i S)] (4.3.s)
Moreover, A3 and A3-aiia2ag are positive definite, and w-i-1 > O and (2w-i-1)2-(7-1)2 > o
fbr all cases (a), (b) and (c). Hence, the matrix given by (4.3.8) is positive definite. This together
with (2tu-i -1)ai >O implies the positive definiteness of ((G- H) +(G-H)T)/2. -
Proposition 4,3.1 Suppose that G E seeXe is a positive definite rnatrix. 77ten, G is a rce-Q-matrix,
and the solution of SOCC7]' (p, G, rce) is uniqu,e for any p E ERe.
Proof, Let us define function F by F(x) :== Gx +p. Then, F is strongly monotone since G is
positive definite. Moreover, we note that SOCCP (p, G, rce) is equivalent to the following variational
inequality problem :
                          Find x E Jce
                      such that l7(x)T(y - x) }) o vy G rce.
Since any variational inequality problem with strongly monotone function has a unique solution [52,
Corollary 3.2], we obtain the desired result. ･ . .'-
Using the above lemma and proposition, we give condibions for (4.3.1) with Bii = T(uai,w,7) to
be a regular rc-Q-splitting.
Theorem 4,3,1 Let the splitting (B,C) of M be given by (4.3.1) with Bii = r(Mli,w,ry), i =
1,...,m. Suppose that w and ty satiofly either of the following conditions:
                       (a) 7>1 and O<w s{ 2/or,
                       (b) ty =: 1 and O< tu < 2,
                       (c) O s{ 7< 1 and O <w f{ 2/(2 - 7).
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Then (B, C) is a regular rc-Q-splitting.
Proof, Let (Bii,Cii) be a splitting of uai where Bii = T(Mlei,w,or) and Cii = Mlei - Bii. By
setting A := Mlei, G := Bii = r(Mlei,w,7) and H := Cii = Mlei -r(Mlei,w,or) in Lemma 4.3.1, we
obtain the positive definiteness of Bii and the regularity of the splitting (Bii, Cii).
   Using these results, we show that (B, C) is a regular rc-Q-splitting. We first show the regularity
of (B, C). Since M is symmetric and B is blocldower triangular, B - C can be written as
                       B - C = diag {Bii - Cii}:･l=i + L - LT,
where diag {Bii - Cii}R･.,i denotes a block diagonal matrix whose diagonal elements are Bii - Cii,
and L E ER"Xn is the strictly block Iower triangular part of M. Then, we have for any z E ee'nX{O}
                 zT(B - C)z == zT(diag {Bii - CIii}:･l,I.i)z + iTLz - zTLTz
                              m                           == £ziT(Bii - Cii)zi
                              i=1
                           > o,
where the inequality follows from the regularity of (Bii, (]ii). Hence, the splitting (B, C) is regular.
We next show that B is a rc--Q-matrix. Since Bii is positive definite, we have from Proposition 4.3.1
that the matrix Bii is also a rc"i-Q--matrix. Note, moreover, that the solution of SOCCP (4.2.2)
is obtained by solving SOCCP (4.3.2) recursively from i = 1 to i == m, and that each SOCCP is
solvable since Bii is a ICni-QLmatrix. Hence, the whole SOCCP (B, q, rc) is solvable for any q, that
is,Bisarc-Q-matrix. ' t     '                     t. .
4.4 Solvingsubproblems
In the previous section, we have shown that SOCCP (4.2.2) can be decomposed ･into m subproblems
(4.3.2) by choosing the splitting (B, C) as in (4.3.1). We have also derived conditions fbr Algorithm
4.2.1 with the splitting (4.3.1) to be eonvergent. In this section, we propose a method for solving
these m subproblems (4.3.2) efliciently. In order to simplify the notation, we consider the following
SOCCP in which superscripts and subscripts are omitted :
                       Find zEERe
                   such that zErce, Bz+rEJ<Je, zT(Bz+r) =o, (4.4.1)
where B is a positive definite matrix of the form
                                 B-(2$Z) (442)
with bi E ER, b2 E eee-i and a symmetric matrix B3 E ee(e-i)×(e-i). Notice that each subproblem
(4.3.2) reduces to SOCCP (4.4.1) when the parameters w and 7 used in the splitting (4.3.1) with
52 Chapter 4 A matrix splitting method for symmetric aMne SOCCPs
Bii = r(Mlei,w,7) satisfy the assumptions of Theorem 4.3.1. In addition, SOCCP(4.4.1) has a
unique solution from the positive definite.ness of B and Proposition 4.3.1. When e = 1, we can
easily obtain the solution of (4.4.1) as z = max(O, -T/B). So we will consider the case e l) 2.
   The fbllowing three cases are possible for a solution z* of SOCCP (4.4.1):
      (i) .Ne'- =O,
     (ii) z' E int rce,
     (iii) z* E bd J<)e x {o},
where int rce and bd rce denote the interior and the boundary of rce, respectively. Since z' E rce, it is
clear that no other cases are possible for a solution of (4.4.1). 'Ib solve SOCCP (4.4.1) efficlently, it
will be helpful to detect which case applies to the solution z". 'Ib this end, we provide the fbllowing
proposition.
Proposition 4,4.1 tbet z" be the unique solution of SOCCP(4.4.1). Then,
    (a) case (i) holds if and only ifT E ICe;
    (b) ease (ii) holds of and only of -B-iT E int ICe. Moreovetr, we have z* = -B-ir;
     (c) case (iii) holas of and only ifr ¢ rce and -B-ir ¢ int rce.
Proof, We first show (a), If z' = O solves SOCCP (4.4.1), then we have Bz" +r = r E rce.
Conversely, if r E rce, it is easily seen that z" = O solves SOCCP (4.4.1). We next show (b). If case
(ii) holds, then we have Bz" +r = O, which implies z' == B'ir. Conversely, if -B-ir E int rce, it is
easily seen that z' == -B-ir solves SOCCP(4.4.1). We must have (c) from the existence and the
uniqueness of the solution. This completes the proof. -
This proposition indicates that, if r E ICe or -B-ir E int rce, then we can readily calculate the
solution of SOCCP (4.4.1).
   Now, we describe a method of finding the solution of SOCCP (4.4.1) when case (iii) holds. Note
that we haNe Bz' +r E bdICe since the solution z' belongs to bd rce X {O} and the inner product
of z' and Bz' +r is equal to O. Thus, we can write z' and Bz' +T as
                                   z* == A(G.j), (443)
                               Bz* +r=pa (hith), (444)
where A > O, pt ) O and 2I is an (e - 1)-dimensional vector such that llil)II = 1. Generally, it is
not easy to find z' satisfying (4.4.3) and (4.4.4) simultaneously. Nevertheless, when B is given by
(4.4.2), we can exploit the special structure of B to compute the solution z" as follows : Substituting
(4.4.2)' and (4.4.3) into (4,4.4), we have
                          (Ab2 -ilbkB+31']i+r,) =(-:.-), (445)
4.4 Solvingsubproblems 53
where r = (ri,r2) E ee × ERe-i. Eliminating pa in (4.4.5), we have
                        -{A(biJ+ B3)+riJ}iZ) = Ab2 +T2. (4.4.6)
Moreover, Abi +Ti = pa together with A > O, pa l21 O and bi > O from the positive definiteness of B
yields
                           A }ir AL := max{O,-ri/bi}-
Let us define function H : ee . n(e-i)×(e-i) by
                           H(A) := A(biJ+B3)+riL (4.4.7)
If H(A) is nonsingular, then (4.4.6) can be rewritten as
                            il) = -H(A)-i (Ab2 +r2). (4.4.8)
                                                                 ''                  '  'Thus, if we find a A* such that ilH(A*)-i(A*b2 +T2)ll = 1 and A' ) AL, then we obtaln z* by (4.4.3)
   If Ti == O, then the equation IIH(A)di(Ab2 + r2)il == 1, together with H(A) = A(bil+ B3), yields
the single variable quadratic equation A2(1- Ilgl12) -2AgTh- lihl12 = O, where g := (bil+B3)-ib2
and h :== (bil+B3)-ir2. Since A* ]) AL = O and 11gll < 1 from the following lemma, A' is given by
                       '                                                           '                          -gTh + (gT h)2 + Hhll2(1 - llgll2)                      A*= 1- 11gll2 -･ (4･4･g)
Lemma 4.4.1 Let B be an arbitrary posMve defcnite matrix given by (4.4.2), and g := (bil+
B3)-ib2. Then, we have llgll < 1.
                                '                                                '    Let v:= (1,-gT)T. Then we haveProof,
                       vTBv == bi - gTb2 +gTB3g
                            = bi - gT(bil+ B3)g + gTB3g
                             = bi(1 - llgli2).
Since v 7L O and B is positive definite, we have bi > O and bi(1 - llgl12) > O, which imply IIgll < 1.
-
                                                          '' '   Since z* can be easily obtained by (4.4.9), (4.4.8) and (4.4.3) when ri =: O, we suppose ri l O
 in the subsequent discussions. The following proposition gives a sufficient condition for H(A) to be
                                '
 Proposition 4,4,2 if ri l O, then the matrix H(A) defined by (4.4.7) is positive definite for any
 A })[ AL.
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Proof, Note that bi > O and B3 is positive definite since B is positive definite. If ri > O, then
AL == O and hence H(A) = A(bil+ B3) + ril is positive definite for any A }) AL. If Ti < O, then
AL == -Ti/bi > O and hence H(A) = AB3 + bi(A + ri/bi)I is positive definite for any A l}il AL. m
Now, let us define functions w : [AL,+cx)) -> Erlte'i and 3b : [AL,+oo) - ee by
                           w(A) :== -Il(A)-i(Ab2+r2), (4.4.10)
                           zb(･>t) :- ilw(･){)ll･ (4.411)
Then, our purpose is to find a solution A* ]l) AL of the foIIowing single variable equation :
                                   zb(A)-1. (4.4.12)
First we confirm that such a solution always exists.
Proposition 4,4,3 Suppose that ease (iii) holds and ri 7C O. CT7}en we have (a) zb(AL) }) 1 and (b)
                                 'liMA-+oo Lb(A) = ll(bil+B3)-'b211 < 1･ '
Proof. Since (b) can be easily obtained from (4.4.10) and Lemma 4.4.1, we only show (a).
Assume to contrary that V(AL) < 1. Then, it suffices to show that either case (i) or (ii) holds,
since the solution exists uniquely. When ri > O, we have from w(AL) == w(O) == -Ti'iT2 that
1 > zb(AL) = llu,(O)li = IIT211/ri. This implies r E int ICe c ICe, that is, case (i) holds. When Ti < O,
(4.4.10) and (4.4.11), together with bi > O, ri < O and AL = -Tibii, yield
                                11 - B3-i(r2 - ribT'b2)11
                       zb(,)tL) ==                                 < 1,                                      -ribii
which implies
                          (-B,-i(lii i-b-iriibrib,))EmtiCe (4.4.i3)
The vector in (4.4.13) equals -B-ir since the following equality holds identically :
                     (2,i )Z)(-Bgi(;;'-b-irlbiib,)) "-(:l)
Hence, we have -B-irEint rce, that is, case (ii) holds. i
Since function zb is continuous for ,)t llir AL, Proposition 4.4.3 guarantees the existence of A" ) AL sat-
isfying (4.4.12). Actually, such a A" must exist uniquely since A" gives a solution of SOCCP (4.4.1),
which exists uniquely from the positive definiteness of B and Proposition 4.3.1.
   Now, we present a procedure for finding a solution A* lil AL of equation (4.4.12), which is a
 Newton type method incorporating the bisection method･as a safeguard strategy. In particular,
 instead of applyirig Newton's method to (4.4.12) directly, we will adopt a more efficient method
 that is reMiniscent of an approach well-known in the trust region literature [22, Chapter 7].
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   Define function ip : [AL, +oo) - (-1, +oo] by
                               '        ip(,),)=(V(All-&,-i ?.i,(b)(,>,)O=,.
Then, the nonlinear equation
                                   q5(A) =-O (4.4.14)
is equivalent to (4.4.12). We aim to solve (4.4.14) instead of (4.4.12) since function ip is expected
to behave better than th [22].
   The iterative formula of Newton's method fbr the nonlinear equation (4.4.14) is given by
                  ･ .A,J+,-A,･-ipgb,(('>At2i)), . ., . (4.4.15)
                                                                        'where ip' denotes the derivative of ip. The derivative ip' is obtained by
                     ip'(A) = (It.(IA)" -1}'
                    ' w(A)Tw'(A)
                               11w(A)il3
                            w(A)TH(A)-i{(biJ+ B3)w(A) + b2}                         = llw(A)H3 , (44.16)
                                             '
where the last equality follows from
                            '                '                        (biJ+B3)w(A) +H(A)w'(A) == -b2,
which is obtained by differentiating both sides of H(A)zv(A) == -(Ab2 + rD. Since H(A) is positive
definite fbr any A }) AL, by using the Cholesky factorization H(A) = R(A)R(A)T with R(A) being
upper triangular [47], we may rewrite the formula (4.4.15) as follows:
                                                   .                                                    '                      1 llw(Aj)ll3       A2'+i - Ao (iEw(Aj)" - 1) zv(A,･)T(R(A,･)T)'iR(Ao')-i{(bil+B3)W(Aj')+b2}
                              liw(Aj)l12 , '           - A,･ + (llw(A,･)il - 1)                            u(A,i)Tv(A2')'
where u(A) == R(A)-iw(A) and v(A) =' R(A)-'{(biJ+ B3)w(A) + b2}. Summarizing the
arguments, we have the following procedure for solving SOCCP (4.4.1).
Procedure 4,4,1
                              ''Step 1. ijr E JCe (case (i)), set z' := O and terminate.
Step 2. 1[f -B-iT E int J℃e (case (ii)), set z" := -B-ir and terminate.
Step 3, Otherwise (case (iii)), calculate z* as fbllows:
above
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    Step 3-O, lfri f O, then go tO Step 3-1. 0thertvise, calculate vectors g and h such that (bil+
        B3)g = b2 and (bil+B3)h = r2. Set A' := (-gTh+((gTh)2+ Ilhl12(1- llgll2))'12)/(1 -
        11gll2) and z' := A'(1,w(A*)T)T. [Tlerminate.
    Step 3-1. Let Ao :== AL, cio := ,)tL and 5o be a scalar such that ,(3o > ,)tL ancl Ilw(6o)Il < 1.
        set 3' : = o.
    Step 3-2, RLctorize H(Aj) = RRT. Let Rj :== R.
    Step 3-3. aaleu,late wji such that Rj(Rj)Twj' -- -(A,･b2+r2).
    Step 3-4. if 11wi'II == 1, then set z* := A,･(1,(wj')T)T and terminate. .if llwj'II > 1, then let
        cifj+i := AJ･ and a+i := fii. 17 11wjll < 1, then let orj+i :== cyj and fii+i := A2･. '
    Step 3-5. Calculate uJ Such that ROu,2 == wO.
    Step 3-6. aalculate vj such that Rjv2 = (bil+ B3)wj + b2･
    Step 3-7, Let"A,･+i :== A,･ + (llwj'II - 1)liwjl[2/((uj')Tvi .(r Aj+i E (a2-+i,&+i), then let
        A2'+i := A2･+i. Otherwise, let Aj-+i:= (orj･+i + 5f+i)/2. Set a' := j+1 and go back to
        Step 3-2.
This procedure is used in Step 2 of Algorithm 4.2.1 to solve subproblem (4.3.2). In practice, we
may set rso := +oo, and then compute G < +oo such that llw(fiti)ll < 1 only when it becomes
necessary for the first time.
   Since a bisection-type safeguard strategy is combined with Newton's method, Procedure 4.4.1
is guaranteed to be globally convergent. Note that, when the parameter or is chosen to be O
in the splitting (4.3.1) with Bii = r(Mlei,w,7), SOCCP(4.3.2) reduces to SOCCP(4.4.1) with
b2 == O, and the convergence is ensured even without using the safeguard strategy. In fact, since
H(A)-i(biJ+B3) == AJ+ri(bil+B3)-i is positive definite for any A ) AL, it follows from (4.4.16)
wlth b2 = O that ip'(A) > O, and hence, function ip is moriotonically increasing on the interval
[)tL, +oo). We can further show that ip is concave o.n the interval [AL, +oo) by calculating the second
derivative ¢" of ip. Thus, starting from Ao := AL, Newton's method generates a monotonically
increasing sequence {A2･} converging to a solution A*. Furthermore, since ip is almost linear for
A 2 AL, we may expect that Newton's method converges very rapidly [22].
   On the other hand, when 7 X O, convergence is not guaranteed unless a safeguard strategy
is employed, since b2 # O in (4.4.16) and hence ip is generally neither monotonically increasing
nor concave on the interval [AL,+oo). Nevertheless, it is worth mentioning that, as is shown in
Theorem 4.3.1, it is allowed to choose an w such that tu > 1 when O < 7 < 2, whereas w must be in
(O, 1] when 7 = O. In view of the fact that convergence of SOR method for Iinear complementarity
problems is accelerated by letting w > 1 [29], we may expectthat Algorithm 4.2.1 performs better
whenwis chosen greater than l. '
   SOCCP (4.4.1) may also be solved by Newton-type methods like interior point methods. How-
ever, Procedure 4.4.1 exploits the special structure of matrix B, and hence, rapid convergence can
be expected. Indeed, the numerlcal results reported in Section 4.5 show that Procedure 4.4.1 finds
a solution within several iterations.
'
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4.5Numerical results
In this section, we present some numerical results with the proposed algorithm. The program was
coded in MATLAB 6.5.0 and run on a computer with 3.04GHz CPU and 2GB memory. We have
conducted the following experiments:
 (A) Testing Procedure 4.4.1 on SOCCP (4.4.1) of various problem sizes.
 (B) Testing Procedure 4.4.1 on SOCCP (4.4.1) with various degrees of sparsity.
 (C) 'Ibsting AlgoTithm 4.2.1 on SOCCP (4.1.1) with various values of or and w.
 (D) Tbsting Algorithm 4.2.1 on SOCCP (4.1.1) with various Cartesian structures of rc.
In experiments (A), (B) and (D), we used not only complete Cholesky factorization but also incom-
plete Cholesky factorization in Step 3-2 of Procedure 4.4.1. The complete Cholesky factorization
provides upper triangular R satisfying H(A) : RRT exactly. But, even if matrix H(A) is sparse,
R is not sparse in general. On the other hand, the incomplete Cholesky factorization provides
upper triangular R such that H(A) f , RRT. Therefore, Ilwj'll == II - (ROi(Rj)T)-'(A,･b2 + r2)ii = 1
does not necessarily imply 1[w(A,･)1[ = ll - H(A,t)-i(A,Fb2 + r2)H = 1, and the point z* obtained by
Procedure 4.4.1 may only be an approximate solution of SOCCP (4.4.1). However, since the incom-
plete Cholesky factorization exploits the sparsity of a matrix, computational cost can be reduced
drastically when H(A) is sparse. In addition, our computational experiments has revealed that,
even though subproblems (4.2.2) are solved only approximately, Algorithm 4.2.1 is able to find a
solution of SOCCP (4.1.1) in most cases. .
   In experiment (A), we generated 100 test problems for eache = 100,200,...,1000 and solved
each problem by Procedure 4.4.1 with complete Cholesl<y factorization and incomplete Cholesky
factorization. The termination criterion was MwO'll - 11 < 10-4. In generating a test problem,
elements of vector T were chosen randomly from the interval [-1, 1], and a positive definite matrix
B of the fbrm (4.4.2) was obtained by the following procedure: First, set A = NNT +D, where
N is a square matrix whose nonzero elements are chosen randomly from the interval [-1, 1], and
D is a diagonal matrix whose diagonal elements are chosen randomly from [O.Ol,1]. Then, let
B :== r(A, 1, 2), where r is defined by (4.3.3). In this procedure, the number of nonzero elements of
N is determined so that the nonzero density of matrix B becomes approximately 5%. We show the
results in Table 4.1, where e denotes the number of variables, ti iter denotes the nUmber of iterations,
and cpu(s) denotes the CPU time in second. The left column labeled comChol corresponds to the
case where the complete Cholesky factorization was employed, while the right column labeled
 incChol corresponds to the case where the incomplete Cholesky factorization was employed. In
                                                              ''particular, the number of iterations and the CPU time are the averages of 100,trials for each e. We
 may observe that the number of iterations stays almost constant regardless of the problem size,
 although the CPU time grows with the problem size.
    In experiment (B), we generated 100 test problems for each nonzero density O.2%, O.5%, 1%,
 2%, 5% and 109'6, where the problem size e was fixed to 1000. The termination criterion and the
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procedure fbr generating B and r were similar to experiment (A). We show the results in Table
4.2, where dens denotes the (approximate) nonzgro density of matrix B, # iter denotes the number
Qf iterations, and cpu(s) denotes the CPU time in second. Each number is the average of 100 trials
for each nonzero density. As shown in Table 4.2, the sparsity of matrix B affects the number of
iterations only slightly, but reduces the computational cost drastically.
































   In experiment (C), we solved SOCCP (4.1.1) with'various values of parameters ty and tu used
to determine the splitting (B,C), by incorporating a block'SOR method and Procedure 4.4.1
into Algorithm4.2.1. Specifically, we tried all possible combinations of (tu,ty) E {O.1,O.2,... ,1.9}
×{O,O.5, 1.0,1.5,2.0}. The underlying SOC rc was fixed to be K 20 × ･･･ × IC20 c ee400. We solved
different 100 test problems for each pair (w,ty) with data (M,q) randomly generated as follows:
Elements of vector q were chosen from the interval [-1, 1], and a symmetric positive definite rr)atrix
M, whose nonzero density was controlled to be approximately 1%, was given by M = iVAIT +
D, where IV and D are matrices obtained in a way similar to experiment (A). The termination
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criterion was llzk+i - zkll <'10-8, and the complete Cholesky factorization was'used in Step 3-2
of Procedure 4.4.1. We show the results in Table 4.3. The numbers in the table show the average
numbers of iterations taken over the successful trials for each pair (w, 7). WkD see that the algorithm
converges most rapidly when w = 1.1 for every 7. Note that the combinations of (w,or) marked
with parentheses in the table do not satisfy the assumptions of Theorem 4.3.1, and hence, the
convergence is not guaranteed for such (w,or). In fact, the numbers in the parentheses show how
often the algorithm with such (tu,or) failed to converge. Nevertheless, we were able to obtain the
solution in most instances even if the convergence of the algorithm was not assured theoretically.
The results suggest that it is possible to weaken the assumptions of Theorem 4.3.1.





















































































































   In experiment (D), we solved SOCCP (4.1.1) with various Cartesian structures of rc. To con-
struct SOCs of various types, we chose ni and msuch that ni+･･･+nm = 1600 and ni = ･･'･ = nm,
where m is the number of SOCs comprising rc and ni is the dimension of each SOC. Ifor each type
of rc, we solved 100 test problems, where M and q were generated in a way similar to experiment
(C). In view of the results of experiment (C), we set 7 == 1 and w = 1.1. 'We let the initial point
be zO = O, and the termination criterion be Ilzk+i - zkll < 10-8. Wle show the results in Table
4.4, where the number of iterations and the CPU time are the averages of 100 trials for each type
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of rc. We find that. the number of iterations gradually decreases as the number rn of SOCs in rc
decre.ases. However, the whole CPU time does not decrease monotonically as m decreases, since
subproblems to be solved at each iteration become more expensive as ni becomes larger.




























































In this chapter, we have extended the matrix splitting method for LCPs to SOCCPs and showed
that the algorithm converges under the assumption that the matrix M is strictly rc-copositive.
Furthermore, we have proposed a block SOR method for solving SOCCPs with M being positive
definite, and demonstrated its effectiveness through numerical experiments. From a practical view-
point, there is room for improvement in speeding up the algorithm. In partlcular, it would be
highly efective if subproblems are solved in parallel. Moreover, it is desirable to develop a matrix
splitting method for SOCCPs that is convergent under weaker conditions.
Chapter 5




We consider a bimatrix game where two players attempt to minimize their own costs. Let y E ee"
and z E eeM denote strategies of Players 1 and 2, respectively. Moreover, let Player 1's cost function
be given by h(y, z) := yTAz with cost matrix A E ee"XM, and let Player 2's cost function be given
by f2(y,k'") := yT'Bz with cost matrix B E se'nXM. Wb suppose that the two players choose their
strategies y and z from the nonempty closed convex sets Si g ee" and S2 9 eeM, respectively.
Then, the players determine their strategies by solving the following minimization problems with
the opponents' strategies fixed :
                       . minimize yTAz subject to y E Si ,                          Y (5.1.1)             minimize yTBz subjecttozES2. '                          z
A point (Y,7) satisfying Y E argminyEs, yTA7 and 7 E argmin.Es, YTBz is called a Nash equi-
librium[3]. Since the minimization problems (5.1.1) are convex, the problem of finding a Nash
equilibrium can be formulated as a variational inequality problem (VI) [33]. Moreover, if Si and S2
are given by Si = {y E ee"1gi(y) SO, i =1,...,IV} and S2 = {z E eeMlh,･(z) S O, o' =1,...,M}
with some convex functions gi : se" - ee and hj･ : eeM - se, respectively, then the VI is further
reformulated as a mixed complementarity problem(MCP), which is also called a box-constrained
variational problem. Recently, MCP has been extensively studied and many efficient algorithms
have been developed for solving it [17, 18, 95].
   The concept of Nash equilibrium is premised on the accurate estimation of opponent's strategy
and the exact evaluation of player's own cost function. Thus Nash equilibrium may hardly represent
the 'actual situation when those operations are subject to errors. 'Ib deal with such situations, we
introduce the concept of `robust Nash equilibrium, which is parallel to that of robust optimization [5,
6, 7, 31].
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   In the field of game theory, there has been much study on games with incompiete information
and the robustness of equilibria. Harsanyi [53, 54, 55] defines a game with incornplete information
as a game where each player's payoff function is given in a stochastic manner with its probability
distribution. This is one of the most popular formulations of games with incomplete information.
Kajii and Morris [65] adopt Harsanyi's formulation to define a concept of robust equilibria to in-
complete information. Especially, they show that games with strict equilibria do not necessarily
have robust equilibria, and the unique correlated equilibrium of a game is robust. Moreover, they
introduce the notion of p-dominance, and show that a p-dominant equilibrium is robust under an
appropriate assumption. Ui [114] considers the robustness of equilibria of potential games, which is
a class of games involving Monderer and Shapley's potential function [81]. He shows that the action
profile uniquely maximizing a potential function is robust. Recently, Morris and Ui [84] have unl--
fied the above discussions for p--dominant equilibria atnd equilibria of potential games. They define
a generalized potential function that contains Monderer and Shapley's potential function [81] and
Morris's characteristic potential function [83], and show that an action maximizing the generalized
potential function is a robust equilibrium to incomplete information.
   In the above-mentioned references, the "robustness" means that an equilibrium is stable with
respect to estimation errors. On the other hand, the robust Nash equilibrium introduced in this
chapter is an equilibrium that results from robust optimization [5, 6, 7, 31] by each player. More
precisely, our formulation is premised on the conditions (I)-(III) in the next section. Indeed, these
conditions are applicable to several actual problems such as dynamic economlc systems based on
duopolistic competition with random disturbances, traflic equilibrium problems with incomplete
information on travel costs, etc. We note that this concept is diffk]rent from those considered in
[65, 84, 114].
   In what follows, we first define a r6bust Nash equilibrium for a bimatrix game, and discuss its
existence. Then, we show that, under certain assumptions, the robust Nash equilibrium problem
can be formulated as a second-order cone complementarity problem (SOCCP). The SOCCP is a
class of complementarity problems where the complementarity condition is associated with the
Cartesian product of second-order cones. Several methods for solving SOCCPs have been proposed
recently [15, 19, 43, 56, 57].
5.2Robust Nash 'equilibria and its existence
In this section, we define the robust Nash equilibrium of a bimatrix game, and give sufficient
conditions for its existence.
   Throughout the chapter, we assume that the following three statements hold for each player
i (i == 1, 2):
(I) Player 1 cannot estimate Player 2's strategy z exactly, but can only estimate that it belongs
    to a set Z(z) g eeM containing z. Similarly, Player 2 cannot estimate Player 1's strategy y
    exactly, but can only estimate that it belongs to a set Y(y) g se'n containing y.
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(II) Player 1 cannot estimate his/her cost matrix exactly, but can only estlmate that it belongs
     to a nonempty set DA g ee"XM. Player 2 cannot estimate his/her cost matrix exactly, but
                             x   can only esttmate that it belongs to a nonempty set DB g ee'nXM.
(III) Each player tries to minimize his/her worst cost under (I) and (II).
Now, we define the robust Nash equilibrium under the above three assumptions. 'Ib realize (III),
we define functions fi : ee" × eeM -> ee (i = 1,2) by
                      f-i (y, z) :== max {yT A2 A E DA,2 G Z(z)},
                                                                         (5.2.1)                      f-2 (y, z) := max {9TBz B E DB,Y E Y(y)}.
 The functions fNi(･,i) and fN2(y,･) represent Player 1's and Player 2's worst costs, respectively,
 under uncertainty as assumed in (I) and (II). Players 1 and 2 then so}ve the following minimization
                        minimize fi (y, z) subj ect to y G Si ,                           Y- (5.2.2)                        minimize f12 (y, z) subj ect to z E S2.
                           3
 Now, we are in a position to define the robust Nash equilibrium.
 Definition 5.2,1 Let junctions fi and f2 be dojined by (5.2.1). ijZjr E argminyGs, fi(y,7) and
 ;2fr E argminzEs, f-2(Zir,'z), that is, (Yr,-) is a IVash eguilibrium of game (5.2.2), then (yr, 7r) is
 called a robust .ZVash equilibrium of game (5.1.1).
    Next, we give a condition for the existence of a robust Nash equilibrium of game (5.1.1). Note
 that Y(･) and Z(-) giveri in (I) can be regarded as set-valued mappings. In what fbllows, we suppose
 that Y(･), Z(･), DA and DB in (I) and (II) satisfy the following assumption.
 Assumption A
     (a) Set-valu,ed mappings Y : se'n - P(se'n) and Z : eeM . P(eeM) are continuous, and
         Y(y) and Z(z) are nonempty compact for anyyE ER" andzE seM.
     (b) DA g ee'nXM and DB C- eenXM are nonempty and compact sets.
 The functions A and f-2 defined by (5.2.1) are well-defined under this assumption. By simple
 arguments on continuity, we can show that fi and fe are continuous everywhere. Furthermore, we
 have the following lemma on the convexity of fi(･,z) and f2(y,･). We omit the proof since it is
 trivial.
 Lemma 5.2,1 Suppose that Assumption A holds. Let fi and fe be defined by (5.2.1), Then, for
 any fixed z E eeM and y E se'n, the junctions fi(･,z) and fe(y, ･) are convex.
 The next lemma is a fundamental result fbr noncooperative n-person game [3, Theorem 9.1.1].
 Lemma 5.2,2 Consider' a noncooperative two-person game whe7e cost junctions are given by ei :
 een × eeM --> ee and 02:ee'n × eeM - se. Suppose that functions Oi and e2 are continuous at any
 (y,z), and funetions ei(･,z) and e2(y,･) are eonvex. Suppose that Si and S2 are nonempty eompact
 convex sets. [Z"lhen, the game has a IVash equilibrium.
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By the above lemmas, we obtain the following theorem for the existence of a robust Nash equllibrium
of game (5.1.1)
Theorem 5.2.1 Suppose that Assu,mption A holds, and Si and S2 aTe nonempty eompact convex
sets. Then, game (5.1.1) has a robust Nash equilibrium.
Proo£ By Lemma 5.2.1, the functions fi(･,z) and f2(y,･) are convex. Moreover, as pointed out
earlier, fi and f2 are continuous everywhere. Therefore, from Lemma 5.2.2, game (5.2.2) has a Nash
equilibrium. This means, by Definition 5.2.1, that game (5.1.1) has a robust Nash equilibrlum. N
5.3 SOCCP formulation of robust Nash equilibrium
                                               ''      'In this section, we focus on the bimatrix game where each player takes a mixed strategy, that
is, Si = {yly ) O; e,T.y = 1} and S2 == {z1z ) O, eZz == 1}, and show that the robust Nash
equilibrium problem reduces to an SOCCP. .
   Recall that the SOCCP is to find a vector (e, 'n, <) E [Re × E}le × ErltV satisfying the conditions
                                                  '
                           IC De -L nE rc, C(C, op, C) =O, (5.3.1)
where G : ERe × eee × eeV - E}lte × eeV is a given function, 6 i n denotes CTn = O, and rc is a closed
convex cone defined by rc = rcei × rce2 × -･･ × rcem with eg･-dimensional SOCs. '
   Consider the bimatrix game where Players 1 and 2 solve the following minimization problems
(5.3.2) and (5.3.3), respectively :
                     miniilnize yT Az subj ect to y) o, e.Ty = 1, (5.3･2)
                        y                     minimize yTBz subject to z)O, ei:z=1. (5.3.3)
                        z
It is well known that a Nash equilibrium of this game is given as a solution of a mixed linear
complementarity problem. In fact, since z and y are fixed in (5.3.2) and (5.3.3), respectively, both
problems are linear programming problems, and their KKT conditions are given by
                           O :f: y± Az + ens l) O, eT.y = 1,
                           OsziBTy+e.t)O, ei:z=1, (5.3.4)
where s G ee and t E ER are Lagrange multipliers associated with the equality constraints in (5.3.2)
and (5.3.3), respectively. Thus, ifsome (y, g,) satisfies the above two KKT conditions simultaneously,
then it is a Nash equilibrium of the bimatrix game. The problem of finding such a (y,z) can be
further formulated as a linear complementarity problem (LCP) [24].
   Now, we consider bimatrix games involving several types of uncertainty, and show that the
robust Nash equilibrium problem corresponding to each game reduces to an SOCCP of the form
                         rcDM<+qiN<+rErc, C<=d (5.3.5)
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with variable < E ERe+' and constants M,N E ErleX(e+T), q,r E gte, C E EI{'×(e+T) and d E ER'. Note
that, by introducing new variables C E EIIe and n E ERe, problem(5.3.5) reduces to SOCCP (5.3.1)
with u =e+T and G : ER3e+T - Erl2e+T defined by
                                      e-M<-q
                          G(e, n, <) :== op -N< -r ･
                                       C<-d
5.3.1 Uncertainty in the opponent's strategy
In this subsection, we consider the case where each player estimates the cost matrix exactly but
opponent's strategy uncertainly. More specifically, we make the following assumption.
Assumption 1
 (a) Y(3t) := {y+6y E se'n I II6yll :!{ /o,, e,T.6y == O} andZ(x) := {z+(iLz E eeM1 il6zll f{ p., eT.5z =O},
     wheTe py and pz are given positive-constants.
 (b) DA = {A} and DB = {B}, where A E EII'nXM and B E senXM are given constant mat･rices.
Here, the conditions e,T.6y = eill(Sz == O in the definitions of Y(y) and Z(z) are provided so that
eX(y + 6y) =: eT.(z + (Sz) = 1 holds from e.Ty = enz = 1. Under this assumption, the following
theorem holds.
Theorem 5.3,1 ifAssumption 1 holds, then the bimatrix game has a robust Nash equilibrium.
Proof, It is easily seen that Assumptions 1(a) and 1(b) imply Assumption A(a) and A(b),
respectively. Hence, the theorem readily follows from Theorem 5.2.1. i
We now show that the robust Nash equilibrium problem can be formulated as SOCCP (5.3.5) under
Assumption 1. Player 1 solves the following minimizatlon problem to determine his/her strategy :
                  mini,mize max {yTA(z + 6z) li (iL2 li S pz , ei1 6z = O}
                 subjectto e.Ty=1,y)O. - ! (5.3.6)
 Since the projection of vector ATy onto hyperplane 7r :== {zle;:z = O} can be represented as
 (J}. - m-iemeT.)ATy, the cost function can be written as
                 fNi (y, z) = max {yTA(z + 6z) II be il :{l p. , eT. 6z = O}
                       = yTAz+max{yTA6z il6zll Spz, eT.6z = O}
                       = yT Az + pz ll ATyll,
 where A :== A(I}.-mHie.eT.). Hence, by introducing an auxiliary variable yo E se, problem (5.3.6)
 can be reduced to the following convex minimization problem :
                       minimize yTAz + pz yo
                         Yo,y
                      subject to IIATetli f{ 3to, y l}l O, eT.y=: 1･
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This is a second-order cone programming prob}em[2, 76] and its KKT conditions can be.written
as the following SOCCP :
                    rcrn+iD (",O) ±(8 ,,O. ) (Y,O) E,cM",
                 Erln+ Dy± Az - AA + ens E ee"+, e,T.y == 1, Ao = pz,
where A E gR"i and s E Erl) are Lagrange multipliers, and Ao E EJI is an auxiliary variable. In a similar
manner, the KKT conditions for Player 2 can be written as
                     rcn+i ) ('kO) ± ( 8 2 ) (Z,O) E rcn+i,
               ErlllP D z ± BTy - BTpa + ernt G eeIP, eT,.i = 1, pao == p･y,
where Le E sen and t E Ei2 are Lagrange multipliers, and JLLo E ee is an auxiliary variable. Conse-
quently, the problem to find (y, z) satisfying the above two KKT conditions simultaneously can be
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5.3.2 Component-wise uncertainty in the cost matrices
In the following three subsections 5.3.2, 5.3.3 and 5.3.4, we consider the case where each player esti-
mates the opponent's strategy exactly but his/her own cost matrix uncertainly. In this subsection,
we particularly focus on the case where the uncertainty in each cost matrix occurs component-wise
independently. That is, we make the following assumption.
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Assumption 2
(a) Y(y) == {y} and Z(z) =- {z}.
(b) DA := {A+ eiA E eenXM116AijI E{ (rA)ij (i == 1,...,n, 2' = 1,...,m)} and DB :== {B+ 6B E
    Erl)"XM i I (SBio･ l f{ (D B)ij (i == 1, . . . , n, o' = 1, . . . , m) } with given constant matri ces A E EII"XM
    and B E ERnXM and positive constant matriees rA E ER"XM and rB G se"XM.
Under this assumption, we have the fbllowing theorem. We omit the proof, since it is simiiar to
that of Theorem 5.3.1.
Theorem 5.3.2 IT Assumption 2 holds, then the bimatrix game has a robust Nash equ,ilib･rium.
From Assumption 2, together with the constraints y ) O and z ) O, the cost function fi can be
represented as
                    fNi (y, z) = max {yT24z A E DA}
                                            nm                          = yTAz + i,in,, is%. ),, l.., ,Z. )=, 6Aij yi zj
                                   nm                          = yTAz + 2 ]Z])(TA)ijyizj
                                   i=1 jJ =1
                          .. yT(A + TA)z･
Analogously, we have h(y,z) = yT(B + TB)z. Hence, the robust Nash equilibrium problem is
simply the problem of finding a Nash equilibrium of the bimatrix game with cost matrices A + rA
and B+rB. This problem reduces to the MCP(5.3.4) with A and B replaced by A+ rA and
B + rB, respectively.
5.3.3 Column/row-wise uncertainty in the cost matrices
In this subsection, we focus on the case where the uncertainty in matrices A and B respectively
occur row-wise independently and column-wise independently. That is, we make the following
assumption.
Assumption 3
 (a) Y(y) - {y} and Z(z) - {z}.
 (b) DA :- {A + SA 1 ll dt`IS･ ]l :f{[ (7A )j (o' - 1, ..., m)} and DB :== {B + 6B l I[ 6B,i il E{ (7B )i (i -
     1,...,n)} with given constant matriees A E se"XM and B E eenXM and positive constant
     veetors rxA E ERM and tyB E Erln.
This assumption implies that the degree of uncertainty in each player's cost depends on the op-
ponent's each pure strategy. Under this assumption, we have,the following theorem. WID omit the
proof, since it is similar to that of Theorem 5.3.1.
I
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Theorem 5.3,3 .(f Assumption 3 holds, then the bimatrix game has a 'robust Nash equ,ilibrium.
Next, we formulate the Nash equilibrium problem as an SOCCP. From Assumption 3, we have
                     fNi(y,z) = Inax yTAi
                             AEDA
                                           m                           == yTAz + "ol,!//"sa(x,.), ,]I{.III, zj y[i5AS'
                                   m                           - 3tTAz + Z zj･ I1y11("x,ti )j
                                   O'--1
                           = yTA2 + ")rfizl1yIl
and ryATz 2 O. Hence, by introducing an auxillary variable yo E ee, Player 1's problem can be written
as
                      minimize yTAz+(orATz)yo
                        yo,y                      subject to llyll fi{ yo, y l}r O, eT.y == 1.
This is a second-order cone programming problem, and its KKT conditions are given by
                     rc'n+1 ) (YyO) -L (Az t7eAT.Zs - A) E rcn+1
                          ee'+n ) A j- y E {Rn+, elly = 1
with Lagrange multipliers A E se'n and s E ER.
   In a slmilar way, the KKT conditions for Player 2's minimization problem are given by
                    rcm+i D (ZzO) -L (BTy +ryBTeY.t - pa) E rcm+i
                          ee!l? D jLe -L z G ee!l}, eillz == 1,
where pa E seM and t E ee are Lagrange multipliers. Combining the above two KKT conditions, we
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           c-(: eg･ 8 ,g. 8 O, 8g)･ d-(l)
5.3.4 General uncertainty in the cost matrices
In this subsection, we consider the general case of uncertainty in each cost matrix. That is, we
                                                     'make the fo11owing assumption. ' ' ''
Assumpti6n 4
(a) Y(y) - {y} and Z(z) - {z}.
(b) DA : = {A+(SA E ee"XMHI(SAIIF :sl pA} and DB :== {B+(YB E E}{'nXMl 116BIIF f{l pB} tvith given
    constant matrices A E E}l'nXM and B E ER"'XM and positive scalars pA and pB.
                                '                                                    'Under this assumption, we also have the following theorem.
                       t.Theorem 5.3,4 11f Assumption 4 holds, then the bimatrix game has a robust Nash equilibrium.
                                   '            'Next, we consider the SOCCP formulation of the game. First note that
               fN(y, z) = max{yTAz l A e DA} = yTAz + li ,,,m/ .a-.x,.yT((St4)z･ '
Moreover, we have
             '         -ol,iMll.a-.X,.YT(6A)z = il,,,,l,lil/.a-.x,.(z op y)ilvec(6A) == lIzxy11pA - pA"ym1z1l,
          '                                '   'where vec(-) denotes the vec.operator that creates an nm-dimensional vector ((pS)T, . . . , (pg,)T)T
             'from a matrix 'P E ee"XM. with 'column vectors pS,. .. ,pfu, and (2b denotes Kronecker product (see
Sections 4.2 and 4.3 in [60]). Hence, by introducing an auxiliary variable yo E Erll, Player 1's
minimization problem reduces to the following problem:
                       minimize yTAz+pAIIzliyo
                         yo,y
                      subject to 11yll ff{ yo, e,T.y=1, y}ir O･
Again, this is a second-order cone programming problem, and its KKT conditions are given by
                              t.                                           '                      Jcn+i ,D (Yyo) ± (A. lilAgLZgl- A) Ercn+i, '
                           ee"+ DA J- yE ee'+" e.Ty =: 1,
where A E een and s E ee are Lagrange multipliers. Moreover, we can show that this SOCCP is
rewritten as the following SOCCP :
                 rc"+i D (YyO) -L (Az +PAe.Zsi - A) E Krn+i, eZy = 1,
                  Jcrn+i D (Z.i) -L (Y.O) E lcm+i, een+ )A ti" yE E}IZ (5.3. 7)
i
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with an auxiliary variable u E eeM. Tb see this, it suffices to notice that the complementarity
condition
                         lc m+ID (kNzl) ± (YuO) EK] M+1 . (538)
in (5.3.7) implies llzll = ii. This fact can be verified as follows: On one hand, (Z.i) E rcM+i implies
11zli f{ zi. On the other hand, it holds that O = ziyo + zTu Ilii xiyo - llzllllu･ll }li ziyo - IIzliyo,
where the equality follows from the perpendicularity in (5.3.8), the first inequality follows from
the Cauchy-Sehwarz inequality, and the last inequality follows from the condition (Y.O) E rcM+i in
(5.3.8). Moreover, e,T.y = 1 and (YyO) E rcn+i imply yo > O. Hence, we have llzll ) zi.
   In a similar way, the KKT conditions for Player 2's problem are given by
                rcM+1D (ZzO) J- (BTy lilBeY,.ltmpa) ErcM+1, eTmz == 1,
                  rcn+i ) (Yyi) ± (ZvO) E rcn+i, ee[ll ) LL .± z E {rlll?,
where t E se, pa E eeM and v E ee" are auxiliary variables. Combining the above two KKT conditions,
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5,4 Numerical examples ofrobust Nash equilibria 71
   As shown thus far, the robust Nash equilibrium problems under Assumptions'1, 3 and 4 are
transformed into SOCCPs, while the robust Nash equilibrlum problem under Assumption 2 reduces
to an LCP. This is a natural conseqtience of the fact that the Euclidean norm is used in Assumptions
1, 3 and 4 to describe the uncertainty and the absolute value is used in Assumption 2.
5.4Numerical examples of robust Nash equilibria
In the previous section, we have shown that some robust Nash equilibrium problems for bimatrix
games reduce to SOCCPs. In this section, we present some numerical examples for the robust Nash
equilibria. Several methods have been proposed for solving SOCCPs. Among them, one of the most
popular approaches is to reformulate the SOCCP as an equivalent nondifferentiable minimization
problem and solve it by Newton-type method combined with a smoothing technique [15, 19, 43, 57].
In our numerical experiments, we use an algorlthm based on the methods proposed in [57].
5.4.1 Uncertainty in opponent's strategy
We first study the case where only the opponents' strategies invo!ve uncertainty, that is, Assumption
1 holds.




 3 10 1
, Bl ==
-5 -4 -8
-1 O 5 3 1 .4
(5.4.1)
The Nash equilibrium ofthe game is given by Y == (O.4815, O.1852, O.3333) and 7 == (O.1699, O.2628,
O.5673). Robust Nash equilibria (ZIJr,7r) for various values of (py, p.) are shown in Table 5.1, where
A(1ijr,17r) denotes the cost value of each player i = 1,2 at a robust Nash equilibrium. From the
table, we see that robusC Nash equilibria (iijr,7) approach the Nash equilibrium (Y,7) as both py
and p. tend to O. Note that Players 1 and 2 estimate the opponents' strategies more preclsely as pz
and py become smaller. However, the costs of both players for (py, pz) = (O.5, O.5) are smaller than
those for (py, p.) == (O.Ol, O.Ol). This implies that an equilibrium may not necessarily be favorable
for either of the playerS even if the estimation is more precise.








In this case, the Nash equilibrium comprises Y = (O,O,1) and 7 = (O,O,1), and for any pair
(py,pz) E {O.5,O.1,O.Ol} × {O.5,O.1,O.Ol}, robust Nash equilibrium (Yr,7r) remains the same, that
is, !7" == Y and 7r = 7. From this result, we may expect that, if the Nash equilibrium is a pure
strategy, then the robust Nash equilibrium remains undhanged even if there is uncertainty to some
extent.
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5.4.2 Uncertainty in cost matrices
We next study the general case where the players' cost matrices involve uncertainty, that is, As-
sumption 4 holds.
   First we consider the bimatrix game with the cost matrices Ai and Bi defined by (5.4.1). Robust
Nash equilibria for various values of (pA, pB) are shown in Table 5.2, where fle(il7',V) denotes the
cost value of robust Nash equilibrium. As in the previous case, we see from the table that precise
estimation for cost matrices does not necessarily reduce the cost at an equilibrium.
   Next we consider the bimatrix game with cost matrices A2 and B2 defined by (5.4.2). Robust
Nash equilibria for various values of (pA,pB) are shown in Table 5.3, which reveals that Yr == Y
and ff == 7 hold when pA and pB are sufficiently small. We also see from the table that precise
estimation for cost matrices does not always result in the reduction of the players' costs at an
                                                       '                           t.t t        'equilibrium.
5.5Concluding remarks
In this chapter, we have defined the concept of robust Nash equilibrium, and studied a sufficient
condition for its existence. Moreover, we have shown that some robust Nash equilibrium problems
can be reformulated as SOCCPs. To lnvestigate the behavior of robust Nash equilibria, we have
carried out some numerical examples.
   Our study is still in the infancy, and many issues remain to be addressed. (1) One is to extend
the concept of robust Nash equilibrlum to the general N-person game. For the 2-person bimatrix
game studied in this chapter, it is sufficient to consider the uncertainty in the cost matrices and
the opponent's strategy. To discuss general AI-person games, more complicated structure should
be dealt with. (2) Another issue is to find other suflicient conditions for the existence of robust
Nash equilibria. For instance, it may be possible to consider the existence of robust Nash equilibria
without assuming the boundedness of strategy sets. (3) Theoretical study on the relation between
Nash equilibrium and robust Nash equilibrium ls also worthwhile. IFbr example, it is not known
whether the uniqueness of Nash equilibrium is inherited to robust Nash equilibrium. (4) In this
chapter, we have formulated several robust Nash equilibrium problems as SOCCPs. However, we
have only considered the cases where either the cost matrices or the opponent's strategy is uncertain
fbr each player. It seems interesting to study the case where both of them are uncertain, or the
structure of uncertainty is more complicated. (5) In our numerical experiments, we employed an
existing algorithm for solving SOCCPs. But, there is room fbr improvement of solution methods.
It may be useful to develop a specialized method for solving robust Nash equilibrium problems.
Table 5.1:Robust Nash equilibria for various values of py and pz
Py Pz :yrT vz fi(=yir,-z=r)f2(yr,-z=T)
O.OlO.Ol(O.4896,O.1814,O.3290)(O.1702,O.2697,O.5601)3.650- .668
O.1 O.1 (O.5630,O.1482,O.2888)(O.1758,O.3304,O.4938)3.039 -2.305
O.1 O.5 (O.5621,O.1560,O.2819)(O.1948,O.6032,O.2019)O.345 -2.122
O.5 O.1 (O.8891,O.OOII,O.1098)(O.1819",O.3272,O.4916)2.506 -5.152
O.5 O.5 (O.8840,O.0432,O.0729)(O.2129,O.5929,O.l94.0.)-2.424-4.23.0,
Table 5.2:Robust Nash equilibria for various values of pA and pB(cost matrices Aiand Bi)
PA PB :y"r xzr fl(=y=r,xzr)f2(TyTr,7zr)
O.1O.1(O.4841,O.1797,O.3362)(O.1721,O.2623,O.5656)3.700 -1.615
1 1 (O.5097,O.1376,O.3527)(O.1969,O.2552,O.5479)3.640 -1.835
1 10 (1.0000,O.OOOO,O.OOOO)(O.2931,O.2326,O.4743)2.830 -6.190
10 1 (O.5083,O.1950,O.2967)(O.3497,O.2453,O.4050)3.074-1843
10 10 (O.5934,O.1961,O.2105)(O.3326,O.3002,O.3672)2.396 - .565
Table 5.3:Robust Nash equilibria for various values of pA and pB(cost matrice A2and B2)
PA PB =y=r 7zr fl(iyrr,Tzr)f2(yr,:zx)
O.1O.1(O.OOOO,O.OOOO,1.0000)(O.OOOO,O.OOOO,1.0000)-2.0 -4.000






In this thesiis, we haye proposed two different types of algorithms for solving, SOCCPs. One is a
Newton-type algorithm in which the smoothing method and the regularization method are com-
bined, and the other is the algorithm based on matrix splitting method. Furthermore, we have
introduced the concept of robust Nash equilibrium, and reformulated the problem of finding such
an equilibrium as an SOCCP. The results obtained in this thesis are summarized as follows :
(a) In Chapter 3, we proposed a globally and quadratically convergent algorithm, which is based
    on smoothing and regularization methods, for solving monotone SOCCP.-In particular, we
    studied strong semismoothness and Jacobian consistency, which play an important role in
    establishing quadratic convergence of the algorithm. Furthermore, we examined effectiveness
    of the algorithm by means of numerical experiments.
(b) In Chapter 4, we proposed an iterative method for the symmetric affine SOCCP that is based
    on the idea of matrix splitting. Wk) first gave conditions under which the matrix splitting
    method converges to a solution of the affine SOCCP. We then presented, as a particular
    realization of the matrix splitting method, the block successive overrelaxation (SOR) method
    for the affine SOCCP involving a positive definite matrix, and proposed an eMcient method
    for solving subproblems. Finally, we reported some numerical results with the proposed
    algorithm, where promising results were obtained especially for problems with sparse matrices.
(c) In Chapter 5, we considered a bimatrix game in which the players can neither evaluate
    their cost functions exactly nor estimate their opponents' strategies accurately. rlb formulate
     such a game, we introduced the concept of robust Nash equilibrium that results from robust
     optimization by each placyer, and proved its existence under some mild conditions. Moreover,
     we showed that a robust Nash equilibrium in the bimatrix game can be characterized as an
     SOCCP. Some numerical results were presented to illustrate the behavior of robust Nash
     equilibria.
As we summarized above, we have made some contributions on SOCCP. Hoi ever, there are several
problems that remain unsolved. In the fo11owing, we glve some future issues.
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(a) In Chapter 3, we restricted ourselves to SOCCP (1.1.1) with F(x,y,<) = f(x) -y. Moreover,
    we assumed the monotonicity on f to show the global and quadratic convergence of the
    algorithm. However, the conditions are rather restrictive from the practical viewpoint. It is
    worthwhile to improve the algorithm of which the global and rapid convergence are guaranteed
    under weaker conditions.
(b) In Chapter 4, we have developed the matrix splitting algorithm based on the block SOR
    method. It may be interesting to construct an algorithm based on matrix splitting methods
    other than the SOR-type methods. For example, it is challenging to study the (block) Jacobi
    method for solving SOCCP, since Jacobi method suits parallel computation.
(c) The results derived in Chapter 5 are still inadequate. Espe6ially, theoretical results, such as
    the uniqueness of a solution or convexity of the solution set, have not been clarified suMciently.
    It is certainly important to answer such problems.
(d) The robust Nash equilibrium problem considered in Chapter 5 is one of applications of
    SOCCP. It may be fascinating to apply SOCCP to other practical problems. The concept of
    equilibria 'appears not only in Nash games but also in other various situations (e.g. traffic
    assignment, economic model, etc). I[for such situations, we may define a similar concept of
    robust Nash equilibrium and reformulate the problem of finding such an equilibrium into
    SOCCP. Especlally, if the uncertainty is expressed by using the Euclidean norm, then the
    problem is expected to reduce to SOCCP.
Appendix A
Level-boundedness of the merit
     'function and its smoothing function
                             '
In Section 3.3, we used the fact that, if function f is strongly monotone, then the merit function
WNR and its smoothing function W" are level-bounded. In this appendix, we give a proof of this
fact. Since the Ievel-boundedness of a function W : ee'n . ee is equivalent to
                              lim W(z)=+oo, (Al)                             Ilzll-oo
we show (A.1) instead of the boundedness of the level set L. := {z1W(z) g or}.
   Now, let the function WN. : se'n - ee be defined by
                          WNR(x) :- IIqN.(x,f(x))II･ (A.2)
Then the following two lemmas hold.
Lemma A.1 lff is strongly monotone, then W.. is level-bounded.
This-result was proved for the variational inequality problem by Peng and Fukushima[93]. Re-
cently, Yhmashita and Rikushima [121] generalized this result by introducing the concept of strong
coerciveness, which is weaker than the strong monotonicity.
Lemma A,2 W.. is level-bounded of and only ifW.. is level-bounded.
Proof. We first show "if" part. Suppose that WN. is level-bounded. Then we have
                            liM W..(x,y)=+oo. (A.3)                          II(x,y)11-oo
Let {x(k)} be an arbitrary sequence such that llx(k)ll - oo and {y(le)} be the corresponding sequence
such that y(k) == f(x(ic)) for all k. Then we have
                iilif..(x(ic))2 = Sllg..(x(k),f(.(ic)))"2
                         == illqNR (x(k), y(k))II2 + i11f(x(k)) - y(k) l12
                         = wNR(x(k),y(le)),
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where the second equality follows from y(k) =: f(x(k)). Noticing that ll(x(k),y(k'))1[ . oo as k - oo
and that (A.3) holds, we have limk-.Q..(x(k)) = +oo, that is, W.. is level-bounded.
  We next show the "only if" pa,rt. Suppose that W.. is level-bounded. Then W.. satisfies (A.1).
Noticing 211gll2 +2117711 }l: llell + Il77[I for any e, 77 (ii ee'n, we have
     2 WNR (x, y) l}r llx - Bcn (x - zx) ll + IIf(x) - z/ ]l
                ) 11x - "Pkn (x - f(x))11 - 11-Pk n(x - f(x)) - B℃n (x - y) 11 + llf(x) - yll
                                                         .t      l}ii llx - Bcn(T -f(x))11 - llf(x) -yll + llf(x) -yll
                        '                            '-  '                == WNii(X)7
where the second inequality follows from the triangle inequality, and the third inequality follows
from the nonexpansiveness of the projection operator. Hence, WN. also satisfies (A.1), that is, WNR
   We now give the main theorem of this appendix.
Theorem A.1 lff is strongly m. onotone, then W" is level-boundea fotr any pa 2 O.
Proof. By (3 .3.5), we have
                 2w..(.,y)= (qfr(m.gxiy,))
                         s (fq(p.()XLY}) + (PNRr(X,y)o-va(x)y))
                         S 2Wpt (x, y) + upa





Alternative proof of Theorem 3.4.1
In Section 3.4.1, we introduced the weak univalence property of H.. to show the global convergence
of Algorithm 3.4.1. In this appendix, we give an alternative proof of Theorem 3.4.1 by using the
Mountain Pass Theorem.
   We first show that any stationary point of Wpa,. is a global minimum of Wpt,e by using the
nonsingularity of VH)L,e(x,y)･
Proposition B,1 lf f : ee" . ee" is monotone, then the Jacobian VH),,e(x,y) is nonsingular for
any IL > O, 6 l) O and (x, y) E ee'n × een.
Proo£ Firstly, we show that O -< V.P},(z) -< I for any z E ER". When z2 = O, it is clear that
O K V.F},(z) K I since V.ll,(z) = g'(zi/pa)J from (3.3.9) and O < g'(zi/pa) < 1 from (3.3.3). So
we only consider the case where z2 l O. Noticing that Vll,(z) is given by (3.3.9), in order to
show V.I ),(z) >-- O, it is suMcient to show that bp is positive and the Schur complement of V.P7,(z)
with respect to bp is positive definite. Since bpt == (1/2)(g'(Ai/pa) + g'(A2/pt)), we have bp > O from
(3.3.3). On the other hand, the Schur complement of VP7,(z) with respect to bpt is given,by
          (api+(bpa - a･p) 1it,Zltl2) - gl?i lfiitl2 -- apa (J - if,2,Zi) + bZ i, CZ litilt12
If ap = (g(･>t2/LL) - g(Ai/LL))/(A2/tL - Ai/tL) Sl O, then the continuous differentiability of 9 and the
mean value theorem guarantee the existence of T E [Ai/pa, A2/pal such that g'(T) :{l O. Since this fact
contradicts (3.3.3), we have apt > O. Moreover, we have (bZ - cZ)/bpa = 2/(1/g(Ai) + 1/g(A2)) > O
from (3.3.3). Furthermore, both z2z2T/IIz2112 and l- z2z;/[lz2112 are positive semidefinite and their
sum is the identity matrix. Hence, any positive linear combination of z2z2T/11z2 II2 and I-z2zg/11z2 112
is positive definite. Therefbre, the Schur complement of VJI,(x) with respect to b" is positive
definite, and hence we obtain VI7,(z) >. O. In a similar way, we can show
             i-vi]h(z) = lli/ip.bi a-a,)ilCt/bZ,Z2tti a.)f,2ii >- O'
from 1 - bpt > O and the positive definiteness of the Schur complement of I - V.ll,(z) with respect
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  Secondly, we show the nonsingularity of VHpa,.(x,y)T instead of VHpt,e(x,y). Let us denote
1) := VI}(z) and jC := Vf(x) for convenience. Then VH),,.(x,y)T can be written as
                       vHpa,e(x,y)T = (;;7,'I ?J)
Let e," E EE)" satisfy
                           V.H),,.(x,y)T(£) = O,
that is,
                            (l-1))e+IPn == O, (B.1)
                             (1'+el)e-n-O. (B.2)
Multiplying the left-ha'nd side of (B.1) by P-i and combining with (B.2), we have
                          (lp-i - I + Ji '+ El')C = O.
Since O K 7' K I implies I)-i >- I and monotonicity of f implies 1' ti O, 1)-i -I+ .7' +EI is
positive definite. So we have e = O, and then n = O from (B.2). Hence, VH),,.(x, y)T is nonsingular,
that is, VHpt,.(x,y) is nonsingular. -                           '                                             '                                                                      '
Proposition B,2 lf f : ee'n - ee'n is monotone, then, for any pa > O and e 2 O, every stationary
point (bl,E7) of the funetion glpa,e satiofies Wpt,E(hi,i7) == O･
Proof, Note that VWpt,.(hi,Y) == VH),,.(X,Y) Hl,,.(hi,Y) = O. By Proposltion B.1, VHp,.(hi,Y) is
nonsingular. Hence, we have lil),,.(bl,Y) = O, that is, Wp,.(hi,Y) = (1/2)llH),,e(hi,Y) 112 = O. N
   We proceed to showing the global convergence property of Algorithm 3.4.1 by extending the
result of [32] for NCP to SOCCP. To this end, we give two lemmas. The first Iemma implies that
Wps,e is uniformly continuous on a compact set not only in x and y but also in pa and E.
Lemma B,3 Let C c ee" × ee" be a compact set. 71hen, for any 6 > O, there exist 6t > O and
pa' > O such that
                         IWLL,e(x,y) -WNR(x,3t)1 f{i 6
for any (x,y) E C, 6 E [O,e'] and tL E [O, Ii'].
Proof, Define the function S) : ee" × ER'n × [O,+oo) × [O,+oo) - se by S)(x,y, pa,E) := glpt,e(x,y).
Then, 9 is continuous and satisfies st(x,y,O,O) = WrgR(x,y). Since any continuous function is
uniformly continuous on a compact set, st is uniformly continuous on C × [O,gt] × [O,pa']. -
   The next lemma is 1<nown as the Mountain Pass Theorem, which is useful fbr our analysis. Ifor
more detail, see Theorem 9.2.7 in [90].
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Lemma B.4 (Mountain Pass Theorem) Let O : een --> ee be a continuou,sly di.t)rerentiable and
level-bounded funetion. Let C c ee" be a nonempty a,nd eompact set and let m 'be the minimum
valu,e ofe on the boundary of C, that is,
                              m := ,m,sn. e(x)･
Assume that there e:ist points p E C and q ¢ C such that e(p) < m and O(q) < m, Then, there
exists a point T E se" such that Ve(r) = O ancl e(T) ;) 7n.
   Finally, by using the above propositions and lemmas, we establish the global convergence of
Theorem B.2 (Theorem 3.4,1) Let f : ee'n - ee" be a monotone junction. Assume that the
solu,tion setS ofSOCC7i' (3.3.1) is nonempty and bounded. Let {(x(te), y(ic))} be a sequence generated
by Algorithm 3.4.1. Then, {(x(k),y(le))} is bounded, and every accumulation point is a solution of
(3.3.1).
Proo£ From a simple continuity argument, we can easily show that every accumulation point
of {(x(le),y(k))} is a solution of SOCCP (3.3.1). So we only show the boundedness of {(x(k),y(k))}.
For a contradiction purpose, we assume that {(x(k),y(ib))} is not bounded. Then, there exists a
subsequence {(x(k),y(k))}kEK such that limle-,.,kEK II(x(k),y(k))ll = oo. Moreover, noticing that
there exists a compact set C c ee" × ee'n such that S c int C because of the bouridedness of S, we
have the following two facts:
    (a) (x(k),y(k)) ¢ C for all k E K sufficiently large;
    (b) i7i :=(.tthi,no.WNR(x,y) > O･
Now, applying Lemma B.3 with 6 := 177i/4 > O, we have
                                              1                         gir pt,,e, (x, y)-gir.. (x, y) s 4m (B.3)
and
                                              1                        Wpa,, e, (X, Y) -WN. (X, Y) ) -I77i (B .4)
fbr any (x,y) E C and k G K sufficiently large. Let (hi,Y) E S c C be a solution of SOCCP. Then,
from (B.3), we have
                                                    1.                                                                      (B.5)        [Uple,ek(te,Y) - [[lrNR(ZZ,Y) = glpak,eh(hi,Y) S 477T
for all k E K sufficiently large. On the other hand, letting (di(k), y"(k)) be a minimizer of Wpt,,e,(x, y)
on the set 0C, we have, for,all k E K sufliciently large,
                    (.nt)iEnocW#h,ele(x,y) = Wpa,,,,(di(k),y(k))
                                    l) -t77T + W..(th(k), y(k))
                                       1                                    > --77T +77T                                    -4




where the first inequality follows from (B.4) and the second inequality follows from (b) and
(af(k),Y(k)) E 0C. Iinrthermore, since Wpa,,.,(x(k),y(k)) S ak from Step 2 of Algorithm 3.4.1,
we have
                           Wpa,,e,(x(k),y(k)) f{l i77i (B.7)
for all k E K sufficiently Iarge. Now, let k E K be a sufliciently large integer satisfying (a)! (B.5),
(B.6) and (B.7). Then, applying Lemma B.4 to Wpak,.E with p := (hi,Y), q := (x(k),y(k)) and
M :== Min(x,y)Eoc glpak,eA(x,y) l) (3/4)177T, we obtain the existence of (al(le),9(k)) E ee'n × ee'n such that
              VWpk,ek(hi(k),9(le)) =O and Wpak,.k(te(k),g(k)) ) 2i7i > o.
However, this contradicts Proposition B.2. Hence, {(x(k),y(k))} is bounded. '' -
               '                                        '
Appendix c
Det  .aledproofPropsiton 3.4.2
In this appendix, we give a more detailed proof of Proposition 3.4.2, which shows the strong
semismoothness of I]tcn defined by (2.2.7). To this end, we first study some differential properties
of function -Bcn defined by (2.2.7). Ifor the sake of convenience, we divide ee" into six subsets as
foIlows :
         Si :== {zlO<Ai :{l A2} = {zlzi > llx211} = int rc"
         S2 := {i1Ai <O< ･)t2} == {zl - Ilz21I < zi < llz2li} == eenX(1<nu-rcn)
         S3 := {zIAi f{ A2 <O} = {z1zi <-llx2[1} ･                                  == -int rcn                                          . - (C.1)                                             - bd rcnx{o}    S4 := {z1 i)ti=O< A2}" == {z1O< zi = 11z211}
         Ss := {z1 ･)ti <O- A2} == {z l - Ilz2 11 = zi < o} - -bd )cnX{o}
         S6 :== {zlAi -O= A2} = {zlz, - llz, ll =O} - {o},
where Ai and A2 are the spectral values of z given by (2.2.4), and bd and int denote the boundary
and the interior, respectively. Note that U,6･=iSi = een, SinSjJ =¢ (i li and that Si, S2 and S3
are open sets. Define, moreover, the functions rli : ee" . ee", I[2 : D :== {i E ee"l.z2 # O} . ee"
and n3 : se'n - een as
                   IIi(z) := Aiu{i}+A2u,{2} =z (C.2)
                   ll,(z) :== A2u{2} = i(zi +11z2Il) (1, "Z.2,il) . (C･3)
                   ll3(z) :- O. .' (C.4)







ll1(Z) = ] [3(Z)







    i, ll2 and rr3.
(C.5)
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Proposition C.1 Letz= (zi,z2) E EE) × E}?"-i and D = {z E E})"Iz2 iE O}. Let fii, I[2 and ]13 be'
the junctions defined by (C.2), (C.3) and (C.4), respectively. CI-hen, ni and n3 a're di.fferentiable
on ee", ana n2 is dWk3rentiable on D. Moreover, thei･r Jacobians are given as
                Vlli(z) -J (C.6)                vrfiI,(z) -S (1 + llZ.,i li)I+ 2"i,ll (-,Z,i -zi/1,2f,,T ) (C 7)
                Vll3(z)=O. . . (C.8)                                                                         ''Proof. It is evident from ni(z) =z and JI3(z) =Othat Vlli(z) =I and VII3(z) = O. By using
the fact that
              L' %("Z]i)="Sii(J-Ki.Wi:･)
                                              '         -ifor any w E een-iX{O}, we have
                     vi, (i, iii2 ii)T == "S,ii (g i- ?ff'i2)
for z2 l O. Moreover, since
                         v2(zi + llzi") - (i, li.T2,")T,
we have
           vlll,(z) = IIIv,(z, + llx211) (1, IIZi") +S(zi + llz211)V], (1, li.2:li)T
                  ., s (i, Hz,2ill)T (i, lizill) + Zi,lillt,Ii121] (: ,- hzil,)
                                     z,T                  .i i ]lz2Il
                  - 5 ll Z,2, 11 (1 + li :I ll) I - li:I il li,2,Z[i2
                  - i (1 + ll:III) J+ 2111,,11 (-,Z,i -zi/ifii)
                                                                          "
                    '   Next, we give a lemma on the strong semismoothness of the three functions ni, fi2 and n3 that
                                                  '
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Lemma C.1 Let lli, n2 and n3 be the junctions defined by (C.2), (C.3) and (C.4), respectively.
Then, II[i and fi3 are stTongly semismooth at any z E ee'n, and n2 is st･rongly semismooth at any
z E ee'n sueh that z2 l O.
Proof･ Obviously, lli and fi3 are strongly semismooth since their Jacobians are constants. So
we only consider the function II2. Let z == (zi,z2) E ee × ER"-i be an arbitrary vector such that
z2 7L O, and d = (di, d2) E ee × ee""i be an arbitrarily small and nonzero vector such that z2+d2 iL O.
Moreover, let V be an arbitrary element of 0fi2(z + d). Note that ll2 is twice differentiable at z2
and z2 +d2 since z2 lO and x2 +d2 lO. Then we have
                   llVTcl - fi'2(z ; d)II - 11VI[2(z + d)Tcl - Vfi2(z)Tclll
                                 sll llVll2 (z + d) - VII, (z) ll ll cl ll
                                 - O(IIdl12),
which proves the strong semismoothpess of n2. -
   By using the above proposition and lemma, we show the strong semismoothness of Bcn.
Proposition C.2 (Proposition 3.4,2) The function -F}cn defined by (2.2.7) is strongly semis-
mooth at any point z E ee'n.
Proof, Let Si (i = 1,...,6) be defined by (C.1). Let ]1!, n2 apdI[3 be defined by (C.2), (C.3)
and (C.4), respectively. When z E Si, fbr any d E ee" sufficiently small, z + d is an element of Si,
because Si is an open set. Hence, 1]}cn is strongly semismooth at any i E Si by (C.5) and Lemma
C.1. In a similar way, we can show the strong semismoothness of Pkn at any z E S2 U S3.
   When z E S4, for any d E een sufficiently small, we have z,+d E Si U S2 U S4. Let V
be an arbitrary element of Ol]}cn(z + d). If z+d E Si, it then follows from Lemma C.1 that
iVTd - .Ple.(z;d) = (VIIi(z + d) -VI[i(z))Td = O(lldll2), Similarly, if z+d E.S2, it fo11ows that
VTd-P)e.(z ; d) = (VII2(z+d) -V'ff2(z))Td = O(11dl12). If z+d E S4, then we can find a scalar a E
[O, 1] such that V = (1 - a)Vrli(z+ d) + orVII2(z +d). Since lle.(z ; d) = VI [i(z)Td = Vn2(z)Td,
we have V'd- P)e. (z ; d) = (1 - a) {Vlli(z + d)Td - VIIi(z)Td} +a{VII[2(z + d)Td -VII2(z)Td} =
O(11dl12). Thus, .Pkn is strongly semismooth at z E S4. In a similar way, we can show the strong
semismoothness of .Pkn at z E Ss.
   Finally, we consider the case where z E S6, that is, z == O. Erom (C.2), (C.3), (C.4) and
(C.5), Bcn is directionally differentiable at O, and its directional derivative along the direction
d = (di, d2) G ee × Erl"-iX{(O, O)} is given by
                            iln(O;d) = //p,ilcn(hd)/h
                                     -J]kn(d).' (C.9)
When d E Si, it follows from (C.5), (C.6) and (C.9) that VTd- F)e.(O;d) = VII[i(d)Td -ni(d) =
Id -d == O. When d E S2, it follows from (C.5), (C.7) and (C.9) that
         VTd - Iln (O ; d)
86 Appendix CDetailed proof of Proposition 3,4,2
Vn2(d)Td - II[2(d)






    Ild21Hld2112
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(d, + IId211) t d2












When d E S3, it follows from (C.5), (C.8) and (C.9) that VTd- lle.(Oid) = Vn3(d)Td-n3(d) =
Od -O = O. When d E S4, any V E 0Bcn(d) can be written as V = (1 - cM)VII[i(d) + orV'IIE2(d)
with a E [O,ll. Furthermore, we have .P)(.(Oid) = Ikn(d) = lli(d) == fi2(d) from (C.9) and (C.5).
Hence, we have V'd - Bcn(O;d) = (1 - cr){VIIi(d)Td'- I[i(d)} + cM{Vn2(d)Td - n2(d)} == O.
When d E Ss, we can also show VTd-Ikn(O;d) = O in a similar way. Consequently, we have
VTd-ll(,. (Oid) =O for any dE ee"X{O}. -
Appendix D
ProoffPropsiton 3.4.3
In Appendix C, we have shown that the function Bcn is composed of the differentiable functions
IIi, II2 and I[3. By using these functions, we give the proof of Proposition 3.4.3.
Proposition D.1 (Proposition 3,4.3) Clarke subdi.tTerential of the projection .flunction Bcn and
the matrix JS(z) := limnto V.P),(z) are given as fbllows: ,
0Bcn(z) =
      {I}
{()t2/(Ai + A2))I + Z}
      {o}
   co{I, I + Z}
    co{O, z}
 co ({O} U {I} U S)
(Ai > O, A2 > O)
(Ai < O, A2 > O)
(Ai < O, A2 < O)
(Ai = O, A2 > O)
(Ai < O, A2 = O)
(Ai = O, ,)t2 = O) ,
(D.1)
where (ri,r2) :=
z == S( -,r,i
Proof, First
JP(z) ==
(zi, z2)/Il z2 11 ,
l;T2r3 ), s
we show (D.1).
      I
(A2/(Ai + ,)k2))I + Z
      o
 I+ (1 - 9'(O))Z
    gi(o)Z
     gt(o)I
(Ai > O, A2 > O)
(Ai < O, A2 > O)
(,)ti < O, A2 < O)
(Ai = O, A2 > O)
(Ai < O, A2 = O)
(Ai == O, ,>t2 == O) ,
(D.2)
                                               -1s6s1, llwll = 1)                   =(i(1+6)I+±(-.5 -fiW.T.T)
                     It follows from (C.2)-(C.5) and Proposition C.1 that- .Pkn is
continuously differentiable at any point z in the open sets Si (i = 1,2, 3). So it suflices tO consider
the case where z E Si (i = 4, 5, 6).
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  When z E S4, from (C.1), we have zi = llz2Il, namely Ti = 1. Note that S4 is adjacent to Si
and S2 but not to S3. Since
                        limVFkn(2) = lim Vni(2) =I (D.3)                        z-z z-tz                        2ESI SESI .                                                                 ... .
                ,E-lt.., VBcn(2) == i,lt.., Vn2(2).-= i+S(;,i -:,g,;),
                                          'Clarke subdifferential of .P>cn at z E S4 is given by
                    al])cn(z).= co(I, J+;(;,1 -,r,2T,g)) . .
                                                                          'sS aWtdhesn3 ZbiSn56tftro9Msi[.CsiXLeWe haVe Zi == -11Z211, nameiy ri == -i Note that ss is adJacenv tg
                                 '                       !im Vlkn(2) == !im Vn3(2) =O (D.4)                       z-z z-fz                       2ES3 2ES3
and
                   'lz",tM.z, VBC"(2) = i-M. fi2(2) = i(r12 rl;T2T)7
Clarke subdifferential of .Pkn at z G Ss is given by
 , oitcn(z) =co(O, g(.,i, ,I;,T))
   Let zG S6, i.e.,z =O. Note that z= O is adjacent to Si, S2 and S3. Similar to (D.3) and
(D.4), we have
                   L.i-m,,VIkn(2) ==I and Li-m, VTi]kn(2) -O.
                   2ESI '                         z-ES3
We will show T = S, where
             T := ( L.i-m, VI [2(2)),
                   2ES2
             S := (S(1+5)I+i (-.5 -6Wi..) -1 f{ fi s 1, Mwll =1)
First we show CZ" gl S. Let {z(k)} g een be an arbitrary sequence such that z(k) - O and z(k) E S2
for all k, and denote (riic), rSk)) := (zik), z5k))/IIzSk) 11. Then we have
              vn2(z(k') : S(i+rik')i'll (-,rS' -,skS2,XIT,sk))T)
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Since z(k) E S2 implies -1 < Tik) < 1, every accumulation point of {rik)} belongs to the interval
[-1,1]. Moreover, every accumulation point of {rSk)} is a unit vector since IITSk)li == 1 for all k.
Hence, we have 7i g S. Next we show 7- 2 S. Let J be an arbitrary element of S. Then, there
exist a scalar 6 E [-1, ll and a unit vector w such that
                       J == ±(1+6)I+i(M.6 "W,,T.T)
Let {6(k)} = {(4ik),eSk))} {;l ER × se'n-i be defined by
                            4ik) :-=' kgi (i -kli)
                             (ic) w                            e2 := k+1'
and {op(k)} = {(nik),nSk))} {! {RxE})"-i bedefined by (nik), nSk)) := (6ik), 6Sk))/llCSk)ll. Then, C(k) E S2
for all k since eik)/11CSle)ll = 5(1 - 1/(k + 1)) E (-1,1). Moreover, we have limk-.C(le) = O,
limk'-oo nik) = 6 and limic-.. n5k) = w. Hence, we have
          ,i-,m.. vfi2(6(le)) - ,i-,m.. (g (i +nik') i+g ( -:si;' -,skSk,:i)(isk))T) )
                       = S(1+6)1+i (-.6 -rsWiwT)
                       - J.
This implies J E 7-, that is, CT 2 S. Thus, Clarke subdifferential of .Bcn at z = O is given by
                          OBcn(z) - co ({O} U {I} U S).
   Next, we show (D.2). Let Ai and A2 be the spectral values of z given by (2.2.4). Note that, if
z2 74 O, Vl 7,(z) is given by (3.3.9) with ap, bp and cp defined by (3.3.10). First we suppose z2 7L O
and consider the limiting behavior of a,pt, bpa and cpt as pa S O. Since we have
                         g(A2/LL)-g(Ai/Ii) 'rps(A2)-"v),(Ai)
                    aP= A2/LL-Al/LL == A2-Al '
(3.4.8) implies that the limit ao :== limnto ap is given by
                                            1 (O f{ Ai < ){2)                 a, .. "YO(AftiillliAi) : (i+ri)/2 (Ai<o<A2) (D･5)
                                           O (Ai<A2 ff{I O),
where the second case follows from A2/(A2 - Ai) = (zi + lfiz211)/(211z211) = (1 +ri)/2. By (3.3.10)
and (3.4.9), the limit bo := limnto bpa is given by
                                            1 (O<Ai<A2)
                                        (1 + g'(O))/2 (Ai = O < JX2)
               bo = S(7o'(A2)+ryo"(Ai)) == 1/2 (Ai <O< A2) (D.6)
                                                  (Ai < O == ,)t2)              g'(o)/2
                                            O (,>Li < A2 < O),
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and co :== limnto cp is given by'
                                          O (O<,)ti<A2)
                                      (1 . gt(O))/2 (Ai = O < A2)             co - i("xd-(A2)-"){ES(Ai)) - 1/2 (Ai <O< A2) (D.7)
                                        g'(O)/2 (Ai <O == A2)
                                          O (Ai < A2 <O).
  Next we describe the limit limptoI}(z). We first consider the case where zE Si, that is,
O < Ai Sl A2. When z2 = O, we have O < Ai == A2 = zi. Hence, by (3.3.9) and, (3.4.9), we have
                           //}[,}Vil,(z) - //f[,}g'(z,/pa)i
                                    =: e)El'(zi)I
                                    == L
When z2 7! O, that is, O < Ai < A2, we have ao = bo = 1 and (io = O by (3.4.14)-(3.4.16). This,
together with (3.3.9), ylelds
                    1,'iE,}VIIL(z) =(,,bO,, ,,,J+(bC,Or-T2.,),,,g")
                             == L
We thus have ,ZS(z) = I for any z E Si. When z G S3, that is, Ai :E{ ,>{2 < O, we can show that
JS(z) =O in asimilar way. When z E S2, that is, Ai < O< A2 and z2 7C O, we have ao = (1+ri)/2
and bo = co == 1/2 from (3.4.14)-(3.4.16). It then follows from (3.3.9) that
                    .Is (z) == g(i + ri)i + i ( -,r,i -,l,T' ,,g )
We can argue the case of zE S4U Ss in a similar way. When zE S6, we have Ai = A2 = zi =O
and z2 = O. Therefore, by (3.3.9) and (3.4.9), we have ,IS(z) == g'(O)I. This completes the proof. -
Appendix E
Well-definednessofAlgorithm3.4.2
We show that Algorithm 3.4.2 is well-defined in the sense that the number of inner iterations
Steps2.0-2.4 is finite at each major iteration.
Proposition E.1 Fbr e'ach k, Step2 of Algorithm 3.4.2 finds a w(le+i) := v(j+i) for some i
Proof, Fix k arbitrarily. Notice that we always have llH..(w(k))ll >O in Step2. First we show
the existence of a nonnegative integer m satisfying (3.4.20). Without loss of generality, we assume
glpt,.(v(2')) > O. Noticing that
                VWptle,ele(v(j))Td"(j) = H)Lk,ek(v(2'))TVH)tk,eh(v(j))TdA(j)
                              == -H)`k,Eh(v(J'))TH)`k,ek(v(O'))
                              =-2ilU pa',,., (v(2")), (E.1)
we have
          Wpak , ek (V (j') + Td"( J) ) - (1 - 2a7) Wp le , .k (v (JJ))
          = {Wpa,,., (v(J')) + TVgl,,,., (v("))Td"(J') + o(T)} - (1 - 2aT) glpt,, ., (v(e'))
          = -2Tglpk,ek (V(j')) + 2aTWpk,Ek(v(j)) + o(7d)
                                             '=T{-2(1-a)W.,,.,(v("))+o(7)/T}. (E.2)
Since 1-a > O and Wpt,,., (v(O')) > O, the right-hand side of (E.2) is negative for all T > O sufllciently
small. Hence, (3.4.20) holds for some integer m 2 O.
  Next, for the contradiction purpose, we assume that the inner iterations of Step2 never termi-
nate, that is,
                           ll Hliic,eh (v(j'))U>Pk >O (E,3)
for all j' at Step2.4. We consider two cases (i) lim inf2･-. ts > O and (ii) lim infJJ-.. o = O. In case
(i), there exists 7E (O, (2a)-i) such that ･Ti l}l 7 for all o'. Since
                    {P'tik,Eh(V(j')) == Wis,,eh(vO'-i) + 7:i-ld"(2'-1))
                              S (1 - 2a71i-i)W",,.,(v(2'-i)),
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we have
                    Hpale,ek(V(j)) S 1-2afr-1 Hp,,e,(v(2'-1))
                                           j'-1                              = Hpak,ek(v(O)) "Vi-:-l2iriii
                                           i=o
                              S Hpk ,ek (V(O)) (1 - 2a7) 072.
The right-hand side of this inequality tends to O as 2' - oo, which contradicts
there exists a subsequence Such that {7li}2･EJ - O. Note that Step2.3 implies
                Wpk,ek(v(j') + pM"-ld"(j')) > (1 - 2apMJ'-1)Wpak,ek(v(j'))
for all i Since pMj-i = 71fp-i, we then have
               1-2o'!Pp,,.,(v(j')) < Wi`k,ek(V(j') + 7:iPlill!i"l(iJ')) - !Ifpak,e,lv(O'))
                            == VW.,,.,(v("))Td"(j') + o(71i)/･Tb
                            = -2glp,,.,(v("))+o(71i)/7zi,
that is,
                        2(1 - a)Wps,,e,(v(jJ)) < O(7li)/71i･
However, (E.4) cannot hold when j' E J is sufliciently large, since 1 -a > O
fiZ/2 > O. Thus, we have a contradiction. This completes the proof.
(E.3)
and
. In case (ii),
      (E.4)
![rpk,.k(v(JJ)) >






         'solvability
t condition for the
of linear SOCCP
In the numerical experiments of Section 3.5, we generated linear SOCCP (3.5.1) whose solution set
is nonempty, based on the following theorem which shows a sufficient condition for a linear SOCCP
to be solvable. This result is a natural extension of the well-known result [24, Theorem 3.1.2] for
the Iinear complementarity problem.
Theorem F.1 Let M E ee"×" be apositive semidefinite matrix, and g E ee'n be a real-valued vector.
1[f there exists a pair (bl,Y) sueh that hi E int IC, Y E int J< andY = Mhi + q, then the SOCC7)
                     xE IC, yE rc, xTy=O, y== Mx +q . (F.1)
has at least one solution.
Proof, First we consider the SOCP:
                        minimize zT(Mz+q)
                       subj ect to Mz +qE JC, zE rc, (F .2)
which is strictly feasible by assumption. Since it holds that
                        eE rc, nE lc => eTn }) o, (F.3)
the objective function of SOCP (F.2) is bounded below on the feasible region. Therefbre, there
exist an optimal solution z" E een and a multiplier vector A* E ee" satisfying the following KKT
conditions :
                      z*Erc, (E4)                      (M +MT)i' +q- MTA'Erc, (F.5)
                      (z')T((M+MT)z' +q- MTA*)=O, (E6)
                      A*EIC, (F.7)                      Mz' +qE rc, (E8)                      (A*)T(Mz*+q)=O. (F.9)
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From (F.6) we have
where the inequality follows from (FA), (F.8) and (F.3). Moreover, we have
o ::; (>,*? ((M + MT)z* + q - MT >,*)
= (>,*)T(Mz* + q) + (>'*fMT(z* - >,*)
= (>,*?MT(z* - >,*),
(F.IO)
(F.ll)
where the inequality follows from (F.7), (F.5) and (F.3), and the last equality follows from (F.9).
Hence, by (F.IO) and (F.ll), we have
(F.12)
Noticing the positive semidefiniteness of M, the inequality in (F.12) is replaced by the equality.
Hence,
where the inequality is due to (F.ll). By (F.IO) and (F.13), we have
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