Abstract-In this paper, we propose the Hybrid-Layer Index (simply, the HL-index) that is designed to answer top-k queries efficiently when the queries are expressed on any arbitrary subset of attributes in the database. Compared to existing approaches, the HL-index significantly reduces the number of tuples accessed during query processing by pruning unnecessary tuples based on two criteria, i.e., it filters out tuples both (1) globally based on the combination of all attribute values of the tuples like in the layer-based approach (simply, layer-level filtering) and (2) based on individual attribute values used for ranking the tuples like in the list-based approach (simply, list-level filtering). Specifically, the HL-index exploits the synergic effect of integrating the layerlevel filtering method and the list-level filtering method. Details and extensive experiments are available in the full paper [7] .
I. INTRODUCTION
Computing top-k answers quickly is becoming ever more important as the size of databases grows and as more users access data through interactive interfaces. When a database is large, it may take minutes (if not hours) to compute the complete answer to a query if the query matches millions of the tuples in the database. Most users, however, are interested in looking at just the top few results (ranked by a small set of attribute values that the users are interested in) and they want to see the results immediately after they issue the query.
As an example, consider a database of digital cameras, which has many attributes such as price, manufacturer, model number, weight, size, pixel count, sensor size, etc. Among these attributes, a particular user is likely to be interested in a small subset when they make a decision to purchase. For example, a user who wants to buy a cheap compact digital camera will be mainly interested in the price and the weight and may issue a query like SELECT * FROM Cameras ORDER BY 0.5 * price+0.5 * weight ASC LIMIT k. Another user who primarily cares about the quality of the pictures will be more interested in the pixel count and sensor size and issue a query like SELECT * FROM Cameras ORDER BY 0.4 * pixelCount+0.6 * sensorSize DESC LIMIT k.
To handle scenarios like the above, we propose the HybridLayer Index (simply, the HL-index) that is designed to answer top-k queries on an arbitrary subset of the attributes efficiently. There exist a number of approaches to efficient processing of top-k queries. For example, in their seminal work, Fagin et al. [4] , [5] designed a series of algorithms that consider a tuple as a potential top-k answer only if the tuple is ranked high in at least one of the attributes used for ranking. We refer to this approach as the list-based approach because the algorithms require maintaining one sorted list per each attribute. While this approach shows significant improvement compared to earlier work, it often considers an unnecessarily large number of tuples. For instance, when a tuple is ranked high in one attribute but low in all others, the tuple is likely to be ranked low in the final answer and can potentially be ignored, but the list-based approach has to consider it because of its high rank in that one attribute. As the size of the database grows, this becomes an acute problem because there are likely to be more tuples that are ranked high in one attribute but low overall.
To avoid this pitfall, Chang et al. [2] proposed an algorithm that constructs a global index based on the combination of all attribute values and uses this index for top-k answer computation. We refer to this approach as the layer-based approach because it builds an index that partitions the tuples into multiple layers. The layer-based approach avoids the pitfall of the list-based algorithms, but it also has the opposite problem. Because the index is constructed on all attributes, it does not perform well when the query ranks tuples by a small subset of the attributes. A tuple may be ranked high globally on many attributes, but it may be ranked low for a particular subset of attributes used for a query.
One simple way to address the drawback of the layerbased approach is to build one dedicated index per subsets of attributes and use the appropriate index for a query as in [6] . We refer to these approaches as the view-based approach. Clearly, view-based approaches lead to high query performance if the "closest" answers to the query issued by a user has been precomputed. Otherwise, they lead to low query performance. They can improve query performance by increasing the number of indexes, but the space overhead increases in proportion to the number of indexes.
Our proposed HL-index tries to avoid all pitfalls of the existing approaches in the following ways. By careful integration of the list-based and the layer-based approaches, it is able to filter out a tuple both by the global combination of all of its attribute values (like in the layer-based approach) and by the individual consideration of the particular attribute values used for ranking (like in the list-based approach). In addition, one HL-index can handle any queries on an arbitrary subset of the attributes avoiding the space overhead of the view-based approach.
Due to space limit, we will briefly present our method. The reader is referred to the full paper [7] that contains detailed descriptions of our method, along with experimental results. . Then, a topk query is to find the k objects in R that have the lowest (or highest) score under f (t). Without loss of generality, we assume that we are looking for the lowest-scored objects in the rest of this paper. Therefore, our goal is to retrieve a sequence of objects
Here, t j denotes the j th ranked object in the ascending order of their score, where
The scoring function for top-k queries is generally assumed to be either linear [2] , [6] or monotone [5] , [6] , [8] . A linear scoring function is a function of the following form
where 
Informally, monotony means that if an object has smaller scores than others in all attributes, then its overall score should also be smaller. We note that a linear function fw is monotone if and only if its w [i] values are all non-negative. Depending on the sign of the w [i] values, a linear function may be non-monotone.
Our HL-index can be designed to deal with either of the following classes: (1) all linear functions including monotone and non-monotone linear functions; (2) all monotone functions including linear and non-linear monotone functions. Due to space limit and for clarity of our exposition, however, we mainly assume linear scoring functions (monotone or nonmonotone) in the rest of this paper. Variation for non-linear monotone functions is discussed in the full paper [7] .
As we stated in Introduction, when R has many attributes, any particular top-k query is likely to have nonzero weights only for a small subset of the attributes [8] . To emphasize this fact, we use SUB to denote the set of attributes with w[i] = 0 and call the size of SUB the sub-dimension and the space consisting of these attributes the subspace. That is, SUB = {i|w[i] = 0 for i = 1, . . . , d}. Under this notation, a subspace top-k query is to find the k lowest-scored objects [t 1 , . . . , t k ] given the query triple (SUB, fw(), k).
III. HYBRID-LAYER INDEX (HL-INDEX)
We now explain how to construct an HL-index to efficiently handle subspace top-k queries. The primary goal of the HLindex is to enable both layer-level filtering and list-level filtering: (1) The layer-level filtering prunes an object by the global combination of all of its attribute values like in the layer-based approach. (2) The list-level filtering prunes an object by the individual consideration of the particular attribute values with nonzero weights in the scoring function like in the list-based approach.
To enable the two types of filtering, an HL-index is constructed in two steps: (1) Layering step: In this step, objects in the relation R are partitioned into a disjoint set of layers,
where L i represents the i th layer. Every object belongs to one and only one layer. As we will see later, once the objects are partitioned into layers, the top-k objects can be obtained from at most the first k layers; objects in all the other layers can be ignored, enabling the layerlevel filtering. (2) Listing step: In this step, for each layer
represents the list of the identifiers (IDs) of the objects in L i sorted in the ascending order of their j th attribute values. As we mentioned earlier, our HL-index can be built for either all linear functions or for all monotone functions. We describe the version of the HL-index construction algorithm for all linear functions. The input to the algorithm is the set R of the d-dimensional objects, and the output is the set of
Starting from i = 1, in the layering step, the algorithm finds the convex hull over R and places the vertices of this convex hull into R i (which is the set that contains all objects in the i th layer). The reason why we use the convex hull to partition R will be explained later in Section IV. Next, in the listing step, the algorithm constructs
} for the objects in R i as we explained above. Then, the algorithm returns L i 's if R = R − R i is empty. Otherwise, it increases i by one and repeats the process.
Example 1: Figure 1 shows an example of constructing the HL-index in the two-dimensional universe. Figure 1(a) shows that the input relation R has nine objects, t 1 , . . . , t 9 , and two attributes, A 1 and A 2 . In the layering step, it finds the convex hull over R and places the vertices of this convex hull, {t 1 , t 2 , t 4 , t 7 , t 9 }, into R 1 as shown in the left-most rectangle in Figure 1(c) . Then, in the listing step, it constructs two sorted lists, L 1,1 and L 1,2 , for the five objects in R 1 as shown in the left-most rectangle in Figure 1(d) . As the algorithm proceeds, eventually, the algorithm constructs three layers, L 1 , L 2 , and L 3 , for the input relation R, as shown in Figure 1(d) .
Before we proceed, we emphasize that, in our HL-index, each sorted list L i,j contains only object identifiers, but not the full attribute values of the objects. We store their full attribute values in a separate place. Therefore, once we obtain an object ID from the HL-index, we will have to retrieve the full values of its attributes separately in order to compute the object score under a given scoring function as done by Chaudhuri et al. [3] . 
(a) A target relation R. (b) The convex hull vertices over the objects in R. IV. QUERY PROCESSING USING THE HL-INDEX We now discuss how we can use the HL-index for exploiting the synergic effect of layer-level filtering and list-level filtering in computing the top-k objects. In Section IV-A, we start reviewing the ONION algorithm [2] to explain how the HLindex can be used for layer-level filtering. Then in Section IV-B, we explain how we can extend the ONION algorithm to enable list-level filtering.
A. ONION Algorithm: Layer-Level Filtering
In the HL-index construction algorithm, the input objects in R are partitioned into multiple layers by the repeated extraction of the convex hull vertices. This layering strategy was proposed by Chang et al. [2] , where the authors proved that the top-k objects are guaranteed to be in the first k layers L 1 through L k . Therefore, in computing the top-k answers, all objects in the layer L k+1 and above can be ignored, making layer-level filtering possible. More precisely, Chang et al. [2] proved the following important theorem.
Theorem 1: [2] (Optimally Linearly Ordered Set Property)
. . , L m } be the set of layers constructed by the recursive extraction of convex hull vertices. Let o min (L i ) be the minimum-scored object in L i . Then, no object in the layers L i+1 , . . . , L m can have a score less than o min (L i ).
Theorem 1 implies that if we have found k or more objects whose scores are lower than or equal to fw(o min (L i )) from the layers L 1 through L i , then we can ignore all objects in L i+1 through L m . More precisely, Chang et al. [2] proved the following corollary.
if |H(i)| ≥ k), H(i) contains the top k objects.
Based on Corollary 1, Chang et al. [2] proposed the ONION algorithm. Now, we present a slightly modified version of the ONION algorithm as follows: Starting from i = 1, the ONION algorithm retrieves all objects in L i and evaluates their scores. Once all object scores are evaluated, it identifies o min (L i ), the minimum-scored object in L i , and computes H(i), the set of objects in L 1 through L i with scores fw(o min (L i )) or less. Then, the algorithm returns the top-k objects from H(i) if H(i) contains k or more objects. Otherwise, it increases i by one and repeats the process.
We note that the ONION algorithm performs the layer-level filtering by retrieving objects only from the first few layers. In particular, the i value in the algorithm never increases beyond k, so even in the worst case scenario, at most the first k layers are retrieved [2] . However, the main drawback of the ONION algorithm is that all objects in these layers, which could be large, have to be retrieved to evaluate their scores. In the next section, we explain how we can use the individual lists in the HL-index to perform list-level filtering by retrieving only a subset of objects in each layer.
B. List-Level Filtering For HL-Index
In designing the algorithm that retrieves only a subset of objects from each layer, we first note that the only reason why the ONION algorithm retrieves all objects from L i is to be able to identify o min (L i ) and H(i). In other words, as long as we can identify o min (L i ) and H(i) correctly, we do not have to retrieve all objects in L i . The main challenge for allowing the list-level filtering is then to figure out the way to identify o min (L i ) and H(i) without evaluating the score fw for every object in L i .
To explain how we can achieve this using the HL-index, we first introduce relevant notation. We use S i,j (n) to refer to the set of the first n objects at the head (or tail) of the list L i,j . We
Informally, S i (n) can be considered as the set of objects that we "see" by retrieving the first n objects from the head (or tail) of each list
Informally, U i (n) can be considered as the set of the objects in L i that are not "seen" by retrieving the top n objects from the head (or tail) of each list L i,j . We use a i,j (n) to refer to the A j attribute value of the n th object at the head (or tail) of the list L i,j . Here, in order to handle all linear functions (including monotone and non-monotone linear functions), we use alternative definitions of S i,j (n) and a i,j (n) depending on the sign of w [j] in Eq. 1. If w[j] ≥ 0, we use the "head" versions. Otherwise, we use the "tail" versions. Thus, since objects in each list L i,j are sorted in the ascending order of their A j values, w[j] * a i,j (n) monotonically increases as n increases regardless of the sign of w [j] . Finally, we set
which monotonically increases as n increases regardless of the sign of w[j]).
Using this notation, we see that the following theorem and corollaries still hold even if we replace the "monotone linear function f " with the "linear function fw." Fagin et al. [5] proved the following important theorem: Theorem 2: [5] Under any monotone (linear or non-linear) function f , every object in U i (n) has a score larger than or equal to the threshold value F i (n).
1) Identifying o min (L i ): Theorem 2 provides an important clue on how we can identify o min (L i ) from L i without retrieving all objects in L i . In particular, under a monotone (linear or non-linear) scoring function f , the theorem guarantees that after we retrieve S i (n), the first n objects from each list L i,j of L i , if o min (S i (n)), the minimum-scored object in S i (n), has a score less than or equal to F i (n), then o min (S i (n)) is the minimum-scored object in L i . More precisely, Fagin et al. [5] proved the following corollary.
Corollary 2: [5] Under any monotone linear function
Based on Corollary 2, Fagin et al. [5] proposed the TA algorithm. Now, we present a modified version of the TA algorithm identifying o min (L i ) by retrieving the first few objects from the head (or tail) of each list L i,j as follows: In the algorithm, we assume that the function getNextObjects() incrementally retrieves the next object of each list L i,j in L i starting from either the head or the tail depending on the sign of w[j] -if the sign is positive, it accesses objects of L i,j in the ascending order of their A j attribute values. Otherwise, it accesses them in the descending order. In addition, we also assume that, since the zero-weight attributes do not affect the final object score, the function getNextObjects() needs to retrieve objects only from the non-zero-weight attribute lists. Figure 1(d) , it returns the top object t 2 from the list L 1,1 and the bottom object t 1 from L 1,2 . The second time getNextObjects() is called on L 1 , it returns the next objects, t 1 and t 9 . Starting from n = 1, the algorithm incrementally builds S i (n) by retrieving the next objects in L i,j 's until f (o min (S i (n))) becomes less than or equal to the threshold value F i (n). Then, the algorithm returns 
. From the definition of n j , Theorem 2, and the condition
such an o cannot be in U j (n j ), so it must be in S j (n j ). Since S j (n j ) ⊆ S = S 1 (n 1 ) ∪ · · · ∪ S i (n i ), o must be in S. That is, all the objects in H(i) exist in S. Thus, H(i) ⊆ S.
We now present a basic query processing algorithm, BasicLayerbasedThresholdAlgorithm (simply, BasicLTA), that exploits the synergic effect of layer-level filtering and list-level filtering using the HL-index. The inputs to BasicLTA are the HL-index and a query Q = (SUB, fw(), k). The output is the k objects having the lowest scores for the scoring function fw(). Starting from i = 1, the algorithm first computes o min (L i ) based on Corollary 2 without retrieving all objects in L i as we explained in Section IV-B.1. Next, the algorithm computes H(i) based on Corollary 3: for each lower layer L l (1 ≤ l < i), it retrieves next objects from each list L l,j and incrementally builds S l (n l ) until the threshold value F l (n l ) becomes greater than fw(o min (L i )). That is, by using fw(o min (L i )) as the bound in retrieving more objects from L l , we can identify the objects in L l whose scores are lower than or equal to fw(o min (L i )) without retrieving all the objects in L l . Then, the algorithm checks whether or not top-k objects are found. If S 1 (n 1 ) ∪· · ·∪S i (n i ) contains k or more objects whose scores are lower than or equal to fw(o min (L i )) (i.e., if |H(i)| ≥ k), the algorithm returns the top-k objects in S 1 (n 1 )∪· · ·∪S i (n i ) without retrieving any object in all the subsequent layers of L i according to Corollary 1. Otherwise, it increases i by one and repeats the process.
In this paper, we have discussed only the basic algorithm due to space limit. Nevertheless, the algorithm has more pruning power than ones using only one of the two filtering capabilities. An enhanced algorithm that uses a tighter bound (≤ fw(o min (L i ))) is discussed in the full paper [7] .
