We consider the following problem which is motivated by two different contexts independently, namely graph theory and combinatorial optimization.
Given a 3-connected planar graph G with n vertices, is there a spanning closed walk W with at most 4n/3 edges?
In graph theory, the above question is motivated by the famous hamiltonian result by Tutte in 1956 which says that every 4-connected planar graph is hamiltonian (a simpler proof is given by Thomassen in 1983) . What happens if we relax the 4-connectivity? There is a 3-connected planar graph that is not hamiltonian, but how about a spanning close walk (which is exactly a traveling salesman tour. Sometimes such a walk is called hamiltonian walk )? How many edges are necessary to cover all the vertices of a 3-connected planar graph by a closed walk? This is exactly the above question.
In combinatorial optimization, the famous traveling salesman problem in metric graphs is one of most fundamental NP-hard optimization problems. In spite of a vast amount of research several important questions remain open. In particular, the best known upper bound is not believed to be best possible. A promising direction to improve this approximation guarantee, has long been to understand the power of a linear program known as the Held-Karp relaxation [11] . On the one hand, the best lower bound on its integrality gap (for the symmetric case) is 4/3 and indeed the famous (so called 4/3-)conjecture said that this lower bound would be tight [10] . Goemans pointed out that there is a planar graph that achieves this bound. So he brought attention to the above question, i.e, the famous 4/3-conjecture is always true for 3-connected planar graphs.
We prove the above problem in the following strong form; Given a circuit graph (which is obtained from a 3-connected planar graph by deleting one vertex) with n vertices, there is a spanning closed walk with at most 4(n − 1)/3 edges such that each edge is used at most twice.
Moreover, our proof is constructive (and purely combinatorial) in a sense that there is an O(n 2 ) algorithm to construct, given a 3-connected planar graph, such a walk.
We shall construct an example that shows that the bound 4(n − 1)/3 is essentially tight. We also point out that 2-connected planar graphs may not have such a walk, as K2,n−2 shows.
Introduction
Finding a hamiltonian cycle is arguably one of the most popular subjects in graph theory. There are tons of necessary conditions for a graph to have a hamiltonian cycle, some of them are mentioned in [7] . It is also one of the central problems in combinatorial optimization, since it is connected to the famous traveling salesman problem.
A study on hamiltonian cycles was started with the connection to the famous Four Color Problem (now Theorem). It had been conjectured since 1910's that every 3-connected cubic planar graph is hamiltonian, and if true, it would imply the Four Color Problem. However, Tutte [21] in 1946 constructed a counterexample, and in 1956 he [22] proved that every 4-connected planar graph is hamiltonian. As we see here, a study on hamiltonian cycles for planar graphs is historically one of the central topics in graph theory. In the last decade, a hamiltonian cycle in planar graphs is also studied in graph algorithm ( [13] , for example), because it is connected to the traveling salesman problem.
In this paper, we consider the following problem which is motivated by two different contexts independently, namely graph theory and combinatorial optimization.
Sometimes such a walk is called a hamiltonian walk. In Sections 3 and 6, we shall show that the answer to this question is positive and the bound 4n/3 is essentially tight. We now clarify why this problem is considered independently both in graph theory and combinatorial optimization.
is of length O(n α ), where α = log 2/ log 3 ≈ 0.63; cf. [15] . However, there are many results showing that 3-connected planar graphs have several properties close to hamiltonicity. Barnette [3] proved that every 3-connected planar graph has a 3-tree. Gao and Richter [9] strengthened it by showing that every 3-connected planar graph has a 2-walk. Here, a k-tree means a spanning tree with maximum degree k, and a k-walk means a closed walk that visits every vertex at least once and at most k times. Note that a 2-tree is exactly a hamiltonian path while a 1-walk is exactly a hamiltonian cycle.
As we see, 3-connected planar graphs still have nice properties that are closer to hamiltonian cycles. Let us observe that Tutte's above mentioned theorem says that every 4-connected planar graph with n vertices has a walk with n edges. So what if we only consider a 3-connected planar graph, and how many edges are needed to cover all the vertices by a spanning walk? This is our first motivation.
TSP and Combinatorial Optimization
In combinatorial optimization, the traveling salesman problem in metric graphs is one of most fundamental NP-hard optimization problems. The problem is the following; Given a complete undirected graph G = (V, E) on n vertices with non-negative edge costs, the wellknown Traveling Salesman Problem (TSP) is to find a hamiltonian cycle in G of minimum cost. When the costs satisfy the triangle inequality, we call the problem metric. A special case of the metric TSP is the so-called graph-TSP, where, given an undirected, unweighted simple underlying graph G = (V, E), a complete graph on V is formed, by defining the cost between two vertices as the number of edges on the shortest path between them, known as the metric completion of G.
In spite of a vast amount of research, several important questions remain open. While the problem is known to be APX-hard and NP-hard to approximate with a ratio better than 220/219 [17] , the best upper bound is still the 1.5-approximation algorithm obtained by Christofides [4] more than three decades ago. A promising direction to improve this approximation guarantee, has long been to understand the power of a linear program known as the Held-Karp relaxation [11] . So we have to study the integrality gap α(T SP ), which is the worst-case ratio between the optimal solution for the TSP problem and the optimal solution to its linear programming relaxation, the so-called Subtour Elimination Relaxation (henceforth SER). The value α(T SP ) gives one measure of the quality of the lower bound provided by SER for the TSP. Moreover, a polynomial-time constructive proof for value α(T SP ) would provide an α(T SP )-approximation algorithm for the TSP. On the other hand, the best lower bound on α(T SP ) is 4/3 and indeed the famous 4/3-conjecture said that this lower bound would be tight [10] .
A ratio of 4/3 is reached asymptotically by taking two disjoint triangles T 1 , T 2 and three disjoint paths of length n/3 joining V (T 1 ) and V (T 2 ). Each edge in T 1 ∪ T 2 gets weight 1/2, and other edges have weight 1. Then each vertex receives total weight 2. Therefore, this graph together with the assigned weight satisfies the Held-Karp relaxation. It is clear that this graph is planar. Therefore, Goemans 1 brought attention to the above problem (i.e, for a 3-connected planar graph, the lower bound can be always achieved, and therefore the 4/3-conjecture is always true for 3-connected planar graphs). This is our second motivation.
Our main results
In this paper, we answer the above problem (which is motivated by both graph theory and combinatorial optimization independently) in the affirmative. Namely; In Section 6, we give an example that shows that the bound
is essentially tight. Theorem 1.1 extends an old result by Asano, Nishizeki and Watanabe [2] who proved that if G is a planar triangulation, then G has a spanning closed walk of length at most 3n 2 . In fact, they conjectured that a planar triangulation has a a spanning closed walk of length at most Let us point out that although our algorithm in Theorem 1.1 implies that there is an O(n 2 ) time algorithm to give a 4/3-approximation algorithm for TSP for planar graphs, Klein [13] gave a much better result. He gave a linear time approximation scheme ((1 + ϵ)-approximation for any ϵ > 0) for TSP for planar graphs.
Klein's result was extended to bounded genus graphs [6] and recently to H-minor-free graphs [5] . In view of these extensions, we conjecture that Theorem 1.1 can be extended to the bounded genus graphs and probably to the H-minor-free graphs.
Let us point out that leaving the plane to consider the surface of higher genus, there are some technical difficulties, for example, the chromatic number increases dramatically. However, for graphs which obey certain local planarity conditions, one can deduce similar properties as for planar ones. We say that a graph G embed-ded in a surface F 2 is locally planar if it does not contain short noncontractible curves. Quantitatively, we introduce the representativity of G as the length of a shortest curve which is noncontractible in F 2 . For a partial result in this direction for bounded genus graphs, we will prove Theorem 1.2 concerning locally planar graphs. .
In Section 6, we shall show that this result is also essentially tight.
Technically, we shall prove Theorem 1.1 by adapting the notion a circuit graph. In order to state our technical result which implies Theorem 1.1, we need some definitions that will be given in the next section. Theorem 1.1 is concerning 3-connected plane graphs. However, for our purpose to show Theorem 1.1, it turns out that 3-connectivity is too strong. We have to relax it in order to apply our induction hypothesis, see Theorem 1.3. Therefore, we need to define "circuit graphs".
Technical statement
For a 2-connected plane graph G with outer cycle C, a pair (G, C) is called a circuit graph if for every vertex x in G−V (C), there exist three internally disjoint paths in G connecting x and C. (A circuit graph is sometimes called an internally 3-connected plane graph or an I3CP graph.) In other words, there exists no vertex set of order at most two that separates some vertices in G − V (C) from C. In this paper, for a circuit graph (G, C), we may deal with the graph G as a circuit graph itself. Note that for every 3-connected plane graph G, (G, C) is a circuit graph, where C is the outer face cycle of G. A vertex v in a graph G is called a 2-vertex if degree of v is two in G. Note that every 2-vertex of a circuit graph (G, C) is contained in C.
By Proposition 1.1, the following theorem implies Theorem 1.1. So in Section 3, we will show Theorem 1.3 instead of Theorem 1.1. In Section 6, we show that the bound
We can easily show the following.
, and R satisfies the conditions (R2) and (R3).
Note that Theorem 1.3 and Proposition 1.2 state that for every circuit graph (G, C), 2G has a spanning connected even subgraph R such that (R1') |E(R)| ≤ 4|V (G)|− 3 3 , and R satisfies the conditions (R2) and (R3). In the next section, we shall give more fundamental lemmas concerning circuit graphs.
Some preliminary lemmas for circuit graphs
As pointed out, our main task is to give a proof of Theorem 1.3. Thus we need to give several nice properties about circuit graphs. Roughly, circuit graphs have some nice recursive structure, which allows us to apply induction.
Lemmas concerning with a circuit graph
For a circuit graph, it is easy to see the followings. See, for example, [9] . 
is not a circuit graph, where
A chain of blocks in a graph H is a sequence
So the reader can think of this chain of blocks as a block decomposition such that the abstract tree is a path. For a block B of a graph H, let I H (B) be the set of vertices in B which are not cut vertices in H.
The following lemma is also obvious. (See [16] .)
Lemma 2.3. Let (G, C) be an edge-minimal circuit graph, and let e be an edge in C.
Then the following hold:
(ii) One end vertex of e, say x 0 , is contained in
, and the other, say x m+1 , is contained in
A block B is called an end block of a graph H (possibly H might not be connected, or H is 2-connected,) if B contains at most one cut vertex of H. For a cycle C of a plane graph and u, v ∈ V (C), we denote, by C [u, v] , the subpath of C starting u and ending v in the clockwise order.
For a circuit graph (G, C), the following lemma guarantees the existence of the end block of G − V (C) with an "end" property. This can be easily shown by the planarity, so we omit the proof.
An extended chain of blocks
In this subsection, we shall define an extended chain of blocks, and its maximality, both of which play a key role in our proof of Theorem 1.3. This concept is somewhat technical, but roughly, we want to find part of a circuit graph (G, C) which we contract, and apply induction. It turns out that some special property of a block in G − C (which is exactly "an extended chain of blocks") is suitable for this purpose. 
Note that the sequence consisting of only B 0 satisfies the conditions (B1)-(B6). Note also that by the conditions (B1)-(B3), an extended chain of blocks in H for C from B 0 consists of at most two block decompositions whose abstract tree is a path, in H, moreover, if (ii) holds, one block decomposition is a component in H.
An extended chain
is not an extended chain of blocks in H for every block B m+1 of H. This maximal extended chain plays a key role in our proof, because what we are trying to do is to contract the subgraphs in the maximal extended chain, together with some boundary vertices. Let us observe that each block in the maximal extended chain is a circuit graph and therefore, we can apply induction to each block. We want to show that the resulting graph after the contraction satisfies the induction hypothesis. This is not quite true, but Lemma 2.5 (see at the end of this section) tells us that this is almost true. Assuming Lemma 2.5, what we shall try to do is to glue a spanning closed walk in the extended maximal chain and a spanning closed walk in the resulting graph together, and then obtain a resulting spanning closed walk with at most 4(n − 1)/3 edges. As we see here, Lemma 2.5 below is a key, but in order to mention this lemma, we need to analyze the structure of a maximal extended chain more carefully.
Let 
is connected and a chain of blocks with at least two blocks, and z is a neighbor of both end blocks.
Proof of Theorem 1.3
Assume that Theorem 1.3 does not hold and let (G, C) be a minimum counter example, that is, 2G has no desired spanning connected even subgraph, but 2G ′ has, for every circuit graph ( Figure 6 : An exception of Lemma 2.5.
Suppose that (G,
is also a circuit graph, where G ′ := G − e and C ′ is the outer face cycle of G ′ . Then by the minimality of (G, C), 2G
′ has a desired spanning connected even subgraph. However it is also a desired spanning connected even subgraph of 2G, a contradiction. Hence the following holds: Let y be the vertex of G 0 obtained by contracting
Now we prove the following claim. Let C 0 be the outer face cycle of G 0 .
Claim 3. 2G 0 has a spanning connected even subgraph satisfying the conditions (R1)-(R3).
Proof. When (G 0 , C 0 ) is a circuit graph, then by Claim 2, this is obvious from the minimality of (G, C). Then we may assume that (G 0 , C 0 ) is not a circuit graph. By Lemma 2. 
and hence R 0 also satisfies the condition (R1). This completes the proof of Claim 3. □ By Claim 3, there exists a spanning connected even subgraph R 0 of 2G 0 satisfying the conditions (R1)-(R3). Now we consider the vertex x m+1 , when B 0 · · · B m is of Type 1. But when B 0 · · · B m is of Type 2, x m+1 does not exist, so ignore the vertex x m+1 . Let e and e ′ be the two edges of 2G 0 corresponding to the edge connecting x m+1 and y in G 0 , (if they exist). If e and e ′ exist, then let R 0 be the subgraph of 2G induced by the edges of R 0 − {e, e ′ }. Otherwise let R 0 be the subgraph of 2G induced by the edges of R 0 . When there exist more than one edges in G corresponding to one edge of R 0 , then we choose one of them arbitrary.
Depending on the parities of the degrees of x m+1 , u 0 and v 0 in R 0 , we divide the proof into two cases.
Case 1. x m+1 exists and exactly one of e and e
′ is contained in R 0 .
In this case, note that x m+1 and exactly one of u 0 and v 0 have odd degrees in R 0 . By symmetry, we may assume that u 0 has odd degree in R 0 . By the condition (R1) for R 0 ,
Let G 1 be the graph obtained from the subgraph of
by adding the path P of length three from x m+1 to u 0 (with two new vertices) so that C 1 contains P ∪ C[u 0 , v 0 ], where C 1 is the outer face cycle of G 1 . Note that
By Lemmas 2.1 and 2.2 and by the condition (B6), (G 1 , C 1 ) is also a circuit graph, and by the minimality of G, 2G 1 has a spanning connected even subgraph R 1 satisfying the conditions (R1)-(R3). Note that
Let R 1 be the graph obtained from R 1 by removing two internal vertices of P . By the conditions (R1) and (R3) for R 1 , note that
Let R = R 0 ∪ R 1 . By the construction, R is a spanning connected even subgraph of 2G satisfying the conditions (R2) and (R3). Moreover, we have that
and hence R also satisfies the condition (R1), a contradiction again. 
Define the integer k as follows:
otherwise.
When e and e ′ exist and e, e ′ ∈ E(R 0 ), let f and f ′ be the two edges in 2G corresponding to an edge in G which connects B k+1 and B k ∪ {u 0 , v 0 }. Note that by the condition (B6), we can find such two edges in 2G.
and let C i be the outer face cycle of G i . Note that for each Let G m−k+1 be the subgraph of G induced by Let
if e and e ′ exist and e, e ′ ∈ E(R 0 ), Note that
Thus, we obtain that
and hence R also satisfies the condition (R1). 
if Case a) occurs,
if Case b) or c) occurs,
if both e and e ′ are contained in R 0 ,
By the construction, R is a spanning connected even subgraph of 2G satisfying the conditions (R2) and (R3). We will check that R also satisfies the condition (R1).
Suppose that Case a) occurs. In this case, note that
Then we obtain that
and hence R also satisfies the condition (R1).
Next suppose that Case b) or c) occurs. Then
Finally, suppose that Case d) occurs. In this case,
Note thatB is not connected, and hence B 0 has at least three neighbors in C[u 0 , v 0 ], by the condition (B5), the planarity of G and the definition of a circuit graph. Hence by Claim 1, |V (C[u 0 , v 0 ])| ≥ 5. Thus, we obtain that
and hence R also satisfies the condition (R1). □
Proof of Theorem 1.2
Using the result in [18] , Kawarabayashi, Nakamoto and Ota [12] proved the following result. (See Theorem 3.4 in [12] , and also Theorems 3.1 and 3.2. The subgraph we can find by Lemma 4.1 is called a starlike I3CP graph in [12] .) Note that the second part of Lemma 4.1 is not stated in [12] explicitly, so we show it in this paper. such that if G is a 3-connected graph on F 2 with representativity at least r, then G has a spanning subgraph obtained from a circuit graph (G 0 , C 0 ) and t chains of blocks
Moreover, if we take such a spanning subgraph so that the integer t is as small as possible, then for each
Proof of Lemma 4.1. The first part of Lemma 4.1 follows from the proof in [12] . Recall that A i , A 
i so that the number of faces in B i is as small as possible, we obtain that B i has no inner vertex and we can add the edges xy and
for some D. Now we will prove the second part. Take the spanning subgraph we obtained from the first part so that t is as small as possible. Obviously, t ≤ −2χ + 2. Suppose that t ≥ 1 and let 1 ≤ i ≤ t. We may assume that
By Lemma 4.1, there exists an integer r such that if G is a 3-connected graph on F 2 with representativity at least r, then G has a spanning subgraph as in Lemma 4.1. Take such a spanning subgraph so that the integer t is as small as possible. Since (G 0 , C 0 ) is a circuit graph, it follows from Theorem 1.3 that 2G 0 has a spanning even subgraph R 0 with . In either case, we obtain a spanning even subgraph R i of 2G i with
Then R is a spanning even subgraph of 2G. Moreover, by the inequalities (4.1) and (4.2),
By Proposition 1.1, this completes the proof of Theorem 1.2. □
Proof of Lemma 2.5
Let y be the vertex of G 0 obtained by contracting
. We consider two cases depending on the types of B 0 · · · B m . 1.1, 1.2, 1.4 For these two types, Claim 4 is obvious, since the block-cut tree of D has a vertex of degree at least three, which corresponds to x m+1 (Type 1.1) or B m+1 (Type 1.2). So D has at least three end blocks, and hence D ′ has at least two end blocks. Claim 5 is obvious by the planarity of G, Lemma 2.4 (ii) and the condition (B5). 
Type
, however, this contradicts that B is an end block of F . This completes the proof of Claim 6. □ Suppose that (G 0 , C 0 ) is not a circuit graph. Since G 0 is 2-connected, there exists a cut set S of order two such that G 0 −S has a component containing no vertices of C 0 . Recall that y is the vertex of G 0 obtained by contracting
is a circuit graph, we have that y ∈ S. Let z be the vertex in S with z ̸ = y.
Note that F is an induced subgraph of G 0 −y. Thus, z is contained in F and z separates some vertices in F from C. However, F is 2-connected by Claim 6, and Let x be a vertex in G 0 − V (C 0 ). Note that x is also a vertex in G − V (C). Since (G, C) is a circuit graph, there exist three internally disjoint paths P 1 , P 2 and P 3 in G from x to C. By the conditions of Types 1.3 and 2.2 and Lemma 2.4 (ii), two of the paths P 1 , P 2 and P 3 , say P 1 and P 2 by symmetry, use no vertex in
. Then we can find three internally disjoint paths P 1 , P 2 and P ′ 3 in G 0 from x to C 0 , where P ′ 3 in G 0 is the path from x to y corresponding to P 3 or P ′ 3 = P 3 if P 3 does not use a vertex in I H (B m ). This holds for every vertex x in G 0 − V (C 0 ), and hence (G 0 , C 0 ) is also a circuit graph. This completes the proof for Type 1.3 or 2.2, and the proof of Lemma 2.5. □
Sharpness
In this section, we give several examples showing the sharpness of our results.
Let H be a graph embedded in a closed surface. For each face of H, we put a vertex v in its interior and join v with the vertices on its boundary. The resulting graph G is called the face subdivision of H. Obviously, the representativity of G is at least that of H (for nonspherical surfaces).
The following proposition shows that Theorems 1.1 and 1.2 are "essentially" tight. In order to make the representativity of G large, we take T with large representativity. □ Unfortunately, this proposition does not show the sharpness of Theorem 1.1. In fact, we expect that 4 3 (n − 2) (for n ≥ 8) will be the sharp bound for the planar case.
However, the following proposition shows that Theorem 1.3 is best possible. 
