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In this note, we review the canonical analysis of the Holst action in the time gauge, with
a special emphasis on the Hamiltonian equations of motion and the fixation of the Lagrange
multipliers. This enables us to identify at the Hamiltonian level the various components
of the covariant torsion tensor, which have to be vanishing in order for the classical theory
not to depend upon the Barbero-Immirzi parameter. We also introduce a formulation of
three-dimensional gravity with an explicit phase space dependency on the Barbero-Immirzi
parameter as a potential way to investigate its fate and relevance in the quantum theory.
Introduction
The Barbero-Immirzi parameter [1, 2] γ plays a rather intriguing role in loop quantum gravity.
In the classical theory, this role can be analyzed both at the Lagrangian and at the Hamiltonian
level. In the former case, the Barbero-Immirzi parameter is introduced as the coupling constant of
a topological1 term that is added to the first order Hilbert-Palatini action in order to obtain the
Holst action [3]. This topological term being vanishing once we resolve the torsion-free equations
of motion in order to expresses the spin connection in terms of the tetrad, the Barbero-Immirzi
parameter drops out of the classical theory in the absence of torsion. It is clear that this mechanism
is intimately related to the dynamics of the theory, since some of the equations that are necessary
in order to express the spin connection in terms of the tetrad are dynamical equations. In contrast,
the Hamiltonian formalism contains some subtleties, which are related to the use of the time gauge
and the introduction of the su(2) Ashtekar-Barbero connection. Indeed, once the second class
constraints of the Holst action in the time gauge are solved, the resulting Hamiltonian contains
an explicit dependency on γ, and it is non-trivial to identify the reason for which this dependency
disappears at the dynamical level. This is to be contrasted with the canonical analysis of the
Holst action without the time gauge [4–7], in which the reduced phase space given by the Dirac
brackets contains no dependency on γ. Interestingly, this observation is also true at the discrete
level, and it has been shown in [9, 10] that depending on wether all or only a subset of the discrete
simplicity constraints are imposed, the resulting phase space is either the γ-dependent one of
twisted geometries, or the γ-independent one of Regge geometries.
In the quantum theory, the Barbero-Immirzi parameter appears in the spectrum of the kinemat-
ical geometrical operators [11–14], it shows up in the black hole entropy formula [15–19] (although
it was argued recently that this dependency could be removed [20], and it is now possible to com-
pute the entropy for γ = ±i [21]), and it plays a crucial role in the definition of the spin foam
amplitudes for the quantum dynamics [22–25]. Many people have discussed its significance and
suggested alternative physical interpretations [26–32], and its status is still quite unclear. In [33],
1 Strictly speaking, the Holst term is not a topological term in the usual sense because it cannot be written as the
exterior derivative of a three-form, unlike the truly topological Pontrjagin, Euler, and Nieh-Yan terms. What we
mean here is simply that the Holst term does not affect the classical theory.
2it was shown in the context of perturbative first order gravity that when the Euclidean theory is
coupled to fermions the value γ2 = 1 is a UV fixed point. This comes as another indication that
the (here Euclidean) self-dual value plays a particular role in quantum gravity. It has furthermore
been argued [34] that γ measure the strength of the torsion fluctuations in the path integral of
quantum gravity, and that any value different form γ ∈ {0,∞} leads to CP violations.
It is well known that if one performs the canonical analysis of the first order Hilbert-Palatini
action, the resulting phase space is that of the second order ADM formulation of gravity [35, 36].
Using the Holst action and the time gauge to construct the Ashtekar-Barbero connection is the
only way to obtain, at the end of the canonical analysis, a phase space parametrized by a gauge
connection and its conjugate momentum, i.e. a first order formulation2. The question is therefore
wether at the dynamical level the torsion-free equations of motion are recovered, and if yes wether
this indeed implies the disappearance of the Barbero-Immirzi parameter. In this note, we identify
at the Hamiltonian level (for the Holst action in the time gauge) the various components of the
covariant torsion two-form T Iµν , and show that they are all vanishing for various reasons: T
i
ab is
vanishing because of the resolution of the second class constraints; T 0ab is vanishing on the surface of
the Gauss and second class constraints; T 00a is vanishing as a consistency condition on the Lagrange
multipliers; and finally T i0a is vanishing once the dynamics of the triad is computed.
At the level of the classical dynamics, one can therefore expect that if all these components
are forced to vanish (by computing the dynamics of the electric field and fixing the Lagrange
multipliers), the physical observables will be independent of γ. However, because of the quantum
fluctuations, one can still expect a γ-dependency in the quantum theory, even after taking into
account the dynamics. This is just a consequence of the fact that some torsion-free equations
will not be imposed strongly in the quantum theory. In fact, beyond these considerations on the
vanishing of the torsion, and even regardless of all the quantization ambiguities that are involved
in the definition of the quantum dynamics of loop quantum gravity, it is known that the choice of
variables at the classical level might be at the origin of an anomaly. The reason for this is that
the Ashtekar-Barbero connection is not a spacetime connection, i.e. it does not transform as a
one-form under the action of the total Hamiltonian generating time evolution. This was originally
pointed out by Samuel on a simple example [37], and later on proven by Alexandrov at the level of
the Lorentz-covariant formulation [8]. Here we re-derive this result in the case of the time gauge
Holst action. This lack of spacetime interpretation of the Ashtekar-Barbero connection potentially
has far reaching consequences, since even if the Hamiltonian torsion equations are imposed at
the dynamical level, the anomalous transformation of the connection under time evolution will
introduce an extra dependency on γ.
Since we are only able to consider the classical theory and not investigate precisely the fate of
the Barbero-Immirzi parameter at the quantum level, it would be nice to have an exactly solvable
model that bears enough similarities with the four-dimensional Ashtekar-Barbero theory and that
can be used as a testbed. We achieve this note by proposing such a model, which is nothing
else than three-dimensional gravity with a Barbero-Immirzi parameter. Based on the action for
three-dimensional gravity introduced in [38], we show that two different gauge choices lead to two
different parametrization of the phase space: one that is γ-independent, and one that has the exact
same structure as the four-dimensional Ashtekar-Barbero theory, along with its γ-dependency. This
is very advantageous since the quantization of three-dimensional gravity is a well-known topic that
has been studied from many points of view.
This note is organized as follows. In the first section, we study the four-dimensional Holst theory.
2 The complex formulation in terms of the (anti) self-dual Ashtekar connection is also first order, but it has to be
supplemented by the reality conditions CA¯ia +
CAia = Γ
i
a(E).
3After reviewing its Lagrangian formulation, we perform the canonical analysis in the time gauge in a
manner more transparent than the original study of [3]. We focus in particular on the components
of the torsion two-form and show by which mechanisms they vanish at the Hamiltonian level.
Then we briefly recall the algebra of constraints of the theory and give the generators of the gauge
symmetries. This enables us to compute the time evolution given by the total Hamiltonian, and in
particular to show that, apart from the case of the self-dual theory γ = ±1, the Ashtekar-Barbero
connection does not transform as a one-form under time diffeomorphisms. In the second section,
we introduce the formulation of three-dimensional gravity with a Barbero-Immirzi parameter.
Our notations are such that µ, ν, . . . refer to spacetime indices, a, b, . . . to spatial indices, I, J, . . .
to so(4) indices, and i, j, . . . to su(2) indices. We assume that the d-dimensional spacetime manifold
M is topologically Σ×R, where Σ is a (d− 1)-dimensional manifold without boundaries. We use
the notation uI for vectors in R4 with components (u0, ui), the cross product between elements
u, v ∈ R3 to denote the operation (u× v)i = εijku
jvk, and the dot product for u · v = uivi. We
often denote the vectors ui ∈ R3 simply by u. Symmetrization and anti-symmetrization of indices
are defined with weights 1/2. We will focus exclusively on the Euclidean case, but of course the
results extend to the Lorentzian theory as well.
I. THE HOLST ACTION FOR GRAVITY
Let us start by recalling some well known facts about the first order Hilbert-Palatini action for
gravity. In terms of the spacetime so(4) gauge connection ωIJµ and the tetrad e
I
µ, it is given by
SHP =
1
8
∫
M
εIJKLe
I ∧ eJ ∧ FKL =
1
8
∫
M
d4x εµνρσεIJKLe
I
µe
J
νF
KL
ρσ , (1.1)
where F IJµν = ∂µω
IJ
ν − ∂νω
IJ
µ + [ωµ, ων ]
IJ denotes the curvature of the connection. The equations
of motion can be derived as follows. Using the so-called Palatini equation δF IJµν = 2D[µδω
IJ
ν] and
an integration by parts, we first obtain
δSHP
δωIJµ
= 0 ⇒ εµνρσεIJKLDν
(
eKρ e
L
σ
)
= 0. (1.2)
Assuming that the co-tetrad is invertible, the meaning of this equation is that the torsion
T Iµν ≡ ∂µe
I
ν − ∂νe
I
µ + ω
I
µJe
J
ν − ω
I
νJe
J
µ (1.3)
is vanishing (in the presence of matter sources, this is not true anymore). The torsion-free condition
can then be solved for the connection, leading to the Levi-Civita spin connection
ωIJµ (e) = −e
νJ∂µe
I
ν + e
νJeIσΓ
σ
µν(g) =
1
2
eσ[I
(
∂
[µ
e
J ]
σ]
+ eρJ ]eLµ∂ρeσL
)
. (1.4)
Varying the action with respect to the tetrad, we obtain the second set of equations of motion,
namely
δSHP
δeIµ
= 0 ⇒ εµνρσεIJKLe
J
νF
KL
ρσ = 0, (1.5)
which, upon use of the solution (1.4) to specify F IJµν [ω] = F
IJ
µν [ω(e)], become simply the vacuum
Einstein equations Gµν = 0.
The Hilbert-Palatini Lagrangian is not the only locally Lorentz-invariant four-form that can be
4constructed with the tetrad and the spin connection. One can indeed add to it a cosmological term,
as well as several topological terms [39]. These are the Pontryagin invariant, the Euler invariant,
the Nieh-Yan invariant, and the Holst invariant. The action corresponding to the Holst term is
SH =
1
4
∫
M
δIJKLe
I ∧ eJ ∧ FKL, (1.6)
where δIJKL ≡ δI[KδL]J . Using the Levi-Civita spin connection ω
IJ
µ (e) defined by (1.4), this term
is clearly irrelevant since it just amounts to writing the Bianchi identity
εµνρσδIJKLe
I
µe
J
νF
KL
ρσ [ω(e)] ≡ ε
µνρσRµνρσ [Γ(g)] = 0. (1.7)
The Holst term is therefore vanishing on-shell, i.e. when the torsion free condition is enforced.
The action that we are interested in is given by a combination of the Hilbert-Palatini action
with the Holst invariant, where this latter is multiplied by a coupling constant γ ∈ R−{0} known
as the Barbero-Immirzi parameter. This gives the Holst action
S ≡ SHP + γ
−1SH =
1
4
∫
M
d4x εµνρσ
(
1
2
εIJKLe
I
µe
J
νF
KL
ρσ + γ
−1eIµe
J
νF
IJ
ρσ
)
. (1.8)
Although it plays no role at all at the classical level since it multiplies a term which is vanishing on-
shell, the Barbero-Immirzi parameter does not disappear at the quantum level. For this reason, it
cannot be set to an arbitrary value in the Holst action if we are interested in studying the quantum
theory. Also, when coupling gravity to fermions, the dependence on γ becomes nontrivial, and
wether this might lead to potentially observable effects has been debated quite a lot [40–44].
A. Hamiltonian analysis in the time gauge
To perform the canonical analysis of the Holst action (1.8), it is necessary to split the spacetime
and internal indices into their various components. For the tetrad field, this decomposition is given
by
e0µdx
µ = e00dx
0 + e0adx
a eiµdx
µ = ei0dx
0 + eiadx
a
≡ Ndx0 + χie
i
adx
a, ≡ N idx0 + eiadx
a,
(1.9)
and we can further write N i ≡ Naeia. From now on, we are going to work with the time gauge,
which corresponds to setting χi = 0. Let us first write the various components of the covariant
torsion T Iµν . In the time gauge, they are given by
T iab = ∂ae
i
b − ∂be
i
a + ω
ij
a e
j
b − ω
ij
b e
j
a + ω
i0
a e
0
b − ω
i0
b e
0
a (1.10a)
= ∂ae
i
b − ∂be
i
a − ε
i
jk(ω
j
ae
k
b − ω
j
be
k
a), (1.10b)
T 0ab = ∂ae
0
b − ∂be
0
a + ω
0i
a e
i
b − ω
0i
b e
i
a (1.10c)
= ω0ia e
i
b − ω
0i
b e
i
a, (1.10d)
T 00a = ∂0e
0
a − ∂ae
0
0 + ω
0i
0 e
i
a − ω
0i
a e
i
0 (1.10e)
= −∂aN + ω
0i
0 e
i
a − ω
0i
a N
beib, (1.10f)
T i0a = ∂0e
i
a − ∂ae
i
0 + ω
ij
0 e
j
a − ω
ij
a e
j
0 + ω
i0
0 e
0
a − ω
i0
a e
0
0 (1.10g)
= ∂0e
i
a − e
i
b∂aN
b −N b∂ae
i
b + ε
i
jk(ω
k
0e
j
a − ω
k
aN
bejb) + ω
0i
a N, (1.10h)
5where we have introduced the notation
ωiµ ≡
1
2
εijkω
jk
µ . (1.11)
We are going to successively recover these equations at the Hamiltonian level, in the form of
solutions to second class constraints, conditions on Lagrange multipliers, and dynamical evolution
equations.
The 3 + 1 decomposition of the Holst action (1.8) leads to the expression
S =
1
2
∫
R
dt
∫
Σ
d3x εabc
[(
εijke
i
ae
j
bF
0k
0c + γ
−1eiae
j
bF
ij
0c
)
+N
(
1
2
εijke
i
aF
jk
bc + γ
−1eiaF
0i
bc
)
+N i
(
εijke
j
aF
0k
bc + γ
−1ejaF
ij
bc
)]
. (1.12)
The various components of the curvature tensor appearing in (1.12) can be written as
F 0iµν = ∂µω
0i
ν − ∂νω
0i
µ + ε
i
jk(ω
j
νω
0k
µ − ω
j
µω
0k
ν ), (1.13a)
F ijµν = ε
ij
k(∂µω
k
ν − ∂νω
k
µ)− ω
0i
µ ω
0j
ν + ω
0i
ν ω
0j
µ + ω
j
µω
i
ν − ω
j
νω
i
µ. (1.13b)
Naturally, it is the first term between parenthesis in (1.12) that indicates what the conjugated
variables are since it contains the time derivatives. In particular, its form suggests that we introduce
the su(2)-valued one-form
A˜iµ ≡ ω
0i
µ + γ
−1ωiµ, (1.14)
as well as the densitized triad field (also known as the electric field)
Eai ≡
√
det(E) eai = det(e) e
a
i =
1
2
εabcεijke
j
be
k
c . (1.15)
At this point, it is useful to recall some relations that we will use later on:
eia =
εabcε
ijkEbjE
c
k
2
√
det(E)
, εabceia =
εijkEbjE
c
k√
det(E)
,
∂a det(e)
det(e)
= ebi∂ae
i
b, εijke
i
ae
j
b = det(e) εabce
c
k.
(1.16)
Now, the idea is to use (1.14) in order to express all the connection components in (1.13) solely in
terms of A˜iµ and ω
i
µ. After some calculations, we arrive at the following expression for the action:
S =
∫
R
dt
∫
Σ
d3x
[
Eai ∂0A˜
i
a + α˜
i(∂aE
a
i − ε
k
ij ω
j
aE
a
k) + β˜
i(∂aE
a
i − γε
k
ij A˜
j
aE
a
k) (1.17)
+N
εimnEamE
b
n
2
√
det(E)
(
2γ−1∂aA˜
i
b − εijkA˜
j
aA˜
k
b + (1− γ
−2)(2∂aω
i
b − εijkω
j
aω
k
b )
)
+NaEbi
(
∂bA˜
i
a − ∂aA˜
i
b + γε
i
jkA˜
j
aA˜
k
b + (γ
−3 − γ−1)εijk(ω
j
a − γA˜
j
a)(ω
k
b − γA˜
k
b )
) ]
,
where we have introduced the multipliers
α˜i ≡ (1− γ−2)(A˜i0 − γ
−1ωi0) β˜
i ≡ A˜i0 − α˜
i
= (1− γ−2)ω0i0 , = γ
−2A˜i0 + (γ
−1 − γ−3)ωi0
= γ−2ω0i0 + γ
−1ωi0.
(1.18)
6The non-reduced phase space is defined by the Poisson brackets{
Eai , A˜
j
b
}
= δab δ
j
i ,
{
πai , ω
j
b
}
= δab δ
j
i , (1.19)
where we have added a momentum πai conjugated to ω
i
a, together with a multiplier µ
i
a in or-
der to impose that this new momentum be vanishing. The variables µia, α˜
i, β˜i, N and Na are
non-dynamical, and appear therefore as Lagrange multipliers enforcing respectively the following
primary constraints3:
πa ≈ 0, (1.20a)
S ≡ ∂aE
a − ωa ×E
a ≈ 0, (1.20b)
G ≡ ∂aE
a − γA˜a ×E
a ≈ 0, (1.20c)
C ≡
Ea ×Eb
2
√
det(E)
·
(
2γ−1∂aA˜b − A˜a × A˜b + (1− γ
−2)(2∂aωb − ωa ×ωb)
)
≈ 0, (1.20d)
H˜a ≡ E
b ·
(
∂bA˜a − ∂aA˜b + γA˜a × A˜b + (γ
−3 − γ−1)(ωa − γA˜a)× (ωb − γA˜b)
)
≈ 0. (1.20e)
Before going further, let us simplify the expression of these primary constraints. We see from the
constraints G that in order to obtain the Gauss law, the connection that we need to choose is the
variable A ≡ −γA˜. In term of this new variable, the constraints G, C and H˜a become respectively
G = DaE
a ≡ ∂aE
a +Aa ×E
a, (1.21a)
C = −
γ−2Ea ×Eb
2
√
det(E)
·
(
Fab + (1− γ
2)Rab
)
, (1.21b)
H˜a = γ
−1Eb · Fab + (γ
−3 − γ−1)(G − S) · (ωa +Aa), (1.21c)
where
F iab ≡ ∂aA
i
b − ∂bA
i
a + ε
i
jkA
j
aA
k
b , R
i
ab ≡ ∂aω
i
b − ∂bω
i
a − ε
i
jkω
j
aω
k
b . (1.22)
The notation Riab as well as the sign difference between these two expressions will become obvious
right below, when we solve the second class constraints. For the time being, we can write the total
Hamiltonian as
−Htot ≡
∫
Σ
d3x
(
µiaπ
a
i + α
iSi + β
iGi +NC +N
aHa
)
, (1.23)
where the new Lagrange multipliers αi and βi have been defined as
αi ≡ α˜i − (γ−3 − γ−1)Na(ωia +A
i
a) β
i ≡ β˜i + (γ−3 − γ−1)Na(ωia +A
i
a)
= (1− γ−2)(ω0i0 −N
aω0ia ), = γ
−2ω0i0 + γ
−1ωi0 + (1− γ
−2)Naω0ia
= −γ−1Ai0 + (1− γ
−2)(Naω0ia − ω
0i
0 ),
(1.24)
and the new version Ha of the vector constraint is Ha ≡ γ
−1Eb · Fab.
3 Note that we use the notation ωa only to denote ω
i
a, and never ω
0i
a .
71. Vanishing of T i
ab
Let us look at the time evolution of the primary constraints. In fact, one can show that the only
constraints that lead to secondary constraints are πai ≈ 0. The secondary constraints are obtained
by computing the time evolution ∂0π
a
i =
{
Htot, π
a
i
}
, which is given by
∂0π
a
i = −
∫
Σ
d3x
({
αjSj, π
a
i
}
+
{
NC,πai
})
= −
∫
Σ
d3x
(
αj
{
− ε ljk ω
k
bE
b
l , π
a
i
}
+
1
2
(1− γ−2)
{
NεbcdejdR
j
bc, π
a
i
})
= ε kij α
jEak + (1− γ
−2)εabc
(
N(∂be
i
c + ε
i
jke
j
cω
k
b ) + e
i
c∂bN
)
. (1.25)
Multiplying this expression by Eei and symmetrizing the spatial indices, we obtain the 6 secondary
constraints
Ψab ≡ ε(acdE
b)
i (∂ce
i
d + ε
i
jke
j
dω
k
c ) =
1√
det(E)
εijkE
(b
i
(
∂cE
a)
j − ε
m
jl ω
l
cE
a)
m
)
Eck ≈ 0. (1.26)
These second class constraints, together with (1.20b), imply that the rotational part of the spatial
gauge connection is the metric compatible Levi-Civita connection, i.e.
ωia = −Γ
i
a
= −
1
2
εijkebk(∂be
j
a − ∂ae
j
b + e
c
je
l
a∂be
l
c) (1.27)
= −
1
2
εijkEbk(∂bE
j
a − ∂aE
j
b +E
c
jE
l
a∂bE
l
c)−
1
4
εijkEbk
(
2Eja
∂b det(E)
det(E)
− Ejb
∂a det(E)
det(E)
)
.
With the resolution of these second class constraints (which are conjugated to the 9 second class
constraints πai ≈ 0), we recover the vanishing of the torsion components T
i
ab given by (1.10b). Note
that it is possible to avoid solving directly the second class constraints by computing instead the
associated Dirac bracket. This might be an interesting way to make contact with the covariant
loop quantization developped by Alexandrov. We compute the Dirac bracket for these second class
constraints in appendix A.
2. Vanishing of T 0
ab
The torsion equation on the components T 0ab can now be obtained by combining the Gauss con-
straint G with the second class constraint S. By subtracting these two constraints, we obtain
the condition εijkω
0j
a Eak = 0. Assuming that the triad is invertible, this expression leads to
εabcω0ia e
i
b = 0, which is indeed equivalent to (1.10d).
3. Vanishing of T 0
0a
Now, there are still 3 equations to be extracted from the requirement that the primary constraint
πai ≈ 0 be preserved in time, and they can be recovered by multiplying (1.25) by E
e
i without
symmetrizing the indices. This gives
−αieia + (1− γ
−2)∂aN = 0. (1.28)
8These are equations fixing some of the Lagrange multipliers, and using (1.24) it is easy to see that
they imply
−∂aN + ω
0i
0 e
i
a − ω
0i
b N
beia = 0. (1.29)
Using now the vanishing of the components (1.10d), we can write ω0ia e
i
b = ω
0i
b e
i
a, and then (1.29)
finally yields the vanishing of the torsion components T 00a.
4. Vanishing of T i
0a
The last components of the torsion are hidden in the dynamics of the theory. In order to see how
this comes about, let us look at the dynamical evolution of the triad eia, which is generated by
commutation with the total Hamiltonian. For this, we need to know the following Poisson brackets:{
eia, A
j
b
}
=
γ
2 det(e)
(2eibe
j
a − e
i
ae
j
b). (1.30)
Before computing the evolution of the triad under the various constraints entering the Hamiltonian
(1.23), it is useful to first derive the general expression∫
Σ
d3x
{
njF
j
ab, e
i
c
}
=
γ
det(e)
D[anj(2e
i
b]e
j
c − e
j
b]e
i
c), (1.31)
which is valid for any smearing function n(x) (possibly carrying spatial indices) that does not
depend on the connection A. Introducing the smeared constraints
G(u) ≡
∫
Σ
d3xuiGi, C(N) ≡
∫
Σ
d3xNC, H( ~N) ≡
∫
Σ
d3xNaHa, (1.32)
we can then compute{
G(u), eia
}
= −γεijku
jeka, (1.33a){
C(N), eia
}
= ω0ia N + γ
−1εijke
b
je
k
a∂bN, (1.33b){
H( ~N), eia
}
= −eib∂aN
b −N bDbe
i
a = −e
i
b∂aN
b + γN bεijkω
0j
b e
k
a, (1.33c)
where in the last equation we have used the solution (1.27) to the second class constraints to
simplify the covariant derivative of the triad. The dynamical evolution of eia can now be computed,
and, using the expression (1.24) for the multipliers βi, we find that4
∂0e
i
a ≡
{
Htot, e
i
a
}
≡ −
{
G(β), eia
}
−
{
C(N), eia
}
−
{
H( ~N), eia
}
= εijk(γ
−1ω0j0 + ω
j
0 − γ
−1N bω0jb )e
k
a − ω
0i
a N − γ
−1εijke
b
je
k
a∂bN + e
i
b∂aN
b. (1.34)
Using the condition (1.29) on the multipliers to express ∂bN , we find that this equation is equivalent
to the vanishing of the last components (1.10h) of the torsion, i.e. T i0a = 0.
Finally, for the sake of completeness, let us finish this subsection by rewriting the scalar con-
4 Note that there is no contribution from Gj
{
βj , eia
}
since this latter can be shown to be vanishing upon use of the
constraints (1.20b) and the condition (1.10d).
9straint in the form that usually appears in loop quantum gravity, i.e.
C = −
Ea ×Eb
2
√
det(E)
·
(
Fab − (1− γ
2)Ka ×Kb
)
+ (1− γ−2)∂a
(
Ea√
det(E)
)
·G, (1.35)
where Kia ≡ ω
0i
a .
The meaning of this computation is that, from the classical point of view, if we perform the
canonical analysis properly we recover all the torsion-free equations that lead to the elimination
of the Barbero-Immirzi parameter. At the quantum level, the story is different because we do not
have access to the equations involving the Lagrange multipliers. Therefore, we can wonder what
happens if we relax the vanishing of the components T 00a of the torsion, which are the ones left
aside if we do not consider the fixation of the Lagrange multipliers in the Hamiltonian analysis. In
this case, one can see from (1.10) that the components ω0i0 of the connection cannot be written in
terms of the tetrad. Moreover, the form (1.23) of the Hamiltonian shows that these components
are involved in the expression
(γ − γ−1)ω0i0 (Si −Gi) = (γ − γ
−1)ω0i0 ε
k
ij ω
0j
a E
a
k , (1.36)
which contains both first class and second class constraints. If these first and second class con-
straints are resolved at the classical level, the dependency on ω0i0 drops out of the theory, and the
non-imposition of T 00a ≈ 0 is not problematic. However, in the quantum theory, where only the sec-
ond class constraints Si are imposed strongly (already at the classical level), the Gauss constraint
is allowed to fluctuate, and the undetermined components ω0i0 will not disappear.
B. Gauge symmetries and constraint algebra
Now that we have analyzed the second class constraints and discussed their resolution, let us discuss
the first class constraints and the associated symmetries. For this purpose, we start by recalling
the algebra of (first class) constraints. It is given by [45]{
G(u), G(v)
}
= γG(u× v), (1.37a){
Hdiff( ~N ), G(u)
}
= G(£ ~Nu), (1.37b){
C˜(N), G(u)
}
= 0, (1.37c){
Hdiff( ~N),Hdiff( ~M)
}
= Hdiff(£ ~N
~M), (1.37d){
C˜(N),Hdiff( ~N)
}
= C˜(£ ~NN), (1.37e){
C˜(N), C˜(M)
}
= Hdiff(~U) +G(U
aAa) + (γ
−2 − 1)G
(
Ea∂aN ×E
b∂bM
det(E)
)
, (1.37f)
where
Ua ≡
Eai E
b
i√
det(E)
(N∂bM −M∂bN). (1.38)
Note that for the scalar constraint we have used the usual expression
C˜ ≡ −
Ea ×Eb
2
√
det(E)
·
(
Fab − (1− γ
2)Ka ×Kb
)
, (1.39)
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which differs from C by a term proportional to the Gauss constraint.
The algebra, although it is not a Lie algebra because it has field dependent structure functions,
is obviously closed. As usual, the constraints generate the symmetries of the theory. The generator
of internal SU(2) gauge transformations is the Gauss constraint. It acts on the connection and the
densitized triad as {
G(u), Aia
}
= γDau
i,
{
G(u), Eai
}
= −γε kij u
jEak . (1.40)
The generator of spatial diffeomorphisms is given by the constraint
Hdiff( ~N) ≡
∫
Σ
d3xNa(Ha − γ
−1AiaGi), (1.41)
and one can check that we indeed have{
Hdiff( ~N), A
i
a
}
= −N b∂bA
i
a −A
i
b∂aN
b = −£ ~NA
i
a, (1.42a){
Hdiff( ~N), E
a
i
}
= −N b∂bE
a
i − E
a
i ∂bN
b + Ebi ∂bN
a = −£ ~NE
a
i . (1.42b)
Now we still have to discuss the time diffeomorphisms that are generated by the total Hamiltonian.
It is known since the work of Samuel [37], and later on the work of Alexandrov in the Lorentz-
covariant formulation [8], that the Ashtekar-Barbero is not a spacetime connection, in the sense
that it does not transform as a one-form under the action of the generator of time diffeomorphisms.
In the next subsection we re-derive this result in the time gauge.
C. Transformation properties of the connection
Let us first consider the self-dual case γ = 1 (in the physically relevant case of Lorentzian signature,
the (anti) self-dual value is γ = ±i), and introduce the smeared total Hamiltonian
−Htot(ξ) =
∫
Σ
d3x ξ
(
βiGi +NCSD +N
aHa
)
=
∫
Σ
d3x ξ
(
(βi +NaAia)Gi +NCSD +N
a(Ha −A
i
aGi)
)
= G
(
ξ(β +NaAa)
)
+ CSD(ξN) +Hdiff(ξ ~N)
= G
(
ξ(−A0 +N
aAa)
)
+ CSD(ξN) +Hdiff(ξ ~N), (1.43)
where CSD is the self-dual part of the scalar constraint, i.e. the constraint obtained by setting γ = 1
in (1.21b). Using the transformation laws (1.40) and (1.42a), one can show that5{
Htot(ξ), A
i
a
}
= Ai0∂aξ + ξ
(
DaA
i
0 −
{
CSD(N), A
i
a
}
+N b∂bA
i
a −N
bDaA
i
b
)
. (1.44)
However, we know from the computation (1.34) of subsection IA4 that Htot(1) is the generator
of time evolution. For this reason, we have that
{
Htot(1), A
i
a
}
= ∂0A
i
a. Furthermore, an explicit
computation shows that this Poisson bracket is given by{
Htot(1), A
i
a
}
= DaA
i
0 −
{
CSD(N), A
i
a
}
+N b∂bA
i
a −N
bDaA
i
b. (1.45)
5 Notice that
{
CSD(ξN), A
i
a
}
= ξ
{
CSD(N), A
i
a
}
because CSD does not contain derivatives of E
a
i .
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We can therefore conclude that
{
Htot(ξ), A
i
a
}
= Ai0∂aξ + ξ∂0A
i
a, as expected for a spacetime
connection.
To study the case γ 6= 1, it is useful to write the scalar constraint as C = γ−2CSD+Cγ . Because
the part Cγ contains derivatives of E
a
i (once ω
0i
a is replaced by γ
−1(Γia(E) − A
i
a)), the Poisson
bracket
{
C(ξN), Aia
}
will necessarily be of the form
γ−2
{
CSD(ξN), A
i
a
}
+ (1− γ2)
(
ξNf ia + ξg
i∂aN +Ng
i∂aξ
)
, (1.46)
where f ia and gi are certain functions of the electric field (whose expressions are not important for
our discussion). Now, using the total Hamiltonian
−Htot(ξ) = G
(
ξ(β + γ−1NaAa)
)
+ C(ξN) +Hdiff(ξ ~N), (1.47)
we can compute
δξA
i
a ≡
{
Htot(ξ), A
i
a
}
= Ai0∂aξ + ξ
(
−γDaβ
i − γ−2
{
CSD(N), A
i
a
}
+N b∂bA
i
a −N
bDaA
i
b − (1− γ
2)(Nf ia + g
i∂aN)
)
+
(
(γ−1 − γ)(Naω0ia − ω
0i
0 )− (1− γ
2)Ngi
)
∂aξ. (1.48)
Similarly to what happens in the self-dual case, the explicit expression for
{
Htot(1), A
i
a
}
= ∂0A
i
a
turns out to be given by the term proportional to ξ in the above equation. We therefore obtain
that {
Htot(ξ), A
i
a
}
= Ai0∂aξ + ξ∂0A
i
a + (1− γ
2)
(
γ−1(Naω0ia − ω
0i
0 )−Ng
i
)
∂aξ, (1.49)
which shows that Aia does not transform as a spacetime connection. This expression should be
compared with its Lorentz-covariant counterpart, which is equation (48) of [8].
D. Discussion
As mentioned in the introduction, the status of the Barbero-Immirzi parameter in loop quantum
gravity is very intriguing. At the classical level, γ is totally irrelevant, and it disappears from the
theory when one goes from the first order formulation to the second order formulation of gravity.
This is manifest in both the Lagrangian and the Hamiltonian framework. Here, we showed in
particular how to recover all the components of the torsion-free equations in the canonical approach.
Even if the components T iab ≈ 0 are strongly imposed (at the classical level) because they appear
as second class constraints, the remaining components are forced to vanish by the dynamics, the
Gauss constraint, and the fixation of Lagrange multipliers. As a consequence, these components
are never strongly imposed at the classical level (which is absolutely normal), and therefore we can
expect their imposition in the quantum theory not to totally eliminate the γ-dependency due to
the “quantum fluctuations”.
Moreover, it appears that there are 3 components of the torsion-free equations (T 00a ≈ 0) that
can never be imposed at the quantum level when we work in the time gauge. These are equations
fixing some of the Lagrange multipliers, and as such they can be derived neither from the (first or
second class) constraints, nor from the dynamics. This is in fact a consequence of working in the
time gauge. In the Lorentz-covariant approach to loop quantum gravity, these 3 components are
fixed by the dynamics, and more precisely by the time evolution of the variable χ of (1.9) (indeed,
notice that ∂0e
0
a appears in (1.10e), but not in (1.10f)). We do not know if this can generate
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anomalies in the quantum theory. In any case, as discussed in the previous paragraph, this should
not influence the γ-dependency of the quantum theory at the dynamical level. This issue should
however still be investigated more deeply, since it is rather intriguing that it appears only in the
time gauge, and not in the Lorentz-covariant formulation.
Another striking difference between the time gauge formulation and the Lorentz-covariant for-
mulation of the Holst action concerns the transformation properties of the connection. This is in
fact a well-known observation. The Ashtekar-Barbero connection, wether it is written in the time
gauge or in the covariant formalism, does not transform properly under time diffeomorphisms.
Here we have derived this result in the time gauge. This lack of proper transformation behavior
of the connection could be a serious problem at the level of the dynamics, and regardless of the
imposition of the above-mentioned torsion-free equations, it could lead to anomalies in the quan-
tum theory. What is clear is that the only known way to construct a connection (different from
the original spin connection or from the self-dual connection) that transforms properly under time
diffeomorphisms, is to relax the time gauge condition. Unfortunately, nothing is known about the
quantization of the canonical theory defined with the shifted connection of Alexandrov.
To close this discussion, let us stress that there seem to be a very subtle interplay between the
Barbero-Immirzi parameter γ, the time gauge, and the (classical and quantum) dynamics. However,
four-dimensional gravity is obviously too complicated to clarify this. For this reason, in the follow-
ing section we propose a model of gravity in three dimensions where there is a Barbero-Immirzi
parameter that plays the same role as in the four-dimensional case. Because three-dimensional
gravity is a (non-trivial) totally integrable system, there is hope that we can learn more about the
fate of γ in this framework.
II. THE BARBERO-IMMIRZI AMBIGUITY IN THREE-DIMENSIONAL GRAVITY
As we just said above, in order to investigate the issues related to the Barbero-Immirzi parameter
and the choice of the time gauge, let us introduce the three-dimensional action
S =
∫
M
d3x εµνρ
(
1
2
εIJKLx
IeJµF
KL
νρ + γ
−1xIeJµF
IJ
νρ
)
, (2.1)
where xI ∈ R4. In [38], it was shown that this action is equivalent to three-dimensional Euclidean
gravity. In appendix B, we show that it can also be obtained from a symmetry reduction of the
four-dimensional Holst action.
In this section, we would like to illustrate the interplay between the choice of internal gauge and
the role of the Barbero-Immirzi parameter at the classical level. For this, we consider two different
gauges, and show that they lead to two rather different descriptions of the (same) phase space.
In the first case, the parameter γ disappears completely from the phase space, whereas with the
second gauge choice it appears exactly in the same way as it does in the four-dimensional theory.
Thus, this model provides us with a description of the classical phase space of three-dimensional
gravity with a non-trivial γ-dependency.
Before going further, let us point out that the action (2.1) is invariant under the following
symmetries:
• A rescaling symmetry, generated by a scalar α and acting like
eIµ −→ αe
I
µ, x
I −→
1
α
xI . (2.2)
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• Three translational symmetries, generated by a vector βµ and acting like
eIµ −→ e
I
µ + βµx
I . (2.3)
These Lagrangian symmetries can be identified at the Hamiltonian level if one performs the canon-
ical analysis of the action (2.1) and treats xI as a dynamical variable. This analysis being quite
involved, we choose not to reproduce it here. One should however keep in mind that the symme-
tries (2.2) and (2.3) are present, because they will be used in subsection IIB in order to define the
γ-dependent gauge.
A. γ-independent gauge
Let us consider the gauge xI = (1, 0, 0, 0). With this choice, the internal SO(4) symmetry group is
broken into an SU(2) subgroup (the one that stabilizes xI), and the action reduces to
S =
∫
M
d3x εµνρ
(
1
2
εijke
i
µF
jk
νρ + γ
−1eiµF
0i
νρ
)
, (2.4)
where the curvature components are defined as in (1.13). Introducing Eai ≡ 2ε
abeib and A
i
a ≡
ωia + γ
−1ω0ia , and using the expression
F ijµν = ε
ij
k
(
∂µω
k
ν − ∂νω
k
µ + ε
k
lmω
l
νω
m
µ − ε
k
lmω
0l
µ ω
0m
ν
)
, (2.5)
a straightforward calculation shows that the 2 + 1 action can be written in the following three-
dimensional Ashtekar-Barbero form:
S =
∫
M
d3x εµνρeiµ
(
∂νA
i
ρ − ∂ρA
i
ν − ε
i
jkA
j
νA
k
ρ + (γ
−2 − 1)εi jkω
0j
ν ω
0k
ρ
)
=
∫
R
dt
∫
Σ
d2x
(
Eai ∂0A
i
a +A
i
0Gi + ω
0i
0 Si + ε
abei0
[
F iab + (γ
−2 − 1)εi jkω
0j
a ω
0k
b
])
, (2.6)
where
G ≡ ∂aE
a −Aa ×E
a, (2.7a)
Fab ≡ ∂aAb − ∂bAa −Aa ×Ab, (2.7b)
Si ≡ (γ
−2 − 1)ε kij ω
0j
a E
a
k . (2.7c)
In the action (2.6), the multipliers Ai0 are enforcing the SU(2) Gauss constraint Gi. Similarly, the
multipliers ei0 are enforcing a scalar constraint analogous to the four-dimensional constraint (1.39).
We see that for the (anti) self-dual value γ = ±1, the action (2.6) reduces to that of SU(2) BF
theory. Let us see what happens for a generic value of the Barbero-Immirzi parameter. The total
Hamiltonian is given by
−Htot ≡
∫
Σ
d3x
(
µiaπ
a
i + ω
0i
0 Si +A
i
0Gi + ε
abei0
[
F iab + (γ
−2 − 1)εijkω
0j
a ω
0k
b
])
, (2.8)
where we have introduced the momenta πai conjugated to the components ω
0i
a , together with the
multipliers µia. One can see that the preservation of the primary constraints π
a
i ≈ 0 leads to the 6
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secondary constraints
εijk(ω
0j
0 E
a
k + 2ε
abej0ω
0k
b ) ≈ 0. (2.9)
From these 6 constraints, one can extract 3 conditions involving Lagrange multipliers, and the 3
secondary constraints
Ψab ≡ εijkε
(abE
c)
i ω
0k
b e
j
0 ≈ 0. (2.10)
Together with Si and π
a
i ≈ 0, these constraints form a second class system, and imply in partic-
ular that the components ω0ia of the connection are vanishing. Therefore, the dependency on the
Barbero-Immirzi parameter completely disappears, and we are left with three-dimensional su(2)
BF theory, i.e. first order three-dimensional gravity.
Notice that the gauge that we are considering here does not affect directly the variables eIµ.
Indeed, we do not explicitly set certain components of eIµ to zero, as it is the case with the
time gauge in four dimensions. In this sense, the gauge xI = δIJ keeps a kind of covariance,
which is probably the reason for which the Barbero-Immirzi parameter γ disappears already at the
kinematical level. Now, we wonder if there is another gauge choice that also leads to a Hamiltonian
theory which is equivalent to three-dimensional gravity, but with an explicit dependency on the
Barbero-Immirzi parameter. We show in the next subsection that this is indeed possible, and we
are going to see that the gauge choice affects directly the components eIµ.
To finish, let us stress that one obtains the same formulation of the classical phase space for
any gauge of the form xI = δIJ , where J is a fixed value in {0, 1, 2, 3}. In fact, it works in the same
way when one fixes xI to be any (non-dynamical) vector.
B. γ-dependent gauge
In this subsection, we show that it is possible to find a gauge fixing in the action (2.1) that yields
a phase space with an explicit dependency on the Barbero-Immirzi parameter. The idea consists
in finding the analog of the four-dimensional time gauge in our three-dimensional model. This can
be done by choosing a particular decomposition of the one-form eIµ, in which the time components
eI0 are given by
eI0 = (e
0
0, e
i
0) ≡ (0, e
i
0) = (0, e
1
0, e
2
0, N/2), (2.11)
and the spatial components eIa are
eIa = (e
0
a, e
i
a) = (e
0
a, e
1
a, e
2
a, e
3
a) ≡ (0, e
1
a, e
2
a, 0). (2.12)
The condition e0a = 0 that we impose here is analogous to the time gauge χ = 0 that is used in
the four-dimensional decomposition (1.9). Additionally, we will choose the internal vector xI such
that
xI = (x0, xi) = (x0, x1, x2, x3) ≡ (1, x1, x2, 0). (2.13)
The meaning of the gauge choice encoded in the previous three equations is as follows. We are
ultimately interested in describing the phase space of three-dimensional gravity, on which the gauge
symmetries are the spacetime diffeomorphisms and the SU(2) gauge transformations. However, the
symmetries of the action (2.1) include also the boost tranformations as well as the transformations
(2.2) and (2.3). Naturally, these can be eliminated by fixing 7 conditions. In particular, the 3
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boost degrees of freedom can be used to set e3a = 0 and x
3 = 0, the symmetry (2.2) can be used to
set xI = (1, x1, x2, 0), and the symmetry (2.3) with βµ = −e
0
µ can be used to set e
0
µ = 0 in (2.11)
and (2.12).
With this gauge choice, a simple calculation shows that the action (2.1) can be written in the
form
S =
∫
M
d3x εµνρ
[
2(x× eµ+γ
−1eµ)·(∂νKρ−Kν ×ωρ)+(eµ+γ
−1x× eµ)·(2∂νωρ−ων ×ωρ−Kν ×Kρ)
]
,
(2.14)
where Kiµ ≡ ω
0i
µ . In this expression for the action, the canonical term (i.e. the part containing
time derivatives of the canonical variables) can be written as
E˜ai ∂0(ω
i
a + γ
−1Kia) +X
a
i ∂0(K
i
a + γ
−1ωia), (2.15)
where E˜ai ≡ 2ε
abeib, and X
a
i ≡ 2ε
ab(x× eb)i. Now, because of our gauge choice, one can see that
the components i = 3 are singled out, and that we have
E˜ai = (E˜
a
1 , E˜
a
2 , 0), X
a
i = (0, 0,X
a
3 ) =
(
0, 0, 2εab(x1e2b − x
2e1b)
)
. (2.16)
Introducing the new canonical variables
Eai ≡ (E˜
a
1 , E˜
a
2 ,X
a
3 ), A˜
i
a ≡ (ω
1
a + γ
−1K1a , ω
2
a + γ
−1K2a ,K
3
a + γ
−1ω3a), (2.17)
the canonical term (2.15) can therefore be written in the simple form Eai ∂0A˜
i
a. Now, the constraints
enforced by the multipliers ω0, K0, and e0 in (2.14) have to be appropriately rewritten in order
to mimic the structure of the four-dimensional Holst theory. A rather lengthy calculation (some
details are given in appendix C) shows that this can be done, and that the action can be written
in the form
S =
∫
R
dt
∫
Σ
d2x
(
Eai ∂0A˜
i
a + α˜
iSi + β˜
iGi +NC +N
aH˜a
)
, (2.18)
where the multipliers are
α˜i ≡ (1− γ−2)(ω10 , ω
2
0 ,K
3
0 ), β˜
i ≡ (K10 ,K
2
0 , ω
3
0) + γ
−2(ω10 , ω
2
0,K
3
0 ). (2.19)
The phase space is therefore parametrized by the canonical pairs{
Eai , A˜
j
b
}
= δab δ
j
i ,
{
πai ,Ω
j
b
}
= δab δ
j
i , (2.20)
where Ωia ≡ (K
1
a ,K
2
a , ω
3
a). The primary constraints are similar to that of the set (1.20), and are
given by
πa ≈ 0, (2.21a)
S ≡ ∂aE
a − Ωa ×E
a ≈ 0, (2.21b)
G ≡ ∂aE
a − γA˜a ×E
a ≈ 0, (2.21c)
C ≡
E1 ×E2
det(E˜)
·
(
2γ−1∂1A˜2 − A˜1 × A˜2 + (1− γ
−2)(2∂1Ω2 − Ω1 ×Ω2)
)
≈ 0, (2.21d)
H˜a ≡ E
a ·
(
∂1A˜2 − ∂2A˜1 − γA˜1 × A˜2 + (γ
−1 − γ−3)(Ω1 − γA˜1)× (Ω2 − γA˜2)
)
≈ 0. (2.21e)
To obtain the constraints C and H˜a, we have used the decomposition 2e
i
0H
i
12 = N
aH˜a+NC given
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in (C19).
Now, just like in the four-dimensional case, the only primary constraints that generate secondary
constraints are πai ≈ 0. Computing their time evolution leads to the 3 new secondary constraints
∂0π
(a ·Eb) ≈ ∂c
(
E(a ×Ec
)
·Eb) −Ωc ×
(
E(a ×Ec
)
· Eb) ≈ 0. (2.22)
These 3 constraints can be combined with the 3 second class constraints Si ≈ 0 to explicitly resolve
Ωia in terms of E
a
i . This implies in fact that Ω
i
a is the two-dimensional Levi-Civita connection Γ
i
a.
Finally, at the end of this procedure, we obtain the first class phase space
G ≡ ∂aE
a +Aa ×E
a ≈ 0, (2.23a)
C ≡ −γ−2
E1 ×E2
det(E˜)
·
(
2∂1A2 +A1 ×A2 + (1− γ
2)(2∂1Ω2 − Ω1 ×Ω2)
)
≈ 0, (2.23b)
Ha ≡ −γ
−1Ea ·
(
∂1A2 − ∂2A1 +A1 ×A2
)
≈ 0. (2.23c)
with the only non-vanishing Poisson bracket
{
Eai , A
j
b
}
= −γδab δ
j
i , where
Aia ≡ −γA˜
i
a = (Γ
1
a − γω
1
a,Γ
2
a − γω
2
a,Γ
3
a − γK
3
a) (2.24)
is the three-dimensional Ashtekar-Barbero connection.
Conclusion
In this note, we have tried to clarify at the classical level some issues related to the Barbero-Immirzi
ambiguity. By performing a careful canonical analysis of the Holst action in the time gauge, we have
re-derived the phase space structure of the Ashtekar-Barbero theory, and in particular identified at
the Hamiltonian level the various components of the covariant torsion tensor. Since the phase space
has an explicit dependency on γ, and this parameter disappears from the Lagrangian theory when
the torsion-free equations of motion are resolved, it is natural to expect that in the Hamiltonian
theory γ will disappear when all the components (1.10) of the torsion are vanishing. However, we
have identified some subtleties in this reasoning. The first one is that when we work in the time
gauge, some of the equations that correspond to the dynamics of χ just become fixation of Lagrange
multipliers (i.e. (1.10e) becomes (1.10f)). Then if (1.10f) is not imposed in the quantum theory, it is
to be expected that the dependency on γ will survive, even at the dynamical level. Likewise, apart
from T iab which vanishes classically because of the resolution of the second class constraints, the
remaining torsion components involve the dynamics and the Gauss constraint, so even if they are
imposed in the quantum theory they will necessarily vanish only on average, and the γ-dependency
will not disappear. An even more problematic aspect is related to the transformation behavior of
the Ashtekar-Barbero connection under time evolution. Indeed, since it does not transform as a
spacetime connection, even if we focus only on the classical theory and impose strongly all the
torsion-free equations, one can expect the theory to still be γ-dependent.
If one insists in performing the Hamiltonian quantization of a first order formulation of gravity,
it is clear that the torsion-free condition will never be imposed strongly because some of its com-
ponents involve dynamical equations. Now, as far as the Barbero-Immirzi ambiguity is concerned,
this observation is not problematic if one quantizes a γ-independent symplectic structure such as
the one obtained in the Lorentz-covariant formulation, and chooses to work with a true spacetime
connection. However, if the parametrization of the phase space carries a γ-dependency, this latter
will propagate in the quantum theory, and it seems not possible to expect the dynamics and the
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fixation of Lagrange multipliers to fully eliminate it.
This discussion should be put in the context of the following question: What is the meaning
of the Barbero-Immirzi parameter? Is it simply a quantization ambiguity that results from an
unfortunate (but nonetheless very useful!) parametrization of the phase space, or is it a funda-
mental dimensionless constant of quantum gravity? Recent developments [21] are in fact pointing
towards a picture in which γ can be naturally removed by performing an analytic continuation to
the self-dual value γ = ±i, which was the original structure of the Ashtekar variables [46].
The three-dimensional model introduced in section II can certainly serve as a useful testbed to
clarify all the subtleties related to the role of γ in four-dimensional loop quantum gravity [48? ].
It would be interesting to study further the classical theory and compare it with the Chern-Simons
formulation of three-dimensional gravity, which is known to be defined with a non-commutative
connection. Another interesting aspect to investigate would be the description of the BTZ black
hole in the presence of the three-dimensional Barbero-Immirzi parameter. Indeed, since there is
now a loop quantum gravity description of the BTZ black hole entropy [49], it should in principle
be possible to draw conclusions concerning the physical meaning of γ.
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Appendix A: Dirac bracket in the time gauge
An alternative to using the explicit resolution of second class constraints Si ≈ 0 (1.20b) and
Ψab ≈ 0 (1.26) that leads to the Levi-Civita connection (1.27), is to work with the Dirac bracket.
Its computation in the time gauge could be particularly interesting to establish a contact with
the covariant formulation mainly developed by Alexandrov [4–7]. Furthermore, by using the Dirac
bracket instead of the explicit resolution ωia = Γ
i
a(e), we can somehow keep at hand all the compo-
nents of the connection, i.e. the rotational and the boost part, without singling out the rotational
part by solving it in terms of the tetrad field.
To compute the bracket, it is convenient to use the freedom in choosing the parametrization of
the second class constraints in order to replace the 3 constraints Si and the 6 constraints Ψab by
the 9 equivalent constraints
T ia ≡ ε
bc
a(∂be
i
c − ε
i
jkω
j
be
k
c ) ≈ 0. (A1)
The set of second class constraints is then given by πai ≈ 0 and T
i
a ≈ 0, and we can compute the
Dirac matrix along with its inverse:
∆ijab ≡
{
πai , T
j
b
}
= −εijkε
c
ab e
k
c =
2√
det(E)
Eb[iE
a
j], (∆
−1)jkbc =
1
2det(e)
(2ejce
k
b − e
k
ce
j
b).
(A2)
Note that it is much simpler to compute the Dirac bracket with the constraints T ia ≈ 0 instead of
using the original set.
The Dirac bracket between any two phase space functions f and g is defined as{
f, g
}
D
=
{
f, g
}
−
{
f, πai
}
(∆−1)ijab
{
T jb , g
}
−
{
f, T ia
}
(∆−1)ijab
{
πbj , g
}
. (A3)
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Among all the canonical variables Eai , A
i
a, ω
i
a, and π
a
i , the only non-trivial Dirac brackets are given
by {
Eai , A
j
b
}
D
= −γδab δ
j
i ,
{
ωia, A
j
b
}
D
= (∆−1)ikac
{
T kc , A
j
b
}
. (A4)
A relevant question that we do not address here is wether this formalism allows to define new
su(2) connections with interesting properties. This should be ultimately compared with the non-
commutative shifted connection of the Lorentz-covariant formulation.
Appendix B: Symmetry reduction of the four-dimensional Holst action
In this appendix, we show that the three-dimensional Holst action (2.1) can be obtained from a
symmetry reduction of the four-dimensional Holst action. This result strongly supports the idea
that our three-dimensional action is the lower-dimensional analogue of the Holst action.
The Holst action is given by (1.8):
S ≡ SHP + γ
−1SH =
1
4
∫
M
d4x εµνρσ
(
1
2
εIJKLe
I
µe
J
νF
KL
ρσ + γ
−1δIJKLe
I
µe
J
νF
IJ
ρσ
)
. (B1)
In order not to reduce the internal gauge group SO(4), we only perform a space-time reduction.
This can be done by assuming that the four-dimensional space-time has the topologyM4 =M3×I
whereM3 is a three-dimensional space-time, and I is a spacelike segment with coordinates x
3. In
this way, we single out the third spatial component µ = 3. Let us now impose the conditions
∂3 = 0, ω
IJ
3 = 0. (B2)
The first condition means that the fields do not depend on the third spatial direction x3. The
second one means that the parallel transport along the real line I is trivial. Therefore, the covariant
derivative of the fields along the third direction vanishes.
Using the conditions (B2), a direct calculation shows that the four-dimensional Holst action
reduces to
Sred = −
∫
I
dx3
∫
M3
d3x εµνρ
(
1
2
εIJKLe
I
3e
J
µF
KL
νρ + γ
−1eI3e
J
µF
IJ
νρ
)
, (B3)
where now µ, ν, ρ are three-dimensional space-time indices, and d3x = dx0dx1dx2 is the volume
form of M3. Apart from a global multiplicative factor that is not relevant at all, we recover the
three-dimensional action (2.1) with the Barbero-Immirzi parameter, provided that we set xI ≡ eI3.
Appendix C: Details on the γ-dependent three-dimensional gauge
In this appendix, we give some intermediate expressions that were used to derive (2.18). It is
possible to write (2.14) as the sum of a canonical term, a term involving ω0, a term involving K0,
and finally a term involving e0.
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1. The canonical term
It is easy to see that the canonical term is given by
−2εab
[
ea · ∂0(ωb + γ
−1Kb) + (x× ea) · ∂0(Kb + γ
−1ωb)
]
= E˜ai ∂0(ω
i
a + γ
−1Kia) +X
a
i ∂0(K
i
a + γ
−1ωia)
= Eai ∂0A˜
i
a. (C1)
2. The constraints Gi and Si
The Gauss constraint Gi and the second class constraint Si are given by the terms in (2.14)
containing the variables ω0 and K0. The term involving ω0 is
2εab
[
(x× ea + γ
−1ea) · (ω0 ×Kb) + (ea + γ
−1x× ea) · (∂bω0 + ω0 ×ωb)
]
= ω0 ·
[
∂a(E˜
a + γ−1Xa) + (Xa + γ−1E˜a)×Ka + (E˜
a + γ−1Xa)×ωa
]
. (C2)
The term involving K0 is
2εab
[
(x× ea + γ
−1ea) · (∂bK0 +K0 ×ωb) + (ea + γ
−1x× ea) · (K0 ×Kb)
]
= K0 ·
[
∂a(X
a + γ−1E˜a) + (Xa + γ−1E˜a)×ωa + (E˜
a + γ−1Xa)×Ka
]
. (C3)
Introducing the index α = {1, 2} to write i = {1, 2, 3} = {α, 3}, we can express the constraints
imposed by the multipliers ω0 and K0 as ∂a(E˜
a + γ−1Xa) + (Xa + γ−1E˜a)×Ka + (E˜
a + γ−1Xa)×ωa ≈ 0
∂a(X
a + γ−1E˜a) + (Xa + γ−1E˜a)×ωa + (E˜
a + γ−1Xa)×Ka ≈ 0
(C4)
⇔

∂aE˜
a
α + γ
−1εαβE˜aβK
3
a − ε
αβXa3K
β
a + εαβE˜aβω
3
a − γ
−1εαβXa3ω
β
a ≈ 0
γ−1∂aX
a
3 + γ
−1εαβE˜αK
β
a + εαβE˜aαω
β
a ≈ 0
γ−1∂aE˜
a
α + γ
−1εαβE˜aβω
3
a − ε
αβXa3ω
β
a + εαβE˜aβK
3
a − γ
−1εαβXa3K
β
a ≈ 0
∂aX
a
3 + γ
−1εαβE˜αω
β
a + εαβE˜aαK
β
a ≈ 0
(C5)
⇔

∂aE˜
a
α + ε
αβ(B3aE˜
a
β −B
β
aXa3 ) ≈ 0
∂aX
a
3 + γε
αβE˜aαA˜
β
a ≈ 0
∂aE˜
a
α + γ(A˜
3
aE˜
a
β − A˜
β
aXa3 ) ≈ 0
∂aX
a
3 + ε
αβE˜aαB
β
a ≈ 0,
(C6)
where we have introduced the variable
Bia = (B
α
a , B
3
a) ≡ (K
α
a + γ
−1ωαa , ω
3
a + γ
−1K3a). (C7)
Now, one can see that the second and third equations of the system (C6) are equivalent to
G ≡ ∂aE
a − γA˜a ×E
a ≈ 0, (C8)
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while the first and fourth equations are equivalent to
∂aE
a −Ba ×E
a ≈ 0. (C9)
Finally, combining (C8) and (C9) and using the definition
Ωia ≡
γ
γ + 1
(A˜ia +B
i
a), (C10)
we obtain the constraint S ≡ ∂aE
a − Ωa ×E
a ≈ 0. Keeping track of the multipliers ω0 and K0
during the above steps, it is easy to obtain the expressions (2.19).
3. The constraints H˜
a
and C
The term involving e0 is
εabe0 ·
{
∂a(ωb + γ
−1Kb)− ∂b(ωa + γ
−1Ka) + ωb ×ωa −Ka ×Kb − γ
−1Ka ×ωb + γ
−1Kb ×ωa
+
(
∂a(Kb + γ
−1ωb)− ∂b(Ka + γ
−1ωa)−Ka ×ωb +Kb ×ωa + γ
−1ωb ×ωa − γ
−1Ka ×Kb
)
×x
}
≡ εabe0 ·Hab. (C11)
The components i = {α, 3} of H iab are given by
Hαab = ∂a(ω
α
b + γ
−1Kαb )− ∂b(ω
α
a + γ
−1Kαa )
+εαβ
(
ωβb ω
3
a − ω
3
bω
β
a −K
β
aK
3
b +K
3
aK
β
b + γ
−1
[
K3aω
β
b −K
β
aω
3
b +K
β
b ω
3
a −K
3
bω
β
a
] )
−εαβxβ
{
∂a(K
3
b + γ
−1ω3b )− ∂b(K
3
a + γ
−1ω3a) + εγδ
(
Kγb ω
δ
a −K
γ
aω
δ
b + γ
−1ωγbω
δ
a − γ
−1KγaK
δ
b
)}
≡ Mαab − ε
αβxβM3ab, (C12)
and
H3ab = ∂a(ω
3
b + γ
−1K3b )− ∂b(ω
3
a + γ
−1K3a) + εαβ
(
ωαb ω
β
a −K
α
aK
β
b − γ
−1Kαa ω
β
b + γ
−1Kαb ω
β
a
)
−εαβx
α
{
∂a(K
β
b + γ
−1ωβb )− ∂b(K
β
a + γ
−1ωβa )
+εβδ
(
−Kδaω
3
b +K
3
aω
δ
b +K
δ
bω
3
a −K
3
bω
δ
a + γ
−1
[
ωδbω
3
a − ω
3
bω
δ
a −K
δ
aK
3
b +K
3
aK
δ
b
] )}
≡ N3ab − εαβx
αNβab. (C13)
Now, with (C12) and (C10), one can rewrite the components Mαab and M
3
ab in terms of A˜
i
a and B
i
a
to see that we have
M iab = ∂aA˜
i
b − ∂bA˜
i
a − γε
i
jkA˜
j
aA˜
k
b +
γ
γ2 − 1
εijk(γA˜
j
a −B
j
a)(γA˜
k
b −B
k
b )
= ∂aA˜
i
b − ∂bA˜
i
a − γε
i
jkA˜
j
aA˜
k
b + (γ
−1 − γ−3)εijk(Ω
j
a − γA˜
j
a)(Ω
k
b − γA˜
k
b ). (C14)
Therefore, we can write that
E˜aαH
α
12 = E˜
a
αM
α
12 +X
a
3M
3
12 = E
a
i M
i
12 ≡ H˜
a. (C15)
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Similarly, using (C13) and (C10), one can see that
N iab = ∂aB
i
b − ∂bB
i
a +
γ
γ2 − 1
εijk(B
j
aA˜
k
b + A˜
j
aB
k
b − γA˜
j
aA˜
k
b − γB
j
aB
k
b )
= γ−1∂aA˜
i
b − γ
−1∂bA˜
i
a + (1 − γ
−2)(∂aΩ
i
b − ∂bΩ
i
a − ε
i
jkΩ
j
aΩ
k
b ). (C16)
Using the expression
E1 ×E2 = (E˜11 , E˜
1
2 ,X
1
3 )× (E˜
2
1 , E˜
2
2 ,X
2
3 )
=
(
E˜12X
2
3 − E˜
2
2X
1
3 , E˜
2
1X
1
3 − E˜
1
1X
2
3 ,det(E˜)
)
= det(E˜)(x2,−x1, 1), (C17)
we can now write that
H312 = N
3
12 − εαβx
αNβ12 =
(E1 ×E2)i
det(E˜)
N i12. (C18)
Finally, using (C15) and (C18) together with the definitions eα0 ≡ N
aE˜aα/2 and e
3
0 ≡ N/2, we arrive
at the decomposition
2ei0H
i
12 = 2e
α
0H
α
12 + 2e
3
0H
3
12 = N
aEai M
i
12 +N
(E1 ×E2)i
det(E˜)
N i12 ≡ N
aH˜a +NC. (C19)
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