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I. INTRODUCTION
T O prolong the operating lifetime of many battery-powered commercial and tactical wireless (e.g., sensor) networks, energy efficiency (EE) has appeared to have been a critical issue. Energy-efficient resource-allocation strategies were extensively pursued in [1] - [5] , where the goal is to minimize the transmission energy expenditure subject to average rate or delay constraints. Such energy minimization is carried out over an infinite horizon and does not directly translate into quality-ofservice (QoS) guarantees over finite time intervals. For QoS provisioning over finite time intervals, in [6] , minimizing the transmission energy was considered for bursty packet arrivals with a single strict deadline. It was shown that a so-called lazy scheduling is the most energy efficient by properly selecting minimum transmission rates for arriving packets under the causality constraints. Generalizing lazy scheduling, a calculus approach was proposed to find the optimal data departure curve (thus, the optimal rate schedule) for packet arrivals with individual delay constraints by the trajectory of letting a string tie its two ends and then be taut between the data arrival and minimum departure curves [7] , [8] . The approaches in [6] - [8] only apply to packet transmissions over time-invariant channels. Assuming a one-packet-per-slot arrival process and the same delay requirement for all packets, a recursive "Constrained FlowRight" algorithm was developed to find the energy-efficient scheduling over time-varying fading channels in [9] . For arbitrary packet arrival process and delay constraints, an efficient algorithm was put forth to find the optimal rate control strategy over time-varying wireless channels with low computational complexity [10] .
In [1] - [10] , an ideal (negligible) circuit power model was assumed. However, in many emerging wireless networks, particularly the ad hoc networks where the distance between densely deployed nodes is usually small and can be less than 10 m, the nonideal circuit power (e.g., consumed by the analogto-digital/digital-to-analog converter and signal processor) accounts for a significant portion of the total energy consumption [11] . However, there are few studies on the effects of the nonideal circuit power on energy-efficient transmission policies for 0018-9545 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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delay-limited data packets. Taking into account the nonideal circuit power, in [12] , energy-efficient delay-constrained transmissions over a time-invariant additive white Gaussian noise channel were investigated, where each packet has the same delay constraint. A subgradient-type iterative algorithm was developed to find the optimal strategy. In a different yet relevant context, in [13] - [15] , sum throughput maximization was investigated for packet transmissions over time-invariant channels subject to the causality and battery-capacity constraints due to an energy harvesting (arrival) process. However, these algorithms are inapplicable to addressing the critical issue of optimizing the EE for transmissions of delay-sensitive packets in general situations where batteries are the only source of energy and energy harvesting does not take place.
In this paper, we optimize the energy-efficient transmission schedules, which minimize the total energy consumption of transmitting bursty and delay-sensitive data in the presence of nonnegligible circuit power. Specifically, our judicious convex reformulations of the optimization problem and the resultant optimality conditions discover the fundamental structure of the optimal schedules in the ideal setting of a priori known packet arrivals and deadlines. We are able to show that the optimal transmission between any two consecutive data or channel state changing instants (referred to as an epoch) can only take one of the three (i.e., "off," "on-off," and "on") strategies: 1) no transmission, 2) transmission with the most energy-efficient rate r ee over a portion of the epoch, and 3) transmission with a rate r > r ee over the entire epoch. Based on the optimal structure, we develop computationally efficient string-tautening algorithms to generate the most energy-efficient (offline) transmission schedules for bursty and delay-sensitive data in both time-invariant and time-varying environments. We also extend the schedules for online implementations.
The main contributions of this paper can be summarized as follows: 1) the fundamental structure of the most energy-efficient transmission schedules in the ideal offline setting; 2) a new "clipped string-tautening" algorithm to generate the optimal transmission policy for time-invariant channels with low computational complexity based on the revealed structure; 3) a new "clipped water-tautening" algorithm, generalized from our clipped string tautening, that is able to generate the optimal transmission policy in time-varying channels; 4) an extension of the new clipped string-tautening algorithm to online implementation, which requires only causal knowledge of data arrivals and deadline requirements.
Our proposed clipped string-and water-tautening algorithms provide the optimal benchmarks for energy-efficient scheduling approaches of delay-sensitive data in time-invariant and timevarying channels, respectively.
The remainder of this paper is organized as follows. Section II describes the system models. Sections III and IV present the proposed approaches to energy-efficient transmissions of delay-limited bursty data packets over time-invariant and time-varying channels, respectively. Section V provides the numerical results to evaluate the proposed schemes, followed by a conclusion in Section VI.
II. SYSTEM MODELS
Consider a wireless link with complex-valued baseband equivalent channel coefficient h. For simplicity, all nearby devices are supposed to use orthogonal channels so that interferences from other links are negligible. Assume without loss of generality (w.l.o.g.) that the noise at the receiver is a circularly symmetric complex Gaussian random variable with zero mean and unit variance. Given a transmit rate r, we adopt the wellknown Shannon capacity formula as the minimum required transmit power function
Note that the Shannon formula is only used for specificity. It has been shown that, with many modulation and coding schemes, transmit power is an increasing and strictly convex function of the transmission rate. Our approach applies generally to any of these power functions P (r).
A. Data Arrival and Deadline Processes
Consider a wireless link with data packets transmitted from a transmitter to a receiver. The queue storing the packets in the transmitter is reshuffled whenever new packets arrive. The packets with more stringent deadlines are placed at the head of the queue, and the head-of-line packets are transmitted once scheduled. We say that the data state changes when new data packets arrive or a data deadline is reached. As shown in Fig. 1 , over the entire scheduling interval [0, T ], assume that there are (N + 1) data state changing instants 0 = t 0 < t 1 < t 2 < · · · < t N = T . We refer to the time interval between two consecutive data state changing instants as an epoch; the duration of the nth epoch is L n = t n − t n−1 , n = 1, . . . , N.
The packet arrival process is modeled as a set A := {(α 0 , a 0 ), (α 1 , a 1 ), . . . , (α A , a A )}, as shown by the red bricks in Fig. 1 , where each packet contains an equal amount of data bits. A is the number of data arrival events; α i denotes the epoch index to the ith arrival time; and a i is the number of packets arriving at t α i , i = 0, . . . , |A|, where | · | denotes cardinality. Let N and N + denote the sets of nonnegative and positive integers, respectively. Clearly, we have α i ∈ N. Let α := {α 0 , α 1 , . . . ,
For the number of arrivals at α i , we clearly have a i ∈ N + . Since the last time instant for packet transmission is (N − 1), no packets should be allowed to arrive at α A = N ; hence, we have a A = 0. We include the pair (α A , a A ) = (N, 0) for ease of problem formulation and algorithm development.
The deadline requirements for the packets are described by
shown by the blue bricks in Fig. 1 , where D denotes the number of deadlines, δ j denotes the epoch index of the jth deadline, and d j denotes the number of packets that should depart
The total number of data packets arriving and transmitted over time interval
B. Nonideal Circuit Power Consumption
In short-range wireless networks, circuit power consumption, e.g., for the AD/DA converter and radio-frequency (RF) amplifier, is nonnegligible when transmit power P > 0. When there is no data transmission, the transmitter could turn off the power amplifier and switch into a microsleep mode to avoid/reduce the circuit power consumption [16] . For ease of description, we refer to the transmitter status with transmit power P > 0 and that with P = 0 as the "on" and "off" modes, respectively. Let ρ ≥ 0 denote the circuit power during the "on" mode, η ∈ (0, 1] denote the efficiency of the RF chain, and β ≥ 0 denote the circuit power consumed during the "off" mode. The total power P total consumed by a transmitter is then [11] , [13] 
In practical systems, β is usually much smaller compared with ρ [11] and, thus, can be neglected for simplicity. Hence, we can assume w.l.o.g. the circuit power during the "on" and "off" modes to be ρ > 0 W and β = 0 W, respectively. We further assume that η = 1 w.l.o.g. since η is only a scaling constant.
III. TIME-INVARIANT CHANNEL
Consider first a static channel with time-invariant channel coefficient h. Due to the nonideal circuit power consumption, the transmission can be turned on for only a portion of an epoch and turned off afterward to save energy. Let l on = {l Given that the power function P (r) is convex, it was proved that the transmit rate over the "on" period l on n of each epoch n should remain unchanged in the optimal policy [13] . Let r := {r 1 , r 2 , . . . , r N } collect such invariant transmit rates over the "on" period of each epoch. For a bursty data arrival process modeled by (A, D), the energy-efficient transmission schedule is to select an optimal set of {r, l on } such that the total energy consumed for delivery of the arriving data packets ahead of deadlines is minimized, i.e., we wish to solve
Here, in addition to the trivial constraints (C3), (C1) presents the causality constraints: The number of packets 
A. Convex Reformulation and Optimality Conditions
In the ideal circuit power (ρ = β = 0) case, it was shown that the transmitter is always on (i.e., l on * n = L n ) in the optimal policy [1] - [10] , [13] . The optimal transmission schedule then reduces to an optimal rate control problem. With r as the only optimization variable, (3) is a convex program as long as P (r n ) is convex. However, in the general nonideal circuit power case, l on is also a variable to be optimized. Since both P (r n )l on n and r n l on n are neither concave nor convex in (r n , l on n ), problem (3) is nonconvex. However, we next show that it can be reformulated into a convex program through a change of variables.
Define
where we define
n is called its perspective, which is a jointly convex function of (Φ n , l on n ) [17] , [18] . Since the constraints are all linear, it then readily follows that (4) is a convex problem. 1 The problem formulation of the more general cases with β > 0 and η < 1 can be transformed into a similar form, where the objective min r,l on
. Hence, our results readily carry over to such cases by simply involving ρ ≡ η(ρ − β).
. . , D}, where λ i and μ j denote the Lagrange multipliers associated with the causality and deadline constraints, respectively. The Lagrangian of (4) is given by
where we define i n := arg min {i :
denote the optimal solution for (4) and Λ * be the optimal Lagrange multiplier vector for its dual problem. Upon defining
In addition, the nonnegative Lagrange multipliers λ * i and μ * j satisfy the complementary slackness conditions
n > 0 and r * n take an arbitrary nonnegative value when l on * n = 0, ∀ n. It is obvious that (r * , l on * ) is the optimal solution to (3). From (6)- (8), the sufficient and necessary optimality conditions for (3) are
B. Optimal Transmission Schedule
Next, we develop an efficient algorithm to find the optimal (r * , l on * ) satisfying (9)- (11). Let P (r n ) denote the first derivative of P (r n ). For any l on n > 0, we can derive from (9) that r * n = arg min
As P (r n ) is strictly convex and increasing, this is equivalent to P (r * n ) = w n . Substituting it into (9) implies
Now, we consider a bits-per-Joule EE-maximizing rate
Note that, since ((P (r) + ρ)/r) is a (convex-over-linear) quasiconvex function, it has a unique minimizer r ee , which can be efficiently obtained by a simple bisectional search [13] . Interestingly, we can rely on (13) to show that the optimal schedule depends on the EE-maximizing rate r ee .
Lemma 1: The optimal transmission policy for (3) can only adopt one of the following three (i.e., "off," "on-off," and "on") strategies per epoch n:
Proof: See Appendix A. Lemma 1 dictates that any transmit rate r n < r ee should not be adopted in the optimal policy. In fact, since r ee maximizes the bits-per-Joule EE, we can show that a transmission strategy with an r n < r ee over an epoch is always dominated by an on-off transmission with r ee , which can use less energy to deliver the same data amount. Only when the data deadlines are strict (i.e., no further delay is allowed) should we adopt an r * n > r ee ; in this case, the transmitter should be always on, i.e., l * n = L n , over epoch n.
Let P −1 denote the inverse function of P . We can obtain from (12) that
which is an increasing function of w n . Using this fact and complementary slackness conditions (10) and (11), we can then establish the following lemma. Lemma 2: In the optimal policy, the rate r * n can only change at t α i or t δ j where the causality or deadline constraints are met with equality; specifically, the rate increases after a t α i where
k=0 a k , and it decreases after a t δ j where
Lemma 2 reveals that the optimal rate control policy follows a specific pattern. Due to the convexity of rate function P (r), a constant transmit rate should be maintained whenever possible to minimize the total energy consumption. In the optimal policy, the rate needs to be changed only when the data causality or deadline constraints become active. A causality constraint is active, i.e., all available data are cleared up at t α i when the amount of data arrivals so far is small; as a result, a lower rate is maintained before t α i than after. Similarly, a deadline constraint is active at t δ j when the deadline requirements are strict; thus, a higher rate is maintained before t δ j than after. This is in the same spirit with the "string-tautening" calculus approach developed in [7] .
Based on the rules revealed in Lemmas 1 and 2, we then put forth an r ee -clipped "string-tautening" procedure in Algorithm 1 to construct the optimal policy. Algorithm 1 r ee -Clipped "String Tautening"
find a set of l
for n = 1 to τ do 7: r *
end for 9:
update (A, D); 11: end while 12: end procedure
r
if r 
Suppose that a constant transmit rate r * n = r + α i ∀ n ≤ α i , is maintained in the optimal policy such that the corresponding ith causality constraint is met with equality at t α i , i.e.,
≥ r ee holds, and an r
This implies that the packets
i−1 k=0 a k can only be delivered at t α i by either: i) a transmission with r ee over the "on" periods of a total length
In a simpler form, we have r
, ∀n ≤ j, is maintained such that the jth deadline constraint is met with equality at t δ j , we must have r
is in fact the upper bound for an invariant rate that can be used to satisfy the ith causality constraint. Hence, r
is the maximum value for an invariant rate to satisfy all the causality constraints so far. Similarly,
is the minimum rate to satisfy all the deadline constraints so far. At a certain t α i or t δ j , if we have r + < r − , then an invariant rate to satisfy all the causality and deadline constraints, i.e., the rate needs to be changed before this specific t α i or t δ j , does not exist. The first rate-changing time instant is obtained by simply comparing τ + with τ − to find which type of constraint first becomes active.
If the returned t τ < T , we reuse function FirstChangeR for a new (A, D) system over the remaining time to find the next rate-changing time and the next optimal transmit rate. The update of the new (A, D) needs to take into account the time offset and the adjustment of a and d based on the data amount that has been delivered. All the rate-changing time instants and the corresponding transmit rates can be determined by repeatedly calling function FirstChangeR until the entire optimal policy is obtained.
The global optimality and efficiency of the proposed Algorithm 1 are formally stated in the following theorem.
Theorem 1: Algorithm 1 computes the optimal transmission policy for (3) with linear complexity O(A + D).
Proof: See Appendix C. We prove Theorem 1 by showing the existence of a Lagrange multiplier vector Λ * , with which r * and l on * satisfy the sufficient and necessary optimality conditions (9)- (11) . The global optimality of {r * , l on * } thus follows. In the search of the ratechanging points in Algorithm 1, we only need to go through the A + D data arrival or deadline time instants, leading to complexity O (A + D) .
Using the optimality conditions to directly solve the problem at hand, the proposed Algorithm 1 is much more Fig. 2 . Data arrival, minimum data departure, and optimal data departure curves (ideal and nonideal circuit power cases).
computationally efficient than general solvers such as the (iterative) subgradient or interior-point methods.
2 This is also corroborated by our simulations, which indicate that the CPU time for Algorithm 1 to obtain the optimal schedule can be less than 0.01% of that with the standard CVX program [19] .
C. Visualization of the Optimal Policy
The optimal policy obtained by Algorithm 1 can be visualized by modifying the calculus approach in [7] . Define the data arrival and minimum departure curves A(t) and D min (t) as
where u(t) is the unit-step function: u(t) = 1 if t ≥ 0, and u(t) = 0 otherwise. In the ideal (ρ = β = 0) circuit power case, the optimal transmission policy requires the transmitter to be always on, i.e., l [10] . In this case, consider a piecewise linear data departure curve
where the rates r n per epoch serve as the piecewise slopes for D(t). Following [7] , the optimal departure curve D * (t) is shown to be the trajectory of letting a string tie its one end at the origin (0, 0), pass the other end through (T, G), and then taut between A(t) and D min (t); see Fig. 2 . Consequently, the optimalr * n for the ideal circuit power case can be derived from D * (t). Interestingly, the optimal {r * n , l on * n } for the nonideal circuit power case can be simply obtained by an r ee -clipping process 2 The interior-point methods typically have complexity higher than O(N 3 ) per iteration. overr * n . Specifically, we can set
With (18), the corresponding optimal data departure curve under nonideal circuit power D * α (t) is plotted in Fig. 2 . Compared with D * (t), the same amount of data
, an on-off transmission strategy is adopted whenr * n < r ee for epoch n. This is because the total energy cost for Φ n over such an epoch is in fact minimized by a transmission with r ee over an "on" period of length l on * n = Φ n /r ee < L n , i.e.,
For the epochs with Φ n =r * n L n ≥ r ee L n , however, any on-off strategy (r n , l on n ) with r n >r * n and r n l on n = Φ n only increases the energy cost since
where the inequality is due to the fact that ((P (r) + ρ)/r) is strictly increasing when r ≥ r ee . Hence, the data departures over these epochs remain the same in D * (t) and D * α (t). It is worth noting that the optimal transmission strategy is in fact not unique in the on-off transmission epochs. In an on-off period, including, e.g., epoch n 1 to epoch n 2 , different from {l n } are feasible, they are also optimal. In fact, we may even letl on * n = 0 (i.e., transmitter is "off") for some epochs while carrying out transmission only over the remaining epochs in an on-off period per Lemma 1.
D. Development of an Online Scheme
To obtain the optimal benchmark, we assumed a noncausal case where complete information about the packet arrivals during the time interval [0, T ] is available. When a priori knowledge of the future packet arrivals is not available in practice, we can develop a heuristic online scheme based on the proposed optimal offline policy. The idea is to schedule the packet transmissions according to the optimal rate control policy based on the current packet arrivals and reschedule when new packets arrive. For instance, suppose that a 0 packets arrive at time instant 0 with (different) deadline requirements. We can construct set D in accordance to the deadline requirements, and let set A = {(0, a 0 ), (α 1 , 0)}, where t α 1 is determined by the largest deadline t δ D . With such a (A, D) , we run the proposed Algorithm 1 to find the optimal transmission policy until new packets arrive at t. Then, we treat the current time instant t as a new "0" instant and update set D by subtracting all t δ j by t, removing the past deadlines (i.e., with negative t δ j after subtraction), and then including the deadline requirements for the newly arriving packets. Set A also needs to be updated. Note that we always have A = {(0, a 0 ), (α 1 , 0)}, where a 0 is updated as the sum of the remaining packets in the buffer and the newly arriving packets, and t α 1 is determined by the last deadline in the updated D. (A, D) , and the subsequent packet transmissions follow the resultant new policy. Note that packets in the buffer should be rescheduled when new packets arrive to guarantee that packets with the earliest deadline could always be at the head of the queue. This process continues until all the packets are delivered.
Algorithm 1 is run for the new
It is worth pointing out that the online approach follows the exactly same optimal structure derived for the ideal offline setup with a priori known causal information. In the case where there is no future data arrival within the current scheduling interval (which is until the latest deadline of the so-far arrived data), the transmission policy generated online is optimal for the interval. However, without a priori knowledge, the online scheme may not be optimal in the other case, where there exist future data arrivals within the current scheduling interval. This is because the future arrivals may violate the optimality of the already generated policy. Our proposed online scheme can be further improved if the channel and/or data arrival statistics are known to the transmitter a priori (e.g., as considered in [20] and [21] ). For instance, in [20] , the data arrival is modeled as a first-order stationary Markov process. The conditional probability distribution function of the next data arrival is therefore available. The proposed Algorithm 1 can be then incorporated into the Markov decision process in [20] to develop a more sophisticated online transmission scheme.
IV. GENERALIZATION TO A TIME-VARYING CHANNEL
Here, we generalize the proposed approach to a time-varying wireless channel, where the channel state h in general changes with time. With a little abuse of notation, here, we redefine an epoch as the interval between two consecutive channel or data state changing instants. Again, over the entire transmission interval [0, T ], assume that there are N + 1 (channel or data) state changing instants 0 = t 0 < t 1 With the power function P (r n ; h n ) := (1/|h n | 2 )(e r n − 1), we formulate the total energy consumption minimization problem over time-varying channels as follows:
With a change of variable Φ n := r n l on n , the nonconvex problem in (21) 
For any l on n > 0, we can derive from (22) that
Let P (r n ; h n ) denote the first derivative of P (r n ; h n ). We clearly have P (r * n ; h n ) = w n , leading to r * n = max{0, log(|h n | 2 w n )}, and P (r * n ; h n ) = max{0, w n − (1/|h n | 2 )}. The latter is the celebrated water-filling form, where w n serves as a water level.
Substituting w n = P (r * n ; h n ) into (22) implies
For each h n per epoch, we can obtain an EE-maximizing rate in (14) . Note that r ee (h n ) is different for different h n per epoch. As with Lemma 1, relying on (26), we can establish the following lemma. Lemma 3: The optimal transmission policy for (21) can only adopt one of the following three (i.e., "off," "on-off," and "on") strategies per epoch n:
As with Lemma 2, we can establish the following lemma. Lemma 4: In the optimal policy for (21), the rates for epochs n with l on * n > 0 are given by r * n = P −1 (w n ; h n ), where the water level w n can only increase after a t α i where
k=0 a k and decrease after a t δ j , where
Similar to the time-invariant channel case, Lemma 3 states that the optimal policy depends on the EE-maximizing rates, i.e., any transmit rate less than the EE-maximizing rate r ee (h n ) should not be adopted at epoch n. However, the value of r ee (h n ) is generally different for different h n across epochs. In both time-invariant and time-varying channel cases, the change of "water level" w n follows the same pattern: It increases after a causality constraint becomes tight, and it decreases after a deadline constraint is tight. Given the same w n , the same transmit rate is maintained in the time-invariant case. This leads to the r ee -clipped "string-tautening" procedure in Algorithm 1. For the time-varying channel case, the same water level yields different transmit power and rate when channel h n varies; specifically, higher rates are employed for better channels through a water-filling-type power allocation for the most efficient energy usage. This revealed structure of the optimal policy implies that we can modify Algorithm 1 to implement a water-level-based "string-tautening" approach to finding the optimal solution for (21) .
To this end, let w
denote the constant water level to make the ith causality or the jth deadline constraint become tight at t α i or t δ j . Given an invariant water level w before t α i (or t δ j ), the optimal rate per epoch n is given by r *
Since we must have r * n ≥ r ee (h n ) if l on * n > 0 per Lemma 3, we can have l on * n > 0 only when w ≥ w ee (h n ) (recall that P () is an increasing function). With the water level w, the optimal strategy per epoch n is then
Define data departure
Using (29), the values of w
can be calculated by solving the following equations:
Note that
Φ n (w; h n ) are increasing in w; see an example in Fig. 3 . As a result, the equations in (30) can be solved by a bisectional search.
With w
and w − δ j obtained, the optimal {r * , l on * } for (21) can be computed by a w ee (h n )-clipped "water-tautening" approach in Algorithm 2.
Algorithm 2 w ee (h n )-Clipped "Water-Tautening"
for n = 1 to τ do 6: r * 1) ), it follows from (29) that Φn(w; hn) = 0 ∀ n; hence, the total data departure is 0.
(ii) When w = wee(h ρ(1) ), Φn(w; hn) = 0 ∀ n = ρ(1); the total departure is given by Φn(w; h ρ(1) ), which ranges from 0 to ree( (2) ), the total departure is still Φn(w; h ρ(1) ), which increases as w increases. (2) ) and so on.
9:
end if 10:
end for 11:
if there exists n ee with w ee (h n ee ) = w then 12:
end if 14: 
sort α i , δ j in ascending order into π := {π 1 , . . . , π A+D }; 20:
calculate w
by solving (30); 23:
if w
end if 26:
else if π k = δ j ∈ δ for a certain j then 27:
calculate w , which are in fact the maximum and minimum values for an invariant water level to satisfy all the causality and deadline constraints before t n , respectively, and τ + and τ − are the corresponding α i or δ j yielding w + and w − . If we have w + < w − at a certain t n , then the water level needs to be changed before t n since no invariant water level can satisfy all the causality and deadline constraints so far. The first water level changing time can be obtained by comparing τ + and τ − to see which type of constraint first becomes tight. When the returned t τ < T , function FirstChangeW can be reused for a new (A, D, H) system over the remaining time to find the next water-level changing time and the next water level. Note that function FirstChangeW also returns the delivered data amount Δ before t τ , which is necessary to determine the length of the "on" period for the possible on-off epoch n ee with w ee (h n ee ) = w.
As with Theorem 1, we can establish the following theorem. Theorem 2: Algorithm 2 computes the optimal transmission policy for (21) 
with linear complexity O(A + D).
Again, we prove Theorem 2 by showing the existence of a Lagrange multiplier vector Λ * , with which r * and l on * satisfy the sufficient and necessary optimality conditions (22)-(24). In the search of rate-changing points, we only need to go through the A + D data arrival or deadline time instants.
Our proposed Algorithm 2 can be extended for online implementations in time-varying channels. In this case, a prediction of future channels is required. It can be done by modeling the channel evolution as a Markov chain process (e.g., in [20] ) or autoregressive and moving average (ARMA) process or by using state-of-the-art channel prediction methods such as Kalman filtering [22] , [23] . Water levels of Algorithm 2 can be then constructed based on the predicated channels. The algorithm can be extended to minimize the expectation of the total energy consumption for the future epochs. However, the study on the interaction between the channel prediction inaccuracy and the transmission schedule generation is nontrivial. The channel prediction is also beyond the scope of this paper. For these reasons, the online extension of Algorithm 2 will be the focus of our future work.
V. NUMERICAL RESULTS
Consider a total G packet arrivals over T ms. The intervals {t α i − t α i−1 } and {t δ j − t δ j−1 } follow a uniform distribution with mean T /10, respectively. G = 40. T ranges from 20 to 120 ms. Each packet contains 1 Kb. The system bandwidth is 1000 kHz. The power-rate relationship is as dictated by the Shannon capacity formula in (1). The nonzero circuit power during the "on" mode is ρ = 3 W. Assume the channel gain |h| 2 = 2 and unit noise variance. Furthermore, 50 independent simulation trials are run to obtain every averaged result.
Considering time-invariant channels, we first validate the proposed Algorithm 1 by comparing the solutions to (3) generated by the algorithm and the standard MATLAB CVX toolbox. We confirm that the two methods provide exactly the same transmission schedules in all the cases tested, validating the optimality of the proposed Algorithm 1. On the other hand, since Algorithm 1 directly constructs the optimal solution for the problem at hand using the optimality conditions, it is much more computationally efficient than the CVX toolbox. Fig. 4 shows the average CPU time required for the two methods. We observe that the CPU time of the proposed Algorithm 1 is less than 0.01% of that of the standard CVX toolbox. The CPU time of the OOSNI algorithm proposed in [12] is also plotted in the figure. The proposed Algorithm 1 can reduce the CPU time by three orders of magnitude, as compared with OOSNI, particularly when T is small. This is because, given the same number of data arrivals G, smaller duration T results in shorter duration of epochs on average and, in turn, an increased number of "on" epochs. In the OOSNI algorithm, a subgradient-type iterative procedure is required to generate the optimal policy of the "on" epochs. When T value is small, the iterative procedure is frequently called, leading to a much higher level of CPU time than Algorithm 1. When T is large, the CPU time of OOSNI decreases since there are few "on" epochs in the optimal policy and the iterative subgradient procedure is seldom called. Even in this case, our proposed Algorithm 1 is substantially more computationally efficient than OOSNI by over two orders of magnitude.
Consider next a time-varying channel where the random channel coefficients per second are independently generated from a Rayleigh distribution. We use Algorithm 2 and the standard CVX toolbox to solve (21) . We confirm that Algorithm 2 and the CVX toolbox generate the exactly same transmission schedules in all the cases tested. Fig. 4 also shows that Algorithm 2 only requires a CPU time less than 0.1% of that with the CVX toolbox for all T values. The significantly reduced complexity can benefit the real-time implementation of the algorithm in, e.g., the proposed online scheme.
Next, we proceed to compare the energy consumption between the policies obtained by the proposed Algorithm 1 and its online extension, as well as two heuristic policies in time-invariant channels. Heuristic 1 is obtained by always selecting a rate to meet the next active causality or deadline constraint with equality. Heuristic 2 is obtained by using the calculus approach in [7] under an ideal circuit power assumption, even in the presence of nonnegligible circuit power. Both heuristic approaches can provide a feasible policy that satisfies all the causality and deadline constraints in (3) for a fair comparison.
Fig . 5 provides the average energy consumption with the policies obtained by Algorithm 1, its online scheme, and the two heuristic approaches. It could be observed that the proposed Algorithm 1 significantly outperforms the two heuristic counterparts. For small T (< 40) values, Heuristic 2 has approximately the same energy consumption as Algorithm 1. The reason is that the constraints are usually tight in this case, implying that there are very few on-off epochs even in the optimal transmission policy, i.e., the transmitter is always on. The policies generated by Algorithm 1 and Heuristic 2 are the same in most cases. For large T (> 40) values, the energy that the optimal policy can save from the heuristic policies becomes increasingly significant as T increases. This is due to the growing number of "on-off" epochs.
We also see that the proposed online scheme asymptotically approaches the optimal offline scheme as T increases. This is because, given the same number of data arrivals G, the average duration of epochs becomes longer with the growth of T . In turn, the number of "on" epochs decreases, and the number of "on-off" epochs increases. More data can be transmitted with the most energy-efficient rate r ee . The energy consumption of both the proposed online and offline algorithms stabilizes and converges after T = 50 ms when the number of "on" epochs becomes small and when almost all the data are transmitted with r ee . As a result, the proposed online scheme, even without the knowledge of future data arrivals, can save two-thirds of the energy of the heuristic algorithms with complete a priori information about the data arrivals. Fig. 6 provides a closer look at the energy consumption of the proposed Algorithm 1 and its online scheme, where three sets of trials are shown, corresponding to three different transmission intervals. It is observed that, when T is small (i.e., constraints are tight), the proposed online scheme consumes more energy than Algorithm 1, whereas for large T , the two algorithms achieve almost the same performance in all trial cases. This is consistent with the average energy consumption comparison in Fig. 5 . Given its low complexity, the proposed "string-tautening" approach is able to obtain an online schedule within 0.6 ms in the MATLAB environment. We may use lower level (e.g., assembly) languages to further speed up the algorithm. The proposed online scheme is well suited for practical implementations. Fig. 7 compares the energy consumption between the proposed Algorithm 2, Heuristics 1 and 2, and another heuristic method (called Heuristic 3) in a time-varying channel. Heuristic 3 is implemented with Algorithm 1 by assuming that the channel is time invariant. We show that the proposed Algorithm 2 is superior in the sense that it requires substantially less energy than the heuristic counterparts. The optimal policy obtained by Algorithm 2 is able to save the energy by up to 86% compared with Heuristics 1 and 2 and by up to 75% compared with Heuristic 3, particularly for large T values.
VI. CONCLUSION
We have proposed a novel unified approach to optimizing the energy-efficient transmission policy for delay-limited bursty packet arrivals under nonideal circuit power consumption. Computationally efficient optimal offline solutions were developed with insightful visualization revealing the optimal policy for both time-invariant and time-varying channels. Based on the revealed optimal offline policies, development of energyefficient online scheduling policies was discussed and will be further explored in our future work. Generalization of our approach to wireless networks with multiple interfering links will be also pursued in the future.
Define ξ ee (r) := (P (r) + ρ/r). Taking the first derivative of ξ ee (r), we have
Due to its "convex-over-linear" form, we can show that ξ ee (r) first decreases and then increases with r, and it reaches the minimum at r ee . This implies ⎧ ⎪ ⎨ ⎪ ⎩ P (r)r − (P (r) + ρ) < 0, if r < r ee P (r)r − (P (r) + ρ) = 0, if r = r ee P (r)r − (P (r) + ρ) > 0, if r > r ee .
If we have an r * n < r ee when l on * n > 0, it follows from (32) that P (r * n )r * n − (P (r * n )+ρ) < 0. However, when P (r * n )r * n − (P (r * n )+ ρ) < 0, (13) implies that l on * n = 0, which leads to a contradiction. Hence, r * n < r ee is not allowed when l on * n > 0. When r * n > r ee , we haveP (r * n )r * n −(P (r * n )+ρ) > 0 according to (32). This, together with (13), then dictates l on * n = L n . In the case of r * n = r ee , we have 
A will be used over all the epochs. We will have a change only when λ *
, which occurs at the corresponding t α i or t δ j . In addition, it follows from the complementary slackness conditions (10) and (11) that we must have
For the epoch n = α i + 1, we have i n = arg min l {l : n ≤ α l } = i + 1; thus, w α i +1 = If a change occurs at a certain δ j , then μ * j > 0. For the epochs n = δ j and n = δ j + 1, we can similarly derive that w δ j +1 − ω δ j = −μ * j < 0; consequently, the rate decreases after t δ j .
APPENDIX C PROOF OF THEOREM 1
Due to the rules used in function FirstChangeR, it can be shown that the rate-changing pattern in the transmission policy R produced by Algorithm 1 is consistent with the optimal structure revealed in Lemma 2, i.e., i) if the rate in use is first r and then changed tor at t τ , where We have proven that {r * , l on * } yielded by Algorithm 1 and the Lagrange multipliers Λ * constructed accordingly satisfy the sufficient and necessary optimality conditions (9)- (11) for (3) . It then readily follows that R is a global optimal policy for (4). In the search of the rate-changing points and the associated rates in Algorithm 1, we only need to go through the A + D data arrival or deadline time instants, as shown in Fig. 2 ; hence, the algorithm has complexity O(A + D).
