We consider incentivized exploration: a version of multi-armed bandits where the choice of actions is controlled by self-interested agents, and the algorithm can only issue recommendations. The algorithm controls the flow of information, and the information asymmetry can incentivize the agents to explore. Prior work matches the optimal regret rates for bandits up to "constant" multiplicative factors determined by the Bayesian prior. However, the dependence on the prior in prior work could be arbitrarily large, and the dependence on the number of arms K could be exponential. The optimal dependence on the prior and K is very unclear.
Introduction
We consider incentivized exploration: a version of exploration-exploitation tradeoff when the choice of actions is controlled by self-interested agents. The algorithm can issue recommendations, but cannot force agents to follow them. Each agent is present in only a few few rounds, so her incentives are heavily skewed in favor of exploitation. This can lead to under-exploration, as well as selection bias in the data. 1 However, the algorithm controls the flow of information, and the information asymmetry can incentivize the agents to explore. These issues arise in all sorts of recommendation systems, and are relevant to participation incentives in medical trials. For a concrete model, we study incentivized bandit exploration (Kremer et al., 2014; Mansour et al., 2020) , where a multi-armed bandit algorithm iteratively recommends actions to self-interested agents, and needs to incentivize them to follow recommendations. Each agent observes a recommendation, chooses an action, and collects a reward, which is observed by the algorithm but not by the other agents. Crucially, the algorithm does not reveal any information other than the recommended action itself. (This is without loss of generality under standard economic assumptions.) The opposite extreme is full revelation, when each agent sees everything that has happened before. It is equivalent to the greedy algorithm in bandits, which performs terribly on a variety of examples.
Prior work designs incentive-compatible alorithms and compares their learning performance to that of optimal bandit algorithms. For a constant number of arms, Mansour et al. (2020) matches the optimal regret rates for bandits up to "constant" multiplicative factors determined by the agents' beliefs, as formalized by a Bayesian prior. However, the dependence on the prior could be arbitrarily large, and the dependence on the number of arms K could be exponential. The optimal dependence remains unclear, even for the basic versions of the problem; a part of the problem is to identify the relevant parameters which summarize the prior. It is also unclear whether new algorithms are genuinely needed, or whether some of the bandit algorithms in prior work can be repurposed.
Main results. We make progress on the issues outlined above, viewing the problem through the lens of sample complexity. Our first result is that Thompson sampling, a standard bandit algorithm with provably optimal and empirically efficient learning performance, is incentive-compatible if initialized with enough data points. Thus, we immediately reduce the problem of designing incentive-compatible algorithms to that of sample complexity: (i) how many samples of each arm are needed to make Thompson sampling incentive compatible, and (ii) how many rounds does it take to collect a given number of samples?
We address (i), characterizing a sufficient number of samples in terms of two natural parameters of the prior, and proving that it is linear in K, the number of arms, under mild assumptions. This is a huge improvement over prior work, where the regret-efficient algorithms also require some amount of initial data, and this amount could be exponential in K.
We address (ii), providing both upper and lower bounds. (This is the most technical part of the paper.) We design an algorithm that collects a specified number of samples, and bound the number of rounds in terms of several parameters of the prior. We prove that the number of rounds is polynomial in K for two paradigmatic examples: truncated Gaussian priors and Beta priors. In prior work, collecting even one sample of each arm could require exp(K) rounds. Further, we provide an explicit lower bound for an arbitrary algorithm, we prove that it is polynomially related to our our upper bound under mild nondegeneracy assumptions on the prior. In prior work, there are no non-trivial lower bounds, and no way to relate them to the upper bounds.
Our algorithm builds on the paradigm of "hidden exploration" from prior work, hiding low-probability exploration amidst high-probability exploitation. The key novelty is that the exploration probability exponentially increases over time. We prove that exploration has a compounding effect: exploration in the present gives the algorithm more leverage to explore in the future. Further, in addition to the "usual" exploitation that maximizes the posterior mean reward, we use a "biased exploration" which is slanted in favor of the arm that we are trying to explore. Our analyses rely on martingale techniques and the FKG inequality from statistical combinatorics.
Additional results. Suppose we run Thompson sampling after collecting a sufficient amount of initial data using our algorithm. It follows that the increase in regret, compared to optimal bandit algorithms, is additive rather than multiplicative (as in prior work). Further, this increase is polynomial in K under mild assumptions.
We also prove that Thompson sampling is incentive-compatible as is if the prior mean rewards are the same for all arms. So, there is no performance degradation due to incentives.
Discussion. Our results are restricted to the canonical scenario of incentivized exploration: independent per-arm priors and Bernoulli rewards. Bernoulli rewards simplify technical exposition, but can be relaxed to arbitrary reward distributions that put at least constant probability on both tails [0, a] and [b, 1], for some constants 0 < a < b < 1. (Although we do not pursue this extension in the present paper.) Dealing with correlated priors appears beyond our techniques.
It is essential that our data-collecting algorithm stops at a fixed, pre-determined time. If it stops (and, say, switches to Thompson sampling) as soon as enough data is collected, this could leak information and destroy incentive-compatibility.
Throughout the paper we tacitly assume that every arm i can be better than any other arm j with positive probability. It is easy to see that this is necessary for arm i to be explorable in an incentive-compatible manner. For independent priors this assumption is also sufficient, as we explore all arms under this assumption. Explorability was characterized more generally (with no independence assumption) in Mansour et al. (2016) , but without the quantitative estimates we provide in this work.
Thompson sampling is also a general algorithmic technique that applies to a wide range of explorationexploitation scenarios (Russo et al., 2018) . Therefore, successful analysis for the basic setting of incentivized bandit exploration can plausibly lead to extensions.
Like all/most prior work on incentivized exploration, we posit standard economic assumptions of rationality and common prior. Also, we assume that rewards are observed by the algorithm. Eliciting informative signals from the agents (e.g., via reviews on an online platform such as Yelp or Amazon) is an important problem that is beyond our scope.
Related work. Background and motivation for incentivized exploration can be found in Chapter 11 of Slivkins (2019) . Incentivized bandit exploration has been introduced in Kremer et al. (2014) and subsequently studied in Mansour et al. (2020 Mansour et al. ( , 2016 . Several extensions were considered: to contextual bandits (Mansour et al., 2020) , repeated games (Mansour et al., 2016) , heterogenous agents (Immorlica et al., 2019) , and social networks (Bahar et al., 2016 (Bahar et al., , 2019 . Related, but technically different models have been studied: with time-discounted utilities (Bimpikis et al., 2018) ; with monetary incentives (Frazier et al., 2014; Chen et al., 2018) ; with a continuous information flow (Che and Hörner, 2018) . Exploration-exploitation problems with incentives issues arise in several other scenarios, depending on where the self-interested agents come in: e.g., dynamic pricing (Kleinberg and Leighton, 2003; Besbes and Zeevi, 2009; Badanidiyuru et al., 2018) , dynamic auctions (Athey and Segal, 2013; Bergemann and Välimäki, 2010; Kakade et al., 2013) , pay-per-click ad auctions (Babaioff et al., 2014; Devanur and Kakade, 2009; Babaioff et al., 2015) , and human computation (Ho et al., 2016; Ghosh and Hummel, 2013; Singla and Krause, 2013) .
Incentivized exploration is closely related to social learning, studied in Economics literature. The most related papers concern coordination of costly exploration decisions (Kleinberg et al., 2016; and long-lived learning agents without coordination (e.g., Bolton and Harris, 1999; Keller et al., 2005) .
Thompson sampling is a bandit algorithm that dates back to Thompson (1933) , with much recent progress, see survey Russo et al. (2018) for background. In particular, it enjoys optimal regret bounds, both in the worst case and for problem instances with a large "gap" (Agrawal and Goyal, 2012; Kaufmann et al., 2012; Agrawal and Goyal, 2013) .
Exploration-exploitation tradeoff and multi-armed bandits received a huge amount of attention over the past few decades; see books (Cesa-Bianchi and Lugosi, 2006; Bubeck and Cesa-Bianchi, 2012; Gittins et al., 2011; Slivkins, 2019; Lattimore and Szepesvári, 2019) for background. Stochastic K-armed bandits is a canonical version of bandits widely studied in the literature.
Preliminaries

Problem statement
Incentivized bandit exploration proceeds as follows. There are K possible actions, a.k.a. arms. In each round t = 1, 2, . . ., an algorithm interacts with a new agent. The algorithm recommends an arm A t , the agent observes the recommendation and chooses an arm A ′ t . The agent collects reward r t ∈ [0, 1], which is observed by the algorithm (but not by the other agents). Crucially, the agent does not observe anything beyond its recommended arm. If agents always follow recommendations (i.e., A ′ t = A t ) then the problem reduces to multi-armed bandits.
We consider on the stochastic version: the reward of each arm i is drawn independently from some fixed distribution, let µ i ∈ [0, 1] denote its mean. For technical convenience, we posit Bernouilli rewards, i.e., r t {0, 1} for all rounds t. In particular, the reward distribution for each arm i is completely determined by its mean reward µ i . We need to model agents' beliefs in order to define their incentives. Agents' beliefs are described by Bayesian priors P i such that µ i is independently drawn from P i , for each arm i. We posit that (P 1 , . . . , P K ) is a common prior, in the sense that it is known to all agents and the algorithm; this is a very standard assumption in theoretical economics.
We require the algorithm to be Bayesian-incentive compatible (BIC), in the sense that following recommendations is in the agents' best interest, as long as the recommendations have been followed in the past. Formally:
for all rounds and all arms i, j such that Pr
} denotes the event that recommendations have been followed in rounds s ≤ t. If an algorithm is BIC, we assume that the agents actually follow recommendations. We assume throughout that P[µ i > µ j ] > 0 for all i, j, as otherwise arm i is trivially not explorable (except for degenerate edge cases). Under this assumption we are always able to explore all arms in an incentive-compatible manner.
One could consider a more general version of the problem, in which the algorithm can reveal an arbitrary message σ t in each round t. However, it is easy to show that restricting the message to the recommended arm A t is w.l.o.g. (Kremer et al., 2014; Mansour et al., 2020) , by a suitable version of the revelation principle.
Conventions. Let µ 0 i = E[µ i ] be the prior mean reward of each arm i. W.l.o.g., we order the arms in the order of non-increasing prior mean rewards:
We index arms by i, j, k ∈ [K]. We refer to arms as "arm i" or "arm a i " interchangeably. The algorithm is sometimes called the planner. F t denotes the filtration generated by the chosen actions and the realized rewards up to (and not including) round t. We denote E t [·] = E[· | F t ] and Pr t [·] = Pr[· | F t ], as a shorthand.
Some basic definitions and properties
We define various weakened versions of the BIC property using the simple identity
.
Definition 1. Fix round t and condition on the event
holds for all arms k, j, or equivalently if
(Note that the algorithm is BIC if it is BIC for all rounds t.) If (1) holds for a specific arm k and all arms j, then we say the algorithm is k-BIC at time t. If (1) holds holds for a specific (k, j) pair we say the algorithm is k-BIC for arm j at time t.
We use strategy to refer to an algorithm's behavior at a fixed time t. Formally, it is a (possibly randomized) mapping from the observed history to actions. We define a partial strategy at time t to be a strategy which is defined only for some F t -measurable subset of events. 2 For instance, restricting a strategy at time t > 1 to the event that a 1 earns reward in round 1 yields a partial strategy. We similarly say a partial strategy is BIC if it satisfies (1) for all arms (k, j), and that it is k-BIC if the inequality is satisfied for a fixed arm k and all arms j. We say a strategy is full to emphasize that it is well-defined with probability 1.
By linearity, any mixture or union of BIC partial strategies is BIC. We define a partial strategy that is BIC and moreover it is k-BIC with some margin:
Definition 2. A partial strategy is called (k, α) BIC at time t, for arm k and α ≥ 0, if it is BIC and moreover for all arms j = k it holds that
Let us present several basic lemmas on how to combine these concepts:
Proposition 2.1. Any (k, α)-BIC partial strategy extends to a (k, α)-BIC strategy by playing "greedily" on the undefined event with respect to any sub σ-algebra of F t .
Lemma 2.2. Suppose S is a partial strategy which is (k, α) BIC at time t. Suppose that at time t, with probability α 2 we play action k and with probability 1 − α 2 we play using S. This modified strategy is still BIC at time t.
(This follows, e.g., from Lemma 11.13 in Slivkins (2019).) Proposition 2.3. Suppose the algorithm plays k at time t on the disjoint union of two F t -measurable events E 1 , E 2 , and that playing arm k on each event separately is BIC for k. Then the algorithm is also BIC for arm k at time t.
Occasionally for technical reasons we will sanitize our data, conditioning only on the first N j samples of each arm j. The resulting σ-algebra is denoted G (N 1 ,...,N K ) . In the special case that we condition on the first N flips of arms a 1 , . . . , a j the σ-algebra is called G N,j . We call such σ-algebras static σ-algebras.
To specify a mixed strategy, we let ∆ k be the set of convex combinations of arms 1 , . . . , k and for q = (q 1 , q 2 , . . . , q K ) ∈ ∆ K we set µ q = arms i q i µ i .
Incentivized Exploration via Thompson Sampling
We prove that Thompson Sampling is BIC if initialized with enough samples of each arm. In particular, O(K) samples suffices if the priors are well-behaved, where K is the number of arms.
Theorem 3.1. Let ALG be a BIC algorithm such that by some fixed time T 0 it a.s. collects at least
. Then running ALG for T 0 rounds followed by Thompson sampling is BIC.
Remark. Let us investigate how N TS scales with K, the number of arms. Suppose the priors come from a "well-behaved" family of priors for which ǫ TS and δ
be the top p-th quantile in the distribution of random variable X. Suppose for some constant M > 1 it holds that
Then N TS = O(M log K). (This is because Eq.
(2) implies that Pr[A * = a i ] ≥ Ω(K −M ) for all arms i, which in turn implies δ ≥ Ω(K −M ).) For example, Eq. (2) is satisfied when µ i is uniform on [0, 1] for all arms i < K, and µ K is distributed as Beta(1, M ).
Remark. It is essential that the "switching time" T 0 is fixed. Switching to Thompson sampling as soon as ALG collects enough samples could leak information and destroy the BIC property. For example, suppose that if arm 2 is good, then ALG w.h.p. takes a long time exploring it, and does not play it in some fixed time interval. Then if arm a 2 is recommended by Thompson sampling during this time interval, the agent will recognize that arm 2 must be bad and distrust the planner.
Warm-up: Thompson sampling without initial samples
As a warm-up, we prove that Thompson sampling is BIC as is, without any initial samples, if all prior mean rewards are the same.
Theorem 3.2. If µ 0 1 = µ 0 2 = · · · = µ 0 K then Thompson sampling is BIC.
First, we note that for any algorithm and any arms i, j it holds that
(Eq. (4) follows by taking a version (3) with i = j, and subtracting it from (3).) Second, we analyze the object inside the expectation in (3).
In what follows, let us condition on A t . Consider two cases, depending on whether
. If f is increasing and g is decreasing then the reverse is true. Applying this inequality conditionally on F t , the history up to but not including round t, we obtain the submartingale/supermartingale property for H t .
Finally, we prove a crucial lemma, which is essentially an inductive step. It implies Theorem 3.2 by induction on t, because the premise in the lemma holds trivially when t = 0 and all prior mean rewards are the same.
Lemma 3.4. Let ALG be any bandit algorithm. Fix round t. Suppose that running ALG for t − 1 steps, followed by Thompson sampling at time t, is BIC at time t. Then running ALG for t steps, followed by Thompson sampling at time t + 1, is BIC at time t + 1.
Proof. Thompson sampling is BIC at time t if and only
The last equality follows because Pr
which implies the lemma.
Proof Sketch of Theorem 3.1
We build on the techniques from the proof of Theorem 3.2. We will use a Bayesian version of Chernoff bound (proved in Appendix B).
Lemma 3.5 (Bayesian Chernoff Bound). Let µ be the true mean reward of a bandit arm, generated by a known prior and suppose that by time t we almost surely have observed at least N ≥ ǫ −2 samples. Let F t be the σ-algebra generated by all observed samples, and sampleμ from the conditional distribution of µ given F t . Then for any r ≥ 0 we have:
More generally, if q = (q 1 , . . . , q K ) ∈ ∆ K , the same applies for µ q if there are almost surely at least ǫ −2 samples of a i for each i with q i = 0.
Fix arms i, j.
Then (4))
The two summands in (5) 
How Many Rounds Does It Take to Sample Every Arm?
We revisit the basic sample complexity question for incentivized exploration: how many rounds does it take to obtain N samples from each arm? This is the waiting time before switching to Thompson sampling, as per Theorem 3.1 
We design a BIC algorithm InitSamples , whose performance guarantee is stated as follows.
Theorem 4.1. Algorithm InitSamples is BIC. Given parameter N ≥ max(N post , N explore ), it obtains N samples of each arm almost surely in time
Definition 3. Let us define the prior-dependent parameters N post , N explore , G, p explore . First, let E i,L be the event that the first L samples of each arm j < i return reward 0. Let
In words, this is the smallest L such that each arm i is the best arm conditional on event E i,L .
Second, letting µ q = E i∼q [µ i ] for distribution q over arms,
In words, this is the smallest "expected advantage" of any arm i over a convex combination of arms j < i. Finally, let
Remark. The meaning of this result is three-fold. First, it is an explicit formula for the sample complexity in question, even if it invokes several prior-dependent parameters. Second, this formula is polynomially optimal, see Section 5. Third, this formula is productive for some paradigmatic special cases, see Section 5: we obtain a polynomial dependence on the number of arms.
Our algorithm
Call a given arm explored if it has been sampled at least N times. We explore the arms in order of increasing the index (i.e., in the order of decreasing the prior mean reward). Having explored arms 1 , . . . , j − 1, we explore arm j as follows. We partition time in phases of N rounds each. Within a given phase, we recommend the same arm in all rounds. There are three options:
(i) we explore by recommending arm j,
(ii) we exploit by recommending an arm with the largest posterior mean reward, (iii) we exploit-with-bias by recommending an arm according to a (j, G/10)-BIC strategy.
In the first phase, we explore if event E j has happened, and exploit otherwise. In each subsequent phase ℓ, we have two cases, depending on whether arm j has already been explored. If it hasn't, then we explore with small but exponentially growing probability, and exploit otherwise. If arm j has already been explored, then we exploit-with-bias. We iterate this loop while the exploration probability is less than 1. The pseudocode can be found in Algorithm 1.
Compared to the hidden exploration technique from prior work (Mansour et al. (2020) , see Ch. 11.4 in Slivkins (2019) for exposition), we have two key innovations: an exponentially growing exploration probability and the exploit-with-bias option. Growing the exploration probability is possible because the more likely we are to have already explored arm j, the more likely it becomes that the exploitation choice is arm j, too. Exploration has a compounding effect, as each exploratory phase gives the planner more leverage to explore arm j in future rounds.
The number of rounds is as claimed in Theorem 4.1 because there are O G −1 log(p −1 explore ) phases for each of the K arms, each of which lasts for N rounds.
Remark. The algorithm is not computationally efficient, because it needs to compute strategy S j for each arm j (which is a very large object: an entire mapping from histories to actions). It can be done by solving a large zero-sum game up to high precision, which is feasible but slow.
Remark. In the Appendix we also give a version of InitSamples (Algorithm 2) with a somewhat smaller number of rounds for large N . The idea is to implement InitSamples using phases of N post rounds, and obtain the remaining N − N post samples in the very end. 
Proof Sketch: the algorithm is well-defined
To make the algorithm well-defined, we need to prove that the j, G 10 -BIC strategy S j exists. This follows from the two lemmas below. The first lemma is a consequence of the Bayesian Chernoff bound (Lemma 3.5). Let G Npost,k be the σ-algebra generated by the first N post samples of each of these k arms. Then
This feeds into the next Lemma, which shows how to turn exploration back into exploitation. The proof relies crucially on both the minimax theorem and the FKG inequality (see Appendix A).
Lemma 4.3. Fix arm k and α > 0. Suppose there exists a static σ-algebra G k which independent of (µ k+1 , . . . , µ K ) and satisfies
Then there exists a G k -measurable (k, α)-BIC strategy for the planner.
Remark. Lemma 4.3 motivates the definition of parameter G in (9). We fix ǫ post , δ post = G 10 . Then the assumption (and hence conclusion) of Lemma 4.2 holds for all k ∈ [K] and q ∈ ∆ k−1 . 4
Proof Sketch: the algorithm is BIC
Focus on a lucid special case, where we improve the number of rounds to poly(K) (as compared to exp(K) in prior work). We suppose arm K -the one with the lowest prior mean reward -satisfies µ K ∼ Beta(1, 2) , call it the "bad arm". Whereas µ i is distributed uniformly on [0, 1] for all other arms i < K, call them "good arms".
Let Λ = 1 K−1 K j=2 . Observe that with probability 1 − Pr µ 0 1 > Λ , which is exponentially close to 0, the average of the K − 1 good arms is well above µ 0 K = 1 3 . Therefore, it seems very difficult to obtain initial samples of arm K: the agent would have to assign enough credence to this exponentially unlikely event to prefer a K to a uniformly random good arm. However, if we only wish to explore a K on this exponentially unlikely event, we may certainly do so in a BIC manner because the K − 1 good arms are symmetric. Now conditioned on having explored a K (and ignoring the confounding that we explore arm k when the good arms are unusually bad, which only helps), we have an expected E (µ 1 − Λ) + = Ω(1) amount of potential exploitation per future round by playing a K . More generally, if at some point we have explored a K with probability p t , then we may leverage exploitation in those cases to play an unexplored a k with probability Ω (p t ) for the next N rounds. Roughly, in timestep t the algorithm will have explored a K with probability
Due to the exponential growth of the exploration probability, this expression reaches 1 quickly and the bad arm can be explored in poly(K) time.
Lower bound for Initial Sampling
We analyze the number of rounds needed to almost surely sample each arm at least once, call it T 0 . We obtain a polynomially matching lower bound under a mild non-degeneracy assumption which ensures that the priors are not too concentrated, especially around 1. 5
Definition 4. The priors are called ǫ-non-generate if (i) StdDev(µ i ) ≥ ǫ for all but at most one arm i, and (ii) Pr[µ i ∈ [0, 1 − ǫ]] ≥ e −1/ǫ for all arms i.
Recall that T BIC (·) is the round complexity from Theorem 4.1, and N TS is the sample complexity from Theorem 3.1. Hence, T BIC (N TS ) rounds suffice to collect enough initial data to ensure that Thompson Sampling is BIC.
Theorem 5.1. Assume the priors are ǫ-non-degenerate, for some ǫ > 1/ poly(K). Suppose some BIC algorithm explores each arm almost surely in T 0 rounds. Then T 0 > (T BIC (N TS )) 1/O(1) .
Theorem 5.1 follows from a "raw" lower bound stated below in terms of a the priors, and a more refined analysis of the upper bound T BIC (N TS ).
Lemma 5.2. Suppose some BIC algorithm explores each arm almost surely in T 0 rounds. Then T 0 ≥ max(K, N explore , L), where
The reason for T 0 ≥ L is that BIC algorithms must be in-aggregate better than µ q for any q. The full proof is in the Appendix. Thus, we have three simple lower bounds for T 0 . Next, we prove that T BIC (N TS ) is polynomial in the lower bound max(K, N explore , L) and the non-degeneracy parameter ǫ ndg . Jointly, the Lemma above and the Theorem below imply Theorem 5.1.
Theorem 5.3. Assume the priors are ǫ ndg -non-degenerate. Then
Canonical Examples: truncated Gaussian priors and Beta Priors
Here we apply our methods to estimate the exploration complexity T BIC (N TS ) for two canonical examples: Gaussians (truncated to lie in [0, 1]) and beta priors. In both cases, we prove that T BIC (N TS ) is polynomial in the number of arms K and the parameters of the distribution, by computing the parameters in Theorem 5.3.
Theorem 6.1. LetÑ(m, σ 2 ) be a Gaussian with mean m and variance σ 2 , conditioned to lie in [0, 1] .
Then the exploration complexity is
Then the exploration complexity is T BIC (N TS ) = poly K, min(K, M ) M .
A Monotonicity Inequalities
We rely on FortuinKasteleynGinibre (FKG) inequality, a correlation inequality from probabilistic combinatorics. 
]. In f is increasing and g is decreasing then
Remark. The corollary is also known as the Chebyshev inequality. However, since we also make use of the better known Chebyshev inequality from probability theory, we will call it the FKG inequality in this work. Proof. If µ s is increased, this stochastically increases the empirical mean of arm a s , hence increases the expectation of F . Hence E[F |(µ s ) s∈S ] is a coordinate-wise monotone function, and is therefore by FKG is positively correlated wise any other coordinate-wise monotone function of (µ s ) s∈S as claimed.
B Bayesian Concentration Inequalities
Here we prove Lemma 3.5 based on the following elegant fact.
Lemma B.1. Suppose there exists an estimator θ for a parameter µ given some data which satisfies a concentration inequality
Assume we start with a prior over µ before collecting data, and that the prior is accurate, i.e. the true law of µ coincides with the prior. Then if µ is chosen from this law andμ is a sample from the posterior distribution for µ conditional on the data, we have
Proof. By assumption we have
However it is also true that (µ, θ), (μ, θ) are identically distributed; choosingμ amounts to resampling µ from the joint law of (µ, θ). So we also have
Combining gives the result by triangle inequality.
We now prove Lemma 3.5 by applying Lemma B.1 with θ the sample mean.
Proof. The first claim follows from Lemma B.1 and an ordinary Chernoff bound for the sample mean. The second follows from the first because the conditional expectation of a sub-Gaussian random variable is sub-Gaussian (with a loss in the constant in the exponent, but we used 10 to be safe). The extension to µ q poses no additional challenge because we may apply Lemma B.1 to the sum i q i µ i , and the frequentist estimator given by substituting the sample means for each µ i obeys the same Chernoff bound.
Lemma B.2. If X is O(1)-subGaussian then the upper p-tail of X has L 1 norm O(p log(p −1 )).
Proof. Let Y be the truncation of X which equals X with probability p and 0 with probability 1 − p. Then we have
Then we have
The integrand is t for t = O( log(p −1 )) and e −Ω(t 2 ) past there. Combining gives the claimed bound.
C Initial sampling: proofs for Section 4
We first restate and prove Lemma 4.2. Let G Npost,k be the σ-algebra generated by the first N post samples of each of these k arms. Then
Proof. Applying Lemma 3.5, for any r ≥ 1 we have
This easily implies by integration that
Similarly,
However we have
Substituting and taking expectations, the conclusion of the lemma follows.
Proof. We apply the minimax theorem to the following two player game. The planner chooses a mixed strategy on [K] conditional on G k for which arm to recommend. The agent picks a mixed strategy on [k − 1] conditional on the planner's recommendation, resulting in a choice µ j . Suppose the arms chosen are a P for the planner, a A for the agent. The payoff function for the planner is (µ P − µ A ) · 1 P =k .
The hypothesis says exactly that if the planner plays optimally against any agent strategy, then his value in this game is at least α. By the minimax theorem, the planner has a mixed strategy S attaining value at least α against all agent strategies simultaneously. Moreover, we may assume that P[S plays action a k |(E[µ j |G k ]) j∈ [K] ] is increasing in the value E[µ k |G k ] when data on all other arms is held constant. Indeed if not, S could be weakly improved against all strategies, and we can continue making such improvements until no more are possible and take S to be the resulting strategy. Because G k is a static σ-algebra, the distribution of E[µ k |G k ] given the true value µ k is stochastically increasing in µ k , and therefore our assumption implies that P[S plays action a k |(µ j ) j∈ [K] ] is monotone in µ k . Now, we take S and modify it toS as follows: when S plays a k ,S also plays a k . When S does not play a k , thenS plays myopically from its conditional law (which may entail playing a k or even a k+1 ). We now verify thatS is (k, α) BIC.
First, whenS plays any actions a j for j = k, this implies that j has the highest posterior mean in the planner's filtration. Therefore all actions are BIC except possibly a k . For a k , we can decompose the event thatS plays a k and apply Proposition 2.3. The event that a k is the myopic choice is obviously BIC. Let the event that a k is played due to S be E. We certainly have
for j ≤ k by taking q to be a point mass at a j . It remains to show that E[µ k |E] ≥ µ k ≥ µ k+1 so that the choice a k is BIC against the unsampled arms. To see this, we use that P[E|(µ 1 , . . . , µ k )] is increasing in the coordinate µ k as explained above. This reduces the above claim to the FKG inequality.
The next lemma ensures that our exploitation potential is lower bounded by what it would be if exploration were independent of the values of the known arms.
Lemma C.1. Suppose that at time t, arm a j has been sampled at least N times for j ≤ k − 1, and set p k,t the probability that a k has been sampled at least N times.
Suppose that G consists of the first N samples of a i for i ≤ k − 1, and the first N samples of a k if there are at least that many, else none of them. DefineG to be the same but where we always see N of a k (say, independently generated). Furthermore suppose that P[a k has been sampled N times |(µ j ) j≤k−1 ] is a coordinate-wise decreasing function of the vector (µ j ) j≤k−1 . Then we have
where for a σ-algebra F we have
Proof. We may apply Corollary A.3 to conclude that the distribution L 1 of the vector of conditional means (E[µ j |G N,k−1 ]) j≤k−1 given (i.e. restricted to) the event E t,k is stochastically smaller than the unrestricted law L 2 of (E[µ j |G N,k−1 ]) j≤k−1 . Now, this multivariate stochastic domination implies the following. The distribution of (E[µ j |G N,k−1 ]) j≤k−1 restricted to the event E t,k can be coupled to the unrestricted distribution of (E[µ j |G N,k−1 ]) j≤k−1 so that the former is smaller in every coordinate. Via this coupling, we may turn a (k, α)-BIC partial strategy for the latter into a (k, α · P[E t,k ])-BIC partial strategy supported inside E t,k . This implies the claimed result. Proof. The running time is clear so we show on showing the algorithm is valid (i.e. the (k, G 10 BIC strategy exists) and is BIC. First note that each loop occupies a fixed amount of time, so the agent always knows what phase the algorithm is in.
We begin by focusing on the first loop and consider the P th phase during which arm a k is being explored. Let p k,P be the chance that a k has been explored at the start of phase P . So at any time p k = p k,P . (Note that p k is in the algorithm and changes over time.) We claim we can maintain: 1. p k,P +1 ≥ min(1, (1 + G/10)p k,P ).
2. There exists aG N,k,t measurable (k, Gp t,k /10)-BIC strategy.
Applying the above two claims inductively over rounds and using Lemma 2.2, we then conclude that Algorithm 1 is valid and BIC.
Note that from the perspective of G N,k−1 the event E t,k that a k has already been explored N times by time t has probability 1 if E[µ j |G N,k−1 ] < µ 0 k ] and some constant probability if not. We may apply Lemma C.1 to conclude there exists a (k, Gp t,k /10]-BIC partial strategy, and hence a (k, Gp t,k /10)-BIC full strategy. This ensures that p t+1,k ≥ (1 + G/10)p t,k , so inductively each iteration of the first loop is BIC by Lemma 2.2.
We next bound the round complexity of a faster variant of the algorithm, stated here.
Theorem C.2. Algorithm 2 has round complexity
Proof. The first part works for the same reason as the previous algorithm. 
Proof. For the algorithm to be BIC, on the rounds where a j is played, it must be better than µ q , on average. That is, we must have
where N is the random number of times that A t = a j . Now, that expression is minimized by taking N = 1 when µ j < µ q and N = T when µ j ≥ µ q . This shows the desired lower bound on T .
Lemma C.3. Let X have standard deviation at least ǫ. Then for any Y independent of X, we have
Proof. Let X, X ′ be independent copies of X, we have
Now we put everything together to bound the Thompson sampling exploration complexity.
Algorithm 2: ObtainInitialSamples 1 input: Probability distributions D 1 , . . . , D K on [0, 1] with decreasing prior means: 
From the second condition on ǫ ndg that P
We trivially have 1 G ≤ L and we may take
Recall that ε post = δ post = G/10. We have N post = O log(1/δpost) 
In the last step we use the previous lemma and the assumption that at most one µ i has standard deviation less than ǫ ndg to bound the last supremum by D Examples: details for Gaussian and Beta priors Theorem 6.1. LetÑ(m, σ 2 ) be a Gaussian with mean m and variance σ 2 , conditioned to lie in [0, 1]. Suppose µ i ∼Ñ (m i , σ 2 ) for each arm i, where m 1 , . . . , m K ∈ [0, 1]. Then the exploration complexity is T BIC (N TS ) = poly(K, σ −1 , e R 2 ), where R = σ −1 max i,j |m i − m j |.
Proof. First, the distributions are clearly Ω(σ)-nondegenerate so we focus on bounding the values N explore and L. Let µ ∼Ñ (µ 0 , σ 2 ). We note that clearly the mean ofÑ (µ 0 , σ 2 ) is µ 0 ± O(σ) because unless σ is huge we are conditioning on a probability Ω(1) event in restricting to [0, 1] . Similarly any such distribution has mean Ω(σ). Therefore the finding N explore amounts to asking how many samples are needed for the mean of aÑ (µ 0 , σ 2 ) random variable to fall to max(µ 0 − CRσ, cσ) for some large constant C > 1 and small constant c < 1.
In the case that µ 0 < 3CRσ, we have that P[µ < cσ/2] = Ω(σe −O(R 2 ) ) by considering the density function on [0, cσ/2]. Moreover, every O(σ −1 ) zero-pulls gives a constant likelihood ratio between the event µ < cσ/2 and the event µ > cσ. From this is it easy to see that after poly(σ −1 , e R 2 ) zero-pulls, the posterior mean of µ will be at most cσ.
In the case that µ 0 > 3CRσ, there is a Ω(σe −O(R 2 ) ) chance for µ ∈ [µ 0 − 3CRσ, µ 0 − 2CRσ] and O(σ −1 ) zero-pulls give constant likelihood ratio between the events µ < µ 0 − 2CRσ and µ > µ 0 − CRσ. From this we draw the same conclusion as in the first case. Combining the cases, we conclude N explore = poly(σ −1 , e R 2 ).
We next turn to estimating L. It is easy to see that for fixed K, R, the value L is upper bounded by the value when µ 1 , . . . , µ K−1 ∼ N (1, σ 2 ), µ K ∼ N (0, σ 2 ), and q = 1 K−1 , 1 K−1 , . . . , 1 K−1 , 0 . Indeed, it only helps to make the first K − 1 arms stochastically larger and the last stochastically smaller and it does not hurt to rescale, which gives everything except q. The optimal choice of q comes from the fact that the function q → E[(µ K − µ q ) + ] is convex and symmetric on q ∈ ∆ K−1 (convexity is because (µ K − µ q ) + is instance-wise convex in q). Moreover this example is achievable up to arbitrarily small error by taking σ small so that the relevant Gaussians are almost entirely inside [0, 1].
We claim that in the above setting L = e Θ(R 2 ) . Since the difference in arm prior means is Ω(1) we only focus on the value of E[(µ K − µ q ) + ] (the reciprocal of which is essentially L). There is only a e −Ω(R 2 ) chance that µ K > µ q , so by Gaussian tail bound E[(µ K − µ q ) + ] = e −Ω(R 2 ) (with different implicit constant). In the other direction, there is at least an e −O(R 2 ) chance that µ K ≥ 2 and µ q ≤ 1 which proves the corresponding lower bound. probability 1 2 when r 1 = 1, this is also BIC. Doing this twice allows us to sample both arms almost surely in 3 rounds. Now we prove the lower bound for Thompson sampling. The proof of Theorem 3.4 shows that Thompson sampling becomes more BIC when more bandit feedback is gathered, implying that only sampling a 1 will make Thompson sampling BIC the fastest. After T samples of a 1 , we gain O(T ǫ 2 ) bits of information on the value of µ 1 . Therefore any function of our observations is correlated at most O(T ǫ 2 ) with 1 µ 1 > 1 2 , and hence O(T ǫ 3 ) correlated with the value µ 1 . This implies that T = Ω(ǫ −1 ) is required for TS to be BIC.
