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Abstract
Image restoration, or deblurring, is the process of attempting to correct for degradation in
a recorded image. Typically the blurring system is assumed to be linear and spatially invari-
ant, and fast Fourier transform (FFT) based schemes result in efficient computational image
restoration methods. However, real images have properties that cannot always be handled by
linear methods. In particular, an image consists of positive light intensities, and thus a nonneg-
ativity constraint should be enforced. This constraint and other ways of incorporating a priori
information have been suggested in various applications, and can lead to substantial improve-
ments in the reconstructions. Nevertheless, such constraints are rarely implemented because
they lead to nonlinear problems which require demanding computations. We suggest efficient
implementations for three nonnegatively constrained restorations schemes: constrained least
squares, maximum likelihood and maximum entropy. We show that with a certain parame-
terization, and using a Quasi-Newton scheme, these methods are very similar. In addition,
our formulation reveals a connection between our approach for maximum likelihood and the
expectation–maximization (EM) method used extensively by astronomers. Numerical experi-
ments illustrate that our approach is superior to EM both in terms of accuracy and efficiency.
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1. Introduction
Astronomical images obtained, for example, from ground based telescopes are
corrupted by blurring (due to atmospheric turbulence) and noise. The image for-
mation process is typically modeled as a first kind integral equation which, after
discretization, results in a large scale linear system of the form
Ax C  D b: (1)
The vector x represents the unknown true image, b is the blurred noisy copy of x,
A is a large ill-conditioned matrix representing the blurring phenomena, and  is
modeling noise. We assume that images consist of n2 pixels, and hence x; b;  2 Rn2
and A 2 Rn2n2 . Image restoration, or deblurring, is the process of attempting to
compute an approximation to x given b, A, and possibly some statistical information
about the noise. In this work we do not suppose any specific statistical nature of the
noise, although in astronomical imaging,  would typically be modeled by Poisson
noise superposed by a smaller amount of Gaussian noise.
Typically the blurring system is assumed to be spatially invariant, meaning the
image formation process is modeled by convolution, and A is a block Toeplitz matrix
with Toeplitz blocks. In this case, A can be represented by a nonnegative image of
a point source, called a point spread function (PSF) [4]. Another assumption that is
typically imposed is that the blurring operator conserves energy, i.e., that
A1 D 1; (2)
where 1 is the vector of all ones. This is equivalent to saying that all column sums of
A are one, and hence a unit point source vector x yields a right-hand side b, whose
elements sum to one. To be precise, assumption (2) holds only for those pixels that
are away from the boundary by, at least, the support diameter (or bandwidth) of the
PSF. One solution to this ambiguity is to assume that we have modeling errors in A
and in b, and that we gather all errors in the ‘noise’ vector . Alternatively, we can
assume (as is commonly done) that the convolution is periodic, and thus A is a block
circulant matrix with circulant blocks.
Due to the ill-posed nature of the underlying deconvolution problem the discrete
system (1) should be regularized. There are several ways this can be done (see, for ex-
ample [5]), including Tikhonov regularization and early termination of certain itera-
tive methods, such as conjugate gradients. Exploiting the Toeplitz structure of A, fast
Fourier transform (FFT) based implementations can be used to compute approxima-
tions to x. Although these linear methods allow for very fast computational schemes,
they ignore an important point: an image consists of positive light intensities, and
thus an image, x, of the true object should have nonnegative entries.
In this paper, we derive efficient implementations of three alternative, nonnega-
tively constrained minimization problems that have been used in image restoration.
These include:
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 constrained least squares, with a Tikhonov penalty term for regularization,
 least squares minimization with an entropy-type penalty term, and
 minimization of a likelihood functional, with a Tikhonov penalty term for reg-
ularization.
Our approach uses a parameterization x D ez, which is understood to be element-
wise. In this way, we transform the constrained minimization problems into uncon-
strained problems, which are convex in z. The transformed problems are then mini-
mized with an inexact Quasi-Newton technique. Specifically, we use an approximate
Hessian and solve each linear subproblem with a variant of the conjugate gradient
method. In each iteration we need to evaluate the matrices A and A, which can be
done with FFT techniques, and hence A need never be formed explicitly.
In Section 2, we review the three nonlinear methods of consideration, and show
that a parameterization x D ez results in similarly structured gradients and Hessians
for the three methods. In addition, we suggest a modification to the Hessian which
speeds solution of the linear subproblems. In Section 3, we examine the linear sub-
problems involving the modified Hessian, and consider using a version of the conju-
gate gradient method as a linear solver. Some important issues regarding the Newton
iteration are discussed in Section 4, and numerical results are provided in Section 5.
2. Nonnegatively constrained methods
Enforcing nonnegativity constraints on solutions to linear systems is computation-
ally nontrivial since we must now use expensive nonlinear approaches to solve for
x. However, in applications such as astronomical imaging where a large number of
pixel values in x will be zero, or essentially zero, it is well known that the quality of
reconstructions greatly benefits from taking a nonnegativity constraint into account.
A popular method used by astronomers is the so-called expectation–maximization
(EM) algorithm (also known as the Richardson–Lucy method) [1]. One advantage of
this method is that it is very easy to implement:
x.kC1/ D XkAY−1k b with Xk D diag .x.k//; Yk D diag .Ax.k//: (3)
Regularization is enforced by early termination of the iteration. However, “early ter-
mination” is a misnomer as the EM algorithm converges very slowly, and often a
thousand or more iterations are needed to reconstruct a good approximation to x.
Other methods can also be used, including:
 Constrained least squares with Tikhonov regularization, which amounts to min-
imizing the functional
UTxU VD 1
2
kb − Axk2 C 
2
kxk2 (4)
over the nonnegative orthant x > 0. Here  is a small but positive regularization
parameter, and .=2/ kxk2 is referred to as the penalty term in a least squares
formulation.
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 Nonnegativity can alternatively be enforced by choosing other penalty terms in
(4), for example an entropy-type term which gives
ETxU VD 1
2
kb − Axk2 C 
nX
iD1
xi log xiI (5)
this functional is only minimized over x > 0.
 Rather than Tikhonov-type functionals one can minimize a penalized maximum
likelihood functional,
JTxU VD
n2X
iD1
.Ax/i −
n2X
iD1
bi log.Ax/i C 2 kxk
2; (6)
which is based on statistical considerations related to the assumption of Poisson
noise, and minimization is again subject to the nonnegativity constraint x > 0.
These three methods come with a built-in regularizing term to enable a unique
and stable solution; in fact, all the above three functionals are convex.
Our aim is to derive efficient numerical algorithms for minimizing (4)–(6). We
transform the constrained minimization problems into unconstrained problems using
the parameterization x D ez; that is, xi D ezi . It will be seen that, with this param-
eterization, and using a Quasi-Newton method to solve the minimization problems,
these three methods are very similar. In addition, a connection will be made between
the EM algorithm and a method for minimizingJ.x/.
We mention that the parameterization x D ez has a physical interpretation in im-
age restoration. Specifically, if the entries in x represent pixel intensities, then the
entries in z represent densities. In addition, similar parameterizations have been used
in homomorphic image restoration when an image is subject to multiplicative inter-
ference [7].
In the remainder of this section, we construct gradients and Hessians for each of
the functionals (4)–(6). First consider the Tikhonov functional (4). The gradient of
U with respect to x is
gradxU.x/ D A.Ax − b/ C x;
and hence, by the chain rule, for x D ez the gradient ofU with respect to z (for which
we omit any subscripts) is
gradU.x/ D XA.Ax − b/ C Xx; X D diag .x/:
This can be rewritten as
gradU.x/ D XgradxU;
from which we deduce that a vanishing z-gradient is equivalent to the well-known
Karush–Kuhn–Tucker conditions [2] for this particular constrained minimization
problem in x-space.
Similarly, one can derive the Hessian (with respect to z) which is
HU.x/ D XAAX C X2 C GU; GU D diag .gradU.x//:
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The gradients and Hessians for the functionals (5) and (6) can be derived in a
similar manner. For completeness, we summarize the results as follows. Define
X D diag .x/; Y D diag .Ax/;
Q D Y−1diag .b/1=2; Gf D diag .grad f /;
where f .x/ D f .ez/ denotes one of the functionals (4), (5), or (6) to be minimized,
with gradient grad f and Hessian Hf . Then the gradients and Hessians correspond-
ing to each of the functionals are given by:
Tikhonov functional: f D U
gradU.x/DXA.Ax − b/ C Xx; (7)
HU.x/DXAAX C X2 C GU: (8)
Maximum entropy: f D E
grad E.x/DXA.Ax − b/ C X log.x/ C x; (9)
HE.x/DXAAX C X C GE: (10)
Penalized maximum likelihood: f D J
gradJ.x/DXAY−1.Ax − b/ C Xx; (11)
HJ.x/DXAQ2AX C X2 C GJ: (12)
The gradient of the likelihood function, (11), leads to an interesting observation.
If we set  D 0, and use the energy conservation relation in (2), we obtain
gradJ.x/ D XA.1 − Y−1b/ D x − XAY−1b;
and hence, by setting gradJ.x/ D 0 we obtain the fixed point equation underlying
the EM algorithm (3). This again shows that no regularization beyond early stopping
of the iteration is incorporated into the EM algorithm.
Note that the gradient of the respective functional vanishes at the minimizer x,
from which we may deduce that asymptotically the diagonal matrices Gf D diag
.grad f / are not essential. In fact, we prefer to choose an approximate Hessian QHf
for the linear subproblems given by
QHf D Hf − Gf : (13)
One reason for doing this is the fact that it leads to a convenient algebraic sim-
plification of the linear subproblems. More important, however, is the fact that our
numerical experience revealed a severe slow down of iteration methods like the con-
jugate gradient method for the solution of the linear subproblems in the presence of
the additional term Gf in Hf . We interpret this heuristically as an indication that the
spectrum of the true Hessian may be more equally spread than the spectrum of QHf ,
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since it is well known that the conjugate gradient method benefits from a clustered
or isolated spectrum.
Thus, the linear subproblems to be solved in each (Quasi-)Newton step of our
implementation become
QHf s D −grad f; (14)
where QHf is given in (13) and grad f is as in (7), (9) or (11), respectively.
3. Solution of the linear subproblems
In this section, we consider using a variant of the conjugate gradient method to
solve the linear subproblem (14). Since the approximate Hessians QHU and QHJ are
similar in structure, we begin by examining these, and in Section 3.3 consider sys-
tems involving QHE .
3.1. Linear subproblems involving QHU and QHJ
First note that if we make the definitions:
D D I; B D I for the Tikhonov functional f D U;
D D Q; B D diag b for the maximum likelihood functional f D J;(15)
then the approximate Hessians QHU and QHJ for the Tikhonov and likelihood func-
tionals can be written as
QHf D X.AD2A C I/X:
Writing QHf in this way leads to an interesting interpretation in terms of active set
strategies for constrained minimization. Assume that X were a diagonal matrix of
ones and zeros only, with the zeros corresponding to a selected active set (i.e., those
indices where the inequality constraints for x are presumed to hold with equality):
in this case QHf is the projected Hessian (in x-space) corresponding to the inactive
set. In our case, the diagonal entries of the matrix X of (7) are zero on the current
‘active set’, but vary on the complementary set. Still, this reveals an intimate relation
to projected Newton methods in x-space for active set strategies.
Another observation is the fact that (14) can be considered as the normal equations
for the least squares problem
DAp
I

Xs D

B−1=2r
−px

; (16)
where r D b − Ax is the current residual and D and B are as in (15). In particular,
for the Tikhonov functional f D U this is equivalent to minimizing
kb − A.x C Xs/k2 C kx C Xsk2 (17)
over s, and hence, our Quasi-Newton scheme is the familiar Gauß–Newton method
for the nonlinear least squares problem (4), considered as a function of z.
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3.2. Conjugate gradient method
The specific formulation (16) of the linear subproblem (14) enables the applica-
tion of the conjugate gradient variant CGLS for linear least squares problems, cf.,
e.g., [2]. Note that this implementation allows simultaneous monitoring of the linea-
rized residual QHf s C grad f of (14) and the linearized functional (17), respectively
kB−1=2.b − Ax − BY−1AXs/k2 C kx C Xsk2 (18)
for penalized maximum likelihood. Relations (17) and (18) are the corresponding lin-
ear functionals which are minimized by CGLS in each step in the associated Krylov
subspace.
These observations suggest a number of strategies for the termination of the con-
jugate gradient iteration. In our numerical experiments we have chosen a mixed cri-
terion based on the following three points:
(i) only a maximum number (say, 40) of inner iterations is allowed per Newton
step;
(ii) terminate the inner iteration as soon as the linear functional (17) or (18) no
longer decreases by some given factor (say, 0.999);
(iii) stop the inner iteration when the norm of the residual QHf s C grad f has dropped
below a given tolerance " (here, 1e − 3).
Concerning the amount of work we mention that most of the time for the inner
iteration CGLS is spent in matrix–vector multiplications with A and A, which can
both be implemented using one two-dimensional FFT and one IFFT, each of size
2n  2n. Two such matrix–vector multiplications are necessary per CGLS iteration,
and hence, one iteration requires approximately 16n2 log n flops.
We have also thought about preconditioning the inner iteration using the two-level
preconditioner of Chan et al. [3] to approximate the inner matrix factor
AD2A C I  CD2C C I DV M2
in (13); here, C is a block circulant approximation of A with circulant blocks. Un-
fortunately, we do not know how to invert M efficiently if D is not a multiple of the
identity matrix. In view of (15) this preconditioner is therefore limited to the nonlin-
ear least squares problem (4). In this case M is again a circulant matrix with circulant
blocks and multiplication by its inverse can therefore be efficiently implemented
using one two-dimensional FFT/IFFT pair of size n  n.
In the sequel we shall therefore restrict our attention to the Tikhonov problem (4).
For this setting we can think of this approach as a two step preconditioning:
1. Introduce new variables w D MXs and use CGLS to solve the corresponding
least squares system
Ap
I

M−1w D

r
−px

: (19)
This is exactly the least-squares problem considered in [3].
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2. Once the CGLS iteration terminates, compute a corresponding approximate solu-
tion s of (16) from
Xs D M−1w: (20)
Since the effectiveness of the preconditioner M in Step 1 has been demonstrated
in [3], the crucial step of this approach as a whole is Step 2. At first glance it appears
that it should not be difficult to compute the solution of (20), for M−1w is readily
evaluated using FFTs and the coefficient matrix X is diagonal.
However, due to the essentially zero entries on the diagonal of X, the inversion
of (20) is extremely ill-conditioned and needs to be regularized. Since X is a diag-
onal matrix (i.e., its entries coincide with its singular values) the truncated singular
value decomposition seems to be the method of choice. For each possible truncation
parameter  we obtain in this way a vector s with Xs D M−1w C e and
X.AA C I/Xs DX.AA C I/.M−1w C e /
D−gradUC X.AA C I/e ;
Ap
I

Xs D

r
−px

C

Ap
I

e :
This suggests a strategy to pick  in such a way that
kX.AA C I/e k 6 "; kAek 6 Q"krk; kek 6 Q"kxk;
where " is the stopping tolerance for the residual of the linear subproblem (14) in
CGLS, cf. Section 3.2, and Q" is some small number, e.g., Q" D 0:01.
Unfortunately, this approach has not yet produced positive results. Our numerical
experience has revealed that the preconditioned iteration requires about half as many
iterations per Newton step as the unpreconditioned version but the resulting update s
is so large at certain indices that the Newton steps make very little progress, making
it difficult to get high resolution reconstructions. More work is needed here, and we
therefore do no report any numerical results using preconditioning.
3.3. Linear subproblems involving QHE
In the case of the maximum entropy functional, the approximate Hessian is
QHE D X1=2.X1=2AAX1=2 C I/X1=2:
The Quasi-Newton equation (14) can therefore be considered as the normal equations
for the least-squares problem
AX1=2p
I

X1=2s D

r
−d

; (21)
with
r D b − Ax and d D pX1=2.log.x/ C 1/;
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where 1 is the vector of all ones. Therefore the linear subproblems can be solved in
much the same way as for the other functionals by applying CGLS to (21) in an inner
iteration.
4. Remarks on the Quasi-Newton method
We first remark that, although it is straightforward to set up and evaluate the exact
Hessian matrices, our modification, QHf , speeds up the solution of the linear subprob-
lems. Moreover, this modification degenerates to the true Hessian near the unique
minimizer of the respective functional, and therefore we do not expect a severe dete-
rioration of the Newton iteration. Note that because we solve linear subproblems by
some inner iteration, and hence inexactly, the convergence of the Newton iteration
will be at best linear anyway.
Given the inner iteration for solving the linear subproblems we obtain in each
Newton step (say, in iteration k) an approximate solution s.k/ of (14) and we deter-
mine a new Newton iterate of the form
z.kC1/ D z.k/ C γ s.k/:
Here, the positive scalar γ is the step size parameter. In x-space this update corre-
sponds to a multiplicative update (as in the EM algorithm) of the form
x.kC1/ D Xk exp.γ s.k//; Xk D diag .x.k//: (22)
In this way the z-variables are never used or computed explicitly.
In our code we have based the selection of γ on variants of some standard line
search strategies from the optimization literature (cf., e.g., [6]), namely we use a
backtracking strategy with γ D 1; 1=2; 1=4; : : : until the following two requirements
are simultaneously fulfilled:
f .x.kC1// 6 f .x.k// C γ
D
grad f .x.k//; s.k/
E
(Armijo–Goldstein strategy),
kgrad f .x.kC1// 6 %kgrad f .x.k//k (Wolfe type strategy); (23)
our code uses the parameters  D 1e − 4 and % D 0:99.
Note that for each step size γ new values of f and grad f have to be evaluated,
which requires one multiplication with A and A each, i.e., four two-dimensional
FFT/IFFT pairs. Therefore, the amount of work is essentially the same as for one
step of the inner iteration.
Typically, reasonable reconstructions can be achieved with about 5–10 Newton
steps and a total of about 200 inner iterations and step size modifications. The corre-
sponding reconstructions for either of the three functionals (4)–(6) are much superior
in quality than the optimal reconstruction that can be obtained with the EM algo-
rithm, even when the latter is run for up to 2000 iterations (note that each iteration
of (3) is about as expensive as one iteration of CGLS). This will be illustrated in the
following section.
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5. Computational results
In this section, we provide a comparison of the methods discussed in the paper.
We remark that this is simply one set of data, and that we cannot conclude from
these experiments which method is superior. However, it will be illustrated that the
nonnegativity constraint can have a dramatic effect on the computed result.
The set of data we consider was developed at the US Air Force Phillips Labo-
ratory, Laser and Imaging Directorate, Kirtland Air Force Base, New Mexico, and
has been used by several authors [8]. The data, which include the true object, point
spread function, and observed image, are shown in Fig. 1.
We begin by computing solutions based on the EM algorithm, and plain CGLS.
The purpose here is to compare a fast method that does not impose any constraints,
to one that does enforce a nonnegativity constraint. In both cases, regularization is
enforced by early termination of the iterations.
In Fig. 2 we show a plot of the relative errors:
kxk − xk2
kxk2 :
From this plot, it appears that the unconstrained CGLS method produces more ac-
curate results than EM, which enforces a nonnegativity constraint. However, visual
inspection of the results is less conclusive; see Fig. 3.
In Fig. 3, we show the iterate which obtained the smallest relative error for the
EM and CGLS methods.
The other methods, NNLS, ML and ME, require choosing a regularization pa-
rameter, . It should be noted that choosing such a parameter a priori is difficult,
and the discussion of such techniques is not the aim of this paper. Rather, we would
like to compare results computed by each method when using “good” regularization
Fig. 2. Relative errors for CGLS (no constraints) and EM.
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Fig. 3. Computed restorations using CGLS and EM: (a) best CGLS solution; (b) best EM solution.
Table 1
Regularization parameters used for NNLS, ML and ME
Regularization parameters NNLS ML ME
 1e − 4 1e − 1 6e − 8
parameters. Therefore, for the results reported here, we ran several experiments to
find values of  that produced good restorations. The parameters we used for each
method are shown in Table 1.
Table 2 summarizes the measured accuracy and computational work required for
each method. In particular, we report the number of Newton steps and the number
of inner (CGLS) iterations. Note that each inner iteration requires two matrix–vector
multiplications, and each Newton iteration requires an additional two matrix–vector
multiplications.
In Fig. 4, we show the solutions from each of these methods. Note that Table 2
suggests that unconstrained least squares using CGLS is more accurate and less cost-
ly than the other methods. However, visually it appears that ML produces restorations
having more details.
We remark that although it is disappointing that the unconstrained L2 error is
less than the nonnegatively constrained L2 errors, astronomers often prefer the non-
negatively constrained solutions since they are typically more visually appealing.
Unfortunately, it is difficult to mathematically quantify visual appeal. However, we
Table 2
Summary of measured accuracy and work for each method
LS EM NNLS ML ME
Minimum relative error 0.3563 0.4104 0.3675 0.4217 0.3903
Newton iterations 0 0 6 4 7
Inner iterations 40 481 122 85 201
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believe the results presented in this paper indicate that it is possible to develop fairly
efficient methods which enforce nonnegativity. If an effective preconditioner can
be found for the linear subproblems (one that is easily updated from one Newton
iteration to the next), then these nonlinear schemes can be made even more efficient.
This will be the subject of future research.
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