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Abstract
Using the dependent coordinates, the local Lagrange-Poincare´ equa-
tions and equations for the relative equilibria are obtained for a me-
chanical system with a symmetry describing the motion of two inter-
acting scalar particles on a special Riemannian manifold (the product
of the total space of the principal fiber bundle and the vector space)
on which a free proper and isometric action of a compact semi-simple
Lie group is given. As in gauge theories, dependent coordinates are
implicitly determined by means of equations representing the local
sections of the principal fiber bundle.
1 Introduction
This note is a continuation of our previous work in which we obtained, in gen-
eral form, the local Lagrange-Poincare´ equations (reduced Lagrange-Euler
equations) for a finite-dimensional mechanical system describing the two
scalar particles with interaction moving along a special Riemannian man-
ifold represented by the product of two manifolds P ×V , on which an action
∗E-mail adress: storchak@ihep.ru
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of a compact semi-simple group Lie G is given. The manifold P, is a total
space of the principal fiber bundle, and V is a finite-dimensional vector space
considered as manifold with an arbitrary constant metric.
The smooth, free, proper, and isometric action action of a group G leads
to the principal fiber bundle P × V → P ×G V . And, therefore, the original
mechanical system can be reduced to the corresponding system given on the
orbit space P ×G V of this bundle.
In [1] our goal was to obtain the local description of the evolution in the
same way as it is done in gauge field theories, i.e., using dependent variables.
In gauge theories, these variables, implicitly defined, must satisfy additional
constraints (gauges) imposed on the gauge fields. These constraints, given by
equations, determine the local gauge surface which is the local cross-section
in the principal fiber bundle associated with the dynamical system. Using
this surface, one can introduce the local adapted coordinates in the prinipal
fiber bundle. They are given by dependent variables and group variables.
To introduce the adapted coordinates in the principal fiber bundle asso-
ciated with our mechanical system, we used a local cross-section (the local
”gauge surface”) of that principal bundle for which the total space is a man-
ifold P. How this can be done was shown in our previous work, where,
using the Poincare´ variational principle, we obtained the Lagrange-Poincare´
equations in general form.
In the present notes, our goal is to get the coordinate representation for
these equations. But before proceeding to this, we first briefly recall the main
points of our consideration performed in our previous work.
2 Coordinates on the configuration space
As local coordinates of a point (p, v) given on our configuration space, the
manifold P×V , we take (QA, fn), A = 1, . . . , NP and n = 1, . . . , NV such that
QA = ϕA(p), and fn = ϕn(v), where (ϕA, ϕn) are the coordinate functions
of a chart on the original product manifold.
In these coordinates, the Riemannian metric of the manifold is written
as follows:
ds2 = GAB(Q)dQ
AdQB +Gmndf
mdfn. (1)
The matrix Gmn consists of some fixed constant elements.
The right action of the group G, (p, v)g = (pg, g−1v), is written as
Q˜A = FA(Q, g), f˜n = D¯nm(g)f
m.
Here D¯nm(g) ≡ D
n
m(g
−1), and Dnm(g) is the matrix of the finite-dimensional
representation of the group G acting on the vector space V .
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Due to isometry, we have two relations for the metric tensors:
GAB(Q) = GDC(F (Q, g))F
D
A (Q, g)F
C
B (Q, g), (2)
with FBA (Q, g) ≡
∂FB(Q,g))
∂QA
, and
Gpq = GmnD¯
m
p (g)D¯
n
q (g). (3)
The Killing vector fields are defined as
KAα (Q)
∂
∂QA
, with KAα (Q) =
∂Q˜A
∂aα
∣∣∣
a=e
, and Knα(f)
∂
∂fn
, with Knα(f) =
∂f˜n
∂aα
∣∣∣
a=e
=
∂D¯nm(a)
∂aα
∣∣∣
a=e
= (J¯α)
n
mf
m. The generators J¯α of the representation D¯
n
m(a) have
the following commutation relation: [J¯α, J¯β] = c¯
γ
αβJ¯γ, where the structure
constants c¯γαβ = −c
γ
αβ .
We use the (condensed) notation by which the capital Latin letter with
tilde represents two subscripts (or superscripts) that are related with two
spaces: A˜ ≡ (A, p). For components of the Killing vector fields, for example,
we have
KA˜µ = (K
A
µ , K
p
µ).
From the general theory [2] it follows that in our case we can regard the
original manifold as a total space of the principal fiber bundle
pi′ : P × V → P ×G V,
where pi′ : (p, v) → [p, v], and [p, v] is the equivalence class formed by the
equivalence relation (p, v) ∼ (pg, g−1v).) This allows us to introduce new co-
ordinates on P×V that are related with this principal fiber bundle. Moreover,
one can express the coordinates (QA, fn) of the point (p, v) in terms of the
bundle coordinates by the well-known procedure [3–10].
In this procedure, the bundle coordinates are introduced with the help of
the local section σ˜i of the bundle, pi
′ · σ˜i = id, sending the point [p, v] to some
element (p˜, v˜) ∈ P × V . σ˜i is defined as follows:
σ˜i([p, v]) = (σi(x), a(p)v),
where σi is a local section of the principal fiber bundle P(M,G) with the
base space M = P/G, σi : Ui → pi
−1
P (Ui), x = piP(p) and a(p) is the group
element defined by p = σi(x)a(p). Also note that due to
(σi(x), a(p) v) = (p a
−1(p), a(p) v) = (p, v) a−1(p),
we have
σ˜i([p, v]) = (p, v) a
−1(p).
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The local sections σi of the principal fiber bundle P(M,G) in a neigh-
bourhood of a point p ∈ P can be determined by local submanifolds Σi which
have the transversal intersections with the orbits. The section σi is the map
σi : Ui → Σi such that piΣi · σi = idUi. In its turn, these submanifolds are
given by the equations {χα(Q) = 0, α = 1, . . .NG}.
The coordinates of the points on the local submanifold Σi will be denoted
by Q∗A. Since they satisfy the equations {χα(Q∗) = 0}, they are called the
dependent coordinates. Any point p on the total space P of the principal
fiber bundle P(M,G) must have, in addition, a group coordinates aα.
A local isomorphism between trivial principal bundle Σi × G → Σi and
P(M,G) [9–11]
ϕi : Σi × G → pi
−1(Ui)
is given in coordinates as
ϕi : (Q
∗B, aα)→ QA = FA(Q∗B, aα),
where Q∗B are the coordinates of a point given on the local surface Σi and
aα – the coordinates of an arbitrary group element a. This element carries
the point, taken on Σi, to the point p ∈ P which has the coordinates Q
A.
An inverse map ϕ−1i ,
ϕ−1i : pi
−1(Ui)→ Σi × G,
has the following coordinate representation:
ϕ−1i : Q
A → (Q∗B(Q), aα(Q)).
Here the group coordinates aα(Q) of a point p are the coordinates of the
group element which connects, by means of its action on p, the surface Σi
and the point p ∈ P. These group coordinates are given by the solutions of
the following equation:
χβ(FA(Q, a−1(Q))) = 0. (4)
The coodinates Q∗B are defined by the equation
Q∗B = FB(Q, a−1(Q)). (5)
In the same way as for the principal bundle P(M,G), there exist a local
isomorphisms of the principal fiber bundle P(P ×G V,G) and the trivial prin-
cipal bundles Σ˜i × G → Σ˜i, where now the local surfaces Σ˜i are the images
of the sections σ˜i.
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Therefore, we can introduce a new atlas on P(P×GV,G). In this atlas, the
coordinate functions of the charts (U˜i, ϕ˜i), where U˜i is an open neighborhood
of the point [p, v] given on the base space P ×G V , are such that
ϕ˜−1i : pi
−1(U˜i)→ Σ˜i × G, or in coordinates,
ϕ˜−1i : (Q
A, fm)→ (Q∗A(Q), f˜n(Q), aα(Q) ).
Here QA and fm are the coordinates of a point (p, v) ∈ P × V , Q∗A(Q) is
given by (5) and
f˜n(Q) = Dnm(a(Q)) f
m,
a(Q) is defined by (4), and we have used the following property: D¯nm(a
−1) ≡
Dnm(a). The coordinates Q
∗A, representing a point given on a local surface Σi,
satisfy the constraints: χ(Q∗) = 0. That is, they are dependent coordinates.
The coordinate function ϕ˜i maps Σ˜i × G → pi
−1(U˜i):
ϕ˜i : (Q
∗B, f˜n, aα)→ (FA(Q∗, a), D¯mn (a)f˜
n).
Thus, we have defined the special local bundle coordinates (Q∗A, f˜n, aα), also
named as adapted coordinates, on the principal fiber bundle pi : P × V →
P ×G V .
It is not difficult to obtain the representation for the Riemannian metric
given on P × V in terms of the principal bundle coordinates (Q∗A, f˜n, aα).
The replacement of the coordinates (QA, fm) of a point (p, v) ∈ P × V for
new coordinates
QA = FA(Q∗B, aα), fm = D¯mn (a)f˜
n (6)
leads to the following transformation of the local coordinate vector fields:
∂
∂fn
= Dmn (a)
∂
∂f˜m
,
∂
∂QB
=
∂Q∗A
∂QB
∂
∂Q∗A
+
∂aα
∂QB
∂
∂aα
+
∂f˜n
∂QB
∂
∂f˜n
= FˇCB
(
NAC (Q
∗)
∂
∂Q∗A
+ χµC(Φ
−1)βµv¯
α
β (a)
∂
∂aα
− χµC(Φ
−1)νµ(J¯ν)
m
p f˜
p ∂
∂f˜m
)
. (7)
Here FˇCB ≡ F
C
B (F (Q
∗, a), a−1) is an inverse matrix to the matrix FAB (Q
∗, a),
χµC ≡
∂χµ(Q)
∂QC
|Q=Q∗, (Φ
−1)βµ ≡ (Φ
−1)βµ(Q
∗) – the matrix which is inverse to the
Faddeev–Popov matrix:
(Φ)βµ(Q) = K
A
µ (Q)
∂χβ(Q)
∂QA
,
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the matrix v¯αβ (a) is inverse of the matrix u¯
α
β(a).
1
The operator NAC , defined as
NAC (Q) = δ
A
C −K
A
α (Q)(Φ
−1)αµ(Q)χ
µ
C(Q),
is the projection operator (NABN
B
C = N
A
C ) onto the subspace which is or-
thogonal to the Killing vector field KAα (Q)
∂
∂QA
. NAC (Q
∗) is the restriction of
NAC (Q) to the submanifold Σ:
NAC (Q
∗) ≡ NAC (F (Q
∗, e)) NAC (Q
∗) = FBC (Q
∗, a)NMB (F (Q
∗, a))FˇAM(Q
∗, a)
e is the unity element of the group.
We note also that formula (7) is a generalization of an analogous formula
from [5, 7].
The vector field ∂
∂Q∗A
is determined as an operator using the following
rule:2
∂
∂Q∗A
ϕ(Q∗) = (P⊥)
D
A(Q
∗)
∂ϕ(Q)
∂QD
∣∣∣
Q=Q∗
,
where the projection operator (P⊥)
A
B on the tangent plane to the submanifold
Σ is given by
(P⊥)
A
B = δ
A
B − χ
α
B (χχ
⊤)−1βα (χ
⊤)Aβ .
In this formula, (χ⊤)Aβ is a transposed matrix to the matrix χ
ν
B:
(χ⊤)Aµ = G
ABγµνχ
ν
B γµν = K
A
µGABK
B
ν .
Using the above explicit expression for the projection operators, it is easy to
derive their multiplication properties:
(P⊥)
A
BN
C
A = (P⊥)
C
B, N
A
B (P⊥)
C
A = N
C
B .
In a new coordinate basis (∂/∂Q∗A, ∂/∂f˜m, ∂/∂aα), the metric (1) of the
original manifold P × V is represented by means of the following tensor:
G˜AB(Q
∗, f˜ , a) =

 GCD(P⊥)CA(P⊥)DB 0 GCD(P⊥)CAKDν u¯να0 Gmn GmpKpν u¯να
GBCK
C
µ u¯
µ
β GnpK
p
ν u¯
ν
β dµν u¯
µ
αu¯
ν
β

 (8)
where GCD(Q
∗) ≡ GCD(F (Q
∗, e)):
GCD(Q
∗) = FMC (Q
∗, a)FND (Q
∗, a)GMN(F (Q
∗, a)),
1det u¯αβ(a) is the density of the right-invariant measure given on the group G.
2It can be shown that this rule follows from the approaches developed in [3] and [12].
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the projection operators P⊥ and the components K
A
µ of the Killing vector
fields depend on Q∗, u¯µβ = u¯
µ
β(a), K
p
ν = K
p
ν (f˜), dµν(Q
∗, f˜)u¯µα(a)u¯
ν
β(a) is the
metric on G–orbit through the point (p, v). The components dµν of this
metric are given by
dµν(Q
∗, f˜) = KAµ (Q
∗)GAB(Q
∗)KBν (Q
∗) +Kmµ (f˜)GmnK
n
ν (f˜)
≡ γµν(Q
∗) + γ′µν(Q
∗).
3 Transformation of the Lagrangian
In terms of initial local coordinates defined on the original manifold P×V , the
Lagrangian for the considered mechanical system can be written as follows:
L =
1
2
GAB(Q) Q˙
AQ˙B +
1
2
Gmn f˙
mf˙n − V (Q, f). (9)
By our assumption, the potential V (Q, f) is a G-invariant function, that is,
V (Q, f) = V (F (Q, a), D¯(a)f). So the whole Lagrangian is also invariant.
The replacement of the local coordinates (6), which introduces the coor-
dinates (Q∗A, f˜m, aα) on P × V , transforms the Lagrangian into
L =
1
2
GCD
(dQ∗C
dt
+KCµ u¯
µ
α(a)
daα
dt
)(dQ∗D
dt
+KDν u¯
ν
β(a)
daβ
dt
)
+
1
2
Gmn
(df˜m
dt
+Kmβ u¯
β
α(a)
daα
dt
)(df˜n
dt
+Knν u¯
ν
µ(a)
daµ
dt
)
− V, (10)
where now GCD, K
C
µ depend on Q
∗, Kmβ = K
m
β (f˜), and V = V (Q
∗, f˜).
The Lagrange-Poincare´ equations are obtained with the help of a special
coordinate basis (the horizontal lift basis) on the total space of the principal
fiber bundle. The new basis consists of the horizonal and vertical vector
fields and can be determined by using the “mechanical connection” which
exists [2] in case of the reduction of mechanical systems with a symmetry.
The connection one-form ωˆα in the principal fiber bundle P(P×GV,G),
3 is
given by the following formula written in terms of the initial local coordinates
defined on the total space P × V :
ωˆα(Q, f) = dαβ(Q, f) (KBβ (Q)GBA(Q)dQ
A +Kpβ(f)Gpqdf
q ). (11)
In coordinates (Q∗A, f˜n, aα), the one-form is written as follows:
ωˆα = ρ¯αα′(a)
(
dα
′µKDµ (Q
∗)GDA(Q
∗)dQ∗A + dα
′µKqµ(f˜)Gqndf˜
n
)
+ uαβ(a)da
α,
3The one-form ωˆ with the value in the Lie algebra of the group Lie G is ωˆ = ωˆα ⊗ λα.
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where now dα
′µ = dα
′µ(Q∗, f˜). And the matrix ρ¯αα′(a) is inverse to the matrix
ρβα = u¯
α
ν v
ν
β of the adjoint representation of the group G,
Introducing the (gauge) potentials A αB , and A
α′
m , together with a new
notation: A˜ αB = ρ¯
α
α′(a)A
α′
B (Q
∗, f˜), we come to
ωˆα = A˜ α
′
B (Q
∗, f˜ , a)dQ∗B + A˜ α
′
m (Q
∗, f˜ , a)df˜m + uαβ(a)da
α. (12)
In term of condensed notations of indices, ωˆα is written as
ωˆα = A˜ α
′
B˜
(Q∗, f˜ , a)dQ∗B˜ + uαβ(a)da
α.
We note that the replacement of the coordinates convert the Killing vector
field Kα(Q, f), the vertical vector field,
Kα(Q, f) = K
B
α (Q)
∂
∂QB
+Kpα
∂
∂f p
,
into the vector field Lα = v
ν
α(a)
∂
∂aν
which is the left-invariant vector field
given on the group manifold G.
The horizontal vector fields are defined with the help of the horizontal
projection operators. These operators must extract the direction which is
normal to the orbit: ΠA˜
E˜
KE˜α = 0. They are defined as follows:
ΠA˜
B˜
= δA˜
B˜
−KA˜α d
αβKD˜β GD˜B˜.
By ΠA˜
B˜
, we denote the four component operator:
ΠA˜
B˜
= (ΠAB, Π
A
m, Π
m
A , Π
m
n ).
The components are given by the following formulae:
ΠAB = δ
A
B −K
A
α d
αβKDβ GDB
ΠAm = −K
A
µ d
µνKpνGpm
ΠmA = −K
m
µ d
µνKDν GDA
Πmn = δ
m
n −K
m
µ d
µνKrνGrn.
The horizontal vector fields are defined as follows:
HA(Q, f) = Π
R
A
∂
∂QR
+ΠqA
∂
∂f q
(13)
Hp(Q, f) = Π
R
p
∂
∂QR
+Πmp
∂
∂fm
. (14)
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For ωˆα from (11), we have
ωˆα(HA) = 0, ωˆ
α(Hp) = 0, ωˆ
α(Kβ) = δ
α
β .
Performing the replacement of the coordinate, by means of the formulae
(7), in the expressions (13) and (14) that represent the horizontal vector
fields, we come to the horizontal vector fields
HM(Q
∗, f˜ , a) =
[
NTM
( ∂
∂Q∗T
− A˜ αT Lα
)
+NmM
( ∂
∂f˜m
− A˜ αmLα
)]
, (15)
and
Hm(Q
∗, f˜ , a) =
( ∂
∂f˜m
− A˜ αmLα
)
. (16)
In equation (15), we have used the components of the projection operator
N A˜
C˜
:
N A˜
C˜
= (NAC , N
A
m, N
m
A , N
m
p ).
NAC was defined above. The other components are
NAm = 0, N
m
A = −K
m
α (Φ
−1)αµ χ
µ
A = −K
m
α Λ
α
A, N
m
p = δ
m
p .
The operator N A˜
B˜
satisfy the following properties:
N A˜
B˜
N B˜
C˜
= N A˜
C˜
, ΠL˜
B˜
N A˜
L˜
= N A˜
B˜
, ΠA˜
L˜
N L˜
C˜
= ΠA˜
C˜
.
Thus, a new coordinate basis consists of the horizontal vector fields (15) and
(16) together with the left-invariant vector field Lα.
The horizontal coordinate vector fields of this basis do not commute be-
tween themselves. They have the following commutation relations:
[HA, HB] = C
T
ABHT + C
p
ABHp + C
α
ABLα, (17)
where the “structure constants” are given by
C
T
AB = (Λ
γ
AN
R
B − Λ
γ
BN
R
A )K
T
γR,
C
p
AB = −N
D
AN
R
B (Λ
α
R,D − Λ
α
D,R)K
p
α − c
σ
αβΛ
β
AΛ
α
BK
p
σ,
and
C
α
AB = −N
S
AN
P
B F˜
α
SP − (N
E
AN
p
B −N
E
BN
p
A)F˜
α
Ep +N
m
A N
p
BF˜
α
pm .
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In CTAB, we denote the partial derivative of K
T
γ with respect to Q
⋆R by KTγR.
In CαAB, the curvature tensor F˜
α
SP of the connection A˜
α
P is given by
F˜αSP =
∂
∂Q∗S
A˜
α
P −
∂
∂Q∗P
A˜
α
S + c
α
νσ A˜
ν
S A˜
σ
P ,
(F˜αSP (Q
∗, a) = ρ¯αµ(a)F
µ
SP (Q
∗) ). The tensors F˜αEp and F˜
α
pm are defined in a
similar way.
Next commutation relations are
[HA, Hp] = C
m
ApHm + C
α
ApLα (18)
with
C
m
Ap = (J¯α)
m
p Λ
α
A, C
α
Ap = −N
E
A F˜
α
Ep −N
m
A F˜
α
mp,
and
[Hp, Hq] = C
α
pqLα (19)
with
C
α
pq = −F˜
α
pq .
We notice that the left-invariant vector fields Lα of the new basis commute
with the coordinate horizontal vector fields:
[HA, Lα] = 0, [Hp, Lα] = 0.
Also, for Lα we have [Lα, Lβ ] = c
γ
αβLγ .
In a new coordinate basis (HA, Hp, Lα), the metric tensor (8) transforms
into the tensor GˇAB with following components:
GˇAB(Q
∗, f˜ , a) =

 G˜HAB G˜HAm 0G˜HnB G˜Hnm 0
0 0 d˜αβ

 ≡ ( G˜HA˜B˜ 0
0 d˜αβ
)
, (20)
where d˜αβ = ρ
α′
α ρ
β′
β dα′β′. The components of the “horizontal metric” G˜
H
A˜B˜
depending on (Q∗A, f˜m) are defined as follows:
G˜HAB = Π
A˜
AΠ
B˜
B GA˜B˜ = GAB −GADK
D
α d
αβKRβ GRB,
because of ΠC˜A Π
D˜
B GC˜D˜ = Π
C
A Π
D
B GCD +Π
q
AΠ
p
B Gqp.
G˜HAm = −GABK
B
α d
αβKpβGpm.
Notice that G˜HAm is equal to
G˜HmA = −GmqK
q
µ d
µνKDν GDA.
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G˜Hmn = Π
r
mGrn, or
ΠC˜mΠ
D˜
n GC˜D˜ = Π
C
mΠ
D
n GCD +Π
r
mΠ
q
nGrq = Gmn −GmrK
r
αd
αβKpβGpn.
It worth to note that the metric with components G˜H
A˜B˜
is given on the
local surface Σ˜ and gives rise the metric on the orbit space P ×G V , provided
that the submanifold Σ˜ is given parametrically.
The pseudoinverse matrix GˇAB to the matrix (20) is represented as
GˇAB =

 GEFNAENBF GEFNAEN
q
F 0
GEFNpFN
B
E G
pq +GABNpAN
q
B 0
0 0 d˜αβ

 . (21)
This matrix is defined from the following orthogonality condition:
GˇABGˇBE =

 NAD 0 0NpD δpm 0
0 0 δαβ

 ≡ ( N A˜D˜ 0
0 δαβ
)
,
where
N A˜
D˜
=
(
NAD N
A
m
NpD N
p
m
)
(NAm = 0, N
p
m = δ
p
m).
Finally, it can be shown that the expression (10) for the Lagrangian L
takes the following form in the coordinate basis (HA, Hp, Lα):
Lˆ =
1
2
(G˜HAB ω
AωB+ G˜HAp ω
Aωp+ G˜HpA ω
pωA+ G˜Hpq ω
pωq+ d˜µνω
µων)−V, (22)
where we have introduced the new time-dependent variables ωA, ωp and ωα
that are related to the velocities:
ωA = (P⊥)
A
B
dQ∗B
dt
=
dQ∗A
dt
, ωp =
df˜ p
dt
ωα = uαµ
daµ
dt
+ A˜ αE
dQ∗E
dt
+ A˜ αm
df˜m
dt
. (23)
4 The Lagrange-Poincare´ equations
The Lagrange-Poincare´ equations for the Lagrangian (22) were obtained in [1]
by using the Poincare´ variational principle. They are given by the following
11
equations:
−
d
dt
( ∂Lˆ
∂ωE
)
+
( ∂Lˆ
∂ωT
)
C
T
CE ω
C +
( ∂Lˆ
∂ωp
)
(CpCE ω
C + CpqE ω
q)
+
( ∂Lˆ
∂ωα
)
(CαCE ω
C + CαmE ω
m) +HE(Lˆ) = 0, (24)
−
d
dt
( ∂Lˆ
∂ωm
)
+
( ∂Lˆ
∂ωp
)
C
p
Em ω
E
+
( ∂Lˆ
∂ωα
)
(CαEm ω
E + Cαpm ω
p) +Hm(Lˆ) = 0, (25)
−
d
dt
( ∂Lˆ
∂ωα
)
+
( ∂Lˆ
∂ωβ
)
cβµα ω
µ + Lα(Lˆ) = 0. (26)
The first two equations of this system are the horizontal equations, and the
last equation, for the group variable, is the vertical one.
5 The Lagrange-Poincare´ equations in local
coordinates
In this section we show how the resulting Lagrange-Poincare´ equations can
be expressed in terms of local coordinates. First, consider the horizontal
equations (24) and (25).
The first term of equation (24), a term with a time derivative, can be
written as follows:
−
d
dt
(
G˜HBTω
B+G˜HpTω
p
)
= −
(
G˜HBT
dωB
dt
+G˜HpT
dωp
dt
+
d
dt
(G˜HBT )ω
B+
d
dt
(G˜HpT )ω
p
)
,
where
d
dt
(G˜HBT ) = (P⊥)
M
S
(∂G˜HBT
∂QM
)∣∣∣
Q=Q∗
ωS +
∂G˜HBT
∂f˜m
ωm ≡ G˜HBT,Mω
M + G˜HBT,mω
m.
(We recall that (P⊥)
M
S ω
S = ωM .) Note that the last term d
dt
(G˜HpT )ω
p in the
above bracket can be similarly represented.
The last term HE(Lˆ) of the equation (24) is given by
HE(Lˆ) =
1
2
NDE
[∂G˜HAB
∂Q∗D
ωAωB + 2
∂G˜HpA
∂Q∗D
ωpωA +
∂G˜Hpq
∂Q∗D
ωpωq +
∂d˜µν
∂Q∗D
ωµων
]
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+
1
2
NpE
[∂G˜HAB
∂f˜ p
ωAωB + 2NpE
∂G˜HnA
∂f˜ p
ωnωA +
∂G˜Hnq
∂f˜ p
ωnωq +
∂d˜µν
∂f˜ p
ωµων
]
−
1
2
NDE A˜
α
DLα(d˜µν)ω
µων −
1
2
NpEA˜
β
p Lβ(d˜µν)ω
µων −NDE
∂V
∂Q∗D
−NpE
∂V
∂f˜ p
.
It can be rewritten in the following form:
HE(Lˆ) =
1
2
NDE
[
G˜HAB,Dω
AωB + 2G˜HpA,Dω
pωA + G˜Hpq,Dω
pωq + d˜µν,D ω
µων
]
+
1
2
NpE
[
G˜HAB,pω
AωB + 2NpEG˜
H
nA,pω
nωA + G˜Hnq,pω
nωq + d˜µν,p ω
µων
]
−
1
2
NDE A˜
α
DLα(d˜µν)ω
µων −
1
2
NpEA˜
β
p Lβ(d˜µν)ω
µων −NDE V,D −N
p
EV,p.
(Here we have used the following property satisfied by our projection opera-
tors: NME (P⊥)
D
M = N
D
E .)
An analogous term of the second equation (25) is given by
Hm(Lˆ) =
1
2
[
G˜HAB,mω
AωB + 2G˜HpA,mω
pωA + G˜Hpq,mω
pωq + d˜µν,mω
µων
]
−
1
2
A˜
β
mLβ(d˜µν)ω
µων − V,m.
For the following it is convenient to represent the horizontal Lagrange-
Poincare´ equations as a system of two equations. They can be written in the
matrix form: (
G˜HTB G˜
H
Tp
G˜HmB G˜
H
mp
)(
dωB
dt
dωp
dt
)
−
(
AT
Bm
)
= 0,
where by AT and Bm we denote the potential terms of the first and sec-
ond equations and as well as terms that are quadratic in pseudo-velocities.
Multiplying this matrix equation (from the left) by the matrix(
G˜EFNAEN
T
F G˜
EFNAEN
m
F
G˜EFN rFN
T
E G˜
rm + G˜FEN rFN
m
E
)
we get (
NAB 0
N rB δ
r
p
)(
dωB
dt
dωp
dt
)
−
(
A′A
B′r
)
= 0
(N rp = δ
r
p). Thus, we have two equations:
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NAB
dωB
dt
− G˜EFNAE (N
T
F · AT +N
m
F ·Bm) = 0 (27)
and
N rB
dωB
dt
+
dωr
dt
− G˜EFN rE(N
T
F · AT +N
m
F · Bm)− G˜
rm · Bm = 0. (28)
Our goal is to obtain a standard coordinate representation for these equa-
tions. This can be achieved by means of combining and rearranging the terms
of equations, and will be done as follows. First we consider those terms of
the equations that depend on the quasi-velocities ωA and ωp. And then, in
the next step, we get the terms that depend on the group velocities ωα. In
addition, at the end of our consideration, a remark will be made about the
transformation of the potential terms of these equations.
We begin by studying the expression NTFAT . Those terms of AT , that are
of interest to us, are given by
−G˜HBT,Mω
BωM − G˜HBT,qω
Bωq − G˜HpT,Mω
pωM − G˜HpT,qω
pωq
+
1
2
NDT (G˜
H
AB,Dω
AωB + 2G˜HpA,Dω
pωA + G˜Hpq,D)ω
pωq
+
1
2
NpT (G˜
H
AB,pω
AωB + 2G˜HnA,pω
nωA + G˜Hnq,pω
nωq)
+(G˜HBMω
B + G˜HpMω
p)CMCTω
C + (G˜HpAω
A + G˜Hpqω
q)(CpMTω
M + CpnTω
n).
They are multiplied by the projector NTF . First we note that N
T
FN
p
T = 0.
Consequently, after this multiplication, the third line of the preceding expres-
sion does not contribute to the equation. We note also that NTF C
M
CT ω
C=0.
This follows from an explicit representation for CMCT :
C
M
CT = (Λ
γ
CN
R
T − Λ
γ
TN
R
C )K
M
γ,R,
and due to the properties: ΛγCω
C = 0 and NTF Λ
γ
T=0.
The last properties also lead to NTFC
p
nT = 0, since C
p
nT = −(J¯α)
p
nΛ
α
T . And
for NTFC
p
MT , we have
NTFC
p
MT = −N
R
FN
D
M (Λ
α
R,D − Λ
α
D,R)K
p
α.
The vanishing of this term can be shown as follows. Taking the partial
differential of
ΛαR(Q
∗) = (Φ−1)αβ(Q
∗)χβR(Q
∗)
14
with respect to dependent variable Q∗D, we get
(P⊥)
S
DΛ
α
R,S(Q
∗) = (P⊥)
S
D( (Φ
−1)αβ,S χ
β
R + (Φ
−1)αβ χ
β
R,S).
(The appearence of (P⊥)
S
D in this formula is due to our rule used for dif-
ferentiation of the functions with dependent variables.) If we multiply the
obtained formula by NDM , then, because of N
D
M(P⊥)
S
D = N
S
M , we come to
NSMΛ
α
R,S = N
S
M( (Φ
−1)αβ,S χ
β
R + (Φ
−1)αβ χ
β
R,S).
Multiplying this expression by NRF and taking into account the following
property: NRF χ
β
R = 0, we get the first term of the above representation for
NTFC
p
MT :
NRFN
S
MΛ
α
R,S = N
S
MN
R
F (Φ
−1)αβ χ
β
R,S.
The expression for the second term of NTFC
p
MT can be derived in a similar
way. As a result of differentiation, we obtain
NRF Λ
α
D,R = N
R
F ((Φ
−1)αβ,R χ
β
D + (Φ
−1)αβ χ
β
D,R),
which should now be multiplied by NDM to get
NDMN
R
F Λ
α
D,R = N
D
MN
R
F (Φ
−1)αβ χ
β
D,R.
Hence NTFC
p
MT is equal to the difference of two obtained expressions:
NRFN
D
MΛ
α
R,D −N
D
MN
R
F Λ
α
D,R = N
D
MN
R
F (Φ
−1)αβ(χ
β
R,D − χ
β
D,R).
Because of χβR,D = χ
β
D,R, where χ
β
R,D(Q
∗) ≡ ∂
2χβ(Q)
∂QR∂QD
∣∣∣
Q=Q∗
, the right-hand
side of the preceding expression is zero.
Thus, those terms in NTFAT that depend on ω
A and ωp are given as
follows:
−
1
2
NDF (G˜
H
BD,M + G˜
H
MD,B − G˜
H
BM,D)ω
BωM
−NTF (G˜
H
BT,q + G˜
H
qT,B − G˜
H
qB,T )ω
qωB −
1
2
NTF (G˜
H
pT,q + G˜
H
qT,p − G˜
H
pq,T )ω
pωq.
This expression can be written in the following form:
−NTF
HΓ˜BMTω
BωM − 2NTF
HΓ˜qBTω
qωB −NTF
HΓ˜pqTω
pωq, (29)
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in which HΓ˜BMD is define as
HΓ˜BMD ≡
1
2
(G˜HBD,M + G˜
H
MD,B − G˜
H
BM,D).
And HΓ˜qBT and
HΓ˜pqT have an analogous definitions.
In Bm, the terms that depend on ω
A and ωp are given by
−G˜HBm,R ω
BωR − G˜HBm,pω
Bωp − G˜Hpm,Rω
pωR − G˜Hpm,qω
pωq
+G˜HBq ω
B
C
q
Emω
E + G˜Hpq ω
p
C
q
Emω
E
+
1
2
G˜HAB,m ω
AωB + G˜HpA,mω
pωA +
1
2
G˜Hpq,mω
pωq.
Here CqEm = (J¯α)
q
mΛ
α
E. And from Λ
α
Eω
E = 0, it follows that CqEmω
E = 0.
Hence for terms in NmF Bm, we have
−
1
2
NmF (G˜
H
Bm,A + G˜
H
Am,B − G˜
H
AB,m)ω
AωB −NmF (G˜
H
Bm,p + G˜
H
pm,B − G˜
H
pB,m)ω
pωB
−
1
2
NmF (G˜
H
pm,q + G˜
H
qm,p − G˜
H
pq,m)ω
pωq.
This expression can be rewritten as
−NmF
HΓ˜ABmω
AωB − 2NmF
HΓ˜pBmω
pωB −NmF
HΓ˜pqmω
pωq. (30)
Summing (29) and (30), we obtain the terms that belong to NTFAT +
NmF Bm:
−N T˜F
HΓ˜BMT˜ω
BωM − 2N T˜F
HΓ˜qBT˜ω
qωB −N T˜F
HΓ˜pqT˜ω
pωq.
Here we have used the condensed notation for indices, by which summation
over the repeated index T˜ means that we have two summation: one is taken
for T , and the other is performed over some repeated index, for which we use
a small Latin letter. That is, in our case, for example, T˜ ≡ (T,m).
Multiplying the resulting expression by −G˜EFNAE , one can obtain the
following terms of the first Lagrange-Poincare´ equations:
G˜EFNAEN
T˜
F
(
HΓ˜BMT˜ω
BωM + 2 HΓ˜qBT˜ω
qωB + HΓ˜pqT˜ω
pωq
)
.
We may also introduce the Christoffel symbols HΓ˜R˜BM ,
HΓ˜R˜qB and
HΓ˜R˜pq for
the horizontal (degenerate) metric G˜H
R˜T˜
. They are defined by means of the
equalities:
HΓ˜BMT˜ = G˜
H
R˜T˜
HΓ˜R˜BM ,
HΓ˜qBT˜ = G˜
H
R˜T˜
HΓ˜R˜qB and
HΓ˜pqT˜ = G˜
H
R˜T˜
HΓ˜R˜pq.
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Then, taking into account the following properties of the projectors:
N T˜F G˜
H
R˜T˜
= G˜H
FR˜
, G˜EF G˜H
FR˜
= ΠE
R˜
, NAEΠ
E
R˜
= NAR , (N
A
EΠ
E
r = 0),
it becomes possible to rewrite the obtained expression for the discussed terms
of the first horizontal Lagrange-Poincare´ equations as
NAR
(
HΓ˜RBMω
BωM + 2 HΓ˜RqBω
qωB + HΓ˜Rpqω
pωq
)
≡ NAR
HΓ˜R
B˜M˜
ωB˜ωM˜ . (31)
In the second horizontal Lagrange-Poincare´ equation, we are interested
in by those terms of
−G˜EFN rE(N
T
F · AT +N
m
F · Bm)− G˜
rm · Bm
that depend on ωA and ωp. Here we proceed in the same way as in the case
of the first horizontal equation. As a result, we arrive at
(N rEΠ
E
R˜
+Πr
R˜
) HΓ˜R˜
B˜M˜
ωB˜ωM˜ ≡ N r
R˜
HΓ˜R˜
B˜M˜
ωB˜ωM˜ . (32)
(Note that N rp = δ
r
p.)
Now we will consider the terms of the first horizontal Lagrange-Poincare´
equations, which depend on ωµ. We begin by studying such terms in NTFAT .
In AT , they are represented by the following expression:
HT (Lˆ)(ω
µ) +
( ∂Lˆ
∂ωǫ
)
(CǫCTω
C + CǫpTω
p) =
1
2
[
NDT
∂d˜µν
∂Q∗D
+NpT
∂d˜µν
∂f˜ p
−NDT A˜
α
DLα(d˜µν)−N
p
T A˜
β
p Lβ(d˜µν)
]
ωµων
+d˜µǫ ω
µ(CǫCTω
C + CǫpTω
p),
in which by HT (Lˆ)(ω
µ) we denote the ωµ-dependent part of HT (Lˆ). Multi-
plying this expression by NTF and discarding the corresponding terms due to
NTFN
p
T = 0, we get
1
2
NDF
[ ∂d˜µν
∂Q∗D
− A˜ αDLα(d˜µν)
]
ωµων + d˜µǫ ω
µ(CǫCTω
C + CǫpTω
p)NTF =
1
2
[
NDF D˜Dd˜µν
]
ωµων +NTF d˜µǫ ω
µ(CǫCTω
C + CǫpTω
p),
where the covariant derivative is defined as
NDF (D˜Dd˜µν) = N
D
F
[ ∂
∂Q∗D
d˜µν − c
σ
αµA˜
α
D d˜σν − c
σ
ανA˜
α
D d˜σµ
]
,
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d˜µν = ρ
µ′
µ (a)ρ
ν′
ν (a)dµ′ν′(Q
∗, f˜) and A˜ αD = ρ¯
α
µ(a)A
µ
D(Q
∗, f˜).
Recalling that
C
ǫ
pT = −N
R
T F˜
ǫ
pR −N
m
T F˜
ǫ
pm,
C
ǫ
CT = −N
R
CN
Q
T F˜
ǫ
RQ − (N
R
CN
p
T −N
R
T N
p
C)F˜
ǫ
Rp +N
m
C N
p
T F˜
ǫ
pm,
and using the following equalities: NRCω
C = ωR, NpCω
C = −KpµΛ
µ
Cω
C = 0, it
is not difficult to show that the expression for ωµ-terms in NTFAT is given by
−NTF d˜µǫ ω
µ(F˜ ǫQTω
Q + F˜ ǫpTω
p) +
1
2
(NTF D˜T d˜µν)ω
µων ≡
−NTF d˜µǫF˜
ǫ
Q˜T
ωQ˜ωµ +
1
2
(NTF D˜T d˜µν)ω
µων.
In Bm, ω
µ-terms are represented by the following expression:
Hm(Lˆ)(ω
µ) +
( ∂Lˆ
∂ωǫ
)
(CǫEmω
E + Cǫpmω
p) =
1
2
D˜m(d˜µν)ω
µων + d˜µǫ ω
µ(CǫEmω
E + Cǫpmω
p),
in which the covariant derivative is defined as
D˜m(d˜µν) = ∂d˜µν/∂f˜
m − cσβµA˜
β
m d˜σν − c
σ
βνA˜
β
m d˜σµ.
Therefore in NmF Bm, they are given by
1
2
NmF D˜m(d˜µν)ω
µων −NmF d˜µǫ ω
µ(F˜ ǫRmω
R + F˜ ǫpmω
p) ≡
NmF
(1
2
D˜m(d˜µν)ω
µων − d˜µǫF˜
ǫ
Q˜m
ωQ˜ωµ
)
.
Hence ωµ-terms of NTFAT +N
m
F Bm are as follows:
−N R˜F d˜µǫF˜
ǫ
Q˜R˜
ωQ˜ωµ +
1
2
N R˜F (D˜R˜d˜µν)ω
µων . (33)
The obtained expressions (31), (32) and (33), when used them in the
equations (27) and (28), lead to new coordinate representations of the hori-
zontal Lagrange-Poincare´ equations:
NAB
dωB
dt
+NAR
HΓ˜R
B˜M˜
ωB˜ωM˜ +
GEFNAEN
R˜
F
[
d˜µǫF˜
ǫ
Q˜R˜
ωQ˜ωµ −
1
2
(D˜R˜d˜µν)ω
µων + V,R˜
]
= 0
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and
N rB
dωB
dt
+
dωr
dt
+N r
R˜
HΓ˜R˜
A˜B˜
ωA˜ωB˜ +GEFN rFN
R˜
E
[
d˜µǫF˜
ǫ
Q˜R˜
ωQ˜ωµ −
1
2
(D˜R˜d˜µν)ω
µων + V,R˜
]
+Grm
[
d˜µǫF˜
ǫ
Q˜m
ωQ˜ωµ −
1
2
(D˜md˜µν)ω
µων + V,m
]
= 0.
We note that because of the invariance of the potential V (Q∗, f˜) under the
action of the group G, in these equations, we have, in fact, N R˜F V,R˜ = V,F .
Our final transformation of these equations is the replacement of the
variable ωµ by the new variable pα = dαµ′ρ
µ′
µ ω
µ. As a result, we obtain
NAB
dωB
dt
+NAR
HΓ˜R
B˜M˜
ωB˜ωM˜ +
GEFNAEN
R˜
F
[
F
α
Q˜R˜
ωQ˜pα +
1
2
(DR˜d
κσ)pκpσ + V,R˜
]
= 0, (34)
N rB
dωB
dt
+
dωr
dt
+N r
R˜
HΓ˜R˜
A˜B˜
ωA˜ωB˜ +GEFN rFN
R˜
E
[
F
α
Q˜R˜
ωQ˜pα +
1
2
(DR˜d
κσ)pκpσ + V,R˜
]
+Grm
[
F
α
Q˜m
ωQ˜pα +
1
2
(Dmd
κσ)pκpσ + V,m
]
= 0.(35)
Now consider the third Lagrange-Poincare´ equation. For the Lagrangian
(22), this vertical Lagrange-Poincare´ equation (26) is as follows:
−
d
dt
(d˜µαω
µ) + d˜µǫω
µcǫναω
ν +
1
2
Lα(d˜µν)ω
µων = 0.
Since
1
2
Lα(d˜µν) =
1
2
Lα(ρ
µ′
µ ρ
ν′
ν )dµ′ν′ =
1
2
(cγαµρ
µ′
γ ρ
ν′
ν + c
γ
ανρ
ν′
γ ρ
µ′
µ )dµ′ν′ ,
we have
1
2
Lα(d˜µν) =
1
2
(cγαµd˜γν + c
γ
αν d˜γµ).
This means that the second and third terms of the Lagrange-Poincare´ equa-
tion cancel each other out, and we get
−
d
dt
(d˜µαω
µ) = 0.
The resulting equation, resembling the conservation law of the ”color charge”,
can be rewritten in terms of the dual variable pα, which we introduced above.
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Replacing ωµ by pα = dαµ′ρ
µ′
ν ω
ν, we obtain
d
dt
(ρναpν) ≡ ρ
ν
α
d
dt
pν +
∂ρνα
∂aµ
daµ
dt
pν = 0.
But since
daβ
dt
= vβα(ω
α − ωEA˜ αE − ω
p
A˜
α
p ) with A˜
α
E˜
= ρ¯ασA
σ
E˜
,
and Lαρ
γ
β = c
µ
αβρ
γ
µ, after using this substitution it can be shown that the
vertical Lagrange-Poincare´ equation is as follows:
dpβ
dt
+ cνµβd
µσpσpν − c
ν
σβA
σ
E˜
ωE˜pν = 0. (36)
Thus, this equation, together with the equations (34) and (35), are the local
Lagrange-Poincare´ equations written in terms of the local coordinates.
6 The equations for relative equilibrium
Having derived the local Lagrange-Poincare´ equations, we will make a brief
remark about the equation for relative equilibria.
We recall that for mechanical systems with symmetry, the relative equi-
librium is a special movement of the original system, which in the case of
a projection onto the reduced manifold becomes the equilibrium of the re-
duced mechanical system. From the theory of dynamical systems with the
symmetry [13] it is known that in a relative equilibrium the system performs
the stationary motion. In addition, in this motion the shape of the system
does not change. So to get the equations for finding the relative equilibria,
we need to put ωA˜ = 0 (ωA = 0, ωp = 0) in the Lagrange-Poincare´ equations.
The horizontal equations (34) and (35) become as follows:
GEFNAEN
R˜
F
[1
2
(DR˜d
κσ)pκpσ + V,R˜
]
= 0
and
GEFN rFN
R˜
E
[1
2
(DR˜d
κσ)pκpσ + V,R˜
]
+Grm
[1
2
(Dmd
κσ)pκpσ + V,m
]
= 0.
They can be rewritten as{
GEFNAEN
R
F · (1)R +G
EFNAEN
m
F · (2)m = 0
GEFN rFN
R
E · (1)R + (G
rm +GEFN rFN
m
E ) · (2)m = 0,
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where
(1)R =
1
2
(DRd
κσ)pκpσ + V,R
and
(2)m =
1
2
(Dmd
κσ)pκpσ + V,m.
In the matrix form this system of equations looks like(
GEFNAEN
R
F G
EFNAEN
m
F
GEFN rFN
R
E G
rm +GEFN rFN
m
E
)(
(1)R
(2)m
)
= 0.
Multiplying it from the left by the matrix(
GHBA G
H
Br
GHpA G
H
pr
)
,
we obtain (
NRB N
m
B
0 δmp
)(
(1)R
(2)m
)
= 0.
That is, we have {
NRB · (1)R +N
m
B · (2)m = 0
δmp · (2)m = 0.
But this means that {
NRB · (1)R = 0
(2)m = 0.
In other words, {
NRB
(1
2
(DRd
κσ)pκpσ + V,R
)
= 0
1
2
(Dmd
κσ)pκpσ + V,m = 0.
(37)
It should be noted that although these resulting equations look as if they are
independent, but really it is not so. They are interrelated, since the matrix
dµσ is inverse to the matrix representing the sum of two orbital metrics γµν
and γ′µν .
For solvability of the equations (37) it is required (in the standard ap-
proach) that pα = const. Taking this condition into account, the vertical
Lagrange-Poincare equation (36) is transformed into
cνµβd
µσpσpν = 0. (38)
Thus, (37) and (38) are the equations for determining the relative equilibria
of the mechanical system under consideration.
Note that (38) can be solved using the eigenvectors of the matrix dµσ [14].
Namely, pα is assumed to be proportional to the eigenvector of this matrix.
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