ABSTRACT Real datasets are often distributed nonlinearly. Although many least squares support vector machine (LS-SVM) methods have successfully modeled this kind of data using a divide-and-conquer strategy, they are often ineffective when nonlinear data are subject to noise due to a lack of robustness within each sub-model. In this paper, a robust clustered LS-SVM is proposed to model this type of data. First, the clustering method is used to divide the sample data into several sub-datasets. A local robust LS-SVM model is then developed to capture the local dynamics of the corresponding sub-dataset and to be robust to noise. Subsequently, a global regularization is constructed to intelligently coordinate all local models. These new features ensure that the global model is smooth and continuous and has a good generalization and robustness. Through the use of both artificial and real cases, the effectiveness of the proposed robust clustered LS-SVM is demonstrated.
I. INTRODUCTION
Many systems cannot be characterized according to specific models, but can be characterized by a model through data analysis [1] - [4] . These systems are often strongly nonlinear and work in a large operating region, which leads to nonlinear distribution of their data in clusters due to limited clusters divided. In particular, the systems are often hybrid, composed by many nonlinear dynamic sub-processes or sub-systems that have different physical rules. This means that the data of these systems or processes incorporate many nonlinear dynamic behaviors and these nonlinear dynamic behaviors are often nonlinear in different clusters. In this way, these data are often distributed nonlinearly and contaminated by noise from different sources including sampling errors, modeling errors, measurement errors, and operational errors. For example, in the semiconductor packaging industry, the curing process requires multiple thermal zones for different temperature settings and heat transfer is very complex, including conduction, convection, and radiation. As a practical system, noise from heat loss due to the opening and closing of the oven door, etc., is inevitable [5] , [6] . Modeling this kind of system has been a challenge in the machine learning community.
Many data-driven methods have been developed to model such systems in recent years. A well-known modeling method is the support vector machine (SVM) [7] , which is a maximal margin classifier derived under the framework of structural risk minimization (SRM). In order to improve the modeling performance of the standard SVM, many methods are developed for various applications, including the v-SVM [8] , [9] , the linear programming SVM [10] , the least squares SVM (LS-SVM) [11] , the twin SVM [12] , the fisher-regularized SVM [13] , and the fuzzy SVM [14] . Among these, the LS-SVM is a particularly popular data-driven tool, with great success in applications due to its simple learning algorithm and low computation cost [15] - [17] . It takes into account both structural risk and empirical risk and is more computationally attractive as a method for solving a set of linear equations.
The standard LS-SVM method can effectively model a nonlinear system [18] . However, it may not be applicable to strongly nonlinear systems working in a large operating region. To address this issue, a ''divide-and-conquer'' method [19] - [21] is often adopted. One common strategy is to employ a series of different kernels to represent local information during classification [22] - [26] . As multiple kernels are selected, the simplest way to combine them is by averaging. However, in real-world applications, it may be inappropriate to assign the participant kernels with the same weight [27] . An alternative approach is the clustered SVM method [28] , [29] , which first divides the data into subsets using the clustering method. The sequences of local LS-SVM models are applied to capture local information, and then a final estimation is obtained by combining the outputs of all the sub-models. Although these ''divide-and-conquer'' methods can model nonlinearly distributed data, they typically neglect the relationships between local models which are prone to local minima. The clustered SVM model with global weighting [30] , [31] is the exception. In each cluster, a linear support vector machine model is trained to avoid over-fitting of each local model, a global regularization is added to coordinate the sub models. However, less attention is paid at the robustness of each sub-model, thus the overall model is sensitive to noise. An effective LS-SVM method is still needed for better modeling of nonlinear data.
Recently there has been focus on improving the robustness of the LS-SVM method [32] - [50] . One approach is to directly eliminate the samples that are likely outliers [42] . First, a threshold would be set through the training error of all the samples. Then, constraints in the regression problem may guarantee the outliers are eliminated during the training procedure. For example, a simplification SVM algorithm was presented to reduce the number of support vectors [35] , [51] , and a hybrid robust SVM for removing outliers in training data was proposed [32] . However, it is difficult to determine such a threshold unless there is sufficient prior knowledge of the training samples. Another approach using probabilistic SVM methods isolated the noise characteristics of the underlying training data and included them in the model [33] , [34] , [36] , [45] . Instead of estimating the specific model output, the probabilistic SVM methods aim at developing a confidence interval of the model output. For example, a Dempster-Shafer theory-based LS-SVM method was presented to improve the robustness of modeling [24] , [45] and the confidence intervals of the LS-SVM for regression were derived [33] . Another common approach is the fuzzy SVM method [14] , [24] , [37] - [41] , [43] , [44] , which assigns different weights to different samples. If a sample is judged as noise, it is given a small weight. In this way, the impact of noise can be reduced effectively and the robustness of the model can be improved. For example, a kernel fuzzy c-means clustering-based fuzzy SVM algorithm was developed to deal with the classification problems with outliers or noises [46] , and a heuristic strategy for automatically generating fuzzy memberships of training data was also presented [37] . Although these methods can improve the robustness of the LS-SVM, they have not yet been used to analyze data with a nonlinear distribution.
In this paper, the innovation of this paper lies in a robust clustered LS-SVM method is proposed to model data with a nonlinear distribution subject to noise. Unlike existing LS-SVM methods, the proposed method considers both the nonlinear distribution of the data and the influence of noise, as well as the robustness of each sub-model, and provides a global coordination for all sub-models using global regularization. First, the clustering method [52] , [58] , [59] is used to divide the sample data into several sub-datasets. A local robust LS-SVM captures the local dynamics of the sub-dataset and accommodates for noise. A global regularization is then constructed to coordinate all local models, ensuring that the global model integrates all local sub-models in a way that is smooth, continuous, and robust. Finally, in order to prove the robustness of the proposed method, we use the nonzero mean Gaussian noise and uniform noise to verify the experimental results. The robustness of this method is that the model can be well predicted when the model is subjected to the noise or the outlier. This method can effectively model nonlinear data subject to noise.
II. TRADITIONAL LS-SVM
Interpreting data from practical experiments are often difficult because of both the inherent process complexity and the noise in data recording. Here, the curing process for chip manufacture [6] is used as an example to demonstrate common modeling problems. As shown in Figure 1 , two heaters are embedded in the heating block and heated by the same power supply, which in turn heats the integrated circuit (IC) placed on the lead frame (LF). The working plate moves up and down to modify the thermal conditions at the IC. There is also a system at the bottom of the oven to rapidly cool the unit. The oven is filled with nitrogen to prevent oxidation. The heat transfer during the curing process is very complex since it includes conduction, convection, and radiation. In addition, some of the boundary conditions are unknown and noise is inevitable from heat loss through events such as opening and closing the oven door. This kind of system can be described as follows:
where x and y are the input and output of the system, respectively, f is an unknown nonlinear function, and ε may be either random Gaussian or non-Gaussian noise. This unknown system is often represented by the following LS-SVM model:
where φ is an unknown projection function that maps the inputs to a higher dimensional feature space, and ω and b are the weight vector and bias, respectively.
This model can be derived by solving the following optimization problem from the given training set {x l ,
where e is the modeling error and γ is the regularization parameter used to control the trade-off between the approximation accuracy and the model complexity. In order to solve Eq. (3), the following Lagrangian function is constructed:
where α l is the Lagrange multipliers. The conditions for optimization are given by:
By solving Eq. (5), α l and b can be obtained. As a result, the LS-SVM model becomes:
Although the standard LS-SVM method presented here has been successfully applied, it is less robust to noise and outlier since it assumes that all data have the same importance. Moreover, it does not consider the possible nonlinear distribution of data. Thus, the development of an effective LS-SVM for nonlinear data with noise is needed.
III. ROBUST CLUSTERED LS-SVM METHOD
Here a robust clustered modeling methodology, as indicated in Figure 2 , is proposed for modeling data with a nonlinear distribution that is also subject to noise [60] . The data are first divided into many clusters. The sub-models are then trained to capture the main feature of each cluster and are robust to noise by assigning samples with different weights using data distribution information. The continuity and smoothness of the global model are also ensured by coordinating these submodels. This new method improves the traditional clustered LS-SVM methods, which pay no attention to the robustness of the local models. As a result, a more robust model with better global performance can be developed, even for data with a nonlinear distribution and subject to noise. Based on the robust clustered modeling methodology, a robust clustered LS-SVM method ( Figure 3 ) is proposed for modeling of nonlinear data with noise. This method integrates the advantages of clustering, local robust LS-SVM modeling, and global regularization. It improves the model robustness within each cluster and guarantees continuity and smoothness of the global model between clusters. First, the clustering method divides the sample data. Local robust LS-SVM modeling is then developed to capture the local dynamics of each cluster. Model robustness is also improved by using data distribution information. Finally, a global regularization is constructed to ensure that the integration of all local models is smooth and continuous and accurately represents the data. The details of this proposed robust clustered LS-SVM method are discussed in the following sections. A. DATA CLUSTERING In many applications, many systems are often strongly nonlinear and work in a large operating region. In particular, the systems are often hybrid, composed by many nonlinear dynamic sub-processes or sub-systems that have different physical rules in different operating region. For example, the dynamic response during the forging process varies over time as the pistons of the driving cylinders move with or VOLUME 6, 2018 without the deformation load of the forging. Even when moving with the deformation load, the dynamic behavior of the hydraulic press machine (HPM) depends on the position and velocity of the work plate. In addition, each working region has nonlinear dynamics due to nonlinear deformation load, nonlinear hydraulic driving force, and other factors. In this sense, many processes have different models as working at different positions and velocities. Thus, models in this kind of processes may be differentiated according to positions or velocities. This means that the k-means might be able to separate a dataset mixed by several nonlinear models as taking position or velocity into account.
Given a dataset, the dataset is divided into k (k < N ) groups, S = {S 1 , S 2 , . . . , S k }. Here, the widely used k-means Clustering algorithm [52] is employed. And the cluster number k is decided according to the prior system knowledge or experts' knowledge from the actual industrial processes. It obtains the clusters by minimizing the following objective function:
In Eq. (7), when a data point z l is assigned to the ith category, r il is 1, otherwise r il is 0; µ i represents the center of the ith category, and z l − µ i 2 represents the distance between the data point z l and the cluster center µ i .
The following iterative approach is generally used to solve this optimization problem:
Step 1: In the initial dataset, k data points are randomly selected to represent the initial group centers, namely, {µ 1 , µ 2 , . . . , µ k }.
Step 2: Remaining data points are assigned to the group with the shortest distance from the group center.
Step 3: After all the data points are assigned, new centers of the k groups are calculated.
Step 4:
Step 2 and Step 3 are repeated until the centers do not move. In this way, a dataset can be divided into k sub-clusters and each sub-cluster includes part of the dataset.
B. LOCAL LS-SVM MODEL
Since the data of many strongly nonlinear systems or processes are nonlinearly distributed in clusters due to limited clusters divided, a nonlinear LS-SVM is used to represent the feature of each sub-cluster. For the ith (i = 1, 2, . . . , k) subcluster, the following LS-SVM model is employed:
where x i and y i are the input and output of the ith local subcluster, ω i and b i are the local weight vector and local bias term, respectively, and the nonlinear function ϕ i maps the input space to a higher dimensional feature space.
In this way, the features of each cluster can be represented accurately by a LS-SVM model.
C. ROBUST GLOBAL LS-SVM MODEL
A robust global LS-SVM modeling method is then proposed, which considers the robustness of the local LS-SVM model at each cluster along with the global modeling performance for all clusters. Given the training dataset {x ij , y ij } i=1,...,k;j=1,. ..,n , where x ij and y ij are the jth input and output in the ith cluster, respectively, the optimization problem becomes:
where ω denotes the global weight vector that connects all the local models from all clusters, e ij is the modeling error, θ ij is the error weight, and δ, λ, and γ are the regularization parameters. Here, the error weight θ ij is defined as follows:
where d ij is the Euclidean distance between the data point and its cluster center, and σ is the width of a Gaussian function. For a data point with a very short Euclidean distance to the cluster center, the error weight θ ij is close to 1. As the point moves further from the cluster center, the error weight θ ij moves toward 0. When the data point is placed on the cluster center, its error weight θ ij is equal to 1.
In Eq. (9), the global weight vector ω establishes a bridge among local models of different clusters, thereby different local models can affect with each other, and the continuity and smoothness between the local models can be achieved by coordinating these sub-models using the global weight vector ω. In this way, the connection between local and global modeling is constructed. Moreover, the robustness is achieved by assigning samples with different weights using data distribution information. As a result, a more robust model can be developed with better global performance, even for data with a nonlinear distribution and subject to noise. Specifically, this new objective function has the following features:
2 is the local regularization term, which avoids over-fitting of the local LS-SVM models.
is the global regularization term, where the weight vector of each local LS-SVM model aligns with the global weight vector. This global weight vector is used to coordinate all local LS-SVM models in order to achieve a better global modeling performance. Through this process, the interaction, continuity, and smoothness between the clusters can be considered together. The global weight vector may improve the global generalization of the model.
θ ij e 2 ij is the global error term that is used to improve the regression accuracy and robustness. In this term, the modeling error of each training point aligns with a corresponding error weight. It is well-known that noise samples found in training data are typically separated from the main data. This feature is often seen in data distributions where noisy samples are farther away from the center of each cluster. Samples that are close to the cluster center should be less contaminated by noise and are considered important. Data points that are far from the cluster center are considered noise. The error weight is thus derived from the data distribution that is constructed using the Euclidean distance between each sample and its cluster center. The further the distance is, the smaller the error weight is and the less importance the sample is assigned, otherwise the error weight is larger and the sample is considered more important. Therefore, the error weight inherently contains noise information, which can improve the robustness of the model. This new objective function improves modeling robustness by giving smaller error weights to noise data. Then, through the combination of local models, the global model may be more robust due to the local robust models. Moreover, the connection of global weight vector to local models could improve the continuity and smoothness of global model. Thus, the proposed method has a better global modeling performance and is robust to noise.
In this proposed method, the local models are not trained only using data of the local cluster; they are achieved using all the data by solving Eq. (9) . The details of the solving process of Eq.(9) are presented below.
Let v i = ω i − ω, then the objective function Eq. (9) may be rewritten as:
, Eq. (11) can be further expressed as follows:
whereφ represents a new mapping function used to guaranteẽ ω Tφ (x ij ) = ω T i ϕ i (x ij ). Eq.(12) has the same form as that of the original LS-SVM and, thus, it has the same solving process as that of the original LS-SVM. To solve the optimization problem with constraints, a Lagrangian function is constructed:
Here, a ij is the Lagrange multipliers. The conditions for optimization are given by:
From Eq. (14), we have:
Then, a kernel function K is defined as:
The kernel function K is positive and needs to satisfy the Mercer condition. The typical options include linear kernel, radial basis function (RBF) kernel, polynomial kernel, and multilayer perceptron. Here, the RBF kernel functions will be employed, since it has well ability to approximate nonlinear behavior and is easy to be trained due to fewer parameters required to optimization.
Finally, the Lagrange multipliers a ij and bias term b i can be easily solved from Eq. (15) . The resulting LS-SVM model is as follows:ŷ
According to [53] , the computational complexity of an m-byn-order matrix is about m · n. The computational complexity of multiplying an m 1 -by-n-order matrix and an n-by-m 2 -order matrix is about m 1 · m 2 · (n − 1). Following this, the computational complexity of the generalized inverse of an m-by-norder matrix would be 4n 3 + 4m 2 n + 4mn 2 − 4n 2 − m 2 − mn, VOLUME 6, 2018 which is equal to 12n 3 − 6n 2 (ifm = n). Given a dataset {x i , y i } n i=1 , x i ∈ R m , the computational complexity of a polynomial kernel function on this dataset is approximately n 2 (m − 1) + 2n 2 (n − 1) + n 2 .
Thus, for a dataset {x i , y i } n i=1 , x i ∈ R m and y i ∈ R d , the computational complexity of the traditional LS-SVM method may be calculated:
In comparison, the computational complexity of the robust clustered LS-SVM method applied to the same dataset divided into k clusters is estimated as follows:
Analyzing Eqs. (18) and (19) shows the computational complexities of the traditional LS-SVM and the robust clustered LS-SVM can be approximated to O(14n 3 + nkt). Since both k and t are much smaller than n, and k is always greater than 1, the computational complexity of the proposed method is smaller than the traditional LS-SVM. Also, the larger the sample number n, the smaller the computational complexity of the proposed method as compared to the traditional LS-SVM.
) and O((12 +

E. SUMMARY
The proposed method includes the following key steps:
Step 1: Collect the training data;
Step 2: Cluster the samples and derive the error weights;
Step 3: Construct local models for all clusters;
Step 4: Solve the optimization problem (9) and Eq. (15) to obtain the Lagrange multipliers a ij and bias term b i , upon which the robust LS-SVM model is derived as Eq. (17).
IV. CASE STUDIES
In this section, the modeling performance of the proposed robust clustered LS-SVM is evaluated and compared with those of the traditional LS-SVM [11] , the fuzzy LS-SVM [14] , the clustered LS-SVM [28] , the local linear method [30] , and the weighted LS-SVM [33] by using one mathematical case and three real cases. The kernel function parameters and the regularization parameters δ, λ, and γ are determined according to the cross-validation algorithm [57] . The root mean square error (RMSE) is defined as: (20) where N denotes the number of data samples, and y l andŷ l are the actual output and model output, respectively.
A. EXAMPLE 1
Data are generated from the following function:
where ε is the Gaussian noise with variance Var(ε) = 0.1, and x 1 and x 2 are randomly taken within the interval [0 5]. The concrete steps of the proposed method are described as follows. First, 90 samples were generated from the above function. 60 samples were randomly selected as the training samples and the remaining samples were used as test samples. According to the Majority-rule consensus method [54] , a method for choosing the size of the subsets, the training samples were divided into three clusters and based on the within-class distance, the error weight θ was determined.
Three sub-models were constructed based on these clusters and the global model was built by solving the optimization problem (11) based on these sub-models. From that, the model was achieved as Eq. (17). Finally, the remaining 30 samples were used to verify the ability to generalize the built model. From Figure 4 , it is clear that the model output approximates the test data well. Thus, the robust clustered LS-SVM method can be used to quantify this system. The proposed method was also compared with the other five approaches. The comparison of results is shown in Figure 5 , where absolute errors on the 30 test samples are shown, except that of the local linear method because its mean is larger than 70. The RMSEs of the different methods are listed in Table 1 . From these results, it can be seen that the proposed method is more general and robust than the other methods investigated.
Moreover, 50 repetitive experiments were conducted, and the RMSE and its statistic information were estimated. These results are shown in Table 1 . Also, the comparison of complexity is analyzed by the training time of model, where the analysis of the complexity includes clustering analysis. The complexity of the six approaches was compared and is shown in Table 1 , where the mean of the training time was calculated. Table 1 also shows that the proposed method reduces the complexity as compared to the traditional LS-SVM, the weighted LS-SVM and the fuzzy LS-SVM methods. Although the local linear method has the shortest training time, it has an inferior modeling accuracy because it does not consider the relationship between local models. Taking into consideration both modeling accuracy and complexity, the proposed robust clustered LS-SVM method is more effective than the other methods examined.
Finally, to examine the model response to different levels of noise, we selected Var(ε) from the range [0.2, 0.3, 0.4, 0.5, 0.6]. For each Var(ε), 30 test samples were taken, and the RMSEs and their statistic information from different modeling methods were calculated (Table 2 ). In each case, the proposed method showed smaller RMSE and statistical values than the other five approaches in comparison. Thus, even when the sample is subject to noise, the proposed robust clustered LS-SVM is more general and robust than the other models examined.
B. EXAMPLE 2
This dataset from the UCI Machine Learning Repository [55] , [56] was collected from a Combined Cycle Power Plant while the plant was working under a full load. It contains the hourly average ambient variables Temperature (T), Ambient Pressure (AP), Relative Humidity (RH), VOLUME 6, 2018 and Exhaust Vacuum (EV), which are used to predict the net hourly electrical energy output (EP) of the plant.
In this test, 5400 observations were selected randomly from the dataset. Noise randomly taken from [0 10] was mixed into 5400 observations. Of these, 3600 observations were used as training samples to construct the model, and the remaining observations were used as test data to verify the model. In order to improve the quality of Figure 6 , only 120 randomly selected modeling results are displayed. Figure 6 shows that the proposed model captures the experimental system well. Finally, the comparison of the complexities of the six approaches is shown in Table 3 . For each model, 50 experiments were conducted and the mean of the training time, RMSEs and their mean and variance were calculated. As shown, the proposed method reduces the complexity compared to the traditional LS-SVM, the weighted LS-SVM and the fuzzy LS-SVM methods. Although the local linear method has the shortest training time, it is not accurate because it does not consider the relationship between local models. A comprehensive assessment of both modeling accuracy and complexity shows that the proposed method is faster and more efficient than the other five methods.
C. EXAMPLE 3
The robust clustered LS-SVM model was examined using a physical experiment regarding the thermal curing of chips in a snap oven [5] [6] . The snap oven, as shown in Figure 7 , uses four heaters to heat the chips. A thermocouple is used to measure the temperature. As previously described, the curing thermal process is complex. In this experiment, 2800 temperature data points were collected with a sampling interval t=10s, and four random input signals were used to drive the heaters. Noise randomly taken from [0 10] was mixed into real temperature data. For example, the input signal of one of the heaters is shown in Figure 8 . 1867 data points were used for training and the remaining 933 points data were used for testing and validation. In order to improve the quality of Figure 9 , only 100 randomly selected data points are displayed. As shown, the proposed modeling method follows both the training and test samples closely. Thus, the proposed method successfully models the curing thermal process. Lastly, the proposed method was compared to the other five approaches to model the snap oven. The comparison of results is shown in Table 4 , where the test error of the proposed method is smaller than those of the other five methods in comparison. The complexity of each of the six approaches was calculated as the mean training time over 50 repetitive experiments. As shown in Table 4 , the proposed method reduces the complexity as compared to the traditional LS-SVM, the weighted LS-SVM and the fuzzy LS-SVM methods. Again, the local linear method has the shortest training time; however, it is less accurate than the robust clustered LS-SVM method. The proposed method improves the accuracy of the other five methods without increasing complexity.
D. EXAMPLE 4
The practical hydraulic actuator, as shown in Figure 10 , was used to validate the proposed method. The hydraulic actuator consists of two cylinders: a driving cylinder and a load cylinder. The load cylinder simulates nonlinear deformation force from an arbitrary work piece by adjusting the pressure within the cylinder. The flow in the cylinders and the velocity response of the piston are regarded as input and output, respectively. Pressure data were collected using the pressure sensors installed at the inlet of the cylinders. The displacement sensor was installed at the transverse column. In this experiment, noise randomly taken from [0 0.5] was mixed into the real output data, and the first 809 data points were used to train the model, while the remaining 404 data points were used to examine the model generalization. The flows of the two cylinders are described in Figure 11 . Training and testing results are shown in Figure 12 .
It is clear that the proposed approach successfully approximates the output of the practical system. The robust clustered LS-SVM method was compared with the other five approaches using the same dataset. The comparison of the results shown in Table 5 indicates that the error of the proposed method is much smaller than those of the other five methods. Thus, the robust clustered LS-SVM method is more general and robust.
Finally, the complexity of each of the six approaches was calculated as the mean training time over 50 repetitive experiments. As shown in Table 5 , the proposed method reduces the complexity as compared to the traditional LS-SVM, the weighted LS-SVM and the fuzzy LS-SVM methods. Although the local linear method has the shortest training time, it has a lower accuracy than the robust clustered VOLUME 6, 2018 LS-SVM method. Thus, the proposed method improves the accuracy of the other five methods without increasing complexity.
V. CONCLUSION
A novel robust clustered LS-SVM method is proposed for modeling nonlinearly distributed data with noise. Unlike the traditional clustered LS-SVM method which is sensitive to noise, the proposed method is robust and considers both local and global generalizations. The proposed solution generates a robust model of each cluster while maintaining a smooth and continuous global model, thus it generates an accurate, robust, and global generalization. Through the use of both simulated and real datasets, the proposed LS-SVM method demonstrated superior performance in comparison to the original LS-SVM, the fuzzy LS-SVM, the clustered LS-SVM, the local linear modeling, and the weighted LS-SVM methods. 
