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ROSENTHAL’S SPACE REVISITED
SERGEY V. ASTASHKIN AND GUILLERMO P. CURBERA
Abstract. Let E be a rearrangement invariant (r.i.) function space on [0, 1],
and let ZE consist of all measurable functions f on (0,∞) such that f∗χ[0,1] ∈ E
and f∗χ[1,∞) ∈ L2. We reveal close connections between properties of the gen-
eralized Rosenthal’s space, corresponding to the space ZE , and the behaviour
of independent symmetrically distributed random variables in E. The results
obtained are applied to consider the problem of the existence of isomorphisms
between r.i. spaces on [0, 1] and (0,∞). Exploiting particular properties of
disjoint sequences, we identify a rather wide new class of r.i. spaces on [0, 1]
“close” to L∞, which fail to be isomorphic to r.i. spaces on (0,∞). In par-
ticular, this property is shared by the Lorentz spaces Λ2(log
−α(e/u)), with
0 < α ≤ 1.
1. Introduction
Let p > 2. Given any sequence w = (wn)
∞
n=1 of positive scalars such that
(1)
∞∑
n=1
w2p/(p−2)n =∞ and lim
n→∞
wn = 0,
we define Xp,w to be the space of all sequences (an)
∞
n=1 of scalars satisfying
∞∑
n=1
|an|p <∞ and
∞∑
n=1
|an|2w2n <∞,
under the norm
‖(an)∞n=1‖ := max
{‖(an)∞n=1‖p, ‖(anwn)∞n=1‖2},
where ‖(an)∞n=1|‖r =
(∑∞
n=1 |an|r
)1/r
, 1 ≤ r <∞. Note that, up to isomorphism,
the definition of the space Xp,w does not depend on the sequence w, i.e., Xp,w ≈
Xp,w′, as long as both w and w
′ satisfy (1); [26, Theorem 13]. Hence, we can
denote the space Xp,w simply by Xp.
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The space Xp, introduced by Rosenthal in 1970 (see [26]), turned out to be very
useful when studying the geometric structure of Lp-spaces. Specifically, Xp is
isomorphic to the complemented subspace of Lp spanned by a certain sequence of
independent 3-valued symmetrically distributed random variables (r.v.’s) [26, p.
282–283]. Moreover, for each p > 2 and an arbitrary sequence {fn}∞n=1 ⊆ Lp[0, 1]
of mean zero independent r.v.’s, the mapping T : Xp → Lp, defined by
T (an) :=
∞∑
n=1
anfn,
is an isomorphic embedding; [26, Theorem 3 and p. 280].
Later on, Johnson, Maurey, Schechtman, and Tzafriri introduced, in the mem-
oir [16] (see p. 218), the following generalized space of Rosenthal type. Let Y
be an arbitrary rearrangement invariant (r.i.) space on (0,∞). Suppose that
{An}∞n=1 is a sequence of disjoint measurable subsets of (0,∞) of positive mea-
sure such that
(2) m(An) ≤ 1, m(An)→ 0 (n→∞),
∞∑
n=1
m(An) =∞
(m is the Lebesgue measure). Then, the space U˜Y is defined as a Banach space
which is isomorphic to the closed linear span of the sequence {χAn}∞n=1 in Y . It
is worth to note that, up to isomorphism, the latter span does not depend on the
particular choice of sequence {An}∞n=1 satisfying conditions (2) [16, Lemma 8.7].
The sequence {‖χAn‖−1Y χAn}∞n=1, clearly is equivalent to an unconditional basis
in U˜Y . Moreover, if the space Y (0, 1) is not equal to L∞(0, 1) up to an equivalent
renorming, U˜Y is isomorphic to a complemented subspace of Y .
To establish a link between the concepts so far introduced, recall a further
important definition from [16] (see also [22, §2f]). Given a r.i. space E on [0, 1],
we define the r.i. space ZE on (0,∞) consisting of all measurable functions f on
(0,∞) such that
(3) ‖f‖ZE := ‖f ∗χ[0,1]‖E + ‖f ∗χ[1,∞)‖L2 <∞,
where f ∗ is the non-increasing left-continuous rearrangement of |f | (observe that
‖ · ‖ZE is a quasinorm, which is equivalent to a norm; [22, Theorem 2.f.1]).
Then, denoting UE := U˜ZE , it can be checked that Rosenthal’s space Xp coin-
cides, up to equivalence of norms, with the space ULp[0,1] (in particular, we choose
wn = m(An)
1/2−1/p, see details in [16, p. 221]).
The main aim of this paper is to reveal close connections between properties
of the space UE and the behaviour of independent r.v.’s in the corresponding r.i.
space E.
Let E be a r.i. space on [0, 1]. According to [17, Theorem 1], if Lq[0, 1] ⊆ E for
some q <∞, then there is a constant C = C(q) > 0 such that for every sequence
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{xn}∞n=1 of independent symmetrically distributed r.v.’s from E we have
(4)
∥∥∥∥ ∞∑
n=1
xn
∥∥∥∥
E
≤ C
∥∥∥∥ ∞∑
n=1
xn
∥∥∥∥
ZE
,
where the sequence {xn}∞n=1 consists of pairwise disjoint functions defined on
(0,∞) such that xn and xn are equimeasurable for each n = 1, 2, . . . (it is worth
to mention that the opposite inequality holds in every r.i. space E). More recently,
in [9] (for a simpler proof see [10, Theorem 25]), the latter result was sharpened;
it was proved that inequality (4) holds in every r.i. space E that has the so-called
Kruglov property (for definitions see the next section). Observe, for instance, that
the exponential Orlicz space ExpLp, generated by an Orlicz function equivalent to
the function eu
p
for large u > 0, has the Kruglov property if and only if 0 < p ≤ 1
(clearly, ExpLp does not contain Lq for any q <∞).
In the first part of the paper we show that inequality (4) is fulfilled for the class
of independent symmetrically distributed r.v.’s in a r.i. space E with the Fatou
property whenever a similar estimate holds for the subspace UE of ZE. More pre-
cisely, if {An}∞n=1 is a sequence of disjoint measurable subsets of (0,∞) satisfying
(2), then inequality (4) is a consequence of the following much weaker condition:
there is a constant C > 0 such that for every set S ⊆ N, with ∑n∈S m(An) ≤ 1,
and all an ∈ R
(5)
∥∥∥∥∑
n∈S
anun
∥∥∥∥
E
≤ C
∥∥∥∥∑
n∈S
anχAn
∥∥∥∥
ZE
,
where un are independent symmetrically distributed functions, equimeasurable
with the characteristic functions χAn (see Theorem 1). Moreover, we prove in
Theorem 2 that estimate (5) combined with a certain geometrical property of the
subspace [un] of a r.i. space E ensures that E ≈ ZE .
Next, we apply the results obtained to consider the problem of the existence
of isomorphisms between r.i. spaces on [0, 1] and (0,∞), which was first posed
by Mityagin in [23]. This and other closely related questions were intensively
studied in the memoir [16] (see also [22]), by using the approach based on a
construction of the stochastic integral with respect to a symmetrized Poisson
process. In particular, it was shown that a r.i. space E is isomorphic to the
space ZE whenever 0 < αE ≤ βE < 1, where αE and βE are the Boyd indices
of E (see [16, Theorem 8.6] or [22, Theorem 2.f.1]). Later on, in [5], this result
was improved: it turned out that non-triviality of the Boyd indices of E can be
replaced with a weaker condition that both spaces E and its Ko¨the dual E ′ have
the Kruglov property.
However, there exist r.i. spaces on [0, 1] which are not isomorphic to r.i. spaces
on (0,∞). Roughly speaking, this property is shared by some r.i. spaces, which
are located “very close” to the extreme r.i. spaces on [0, 1], L1 and L∞. For
instance, this holds for the Orlicz space LFα , 0 < α < 1/2, where Fα(u) is an
Orlicz function equivalent to the function u logα u for large u > 0 [16, p. 235].
Observe that the only r.i. space on (0,∞), which can be isomorphic to LFα is
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the space ZLFα (see [16, Corollary 8.15 and subsequent remarks]). In such a case
the result follows easily from the fact that either the space E itself or its dual
E∗ does not contain sequences equivalent to the unit vector ℓ2-basis, because
both spaces UE and ZE , clearly, contain such sequences. Indeed, if we assume
that LFα ≈ ZLFα , with 0 < α < 1/2, then it would imply by duality that
ExpL1/α ≈ ZExpL1/α (see Lemma 1). But this is a contradiction because the
exponential Orlicz space ExpLr, for r > 2, contains no sequences equivalent to
the unit vector ℓ2-basis (for instance, this is a consequence of Proposition 4 with
its proof combined with the well-known fact that any disjoint sequence in ExpLr
contains a subsequence equivalent to the unit vector c0-basis; see e.g. [27]).
Here, we present more non-trivial examples of r.i. spaces E of such a sort, show-
ing that even the existence of complemented subspaces isomorphic to ℓ2 does not
guarantee that UE is isomorphically embedded into E. Specifically, exploiting
particular properties of disjoint sequences, we identify a rather wide new class
of r.i. spaces on [0, 1] “close” to L∞, which fail to be isomorphic to r.i. spaces
on (0,∞) (see Theorems 3, 4 and 5). Furthermore, in Corollary 2, we provide
examples of Lorentz spaces Λ2(ϕ) containing plenty of complemented subspaces
isomorphic to ℓ2, but without subspaces isomorphic to the corresponding Rosen-
thal’s spaces and not isomorphic to r.i. spaces on (0,∞). In particular, these
properties are shared by the Lorentz spaces Λ2(log
−α(e/u)), with 0 < α ≤ 1 (see
Corollary 3).
In the concluding part of the paper, in Theorem 6, we prove a partial result
related to the problem if the Kruglov property of a r.i. space E is a necessary
condition for the existence of an isomorphic embedding T : UE → E. We consider
the case when T sends the basis functions χAn, n = 1, 2, . . . , of ZE to some
independent symmetrically distributed r.v.’s in E.
2. Preliminaries
2.1. Rearrangement invariant spaces. For a detailed account of basic prop-
erties of rearrangement invariant spaces, we refer to the monographs [11, 20, 22].
Let I = [0, 1] or (0,∞). A Banach lattice E on I is said to be a rearrangement
invariant (in brief, r.i.) (or symmetric) space if from the conditions: functions
x(t) and y(t) are equimeasurable, i.e.,
m{t ∈ I : |x(t)| > τ} = m{t ∈ I : |y(t)| > τ} for all τ > 0
and y ∈ E it follows x ∈ E and ‖x‖E = ‖y‖E (throughout, m denotes the
Lebesgue measure).
In particular, every measurable on I function x(t) is equimeasurable with the
non-increasing, right-continuous rearrangement of |x(t)| given by
x∗(t) := inf{ τ > 0 : m{s ∈ I : |x(s)| > τ} ≤ t }, t > 0.
We note that for any r.i. space E on [0, 1] we have: L∞[0, 1] ⊆ E ⊆ L1[0, 1].
Denote by E0 the closure of L
∞[0, 1] in the r.i. space E on [0, 1] (the separable
part of E). The space E0 is r.i., and it is separable if E 6= L∞. The fundamental
function φE of a symmetric space E is defined by φE(t) := ‖χ[0,t]‖E , t > 0. In what
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follows, χA is the characteristic function of a set A. The function φE is quasi-
concave, that is, it is nonnegative and increases, φX(0) = 0, and the function
φE(t)/t decreases. Without loss of generality, we will assume that ‖χ[0,1]‖E = 1
for every r.i. space E.
It is well known that the dilation operator στx(t) := x(t/τ)χ[0,min(1,τ)](t), 0 ≤
t ≤ 1, is bounded on every r.i. space E on [0, 1] and ‖στ‖E→E ≤ max(1, τ) (see
e.g. [20, Ch.II, §4.3]). The numbers αE and βE given by
αE := lim
τ→0
ln ‖στ‖E
ln τ
, βE := lim
τ→∞
ln ‖στ‖E
ln τ
satisfy the inequalities 0 ≤ αE ≤ βE ≤ 1 and are called the Boyd indices of E.
The Ko¨the dual E ′ of a r.i. space E on I consists of all measurable functions y
such that
‖y‖E′ := sup
{∫
I
|x(t)y(t)| dt : x ∈ E, ‖x‖E ≤ 1
}
<∞.
If E∗ denotes the Banach dual of E, then E ′ ⊂ E∗ and E ′ = E∗ if and only
if E is separable. A r.i. space E on I is said to have the Fatou property if
whenever {xn}∞n=1 ⊆ E and x measurable on [0, 1] satisfy xn → x a.e. on I and
supn=1,2,... ‖xn‖E <∞, it follows that x ∈ E and ‖x‖E ≤ lim infn→∞ ‖xn‖E . It is
well-known that a r.i. space E has the Fatou property if and only if the natural
embedding of E into its Ko¨the bidual E ′′ is a surjective isometry.
An important example of r.i. spaces are the Orlicz spaces. Let Φ be an Orlicz
function, i.e., increasing convex function on [0,∞) such that Φ(0) = 0. Then, the
Orlicz space LΦ := LΦ(I) consists of all measurable on I functions x such that
the Luxemburg–Nakano norm
‖x‖LΦ := inf{λ > 0:
∫
I
Φ(|x(t)|/λ) dt ≤ 1}
is finite (see e.g. [19]). In particular, if Φ(u) = up, 1 ≤ p < ∞, then LΦ = Lp.
If Φ(u) is equivalent for large u > 0 to the function eu
p
, p > 0, we obtain the
exponential Orlicz space ExpLp[0, 1].
Every increasing concave function on [0, 1], with ϕ(0) = 0, and 1 ≤ q < ∞
generate the Lorentz space Λq(ϕ) endowed with the norm
‖x‖Λq(ϕ) :=
( 1∫
0
x∗(t)q dϕ(t)
)1/q
.
2.2. The Kruglov property and comparison of sums of independent finc-
tions and their disjoint copies in r.i. spaces. Let f be a measurable function
on [0, 1]. Denote by π(f) the random variable (in brief, r.v.)
∑N
i=1 fi, where fi are
independent copies of f (that is, independent r.v.’s equidistributed with f) and
N is a r.v. independent of the sequence {fi} and having the Poisson distribution
with parameter 1. The following property has its origin in Kruglov’s paper [21]
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and was actively studied and used by Braverman [12]. We say that a r.i. space E
on [0, 1] has the Kruglov property if the relation f ∈ E implies that π(f) ∈ E.
Roughly speaking, a r.i. space E has the Kruglov property if it is located
sufficiently “far away” from the space L∞. In particular, if E contains Lp with
some p <∞, then E has the Kruglov property. However, the latter condition is
not necessary; for instance, the exponential Orlicz space ExpLp has the Kruglov
property if and only if 0 < p ≤ 1 (see [12, § 2.4], [8]), but clearly ExpLp does not
contain Lq with any p > 0 and 1 ≤ q <∞.
The Kruglov property is closely related to the famous Rosenthal inequality
[26] and more generally to the problem of the comparison of sums of independent
functions and their disjoint copies in r.i. spaces.
Let E be a r.i. space on [0, 1]. As was already mentioned in Section 1, by [17,
Theorem 1], if Lq[0, 1] ⊆ E for some q < ∞, then the inequality (4) holds for
some constant C = C(q) > 0 and for each sequence of independent symmetrically
distributed functions {xn}∞n=1 ⊂ E. Here, x¯n are disjoint copies of xn defined on
the semi-axis [0,∞) (for instance, we may take x¯n(t) = xn(t−n+1)χ[n−1,n)(t), n =
1, 2, . . . ). We will refer such a sequence {x¯n} as a disjointification of the sequence
{xn}. Using an operator approach initiated in [8] (see also [10]), Astashkin and
Sukochev have showed that inequality (4) holds for a wider class of r.i. spaces
with the above-defined Kruglov property.
It is easy to check that the above r.v. π(f) is equidistributed with the sum
Kf(t) :=
∞∑
n=1
n∑
i=1
fn,i(t)χEn(t), 0 ≤ t ≤ 1,
where En are disjoint subsets of [0, 1], m(En) = 1/(en!), n = 1, 2, . . . , and fn,i
are functions identically distributed with f , i = 1, . . . , n, n = 1, 2, . . . such that
fn,1, . . . , fn,n, χEn are independent for each positive integer n. It turns out that
the above mapping K can be treated as a linear operator defined on suitable r.i.
spaces (see [10, p. 1029]). Moreover, given a r.i. space E on [0, 1], the space E
has the Kruglov property if and only if the operator K is bounded in E. For this
reason, K is called the Kruglov operator.
We will say that subsets Fn of [0, 1], n = 1, 2, . . . , are independent if the
characteristic functions χFn , n = 1, 2, . . . , are independent on [0, 1].
Standard Banach space notation is used throughout. In particular, X ≈ Y ,
where X and Y are Banach spaces, means that X and Y are isomorphic. We will
write Y ⊂∼ X if there is an isomorphic embedding T : Y → X . The notation f ≍ g
will mean that there exists a constant C > 0 not depending on the arguments
of the quantities (norms) f and g such that C−1·f ≤ g ≤ C·f . Finally, in what
follows, C, c etc. denote constants whose value may change from line to line.
3. Rosenthal’s space UE and comparison of sums of independent
finctions and their disjoint copies in r.i. spaces.
Let {An}∞n=1 be an arbitrary (fixed) sequence of disjoint measurable subsets
of (0,∞) satisfying conditions (2). Denote by un independent symmetrically
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distributed r.v.’s supported on [0, 1] and equimeasurable with the characteristic
functions χAn , n = 1, 2, . . . . As it was mentioned in Section 1, if a r.i. space E
has the Kruglov property (see Section 2.2), then there is a constant C > 0 such
that for any sequence {xn}∞n=1 of independent symmetrically distributed r.v.’s
from E inequality (4) holds. Clearly, then the above r.v.’s un, n = 1, 2, . . . ,
satisfy condition (5). In this section, assuming that a r.i. space E has the Fatou
property, we prove the converse non-trivial implication: from (5) it follows (4).
Moreover, starting with this result we will show that estimate (5) combined with
a geometrical property of the closed linear span [un] in E implies that E ≈ ZE .
First, we consider independent r.v.’s vn, n = 1, 2, . . . , which are identically
distributed with the characteristic functions χAn, n = 1, 2, . . .
Proposition 1. Let E be a r.i. space on [0, 1]. Suppose that there exists C > 0
such that for every set S ⊆ N such that ∑n∈S m(An) ≤ 1 and all an ∈ R, n ∈ S,
we have
(6)
∥∥∥∥∑
n∈S
anvn
∥∥∥∥
E
≤ C
∥∥∥∥∑
n∈S
anχAn
∥∥∥∥
ZE
.
Then, the Kruglov operator K is bounded from E into E ′′.
Remark 1. Clearly, from the condition
∑
n∈S m(An) ≤ 1 and definition of the
norm in ZE (see (3)) it follows that (6) can be equivalently rewritten as
(6′)
∥∥∥∥∑
n∈S
anvn
∥∥∥∥
E
≤ C
∥∥∥∥∑
n∈S
anχA′n
∥∥∥∥
E
,
where sets A′n ⊆ [0, 1] are pairwise disjoint and m(A′n) = m(An), n = 1, 2, . . .
Proof. According to [10, Theorem 22(i)], it suffices to prove that there is a con-
stant C ′ > 0 such that for every sequence {xn}ln=1 ⊆ E of independent functions,
with
∑l
n=1m({t : xn(t) 6= 0}) ≤ 1, we have
(7)
∥∥∥∥ l∑
n=1
xn
∥∥∥∥
E
≤ C ′
∥∥∥∥ l∑
n=1
xn
∥∥∥∥
E
,
where {xn}ln=1 is a disjointification of the sequence {xn}ln=1 (we may and will
assume that all the functions xn are supported on [0, 1]). Moreover, without loss
of generality, we suppose that xn ≥ 0, n = 1, . . . , l. For arbitrary ε > 0 and k ∈ N
we set
Gkn :=
{
t : ε(k − 1) < xn(t) ≤ εk
}
, F kn :=
{
t : ε(k − 1) < xn(t) ≤ εk
}
.
Observe that, for every n = 1, 2, . . . , l, the sets Gkn, k = 1, 2, . . . (resp. F
k
n ,
k = 1, 2, . . . , n = 1, 2, . . . , l) are pairwise disjoint. Due to properties (2), for each
n = 1, . . . , l and all k ∈ N, we can find pairwise disjoint sets Skn ⊆ N such that
(8) m(Gkn) = m(F
k
n ) =
∑
i∈Skn
m(Ai).
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Define now the step-functions
yn :=
∞∑
k=1
εk · χGkn and zn :=
∞∑
k=1
εk · χF kn , n = 1, . . . , l.
Clearly, the functions yn, n = 1, . . . , l, are independent and
(9) xn ≤ yn, n = 1, . . . , l.
Fix n = 1, 2, . . . , l. Then, the sets Gkn, k ∈ N, are pairwise disjoint. Therefore,
thanks to (8), we can represent the set Gkn in the form
Gkn =
⋃
i∈Skn
Gk,in , k ∈ N,
where Gk,in ⊆ [0, 1] are pairwise disjoint for all i ∈ Skn, k ∈ N, and m(Gk,in ) =
m(Ai), i ∈ Skn. Furthermore, we see that
yn =
∞∑
k=1
εk
∑
i∈Skn
χGk,in , n = 1, . . . , l.
Next, denote by vk,in independent copies of the characteristic functions χGk,in ,
i ∈ Skn, k ∈ N, n = 1, 2, . . . , l. Then, for each n = 1, 2, . . . , l, the sequence
{εk · χGk,in }i∈Skn,k∈N is a disjointification of the sequence {εk · vk,in }i∈Skn,k∈N (see
Section 2.2). Therefore, if
fn :=
∞∑
k=1
εk
∑
i∈Skn
vk,in , n = 1, 2, . . . , l,
then, by [15, Proposition 1] (see also [10, Proposition 7]), we have
m({t : yn(t) > τ}) ≤ 2m({t : sup
k∈N,
i∈Skn
εk · vk,in (t) > τ})
≤ 2m({t : fn(t) > τ}).(10)
Since yn, n = 1, . . . , l (respectively, fn, n = 1, . . . , l) are nonnegative independent
r.v.’s, the sequence {yn}ln=1 (resp. {fn}ln=1) has the same distribution as the se-
quence {y∗n(tn)}ln=1 (resp. {f ∗n(tn)}ln=1), which is defined on the probability space
([0, 1]l,
∏l
n=1mn) (for each n = 1, . . . , l, mn is the Lebesgue measure on [0, 1]).
Furthermore, from (10) and definition of the rearrangement of a measurable func-
tion it follows that
(11) σ1/2(y
∗
n)(tn) = y
∗
n(2tn) ≤ f ∗n(tn), 0 ≤ tn ≤ 1/2.
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It can easily be checked that the functions σ1/2yn, n = 1, 2, . . . , l, are independent
on the interval [0, 1/2]. Indeed, for arbitrary intervals I1, . . . , Il of R we have
m({t ∈ [0, 1/2] : (σ1/2yj)(t) ∈ Ij , j = 1, . . . , l})
= m({t ∈ [0, 1/2] : yj(2t) ∈ Ij , j = 1, . . . , l})
=
1
2
m({t ∈ [0, 1] : yj(t) ∈ Ij , j = 1, . . . , l})
=
1
2
l∏
j=1
m({t ∈ [0, 1] : yj(t) ∈ Ij})
=
1
2l+1
l∏
j=1
m({t ∈ [0, 1/2] : yj(2t) ∈ Ij})
=
1
2l+1
l∏
j=1
m({t ∈ [0, 1/2] : (σ1/2yj)(t) ∈ Ij})
Hence, from (11), we have∥∥∥∥σ1/2( l∑
n=1
yn
)∥∥∥∥
E
=
∥∥∥∥ l∑
n=1
σ1/2(yn)
∥∥∥∥
E
=
∥∥∥∥ l∑
n=1
(σ1/2yn)
∗(tn)
∥∥∥∥
E([0,1]l)
≤
∥∥∥∥ l∑
n=1
f ∗n(tn)
∥∥∥∥
E([0,1]l)
=
∥∥∥∥ l∑
n=1
fn
∥∥∥∥
E
.
Since ‖στ‖E→E ≤ max(1, τ) (see Section 2.1 or [20, Ch.II, §4.3]), from this in-
equality it follows∥∥∥∥ l∑
n=1
yn
∥∥∥∥
E
=
∥∥∥∥σ2(σ1/2( l∑
n=1
yn
))∥∥∥∥
E
≤ 2
∥∥∥∥σ1/2( l∑
n=1
yn
)∥∥∥∥
E
≤ 2
∥∥∥∥ l∑
n=1
fn
∥∥∥∥
E
.
Therefore, combining this together with (9), we have
(12)
∥∥∥∥ l∑
n=1
xn
∥∥∥∥
E
≤ 2
∥∥∥∥ l∑
n=1
fn
∥∥∥∥
E
.
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On the other hand, from (8) it follows that there are pairwise disjoint sets
F k,in ⊆ [0, 1] such that m(F k,in ) = m(Ai), i ∈ Skn, k ∈ N, n = 1, . . . , l, and
F kn =
⋃
i∈Skn
F k,in , k ∈ N, n = 1, . . . , l.
Moreover, by the above definitions, vk,in are being independent copies of the char-
acteristic functions χAi, i ∈ Skn, k ∈ N, n = 1, 2, . . . , l. Since the sets Ai (resp.
F k,in ), i ∈ Skn, k ∈ N, n = 1, 2, . . . , l, are pairwise disjoint and
l∑
n=1
∞∑
k=1
∑
i∈Skn
m(Ai) ≤
l∑
n=1
m({t : xn(t) 6= 0}) ≤ 1,
by the hypothesis of the proposition (see also Remark 1), we have
∥∥∥∥ l∑
n=1
fn
∥∥∥∥
E
≤ C
∥∥∥∥ l∑
n=1
∞∑
k=1
εk
∑
i∈Skn
χAi
∥∥∥∥
ZE
= C
∥∥∥∥ l∑
n=1
∞∑
k=1
εk
∑
i∈Skn
χF k,in
∥∥∥∥
E
= C
∥∥∥∥ l∑
n=1
zn
∥∥∥∥
E
,(13)
where zn :=
∑∞
k=1 εk · χF kn , n = 1, 2, . . . , l.
Further, for every n = 1, . . . , l, k = 2, 3, . . . and all t ∈ F kn we have
xn(t) > ε(k − 1) ≥ 1
2
εk =
1
2
zn(t).
Hence, taking into account the disjointness of the sets F kn , k ∈ N, n = 1, . . . , l,
we obtain ∥∥∥∥ l∑
n=1
xn
∥∥∥∥
E
≥ 1
2
∥∥∥∥ l∑
n=1
zn
∞∑
k=2
χF kn
∥∥∥∥
E
.
Additionally, since the sets F 1n ⊆ [0, 1], n = 1, 2, . . . , l, are pairwise disjoint, then
∥∥∥∥ l∑
n=1
znχF 1n
∥∥∥∥
E
≤ ε ‖χ0,1]‖E = ε.
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As a result, from inequalities (12) and (13) we get∥∥∥∥ l∑
n=1
xn
∥∥∥∥
E
≤ 2C
∥∥∥∥ l∑
n=1
zn
∥∥∥∥
E
≤ 2C
(∥∥∥∥ l∑
n=1
zn
∞∑
k=2
χF kn
∥∥∥∥
E
+
∥∥∥∥ l∑
n=1
znχF 1n
∥∥∥∥
E
)
≤ 4C
(
ε+
∥∥∥∥ l∑
n=1
xn
∥∥∥∥
E
)
.
Letting ε→ 0, we obtain (7) with C ′ = 4C. 
Next, we proceed with comparing the sequence {vi} with the sequence {ui} of
independent symmetrically distributed r.v.’s equimeasurable with the character-
istic functions χAi , i = 1, 2, . . . .
Proposition 2. Let E be a r.i. space on [0, 1]. Then, for every S ⊆ N such that∑
i∈Sm(Ai) ≤ 1 and all ai ∈ R, i ∈ S, we have
(14)
∥∥∥∥∑
i∈S
aivi
∥∥∥∥
E
≤ 16 e ·
∥∥∥∥∑
i∈S
aiui
∥∥∥∥
E
.
Proof. First, since ui, i = 1, 2, . . . , are independent symmetrically distributed
r.v.’s, the sequence {un}∞n=1 is 1-unconditional in E (see, e.g., [12, Proposi-
tion 1.14]). Therefore, we may (and will) assume that coefficients ai, i ∈ S,
are nonnegative.
For each i ∈ S, recalling that m(Ai) > 0, we denote by αi the least root of the
equation
2t(1− t) = 1
4
m(Ai).
Straightforward calculations show that
(15)
1
8
m(Ai) < αi <
1
2
m(Ai), i ∈ S.
Let {Gi, Hi}i∈S be a family of independent subsets of [0, 1] such that m(Gi) =
m(Hi) = αi, i ∈ S. Then, clearly, hi := χHi − χGi, i ∈ S, are independent
symmetrically distributed r.v.’s. Moreover, since m({t : |ui(t)| = 1}) = m(Ai)
for each i ∈ S, and, due to independence,
m({t : |hi(t)| = 1}) = 2αi(1− αi) = 1
4
m(Ai), i ∈ S,
we have
m({t : |hi(t)| > τ}) ≤ m({t : |ui(t)| > τ}), τ > 0.
Hence, by the well-known Kwapien-Rychlik inequality (see e.g. [28, Ch. V,
Theorem 4.4]), for all ai ≥ 0 and τ > 0, we get
(16) m
({
t :
∣∣∣∑
i∈S
aihi(t)
∣∣∣ > τ}) ≤ 2m({t : ∣∣∣∑
i∈S
aiui(t)
∣∣∣ > τ}).
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Next, denoting h :=
∑
i∈S aihi, we represent h = h
′ − h′′, where
h′ :=
∑
i∈S
aiχHi , h
′′ :=
∑
i∈S
aiχGi.
Since h′ and h′′ are independent, for each τ > 0 it follows
m({t : |h(t)| > τ}) ≥ m({t : |h′(t)| > τ} ∩ {t : h′′(t) = 0})
= m({t : |h′(t)| > τ}) ·m({t : h′′(t) = 0}).(17)
Further, since Gi are independent, by (15), we have
m({t : h′′(t) = 0}) ≥ m
(⋂
i∈S
([0, 1] \Gi)
)
=
∏
i∈S
(1−m(Gi))
=
∏
i∈S
(1− αi) ≥
∏
i∈S
(1− 1
2
m(Ai)).(18)
Finally, from the elementary inequality
log(1− x) ≥ − x
1− x, 0 ≤ x < 1,
and the assumption that
∑
i∈Sm(Ai) ≤ 1 it follows
log
(∏
i∈S
(1− 1
2
m(Ai))
)
=
∑
i∈S
log
(
1− 1
2
m(Ai)
)
≥ −1
2
∑
i∈S
m(Ai)
1− 1
2
m(Ai)
≥ −
∑
i∈S
m(Ai) ≥ −1.
Combining the latter inequality with (17) and (18), we obtain
(19) m
({
t :
∣∣∣∑
i∈S
aihi(t)
∣∣∣ > τ}) ≥ 1
e
m
({
t :
∣∣∣∑
i∈S
aiχHi(t)
∣∣∣ > τ}).
On the other hand, one can easy see that, by (15), for all i ∈ S
m({t : vi(t) > τ}) ≤ 8m({t : χHi(t)(t) > τ}), τ > 0.
Therefore, by passing to the rearrangements of r.v.’s vi and χHi , i ∈ S, in the
same way as in the proof of Proposition 1, we deduce that for all τ > 0 and ai ≥ 0
m
({
t :
∣∣∣∑
i∈S
aiχHi(t)
∣∣∣ > τ}) ≥ 1
8
m
({
t :
∣∣∣∑
i∈S
aivi(t)
∣∣∣ > τ}).
Summing up this inequality, (16) and (19), we arrive at the estimate
m
({
t :
∣∣∣∑
i∈S
aivi(t)
∣∣∣ > τ}) ≤ 16 e ·m({t : ∣∣∣∑
i∈S
aiui(t)
∣∣∣ > τ}), τ > 0.
As a result, applying [20, Ch.II, §4.3, Corollary 2], we obtain (14). 
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Now, from Propositions 1, 2, [9] (or [10, Theorem 25]), and [5, Theorem 2.4] it
follows the first main result of the paper.
Theorem 1. Let E be a r.i. space on [0, 1]. Suppose there is a constant C > 0
such that for every set S ⊆ N, with ∑n∈Sm(An) ≤ 1, and all an ∈ R, n ∈ S, we
have (5), that is, ∥∥∥∥∑
n∈S
anun
∥∥∥∥
E
≤ C
∥∥∥∥∑
n∈S
anχAn
∥∥∥∥
ZE
,
where un are independent symmetrically distributed functions, equimeasurable
with χAn. Then, the Kruglov operator K is bounded from E into E
′′.
Therefore, if E has the Fatou property, then it possesses the Kruglov property
and hence there is a constant C > 0, depending only on E, such that for every se-
quence {xn}∞n=1 of independent symmetrically distributed r.v.’s from E inequality
(4) holds, that is, ∥∥∥∥ ∞∑
n=1
xn
∥∥∥∥
E
≤ C
∥∥∥∥ ∞∑
n=1
xn
∥∥∥∥
ZE
,
where {xn}∞n=1 is a disjointification of {xn}∞n=1.
If we assume that, additionally, for some constant C > 0 and every S ⊆ N
such that
∑
n∈S m(An) ≤ 1 and all an ∈ R, n ∈ S,∥∥∥∥∑
n∈S
anun
∥∥∥∥
E′
≤ C
∥∥∥∥∑
n∈S
anχAn
∥∥∥∥
ZE′
,
then the spaces E and ZE are isomorphic.
Theorem 1 asserts that E ≈ ZE under some conditions related to both spaces E
and E ′. Next, we prove a statement, showing that the same result holds provided
that, along with inequality (5), the subspace [un] of E has a certain geometrical
property.
We will repeatedly use the following auxiliary result.
Lemma 1. For every r.i. space E on [0, 1], we have (ZE)
′ = ZE′. Moreover, if
E has the Fatou property (resp. is separable), then so has (resp. is) ZE.
Proof. Since ZE is a r.i. space on [0,∞), then
‖y‖(ZE)′ = sup
‖x‖ZE≤1
∫ ∞
0
x∗(t)y∗(t) dt
(see, for instance, [20, Ch.II, §2.2, property 140]). Hence, by definition of the
norm in ZE, we have
‖y‖(ZE)′ ≍ sup
‖x‖E≤1
∫ 1
0
x∗(t)y∗(t) dt+ sup
‖(x∗(k))∞k=1‖l2≤1
∞∑
k=1
x∗(k)y∗(k)
= ‖y∗χ[0,1]‖E′ +
( ∞∑
k=1
y∗(k)2
)1/2
≍ ‖y‖Z2
E′
,
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and the first assertion of the lemma follows.
Next, suppose that E has the Fatou property. Let a sequence {xn}∞n=1 ⊆ ZE
satisfy the conditions 0 ≤ xn ↑ x and supn ‖xn‖ZE < ∞. Observe that then
x∗n ↑ x∗ a.e. on [0, 1] (see e.g. [20, Ch.II, §2.2, property 110]). Therefore, by the
hypothesis and the inequality
max
{
sup
n
‖x∗nχ[0,1]‖E, sup
n
‖x∗nχ[1,∞)‖L2
}
≤ sup
n
‖xn‖ZE <∞,
we have x∗χ[0,1] ∈ E and x∗χ[1,∞) ∈ L2(0,∞). As a result, x ∈ ZE and ‖x‖ZE =
limn→∞ ‖xn‖ZE . This means that ZE has the Fatou property.
It remains to prove that ZE is separable provided if E is. To this end, in view of
[20, Ch.II, §4.5, Theorem 4.8], it suffices to show that each nonnegative function
x ∈ ZE can be approximated in ZE by its truncations, i.e., we need to deduce
that ‖x − xn‖ZE → 0 and ‖x − xn‖ZE → 0 as n → ∞, where xn := xχ[0,n] and
xn := min(x, n), n ∈ N.
Let ε > 0 be arbitrary. Since E and L2(0,∞) are separable r.i. spaces, there is
δ > 0 such that
(20) max
{
‖x∗χ[0,δ]‖E , ‖x∗χ[1,1+δ]‖L2
}
< ε.
On the other hand, taking into account that m{t > 0 : x(t) > ε} < ∞ and
‖x∗χ[n,∞)‖L2(0,∞) → 0 as n→∞, we can find a positive integer N satisfying the
conditions:
(21) m({t > N : x(t) > ε}) < δ
and
(22) ‖x∗χ[N,∞)‖L2[0,∞) < ε.
From definition of the rearrangement of a measurable function and inequality
(21) it follows that, for all n ≥ N ,
m({t > 0 : (xχ[n,∞))∗(t) > ε}) = m({t > n : x(t) > ε}) < δ.
Combining this inequality with (20), we have
‖(xχ[n,∞))∗χ[0,1]‖E ≤ ‖x∗χ[0,δ]‖E + ‖(xχ[n,∞))∗χ[δ,1]‖E
≤ ε(1 + ‖χ[0,1]‖E) = 2ε(23)
(because ‖χ[0,1]‖E = 1; see Section 2.1). Moreover, since
m({t > 0 : x(t)χ[n,∞)(t) > x∗(N)})→ 0 as n→∞,
there exists a positive integer M > N such that for all n ≥M
m({t > 0 : (xχ[n,∞))∗(t) > x∗(N)}) = m({t > 0 : x(t)χ[n,∞)(t) > x∗(N)}) < δ.
Hence, from (20) it follows that
‖(xχ[n,∞))∗χ[1,∞)χ{(xχ[n,∞))∗>x∗(N)}‖L2 ≤ ‖x∗χ[1,1+δ]‖L2 < ε, n ≥M.
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On the other hand, in view of (22),
‖(xχ[n,∞))∗χ{(xχ[n,∞))∗≤x∗(N)}‖L2 ≤ ‖x∗χ{x∗≤x∗(N)}‖L2
≤ ‖x∗χ[N,∞)‖L2 < ε, n ≥ M.
Summing up the last inequalities, we have that for all n ≥M
‖(xχ[n,∞))∗χ[1,∞)‖L2 ≤ ‖(xχ[n,∞))∗χ[1,∞)χ{(xχ[n,∞))∗>x∗(N)}‖L2
+ ‖(xχ[n,∞))∗χ{(xχ[n,∞))∗≤x∗(N)}‖L2 ≤ 2ε.
This inequality and (23) imply that ‖xχ[n,∞)‖ZE ≤ 4ε for all n ≥M . Since ε > 0
is arbitrary, this yields ‖x− xn‖ZE → 0 as n→∞.
Finally, we prove a similar assertion for the upper truncations xn, n ∈ N.
Suppose that, as above, δ > 0 satisfies condition (20). Then, if a positive integer
N ′ is sufficiently large, we have m({t > 0 : x(t) > N ′}) < δ. Combining this
inequality with (20), for all n ≥ N ′ we get
‖x− xn‖ZE = ‖xχ{x≥n}‖ZE ≤ ‖x∗χ[0,δ]‖E < ε,
whence ‖x− xn‖ZE → 0 as n→∞. 
Let {An}∞n=1 be a sequence of pairwise disjoint measurable subsets of (0,∞)
satisfying conditions (2). Moreover, let E be a r.i. space on [0, 1] and φE its fun-
damental function. Denoting by un, n = 1, 2, . . . , supported on [0, 1] independent
symmetrically distributed r.v.’s, which are equimeasurable with the characteristic
functions χAn , n = 1, 2, . . . , we set
fn :=
χAn
φE(m(An))
, gn :=
χAn
φE′(m(An))
,
f˜n :=
un
φE(m(An))
, g˜n :=
un
φE′(m(An))
, n = 1, 2, . . .(24)
Since φE′(t) = t/φE(t), 0 < t ≤ 1 [20, Ch.II, §4.6], then {fn, gn} and {f˜n, g˜n} are
biorthogonal systems in E. Also, we denote
〈f, g〉 :=
∫ 1
0
f(t)g(t) dt, f ∈ E, g ∈ E ′.
Proposition 3. Let E be a r.i. space on [0, 1], and let S ⊆ N be such that∑
i∈Sm(Ai) ≤ 1. Suppose that the mapping
(25) Pf :=
∑
n∈S
〈f, g˜n〉f˜n
is a bounded projection on E. Then, there is a constant C > 0, which depends
only on E and ‖P‖, such that for all an ∈ R
(26)
∥∥∥∥∑
n∈S
anun
∥∥∥∥
E′
≤ C
∥∥∥∥∑
n∈S
anχAn
∥∥∥∥
ZE′
.
16 S.V. ASTASHKIN AND G.P. CURBERA
Proof. First, we estimate∥∥∥∥∑
n∈S
ang˜n
∥∥∥∥
E′
= sup
{〈∑
n∈S
ang˜n, f
〉
: ‖f‖E ≤ 1
}
= sup
{〈∑
n∈S
ang˜n, P f
〉
: ‖f‖E ≤ 1
}
≤ sup
{〈∑
n∈S
ang˜n, P f
〉
: ‖Pf‖E ≤ ‖P‖
}
.
Moreover,〈∑
n∈S
ang˜n, P f
〉
=
∑
n∈S
an
〈
f, g˜n
〉
=
∫ ∞
0
(∑
n∈S
angn
)
·
(∑
m∈S
〈
f, g˜m
〉
fm
)
dt,
and since fm are disjoint copies of the functions f˜m, m ∈ S, by [17, Theorem 1],
there is C ′ > 0, depending only on E, such that∥∥∥∥∑
m∈S
〈
f, g˜m
〉
fm
∥∥∥∥
ZE
≤ C ′
∥∥∥∥∑
m∈S
〈
f, g˜m
〉
f˜m
∥∥∥∥
E
= C ′ ‖Pf‖E.
Hence, ∥∥∥∥∑
n∈S
ang˜n
∥∥∥∥
E′
≤ sup
{∫ ∞
0
(∑
n∈S
angn
)
·
(∑
m∈S
〈
f, g˜m
〉
fm
)
dt
:
∥∥∥∥∑
m∈S
〈
f, g˜m
〉
fm
∥∥∥∥
ZE
≤ C ′ ‖P‖
}
.
Since (ZE)
′ = ZE′, by Lemma 1, the latter inequality yields that for all an ∈ R
we obtain the inequality∥∥∥∥∑
n∈S
ang˜n
∥∥∥∥
E′
≤ C ′ ‖P‖
∥∥∥∥∑
n∈S
angn
∥∥∥∥
ZE′
,
which is equivalent to desired estimate (26). 
From Theorem 1 and Proposition 3 it follows
Theorem 2. Let E be a r.i. space on [0, 1] with the Fatou property. Suppose that
there exists C > 0 such that for every set S ⊆ N, with ∑n∈Sm(An) ≤ 1, and all
an ∈ R, n ∈ S, inequality (5) holds and the projection P corresponding to such a
set S ⊆ N (see (24) and (25)) is bounded on E. Then, E ≈ ZE.
4. Existence of an isomorphic embedding T : UE → E: the case when
T (χAn), n = 1, 2, . . . , are ”almost” disjoint.
As was said in Section 1, if a r.i. space E and its Ko¨the dual E ′ possess the
Kruglov property, then the spaces E and ZE are isomorphic (see [5]). In turn,
according to Theorem 1, a r.i. space E with the Fatou property has the Kruglov
property whenever there is an isomorphic embedding of Rosenthal’s space UE
into E. Moreover, in the proof of the latter result the functions T (χAn) (= un),
ROSENTHAL’S SPACE REVISITED 17
n = 1, 2, . . . , were independent, symmetrically distributed and equimeasurable
with the characteristic functions χAn , n = 1, 2, . . . . A natural question appears:
Let T be an isomorphic embedding of Rosenthal’s space UE into E. What we
can say about the functions T (χAn), n = 1, 2, . . . ? Further, we consider two
different cases, when these functions are ”almost” disjoint and independent. As
a consequence, we will obtain new examples of r.i. spaces E such that E 6≈ ZE.
We begin with an auxiliary result, which was proved earlier in the separable
case by Raynaud (see [25, Proposition 1]). However, for the reader’s convenience
we provide here a simple alternative proof of this fact. Let G denote the separable
part of the exponential Orlicz space ExpL2 (i.e., the closure of L∞ in ExpL2).
Proposition 4. Let E be a r.i. space on [0, 1]. Suppose that there exists a se-
quence {xn}∞n=1 ⊆ E with ‖xn‖E ≍ ‖xn‖L1, n = 1, 2, . . . , which is equivalent in
E to the unit vector ℓ2-basis. Then, E ⊃ G.
Proof. Clearly, it can be assumed that E 6= L1. Since {xn}∞n=1 is equivalent in E
to the unit ℓ2-basis, we have xn → 0 weakly in E and so xn → 0 weakly in L1.
Hence, {xn}∞n=1 has no convergent subsequences in L1. Applying then the well-
known result by Aldous and Fremlin [2], we select a subsequence {xnk} ⊆ {xn}
such that for some c > 0 and all ak ∈ R∥∥∥∥ ∞∑
k=1
akxnk
∥∥∥∥
L1
≥ c ‖(ak)‖2.
Combining this inequality with the assumptions and with the embedding E ⊆ L1,
we conclude that the norms of E and L1 are equivalent on the infinite-dimensional
subspace [xnk ] in E.
In other words, the canonical embedding I : E → L1 is not strictly singular.
Assuming that E 6⊇ G, by [7, Theorem 2], we obtain that this embedding is
not disjointly strictly singular. This means that there is a sequence of pairwise
disjoint functions {hi}∞i=1 from E such that the norms of E and L1 are equivalent
on the closed linear span [hi]. But this is a contradiction. Indeed, if the norms
of E and L1 were equivalent on the span [hi] of pairwise disjoint functions hi,
i = 1, 2, . . . , one can easily check that there exists δ > 0 such that for every
i = 1, 2, . . .
m({t ∈ [0, 1] : |hi(t)| > δ‖hi‖E}) > δ
(see also [18, Theorem 1]). Clearly, the sets
Ui(δ) := {t ∈ [0, 1] : |hi(t)| > δ‖hi‖E}, i = 1, 2, . . . ,
are pairwise disjoint and m(Ui(δ)) > δ. Hence,
m
( ∞⋃
i=1
Ui(δ)
)
=
∞∑
i=1
m(Ui(δ)) =∞,
which is not possible because the union
⋃∞
i=1 Ui(δ) is contained in [0, 1] (other
proofs of this and some close results see in [24] and [4, Corollary 3]). 
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Corollary 1. Suppose E is a separable r.i. space on [0, 1] such that E 6⊃ G. Then,
if E contains a sequence {xn}∞n=1 equivalent in E to the unit vector ℓ2-basis, then
there is a disjoint sequence {xn}∞n=1 ⊂ E with the same property.
Proof. By Proposition 4, we may assume that ‖xn‖E/‖xn‖L1 → ∞ as n → ∞.
Then, by the Kadec-Pe lczyn´ski alternative [18], there is subsequence {xnj} ⊆
{xn} such that for some disjoint sequence {zj} ⊆ E we have
‖xnj − zj‖E → 0 as j →∞.
Since {xnj} is equivalent in E to the unit vector ℓ2-basis, applying now the
principle of small perturbations (see e.g. [1, Theorem 1.3.9]), we can assume that
{zj}∞j=1 is equivalent in E to the ℓ2-basis as well. 
It is clear that for every r.i. space E on [0, 1] Rosenthal’s space UE (as a
subspace of ZE) contains a subspace isomorphic to ℓ
2. Hence, if UE ⊂∼ E, the
space E must share the above property. So, if a r.i. space E does not contain a
subspace isomorphic to ℓ2, UE cannot be embedded isomorphically into E, which
implies that E 6≈ ZE. So, if E is a separable r.i. space such that E 6⊃ G and it
does not contain disjoint sequences equivalent to the unit vector basis of ℓ2, then
UE 6⊂∼ E (see Corollary 1). In particular, if p > 2, the separable part (ExpLp)0 of
the exponential Orlicz space ExpLp has the latter properties since each disjoint
sequence of this space contains a subsequence equivalent to the unit vector basis
of c0 (see, e.g., [27]). As a result, we obtain the simplest examples of r.i. spaces
E such that E 6≈ ZE .
Further, it is known that, if a r.i. space E is not equal to L∞(0, 1) up to an
equivalent renorming, Rosenthal’s space UE contains a complemented subspace
of ZE isomorphic to ℓ
2 [16, Lemma 8.7 and subsequent Remark]. Therefore, if
we know that E ≈ ZE, then E must contain a complemented subspace, which
is isomorphic to ℓ2 as well. According to [16, Proposition 8.17], there are some
Orlicz spaces,“close” to L1, that fail to contain such subspaces and hence that
are not isomorphic to ZE (in fact, they are not isomorphic to any r.i. space on
(0,∞); see [16, Corollary 8.15]). The simplest example of such a space is the
Orlicz space LFα , where Fα(u) is an Orlicz function equivalent to the function
u logα u for large u > 0, where 0 < α < 1/2 (see also a discussion in the concluding
part of Section 1).
Here, we prove results showing that the existence of complemented subspaces
isomorphic to ℓ2 does not guarantee that UE is isomorphically embedded into E
and, a fortiori, that E ≈ ZE . Specifically, we will provide examples of Lorentz
spaces containing plenty of complemented subspaces isomorphic to ℓ2, but without
subspaces isomorphic to the corresponding Rosenthal’s spaces.
First, we introduce a lattice version of a notion from [26, see p. 293]. We
say that a Banach lattice E has the disjoint Q2-property (in brief, E ∈ DQ2)
whenever there is a constant CE > 0 (depending only on E) such that given
a disjoint sequence {hn} in E with ‖hn‖E = 1, which is equivalent to the unit
vector ℓ2-basis, there exists a subsequence {hni} ⊆ {hn} that is CE-equivalent to
the unit vector ℓ2-basis.
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Let a Banach lattice E have theDQ2-property (with the constant CE). Suppose
that {xn}∞n=1 ⊂ E is a disjoint sequence, which is equivalent to the unit ℓ2-basis
and semi-normalized (i.e., C−1 ≤ ‖xn‖E ≤ C for some C > 0 and all n = 1, 2, . . . ).
Then, it is obvious that {xn}∞n=1 contains a subsequence, which is C ′E-equivalent
to the unit vector ℓ2-basis, where C ′E := CE · C.
Theorem 3. Let E be a separable r.i. space, E ∈ DQ2. If UE ⊂∼ E, then E ⊇ G.
Proof. Let {An}∞n=1 be a sequence of disjoint subsets of (0,∞) satisfying con-
ditions (2). Then, for every l ∈ N, there are pairwise disjoint sets Sli ⊆ N,
i = 1, 2, . . . , such that ∑
n∈Sli
m(An) =
1
l
.
Denote Bli :=
⋃
n∈Sli
An, i = 1, 2, . . . . Consider the block-basis {χBli}∞i=1 of
{χAn}∞n=1. According to definition of the norm in ZE (see (3)), each set con-
sisting of l distinct functions χBli is isometrically equivalent in ZE to the set
{χ((i−1)/l, i/l)}li=1 in E, i.e., for all distinct i1, . . . , il ∈ N and aj ∈ R
(27)
∥∥∥∥ l∑
j=1
ajχBlij
∥∥∥∥
ZE
=
∥∥∥∥ l∑
i=1
aiχ((i−1)/l, i/l)
∥∥∥∥
E
(cf. [26, Corollary 8]).
On the other hand, the sequence {χBli}∞i=1 is Cl-equivalent in ZE to the unit
vector ℓ2-basis. Indeed, for arbitrary ai ∈ R there is a set S ′l ⊆ N with card S ′l = l,
such that, with constants depending of l, we have∥∥∥∥ ∞∑
i=1
aiχBli
∥∥∥∥
ZE
=
∥∥∥∥∑
i∈S′l
aiχBli
∥∥∥∥
E
+
∥∥∥∥∑
i 6∈S′l
aiχBli
∥∥∥∥
L2
Cl≍
∥∥∥∥∑
i∈S′l
aiχBli
∥∥∥∥
L2
+
∥∥∥∥∑
i 6∈S′l
aiχBli
∥∥∥∥
L2
2Cl≍
∥∥∥∥ ∞∑
i=1
aiχ((i−1)/l, i/l)
∥∥∥∥
L2
=
1√
l
‖(ai)‖2.(28)
From the hypothesis, there exists an isomorphism T : UE → E. Then, if yli :=
T (χBli), i = 1, 2, . . . , by (28), we have
(29)
∥∥∥∥ ∞∑
i=1
aiy
l
i
∥∥∥∥
E
‖T‖≍
∥∥∥∥ ∞∑
i=1
aiχBli
∥∥∥∥
ZE
≍ 1√
l
‖(ai)‖2,
with constants depending on l and ‖T‖.
In the case when ‖yli‖E ≍ ‖yli‖L1, i = 1, 2, . . . , for some l ∈ N, all the conditions
of Proposition 4 are satisfied, and so the desired result follows.
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Assume, conversely, that for each l ∈ N we have
lim inf
i→∞
‖yli‖L1
‖yli‖E
= 0.
Denoting uli := (1/φE(1/l))y
l
i, i, l = 1, 2, . . . , where φE is the fundamental func-
tion of the space E, we get
(30) ‖T‖−1 ≤ ‖uli‖E ≤ ‖T‖, i, l = 1, 2, . . . ,
and clearly for every l = 1, 2, . . .
lim inf
i→∞
‖uli‖L1
‖uli‖E
= 0.
Then again, by the Kadec-Pe lczyn´ski alternative [18], for each l = 1, 2, . . . there
is subsequence {ulij} ⊆ {uli}, where a sequence {ij} depends on l ∈ N, such that
for some disjoint sequence {zlj} ⊆ E it holds
‖ulij − zlj‖E → 0 as j →∞.
Applying the principle of small perturbations (see e.g. [1, Theorem 1.3.9]), we
can assume that {zlj}∞j=1 is 2-equivalent in E to the sequence {ulij}∞j=1, and so, by
(30),
(2‖T‖)−1 ≤ ‖zlj‖E ≤ 2‖T‖, j, l = 1, 2, . . . ,
which means that for every l = 1, 2, . . . the sequence {zlj}∞j=1 is semi-normalized
with a constant independent of l. Moreover, taking into account (29), we see that
{zlj}∞j=1 is equivalent in E to the unit vector ℓ2-basis (with constants depending
on l = 1, 2, . . . ). Since E ∈ DQ2, for each l ∈ N the sequence {zlj}∞j=1 contains
a further subsequence {zljk}∞k=1 (where {jk} also depends on l ∈ N) that is C ′E-
equivalent to the unit vector ℓ2-basis. Clearly, then the sequence {ulijk}
∞
k=1 is
2C ′E-equivalent to the same basis, i.e.,
(31)
∥∥∥∥ ∞∑
k=1
aku
l
ijk
∥∥∥∥
E
2C ′E≍ ‖(ak)‖2.
Moreover, from (27) and the above notation it follows that∥∥∥∥ l∑
k=1
aku
l
ijk
∥∥∥∥
E
‖T‖≍
1
φE(1/l)
∥∥∥∥ l∑
k=1
akχBlijk
∥∥∥∥
ZE
=
1
φE(1/l)
∥∥∥∥ l∑
j=1
ajχ((j−1)/l, j/l)
∥∥∥∥
E
for all aj ∈ R. Combining this with (31), we obtain
(32)
∥∥∥∥ l∑
j=1
ajχ((j−1)/l, j/l)
∥∥∥∥
E
≍ φE(1/l)
( l∑
j=1
a2j
)1/2
, l ∈ N,
with constants independent of l ∈ N and aj ∈ R.
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Next, one can easily check that equivalence (32) implies that φE(t) ≍ t1/2,
0 < t ≤ 1. Indeed, for every l ∈ N we have
χ(0,1) =
l∑
i=1
χ(i−1)/l,i/l),
whence, by (32),
(33) 1 =
∥∥χ(0,1)∥∥E ≍ √lφE(1/l).
Therefore, φE(1/l) ≍ 1/
√
l, l ∈ N. Combining this together with the quasi-
concavity of φE , we obtain that φE(t) ≍
√
t, 0 < t ≤ 1. As a consequence, from
(32) it follows that∥∥∥ l∑
j=1
ajχ((j−1)/l,j/l)
∥∥∥
E
≍ 1√
l
( l∑
j=1
a2j
)1/2
=
∥∥∥ l∑
j=1
ajχ((j−1)/l,j/l)
∥∥∥
L2
, l ∈ N,
with constants independent of l ∈ N and aj ∈ R. Clearly, this implies that
E ≈ L2, and the desired result follows. 
Theorem 4. Let E be a separable r.i. space on [0, 1] such that both E and E ′
have the DQ2-property. If E ≈ ZE, then G ⊆ E ⊆ G′.
Proof. It follows from Theorem 3 that we need only to prove that E ⊆ G′.
Suppose that T is an isomorphism from ZE onto E. Clearly, then T
∗ is an
isomorphism from E∗ onto (ZE)
∗. Since E is separable, we have E∗ = E ′ and, by
Lemma 1, ZE is a separable space with (ZE)
∗ = (ZE)
′ = ZE′. Thus, E
′ ≈ ZE′,
and hence, by Theorem 3, E ′ ⊇ G, which implies E ⊆ E ′′ ⊆ G′. 
Let 1 ≤ p ≤ ∞. Recall that a Banach lattice E is said to be p-disjointly
homogeneous (p-DH) if every disjoint normalized sequence contains a subsequence
equivalent to the unit vector ℓp-basis (c0-basis if p = ∞). Moreover, E is called
uniformly p-DH if there is a constant CE, which depends only on E, such that
from every disjoint normalized sequence {xn} we can select a subsequence {xnk} ⊆
{xn}, which is CE-equivalent to the ℓp-basis (for a detailed account of these
properties see the survey [14] and references therein).
Every p-DH Banach lattice for 1 < p < ∞ is reflexive [3]. Also, it is obvious
that each uniformly 2-DH lattice has the DQ2-property.
Theorem 5. Let E be a uniformly 2-DH r.i. space on [0, 1]. Suppose that at
least one of the following conditions holds:
(i) Rosenthal’s space UE is isomorphically embedded into the space E;
(ii) E is isomorphic to a r.i. space on (0,∞).
Then, E ⊇ G.
Moreover, if additionally the Ko¨the dual E ′ is uniformly 2-DH and E ′ satisfies
at least one of the conditions (i) and (ii), then G ⊆ E ⊆ G′.
22 S.V. ASTASHKIN AND G.P. CURBERA
Proof. Since E is a uniformly 2-DH, then the condition (i) implies the embedding
E ⊇ G by Theorem 3.
Let nowE be isomorphic to a r.i. space Y on (0,∞). Denote xn,i := χ[(i−1)/n,i/n),
n, i ∈ N, and assume first that, for every n ∈ N, the sequence {xn,i}∞i=1 is equiv-
alent in Y to the unit vector ℓ2-basis. Then, if T is an isomorphism of Y onto
E, each sequence {yn,i}∞i=1, n ∈ N, where yn,i := T (xn,i), n, i ∈ N, is equivalent
in E to the unit vector ℓ2-basis as well. In the case when ‖yn,i‖E ≍ ‖yn,i‖L1,
i = 1, 2, . . . , for some n ∈ N, the desired result follows, as above, by Proposition
4. Hence, it remains to consider the case when for each n ∈ N we have
lim inf
i→∞
‖yn,i‖L1
‖yn,i‖E = 0.
Then, denoting un,i := (1/φE(1/n))yn,i, i, n = 1, 2, . . . and reasoning as in
the proof of Theorem 4, we can find, for every n ∈ N, a subsequence {un,ij}∞j=1,
which is 2-equivalent in E to some disjoint semi-normalized (with a constant
independent of n) sequence {zn,j}∞j=1. Thanks to the uniform 2-DH property of
E, passing if it necessary to a further subsequence, we can assume that there
is a constant D′ > 0 such that for every n ∈ N the sequence {un,ij}∞j=1 is D′-
equivalent in Y to the unit vector ℓ2-basis. On the other hand, for every n ∈ N
the sequence {yn,i}∞i=1 (together with {xn,i}∞i=1 in Y ) is B-symmetric in E for some
B > 0. Hence, for every n ∈ N the sequence {un,i}∞i=1 and hence the sequence
{(1/φE(1/n))xn,i}∞i=1 is D-equivalent in Y to the unit vector ℓ2-basis for some
D > 0, i.e.,
D−1φE(1/n)‖(ai)‖2 ≤
∥∥∥ ∞∑
i=1
aixn,i
∥∥∥
Y
≤ DφE(1/n)‖(ai)‖2
for all n ∈ N and (ai) ∈ ℓ2. Clearly, this implies that Y = L2(0,∞) (see the
concluding part of the proof of Theorem 4). Since E ≈ Y by condition, we infer
that E = L2[0, 1] (with equivalence of norms), and so in this case everything is
done.
Conversely, suppose that the sequence {y1,i}∞i=1 is not equivalent in Y to the
unit vector ℓ2-basis; then, the same is true also for all sequences {yn,i}∞i=1, n ∈ N.
As was said above, for every n ∈ N the sequence {yn,i}∞i=1 is B-symmetric in E
for some B > 0. Moreover, since {xn,i}∞i=1, n ∈ N, spans an 1-complemented
subspace in Y (see e.g. [20, Ch. II, § 3.2]), we can assume that, for every n ∈ N,
the span [yn,i, i ∈ N] is a B-complemented subspace in E. Then, according to
[16, Lemma 8.10], there is a constant A′ > 0 such that for every n ∈ N the
sequence {yn,i}∞i=1 is A′-equivalent in E to a disjoint sequence in E. Since the
latter space is uniformly 2-DH and {xn,i}∞i=1 is a B-symmetric sequence in E, we
conclude that there is a constant A > 0 such that for every n ∈ N the sequence
{(1/φE(1/n))xn,i}∞i=1 is A-equivalent in Y to the unit vector ℓ2-basis. As above,
this yields that Y = L2(0,∞) and hence E = L2[0, 1] (with equivalence of norms),
which completes the proof. 
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It is well known that every Lorentz space Λ2(ϕ) has the uniform 2-DH property
(see e.g. [13, Theorem 5.1]). Therefore, since the embedding Λ2(ϕ) ⊇ G is
equivalent to the condition
∑∞
k=1 ϕ(e
−k) <∞ (see e.g. [6, Lemma 3]), we get the
following consequence of Theorem 5.
Corollary 2. Let ϕ be an increasing concave function on [0, 1] with ϕ(0) = 0.
Suppose that at least one of the following conditions holds:
(i) Rosenthal’s space UΛ2(ϕ) is isomorphically embedded into the space Λ2(ϕ);
(ii) the space Λ2(ϕ) isomorphic to a r.i. space on (0,∞).
Then,
∑∞
k=1 ϕ(e
−k) <∞.
In particular, we get the following new examples of r.i. spaces on [0, 1] that are
not equivalent to any r.i. spaces on (0,∞).
Corollary 3. Let 0 < α ≤ 1. Then, the Lorentz space Λ2(log−α(e/u)) has the
following properties:
(a) any disjoint sequence in Λ2(log
−α(e/u)) contains a subsequence 2-equivalent
to the unit vector basis of ℓ2, which spans a 2-complemented subspace in Λ2(log
−α(e/u));
(b) Rosenthal’s space UΛ2(log−α(e/u)) fails to be isomorphically embedded into
Λ2(log
−α(e/u)) and Λ2(log
−α(e/u)) is not isomorphic to any r.i. space on (0,∞).
5. Existence of an isomorphic embedding T : UE → E: the case when
T (χAn), n = 1, 2, . . . , are independent.
In the final section, we treat the special case when there is an isomorphic embed-
ding T : UE → E such that the functions T (χAn), n = 1, 2, . . . , are independent
symmetrically distributed r.v.’s.
Let {An}∞n=1 be a sequence of disjoint measurable subsets of (0,∞) satisfying
conditions (2). In the same way as in the beginning of the proof of Theorem 3,
for every m ∈ N, we find pairwise disjoint sets Sli ⊆ N, i = 1, 2, . . . , such that∑
n∈Sli
m(An) = 1/l and denote B
l
i :=
⋃
n∈Sli
An, i = 1, 2, . . . .
Next, suppose that E is a r.i. space such that UE is isomorphically embedded
into E, T : UE → E is an isomorphism, yli := T (χBli), i, l ∈ N. In contrast to
the preceding section, we assume that sequences {yli}∞i=1, l ∈ N, do not contain
“almost” disjoint subsequences, which means (see the proof of Theorem 3) that
‖yli‖E ≍ ‖yli‖L1, i = 1, 2, . . . , for each l ∈ N. Then, it is easy to check (see also
[18]) that for every l ∈ N there exists a constant εl > 0 such that
m
({t : |yli(t)| > εl‖yli‖E}) ≥ εl.
However, we will need the following stronger condition: there are α, β, γ > 0, an
infinite sequence {lk}∞k=1 ⊂ N, and a sequence of sets Fk ⊂ N, k = 1, 2, . . . , such
that γlk ≤ card Fk ≤ lk and for each i ∈ Fk
(34) m
({t : |ylki (t)| > α}) ≥ βlk .
Furthermore, let us consider the family {Blki , i ∈ Fk, k ∈ N}. One can readily
check now that definition of the sets Bli, i, l ∈ N, and the conditions imposed on
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the sets Fk, k ∈ N, assure that the latter family satisfies requirements (2). Since
Rosenthal’s space UE is invariant (up to isomorphism) on the particular choice of
a sequence of sets satisfying (2) [16, Lemma 8.7], without loss of generality, we
can replace the initial sequence {An}∞n=1 with the family {Blki , i ∈ Fk, k ∈ N}.
Theorem 6. Let E be a r.i. space on [0, 1] such that there exists an isomor-
phic embedding T : UE → E. Suppose that there is a sequence {lk}∞k=1 ⊂ N such
that the functions ylki := T (χBlki
), k, i ∈ N, are independent symmetrically dis-
tributed r.v.’s satisfying the above conditions (34). Then, the Kruglov operator
K is bounded from E into E ′′.
Moreover, there is a constant C > 0 such that
(35) ϕE
(( β
2lk
)γlk) ≤ C
lk
, k = 1, 2, . . . ,
where ϕE is the fundamental function of the space E.
Proof. First, for each k = 1, 2, . . . , we compare the finite sequences {ylki }i∈Fk and
{ulki }i∈Fk , where uli are, as above, independent symmetrically distributed r.v.’s
equimeasurable with the characteristic functions χ
B
lk
i
, k, i = 1, 2, . . . . From (34)
it follows that for all τ > 0
m
({t : |ylki (t)| > τ}) ≥ βm({t : α|ulki (t)| > τ}), i ∈ Fk, k = 1, 2, . . .
Hence, applying the result of Kwapien-Rychlik, [28, Ch.V, Theorem 4.4.], for all
τ > 0 and aki ∈ R, we get
m
({
t :
∣∣∣∣∣
∞∑
k=1
∑
i∈Fk
aki u
lk
i (t)
∣∣∣∣∣ > τ
})
≤ 2
β
m
({
t :
∣∣∣∣∣
∞∑
k=1
∑
i∈Fk
aki y
lk
i (t)
∣∣∣∣∣ > βατ
})
.
So, by [20, Ch.II, §4.3, Corollary 2],∥∥∥∥∥
∞∑
k=1
∑
i∈Fk
aki u
lk
i
∥∥∥∥∥
E
≤ 2
β2α
∥∥∥∥∥
∞∑
k=1
∑
i∈Fk
aki y
lk
i
∥∥∥∥∥
E
.
On the other hand, since T is an isomorphism, we have
(36)
∥∥∥∥∥
∞∑
k=1
∑
i∈Fk
aki y
lk
i
∥∥∥∥∥
E
‖T‖≍
∥∥∥∥∥
∞∑
k=1
∑
i∈Fk
aki χBlki
∥∥∥∥∥
ZE
.
Combining the last inequalities, we infer that∥∥∥∥∥
∞∑
k=1
∑
i∈Fk
aki u
lk
i
∥∥∥∥∥
E
≤ 2‖T‖
β2α
∥∥∥∥∥
∞∑
k=1
∑
i∈Fk
aki χBlki
∥∥∥∥∥
ZE
.
Applying now Theorem 1 (to the family {Blki , i ∈ Fk, k ∈ N}), we complete the
proof of the first assertion.
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Further, since card Fk ≤ lk and m(Blki ) = 1/lk, from (36) it follows that∥∥∥∑
i∈Fk
ylki
∥∥∥
E
≤ C ′
∥∥∥∑
i∈Fk
χ
B
lk
i
∥∥∥
E
≤ C ′, k = 1, 2, . . .
Moreover, taking into account the fact that ylki , i ∈ Fk, are independent symmet-
rically distributed r.v.’s, the inequality card Fk ≥ γlk and (34), we obtain∥∥∥∑
i∈Fk
ymki
∥∥∥
E
≥ αγmk ·
∥∥χ⋂
i∈Fk
{y
mk
i ≥α}
∥∥
E
= αγmk · ϕE
( ∏
i∈Fk
m({ymki ≥ α})
)
≥ αγmk · ϕE
(( β
2mk
)γmk).
Combining these inequalities, we obtain (35). 
Corollary 4. Let E be the exponential Orlicz space ExpLp, p > 0. Then, there
exists an isomorphic embedding T : UE → E, satisfying the conditions of Theorem
6, if and only if 0 < p ≤ 1.
Proof. One can easily check that, for E = ExpLp, we have ϕE(u) ≍ log−1/p(e/u),
0 < u ≤ 1. Therefore, a direct calculation shows that (35) is fulfilled in this case
if and only if 0 < p ≤ 1. Moreover, if 0 < p ≤ 1, the space ExpLp has the Kruglov
property (see [12, the beginning of §2.4] and [10, 4.3.1]), which implies that there
exists an isomorphic embedding T : UE → E, satisfying the conditions of Theorem
6 (indeed, we take umi for y
m
i , an arbitrary sequence of positive integers {mk}∞k=1
and any set of cardinality mk for Fk, k = 1, 2, . . . ). Thus, the desired result
follows. 
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