Abstract. We use the theory of resultants to study the stability of an arbitrary polynomial f over a finite field F q , that is, the property of having all its iterates irreducible. This result partially generalises the quadratic polynomial case described by R. Jones and N. Boston. Moreover, for p = 3, we show that certain polynomials of degree three are not stable. We also use the Weil bound for multiplicative character sums to estimate the number of stable arbitrary polynomials over finite fields of odd characteristic.
Introduction
For a polynomial f of degree at least 2 and coefficients in a field K, we define the following sequence: f (0) (X) = X, f (n) (X) = f (n−1) (f (X)), n ≥ 1.
A polynomial f is stable if f (n) is irreducible over K for all n ≥ 1. In this article, K = F q is a finite field with q elements, where q = p s and p an odd prime.
Studying the stability of a polynomial is an exciting problem which has attracted a lot of attention. However, only few results are known and the problem is far away from being well understood.
The simplest case, when the polynomial is quadratic, has been studied in several works. For example, some results concerning the stability over F q and Q can be found in [3, 4, 8, 12, 13] . In particular, by [13, Proposition 2.3] , a quadratic monic polynomial f ∈ K[X] over a field K of odd characteristic and with the unique critical point γ, is stable if the set {−f (γ)} ∪ {f (n) (γ) | n ≥ 2} contains no squares. In the case when K = F q is a finite field of odd characteristic, this property is also necessary.
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In [11] an estimate of the number of stable quadratic polynomials over the finite field F q of odd characteristic is given, while in [2] it is proved that almost all monic quadratic polynomials f ∈ Z[X] are stable over Q. Furthermore, in [2] it is shown that there are no stable quadratic polynomials over finite fields of characteristic two. One might expect that this is the case over any field of characteristic two, which is not true as is also shown in [2] where an example of a stable quadratic polynomial over a function field of characteristic two is given.
The goal of this paper is to characterize the set of stable polynomials of arbitrary degree and to devise a test for checking the stability of polynomials.
Our techniques come from theory of resultants and they use the relation between irreducibility of polynomials and the properties of the discriminant of polynomials. Using these techniques, we partially generalize previous results known for quadratic polynomials.
A test for stability of quadratic polynomials was given in [15] , where it was shown that checking the stability of such polynomials can be done in time q 3/4+o (1) . As in [13] , for an arbitrary polynomial f over F q , the set defined by
where γ i , i = 1, . . . , k, are the roots of the derivative of the polynomial f , plays also an important role in checking the stability of f . In particular, we use techniques based on resultants of polynomials together with the Stickelberger's theorem to prove our results. We introduce analogues of the orbit sets defined in [13] for arbitrary degree d ≥ 2 polynomials. As in [15] , we obtain a nontrivial estimate for the cardinality of these sets for polynomials with irreducible derivative. We also give an estimate for the number of stable arbitrary polynomials which generalises the result obtained in [11] for quadratic stable polynomials. The outline of the paper is the following: in Section 2 we introduce the preliminaries necessary to understand the paper. These include basic results about resultants and discriminants of polynomials. This section ends with the Stickelberger's result. Next, Section 3 is devoted to proving a necessary condition for the stability of a polynomial. We define a set, which generalizes the orbit set for a quadratic polynomial, and then we give an upper bound on the number of elements of this set. Section 4 gives a new proof of the result that appeared in [2] for cubic polynomials when the characteristic is equal to 3. Finally, in Section 5 we give an estimate of the number of stable polynomials for any degree. For that, we relate the number of stable polynomials with estimates of certain multiplicative character sums.
Preliminaries
Before proceeding with the main results, it is necessary to introduce some concepts related to commutative algebra. Let K be any field and let f ∈ K[X] be a polynomial of degree d with leading coefficient a d . The discriminant of f , denoted by Disc(f ), is defined by
where α 1 , . . . , α d are the roots of f in some extension of K.
It is widely known that for any polynomial f ∈ K[X], its discriminant is an element of the field K. Alternatively, it is possible to compute Disc(f ) using resultants. We can define the resultant of two polynomials f and g over K of degrees d and e, respectively, with leading coefficients a d and b e , as
where α i , β j are the roots of f and g, respectively.
Like the discriminant, the resultant belongs to K. In the following lemmas we summarize several known results about resultants without proofs. The interested reader can find them in [7, 14] . Lemma 2.1. Let f, g ∈ K[X] be two polynomials of degrees d ≥ 1 and e ≥ 1 with leading coefficients a d and b e , respectively. Let β 1 , . . . , β e be the roots of g in an extension field of K. Then,
f (β i ).
The behaviour of the resultant with respect to the multiplication is given by the next result.
Lemma 2.2. Let K be any field. Let f, g, h ∈ K[X] be polynomials of degree greater than 1 and a ∈ K. The following hold:
e Res (f, g) ,
The relation between Disc(f ) and Res (f, f ′ ) is given by the next statement.
Lemma 2.3. Let K be any field and f ∈ K[X] be a polynomial of degree d ≥ 2 with leading coefficient
Then, we have the relation
where C f = (−1)
One of the main tools used to prove our main result regarding the stability of arbitrary polynomials is the Stickelberger's result [17] , which gives the parity of the number of distinct irreducible factors of a polynomial over a finite field of odd characteristic.
and is the product of r pairwise distinct irreducible polynomials over F q . Then r ≡ d mod 2 if and only if Disc(f ) is a square in F q .
Stability of arbitrary polynomials
In this section we give a necessary condition for the stability of arbitrary polynomials. For this purpose, we use the following general result known as Capelli's Lemma, see [9] .
, and let β ∈ K be any root of g. Then g(f ) is irreducible over K if and only if both g is irreducible over K and f − β is irreducible over K(β).
We prove now one of the main results about the stability of an arbitrary polynomial. We note that our result partially generalises the quadratic polynomial case presented in [13] which is known to be necessary and sufficient over finite fields.
Then the following hold:
Proof. Let f ∈ F q [X] be a stable polynomial. We assume first that d is even. We have that f (n) is irreducible for any n, and thus, by Capelli's Lemma 3.1, we know that f − α is irreducible over F q d n−1 , where α is a root of f (n−1) . By Lemma 2.4 this means that Disc(f − α) is a nonsquare in F q d n−1 . Now, taking the norm over F q and using Lemma 2.3, we get
where C f is defined by Lemma 2.3, A is the leading coefficient of f
and Nm q d (n−1) |q is the norm map from F q d n−1 to F q . As the norm Nm q d n−1 |q maps nonsquares to nonsquares, we obtain
′ is a nonsquare, and taking into account
and the parity of the exponents involved, the result follows. The case of odd d can be treated in a similar way. Theorem 3.2 is interesting because it gives a method for testing the stability of a polynomial. Lemma 2.1 says that the resultant is just the evaluation of f (n) in the roots of f ′ multiplied by some constants. Taking into account this fact, the quadratic character of a d and the exponents which are involved in Theorem 3.2, we have the following characterisation.
. . , k, be the roots of the derivative f ′ . Then the following hold:
contains only nonsquares in F q ;
contains only squares in F q .
Proof. The result follows directly from Theorem 3.2 and Lemma 2.1.
We
. It is straightforward to see that f (n) (X) = (X − a 0 ) d n + a 0 and that the set (2) is
0 }. We note that the polynomial f is reducible. Indeed, let the integer 1 ≤ e ≤ q − 1 be such that ed = 1 (mod q − 1). Then (a e 0 ) d = a 0 , and thus −a e 0 + a 0 is a root of f . On the other hand, since −1 and d are squares in F q because both elements belong to F p and F q is an extension of even degree, the set (2) contains only squares.
We finish this section by showing that, when the derivative f ′ of the stable polynomial f is irreducible, the sets (1) and (2) are defined by a short sequence of initial elements. The proof follows exactly the same lines as in the proof of [15, Theorem 1] . Indeed, assume deg f ′ = k and γ 1 , . . . , γ k ∈ F q k are the roots of f ′ . Using Corollary 3.3 we see that the sets (1) and (2) contain only nonsquares and squares, respectively, and thus, the problem reduces to the cases when f (n) (γ 1 ) . . . f (n) (γ k ) are either all squares or all nonsquares for any n ≥ 1. It is clear that, when f ′ is irreducible, taking into account that γ i = γ
Applying now the same technique with multiplicative character sums as in [15, Theorem 1] (as the argument does not depend on the degree of the polynomial f ), we obtain the following estimate: such that for the sets (1) and (2) we have
f (γ i ) ;
Non-existence of certain cubic stable polynomials when p=3
The existence of stable polynomials is difficult to prove. For p = 2, there are no stable quadratic polynomials as shown in [1] , whereas for p > 2, there is a big number of them as is shown in [11] . In this section, we show that for certain polynomials of degree 3, f (3) is a reducible polynomial when p = 3.
This result also appears in [2] , but we think this approach uses new ideas that could be of independent interest. For this approach, we need the following result which can be found in [6, Corollary 4.6]. Based on this result, we can present an irreducibility criterium for polynomials of degree 3 in characteristic 3. Proof. The case a 2 = 0 is a direct application of Lemma 4.1. In the other case, we take the polynomial We denote g(X) = f (X + a 1 /a 2 ) to ease the notation and g * the reciprocal polynomial of g, i. e. For simplicity, we proved an irreducibility criterium for monic polynomials, however the proof holds for non-monic polynomials as well taking into account the principal coefficient.
Using Lemma 4.2 and following the same lines as in [1] , we can prove now the following result. Proof. Suppose that f, f (2) , f (3) are all irreducible polynomials. Using Lemma 3.1, f (3) is irreducible if and only if f (2) is irreducible over F q and f − γ is irreducible over F q 9 , where γ is a root of f (2) . Thus, the monic polynomial h = f −γ a 3 is irreducible over F q 9 and we can apply now Lemma 4.2 from where we get that Tr q 9 |3 (
Notice that b ∈ F q . Indeed, as b is the root of the polynomial X 2 −a 1 , then either b ∈ F q or b ∈ F q 2 . Since b ∈ F q 9 we obtain that b ∈ F q . Using the properties of the trace map we obtain
and from here we conclude that the right hand side of the last equation is non zero. Using now the transitivity of the trace, see [14, Theorem 2 .26], we get
is an irreducible polynomial with roots γ, γ q , . . . , γ q 8 . Thus, Tr q 9 |q (γ) is given by the coefficient of the term X 8 in f (2) , which is zero. This shows that Tr q 9 |3 (γ) = 0, which is a contradiction with the fact that f (3) is irreducible.
We note that Theorem 4.3 cannot be extended to infinite fields. As in [2] , let K = F 3 (T ) be the rational function field in T over F 3 , where T is transcendental over F 3 . Take f (X) = X 3 + T ∈ K[X]. Then it is easy to see that
Now from the Eisenstein criterion for function fields (see [16, Proposition III.1.14], for example), it follows that for every n ≥ 1, the polynomial f (n) is irreducible over K. Hence, f is stable.
On the number of stable polynomials
In this section we obtain an estimate for the number of stable polynomials of certain degree d. Note that, from Corollary 3.3, it suffices to estimate the number of nonsquares of the orbit (1) for even d, or the number of squares of (2) 
which is a polynomial in the variables a 0 , . . . , a d and with coefficients in F q . Following [15] , the number of stable polynomials of degree d, which will be denoted by S d , satisfies the inequality
where χ is the multiplicative quadratic character of F q . The sign of χ depends on d and is chosen in order to count the elements of the orbit of f which satisfy the condition of stability. Since the upper bound of S d is independent of this choice, let us suppose from now on that χ is taken with +. If we expand and rearrange the product, we obtain 2 K − 1 sums of the shape
with µ ≥ 1 plus one trivial sum correponding to 1 in (3). The upper bound for S d will be obtained using the Weil bound for character sums, which can be found in [11, Lemma 1] . This result can only be used when µ j=1 F l j (a 0 , . . . , a d ) is not a square polynomial. The next lemmas are used to estimate the number of values for a 1 , . . . , a d such that the resulting polynomial in a 0 is a square. The first lemma is a bound on the number of zeros of two multivariate polynomials. A more general inequality is given by the Schwartz-Zippel lemma. For a proof, we refer the reader to [10] .
Then, the number of common roots in F q is bounded by
The next lemma gives a bound for the number of "bad" choices of a 1 , . . . , a d , that is, the number of choices of a 1 , . . . , a d such that
is a square polynomial in the variable a 0 up to a multiplicative constant only for at most O(d
Proof. For even degree which is coprime to p, we consider the polyno-
where deg H n (c) = d n−1 . For odd degree, coprime to p, we consider the following polynomial
. Notice that, if the degree of this polynomial is coprime to the characteristic p, then f ′ has two different roots b, b
Substituting these in the polynomial f , we get
where
In either of the two cases, we can compute the irreducible factors of Res f (k) , f ′ . When the degree is not coprime to the characteristic, take f = (X − b)
d + (X − b) 2 + c + b and the proof is similar to the last two cases. This proves that the following polynomial
is not a square polynomial as a multivariate polynomial up to a multiplicative constant. F l j (a 0 , . . . , a d ) is a square of a polynomial and how these cases will be counted. We have the following two possible situations:
1 is a square, nonconstant, and because d 1 is not even, then we must have that G 1 has at least one multiple root. This is only possible if G 1 and the first derivative with respect to the variable a 0 of G 1 have a common root. G 1 is an irreducible polynomial, so Lemma 5.1 applies. We remark that the first derivative is a nonzero polynomial. Otherwise G 1 is a reducible polynomial. This can only happen in (deg G 1 )(deg G 1 − 1)q d−1 cases.
• G 1 and G j have a common root for some 1 ≤ j ≤ h. In this case, using the same argument, there are at most (deg G 1 )(deg G j )q 
Choosing K = ⌈(log q/ log(2d 2 ))⌉ the result follows.
