Abstract. Let X be an infinite compact metric space and let h : X → X be a minimal homeomorphism. We prove that the radius of comparison of the crossed product C*-algebra C * (Z, X, h) and the mean dimension of h are related by the inequality rc(C * (Z, X, h)) ≤ 1 + 36 · mdim(h).
Let X be an infinite compact metric space and let h : X → X be a homeomorphism. The mean dimension mdim(h) was introduced in Definition 2.1 of [12] (after being suggested by Gromov). It behaves well under the assumption that h does not have "too many" periodic points. Its original application seems to have been to prove that there are minimal homeomorphisms which do not equivariantly embed in the shift on [0, 1] Z ; see Corollary 3.4 and Proposition 3.5 of [12] . The radius of comparison rc(A) of a unital C*-algebra A was introduced in Definition 6.1 of [20] . An important early application was as the invariant used to distinguish many mutually nonisomorphic simple unital AH algebras with the same Elliott invariant. (Of course, these algebras do not have slow dimension growth.) See Theorem 4.1 of [21] .
It has been conjectured that if h is minimal then rc(C * (Z, X, h)) = 1 2 mdim(h). Some partial results are known. If mdim(h) = 0 then it follows from Corollary 3.3 of [3] that rc(C * (Z, X, h)) = 0. If X has infinitely many connected components, then rc(C * (Z, X, h)) ≤ 1 2 mdim(h) by [6] . For a class of examples generalizing those of Giol and Kerr [4] , including ones with arbitrarily large mean dimension, we actually have rc(C * (Z, X, h)) = 1 2 mdim(h) ( [6] ). The difficulty in generalizing the inequality rc(C * (Z, X, h)) ≤ 1 2 mdim(h) from spaces with infinitely many connected components lies in the technical details of working with direct limits of recursive subhomogeneous algebras instead of AH algebras. (This is discussed below.) In this paper, we use an equivariant embedding of (X, h) into a shift K Z (provided by Theorem 5.1 of [10] ) to avoid those difficulties, and provide a relatively easy proof of the weaker inequality rc(C * (Z, X, h)) ≤ 1 + 36 · mdim(h) for an arbitrary minimal homeomorphism of an arbitrary compact metric space. In particular, if mdim(h) is finite then rc(C * (Z, X, h)) is finite. The proof is based on the orbit breaking subalgebras C * (Z, X, h) Y originally introduced by Putnam in [18] . when h is minimal and h k (Y ) ∩ Y = ∅ for all k = 0, then, by Corollary 7.11 of [17] , C * (Z, X, h) Y is a stably large subalgebra of C * (Z, X, h) in the sense of Definition 5.1 of [17] , and so has the same radius of comparison as C * (Z, X, h) (Theorem 6.14 of [17] ). When int(Y ) is nonempty, C * (Z, X, h) Y is a recursive subhomogeneous algebra, a fact originally observed in unpublished work with Q. Lin (see [9] ). If h k (Y ) ∩ Y = ∅ for k = 0, and Y 0 ⊃ Y 1 ⊃ · · · is a decreasing sequence of compact sets such that ∞ n=0 Y n = Y , then C * (Z, X, h) Y ∼ = lim − →n C * (Z, X, h) Yn . If int(Y n ) = ∅ for all n, this expresses C * (Z, X, h) Y as a direct limit of recursive subhomogeneous algebras.
Niu has given (Theorem 6.2 of [13] ) an estimate on rc(A) when A is a simple unital AH algebra with diagonal maps (and under other minor technical conditions). It is not clear whether one needs to assume that the maps are diagonal. For comparison, we note that a simple AH algebra with diagonal maps necessarily has stable rank one (Theorem 4.1 of [2] ), whereas without diagonal maps this need not be the case. It seems rather messy to generalize Niu's result to simple unital direct limits of recursive subhomogeneous algebras with diagonal maps, although we expect that the generalization should be true (with a suitable definition of diagonal maps). The generalization is expected to require both that the gluing maps in the recursive subhomogeneous decompositions be diagonal and that the maps between recursive subhomogeneous algebras in the direct system be diagonal. We need to give a careful description of a suitable recursive subhomogeneous decomposition of C * (Z, X, h) Y when int(Y ) = ∅, which includes the fact that the gluing maps are diagonal. Our proof avoids the need for consideration of maps between recursive subhomogeneous algebras except for an extremely special case.
For technical reasons, we use a nonstandard choice of recursive subhomogeneous decomposition for C * (Z, X, h) Y . Therefore we give a general scheme. We assume a weaker condition on h and Y than minimality of h, with the hope that it will be useful for some nonminimal homeomorphisms, for example, for ones which have a nontrivial minimal factor system.
In Section 2, we give a careful description of the recursive subhomogeneous decomposition of C * (Z, X, h) Y associated to a system of Rokhlin towers for Y when Y is a sufficiently large subset of X. When h is minimal and X is infinite, "sufficiently large" just means that int(Y ) = ∅. Section 1 contains a preliminary result for this description, on the existence of homomorphisms from C * (Z, X, h) Y to algebras of the form C(Z, M N ) for closed subsets Z ⊂ Y . All that one needs is h N (Z) ⊂ Y . In Section 3, we consider a minimal subsystem (X, h) of the shift on K Z , and show that, for suitable choices of Y , elements of C * (Z, X, h) Y can be approximated by elements in the homomorphic image of a recursive subhomogeneous algebra whose base spaces are closed subspaces of finite products of copies of K. Section 4 contains the proof of our main result, and Section 5 contains several open problems. Notation 1.2. Let X be a compact Hausdorff space, and let h : X → X be a homeomorphism. The induced automorphism α of C(X) is given by α(f ) = f • h
for f ∈ C(X). We identify C(X) with its standard image in C * (Z, X, h). Let u ∈ C * (Z, X, h) be the standard unitary of the crossed product. Let E : C * (Z, X, h) → C(X) be the usual conditional expectation, so that uf u * = f • h −1 for f ∈ C(X).
Thus E N n=−N f n u n = f 0 for f −N , f −N +1 , . . . , f N ∈ C(X). For an open subset U ⊂ X we identify C 0 (U ) with f ∈ C 0 (X) : f (x) = 0 for all x ∈ X \ U ⊂ C(X).
For a nonempty closed subset Y ⊂ X, we let
be the Y -orbit breaking subalgebra of Definition 7.3 of [17] .
We have used a different convention from that used in a number of other papers, where one takes C * (Z, X, h) Y = C * C(X), uC 0 (X \ Y ) .
Our choice has the advantage that, when used in connection with Rokhlin towers, the bases of the towers are subsets of Y rather than of h(Y ). See the discussion after Definition 7.3 of [17] . We recall the identification of C * (Z, X, h) Y from [17] . Proposition 1.3 (Proposition 7.5 of [17] ). Let X be a compact Hausdorff space, let h : X → X be a homeomorphism, and let Y ⊂ X be a nonempty closed subset.
Convention 1.4. In this section, we index the positions in an n × n matrix using {0, 1, . . . , n − 1} instead of the usual {1, 2, . . . , n}. Thus, the standard system of matrix units for M n is (e j,k ) j,k=0,1,...,n−1 .
The following result is related to part of a proof in [6] . Proposition 1.5. Let X be a compact Hausdorff space and let h : X → X be a homeomorphism. Let Z ⊂ Y ⊂ X be nonempty closed subsets and let N ∈ Z >0 . Suppose h N (Z) ⊂ Y . Then there exists a unique unital homomorphism
and, taking 
Moreover, if a ∈ C * (Z, X, h) Y has the formal series ∞ n=−∞ a n u n , with a n ∈ C(X) for n ∈ Z, then, following Convention 1.4, for x ∈ Z and j, k ∈ {0, 1, . . . , N − 1} we have
We don't need to assume that h is minimal, that int(Y ) = ∅, or that N is the first return time of Z to Y . We don't even need to assume that the first return time to Y is constant on Z.
Expressed in terms of matrices, if a ∈ C * (Z, X, h) Y has the formal series ∞ n=−∞ a n u n and x ∈ Z, the formula for
Proof of Proposition 1.5. By the definition of C * (Z, X, h) Y , the homomorphism γ N,Z is unique if it exists. Therefore it suffices to show that the formula (1.3) defines a unital homomorphism. This formula obviously defines a continuous linear map γ N,Z (a) :
. Therefore, by Proposition 1.3, and taking Y n to be as there, it suffices to take a, b ∈ C * (Z, X, h) of the form a = f u m and b = gu n with m, n ∈ Z, f ∈ C 0 (X \ Y m ), and g ∈ C 0 (X \ Y n ), and show that γ N,Z (ab) = γ N,Z (a)γ N,Z (b) and γ N,Z (a) * = γ N,Z (a * ). To simplify the notation, we define γ :
as e j,k for j, k = 0, 1, . . . , N − 1 (following Convention 1.4). We make the following preliminary computations: for g ∈ C(X) and n = 0, 1, . . . , N − 1, we have
. . in the diagonal starting with the (0, n) entry),
. . in the diagonal starting with the (n, 0) entry), and
To evaluate the first put g = f in (1.8). For the second put g = f • h n in (1.7), getting the same element of M N (C(Z)). If m ≥ N then both γ N,Z (a) and γ N,Z (a * ) are zero.
We now check multiplicativity. There are six cases to consider: Since we already know that γ N,Z preserves adjoints, by taking adjoints we can obtain case (6) from case (1), case (4) from case (2), and case (5) from case (3). Accordingly, we only consider the first three cases. By comparing (1.5) and (1.6), we get
for m = 0, 1, . . . , N − 1 and all g ∈ C(X). Accordingly, if m, n ≥ 0 and m + n ≤ N − 1, we get
If instead m + n ≥ N , one easily checks that γ N,Z (ab) = 0 = γ N,Z (a)γ N,Z (b). This is case (1). We prove case (2) . It is helpful to rewrite it as a = f u m and b = gu −n with m, n ≥ 0 and m − n ≥ 0. First suppose m ≤ N − 1. Then
and, using (1.9) at the second step,
A computation using (1.5), and which should be compared with the formula
shows that
Since m − n ≥ 0, it follows that the expression on the right hand side of (1.10) is zero. Finally, we prove case (3). We rewrite this case as a = f u −m and b = gu n with m, n ≥ 0 and n − m ≥ 0. First suppose n ≤ N − 1. Then
and, using the adjoint of (1.9) at the second step,
shows that (1.11)
Since gu n ∈ C * (Z, X, h) Y , Proposition 1.3 implies that g vanishes on the sets Y, h(Y ), . . . , h n−1 (Y ). Since h N (Z) ⊂ Y and m ≤ n, it follows that the expression on the right hand side of (1.11) is zero. 
, whence γ N,Z (ab) = 0 by (1.5). The formula (1.4) is an immediate consequence of the formula (1.3).
Rokhlin towers
Let X be a compact metric space, and let h : X → X be a homeomorphism. Let Y ⊂ X be a nonempty compact subset such that Y ⊂ ∞ n=1 h n (Y ). In this section, we give a recursive subhomogeneous decomposition (as in [16] ; see Definition 2.5 below) of C * (Z, X, h) Y associated to a system of Rokhlin towers for which the union of the bases is Y .
If h is minimal and Y is a nonempty compact open subset of X, then there is a standard system of Rokhlin towers associated to Y , in which the bases of the towers form a partition of Y and the levels of the towers form a partition of X. When X is connected, one can't choose such systems. The right thing to do is to require the levels of the towers to be closed, and allow some overlap. This overlap is the reason that C * (Z, X, h) Y is a recursive subhomogeneous algebra rather than a homogeneous algebra. The conventional choice has been to require that the overlap be as small as possible; this results in the Rokhlin system of Lemma 2.9 below. For technical reasons, the Rokhlin system of Lemma 2.10 below is more suitable for our purposes. We therefore define a general system of Rokhlin towers. For possible use elsewhere, the definition is set up to accommodate more general situations than minimal homeomorphisms and sets with nonempty interior, although that is the case of interest here. The purpose of the condition Y ⊂ ∞ n=1 h n (Y ) is to rule out examples in which, for instance, h n (Y ) is a proper subset of Y for some n > 0. We continue to follow Convention 1.4, indexing matrix entries starting with 0 instead of 1.
We list here, for convenient reference, the notation that will be introduced in this section, together with several previously defined items. The items in this list mostly depend on a system Y of Rokhlin towers. When dealing with only one such system, we often suppress it in the notation. (See Convention 2.14.) Remark 2.1. Let X be a compact metric space, and let h : X → X be a homeomorphism. Let Y ⊂ X be a nonempty compact subset such that Y ⊂ ∞ n=1 h n (Y ). Let Y be a Rokhlin system for (X, h, Y ). Then: Definition 2.2. Let X be a topological space, and let h : X → X be a homeomorphism. Let Y ⊂ X be a subset. We define the first return time
We have the following standard results. Proof. We must show that for α ∈ R, the set
which is clearly closed. 
We recall the definitions of a recursive subhomogeneous decomposition and a recursive subhomogeneous C*-algebra from [16] . Definition 2.5 (Part of Definition 1.1 of [16] ). The class of recursive subhomogeneous C*-algebras is the smallest class R of C*-algebras such that:
(1) If T is a compact Hausdorff space and r ∈ Z >0 , then C(T, M r ) ∈ R.
(2) R is closed under the following pullback construction:
, M r is any unital homomorphism, and if ρ : C(T, M r ) → C T (0) , M r is the restriction homomorphism, then the pullback
(compare with Definition 2.1 of [15] ) is in R.
In (2) the choice T (0) = ∅ is allowed (in which case ϕ = 0 is allowed). Thus the pullback could be an ordinary direct sum. Notation 2.6 (Part of Definition 1.1 of [16] ). We adopt the following standard notation for recursive subhomogeneous C*-algebras. From the definition, it is clear that any recursive subhomogeneous C*-algebra can be written in the form
) for compact Hausdorff spaces T l and positive integers r(l),
, and where the maps C l → C (0) l are always the restriction maps. An expression of this type will be referred to as a decomposition of R.
Associated with this decomposition are:
(1) Its length m.
(2) Its l-th stage algebra
obtained by using only the first l + 1 algebras
Definition 2.7. Let X be a compact metric space, and let h : X → X be a homeomorphism. Let Y ⊂ X be a nonempty compact subset such that 
The conditions are then as follows:
When Y is understood, we may suppress it in the notation.
Definition 2.8. Let X, h, Y , and Y be as in Definition 2.7. We define
and, using the notation from Proposition 1.5, we define
are the bases of the Rokhlin towers associated with Y. For fixed l, the sets
form the Rokhlin tower with base T l (Y). We need to use closed sets, so that objects like C(Y) as defined above make sense, but if Y is not both closed and open it is then not possible to choose the sets in the towers to be disjoint. The set
, that is, the part of T l (Y) which is used when gluing it onto
The hypotheses on Y in Definition 2.7 are not sufficient to ensure that Rokhlin systems exist. They do exist in the cases relevant here. The standard example is given in Lemma 2.9. The one we actually use is given in Lemma 2. 
Moreover, this Rokhlin system is irredundant, and we have: 
Moreover, we have: 
We claim that
For the reverse inclusion, let n ∈ Z ≥0 and let
This completes the proof of (2.6).
With N = r m(Y) (Y), we now have (2.7)
is closed, and it follows from (2.1) in Definition 2.7 that
We next claim that the sets h
At this point, we know that the unions in the second and third expressions in part (4) are disjoint and are equal.
We can now write
and moreover
This is part (5). We next claim that
Combining this claim with (2.6) finishes the proof of part (3), and combining it with (2.7) finishes the proof of part (4) .
It remains to prove parts (6) and (7). We prove both parts by induction on n. For the first part, the case n = 0 is part (1) . Assuming the statement is true for n, we clearly have
Moreover,
is contained in the union of those sets h
follows that the set (2.9) is empty. This is (6). The proof of (7) is essentially the same, except that we start from part (5) instead of from part (1).
Lemma 2.12. Let the notation be as in Definition 2.7 and Definition 2.8 (see Remark 2.1), and in addition assume that n∈Z h n (Y ) = X. Then:
Proof. Part (1) is immediate from Lemma 2.9(4) and Lemma 2.9(1).
We prove part (2) . Let a ∈ C * (Z, X, h) Y be nonzero. Let ∞ m=−∞ a m u m be the corresponding formal series. Then there is n ∈ Z >0 such that a n = 0.
First assume n ≥ 0. By Proposition 1.3, there is x ∈ X \ n−1 j=0 h j (Y ) such that a n (x) = 0. Combining Lemma 2.9(4) and Lemma 2.9(6), we find l, j ∈ Z ≥0 such that
We must clearly have n ≤ j ≤ r l (Y) − 1. Applying (1.4) in Proposition 1.5, we get
Referring to Definition 2.7, we get γ Y (a) = 0. 
For such a sequence µ, we define the length of µ to be t, and we set
(a closed set-this is stated in Lemma 2.15 (1)), and further define
, and x ∈ T l,µ (Y).
Inductively define subalgebras
The main goal of the rest of this section is to prove Theorem 2.22, which states that R m(Y) (Y) is equal to the range of γ Y , and that the description in (2.10) is a recursive subhomogeneous decomposition.
Convention 2.14. When Y is unambiguous, we suppress it in the notation. Thus, in Definition 2.7, Definition 2.8, and Definition 2.13, we abbreviate
We also define, still suppressing Y,
Lemma 2.15. Let the notation be as in Convention 2.14. Let l ∈ {0, 1, . . . , m}. Then:
(1) T l,µ is closed for all µ ∈ S l .
(2) For all µ ∈ S l , β l,µ is a unital homomorphism.
For every x ∈ D l there are t ∈ Z >0 and µ ∈ S l of length t such that r µ(1) + r µ(2) + · · · + r µ(t) = r l and for s = 1, 2, . . . , t we have
We have
We prove (2). Since T l,µ is closed by part (1), the only thing to check is that β l,µ is unital. This follows from the relation t s=1 r µ(s) = r l . We prove (3). We inductively construct a sequence µ in {0, 1, . . . , l − 1} of length t, such that h r µ(1) +r µ(2) +···+r µ(s) (x) ∈ Y for s = 1, 2, . . . , t, as follows. By definition, x ∈ l−1 i=0 T i , so by Lemma 2.11 (1) there is i ∈ {0, 1, . . . , l − 1} such that µ(2) , . . . , µ(s), set p = r µ(1) + r µ(2) + · · · + r µ(s) . If p = r l , stop, and set t = s and µ = (µ(1), µ(2), . . . , µ(t)). Since h r l (x) ∈ Y , we must otherwise have p < r l and h p (x) ∈ Y . By Lemma 2.11(1), there is i ∈ {0, 1, . . . , m} such that
This completes the induction step. Part (3) follows.
We prove (4). For µ ∈ S l , we have T l,µ ⊂ D l by definition. The reverse inclusion follows from (3).
We prove (5). The sets on the right in the desired conclusion are disjoint by Lemma 2.11(4), so we need to show that
For k = 0, 1, . . . , l define
We claim that for j = 0, 1, . . . , r k − 1, we have h
Let x ∈ D k and let j ∈ {0, 1, . . . , r k − 1}. Choose µ ∈ S k as in (3). Let t be the length of µ. Then choose s ∈ {0, 1, . . . , t−1} such that, with p = r µ(1) +r µ(2) +· · ·+ r µ(s) , we have p ≤ j < p + r µ(s+1) . Now
which is (2.11). This completes the proof of (5). We prove (6) . Without loss of generality (4) provides µ ∈ S l such that y ∈ T l,µ . Let t be the length of µ. Choose s ∈ {0, 1, . . . , t − 1} such that, with
we have p ≤ j 2 < p + r µ(s+1) . Then
This completes the proof of (6). Part (7) follows from part (6), since applying part (5) for l and also for l − 1 in place of l shows that h
We prove (9) . It is clear that D l ⊂ T l ∩ X l−1 . For the reverse, take j = 0 in part (8).
Lemma 2.16. Let the notation be as in Convention 2.14, Definition 2.8, and Proposition 1.5. Assume that l ∈ {0, 1, . . . , m}, µ ∈ S l , x ∈ T l,µ , and a ∈ C * (Z, X, h) Y .
Proof. We follow Convention 1.4. Let j, k ∈ {0, 1, . . . , r l − 1}. We show that
Since we are dealing with *-homomorphisms, we need only consider the case j ≥ k. Let ∞ n=∞ a n u n be the formal series for a. The statement (1.4) in Proposition 1.5 gives γ r l ,T l (a)(x) j,k = a j−k (h j (x)). Let t be the length of µ. By definition, there exists s ∈ {0, 1, . . . , t − 1} such that, setting
we have p ≤ j < p + r µ(s+1) .
There are two cases. First suppose that k < p. The matrix β l,µ (γ l−1 (a))(x) is block diagonal with blocks of sizes r µ(1) , r µ(2) , . . . , r µ(t−1) , and the (j, k) position is in none of these blocks, so
Otherwise, we have p ≤ k ≤ j. For y ∈ T µ(s+1) , we then have
by the statement (1.4) in Proposition 1.5. Using this equation with y = h p (x) at the second step, and the definitions of β l,µ and γ l−1 at the first step, we get
as desired. This completes the proof.
Corollary 2.17. Let the notation be as in Convention 2.14. Let l ∈ {0, 1, . . . , m} and let
be in the range of γ l . Then for all µ ∈ S l we have
Proof. This follows from Lemma 2.16 by induction on l.
Corollary 2.18. Let the notation be as in Convention 2.14. For l = 0, 1, . . . , m, the range of γ l is contained in R l .
Proof. This is immediate from Corollary 2.17 and (2.10) in Definition 2.13.
Lemma 2.19. Let the notation be as in Convention 2.14. Let l ∈ {0, 1, . . . , m}, and let b ∈ R l . Then there exists a ∈ C * (Z, X, h) Y such that γ l (a) = b.
Proof. The proof is by induction on l. We follow Convention 1.4. Suppose first that l = 0. We have R 0 = C(T 0 , M r0 ) and γ 0 = γ r0,T0 . Let b ∈ R 0 , and write b = r0−1 j,k=0 e j,k ⊗ b j,k with b j,k ∈ C(T 0 ) for j, k = 0, 1, . . . , r 0 − 1. We prove that for n = 0, 1, . . . , r 0 − 1 the element c = r0−1 j=n e j,j−n ⊗ b j,j−n is in the range of γ r0,T0 . Since γ r0,T0 is a *-homomorphism, knowing this for all b ∈ R 0 and all n ∈ {0, 1, . . . , r 0 − 1} will imply the result.
Since r Y (y) ≥ r 0 for all y ∈ Y , the sets
are disjoint closed subsets of X. Therefore the Tietze Extension Theorem provides f ∈ C(X) such that f | h j (Y ) = 0 for j = 0, 1, . . . , n−1 and f | h j (T0) = b j,j−n •h −j for j = n, n + 1, . . . , r 0 − 1. It follows from Proposition 1.3 that f u n ∈ C * (Z, X, h) Y and from the formula (1.4) in Proposition 1.5 that γ r0,T0 (f u n ) = c. Now assume the result is known for l−1; we prove it for l.
with (b l ) j,k ∈ C(T l ) for j, k = 0, 1, . . . , r l − 1. We prove that for n = 0, 1, . . . , r l − 1 and taking c = r l −1 j=n e j,j−n ⊗ (b l ) j,j−n , the element (0, 0, . . . , 0, c) is in the range of γ l . Since γ l is a *-homomorphism, knowing this for all b such that (0, 0, . . . , 0, b) ∈ R l and all n ∈ {0, 1, . . . , r l − 1} will prove the result in this case.
We first claim that there exists f ∈ C(X) such that:
The subsets of X involved in (1), (2), and (3) are all closed, so it suffices to show that the formulas agree on all the intersections of these sets, and then apply the Tietze Extension Theorem. Thus, we prove:
(5) If j 1 ∈ {0, 1, . . . , n−1}, j 2 ∈ {n, n+1, . . . , r l −1}, and
(We really only need (6) for j ∈ {n, n + 1, . . . , r l − 1}, but it is convenient to take it as stated. For all other possible intersections of two of the sets in (1), (2), and (3), the two formulas automatically agree because both give zero.) We first prove (6) . Set y = h −j (x). Then y ∈ T l and h j (y) ∈ X l−1 , so y ∈ D l by Lemma 2.15(8). Lemma 2.15(4) provides µ ∈ S l such that y ∈ T l,µ . By hypothesis (see Definition 2.13), we have b l (y) = β l,µ (b 0 , b 1 , . . . , b l−1 )(y), which is zero since
, as desired. For (4), we can obviously assume j 1 = j 2 . Then x ∈ X l−1 by Lemma 2.15 (6) . Two applications of (6) now show that
For (5), we can assume that j 1 is the least number in {0, 1, . . . , n − 1} such that x ∈ h j1 (Y ). Set y = h −j1 (x). Then y ∈ Y but h j (y) ∈ Y for j = 1, 2, . . . , j 1 . By Lemma 2.11(1), there is i ∈ {0, 1, . . . , m} such that y ∈ T 0 i . Then j 1 ≤ r i − 1. Suppose first i > l. We have
this is a contradiction. Next, suppose i = l. Then Lemma 2.15(7) implies j 1 = j 2 , contradicting j 1 ≤ n − 1 < n ≤ j 2 . Thus we must have i < l. 
By the case already done, there is
The following lemma is now easy. Waiting until now to prove it avoids very complicated notation.
Lemma 2.20. Let the notation be as in Convention 2.14. Let l ∈ {1, 2, . . . , m}, let b ∈ R l−1 , let µ, ν ∈ S l , and let x ∈ T l,µ ∩ T l,ν . Then β l,µ (b)(x) = β l,ν (b)(x).
Proof. Use Lemma 2.19 to choose a ∈ C * (Z, X, h) Y such that γ l−1 (a) = b. Apply Lemma 2.16 twice to get
This completes the proof.
Lemma 2.21. Let the notation be as in Convention 2.14. Let l ∈ {1, 2, . . . , m}. Then there is a unique unital homomorphism β Y,l : R l−1 → C(D l , M r l ) (abbreviated to β l when Y is understood) such that for all µ ∈ S l , all x ∈ T l,µ , and all
Proof. That such a function exists and is unique follows from Lemma 2.15(1), Lemma 2.15(4), and Lemma 2.20. Lemma 2.15 (2) implies that β l is a homomorphism and is unital.
The following theorem is the analog of a result in [6] without the assumption in [6] that X has enough compact open subsets. Theorem 2.22. Let the notation be as in Convention 2.14. Then R m has a recursive subhomogeneous decomposition as in Definition 2.5, with, following Notation 2.6, base spaces T 0 , T 1 , . . . , T m and matrix sizes r 0 , r 1 , . . . , r m , and given by
in which, for l = 0, 1, . . . , m, the l-th stage algebra is R l , the map C(T l , M r l ) → C(D l , M r l ) is the restriction map ρ l , and the map R l−1 → C(D l , M r l ) is the map β l of Lemma 2.21. Moreover, γ m : C * (Z, X, h) Y → R m is surjective, and is an isomorphism if n∈Z h n (Y ) = X.
Proof. For the first statement, we only need to check that, for l = 1, 2, . . . , m, the map In the last statement, the range of γ m is contained in R m by Corollary 2.18, and contains R m by Lemma 2.19. The map γ m is the same as the map γ Y (see Definition 2.8), so the injectivity statement follows from Lemma 2.12(2).
Orbit breaking subalgebras for subshifts
Let K be a compact metric space, and let h : X → X be a minimal subshift of K Z . Suppose Y ⊂ X has nonempty interior, and that Y is the intersection of X with a product subset of K Z depending only on coordinates in the interval n 1 , n 1 +1, . . . , n 2 in Z. We construct a recursive subhomogeneous algebra Q whose base spaces are closed subspaces of finite products of copies of K, with the number of factors of K equal to the matrix size plus the length n 2 − n 1 + 1 of the interval, and a homomorphism ϕ : Q → C * (Z, X, h) Y such that all elements of C * (Z, X, h) Y whose coefficients only depend on the coordinates n 1 , n 1 + 1, . . . , n 2 are in the range of ϕ.
We begin by defining what it means for a map of recursive subhomogeneous algebras to be given by maps on the components of decompositions. The setup is very restrictive, but suffices for our purposes. Definition 3.1. As in Definition 2.5 and Notation 2.6, let
be two recursive subhomogeneous algebras with given recursive subhomogeneous decompositions of the same length m, with compact Hausdorff spaces T l and Z l , matrix sizes r l and s l , and l-th stage algebras R l and Q l for l = 0, 1, . . . , m (so that
and similarly for Q 0 , Q 1 , . . . , Q m , Q), and with closed subsets D l ⊂ T l and E l ⊂ Z l , restriction maps
and unital homomorphisms
A unital homomorphism ϕ : Q → R is compatible with these decompositions if for l = 0, 1, . . . , m (for ϕ l ) and l = 1, 2, . . . , m (for δ l ) there are unital homomorphisms
with the following properties. Taking
and
commute, and that ϕ (m) | Q = ϕ.
Lemma 3.2. Except for ϕ, let the notation be as in Definition 3.1, and assume that for l = 1, 2, . . . , m we have ϕ (l) (Q l ) ⊂ R l and that the diagrams in Definition 3.1 commute. Then there is a unital homomorphism ϕ : Q → R which is compatible with the decompositions and such that, with the vertical maps being the obvious inclusions, the diagram
Proof. It is immediate to show by induction on l that ϕ (l) defines a unital homomorphism Q l → R l . 
We now define an approximating system at the level of spaces for a recursive subhomogeneous decomposition of the type used earlier. Presumably one can make such a definition in greater generality. In particular, presumably the matrix sizes in the approximating recursive subhomogeneous decomposition need not be the same as those in the original. However, this setup suffices for our purposes.
Keep in mind that the set T l,µ is contained in both T µ(1) and T l . In the definition, we are in several places treating it as being in T µ (1) . (For example, T l,µ,1 = T l,µ and h l,µ,1 = id T l,µ .) 
commutes, for l = 1, 2, . . . , m, µ ∈ S l with length t, and s = 1, 2, . . . , t.
We do not require q −1 µ(s) (Z l,µ,s ) = T l,µ,s . Lemma 3.5. Let the notation be as in Definition 3.4, and let R 0 , R 1 , . . . , R m be as in Definition 2.13 (suppressing Y as in Convention 2.14). Set R = R m . Then there are a recursive subhomogeneous algebra
and a compatible homomorphism ϕ : Q → R as in Definition 3.1 (using the recursive subhomogeneous decomposition of R in Theorem 2.22) in which, for l = 0, 1, 2, . . . , m or l = 1, 2, . . . , m as appropriate and using the notation of Definition 3.1,
µ ∈ S l with length t, and z ∈ Z l,µ . Moreover, ϕ is injective. Also, if
and if a l is in the range of ϕ l for l = 0, 1 . . . , m, then a is in the range of ϕ.
Proof. For convenience, take D 0 = ∅ and E 0 = ∅. Define C*-algebras Q l for l = 0, 1, . . . , m inductively as follows.
such that for all t ∈ Z >0 , all µ ∈ S l with length t, and all z ∈ Z l,µ we have
For l = 1, 2, . . . , m (and, for ϕ l , also for l = 0), define
as in the statement of the lemma. Let
be the restriction map. Also for µ ∈ S l with length t, define τ l,µ : (4)), and q −1 l (Z l,µ ) = T l,µ for µ ∈ S l (by hypothesis; see Definition 3.4), we get
l (E l ). We claim that the following hold for l = 0, 1, . . . , m.
(1) There is a unique homomorphism α l :
(This says that the formula for α l in the statement of the lemma makes sense.)
This claim will imply the conclusion of the lemma, by taking ϕ = ϕ (m) | Q and putting l = m in (4).
We prove the claim by induction on l. For l = 0, (1) is vacuous, (2) is the definition of Q 0 , (3) is vacuous, and (4) is immediate from ϕ (0) = ϕ 0 . We now assume that the claim is known for l − 1 and prove it for l. We first claim that for any µ ∈ S l , any x ∈ T l,µ , and any c ∈ Q l−1 , we have
To prove this claim, let t be the length of µ. Using the formula for β l,µ (b)(x) in Definition 2.13 and the formula for τ l,µ (c) above, and recalling that
we see that we must prove that
for s = 1, 2, . . . , t. This equation is commutativity of the diagram (3.1) in Definition 3.4. The claim is thus proved.
We prove (1) . We have to show that if µ, ν ∈ S l , c ∈ Q l−1 , and
Since q l is surjective, there is x ∈ T l such that q l (x) = z. Since q = (c 0 , c 1 , . . . , c l−1 ) with c i ∈ C(Z i , M ri ) for i = 0, 1, . . . , l − 1, and set
. Call this element b. By (4) for l − 1, we have b ∈ R l−1 . Therefore Lemma 2.20 implies that β l,µ (b)(x) = β l,ν (b)(x). Applying (3.4) twice, once with µ as given and once with ν in place of µ, we get
So τ l,µ (c)(z) = τ l,µ (c)(z), as desired. This completes the proof of (1).
The relation (2) follows from the definition of Q l and the fact that the formula in (1) defines a homomorphism α l :
We next prove (3). For the second diagram, let x ∈ D l . Set z = q l (x). Then z ∈ E l by (3.3). Moreover, there is µ ∈ S l such that x ∈ T l,µ and z ∈ Z l,µ . Now let c ∈ Q l−1 . Using the definition of β l (in Lemma 2.21) at the first step, using (3.4) at the second step, using the definition of α l in (1) at the third step, and using the definition of δ l at the fourth step, we get
This proves commutativity of the second diagram. Commutativity of the first diagram is immediate from the definitions of the maps. Part (4) follows immediately from (3), (2) , and the definition of R l . It remain to prove the last part. For l = 0, 1, . . . , m, the map ϕ l is injective because q l is surjective. So ϕ is injective by Lemma 3.3. Now let
and assume that for l = 0, 1, . . . , m there is c l ∈ C(Z, M r l ) such that ϕ l (c l ) = a l . It suffices to prove that (c 0 , c 1 , . . . , c m ) ∈ Q. We prove by induction on l that (c 0 , c 1 , . . . , c l ) ∈ Q l . For l = 0 this is trivial. So suppose it is known for l − 1; we prove it for l. Let z ∈ E l ; we must show that
Since q l is surjective, there is x ∈ T l such that q l (x) = z. Then x ∈ D l by (3.3). Since a ∈ R, we therefore have β l (a 0 , a 1 , . . . , a l )(x) = ρ l (a l )(x). Using this at the third step, commutativity of the right square in (2) at the second step, and commutativity of the left square in (2) at the fourth step, we get
as desired. This completes the induction, and the proof. Lemma 3.6. Let X 0 be a compact Hausdorff space, let X ⊂ X 0 be closed, let Y ⊂ X be closed, and let z ∈ int X (Y ) (the interior of Y with respect to X). Then there exists a closed subset
We now introduce convenient notation related to shifts and subshifts.
Remark 3.8. If K is a topological space, then h K is a homeomorphism. It is the backwards shift, satisfying
This choice is consistent with [10] . (See page 237 there.) With this choice, if h : X → X is a bijection, and f : X → K is any function, then the map
If h and f are continuous, so is I f .
Convention 3.9. Let K be a fixed compact metric space. We set X 0 = K Z . We let h 0 = h K : X 0 → X 0 be the backwards shift, as in Definition 3.7. We let X ⊂ X 0 be an infinite closed subset such that h 0 (X) = X and which is minimal for h 0 , and we let h : X → X be the restriction of h 0 to X. We define α 0 :
0 for f ∈ C(X 0 ), and we define α :
for f ∈ C(X).
For any subset I ⊂ Z, we let p I : X 0 → K I be the obvious projection map, which for x = (x k ) k∈Z ∈ X 0 forgets the coordinates x k for k ∈ I. For any subsets I, J ⊂ Z and any function ω : I → J, we define ω * :
Thus, if we define σ : Z → Z by σ(k) = k + 1 for k ∈ Z, then h 0 = σ * , and if for I ⊂ Z we let ι I : I → Z be the inclusion, then p I = ι * I . For I ⊂ Z and f ∈ C(X), we say that f is constant in coordinates not in I if whenever x, y ∈ X satisfy x k = y k for all k ∈ I, then f (x) = f (y). Equivalently, there is a continuous function g :
, we say that a is constant in coordinates not in I if in the formal series ∞ n=−∞ a n u n for a, the function a n ∈ C(X) is constant in coordinates not in I for all n ∈ Z. Proposition 3.10. Let the notation be as in Convention 3.9. Let n 1 , n 2 ∈ Z with n 1 ≤ n 2 . For k ∈ [n 1 , n 2 ] ∩ Z let C k ⊂ K be a closed subset such that int(C k ) = ∅, and define
Let Y ⊂ X be the closed subset Y = p 
in which, for l = 0, 1, . . . , m, the space Z l is a closed subset of K [n1, n2+r l ]∩Z , and an injective unital homomorphism ϕ :
Proof. To simplify the notation, we use the usual interval notation for subsets of Z instead of subsets of R.
We simplify the notation for Y and objects associated with it as in Convention 2.14. (See the summary in Remark 2.1.) Finally, for l = 0, 1, . . . , m, for µ ∈ S l with length t, and for s = 0, 1, 2, . . . , t, we define
We will now construct an approximating system for Y as in Definition 3.4.
, and set
By definition (see Lemma 2.10),
It is easily seen from these formulas that q
Let µ ∈ S l and let t be the length of µ. Combining (3.7), (3.6), (3.5) , and r µ(1) + r µ(2) + · · · + r µ(t) = r l , we get
Substituting the definition of Y in this formula, we get
and k = n 1 + p l,µ,s , n 1 + p l,µ,s + 1, . . . , n 2 + p l,µ,s .
Since for s = 0, 1, . . . , t we have
all coordinates used in this formula are in [n 1 , n 2 + r l ]. Therefore
It is now easily seen that q
, and let g l,µ,s : Z l,µ → Z l,µ,s be the corestriction of g
which is in C k by using s−1 in place of s in (3.9). Next, let k ∈ [n 1 +r µ(s) , n 2 +r µ(s) ]. Set j = k − r µ(s) , so that j ∈ [n 1 , n 2 ] and k + p l,µ,s−1 = j + p l,µ,s . Then, using (3.9) at the second last step,
The claim is proved. It is clear from the definitions that the diagram
commutes. It follows that the diagram (3.1) in Definition 3.4 commutes. We have now verified that we have an approximating system for Y as in Definition 3.4. Let R be the algebra R m of Theorem 2.22, and let γ : C * (Z, X, h) Y → R be the isomorphism γ m from Theorem 2.22. Let
and ϕ : Q → R be obtained by applying Lemma 3.5 to the approximating system we have just constructed.
Let f ∈ C(X), let n ∈ Z, and suppose that f is constant on coordinates not in [n 1 , n 2 ] and that f u n ∈ C * (Z, X, h) Y . We claim that there is b ∈ Q such that ϕ(b) = γ(f u n ). First assume that n ≥ 0. Then f vanishes on n−1 j=0 h j (Y ) by Proposition 1.3. Let l ∈ {0, 1, . . . , m}. As in Proposition 1.5, γ(f u n ) l has possibly nonzero matrix entries f • h j | T l only for j ∈ {n, n + 1, . . . , r l − 1} (no nonzero matrix entries if this set is empty). Since f is constant on coordinates not in [n 1 , n 2 ], it follows that f • h j is constant on coordinates not in [n 1 + j, n 2 + j].
This set is always contained in [n
Since this is true for all l ∈ {0, 1, . . . , m}, Lemma 3.5 now implies that γ(f u n ) is in the range of ϕ. Now assume n < 0. Let l ∈ {0, 1, . . . , m}. As in Proposition 1.5, γ(f u n ) l has possibly nonzero matrix entries f •h j | T l only for j ∈ {0, 1, . . . , r l +n−1} (no nonzero matrix entries if this set is empty). As before, f • h j is constant on coordinates not in [n 1 + j, n 2 + j]. Since r l + n − 1 < r l (recalling that n < 0), this set is also contained in [n 1 , n 2 + r l ] for all allowed values of j, and we continue as before. The claim is proved.
According to Proposition 7.5 of [17] , if a ∈ C * (Z, X, h) Y is arbitrary, then there are N ∈ Z >0 and f −N , f −N +1 , . . . , f N ∈ C(X) such that a = N n=−N f n u n and f n u n ∈ C * (Z, X, h) Y for all n. If a is constant on coordinates not in [n 1 , n 2 ], then, by definition, f n is constant on coordinates not in [n 1 , n 2 ]. By the claim, f n u n is in the range of ϕ. Since this is true for all n, it follows that a is in the range of ϕ.
Approximation for subshifts
In this section, we take the space K of Section 3 to be finite dimensional. We can then bound the radius of comparison of the recursive subhomogeneous algebra Q in Proposition 3.10. Combining this result with an equivariant embedding theorem of a minimal homeomorphism in a suitable shift (from [10] ), we prove our main theorem. Proof. By the Tietze Extension Theorem, we may assume f j is defined on all of X 0 for j = 1, 2, . . . , m. For n ∈ Z >0 set I n = {−n, −n + 1, . . . , n}. Then K Z = lim ← −n K In , so there exist n ∈ Z >0 and g
1 , g
2 , . . . , g
, and b j (x) = 1 for every x in the closed set
5 , so that
Lemma 4.2. Let the notation be as in Convention 3.9, and let z ∈ X. Then for every finite set F ⊂ C * (Z, X, h) {z} and every ε > 0 there are a finite set I ⊂ Z and closed sets E k ⊂ K for k ∈ I such that, with E = k∈I E k and Y = p −1 I (E) ∩ X, we have p I (z) ∈ int(E) and for every a ∈ F there exists b ∈ C * (Z, X, h) Y which is constant in coordinates not in I and satisfies b − a < ε.
Proof. Choose a compact neighborhood S of z in X and a finite set F 0 ⊂ C * (Z, X, h) S such that for every a ∈ F there is c ∈ F 0 with c − a < ε 2 . Write F 0 = {c 1 , c 2 , . . . , c m }. Choose a finite set I 0 ⊂ Z and a compact neighborhood
By Proposition 7.5 of [17] , there exist f j,n ∈ C 0 (X \ B n ) for j = 1, 2, . . . , m and n = −N, −N + 1, . . . , N such that c j = N n=−N f j,n u n for j = 1, 2, . . . , m. Use Lemma 4.1 to find a finite set I ⊂ Z and functions g j,n ∈ C(K I ) such that
and (g j,n •p I )| Bn = 0 for j = 1, 2, . . . , m and n = −N, −N +1, . . . , N . Without loss of generality I 0 ⊂ I. Take E k = K for k ∈ I \ I 0 , and define
Clearly b is constant in coordinates not in I. Also, since (g j,n • p I )| Bn = 0 for n = −N, −N + 1, . . . , N , Proposition 7.5 of [17] shows that b ∈ C * (Z, X, h) Y .
Lemma 4.3. Let the notation be as in Convention 3.9, and let z ∈ X. Assume that the coordinates z k are all distinct for k ∈ Z. Then for every finite set F ⊂ C * (Z, X, h) {z} and every ε > 0 there are a recursive subhomogeneous algebra Q such that rc(Q) ≤ dim(K) and an injective unital homomorphism ϕ : Q → C * (Z, X, h) {z} such that for every a ∈ F there exists b ∈ Q with ϕ(b) − a < ε.
Proof. Choose a finite set I ⊂ Z and a closed subset E = k∈I E k ⊂ K I following Lemma 4.2. We may replace I by any larger finite set, replacing E by its product with the sets E k = K for the additional indices k. This modification does not change the set p −1 I (E) ∩ X in Lemma 4.2; the other part of the conclusion of Lemma 4.2 (about being constant in coordinates not in I) is weaker when the set I is larger. So the conclusion of Lemma 4.2 still holds after such a replacement. We can therefore take I to be of the form
Choose a metric ρ on K, and for y ∈ K and δ > 0 let B δ (y) be the open ball of radius δ and center y. Choose δ > 0 such that for j, k ∈ {n 1 , n 1 + 1, . . . , n 2 } and j = k,
The second expression shows that C is a product set. Set Y 0 = p
I (E) ∩ X) by assumption, and
is an open subset of X 0 which contains z, so z ∈ int X (Y ).
The sets I and Y satisfy the hypotheses of Proposition 3.10. Therefore we get a system Y of Rokhlin towers as there, together with a recursive subhomogeneous algebra Q and an injective unital homomorphism ϕ :
The range of ϕ is contained in C * (Z, X, h) {z} because z ∈ Y . Now let a ∈ F . The choice of E using Lemma 4.2 ensures that there is c ∈ C * (Z, X, h) Y0 such that c is constant in coordinates not in I and c − a < ε. Since Y ⊂ Y 0 , we have c ∈ C * (Z, X, h) Y . It follows from Proposition 3.10 that there exists b ∈ Q such that ϕ(b) = c. Thus ϕ(b) − a < ε. It remains to estimate rc(Q).
This contradiction proves the claim. The claim implies that r l ≥ n 2 − n 1 + 1 for l = 0, 1, . . . , m. Since Q has base spaces Z l and matrix sizes r l for l = 0, 1, . . . , m, it follows from Theorem 5.1 of [22] that
We recall (Proposition 3.1.5 of [14] ) that if M is a topological space and 
. For l = 0, 1, . . . , m, using these facts and Z l ⊂ K [n1, n2+r l ]∩Z (from Proposition 3.10) at the first step, we get
Substituting this inequality in (4.1) gives rc(Q) ≤ dim(K), as desired.
We strengthen Lemma 6.1 of [13] . We first state for convenience a combination of results from [1] .
Proposition 4.4 ([1]
). Let A be a unital C*-algebra all of whose quotients are stably finite. Then rc(A) is the infimum of all numbers r ≥ 0 such that whenever m, n ∈ Z ≥0 with n > 0 and η, µ ∈ Cu(A) satisfy m n > r and (n + 1)η + m 1 A A ≤ nµ,
Proof. In [1] , combine Proposition 3.2.1 (with e = 1 A ), Definition 3.2.2 and the discussion afterwards, and Proposition 3.2.3.
Lemma 4.5. Let A be a unital C*-algebra all of whose quotients are stably finite, and let r ∈ [0, ∞). Suppose that for every finite set F ⊂ A and every ε > 0 there is a unital C*-algebra C all of whose quotients are stably finite and an injective unital homomorphism ϕ : C → A such that rc(C) < r + ε and for all a ∈ F we have dist(a, ϕ(C)) < ε. Then rc(A) ≤ r.
Proof. We begin with several preliminaries. First, it is easy to see that the hypotheses imply that for every finite set F 0 ⊂ K ⊗ A, every finite set F 1 ⊂ (K ⊗ A) + , and every ε > 0 there is a unital C*-algebra C all of whose quotients are stably finite and an injective unital homomorphism ϕ : C → A such that rc(C) < r + ε, for all a ∈ F 0 we have dist a, (id K ⊗ ϕ)(C) < ε, and for all a ∈ F 1 we have dist a, (id K ⊗ ϕ)(C + ) < ε. Second, we will take the algebra C to be a subalgebra of A. Third, with the help of a fixed isomorphism K ⊗ K ∼ = K and the obvious injective homomorphisms (with n summands in the first algebra)
we can assume that direct sums of elements in K ⊗ A are defined in a standard way, so that, for example,
and similarly for more summands. Finally, since we use Cuntz comparison in several algebras at the same time, we always label the notation with the relevant algebra. By Proposition 4.4, it suffices to let m, n ∈ Z ≥0 satisfy n > 0 and m n > r, let a, b ∈ (K ⊗ A) + satisfy (n + 1) a A + m 1 A ≤ n b A in Cu(A), and show that a A b. By Proposition 2.6 of [7] , it suffices to show that (a − ε) + A b for all ε > 0.
So let m, n, a, b be as above, and let ε > 0. Without loss of generality a ≤ 1 and b ≤ 1. Also, we may assume ε < 1. Let x ∈ (K ⊗ A) + be the direct sum of n + 1 copies of a, let y ∈ (K ⊗A) + be the direct sum of n copies of b, and let q ∈ (K ⊗A) + be the direct sum of m copies of 1 A . The relation (n + 1) a A + m 1 A ≤ n b A means that x ⊕ q A y. By Proposition 2.6 of [7] , there exists δ > 0 such that (x ⊕ q) − x − as was to be proved.
Theorem 4.6. Let K be a compact metric space, and let X ⊂ K Z be an infinite closed set which is minimal for the backwards shift on K Z . Let h : X → X be the restriction to X of the backwards shift on K Z . Suppose that there is z ∈ X such that the coordinates z k are all distinct for k ∈ Z. Then rc(C * (Z, X, h)) ≤ dim(K).
Proof. We follow the notation of Convention 3.9. Set A = C * (Z, X, h) {z} . We verify that A satisfies the hypotheses of Lemma 4.5 with r = dim(K). So let F ⊂ A be finite and let ε > 0. Apply Lemma 4.3 to get a recursive subhomogeneous algebra Q such that rc(Q) ≤ dim(K) and an injective unital homomorphism ϕ : Q → A such that dist(a, ϕ(Q)) < ε for all a ∈ F . All quotients of recursive subhomogeneous algebras are stably finite, so the hypotheses of Lemma 4.5 hold.
Lemma 4.5 now implies that rc(A) ≤ dim(K). Since A is a large subalgebra of C * (Z, X, h) (by Corollary 7.11 of [17] ), and C * (Z, X, h) is infinite dimensional and stably finite, it follows from Theorem 6.14 of [17] ) that rc(C * (Z, X, h)) = rc(A). The conclusion follows.
Theorem 4.7. Let X be an infinite compact metric space, and let h : X → X be a minimal homeomorphism. Let d ∈ Z >0 satisfy d > 36 · mdim(h). Then rc(C * (Z, X, h)) ≤ d.
Proof. Set K = [0, 1] d . Let C(X, K) be the set of all continuous functions from X to K, which is a closed subset of the C*-algebra C(X) ⊗ C d . For any f ∈ C(X, K), we let I f : X → K Z be as in Remark 3.8. Theorem 5.1 of [10] provides a dense G δ -set S 0 ⊂ C(X, K) such that for every f ∈ S 0 , the map I f is injective.
Fix z ∈ X. Since h is minimal and X is infinite, the points h k (z), for k ∈ Z, are all distinct. It is now easy to see that for m, n ∈ Z with m = n, the set S m,n = f ∈ C(X, K) : f (h m (z)) = f (h n (z))
is a dense open subset of C(X, K). By the Baire Category Theorem, the set
is nonempty (in fact, dense). Choose any f ∈ S. Then I f is an equivariant homeomorphism from X to a shift invariant subset of K Z such that the coordinates I f (z) k are all distinct for k ∈ Z. We may therefore assume that X ⊂ K Z and that the coordinates z k are all distinct for k ∈ Z. Now Theorem 4.6 implies that rc(C * (Z, X, h)) ≤ dim(K) = d.
Corollary 4.8. Let X be a compact metric space, and let h : X → X be a minimal homeomorphism. Then rc(C * (Z, X, h)) ≤ 1 + 36 · mdim(h).
Proof. Let d be the least integer such that d > 36·mdim(h). Then rc(C * (Z, X, h)) ≤ d by Theorem 4.7, and d ≤ 1 + 36 · mdim(h).
Open problems
The obvious open problem is to strengthen the inequality rc(C * (Z, X, h)) ≤ 1 + 36 · mdim(h) to rc(C * (Z, X, h)) ≤ 1 2 mdim(h). By Theorem 9.3 of [5] , if (X, h) has a finite dimensional aperiodic factor, then the constant 36 in Theorem 5.1 of [10] can be improved to 16. In particular, if (X, h) is minimal, then rc(C * (Z, X, h)) ≤ 1 + 16 · mdim(h). On the other hand, by Theorem 1.3 of [11] , for every d ∈ Z >0 (3) With ω = e 2πi/n , the action of Z/nZ on M n generated by conjugation by diag(1, ω, . . . , ω n−1 ).
The relation (5.2) holds with B and β as in (3) but not as in (1) or (2) . It seems perhaps more useful to consider crossed products, recalling that the original algebra is the fixed point algebra of the dual action on the crossed product. We thus want conditions on an action α : Z/nZ → Aut(A) which imply that (5.2) holds with β = α, that is, rc C * (Z/nZ, A, α) = 1 n rc(A).
This happens if α is the action in (2) above, which suggests the following question.
Question 5.2. Let A be a simple unital C*-algebra. Suppose that G is a finite group and that α : G → Aut(A) is an action satisfying a sufficiently strong outerness condition, such as a higher dimensional Rokhlin property or a version of the tracial Rokhlin property which doesn't use projections. Does it follow that rc(C * (G, A, α)) = card(G) −1 rc(A)?
The easiest case in Question 5.2 is surely when α has the Rokhlin property. Unfortunately, this case is likely to be not very interesting. In many cases (for example, see Theorem 3.5 of [8] ), if α has the Rokhlin property then A is stable under tensoring with a UHF algebra. If A is simple and stably finite, then automatically rc(A) = 0.
In a different direction, we point out that the embedding result we use, Theorem 5.1 of [10] , does not require minimality; it only requires that the system (X, h) have a factor system which is a minimal homeomorphism of an infinite compact metric space. This suggests that one might try to generalize the inequality rc(C * (Z, X, h)) ≤ 1 + 36 · mdim(h) (Corollary 4.8) or the conjectured inequality rc(C * (Z, X, h)) ≤ 1 2 mdim(h) to homeomorphisms of compact metric spaces which have such factors. Explicitly, consider the following question. Question 5.3. Let X be a compact metric space, and let h : X → X be a homeomorphism. Suppose there are an infinite compact metric space Y , a minimal homeomorphism k : Y → Y , and a continuous surjection g : X → Y such that g•h = k•g. Suppose that C * (Z, X, h) is finite. Does it follow that rc(C * (Z, X, h)) ≤ 1 + 36 · mdim(h)? Does it follow that rc(C * (Z, X, h)) ≤ 1 2 mdim(h)? It seems likely that some condition like finiteness will be needed. The radius of comparison is not expected to behave well without finiteness, but the other conditions in Question 5.3 do not imply that C * (Z, X, h) is finite. For example, let Y be the Cantor set, let k : Y → Y be any minimal homeomorphism, take X = Z∪{±∞} ×Y , take g : X → Y to be the projection to the second coordinate, and take h : X → X to be h(n, y) = (n + 1, g(y)) for y ∈ Y and n ∈ Z ∪ {±∞}, with the convention −∞ + 1 = −∞ and ∞ + 1 = ∞. Then C * (Z, X, h) is not finite. One major difficulty in answering Question 5.3 is the generalization of the theory of large subalgebras to the nonsimple case. Nothing is known about this.
