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Abstract
Influence Level Prediction on Social Media through Multi-Task and
Sociolinguistic User Characteristics Modeling
by
Denys Katerenchuk

Advisor: Professor Rebecca Levitan

Prediction of a user’s influence level on social networks has attracted a lot of attention
as human interactions move online. Influential users have the ability to influence others’
behavior to achieve their own agenda. As a result, predicting users’ level of influence online
can help to understand social networks, forecast trends, prevent misinformation, etc. The
research on user influence in social networks has attracted much attention across multiple
disciplines, from social sciences to mathematics, yet it is still not well understood. One
of the difficulties is that the definition of influence is specific to a particular problem or a
domain, and it does not generalize well. Another challenge arises from the fact that all user
interactions occur through text. Textual data limits access to non-verbal communication
such as voice. These facts make the problem challenging.
In this work, we define user influence level as a function of community endorsement,
create a strong baseline, and develop new methods that significantly outperform our baseline
by leveraging demographic and personality data. This dissertation is divided into three
parts. In part one, we introduce the problem of influence level prediction, review influential
research across different disciplines, and introduce our hypothesis that leverages user-centric
information to improve user influence level prediction on social media. In part two, we
answer the question of whether the language provides sufficient information to predict userrelated information. We develop new methods that achieve good results on three tasks:

v
relationship prediction, demographic prediction, and hedge sentence detection. In part three,
we introduce our dataset, a new ranking algorithm, RankDCG, to assess the performance of
ranking problems, and develop new user-centric models for user influence level prediction.
These models show significant improvements across eight different domains ranging from
politics and news to fitness.
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Part I
Introduction

1

Chapter 1
Motivation
When we are introduced to a new social group, we can read the group dynamics and understand hierarchical relationships among the participants. How do we do it? We pay
attention to multiple factors such as body language, room dynamics, tone of voice, etc. This
information makes humans good at reading group power dynamics and identifying leaders.
Unfortunately, when analyzing online discussions, all this information that humans rely on
daily is unavailable, and the problem becomes much more complex. The influence level
identification from text is quite challenging, yet it is crucial to many areas such as social
network analysis, trend prediction, recommendation systems, national security, and many
others. This work proposes new methods to improve user influence level prediction from the
text.
Influential users have the ability to influence others’ behavior to achieve their own agenda.
This agenda can be either an attempt to persuade a person to make a particular purchase
or sway election results. For example, according to Howard et al. (2019), foreign agencies
had launched a propaganda campaign to sway the US election. According to the report,
the agencies created multiple accounts that had become integrated into political discussions
and gained influence to persuade specific audiences. Millions of people have become targets
2
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of such campaigns helping to spread misinformation further. We posit that by identifying
highly influential accounts that spread misinformation early on, it can be possible to prevent
misinformation from spreading throughout social networks.
User influence prediction is a difficult problem for many reasons. First of all, the concept
of user influence is dependent on a problem and its domain. In the literature, terms such
as influencers, community endorsed person, community leader, opinion leader, and many
others correspond to some form of user leadership (Razis et al., 2020). Each term has
its own definition, objective, and evaluation with respect to the particular domain. As a
result, the research in one domain might not work in a different domain. Secondly, since
the definition of influence changes with respect to the domain, the problem requires domainspecific objective and evaluation. Lastly, user communications are limited to text, and
textual comments provide limited information, which makes the problem of predicting user
influence level difficult.
The main goal of our work is to predict a user influence level online from a single comment
of at least 32 tokens. First, we review related research on user influence across different disciplines to identify user characteristics that are correlated with influence. Second, we use data
from the Reddit1 website as the main corpus. We define user influence level as a function of
community endorsement based on users’ comments and rewards. As a result of this function,
each user receives a k-index score which defines the user level of influence in a particular
discussion. In addition, we introduce a new evaluation measure to assess the problem’s accuracy. Third, we create a strong baseline to predict the user level of influence. Lastly, we
leverage earlier research from social sciences to create a user-centric model. In particular, we
introduce supplementary sub-tasks for user demographic and personality detection. These
sub-tasks are combined in a single multi-task model to improve the latent state representation and the user influence level prediction. This work shows that leveraging user-centric
1

www.reddit.com
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sociolinguistic information improves influence level prediction across eight domains such as
news, politics, fitness, etc.

Chapter 2
Related Work
The definition of an influential person is different with respect to a particular problem.
Consequently, it is difficult to compare the results of previous studies directly. For this
reason, we explore the relationships between users and influence in a broader spectrum.
In particular, to find a correlation between user traits and influence, we review studies
on behavior analysis in a corporate environment, prediction of popular content, and user
leadership in general.
Many researchers try to find an answer to the question: what makes a person influential?
Some early works in the area of sociolinguistics and social sciences have found a correlation
between influence and personality traits. For example, Gehring (2007) investigates the correlation between Meyers-Briggs type indicators (MBTI) (Myers, 1987) and influence in a business environment. The MBTI personality types are defined across four dimensions: extraversion/introversion, sensing/intuition, thinking/feeling, and judgment/perception. There are
16 possible personality types, and each type has its own definition. Gehring (2007) in their
work points out that 7 out of the 16 MBTI personality types are defined with words that
are associated with influence. The team surveyed 53 top managers, giving them MBTI tests
to validate this observation. They showed that 93% of responders fall into one of the seven
5
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personality types confirming the observation. The results of this study bring a question: can
personality types correspond to different behavior online?
A survey conducted by CPP Inc. in 2012 shows that different personality types demonstrate different behavior1 . For example, the survey shows that more extroverted users find
social networks a great way to stay connected in personal and professional life. Users with
a thinking personality type are less likely to engage in interactions or share personal life
events. Furthermore, Wang (2015) discovered that extroverts are more likely to use phrases
such as“so proud,” “so excited,” or “can’t wait,” which are positive and can affect their online social status. The fact that users use positive language to influence discussion is shown
in the study on power relations detection on Wikipedia talk pages by Danescu-NiculescuMizil et al. (2012). Human language provides a rich source of information about a person’s
emotional state. The application of NLP in this domain can further reveal new insights into
the problem of identifying influencers online.
One of the early prominent studies on predicting influential individuals from text is done
by Gilbert (2012). This work predicts whether an email was written to somebody of a lower
or higher status defined by the job title. E. Gilbert shows that predicting whether an email
is written to someone of higher status is possible with an accuracy of 70.7% and shows that
the language use is different with respect to the influence of the addressee. This research is
based on an n-gram language model and a support vector machine model. In addition, the
paper lists ranked phrases that contribute the most to one of the two-class predictions. For
example, the top three phrases with the most weight that an email is written to someone
of lower status are: “have you been,” “you gave,” and “we are in.” Looking closer at these
phrases, we notice that the first and the third phrases are also used as hedge phrases. These
hedges are linguistic devices that are used to indicate uncertainty and are commonly used
to mitigate orders (Lakoff, 1975). 38% of E. Gilbert’s high-status phrase list contains hedge
1

https://shop.themyersbriggs.com/contents/MBTI_and_Social_Media_Report.aspx
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words. Also, Prabhakaran and Rambow (2017) in their work on Enron emails, discovered
that gender affects the manifestation of power. These results are supported by the earlier
work by Prabhakaran et al. (2012) as they observe that female superiors tend to use language
without overt display of power. Besides gender, many other factors are related to influence,
including a user’s age (Rosenthal, 2014). Belonging to the same gender or age group can
be interpreted as characteristics of a concept known as social proof (Cialdini et al., 1999).
Social proof is related to the fact that people are more likely to be influenced by someone
similar to them. While many factors exist that make someone influential, age, gender, use
of hedges, and personality types correlate with influence.
The later papers consider the neural network approach to detecting the influence of
users or posted content. Jaech et al. (2015) addresses the problem of predicting influential
comments with the most karma points on Reddit2 . The problem is constrained to ten
comments posted around the same time with the objective score measured in terms of mean
precision of the top comment prediction; this is equivalent to accuracy with a possibility
of multiple correct answers if karma scores are the same. This work asks which features,
such as user reputation, graph, timing, lexical, etc., contribute to comment score prediction.
They discovered that user reputation does not significantly affect comment popularity. The
only exception was the AskScience subreddit, where the most influential users write almost
10% of high-ranked comments. Also, they demonstrate that graph structure and timing
features play a significant role in top-comment prediction. Leveraging these findings, Zayats
and Ostendorf (2018) propose a new method for detecting highly influential comments.
They use an LSTM model that embeds local lexical features and the tree structure. Since
each discussion thread contains comments that resemble a tree structure, the LSTM model
is trained bidirectionally. Each comment contains temporal/structural information about
the discussion thread. In other words, the model is trained to learn lexical and graph2

www.reddit.com
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structural features. This graph-LSTM model outperformed the text-based LSTM model.
Neural networks have shown to be effective in predicting user influence Razis et al. (2020).
In particular, attention-based models Vaswani et al. (2017) have shown to be successful in
predicting post popularity from a title (Weissburg et al., 2021). The growing popularity
of graph neural networks (Wu et al., 2020) has benefited the problem of predicting social
influence (Qiu et al., 2018; Tran et al., 2021). Their work successfully applies graph neural
networks that take into account local user networks and lexical information. This approach
unites both semantic features and graph structure in a single model.
After reviewing relevant literature, we noticed a gap between the early research in understanding user behavior and recent works that rely mainly on advances in the area of neural
networks. With the development of neural networks, the focus on user-centric understanding
has faded away. In this work, we leverage user-centric information to improve latent representation and, as a result, achieve high scores in predicting user status from a single comment
of at least 32 tokens. While graph neural networks have shown to be successful in social
network analysis, this work is constrained to text for two reasons: 1) unlike textual data,
the graph structure is not always available (private social network or dyadic conversations),
and 2) improvements in text-based model inevitably can be used on graph neural networks
in future research.

Chapter 3
Research Statement
In this thesis, we develop new methods to predict user influence level on social media by
leveraging knowledge from both sociolinguistics and computer science research. In particular,
user characteristics such as gender, age, use of hedge words, and user personality types are
correlated with specific user behavior and user influence. This work develops new methods
that leverage this user-centric information to develop a neural network model to predict
a user influence level. This model shows significant improvements across eight different
domains.
In Part I of this thesis, after reviewing related work across multiple disciplines in Section
2, we note a gap between the research in social sciences that studies user behavior and newer
research in computer science that is predominantly based on developing complex neural
networks and training these networks becomes prohibitively expensive. As a result, we
propose to merge the insights from both areas to develop a new approach for user influence
level prediction.
In Part II, we show that human language is a rich source of data that can be used to
predict user characteristics. During face-to-face conversations, we exchange verbal and nonverbal information. A non-verbal signal provides user-related information that is not stated
9
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in the message directly. When we see our collocutor, we can confidently estimate a person’s
age, gender, mood, confidence level, social status, etc. How much of this information is
available when we cannot rely on observations during face-to-face interactions? To answer
this question, we consider three problems 1) predicting relationship type (Chapter 5), 2)
age group identification (Chapter 6), and 3) hedge phrase detection (Chapter 7). By developing new models that achieve state-of-the-art results on these problems, we prove that
our hypothesis to leverage user-centric information is valid and can be used as a part of our
system.
In part III, we survey different datasets and find that Reddit satisfies all our criteria
(Chapter 9. This dataset is the primary data throughout our user influence level prediction
experiments. Besides the Reddit data, we use additional corpora for the intermediate steps
to assist this research and make an effort to annotate a corpus of interpersonal relationships.
Second, the definition of user influence is specific to a particular domain. As a result, the
evaluation of methods plays a crucial part in this work. As a part of this research, we develop
a new evaluation measure RankDCG that takes into account the specifics of our data and
addresses the specific criteria of our task (Chapter 10). Lastly, we put our hypothesis to
practice by improving user influence level prediction results (Chapter 11). In this work, we
develop a model that leverages user-centric sub-tasks to improve the model’s latent space.
As a result, a better latent representation leads to improved influence level prediction across
eight domains. At the end, we summarize this work and propose future directions (Section
12).
The main contributions of this Ph.D. dissertation are the following:
1. Create a novel approach for interpersonal relationships prediction.
2. Release new dataset annotations for interpersonal conversations.
3. Develop a novel ensemble method for age classification from short utterances.
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4. Create a joint hedge detection model that outperforms current SOTA approaches.
5. Design RankDCG - a new evaluation measure to properly quantify the results.
6. Create a new user influence level prediction model that leverages user-centric information.

Part II
Influence and User Characteristics

12

Chapter 4
Introduction
During a conversation, we exchange information that comes in the form of verbal and nonverbal communication. Verbal communication comes as a message delivered through language, and non-verbal communication comes in the form of gestures, expressions, vocal
intonation, etc. This non-verbal exchange provides much information about a person. For
example, during face-to-face interactions, we have no problems estimating a person’s age,
gender, mood, confidence, social status, etc. However, online conversations are limited to
text, and most non-verbal information becomes unavailable.
In order to assess the validity of our proposition that we can leverage user-related information for influence level prediction task, we design three problems. Each problem is
designed to answer the following questions:
1. Does language change with respect to our collocutor?
In order to understand differences in language in different conversations, we consider
the task of predicting relationship types from text and speech (Chapter 5). The problem is designed as a binary classification task to predict if a given conversation is
between friends or family members.
2. Can we predict a person’s demographic data?
13
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Personal demographic data provides background information about the conversation
participant. For this reason, we experiment with a related problem of predicting a
person’s age group and gender from an utterance (Chapter 6). This chapter aims to
identify if the language use differs with respect to each group across different modalities.
As a part of this experiment, we produce a model that outperforms the best off-the-shelf
machine learning algorithms.
3. Can we identify hedge phrases in a statement?
Hedge phrases are often used in conversations to mitigate orders or indicate uncertainty (Lakoff, 1975). In addition, hedge phrases have been correlated with influence
(Prabhakaran and Rambow, 2017). Considering the correlations, we create a new joint
model approach to predict if a sentence contains hedge expressions (Chapter 7).

Chapter 5
Interpersonal Relationship Prediction
.

5.1

Introduction

Understanding interpersonal relationships provides an important context for understanding spoken communication. In addition to increasing knowledge of the social indicators in
communication, the automatic recognition of interpersonal relationships has an application
in providing structure to social networks. This chapter presents exploratory work on the
challenging problem of distinguishing interpersonal relationships of friends and relatives in
conversations from the CALLHOME English corpus. We find that both lexical and acoustic/prosodic features help classify these relationships. In binary classification experiments,
we achieve an accuracy of 10.71% absolute improvement over chance (50%) assignment.
Imagine you are in a meeting when the phone rings. Your boss excuses herself, picks
up the phone, has a brief conversation, apologizes for the interruption, and your meeting
continues. Can you tell if your boss is talking to her mother? Brother? Partner? Colleague?
People are remarkably capable of assessing the relationship between two speakers and
15
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even the relationship between a single speaker and his or her unheard interlocutor. In this
paper, we explore this question by analyzing conversations in the CALLHOME English corpus (Canavan et al., 1997) and determining the ability to automatically classify interpersonal
relationships based on the lexical and acoustic properties of the conversation. Specifically, we
are examining whether we can distinguish conversations between friends from conversations
between family members.
Understanding relationships is a challenging problem. While humans are remarkably
good at accomplishing this task, the distinction between how two close friends communicate and how, say, siblings or cousins communicate can be subtle. Despite this similarity,
Patrick and Metcalf (2001) found that communication in family and friends can manifest
itself differently, with familial communication being more goal-oriented and obligatory, while
friendly communication is more often low-intensity “chit-chat”.
This work is related to previous work (Section 5.2), which aims to increase understanding of the social functions of language. While this work is related to work that examines
social roles and power dynamics, we are investigating how familial and friendly relationships differ in their spoken communication. In addition to increasing our understanding of
human communication style and strategy, this automatic classification has applications in
understanding dialog speech in observed conversations. Understanding the interpersonal relationships between interlocutors can provide important context for interpretation. In social
network analysis, interpersonal relationship information can be used to annotate the links
between people.
In this work, we describe the CALLHOME English corpus and our annotation of interpersonal relationships (Section 5.3). We then present the acoustic and transcript-derived
lexical features used to classify these relationships (Section 5.4). In Sections 5.5.1 and 5.5.2,
we present and discuss classification results based on full conversations and contrast this with
classification based on a single side of a conversation. We conclude and provide directions
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for future work in Section 5.6.

5.2

Related Work

There has been substantial interest in analyzing social information from spoken and textbased interpersonal communication using corpus analysis and automatic classification. Much
of this is in the context of analyzing speaker roles. In broadcast news (BN) and broadcast
conversation (BC) speech, this is typically cast as distinguishing roles such as anchors, reporters, and guests (Yaman et al., 2010; Barzilay et al., 2000; Hutchinson et al., 2010).
Additional related work is in the context of meeting data on both the ICSI (Janin et al.,
2004) and AMI Meeting (Carletta, 2007) corpora. In the AMI Meeting corpus, participants
took on the roles of project manager, marketing expert, UI designer, and industrial designer. In the ICSI Meeting data, meeting participants are either Advisors, Students, Staff,
or Guests. Research has been done on both corpora analyzing lexical cues, social network
cues, acoustic information, and turn-taking behavior (Garg and Hakkani-Tür, 2008).
In contrast to these, Sapru and Valente (2012) makes a distinction between these formal roles and the social roles, protagonist, supporter, gatekeeper, neutral, and attacker.
This work found that lexical features were most helpful in distinguishing formal roles, while
prosodic information was most effective in distinguishing social roles.
Campbell (2004) examined the speech of a single speaker as she spoke to different conversational partners, finding significant differences to pitch (F0) and normalized amplitude
quotient (NAQ) depending on the relationship between the speaker and her conversational
partner.
In a similar vein, other work has investigated power relations and intimacy. Fitzsimons
and Kay (2004) found that the use of the pronoun “we” to be important in establishing
closeness. Danescu-Niculescu-Mizil et al. (2012) investigated the use of language as relating
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to power relationships in Wikipedia communities and US Supreme Court arguments. In
both, they find that power is reflected in how quickly a person adopts the linguistic style of
the person to whom they are responding. Similarly, Ireland et al. (2011) found that similarity
in linguistic style predicted mutual attraction in speed dating.
Also in the speed-dating domain, Ranganath et al. (2013) examined acoustic/prosodic
and lexical correlates of interpersonal stances like awkwardness and flirtatiousness. In addition to the frequency of pronouns and other common words, they examined the impact of
discourse and dialog features, including interruptions, restarts, agreement, and sympathy.
This analysis also included accommodation rates – the degree by which interlocutors’ use of
language resembles each other.
While there is a wealth of work investigating the social aspects of language and communication, we believe this preliminary study is the first work to automatically distinguish
friends from family members based on their communication.

5.3

Data

As described in Section 5.2, the majority of work in the classification of interpersonal relationships has been in the context of formal social roles in broadcast news and meetings. In
contrast, we want to predict relationships from spontaneous conversations. However, after
reviewing available datasets, we found a lack of resources for interpersonal relationships.
This lack of available annotated data for this task led us to investigate the CALLHOME
English corpus (Canavan et al., 1997).

5.3.1

Data Requirements

Data collection is often an expensive and time-consuming process. For this reason, we decide
to look at available English dialogue corpora. The CALLHOME English corpus (Canavan
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et al., 1997) is a well-known resource of English phone conversations. The main advantage
of this dataset is that it complies with our requirements:
• The dialogs must be in English.
• The conversations are dyadic1 .
• The speech is spontaneous.
• The participants are free to discuss any topic.

5.3.2

Data Description

The CALLHOME English corpus was developed by the Linguistic Data Consortium (LDC)
and contains 120 unscripted phone conversations between native English speakers. The
speakers are representatives of various demographic groups. The conversation participants
were aware of the recordings; however, the conversations were on any topic of their choice
and did not have any additional constraints. All phone calls were placed from North America to friends or family members who largely live outside of the USA and Canada. Each
phone conversation is around 30 minutes in length, for a total of 56.7 hours of audio. The
conversations are divided into training (80 conversations), development (20), and test (20)
sets.

The CALLHOME English corpus also provides transcripts. The transcripts cover a continuous 5 or 10-minute segment taken from a recorded conversation. The total time of
transcribed audio is 18.3 hours. The transcribers were given instructions that limit the
transcribed segment to the middle of the conversation and preserve disfluencies, sounds, simultaneous speech, and mispronunciations. Additional instructions and corpus descriptions
1

There is one case in which multiple speakers appear on the call. This is noted in our labels.
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appear in Canavan et al. (1997).

The corpus also provides anonymized speaker data. The information presented in the
corpus describes the speaker’s call ID, gender, age, years of education completed, the state
where the speaker grew up, and country or area code with the first three digits of the dialed
number. While the corpus supplies speaker information, it omits any data about interpersonal relationships between the speakers.

5.3.3

Data Annotation

The annotations we provide were performed by a group of seven annotators from the Speech
Lab @ Brooklyn College, CUNY (formerly of Queens College, CUNY). The annotators were
asked to listen to the entire conversations and refer to the transcripts, where available, to
identify relationships between the call participants and assign a label. The decision for
each label is based on evidence from the conversation. The evidence could be a spoken
or transcribed phrase such as “our parents” that signifies the speakers are siblings or a
direct speech, such as “hello mom,” that shows that the conversation is between a parent
and a child. Annotators described the relationship using any term they liked. However, all
annotations were entered into a shared document, which led to a relatively rapid convergence
to a small set of labels. Despite this, there are still some individual differences in the labels
that were resolved after the annotation was completed.
We find that most conversations are between friends – some of whom could be identified as
work colleagues. We ultimately settled on two binary interpersonal relationships, FRIENDS
and FAMILY, for the main label set. The line between these groups can be very thin since
especially close friends may feel like relatives, and cousins or siblings may also be friends.
We could not find a finer-grained distinction of types of friends reliably across the whole
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corpus. As a result, the friendship sub-categories are not available, and the conversation is
labeled as “friend” in both cases. One conversation, numbered 5046, stands as an exemplar
of the reasons why: the participant friends showed familiarity with each others’ families,
the details of their homes, and obligations to send presents in celebration of birthdays–a
friendship of pleasure. Despite this, our annotators also determined that the relationship
likely started with the pair having worked together–a friendship of utility. If we employ
Aristotelean friendship categories, this relationship likely falls into at least two bins. We
find many examples of this complex, multi-class friendship type in the CALLHOME corpus.
In the case of family members, as opposed to friends, we provide additional labels that
further define the relationships. These additional labels consist of relationships such as
mother, father, sister, brother, and cousin for each participant of the call, where they could
be determined.
The annotation task is non-trivial in many cases. We are unable to provide labels for 12
conversations (10% of the corpus) because 1) the relationship can not be determined with
confidence or, 2) in two instances, more than two speakers joined the conversation. These
situations cause the interpersonal relationship between the speaking parties to change over
the course of the conversation. An interesting quality of the CALLHOME data is that a
small number of the conversations is between representatives of a religious group who refer
to each other as “sisters,” when they are actually friends or colleagues. In these cases,
the annotators had to find additional evidence of the relations and disregard these direct
addresses.
In total, there are 108 annotated phone conversations. A summary of the data annotation
can be found in Table 5.1. The majority of instances, 80 out of 108, are labeled as FRIEND,
and the remaining 28 conversations are between family members and labeled as RELATIVE.
The finer-grained distinction between relative types is defined by 15 instances of conversions
between siblings and 13 between parents and children. This creates a highly unbalanced
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corpus. For this reason, we provide the labels as a single set without a division for training,
developing, and testing subsets. We leave the normalization method or an appropriate use
case of the data up to the user. The annotations of the CALLHOME English corpus are
available at https://github.com/dkaterenchuk/callhome_labels.

FRIEND
80
FRIEND
80

RELATIVE
28
SIBLING PARENT-CHILD
15
13

Table 5.1: Label distribution

5.4

Methods

This section describes the acoustic and lexical features we use to classify interpersonal relationships from conversations. Using the class-balanced subset of conversations, we perform
all classification experiments using ten-fold cross-validation. No speaker occurs in more than
one conversation, and no conversation appears simultaneously in a train and test partition.
We derive a number of acoustic and transcript-based features in order to predict the relationship of the interlocutors using Weka (Hall et al., 2009). The features are described
below.

5.4.1

Acoustic Features

We posit that people communicate differently depending on their relationships. The way a
person talks to their parents is different from the way he or she talks to a friend. Not only
the word choice but also intonation and stress will vary. This is the reason we look into
acoustic/prosodic features.
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Our acoustic feature extraction routine is based on the INTERSPEECH (IS) 2009 Emotion Challenge (Schuller et al., 2009). We use open-source feature extraction openSMILE
(Eyben et al., 2010a). The configuration file is a version of the emotion challenge, IS09 emotion.conf,
that was distributed at IS 2009 and is publicly available with openSMILE, modified to output arff files with appropriate labels. The original configuration file is publicly available
for download2 . We extract 384 features from the audio. This feature set has been shown to
perform well on initial test experiments compared to other publicly-distributed configuration
recipes. In particular, the IS 2010 paralinguistic and emotion challenge feature sets, with
1,582 and 6,552 features, respectively, showed lower performance.
OpenSMILE is used to extract acoustic features from the entire conversation. The openSMILE feature extraction process first extracts a set of short frame-based low-level descriptors
(LLDs) and then applies functionals over these descriptors to extract aggregated features.
This feature set includes five LLDs: 1) Zero crossing rate, 2) RMS Energy, 3) F0, 4)
Harmonic-to-Noise Ratio, and 5-16) 12 MFCC coefficients. The change (∆) of each of these
LLDs is also calculated. This leads to a total of 16·2=32 LLDs. Twelve functionals are
then applied to these: 1) mean, 2) standard deviation, 3) skewness, 4) kurtosis, 5-8) value
and relative position of minima and maxima, 9) range between minima and maxima, 10-12)
linear regression coefficient, offset and MSE.

5.4.2

Transcript-derived Features

Based on the transcriptions of the conversations (Canavan et al., 1997), we extract a number
of text-based features. Chung and Pennebaker (2007) suggests that the analysis of function
words (pronouns, articles, and other closed-class words) can reveal a person’s emotional
state, whether the person is stilted, hedging, or enthusiastic, for example. Function words
also do not suffer from sparse data problems; they account for many of the tokens in language
2

http://sourceforge.net/projects/opensmile/files/
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Feature Type
Rate of Subject Pronouns
Rate of Object Pronouns
Rate of Possessive Pronouns
Rate of Articles
Rate of Relative Pronouns
Rate of Conjunctions
Rate of Prepositions
Rate of Auxiliary Verbs
Rate of Modal Verbs
Rate of Negative Words
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Example
(I, he, we, ...)
(me, her, us, ...)
(my, mine, hers, ours, ...)
(a, an, the, ...)
(that, who, which, ...)
(and, but, not, ...)
(to, of, for, with, ...)
(be, have, do, ...)
(can, could, would, ...)
(not, never, ...)

Table 5.2: List of function word-derived features.
that are present in almost all contexts.
We hypothesize that function words may be one indication of the closeness of the relationship between two interlocutors, so this forms the bulk of our transcript-derived features.
We extracted the rates of a number of transcribed function words uttered by the speakers.
These are listed in Table 5.2 along with some examples from each of the classes.
We realize that certain function words (e.g. “that”) have multiple interpretations–in this
case, acting as any of the classes: pronoun, conjunction, adverb, and adjective. We make no
distinction among these.
In addition to the rates of words listed in Table 5.2, we extracted a number of timing
and turn-taking features (word rate per second, rate of utterances—words or sounds uninterrupted by the interlocutor, number of times one speaker cuts off another and the delay
between speaker turns) as well as the rate of disfluencies. Together, these may belie the
amount of planning the speakers undergo, which may indicate how comfortable or familiar
they are with each other. Finally, we extracted the rates of proper nouns and foreign words,
which may indicate people or places in common to the speakers.
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Single Side Predictions

Under the premise that we may be able to determine relationships based on listening to one
side of the conversation, we conducted an experiment that derives features based on one of
the speakers. We conducted a second set of experiments to create a unified feature vector
for both speakers. We discuss the results of both experiments below.

5.5

Results

In this section, we describe the results of our experiments: 1) classification based on the entire
conversation, 2) classification based on observation of a single side of the conversation, 3)
an analysis of classification performance using less than thirty minutes of speech. In each of
these experiments, we investigate four classifiers from Weka 1) SMO, an SVM optimization
algorithm, 2) J48, a decision tree algorithm, 3) Naive Bayes, and 4) BayesNet, a Bayesian
Network learning algorithm. All experiments are done using ten-fold cross-validation.

5.5.1

Full Conversation Recognition

First, we create feature vectors composed of both sides of the acoustic or transcript-derived
features. The transcript features unify the rate and counts and include any overlaps in
speaker turns. Overlaps can be a good indicator of interpersonal stance and relationship.
However, we believe this information to be informative when used with acoustic features.
We, therefore, include this with the acoustic features as well. We predict the relationship
of the speakers as FRIENDS or FAMILY and provide results from all four classifiers, SMO,
J48, Naive Bayes, and BayesNet, on ten-fold cross-validation in Table 5.3.
The table shows this is a difficult task, and classification is close to chance (50%). While
two classifiers, J48 and BayesNet, show over 5% above chance prediction using only acoustic
features, the other two perform over 5% below chance. The addition of overlap features
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Classifier
SMO
J48
Naive Bayes
BayesNet

Acoustic
Features
42.85%
55.57%
44.64%
55.35%

Acoustic
+ Overlap
44.64%
53.57%
46.42%
55.35%

Text
Features
57.14%
57.14%
60.71%
55.35%
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Acoustic
+ Text
39.28%
60.71%
57.14%
51.78%

Table 5.3: Results for Full Conversation Recognition.
Text Feature
my PER (TOKEN,UTT,SEC)
i PER UTT
so PER (TOKEN,UTT,SEC)
of PER SECOND
a PER SECOND
had PER UTT
max ∆ mfcc[6]
Linear Regression slope F0
max ∆ mfcc[10]

Gain Value
0.19, 0.19, 0.19
0.19
0.18, 0.18, 0.16
0.15
0.15
0.13
0.18
0.18
0.16

Dir.
↑
↑
↑
↑
↑
↑
↑
↓
↓

Table 5.4: The most discriminative features for Full Conversation Classification. Arrows
indicate a positive or negative correlation with FRIENDS conversations.
accounts for a rise in the underperforming classifiers by nearly 2%, but this harms the
performance of the J48 classifier. The text features show promising results, and all the
classifiers perform above chance. The best classifier, in this case, is Naive Bayes, with a
prediction rate of 60.71%. Finally, we combined acoustic and text features. The results
are lower than text features alone, except for the J48 classifier, which shows an increase in
performance.
From the experiments, we discovered that MFCC-based features and text features that
are based on counts of words “my”, “i”, “so”, “of”, “a”, and “had” work the best. The
complete list of useful features as determined by Information Gain criteria is in Table 5.4.
We find that conversations between friends have a higher rate of the first-person pronouns,
“my” and “i”, than conversations between family members. This is somewhat consistent with
the observations of ROBERTS and DUNBAR (2011) finding that friendly relationships re-
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Classifier
SMO
J48
Naive Bayes
BayesNet

Speaker A
37.5%
60.71%
50 %
55.35%

Speaker B
48.21%
62.50%
37.50%
73.21%

27

Average
42.85%
60.60%
44.06%
64.28%

Table 5.5: Results for Single Side Recognition.
quire more maintenance. Conversations among family members contain fewer first-person
topics, leaving the conversation to be more focused on other people or possibly more goaloriented (as discussed by Patrick and Metcalf (2001)). We hesitate to draw firm conclusions
based on the acoustic features, but we find spectral and pitch differences in these conversations.

5.5.2

Single Side Recognition

If you were to hear someone’s phone conversation, you would most likely hear only one
speaker or side of the conversation. In this section, we pose the question: is it possible to
distinguish interpersonal roles by examining a single speaker? Here we investigate how classification performs using acoustic features extracted from only one side of the conversation.
In order to avoid bias introduced by using one person for training and the conversation
partner for testing, we work only with the call initiators or call receivers. Speaker A, the
caller, is extracted from channel 1 of each conversation and used in cross-validation experiments. Then we repeat the experiments for the call recipient, speaker B, drawn from channel
2. The results can be found in Table 5.5.
Interestingly, on balance, the single side classification performance is somewhat better
than classification based on the entire conversation (Table 5.3). The results show that
three classification methods perform better on speaker B, while Naive Bayes performs better
on speaker A. These phenomena may be partly explained due to the data’s specifics. In
the CALLHOME corpus, 85% of the participants placed calls from North America to other
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Feature
had PER (TOKEN,UTT)
pause before UTT
an PER (TOKEN,UTT)
my PER UTT
may PER SEC
his PER (TOKEN,UTT,SEC)
could PER TOKEN
with PER SECOND
max ∆ mfcc[(3,10)]
Lin. Reg. slope mfcc[10]
min, range ∆ mfcc[5]
range mfcc[5]
min, minPos mfcc[4]
range, max mfcc[6]
maxPos F0
maxPos ∆ F0

Gain Value
0.16, 0.20
0.18
0.11, 0.11
0.13
0.16
0.12
0.11
0.095
0.16, 0.18
0.16
0.17, 0.30
0.20
0.21, 0.21
0.20, 0.19
0.17
0.15

A
↑
↓
↑
↑
↑
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B

↑
↑
↑
↑
↓
↓↑
↓
↑↓
↓↓
↓
↑

Table 5.6: The most helpful features for speakers A and B with respect to which task the
feature was helpful for with associated Information Gain. Arrows indicate a positive or
negative correlation with FRIENDS conversations
countries. In this situation, speaker B is more likely to share the experiences and stories about
living in a foreign country and provide more salient acoustic information to the classifiers.
While the content from the caller is less discriminative of an interpersonal relationship,
the call recipient’s content varies more clearly based on if they are talking to a friend or
family member. As a result, examining only one side of the conversation is sufficient in
some cases. Further investigation and comparison of acoustic and text features reveal that
speaker B’s predictions rely on acoustic features more than speaker A. Table 5.6 shows the
most predictive features (acoustic and text) and Information Gain values.
We find that the discriminative features show some differences from the speaker side. The
use of “my” in FRIENDS conversations seems localized to the call-initiator, while speaker B,
the recipient, is more likely to use “his”. A turn-taking feature, the length of a pause before
each utterance, becomes important in this context. However, in single side analysis, this is
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Classifier
SMO
J48
Naive Bayes
BayesNet

Full
42.85%
55.57%
44.64%
55.35%

Segment
48.21%
57.14%
50.00%
51.78%
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Delta
5.36%
1.57%
5.36%
-3.57%

Table 5.7: Results for Start and End of Conversations.
a measure of the duration between turns rather than a measure of smooth turn-taking. This
indicates shorter speaker B turns in FRIENDS conversations. Examining the acoustics, we
find a set of spectral features to be discriminative. The pitch features indicate an earlier
maximum pitch and delta pitch. This may be evidence of more rapid assimilation; this
remains a topic of future study.

5.5.3

Segments of Conversation

People unconsciously speak differently with friends, colleagues, or family. Work by Neiderhoffer and Pennebaker Niederhoffer and Pennebaker (2002) investigated this phenomenon,
known as assimilation, accommodation, or entrainment, in the context of text dialogs. They
found that people tend to coordinate word choice and style. In the acoustic domain, Levitan
et al. (2012) examined the realizations of entrainment in game-playing dyads. Based on these
findings, we decided to look into the mid-segments of conversations, where both speakers
are involved with the talk. The assumption is that they will have already assimilated to a
common speaking style. From each file, we extract acoustic features from a fifteen-minute
segment starting ten minutes into the dialog.
We find that performance increases, despite being drawn from a smaller conversation
segment, using most classifiers. This result suggests that 1) this classification can be reliably
performed with shorter observations and 2) the middle of a conversation may be a reliable
locus for analysis.
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Conclusion and Future Work

In this work, we present preliminary results on the classification of interpersonal roles between conversational partners. Specifically, we examine the difference between conversations
between friends and family. We have annotated the CALLHOME English corpus with the
relationship between participants and made these annotations available. Our initial findings
suggest that it is possible to distinguish friends from family based on some low-level lexical and acoustic signals. The current lexical feature set is based on the usage of common
function words, and we will develop these to capture more discourse and dialog qualities.
We also compare the ability to perform this analysis on just a single side of a conversation.
We find that performance is, on balance, somewhat better. In particular, the participant
who receives a telephone call is more manageable to classify than the conversation initiator.
Identifying the differences between these two conversational roles will be a source for future
investigations. This work shows that language contains a rich signal that can be used to
understand conversations.

Chapter 6
Demographic Data Prediction
6.1

Introduction

People of different ages and gender have different preferences. For example, when a person
decides to watch something on TV, their choice of content can be predetermined by their
demographic group. In this work, we consider the problem of predicting a person’s age group
from a single utterance. The data comes from a TV domain and contains lexical, acoustic,
and metadata. We present initial studies of a novel method that relies on multi-dimensional
data. In particular, we develop an ensemble of different machine learning techniques on
different subsets of data to improve child detection. Our initial results show an 8.2% absolute
improvement over our baseline, leading to state-of-the-art performance.
Building on recent breakthroughs in speech understanding, people ask their cellphones
any questions and expect to get reasonable answers, or ask their TVs for movie recommendations. The identity of the user’s demographic data plays a crucial role in personalizing and
improving these actions. Consider a case where a child asks to watch “Ruby and Max,” an
animated television series, but the automatic speech recognition system (ASR) mistakenly
resolves it to the popular “Mad Max” movie in the downstream natural language process31
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ing (NLP) module. With knowledge of a person’s age, the system can fix such errors by
returning age-relevant results.
Unfortunately, this scenario is expected considering that even state-of-the-art ASR systems produce low-quality results in understanding children’s speech. There are a couple of
reasons for this: 1) most ASR systems are trained to understand adults, 2) children’s voices
are hard to analyze because of not fully developed vocal tracts (Shivakumar et al., 2014).
One way to improve users’ experience is to enhance the user requests with the demographic
data.
In this work, we investigate age group identification from lexical and acoustic commands,
the metadata, and the combination of them to improve classification accuracy. Age and
gender identification from the speech is not a new problem, and much research has been
done in this area (Section 6.2), yet the results are far from perfect. In particular, the task
becomes more challenging when the utterances are only a couple of seconds long containing
a single phrase. We investigate a novel multi-model approach to improve classifier accuracy
by combining speech data with rich usage metadata (Section 6.3). Specifically, we extract
features separately from the text, speech, and usage data and build individual models that
are fused together (Section 6.4) to improve classifier performance. The results are described
in Section 6.5.

6.2

Related Work

Speaker information, such as accent, gender, or age, can be used to improve speech understanding (Abdulla et al., 2001), provide background information, and advance humancomputer interactions. A human vocal tract undergoes changes starting from birth and
continues throughout one’s life. Brown et al. (1991) found that fundamental frequencies directly correspond to the ages of professional singers. Later, Naini and Homayounpour (2006)
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investigated the correspondence of MFCCs, shimmer, and jitter to a speaker’s age. They
found that jitter and shimmer do, indeed, help distinguish ages, but only in broader age
ranges. With the application of more advanced machine learning techniques, Metze et al.
(2007) achieved human-level performance on longer speech segments, while short utterances
were challenging to classify correctly. The recent work on a related task of gender identification by Levitan et al. (2016a) revealed that human-level performance is achievable on short
utterances as well.
In this work, we build on the prominent research approaches and investigate its performance on a challenging real-world data set: the TV domain, where utterances are only
about a second long. We leverage multi-dimensional data that includes textual, acoustic,
and metadata, which is commonly ignored, to explore a fusion of multiple models in the
classification task. We compare the performance of three models based on SVM, random
forest, and deep learning, then report the results.

6.3

Data

The data was collected by a TV provider company at random times each week for over a
year time span and was manually labeled by human annotators as “MALE,” “FEMALE,”
or “PRE-ADULT.” Since we do not have ground truth labels, we use these labels as the
gold standard. “MALE” and “FEMALE” labels are combined into one “ADULT” class.
Each audio is a short, on average, a 1.2-second long command from a user to a TV box
such as “watch SpongeBob.” We have 15,001 instances of labeled utterances where 3,848
were labeled as “PRE-ADULT.” To normalize the data set, we at random sampled 3,848
utterances with the “ADULT” label. The data was split into train and test sets with a 75:25
ratio. Cross validation on the train set was used as our dev set to optimize the algorithms
leaving 5,772 for training and 1,924 instances for testing sets. The training set is used for
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model tuning and optimization by means of cross-validation. The final results are reported
on the test set.
In addition to the voice commands, we collected user metadata. This data contains
general usage patterns such as date, time, and expected audience age group of the requested
TV show. The data covers only one month of activity which makes the data meager. As a
result, we ignore dates and use weekdays instead. Additionally, we calculate the likelihood
of a request made for a children’s show on a given weekday and hour.

6.4
6.4.1

Methods
Feature Extraction

Speech provides much information about the speaker. For this reason, we apply feature
extraction techniques to convert an utterance into a feature vector. Before the feature
extraction step, the audio was pre-processed to normalize it in terms of volume to avoid
individual variations between the voice. This is a common pre-processing step that is used
to improve ASR. In addition, we filtered silences out, keeping only the speech segments.
Since the goal is to identify the user age group, this step should improve accuracy. After
these two pre-processing steps, we extract features to use as an input to train our acoustic
model.
For acoustic feature extraction, we use the open-source tool openSMILE (Eyben et al.,
2010b). OpenSMILE is a well-known utility that produces state-of-the-art acoustic features and is often used during annual INTERSPEECH paralinguistic challenges to define
a baseline. The source code includes a set of configuration files for different features. The
configuration file we use in our experiments is “paraling IS10.conf.” This version was introduced during the INTERSPEECH 2010 Paralinguistic Challenge (Schuller et al., 2010).
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LLDs
mfcc 0-14
pcm loudness
logMelFreqBand 0-7
lspFreq from 8 LPC
F0finEnv
voicingFinalUnclipped
F0
jitter L/DDP
shimmer
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Functions
mean/max/min Pos
linregc 1 2
linregrr A Q
stddev, kurtosis
quartile 1,2,3
persentile 1, 99
prtl range 0,1

Table 6.1: Acoustic features
The challenge was to create predictive models for gender and age classification. We also
experiment with other configuration files; however, they show lower performance.
We extracted 1582 acoustic features from each user utterance. The features are statistical summaries of the audio files. The features were created by first extracting low-level
descriptors (LLDs) of 10ms frame-level step and 20ms window size. The LLDs include a
total of 34 features such as 12 MFCCs, F0, energy, jitter, etc. After that, we derive 34 deltas
from the LLDs and apply a set of 21 functions. A list of the functions is shown in table 6.1
and complete feature description can be found in (Schuller et al., 2010).
In addition to speech, we use lexical data. Despite ever-changing TV content, some
phrases or words can aid in identifying the viewer’s age group. We use an ASR system
on each utterance to extract a transcript. Since the commands are concise and specific to
the domain, a simple bag-of-words language model (Zhang et al., 2010) is sufficient. From
the dictionary of 5092 unique words, 2000 of the most frequent words are used as a feature
vector.
We also use its metadata for each data point, such as weekday and hour. In addition,
we use the show-type request distribution from a given device. The distribution is derived
by computing the percentage of children’s shows against all shows watched during a specific
time. We derive this distribution as a score from 0 to 1 for each hour, day, and entire one-
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month time period for a given device. If a command comes between midnight and 6 am, we
mark it with 0, assuming that only adults can be awake during these hours.

6.4.2

Classification

For classification, we use two well-known algorithms: support vector machines (SVM) (Suykens
and Vandewalle, 1999) and random forest (Liaw and Wiener, 2002). Both algorithms show
state-of-the-art performances in speaker classification tasks (Ahmad et al., 2016). The models are trained using the scikit-learn toolkit (Pedregosa et al., 2011), an open-source machine
learning library. Both algorithms were used for training. However, only the best algorithm
is used on the test data.
Deep learning (LeCun et al., 2015) has shown to be a useful technique in many areas,
including audio processing. We build a deep network with four hidden layers. Each layer is
fully connected with a 50% dropout rate to reduce overfitting (Srivastava et al., 2014) and a
sigmoid activation function (Marreiros et al., 2008). The last layer uses softmax activation
and a 0% dropout rate. The size of each layer is chosen first to generalize the features and
then narrow the size of the layers. The best architecture has the following layer sizes [1582,
1582*8, 2048, 512, 64, 2]. The first and last layers are acoustic feature input and predicted
binary class output. The neural network is trained overnight on a consumer-level GPU.
During the training, we start with audio normalization by applying energy normalization and silence removal. While energy normalization is a helpful method to improve ASR
performance (Li et al., 2001), the results need to be tested on our task. The removal of
silences, on the other hand, is a valid step to increase the accuracy. After determining the
best audio normalization, we train a separate model for each feature set: 1) audio, 2) lexical, 3) time usage data, and 4) show-type request distribution. The models are tested with
cross-validation, and the scores are reported in Section 11.3. The test set is used only at the
end to evaluate the models on previously unseen data. We avoid overfitting by tuning the
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algorithms to specific data. Each model is evaluated separately on the corresponding data
set to determine the quality of each feature set.
Lastly, leveraging multi-domain data, we apply features and model fusion methods. We
experiment with combining features from the three domains into a single feature vector and
train an additional model on these features. At the same time, we perform model level fusion
(Huang et al., 2011). Each trained model’s output probability is used as input to AdaBoost
ensemble learning algorithm (Rätsch et al., 2001). We apply this approach only to the test
data, and the evaluation is done using cross-validation.

6.5

Results

6.5.1

Baseline

For our baseline, we use INTERSPEECH 2010 paralinguistic gender and age challenge’s
pipeline (Schuller et al., 2010). The data that was used for the challenge is different from
ours, and the task was to classify users of 4 age groups. For this reason, we cannot directly
compare the scores with their work. However, we followed the steps to replicate the baseline
on our dataset and used the score as our baseline. The accuracy of the baseline is defined
at 81.7%.

6.5.2

Model Tuning

The first step is to choose the best normalization approach. We create three subsets of
audio: without normalization (WN), energy level normalized (EN), and silence removed (SR)
utterances. In order to find which technique works the best, we apply SVM and random
forest to each subset. The results are shown in Table 6.2. The table shows that energy
holds important information about the speaker, and removing it worsens the predictions.
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Classifiers
SVM
Rand. Forest

WN
81.7%
81.3%

EN
79.8%
80.5%
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SR
84.4%
86.7%

Table 6.2: Audio Normalization of three subsets: WN - without normalization, EN - energy
normalized, SR - silence removed.
Classifiers
SVM
Rand. Forest

Time
53.4%
54.9%

Show-type
59.9%
56.8%

BOW
64.7%
68.2%

Table 6.3: Training results on meta data
On the contrary, removing silences improves the results in both classifiers. For this reason,
we keep the silence removal pre-processing step in our pipeline. In addition, the random
forest outperforms the SVM algorithm in the majority of cases and confirms the results of
Levitan et al. (2016a,b) on similar tasks. Random forest will be used in the rest of our
experiments as the main algorithm for utterance classification.
Metadata and language features were also tested with both SVM and random forest
algorithms. Each algorithm is applied to time usage data, show-type request distribution,
and language bag-of-word (BOW) features. The performance is described in Table 6.3. We
can see that time usage and show-type ratio provides very little information on who the user
is. Bag-of-word model shows a prediction accuracy of 68.2%. This result better compares
to metadata but is worse than acoustic features. Random forest outperforms SVM on this
data as well. All the experiments are tested by means of cross-validation that we use as our
dev set. Due to the time complexity of the deep learning algorithm, we do not use it during
cross-validation. Having decided on the best normalization and machine learning algorithm,
we are ready to see the performance of the test data set.
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Audio
86.6%

DL
88.82

Time
57.9%

Show-type
55.8%
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BOW
67.6%

Table 6.4: Test results

Adult
Pre-adult

Adult
88%
12%

Pre-adult
7%
93%

Table 6.5: Class confusion matrix

6.5.3

Final Results

The results of the test dataset are shown in Table 6.4. We find the results to be comparable
to what we got during the cross-validation evaluation of our training set. Surprisingly, the
time-based model provides only 57.9% accuracy. The expectation was to get a higher score
on this data set. We hypothesized that TV content providers use time slots to target different
age groups of their audience. Weekend mornings for animated shows and weekday nights for
news are examples of such. One reason for this might be that the commands for both age
groups are coming from the adults of a given household. We also explored show-type requests
for each device to capture user interest. This turned out to be the least predictive data model.
We believe that the insufficient data size of our show-type distribution can be attributed to
such low results, and a larger dataset may improve the performance. This will need further
investigation. Acoustic-based models are the most predictive, and lexical features produce a
lower score of 67.6%. While random forest shows improved results compared to the baseline,
the deep learning method outperformed all the models and showed 88.82% accuracy using
only acoustic features.

Adult
Pre-adult

Male
49%
1%

Female
39%
11%

Pre-adult
7%
93%

Table 6.6: Gender confusion matrix
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Accuracy

Baseline
81.7%

Feature Fusion
86.3%
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Model Fusion
90.9%

Table 6.7: Feature and model level fusion results

6.5.4

Feature and Model Fusion

We explore feature level and model level fusion approaches. Both techniques are known ways
to combine multi-domain data. We concatenated features from four data sets and trained a
new random forest model. This produced somewhat of an unpredictable result. The model’s
accuracy did not improve and even worsened, producing 86.3% accuracy. Combining all
the available features into a single vector introduces noise and data sparsity problems. The
acoustic model alone outperforms the feature-level fusion approach.
For our model-level fusion approach, we use the ensemble algorithm AdaBoost. The input
to this model is class probabilities from each of the five models, which are 1) random forestbased acoustic, 2) time usage, 3) show-type requests, 4) bag-of-words language model, and 5)
deep learning-based acoustic model. The results achieved by this approach produce 90.9%
accuracy (Table 6.7). From Table 6.5, we can see that 19% error comes from confusing
Adult voices with Pre-adults, and only 8% of Pre-adults were predicted as adults. Table
6.6 bring more explanation. Only 1% of Males were identified as Pre-adults. However,
15% of all adults or nearly 1/3 of all Females were misclassified as Pre-adults. Our work
confirms previous results on the task that female voices are higher and more problematic
to distinguish them from Pre-adult voices. This comes from the fact that female voices are
similar to children’s, and can be observed in the confusion table 6.6.

6.6

Conclusion

This work focuses on classifying age groups based on lexical, acoustic, and metadata, such
as time and show categories. We find that multi-domain model-level fusion improves the
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performance compared to feature-level fusion and individual models. This system achieves
90.9% accuracy on the task of predicting the age group.
This result shows that the task of predicting the user age group achieves relatively high
performance. After looking into the results, we find that most error comes from confusing
Females with Pre-adults. This result suggests a similarity of acoustic and behavioral similarity between the groups. Among all available data modalities, acoustic signals show the
highest prediction score of 88.82%. The show-type information and timing showed low scores
of 55.8% and 57.9%, respectively. While not the most prominent, the lexical features show a
good result of 67.6%. This fact demonstrates that textual data can be used to predict user
demographic information.

Chapter 7
Hedge Detection
7.1

Introduction

Humans express ideas, beliefs, and statements through language. The manner of expression can carry information indicating the author’s degree of confidence in their statement.
Understanding the certainty level of a claim is crucial in areas such as medicine, finance,
engineering, and many others, where errors can lead to disastrous results. In this work, we
apply a joint model that leverages words and part-of-speech tags to improve hedge detection
in text and achieve a new top score on the CoNLL-2010 Wikipedia corpus.
Imagine a situation where a doctor says to a patient “I think you need surgery immediately!” Many will take this statement seriously without any additional considerations.
However, the phrase “I think” signals uncertainty in the diagnosis. Identifying these signs
of uncertain claims, known as hedges, can prevent malpractice cases and save lives. For this
reason, uncertainty detection is an important problem in medicine, finance, engineering, and
other high-risk fields. In this work, we explore CoNLL-2010 shared task data (Farkas et al.,
2010) to improve current methods of hedge detection.
The degree of certainty in language was first introduced by Lakoff (1973). His work
42
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introduces the concept of hedges, which are linguistic devices that are used in conversations to
indicate the degree of belief. Hedge phrases can be expressed through modal verbs (“could”,
“might”, etc.), peacock expressions (“very likely”, “everyone”, “I think”, etc.), and weasel
words (“some believe”, “clearly”, etc.). These expressions are context-dependent, and the
presence of these in a sentence does not indicate uncertainty. Hence, this problem is difficult
and advanced methods are required to identify uncertain claims.
In this work, we focus on detection sentences that contain hedges. We explore different
neural network architectures and present a joint model problem formulation to include partof-speech tags to improve current results on the CoNLL-2010 Wikipedia dataset. While the
data used is based on Wikipedia, this work can be applied to speech as a downstream task
and other similar problems in the NLP domain.
The main contributions of this work are:
1. An analysis of various neural network architectures and their performance.
2. A model formulation for including part-of-speech information in the input.
3. A new top score on the CoNLL-2010 Wikipedia dataset.

7.2

Related Work

Hedge detection has attracted much attention in recent years. The early work relies on shallow linguistic features such as n-grams, manually crafted hedge-word lists, and word scoring
functions (Ganter and Strube, 2009). Georgescul (2010) showed the highest result during
the CoNLL-2010 competition, achieving the F1 score of 60.2 using an SVM model (Vapnik, 1998) with bag-of-words (BoW) features. The general early approach to this problem
is a combination of word and context analysis with BoW, and part-of-speech (POS) tags
represented as various size n-grams (Choi et al., 2012).
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With the popularity of neural networks (NN), Patel and Nenkova (2019) applied a convolutional neural network (CNN) (Kim, 2014) to the problem of ambiguity detection in legal
literature and showed that this model outperforms SVM models. The addition of an attention (Chorowski et al., 2015) to the CNN model achieved an F1 score of 67.52 on the
CoNLL-2010 Wikipedia data (Adel and Schütze, 2017). The work proposes the attention formulations that take advantage of attention weights learned from the sentences and provided
cue phrases. Their work and the F1 score of 67.52 are used as our paper’s baseline.
In recent years, the popularity of transformer architecture (Vaswani et al., 2017) and
transformer-based language models (Devlin et al., 2019; Radford et al., 2019) led to improvements in NLP tasks including uncertainty detection. Sinha et al. (2020) showed that
the fine-tuned BERT model outperformed the Tree-LSTM and CNN-based model on two out
of three corpora, including the BioScope corpus from the CoNLL-2010 challenge. However,
the authors did not report the score on the Wikipedia dataset.
After reviewing the work on hedge detection, we note that although POS tags were
found to be helpful in early work, they have not been incorporated into newer DNN-based
approaches. We, therefore, experiment with adding POS tags to a NN-based model. This
work shows how to leverage a joint word and POS model formulation to achieve a new high
score on the CoNLL-2010 Wikipedia dataset. The performance improvements gained by
applying transformer-based language models to the BioScope corpus further motivate our
exploration of more complex models on the Wikipedia corpus.

7.3

Data

The CoNLL-2010 Wikipedia dataset was released by Farkas et al. (2010) as a part of the
CoNLL-2010 challenge. The task provides data that is derived from two datasets: biological
scientific articles and articles from Wikipedia. Both datasets were manually annotated by two
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independent linguists who were directed to identify cues which are expressed through the use
of auxiliaries, hedge verbs with speculations, adjectives, adverbs, conjunctions, and weasel
words (for the Wikipedia data). A third linguist was invited to evaluate the differences.
Each sentence is labeled as certain or uncertain, and phrases that identify uncertainty are
annotated as cues. The majority (77.26%) of the sentences are certain; as a result, the data
is unbalanced. Hence, the evaluation results are reported as the F1 score.
While the CoNLL-2010 shared task provides data from both BioScope and Wikipedia,
this work focuses solely on the Wikipedia data for the following reasons: 1) the language on
Wikipedia is more general and not limited to any domains. Hence the methods applied here
are expected to be generalized and applicable to other similar problems. 2) the Wikipedia
data contains annotations for weasel words, which are statements of unsupported claims.
These weasel words make the uncertainty detection problem more difficult, which can be
noted from the current best scores: F1 67.52 for the Wikipedia and F1 86.22 for the BioScope
data. For these reasons, all the experiments in this paper focus on the Wikipedia dataset.
The CoNLL-2010 Wikipedia dataset contains 11,110 training and 9,634 evaluation sentences. 10% of the training data is randomly selected as the development data. The models
are tested on the evaluation data only used after being optimized on the development dataset.
The corpus is pre-processed by tokenizing the words and stripping any punctuation that is
web noise or does not contribute to the sentence semantics (such as ”¡¿/-*”). The dataset is
POS annotated with spaCy (Honnibal et al., 2020) resulting in two parallel strings containing words and POS tags, respectively. Given that the mean sentence length is 22.5 words,
the sentence length is limited to 64 words.

CHAPTER 7. HEDGE DETECTION

7.4

46

Methods

In this work, we conduct experiments to improve current results on the CoNLL-2010 Wikipedia
corpus. The training data contains only 11,110 sentences, and 10% (1,111) of that data is
used as a development set for model selection. The training dataset with 9,999 data points is
tiny for today’s standards, presenting several challenges. We survey various word embedding
models and neural network architectures to find the best model for this task. Furthermore,
we look at POS tags for additional information on sentence structure. This POS tag information is used in a joint model approach to improve performance on CoNLL-2010 Wikipedia
data. Finally, we analyze the models and present the final results on the evaluation dataset.

7.4.1

Pre-trained Word Embedding Models

Pre-trained word embeddings (WE) (Mikolov et al., 2013) are hard to beat due to the
sheer size of the data on which they are trained. However, the mismatch between their
training data and the application domain can affect performance (Gu et al., 2020). We
train a custom WE model on 1 Gb of randomly selected Wikipedia data, using the FastText
Algorithm (Bojanowski et al., 2017). This trained model (Wiki 1G) has 256 dimensions
and is much smaller in size compared to available pre-trained models. We compare our
in-domain model with several available pre-trained models using a single layer bi-directional
LSTM model (Hochreiter and Schmidhuber, 1997) to choose the ones that perform best on
this task and data. Table 7.1 shows the results of each word embedding language model
on the development set. The score represents the mean of 10 samples every 10 iterations
starting at 400 iterations, and the mean score should be a more robust representation of
performance.
The results in Table 7.1 show that FastText 2M and GloVe 6B language models work the
best, outperforming the rest. Hence, future experiments are based on these two language
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Word Embed. Models
GoogleNews 300d
GloVe 100d
GloVe 300d 6B
GloVe 300d 840B
FastText 1M
FastText 2M
Wiki 1Gb
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F1 score
60.34
55.74
63.12
62.41
62.09
63.57
61.99

Table 7.1: Word Embedding Models
models. However, we also include the custom-trained Wiki 1G. This model is small in size
and performs comparably to the larger models, making it a good choice for prototyping.

7.4.2

Neural Networks

To find the best-performing model for this task, we evaluate the CNN (Kim, 2014), GRU
(Chung et al., 2014), and LSTM (Hochreiter and Schmidhuber, 1997) architectures. These
architectures with an attention layer have shown the top F1 score of 67.52 on the Wikipedia
data (Adel and Schütze, 2017). Additionally, we explore multi-head attention model architecture with the positional encoding (Vaswani et al., 2017). The attention architectures are
used as a standalone two-layer transformer model and an additional layer on top of the base
architecture. The initial hyperparameters are chosen from earlier research in this domain and
tuned during the training. Thus, each model is trained with the following hyperparameters:
64 - RNN hidden units, 64 - batch size, and 0.5 dropout rate at each layer. Each model has
a two-layer architecture with an added transformer layer where specified. The final layer is
dense with a single neuron as an output. We find a two-layer architecture optimal in our
experiments. The models are trained with a stochastic gradient descent optimizer on the
training dataset and evaluated on the development dataset. We apply the class weights during the training to mitigate the bias towards the majority class. This is done by calculating
the class distributions in the training dataset and multiplying them by the class error rate
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during the training. In order to get the best results and avoid finding a “lucky” configuration, the models are trained until they reach optimal performance, which is indicated by the
development error evening out without diverging from the training error. At this point, the
results are sampled for ten more iterations, and the mean score on the development dataset
is reported in Table 7.2.
NN Models
CNN
GRU
LSTM
Transformer
CNN + At
GRU + At
LSTM + At

Wiki 1G
57.38
62.07
64.35
57.18
56.86
62.13
59.37

GloVe
58.34
64.23
62.14
57.91
58.22
63.33
60.11

FastText
59.36
65.04
63.91
54.74
62.79
65.4
64.26

Mean
58.36
63.78
63.47
56.61
59.29
63.62
61.25

STD
0.99
1.54
1.17
1.66
3.11
1.65
2.64

Table 7.2: Neural Network Models
The results in Table 7.2 show that 4 RNN-based architectures show the best performance,
with the GRU-based models performing better on average. We believe that is because GRUs
are simpler models. Since the training set contains only 9999 sentences, complex models
overfit this task. This could be the reason we did not see greater performance from CNN or
transformer models. Pretrained RoBERTa (Liu et al., 2019) model tuned on hedge detection
produces 60.26 F1 before overfitting on the task. Hence, LSTM and GRU-based networks
are chosen for the rest of the experiments.

7.4.3

POS Models

Early research on hedge detection relied on both words and POS tags Choi et al. (2012).
However, POS tags have not been included in recent work on this task. Motivated by
the early works in this domain, we propose to leverage additional POS tag information to
improve uncertainty detection.
To evaluate the information contained in POS tags, we train the LSTM and GRU models
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GRU
LSTM
GRU + At
LSTM + At
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Dev
47.54
48.47
48.27
48.9

Table 7.3: POS Based Predictions.
from the previous section (7.4.2) on POS tags. The only change we make to the models is the
reduction of the RNN hidden state from 64 to 16 units. The tags were encoded as a one-hot
vector with an embedding layer as the input layer. These POS tag sequences are used to
classify the sentences according to the CoNLL-2010 challenge. Since the data contained only
17 unique tags, the network embedding layer provides a sufficient tag representation for a
small dataset. The results in Table 7.3 show that tags alone achieve an F1 score of 48.9,
which is higher than some results reported during the CoNLL-2010 challenge submissions
that utilize the full lexical signal. The LSTM architecture with an attention layer achieves
the top score. Even though all results are close range, we believe that the more complex
LSTM architecture can better capture POS tag sentence information. This result shows that
POS tags contain a predictive signal that can be leveraged to improve performance.

7.4.4

Word & POS Joint Model

Having demonstrated that POS tags contain a predictive signal, we evaluate two different
ways to leverage POS information and combine them with word embedding-based hedgeprediction models. One way to include the POS information is to concatenate POS tag
representations to word embeddings. This approach enhances the word representation by
encoding not only the meaning but also its function in a sentence (Fig. 7.1). Another approach is to have two separate networks for POS and word embeddings. These networks are
independent and join together only in the last hidden layer. This last hidden layer is used
as an input to the dense output layer for the final class prediction (Fig. 7.2). We hypoth-
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esize that the combination of word-GRU and POS-LSTM networks with the transformer
layer should be the most predictive architecture that leverage two independent sentence
representations. The results are shown in Table 7.4 with the top 3 scores highlighted.

....

....

Figure 7.1: Word & POS Input Joint Model

Wiki 1G
Joint Input
GRU
LSTM
GRU + At
LSTM + At
Joint RNN +
GRU
LSTM
GRU&LSTM

FastText

65.81
66.08
61.69
66.14
65.46
65.45
66.57
64.26
Attention Models
64.42
64.54
64.22
62.47
64.82
66.09

Mean

STD

65.95
63.92
65.46
65.42

0.19
3.15
0.01
1.63

64.48 0.08
63.35 1.24
65.46 0.9

Table 7.4: Joint POS & Word Models
From Table 7.4, we can see that the addition of POS information improves the performance for Wiki 1Gb and FastText-based architectures compared to the results reported
in Section 7.4.2. We can see the improvements across different network architectures with
GRU, GRU with attention, and the joint model of GRU + attention and LSTM + atten-
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....

Figure 7.2: Latent Space Joint Model
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tion show top performance. However, the GloVe-based language models did not show any
improvements and were excluded from further experiments. At this point, we test the three
best-performing models on the evaluation dataset and report the results.

7.5

Results

We narrow down the choice of models to three architectures to be used on the evaluation
dataset. The architectures are joint input GRU and GRU+att and joint latent space model
of word GRU+att and POS LSTM+att. The main question is whether the addition of POS
tags can help get better results on the evaluation dataset over the previous top F1 score of
67.52.
First, we start by testing our hypothesis by training an LSTM model on POS tags. The
result of this model on the evaluation is equal to a 55.67 F1 score. We find this score high
considering that the model makes predictions only on POS tags and promising for our joint
model formulation. Next, the joint models are evaluated on the test dataset.

Wiki FastText
Joint Input Models
GRU
68.25 67.69
GRU + At
68.97 66.32
Joint RNN + Attention Models
GRU&LSTM 69.21 69.74

Mean

STD

67.97
67.65

0.4
1.87

69.48

0.37

Table 7.5: Final Results on the Eval Dataset

From table 7.5 we can see that the joint model of word GRU+att and POS LSTM+att
produces top scores across the two language models. Both scores outperform the current top
result on this dataset and show that leveraging POS tag information in a joint model formulation can improve the results. The previous top score on this dataset (Adel and Schütze,
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2017) introduces a novel concept of external attention where a scoring function measures
each word’s similarity with respect to uncertainty-indicating phrases. These phrases would
need to be derived by a human from the training dataset. Our paper shows that POS tags’
addition can achieve higher performance without a need for additional human annotations.
Furthermore, we test the performance of all models mentioned in the earlier sections on
the evaluation dataset. To our surprise, a simple GRU model with custom-trained word
embeddings (Wiki 1g) achieves the top score of 70.24. We hypothesize that this could be
because the domain-specific language model can deliver better word representations and
outperform general language models. Besides, a simpler GRU-based model architecture
plays a role in regularization, further improving the model performance on this tiny dataset.
However, the results are dependent on custom word embeddings, which introduce complicity
and variance.

7.6

Conclusions and Future Work

In this work, we show that POS tags introduce additional information that can be used to
improve results on hedge detection. We formulate the problem as a joint model of POS tags
and words trained together. This joint model formulation achieves a high 69.74 F1 score
and 70.24 F1 scores with domain-specific word embeddings on the CoNLL-2010 Wikipedia
dataset. This work introduces a joint POS and word approach that works well on hedge
detection. In future work, we would like to continue experiments in this domain to answer
questions about whether this joint model formulation works on different datasets and other
problems in this domain. In addition, we would like to test if domain-specific word embedding
performs well on other datasets. Lastly, transformers improve the performance of many NLP
tasks. In this problem, our initial experiments with transformer-based models did not show
much improvement, and further research in hedge detection applications is needed.

Part III
Influence Detection
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Chapter 8
Introduction
In Part I, we present the problem, the motivation, and state the problem of influence level
prediction. In Part II we explore the problem of predicting interpersonal relationships and
demonstrate that language contains a powerful signal that helps predict relationship type
and user demographic information. In addition, we develop a new model that achieves
state-of-the-art results in detecting hedge sentences that influential users often use. After
motivating the problem, we describe our experiments on user influence level prediction in
social media.
In this Part III of the thesis, we describe our methods to improve a user’s influence level
prediction on social media from a single comment. For any project, data plays an important
role. After reviewing available corpora, this project is based on Reddit data. In Chapter 9,
we describe the Reddit dataset and all additional data sources that are used in this project.
In addition, we annotate the Reddit dataset with user influence level labels. In this work,
user influence is defined as a function of community endorsement where each user gets a
k-index score. The k-index score is based on user comments and the comment rewards. The
entire algorithm is described in Section 9.1.1.
The user influence level prediction problem is designed as a regression problem where
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our goal is to predict the k-index score. In order to correctly evaluate our models, we
survey popular ranking algorithms and design a new evaluation method, RankDCG (Chapter
10). After introducing the data and evaluation, we introduce the influence-level prediction
methods on social media (Chapter 11).
In Part II, we showed that language carries a signal about a person’s conversation type,
demographic, and other related traits. Based on these validations, we apply our hypothesis
that states that user demographic and personality traits can improve user latent representation and, as a result, improve user’s influence level prediction. The final summary and
future work are described in Chapter 12.

Chapter 9
Data
The area of social network analysis is very diverse, with applications to a number of different
online communities. The most common differences are in the community type (emails,
discussion forums, social networks, etc.) and the conversation type (dyadic or multi-user).
Among the variety of resources that have been at the center of research is the collection
of emails from the infamous Enron corporation (Shetty and Adibi, 2004). The emails were
collected during the investigation and later released to the public. This makes a great data
source for studying interactions between employees with defined status inside the company.
In addition to the Enron corpus, websites such as Wikipedia 1 , StackExchange 2 , and Reddit
are used in research (Danescu-Niculescu-Mizil et al., 2012, 2013; Zayats and Ostendorf, 2018).
This work is mainly focused on Reddit

3

for these reasons:

• The data is easily accessible.
• The conversations are not restricted to any topic or style.
• The data has a defined community endorsement function.
1

www.wikipedia.org
www.stackexchange.com
3
www.reddit.com
2
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Reddit website addresses all these points, and we use this dataset throughout our influence
level prediction work (Section 9.1). In addition to the Reddit data, this work also relies on
other corpora to leverage user demographic data, use of hedge phrases, and personality traits.
The PANDORA corpus (Gjurković et al., 2021a) provides labels for user demographic data,
such as age and gender, and Meyers-Briggs (Myers, 1987) type indicators (MBTI) (Section
9.2). The CoNLL-2010 Wikipedia (Farkas et al., 2010) is a good source of hedge annotations
(Section 9.3).

9.1

Reddit

Reddit is a discussion platform where users discuss any topic. The website is divided into
subreddits, which are sub-communities with specific discussion topics or goals. Examples
of such subreddits can be WorldNew - where users discuss world events, or AskWomen where men ask women questions. Reddit users can create a post to initialize a discussion,
comment on a post, or reply to other comments. Each comment can earn or lose karma
points. This karma score can be used as a proxy for a reward or community endorsement,
making Reddit a good data source to study influence. In this paper, we use the Reddit
dataset proposed by Jaech et al. (2015); Fang et al. (2016). This dataset provides Reddit
data collected between January 1, 2014, and January 31, 2015, from 8 subreddits: AskMen,
AskScience, AskWomen, Atheism, ChangeMyView, Fitness, Politics, and WorldNews. The
dataset is a collection of posts and comments with additional information such as author,
author flair, karma scores, etc. Our work is constrained to textual comments, and we do
not use any user or structure-related information. The main goal of this approach is to
investigate the power of language and address situations where any additional information is
unavailable such as an analysis of a single comment or dyadic conversations. The comments’
length is enforced to a minimum of 32 tokens (white space tokenization) and a maximum of
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256 tokens.
Some subreddits are more popular and contain millions of comments. In this work, we
sample 100k comments from each subreddit, with the AskScience subreddit containing only
33k comments. This data is further split into dev and test subsets 10% each. As a part of
this work, we release comment ids and the corresponding k-index annotation.

9.1.1

Label Annotation

This work adopts a k-index score to represent user status, which was introduced by Jaech
et al. (2015). While Jaech et al. (2015) use the score as one of the features, this work
makes it a label. The k-index is defined as a maximum number of comments, let us say
k, that has at least k karma. This score is essentially a modified h-index, an author-level
metric (Hirsch, 2005). This score is used to mitigate outliers where some comments can gain
high karma scores for being one-off popular comments, off-topic, funny, etc. The k-index
is calculated for each user in a single discussion thread and mapped to the corresponding
author-written comments. We assume local user popularity, where a user might have high
status in one discussion thread but not another. We only consider the first 50 comments per
discussion, disregarding the rest and discussion threads with less than 50 comments. The
choice of 50 comments is made for two reasons: 1) the k-index is dependent on the number of
comments in a thread - this can be viewed as a form of normalization, and 2) this prevents
some discussion threads with thousands of comments from dominating the sample space.
Essentially, we have a collection of comments and a corresponding author k-index. One
interesting characteristic of this data is that the k-data distribution is highly right-skewed,
as can be seen in Figure 9.1. The figure plots the log-scale label distribution and shows that
most users have a k-index of 1 and very few k-index of 16. Hence, identifying rare high-rank
users is quite difficult. In addition, such highly right-skewed label distribution requires an
appropriate evaluation that takes data specifics into account. For this reason, we review
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Figure 9.1: Log-scale K-index distribution of comments from WorldNews subreddit.
relevant evaluation algorithms and propose a new ranking measure RankDCG (Chapter 10).

9.2

PANDORA Corpus

The PANDORA corpus (Gjurković et al., 2021b) is a large dataset of Reddit comments
that includes annotations of user age, gender, and personality traits. The dataset contains
annotations for over 17M comments written by more than 10K users. The personality
annotations are based on the well-known Five-Factor Model (McCrae and John, 1992) and
the Myers-Briggs Type Indicator (MBTI) model (Myers, 1987). In this work, we use the
MBTI system as it is more commonly adopted among the general population and the labels
are self-reported, hence higher quality.
After looking at the data, we find that some comments have missing labels. This happens
when ground truth labels are available only for a small subset (ex. age and gender, but not
MBTI type). For this reason, we filter the comments to only include those containing all
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labels for age, gender, and four personality traits. Furthermore, we make sure that the
data from PANDORA and our Reddit dataset described in Section 9.1 do not overlap. We
achieve this by taking the intersection of users from both datasets and excluding them from
the training data. As a result, the PANDORA dataset is split into train and test datasets in
such a way that the train data does not contain any users that might appear in the Reddit
data. This prevents any possible data contamination.

9.3

Hedge Corpus

After reviewing related work on hedge detection, we find the CoNLL-2010 Wikipedia dataset.
This dataset was released as a part of the CoNLL-2010 challenge Farkas et al. (2010) and
contains 11,110 annotated sentences. After exploring the dataset, we find some discrepancies
with our data: some sentences are only a few words in length. For this reason, we filter out
short sentences and only keep the ones over 32 tokens in length. The final dataset contains
8,925 data points.

Chapter 10
RankDCG Evaluation Measure
10.1

Introduction

There are many popular approaches to evaluating ranking, such as Kendall’s τ , Average
Precision, and nDCG. When dealing with problems such as user influence level ranking
or recommendation systems, all these measures suffer from various problems, including an
inability to deal with elements of the same rank, inconsistent and ambiguous lower bound
scores, and an inappropriate cost function. We develop a new measure, RankDCG, that
addresses these problems. This is a modification of the popular nDCG algorithm. We
provide a number of criteria for any effective ranking algorithm and show that only RankDCG
satisfies all of them. Results are tested on constructed and real data sets. This measure,
along with others, is used to evaluate influence level prediction on the Reddit dataset. We
release a publicly available RankDCG evaluation package on github1 as a part of this work.
Every algorithm needs to be assessed to determine its performance. No single measure
can be applied to all problems. If we consider a single area of computer science, natural
language processing (NLP), each problem requires a specific evaluation method. For example,
1

https://github.com/dkaterenchuk/ranking measures
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for a simple classification task, accuracy is an intuitive and useful measure (Dumais et al.,
1998; Katerenchuk et al., 2014). For named entity recognition and other “detection” tasks
with a relatively small percent of relevant items (Tjong Kim Sang and De Meulder, 2003;
Katerenchuk and Rosenberg, 2014), F-measure (Rijsbergen, 1979) is best suited. Correlation
measures such as Pearson’s r (Pearson, 1895) and Spearman’s ρ (Spearman, 1904) are used
to find relationships between entities (Strapparava and Mihalcea, 2008; Schuller et al., 2015).
Kendall’s τ (Kendall, 1938), Average Precision (AP) (Zhu, 2004), Mean Average Precision
(MAP) and Discounted Cumulative Gain (DCG) (Järvelin and Kekäläinen, 2002) are all used
in information retrieval (IR) and ranking type of problems (Lapata, 2006; Philbin et al., 2007;
Järvelin and Kekäläinen, 2000).
Despite a large number of different ranking measures, there are still problems that cannot
be appropriately evaluated. In particular, when the task is to rank discrete value elements
with multiple ties of the same rank and a skewed rank distribution. This type of problem
often arises in a number of ranking problems such as information retrieval or search. While
some measures address parts of this problem, none address all of them.
This work proposes a new measure to deal with rank-ordering problems. We start with
defining the problem and criteria that need to be satisfied in Section 10.2. In Section 10.3,
we give an overview of available evaluation measures. In Section 10.4 we propose RankDCG,
an improved evaluation measure and evaluate its performance in Section 10.5. We sum up
our findings and conclude our work in Section 10.6

10.2

Ordering and Influence Level Prediction

As described in Section 9.1, our data is given in the form of comment list, X, and k-index
labels, y with the goal to predict y for each comment. In order to evaluate the performance
of our model, the task is defined as a ranking-ordering type of problem. The objectives of a
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typical ranking problem in information retrieval (IR) are to find and order information from
a nearly infinite set of data, namely web pages. Formally it can be defined as follows:
Given a list of elements A = [x1 , x2 , x3 , ..., xn ], objective is to find list B = [x|x ∈
A, f (x) ≥ 0], where f (x) is a relevance function that returns a rank that is higher
or equal to 0. Often additional objective is applied such as B = [f (x1 ) ≥ f (x2 ) ≥
f (x3 ) ≥ ... ≥ f (xm )] where m is a number of relevant document with f (x) ≥ 0
and m ≤ n.
In order to evaluate this problem, a comparison between two lists, a reference, and a
hypothesis, is needed. Relevance and ordering are the two prime factors that need to be considered. Because most measures were designed for IR tasks, the relevance of elements plays a
crucial role in determining the evaluation score lower bound. In other words, if all elements
in the hypothesis list are irrelevant, the score should be equal to 0 or some other lower bound.

In this work, we consider the problem of predicting users’ influence levels from a list of
comments. In order to evaluate the prediction of our model ŷ, we compare the ordering
between two list y and ŷ. This task might appear identical to the web search problem.
However, there are several distinct characteristics. First of all, each element is relevant (no
irrelevant entities). Second, the element ranks are discrete values. Third, the rank values
are not unique. In other words, there are many elements of the same rank (multiple ties).
Lastly, the elements might not follow the normal distribution of rank values. This case is
also common to web searches where only very few top results are relevant, and the majority
are somewhat related or not relevant to the query at all. Unlike the search problem, the
objective for this type of problem is to order elements of a given list, where each element
is relevant (no irrelevant entries), has a discrete rank value, and may contain multiple ties.
Formally the problem can be described in the following way:
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Given a list of comments X = [x1 , x2 , x3 , ..., xn ], and a list of labels y = [f (x1 ) ≥
f (x2 ) ≥ f (x3 ) ≥ ... ≥ f (xn )] where f (x) is a k-index annotation function that
returns k-index rank k for each comment with k ∈ N and n is a number of
elements. The objective is to find list ŷ = [g(x1 ) ≥ g(x2 ) ≥ g(x3 ) ≥ ... ≥ g(xn )]
where g(x) is a k-index prediction function for each comment. The goal is to
make both lists ordering equivalent: y ⇔ ŷ.
All conventional evaluation measures have a number of shortcomings when evaluating
this type of problem. For this reason, we propose a set of criteria for an evaluation measure.
This measure needs to address the following objectives:
1. correctly work with multiple ties
2. address non-normal rank value distribution
3. emphasize correct ordering of high-rank elements
4. produce a consistent and meaningful scoring range.
The following section will survey available algorithms and highlight some drawbacks of
the most common rank evaluation measures.

10.3

Evaluation Measures Survey

Multiple rank-ordering evaluation metric algorithms exist in the field of information retrieval
(IR). However, none of them is appropriate for the task described in the previous chapter.
Keeping in mind the specifics of the problem, we survey various metrics, analyze their performance, and underline drawbacks.
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F-measure

F-measure or F-score (Rijsbergen, 1979) is a common evaluation measure that is used to
measure information extraction (IE) algorithms such as search (Peng and McCallum, 2006).
This measure is defined as follows:

F =2∗

p∗r
,
p+r

(10.1)

where p - precision and r - recall

F-measure takes into account precision and recall. Precision measures the portion of relevant retrieved elements; recall measures the portion of relevant elements that were discovered. However, this measure is not appropriate for problems where all elements are relevant.
In addition, this measure does not take into consideration different ranks. F-measure only
evaluates the number of relevant elements. Therefore, it is not suitable for a rank-ordering
evaluation.

10.3.2

Average Precision and Mean Average Precision

Average Precision (AP) (Zhu, 2004) is a measure that is designed to evaluate IR algorithms.
AP can deal with non-normal rank distribution, where the number of elements of some rank
is dominant. AP measures precision at each element, multiplies the change in recall from the
previous step, and averages over all list elements. There is a variation of AP that considers
only the first k elements. However, since we are concerned with a ranking of all elements,
we will not focus on this variant. The formula to calculate the AP is the following:

AP =

n
X
k=1

P (k) ∗ ∆R(k)

(10.2)
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where P (k) = precision@k and ∆R(k) = |recall(k − 1) − recall(k)|.

Researchers often use mean average precision (MAP) (liu, 2009), which is defined as the
mean of AP over multiple information retrieval lists.
P
M AP =

AP (q)

q∈Q

|Q|

,

(10.3)

where Q = a set of ordering problems and q = a single evaluation instance.

Both AP and MAP measures have been designed to evaluate rank-ordering problems.
The measures, however, assume no ties among ranks which manifests in inconsistent lower
bounds. Furthermore, these measures evaluate all rank values with equal cost. However,
the problem described in Section 2 requires more emphasis on the ordering of rare high-rank
elements and less on low-rank elements since these elements are not as important and often
over-represented. This creates a problem where misplacing a low-rank element can produce
a low score, despite the fact that this element might not be very relevant to an otherwise
good ordering result. More detail on this case can be found in Section 10.5.

10.3.3

Kendall’s τ

Kendall’s τ (Kendall, 1938) is a correlation measure. This measure is often used when
evaluating rank-ordering results. The measure considers the number of element pairs in
reference and hypothesis lists and checks whether the element positions correlate. The
formal definition of Kendall’s τ is shown below:

τ=

c−d
,
− 1)

1
n(n
2

(10.4)
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where c - a number of concordant (i.e. a correct relative ranking) pairs and d - a number of
discordant (i.e. an incorrect relative ranking) pairs.

Kendall’s τ is a popular choice for rank evaluation. Unfortunately, this measure also has
some drawbacks. First of all, it does not explicitly deal with multiple ties and non-normal
rank distribution. This will lead to a problem when an algorithm assigns the same (majority)
rank value to all elements. Secondly, Kendall’s τ does not produce a consistent lower bound
score when the ranks follow a non-normal distribution. In addition, the score is produced
by comparing the number of correlated elements and it does not emphasize rare high-rank
elements. For these reasons, Kendall’s τ is not the best choice to evaluate rank-ordering
problems defined in Section 10.2.

10.3.4

Discounted Cumulative Gain

Among all evaluation measures, Discounted Cumulative Gain (DCG) (Järvelin and Kekäläinen,
2002) has multiple advantageous characteristics to address a rank-ordering problem mentioned in the previous section. For this reason, it is often used in research (Lapata, 2006;
Philbin et al., 2007; Järvelin and Kekäläinen, 2000). The main distinction of DCG from other
measures is the ability to address non-normal rank distribution by assigning a higher cost
to high-rank elements. This emphasizes the high-rank element identification. The formal
definition of DCG is defined below:

DCG =

n
X
i=1

rel(xi )
,
log2 (i + 1)

(10.5)

where n - a number of elements and rel() - some relevance function of the i-th element in a
given list.
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For comparison across multiple tasks, a normalized variant of DCG, nDCG, is calculated
in the following way:

nDCG =

DCG
,
IDCG

(10.6)

where IDCG - represents the ideal DCG.

This evaluation also has drawbacks. The first drawback is that this evaluation metric
was designed for information retrieval rather than ordering evaluation. This means that this
measure considers the number of relevant and irrelevant documents. Since all elements in
the rank-ordering task defined in Section 10.2 are relevant, the measure’s lower bound is
never equated to zero. As a result, the prediction range is from 1 in the best case ordering
to some arbitrary number between 1 and 0. This factor makes results hard to understand
because an nDCG score of 0.56 might be the worst-case ordering.
Another drawback is that the cost function puts too much stress on the high-rank element
identification. The cost function was designed in this way intentionally to bring more relevant
search results close to the top. However, the rank-ordering problem needs a relative function
with respect to the rest of the elements. Lastly, standard DCG produces different costs based
on the element positioning. For example a list [9,1,1] will have different costs for [1,9,1] and
[1,1,9]. However, we contend that the two lists are equally wrong because the algorithm
decided that the element of rank 9 is rank 1. The permutations inside the rank subgroup
should not matter in the evaluation process.

10.4

Rank Discounted Cumulative Gain

This section presents a novel measure that we call rank discounted cumulative gain - RankDCG.
This measure is a modified version of the popular nDCG algorithms. From Section 10.3, we
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can see that conventional evaluation measures fall short of addressing evaluation criteria. In
particular, a good measure for rank-ordering problems needs to address the following:
1. multiple ties
2. non-normal rank value distribution
3. emphasis on high-rank elements
4. consistent scoring range.
In order to demonstrate our algorithm, we start with constructing an example problem.
The list L that is shown below is ordered by rank values. In other words, each element
represents an output from rel(i), a relevance function. The rank values are discrete, and
the list contains multiple ties of elements with the same rank. In addition, the element rank
distribution is non-normal.
L = [91 , 42 , 43 , 24 , 25 , 26 , 17 , 18 , 19 , 110 ]
The first property RankDCG needs to address is non-normal rank distribution. From
Section 10.3, we saw that most rank measures, with the exception of DCG, do not have a
way to distinguish between low-rank and high-rank elements in the scoring function. For
this reason, we consider a number of cost functions that are similar to the DCG definition.
We experiment with four different functions performed on list L and plot them in figures
10.1-10.4. The x-axis of each plot is the element order in list L, and the y-axis is a cost
generated from the experimental functions.

We start with an analysis of two cost functions: the standard DCG cost function and a
modified version used in (Burges et al., 2005). From the Figures 10.1 and 10.2, we can see
that both functions put more than half of their weight on the correct identification of the
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highest element. This can introduce a bias toward finding the top-rank element rather than
ordering. We design a function rel′ (i) that produces an element rank based on the number
of unique element ranks in the list to address this issue. The list L contains ten relative rank
values but only four unique values. We create a mapping function to assign a unique rank
based on the rank subgroup. In other words, the top-rank element is equal to the size of the
element rank set, |{L}|. Every following distinct element rank will have its rank decreased
by one. The results are plotted in Figure 10.3. In this case, given list L to the function
rel′ (i), we get a corresponding list L′ with the following ranks:

L′ = [41 , 32 , 33 , 24 , 25 , 26 , 17 , 18 , 19 , 110 ]
In addition to the above modification, we modify the discounting factor in the denominator of the DGC formula. DCG’s discounted factor relies on each element’s position, which
implies that the last four values of the L′ list will produce different costs. Instead of using
the element’s position, we find that reversed mapping order of the rel′ () function works the
best for discounted factors. The mapping between elements in L′ and the discounted factors
are represented in list D, and the final cost function is shown in Figure 10.4. This discounted
factor creates a step-wise function that eliminates the chance of getting a different score from
permutations inside element subgroups.

D = [11 , 22 , 23 , 34 , 35 , 36 , 47 , 48 , 49 , 410 ]
At this point the cost function is the following:

′

DCG =

n
X
i=1

rel′ (i)
,
rev rel′ (i)

(10.7)
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where n - a number of elements, rel′ (i) - cost function that takes L and creates L’ and
rev rel′ (i) - reversed rel’(i) function that takes L and creates discounted factor for each element that is shown in list D.

At last, we normalize DCG′ to create a meaningful and consistent lower bound. The
final normalized version of RankDGC is defined below:

RankDCG =

DCG′ − min(DCG′ )
max(DCG′ ) − min(DCG′ )

(10.8)

Python implementation of RankDCG is available for download at our website2 .

10.5

Experiments

This section shows that RankDCG satisfies all the objectives and outperforms conventional
rank-ordering measures on the constructed and real data. The specified objectives are the
following:
1. correctly work with multiple ties
2. address non-normal rank value distribution
3. emphasize correct ordering of high-rank elements
4. produce consistent and meaningful scoring range.

10.5.1

Constructed Data

We evaluate the behavior of RankDCG in seven possible scenarios: 1) perfect ordering,
2) misplacing low-rank elements, 3) misplacing a high-rank element with a medium rank
2

https://github.com/dkaterenchuk/ranking_measures
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#
1
2
3
4
5
6

[9,
[9,
[4,
[1,
[1,
[1,

Hypothesis List
4, 4, 2, 2, 2, 1, 1, 1,
4, 4, 2, 2, 1, 2, 1, 1,
4, 2, 9, 2, 2, 1, 1, 1,
4, 4, 2, 2, 2, 9, 1, 1,
4, 4, 2, 2, 2, 1, 1, 1,
1, 1, 1, 2, 2, 2, 4, 4,

1]
1]
1]
1]
9]
9]

Kendall’s τ
1.0
0.8
0.742
0.285
0.285
-0.8

AveP
1.0
0.887
0.454
0.659
0.697
0.149
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nDCG
1.0
0.998
0.825
0.688
0.667
0.571

rankDCG
1.0
0.975
0.65
0.325
0.325
0.0

Table 10.1: Comparison of evaluation results on constructed dataset.
element, 4) and 5) misplacing high and lows rank elements, and 6) the worst case (reversed
ordering). All the experiments are conducted on the list L = [9, 4, 4, 2, 2, 2, 1, 1, 1, 1]
defined in the previous section and hypothesis list in Table 10.1. The results can be found
in Table 10.1.
From the table, you can see that only RankDCG satisfies our criteria. Starting with
objective 1, we can see that only Kendall’s τ and RankDCG address it properly. The score
of comparing reference list L and lists 4 and 5 from the table produce the same score. This
fact brings robustness to possible element permutations inside a subgroup of elements with
the same rank.
The second and third objectives are the ability to deal with a non-normal distribution
and emphasize the correct ordering of rare, top-rank, and elements. RankDCG produces the
most accurate cost function. This can be observed by comparing reference list L to lists 2,
3, and 4 in the table. In the case of the comparison with list 2, most measures produced
reasonable results. NDCG puts a little cost on misidentifying low-rank elements. This score
follows the RankDCG, with AveP and τ being the harshest score of 0.8 for the miss-ordering
low-rank element.
On the other hand, τ puts a minimal cost on misplacing the top element (0.742). This
fact makes high-rank element ordering of lesser importance. If we look at case 4, we can see
that AveP gives a higher score of 0.650 for placing the top-rank element into the lowest-rank
group, compared to the 0.454 score for placing the same element into a better subgroup.
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Among all score variations, RankDCG fits right in the middle with the scoring cost function
and produces a linear score decrease with a worse ordering case.
Finally, due to the initial application of the surveyed measures in the IR area, none of
the measures satisfies the lower bound requirement. This can be observed in case 6. In
case 6, the worst-case ordering (reverse), all measures produce scores that are difficult to
understand. The score from τ and AveP show that the results are not good, but not the
worst possible case. NDCG’s score can be interpreted as a good result by a person unfamiliar
with the measure or the task. RankDCG is the only measure that produces a comprehensive
worst-case score.
AveP and nDCG do not handle ties. Each measure assigns a different cost to the hypothesis cases 4 and 5, which should have been evaluated as equally wrong. While dealing
with nonlinear rank distribution, RankDCG shows the most consistent results addressing
element cost. Kendall’s τ comes the closest in the cost distribution, while AveP assigns a
higher score to cases 4 and 5 that show worst ordering than case 3. Lastly, only RankDCG
produces a consistent lower bound score for the worst-case scenario. The other measures
assign scores that are hard to interpret. In the case of nDCG, the score of 0.571 can be
perceived as good, while in fact, this is the worst case.

10.5.2

Real Data

One real-world problem where common measures fall short is user influence level ranking.
This task involves ranking users according to their community endorsement score k-index.
We consider data from the politics subreddit. We rank users from five randomly chosen
subreddits that contain at least one-hundred comments. On average, each subreddit contains
129.8 users. Using NLP algorithms, we analyze the comments and predict user rank (k-index)
based on text analysis. We use a random forest algorithm and various limitations that make
the problem more challenging. In particular, to demonstrate the shortcomings of popular
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rank measures, we create four test cases:
1. we increase the difficulty by limiting the data to part-of-speech tags. This makes the
problem very difficult and we expect to see low results.
2. a slightly better rank predictions using LIWC word list (Pennebaker et al., 2001).
3. we further improved ranker using n-gram approach.
4. we consider the perfect prediction, comparing the reference with itself.
The results can be found in Table 10.2.

#
1
2
3
4

Kendall’s τ
nan
0.197
0.136
0.5

AveP
0.79
0.668
0.585
1

nDCG
0.883
1.188
1.318
1

rankDCG
0.0
0.32
0.347
1

Table 10.2: Comparison of evaluation results on the real-world data.

From Table 10.2, we can see a few interesting cases. In the first case, the rank-ordering
algorithm based on limited data outputs the majority class. As a result, we can see that
Kendall’s τ cannot deal with this case, while AveP and nDCG returned seemingly good
results. In the second case, with a slightly better ranking model, all measures show improvement. nDCG returns a score higher than one because the algorithms over-predict high
ranks. The third case, a better model, perceives the results as worse than the results from
the second case by Kendall’s τ and AveP. nDCG, on the other hand, produces a higher
than one score. In the fourth case, the perfect ordering, all measures with the exception of
Kendall’s τ , produce correct scoring. After considering all the cases, we can see that only
RankDCG shows consistent evaluation scores with a gradual improvement of the algorithm
and meaningful lower and upper bounds.
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Conclusion

In this chapter, we present RankDCG, a rank-ordering evaluation measure. RankDCG is a
modification of the popular nDCG algorithm that addresses some shortcomings of standard
evaluation measures. While there are a number of popular evaluation measures available,
we show that they cannot correctly evaluate user influence level prediction ordering with
discrete values, multiple ties, and nonlinear rank distribution. This work defines the criteria
that a good evaluation measure needs to address. We show that among popular measures,
only RankDCG satisfies the criteria. RankDCG algorithm is used as the primary evaluation
method throughout the rest of this thesis. We release the RankDCG evaluation package to
the public as a part of this work and make it available on github3 .

3

https://github.com/dkaterenchuk/ranking measures

Chapter 11
Influence Detection
11.1

Introduction

This chapter addresses the problem of predicting a user’s influence level from a single comment. For our experiments, we use data from Reddit website (Section 9.1). The dataset
contains a list of comments and a list of user influence labels defined as the k-index score
(Section 9.1.1). This work aims to predict a user’s k-index from a single comment. In order
to evaluate different models, we use the RankDCG ranking algorithm (Section 10) along
with mean absolute error (MAE), mean squared error (MSE), and nDCG. At this point, we
are ready to test our hypothesis that by leveraging user-related information, we can improve
influence level prediction. Our methods and the results are presented in Sections 11.2 and
11.3. Finally, we look into the findings (Section 11.4) and summarize the project in Section
11.5.
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11.2

Methods

11.2.1

Overview
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This section describes our methods for predicting user k-index from a comment. First, we
show that the problem is feasible by training a BERT model (Devlin et al., 2019) and using
this BERT model as the baseline. Secondly, the BERT model is fine-tuned to achieve the
best performance. Third, we train an additional seven models for each sub-task and use these
models to annotate our data with pseudo labels for hedge, age, gender, and four dimensions
of MBTI personality types. Lastly, according to our hypothesis, we design a multi-task
model that leverages user demographics and personality traits to improve the model’s latent
representation and achieve better results for user status prediction across eight different
domains.

11.2.2

User Status Prediction

Attention-based models have shown great success on NLP tasks. In this work, we use
the small BERT model1 (Turc et al., 2019) for the following reasons: 1) while there are
many transformer-based models, they show only incremental improvements compared to
the original BERT model (Narang et al., 2021), 2) transformer-based models have high
VRAM requirement, which makes them cost-prohibitive in experimental settings. The small
BERT allows us to train the model with a batch size of 32 on consumer-grade GPUs within
a reasonable time. This small BERT implementation consists of 4 hidden layers of 512
dimensions, each with 8 attention heads. Hence, our experiments used the pre-trained small
BERT as a base layer.
The BERT model outputs embedding vectors for the entire text input (E[CLS] ) and for
each token (E1 , .., En ), however, we ignore the word token vectors and only use the input
1

https://tfhub.dev/tensorflow/small_bert/bert_en_uncased_L-4_H-512_A-8/2
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embedding vector (E[CLS] ). This embedding vector is used as an input to a feed-forward
task-specific layer with 256 and an output layer of 1 dimension. Each layer is preceded by
a batch normalization layer and a dropout layer set to 0.1. The final output is a linear
regression function. In this way, the task is defined as a regression problem where, given a
text input, the model predicts the user k-index. The model architecture is shown in Figure
11.1.

....
BERT
....

Figure 11.1: Model architecture

During the training, the model gradients are calculated with Adam optimizer (Kingma
and Ba, 2015) with the learning rate of 5e-5. The objective of the optimization is to minimize
mean squared error (MSE). The MSE loss should be more sensitive to large k-index values
propagating larger gradients and, as a result, forcing the model to focus on predicting highstatus users. The model is trained with an early stopping algorithm that stops training if
the MSE of the dev dataset does not decrease for two epochs.
In addition to training a BERT model with task-specific layers as described above, we
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train a fine-tuned model. One of the biggest problems of using a pre-trained model is a
phenomenon known as catastrophic forgetting (McCloskey and Cohen, 1989). This problem
occurs when a model is trained for one task and later re-trained for another task. The initial
high gradient propagation destroys the learned weights of the first task. Following the steps
to mitigate this problem described in Howard and Ruder (2018), we train the model in two
stages: 1) freeze the BERT layers and only train the task-specific feed-forward layer, 2) after
the first step converges to a local minimum, unfreeze the BERT layers and train the entire
model with a smaller learning rate (5e-6). This fine-tuned model setup is evaluated, and the
results are reported in Section 11.3.

11.2.3

Pseudo Label Generation

Our hypothesis states that k-index prediction can be improved by leveraging user-centric
information. After reviewing related literature, user characteristics such as age, gender, and
use of hedges are associated with user status and status manifestation (Rosenthal, 2014;
Prabhakaran et al., 2014; Gilbert, 2012). In addition, we explore Myers-Briggs Type Indicator (MBTI) (Myers, 1987) that is associated with user personality traits. These traits
correspond to different user behaviors online (Wu and Atkin, 2017). However, our dataset
does not include user-related annotations. For this reason, we train separate models to
annotate the data with predicted pseudo labels.

Demographic and Personality Trait Annotations
In order to create annotations for age, gender, MBTI types, and hedges, we train a separate
model for each sub-task. The training data comes from the PANDORA corpus (Gjurković
et al., 2021a). This corpus contains a collection of reddit users, comments, and labels
for age, gender, Extraverted/Introverted, Sensing/Intuitive, Thinking/Feeling, and Judging/Perceiving. Each model is trained to predict users’ age (regression) or gender and MBTI
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types as a binary label task (classification) from a single comment. While developing SOTA
models for the sub-tasks is not the objective of this paper, we do experiment with different
neural network architectures such as LSTM (2 layers, tanh activation), CNN (3 Conv. layers
with 2, 4, 8 kernel size, ReLu activation), and the BERT-based model architecture described
in Section 11.2.2. The best performing architectures and the scores on evenly split data are
reported in Table 11.1. The table shows that predicting MBTI types from a comment is
challenging; nevertheless, the predictions capture the user’s intrinsic signal. These models
are used to generate pseudo labels for our Reddit dataset described in Section 9.1.

Task
Age
Gender
Introvert
Intuitive
Perceiving
Thinking

Model
CNN
BERT
CNN
BERT
BERT
CNN

Score
5.81 MAE
69.60% ACC
56.57% ACC
54.02% ACC
52.62% ACC
59.83% ACC

Table 11.1: Sub-task best performing model architecture and the results.

Hedge Annotations
Hedges are linguistic devices that are commonly used to mitigate orders, statements, or
opinions (Lakoff, 1975). High-status individuals often use hedges to mitigate a statement or
an order. Hence, detecting hedge comments can improve k-index prediction. After reviewing
recent research in this domain, we use the model proposed in Chapter 7. The model itself is a
dual input model of text and part-of-speech (POS) tags. The inputs are fed into two parallel
models of LSTM layers for POS and GRU layers for sentences. The latent representation
of the LSTM and GRU layers are merged into a single layer that is used as an input to the
feed-forward output layer. We choose this model for the following reasons: 1) the model
architecture is straightforward, 2) it is efficient in terms of training time, and 3) it produces
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near SOTA results on hedge detection tasks. Our work uses the CoNLL 2010 Wikipedia
dataset (Farkas et al., 2010) with binary hedge labels as described in Chapter 9. The
dataset contains 11,110 training sentences. Some of the sentences are short, containing only
a couple of words, such as titles. We ignore those for our problem. After cleaning the data,
the training set contains 8,925 data points. After training the model on the pre-processed
dataset, the model achieves an F1 score of 67.2%. We run this hedge detection model to
generate pseudo labels on our dataset.

Pseudo Label Analysis
Pseudo-label annotation is an excellent way to generate missing labels. However, it is difficult to assess their quality without the actual labels. This brings a question: How good is
our data annotation? One way to assess the quality is to look at the prediction distributions.
In Table 11.2, we show the mean predictions of each pseudo label with respect to subreddit.

Age
AskMen
28.22
AskScience
27.46
AskWomen
27.97
Atheism
27.56
ChangeMyView 27.59
Fitness
27.02
Politict
28.58
WorldNews
27.18

Women
0.49
0.16
0.80
0.25
0.30
0.36
0.20
0.12

Introvert
0.50
0.80
0.52
0.75
0.61
0.46
0.64
0.66

Intuitive
0.30
0.87
0.26
0.55
0.61
0.42
0.56
0.66

Perceiving
0.48
0.58
0.40
0.60
0.56
0.29
0.58
0.62

Thinking Hedge
0.46
0.44
0.90
0.50
0.28
0.38
0.74
0.51
0.83
0.58
0.63
0.36
0.88
0.45
0.82
0.46

Table 11.2: Predicted pseudo label distributions for each subreddit with max values in bold
and min values underscored.

While it is hard to interpret all values, we can look into the max (in bold) and the min
(underscored) values. The table highlights a couple of interesting patterns: the predicted
age is the highest in the Politics subreddit and the lowest in the Fitness subreddit. The
assumption that politics attracts older users and discussions about fitness for younger users
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is valid. The gender prediction shows that 80% of female written comments are in the
AskWomen subreddit. This confirms the subreddit’s purpose that men ask women questions
and, as a result, the majority of answer comments come from women. In addition, the
highest predictions for Introversion, Intuition, and Thinking are for the AskScience subreddit.
These personality traits confirm the common perception that scientists are introverted, they
perceive information on a deeper level (Intuitive), and their responses are based on logic
(Thinking) rather than emotions (Feeling). Furthermore, our data annotation confirms that
these dimensions of personality correspond to the definition of the Scientist archetype that
is defined as INTJ type where INT corresponds to Intuition, iNtuitive, and Thinking2 .
The use of Hedge words is the highest in the ChangeMyView subreddit, which aligns with
the theory that hedge phrases are used to mitigate statements, sound polite, and influence
others’ opinions (Lakoff, 1975). The highest value of Feeling (the reciprocal of Thinking) can
be observed in the AskWomen subreddit - as men are most likely to ask women questions
related to emotions. The pseudo labels show exciting possible patterns of the data with
respect to subreddits and confirm common beliefs and observations in this area.

11.2.4

Multi-Task

After generating pseudo labels, we can use this user-related information by introducing additional learning objectives to improve the latent representation. Multi-task learning is an
excellent way to introduce additional learning objectives to the model. Furthermore, the
multi-task learning approach acts as a regularizer and pushes the model towards a better
representation. The multi-task model is an extension of the architecture introduced in 11.2.2.
We use the same BERT model and two-layer architecture for the k-index prediction for multitask learning architecture. However, we add the same two-layer head to the base BERT for
each sub-task. In other words, we add seven additional heads with feed-forward layers of
2

www.onlinepersonalitytests.org
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256 and 1 dimension for each sub-task. The output activation function is linear for age or
sigmoid for gender, hedge, and MBTI types. The model architecture is shown in Figure 11.2.

....

....
BERT
....

Figure 11.2: Multi-task Bert Model

The model is trained to learn all user-related information at the same time. In this case,
y0′ learns the k-index prediction and every following y ′ from y1′ to yn′ learns one of the subtask. One drawback of multi-task learning is that the gradients from sub-tasks can introduce
noise, especially when the losses have different magnitudes (Ex. MAE vs. MSE). For this
reason, we explore loss weight tuning for each task.
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Loss Weight Tuning

Weight loss tuning for each sub-task is often time prohibitive. Keras tuner (O’Malley et al.,
2019) automates this process with search algorithms. Hyperband search algorithm (Li et al.,
2017) is used in our work to find the best sub-task loss weights. The search algorithm is
limited to 20 epochs with early stopping and one iteration. The search space for each subtask weight is from 0.0 to 1.0 with a step of 0.1 for each of w1 , w2 . . . wn . The weight for
k-index prediction is set to 1.0 and not used during the training. The total model loss is
defined as follows:

Ltotal = L0 + w1 ∗ L1 + w2 ∗ L2 + · · · + wn ∗ Ln

(11.1)

where L0 is k-index loss, Li - sub-task specific loss, and wi - the loss weight.
Adaptive Loss Function
Loss weight search is computationally expensive and is not guaranteed to produce perfect
results. What if there was a way to learn the weight for each task as a part of training?
Kendall et al. (2018) proposes to use homoscedastic uncertainty of a model’s prediction as a
parameter to learn task-specific loss weights during the training jointly. These loss weights
become part of the model parameters. Since the loss weights are calculated from Gaussian
noise, this method works with losses of different magnitude. Unfortunately, after a number
of attempts, this approach did not show positive results for our problem and was excluded
from the rest of the experiments.
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Results

The motivation for this paper is based on the hypothesis that by introducing additional
user-centric information, we can improve user status prediction represented as the k-index.
In order to show that the hypothesis stands, we create four models for the k-index prediction
task: 1) BERT model, 2) fine-tune BERT, 3) multi-task BERT with user-centric sub-task,
and 4) multi-task BERT with tuned loss weights for sub-tasks. The results in Figure 11.3 are
reported across four measures: a) MAE, b) MSE, c) nDCG, and d)RankDCG. RankDCG
provides a clear measure of our models’ performance, with lower and upper bounds being
between 0.0 and 1.0 and the emphasis on identifying high-rank users.
Figure 11.3 shows that the base BERT model trained on the k-index prediction task indicates that the problem is feasible by producing 9.51% RankDCG on average across all subreddits. For example, a zero-shot model (without any training) produces a 0.05% RankDCG
score. By fine-tuning the model, the RankDCG score averaged 15.87%. These results are
achieved by using user comments alone. The multi-task BERT model outperformed the
previous two architectures by leveraging user-centric pseudo labels, producing a RankDCG
score of 24.85% across the subreddits. It is worth noting that the losses from each sub-task
have the same loss-weight of 1.0, and the losses are summed together. This improvement
shows that the sub-tasks introduce an additional user-specific signal that improves k-index
prediction.
However, by summing all sub-task weights, we make an assumption that each sub-task
contributes equally to the problem, which might not be the case. In other words, some user
characteristics can be more important than others. For this reason, the last experiment
searches through the loss weights for each sub-task to find optimal values. Figure 11.3 shows
that this step further improves the results bringing the mean RankDCG score across all
subreddits to 28.97%. However, while the average score across all subreddits is higher, the
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Figure 11.3: Results Across the Subreddits
AskWomen subreddit showed lower results when tuning for sub-task loss weights.
On the other hand, the AskScience subreddit produces much greater improvements. We
believe this could be due to the following reasons: 1) the AskScience subreddit is smaller in
size compared to the rest (33k vs. 100) and 2) domain-specific language and user behavior
provide additional information. As was noted by Jaech et al. (2015), AskScience users with
high influence are more likely to write highly rated comments compared to the rest of the
subreddits. Overall, the results show that introducing additional sub-tasks of user-related
information improves the results across eight domains.
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Analysis

From the previous Section 11.3, we can see that our proposed methods show great results
across multiple domains. The results improve the most by fine-tuning the sub-task loss
weights. This brings a question: which sub-tasks contribute the most to the prediction user
influence level? Do the sub-tasks improve sentence representation? This section reflects
on our findings by looking at our hypothesis and the models. First, we look into sub-task
contributions to determine which sub-problems are more salient. Then, we evaluate the
latent space. Lastly, we ask whether this approach can improve cross-domain performance
for user influence prediction.

11.4.1

Sub-task Impact

In order to examine which sub-task is the most impactful, we look at each sub-task loss
weight described in Section 11.2.5. The weights are the results of the Hyperband search
algorithm (Li et al., 2017) that iteratively tries different values that lead to the highest
result. In other words, we want to see which sub-task contributes the most to user influence
prediction. The losses represent values from 0.0 to 1.0, and the tunning step is defined as
0.1. In Figure 11.4 we can see mean loss weights across all eight subreddits. The chart
shows that Introversion/Extroversion, Intuitive/Sensing, and Gender sub-tasks are the most
prominent and have the highest loss weights. A survey completed by CPP Inc. shows that
extroverts are more active on social media3 and this could be the reason we see this sub-task
to be more prominent. This brings a question: are the sub-tasks equally important across
different domains?
According to our pseudo label distribution Table 11.2, each subreddit attracts users with
different personality traits, and we can assume that the impact of each sub-task in each
3

https://shop.themyersbriggs.com/contents/MBTI_and_Social_Media_Report.aspx
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Figure 11.4: Mean Loss Weights
subreddit is expected to be different. By examining loss weights in each subreddit, we can
observe that the weights are indeed domain-specific. In the table 11.3, we can see that in
the AskMen and the AskWomen, gender-centric subreddits, the sub-task for predicting a
user’s gender plays an important role. The AskScience subreddit relies on Introversion and
Thinking prediction sub-tasks. The fitness subreddit also puts the loss-weight of 0.9 on the
Introversion/Extroversion sub-task. We hypothesize that this is due to extroverts being more
active in the subreddit, as was shown in 11.2.3. An interesting observation can be made on
the ChangeMyView subreddit. The highest weights for this subreddit are in the Thinking
and Hedge sub-tasks. Such high weights can result from the subreddit-specific user behavior
where users try to influence someone’s opinion and use more cognitive effort and hedges in
their comments. Hedges, in particular, are known to be used as a tool to mitigate orders or
statements and confirm previous studies (Choi et al., 2012).
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Age
Askmen
0.8
Askscience
0.5
AskWomen
0.4
Atheism
0.7
Changemyview 0.1
Fitness
0.1
Politics
0.2
Worldnews
0.5

Gender
0.8
0.1
0.9
0.3
0.1
0.4
0.6
0.5

Introverted Intuitive
0.1
0.3
0.8
0.4
0.0
0.7
0.8
0.8
0.6
0.1
0.9
0.5
0.5
0.6
0.7
0.6
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Perceiving Thinking
0.5
0.1
0.6
0.8
0.3
0.3
0.4
0.3
0.2
0.9
0.8
0.4
0.7
0.4
0.1
0.2

Hedge
0.5
0.6
0.0
0.8
0.7
0.2
0.1
0

Table 11.3: Loss weights for each sub-task across eight subreddits.

11.4.2

Latent Space

We hypothesize that by introducing additional user-related data, the models leverage this
information to improve latent representation that is beneficial for the task of k-index prediction. To verify this claim, we examine whether we can observe any change in the latent
space representation. For this reason, we create a projection of the k-index specific layer
of 256 dimensions onto 2-dimensional space with the PCA algorithm. The projections are
shown in Figure 11.5.
While the projections do not show apparent class separation, we can observe that points
become more polarized when trained with sub-problems. Another way to see if the subtasks improve latent representation is to calculate inter-class distances. In other words, we
calculate the mean of each point to every other point of the same class. From the chart in
Figure 11.6, the mean distances within each class are smaller after training the multi-task
model with additional user-centric tasks. The smaller distances show that the introduction
of sub-tasks creates efficient representations within the same class, making within-class data
closer in the latent space.
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(a) Latent Space of Bert-based Model

(b) Latent Space of Multi-label Model

Figure 11.5: Latent Space PCA projection
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Cross-domain Results

The sections above show that introducing user-related sub-tasks improves the model’s latent
representation and performance. In this section, we would like to consider the following
question: can this approach improve user influence prediction performance across different
domains? In NLP, many problems rely on domain-specific language, and the results across
domains suffer. We hypothesize that we can improve the performance across different domains by introducing user-centric sub-problems. The idea is that the model would learn
universal user behavior and use this knowledge to produce more accurate results in a new
domain.
We experiment with BERT, fine-tune BERT, and multi-task BERT models. The task
is designed to sample 20k instances from all eight subreddit and use the seven subreddits
(140k samples) as a training set and one subreddit as a dev and test set (10k samples each).
We repeat this experiment for each subreddit in a leave-one-out fashion. The mean scores
are provided in Figure 11.7.
After running the experiments, we saw the results of BERT and fine-tuned BERT produced mean scores of 11.6% and 13.21% across all subreddits. Compared to the results of
9.52% and 15.87% reported in Section 11.3, the base BERT models show a bit better results
across different domains and fine-tuned BERT model’s performance decreases. However, by
adding user-related sub-tasks, the results were the lowest across all models, with a mean
RankDCG of only 5.51%. Such low performance can be observed across all subreddits. We
believe that such low results are due to user differences across each subreddit which we
observe in both table 11.2 and 11.3.
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Figure 11.7: Cross-domain RankDCG scores

11.5

Conclusion

User influence level prediction on social media attracts more attention as people turn online for interactions. However, recent focus in this domain was predominately on building
larger and more complex neural networks. In this work, we leverage the earlier work from
social sciences that shows correlations between user traits, demographic, and user status.
In particular, we train separate models and use them to annotate our data with age, gender, hedge, and MBTI personality type labels. These auxiliary pseudo labels are used to
introduce user-centric sub-tasks to improve latent space representation. We demonstrate
that by introducing sub-problems motivated by research in sociolinguistics and other social
sciences, the model learns user-related information and, as a result, improves user influence
level prediction. This model shows performance improvements over BERT and fine-tuned
BERT models across eight different domains.
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Moreover, the results in this work confirm the studies from behavioral sciences. For
example, in the AskScience community, the main user traits that have a large impact on
influence are introversion/extraversion and thinking/feeling. Introversion and thinking dimensions correspond to the Scientist personality type. On the other hand, gender is an
important factor in establishing influence in the AskMen and AskWomen subreddits. This
work not only develops new methods to predict user influence level but also enables understanding of social media and brings a means for future discoveries and advances across
multiple disciplines.

Chapter 12
Conclusions and Future Work
12.1

Summary

This thesis presents research on predicting user influence levels on social media. We develop
new methods that improve the results by leveraging the knowledge of human behavior from
social sciences. After reviewing different studies of user influence, we notice a large body of
research on human influence across multiple disciplines. These studies point out specific user
traits and behavior correlated with the manifestation of influence. In particular, age, gender,
hedge phrases, and user personality traits correlate with specific behavior and influence.
However, we notice that the latest research in this domain primarily relies on complex neural
methods. We propose to leverage user-centric information to improve user influence level
prediction results.
The main contributions of this research are the following:
• A study of interpersonal relationships prediction.
Language is a powerful source of information that carries not only the message but
also information about the messenger and the conversation in general. For this reason,
we explore if a conversation can reveal the type of relationships the collocutors have.
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We develop a system that produces 60.71% accuracy on recorded phone conversations
predicting relationships type between friends or relatives. During this work, we discover
that using only one side of a conversation can produce an even higher score of 73.21%,
but only if this is the side that leads the conversation. By analyzing the conversations,
we discover that friends focus on discussing themselves while relatives tend to focus
on other people. This work shows that we change the conversation style depending on
the setting.
• Release of new dataset annotations for interpersonal conversations.
During this work, we make an effort to develop a new dataset for predicting user
relationship types from conversations. The dataset contains recorded conversations,
transcripts, and labels. We hope this effort will provide additional data to study
human interactions and relationships.
• A novel multi-modal ensemble model for age classification from short utterances.
During face-to-face conversations, we can confidently tell a person’s demographics. In
this project, we answer whether we can determine a person’s age group from a short
utterance. Knowing a person’s age can help make better recommendations or restrict
age-appropriate content. We create an ensemble model that fuses multiple domains
such as text, speech, and metadata. This model achieves 90.9% accuracy in predicting
whether an utterance comes from an adult or pre-adult. While the model shows a
strong performance, we discover that the model produces the most error predicting the
age group of females. We find that males’ vocal characteristics and word choice make
the task much easier.
• Create a joint hedge detection model that outperforms current state-of-theart approaches.
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Hedge phrases are used in a sentence to mitigate order state uncertainty in a statement
or a belief. High-status individuals use hedge phrases to make requests or arguments
more polite. However, hedges are difficult to detect in a sentence. For this reason, we
develop a joint model that uses part-of-speech tags and words merged together. This
method provides additional information about the word role in a sentence and achieves
state-of-the-art results on the hedge detection task.
• Design RankDCG - a new evaluation measure to properly quantify the results.
A proper evaluation is crucial to assessing an algorithm’s performance. After reviewing
available measures to assess user influence level prediction task, we noticed that available measures do not address the objective of this task. After defining a set of criteria,
we develop a new evaluation measure, RankDCG, that takes into account specifics of
the problem: 1) a skewed label distribution, 2) multiple ties of the same class, and 3)
emphasis on detection of high-influence level users. We show that RankDCG addresses
all these criteria, and RankDCG is used as the primary evaluation measure to assess
this work.
• Create a new user influence level prediction model that leverages usercentric information.
User influence prediction on social media has attracted much attention across multiple disciplines. While the research in the area of social sciences focuses on behavior
analysis, the latest research in computer science relies on developing sizable neural
network-based models. In this work, we develop new methods that leverage findings
in human behavior. User characteristics such as age, gender, use of hedges, and personality traits are correlated with a different manifestation of influence. In this work,
we develop a model that uses additional user-centric sub-tasks to improve influence
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level prediction on Reddit, a social media website. This approach shows improvements
across eight different domains such as politics, news, fitness, etc. A closer analysis of
the importance of each sub-task shows that each domain attracts different user groups
and correlates with the MBTIs personality type system. For example, the scientist
personality type is the most prominent in the AskScience subreddit, and gender plays
an essential role in the AskMen and AskWomen subreddits. This work improves user
influence level prediction and can help understand user interactions on social media.

12.2

Future Work

This thesis shows that our hypothesis works and shows excellent improvements in the task of
predicting user influence levels on social media. However, this work can be further expanded
to improve our models and get more insights into user behavior. In particular, here are some
of the directions for future work.
• User Characteristics
This work relies on user-centric sub-tasks that are correlated with influence. While
we focus on demographic, personality traits, and the use of hedges, this list can be
expanded to new dimensions in future work.
• Personality Traits
User personality traits play an important role in understanding user behavior. In this
work, we use the MBTI personality type system. However, some argue that MBTI
personality types, while popular among the general population, are not scientifically
motivated. In our future work, we would like to compare the MBTI types with the
big five (Goldberg, 1992). Comparing these two personality type systems can either
show the preference for one of them or the combination of the two to improve current
results.
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• Cross Domain Performance
One of the surprising discoveries was that the introduction of use-related information
did not improve the performance of influence level prediction across the domains. These
results, while reasonable, were unexpected. We believe that these results were the
outcome of differences in user groups across the domains. However, developing a
general model that is not specific to any domain can benefit the research community.
We want to develop a cross-domain model for predicting user influence in our future
work.
• Dialog Analysis
This work focuses on predicting user influence level from a single comment of at least
32 tokens in length. In our future work, we would like to expand to analyzing whole
conversations. Working with conversations can bring information about the dynamics
and the style change. For example, analysis of an entrainment direction can provide
additional information about conversation participants.
• Open Access
This work brings valuable tools that can help understand users, user interactions, and
social network websites. In future work, we would like to make this work accessible
to researchers and the general public who would like to get more insights into social
network social structure.

12.3

Epilogue

In the first part of this thesis, we introduce the problem of predicting user influence level on
Reddit – a social media website, review related research across multiple disciplines and state
our contributions. In part two, we demonstrate that human language contains not only the
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message but also information about the messenger. In part three, we define the problem
of influence level prediction, introduce an evaluation measure, RankDCG, and develop new
methods for user influence level prediction that show improvements across eight different
domains.

Appendix A
Influence Level Prediction Tables

Bert
FT
MT
LWT

Askmen
0.62
0.59
0.57
0.55

AskSci
0.94
0.92
0.83
0.83

Askwomen
0.62
0.58
0.55
0.58

Atheism
0.67
0.65
0.64
0.59

CMV
0.86
0.86
0.85
0.85

Fit. Polit.
0.63 0.81
0.62 0.80
0.63 0.78
0.62 0.78

W.News
0.80
0.80
0.77
0.76

Mean
0.66
0.65
0.62
0.62

Table A.1: MAE results across eight subreddits for Bert, Fine-Tuned Bert (FT), Multi-Task
Bert (MT), and Loss Weight Tuned Bert (LWT).
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Bert
FT
MT
LWT

Askmen
1.08
1.02
1.01
0.98

AskSci
2.81
2.68
2.62
2.36

Askwomen
1.18
1.11
1.11
1.09

Atheism
1.17
1.12
1.10
1.08

CMV
1.46
1.43
1.43
1.42
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Fit. Polit.
1.40 1.46
1.34 1.41
1.35 1.40
1.33 1.38

W.News
1.45
1.42
1.38
1.38

Mean
1.50
1.44
1.43
1.38

Table A.2: MSE results across eight subreddits for Bert, Fine-Tuned Bert (FT), Multi-Task
Bert (MT), and Loss Weight Tuned Bert (LWT).

Bert
FT
MT
LWT

Askmen
86.15
87.55
88.12
88.44

AskSci
78.26
80.63
84.42
88.79

Askwomen
86.15
87.55
87.80
87.80

Atheism
85.20
85.74
87.01
86.95

CMV
85.55
86.02
88.06
87.99

Fit.
82.87
84.09
85.50
86.31

Polit.
84.93
86.63
87.32
87.75

W.News
85.05
85.38
87.04
87.17

Mean
84.27
85.45
86.91
87.65

Table A.3: nDCG results across eight subreddits for Bert, Fine-Tuned Bert (FT), Multi-Task
Bert (MT), and Loss Weight Tuned Bert (LWT).

Bert
FT
MT
LWT

Askmen AskSci
8.15
12.21
16.73
21.12
21.32
43.74
23.46
63.00

Askwomen
9.41
17.13
20.73
19.09

Atheism
9.91
12.46
20.62
24.42

CMV
9.82
12.83
23.80
26.65

Fit.
Polit.
6.41 9.94
13.95 20.00
22.91 24.31
26.87 25.35

W.News
10.24
12.71
21.36
22.89

Mean
9.51
15.87
24.85
28.97

Table A.4: RankDCG results across eight subreddits for Bert, Fine-Tuned Bert (FT), MultiTask Bert (MT), and Loss Weight Tuned Bert (LWT).
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Figure A.1: High-Impact Loss Weights per Subreddit
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