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Abstract. Bearing failures are a major source of problem in rotating machines. These faults appear 
as impulses at periodic intervals resulting in form of specific characteristic frequencies. However, 
the characteristic frequencies are submerged in noise causing by a result of small imperfections in 
the balance or smoothness of the components of the bearing. To retrieve the characteristic fault 
frequencies of the vibration signal, signal denoising is an essential processing step in fault 
diagnosis of the bearings. This paper presents time-frequency analysis and nonlinear manifold 
learning technique for denoising vibration signals corrupted by additive white Gaussian noise. 
According to keeping the computing time acceptable, a novel manifold learning denoising method 
is put forward combining data compression and reconstruct operations. Simulation and 
experiments are employed to verify the feasibility and effectiveness of the proposed method on 
bearing vibration signals. Furthermore, this method can be used in other fault detection fields, 
such as engine, suspension device, and vehicle structures. 
Keywords: bearing, vibration signals denoising, manifold learning, time-frequency analysis. 
1. Introduction 
Bearing failure, one of the most common causes of faults in rotating machines, can be 
catastrophic and result in costly downtime [1]. Abrasion, fatigue, and pressure-induced welding 
are three primary causes of bearing failure. Although these three causes are known, an operator 
cannot predict when the failure will occur. Thus, early fault detection in rotating machineries is 
useful in terms of system maintenance and process automation, which will help to save millions 
on emergency maintenance and production costs [2].  
Vibration analysis is a very powerful condition monitoring technique which is becoming more 
popular and common practice in industry, for its effectiveness and easy manipulation [3]. When 
bearing defects take place, the vibration signals tend to show unstable, nonlinear behaviors due to 
variable load, stiffness, uneven clearance and background random noise. Under a high-level signal 
noise ratio(SNR), vibration feature caused with faulty component of bearing would be extracted 
from vibration signals using appropriate data analysis algorithms, such as Envelope Analysis [4], 
Time-Frequency Analysis (TFA) [5], Wavelet Analysis (WA) [6], Empirical Mode 
Decomposition (EMD) [7], Hilbert-Huang Transform (HHT) [8], Modulation Signal Bispectrum 
(MSB) [9], Quantum Theory (QT) [10], etc.  
However, the challenge of monitoring the working condition of bearing based on vibration 
signal analysis is how to extract the fault feature accurately under a lower-level SNR and using 
acceptable calculation time. Therefore, the vibration signals denoising algorithm should composed 
of two key points, one is the algorithm could separate the periodic vibration signals from the 
original bearing signals which may contain lots of nonlinear behaviors and strength random noise. 
The other is the computing time may be acceptable, because an early fault would develop to a 
severe fault after a long-time calculation time.  
In recent years, manifold learning (ML) was used in the fault diagnosis of rotating machines 
due to its advantages in nonlinear feature extraction [11, 12]. Manifold learning can identify a 
low-dimension nonlinear structure hidden in high-dimension data through several analysis 
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methods, including isometric feature mapping (IsoMap) [13], Locally Linear Embedding (LLE) 
[14], Laplacian Eigenmaps [15], Semidefinite Embedding [16], and local tangent space alignment 
(LTSA) [17], etc. The LTSA algorithm has been choose to denoising bearing vibration signals, 
and the effectiveness has been preliminary proved on several experiments [18-20]. 
But, we also notice that the calculation amounts of manifold learning method are huge which 
would cause unacceptable time in practice. One possible solution to the above problem is to reduce 
the amount of input data of the manifold learning method. In this paper, the time-frequency 
analysis results of the vibration signals was compressed to a lower dimension data using 
resampling algorithm as the inputs of the manifold learning method, while the outputs of the 
manifold learning method were executed data interpolation operation to reconstruction to a same 
size of the original data. Therefore, an improved manifold learning denoising method based on 
the above approach was put forward. By means of simulation and experiment studies on bearing 
fault detection, the effectiveness of the improved manifold learning method is verified and the 
calculation time is acceptable. 
2. Improved manifold learning denoising method 
According to nonlinear behaviors of the bearing vibration signals and huge calculation during 
time-frequency analysis, an improved manifold learning denoising method (IMLDM) using PSR, 
TFA, ML and Date Compression and Reconstruction (DCR) is put forward and the flow diagram 
of IMLDM is given in Fig. 1. 
 
Fig. 1. The flow diagram of the improved manifold learning denoising method 
2.1. Phase space reconstruction 
PSR is an effective method to reconstruct an inherent dynamic system that is embedded in an 
observed time series, which aims to trace out the orbit of the dynamic system in the reconstructed 
high-dimension space [21]. Embedding dimension m and time delay factor ߬ are the key two 
influence factors of PSR. For a given ܰ  points time series, the m-dimension phase space is  
given as: 
ܺே(݉, ߬) = ൦
ݔଵ ݔଵାఛ ⋯ ݔଵା(௠ିଵ)ఛ
ݔଶ ݔଶାఛ ⋯ ݔଶା(௠ିଵ)ఛ
⋯ ⋯ ⋯ ⋯
ݔ௡ ݔ௡ାఛ ⋯ ݔே
൪, (1)
where ݔ௜ is the ݅th data point in the given time series ݔ(ݐ), ߬ is time delay and ݊ = ܰ − ݉ + 1. 
The precision of ݉ and ߬ is directly related with the accuracy of the invariables of the described 
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characteristics of the strange attractors in PSR. But when the embedding dimension ݉ increasing 
and the time delay ߬ decreasing, the phase space matrix ܺே(݉, ߬) will be enlarged rapidly and will 
need huge calculation in the following analysis. Then it is very important to select a suitable pair 
of embedding dimension ݉ and time delay ߬ when performing the PSR.  
According to [22], embedding dimension ݉ and time delay ߬ are closely related because the 
time series in the real world could not be infinitely long and could hardly avoid being noised. In 
this paper, the time window ݐ௪ = (݉ − 1)߬ is selected for the reconstruction of the phase space. 
2.2. Time-frequency analysis 
TFA is a body of techniques and methods used for characterizing and manipulating signals 
which is proved its advantages in vibration signal processing. In this paper, the short-time Fourier 
transform (STFT) is selected, and it is obtained by taking the discrete-time Fourier transform 
(DTFT) of each windowed block ݑ: 
ܵ(ݑ, ݓ) = ܦܶܨܶ ൜ݔ(݊)ݓ ൬݊ − ݑ ܰ2൰ൠ. (2)
The inverse STFT begins with the inverse DTFT of ܵ(ݑ, ݓ) to recoverݏ(ݑ, ݊): 
ݏ(ݑ, ݊) = ܦܶܨܶିଵሼܵ(ݑ, ݓ)ሽ, (3)
where the window function is the ܰ-point half-cycle sine window, ߱(݊) = sin(ߨ(݊ + 0.5) ܰ⁄ ), 
݊ = 0,…, ܰ − 1.  
2.3. Data compression and reconstruction 
In order to decrease the calculation, data compression and reconstruction is applied after STFT 
and before ISTFT. According to keeping the orient characteristics of the original vibration signals 
using less amount of data, data resampling, image bandpass filtering, 3-D interpolation are used 
in the paper. 
For a given ܰ points signals, a time-frequency distribution matrix with the size of ܰ×ܰ could 
be obtained using the Eq. (2). Using data resampling algorithm, all time-frequency distribution 
matrix were re-sampled to be (ܰ/ ௖ܰ)×(ܰ/ ௖ܰ) matrices, where ௖ܰ is the resampling coefficient. 
The time-frequency distribution (TFD) matrix can be classified to two frequency band parts. 
One is the frequency band of energy concentration area containing most orient information. The 
other is the rest frequency bands which random noise is the main component rather than periodic 
signals. Therefore, only the frequency band of energy concentration area is useful for the  
time-frequency analysis. According to the maximum value of the time-frequency distribution 
matrix are usually occurs in the frequency band of energy concentration area, a frequency band 
ܤ(݂, ௕݂) containing the maximum value of the time-frequency distribution matrix is defined as: 
ܤ(݂, ௕݂) = [݂ − ݂ × ௕݂ ݂ + ݂ × ௕݂], (4)
where ݂  is the frequency value where the maximum value of the time-frequency distribution 
matrix is obtained, and ௕݂ is the filter coefficient. Thus, an image bandpass filtering will be applied 
in the TFD using the given frequency band.  
Data resampling can compressing the dimension of the analyzed TFD matrix, but also can lead 
to signal distortion when executing ISTFT due to low dimension of the TFD matrix. A 3-D 
interpolation method is used to recover the TFD data from the resampling data using the 
interpolation coefficient ܫ௖ is the reciprocal value of ௖ܰ. 
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2.4. Manifold learning 
Many high-dimension data sets of dynamic system can be modeled as sets of points or vectors 
lying close to a low-dimensional nonlinear manifold. Manifold learning aims at discovering the 
intrinsic structure of the time-frequency distribution matrix. In this step, the LTSA algorithm is 
employed to extract the intrinsic manifold from ݉ time-frequency distribution matrix and two 
new time-frequency distribution matrix can be obtained. One time-frequency distribution matrix 
contains the most periodic information of the vibration signals, while the other one reflects the 
random noise of the vibration signals. The details of the LTSA is given in [17].  
In summary, the procedure of the improved manifold learning denoising method for bearing 
vibration signals processing can be described in the following steps: 
(1) Sampling a vibration signal with ܰ points data, and use PSR to construct a ݉×݊ data 
matrix ܺே(݉, ߬).  
(2) Use TFA to get the STFT spectrum for each row of the matrix ܺே(݉, ߬). 
(3) Obtain a set of low dimension matrix by resampling the matrix ܺே(݉, ߬), and extract image 
bandpass filtering through a frequency band ܤ(݂, ௖݂). 
(4) Transform the 3-D matrix to a 2-D matrix to satisfy the input of LTSA by transform each 
2-D time-frequency distribution matrix to a 1-D vector, and use LTSA algorithm to train the TFD 
matrix. 
(5) Use a 3-D interpolation method to recover the TFD data from the resampling data. 
(6) A new time series with ܰ points will be generated by ISTFT. 
3. Simulation verification 
3.1. Simulation signal 
A simulation example is given to demonstrate the improved manifold learning denoising 
method for bearing vibration signals processing. The simulated signal is constructed by 
considering a single degrees of freedom vibration system with damping as follows: 
ݔ(ݐ) = ෍ ܣexp ቊ −߫ඥ1 − ߫ଶ [2ߨ ଴݂(ݐ − ݅݀)]
ଶቋ
௦
௜ୀଵ
sin[2ߨ ଴݂(ݐ − ݅݀)] + ݊(ݐ), (5)
where the basic frequency ଴݂ = 3000 Hz, the impulse period ݀ = 0.01 s, the damping ratio  
߫ = 0.01, the varying initial amplitude ܣ is set to 1, and ݊(ݐ) is the Gaussian noise. The sampling 
frequency ௦݂ = 12000 Hz, the total amount of sampling points ܰ = 2048 + ݉ − 1  and the  
signal-to-noise ratio (SNR) is set to near –10 dB. The time domain and frequency domain of the 
simulation vibration signals with noise are given respectively in Fig. 2.  
 
a) Simulation signal without noise 
 
b) Simulation signal with predicted noise 
Fig. 2. Time domain and frequency domain of simulation vibration signal 
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From the frequency domain of simulation signals using fast Fourier transform (FFT), the 
characteristics frequency ௖݂ = 100 Hz is submerged in noise. 
In the step of PSR, the time window ݐ௪ = (݉ − 1)߬  (݉ = 20, ߬ = 1) is selected, and a 
20×2048 data matrix ܺே(݉, ߬) is construct using 2067 points. Due to the length of each signals is 
equal to 2048, ݉ TFD matrix with the size 2048×2048 are generated using STFT. One of the TFD 
matrix is given in Fig. 3(a). Using the calculation steps in Section 2.2, the resampling coefficient 
௖ܰ is set to 8, and ݉ TFD matrix with the size 256×256 are obtained, which one of the resampling 
TFD matrix is shown in Fig. 3(b). Comparing with the two figures in Fig. 3, it can be seen that the 
resampling matrix can keep the original features of the TFD matrix, while the size of each TFD 
matrix is changed from 2048×2048 to 256×256. 
 
a) Time-frequency distribution 2048×2048 
 
a) Time-frequency distribution 256×256 
Fig. 3. Time-frequency distribution matrix of simulation vibration signal 
After resampling the TFD matrix, the maximum value of the TFD matrix will be calculated in 
order to determine the filter band of the TFD matrix. In this simulation signals, the maximum 
value of the TFD matrix is occurring near the basic frequency ଴݂, which means the highest energy 
contributions are located in the frequency band near basic frequency ଴݂ = 3000 Hz. The filter 
coefficient ௕݂ is set to 0.1, and the filter band will be determined from 2700 Hz to 3300 Hz. The 
TFD matrix using bandpass filtering is give in Fig. 4(a). 
 
a) Original TFD 256×256 
 
b) Periodic manifold 256×256 
 
c) Random manifold 256×256 
 
d) Manifold learning result 256×256 
Fig. 4. Manifold learning results of simulation vibration signal 
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When using the LTSA algorithm to train the ݉ TFD matrix, several parameters are need to 
determined. In this paper, the target dimension is set to 3, while the nearest neighbors are set to 8. 
After training by the LTSA algorithm, three TFD matrix will be obtained, which the first one 
represents the periodic manifold of the signal while the rest two matrix represents the random 
manifold of the signal. The periodic manifold of the signal is shown in Fig. 4(b). Comparison 
Fig. 4(b) to Fig. 4(a), we can see that the main periodic information of the vibration signal was 
reserved perfectly. One of the random manifolds of the signal is shown in Fig. 4(c), which is 
represent noise of the signals. When the periodic manifold of the signal is selected instead of the 
original TFD, the random manifold of the signal will be removed from the original signal. Then 
the final manifold learning result is obtained though a simple threshold filter on the periodic 
manifold of the signal, which is shown in Fig. 4(d). 
Due to the data compression of the TFD matrix, the manifold leaning result are a matrix with 
the size of 256×256, which is shown in Fig. 5(a). In order to recover the initial information of the 
vibration signal, a 3-D interpolation method will be applied. The interpolation coefficient ܫ௖ is set 
to 0.125 for the resampling coefficient ௖ܰ is set to 8. The interpolated TFD matrix with the size 
of 2048×2048 is given in Fig. 5(b). 
 
a) 
 
b) 
Fig. 5. 3-D interpolation result of TFD matrix 
The denoising vibration signal will be generated using ISTFT on the interpolated TFD matrix. 
Denoising result of simulation signal in time domain and frequency domain are shown in Fig. 6. 
From the figure, we can see the periodic impulse in time domain and the characteristic frequency 
in frequency domain clearly. 
 
Fig. 6. Denoising result of simulation signal in time domain and frequency domain 
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defective features from the vibration signal with noise. These methods include envelope analysis 
denoising method, time-frequency analysis bandpass filtering method, manifold learning without 
DCR method, and the proposed manifold learning denoising method with DCR, which is recorded 
as denoising method A-D. Fig. 7 gives the processing sequence of four denoising methods, and 
the similar and difference steps among the four denoising methods are given. 
 
Fig. 7. The processing sequence of four denoising methods 
The above four denoising methods are applied for the simulation signals with different SNRs, 
and the denoising result for the simulation signal with SNR = –10 dB is given in Fig. 8. 
To evaluate the result of the proposed method quantitatively, a new parameter, the energy 
distribution percent of characteristic frequencies (CF) is put forward. The CF use the total 
amplitude of characteristic frequencies divided by the total amplitude of the whole frequencies in 
frequency domain. The CFs of four denoising methods for different SNRs is shown in Fig. 9. 
From the Fig. 9, it can be seen that the four denoising method can denoise the simulation signal 
very well, when the SNR of the signal is –5 dB. The denoising method A will be useless when the 
SNR change to –10 dB, while the other methods are all effectively. When the SNR increasing to 
–15 dB, it is difficult for the denoising method B to denoising the vibration signal with strength 
noise. The denoising method C and D can also obtain better denoising results due to their ability 
on nonlinear denoising between –15 dB and –16.5 dB. Four denoising methods will be all 
ineffective when the SNR reach –18 dB.  
Table 1. Computing time of four denoising methods for different SNR (s) 
Denoising method SNR (dB) –5 –10 –15 –16.5 –18 –20 
A 0.0275 0.0189 0.0160 0.0195 0.0192 0.0221 
B 54.6228 53.6784 58.4070 53.7034 59.3431 56.0113 
C 8235.0225 8143.3075 8337.6147 8634.3248 8499.2228 8552.1589 
D 136.1097 114.1047 138.8496 135.4027 200.3265 153.9839 
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Computing time is another key parameter in comparison with four denoising methods. 
Computing time of four denoising methods for different SNRs using the computer Surpace Pro 3 
with I5 CPU and 4 G memories is given in Table 1. From the Table 1, it can be seen that computing 
time for method A, B and D is acceptable, while the time for method C are much longer than the 
other three methods. 
 
Fig. 8. Denoising result of four denoising methods for the simulation signal with SNR = –10 dB:  
a) Simulation signal without noise, b) Simulation signal with noise,  
c) Denoising signal using denoising method A, d) Denoising signal using denoising method B,  
e) Denoising signal using denoising method C, f) Denoising signal using denoising method D 
 
Fig. 9. The CFs of four denoising methods for different SNRs 
Combing the denoising results and computing time, the proposed denoising method is 
demonstrated to be feasibility and effectiveness for simulation vibration signals with the SNR is 
bigger than –16.5 dB. 
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4. Experimental verification 
In order to verify the effectiveness of the new manifold learning denoising method for bearing 
vibration signals processing, a set of vibration signals provided by the Bearing Data Center of 
Case Western Reserve University(CWRU) were used. The bearing experiment system is shown 
in Fig. 10. 
 
Fig. 10. Bearing experiment system 
The bearing experiment system consists of a test bearing, a motor, a torque sensor, a 
dynamometer, and control system. A 2-hp, three-phase induction motor was connected to a 
dynamometer and torque sensor via a self-aligning coupling. The dynamometer was controlled to 
achieve expected torque load levels. The ball bearings were SKF 6205 with deep grooves. Single 
point faults were set on the test bearings at inner race, outer race and roller element through 
electro-discharge machining. Accelerometers were used for vibration data collection at a sampling 
frequency of 12 kHz, which were adhered to the housing with magnetic bases. The parameters of 
the three types of bearing defects are listed in Table 2. 
In this section, an experiment is implemented to verify its feasibility and effectiveness in 
bearing vibration signals processing and its flow diagram is given in Fig. 11. 
 
Fig. 11. The flow diagram of the experiment verification method 
Due to CWRU data are collected in laboratory conditions and in order to test the performance 
of the proposed denoising method in real world industrial situation, three bearing defect vibration 
signals were generated with additional predicted noise, which the relative SNR is about –10 dB. 
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When using the proposed denoising method, the parameters are selected as shown in Table 3. 
Table 2. Parameters of the bearing defects 
Bearing defect type Defect depth (in) Defect width (in) Motor load (hp) Motor speed (rpm) ௖݂ (hz) 
Inner race defect 0.011 0.014 0 1797 158.1 
Outer race defect 0.011 0.014 0 1748 104.5 
Roller element defect 0.011 0.014 0 1749 141.0 
Table 3. Sampling parameters of the bearing defect vibration signals 
Bearing defect type ܰ Snr ܯ ߬ ௖ܰ ଴݂ ܫ௖ 
Inner race defect 2048 –12.14 20 1 8 0.1 0.125 
Outer race defect 2048 –11.53 20 1 8 0.15 0.125 
Roller element defect 4096 –9.56 20 1 16 0.1 0.0625 
4.1. Bearing vibration signal denoising with inner race defect 
The bearing vibration signal with inner race defect are analyzed using the above experiment 
verification method given in Fig. 11. After executing PSR on the original signals, a new matrix 
with the size of 20×2048 will be obtained. Then 20 TFD matrix will be calculated using each 
column of the above matrix. An original TFD of the inner race defect is shown in Fig. 12(a) and 
the resampling result of the TFD is given in Fig. 12(b).  
 
a) Time-frequency distribution 2048×2048 
 
a) Time-frequency distribution 256×256 
Fig. 12. An original TFD and resampling TFD of inner race defective bearing signal 
As we know, the TFD can indicate a combination of time domain information and frequency 
domain information. When the SNR of the signal is high, there are a series of impulse vibration 
in the time domain for the periodic contact of the bearing elements, which will cause periodic 
peaks appearing in a specific frequency band clearly. And due to the corruption of a high energy 
noise, the periodic information will be immerged in the time-frequency domain. From the 
Fig. 12(a), it can be seen that there are a series of peaks appearing near the 2900 Hz line and 
several peaks occurring randomly in the whole time-frequency domain.  
Compared with the two TFDs in Fig. 12, the main distribution information of the time-
frequency domain is kept in the resampling TFD instead of the original TFD. And the matrix size 
is decreased from 2048×2048 to 256×256 when the resampling coefficient is set to 8. The manifold learning LTSA method is applied to the filtered signals using the frequency band 
between 2600 Hz to 3200 Hz. The target dimension is set to 3, while the nearest neighbors are set 
to 8. The first TFD matrix is selected as the training result of manifold learning, and its 2-D and 
3-D distribution figures are given in Fig. 13(a) and (b).  
Time(s)
Fr
eq
ue
nc
y(H
z)
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.160
1000
2000
3000
4000
5000
Time(s)
Fr
eq
ue
nc
y(H
z)
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.160
1000
2000
3000
4000
5000
1882. A NOVEL MANIFOLD LEARNING DENOISING METHOD ON BEARING VIBRATION SIGNALS.  
JINGWEI GAO, RUICHEN WANG, LEI HU, RUI ZHANG 
 © JVE INTERNATIONAL LTD. JOURNAL OF VIBROENGINEERING. FEB 2016, VOL. 18, ISSUE 1. ISSN 1392-8716 185 
 
a) 2-D distribution figure 
 
b) 3-D distribution figure 
Fig. 13. Manifold learning result of inner race defective bearing signal 
By the inverse TFA operation, the frequency spectrum of the signal is shown in Fig. 14(c). 
Comparing with the original signal sampling on the test rig and the signal with predicted noise 
which is shown in Fig. 14(a) and (b), the characteristic frequency is appeared clearly in the 
frequency spectrum of the denoising signal, while the characteristic frequency is submerged in the 
frequency domain of signals with predicted noise. The result proves that the proposed manifold 
learning denoising method can reduce noise effectively and keep the instinct information of the 
original signal.  
4.2. Bearing vibration signal denoising with outer race defect 
Similarity, the way of denoising method for inner race defect is applied for outer race defect. 
Due to the difference of the rotating speed and the characteristics frequency, the filter band is 
selected from 3000 Hz to 3900 Hz. The other parameters are the same. The manifold learning 
result of bearing vibration signal is given in Fig. 15.  
 
Fig. 14. Inner race defective bearing signals: a) Inner fault original signal,  
b) Inner fault signal with predicted noise, c) Inner fault denoising signal 
Original signal, signal with predicted noise and denoising signal of the bearing outer race 
defect are shown in Fig. 16. 
The fault characteristic frequency ௖݂ = 104.5 Hz can be reproduced in the frequency spectrum 
of the signal after denoising the signal using the manifold learning method. 
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a) 2-D distribution figure 
 
b) 3-D distribution figure 
Fig. 15. Manifold learning result of outer race defective bearing signal 
 
Fig. 16. Outer race defective bearing signals: a) Outer fault original signal,  
b) Outer fault signal with predicted noise, c) Outer fault denoising signal 
4.3. Bearing vibration signal denoising with roller element defect 
The roller element defective bearing vibration signal is analyzed to verify the proposed 
denoising method. The frequency spectrum of roller element defective bearing vibration signal is 
more complex than the signals of inner/outer race defect. There are several other frequency 
components existing close to the characteristic frequency ௖݂. Then in order to separate the useful 
frequency information from the other frequency information, more sampling points are chosen 
and a large PSR matrix is generated which will increase the calculation amounts. A higher 
resampling coefficient ௖ܰ = 16 and a lower interruption coefficient ܫ௖ = 0.0625 are selected for 
saving the computing time. 
The manifold learning result and the denoising signal of the roller element defective bearing 
vibration signal are given in Fig. 17 and Fig. 18. From the Fig. 18, the characteristic frequency 
can also be found from the frequency spectrum of the denoising vibration signal. However, in 
compared with the denoising result for inner/outer race defect, the lower frequency components 
will be enhanced and will cause decreasing the detection accuracy in the following bearings fault 
diagnosis. 
In order to verify the computing time is acceptable, the computing time for each detective 
signal is recorded and is shown in Table 4. The average computing time is about 150 s using the 
same computer in Section 3, which can be used on the online condition monitoring for bearings.  
Time(s)
Fr
eq
ue
nc
y(H
z)
0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.160
1000
2000
3000
4000
5000
1882. A NOVEL MANIFOLD LEARNING DENOISING METHOD ON BEARING VIBRATION SIGNALS.  
JINGWEI GAO, RUICHEN WANG, LEI HU, RUI ZHANG 
 © JVE INTERNATIONAL LTD. JOURNAL OF VIBROENGINEERING. FEB 2016, VOL. 18, ISSUE 1. ISSN 1392-8716 187 
Table 4. Computing time for bearing vibration signals 
Bearing defect type Inner race defect Outer race defect Roller element defect 
Computing time (s) 136.76 138.02 186.23 
 
 
a) 2-D distribution figure 
 
b) 3-D distribution figure 
Fig. 17. Manifold learning result of roller element defective bearing signal 
 
Fig. 18. Roller element defective bearing signals: a) Roller fault original signal,  
b) Roller fault signal with predicted noise, c) Roller fault denoising signal 
5. Conclusions 
A novel manifold learning denoising method was put forward in this paper and the 
effectiveness of the new denoising method is verified by means of numerical simulation and 
experiment studies on bearing fault detection. Based on the analysis results, we can draw the 
following conclusions: 
1) The manifold learning denoising method can keep the intrinsic periodic information from 
the vibration signals with additional predicted noise, and the computing time is acceptable due to 
apply data compression and reconstruction in improving the manifold learning denoising method.  
2) The performance of the proposed denoising method has been proved better than the 
conditional denoising methods using numerical simulation. 
3) The denoising method will enhance the lower frequency components and cause a weaker 
denoising result. The optimization of the manifold learning algorithm and the selected parameters 
need to perform in the future research. 
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