We study an infeasible interior-point trust-region method for constrained minimization. This method uses a logarithmic-barrier function for the slack variables and updates the slack variables using second-order correction. We show that if a certain set containing the iterates is bounded and the origin is not in the convex hull of the nearly active constraint gradients everywhere on this set, then any cluster point of the iterates is a 1st-order stationary point. If the cluster point satisfies an additional assumption (which holds when the constraints are linear or when the cluster point satisfies strict complementarity and a local error bound holds), then it is a 2nd-order stationary point.
Introduction
We consider the nonlinear program with inequality constraints: minimize f (x) subject to g(x) = [g 1 (x) · · · g m (x)] T ≤ 0,
where f and g 1 , ..., g m (m ≥ 0) are real-valued and twice continuously differentiable functions defined on ℜ n . We denote ∇g = [∇g 1 · · · ∇g m ], where ∇g i denotes the gradient of g i . For simplicity, we consider only inequality constraints for now. Extensions to incorporate equality constraints and to treat semidefinite nonlinear program are discussed in Secs. 7 and 8, respectively.
We say that an x ∈ ℜ n is a 1st-order stationary point of (1) if it satisfies, together with some λ ∈ ℜ m , the 1st-order necessary optimality condition for (1):
T λ = 0, ∇ x l(x, λ) = 0,
and x is a 2nd-order stationary point if in addition it satifies, together with λ, the weak 2nd-order necessary optimality condition (see, e.g., [3, 11, 17] ):
where I(x) := {i ∈ {1, ..., m} : g i (x) = 0} and we define the Lagrangian l(x, λ) := f (x) + g(x) T λ.
A well-known approach to solving (1) entails introducing the slack variables s := −g(x) and a logarithmic barrier for the nonnegativity constraints on s to obtain the barrier problem: minimize f µ (x, s) := f (x) − µ m i=1 ln(s i ), subject to g(x) + s = 0, s > 0 (4) where µ > 0 is the barrier parameter. By eliminating s, this may alternatively be written as minimizef µ (x) := f µ (x, −g(x)), subject to g(x) < 0.
Then, for a given µ > 0, we solve the problem (4) or (5) inexactly, and then µ is decreased, and we repeat, etc. The asymptotic property of the exact global optimal solution of (5) as µ → 0 has been studied by Fiacco and McCormick in their well-known book [12] . Auslender [3] showed that, for penalty approach in general, a 2nd-order stationary point of the penalized problem approaches in the limit a 2nd-order stationary point of the original problem.
Since the work of Karmarkar, interest in the logarithmic-barrier approach has renewed and extensive studies are made in the cases of linear/quadratic/convex programs and monotone complementarity problems (see, e.g., [24, 28] and references therein).
Recently, there has been interest in extending the above barrier/interior-point approach to the nonconvex case. One such extension, giving rise to the (infeasible) primal-dual methods, entails taking one or two damped Newton steps on a reformulation of the 1st-order optimality condition for (4) , and then decreasing µ, and so on. These methods and their global/local convergence were studied by El-Bakry et al. [10] , Yamashita [30] , Yamashita and Yabe [31] , and Akrotirianakis and Rustem [1] (also see [25] for a feasible method). Forsgren and Gill [15] and Gay et al. [16] studied implementation issues for these methods, including properties of the Newton direction, modified Newton directions (based on adding a suitable positive semidefinite matrix to ∇ xx l(x, λ)), techniques for calculating the directions, and merit functions for stepsize selection. Vanderbei and Shanno [27] considered a modified Newton direction based on adding a nonnegative multiple of the identity matrix to ∇ xx l(x, λ) (also see (21) ). Promising numerical results with these methods were reported in [16, 27, 30] . Numerical comparison of a primal-dual method, a primal-dual trust-region method and a primal method on sparse problems was given by Lasdon et al. [20] . For some methods, local superlinar convergence can also be shown under suitable assumptions. However, as Newton directions may not be defined everywhere, global convergence of methods using Newton directions is difficult to obtain and requires fairly strong assumptions such as positive definiteness or, at least, nonsingularity of ∇ xx l(x, λ) and linear independence of ∇g i (x), i ∈ I(x), globally [1, 10, 25] . In addition, only convergence to 1st-order stationary point of (1) has been shown. In [30] , only convergence to 1st-order stationary point of (4) is shown (also see [32] for related results using an l 2 logarithmic barrier function). Conn et al. [8] studied an infeasible primal-dual method for the case of linear constraints. Their method uses modified Newton directions and global convergence to 1st-order stationary point was shown under reasonable assumptions. Numerical results on quadratic programs from the CUTE test set were also reported. In a series of papers [4, 5, 6 ], Byrd, Nocedal, and coworkers proposed methods that combine interior-point approaches, trust-region strategies, and successive quadratic programming (SQP) techniques. Global convergence to 1st-order stationary points and local superlinear convergence were studied in, respectively, [4] and [6] . Yamashita et al. [33] proposed a primal-dual interior-point trust-region method and, under certain assumptions, show global convergence and local superlinear convergence to a 1st-order stationary point of (1). However, the assumptions seem to be difficult to verify. Implementation issues were studied in [5, 33] , with promising numerical results reported. Jarre [19] considered a trust-region strategy for computing a 1st-order stationary point of (5), which involves a line search on the trust-region multiplier at each iteration and requires a strictly feasible starting point. Partial results on convergence to a 1st-order stationary point of (1) as µ → 0 are also obtained. Additional references on related work are given in [5] .
Motivated by the aforementioned work, in this paper we study an interior-point method, based on the logarithmic-barrier approach, for solving (1). [By "solving", we mean computing a 2nd-order stationary point.] In our method, the barrier problem (4) is solved inexactly using a (new) trust-region strategy. We sketch below the key steps in our trust-region strategy. Specifically, given (x, s) ∈ ℜ n × ℜ m ++ , we solve the following trust-region subproblem, which may be viewed as a linear/quadratic approximation of (4) at (x, s):
where δ > 0 and β ∈ {β 1 , β 2 } with 2/3 < β 1 < 1 < β 2 < 2. [Throughout, S and Λ denotes the m × m diagonal matrices with diagonal entries s 1 , ..., s m and λ 1 , ..., λ m , respectively; e denotes the vector of 1s.] From the optimal solution (∆x, ∆s), we generate a new iterate:
and we repeat, etc. [Throughout, ∆x T ∇ 2 g(x)∆x denotes the vector in ℜ m with components ∆x T ∇ 2 g i (x)∆x, i = 1, ..., m.] To guide the choice of the trust-region radius δ, we use f µ and the following l p augmented barrier function:
where τ > 0 is suitably chosen and p denotes the p-norm (1 ≤ p ≤ ∞). This function has been used by Yamashita et al. with p = 1 [30, 33] in their interior-point/trust-region methods, by Byrd and Omojokun with p = 2 in their SQP methods, and by Byrd et al. with p = 2 [4, 5] in their interior-point/trust-region/SQP methods. If g(x) + s p exceeds a desired threshold π 1 (µ) (decreasing with µ), then we use β = β 1 or β = β 2 , depending on whether the ratio λ T (g(x) + s)/ ∇ x l(x, λ) is "large" or not, and choose δ sufficiently small so that both f µ,τ (x + , s + ) and g(x + ) + s + p are sufficiently less than f µ,τ (x, s) and g(x) + s p , respectively. Otherwise, we use β = β 2 and choose δ sufficiently small so that f µ (x + , s + ) is sufficiently less than f µ (x, s) while g(x + ) + s + p remains below π 1 (µ). Thus, the strategy proceeds through two phases, depending on whether g(x) + s p exceeds the desired threshold or not, and accordingly uses either f µ,τ or f µ as the merit function. In the first phase, we maintain s > 0 while driving towards feasibility; in the second phase we maintain s > 0 and (near) feasibility while driving towards 2nd-order stationarity for (4) .
Notice that, when g(x) + s = 0, the subproblem (6) is equivalent to the trust-region subproblem for (5), namely,
Also, notice that the objective function of (6) differs from the quadratic approximation of the objective function of (4) by the addition of the 2nd-order term ∆x T ∇ 2 g(x)∆x/2. This term in turn is subtracted from s + ∆s to correct for its absence in the equality constraint of (6). We take s + to be the maximum of this with −g(x + ) in order to ensure that g(x + ) + s + ≥ 0. We note that the subproblem (6) uses primal scaling (similar to [4] ) rather than the more popular primal-dual scaling which can yield local superlinear convergence (see, e.g., [10, 15] for further discussions of this). It remains to be investigated whether our method and its analysis can be extended to use primal-dual scaling. For practical computation, the result in [20] suggests that the two scalings may be comparable (unless high solution accuracy is desired, in which case a local switch to primal-dual scaling may be used). Also, we note that the trust-region subproblem (6) differs from one used in [4, Eq. (2.1)] in several ways: the use of δ β with β = 1, the absence of ∆s from the trust region, and the absence of bound constraints on ∆s. The latter obviates the need to solve a QP.
Under reasonable assumptions on the problem, our method is well defined and generates 2nd-order stationary points. More specifically, define for each ζ ≥ 0 the set
and I ζ (x) := {i ∈ {1, ..., m} : |g i (x)| ≤ ζ}. Thus, X 0 is the feasible set for (1) and I 0 (x) = I(x). We show that if X ζ is bounded and
for all x ∈ X ζ , where ζ is a constant depending on the initial infeasibility, then each x generated by our method remains in X ζ and every cluster pointx, together with some Lagrange multiplier vectorλ ∈ ℜ m , satisfies the 1st-order optimality condition (2) . If in addition f is thrice differentiable atx and (x,λ) satisfies
then (x,λ) also satisfies (3) (see Cor. 1). [It suffices that the limit in (10) be taken along a sequence of (x, λ, µ).] The assumption (10) holds if g is affine (i.e., each g i is affine) or if (x,λ) satisfy strict complementarity and a local error bound holds (see Prop. 3). Thus, in the case of affine g and thrice differentiable f , boundedness of X ζ and (9) for all x ∈ X ζ are the only assumptions needed to ensure that a cluster pointx exists and is a 2nd-order stationary point of (1). If the initial (x, s) is also feasible, i.e., satisfies g(x) + s = 0, then our method maintains feasibility at all iterations and ζ can be taken to be zero in the above assumptions, i.e., it suffices that the feasible set X 0 be bounded and that (9) with ζ = 0 holds for all x ∈ X 0 (see discussions after Prop. 3). The latter is weaker than the common regularity assumption of linear independence of ∇g i (x), i ∈ I(x). The feasible active-set Newton method of Forsgren and Murray for linear inequality-constrained problems [14] also generates 2nd-order stationary points, but assumes, instead of (9) with ζ = 0, that the problem does not have "primal nondegenerate" 2nd-order stationary points. In the case of bound constraints (for which regularity holds everywhere), Coleman and Li [7] proposed a feasible affine-scaling trust-region method. They showed that if every cluster point of the generated iterates is "nondegenerate", then at least one cluster point is a 2nd-order stationary point [7, Thm. 3.10 (ii)]. A related method was studied by Monteiro and Wang [21] for the case of linear constraints and f being either convex or concave. Under certain nondegeneracy and constant Hessian-range assumptions, the method generates a 2nd-order stationary point [21, Thm. 4.13 ]. An extension of the Coleman-Li method to a case of implicit bound constraints was considered by Dennis et al. [9] . They showed that if the search directions have certain properties and the iterates are bounded, then at least one cluster point is a 2nd-order stationary point. Other trust-region methods, not using an interior-point approach, have been developed to generate, under reasonable assumptions, 2nd-order stationary points for unconstrained and bound/equality-constrained problems (see [7, 17] and references therein; also see the introduction of [11] ).
In the case of nonaffine g, the only other methods we are aware of that can generate 2nd-order stationary point of (1) are the line search methods proposed by Mukai and Polak [22] and by Facchinei and Lucidi [11] . The method in [22] reformulates the inequalities as equalities (by expressing the slacks as the square of artificial variables), which in turn are handled by an exact penalty function. It is shown that if the generated iterates x are bounded and remain in a "regular set", then every cluster point is a 2nd-order stationary point. The method in [11] uses an exact differentiable penalty function (for inequalities) of Glad and Polak, as further studied by Di Pillo and Grippo. It is shown that if (i) the generated iterates x lie in a bounded set, (ii) every point in ℜ n is regular (it is remarked that this can be relaxed to every feasible solution being regular), and (iii) every 1st-order stationary point of x → max{g(x), 0}
2 is a feasible solution, then every cluster point is a 2nd-order stationary point of (1). This set of assumptions is quite different from the one we make (i.e., (9) , (10)). Toint and Gould [17] gave an example of quadratic f and g(x) = −x for which the local minimizer off µ converges to the origin which does not satisfy the strong 2nd-order necessary optimality condition for (1). 2 In fact, for quadratic f with rational coefficients and g(x) = −x, it is NP-complete to decide whether the origin satisfies the strong 2nd-order necessary condition [23] . This suggests that weak 2nd-order necessary condition may be the best we can hope to achieve.
In our notation, ℜ n denotes the space of n-dimensional real column vectors, ℜ m ++ denotes the positive orthant in ℜ m , ℜ n×m denotes the space of n × m real matrices, and T denotes transpose. For any y ∈ ℜ m , we denote by y i the ith component of y, and by y p , y the p-, 2-norm of y (1 ≤ p ≤ ∞). For any A ∈ ℜ n×m , let A := max y =1 Ay . [":=" means "define".] For any I ⊆ {0, 1, 2, ...}, we denote by |I| the cardinality of I. We also denote the 2nd-order Taylor remainders:
We denote the 2-norm ball IB := {y ∈ ℜ n : y ≤ 1}, and denote by Π the class of continuous functions π : ℜ ++ → ℜ ++ satisfying lim µ→0 π(µ) = 0.
A Trust-Region Strategy for (4)
Below we describe formally our trust-region strategy for solving (4) inexactly.
Algorithm 1
, and termination tolerances
then set β k := β 1 ; else set β k := β 2 . Let (∆x k , ∆s k ) denote the optimal solution of the trust-region subproblem (6) with (x, s, δ, β) = (x k , s k , δ k , β k ), and let υ k denote its optimal objective value.
and terminate the method. Otherwise, letx
] If the first and third conditions in (13) are both satisfied or if
are not both satisfied, then let (
Increment k by 1 and return to Step 1.
To obtain the desired convergence to 2nd-order stationary point, we will consider the following Armijo-like safeguard rule of choosing δ k when δ k−1 < µ 2 ≤ δ max and r k p ≤ ǫ 1 :
2.0 Fix constant η 1 ≤ η 2 < 1, and set (x, s, λ, β) := (x k , s k , µ(S k ) −1 e, β 2 ). Let υ denote the optimal objective value of (6) with δ = δ k−1 . If
are not both satisfied, then set δ k := δ k−1 and exit; else initialize δ to any number in the interval [µ 2 , δ max ].
2.1 Let (∆x, ∆s) denote the optimal solution of (6) and let υ denote its optimal objective value. Let (x + , s + ) be given by (7) and let
then set δ k := δ and exit; else replace δ by max{ω 1 δ, δ k−1 } and repeat
Step 2.1.
The above rule sets δ k to, roughly, the largest δ in [δ k−1 , δ max ], discretized to some multiple of powers of ω 1 , such that either the termination criterion is met or the trust-region solution is acceptable. This ensures that δ k is not too small relative to µ 2 . Also, µ 2 can more generally be replaced by any fractional multiple of µ 2 .
Note 2. To improve numerical stability, we can make the substitution ∆s = S −1 ∆s in (6) and solve for ∆s
, for all i = 1, ..., m, where
The above equations give a numerically more stable way to computeŝ k and λ k+1 .
Note 3.
In (12), the term c k may be replace more generally by c k / min{1, (δ k ) β 3 −1 }, with 1 ≤ β 3 < β 2 . Our convergence results still apply to this case, though it is unclear what practical advantage it offers. Note 4. It is known that, under certain conditions, (∆x, ∆s) is the unique optimal solution of (6) if and only if it satisfies, together with some ∆λ ∈ ℜ m , the following system of linear equations:
where γ ≥ 0 is such that γI + M + AΛS −1 A T is positive definite and ∆x ≤ δ, with equality holding whenever γ > 0. Here we denote
This suggests a variant of Algorithm 1 whereby we update γ explicitly and solve (19) instead of (6). More precisely, given γ k ≥ 0, we check if
with λ, A, M given by (20) and
If yes, then we solve (19) to obtain (∆x k , ∆s k ) and let δ k := ∆x k . [We can check (21) and solve (19) using a single Cholesky factorization.] Otherwise we choose a γ k+1 > γ k and set (x k+1 , s k+1 ) := (x k , s k ) (see [27, Sec. 3] for some specific rules for updating γ). In Step 2, an analogous formula for γ k+1 would replace (15) . Our convergence results and, in particular, Prop. 1, hold for this variant as long as we choose γ k+1 such that {δ k+1 /δ k } is bounded away from zero. The rule of Note 1 may be correspondingly adapted.
Convergence of Trust Region Strategy
We begin our analysis of Algorithm 1 with the following lemma showing that an iteration of the method makes sufficient improvement on g(x) + s p , f µ (x, s), and f µ,τ (x, s).
Let λ := µS −1 e and r := g(x) + s. For any δ > 0 and β > 0, let (∆x, ∆s) denote the optimal solution of (6) and let υ denote its optimal objective value. Then, the following hold for (x + , s + ) given by (7), with ∆x := ∆x T ∇ 2 g(x)∆x/2 and R(s, ∆s, ∆x) := ( ∆x/2 − ∆s)
If υ < 0, then the right-hand side of (24) is below υη 1 whenever R f (x, ∆x)+µR(s, ∆s, ∆x) ≤ υ(η 1 − 1). (c). Assume |∆s i − ∆x i |/s i ≤ 2/3 for all i and (22) holds. Then
If υ < 0, then the right-hand side of (25
Proof. For simplicity, denote ∆s := ∆s − ∆x. (a). By (7), s + ≥ −g(x + ) and so g(x + ) + s + ≥ 0. Also, for each i ∈ {1, ..., m}, we have
where the equality follows from the equation in (6) and the definition of R g (see (11)). Thus, the right-hand side is below (1 − σ 1 δ β ) r p whenever (22) holds. Similarly, the right-hand side is below ǫ 1 whenever (23) holds.
(b). We have from properties of the logarithm that, for any ξ > 0 and −1 < a < 1,
.
for each i, this yields
where the first inequality uses s + i ≥ s i + ∆s i and increasing property of ln( ). Thus, summing the above inequality over i = 1, ..., m yields
Also, the definition of R f (x, ∆x) (see (11) ) implies
The above two inequalities, together with λ = µS −1 e and the definitions of f µ and υ, yield (24) . The subsequent claim readily follows. (c). Since (22) holds, (a) implies g(x + )+s + p ≤ (1−σ 1 δ β ) r p . Since |∆s i − ∆x i |/s i ≤ 2/3 for all i, (b) implies (24) holds. These two inequalities and the definition of f µ,τ (see (8) ) yield (25) . If υ < 0, then the right-hand side of (25) 
Using Lemma 1, we show below that Algorithm 1 terminates finitely under suitable assumptions. Moreover, if δ k is chosen as in Note 1, then δ k is not too small at termination. The latter will be used to show subsequence convergence to a 2nd-order stationary point of (1) as µ → 0 (see Cor. 1).
Proposition 1 Fix any µ > 0, and let 1 ≤ p ≤ ∞ and
.. be generated by Algorithm 1. Suppose {x k } is bounded and there exists χ > 0 such that
where 1/p + 1/q = 1. Then the following hold: (a). The method terminates finitely, i.e., there exists index k such that (13) holds. (b). If µ 2 ≤ δ max and Algorithm 1 uses the rule described in Note 1, then for the index k of (a), there existδ ∈ (0, min{δ k /ω 1 , δ max }] and ∆x ∈δ IB such that eitherδ ≥ µ 2 or
where C 1 := 1 +δ +δ
Proof. We denote throughout ∆x
(a) Suppose the method does not terminate. By (14) , r k p ≤ ǫ 1 implies r k+1 p ≤ ǫ 1 , so either |K 1 | = ∞, |K 2 | = 0 or |K 1 | < ∞, |K 2 | = ∞, wherê (14) holds}, K 2 := {k ∈K 2 : (14) holds and υ k /(δ k ) 2 < −ǫ 3 }. Then, by the definition of ρ k and the updating rule,
Then {f µ,τ (x k , s k )} k∈K 1 is bounded below, so it must converge. Similarly, we obtain that {(S k ) −1 } k∈K 2 and {λ k } k∈K 2 are bounded, and that {f µ (x k , s k )} k∈K 2 converges. Also, since υ k is the optimal value of (6) with (x, s, δ, β) = (x k , s k , δ k , β k ), then eliminating ∆s from (6) yields
where (20)). In the case of β k = β 2 , setting ∆x = −δ kck in (30), wherec k := c k / c k if c k = 0 and otherwisec k := 0, and then dividing both sides by (δ k ) β 2 and rearranging terms yields
Consider first the case of
Since
Since (33) cannot occur for an infinite number of k ∈ K. Thus, ρ k < η 1 for all k ∈ K sufficiently large. By passing to a subsequence if necessary, we can assume that either (i) ρ k < η 1 and β k = β 1 for all k ∈ K or (ii) ρ k < η 1 and β k = β 2 for all k ∈ K. Since ∆x k ≤ δ k → 0 as k ∈ K → ∞, we also have
so that, by β k > 2/3 and boundedness of {x k },
Thus, since {(S k ) −1 } is bounded, we can assume by taking k sufficiently large that |∆s k i − ∆x
In case (i), for each k ∈ K, we have from β k = β 1 that (12) holds, so, by (26) 
As argued earlier, (33) cannot occur for an infinite number of k ∈ K. Then, by further passing to a subsequence if necessary, we can assume either (ib) holds for all k ∈ K or (ic) holds for all k ∈ K. In subcase (ib), since (30) holds with equality for ∆x = ∆x k , dividing both sides by (δ k ) β 1 and using ∆x
where the second inequality uses r k ≥ 0 and λ k > 0. This (together with β 1 < 1, (32) , and boundedness of λ
In subcase (ic), dividing both sides of (35) by (δ k ) β 1 and using (34) (as well as boundedness of (
and Lemma 1(c) imply either (33) holds or
As argued earlier, (33) cannot occur for an infinite number of k ∈ K, so either (36) holds or υ k ≥ 0 for all k ∈ K sufficiently large. In the former case, dividing both sides of (36) by (δ k ) 2 and using (34) and boundedness of (S k ) −1 yields
In the latter case, the above clearly also holds. Since (31) holds for all k ∈ K, this (together with β 2 < 2, (32), and boundedness of
For each k ∈ K, since β k = β 2 so that (12) is violated, we must have
Thus, in either case (i) or (ii), we have {(λ k ) T r k } k∈K → 0. Since λ k = µ(S k ) −1 e > 0 and r k ≥ 0 so that
this together with boundedness of {s k } implies { r k p } k∈K → 0. Thus r k p < ǫ 1 for all k ∈ K sufficiently large, contradicting K ⊆K 1 .
Consider next the case of |K 1 | < ∞, |K 2 | = ∞. We claim that there existsδ > 0 such that
[If not, there would exist a subsequence K ofK 2 such that υ k /(δ k ) 2 ≥ −ǫ 3 for all k ∈ K and {δ k } k∈K → 0. Then (31) (together with β k = β 2 < 2 and the boundedness of λ k , c k , A k , Q k , (S k ) −1 ) would imply (37) and so (13) would hold for all k ∈ K sufficiently large, contradicting non-termination of the method.] If |K 2 | < ∞, then the update rule (15) implies
By (38), we can assume that
, this cannot occur for an infinite number of k ∈ K. Thus, by passing to a subsequence if necessary, we can assume that ρ k < η 1 for all k ∈ K. Since (34) still holds, we can further assume, by taking k ∈ K sufficiently large, that |∆s
for all i and all k ∈ K. Then, for each k ∈ K, Lemma 1(b) implies that (36) holds. Dividing both sides of (36) by (δ k ) 2 and using (34) and boundedness of (
(b) Assume that µ 2 ≤ δ max and Algorithm 1 uses the rule described in Note 1. Let k index the final iteration of Algorithm 1, i.e., (13) holds. If δ k−1 ≥ µ 2 , then since δ k ≥ ω 1 δ k−1 (see (15) ), the desired conclusion holds withδ := δ k−1 and ∆x := ∆x k−1 . In what follows, we suppose instead
Moreover, using the first and second inequalities of (13), as well as
Since the method did not terminate at iteration k − 1, this implies we must have
In case (ii), Lemma 1(a) and β k−1 = β 2 and
so the desired conclusion holds withδ := δ k−1 and ∆x := ∆x k−1 . In case (i), since υ k−1 < 0, Lemma 1(b) implies (also using s k = s k−1 ) that either
Since ∆x k−1 ≤ δ k−1 and (also using
this together with η 1 ≤ η 2 yields, after some algebra, that (27) holds withδ := δ k−1 and ∆x := ∆x k−1 . Otherwise, we have (x k , s k ) = (x k−1 , s k−1 ). Since δ k−1 < µ 2 ≤ δ max and, by (13) , r k p ≤ ǫ 1 , then δ k is chosen by the safeguard rule of Note 1. If δ k ≥ µ 2 , then the desired conclusion holds withδ := δ k and ∆x := ∆x k . Suppose δ k < µ 2 . For each δ > 0, let υ[δ] denote the optimal objective value of (6) with (x, s, β) = (x k , s k , β 2 ), and let ∆x[δ], ∆s[δ],
denote the corresponding ∆x, ∆s, x + , s + , ρ obtained via (7) and (17) . Since (13) holds, the rule implies that (
Step 2.1 must be repeated at least once. Letδ denote the δ used when Step 2.1 was repeated the next-to-last time. Then, δ k <δ ≤ max{δ k /ω 1 , δ max } and (18) was violated for δ =δ.
violates (16) and
) also satisfies this inequality. Thus (x k , s k , λ k ,δ, υ[δ]) must violate the second inequality of (16) , so that
The remainder of the argument then proceeds as in the case of (x k , s k ) = (x k−1 , s k−1 ), with
Prop. 1 assumes that {x k } is bounded and λ k is strictly below τ whenever (12) holds. While the first assumption is reasonable (see Cor. 1 and the subsequent discussion), it is less obvious whether the second assumption is reasonable since {λ k } depends on τ . If g is affine and r 0 = 0, i.e., starting point is an interior feasible solution, then it is easily seen that r k = 0 for all k and hence (12) never holds, and the second assumption is automatically satisfied. If g is not affine or r 0 = 0, the following lemma gives a sufficient condition for λ k q to be bounded whenever (12) holds (independent of τ ). Then, it suffices to choose τ large enough, namely, τ > sup
and (26) would hold for any sufficiently small χ > 0. [More generally, if g i is affine and r 0 i = 0 for some i, then we have r k i = 0 for all k, and so g i can be removed from consideration when applying this lemma.] Lemma 2 Suppose there exist ζ ≥ 0 and ξ > 0 such that X ζ is bounded and
Then, for any µ > 0, there exists κ ζ,ξ,µ > 0 such that λ k q ≤ κ ζ,ξ,µ for all σ 2 ≥ ζ/ξ, all 1 ≤ p, q ≤ ∞ with 1/p + 1/q = 1, and all sequences (
Proof. Suppose the claim is false so there exist σ 2 ≥ ζ/ξ, 1 ≤ p, q ≤ ∞ with 1/p +1/q = 1, and (x k , s k , λ k ) ∈ ℜ n × ℜ 2m ++ , k = 0, 1, ..., satisfying (12) and r k p ≤ ζ and
. By passing to a subsequence if necessary, we can assume that (x k , s k , λ k / λ k 1 ) converges to some (x,s,λ). Then λ 1 = 1 and, since λ k > 0 for all k, λ ≥ 0. Let I := {i ∈ {1, ..., m} :λ i > 0}. Then, for each i ∈ I, λ
This together with
for all k yields in the limit |g i (x)| ≤ ζ. Thus, i ∈ I ζ (x). Also, (12) implies
for all k, so dividing both sides by λ k 1 yields in the limit ∇g(x)λ ≤ ζ/σ 2 ≤ ξ. This contradicts (39).
A compactness argument shows that the assumption of Lemma 2 is equivalent to X ζ being bounded and (9) holding for all x ∈ X ζ . 3 To illustrate (39), consider
Then X ζ (with p = ∞) is bounded for any ζ ≥ 0. For 0 ≤ ζ < 1/2, it can be seen that I ζ (x) ∈ {{1}, {2}, {3}, {1, 3}, {2, 3}} for all x ∈ X ζ , from which a bit of calculus shows that (39) holds for any 0 < ξ < (1 + 1/(1 − 2ζ) ) −1 . Notice that ∇g i (x), i ∈ I(x), are not linearly independent at the feasible solution x = [0 0] T .
An Interior-Point Trust-Region Method for (1)
Below we describe formally our method for solving (1), which uses Algorithm 1 to solve (4) inexactly in the inner iterations. The barrier parameter µ is adjusted in the outer iterations.
with s 0 ≥ −g(x 0 ), 0 < ω 2 < 1, and functions π 1 , π 2 , π 3 ∈ Π. Initialize t := 1.
Then, any cluster point (x,λ k i )i∈I satisfiesx ∈ Xζ,λi ≥ 0 for i ∈ I and Iζ(x) = I, i∈Iλ i = 1, i∈I ∇gi(x)λi = 0, so (9) does not hold for all x ∈ Xζ. The converse is obvious.
By assumptions A1 and A2, (x,λ) satisfies (10) and (π 1 (µ t ) + π 2 (µ t ))/µ t → 0. Since {λ t } is bounded and δ t ≤ δ max for all t, then (42) implies ∇ x l(x t , λ t ) /µ t → 0. We also have from the first inequality of (40) that
Hence, g i (x t )/s t i → −1 for all i (so g(x t ) < 0 for all t sufficiently large). Then, for each i ∈ I(x), we have from ∇g i (x)
T d = 0 that, for all t sufficiently large so that g(x t ) < 0,
where the last relation follows from
for all i, and using (10) . Thus the left-hand side of (43) tends to zero. For each i ∈ I(x), we have s
Moreover, (40) and d = 1 give
Since (µ t ) 2 ≤ δ max , by assumption A4 and by passing to a subsequence if necessary, we have either (i)δ t ≥ (µ t ) 2 for all t or (ii)δ t < (µ t ) 2 , R g (x t , ∆x t ) p > (δ t ) β 2 π 1 (µ t ) for all t or (iii) (41) holds for all t. In case (ii), we have from ∆x t ≤δ t < (µ t ) 2 → 0 and assumption A1 that
In case (iii), we have from 1/s t i = λ t i /µ t ≤ λ t ∞ /µ t for all i and (41) that either 2/3 <
This and assumption A3 imply lim t→∞ sup(µ t ) 2 π 3 (µ t )/δ t < ∞, so there exists scalar C > 0 such thatδ t ≥ C(µ t ) 2 π 3 (µ t ) for all t. Thus
where the last relation uses assumption A1. Case (i) can be treated as in case (iii). Thus, in all cases we obtain that the right-hand side of (46) tends to zero as t → ∞. Also, the first and second inequalities of (40) and assumption A1 imply r t → 0 and c t → 0 and (
These together with (44), π 3 (µ t ) → 0, (x t , λ t ) → (x,λ), and β 2 > 1 yield from (45) in the
Combining Props. 1 and 2 and Lemma 2, we obtain the following global convergence result for Algorithm 2.
Corollary 1 Suppose X ζ is bounded and (9) holds for all x ∈ X ζ , where ζ := max{ g(x 0 )+ s 0 p , max µ≤µ 1 π 1 (µ)} and (µ 1 , x 0 , s 0 ) denotes the starting iterate for Algorithm 2. Then {(µSince x t lies in the bounded set X ζ , thenx also lies in X ζ . Since (40) is satisfied for all t, then Prop. 2(a) yields thatx is a feasible solution of (1). Sincex satisfies (9), then Prop. 2(b) yields {λ t } is bounded and (x,λ) satisfies (2) . If Algorithm 1 uses the rule of Note 1 (with parameter η 2 ) whenever (µ t ) 2 ≤ δ max , then Prop. 1(b) implies that assumption A4 holds for all t. Since assumption A1, A2, A3 also hold, applying Prop. 2(c) yields that (x,λ) satisfies (3) .
Notice that A1 is satisfied if we choose any π 3 ∈ Π and any π 0 ∈ Π, and then set
A3 is satisfied if f is thrice differentiable atx. The proposition below shows that A2 is satisfied if either g is affine or (x,λ) satisfies strict complementarity and a local error bound holds. In particular, Wright [29, Thm. A.1] showed that the local error bound holds when f and g are twice Lipschitz continuously differentiable nearx, the Mangasarian-Fromovitz constraint qualification holds atx, andx together with any Lagrange multiplier vector λ satisfies the 2nd-order sufficient condition (also see the remark following [29, Thm. A.1] on related work by Facchinei et al. and by Hager and Gowda). Alternatively, it can be seen using the implicit function theorem that the local error bound holds if (x,λ) satisfies strict complementarity and
Proposition 3 Consider any (x,λ) ∈ ℜ n × ℜ m satisfying (2). Then, (x,λ) satisfies (10) if any of the following assumptions is satisfied: B1: g is an affine function. B2: g(x) +λ > 0 and
Proof. Suppose B1 holds. Then for any
and hence (10) holds. Suppose B2 holds. Consider any sequence (xFix any nonzero d ∈ ℜ n satisfying [∇g i (x) T d] i∈I(x) = 0. Then, for each i ∈ I(x), the above relation yields
where the last relation also uses µ t /g i (x t ) → −λ i and local Lipschitz continuity of ∇g i .
From Cor. 1 and Prop. 3, we see that if g is affine and f is thrice-differentiable (so assumptions A2 and A3 of Prop. 2 are satisfied), then boundedness of X ζ and (9) for all x ∈ X ζ are sufficient for {x t } generated by Algorithm 2 (with ζ defined as in Cor. 1, with π 1 , π 2 , π 3 chosen to satisfy assumption A1, and with σ 2 , τ chosen sufficiently large within Algorithm 1) to be defined, bounded, and all cluster points to be 2nd-order stationary points of (1). If the initial iterate is also feasible, i.e., g(x 0 ) + s 0 = 0, then the method maintains feasibility at all iterations and the above sufficient conditions can be refined to boundedness of the feasible set X 0 and 0 ∈ {convex hull of ∇g i (x), i ∈ I(x)} for all x ∈ X 0 . This contrasts with the sufficient conditions for the methods of [7, 14, 21] . If g is given by Example 1 and f is any thrice-differentiable function defined on ℜ 2 , then
is sufficient for {x t } generated by Algorithm 2 (with the same provision as above) to be defined, bounded, and all cluster points to be 2nd-order stationary points of (1). In practice, we can initialize σ 2 , τ to any positive value and then increase both by a constant factor whenever at some iteration k of Algorithm 1 we find that τ ≤ λ k q /((1 − η 1 )σ 1 ). It can be seen that this does not affect the convergence results of Cor. 1.
Lastly, we remark that the preceding results on convergence to 1st-order stationary points (namely, Props. 1, 2(a)-(b) and Cor. 1(a)) still hold if ∆x k , instead of minimizing the right-hand side of (30) , has a right-hand-side value below that of the Cauchy point −δ k c k / c k and υ k denotes this value. On the other hand, the results on convergence to 2nd-order stationary points (namely, Prop. 2(c) and Corl. 1(b)) require ∆x k to have a value below that of δ k d/ d for every nonzero d orthogonal to the active constraint gradients at a cluster pointx. Thus, unless the subspace spanned by the active constraint gradients can be accurately estimated a priori, optimal solution of the trust-region subproblem seems unavoidable for achieving 2nd-order stationarity.
Preliminary Numerical Experience
We have implemented a version of Algorithm 2 in Matlab and ran it on five test problems from the book of Hock and Schittkowski [18] . Our tests use only five problems due to the time required to set up the gradients and Hessians of f and g 1 , ..., g m for each problem. As such, our reported numerical experience should be considered as very preliminary. However, the intention of our tests is mainly to validate the convergence theory and to gain some understanding of the numerical behavior of the method. Notice that the last two problems, HS108 and HS116, are non-trivial and so they provide a reasonably good test of our implementation.
In our Matlab implementation of Algorithm 2, we choose
is as given in [18] and we set s 0 := max{−g(x 0 ), 10 −2 e} and update µ t+1 := ω 2 µ t for all t. In Algorithm 1, we further choose β 1 = 0.9, σ 1 = η 1 = 0.1 and we initialize both σ 2 and τ to 10 and increase them by a factor of 1/ω 1 whenever τ ≤ λ k /((1 − η 1 )σ 1 ). If the first or third condition in (13) fails while (14) holds, we set δ k+1 to be either min{δ k /ω 1 , δ max } or δ k , depending on whether ρ k ≥ 0.95. In our runs, δ k−1 has remained above a constant fraction of µ 2 , so the rule of Note 1 was not used. We remark that the above parameter choices were made without much fine-tuning and can conceivably be improved.
The resulting implementation found the correct solution on the first four problems, but the convergence was somewhat slow and, on the last problem HS116, the convergence is agonizingly slow-due primarily to a high condition number (exceeding 10 20 ) for the matrix
used in Algorithm 1. The reference [16] cited similar difficulties on HS116. To improve convergence, we added two acceleration steps to Algorithm 1, as described below. The addition of these steps does not affect the convergence properties of Algorithm 1, as given in Prop. 1. The first acceleration step is activated whenever we are in the second phase (i.e., r k ≤ ǫ 1 ) and the third condition in (13) and (14) both fail. In this step, we let
, and setx
then we set (x k+1 , s k+1 ) := (x k ,s k ); else we set (x k+1 , s k+1 ) := (x k , s k ). Notice that this step is very cheap and involves only one extra evaluation of f and g. The addition of this step accelerated the convergence significantly on the first four problems and slightly on the last problem. The second acceleration step is activated whenever we are in the first phase (i.e., r k > ǫ 1 ) and (14) holds but g(x k ) +ŝ k > 0.95 r k (so the improvement is too small). In this step, we set γ k to either Q k /10 15 or zero, depending on whether the condition number of primal-dual version of the method and/or incorporating the more sophisticated implementation techniques from [5, 16] and other relevant sources. Switching to primal-dual steps when Q k is (nearly) positive definite is another possibility.
Incorporating Equality Constraints
Algorithm 2 may be extended to solve a nonlinear program with both equality and inequality constraints: minimize f (x) subject to g(x) ≤ 0, h(x) = 0,
where f : ℜ n → ℜ, g : ℜ n → ℜ m , and h : ℜ n → ℜ m ′ (m ≥ 0, m ′ ≥ 0) are twice continuously differentiable functions. We sketch the extensions below. If h is affine and the starting x 0 satisfies h(x 0 ) = 0, then Algorithm 2 may be extended to solve (48) by adding the constraints ∇h(x) T ∆x = 0 to (6), thus maintaining the iterates to lie in the linear manifold {x ∈ ℜ n : h(x) = 0}. Convergence results analogous to Cor. 1 may be obtained by replacing (9) with 0 ∈ {∇g(x)λ + ∇h(x)ψ : λ 1 + ψ 1 = 1, λ ≥ 0, λ i = 0 ∀i ∈ I ζ (x)} ,
and restricting x and d in (10) to further satisfy h(x) = 0 and ∇h(x) T d = 0, etc. In general, Algorithm 2 may be extended to solve (48) using a penalty approach. In particular, when we apply Algorithm 1 at iteration t of Algorithm 2, we would replace f in the objective by, for example, the l 2 -penalty function (see, e.g., [12, p. Then, with (40) accordingly modified, it can be seen that part (a) of Prop. 2 still holds while part (b) holds provided (9) is replaced by (49) and (2) is replaced by the corresponding 1st-order necessary optimality condition for (48). By using the formula for ∇ 2 f t (x) and defining l(x, λ, ψ) := f (x) + g(x)
T λ + h(x) T ψ, part (c) can be analogously extended by replacing (10) with lim g(x)<0, µ>0,ψ=h(x)/µ λ i g i (x)/µ→−1 ∀i ∇xl(x,λ,ψ) /µ→0 (x,λ,ψ,µ)→(x,λ,ψ,0)
and replacing (3) by the corresponding weak 2nd-order necessary optimality condition for (48), etc. Cor. 1 and Prop. 3 may be extended accordingly. Also, it appears that these results can be extended to the barrier function 1/( ) κ (κ > 0), in place of − ln( ).
Extension to Semidefinite Nonlinear Program
The preceding methods and results (on convergence to 1st-order stationary points, at least) may be extended to the following semidefinite nonlinear program: minimize f (x) subject to −g(x) 0, where f : ℜ n → ℜ and g = [g ij ] m i,j=1 : ℜ n → S are twice continuously differentiable functions and, for A ∈ S, "A 0" (respectively, "A ≻ 0") means A is positive semidefinite (respectively, positive definite) [2, 13, 19, 24, 26] . Here W denotes the space of m×m blockdiagonal real matrices with k blocks of sizes m 1 , ..., m k , respectively (the blocks are fixed) and S denotes the subspace comprising those A ∈ W that are symmetric, i.e., A T = A. We sketch the extension below.
We endow W with the inner product and norm From the optimal solution (∆x, ∆S), we generate a new iterate: 
