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PREFACE to previous eddition
The present CORE 2.1 (COmpendium of RElations, Version 2.1) contains various for-
mulas and relations used in the practical calculations in the Standard Model.
The properties of the Pauli, Dirac, and Gell–Mann matrices, widely used in calcula-
tions in the Standard Model, are considered in details. Properties of the wave functions
of free fermions and gauge bosons are also discussed.
We present the full Lagrangian of the Standard Model and the corresponding Feynman
rules. The method of the evaluation of the Feynman (loop) integrals and calculations in
non-covariant gauges is considered.
We discuss in brief the relativistic kinematic and present a large number of the matrix
elements of the various processes in the Standard Model.
Almost all of the presented relations and formulas can be found in literature. However,
one can find different definitions, different normalizations, not widely used notations,
etc. We try to collect various expressions in one place and make the notations and
normalizations consistent.
We hope that the present CORE 2.1 will be useful for practical calculations in the
Standard Model, especially for post–graduates and young physicists.
We wish to thank A.V. Razumov for multiple and useful discussions.
Protvino, 1995
PREFACE to this eddition
The present CORE 3.1 (COmpendium of RElations, Version 3.1) is included new topics
and corrections for the first eddition.
Protvino, 2016
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1 NOTATION AND DEFINITIONS
• Throughout this article units are used in which ~ = c = 1.
• Everywhere the repeated indexes imply the summation.
• δik = δik = δik = δki (i, k = 1, . . . , n) is Kronecker symbol,
δik = 0 i 6= k, δ11 = δ22 = . . . δnn = 1.
Metric tensor in Minkowski space gµν = gµν (µ, ν = 0, 1, . . . , n) equals:
gµν = 0 µ 6= ν, g00 = 1, g11 = g22 = . . . = gnn = −1.
The tensor gµν is used for raising and lowering of the Lorentz subscripts and superscripts.
• The scalar products of any two p and q vectors (both in Euclidean and in Minkowski
spaces) is denoted as follows:
p · q or (pq), i.e. p · q = (pq).
The scalar products of any two p and q Euclidean vectors would be also denoted as:
~p~q, i.e. ~p~q = p · q = (pq).
• 4–vector pµ in Minkowski space is given by
pµ ≡ (E, ~p) = (p0, p1, p2, p3), pµ = gµνpν = (E, −~p).
The scalar product of any two vectors p and q in Minkowski space is given by
pµgµνq
ν = pµqµ = pνq
ν = p0q0 − p1q1 − p2q2 − p3q3.
The products of the 4–vector pµ with Dirac γµ matrix denotes as usual
pˆ ≡ pµgµνγν = pµγµ = pνγν .
• Totally antisymmetric tensor εAB...N .
• ε-symbol in two dimensions: εAB (A,B = 1, 2):
ε12 = ε
12 = 1; ε21 = ε
21 = −1; εAB =
(
0 1
−1 0
)
;
εAB = εAB, εBA = −εAB, εABεAB = 2; εABεBC = −δCA ;
εABε
CD = δCAδ
D
B − δDA δCB ;
εABεCD + εACεDB + εADεBC = 0.
εAB–symbol is used for rising and lowering of the spinor indexes (see Subsection 2.5).
• ε-symbol in three dimensions: εijk (i, j, k = 1, 2, 3):
ε123 = ε123 = 1, ε
ijk = εijk, εijkε
lmn =
∣∣∣∣∣∣
δli δ
l
j δ
l
k
δmi δ
m
j δ
m
k
δni δ
n
j δ
n
k
∣∣∣∣∣∣
1
εijkε
lmk = δliδ
m
j − δmi δlj, εijkεljk = 2 δli, εijkεijk = 6.
Schouten identity. For any 3–vector pi one has:
pi1εi2i3i4 − pi2εi1i3i4 + pi3εi1i2i4 − pi4εi1i2i3 = 0.
• ε-symbol in four–dimensional Minkowski space: εαβµν (α, . . . ν = 0, 1, 2, 3):
ε0123 = − ε0123 = 1.
εµναβε
λρστ = −
∣∣∣∣∣∣∣∣
δλµ δ
λ
ν δ
λ
α δ
λ
β
δρµ δ
ρ
ν δ
ρ
α δ
ρ
β
δσµ δ
σ
ν δ
σ
α δ
σ
β
δτµ δ
τ
ν δ
τ
α δ
τ
β
∣∣∣∣∣∣∣∣ , εµναβε
λρσβ = −
∣∣∣∣∣∣
δλµ δ
λ
ν δ
λ
α
δρµ δ
ρ
ν δ
ρ
α
δσµ δ
σ
ν δ
σ
α
∣∣∣∣∣∣ ,
εµναβε
λραβ = −2(δλµδρν − δρµδλν ), εµναβελναβ = −6δλµ, εµναβεµναβ = −24.
Schouten identity. For any 4–vector pµ one has:
pµ1εµ2µ3µ4µ5 + pµ2εµ3µ4µ5µ1 + pµ3εµ4µ5µ1µ2 + pµ4εµ5µ1µ2µ3 + pµ5εµ1µ2µ3µ4 = 0.
• Generalized Kronecker deltas
Sometimes one can make no difference between a vector and index. For example, one can
write:
εp1p2p3p4 or ε(p1, p2, p3, p4) instead of εµνρσp
µ
1p
ν
2p
ρ
3p
σ
4 .
These notation can be used in operations with generalized Kronecker deltas:
δj1...jni1...in ≡
∣∣∣∣∣∣
δj1i1 ... δ
j1
in
... ... ...
δj1in ... δ
jn
in
∣∣∣∣∣∣ , or δq1...qnp1...pn ≡
∣∣∣∣∣∣
p1 · q1 ... pn · q1
... ... ...
p1 · qn ... pn · qn
∣∣∣∣∣∣ .
In n-dimensional Euclidean space one has:
δq1...qmp1...pm =
1
(n−m)!ε
q1...qmαm+1...αnεp1...pmαm+1...αn .
In Minkowski space the minus sign appears:
δq1q2q3p1p2p3 = −εp1p2p3µεq1q2q3µ, δq1q2p1p2 = −
1
2
εp1p2µνε
q1q2µν .
• Matrices
For any matrix A = (aik) (i, k = 1, . . . n) we use the following notation:
I is the unit matrix, i.e. I = δik (sometimes, the unit matrix will be denote just 1);
A−1 is the inverse matrix, i.e. A−1A = AA−1 = I;
A> is the transposed matrix, i.e. a>ik = aki;
A∗ is the complex conjugated matrix, i.e. (a∗)ik = (aik)∗;
A† is the Hermitian conjugated matrix, i.e. a†ik = a
∗
ki;
H – Hermitian and U – unitary matrices should satisfy the following conditions:
H† = H,
U = (U †)−1, hence U † = U−1, UU † = U †U = I.
2
detA is the determinant of matrix A
detA = εi1i2...inai11ai22 · · · ainn
=
1
n!
εi1i2...inεk1k2...knai1k1ai2k2 · · · ainkn .
TrA is the trace of matrix A : TrA = aii (=
∑n
i=1 aii). The chief properties of the trace
are as follows (below λ and µ are parameters):
Tr(λA+ µB) = λTrA+ µTrB,
TrA> = TrA, TrA∗ = TrA† = (TrA)∗, TrI = n,
Tr(AB) = Tr(BA), det(eA) = eTrA.
For any two matrices A and B the commutator [A,B] and anticommutator {A,B} are
denoted as usual:
[A,B] ≡ AB −BA, {A,B} ≡ AB +BA.
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2 PAULI MATRICES
2.1 Main Properties
The Pauli matrices σi (i = 1, 2, 3) are generators of the group SU(2). The σi are equal
[1, 2, 3, 4]:
σ1 = σ
1 =
(
0 1
1 0
)
, σ2 = σ
2 =
(
0 −i
i 0
)
, σ3 = σ
3 =
(
1 0
0 −1
)
.
The main properties of σi are as follows:
σ†i = σi, Trσi = 0, detσi = −1, σiσk = iεikjσj + δik. (2.1)
Using relation (2.1), one gets:
σ2i = I, [σi, σk] = 2iεikjσj, {σi, σk} = 2δik,
σiσkσl = iεiklI + δikσl − δilσk + δklσi,
Tr(σiσk) = 2δik, Tr(σiσkσl) = 2iεikl,
Tr(σiσkσlσm) = 2(δikδlm + δimδkl − δilδkm).
2.2 Fiertz Identities
The Fiertz identities for the Pauli matrices have the form:
σiABσ
i
CD = 2δADδCB − δABδCD, (2.2)
σiABσ
i
CD =
3
2
δADδCB − 1
2
σiADσ
i
CB. (2.3)
Using (2.2), one can obtain the following relations:
δABσ
i
CD =
1
2
[δADσ
i
CB + σ
i
ADδCB + iε
iklσkADσ
l
CB],
σiABδCD =
1
2
[δADσ
i
CB + σ
i
ADδCB − iεiklσkADσlCB],
δABσ
i
CD + σ
i
ABδCD = σ
i
ADδCB + δADσ
i
CB,
σiABσ
k
CD =
1
2
[σiADσ
k
CB + δ
ikδADδCB − δikσlADσlCB +
+iεiklσlADδCB − iεiklδADσlCB].
2.3 σ+ and σ− Matrices
The σ+ and σ− matrices are defined as follows:
σ+ ≡ 1
2
(σ1 + iσ2) =
(
0 1
0 0
)
, σ− ≡ 1
2
(σ1 − iσ2) =
(
0 0
1 0
)
.
4
The relations for these matrices are given by
(σ±)† = σ∓, Trσ± = 0, detσ± = 0,
[σ±, σ1] = ±σ3, [σ±, σ2] = iσ3, [σ±, σ3] = ∓2σ±, [σ+, σ−] = σ3,
{σ±, σ1} = I, {σ±, σ2} = ±iI, {σ±, σ3} = 0, {σ+, σ−} = I,
σ2+ = σ
2
− = 0, σ+σ3 = −σ+, σ3σ+ = σ+,
σ+σ− =
1
2
(I + σ3), σ−σ+ =
1
2
(I − σ3),
(σ+σ−)n = σ+σ−, (σ−σ+)n = σ−σ+.
For any parameter ξ one gets:
exp(ξ
σ3
2
)σ±exp(−ξ σ3
2
) = σ±exp(±ξ).
If f(σ+σ−) (or f(σ−σ+)) is an arbitrary function of σ+σ− (or of σ−σ+), and this function
can be expanded into power series with respect to σ+σ− (or with respect to σ−σ+), then
f(σ+σ−) = f(0) + [f(1)− f(0)]σ+σ−,
f(σ−σ+) = f(0) + [f(1)− f(0)]σ−σ+.
2.4 Various Relations
Any 2× 2 matrix A can be expanded over the set {I, σi}:
A = a0I + aiσi,
where a0 =
1
2
TrA, and ai =
1
2
Tr(σiA).
Let αi be the 3–vector. Then
eαiσi = cosh
√
~α2 +
sinh
√
~α2√
~α2
(αiσi) = p0 + piσi. (2.4)
The components of the 4–vector pµ equal:
p0 = cosh
√
~α2, pi =
sinh
√
~α2√
~α2
αi, p
2
0 − ~p 2 = p2 = 1, (2.5)
and we have
αi =
pi√
~p 2
ln(p0 +
√
~p 2). (2.6)
Let p and q be two 4–vectors, and p2 = q2 = 1, then
(p0 + piσi)(q0 + qkσk) = a0 + alσl = e
βiσi , (2.7)
where a0 = p0q0 + (~p~q), aj = p0qj + pjq0 + iε
jklpkql, and the 3–vector βi in the relation
(2.7) is expressed through a0 and ~a as in (2.6).
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2.5 4–dimensional σµ Matrices
Here we present the various properties of 2× 2 matrices σµ and σ¯µ (µ = 0, 1, 2, 3):
σµ
AB˙
≡ (I,−σi); σ¯µA˙B ≡ (I, σi), µ = 0, 1, 2, 3, (2.8)
where σi are Pauli matrices.
With the help of σµ–matrices any tensor in Minkowski space can be unambiguously rewrit-
ten in spinorial form. In order to deal only with Lorentz–covariant expressions one should
clearly distinguish between dot and undot, lower and upper Weyl indices. The ε–symbol
(see Section 1) used here for rising and lowering indices.
The main properties of the σµ matrices are as follows:
σ¯µA˙A = εA˙B˙εABσµ
BB˙
, σµ
A˙A
= εABεA˙B˙σ¯
µB˙B,
(σµ)† = σµ, (σ¯µ)† = σ¯µ, detσµ = det σ¯µ = 1(−1), for µ = 0(1, 2, 3).
For any 4–vector pµ one has:
det pµσ
µ = det pµσ¯
µ = p2.
Various products of σµ matrices have the form:
σµ
AC˙
σ¯νC˙B + σν
AC˙
σ¯µC˙B = 2gµνδA
B, σ¯µA˙Cσν
CB˙
+ σ¯νA˙Cσµ
CB˙
= 2gµνδA˙B˙,
σµ
AC˙
σ¯C˙Bµ = 4δA
B, σ¯µA˙CσµCB˙ = 4δ
A˙
B˙,
σµ
AA˙
σµBB˙ε
A˙B˙ = 4εAB, σ
µ
AA˙
σµBB˙ε
AB = 4εA˙B˙,
σ¯µA˙Aσ¯B˙Bµ εA˙B˙ = 4ε
AB, σ¯µA˙Aσ¯B˙Bµ εAB = 4ε
A˙B˙,
σµ
AA˙
σν
BB˙
εABεA˙B˙ = σ¯µA˙Aσ¯νB˙BεABεA˙B˙ = 2g
µν ,
σµσ¯λσν = gµλσν + gνλσµ − gµνσλ − iεµλνρσρ,
σ¯µσλσ¯ν = gµλσν + gνλσµ − gµνσλ + iεµλνρσρ,
εµνρλ = iσµA˙AσνB˙BσρC˙CσλD˙D(εACεBDεA˙D˙εB˙C˙ − εADεBCεA˙C˙εB˙D˙).
The commutators of σµ and σ¯µ matrices have the special notation:
σµνBA ≡
1
4
(σµ
AC˙
σ¯νC˙B − σν
AC˙
σ¯µC˙B), σ¯µνA˙B˙ ≡
1
4
(σ¯µA˙Cσν
CB˙
− σ¯νA˙Cσµ
CB˙
).
The main properties of σµν are as follows:
σ0i =
1
2
σi, σik = − i
2
εiklσl, σ¯0i = −1
2
σi, σ¯ik = σik,
σµν = −σνµ, σ¯µν = −σ¯νµ,
(σµσ¯ν)A
B = gµνδA
B + 2σµνBA , (σ¯
µσν)A˙B˙ = g
µνδA˙B˙ + 2σ¯
µνA˙
B˙,
σµνKA εKB = σ
µνK
B εKA, σ¯
µνA˙
K˙ε
K˙B˙ = σ¯µνB˙K˙ε
K˙A˙,
εµνλρσλρ = −2iσµν , εµνλρσ¯λρ = 2iσ¯µν .
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2.6 Traces of σµ Matrices
Trσµ = Trσ¯µ = 2(0) for µ = 0 (1, 2, 3),
Trσµν = Trσ¯µν = 0, Tr(σµσ¯ν) = Tr(σ¯µσν) = 2gµν ,
Tr(σµσ¯νσλσ¯ρ) = 2(gµνgλρ + gµρgνλ − gµλgνρ − iεµνλρ),
Tr(σµνσλρ) = Tr(σ¯µν σ¯λρ) =
1
2
(gµρgνλ − gµλgνρ − iεµνλρ).
2.7 Fiertz Identities for σµ Matrices
The Fiertz identities for σµ equal:
σµ
AA˙
σ¯B˙Bµ = 2δA
BδA˙
B˙, σµ
AA˙
σµBB˙ = 2εABεA˙B˙, σ¯
µA˙Aσ¯B˙Bµ = 2ε
A˙B˙εAB. (2.9)
From the relations (2.9) one gets:
σµ
AA˙
σ¯νB˙B =
1
2
gµνδA
BδA˙
B˙ − δABσ¯µνB˙A˙ + σµνBA δA˙B˙ + 2σνλBA σ¯µλB˙A˙,
σµ
AA˙
σν
BB˙
=
1
2
gµνεABεA˙B˙ + εAB(εA˙C˙ σ¯
µνC˙
B˙) + (σ
µνC
A εCB)εA˙B˙
−2(σµλCA εCB)(εA˙C˙ σ¯νλC˙ B˙),
σ¯µA˙Aσ¯νB˙B =
1
2
gµνεABεA˙B˙ + (εACσµνBC )ε
A˙B˙ + εAB(σ¯µνA˙C˙ε
C˙B˙)
−2(εACσµλCB )(σ¯νλA˙C˙εC˙B˙),
(εACσµλCB )(σ¯
νλA˙
C˙ε
C˙B˙) = (εACσνλCB )(σ¯
µλA˙
C˙ε
C˙B˙).
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3 GELL–MANN MATRICES
3.1 The main properties
The Gell-Mann 3× 3 matrices λi(i = 1, . . . , 8) are generators of the group SU(3). Their
properties were presented elsewhere [3, 4, 13, 14, 15].
Usually in QCD instead of λi one deals with matrices ti:
ti ≡ 1
2
λi.
Eight λi matrices equal:
λ1 =
 0 1 01 0 0
0 0 0
 , λ2 =
 0 −i 0i 0 0
0 0 0
 , λ3 =
 1 0 00 −1 0
0 0 0
 ,
λ4 =
 0 0 10 0 0
1 0 0
 , λ5 =
 0 0 −i0 0 0
i 0 0
 , λ6 =
 0 0 00 0 1
0 1 0
 ,
λ7 =
 0 0 00 0 −i
0 i 0
 , λ8 = 1√
3
 1 0 00 1 0
0 0 −2
 .
The main properties of ti (or λi) are as follows:
t†i = ti, det ti = 0, (i = 1, . . . , 7), det t8 = −
2√
3
,
[ta, tb] = ifabctc, {ta, tb} = 1
3
δab + dabctc, (3.1)
where dabc(fabc) is totally symmetric (anti-symmetric) tensor. The non-zero elements of
fabc and dabc are equal to:
f123 = 1, f147 = −f156 = f246 = f257 = f345 = −f367 = 1
2
, f458 = f678 =
√
3
2
,
d146 = d157 = −d247 = d256 = d344 = d355 = −d366 = −d377 = 1
2
,
d118 = d228 = d338 = −d888 = 1√
3
, d448 = d558 = d668 = d778 = − 1
2
√
3
.
Throughout this Section we use two additional notations:
habc = dabc + ifabc, habc = hbca = hcab, haab = 0,
S(a1a2 . . . an) ≡ ta1ta2 . . . tan , SR(a1a2 . . . an) ≡ tan . . . ta2ta1 .
Thus, from (3.1) one has:
tatb =
1
6
δab +
1
2
(dabk + ifabk)tk =
1
6
δab +
1
2
habktk. (3.2)
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3.2 Traces of the ta–matrices
Trace of any string of ta matrices can be evaluated recursively using the relation (3.2):
TrS(a1a2 . . . an) =
1
6
δan−1anTrS(a1 . . . an−2) +
1
2
han−1ank TrS(a1 . . . an−2k) (3.3)
Using (3.1) and (3.3) one gets:
Tr(ta) = 0, Tr(tatb) =
1
2
δab, Tr(tatbtc) =
1
4
(dabc + ifabc) =
1
4
habc,
Tr(tatbtctd) =
1
12
δabδcd +
1
8
habnhncd,
Tr(tatbtctdte) =
1
24
habcδde +
1
24
δabhcde +
1
16
habnhnckhkde.
3.3 Fiertz Identity
The Fiertz identity for ta has the form:
taikt
a
jl =
1
2
(δilδkj − 1
3
δikδjl). (3.4)
Any 3× 3 matrix A can be expanded over set {I, ta}:
A = a0I + a
iti, where a0 =
1
3
TrA, ai = 2 Tr(tiA).
Decomposition of the two ui and u¯i color spinors products into color–singlet and color–
octet parts has the form:
uiu¯j =
δij√
3
+
√
2εktkij, ε
kεl = δkl.
3.4 Products of the ta–matrices
The product of n matrices ta could be written in the form a0 + ait
i using the following
relations (see (3.2)):
S(a1a2 . . . an) =
1
6
δan−1anS(a1a2 . . . an−2) +
1
2
han−1ankS(a1a2 . . . an−2k) (3.5)
Thus, the products of two, three, and four matrices equal:
tatb =
1
6
δab +
1
2
(dabk + ifabk)tk =
1
6
δab +
1
2
habktk,
tatbtc =
1
6
δabtc +
1
12
habc +
1
4
habkhkcntn,
tatbtctd =
1
36
δabδcd +
1
24
habkhkcd +
1
12
[habkδcd + δabhcdk]tk +
1
8
habnhcdkhnkptp.
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The products of the type tkStk have the form:
tkStk =
1
2
Tr(S)− 1
6
S,
tktk =
4
3
I, tktatk = −1
6
ta, tktatbtk =
1
4
δab − 1
6
tatb, tktatbtctk =
1
8
habc − 1
6
tatbtc,
tktatbtctdtk = −1
6
tatbtctd +
1
24
δabδcd +
1
16
habnhncd.
The products of the type SSΠ (here SΠ is denoted any permutation of the tai–matrices)
are given by
ta1ta2 . . . tan tan . . . ta2ta1 =
(4
3
)n
,
tatbtatb = −2
9
I, tatbtbta =
16
9
I.
The products of the S(abc)SΠ(abc) and S(abcd)SΠ(abcd) are presented on the following
tables (in these tables symbol (abc) stands for tatbtc, etc).
Table 3.1. The products of the (abc) on the (abc)Π. All products are contain the common
factor
1
27
I.
(abc) 10 (bac) 1 (cab) −8
(acb) 1 (bca) −8 (cba) 64
Table 3.2. The products of the (abcd) on the (abcd)Π. All products are contain the
common factor
1
81
I.
(abcd) −14 (bacd) +31 (cabd) −5 (dabc) +40
(abdc) +31 (badc) +71
2
(cadb) −1
2
(dacb) +4
(acbd) +31 (bcad) −5 (cbad) −1
2
(dbac) +4
(acdb) −5 (bcda) +40 (cbda) +4 (dbca) −32
(adbc) −5 (bdac) −1
2
(cdab) +4 (dcab) −32
(adcb) −1
2
(bdca) +4 (cdba) −32 (dcba) +256
3.5 Convolutions of dabc and fabc with ta
The convolutions of the coefficients dabc and fabc with the ta–matrices equal:
dabctc = tatb + tbta − 1
3
δab, fabctc = i(tbta − tatb),
habctc = 2tatb − 1
2
δab
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dabkdkcltl = (tatbtc + tbtatc + tctatb + tctbta)− 1
3
dabcI − 2
3
δabtc,
dabkfkcltl = i(−tatbtc − tbtatc + tctatb + tctbta),
fabkdkcltl = i(−tatbtc + tbtatc − tctatb + tctbta)− 1
3
fabcI,
fabkfkcltl = (−tatbtc + tbtatc + tctatb − tctbta),
dabctatbtc =
10
9
I, fabctatbtc = 2iI, habctatbtc = −8
9
I,
dabctatb =
5
6
tc, fabctatb =
3
2
itc, habctatb = −2
3
tc.
The Jacobi identities for the coefficients fabc and dabc equal:
fabkfkcl + fbckfkal + fcakfkbl = 0,
dabkfkcl + dbckfkal + dcakfkbl = 0.
The various relations of a such type were presented in [14]:
dabkdkcl + dbckdkal + dcakdkbl =
1
3
(δabδcl + δacδbl + δalδbc),
fabkfkcl =
2
3
(δacδbl − δalδbc) + dackdblk − dalkdbck,
3dabkdkcl = δacδbl + δalδbc − δabδcl + fackfblk + falkfbck,
daac = faac = dabcfabm = 0.
faklfbkl = 3δab, dakldbkl =
5
3
δab,
fpakfkblflcp = −3
2
fabc, dpakfkblflcp = −3
2
dabc,
dpakdkblflcp =
5
6
fabc, dpakdkbldlcp = −1
2
dabc,
dpiqdqjmdmktdtlp =
1
36
(13δijδkl − 7δikδjl + 13δilδjk − dikmdmjl),
dpiqdqjmdmktftlp =
1
12
(−7dijmfmkl + dikmfmjl + 9dilmfmjk),
dpiqdqjmdmktdtlp =
1
36
(−21δijδkl + 19δikδjl − δilδjk)
+
1
6
(dikmdmjl − 4dilmdmjk),
dpiqfqjmfmktdtlp =
3
4
(dikmfmil + dilmfmkj),
fpiqfqjmfmktftlp =
1
4
(5δijδkl + δikδjl + 5δilδjk − 6dikmdmjl).
dabcdabc = 40/3, fabcfabc = 24,
habchabc = −32/3, habchbac = 112/3,
dabkdklcdcbndnla = −20/3, dabkdklcdcbnfnla = 0,
dabkdklcf cbnfnla = 20, dabkfklcdcbnfnla = −20,
dabkfklcf cbnfnla = 0, fabkfklcf cbnfnla = 36,
habkhklchcbnhnla = −32/3
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3.6 Gell-Mann Matrices in n–dimensions
The generators for an arbitrary SU(n) group are:
ta, a = 1, 2, .., N, N = n2 − 1 (3.6)
with the properties as follows:
(ta)† = ta, T rta = 0, (3.7)
[ta, tb] = i fabc tc (3.8)
{ta, tb} = dabc tc + 1
n
δab (3.9)
[ta, tb] ≡ tatb − tbta, {ta, tb} ≡ tatb + tbta,
The constants fabc(dabc) is totally antisymmetric (symmetric) tensor.
SU(n) group has the invariants as follows:
fa klf b kl = CAδ
ab, d a kld b kl = CDδ
ab, tata = CF I, T r t
atb = TF δ
ab (3.10)
with
CA = n, CF =
n2 − 1
2n
, CD =
n2 − 4
n
, TF =
1
2
(3.11)
The Jacobi identities have the form:
fabKfK cl + f bcKfK al + f caKfK bl = 0
dabKfK cl + dbcKfK al + dcaKfK bl = 0
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4 DIRAC MATRICES
4.1 Main Properties
The main properties of the Dirac γ-matrices are as follows [1, 2, 3, 4, 5]:
γµγν + γνγµ = 2gµν , (4.1)
(γ0)2 = I, (γi)2 = −I, , (γ0)† = γ0, (γi)† = −γi. (4.2)
σµν ≡ 1
2
(γµγν − γνγµ), σµν = −σνµ (4.3)
The definition of the γ5 matrix and its properties are as follows:
γ5 ≡ iγ0γ1γ2γ3 = − i
4!
εαβµνγ
αγβγµγν . (4.4)
(γ5)2 = I, (γ5)† = γ5, γ5γµ + γµγ5 = {γµ, γ5} = 0
Note, that
γ0 = γ0, γ
i = −γi, (γµ)† = γ0γµγ0 = γµ
The Dirac conjugation of any 4× 4–matrix A is defined as follows:
A¯ ≡ γ0A†γ0. (4.5)
From (4.5) one gets:
γµ = γµ, γ5 = −γ5, γαγβ · · · γλ = γλ · · · γβγα,
γαγβ · · · γmγ5 · · · γλ = γλ · · · (−γ5)γm · · · γβγα = γλ · · · γmγ5 · · · γβγα.
In this Section for the string of the γ–matrices we shall use the special notation:
S = Sn ≡ γα1γα2 · · · γαn , SR = SnR ≡ γαn · · · γα2γα1 . (4.6)
Odd– and even–numbered string of γ–matrices will be denoted as follows:
Sodd ≡ γα1γα2 · · · γα2k+1 , Seven ≡ γα1γα2 · · · γα2k . (4.7)
4.2 Representations of the Dirac Matrices
The non–singular transformation γ → UγU † connects the different representations of the
γ–matrices (Pauli lemma). Here we present three representations of the Dirac matrices.
• Dirac (standard) representation
γ0D =
(
1 0
0 −1
)
, γiD =
(
0 σi
−σi 0
)
, γ5D =
(
0 1
1 0
)
.
• Chiral (spinorial) representation
γµC = UC γ
µ
DU
†
C , UC =
1√
2
(1− γ5Dγ0D) =
1√
2
(
1 1
−1 1
)
,
γ0 =
(
0 −1
−1 0
)
, γi =
(
0 σi
−σi 0
)
, γ5 =
(
1 0
0 −1
)
,
γR =
1
2
(
1 + γ5
)
=
(
1 0
0 0
)
, γL =
1
2
(
1 − γ5) = ( 0 0
0 1
)
.
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• Majorana representation
γµM = UM γ
µ
DU
†
M , UM =
1√
2
(
1 σ2
σ2 −1
)
,
γ0 =
(
0 σ2
σ2 0
)
, γ1 =
(
iσ3 0
0 iσ3
)
, γ2 =
(
0 −σ2
σ2 0
)
,
γ3 =
( −iσ1 0
0 −iσ1
)
, γ5 =
(
σ2 0
0 −σ2
)
.
4.3 Expansion of 4× 4 Matrices
The following 16 matrices ΓA (A = 1, . . . , 16)
I, γ5, γµ, γ5γµ, σµν (4.8)
are the full set of 4× 4–matrices.
The main properties of ΓA are as follows:
TrI = 4, Trγ5 = Trγµ = Trγ5γµ = Trσµν = 0 (4.9)
Any 4× 4–matrix A can be expanded over set of the ΓA-matrices:
A = a0I + a5γ
5 + vµγ
µ + aµγ
5γµ + Tµνσ
µν , (4.10)
where the coefficients could be found from the following relations:
a0 =
1
4
TrA, a5 =
1
4
Tr(γ5A), vµ =
1
4
Tr(γµA),
aµ = −1
4
Tr(γ5γµA), T µν = −T νµ = −1
8
Tr(σµνA).
For the expansion of a matrix A one can use another set of Γ′A (Γ
′
A = X, Y, U
µ, V µ, σµν):
X = I + γ5, Y = I − γ5, Uµ = (I + γ5)γµ, V µ = (I − γ5)γµ,
X2 = 2X, Y 2 = 2Y.
These matrices have the following properties:
U2 = V 2 = XY = Y X = XUµ = Y V µ = 0,
TrX = TrY = 4, TrUµ = TrUµ = Trσµν = 0.
The expansion of any 4× 4–matrix A over set of Γ′-matrices has the form:
A = axX + ayY + bµU
µ + cµV
µ + Tµνσ
µν ,
where
ax =
1
8
Tr(XA), ay =
1
8
Tr(Y A), bµ =
1
8
Tr(V µA), cµ =
1
8
Tr(UµA),
T µν = −1
8
Tr(σµνA).
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4.4 Products of the Dirac Matrices
γµγν = gµν + σµν , σµν = γµγν − gµν = −γνγµ + gµν ,
γ5γµγν = gµνγ5 +
i
2
εµναβσαβ, γ
5σµν = +
i
2
εµναβσαβ,
γλσµν = (gµλγν − gνλγµ)− iελµναγ5γα,
σµνγλ = −(gµλγν − gνλγµ)− iελµναγ5γα,
γ5γλσµν = (gµλγ5γν − gνλγ5γµ)− iελµναγα,
σµνγ5γλ = −(gµλγ5γν − gνλγ5γµ)− iελµναγα,
σαβσµν = gανgβµ − gαµgβν − iεαβµνγ5
+(gανgβλgµσ − gαµgβλgνσ − gβνgαλgµσ + gβµgαλgνσ)σλσ,
σαβσµν + σµνσαβ = 2(gανgβµ − gαµgβν − iεαβµνγ5).
The totally antisymmetric tensor γµνλ is defined as follows:
γµνλ ≡ 1
6
(γµγνγλ + γνγλγµ + γλγµγν − γνγµγλ − γλγνγµ − γµγλγν),
γµγνγλ = γµνλ + gµνγλ − gµλγν + gνλγµ,
γµνλ = −iεµνλαγ5γα, γ5γα = i
6
εαµνλγµνλ.
The products of the type
∑16
A=1 Γ
AΓBΓA are presented in the Table 4.1.
Table 4.1.
ΓB γ5ΓBγ5 γνΓBγν γ5γνΓBγ5γν σµνΓBσµν
I I 4 −4 −1
γ5 γ5 −4γ5 −4γ5 −12γ5
γα −γα −2γα −2γα 0
γ5γα −γ5γα 2γ5γα 2γ5γα 0
σαβ σαβ 0 0 4σαβ
So–called Chisholm identities are given by [5]:
γµSoddγµ = −2SoddR , (4.11)
γµSevenγµ = γ
µγλS ′oddγµ = 2γλS ′oddR + 2S
′oddγλ, (4.12)
where in the last relation Seven = γλS ′odd.
Using the relations (4.11) and (4.12), one gets:
γµSevenγµ = Tr(S
even)I − Tr(γ5Seven)γ5,
pˆSevenpˆ = −p2SevenR +
1
2
Tr(pˆγαSevenR )γαpˆ,
pˆSevenpˆ = −pˆSevenR pˆ, for p2 = 0,
γµSoddγµ = −1
2
Tr(γαSodd)γα +
1
2
Tr(γ5γαSodd)γαγ
5,
pˆSoddpˆ = −p2SoddR +
1
2
Tr(pˆSoddR )pˆ+
1
2
Tr(γ5pˆSoddR )pˆγ
5,
Sodd =
1
4
Tr(γαSodd)γα +
1
4
Tr(γ5γαSodd)γαγ
5,
Sodd + SoddR =
1
2
Tr(γαSodd)γα.
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Using (4.11) and (4.12), one can write also the well known relations for S1, S2, S3, S4:
γµγαγµ = −2γα, γµγαγβγδγµ = −2γδγβγα,
γµγαγβγµ = 4g
αβ,
γµγα1γα2γα3γα4γµ = 2(γ
α4γα1γα2γα3 + γα3γα2γα1γα4)
= 2(γα1γα4γα3γα2 + γα2γα3γα4γα1),
γµσαβγµ = 0, γ
µσαβγδγµ = 2γ
δσαβ, γµγδσαβγµ = 2σ
αβγδ.
4.5 Fiertz Identities
Fiertz identities for γ–matrices could be obtained from the basic formula:
δijδkl =
1
4
[δilδkj + γ
5
ilγ
5
kj + γ
µ
ilγµ kj − (γ5γµ)il(γ5γµ)kj −
1
2
σµνil (σµν)kj]. (4.13)
Using (4.13) one can obtain the well known relations:
ΓMij Γ
M
kl =
16∑
N=1
CMNΓ
N
il Γ
N
kj, (4.14)
The coefficients CMN are presented in Table 4.2, where we use the traditional notations:
S = I, P = γ5, V = γµ, A = γ5γµ, T = σµν .
Table 4.2.
N = S V T A P
M = I 1
4
1
4
−1
8
−1
4
1
4
V 1 −1
2
0 −1
2
−1
T −3 0 −1
2
0 −3
A −1 −1
2
0 −1
2
1
P 1
4
−1
4
−1
8
1
4
1
4
Using relation (4.13) one gets:
(1± γ5)ijδkl =
1
8
[2(1± γ5)il(1± γ5)kj + 2((1± γ5)γµ)il((1∓ γ5)γµ)kj − ((1± γ5)σµν)ilσµνkj ],
δij(1± γ5)kl =
1
8
[2(1± γ5)il(1± γ5)kj + 2((1∓ γ5)γµ)il((1± γ5)γµ)kj − ((1± γ5)σµν)ilσµνkj ],
(1± γ5)ij(1± γ5)kl = 1
4
[2(1± γ5)il(1± γ5)kj − ((1± γ5)σµν)ilσµνkj ],
(1± γ5)ij(1∓ γ5)kl = 1
2
[(1± γ5)γµ]il[(1∓ γ5)γµ]kj,
[(1± γ5)γµ]ij[(1± γ5)γµ]kl = −[(1± γ5)γµ]il[(1± γ5)γµ]kj,
[(1± γ5)γµ]ij[(1∓ γ5)γµ]kl = 2(1± γ5)il(1∓ γ5)kj,
(γµ)ij(γµ)kl + (γ
5γµ)ij(γ
5γµ)kl = −[(γµ)il(γµ)kj + (γ5γµ)il(γ5γµ)kj].
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4.6 Traces of the γ-matrices
The trace of any odd–numbered string of γ–matrices (including any number of γ5 matrices)
and trace of the γ5γµγν product are equal to zero:
TrSodd = Tr
(
Sodd(· · · γ5 · · · )) = Tr(γ5γµγν) = 0.
In this Subsection we use the following notation:
T µ1µ2...µn ≡ 1
4
Tr(γµ1γµ2 ... γµn).
Then
T µν = gµν , Tαβδσ = gαβgδσ + gασgβδ − gαδgβσ,
Tαβδλρσ = gαβT δλρσ − gαδT βλρσ + gαλT βδρσ − gαρT βδλσ + gασT βδλρ,
Tr(γ5) = 0, Tr(γ5γµγν) = 0, Tr(γ5γαγβγδγλ) = −4iεαβδλ,
Tr(γ5γα1γα2γα3γα4γα5γα6) = 4i(gα1α2εα3α4α5α6 − gα1α3εα2α4α5α6
+gα2α3εα1α4α5α6 + gα4α5εα1α2α3α6 − gα4α6εα1α2α3α5 + gα5α6εα1α2α3α4),
Trσαβσµν = 4(gανgβµ − gαµgβν).
Using the relation (4.13), one can rewrite the trace of the product of two 4× 4 matrices
A and B as follows:
4Tr(AB) = Tr(A)Tr(B) + Tr(γ5A)Tr(γ5B) + Tr(γµA)Tr(γµB)
− Tr(γ5γµA)Tr(γ5γµB)− 1
2
Tr(σµνA)Tr(σµνB).
The additional equation can be obtained using the Chisholm identities (4.11) and (4.12):
Tr(AγµB)Tr(γµS
odd) = 2
[
Tr(ASoddB) + Tr(ASoddR B)
]
.
4.7 Dirac Matrices Algebra in n–dimensions
In the framework of dimensional regularization one gets:
Tr I = f(n), f(4) = 4, gµνgµν = n,
γµγν + γνγµ = 2gµν ,
γµγ
αγµ = (2− n)γα,
γµγ
αγβγµ = 4gαβ + (n− 4)γαγβ,
γµγ
αγβγδγµ = −2γδγβγα + (4− n)γαγβγδ.
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5 VECTOR ALGEBRA
Let {p1, . . . , pn} be some basis and scalar products pi ·pj define a matrix M : Mij = pi ·pj.
The dual basis is the set of vectors {ξ1, ..., ξn}, which satisfy the conditions:
ξi · pj = δij, ξi · ξj = (M−1)ij.
Then
ξαi = δ
p1,...,pi−1,α,pi+1,...,pn
p1,. . . . . . . . . . ,pn
/∆n,
where ∆n = δ
p1,...,pn
p1,...,pn
. Sometimes one needs to represent some vector Q in the form [9]:
Qα = Pα + Vα,
where Pα is a linear combination of p1, ..., pm (m < n), and V · pi = 0 for i = 1, ...,m.
m = 1 Pα = p1·Qp1·p1p1α, Vα = 1p1·p1 δ
p1α
p1Q
m = 2 Pα = 1∆2 δQµp1p2δµαp1p2 = 1∆2
(
δQp2p1p2p1α +δ
p1Q
p1p2
p2α
)
Vα =
1
∆2
δp1p2αp1p2Q
m = 3 Pα = 12∆3 δQµνp1p2p3δαµνp1p2p3 = 1∆3
(
δQp2p3p1p2p3p1α + δ
p1Qp3
p1p2p3
p2α +δ
p1p2Q
p1p2p3
p3α
)
Vα =
1
∆3
δp1p2p3αp1p2p3Q.
5.1 Representation of 3–dimensional Vectors, Reflections and Rotations
Using the Pauli Matrices
• Vectors
Any vector ~x in 3–dimensional Euclidean space can be represented in the matrix form:
xˆ ≡ ~x · ~σ = xiσi =
(
x3 x1 − ix2
x1 + ix2 −x3
)
,
det xˆ = −~x · ~x = −(x21 + x22 + x23),
where σi is the Pauli matrices (see Section 2).
The fundamental property of this representation is
(xˆ)2 = ~x · ~x I, hence xˆyˆ + yˆxˆ = 2 (~x · ~y) I. (5.1)
One should also note that
xˆyˆ − yˆxˆ = 2i ~̂x× ~y.
If components of ~x are real, then xˆ† = xˆ. However, in some practically important cases
(xˆ)2 = 0 and, hence, ~x · ~x = 0, components of ~x are complex, say, x2 = ix0. Then the
matrix
xˆ =
(
x3 x1 + x0
x1 − x0 −x3
)
represents a vector from 3–dimensional space–time, in that case xˆ† 6= xˆ.
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• Reflections
Let ~x be an arbitrary vector and S be the plane orthogonal to some unit vector ~s. Then,
vector ~x′ which results from ~x after the reflection in the plane S is equal to:
~x′ = ~x− 2(~x~s)~s,
or, in the considered matrix representation
xˆ′ = −sˆxˆsˆ.
• Rotations
Let ~p and ~q be the two unit vectors with the angle θ/2 between them:
~p 2 = ~q 2 = 1, (~p~q) = cos(θ/2).
Since any spatial rotation is a composition of two reflections, the rotation by the angle θ
in the direction from ~p to ~q is given by the matrix
M = qˆpˆ,
i.e. an arbitrary vector ~x transforms as follows:
xˆ′ = MxˆM−1 = qˆpˆxˆpˆqˆ.
The matrix M can be rewritten in widely used form:
M = qˆpˆ = ~q · ~p I + iεqprrˆ = cos(θ/2)I − i ~n~σ sin(θ/2), (5.2)
where ~n sin(θ/2) = ~p × ~q, −pi < θ < pi, positive values of θ correspond to
counterclockwise rotations if one sees from the head of vector ~n.
So, we get the two forms of representation of a spatial rotation:
• The rotation by angle θ about a unit vector ~n is given by
M = cos(θ/2)I − i ~n~σ sin(θ/2).
• The rotation in the plane of unit vectors ~p and ~q which transforms ~p into ~q is
represented by
M =
I + qˆpˆ√
2(1 + ~q · ~p)
5.2 Representation of 4–dimensional Vectors, Reflections and Rotations
Using the Dirac Matrices
• Vectors
4× 4 matrix xˆ, which represents the 4–vector xµ in Minkowski space looks as follows:
xˆ ≡ xµγµ =

0 0 −x0 − x3 −x1 + ix2
0 0 −x1 − ix2 −x0 + x3
−x0 + x3 x1 − ix2 0 0
x1 + ix2 −x0 − x3 0 0
 .
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This matrix satisfies the fundamental property
(xˆ)2 = x · xI ⇒ xˆyˆ + yˆxˆ = 2 x · y. (5.3)
• Reflections
Using the relation (5.3) one can easily derive formulas for the reflections in 3–hyperplanes.
Let xµ be an arbitrary vector and S be the 3-hyperplane orthogonal to some unit vector
s. Then, vector x′ which results from x after the reflection in the hyperplane S is equal
to
x′ = x− 2 x · s s,
or, in the considered matrix representation
xˆ′ = −sˆxˆsˆ.
• Lorentz transformations
Let p and q be the two unit time-like vectors:
p · p = q · q = 1.
Lorentz transformation, which is a composition of the reflections in 3-hyperplanes deter-
mined by the vectors p and q is given by the matrix:
M = qˆpˆ,
i.e. an arbitrary vector x transforms as follows:
xˆ′ = MxˆM−1 = qˆpˆxˆpˆqˆ.
The Lorentz transformation in the 2-plane (defined by the vectors p and q), which trans-
forms p into q, is represented by
M =
I + qˆpˆ√
2(1 + q · p) .
For space-like unit vectors p and q we arrive at
M =
−I + qˆpˆ√
2(1− q · p) .
Let Λµν be the matrix of Lorentz boost that moves the vector
me0
ν = (m, 0, 0, 0) to pµ = (p0, p1, p2, p3),
pµ = Λµν me0
ν ,
and leaves all vectors orthogonal to p and e0 invariant. Then
pˆ = S(Λ) mγ0 S−1(Λ) ,
where
S(Λ) =
pˆγ0 +m√
2m(m+ p0)
.
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This being so,
Λµν =
1
4
Tr γµS(Λ)γνS
−1(Λ) =

p0
m
pi
m
pi
m
δij +
pipj
m(p0 +m)
 .
The reference frame where the momentum of the reference body is equal to p is usually
referred to as the laboratory frame Lab-frame; the frame where the it is equal to me0 is
the rest frame R-frame;
Let kµ be some 4-vector defined in the Lab-frame and k∗µ be the same 4-vector in the
R-frame; kµ = Λµνk
∗ν and k∗µ =
(
Λ−1
)µ
ν
kν .
The Lorentz transormations form R(est)-frame to Lab-frame and vice versa can also
be represented in the form
k∗ → k
R→ Lab :
 k0 = k
∗
0p0 + (
~k∗~p)
m
~k = ~k∗ + α~p
k → k∗
Lab→ R :
 k∗0 =
(pk)
m
~k∗ = ~k − α~p
(5.4)
where
α =
k∗0 + k0
p0 +m
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6 DIRAC SPINORS
6.1 General Properties
Dirac spinors u(p, s) and v(p, s) describe the solutions of the Dirac equation with positive
and negative energy:
(pˆ−m) u(p, s) = 0, (pˆ+m) v(p, s) = 0 (6.1)
u¯(p, n)(pˆ−m) = 0, v¯(p, n)(pˆ+m) = 0 (6.2)
where The conjugated spinors are defined as follows:
u¯ = u†γ0, v¯ = v†γ0,
These spinors are the functions of 4-momentum pµ on the mass shell p0 =
√
~p 2 +m2.
The normalization conditions are as follows:
u¯(p, s)u(p, s) = +2m,
v¯(p, s)v(p, s) = −2m.
Symbol s stands for the polarization of the fermion. The axial–vector sµ of the fermion
spin is defined by the relations:
u¯(p, s)γµγ5u(p, s) = m sµ, (s s) = −1, (s p) = 0.
It is helpful to clear up the relation between n and the Pauli–Lubanski pseudovector
Wµ = εµαβνM
αβP ν ,
where Mαβ and P ν are the generators of Lorentz transformations and translations; it acts
on the fermion fields as follows:
Wµψ(x) =
i
2
σµνγ
5∂νψ(x), γ5sˆ = − 2
m
s ·W
To make a bridge between the above formulas and nonrelativistic concept of spin it is well
to recollect that the operator of spin of the fermion at rest is given by
Σk =
1
2
(
σk 0
0 σk
)
= − 1
2
γ5γkγ0
For the fermion of momentum p, the spin has the form:
Σµ =
1
2
γ5γµ
pˆ
m
Its projection on the direction defined by an arbitrary 4-vector s such that (s p) = 0 and
(s s) = −1 is given by the formula:
Σ · s = 1
2
γ5sˆ
pˆ
m
.
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Thus, the spin is the Pauli–Lubanski pseudovector times the sign of energy:
Σ = W
pˆ
m
,
That is why the spin of the fermions u(p, s) and v(p,−s) is Σ = s
2
and the spin of the
fermions u(p,−s) and v(p, s) is Σ = − s
2
.
Note that the axial vector s describing the spin of the fermion has only spatial non-zero
components in its rest frame and transforms together with the vector p under Lorentz
transformations.
The spinor u(p, s) describes a fermion with momentum p and the vector of spin n. The
spinor v(p, s) describes an antifermion with momentum p and the vector of spin −s. (One
should note, that axial vector s describing spin of a fermion has only spatial non-zero
components in the rest frame of this fermion. However, it transforms together with the
vector p under Lorentz transformations.)
Spinors u(p, s) and v(p, s) satisfy the following relations:
u(p, s) u¯(p, s) =
(pˆ+m) (1 + γ5sˆ)
2
, (6.3)
v(p, s) v¯(p, s) =
(pˆ−m) (1 + γ5sˆ)
2
, (6.4)
sˆγ5u(p, s) = u(p, s), sˆγ5v(p, s) = v(p, s), (6.5)
as well as the Gordon identities:
u¯(p1, s1) γ
µ u(p2, s2)
=
1
2m
u¯(p1, s1) [(p1 + p2)
µ + σµν(p1 − p2)ν ]u(p2, s2),
u¯(p1, s1) γ
µ γ5u(p2, s2)
=
1
2m
u¯(p1, s1)
[
(p1 − p2)µγ5 + σµν(p1 + p2)νγ5
]
u(p2, s2),
Both (pµ +mnµ) and (pµ −mnµ) are light-like vectors.
6.2 Bispinors in the Dirac represenetaion of the γ matrices
For the massive fermion with the mass m and 4-momentum pµ
pµ = (p0, p1, p2, p3) = (p0, ~p ), ; p0 =
√
m2 + ~p 2
We define two reference frames, namely, R-frame (the fermion rest-frame) and L-frame
(where the fermion momentum pµ defined above):
R-frame : pµ = (m, 0)
L-frame : pµ = (p0, p1, p2, p3)
In the fermion rest-frame we introduce four orts are as follows:
e0
µ = (1, 0, 0, 0), e1
µ = (0, 1, 0, 1), e2
µ = (0, 0, 1, 0), e3
µ = (0, 0, 0, 1) (6.6)
e0
2 = 1, ei
2 = −1, i = 1, 2, 3, (ei ej) = 0, i, j = 0, 1, 2, 3, i 6= j
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In the L-frame the spatial orts have the form:
eµi = ei
µ +
pi
m
V µ; i = 1, 2, 3, V µ =
(
1;
~p
m+ p0
)
; V 2 =
2m
m+ p0
(ei ej) = −δij, (ei p) = 0, i = 1, 2, 3
The standard spinors u and v are most conveniently defined in the fermion Rest-frame,
u
(0)
1 =

√
2m
0
0
0
 , u¯(0)1 = ( √2m, 0, 0, 0 ) ,
u
(0)
2 =

0√
2m
0
0
 , u¯(0)2 = ( 0, √2m, 0, 0 ) ,
v
(0)
1 =

0
0√
2m
0
 , v¯(0)1 = ( 0, 0, − √2m, 0 ) ,
v
(0)
2 =

0
0
0√
2m
 , v¯(0)2 = ( 0, 0, 0, − √2m )
These spinors u1 and v2 describe the positive polarization along the Z axis, while u2 and
v1 correspond to the negative polarization.
Then, the standard spinors in the L-frame of the fermion can be obtained by making
the Lorentz boost S1:
pˆ = S1 meˆ0 S
−1
1 = S1 mγ
0 S−11
S1 =
pˆγ0 +m√
2m(m+ p0)
=
1√
2m(m+ p0)
(
(p0 +m)I σipi
σipi (p0 +m)I
)
;
S−11 = S
†
1 =
γ0pˆ+m√
2m(m+ p0)
=
1√
2m(m+ p0)
(
(p0 +m)I − σipi
− σipi (p0 +m)I
)
;
ur(p, z) = S1ur(me0, e3), vr(p, z) = S1vr(me0, e3), r = 1, 2
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Thus, int the L-frame one has:
u1(p) =
1√
m+ p0

m+ p0
0
p3
p+
 , u¯1(p) = 1√m+ p0 ( m+ p0 , 0 , −p3 , −p− ) ,
u2(p) =
1√
m+ p0

0
m+ p0
p−
−p3
 , u¯2(p) = 1√m+ p0 ( 0 , m+ p0 , −p+ , p3 ) ,
v1(p) =
1√
m+ p0

p3
p+
m+ p0
0
 , v¯2(p) = 1√m+ p0 ( p3 , p− , −(m+ p0) , 0 ) ,
v2(p) =
1√
m+ p0

p−
−p3
0
m+ p0
 , v¯1(p) = 1√m+ p0 ( p+ , −p3 , 0 , −(m+ p0) )
where
p± = p1 ± ip2
These spinors have the properties as follows:
(pˆ−m)ui = 0; i = 1, 2; u¯1u1 = u¯2u2 = 2m; u¯1u2 = u¯1u2 = 0
(pˆ+m)vi = 0; i = 1, 2; v¯1v1 = v¯2v2 = −2m; v¯1v2 = v¯1v2 = 0
u1u¯1 + u2u¯2 = pˆ+m; v1v¯1 + v2v¯2 = pˆ−m
In the both frames there are the following relations:
R-frame : ↔ eiµ, u(0), v(0)
L-frame : ↔ eµi , u(p), v(p)
U − spinors
γ5eˆ1u1 = u2 γ
5eˆ1u2 = u1 u¯1γ
5eˆ1 = u¯2 u¯2γ
5eˆ1 = u¯1
γ5eˆ2u1 = iu2 γ
5eˆ2u2 = −iu1 u¯1γ5eˆ2 = −iu¯2 u¯2γ5eˆ2 = iu¯1
γ5eˆ3u1 = u1 γ
5eˆ3u2 = −u2 u¯1γ5eˆ3 = u¯1 u¯2γ5eˆ3 = −u¯2
V − spinors
γ5eˆ1v1 = v2 γ
5eˆ1v2 = v1 v¯1γ
5eˆ1 = v¯2 v¯2γ
5eˆ1 = v¯1
γ5eˆ2v1 = iv2 γ
5eˆ2v2 = −iv1 v¯1γ5eˆ2 = −iv¯2 v¯2γ5eˆ2 = iv¯1
γ5eˆ3v1 = v1 γ
5eˆ3v2 = −v2 v¯1γ5eˆ3 = v¯1 v¯2γ5eˆ3 = −v¯2
The polarization vector z is defined by the relation
zˆ = S1 eˆ3 S
−1
1 = S (− γ3) S−11
It has the form
zµ =
1
m(p0 +m)
(
p3(p0 +m) , p1p3, p2p3, (p3)2 +m(p0 +m)
)
.
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Since z2 = −1 and z · p = 0, any polarization vector n of the fermion of momentum p
can be obtained by the Lorentz transformation S2 from the Wigner little group of the
momentum p,
sˆ = S2zˆS
−1
2 , S2 =
sˆzˆ + 1√
2(1 + z · s) .
Thus we arrive at the explicit expressions for the spinors u(p, s) and v(p, s):
ur(p, s) = S2ur(p, z), vr(p, s) = S2vr(p, z) ;
to put it differently, the spinors u1(p, s), u2(p, s), v1(p, s), and v2(p, s) are the columns of
the matrix √
2mS2S1 =
sˆzˆ + 1√
2(1 + z · s)
pˆγ0 +m√
(m+ p0)
,
where
zˆ = − (pˆγ
0 +m)γ3(γ0pˆ+m)
2m(m+ p0)
.
The case when the spatial component ~s of the polarization vector sµ is directed along
the 3-momentum ~p is of particular interest. In this case, ur and vr describe states with
definite helicity.
Given p = (p0 , p1 , p2 , p3 ) = (E , |~p| cos θ cosϕ , |~p| cos θ sinϕ , |~p| sin θ ), we
obtain in the both (R and L) frames
R : s(0) µ =
(
0,
~p
|~p |
)
, Lf : sµ =
1
m|~p |(|~p |
2, p0~p ) (6.7)
As a result we can obtain the so-called “helicity” spinors with the properties as follows:{
γ5sˆ uR = uR γ
5sˆ uL = −uL
γ5sˆ vR = −vR γ5sˆ vL = vL (6.8)
For the massless fermions, these spinors have the well-known projectors{
PRuR = uR PLuR = 0 PRuL = 0 PLuL = uL
PRvR = vR PLvR = 0 PRvL = 0 PLvL = vL
; PR/L =
1
2
(
1± γ5) (6.9)
The explicit expressions for these spinors (in the Dirac representation of the γ-matrices)
are as follows:
uR =
(
χ1
χ2
)
, u¯R =
(
χ†1, −χ†2
)
uL =
(
χ3
χ4
)
, u¯L =
(
χ†3, −χ†4
)
vR =
(
χ2
χ1
)
, v¯R =
(
χ†2, −χ†1
)
vL =
(
χ4
χ3
)
, v¯L =
(
χ†4, −χ†3
)
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where
χ1 =
( √
E +m cos θ
2√
E +m sin θ
2
eiϕ
)
=
√
p0 +m
2|~p |(|~p |+ p3)
( |~p |+ p3
p+
)
χ2 =
( √
E −m cos θ
2√
E −m sin θ
2
eiϕ
)
=
√
p0 −m
2|~p |(|~p |+ p3)
( |~p |+ p3
p+
)
χ3 =
( −√E −m sin θ
2
e−iϕ
√
E −m cos θ
2
)
=
√
p0 −m
2|~p |(|~p |+ p3)
( −p−
|~p |+ p3
)
χ4 =
( √
E +m sin θ
2
e−iϕ
−√E +m cos θ
2
)
=
√
p0 +m
2|~p |(|~p |+ p3)
(
p−
−|~p | − p3
)
Note, that
vR = γ
5uR, vL = γ
5uL
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7 STANDARD MODEL LAGRANGIAN
In this Section we present the basic Lagrangian of the Standard Model(SM), corresponding
to the SU(3) × SU(2) × U(1) local gauge symmetry (see, for example, [3, 4, 16]). The
algebra of the semisimple group SU(3)×SU(2)×U(1) is generated by Gell-Mann matrices
ta = 1
2
λa (a =1,...8) (Section 3), Pauli matrices τ i = σi/2 (Section 2) and hypercharge Y
with the following commutation relations[
ta, tb
]
= i fabctc,[
τ i, τ j
]
= i ijkτ k,[
τ i, Y
]
=
[
ta, τ j
]
= [ta, Y ] = 0.
The full SM Lagrangian has the form [3, 4]:
L = LG + LF + LH + LM + LGF + LFP . (7.1)
Here LG is the Yang-Mills Lagrangian without matter fields
LG = −1
4
F iµν(W )F
µν
i (W )−
1
4
F µν(W 0)F µν(W 0)− 1
4
F aµν(G)F
µν
a (G), (7.2)
where F iµν(W ), F
a
µν(G), Fµν(W
0) are given by
F iµν(W ) = ∂µW
i
ν − ∂νW iµ + g ijkW jµW kν ,
Fµν(W
0) = ∂µW
0
ν − ∂νW 0µ ,
F aµν(G) = ∂µG
a
ν − ∂νGaµ + gs fabcGbµGcν ,
with W iµ,W
0
µ the SU(2) × U(1) original gauge fields and Gaµ the gluon fields. The in-
finitesimal gauge transformations of these fields are given by
δW 0µ = ∂µθ(x),
δW iµ = ∂µθ
i − gijkθjW kµ = Dijµ (W )θj
δGaµ = ∂µ
a − gsfabcbGcµ = Dabµ (G)b
Here Dijµ (W ) and Dabµ (G) stand for the covariant derivatives, gs and g are the SU(3)
and SU(2) gauge coupling constants, respectively,  and θa(i) are an arbitrary functions
depending on the space-time coordinates. It can be easily checked that Lagrangian (7.2)
is invariant under these gauge transformations.
Lagrangian LF describes coupling of fermions with gauge fields. For simplicity we shall
consider one lepton generation, say e− and νe, and three quark generations. Fermions
constitute only doublets and singlets in SU(2)× U(1)
R = e−R, L =
(
νL
e−L
)
RI = (qI)R , Ri = (qi)R , LI =
 qI
V −1Ii qi

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where L and R denote left- and right-handed components of the spinors, respectively:
eR,L =
1± γ5
2
e.
The neutrino is assumed to be left-handed, while right-handed components of both up-
and down-quarks enter in the LF . Indices I and i numerate three quark generations: I, i =
1, 2, 3, and I(i) refers to the up (down) quarks. A possible mixing of quark generations was
taken into account by introduction of Kobayashi-Maskava matrix ViI (see, for example,
[4, 17] for details). The infinitesimal gauge transformations of fermion fields looks as
follows:
δψlep =
(
ig′
Y
2
θ(x) + ig
σi
2
θi(x)
)
ψlep,
δψquark =
(
ig′
Y
2
θ(x) + ig
σi
2
θi(x) + igst
aθa(x)
)
ψquark,
where g′ is U(1) gauge coupling constant. Obviously, lepton and quark fields belong to
the fundamental representation of the SU(3)×SU(2)×U(1). Under the requirements of
the SU(3)×SU(2)×U(1) local gauge symmetry and renormalizability of the theory, the
Lagrangian LF acquires the following expression
LF = iL¯DˆLL+ iR¯DˆRR + i
∑
I
(
L¯IDˆ
q
LLI + R¯IDˆ
q
RRI
)
+ i
∑
i
R¯iDˆ
q
RRi, (7.3)
where covariant derivatives are given by
DL µ = ∂µ − ig′Y
2
W 0µ − ig
σi
2
W iµ,
DR µ = ∂µ − ig′Y
2
W 0µ ,
DqL µ = ∂µ − ig′
Y
2
W 0µ − ig
σi
2
W iµ − igstaGaµ,
DqR µ = ∂µ − ig′
Y
2
W 0µ − igstaGaµ.
We remind that the value of hypercharge Y is determined by the following relation
Q = τ3 + Y/2 with Q being the charge operator.
Both the gauge fields and fermion ones described above have zero mass, while in the
reality all charged fermions are massive and intermediate bosons are known to be very
heavy. To make the weak bosons massive one can use Higgs mechanism of spontaneous
breakdown of the SU(2) × U(1) symmetry to the U(1) symmetry. The widely accepted
way to do that consists in the introduction of the Higgs SU(2) doublet Φ (with Y = 1).
This doublet acquires the nonzero vacuum expectation value:
< Φ >=
 0
v√
2
 .
The potential term V (Φ), which can give rise to the symmetry violation, reads
V (Φ) = −µ2Φ+Φ + λ (Φ+Φ)2 .
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One can easily verify that the vacuum expectation value satisfies to the conditions:
τ i < Φ > =
1
2
σi < Φ >6= 0,
Q < Φ > =
1
2
(σ3 + Y ) = 0.
It means, that only the symmetry generated by Q is not broken on this vacuum. Let us
choose the Lagrangian for the Higgs field interaction with gauge fields in the form:
LH = (DL µΦ)+ (DµLΦ)− V (Φ). (7.4)
Then one finds that only gauge boson coupling to Q ( i.e. photon) remains massless,
while other bosons acquire masses. Diagonalization of the mass matrix gives
W±µ =
1√
2
(W 1µ ∓ iW 2µ), MW =
1
2
gv, (7.5)
Zµ =
1√
g2 + g′2
(gW 3µ − g′W 0µ), MZ =
1
2
√
g2 + g′2v, (7.6)
Aµ =
1√
g2 + g′2
(g′W 3µ + gW
0
µ), MA = 0, (7.7)
where W±µ , Zµ are charged and neutral weak bosons, Aµ is the photon. It is suitable to
introduce rotation angle ϑW between (W
3,W 0) and (Z,A), which is called the Weinberg
angle
sinϑW ≡ g′/
√
g2 + g′2. (7.8)
The relation of constants g, g′ with electromagnetic coupling constants e follows from
(7.3). Since the photon coupling with charged particles is proportional to gg′/
√
g2 + g′2,
we should identify this quantity with the electric charge e:
e =
gg′√
g2 + g′2
. (7.9)
In order to find mass spectrum in the Higgs sector, let us express doublet Φ in the form
Φ =
(
iω+
1√
2
(v +H − iz)
)
.
One can verify that Nambu-Goldstone bosons ω±, z have zero masses and may be cancelled
away by suitable choice of the SU(2) × U(1) rotation. The only physical component
of the Higgs doublet is H, which acquires mass
mH =
√
2µ.
The Lagrangian LM generates fermion mass terms. Supposing the neutrinos to be
massless, we write the Yukawa interaction of the fermions with Higgs doublet in the form
LM = −feL¯ΦR−
∑
i
fiL¯iΦRi −
∑
I
fIL¯I
(
iσ2Φ∗
)
RI + h.c. (7.10)
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Here we introduced doublet Li related with LI by
Li = Vi I LI ,
and fI, i are the Yukawa coupling constants. Then the masses of fermions in the tree
approximation are given by
mI, i =
fI, i v√
2
. (7.11)
It is well known that quantization of dynamical systems is governed by Lagrangians
having local gauge symmetry requires an additional care. Freedom of redefining gauge and
matter fields without changing the Lagrangians leads to the vanishing of some components
of the momenta, canonically conjugate to the gauge fields, say
δL
δ∂0Aµ
= −F 0 µ = 0 (for µ = 0).
To perform the quantization procedure, one should add to the Lagrangian a gauge fixing
terms, breaking explicitly the local symmetry. In the functional integral formulation it
leads, in the case of non-Abelian gauge symmetry, to modification of the path integral
measure [19]. As a result, the measure of the path integral will be multiplied by functional
determinant ∆(W aµ ). In order to apply the well known methods of perturbation theory,
one may exponentiate ∆(W aµ ) and redefine the initial Lagrangian. It can be made by in-
troducing auxiliary fields ca and c¯a which are scalar fields anticommuting with themselves
and belonging to the adjoint representation of the Lie algebra. The fields ca and c¯a are
called Faddeev-Popov ghosts (FP ghosts).
The gauge fixing terms are usually chosen in the form
LGF = B
aF a(W ) +
ξ
2
(Ba)2 ,
where Ba are auxiliary fields introduced to linearize this expression, ξ is the gauge pa-
rameter, F a = ∂µW aµ . Then FP ghosts enter in the Lagrangian in the following way
LFP = −c¯a ∂F
a
∂W cµ
Dcbµ (W )c
b. (7.12)
As it was pointed above, these additional terms violate local gauge invariance, but the final
Lagrangian becomes invariant under the global transformations mixing the gauge fields
and FP ghosts. This symmetry, found by by Becchi, Rouet, and Stora, was called BRS
symmetry. The BRS infinitesimal transformations are defined by the following relations
δBRSψ(x) = iβgca(x)taψ(x), δBRSW aµ (x) = βD
ab
µ c
b(x),
δBRS c¯a(x) = βBa(x), δBRSca(x) = −β
2
gfabccb(x)cc(x),
δBRSBa(x) = 0.
Here ψ denotes any matter field, the parameter β does not depend on x and anticommutes
with ca and c¯a, as well as with all fermion fields. Using these relations, the formula (7.12)
can be written in the brief form:
LGF =
δ
δβ
(
c¯aδBRS
(
∂µW aµ
))
, (7.13)
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where δ/δβ means left differentiation.
In our case we choose the gauge fixing part of the Lagrangian in the form
LGF = B+(∂µW−µ + ξWMWω−) +B−(∂µW+µ + ξWMWω+) (7.14)
+ BZ(∂µZµ + ξZMZz) +B
A(∂µAµ) +B
a(∂µGaµ)
+ ξWB
+B− +
ξZ
2
BZBZ +
ξA
2
BABA +
ξG
2
BaGB
a
G,
then FP–ghost Lagrangian looks as follows:
LFP = (7.15)
δ
δβ
{
c¯ +δBRS
(
∂µW−µ + ξWMWω
−)+ c¯ −δBRS (∂µW+µ + ξWMWω+)
+c¯ ZδBRS (∂µZµ + ξZMZ z) + c¯
AδBRS (∂µAµ) + c¯
aδBRS
(
∂µGaµ
)}
,
where the fields cA, cZ are constructed from original ghosts c0, c3 just like the bosons
Zµ, Aµ from initial fields W
0
µ ,W
3
µ .
The total Lagrangian of the Standard Model
Now, we are ready to present the total Lagrangian of the Standard Model rewritten in
the terms of physical fields [16].
LG = −1
2
F+µνF
− µν − 1
4
(FZµν)
2 − 1
4
(FAµν)
2 − 1
4
(Gaµν)
2 (7.16)
+ ie cotϑW
(
gαγgβδ − gαδgβγ) (W−γ Zδ∂αW+β + ZγW+δ ∂αW−β
+ W+γ W
−
δ ∂αZβ
)
+ ie
(
gαγgβδ − gαδgβγ) (W−γ Aδ∂αW+β
+ AγW
+
δ ∂αW
−
β +W
+
γ W
−
δ ∂αAβ
)
− 1
2
gsf
abcGaµG
b
ν∂
µGc ν
+ e2
(
gαγgβδ − gαβgγδ)W+αW−β AγAδ
+ e2 cot2 ϑW
(
gαγgβδ − gαβgγδ)W+αW−β ZγZδ)
+ e2 cotϑW
(
gαδgβγ + gαγgβδ − 2gαβgγδ)W+αW−β AγZδ
+
e2
2 sin2 ϑW
(
gαβgγδ − gαγgβδ)W+αW+β W−γ W−δ
− 1
4
g2sf
rabf rcdGaµG
b
νG
c µGd ν ,
where the field sthrenghtes Gaµν , F
+
µν , . . . are given by
F+µν = ∂µW
+
ν − ∂νW+µ ,
Gaµν = ∂µG
a
ν − ∂νGaµ,
· · ·
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LF = ie¯∂ˆe+ iν¯L∂ˆνL + i
∑
n
q¯n∂ˆqn (7.17)
+
e√
2 sinϑW
(
ν¯LWˆ
+eL + e¯LWˆ
−νL
)
+
e
sin 2ϑW
ν¯LZˆνL
+
e
sin 2ϑW
(
e¯Zˆ(2 sin2 ϑW − 1− γ5
2
)e
)
− ee¯Aˆe
+
e√
2 sinϑW
∑
I,i
(
q¯IWˆ
+qi L(V
+)Ii + q¯iWˆ
−qI LViI
)
+
e
sin 2ϑW
∑
I
(
q¯IZˆ(
1− γ5
2
− 2QI sin2 ϑW )qI
)
+
e
sin 2ϑW
∑
i
(
q¯iZˆ(
−1 + γ5
2
− 2Qi sin2 ϑW )qi
)
+ e
∑
n
Qnq¯nAˆqn + gs
∑
n
q¯nG
a
µγ
µtaq
LH = 1
2
(∂µH)
2 − m
2
H
2
H2 +
1
2
(∂µz)
2 + ∂µω
+∂µω− (7.18)
+ M2WW
+
µ W
− µ +
1
2
M2ZZ
2
µ −MW
(
W−µ ∂
µω+ +W+µ ∂
µω−
)
− MZZµ∂µz + eMW
sinϑW
HW+µ W
− µ +
eMZ
sin 2ϑW
H Z2µ
+
e
2 sinϑW
W+ µ
(
ω−
↔
∂µ (H − iz)
)
+
e
2 sinϑW
W− µ
(
ω+
↔
∂µ (H + iz)
)
+ ie(Aµ + cot 2ϑWZ
µ)
(
ω−
↔
∂µ ω
+
)
+
e
sin 2ϑW
Zµ
(
z
↔
∂µ H
)
+ ieMZ sinϑWZ
µ(W+µ ω
− −W−µ ω+) + ieMWAµ(W−µ ω+ −W+µ ω−)
+
e2
4 sin2 ϑW
H2(W+µ W
− µ + 2 Z2µ) +
ie2
2 cosϑW
HZµ(W+µ ω
− −W−µ ω+)
+
ie2
2 sinϑW
HAµ(W−µ ω
+ −W+µ ω−) +
e2
4 sin2 ϑW
z2(W+µ W
− µ + 2 Z2µ)
+
e2
2 cosϑW
zZµ(W+µ ω
− +W−µ ω
+)− e
2
2 sinϑW
zAµ(W+µ ω
− +W−µ ω
+)
+
e2
2 sin2 ϑW
ω+ω−W+µ W
− µ + e2 cot2 2ϑWω+ω−Z2µ + e
2ω+ω−A2µ
+ 2e2 cot(2ϑ)ω+ω−AµZµ − em
2
H
4MW sinϑW
H3 − em
2
H
2MW sinϑW
ω+ω−H
− em
2
H
4MW sinϑW
z2H − e
2m2H
32M2W sin
2 ϑW
H4 − e
2m2H
32M2W sin
2 ϑW
z4
− e
2m2H
8M2W sin
2 ϑW
ω+ω−(H2 + z2)− e
2m2H
16M2W sin
2 ϑW
z2H2
− e
2m2H
8M2W sin
2 ϑW
(ω+ω−)2
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Here symbol f
↔
∂µ g is used as usual: f
↔
∂µ g ≡ f∂µg − (∂µf)g.
LM = − eme
MZ sin 2ϑW
He¯e− e
MZ sin 2ϑW
∑
n
mnHq¯nqn (7.19)
+
ie
√
2me
MZ sin 2ϑW
(
ω−e¯νL − ω+ν¯Le
)
+
ieme
MZ sin 2ϑW
ze¯γ5e
+
ie√
2MZ sin 2ϑW
ω+
∑
I,i
(V +)Iiq¯I (mI −mi − (mI +mi)γ5) qi
+
ie√
2MZ sin 2ϑW
ω−
∑
I,i
(V )iI q¯i (mi −mI − (mI +mi)γ5) qI
− ie
MZ sin 2ϑW
∑
I
mI q¯Iγ5qI +
ie
MZ sin 2ϑW
∑
i
miq¯iγ5qi
LFP = −c¯ +(∂2 + ξWM2W )c− − c¯ −(∂2 + ξWM2W )c+ − c¯ A∂2cA (7.20)
− c¯ Z(∂2 + ξZ M2Z)cZ − c¯ a∂2ca + ie cotϑWW+ µ
(
∂µc¯
−cZ − ∂µc¯ Zc−
)
+ ieW+ µ
(
∂µc¯
−cA − ∂µc¯ Ac−
)− ie cotϑWW− µ (∂µc¯ +cZ − ∂µc¯ Zc+)
− ieW− µ (∂µc¯ +cA − ∂µc¯ Ac+)+ ie cotϑWZµ (∂µc¯ +c− − ∂µc¯ −c+)
+ ieAµ
(
∂µc¯
+c− − ∂µc¯ −c+
)
+ iω+
(
−ξW eMW cot 2ϑW c¯ −cZ − ξW eMW c¯ −cA + ξZe
2 sinϑW
MZ c¯
Zc−
)
+ iω−
(
ξW eMW cot 2ϑW c¯
+cZ + ξW eMW c¯
+cA − ξZe
2 sinϑW
MZ c¯
Zc+
)
+
iξW e
2
MZ cotϑW z
(
c¯−c+ − c¯ +c−)− ξW e
2 sinϑW
MWH
(
c¯ −c+ + c¯ +c−
)
− ξZe
sin 2ϑW
MZHc¯
ZcZ
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8 FEYNMAN RULES
8.1 General Remarks
This Section presents the complete list of Feynman rules corresponding to the Lagrangian
of SM (see (7.16 – 7.20)).
First of all we define the propagators by the relation
∆ij(k) = i
∫
d4x e−ikx < 0|T (φi(x)φj(0)|0 >, (8.1)
where φi presents any field. Curly, wavy and zigzag lines denote gluons, photons and
weak bosons respectively, while full, dashed and dot lines stand for fermions (leptons and
quarks), Higgs particles and ghosts fields, respectively. Arrows on the propagator lines
show : for the W+ and ω+ fields the flow of the positive charge, for the fermion that of
the fermion number, and for the ghost that of the ghost number.
The vertices are derived using LI , instead of usual usage of i LI . All the momenta of
the particles are supposed to flow in. The only exception was made for the ghost fields,
where direction of momentum coincides with the direction of ghost number flow. This
convention permits to minimize the number of times when the imaginary unit i appears.
It should be noted ones more, that all fields can be ”divided” into two parts:
• physical fields: A (photon), W±, Z, G (gluon), ψ, H (Hiigs).
• non–physical fields: ω±, z (pseudogoldstones), c±, cz, cA, ca ( ghosts).
Charged fermions have the electric charges (in the positron charge e units):
Q(e−) = Q(µ−) = Q(τ−) = −e,
Q(e+) = Q(µ+) = Q(τ+) = +e,
Q(u) = Q(c) = Q(t) = +
2
3
e,
Q(d) = Q(s) = Q(b) = −1
3
e.
The electric charge e (or strong coupling constant gs in QCD) is related to the fine
structure constant α (or αs in QCD) as follows:
αQED ≡ α = e
2
4pi
, αQCD ≡ αs = g
2
s
4pi
.
The electric charge, the sinϑW , and Fermi constant GF are related as follows:
e
2
√
2 sinϑW
= MW
√
GF√
2
. (8.2)
Finally, every loop integration is performed by the rule∫
dd k
i (2pi)d
, (8.3)
and with every fermion or ghost loop we associate extra factor (−1).
35
8.2 Propagators
W+µ W
−
ν 1
k2 −M2W + iε
(
gµν − (1− ξW ) kµkν
k2 − ξW M2W + iε
)
Zµ Zν 1
k2 −M2Z + iε
(
gµν − (1− ξZ) kµkν
k2 − ξZM2Z + iε
)
Aµ Aν 1
k2 + iε
(
gµν − (1− ξA) kµkν
k2 + iε
)
Gaµ G
b
ν δab
k2 + iε
(
gµν − (1− ξG) kµkνk2+iε
)
ψ k ψ¯ − kˆ +m
k2 −m2 + iε =
kˆ +m
m2 − k2 − iε
H H − 1
k2 −m2H + iε
ω+ ω− − 1
k2 − ξW m2W + iε
z z − 1
k2 − ξZm2Z + iε
c+ c¯ − − 1
k2 − ξW m2W + iε
c− c¯ + − 1
k2 − ξW m2W + iε
cZ c¯ Z − 1
k2 − ξZm2Z + iε
cA c¯ A − 1
k2 + iε
ca c¯b − δab
k2 + iε
1
8.3 Some Popular Gauges
Here we discuss the explicit forms of the propagators for some popular gauges. Let us
consider a theory with free boson Lagrangian:
L = −1
4
F 2µν , Fµν = ∂µAν − ∂νAµ.
One can fix a gauge in one of three ways [3, 20]:
• i to impose a gauge condition,
• ii to add a Gauge Fixing Term (GFT) to the Lagrangian
• iii to fix a form of the Hamiltonian.
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In a rigorous theory one should impose two gauge conditions. However, as it is usually
accepted, we write only one condition. It should be considered rather as a symbol which
denotes acceptable for a given gauge procedure of quantization, described somewhere in
literature.
In practical calculations one needs an explicit form of a propagator with satisfactory
prescription for poles (which plays a key role in the loop calculations). For this purposes
it is sufficient to fix a gauge as mentioned in ii and iii. Polarization vectors of physical
bosons and ghosts should be chosen in accordance with a detailed quantization procedure
applicable for a given gauge.
Covariant gauges.
1. Generalized Lorentz gauge.
• Notation ∂µAµ(x) = B(x)
• GFT LGF = − 1
2ξ
(∂µAµ)
2
• Propagator
Dµν =
1
k2 + iε
[gµν − (1− ξ) k
µkν
k2 + iε
].
• Comments
ξ = 1 is Feynman gauge, while ξ = 0 is Landau gauge. For the photon (gluon)
propagator one should write ξG(ξA) (see Subsection 8.2).
2. ’t Hooft gauges (Rξ-gauges).
• Notation ∂µAaµ(x)− iξ(v, τaφ) = Ba(x)
• GFT LGF = − 1
2ξ
(∂µAaµ)
2
• Propagator
Dabµν =
δab
k2 −M2 + iε [gµν − (1− ξ)
kµkν
k2 − ξM2 + iε ].
• Comments
The gauge parameter ξ = ξW (ξZ) for the case of W (Z) boson (see Subsection 8.2),
v/
√
2 is the vacuum expectation value of the gauge field, τa are generators, M
is the vector boson mass. ξ = 1 is ’t Hooft–Feynman gauge, ξ = 0 is Landau
gauge, ξ → ∞ corresponds to unitary gauge. Non–physical gauge bosons should
also be taken into account in loop calculations. They also have gauge–dependent
propagator, see Subsection 8.2.
Non-covariant gauges
3. Coulomb gauge.
• Notation ~∂ ~A = 0, k = 1, 2, 3.
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• GFT LGF = − 1
2ξ
(∂kAk)
2.
• Propagator
Dµν =
1
k2 + iε
[gµν − kµkν − k0kµgν0 − k0kνgµ0|~k|2 −
ξk2kµqν
|~k|4 ].
• Comments
The proper Coulomb gauge corresponds to the case ξ = 0.
4. The general axial gauge.
• Notation nµAµ(x) = B(x).
• GFT LGF = − 1
4ξ
[n∗ · ∂ n · A]2.
• Propagator
Dµν =
1
k2 + iε
[gµν − (nµkν + kµnν) n
∗ · k
n · k n∗ · k + iε −
(ξk2 − n2) (n∗ · k)2
(n · k n∗ · k + iε)2 kµkν ].
• Comments
Feynman rules in this gauge usually do not contain ghosts. As it has been shown
in [20] one has to consider an additional gauge vector n∗µ in order to have a correct
prescription for poles. The quantization in this gauge was considered, for example,
in [21, 22].
The gauge vector nµ has the form:
nµ = (n0;~n) = (n0;~n⊥, n3) = (n0;n1, n2, n3).
The explicit form of the component structure of nµ and n∗µ should be considered
separately in the cases n2 > 0, n2 = 0 and n2 < 0. The following widely used
gauges are obtained in the limit ξ = 0:
4a. Temporal gauge: n2 > 0.
Dµν =
1
k2 + iε
[gµν − (nµkν + kµnν) n
∗ · k
n · k n∗ · k + iε +
n2 (n∗ · k)2
(n · k n∗ · k + iε)2kµkν ],
nµ = (n0;~n⊥,−i|~n⊥|); n∗µ = (n0;~n⊥, i|~n⊥|).
4b. Light–cone gauge: n2 = 0.
Dµν =
1
k2 + iε
[gµν − (nµkν + kµnν) n
∗ · k
n · k n∗ · k + iε ],
nµ = (|~n|;~n); n∗µ = (|~n|;−~n).
4c. Proper axial gauge: n2 < 0.
Dµν =
1
k2 + iε
[gµν − (nµkν + kµnν) n
∗ · k
n · k n∗ · k + iε +
n2 (n∗ · k)2
(n · k n∗ · k + iε)2kµkν ],
nµ = (|~n⊥|;~n); n∗µ = (|~n⊥|;−~n).
5. Planar gauge.
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• Notation nµAµ(x) = B(x), n2 6= 0.
• GFT LGF = 1
2n2
[∂µ(n · A)]2.
• Propagator
Dµν =
1
k2 + iε
[
gµν − (nµkν + kµnν) n
∗ · k
n · k n∗ · k + iε
]
,
nµ = (n0;~n⊥,−i|~n⊥|), n∗µ = (n0;~n⊥, i|~n⊥|), if n2 > 0;
nµ = (|~n⊥|;~n), n∗µ = (|~n⊥|;−~n) if n2 < 0.
• Comments
Yang-Mills theory is not multiplicatively renormalizable in this gauge. Quantization
in this gauge is also poorly understood. This gauge has the same denotation as the
axial gauge, that is not suitable. However, that should not lead to confusion (see
the beginning of this Subsection).
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8.4 Vertices
We remind, that the indices I and i refers to the up and down quarks, while H refers to
a physical Higgs.
• Gauge–boson–fermion vertices
ψ¯IψiW
+
ψi ψ¯I
W+α
ψ¯iψIW
−
ψI ψ¯i
W−α
e
2
√
2 sinϑW
V +iI γ
α(1− γ5) e
2
√
2 sin ϑW
ViIγ
α(1− γ5)
ψ¯IψIZ
ψI ψ¯I
Zα
ψ¯iψiZ
ψi ψ¯i
Zα
e
sin 2ϑW
γα
(
1
2
(1− γ5)− 2QI sin2 ϑW
)
e
sin 2ϑW
γα
(
−1
2
(1− γ5)− 2Qi sin2 ϑW
)
ψ¯nψnA
ψn ψ¯n
Aα
q¯qG
qk q¯j
Gaα
eQnγ
α (n = i, I) gs (t
a)jk γ
α
1
• Higgs–boson–fermion vertices
ψ¯nψnH
ψn ψ¯n
H
− e
sin 2ϑW
mn
MZ
1
ψ¯Iψiω
+
ψi ψ¯I
ω+
− i e√
2 sin 2ϑW MZ
V +Ii
(
(mi −mI) + (mi +mI) γ5
)
1
ψ¯iψIω
−
ψI ψ¯i
ω−
− i e√
2 sin 2ϑW MZ
ViI
(
(mI −mi) + (mi +mI) γ5
)
1
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ψ¯IψIz
ψI ψ¯I
z
ψ¯iψiz
ψi ψ¯i
z
− i e
sin 2ϑW
mI
MZ
γ5
i e
sin 2ϑW
mi
MZ
γ5
1
• Gauge Boson three–vertices
ZW+W−
p
W+γW
−
β
q
Zα
k
e cotϑW
(
(k − p)γgαβ + (p− q)αgβγ + (q − k)βgγα)
AW+W−
p
W+γW
−
β
q
Aα
k
e
(
(k − p)γgαβ + (p− q)αgβγ + (q − k)βgγα)
GGG
Gbβ
p
Gcγ
q
Gaα
k
igsf
abc
(
(p− k)γgαβ + (q − p)αgβγ + (k − q)βgγα)
1
• Gauge Boson four–vertices
AAW+W−
W+α
W−β
Aδ
Aγ
AZW+W−
W+α
W−β
Aδ
Zγ
e2(gαγgβδ + gαδgβγ − 2gαβgγδ) e2 cotϑW (gαγgβδ + gαδgβγ − 2gαβgγδ)
ZZW+W−
W+α
W−β
Zδ
Zγ
W+W−W+W−
W+α
W+β
W−δ
W−γ
e2 cot2 ϑW (g
αγgβδ + gαδgβγ − 2gαβgγδ) − e
2
sin2 ϑW
(gαγgβδ + gαδgβγ − 2gαβgγδ)
1
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GGGG
Gaα
Gbβ
Gdδ
Gcγ
−g2s
[
f rabf rcd(gαγgδβ − gαδgβγ) + f racf rdb(gαδgβγ − gαβgγδ) + f radf rbc(gαβgγδ − gαγgδβ)]
1
• Gauge–boson–Higgs three–vertices
H W+ W−
W+α W
−
β
H H Z Z
Zα Zβ
H
e cotϑW MZ g
αβ 2 e
sin 2ϑW
MZ g
αβ
H ω−W+
ω−
p q
H
W+α H ω
+W−
ω+
p q
H
W−α
i e
2 sinϑW
(p− q)α i e
2 sinϑW
(p− q)α
z ω−W+
ω−
p
z
q
W+α z ω
+W−
ω+
p
z
q
W−α
e
2 sinϑW
(p− q)α − e
2 sinϑW
(p− q)α
ω+ ω−Z
ω− ω+
Zα
p q
ω+ ω−A
ω− ω+
Aα
p q
−e cot 2ϑW (p− q)α −e(p− q)α
H zZ
z H
Zα
p q
ω− W+ Z
W+α Zβ
ω−
i e
sin2ϑW
(p− q)α i e sinϑW MZ gαβ
ω− W+ A
W+α Aβ
ω− ω+ W− Z
W−α Zβ
ω+ ω+ W− A
W−α Aβ
ω+
−i e MW gαβ −i e sinϑW MZ gαβ i e MW gαβ
1
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• Gauge–boson–Higgs four–vertices
H H W+ W−
W+α W
−
β
H H
H H Z Z
Zα Zβ
H H
H ω− W+ Z
W+α Zβ
H ω−
e2
2 sin2 ϑW
gαβ
2 e2
sin2 2ϑW
gαβ
i e2
2 cosϑW
gαβ
H ω+ W− Z
W−α Zβ
H ω+
H ω− W+ A
W+α Aβ
H ω−
H ω+ W− A
W−α Aβ
H ω+
− i e
2
2 cosϑW
gαβ − i e
2
2 sinϑW
gαβ
i e2
2 sinϑW
gαβ
z z W+ W−
W+α W
−
β
z z
z z Z Z
Zα Zβ
z z
z ω− W+ Z
W+α Zβ
z ω−
e2
2 sin2 ϑW
gαβ
2 e2
sin2 2ϑW
gαβ
e2
2 cosϑW
gαβ
z ω+ W− Z
W−α Zβ
z ω+
z ω− W+ A
W+α Aβ
z ω−
z ω+ W− A
W−α Aβ
z ω+
e2
2 cosϑW
gαβ − e
2
2 sinϑW
gαβ − e
2
2 sinϑW
gαβ
1
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ω+ ω− W+ W−
W+α W
−
β
ω+ ω−
ω+ ω− Z Z
Zα Zβ
ω+ ω−
ω+ ω− A A
Aα Aβ
ω+ ω−
e2
2 sin2 ϑW
gαβ 2 e2 cot2 2ϑW g
αβ 2 e2 gαβ
ω+ ω− A Z
Aα Zβ
ω+ ω−
2 e2 cot 2ϑW g
αβ
1
• Higgs three–vertices
H H H
H H
H z z H
z z
H ω
+ ω− H
ω+ ω−
H
− 3 e
sin 2ϑW
m2H
MZ
− e
sin 2ϑW
m2H
MZ
− e
sin 2ϑW
m2H
MZ
1
• Higgs four–vertices
H H H H
H H
H H
z z z z
z z
z z
ω+ ω− H H
ω+ ω−
H H
− 3 e
2
sin2 2ϑW
m2H
M2Z
− 3 e
2
sin2 2ϑW
m2H
M2Z
− e
2
sin2 2ϑW
m2H
M2Z
ω+ ω− z z
ω+ ω−
z z
H H z z
z z
H H
ω+ ω− ω+ ω−
ω+ ω−
ω+ ω−
− e
2
sin2 2ϑW
m2H
M2Z
− e
2
sin2 2ϑW
m2H
M2Z
− 2 e
2
sin2 2ϑW
m2H
M2Z
1
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• Gauge–boson–ghost vertices
c¯ − cZ W+
c¯ −
p
cZ
W+α
c¯ Z c− W+
c¯ Z
p
c−
W+α
c¯ − cA W+
c¯ −
p
cA
W+α
−e cotϑW pα e cotϑW pα −e pα
c¯ A c− W+
c¯ A
p
c−
W+α
c¯ + cZ W−
c¯ +
p
cZ
W−α
c¯ Z c+ W−
c¯ Z
p
c+
W−α
e pα e cotϑW p
α −e cotϑW pα
c¯ + cA W−
c¯ +
p
cA
W−α
c¯ A c+ W−
c¯ A
p
c+
W−α
c¯ + c− Z
c¯ +
p
c−
Zα
e pα −e pα −e cotϑW pα
c¯ − c+ Z
c¯ − c+
Zα
c¯ + c− A
c¯ +
p
c−
Aα
c¯ − c+ A
c¯ −
p
c+
Aα
e cotϑW p
α −e pα e pα
c¯ c G
c¯a
p
cb
Gcα
−igsfabcpα
• Higgs–ghost vertices
c¯ − cZ ω+
c¯ − cZ
ω+ c¯ − cA ω+
c¯ − cA
ω+ c¯ Z c− ω+
c¯ Z c−
ω+
−iξW e cos 2ϑW
2 sinϑW
MZ −iξW e MW iξZe
2 sinϑW
MZ
c¯ + cZ ω−
c¯ + cZ
ω− c¯ + cA ω−
c¯ + cA
ω− c¯ Z c+ ω−
c¯ Z c+
ω−
iξWe cos 2ϑW
2 sinϑW
MZ i ξWe MW − iξZe
2 sinϑW
MZ
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c¯ + c− z
c¯ + c−
z c¯ − c+ z
c¯ − c+
z c¯ + c− H
c¯ + c−
H
− i
2
ξW e cotϑWMZ
i
2
ξW e cotϑWMZ −1
2
ξW e cotϑWMZ
c¯ − c+ H
c¯ − c+
H c¯ Z cZ H
c¯ Z cZ
H
−1
2
ξW e cotϑWMZ − ξZ e
sin 2ϑW
MZ
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9 INTEGRATION IN N-DIMENSIONS
9.1 Dimensional Regularization
A powerful method of the evaluation of the loop integrals (which very often are divergent)
is Dimensional Regularization (DR) [23]. The idea of DR is to consider the loop integral
as an analytic function of n – number of dimensions. Then one can calculate this integral
in that region of the complex n plane, where this function is convergent.
A typical loop integral looks as follows:∫
d4p
(2pi)4
P (qνi ,mi, p
ν)∏l
i=1(m
2
i − (p− ki)2)
,
where qi (mi) are 4–momenta (masses) of external particles; P (q
ν
i ,mi, p
ν) is a function of
masses mi and momenta qi and p.
To use the DR method one needs to transform the product of denominators into
expression such as : p2 + (pk) + M2, where kν is the linear combination of qi momenta
and M is a combination of q2i , (qiqj), and m
2
i . That can be done by using of Feynman
parameterization:
1
aαbβ
=
Γ(α + β)
Γ(α)Γ(β)
∫ 1
0
dx
xα−1(1− x)β−1
[ax+ b(1− x)]α+β ,
1
an
− 1
bn
=
∫ 1
0
n(a− b)dx
[(a− b)x+ b]n+1 ,
1
bα11 b
α2
2 . . . b
αm
m
=
Γ(α1 + . . .+ αm)
Γ(α1)Γ(α2) . . .Γ(αm)
∫ 1
0
dx1
∫ x1
0
dx2 . . .
∫ xm−2
0
dxm−1
xα1−1m−1 (xm−2 − xm−1)α2−1 . . . (1− x1)αm−1
[b1xm−1 + b2(xm−2 − xm−1) + . . .+ bm(1− x1)]α1+...+αm ,
where Γ(z) is the Euler Gamma function.
Using the Wick rotation p0 → ip0 and replacement 4→ n, one can obtain a typical
integral in n-dimensional Euclidean space:
J =
∫
dnp
P (qνi ,mi, p
ν)
(p2 + 2(pk) +M2)α
, Re α > 0.
The differential dnp has the form:
dnp = pn−1dp dΩn,
∫
dΩn = Ωn = 2pi
n
2 /Γ(
n
2
), (9.1)
dΩn = (sin
n−2 ϑn−1dϑn−1)dΩn−1 (9.2)
= (sinn−2 ϑn−1dϑn−1)(sinn−3 ϑn−2dϑn−2) . . . dϑ1,
where 0 ≤ ϑi ≤ pi, 0 ≤ ϑ1 ≤ 2pi. (The last equality in (9.2) obeys for the integer n.)
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9.2 Integrals
Let us introduce the following notation:
Jˆ f(p) ≡
∫
dnp
1
(p2 + 2(pk) +M2)α
f(p), (9.3)
J0 ≡ ipi
n/2 in
(M2 − k2)α−n2 Γ(α) . (9.4)
Then :
I0 = Jˆ 1 =
ipin/2
(M2 − k2)α−n/2
Γ(α− n
2
)
Γ(α)
= Γ(α− n
2
)J0.
Iµ = Jˆ pµ = (−kµ)I0,
I2 = Jˆ p
2 = J0{k2Γ(α− n
2
) +
n
2
Γ(α− 1− n
2
)(M2 − k2)},
Iµν = Jˆ pµpν = J0{kµkνΓ(α− n
2
) +
1
2
Γ(α− 1− n
2
)gµν(M2 − k2)},
Iµνλ = Jˆ pµpνpλ = J0{−kµkνkλΓ(α− n
2
)
−1
2
Γ(α− 1− n
2
)(M2 − k2)(gµνkλ + gµλkν + gνλkµ)},
Iµ2 = Jˆ p
2pµ = −J0 kµ {k2Γ(α− n
2
) +
n+ 2
2
Γ(α− 1− n
2
)(M2 − k2)}.
For calculation of the basic integral I0 one can use the well–known relation [24]:
∫ ∞
0
xβ
(x2 +M2)α
dx =
Γ
(
β + 1
2
)
Γ
(
2α− β − 1
2
)
2Γ(α)(M2)α−
β+1
2
.
9.3 Spence Integral (Dilogarithm)
As a rule the final expressions for the loop integrals include so–called Spence integral or
Euler dilogarithm [24, 25, 26]:
Li2(z) = Li(z) ≡ −
∫ z
0
ln(1− t)
t
dt =
∫ 1
0
ln t
t− z−1dt [arg(1− z) < pi]. (9.5)
Dilogarithm is a special case of the polylogarithm [24, 25, 26]:
Liν(z) ≡
∞∑
k=1
zk
kν
[|z| < 1, or |z| = 1, Reν > 1]. (9.6)
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The main properties of Li(z) are as follows:
Lin(z) + Lin(−z) = 21−nLin(z2),
Lin(iz) + Lin(−iz) = 41−nLin(z4)− 21−nLin(z2),
Lin(iz)− Lin(−iz) = 2i
∞∑
k=0
(−1)kz2k+1
(2k + 1)n
[|z| < 1],
Lin(z) =
∫ z
0
Lin−1(t)
t
dt (n = 1, 2, . . .),
Li0(z) =
z
1− z , Li1(z) = − ln(1− z).
The Riemann sheet of the Li2(z) has a cut along the real axes when z > 1, and
Im Li2(z ± iε) = ±piΘ(z − 1) ln(z),
where the Θ(x) is the step function (see Subsection 14.1).
The equation ReLi2(z) = 0 has two solutions on the real axes
z1 = 0, and z2 ≈ 12.6.
ReLi2(z) achieves its maximum at z = 2:
Li2(2) =
pi2
4
,
and at this point the Li2(z) has the expansion as follows [9]:
Li2(2− δ) = pi
2
4
− δ
2
4
− δ
3
6
− 5δ
4
48
− δ
5
15
− . . .
One easily gets:
Li2(0) = 0, Li2(1) =
pi2
6
, Li2(−1) = −pi
2
12
,
Li2(
1
2
) =
pi2
12
− 1
2
ln2 2,
Li2(±i) = −pi
2
48
± iG, G =
∞∑
k=0
(−1)k
(2k + 1)2
= 0.915965594 . . .
The various relations with Li2 are as follows [24, 25, 26]:
Li2(z) = −Li2(1− z) + pi
2
6
− ln z ln(1− z) [|argz|, |arg(1− z)| < pi],
Li2(z) = −Li2(1
z
)− 1
2
ln2 z + ipi ln z +
pi2
3
[|arg(−z)| < pi],
Li2(z) = Li2(
1
1− z ) +
1
2
ln2(1− z)− ln(−z) ln(1− z)− pi
2
6
[|arg(−z)| < pi].
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The Hill identity has the form [9, 25]:
Li2(ωz) = Li2(ω) + Li2(z)− Li2
(
ω − ωz
1− ωz
)
− Li2
(
z − ωz
1− ωz
)
− ln
(
1− ω
1− ωz
)
ln
(
1− z
1− ωz
)
− η
[
1− ω, 1
1− ωz
]
lnω − η
[
1− z, 1
1− ωz
]
ln z,
where the function η compensates for the cut in the Riemann sheet of the logarithm [9]:
lnxy = lnx+ ln y + η(x, y).
A typical integral, which can be expressed via the dilogarithm, is, for example:∫ b
a
ln(p+ qt)
t
dt = ln p ln
b
a
− Li2(−bq
p
) + Li2(−aq
p
).
The Euler Gamma function Γ(z) is given by the integral representation [24]:
Γ(z) ≡
∫ ∞
0
dt tz−1 e−t, Re z > 0.
The main properties of the Γ(z) are as follows [24]:
Γ(1 + z) = zΓ(z), Γ(n+ 1) = n!,
Γ(z)Γ(−z) = − pi
z sin(piz)
, Γ(z)Γ(1− z) = pi
sin(piz)
,
Γ(
1
2
+ z)Γ(
1
2
− z) = pi
cos(piz)
, Γ(2z) =
2(2z−1)√
pi
Γ(z)Γ(
1
2
+ z),
Γ(1) = Γ(2) = 1, Γ
(
1
2
)
=
√
pi,
Γ(z)|z→0 ' 1
z
+ Γ′(1); Γ′(1) = Γ(1)Ψ(1) = Ψ(1) = −γ = −0.57721 56649 . . . ,
where γ is Euler constant.
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10 KINEMATICS
The nice book by E. Byckling and K. Kajantie [27] contains a lot of information about rel-
ativistic kinematics. Here we present a brief description of relativistic kinematics following
the Review of Particle Properties [17].
10.1 Lorentz transformation
Let pµ be some four-momentum of the massive particle with the mass M:
pµ = (p0, ~p); ~p = (px, py, pz), p0 =
√
M2 + ~p2 (10.1)
The reference frame where this pµ-vector is defined is usually referred as the laboratory
frame (L-frame). This momentum in its rest frame (R-frame) is as follows:
Rf : pµ = (M, 0) (10.2)
Let kµ be some 4-vector (4-momentum) defined in the Lab-frame and k∗µ be the same
4-vector in the R-frame. The Lorentz transormations form R(est)-frame to Lab-frame and
vice versa can be written in the form as follows:
k∗ → k
R→ Lab :
 k0 = k
∗
0p0 + (
~k∗~p)
M
~k = ~k∗ + α~p
k → k∗
Lab→ R :
 k∗0 =
(pk)
M
~k∗ = ~k − α~p
(5.4)
where
α =
k∗0 + k0
p0 +M
10.2 Variables
Initial (final) particles total momentum (energy) squared will be denoted by:
s ≡
( ∑
initial
pi
)2
=
(∑
final
pj
)2
. (10.3)
Let E and ~p be energy and momentum of a particle. The energy and momentum of
this particle (E ′, ~p′) in the frame moving with the velocity ~β are given by the Lorentz
transformation:
E ′ = γ(E + βp||), p′|| = γ(p|| + βE), ~p
′
> = ~p>, (10.4)
where γ = 1/
√
1− β2 and ~p>(p||) are the components of ~p perpendicular (parallel) to ~β.
The beam direction choose along the z–axes. 4–momentum of a particle pµ = (E, ~p) can
be written as:
E = p0, ~p> = (px, py), pz,
px = |~p| cosφ sinϑ, py = |~p| sinφ sinϑ, pz = |~p| cosϑ, (10.5)
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where φ is the azimuthal angle (0 ≤ φ ≤ 2pi); ϑ is the polar angle (0 ≤ ϑ ≤ pi).
Another parameterization of pµ looks as follows:
E = m> cosh y, px, py, pz = m> sinh y, (10.6)
where m2> = m
2 + p2> is the transverse mass (”old” definition), y is the rapidity.
Rapidity y is defined by
y ≡ 1
2
ln
(E + pz
E − pz
)
= ln
(E + pz
m>
)
= tanh−1
(pz
E
)
. (10.7)
Under a boost along z–direction to a frame with velocity β,
y → y + tanh−1 β.
Pseudorapidity η is defined by:
η ≡ − ln(tan(ϑ/2)), (10.8)
sinh η = cotϑ, cosh η =
1
sinϑ
, tanh η = cosϑ.
For p m and ϑ 1/γ one has : η ≈ y.
Feynman’s xF = x variable is given by
x =
pz
pz max
≈ (E + pz)
(E + pz)max
, in cms x =
2pz√
s
. (10.9)
The last equation is valid for two particles collisions, and here s is total energy squared
(see (10.3)).
In the collider’s experiments the following additional variables are used:
E⊥ = E sinϑ − transverse energy,
~p⊥mis = −(Σ~p⊥) − missing transverse momentum,
~E⊥mis = −(Σ ~E⊥) − missing transverse energy
where sum is performed over all detected particles.
The ”distance” in (η, φ)–plane between two particles (clusters) 1 and 2 is given by
∆R ≡
√
(∆φ)2 + (∆η)2, ∆φ = φ1 − φ2, ∆η = η1 − η2.
The ”transverse” mass of the particle (cluster) c with momentum ~pc and the ”missing”
transverse momentum (energy) ~p⊥ mis ( ~E⊥ mis) is given by:
M2⊥(c, ~p⊥ mis) ≡ (
√
m2c + p
2
⊥c + p⊥ mis)
2 − (~p⊥c + ~p⊥ mis)2.
10.3 Event Shape Variables
In this Subsection we describe in brief event shape variables for n–particle final state (for
details, see, for example [28]). None of the variables presented in this Subsection are
Lorentz invariant.
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• Sphericity
The sphericity tensor is defined as [28, 29]:
Sab ≡
∑
i p
a
i p
b
i∑
i |~pi|2
, (10.10)
where a, b = 1, 2, 3 corresponds to the x, y and z components. By standard diagonalization
of Sab one can find three eigenvalues
λ1 ≥ λ2 ≥ λ3, with λ1 + λ2 + λ3 = 1.
Then, the sphericity is defined as:
S ≡ 3
2
(λ2 + λ3), 0 ≤ S ≤ 1. (10.11)
Eigenvectors ~si can be found that correspond to the three eigenvalues λi. The ~s1 eigen-
vector is called the sphericity axes, while the sphericity event plane is spanned by ~s1 and
~s2.
Sphericity is essentially a measure of the summed ~p> with respect to sphericity axes. So,
one can use another definition of the sphericity:
S =
3
2
min
~n
∑
i ~p
2
>i∑
i |~pi|2
, (10.12)
where ~p>i is a component of ~pi perpendicular to ~n. So, the sphericity axes ~si given (10.12)
by the ~n vector for which minimum is attained. A 2–jet event corresponds to S ≈ 0 and
isotropic event to S ≈ 1.
Sphericity is not an infrared safe quality in QCD perturbation theory. Sometimes one
can use the generalization of the sphericity tensor, given by
S(r)ab ≡
∑
i |~pi|r−2pai pbi∑
i |~pi|r
, (10.13)
• Aplanarity
The aplanarity A is define as [28, 30]:
A ≡ 3
2
λ2, 0 ≤ A ≤ 1
2
. (10.14)
The aplanarity measures the transverse momentum component out of the event plane. A
planar event has A ≈ 0 and isotropic one A ≈ 1
2
.
• Thrust
The thrust T is given by [28, 31]
T ≡ max
|~n|=1
∑
i |(~n~pi)|∑
i |~pi|
,
1
2
≤ T ≤ 1. (10.15)
and the thrust axes ~ti is given by the ~n vector for which maximum is attained. 2–jet event
corresponds to T ≈ 1 and isotropic event to T ≈ 1
2
.
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• Major and minor values
In the plane perpendicular to the thrust axes, a major axes ~ma and major value Ma may
be defined in just the same fashion as thrust [28], i.e.
Ma ≡ max
|~n|=1, (~n~t1)=0
∑
i |(~n~pi)|∑
i |~pi|
. (10.16)
Finally, a third axes, the minor axes, is defined perpendicular to the thrust (~t1) and major
(~ma) axes. The minor value Mi is calculated just as thrust and major values.
• Oblatness
The oblatness O is given by [28]
O ≡Ma −Mi.
In general, O ≈ 0, corresponds to an event symmetrical around the thrust axes ~t1 and
high O to aplanar event.
• Fox–Wolfram moments
The Fox–Wolfram moments Hl, l = 0, 1, 2, . . . , are defined by [28, 32]:
Hl ≡
∑
i,j=1
|~pi||~pj|
E2vis
Pl(cosϑij), (10.17)
where ϑij is the opening angle between hadron i and j, and Evis is the total visible energy
of the event. Pl(z) are the Legendre polynomials [24]:
P0(z) = 1, P1(z) = z, P2(z) =
1
2
(3z2 − 1), . . .
Pk(z) =
1
k
[
(2k − 1)zPk−1(z)− (k − 1)Pk−2(z)
]
.
Neglecting the masses of all the particles, one gets H0 = 1. If momentum is balanced,
then H1 = 0. 2–jet events tend to give Hl ≈ 1 for l even and Hl ≈ 0 for l odd.
The summary of the discussed quantities are presented in Table 10.1.
Table 10.1.
Summary of event shape variables.
S A T O
H0
all mi = 0
Hl
isotropic 1 1
2
1
2
- 1 -
2–jet 0 - 1 0 1
H1 = 0
H2k ≈ 1, H2k+1 ≈ 0
planar - 0 -  0 1 -
10.4 Two–body Final State
In the collision of two particles of mass m1 and m2 and momenta p1 and p2
s = (p1 + p2)
2 = m21 +m
2
2 + 2E1 Labm2,
54
where the last equation is valid in the frame, where one particle (second one) is at rest
(Lab frame).
The energies and momenta of the particles 1 and 2 in their center–of–mass system
(cms) are equal to:
E∗1 =
s+m21 −m22
2
√
s
, E∗2 =
s−m21 +m22
2
√
s
, (10.18)
~p ∗1 = −~p ∗2 , |~p ∗1 | =
√
[s− (m1 +m2)2][s− (m1 −m2)2]
2
√
s
, (10.19)
or
|~p ∗1 | =
1
2
√
s
λ1/2(s,m21,m
2
2),
where λ(x, y, z) is the so–called kinematical function [27]:
λ(x, y, z) ≡ (x− y − z)2 − 4yz (10.20)
= x2 + y2 + z2 − 2xy − 2yz − 2zx
=
{
x− (√y +√z)2}{x− (√y −√z)2}. (10.21)
Let us now consider the two–body reaction (4–momenta of the particles are presented in
the parentheses):
a(pa) + b(pb) → 1(p1) + 2(p2)
pa + pb = p1 + p2
The Lorentz–invariant Mandelstam variables for reaction 2→ 2 are defined by:
s = (pa + pb)
2 = (p1 + p2)
2, t = (pa − p1)2 = (pb − p2)2, (10.22)
u = (pa − p2)2 = (pb − p1)2,
and they satisfy
s+ t+ u = m2a +m
2
b +m
2
1 +m
2
2.
Two limits of t (corresponding to ϑcm = 0 and pi) equal:
t± = m2a +m
2
1 − 2E∗aE∗1 ± 2|~p ∗a ||~p ∗1 | = (10.23)
= m2a +m
2
1 −
1
2s
(s+m2a −m2b)(s+m21 −m22)
± 1
2s
λ1/2(s,m2a,m
2
b)λ
1/2(s,m21,m
2
2).
10.5 Three–body Final State
Let us consider three–body decay of particle a with mass M
a(P )→ 1(p1) + 2(p2) + 3(p3).
Defining
pij ≡ pi + pj, m2ij ≡ p2ij, (10.24)
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then
m212 +m
2
23 +m
2
13 = M
2 +m21 +m
2
2 +m
2
3,
and m2ij = (P − pk)2 = M2 +m2k − 2MEk.
The 1 → 3 decay is described by two variables (for example, m12 and m13). If m12 is
fixed, then limits of m213 variation are equal to:(
m213
)
±
= m21 +m
2
3 −
1
2m212
(m212 −M2 +m23)(m212 +m21 −m22)
± 1
2m212
λ1/2(m212,M
2,m23)λ
1/2(m212,m
2
1,m
2
2) =
= (E∗1 + E
∗
3)
2 − (
√
E∗ 21 −m21 ∓ (
√
E∗ 23 −m23)2,
where E∗1 =
m212+m
2
1−m22
2m12
and E∗3 =
M2−m212−m23
2m12
.
2→ 3 scattering is described by five independent variables. For example,
s = (pa + pb)
2, m212, m
2
23, t1 = (pq − p1)2, t2 = (pb − p3)2.
10.6 Lorentz Invariant Phase Space
Lorentz invariant phase space (LIPS) of n particles with 4–momenta pj (j = 1, 2, . . . n)
and the total momentum P =
∑n
j=1 pj is given by:
dRn(P ; p1, p2, . . . pn) ≡ δ(4)(P −
n∑
j=1
pj)
n∏
j=1
d3pj
(2pi)32Ej
. (10.25)
Through of this Subsection we use the following notation:
s ≡ P 2.
This LIPS can be generated recursively as follows [17, 27]:
dRn = dR2(P ; pn, q)(2pi)
3dq2 dRn−1(q; p1, . . . pn−1), (10.26)
where q =
∑n−1
i=1 pi and (m1 +m2 + . . .+mn−1)
2 ≤ q2 ≤ (√P 2 −mn)2, or:
dRn = dRn−j+1(P ; q, pj+1, . . . pn)(2pi)3dq2 dRj(q; p1, . . . pj), (10.27)
here q =
∑j
l=1 pl and
(m1 + . . .+mj)
2 ≤ q2 ≤ (
√
P 2 −
n∑
l=j+1
ml)
2.
The integrated LIPS for m1 = m2 = . . . = mn = 0 equals:
Rn(0) =
1
(2pi)3n
(pi/2)n−1
(n− 1)!(n− 2)!(P
2)n−2.
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Two–particle LIPS equals:
R2 =
1
(2pi)6
p∗1
4
√
P 2
∫
dΩ∗1 =
1
(2pi)6
pip∗1√
P 2
=
1
(2pi)6
pip∗1√
s
,
where p∗1 is momentum of first (second) particle in cms (see (10.19)).
Different choice of m1 and m2 leads to:
R2 =
1
(2pi)6
pi
√
[s− (m1 +m2)2][s− (m1 −m2)2]
2s
, (m1 +m2) ≤
√
s,
R2 =
1
(2pi)6
pi
2
√
1− 4m
2
s
, m1 = m2 = m,
R2 =
1
(2pi)6
pi
2
(1− m
2
1
s
), m2 = 0,
R2 =
1
(2pi)6
pi
2
, m1 = m2 = 0.
Three body decay final state LIPS equals:
dR3 =
1
(2pi)9
pi2
4s
dm212dm
2
13 =
1
(2pi)9
pi2dE1 dE2,
where m12 and m13 are defined in (10.24), E1(E2) is the energy of the first (second)
particle in P rest frame. This is the standard form of the Dalitz plot.
10.7 Width and Cross Section
The partial decay rate (partial width) of a particle of mass M into n bodies in its rest
frame is given in terms of the Lorentz–invariant matrix element Mfi by:
dΓ =
(2pi)4
2M
|Mfi|2dRn(P ; p1, p2, . . . , pn). (10.28)
The differential cross section of the reaction a + b → 1 + 2 + . . .+ n (pa + pb ≡ P ) is
given by:
dσ =
(2pi)4
2I
|Mfi|2dRn(P ; p1, p2, . . . , pn), (10.29)
I2 = [s− (ma +mb)2][s− (ma −mb)2] = 4[(papb)2 −m2am2b ].
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11 DECAYS
11.1 Standard Model Higgs Decays Rates
Standard Model Higgs is expected to have a mass between 45 Gev and 1 TeV, and, since it
couples directly to the masses of other particles, to decay into heaviest available particles.
The SM Higgs decay rates, calculated without radiative corrections are as follows (see
[33] and references therein):
H → ff¯ , Γ = NcGFm
2
f
4
√
2pi
mHβ
3,
where β =
√
1− 4m2f/m2H and Nc = 1(3) for f = lepton (quark).
H → W+W−(ZZ), Γ = G
2
FM
2mH
8
√
2pi
√
1− x
x
(3x2 − 4x+ 4),
where x = 4M2/m2H , M is W
±(Z)–boson mass. Higgs decay into two photons or two
gluons proceeds via loops. Its decay rates are equal [34]:
H → γγ, Γ = α
2GF
8
√
2pi3
m3H |I|2,
where I = Ilepton + Ihadron + IW + . . ., and |I| ≈ O(1).
H → gg, Γ = α
2
sGF
4
√
2pi3
m3H
9
|N |2,
where N ≡ 3∑j Nj is the sum of the quark’s contributions j = 1, 2, . . . , given by [35]:
Nj =
∫ 1
0
dx
∫ 1−x
0
dy
1− 4xy
1− xym2H
m2j
− iε
= 2λj + λj(4λj − 1)G(λj),
where λj ≡ m2j/m2H , and
G(z) = −2[arcsin( 1
2
√
z
)]2, z ≥ 1
4
,
G(z) =
1
2
ln2
[
1 +
√
1− 4z
1−√1− 4z
]
− pi
2
2
+ ipi ln
[
1 +
√
1− 4z
1−√1− 4z
]
, z ≤ 1
4
.
Nq vanishes for mq  mH and Nq → 1/3 for mq  mH .
H → W±ff¯ ′, Γ = g
4mH
307pi3
F (),  =
mW
mH
,
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H → W±
∑
ff¯ ′, (except W+ → tb¯)
Γ =
3g4mH
512pi3
F (),  =
mW
mH
,
H → Z
∑
ff¯ , Γ =
g4mH
2048pi3 cos4 ϑW
× (7− 40
3
sin2 ϑW +
160
9
sin4 ϑW )F (
′), ′ =
mZ
mH
,
F (z) =
3(1− 8z2 + 20z4)√
4z2 − 1 arccos(
3z2 − 1
2z3
)
− (1− z2)(27
2
z2 − 13
2
+
1
z2
)− 3(1− 6z2 + 4z4) ln z.
11.2 W and Z Decays
The partial decay widthes for gauge bosons to decay into massless fermions f1f¯2 are equal
to [4, 17]:
W+ → e+νe, Γ = GFM
3
W
6
√
2pi
≈ 227± 1 MeV,
W+ → uid¯i, Γ = CGFM
3
W
6
√
2pi
|Vij|2 ≈ (707± 3)|Vij|2 MeV,
Z → ψiψ¯i, Γ = CGFM
3
Z
6
√
2pi
[g2iV + g
2
iA] ≈
=

167.1± 0.3 MeV (νν¯), 83.9± 0.2 MeV (e+e−),
298.0± 0.6 MeV (uu¯), 384.5± 0.8 MeV (dd¯),
375.2± 0.4 MeV (bb¯),
For lepton C = 1, while for quarks C = 3(1 + αs(MV )
pi
+ 1.409α
2
s
pi2
− 12.77α3s
pi3
), where 3 is due
to color and the factor in parentheses is a QCD correction [18].
11.3 Muon Decay
In the SM the total muon decay width is equal (up to 100% accuracy) to the width of the
decay
µ− → e−ν¯eνµ.
The matrix element squared for this decay equals [4]:
|M |2 = 128G2f (pµpνe) (pepνµ).
Then the total muon width is given by [36]:
Γtotµ =
G2Fm
5
µ
192pi3
F (
m2e
m2µ
)(1 +
3
5
m2µ
M2W
)[1 +
α(mµ)
2pi
(
25
4
− pi2)], (11.1)
where F (x) = 1− 8x+ 8x3 − x4 − 12x2 lnx, and
α(mµ)
−1 = α−1 − 2
3pi
ln(
mµ
me
) +
1
6pi
≈ 136.
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For pure V − A coupling (and neglecting of the electron mass) in the rest frame of the
polarized muon (µ∓) the differential decay rate is:
dΓ(µ∓) =
G2Fm
5
µ
192pi3
[3− 2x± (1− 2x) cosϑ]x2dxd(cosϑ),
where ϑ is the angle between the e± momentum and the µ spin, and x = 2Eµ/mµ.
11.4 Charged Meson Decay
The decay constant fP for pseudoscalar meson P is defined by [17]
< 0|Aµ(0)|P (k) >= ifPkµ.
The state vector is normalized by < P (k)|P (k′) >= (2pi)32Eqδ3(~k−~k′). The annihilation
rate of the P (q1q¯
′
2)→ ff¯ ′ decay is given by
Γ(P → ff¯ ′) = CG
2
F |Vq1q′2|2
8pi
f 2Pm
2
fMP (1−
m2f
M2P
), (11.2)
where C = 1 for P → lνl decay and C = (3|Vq3q′4|2) for P → q3q¯′4 one, and mf is the
heaviest final fermion mass.
11.5 Quark Decay
In the region mq MW the total quark width is given by [4]:
Γ(Q→ q2q3q¯′4) =
G2Fm
5
Q
64pi3
|VQq2|2|Vq3q′4|2. (11.3)
For the case of mQ  mW + mq the width of the heavy quark decay Q→ W + q equals
[37]:
Γ(Q→ W + q) = GFm
3
Q
8pi
√
2
|VQq|2 2k
mQ
fQ(
m2q
m2Q
,
M2W
m2Q
) ≈ 180 (MeV) |VQq|2
(
mQ
mW
)3
,
where
fQ(x, y) = (1− x)2 + (1 + x)y − 2y2, k = 1
2mQ
√
[m2Q − (mW +mq)2][m2Q − (mW −mq)2],
here k is W (or q) momentum in the Q–quark rest frame.
The width of the heavy Q decay
Q→ q +W (→ lν)
is given by [37]:
Γ(Q→ q +W (→ lν) = G
2
Fm
5
Q
192pi3
|VQq|F (
m2Q
m2W
;
m2q
m2Q
;
Γ2W
m2W
),
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where
F (a, b, c) = 2
∫ (1−√b)2
0
dt
fQ(b, t)
√
1 + b2 + t2 − 2(b+ bt+ t)
[(1− at)2 + c] ,
F (a, 0, c) =
2
a4
[c− 3(1− a)]A+ 2a(1− a)− a[3(2− a)c− (2 + a)(1− a)2]B,
A = ln
c+ 1
c+ (1− a)2 , B =
1
a
√
c
[arctan(
1√
c
)− arctan(1− a√
c
)].
11.6 Heavy Quarkonia (QQ¯) Decays
Suppose that the matrix element of the vector state V decay V → l+l− is given by
M = gV e
ν
V u¯(l
+)γνu(−l−).
Then
Γ(V → l+l−) = g
2
V
12pi
MV , gV =
√
12piΓ(V → l+l−)
MV
.
Denote R20 ≡ 4pi|ψ(0)|2, where ψ(0) is bound state wave function in the origin.
The width of the decay of the quark antiquark vector state 1−− equals:
Γ(1−− → l+l−) = Nc4
3
α2Q2q
M2
R20.
where Nc = 1(3) for colorless (color) quarks, Qq is the effective charge:
ρ = 1√
2
(uu¯− dd¯) ⇒ Q2q = | 1√2(23 + 13)|2 = 12 ,
ω = 1√
2
(uu¯+ dd¯) ⇒ Q2q = | 1√2(23 − 13)|2 = 118 ,
φ = ss¯ ⇒ Q2q = 19 ,
J/ψ = cc¯ ⇒ Q2q = 49 ,
Υ = bb¯ ⇒ Q2q = 19 .
For positron annihilation (with Qe = 1) one has:
Γ(0− → γγ) = 4α
2
M2
R20,
Γ(1−− → γγγ) = 16
9pi
(pi2 − 9) α
3
M2
R20.
For quarkonia annihilation one gets:
Γ(0− → γγ) = 12α
2Q4q
M2
R20.
For the two (three) gluon annihilation one need to change : α2Q4q → 2α2s/9 (α3 → 5α3s/18):
Γ(0− → gg) = 8α
2
s
3M2
R20,
Γ(1−− → ggg) = 40
81pi
(pi2 − 9) α
3
s
M2
R20.
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12 CROSS SECTIONS
12.1 e+e− Annihilation
For pointlike spin–1
2
fermions the differential cross section in the cms for e+e− → ff¯ via
single photon and Z–boson (with mass MZ and total width ΓZ) is given by [17]:
dσ
dΩ
=
α2
4s
βQ2f
{
1 + cos2 ϑ+ (1− β2) sin2 ϑ} (12.1)
+
α2
4s
βχ2
{
V 2f (1 + V
2)[1 + cos2 ϑ+ (1− β2) sin2 ϑ] (12.2)
+β2a2f (1 + V
2)[1 + cos2 ϑ]− 8βV Vfaf cosϑ
}
− α
2
4s
β2Qfχ1
{
V Vf [1 + cos
2 ϑ+ (1− β2) sin2 ϑ] (12.3)
−2afβ cosϑ
}
,
where β =
√
1− 4m2f/s is the velocity of the final state fermion in the center of mass,
Qf is the charge of the fermion in units of the proton charge,
χ1 =
1
16 sin2 ϑW cos2 ϑW
s(s−M2Z)
(s−M2Z)2 + Γ2ZM2Z
,
χ2 =
1
256 sin4 ϑW cos4 ϑW
s2
(s−M2Z)2 + Γ2ZM2Z
,
V = −1 + 4 sin2 ϑW , Vf = 2T3f − 4Qf sin2 ϑW , af = 2T3f ,
here the subscript f refers to the particular fermion and
T3 = +
1
2
for ν, u, c, t,
T3 = −1
2
for l−, d, s, b.
The first (12.1), second (12.2), and third (12.3) terms correspond to the e+e− → ff¯
process via single photon annihilation, via Z–boson exchange, and photon – Z–boson
interference, respectively.
For s m2f (i.e. β → 1) the annihilation via single photon exchange (12.1) tends to:
σ =
4piα2
3s
Q2f ≈
86.3Q2f
s (GeV2)
nb. (12.4)
12.2 Two–photon Process at e+e− Collisions
When an e+ and e− collide with energies E1 and E2, they emit dn1 and dn2 virtual
photons with energies ω1 and ω2 and 4–momenta q1 and q2. In the equivalent photon
approximation (EPA) [38], the cross section for the reaction
e+e− → e+e−X (12.5)
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is related to the cross section for γγ → X by:
dσEPA(s) ≡ dσe+e−→e+e−X(s) = dn1 dn2dσγγ→X(W 2), (12.6)
where s = 4E1E2, W
2 = 4ω1ω2 and
dni =
α
pi
[
1− ωi
Ei
+
ω2i
2E2i
− m
2
eω
2
i
(−q2i )E2i
]dωi
ωi
dq2i
q2i
.
After integration (including that over q2i in the region m
2
eω
2
i /Ei(Eiωi) ≤ −q2i ≤ (−q2)max),
the cross section is
σEPA(s) =
α2
pi2
∫ 1
zth
dz
z
[
f(z)
(
ln
(−q2)max
m2ez
− 1
)2
− ln
3 z
3
]
σγγ→X(zs), (12.7)
where z = W 2/s, and
f(z) = (1 +
z
2
)2 ln
1
z
− 1
2
(1− z)(3 + z).
The value (−q2)max depends on properties of the produced system X. For example,
(−q2)max ∼ m2ρ for hadron production (X = h), and (−q2)max ∼ M2ll for the lepton pair
production (X = l+l−).
For the production of a resonance of mass MR and spin J 6= 1 one has:
σEPA(s) = (2J + 1)
8α2Γ(R→ γγ)
M3R
(12.8)
×
[
f(
M2R
s
)(ln
sM20
m2eM
2
R
− 1)2 − 1
3
(ln
s
M2R
)3
]
,
where M0 is the mass that enters into the from factor of the γγ → R transition: M0 ∼ mρ
for R = pi0, ρ0, ω, φ, . . . and M0 ∼MR for R = cc¯ or bb¯ resonances.
12.3 l h Reactions
The reaction of the lepton hadron deep inelastic scattering (DIS)
l(k,ml) h(P,M) → l′(k′,ml′) X, (12.9)
is described by the following invariant kinematic variables (the 4–momenta and masses of
the particles are denoted in the parentheses) [17]:
q = k − k′ is four–momentum transferred by exchanged particle (γ, Z, or W±) to the
target,
ν = q·P
M
= E − E ′ is the lepton’s energy loss in the lab frame, E and E ′ are the initial
and final lepton energies in the lab,
Q2 = −q2 = 2(EE ′ − ~k · ~k′)−m2l −m2l′ , if EE ′ sin2(ϑ/2) m2l , m2l′ , thenQ2 ≈ 4EE ′ sin2(ϑ/2),
where ϑ is the lepton’s scattering angle in the lab,
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x = Q
2
2Mν
= Q
2
2q·P , in the parton model, x is the fraction of the target hadron’s momentum
carried by the struck quark,
y = q·P
k·P =
ν
E
, is the fraction of the lepton’s energy lost in the lab,
W 2 = (P + q)2 = M2 + 2Mν −Q2, is the mass squared of the system recoiling against
the lepton,
s = (P + k)2 = M2 + Q
2
xy
.
The differential cross section of the reaction (12.9) as a function of the different variables
is given by
d2σ
dxdy
= ν(s−M2) d
2σ
dνdQ2
=
2piMν
E ′
d2σ
dΩlabdE ′
= x(s−M2) d
2σ
dxdQ2
.
Parity conserving neutral current process, l±h → l±X, can be written in terms of two
structure functions FNC1 (x,Q
2) and FNC2 (x,Q
2):
d2σ
dxdy
=
4piα2(s−M2)
Q4
(12.10)
×
[
(1− y)FNC2 + y2xFNC1 −
M2
(s−M2)xyF
NC
2
]
.
Parity violating charged current processes, lh → νX and νh → lX, can be written in
terms of three structure functions FCC1 (x,Q
2), FCC2 (x,Q
2), and FCC3 (x,Q
2):
d2σ
dxdy
=
G2F (s−M2)
2pi
M4W
(Q2 +M2W )
2
(12.11)
×
{
[(1− y − M
2xy
(s−M2) ]F
CC
2 + y
2xFCC1 ± (y −
y2
2
)xFCC3
}
,
where the last term is positive for l− and ν reactions and negative for l+ and ν¯ reaction.
12.4 Cross Sections in the Parton Model
In the parton model framework the reaction
h1 h2 → C X, (12.12)
where C is a particle (or group of the particles) with large mass (invariant mass) or with
high p> can be considered as a result of the hard interaction of the one i–parton from h1
hadron with j–parton from h2 hadron. Then the cross section of the reaction (12.12) can
be written as follows:
σ(h1h2 → CX) =
∑
ij
∫
fh1i (x1, Q
2)fh2j (x2, Q
2)σˆ(ij → C)dx1dx2, (12.13)
where sum is performed over all partons, participating in the subprocess ij → C; fhi (x,Q2)
is parton distribution in h–hadron; Q is a typical momentum transfer in partonic process
ij → C and σˆ is partonic cross section.
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12.5 Vector Boson Polarization Vectors
Let us consider a vector boson with mass m and 4–momentum kµ (k2 = m2). Three
polarization vectors of this boson can expressed in terms of kµ,
kµ = (E, kx, ky, kz), k> =
√
k2x + k
2
y
as folows [39]:
εµ(k, λ = 2) = 1
k>
(0, ky, −kx, 0),
εµ(k, λ = 1) = 1|~k|k>
(0, kxkz, kykz, −k2>),
εµ(k, λ = 3) = E
m|~k|(
~k 2
E
, kx, ky, kz).
 (12.14)
It is easy to verify that
pµεµ(k, λ) = 0, ε
µ(k, λ)εµ(k, λ
′) = −δλλ′ . (12.15)
For k> = 0 (i.e. kµ = (E, 0, 0, k)) these polarization vectors can be chosen as follows:
εµ(k, λ = 1) = (0, 0, 1, 0),
εµ(k, λ = 2) = (0, 1, 0, 0),
εµ(k, λ = 3) = 1
m
(k, 0, 0, E).
 (12.16)
Gluon is the massless vector boson. Any massless vector boson has only two polarization
states, λ = 1 and 2, on its mass-shell.
The gluon density matrix (in the axial gauge) has the form (see Subsection 8.3):
ρµν = −gµν + k
µnν + kνnµ
k · n −
n2kmukν
(k · n)2 = 
µ
1
ν
1 + 
µ
2
ν
2, (12.17)
where n is axial gauge fixing vector and µi are the gluon polarization vectors. In the axial
gauge there appears an additional condition (see Subsection 8.3):
µi n
µ = 0, i = 1, 2
For this case polarization vectors µg (p, λ = 1, 2) can be chosen as follows:
µg (p, λ) = ε
µ(p, λ)− ε(p, λ) · n
p · n p
µ, (12.18)
where εµ(p, λ) are given in (12.14) or (12.16).
For numerical calculations it is convenient to set
nµ = (1,~0) (12.19)
As a result the first two vectors from (12.14) can be used:
µ1 =
1
k>
(0, ky, −kx, 0)
µ2 =
1
|~k|k>
(0, kxkz, kykz, −k2>)
}
, k> > 0;
µ1 = (0, 1, 0, 0)
µ2 = (0, 0, 1, 0)
}
, k> = 0 (12.20)
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For gluon being off-shell we should introduce third “polarization” vector:
ρµν = µ1
ν
1 + 
µ
2
ν
2 + 
µ
3
ν
3, 
µ
3 · µ3 = −
k2
k20
(12.21)
where one has:
k2 > 0 : µ3 =
√
k2
k0|~k|(0,
~k),
k2 < 0 : µ3 = i
√
|k2|
|k0||~k| (0,
~k)
(12.22)
Note, that for space-like momentum third vector becomes a complex one.
• Two Photons (Gluons) System
For the system of two photons (gluons) with momenta p1 and p2 the polarization
vectors εµ1(2) can be written in the explicitly covariant form:
εµi (±) =
1√
2∆3
[
(p1p2)q
µ − (qp2)pµ1 − (qp1)pµ2 ± iεµναβqνp1αp2β
]
. (12.23)
where sign +(−) corresponds to positive (negative) helicity, q is any arbitrary vector,
which is independent on p1 and p2 (it may be a momentum of some particle), and
∆3 = δ
qp1p2
qp1p2
= (p1p2)(2 (qp1)(qp2)− q2(p1p2)).
These vectors were considered also in Subsection ??.
Projectors on various combinations of the helicity states look as follows:
1
2
(εµ1(+)ε
ν
2(−) + εµ1(−)εν2(+)) =
1
2(p1p2)
(pν1 p
µ
2 − (p1p2) gµν),
1
2
(εµ1(+)ε
ν
2(−)− εµ1(−)εν2(+)) = −
i
2 (p1p2)
εp1p2µν ,
1
2
(εµ1(+)ε
ν
2(+) + ε
µ
1(−)εν2(−)) =
1
2∆3
{2[(p1p2)(qp1)(qp2)gµν
+qµqν(p1p2)
2 − (p1p2)((qp1)pµ2qν + (qp2)pν1qµ)]
+q2(p1p2)(p
ν
1p
µ
2 − (p1p2)gµν)},
1
2
(εµ1(+)ε
ν
2(+)− εµ1(−)ενu2(−)) =
i
2∆3
{((p1p2)qµ − (qp1)pµ2)ενqp1p2 + ((p1p2)qν − (qp2)pν1)εµqp1p2},
=
i (p1p2)
2∆3
(qµενqp1p2 + qνεµqp1p2 (qp1)ε
p2qµν + (qp2) ε
p1qµν) .
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13 MATRIX ELEMENTS
13.1 General Remarks
In this Section we present the matrix elements squared |M |2 for various processes in the
Standard Model. Almost all of these |M |2 were presented in the book by R. Gastmans and
Tai Tsun Wu [13]. The symbol |M |2 is used to denote the square of the absolute value of
the matrix element M summed over the initial and final degrees of freedom (polarization
and color), but without averaging over the initial state degrees of freedom.
So, one can use the well–known crossing relations to obtain |M |2 for processes differing
from each other by repositioning the final and/or initial particles. The averaged over the
initial state degrees of freedom matrix element squared |M |2 can be obtained from |M |2
by trivial procedure:
e+e−, e±γ, γγ :
1
2
· 1
2
(spin) ⇒ |M |2 = 1
4
|M |2,
qq¯, qq, q¯q¯ :
1
2
· 1
2
(spin)
1
3
· 1
3
(color) ⇒ |M |2 = 1
36
|M |2,
gq, gq¯ :
1
2
· 1
2
(spin)
1
8
· 1
3
(color) ⇒ |M |2 = 1
96
|M |2,
gg :
1
2
· 1
2
(spin)
1
8
· 1
8
(color) ⇒ |M |2 = 1
256
|M |2.
For the 2→ 2 processes the differential cross section is related to the |M |2 as follows:
dσ(2→ 2)
dt
=
|M |2
16piI2
, I2 ≈ s2, (13.1)
where t and I are defined in (10.22) and (10.29).
The notations, used through of this Section, are the same as in Section 8:
e is the electric charge of the positron, αQED ≡ α = e24pi ≈ 1137 ,
Qf is the charge of the quark in units of the positron charge,
gs is the QCD coupling constant, αQCD ≡ αs = g2s4pi ,
GF is the Fermi constant.
As in Section 10 for the reaction 2→ 2
a(p1) + b(p2) → 1(q1) + 2(q2)
p1 + p2 = q1 + q2
the Lorentz–invariant Mandelstam variables for reaction are given by
s = (p1 + p2)
2 = (q1 + q2)
2, t = (p1 − q1)2 = (p2 − q2)2,
u = (p1 − q2)2 = (p2 − q1)2,
s+ t+ u = m2a +m
2
b +m
2
1 +m
2
2.
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13.2 Matrix Elements
13.2.1 e+e− → ff¯ (no Z–boson exchange)
• e+e− → l+l− (l 6= e, l = µ, τ).
|Me|2 = 8e4 1
s2
[
t2 + u2 + (m2e +m
2
f )(2s−m2e −m2f )
]
, (13.2)
= 8e4
t2 + u2
s2
, for me = mf = 0.
• e+e− → qq¯
|Mq|2 = 3Q2f |Me|2.
The detailed description of the process e+e− → ff¯ with Z–boson exchange is presented
in Subsection 12.1.
13.2.2 e+e− → e+e− (no Z–boson exchange)
|M |2 = 8e4
{ 1
s2
[
t2 + u2 + 8m2(s−m2)]+ 2
st
(u− 2m2)(u− 6m2)
}
, (13.3)
= 8e4
s4 + t4 + u4
s2t2
, for m = 0.
13.2.3 e+e− → γγγ
• e+(p1) + e−(p2)→ γ(k1) + γ(k2) + γ(k3), me = 0.
|M |2 = 8e6
3∑
i=1
(p1ki)(p2ki)
[
(p1ki)
2 + (p2ki)
2
]
3∏
i=1
(p1ki)(p2ki)
.
• e+e− → γγγ, me = m 6= 0.
For the case of s = (pe+ + pe−)
2 → 4m2, i.e. in the limit pe+ = pe− = (m, 0), the |M |2 is
given by [2]:
|M |2 = 64e6
[(m− ω1
ω2ω3
)2
+
(m− ω2
ω1ω3
)2
+
(m− ω3
ω1ω2
)2]
, (13.4)
where ωi is i–photon energy in cms.
13.2.4 e+e− → l+l−γ
e+(p1) + e
−(p2)→ l+(q1) + l−(q2) + γ(k), me = ml = 0.
Invariants:
s = 2(p1p2), t = −2(p1q1), u = −2(p1q2), (13.5)
s′ = 2(q1q2), t′ = −2(p2q2), u′ = −2(p2q1).
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• l 6= e, for example, e+e− → µ+µ−γ
|M |2 = −4e6(vp − vq)2 t
2 + t′2 + u2 + u′2
ss′
. (13.6)
• l = e, i.e. e+e− → e+e−γ
|M |2 = −4e6(vp − vq)2 ss
′(s2 + s′2) + tt′(t2 + t′2) + uu′(u2 + u′2)
ss′tt′
. (13.7)
where in (13.6) and (13.7) we use:
vµp ≡
pµ1
(p1k)
− p
µ
2
(p2k)
, vµq ≡
qµ1
(q1k)
− q
µ
2
(q2k)
. (13.8)
13.2.5 e+e− → qq¯g
For this reaction the invariants are the same as in (13.5).
|M |2 = 16e4Q2fg2s
t2 + t′2 + u2 + u′2
s(q1k)(q2k)
. (13.9)
13.2.6 e+e− → qq¯γ
For this reaction the invariants are the same as in (13.5).
|M |2 = −12e6(vp +Qfvq)2 t
2 + t′2 + u2 + u′2
ss′
, (13.10)
where vp and vq are defined in (13.8).
13.2.7 gg → qq¯, mq = m 6= 0
The final qq¯–pair can be in color singlet or color octet final states.
|Msingl|2 = 16g4sχ0
[
1
3
]
, |Moct|2 = 16g4sχ0
[
7
3
− 6χ1
]
,
|Mtot|2 = |Msingl|2 + |Moct|2 = 16g4sχ0
[
8
3
− 6χ1
]
, (13.11)
where
χ0 =
m2 − t
m2 − u +
m2 − u
m2 − t + 4
(
m2
m2 − t +
m2
m2 − u
)
− 4
(
m2
m2 − t +
m2
m2 − u
)2
(13.12)
χ1 =
(m2 − t)(m2 − u)
s2
(13.13)
For mq = 0,
χ0 =
t2 + u2
ut
, χ1 =
ut
s2
.
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13.2.8 γg(γγ) → ff¯
• gγ → qq¯ : |M |2 = 32g2se2Q2fχ0.
• γγ → qq¯ : |M |2 = 24e4Q4fχ0.
• γγ → e+e− : |M |2 = 8e4χ0.
13.2.9 qq¯ → QQ¯, mq = 0, mQ = m 6= 0
|M |2 = 16g4s
t2 + u2 + 2m2(2s−m2)
s2
. (13.14)
13.2.10 qq → qq, mq = 0
|M |2 = 16g4s
[
s4 + t4 + u4
t2u2
− 8
3
s2
tu
]
. (13.15)
13.2.11 qq¯ → qq¯, mq = 0
|M |2 = 16g4s
1
s2t2
[s4 + t4 + u4 − 8
3
stu2]. (13.16)
13.2.12 gg → gg
|M |2 = 288g4s
(s4 + t4 + u4)(s2 + t2 + u2)
s2t2u2
. (13.17)
13.2.13 f1f¯2 → W ∗ → f3f¯4
f1(p1) + f¯2(p2)→ f3(p3) + f¯4(p4), m1,2,3,4 6= 0.
|M |2 = C128G2FM4W
(p1p4)(p2p3)
(s−M2W )2 + Γ2WM2W
, (13.18)
where C = 1 for l−ν¯ → l′−ν¯ ′, C = 3 for l−ν¯ → qq¯′(qq¯′ → l−ν¯), and C = 9 for q1q¯2 → q3q¯4,
MW and ΓW are the mass and total width of the W–boson.
13.2.14 l−ν¯ → du¯g
l−(p1) + ν¯(p2)→ d(p3) + u¯(p4) + g(k), md,u 6= 0.
|M |2 = 256G2FM4Wg2s
A1 − A2 − A3
(s−M2W )2 + Γ2WM2W
, (13.19)
A1 =
1
(kp3)(kp4)
{
s
[
(p1p4)
2 + (p2p3)
2
]
− (m2u +m2d)
[s
2
((p1p4) + (p2p3))− (p1p3)(p2p3)− (p1p4)(p2p4)
]}
,
A2 =
2m2u
(kp4)2
(p2p3)
[
(p1k) + (p1p4)
]
, A3 =
2m2d
(kp3)2
(p1p4)
[
(p2k) + (p2p3)
]
.
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14 MISCELLANEA
14.1 Miscellanea
• Let us consider the recursion An = aAn−1 + bAn−2 for given A0 and A1. Then
An = αz
n
1 + βz
n
2 , z1,2 =
a
2
[1±
√
1 + 4b/a2], α =
A1 − z2A0
z1 − z2 , β =
z1A0 − A1
z1 − z2 .
• Various representations of the Dirac δ–function:
δ(x) ≡ 1
(2pi)
∫ ∞
−∞
eixtdt,
δ(x, α) =
α
pi(α2x2 + 1)
, α→∞; δ(x, β) = β
pi(x2 + β2)
, β → 0,
δ(x, α) =
α√
pi
e−α
2x2 , α→∞, δ(x, α) = α
pi
sin(αx)
(αx)
, α→∞,
1
x± iε = P
∞
§ ∓ 〉piδ(§).
• Step–functions Θ(x) and ε(x)
Θ(x) ≡ 1
(2pii)
∫ ∞
−∞
eixt
t− iεdt =
{
1, x > 0
0, x < 0
ε(x) ≡ 1
(ipi)
P
∫ ∞
−∞
e〉§unionsq
unionsq dunionsq =
{
1, x > 0
−1, x < 0
•
1
(a− iε)k =
ik
Γ(k)
∫ ∞
0
eiα(−a+iε)αk−1dα, k ≥ 0,∫ ∞
0
(eita − eitb)dt
t
= ln
(
b+ iε
a+ iε
)
.
14.2 Properties of Operators
The various properties of the operators can be found, for example, in [5, 40, 41]. Let
f(A) be any function from the operator (matrix) A, which can expanded into series with
respect to operators (matrices) An:
f(A) =
∞∑
n=0
cnA
n.
• Let ξ be a parameter, then:
eξAe−ξA = 1, eξAAe−ξA = A, eξAAne−ξA = An, eξAf(A)e−ξA = f(A).
• Let A and B be noncommuting operators, ξ and n be parameters (n integer). Then:
eξABne−ξA = (eξABe−ξA)n,
eξAF (B)e−ξA = F (eξABe−ξA),
eξABe−ξA = B + ξ[A,B] +
ξ2
2!
[A, [A,B]] +
ξ3
3!
[A, [A, [A,B]]] + · · ·
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• Let A be an operator and there exists the inverse operator A−1. Then for any integer
n :
ABnA−1 = (ABA−1)n, Af(B)A−1 = f(ABA−1).
• Let A(x) be an operator, depending on the scalar variable x, then
dA−1(x)
dx
= −A−1(x)dA(x)
dx
A−1(x),
deA(x)
dx
=
∫ 1
0
e(1−t)A(t)
dA(t)
dt
etA(t)dt.
14.3 The Baker-Campbell-Hausdorff Formula
Let A and B be non–commuting operators, then :
eA eB = e
∑∞
i=1 Zi , (14.1)
where
Z1 = A+B; (14.2)
Z2 =
1
2
[A,B]; (14.3)
Z3 =
1
12
[
A, [A,B]
]
+
1
12
[
[A,B], B
]
; (14.4)
Z4 =
1
48
[
A,
[
[A,B], B
]]
+
1
48
[[
A, [A,B]
]
, B
]
; (14.5)
Z5 =
1
120
[[
A,
[
[A,B], B
]]
, B
]
+
1
120
[
A,
[[
A, [A,B]
]
, B
]]
(14.6)
− 1
360
[
A,
[[
[A,B], B
]
, B
]]
− 1
360
[[
A,
[
A, [A,B]
]]
, B
]
− 1
720
[
A,
[
A,
[
A, [A,B]
]]]− 1
720
[[[
[A,B], B
]
, B
]
, B
]
, . . .
The other terms can be evaluated from the relation (see [5, 41]):
∞∑
k=0
1
(k + 1)!
[[Zk, Z ′]] = A+
∞∑
j=0
ξj
[[Aj, B]]
j!
, (14.7)
where eZ = eξAeξB; Z =
∑∞
n=1 ξ
nZn; Z
′ =
∑∞
n=1 nξ
n−1Zn. The repeated commutator
bracket is defined as follows
[[A0, B]] = B, [[An+1, B]] =
[
A, [[An, B]]
]
.
Since relation (14.7) must be satisfied identically in ξ, one can equate the coefficients of
ξj on the two sides of this relation. In particular, j = 0, 1, 2, 3, 4 gives (14.2, 14.3, 14.4,
14.5, 14.6), respectively.
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