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CHAPTER 1
GENERAL INTRODUCTION
In the current thesis, I set out to answer the general question: How are memories
organized in the brain? The introduction begins with an overview of what is known
about memory organization, as well as a description of the different stages of
memory encoding, consolidation, and retrieval. Throughout the text, I will highlight
the questions that inspired me to carry out the experimental work presented in
Chapters 2-5. The introduction then completes with a brief summary and an outline
of the remaining thesis.
MEMORY ORGANIZATION
Historically, memory research has a strong focus on the hippocampus. A hallmark
observation was the report of patient Henry Molaison, also known as H.M., who
suffered from epilepsy. In an attempt to cure him from his seizures, H.M. underwent
surgery during which large parts of both of his hippocampi and also tissue of the sur-
rounding medial temporal lobe (MTL) structures were removed. As a consequence,
however, he developed temporally graded retrograde and severe anterograde am-
nesia (Scoville and Milner, 1957). Although he was still able to recall events from his
early childhood, memories from his recent past closer to the surgery were forgotten.
Furthermore, he could not form any new declarative memories (memories about
which one can consciously elaborate, as opposed to non-declarative, e.g., procedural
memories; Squire et al., 1984; Squire and Zola-Morgan, 1991).
In this thesis, I focused on the organization of such declarative (episodic and se-
mantic) memories. Episodic memory is deﬁned as the memory for events, including
their contextual-, spatial-, and temporal characteristics. It involves stimulus features
from different modalities, and is thus of an associative nature. For instance, a rich
episodic memory of a vacation in the US might contain vivid images of the cacti in
Joshua Tree National Park and the speciﬁc music played in the car during the road
trip. In contrast, semantic memory is thought to contain factual knowledge about
the world, concepts, or rules, and the relations between them. This information is
represented without contextual and perceptual features of speciﬁc episodes, but
rather in an abstracted, semanticized form (Tulving, 1972). The boundaries between
episodic and semantic memories are often not clear-cut and different taxonomies
for memory classiﬁcation have been proposed (Henke, 2010). Regardless of these
classiﬁcations, the hippocampus is thought to bind the different aspects of amemory
into an associative memory trace (Brown and Aggleton, 2001; Burgess et al., 2001a;
Sperling et al., 2003; Kirwan and Stark, 2004; Squire et al., 2004; Mayes et al., 2007;
Staresina and Davachi, 2008). Hippocampal memory representations are assumed
to provide an associative “index” (Marr, 1971; Teyler and DiScenna, 1986; Teyler and
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r1Rudy, 2007), pointing towards material-speciﬁc representations that are stored inrespective neocortical regions (Marr, 1970; McClelland et al., 1995). I focused on this
associative aspect in Chapters 2-5. More speciﬁcally, I tested associative memory
organization throughout the different stages of mnemonic processing. After the
initial formation of a memory trace (encoding, Chapter 2), the trace might eventually
be stabilized and stored in long-term memory (consolidation, Chapters 3-5), and so
can be successfully remembered later on (retrieval, Chapters 2, 4, 5).
Figure 1.1: Brain regions involved in mnemonic processing. The upper left panel shows a lateral view
onto the left hemisphere of the brain. Upper right and lower left panels depict a sagittal slice. The lower
right panel contains a coronal slice, and the approximate slice position is indicated through dashed lines
in the sagittal planes. Relevant brain regions are schematically marked. Red colors denote regions that
are part of the so-called “default mode network” (Raichle et al., 2001). The thalamus is indicated in blue
and acts as a relay between regions (Sherman, 2016). AG – angular gyrus, MPFC –medial prefrontal cortex,
PCC – posterior cingulate cortex, Hipp – hippocampus, Th – thalamus.
Figuratively, the associative “index” does not permanently reside in the hippocampus
(Zola-Morgan and Squire, 1990) but is transferred to neocortical regions over the
course of consolidation (Marr, 1970; McClelland et al., 1995; Squire and Alvarez, 1995).
Especially the medial prefrontal cortex (MPFC) was shown to play a prominent role in
that it appears to take over the binding function of the hippocampus (Bontempi et al.,
1999; Frankland and Bontempi, 2005; Takehara-Nishiuchi and McNaughton, 2008;
Takashima et al., 2009). Further, it supports the integration of incoming information
into pre-existing knowledge structures, or “schemas” (van Kesteren et al., 2010a,b;
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Ghosh and Gilboa, 2014; Ghosh et al., 2014). Hippocampal-MPFC interactions are
the focus of Chapters 3-5. Cross-talk between the hippocampus and MPFC relies
on unidirectional anatomical connections and returning pathways are relayed via
the midline thalamus (Vertes et al., 2007). Box 1 discusses the role of the thalamus
in memory processing in further detail, and in Chapter 3 I investigated the role of
hippocampal-thalamic-MPFC interplay for memory consolidation during rest.
The hippocampus and MPFC, together with the posterior cingulate cortex and an-
gular gyrus are typically involved in (episodic) memory retrieval (Rugg and Vilberg,
2012). Furthermore, they form the so-called “default mode network” which shows
decreased brain activation during cognitively demanding tasks and increased ac-
tivation during rest (Shulman et al., 1997; Raichle et al., 2001), possibly reﬂecting
self-referential processing (Gusnard et al., 2001). Disrupted resting-state dynamics
within this network serve as a marker for early Alzheimer’s disease which in turn is
associated with deﬁcits in episodic memory (Greicius et al., 2004). Altogether, the
above mentioned regions have in common that they are regarded as higher-order
association areas, or “hubs”, in the brain (Battaglia et al., 2011; van den Heuvel and
Sporns, 2013). However, they are differentially involved in mnemonic processing
(Wagner et al., 2005; Vann et al., 2009; Kim, 2011, 2016; Huijbers et al., 2012). For exam-
ple, the posterior cingulate cortex was reported to show decreased activation during
successful encoding and increased activation during correct retrieval (Daselaar et al.,
2004, 2009; Huijbers et al., 2012). The hippocampus is typically deactivated during
working memory tasks (Axmacher et al., 2009), but shows activation increases during
memory encoding (Spaniol et al., 2009; Kim, 2011) and retrieval (Rugg and Vilberg,
2012; Kim, 2016). In other words, these brain regions can ﬂexibly adapt to the current
cognitive demands to optimally subserve mnemonic processing.
Thus, the hippocampus does not unitarily support the scaffolding of memory, but
works in concert with a distributed set of regions (Bartlett, 1932; Schacter et al.,
1998; Wang et al., 2010). An overview of brain structures implicated in memory
is provided in Figure 1.1. In this thesis, I investigated memory representations by
adapting this whole-brain perspective. In the following sections, I will brieﬂy outline
the different stages of memory processing. Thereafter, the introduction commences
with a summary and an outline of the thesis, followed by the four experimental
chapters.
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The thalamus is known as a central relay station in the brain (Guillery and
Sherman, 2002; Sherman and Guillery, 2002; Sherman, 2005, 2007, 2016). For
instance, incoming visual information is directed to primary sensory regions via
lower-order thalamic relays, such as the lateral geniculate nucleus. Higher-order
thalamic nuclei, including the midline and anterior thalamus, coordinate cortico-
cortical interactions. Together, thalamo-cortical loops drive and/or modulate
information ﬂow, e.g., according to current attentional demands (Zhou et al.,
2016).
Speciﬁc thalamic lesions can profoundly impact memory function (Aggleton and
Mishkin, 1983; Aggleton et al., 1996; van der Werf et al., 2000, 2003; Carlesimo
et al., 2011; Pergola et al., 2012, 2013; Tu et al., 2014), and the thalamus is among
the ﬁrst regions to exhibit degeneration in early Alzheimer’s disease (Aggleton
et al., 2016). Additionally, it was shown to contribute to the generation of sleep
spindles which are thought to coincide with memory “replay” (Piantoni et al.,
2016). This might be supported by a thalamic switch in neuronal ﬁring from
tonic to burst ﬁring mode, which is particularly common during slow-wave sleep
(Sherman, 2001).
Also hippocampus-MPFC connections are mediated by the thalamus. More
speciﬁcally, the nucleus reuniens and the rhomboid nucleus of the midline
thalamus both exhibit bidirectional connections with the hippocampus and the
MPFC (Vertes et al., 2007), as well as with posterior representational regions
(Cassel et al., 2013). The anterior thalamus is anatomically connected with the
hippocampus and prefrontal cortex, as well as with retrosplenial and posterior
cingulate regions (Aggleton et al., 2016). Due to their prefrontal connections,
both midline (Klein et al., 2010; Cholvin et al., 2013; Wolff et al., 2015; Alcaraz
et al., 2016) and anterior thalamus (Wright et al., 2015; Leszczyński and Staudigl,
2016) were previously related to attention and goal-directed behavior, and
altogether appear central for adequate cognitive function and memory (van
der Werf et al., 2003; Wolff et al., 2015). For instance, the midline thalamus was
shown to modulate memory speciﬁcity and generalization at encoding (Xu and
Südhof, 2013), spatial memory persistence (Loureiro et al., 2012), consolidation
after learning (Davoodi et al., 2011), and recent memory retrieval (Thielen et al.,
2015). The anterior thalamus was associated with spatial and episodic memory
(Aggleton and Brown, 1999; Aggleton and Nelson, 2015), and memory formation
(Sweeney-Reed et al., 2014, 2015).
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Due to their strong connections with the MTL, the midline and anterior tha-
lamic nuclei were proposed to be part of an “extended hippocampal system”
supporting familiarity and recollection, respectively (Aggleton and Brown, 1999).
However, evidence for a clear-cut distinction is currently missing (Carlesimo
et al., 2015). Therefore, in Chapter 3, I targeted the role of both midline and
anterior thalamic sub-regions in the consolidation of durable, associative, and
recollection-based memories during rest.
MEMORY FORMATION DURING ENCODING
Much research has focused on the underlying neuronal processes that facilitate
successful memory formation at initial encoding. For instance, human encoding
processes are often studied by employing the so-called “subsequent memory”-
procedure where study trials are sorted as later remembered or forgotten (Brewer,
1998; Wagner et al., 1998). In the reports of Brewer and colleagues (1998), as well as
Wagner and colleagues (1998), subjects underwent functional magnetic resonance
imaging (fMRI) at encoding and were tested for their memory thereafter. Results
from both studies showed that the parahippocampus and adjacent MTL structures,
as well as speciﬁc prefrontal areas, were more strongly activated during encoding
of later remembered as opposed to later forgotten material. This proﬁle of results
is typical for subsequent memory studies (Spaniol et al., 2009; Kim, 2011). While
the MTL is regarded as essential for memory formation (Squire et al., 2004), the
(lateral) prefrontal cortex is thought to guide the organization of memory content via
top-down control (Simons and Spiers, 2003; Blumenfeld and Ranganath, 2007). As
mentioned previously, these processes appear independent of the stimulus material
involved and are accompanied by activation increases in modality-speciﬁc regions. I
utilized the subsequent memory procedure in Chapters 2-3.
When information enters the hippocampal formation via the entorhinal cortex (Fer-
nández et al., 1999; Squire et al., 2004; Fernández and Tendolkar, 2006), it is compared
to existing memory traces. Pattern separation mechanisms in the dentate gyrus
of the hippocampus assure that new memories are stored in orthogonal neuronal
populations (Yassa and Stark, 2011). This has the purpose of decreasing interference,
such that new but similar memories can be successfully dissociated. In humans,
pattern separation has recently been studied using representational similarity anal-
ysis (RSA; Kriegeskorte et al., 2008a). RSA quantiﬁes the spatial correspondence
of activation patterns, whereby similar patterns are thought to share information
content (see also Box 2). LaRocque and colleagues (2013), for example, reported that
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regions were found to be more similar (pattern completion). In contrast to pattern
separation, pattern completion integrates a retrieval cue with an existing memory
trace (Marr, 1971; Horner et al., 2015), and supports predictive coding (Friston, 2005;
Hindy et al., 2016).
Successful encoding (and retrieval) is likely to rely on the ﬂexible interplay of pattern
separation and completion across different brain regions. For instance, RSA-based
pattern similarity in the MTL and neocortex was previously related to fear memory
formation (Visser et al., 2013), memory conﬁdence and categorization (Davis et al.,
2014a), and the transition from procedural- to memory-based problem solving in
children (Qin et al., 2014). Extending the ﬁndings from LaRocque and colleagues
(2013), hippocampal pattern similarity was further shown to increase through atten-
tion (Aly and Turk-Browne, 2015, 2016), and reward (Wolosin et al., 2013), and this
increase was related to better subsequent memory performance. The ﬁnding that
both hippocampal dissimilarity and similarity can be beneﬁcial for later memory
seems at a ﬁrst glance contradictory. However, they are not mutually exclusive. One
possibility is that brain regions might ﬂexibly switch between pattern separation
and completion mechanisms depending on memory type (item recognition vs. as-
sociative memory), or other factors (e.g., attention, reward). Moreover, successful
compared to unsuccessful memory encoding is often accompanied by decreased
activation in the posterior cingulate cortex (Daselaar et al., 2004, 2009; Huijbers et al.,
2012). Despite of decreased activation, increased pattern similarity in this region
was shown to facilitate memory encoding (Xue et al., 2013), as well as subsequent
consolidation (Bird et al., 2015). In Chapter 2, I investigated associative memory
formation with RSA. Speciﬁcally, I asked if pattern similarity, or consistent processing
across trials, would underlie successful associative memory formation at encoding.
One important issue is that memory is often tested only once and brieﬂy after
learning. This makes it impossible to draw any conclusions about the formation of
longer-lasting compared to less-long or immediately forgotten material. Previous
studies on memory durability employed the so-called “remember/know-procedure”
(Tulving, 1985; Yonelinas and Levy, 2002) since recollection (“remember”) and familiar-
ity (“know”) display differential forgetting rates over time (Yonelinas and Levy, 2002).
In the current thesis, throughout Chapters 2-5, I speciﬁcally targeted associative,
recollection-based memory rather than familiarity-based recognition and tested
memory using a cued-recall approach. Subjects were cued with one part of the
association (e.g., a picture), and were prompted for the associative counterpart (e.g.,
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the location). In contrast to recognition-based tests, cued-recall assesses the speciﬁc
association and subjects cannot solve this task by relying on familiarity only (at least
not above chance-level).
To delineate memory durability, stimulus material needs to be tested at two time
points minimally. This can be accomplished by (1) testing half of the stimulusmaterial
immediately and the other half later (Uncapher and Rugg, 2005; Sneve et al., 2015),
or (2) by testing all stimulus material twice (Carr et al. 2010; and see Liu et al. 2014
for a combined approach). In Chapters 2-3, I chose the second approach since it
allowed to link brain activity during encoding and consolidation with subsequent
test performance for each stimulus. “Weak” memories were remembered at the
immediate test only, whereas “durable”memories persisted also after 48 hours. This
brings us to the ﬁrst central question of this thesis (Question I): How are durable
memories formed and organized at encoding?
In sum, memory formation is partly determined as we initially encounter information.
However, it is also critically dependent on consolidation dynamics after learning.
The timeline of encoding and early consolidation is not clearly deﬁned, but I discuss
these events in the most logical order of occurrence.
MEMORY FORMATION DURING CONSOLIDATION
Memory consolidation describes the transformation of a labile memory trace into
long-term memory storage (McGaugh, 2000; Dudai, 2012; Squire et al., 2015). It is
accomplished in two stages, involving a synaptic level, and a systems level. The line
between these processes is blurry, but it is assumed that systems level consolidation
is not possible without prior stabilization at the synaptic level. For the sake of clarity,
I discuss synaptic and systems consolidation in separate sections.
SYNAPTIC CONSOLIDATION: SYNAPTIC TAGGING AND CAPTURE
One theoretical framework that attempts to explain consolidation at the synapse is
the so-called synaptic tagging and capture hypothesis (Morris and Frey 1997; and
see Redondo and Morris 2011 for a recent reformulation and review). The encoding
of new information triggers long-term potentiation (LTP) in the hippocampus. LTP
strengthens synaptic connections of neurons that ﬁre simultaneously, summarized
by Donald Hebb as “What ﬁres together, wires together” (Hebb, 1949). This leads to
chemical (e.g., transmitter release), as well as structural alterations (e.g., cytoskeletal
growth) at the synapse. The combination of these events creates the potential, or
“tag”, for a long-lasting synaptic change. However, thememory trace is only stabilized
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et al., 2008; Ballarini et al., 2009; Moncada et al., 2011). The tag then needs to be
“captured” within 1-2 hours after encoding (Martin and Kosik, 2002), otherwise activity
at the synapse will return to baseline.
This cascade of events critically depends on the inﬂux of norepinephrine (NE) and
dopamine (DA) into the hippocampus (or other task-relevant brain regions; Ballarini
et al., 2009), as they modulate late LTP (Frey et al., 1991; Huang and Kandel, 1995) and
lead to the release of plasticity-related proteins (Moncada et al., 2011). However, it
is diﬃcult to disentangle the differential contributions of NE and DA to long-term
memory formation since these transmitters are chemically related (i.e. both are
catecholamines and synthesized from tyrosine).
Pharmacological blockage of the catecholaminergic transmitter system around the
time of encoding was shown to speciﬁcally prevent long-term memory formation
(Moncada and Viola, 2007; Rossato et al., 2009; Moncada et al., 2011) without affecting
immediate memory (Bethus et al., 2010). Facilitation of catecholamine signaling, on
the other hand, was found to enhance memory persistence (Moncada and Viola,
2007; Rossato et al., 2009; Wang et al., 2010; Moncada et al., 2011). Evidence for a
synaptic tagging and capture mechanism almost exclusively stems from studies
in rodents (but see Wetzel et al., 1981; Izquierdo et al., 2008). Therefore, I asked if
long-term memory formation could be facilitated by catecholaminergic modulation
during early memory consolidation in humans (Chapter 4).
SYSTEMS CONSOLIDATION: HIPPOCAMPAL-NEOCORTICAL CROSS-TALK
After successful encoding, newly acquired memories are integrated into a wider
neocortical network. This process of systems consolidation closely follows synaptic
consolidation, but the precise temporal relationship is currently unclear. Systems
consolidation can take days, but some might even argue months, or years (Du-
dai, 2004). Overall, the MPFC becomes involved in remote memory retrieval after
the passage of time (see Figure 1.2; Bontempi et al., 1999; Takashima et al., 2006;
Takehara-Nishiuchi and McNaughton, 2008; Lesburguères et al., 2011; Tse et al.,
2011). It is thought to take over the binding function of the hippocampus (Bontempi
et al., 1999; Takashima et al., 2006; Takehara-Nishiuchi and McNaughton, 2008) by
gradually strengthening cortico-cortical links to posterior representational regions
(Marr, 1970; Frankland and Bontempi, 2005). This is accompanied by abstraction
and integration of information into pre-existing knowledge structures, such that
remote memory traces supposedly constitute a semanticized version of the original
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memory (Lewis and Durrant, 2011). The role of these pre-existing knowledge struc-
tures, or “schemas”, in memory consolidation is discussed below. In Chapter 4, I
hypothesized that modulation of early synaptic consolidation would accelerate and
promote systems consolidation, leading to enhanced neocortical (MPFC) engage-
ment during delayed retrieval. Furthermore, in Chapter 5, I tested the effects of
over-night consolidation on memory organization.
The re-organization from hippocampus to neocortex is achieved through regional
interactions, which are prominent during sleep (Diekelmann and Born, 2010; Stick-
gold and Walker, 2013) and awake rest (Peigneux et al., 2006; Tambini et al., 2010;
van Kesteren et al., 2010b; Schlichting and Preston, 2015; de Voogd et al., 2016). Dur-
ing these periods, high-frequency bursts of neuronal ﬁring, so-called “sharp-wave
ripples”, occur in the hippocampus. Ripples drive the hippocampal-neocortical cross-
talk (Girardeau et al., 2009; Jadhav et al., 2012; Logothetis et al., 2012) with the MPFC
(Peyrache et al., 2009; Jadhav et al., 2012), and the posterior cingulate cortex (Kaplan
et al., 2016). Often, they coincide with the time-compressed reactivation (i.e. “replay”)
of neuronal ensembles that were engaged during previous experiences (Wilson
and McNaughton, 1994; Euston et al., 2007; Carr et al., 2011). While the majority
of research has been done in rodents, there have been efforts to demonstrate
spontaneous, stimulus-speciﬁc replay in humans (Deuker et al., 2013; Staresina et al.,
2013; Schlichting and Preston, 2014; de Voogd et al., 2016; Gruber et al., 2016).
Figure 1.2: Systems consolidation. Left panel: Hippocampal-neocortical connections are strong (marked
in red) during recent retrieval, while the medial prefrontal cortex (MPFC) is less involved in the “binding”
of information (weaker connections are marked in black). Right panel: Over time, as consolidation
progresses, cortico-cortical connections between the MPFC and posterior representational regions
(neocortical modules) gain importance, and hippocampal connections are downscaled. The ﬁgure is
adapted from Frankland and Bontempi (2005).
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2010; van Kesteren et al., 2010b; Schlichting and Preston, 2015; de Voogd et al., 2016).
In Chapter 3, I aimed to target durable memory consolidation through hippocampal-
neocortical connectivity and its relay via thalamic sub-regions during post-encoding
rest. This brings us the second central question of this thesis (Question II): How
does consolidation re-organize memory representations?
MODULATING HUMANMEMORY FORMATION
Human memory formation during encoding and consolidation can be inﬂuenced by
the manipulation of many different experimental factors, among them attention,
reward, novelty, stimulus complexity, retrieval practice, or by prior knowledge (i.e.
“schemas”). Additionally, one can study the effect of stimulants on neuronal pro-
cessing and the behavioral consequences (Zeeuws et al., 2010; Soetens et al., 1995;
Zeeuws and Soetens, 2007; McGaugh and Roozendaal, 2009; Borota et al., 2014). This
leads us to the next central question (Question III): How can we modulate human
memory consolidation?
In this thesis, I used (1) pharmacological intervention by methylphenidate, and (2)
experimental manipulation through prior knowledge to manipulate human memory
consolidation. I will focus on these approaches in the following sections.
PHARMACOLOGICAL INTERVENTION: METHYLPHENIDATE
Methylphenidate (Ritalin®) is a stimulant that blocks both DA and NE reuptake
(Volkow et al., 2001; Hannestad et al., 2010), and thereby increases catecholamine
availability in the synaptic cleft. The pharmacological effects of methylphenidate
peak about 1.5-2 hours after drug intake, and its effects diminish with a half-life of
2-3 hours (Swanson and Volkow, 2003). It is widely prescribed to alleviate symptoms
of inattention and hyperactivity in attention-deﬁcit/hyperactivity disorder (Faraone
and Buitelaar, 2010; Wigal et al., 2011), and is used by healthy individuals to improve
academic performance (Greely et al., 2008; Smith and Farah, 2011).
Aside from its enhancing effects in multiple cognitive domains (see Linssen et al.,
2014b, for a review), few studies have investigated the effects of methylphenidate
on memory consolidation (Wetzel et al., 1981; Izquierdo et al., 2008; Linssen et al.,
2012, 2014a). For instance, methylphenidate given before encoding was found to
facilitate the delayed, but not the immediate recall of word lists (Linssen et al., 2012,
2014a). However, methylphenidate likely boosted attention at encoding (ter Huurne
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et al., 2015), making it diﬃcult to dissect its effects on encoding from consolidation.
Therefore, in Chapter 4, I asked if catecholamine modulation by methylphenidate
after encoding would promote the synaptic and subsequent systems consolidation
of associative memories.
Interestingly, catecholaminergic stimulants can exhibit paradoxical effects on cog-
nitive performance, and inter-individual differences in drug response can be ex-
plained by individual baseline levels of catecholamine signaling. Previously, baseline
catecholamine synthesis capacity was shown to correlate with individual working
memory capacity (Cools et al., 2008; Landau et al., 2009). Therefore, in Chapter 4, I
stratiﬁed the behavioral and neuronal effects with working memory capacity to take
into account individual differences in baseline catecholamine synthesis capacity and
drug response.
PRIOR KNOWLEDGE: SCHEMAS
Semanticized, associative knowledge structures, or “schemas”, evolve through re-
peated encounters with similar material (Bartlett, 1932). Due to their abstract form,
they can be used to guide behavior in multiple situations. Schemas were shown
to beneﬁt mnemonic processing because new information congruent with prior
knowledge is encoded and integrated faster than incongruent information (although
stark incongruence, or novelty, can also beneﬁt memory; van Kesteren et al., 2012),
which in turn promotes and accelerates consolidation (Tse et al., 2007, 2011; van
Kesteren et al., 2010a). Altogether, this has been associated with hippocampal-MPFC
processing (Tse et al., 2007, 2011; van Kesteren et al., 2010a,b, 2012, 2014; Dragoi and
Tonegawa, 2013; Ghosh and Gilboa, 2014; Warren et al., 2014; McKenzie et al., 2014;
Richards et al., 2014); which is the aforementioned route into long-term memory
storage. This critically questions the distinction of “fast” and “slow”memory systems,
referring to the hippocampus and neocortex, respectively (McClelland et al., 1995).
Schema-based encoding was even proposed to bypass the hippocampus, yielding a
direct route to MPFC-centered processing (“fast mapping”; Sharon et al., 2011; Atir-
Sharon et al., 2015; Merhav et al., 2015), although this has been evaluated critically.
In reaction to this wealth of ﬁndings, James McClelland incorporated the effects of
schemas on learning and consolidation in his revised theory of parallel learning
systems in the brain (McClelland, 2013).
Even though schemas are of crucial importance for learning, memory, and edu-
cation, the current ﬁeld is lacking a consistent deﬁnition. So far, the term has
ranged from simple (if A-B, and B-C, then A-C; Preston and Eichenbaum, 2013), to
more complex schema material where new information needs to be integrated
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in the real world (students learn material related to their own ﬁeld of study better;
van Kesteren et al., 2014). In Chapter 5, I deﬁned schemas as well-controlled sets of
rules (Kumaran et al., 2009). Using multivariate pattern classiﬁcation (see also Box
2), this simpliﬁed design allowed me to answer the outstanding questions of where
schematic memory components are represented, and where such representations
converge into a comprehensive signature during retrieval.
Box 2 Multivariate pattern analysis (MVPA)
Using common univariate methods for fMRI data analysis, one can investigate
the mean activation levels of single voxels and their differences between ex-
perimental conditions. In contrast, multi-voxel, or multivariate pattern analysis
(MVPA) considers distributed patterns rather than unitary voxels. This approach
is considered more sensitive and complementary to univariate analysis (Haynes
and Rees, 2006; Jimura and Poldrack, 2012; Davis et al., 2014b), since it can yield
information about the underlying informational representation when univariate
analysis methods do not show a mean difference between conditions (Haynes
and Rees, 2006).
For instance, the blood-oxygen-level-dependent (BOLD) signal (as measured
with fMRI) while a person is viewing two pictures, can be separated with conven-
tional univariate methods if mean voxel activation differs between the picture
conditions (see Figure 1.3A-B). In contrast, if activation levels are similar, MVPA
might be able to tease these activations apart as it takes into account relative ac-
tivation responses between local voxel patterns, thought to reﬂect informational
content (see Figure 1.3C). One could train a linear classiﬁer (e.g., a support vector
machine, SVM; Bishop, 2007) to dissociate activation patterns belonging to the
two pictures, i.e. “classes”. The algorithm needs ample information to be able to
learn to distinguish activation patterns, and subsequently, the learned decision
boundary needs to be tested on independent data in order to prove general-
izability. This is done in a step called “cross-validation”, where one needs to as-
sure independence of the so-called “training” and “test” data to avoid circularity
(Kriegeskorte et al., 2009). The correct interpretation of classiﬁcation accuracy is
that the classiﬁer can successfully dissociate between two (or more) classes (e.g.,
voxel patterns in response to different pictures) within a given region-of-interest
(ROI), signiﬁcantly above an accuracy that is expected by chance.
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Another multivariate technique is representational similarity analysis (RSA;
Kriegeskorte et al., 2008b,a), which computes the correlation between different
voxel patterns. In contrast to classiﬁcation-based approaches, RSA beneﬁts
from condition-rich experiments (i.e. many different pictures as opposed to
many repetitions of the same/similar information to train a SVM classiﬁer).
Increased correlation, or pattern similarity, across one stimulus category (e.g.,
pictures of different animals) compared to another category (e.g., pictures of
different objects) might thus mean that voxel patterns respond in a similar way
and are thus assumed to share informational content. The correct interpreta-
tion of pattern similarity is that a certain ROImight thus hold representations
of a certain picture type.
Figure 1.3: Multivariate pattern analysis (MVPA). (A) Voxel activation patterns as a subject is
viewing two different pictures (different activation levels per voxel are indicated through grey
shading). (B) The average activation levels of two voxels x and y are distinguishable, and this can
be picked up by conventional, univariate analysis methods. (C) If the average activation levels
of voxels x and y are similar, univariate methods will not yield a signiﬁcant difference. Here,
multivariate techniques can be used to dissociate the two different pictures, or “classes”. For
example, linear support vector machines (SVMs) place a decision boundary (marked by dashed
line) so that distributions can be optimally distinguished. (D) Schematic spherical searchlight that is
moved through the brain volume. The searchlight considers the center voxel and all surrounding
voxels, and extracts the pattern vector (see also A) for classiﬁcation-, or RSA-based MVPA. Panels
A-C are modiﬁed from Haynes (2015).
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r1These “local voxel patterns” can stem from a priori deﬁned ROIs, based onan independent localizer, or can be based on anatomical considerations. To
obtain a whole-brain information map, one can use a (spherical) searchlight
with the radius of a few mm that is moved throughout the brain (Kriegeskorte
et al., 2006; Haynes et al., 2007). It is assumed that searchlights represent
clustered information, perhaps reﬂecting local population codes (Pouget et al.,
2000). In practice, the searchlight is centered at every voxel in turn, taking into
account all surrounding voxels within the deﬁned sphere (see Figure 1.3D). The
classiﬁcation accuracy or similarity value is then assigned to the center voxel of
each searchlight.
The studies in Chapters 2 and 5 were speciﬁcally designed for MVPA ap-
proaches (Coutanche and Thompson-Schill, 2012; Mumford et al., 2014), and
in both chapters I used searchlight-based MVPA techniques to indentify infor-
mation content within local voxel patterns throughout the whole brain. While
I employed classiﬁcation-based MVPA in Chapter 5, I used RSA-based brain
mapping in Chapter 2. However, MVPA-based methods have been evaluated
critically (see also Haynes, 2015), and I will brieﬂy touch upon this topic in the
general discussion of this thesis (Chapter 6).
MEMORY RETRIEVAL
Typically, memory retrieval engages a set of regions, including the hippocampus
and adjacent MTL regions, the MPFC, posterior cingulate cortex, and the angular
gyrus (Duarte et al., 2011; Hayama et al., 2012; Rugg and Vilberg, 2012; Watrous
et al., 2013; King et al., 2015; Kim, 2016). These regions are thought to represent
memories in an amodal manner (but see also Staresina et al., 2012; Kuhl and Chun,
2014; Tanaka et al., 2014), providing links to posterior representational areas (Marr,
1970; Frankland and Bontempi, 2005). In general, a distributed memory system
argues for the need to “bind” information and to merge and recombine associative
memory components upon retrieval. The MPFC, for instance, was shown to establish
functional connections to posterior representational regions during consolidation
(van Kesteren et al., 2010b) and retrieval (van Kesteren et al., 2010a). Moreover,
memory retrieval is coordinated via top-down projections from the MPFC to the
hippocampus (Anderson et al., 2015; Rajasethupathy et al., 2015). Similar to the
coordinating function of the MPFC, the angular gyrus has been discussed to guide
the “binding”, or recombination, of information (Binder et al., 2009; Binder and
Desai, 2011; Shimamura, 2011). Therefore, in Chapter 5, I proposed such a function
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for the MPFC and angular gyrus, and asked the following question (Question IV): If
memories are organized in a distributed network, how and where do they converge upon
retrieval?
Most studies with human subjects investigated the re-organization from hippocam-
pus to MPFC/neocortex over the course of days, since most of the effects seem to
occur within 24 hours (Takashima et al., 2009; van Kesteren et al., 2010a). However,
this might not be enough time for the hippocampus to disengage (although some
argue that this might never be the case; Nadel and Moscovitch, 1997). Takashima
and colleagues (2006) tracked human memory consolidation across three months
and demonstrated a gradual increase in MPFC-involvement during memory retrieval,
while hippocampal activity decreased with time. In Chapters 2-5, I tested memory
after 24, 48, and 72 hours.
In the remaining sections of the introduction I will provide a brief summary and will
mention once more the open, central questions that I aimed to address. Following
this, I will present an outline of the four experimental chapters.
SUMMARY AND OPEN QUESTIONS
Memories are organized within hippocampal-neocortical networks. The hippocam-
pus and MPFC are assumed to hold amodal “links” to the speciﬁc components of a
memory trace. These speciﬁc components are in turn stored within posterior rep-
resentational regions. How this organization can achieve the formation of durable
memories at encoding and consolidation, and how we retrieve a comprehensive
memory signature during retrieval, is unclear. Furthermore, memory processing
can be modulated through pharmacological interventions and manipulations of
prior knowledge, and I utilized these approaches to test their effect on consolida-
tion and retrieval. Themain questions addressed in this thesis are thus the following:
Question I: How are durable memories formed and organized at encoding?
Question II: How does consolidation re-organize memory representations?
Question III: How can we modulate human memory consolidation?
Question IV: If memories are organized in a distributed network, how and where do
they converge upon retrieval?
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Throughout the following four experimental chapters I used fMRI in healthy human
subjects to measure brain activation, and tested memory organization during the
different stages of mnemonic processing, including encoding, consolidation, and re-
trieval. I combined different experimental manipulations with multifaceted analysis
approaches, such as univariate activation and multivariate pattern analysis (see also
Box 2), task-based, as well as resting-state functional connectivity. Here, I will give a
brief outline of the experimental approach.
In Chapter 2, we hypothesized that durable memory formation (as opposed to
weak or no memory formation) would be reﬂected through increased activation in
the MTL and prefrontal cortex at encoding. Furthermore, we assumed that more
consistent processing (i.e. increased pattern similarity) would underlie durable, asso-
ciative memory formation. Memory durability was delineated by testing all stimulus
material twice. Thirty-four subjects studied unique picture-location associations
inside the MR-scanner and performed a cued-recall test immediately thereafter,
as well as 48 hours later. While “weak” associative memories were only preserved
during immediate retrieval, “durable”memories persisted also after 48 hours. We
quantiﬁed “consistent processing” by deriving the multi-voxel pattern similarity of
the unique associations, embedded within a whole-brain RSA-framework.
Based on the work from Chapter 2 which focused on memory encoding, we set out
to investigate the consolidation dynamics during post-encoding rest. Speciﬁcally, in
Chapter 3, we asked how the midline and anterior thalamus contributed to durable
memory consolidation. We hypothesized that the thalamus would constitute a
relay for hippocampal-MPFC interactions, and that this network would further show
increased connectivity with posterior representational regions in relation to durable
memory consolidation. Memory durability was deﬁned as described above. Whole-
brain, seed-based linear regression analysis was used to assess the functional
connectivity proﬁles of hippocampal, MPFC, midline-, and anterior thalamic regions
during rest, and connectivity was stratiﬁed with a “memory durability score” that
reﬂected individual variations in the proportion of durable memories formed.
Next, in Chapter 4, we explored how catecholaminergic modulation through
methylphenidate affected synaptic and subsequent systems consolidation. We
expected enhanced memory performance and increased neocortical engagement
during delayed retrieval. Additionally, we tested if this effect was modulated by
individual differences in a cognitive proxy for baseline catecholamine synthesis
capacity. Fifty-three healthy males underwent a between-subjects, double-blind,
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placebo-controlled procedure across two days. On day 1, subjects studied and re-
trieved object-location associations and received 20mgmethylphenidate or placebo.
Drug intake was timed so that methylphenidate was expected to affect early con-
solidation, but not encoding or retrieval. Three days later, memory was tested
again while subjects were scanned. Additionally, we assessed if our effects were
modulated by individual differences in baseline catecholamine synthesis capacity.
Lastly, in Chapter 5, we hypothesized that associative knowledge structures, i.e.
schemas, were facilitated by a distributed neuronal system that stored memory
components separately. We asked where different schema components were rep-
resented, and where they would converge during retrieval. Twenty-three subjects
underwent fMRI during repeated, high-conﬁdent retrieval of two schemas that were
trained on a previous day. This well-controlled design allowed us to independently
capture the different schema components and their convergence upon retrieval,
using a combination of activation, connectivity, and multi-voxel pattern analysis.
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CHAPTER 2
PARALLEL ENGAGEMENT OF REGIONS ASSOCIATED WITH
ENCODING AND LATER RETRIEVAL FORMS DURABLE
MEMORIES
Isabella C. Wagner, Mariët van Buuren, Leonore Bovy,and Guillén Fernández
We would like to thank Eelco van Dongen for initial help with the paradigm. This is chapter was published
as: Wagner, I.C., van Buuren, M., Bovy, L., Fernández, G. (2016) Parallel engagement of regions associated
with encoding and later retrieval forms durable memories. Journal of Neuroscience, 36(30):7985-7995.
ABSTRACT
The fate of a memory is partly determined at initial encoding. However, the behav-
ioral consequences of memory formation are often tested only once and shortly
after learning, which leaves the neuronal predictors for the formation of durable
memories largely unknown. Here, we hypothesized that durable memory formation
(as opposed to weak or no memory formation) is reﬂected through increased ac-
tivation in the medial temporal lobes and prefrontal cortex, and more consistent
processing (i.e. stronger pattern similarity) across encoding material. Thirty-four
human subjects studied unique picture-location associations while undergoing fMRI
and performed a cued-recall test immediately after study, as well as 48 hours later.
Associative memories were deﬁned as “weak” if they were retrieved during imme-
diate test only. Conversely, “durable”memories persisted also after 48 hours. The
posterior cingulate cortex showed increased pattern similarity during successful
memory formation, independent of the eventual durability. For durable memory
encoding, we found increased activation in medial and inferior temporal, prefrontal
and parietal regions. This was accompanied by stronger pattern similarity in lat-
eral prefrontal and parietal regions, as well as in anterior and posterior midline
structures that were also engaged during later memory retrieval. Thus, we show
that pattern similarity, or consistent processing, in the posterior cingulate cortex at
encoding predicts associative memory formation. If this is paralleled by additional
activation increases in regions typically related to encoding, and consistent process-
ing in regions involved in later retrieval, formed memories appear durable for at
least 48 hours.
SIGNIFICANCE STATEMENT
Successful memory formation is typically associated with increased neuronal ac-
tivation in medial temporal and prefrontal regions at encoding, but memory is
often assessed only once and shortly after study. Here, we addressed memory
durability, and studied the neuronal underpinnings of encoding for associations
remembered over a longer period of time, less long, or immediately forgotten. We
showed that durable memory formation is dependent on increased activation in
the hippocampus and neocortical regions related to encoding, and consistent pro-
cessing of associative memory traces in midline structures that are involved in later
memory retrieval. These ﬁndings highlight how durable memories are formed.
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INTRODUCTION
What we remember is partly determined by processes occurring as we initially en-
counter information. Such processes are experimentally probed by the so-called
“subsequent memory effect”, for which stimulus activity acquired at encoding is
sorted as later remembered or forgotten (Brewer, 1998; Wagner et al., 1998; Fer-
nández et al., 1999). Memory, however, is frequently determined by applying a
single retrieval test already shortly after encoding which makes it impossible to
draw conclusions about longer-lasting memories. The neuronal predictors for the
ecologically and biologically more relevant formation of durable memories remain
thus largely unknown.
Naturally, durable memory is delineated by testing stimulus material at least at two
time points. Previous studies showed that the encoding of durable (remembered
at a later test) as compared to weak memories (remembered only immediately)
was associated with increased activation in the hippocampus, surrounding medial
temporal lobes (MTL), and lateral prefrontal cortex (LPFC; Uncapher and Rugg, 2005;
Carr et al., 2010). Additionally, durable memory formation yielded enhanced func-
tional coupling between the hippocampus and neocortical representational regions
(Sneve et al., 2015), as well as between the LPFC and posterior cingulate cortex (PCC;
Liu et al., 2014). In contrast to the MTL and LPFC (Spaniol et al., 2009; Kim, 2011), the
PCC is commonly deactivated during successful memory encoding (Daselaar et al.,
2004, 2009), possibly reﬂecting internal orientation and self-referential processing
(Huijbers et al., 2012). Together, these studies provide ﬁrst evidence of how levels of
activation and functional connectivity might foster durable memory formation.
Complementary to levels of activation and connectivity, durable memory might rely
on the spatial organization of distributed activation patterns at encoding which
can be assessed using representational similarity analysis (RSA; Kriegeskorte et al.,
2008b). RSA quantiﬁes the spatial correspondence of activation patterns, whereby
similar patterns are thought to share information content. For example, the pattern
similarity of representations across item repetitions (i.e. “self-similarity”; Xue et al.,
2010, 2013) or different stimuli (i.e. “global similarity”; Visser et al., 2013) at encoding
was associated with better memory. These representations could further be stabi-
lized through attention (Aly and Turk-Browne, 2015, 2016) and reward (Wolosin et al.,
2013). Moreover, pattern similarity in the PCC was advocated to promote memory
encoding (Xue et al., 2013) and consolidation (Bird et al., 2015). These ﬁndings suggest
that associative memory formation, i.e. the linking of multiple stimulus features,
is facilitated by means of increased similarity, or “consistency”, across encoding
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patterns. How consistent encoding representations modulate memory durability is,
however, unknown.
Here, we asked not only how durable memory formation is related to the level of
activation, but to the consistency of processing across encoding trials. We chose
a design that allowed us to delineate durable memory formation by testing all
stimulus material twice. Subjects studied unique picture-location associations and
performed a cued-recall test immediately after study (both inside the MR-scanner),
as well as 48 hours later (in the behavioral laboratory; Figure 2.1A). We deﬁned
associative memories as “weak” if they were preserved during immediate retrieval
only. “Durable”memories persisted also 48 hours later.
First, we hypothesized that encoding of durable as compared to weak (and for-
gotten) associations would produce enhanced activation within the hippocampus,
surrounding MTL, and LPFC. Second, andmost critically, we proposed that consistent
processing across different stimulus content might mirror the build-up of associative
traces. We expected that durable memory formation would particularly beneﬁt from
consistent processing. This “consistency” was quantiﬁed by deriving the multi-voxel
pattern similarity of unique picture-location associations, embedded within a whole-
brain, single-trial RSA framework. We predicted increased pattern similarity for
durable relative to weak and forgotten associations within the hippocampus and
surrounding MTL, LPFC, and PCC.
MATERIALS AND METHODS
SUBJECTS
Thirty-ﬁve subjects participated in this experiment (23 female, age range = 18-29
years, mean = 23). All subjects were right-handed, healthy, had normal or corrected-
to-normal vision, and gave written informed consent prior to participation. One
subject was excluded due to technical problems with the MR gradient coil. Final
analyses were thus completed including 34 subjects (23 female, age range = 18-29
years, mean = 23). The study was approved by the institutional review board (CMO
Region Arnhem-Nijmegen, The Netherlands).
TASK AND PROCEDURE
Subjects were instructed to memorize 192 picture-location associations that were
distributed over two experimental runs. Each run consisted of a study (15min) and
a test phase (15min, Figure 2.1A). In between, subjects remained in the scanner for a
short rest period (6min) while a white ﬁxation cross was presented on the computer
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Figure 2.1: Study timeline, associative memory task, and representational similarity analysis. (A)
Subjects intentionally encoded unique picture-location associations inside the MR-scanner across two
runs. After each study phase, subjects performed a cued-recall test (immediate test, day 1), as well as
a delayed test after 48 hours (day 3, behavioral laboratory; see also Materials and methods, Task and
procedure). (B) During study trials, pictures were randomly associated with one of four locations. Each
trial started with the presentation of the picture in the center of the screen (0.5 s), after which the target
location was indicated (0.5 s). The picture then moved to the target location (0.4 s; movement trajectory
is schematically indicated) and remained there for 2 s. The inter-trial-interval varied randomly between
3 and 7 s (mean = 5 s), and the next trial started. (C) During immediate and delayed tests, the picture
was presented centrally and subjects were required to indicate the correct location by pressing one of
four buttons (3.4 s). The inter-trial-interval varied randomly between 3 and 7 s (mean = 5 s), and the next
trial started thereafter. (D-F) Representational similarity analysis (RSA) was performed across the unique
picture-location associations: (D) trials were sorted based on their memory durability, (E) their picture
category, and (F) their location (L – left, R – right). Pattern similarity values were extracted from respective
quadrants (marked in black; see Materials and methods, Representational similarity analysis).
27
screen and subjects were instructed to remain awake with their eyes open (not
depicted in ﬁgure).
During each study phase, subjects memorized 96 colored pictures (i.e. 192 across
two runs, see Materials and Methods, Stimulus material and randomization) that
were randomly associated with one of four locations presented on the computer
screen (lower left, upper left, lower right, upper right; similar to Takashima et al.,
2009; van Dongen et al., 2011, 2012). We chose this paradigm since the binding of
different pictures with a location robustly engages the hippocampus, leading to a
hippocampal-dependent spatial associative memory trace (Brown and Aggleton,
2001; Mayes et al., 2007). Additionally, we incorporated different stimulus categories
and locations to induce activation (patterns) in clearly separable neuronal regions.
A trial started with the presentation of the picture in the centre of the screen (1 s)
together with the four surrounding screen locations as ﬁlled white circles. After
500ms, one of the ﬁlled circles turned green indicating the target location of the
respective picture. The picture then moved to that target location (400 ms) and
remained there for 2 s. Inter-trial-intervals varied randomly between 3 to 7 s (mean =
5 s) during which a ﬁxation cross was presented (Figure 2.1B). Subjects were provided
with a break of 25 s every 32 trials indicated by asterisks on the computer screen.
During the immediate test, subjects were tested for their memory of all picture-
location associations that were shown during the preceding study phase (i.e. 96 trials
per run). Again, pictures were presented in the centre of the screen surrounded by
the four ﬁlled circles indicating the four alternative screen locations (3.4 s; Figure
2.1C). Subjects were required to press one of four buttons (each assigned to a speciﬁc
location) using their middle and index ﬁngers of both hands. Trials were separated
by a ﬁxation period ranging between 3 to 7 s (mean = 5 s) and a break of 25 s was
given every 32 trials.
The delayed test was performed in front of a computer screen in a behavioral labora-
tory on day 3 (day 1-day 3 difference: mean = 47 hours; range = 45-50 hours). Timing
and structure were identical to the immediate test (day 1), but with a new pseudo-
random order of all 192 items (see Materials and methods, Stimulus material and
randomization). The experiment was programmed and presented with Presentation
(version 16.4, www.neurobs.com).
STIMULUS MATERIAL AND RANDOMIZATION
Stimulus material consisted of 192 colored photographs (e.g., animals, plants, ob-
jects, buildings; 48 pictures each), derived from the Hemera Photo-Object database
(Hemera Technologies) and the Internet. All were unique and easy to name. Pictures
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were resized to 400 × 300 pixels and presented on a grey background. For each
run, the pictures of two categories were presented (always one animate with one
inanimate picture category). This resulted in four presentation sequences that were
randomized in groups of four subjects (run1, run2; sequence 1: animals + objects,
plants + buildings; sequence 2: animals + buildings, plants + objects; sequence
3: plants + buildings, animals + objects; sequence 4: plants + objects, animals +
buildings).
During the immediate test on day 1, all picture-location associations from the preced-
ing study phase were tested. The presentation order from the preceding study phase
was split into quarters (24 trials each) to control for temporal distance between study
and test presentations of a speciﬁc picture. Within these quarters, trial presentation
was shuﬄed randomly. Hence, trials presented in the ﬁrst quarter during study
appeared in the ﬁrst quarter during the immediate test, but in a different order.
For the delayed test (day 3) all associations that were learned on day 1 were tested
again. Pictures were presented in a pseudorandom order without controlling for
temporal distance to the respective study presentation. During all study and test
phases of the experiment (day 1 and 3), presentation orders were restricted such
that no more than three pictures of the same category (e.g., animals, plants, objects,
buildings) were presented in succession. Additionally, no more than three successive
pictures were associated with the same location. The pairing of picture-location
associations was randomized across subjects and picture categories were associated
with the four different locations in equal amounts.
BEHAVIORAL DATA ANALYSIS
We derived a measure of memory durability by sorting trials based on the subjects’
performance at the immediate (day 1) and delayed test (day 3). This resulted in three
types of responses: picture-location associations that were (1) already forgotten on
day 1 (“forgotten”); (2) remembered on day 1 but forgotten on day 3 (“weak”); (3)
or remembered at both tests (“durable”). Picture-location associations that were
forgotten at the immediate test (day 1) but recalled correctly at the delayed test (day
3; mean ± SEM: 16.1 ± 1.3 trials) reﬂected correct guesses (forgotten ∩ forgotten-
remembered: 61.3 ± 5.5 trials; 61 / 4 locations, chance-level = 15; p = 0.423) and
were grouped together with associations that were forgotten at both tests (day 1
and 3). Subjects only displayed very few trials with no responses (“misses”; 3 ± 1
trials across both days) which were excluded from behavioral and multivariate fMRI
data analyses. For univariate fMRI analysis, missed trials were collapsed together
with “forgotten” associations. To test if memory performance (weak, durable) was
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signiﬁcantly above chance level that could be reached by guessing, we applied
one-sample t-tests. Chance level was calculated based on the average number
of remembered associations (weak ∩ durable: 127.6 ± 5.7 trials; 128 / 4 locations,
chance-level = 32). α was set to 0.05 throughout.
MRI DATA ACQUISITION
Imaging data were acquired using a 3.0 Tesla MRI scanner (Skyra, Siemens, Erlangen,
Germany) equipped with a 32-channel head coil. We obtained 405 T2∗-weighted
blood oxygen-level dependent (BOLD) images for each study and immediate test
phase, using a gradient multi-echo EPI sequence. The application of multiple echo
times (TEs) was shown to increase the signal-to-noise ratio because it allows region-
speciﬁc TEs (Poser et al., 2006). For instance, signal from the MTL and the ventro-
medial prefrontal cortex beneﬁts from shorter TEs, given the neighboring air-ﬁlled
cavities. Signal from other brain regions, like areas at the convexity, yields an optimal
BOLD contrast at longer TEs. Parameters were as follows: TR = 2180ms, TEs = 7.5,
18.3, 29, 40ms, ﬂip angle = 90◦, FOV = 224 × 224mm, matrix = 74 × 74, 34 ascending
axial slices, 21% slice gap, voxel size = 3mm. Structural scans were acquired using a
Magnetization-Prepared Rapid Gradient Echo (MP-RAGE) sequence with the follow-
ing parameters: TR = 2300ms, TE = 3.03ms, ﬂip angle = 8◦, FOV = 256 × 256mm,
voxel size = 1mm isotropic.
MRI DATA PREPROCESSING
All imaging data were analyzed using SPM8 (http://www.ﬁl.ion.ucl.ac.uk/spm/) in
combination with Matlab (Matlab 2014, The Mathworks, Inc., Natick, MA, USA). As
a ﬁrst step, echoes from the four different echo-times were combined into single
volumes. We used 56 scans that were acquired during a short resting-state scan (2
min) before the start of the ﬁrst study phase to determine the optimal weighting
of echo-times for each voxel. This was done by calculating the contrast-to-noise
ratio for each echo per scan. Images from multiple echo-times were then combined
by performing motion correction on the ﬁrst echo, estimating iterative rigid body
realignment to minimize the residual sum of squares between the ﬁrst echo of the
ﬁrst scan and all remaining scans. The estimated parameters were then applied to
all other echoes, realigning all echoes to the ﬁrst echo of the ﬁrst scan. Finally, the
calculated optimal echo-time weightings were used to combine the four echo images
into a single image. These combined images were used for all further preprocessing
and analyses.
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The ﬁrst six volumes were discarded to allow for T1-equilibration. The combined EPI-
volumes were then slice time corrected to themiddle slice and realigned to themean
image of both runs. The structural scan was co-registered to the mean functional
scan and segmented into grey matter, white matter and cerebrospinal ﬂuid using the
“New Segmentation” algorithm. Multivariate representational similarity analysis (RSA)
was performed in each subjects’ native space. For univariate analyses, all images
(functional and structural) were spatially normalized to the Montreal Neurological
Institute (MNI) EPI template using Diffeomorphic Anatomical Registration Through
Exponentiated Lie Algebra (DARTEL; Ashburner, 2007), and functional images were
further smoothed with a 3d Gaussian kernel (8 mm full-width at half maximum,
FWHM).
UNIVARIATE ACTIVATION ANALYSIS
To investigate subsequent memory effects during encoding, all trials were sorted
based on individual memory performance (forgotten, weak, durable; see above).
The BOLD response for all trials was modeled with separate task regressors time-
locked to the onset of the trials. Trials that were forgotten at the immediate test
(day 1) but correctly recalled at the delayed test (day 3), as well as missed responses
were included in the task regressor for forgotten trials (see above). All events were
estimated as a boxcar function with the duration of one trial (3.4 s) and convolved
with a canonical hemodynamic response function. In addition, the six realignment
parameters, their ﬁrst derivatives, and the squared ﬁrst derivatives were included in
the design matrix. This resulted in 18 additional regressors that accounted for noise
due to head movement. Finally, a high-pass ﬁlter with a cut-off at 128 s was applied.
Both runs were combined in a ﬁrst level model and task regressors were contrasted
against the implicit baseline.
For group analysis, contrast images were entered into a second level random-effects
one-way ANOVA with Memory Durability (forgotten, weak, durable) as a within-
subject factor. Conditions were compared using post-hoc paired-sample t-tests. Un-
less stated otherwise, activation was tested for signiﬁcance using cluster-inference
with a cluster-deﬁning threshold of p < 0.001 and a cluster-probability of p < 0.05
family-wise error (FWE) corrected for multiple comparisons. For all analyses, the
corrected cluster size threshold (i.e. the spatial extent of a cluster that is required
in order to be labeled signiﬁcant) was calculated using the SPM extension “Cor-
rClusTh.m”, together with the Newton-Raphson search method (script provided by
Thomas Nichols and Marko Wilke, http://www2.warwick.ac.uk/fac/sci/statistics/staff/
academic-research/nichols/scripts/spm/).
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REPRESENTATIONAL SIMILARITY ANALYSIS
Representational similarity analysis (RSA; Kriegeskorte et al., 2008b) was used to de-
termine the neural pattern similarity across the unique picture-location associations
during encoding. Single-trial estimates were obtained by modeling each encoding
trial as a separate regressor (Mumford et al., 2012). Remaining trials and nuisance
regressors were appended identically to the univariate analysis (see above) but runs
were modeled independently. This resulted in approximately 192 beta images per
subject (actual numbers varied slightly since missed trials were excluded from the
estimation). RSA was performed on unsmoothed data and within the native space
of each subject.
For all RSA analyses, we moved a spherical searchlight (Kriegeskorte et al., 2006) with
a radius of 8mm (73 voxels) throughout the brain volume. Only searchlights that
contained at least 30 gray matter voxels were considered. Single-trial beta estimates
from voxels within a given searchlight were extracted and reshaped into a trial ×
voxel matrix, whereby trials were sorted according to their memory durability (Figure
2.1D; forgotten, weak, durable). Data were z-scored across trials and runs to remove
mean activation differences and the beta estimate of each trial was correlated with
the beta estimates of all other trials, resulting in a trial × trial similarity matrix. This
data was then Fisher’s z-transformed and overall similarity scores were computed by
averaging across the respective quadrants of the similarity matrix. Speciﬁcally, we
were interested in the neural pattern similarities across the unique picture-location
associations that shared the same memory durability (forgotten × forgotten, weak
× weak, durable × durable). Since non-random trial orders (as typically present
in “subsequent memory” designs) can spuriously drive RSA results (i.e. trials that
are closer in time tend to be more similar; Mumford et al., 2014) we only report
similarities between trials from different runs.
The overall similarity values were assigned to the center voxel of the respective
searchlight, resulting in a 3d whole-brain similarity image for forgotten, weak, and
durable associations. Images were normalized using DARTEL and smoothed with a 3
mm FWHM Gaussian kernel. To test signiﬁcance on a group-level, we submitted the
images to a second level random-effects one-way ANOVA with Memory Durability
(forgotten, weak, durable) as a within-subject factor. Conditions were compared
using post-hoc paired-sample t-tests. Unless stated otherwise, we applied cluster-
inference with a cluster-deﬁning threshold of p < 0.001 and a cluster-probability of p
< 0.05 FWE-corrected for multiple comparisons. We further tested similarities within
a priori deﬁned hippocampal and parahippocampal regions-of-interest (left and
right ROIs; based on the Automatic Anatomical Labeling atlas, Tzourio-Mazoyer et al.,
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2002), using small volume correction (SVC; p < 0.05, FWE-corrected at cluster-level).
Activation and pattern similarity. Levels of activation might drive pattern simi-
larity such that, for example, increased activation could lead to stronger pattern
similarity due to a stronger signal. We therefore investigated the relationship be-
tween these two measures. To this end, we created a spherical ROI around the peak
coordinate located within the PCC, derived from the RSA contrast durable > forgotten
(Figure 2.3A; x = -3, y = -48, z = 33, radius = 8mm; Results, Pattern similarity during
encoding). We then extracted parameter estimates from the univariate activation
analysis, as well as pattern similarity scores from searchlight images within this ROI.
The relationship of these two measures was tested using across-subject correlations
(Pearson’s r; corrected for multiple comparisons using Bonferroni). We identiﬁed
three outliers (mean ± 3 standard deviations) across the three different conditions,
in three different subjects (Figure 2.4C, marked in red). Analysis was performed both
including and excluding these values.
Picture categories and locations. We ran additional analyses to test if speciﬁc
perceptual features of the stimulus material (picture categories and locations) rather
than mnemonic processing during encoding might drive the reported pattern simi-
larity effects (Results, Pattern similarity during encoding). First, we grouped picture-
location associations based on their picture category and computed the single-trial
similarities of animals × plants (“animate”) and objects × buildings (“inanimate”).
Each run contained pictures of one animate and one inanimate category (Materials
and methods, Stimulus material and randomization; and Figure 2.1E). Thus, we again
only considered similarities between runs. Searchlight maps for “animate” and
“inanimate” pattern similarities were post-processed as above and compared with a
paired-sample t-test.
Second, we grouped encoding trials based on their locations (Figure 2.1F) and cal-
culated the similarities across trials with the same location (lower left × lower left,
upper left × upper left, lower right × lower right, upper right × upper right), as well
as between locations (all six possible combinations, not listed here). Again, we only
tested similarities between runs. We then calculated average within- and between-
location pattern similarity searchlight images and tested them with a paired-sample
t-test. We reasoned that if speciﬁc neuronal representation for each location were
held by, for example, occipital regions, this should be reﬂected in stronger within-
than between-location similarities. Further, we examined representations for the
different locations during the immediate test (day 1). Single trials were modeled
from trial onset until a button press occurred. Further analysis was conducted as
described above.
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Activation and pattern similarity during memory retrieval. To investigate if our
subsequent memory effects were spatially overlapping with processes occurring at
retrieval, we also analyzed the fMRI data obtained during the immediate test (day
1) in a separate analysis step. For univariate activation analysis, retrieval data was
modeled from trial onset until a button press occurred (thus, the duration was equal
to the reaction time) but was otherwise performed identically to the analysis of the
encoding data (Materials and methods, Univariate activation analysis). Again, unless
stated otherwise, group effects were tested using a second level random-effects one-
way ANOVA with Memory Durability (forgotten, weak, durable) as a within-subject
factor, and post-hoc paired-sample t-tests. Also for RSA, single-trials were modeled
from trial onset until a button press occurred. The remaining analysis was identical
to the RSA for the encoding data (Materials and methods, Representational similarity
analysis).
RESULTS
MEMORY PERFORMANCE
Memory performance for both weak and durable associations was signiﬁcantly
above chance level (number of associations, mean ± SEM: weak: 41.4 ± 2.2, t(33)
= 4.3, p < 0.0005; durable: 86.2 ± 6.5, t(33) = 8.3, p < 0.0005; chance level = 32).
Approximately one third of the associations were forgotten (61.3 ± 5.5).
ACTIVATION DURING ENCODING
Next, we turned to the fMRI data and investigated brain activation during the en-
coding of durable relative to forgotten associations. This contrast showed increased
activation in bilateral hippocampus, parahippocampal cortex, ventromedial and lat-
eral prefrontal cortex, as well as bilateral fusiform gyrus, angular gyrus, and occipital
cortex (durable > forgotten; Figure 2.2A, Table 2.1, see table also for main effect of
Memory Durability). A comparison of durable and weak associations exhibited a
similar activation proﬁle (durable > weak; Figure 2.2B, Table 2.1). No region, however,
showed more activation for weak relative to forgotten associations during encoding
(weak > forgotten). Thus, as expected, the formation of durable memories (as op-
posed to weak or no memory formation) involved activation increases within the
MTL and the prefrontal cortex, as well as inferior temporal, parietal and occipital
regions.
34 Chapter 2
Cha
pte
r2
Figure 2.2: Activation during encoding of durable memories. Increased BOLD activation (A) during
encoding of durable compared to forgotten associations (durable > forgotten), and (B) during encoding
of durable compared to weak associations (durable > weak). Results are shown at p < 0.001 (p < 0.05,
FWE-corrected at cluster-level; see also Table 2.1), and x = -3, y = -27, z = -17. Slices for all ﬁgures are based
on the average structural scan of the subjects. L – left.
PATTERN SIMILARITY DURING ENCODING
We hypothesized that durable memory formation, relative to weak or no memory
formation would depend on increased pattern similarity of unique picture-location
associations in the hippocampus, surrounding MTL structures, LPFC, and the PCC.
To test this, we performed single-trial RSA using a whole-brain searchlight approach
(Materials and methods, Representational similarity analysis).
Results revealed increased pattern similarity for durable relative to forgotten associ-
ations in the PCC, medial and lateral prefrontal cortex, fusiform gyrus, and angular
gyrus (durable > forgotten; Figure 2.3A, Table 2.2, see table also for main effect of
Memory Durability). Moreover, we found increased pattern similarity in the left
parahippocampal cortex when applying small volume correction (SVC, p < 0.05,
FWE-corrected at cluster-level; peak coordinate of local maximum, x = -27, y = -33, z
= -18; Z-value = 3.3, 3 voxels; Figure 2.3A). We did not ﬁnd any signiﬁcant effects in
the hippocampus.
Relative to weak associations, we found increased pattern similarity in the right
precentral gyrus (durable > weak; Figure 2.3B, Table 2.2), possibly reﬂecting the
association with a later motor response (note that subjects did not provide button
presses during encoding). Finally, we compared the pattern similarities of weak and
forgotten associations. The only region that showed increased pattern similarity
during weak memory encoding was the PCC (weak > forgotten; Figure 2.3C, Table
2.2).
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In summary, results showed that the multi-voxel patterns related to durable mem-
ory formation were more similar than later forgotten material within neocortical
regions, including the PCC, medial and lateral prefrontal cortex, fusiform gyrus,
parahippocampal cortex, and angular gyrus. These ﬁndings are largely different
from results of the univariate activation analysis (both results are overlaid in Figure
2.3D). Notably, the PCC showed increased pattern similarity during the encoding of
both weak and durable associations, suggesting that this region promotes memory
formation during encoding, irrespective of the eventual durability of a memory
trace.
ACTIVATION AND PATTERN SIMILARITY IN THE PCC
The results above suggest that the PCC facilitates memory formation through en-
hanced pattern similarity, regardless of the subsequent memory durability. Pattern
similarity, however, might be increased together with univariate activation levels,
assuming that enhanced (or decreased) activation ampliﬁes the measured signal.
To test this, we examined the relationship between general (de)activations and the
reported pattern similarity during durable relative to forgotten memory encoding
(durable > forgotten). We focused on the peak coordinate that was located within
the PCC (see above; x = -3, y = -48, z = 33; see Materials and methods, Represen-
tational similarity analysis: Activation and pattern similarity). The PCC ROI did not
overlap with regions that showed a general increase during encoding, and only
partly overlapped with voxels that showed decreased activation compared to the
ﬁxation baseline (Figure 2.4A). Activation and similarity signals extracted from the
PCC ROI (Figure 2.4B) were not signiﬁcantly correlated and these results remained
stable after the exclusion of three outliers (Figure 2.4C). Therefore, we argue that
pattern similarity (in the PCC) reﬂects a measure of processing during encoding that
is complementary to processes revealed by univariate analyses.
PATTERN SIMILARITY OF PICTURE CATEGORIES AND LOCATIONS
Potentially, perceptual features of the stimulus material rather than mnemonic
processing might drive the reported pattern similarity effects. If this was the case,
brain regions that coded for speciﬁc picture categories or locations should spatially
overlap with regions that showed increased similarity for associations with the
same memory durability. Therefore, we repeated the searchlight RSA procedure
but grouped picture-location associations with respect to (1) their picture categories,
and (2) their locations in order to identify the speciﬁc representations (Material and
methods, Representational similarity analysis: Picture categories and locations; and
Figures 2.1E and F).
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Figure 2.3: Pattern similarity during encoding, and overlap with univariate levels of activation.
Increased pattern similarity during encoding of (A) durable > forgotten, (B) durable > weak, and (C) weak
> forgotten associations. Results are shown at p < 0.001 (p < 0.05, FWE-corrected at cluster-level; see also
Table 2.2). ∗ indicates that slice is shown at p < 0.001, uncorrected. The parahippocampal result survived
small volume correction with an a priori anatomical ROI. (D) Overlay of univariate activation (durable >
forgotten; Figure 2.2A) and pattern similarity results (same contrast; this ﬁgure, A). L – left.
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Results of the “picture category” RSA revealed that animate stimuli, compared to
inanimate stimuli, showed stronger pattern similarity within left and right lateral
occipital cortices, and left superior parietal cortex during encoding (animate > inan-
imate; Figure 4D, Table 3). Inanimate stimuli elicited increased pattern similarity
in bilateral fusiform gyrus, parahippocampal gyrus, extending into posterior hip-
pocampus, and occipital cortex compared to animate stimuli (inanimate > animate;
Figure 2.4E, Table 2.3). The “location” RSA showed that the four different locations
were represented in occipital cortex during encoding (Table 2.3).
Above, we demonstrated increased similarity for durable associations in the right
precentral gyrus (durable > weak; Figure 2.3B, Table 2.2) and speculated that this
might reﬂect the association with a later button press (button presses were only
required during the test phases, not during encoding). To see if this was the case, we
repeated the “location” RSA for fMRI data from the immediate test (day 1). Pictures
that were associated with the same location were more similar than pictures asso-
ciated with different locations in bilateral precentral gyrus and the hippocampus
during retrieval (Figure 2.4F, Table 2.3).
In conclusion, pattern similarity effects in the posterior MTL, inferior temporal and
occipital regions are likely driven by perceptual features of the different picture
categories. Additionally, results indicated that increased pattern similarity in the
precentral gyrus (durable > weak; Figure 2.3B) reﬂected the association with a
motor response that was required only during later retrieval. To identify brain
regions that facilitated memory durability but that were not solely driven by the
category- or location-speciﬁc features of the task, we plotted our RSA effects for
durable > forgotten again, but exclusively masked them with the results of both the
“picture category” and “location” RSA. Results suggest that the PCC, as well as medial
and lateral prefrontal cortex (marked in Table 2.2) promoted memory durability at
encoding rather than solely representing the speciﬁc perceptual features of the task.
MEMORY RETRIEVAL
It is possible that a comparable pattern similarity proﬁle is also present during re-
trieval. In this case, our effects would not be speciﬁc for (durable) memory formation
at encoding. Therefore, we investigated pattern similarity during the immediate
test (day 1) where subjects were asked to retrieve previously studied picture-location
associations (Figure 2.1C; see also Materials and methods, Activation and pattern
similarity during retrieval). Additionally, we analyzed univariate activation to test
how activity during retrieval varied with memory durability.
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Figure 2.4: (De)activation, pattern similarity, and perceptual features. (A) General activation (warm
colors) and deactivation (cool colors) during encoding, compared to a ﬁxation baseline. The region-of-
interest (ROI) in the posterior cingulate cortex (PCC) was based on the contrast durable > forgotten (Figure
2.3A; 73 voxels, marked in black) and partly overlapped with deactivtaions (26% of all PCC voxels, not
visible in ﬁgure). (B) Box plots show parameter estimates (arbitrary units, a.u.) and pattern similarity
(Fisher’s z) per Memory Durability condition, extracted from the PCC ROI. (C) Correlations (Pearson’s
r) between PCC parameter estimates and pattern similarity, including the three outliers (marked in
red, mean ± 3 standard deviations; see also panel B). Results remained stable when outliers were
removed (forgotten: r = 0.64, p = 0.734; weak: r = 0.099, p = 0.597; durable: r = -0.166, p = 0.373). (D-E)
Representational similarity analysis (RSA) of “picture categories”: Increased pattern similarities for the
contrasts (D) animate > inanimate, and (E) inanimate > animate. (F) “Location” RSA for retrieval data
(immediate test, day 1; for encoding results please see Table 2.3). All results are shown at p < 0.001 (p <
0.05, FWE-corrected at cluster-level; Table 2.3). L – left.
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Reaction times for incorrect responses (“forgotten” associations; mean ± SEM.:
1739.6 ± 58 s) were signiﬁcantly prolonged as compared to correctly retrieved
associations that were weak (1504.4 ± 49.7 s) or durable (1291.5 ± 44 s; main effect
of Memory Durability: F(1.4,47.2) = 66.7, p < 0.0005; post-hoc paired-sample t-tests:
forgotten vs. weak, t(33) = 6.2, p < 0.0005; forgotten vs. durable, t(33) = 9.2, p <
0.0005; weak vs. durable, t(33) = 7.9, p < 0.0005).
In terms of pattern similarity, we did not ﬁnd any signiﬁcant increases during re-
trieval, also not at a more lenient threshold (p < 0.005, uncorrected; no positive
effect of Memory Durability: contrasts durable > forgotten, durable > weak, or
weak > forgotten; see Table 2.4 for main effect). We next tested univariate levels
of activation during retrieval and found increased activity in the hippocampus and
surrounding MTL, medial and lateral prefrontal cortex, fusiform gyrus, angular gyrus,
and PCC during the retrieval of durable compared to forgotten (incorrect) associ-
ations (durable > forgotten; Figure 2.5A, Table 2.4, see table also for main effect
of Memory Durability). Furthermore, durable memories showed stronger activa-
tion in the fusiform gyrus, occipital regions, and PCC relative to weak associations
(durable > weak; Figure 2.5B, Table 2.4). Lastly, weak associations were related to
increased activation in the hippocampus and surrounding MTL, medial prefrontal
cortex, fusiform gyrus, and in the PCC during retrieval (weak > forgotten; Figure 2.5C,
Table 2.4), and this was comparable to the contrast durable > forgotten.
In summary, we did not ﬁnd any increases in pattern similarity for durable or weak
memories during retrieval, suggesting that the observed pattern similarity effects
during encoding (see above) were speciﬁc for memory formation. In terms of
univariate levels of activation, we found stronger activity during correct (durable and
weak) retrieval in the MTL, medial prefrontal cortex, angular gyrus, and in the PCC.
Durable relative to weakmemories were characterized by additional retrieval-related
activation increases in the fusiform gyrus and in the PCC. Interestingly, these regions
largely overlapped with the regions that showed increased pattern similarity during
encoding (Figure 2.5D).
DISCUSSION
Here, we investigated the neuronal correlates of durable memory formation at
encoding. We found that the PCC processed both durable and weak associations
similarly, and thus regardless of the eventual durability. Durable memories, as
opposed to weak or forgotten material, were associated with increased activation in
medial temporal and prefrontal regions. This was paralleled by heightened pattern
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Figure 2.5: Activation during memory retrieval, and overlap with pattern similarity during en-
coding. Increased BOLD activation during retrieval (immediate test, day 1) of (A) durable > forgotten,
(B) durable > weak, and (C) weak > forgotten associations. Results are shown at p < 0.001 (p < 0.05,
FWE-corrected at cluster-level; see also Table 2.4), and x = -3, y = -27, z = -17. (D) Overlay of univariate
activation during retrieval (durable > forgotten; this ﬁgure, A) and pattern similarity during encoding
(same contrast; Figure 2.3A). L – left.
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similarity in prefrontal and parietal regions, but also anterior and posterior midline
structures – regions that were engaged during subsequent retrieval (Figure 2.6).
Furthermore, pattern similarity effects were not inﬂuenced by general levels of
(de)activation, category- or location-speciﬁc features of the task, and were speciﬁc to
memory encoding, not memory retrieval. Altogether, these results corroborate our
hypothesis that consistent processing at encoding underlies associative memory
formation.
We hypothesized that the encoding of durable as compared to weak and forgotten
associations would be related to enhanced activation in the MTL and LPFC. Indeed,
we observed increased activation in the hippocampus and surrounding MTL, inferior
temporal regions, as well as in prefrontal and parietal cortex (durable > forgotten,
similar to durable > weak; Figure 2.2). This is partly converging with previous reports.
Uncapher and Rugg (2005), for example, found increased LPFC activation during
durable memory formation. In their study, however, weak memory formation was
associated with stronger activation in the fusiform gyrus. This difference in ﬁndings is
likely due to the visual nature of our design, leading to extensive fusiform and visual
cortex activation at durable memory encoding as compared to the semantic stimulus
material used by Uncapher and Rugg (2005). Importantly, we did not ﬁnd activation
differences between weak and forgotten associations during encoding. Previous
studies that employed a single memory test, often administered shortly following
study, were unable to separate memories with different durability. Therefore, a
contrast of remembered over forgotten material likely included both durable and
weak memories and produced the typical subsequent memory effects (Spaniol et al.,
2009; Kim, 2011). Here, the comparison of weak and forgotten associations clearly
excluded durable memories, which could explain our null result. Similarly, Carr
and colleagues (2010) tested all stimulus material immediately and at a delayed
test. The authors reported increased MTL activation only for “durable” recollection.
Hence, increased hippocampal-neocortical activation appears necessary for durable
memory formation, whereby weak memories might rely on other factors during
encoding, such as consistent processing.
Next, we hypothesized that consistent processing at encoding would mirror the
build-up of associative memory traces. We quantiﬁed “consistency” as pattern
similarity of picture-location associations that shared the same memory durability,
and expected increased pattern similarity for durable relative to weak and forgotten
associations within the MTL, LPFC, and PCC. Results revealed heightened pattern
similarity in the parahippocampal cortex, medial and lateral prefrontal cortices,
inferior temporal regions, angular gyrus, and in the PCC during the formation
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of durable memories (durable > forgotten; Figure 2.3A). For durable over weak
encoding, increased pattern similarity was found in the right precentral gyrus (Figure
2.3B), which also coded for speciﬁc picture-locations, or the button press, during
later retrieval (Figure 2.4F). This is likely speciﬁc to the task material at hand and
other representational regions might be involved for different stimulus material.
Altogether, we suggest that durable memories entailed a speciﬁc representation
of the picture-location association already during encoding. Potentially, along with
increased activation in a medial temporal-neocortical set of regions, this is what
makes spatial associative memories longer-lasting.
Overall pattern similarity, or “global similarity”, was formerly related to subsequent
recognition memory (LaRocque et al., 2013), conﬁdence and categorization (Davis
et al., 2014a), as well as fear memory formation (Visser et al., 2013). Furthermore, Qin
and colleagues (2014) revealed that consistent hippocampal processing indicated
the transition from procedural- to memory-based problem solving in children, and
recent reports showed that global pattern similarity can be inﬂuenced through
attention (Aly and Turk-Browne, 2015, 2016) and reward (Wolosin et al., 2013). The
present ﬁndings thus corroborate our hypothesis that consistent processing mirrors
associative memory formation. Moreover, the reported pattern similarity results (in
the PCC) were not driven by general levels of (de)activation during encoding (Jimura
and Poldrack, 2012; Xue et al., 2013; Bird et al., 2015), and did not merely represent
the speciﬁc picture categories or locations (Figure 2.4).
Regions that showed stronger pattern similarity were largely distinct from areas
associated with increased activation during encoding, but bothmeasures – activation
and pattern similarity – spatially overlapped in frontoparietal regions. This included
the lateral prefrontal and posterior parietal cortex. While the LPFC coordinates
the selection and organization of memories via top-down projections (Blumenfeld
and Ranganath 2007), the posterior parietal cortex is thought to regulate attention
to mnemonic content (Cabeza et al., 2008; Ciaramelli et al., 2008). Interactions
between the two regions are considered relevant for the modulation of pattern
similarity during encoding. Recently, frontoparietal activity (Xue et al., 2013) and LPFC
stimulation (Lu et al., 2015) were directly associated with increased pattern similarity
and its beneﬁcial effects on memory formation. Moreover, these regions were
speculated to suppress irrelevant information processing by coordinating spatial
attention (Kastner et al., 1998; Lu et al., 2011; Rabinowitz et al., 2015) and guiding
task-relevance (Jehee et al., 2011; Poort et al., 2015). Although suppression was so far
mainly studied in the visual system, similar mechanisms might operate also here.
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The PCC showed increased pattern similarity during successful memory formation,
independent of the eventual memory durability (Figure 2.3). Additionally, brain
regions with enhanced pattern similarity at encoding overlapped with regions that
showed activation increases during later retrieval (Figure 2.5). Akin to our results,
pattern similarity in the PCC was shown to promote memory during encoding (Xue
et al., 2013) and consolidation (Bird et al., 2015). Typically, the PCC is regarded as
central for memory retrieval (Rugg and Vilberg, 2012; Watrous et al., 2013; King
et al., 2015; Wagner et al., 2015). Thus, PCC pattern similarity during encoding might
represent retrieval processes to ﬂexibly embed novel associations into pre-existing
memories (Maguire et al., 1999; Bird et al., 2015). For instance, when studying picture-
location associations, one may create stories with pictures that belong to the same
location (indeed, some subjects reported the use of this strategy). The encoding of a
novel picture-location association might thus trigger the retrieval of other pictures
associated with the same location. Furthermore, our pattern similarity effects
were only present during encoding, not during retrieval; hence we concluded that
consistent processing is necessary for associative memory formation. Accordingly, a
recent study reported greater dissimilarity of associations during retrieval (Karlsson
Wirebring et al., 2015). Better memory might thus depend on consistent processing
(similarity) at encoding, but differentiated representations (dissimilarity) during
retrieval. This could be seen as an “encoding/retrieval-ﬂip” in the pattern similarity
domain (in contrast to univariate activation; Daselaar et al., 2004, 2009; Huijbers
et al., 2012) and should be subject of further research.
We found encoding-related increases in pattern similarity for durable over weak
memories in the parahippocampal cortex, but not in the hippocampus (Figure 2.3A).
The formation of associations, especially of spatial nature, is a central feature of
hippocampal function (Brown and Aggleton, 2001; Burgess et al., 2001b; Sperling
et al., 2003; Kirwan and Stark, 2004; Mayes et al., 2007; Staresina and Davachi,
2008), possibly achieved by pattern separation, or the orthogonalization of mem-
ory representations (Yassa and Stark, 2011). Speciﬁcally, LaRocque and colleagues
(2013) reported that successful recognition memory was predicted by dissimilar hip-
pocampal representations at encoding (pattern separation), while representations
in surrounding MTL regions were found to be more similar (pattern completion;
LaRocque et al., 2013). The latter ﬁnding resonates with our results.
Studies that have investigated memory durability (Uncapher and Rugg, 2005; Carr
et al., 2010; Liu et al., 2014; Sneve et al., 2015) employed the so-called “remember/know-
procedure” (Tulving, 1985; Yonelinas and Levy, 2002), since recollection (“remember”
response) and familiarity (“know” response) display differential decay (Yonelinas and
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Figure 2.6: Durable memory encoding. Left panel: overview of the different contrasts between Memory
Durability conditions. The y-axis represents the “neuronal signal”, i.e. univariate levels of activation and
pattern similarity. Right panel: Pattern similarity (green) in the posterior cingulate cortex (PCC) is required
for a memory to be formed; contrasts weak > forgotten (A) and durable > forgotten (C). For durable >
weak memory formation (B), widespread activation increases (red) and pattern similarity in the precentral
gyrus appear necessary. The contrast durable > forgotten (C) yielded the largest increase in activation
and pattern similarity. While activation was enhanced in regions typically associated with encoding of
information, pattern similarity was increased in regions that were engaged during later retrieval (see
also Figure 2.5), and signals were partly overlapping (yellow) in prefrontal, parietal, and inferior temporal
regions. These results were previously presented in Figures 2.2-2.3.
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Levy, 2002). In contrasts to this, we aimed at targeting associative, recollection-based
memory rather than familiarity-based recognition. Furthermore, to preclude testing
effects that could boost weak memories in their durability (Karpicke and Roediger,
2008; Carpenter, 2009; Pyc and Rawson, 2009; Roediger and Butler, 2011), most
studies tested half of the stimulus material at a ﬁrst test and the second half later
(Uncapher and Rugg, 2005; Sneve et al., 2015). This comes at the expense of being
able to explicitly deﬁne memory durability, as it is unclear if material remembered
at a ﬁrst test (and deﬁned as “weak”) will be forgotten at a second test. To our
knowledge, only one study so far tested all stimulus material twice (Carr et al. 2010;
and see Liu et al. 2014 for a combined approach). We favored this latter approach
since it allowed us to link encoding-related brain activity (patterns) with the prospec-
tive memory durability of each unique picture-location association, as determined
from both tests. We acknowledge that re-testing could have boosted some of the
weak memories so that they were falsely classiﬁed as “durable”. This shortcoming
could have only affected the trial sorting for the subsequent memory analysis,
diminishing differences between durable compared to weak memory encoding.
However, despite this potential limitation, we found reliable activation and pattern
similarity effects for durable over weak memories at encoding (Figure 2.2B, Figure
2.3B).
Initially, we expected enhanced activation and pattern similarity in the hippocampus
and speciﬁc neocortical regions for durable relative to weak or nomemory formation
(durable > weak > forgotten). Our results only partly conﬁrmed this hypothesis of a
stepwise, linear relationship, and indicated that activation and pattern similarity did
not follow the samemodel of signal increase with increasingmemory durability. First,
we suggest that pattern similarity in the PCC might represent an initial “threshold”
for associative memory formation that needs to be overcome. Second, pattern
similarity appears to linearly increase with memory durability, while activation seems
mostly relevant for the formation of durable memories (Figure 2.6). Thereafter,
successful encoding is likely followed by synaptic (Redondo and Morris, 2011) and
systems consolidation (Frankland and Bontempi, 2005), and we speculate that
these consolidation processes are generally more pronounced for durable than
for weak (or forgotten) associations. However, also in line with the testing effect
(Karpicke and Roediger, 2008; Roediger and Butler, 2011), another possibility is that
initially weak memories, compared to strong associative material, may beneﬁt more
from the additional effort and elaboration required to successfully retrieve those
memories during the initial test (Pyc and Rawson, 2009; Carpenter, 2009), which
could potentially promote them in their durability (see above).
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To conclude, we showed that pattern similarity, or consistent processing, in the
PCC at encoding predicts the formation of spatial associative memories. If this is
augmented by additional activation increases in regions typically related to encoding,
and consistent processing in regions involved in later retrieval, formed memories
appear durable for at least 48 hours. Thus, consistent processing at encoding
underlies the emergence of associative memory traces.
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TABLES
Table 2.1: Activation during encoding. MNI coordinates (x, y, z) represent the location of peak voxels.
We report the ﬁrst local maximum within each cluster. Effects were tested for signiﬁcance using cluster-
inference with a cluster-deﬁning threshold of p < 0.001 and a cluster-probability of p < 0.05 FWE-corrected
for multiple comparisons (critical cluster size: 65 voxels). † Results for the main effect were thresholded
at p < 0.05 FWE-corrected for multiple comparisons. Anatomical nomenclature for all tables was obtained
from the Laboratory for Neuro Imaging (LONI) Brain Atlas (LPBA40; http://www.loni.usc.edu/atlases/). L –
left, R – right.
Contrast & brain region x y z Z-value Cluster size
Main effect†
L fusiform gyrus -27 -51 -15 22880
R angular gyrus 63 -51 36 447
R middle frontal gyrus 45 12 30 7.82 1021
L supramarginal gyrus -60 -48 45 6.84 174
R cingulate gyrus 3 -21 39 6.78 137
L cingulate gyrus -6 36 0 6.77 1187
L cingulate gyrus -3 3 30 6.77 132
L middle frontal gyrus -30 33 33 5.71 71
Cerebellum -36 -87 -33 5.67 204
R superior temporal gyrus 63 -18 -3 4.44 91
Durable > forgotten
L inferior temporal gyrus -48 -51 -12 6.86 12747
Cerebellum 21 -39 -45 5.94 230
R middle frontal gyrus 45 9 30 5.12 261
R lateral orbitofrontal gyrus 36 36 -15 4.33 92
Durable > weak
R lingual gyrus 33 -42 -9 5.67 8508
L lateral orbitofrontal gyrus -39 30 -15 5.30 192
Cerebellum -24 -36 -45 5.20 153
L precentral gyrus -42 3 27 4.90 525
L caudate -15 6 12 4.88 102
L superior frontal gyrus -3 12 57 4.75 290
L gyrus rectus -3 39 -21 4.57 193
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Table 2.2: Pattern similarity during encoding. MNI coordinates (x, y, z) represent the location of peak
voxels. We report the ﬁrst local maximum within each cluster. Effects were tested for signiﬁcance
using cluster-inference with a cluster-deﬁning threshold of p < 0.001 and a cluster-probability of p <
0.05 FWE-corrected for multiple comparisons (critical cluster size: 72 voxels). † Results for the main
effect were thresholded at p < 0.05 FWE-corrected for multiple comparisons. ∗ Signiﬁcant clusters after
exclusively masking pattern similarity (durable > forgotten) with combined effects from “picture category”
and “location” RSA analyses (Results, Pattern similarity of picture categories and locations; Figure 2.4D-F,
Table 2.3). L – left, R – right.
Contrast & brain region x y z Z-value Cluster size
Main effect†
R middle occipital gyrus 27 -90 6 33905
Durable > forgotten
R posterior cingulate cortex∗ 6 -36 39 5.55 1684
L middle temporal gyrus∗ -51 -27 -15 5.46 302
R middle frontal gyrus∗ 21 45 18 4.84 749
L middle frontal gyrus∗ -27 30 51 4.71 144
L inferior frontal gyrus∗ -48 18 24 4.66 929
R angular gyrus∗ 48 -45 36 4.54 324
R middle frontal gyrus∗ 54 15 39 4.40 120
R inferior temporal gyrus∗ 57 -39 -15 3.80 105
Durable > weak
R precentral gyrus 39 -15 39 4.43 109
Weak > forgotten
L posterior cingulate cortex -6 -51 30 3.59 85
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Table 2.3: Pattern similarity of picture categories and locations. MNI coordinates (x, y, z) represent
the location of peak voxels. We report the ﬁrst local maximum within each cluster. Effects were tested for
signiﬁcance using cluster-inference with a cluster-deﬁning threshold of p < 0.001 and a cluster-probability
of p < 0.05 FWE-corrected for multiple comparisons (critical cluster sizes: picture categories, 69 voxels;
locations during encoding, 100 voxels; locations during retrieval, 90 voxels). RSA – representational
similarity analysis, L – left, R – right.
Contrast & brain region x y z Z-value Cluster size
"Picture category" RSA:
animate > inanimate
R middle occipital gyrus 57 -69 3 5.86 395
L middle temporal gyrus -51 -69 6 4.47 249
L superior parietal gyrus -39 -42 51 4.40 205
inanimate > animate
R fusiform gyrus 24 -36 -21 6.17 3631
"Location" RSA, encoding:
within > between similarity
R cuneus 6 -78 12 7.10 2680
"Location" RSA, retrieval
(immediate test, day 1):
within > between similarity
R postcentral gyrus 36 -30 42 5.22 801
L postcentral gyrus -36 -14 48 4.66 755
R supramarginal gyrus 36 -15 21 4.63 164
R hippocampus 33 -18 -12 4.17 116
Cerebellum -12 -54 -24 3.89 193
R superior frontal gyrus 9 -21 45 3.72 143
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Table 2.4: Activation and pattern similarity during memory retrieval. MNI coordinates (x, y, z)
represent the location of peak voxels. We report the ﬁrst local maximum within each cluster. Effects
were tested for signiﬁcance using cluster-inference with a cluster-deﬁning threshold of p < 0.001 and a
cluster-probability of p < 0.05 FWE-corrected for multiple comparisons (critical cluster size: 65 voxels). †
Results for main effects were thresholded at p < 0.05 FWE-corrected for multiple comparisons. RSA –
representational similarity analysis, L – left, R – right.
Contrast & brain region x y z Z-value Cluster size
Activation, main effect†
L superior frontal gyrus -3 15 48 42614
Activation, durable > forgotten
R putamen 12 9 -12 6.25 17018
L middle orbitofrontal gyrus -24 36 -12 4.35 80
R inferior frontal gyrus 57 36 -3 4.23 69
Activation, durable > weak
R middle occipital gyrus 18 -96 0 4.78 1358
L insular cortex -36 -9 6 4.40 77
L fusiform gyrus -30 -54 -12 4.31 1425
L posterior cingulate cortex -3 -33 30 4.09 134
R superior parietal gyrus 33 -51 33 4.08 214
Thalamus -9 -12 3 4.07 80
Precuneus -3 -63 30 3.85 69
Activation, weak > forgotten
L putamen -15 6 -15 6.53 3119
R putamen 15 9 -12 5.91 3533
Cerebellum -27 -78 -39 5.61 1762
R inferior frontal gyrus 57 36 -3 5.26 87
RSA, main effect†
L inferior occipital gyrus -27 -84 -6 49458
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ABSTRACT
Memory consolidation transforms initially fragile memories into durable engrams.
This stabilization critically depends on rest periods after learning and involves
hippocampal-medial prefrontal interactions, which, however, appear mediated
by the midline and anterior thalamus. Here, we asked how these thalamic nuclei
contribute to durable memory consolidation during post-encoding rest. We hypoth-
esized that consolidation would be supported by thalamic relay of hippocampal-
medial prefrontal interactions, as well as increased connectivity of this network
with posterior representational regions. Thirty-three human subjects underwent
resting-state fMRI prior and immediately after studying picture-location associations.
Memory was tested on the same day and 48 hours later. While “weak”memories
could only be remembered at the immediate test, “durable”memories persisted also
after the delay. We found increased connectivity of hippocampus, thalamus, and me-
dial prefrontal cortex with posterior representational regions during post-encoding
rest that positively scaled, across subjects, with the proportion of durable memo-
ries formed. Additionally, midline thalamic interactions with posterior cingulate-,
retrosplenial-, and occipito-temporal cortices seemed to strengthen neocortical
representations for at least 48 hours. These connectivity ﬁndings were speciﬁc to
consolidation as they were not detectable during baseline but increased during
post-encoding rest. Therefore, we suggest that a thalamo-cortical network at issue
here fosters durable memory consolidation.
HIGHLIGHTS
• Hippocampal-medial prefrontal interactions support memory consolidation
• Interactions are relayed via the anterior and midline thalamus
• These regions interact with representational areas to form memories during rest
• This is accompanied by widespread thalamo-cortical connectivity increases
• Connectivity changes are speciﬁc to durable memory consolidation after learning
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INTRODUCTION
Memory consolidation transfers fragile memories into durable engrams (Dudai,
2004; Squire et al., 2015). While some memories decay rapidly, others are stabilized
and become gradually integrated within a wider neocortical network (Marr, 1970;
Frankland and Bontempi, 2005). This entails hippocampal-neocortical interactions
during sleep (Diekelmann and Born, 2010; Stickgold and Walker, 2013; Maingret et al.,
2016) or awake rest (Peigneux et al., 2006; Tambini et al., 2010; van Kesteren et al.,
2010b). Especially hippocampal interplay with the medial prefrontal cortex (MPFC)
appears pivotal for long-term memory consolidation, as demonstrated by studies
with animals (Bontempi et al., 1999; Takehara-Nishiuchi and McNaughton, 2008;
Lesburguères et al., 2011; Tse et al., 2011) and humans (Takashima et al., 2006; Gais
et al., 2007; van Kesteren et al., 2010b). Eventually, the MPFC seems to take over the
binding function of the hippocampus, linking together different mnemonic features
that are stored in speciﬁc posterior representational regions (Marr, 1970; Frankland
and Bontempi, 2005).
Notably, however, anatomical connections between hippocampus and MPFC are
unidirectional, and returning pathways are relayed via the thalamus (Vertes et al.,
2007). The midline thalamus, including nucleus reuniens and the rhomboid, exhibits
bidirectional connections with the hippocampus, MPFC, and posterior represen-
tational regions (Cassel et al., 2013). Similarly, the anterior thalamus is densely
connected with the hippocampus and prefrontal cortex, but also with retrosplenial
and posterior cingulate regions (Aggleton et al., 2016). Due to their prefrontal con-
nections, both the medial (Wolff et al., 2015; Alcaraz et al., 2016) and the anterior
thalamus (Wright et al., 2015; Leszczyński and Staudigl, 2016) were previously related
to attention and goal-directed behavior, and altogether appear central for adequate
cognitive function and memory (Aggleton and Brown, 1999; van der Werf et al., 2003;
Pergola et al., 2013; Carlesimo et al., 2015; Wolff et al., 2015). For instance, the midline
thalamus was shown to modulate memory speciﬁcity and generalization at encoding
(Xu and Südhof, 2013), spatial memory persistence (Loureiro et al., 2012), consoli-
dation after learning (Davoodi et al., 2011), and recent memory retrieval (Thielen
et al., 2015). The anterior thalamus was associated with spatial and episodic memory
(Aggleton and Brown, 1999; Aggleton and Nelson, 2015), as well as memory formation
through oscillatory theta phase alignment (Sweeney-Reed et al., 2014, 2015). Here,
we targeted the contributions of both midline and anterior thalamic sub-regions
to human memory consolidation during rest. Based on the current literature, we
investigated if the thalamic relay between hippocampus and MPFC is involved in the
early stabilization of durable memories.
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Subjects intentionally encoded unique picture-location associations and underwent
resting-state fMRI before (baseline rest) and thereafter (post-encoding rest). Memory
was tested on the same day (immediate test), as well as 48 hours later (delayed
test; Figure 3.1A). “Weak”memories could only be remembered at the immediate
test, while “durable” memories persisted also after 48 hours. We hypothesized
that midline and anterior thalamic sub-regions would constitute a relay station for
hippocampal-MPFC interactions during the post-encoding consolidation of durable
memories. Furthermore, we hypothesized that this hippocampal-thalamic-MPFC
network would show stronger coupling with posterior representational regions
depending on individual, durable memory formation. To test this, we performed
whole-brain linear regression analyses and calculated the functional connectivity
proﬁles of hippocampal, MPFC, midline-, and anterior thalamic seed regions during
rest. Connectivity was stratiﬁed with a “memory durability score” that reﬂected
individual variations in the proportion of durable memories formed. First, we inves-
tigated connectivity during post-encoding rest. We expected increased connectivity
between the hippocampal-thalamic-MPFC network to be positively related to mem-
ory durability across subjects. Likewise, we assumed increased coupling of this
network with inferior temporal and posterior parietal regions at higher memory
durability, since these regions likely coded for the picture content (Martin et al.,
1996; Kriegeskorte et al., 2008b; Grill-Spector and Weiner, 2014) and the different
picture locations (Burgess et al., 2001b; Sereno et al., 2001; Takashima et al., 2007)
of the studied associations, respectively. Second, we tested connectivity before
study and its increase over time. We expected that the memory-speciﬁc connectivity
proﬁles would not be detectable during baseline rest, and would increase from
baseline- to post-encoding rest. Importantly, this would underpin the relevance of
thalamo-cortical interactions for durable memory consolidation after learning.
MATERIALS AND METHODS
SUBJECTS
Thirty-ﬁve subjects participated in this experiment (23 female, age range = 18-29
years, mean = 23). All subjects were right-handed, healthy, had normal or corrected-
to-normal vision, and gave written informed consent prior to participation. We
excluded one subject due to technical problems with the MR gradient coil, and one
subject due to technical failure of cardiorespiratory recordings. Final analyses were
completed including 33 subjects (23 female, age range = 18-29 years, mean = 23).
The study was approved by the institutional review board (Comissie Mensgebonden
Onderzoek, Arnhem-Nijmegen, The Netherlands).
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Figure 3.1: Study timeline, associativememory task, and individual memory durability scores. (A)
Subjects studied 192 unique picture-location associations and were tested immediately (immediate test,
day 1), as well as 48 hours later (delayed test, day 3). Before study, subjects were scanned during a
ﬁrst baseline resting-state period (6 min). To investigate connectivity changes in relation to durable
memory consolidation, we also placed resting-state periods after the study phase of each of the two
experimental runs (post-encoding rest). (B) During study trials, pictures were randomly associated with
one of four locations and subjects were instructed to intentionally encode the associations. Each trial
started with the presentation of the picture in the center of the screen (0.5 s), after which the target
location was indicated (0.5 s). The picture then moved to the target location (0.4 s; movement trajectory
is schematically indicated) and remained there for 2 s. The inter-trial-interval varied randomly between
3 and 7 s (mean = 5 s), and the next trial started. (C) During immediate and delayed tests, the picture
was presented centrally and subjects were required to indicate the correct location by pressing one of
four buttons (3.4 s). The inter-trial-interval varied again randomly between 3 and 7 s (mean = 5 s), and
the next trial started thereafter. (D) Left panel: Of all remembered associations, 64.9% picture-location
associations were remembered at the immediate-, and at the delayed test (durable); the remaining
associations were forgotten after day 1 (weak). Right panel: Distribution of memory durability scores
across subjects (Materials and methods, Behavioral data and memory durability scores).
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ASSOCIATIVE MEMORY TASK AND PROCEDURE
Subjects underwent resting-state periods before (baseline rest) and after (post-
encoding rest; Figure 3.1A; Materials and methods, Resting-state) memorizing a total
of 192 picture-location associations that were distributed over two experimental
runs. Picture-location associations were retrieved following the post-encoding rest
periods (immediate test, day 1), as well as after 48 hours (delayed test, day 3).
During study phases (15min each), subjects memorized 96 sequentially presented,
colored photographs (e.g., animals, plants, objects, buildings; 48 pictures each) that
were randomly associated with one of four screen locations (lower left, upper left,
lower right, upper right; similar to Takashima et al., 2009; van Dongen et al., 2011,
2012). A trial started with the presentation of a picture in the centre of the screen (1
s) together with the four surrounding screen locations as ﬁlled white circles. After
500ms, one of the ﬁlled circles turned green indicating the target location of the
respective picture. The picture then moved to that target location (400 ms) and
remained there for 2 s. Inter-trial-intervals varied randomly between 3 and 7 s
(mean = 5 s) during which a ﬁxation cross was presented (Figure 3.1B). Subjects were
provided with a break of 25 s every 32 trials indicated by asterisks on the computer
screen.
At the immediate tests (15min each), subjects were prompted for their memory of
all picture-location associations that were shown during the preceding study phase
(i.e. 96 trials per run). Again, pictures were presented in the centre of the screen
surrounded by the four ﬁlled circles indicating the potential screen locations (3.4 s;
Figure 3.1C). Subjects were required to press one of the four buttons (each assigned
to a speciﬁc location) using their middle and index ﬁngers of both hands. Trials were
separated by a ﬁxation period ranging between 3 to 7 s (mean = 5 s) and a break of
25 s was given every 32 trials. The delayed test was performed in front of a computer
screen in the behavioral laboratory on day 3 (day 1 - day 3 difference: mean = 47
hours; range = 45-50 hours). Timing and structure were identical to the immediate
test (day 1). The experiment was programmed and presented with Presentation
(version 16.4, www.neurobs.com).
BEHAVIORAL DATA AND MEMORY DURABILITY SCORES
Trials from the preceding study phase of each post-encoding rest were sorted based
on the subjects’ performance at the immediate- (day 1), and the delayed test (day 3).
This resulted in three types of responses: picture-location associations that were
(1) already forgotten on day 1 (“forgotten”); (2) remembered on day 1 but forgotten
on day 3 (“weak”); or (3) remembered at both tests (“durable”). Picture-location
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associations that were forgotten at the immediate test (day 1) but recalled correctly
at the delayed test (day 3; mean ± SEM: 16 ± 1.3 trials) reﬂected correct guesses
(forgotten ∩ forgotten-remembered: 60 ± 5.4 trials; 60 / 4 locations, chance-level =
15; p = 0.594) and were grouped together with associations that were forgotten at
both tests (day 1 and 3). Subjects only displayed very few trials with no responses
(“misses”; 3 ± 1 trials across both days).
We aimed at identifying connectivity proﬁles during resting-state that were associ-
ated with durable memory consolidation. Speciﬁcally, we reasoned that consolida-
tion processes during post-encoding rest would be more pronounced for durable
than for weak memories. To this end, we calculated a behavioral “memory durability
score” for each subject. We divided the number of durable associations by the
total number of remembered associations (durable ∩ weak; i.e. the proportion of
durable memories), thereby normalizing individual memory durability scores for
general memory performance. These scores were used as a covariate of interest
for resting-state connectivity analysis (Materials and methods, fMRI connectivity
analysis).
RESTING-STATE
Subjects were scanned during three 6-minute resting-state periods. A ﬁrst baseline
rest was recorded before the start of the ﬁrst study phase of the associative memory
task (baseline rest; Materials and methods, Associative memory task and procedure;
Figure 3.1A). To assess intrinsic connectivity changes related to durable memory
consolidation after learning, rest periods were placed after the study phase of each
of the two experimental runs (post-encoding rest). Subjects were instructed to
remain awake with their eyes open while a white ﬁxation cross was presented at the
center of the computer screen. Compliance was veriﬁed with eye tracking.
CARDIORESPIRATORY RECORDINGS AND PREPROCESSING
During resting-state, cardiorespiratory signals were shown to resonate in the same
frequency band (∼0.03-0.1 Hz) as the low-frequency ﬂuctuations of interest in the
blood-oxygen-level-dependent (BOLD) signal (0.01-0.1 Hz; Birn et al., 2006; Shmueli
et al., 2007; van Buuren et al., 2009). Therefore, to account for the impact of these
confounding signals on resting-state connectivity, we recorded heart rate (HR; i.e.
ﬁnger pulse) and respiration during MRI data acquisition. HR was measured with
a pulse oximeter aﬃxed to the little ﬁnger of the right hand, and respiration was
measured with a respiration belt placed around the subjects’ abdomen. Data was
recorded with a MR-compatible BrainAmp MR ampliﬁer (Brainproducts, Munich,
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Germany) and digitized at a sampling rate of 5000 Hz. Data recordings as well
as storage were controlled using the Brain Vision Recorder (Brainproducts). The
raw signal was visually inspected for R-peaks and corrected for artifacts. We then
used RETROICOR (Glover et al., 2000) to model the relationship between the cardiac
and respiratory phase and the BOLD signal, using ﬁfth-order Fourier series. This
yielded 10 regressors for the cardiac cycle and 10 regressors for the respiratory cycle.
Additionally, we calculated regressors for HR and respiration volume per unit time,
shifted with 6, 10, and 12 s, and -1 and +5 s respectively, to account for the delay
between cardiorespiratory changes and the BOLD signal (Birn et al., 2006; Shmueli
et al., 2007; van Buuren et al., 2009). This resulted in 3 regressors for HR, and 2
regressors for the respiration volume per unit time. Altogether, we included 25
regressors to correct the resting-state BOLD fMRI data for cardiorespiratory effects
(Material and methods, fMRI data preprocessing).
MRI DATA ACQUISITION
Imaging data were acquired using a 3.0 Tesla MRI scanner (Skyra, Siemens, Erlangen,
Germany) equipped with a 32-channel head coil. We obtained 172 T2∗-weighted
BOLD images for each resting-state period, using a gradient multi-echo EPI sequence.
The application of multiple echo times (TEs) was shown to increase the signal-to-
noise ratio because it allows region-speciﬁc TEs (Poser et al., 2006). For instance,
signal from the medial temporal lobes and the MPFC beneﬁts from shorter TEs,
given the neighboring air-ﬁlled cavities. Signal from other brain regions, like areas
at the convexity, yield and optimal BOLD contrast at longer TEs. Parameters were
as follows: TR = 2180ms, TEs = 7.5, 18.3, 29, 40ms, ﬂip angle = 90◦, FOV = 224 × 224
mm, matrix = 74 × 74, 34 ascending axial slices, 21% slice gap, voxel size = 3 mm.
Structural scans were acquired using a Magnetization-Prepared Rapid Gradient Echo
(MP-RAGE) sequence with the following parameters: TR = 2300ms, TE = 3.03ms, ﬂip
angle = 8◦, FOV = 256 × 256mm, voxel size = 1mm isotropic.
MRI DATA PREPROCESSING
All imaging data were analyzed using SPM8 (http://www.ﬁl.ion.ucl.ac.uk/spm/) in
combination with Matlab (Matlab 2012b, The Mathworks, Natick, MA, USA). As a
ﬁrst step, echoes from the four different echo-times were combined into single
volumes. We used 56 scans that were acquired during a short resting-state period
(2 min) before the start of the baseline rest to determine the optimal weighting
of echo-times for each voxel. This was done by calculating the contrast-to-noise
ratio for each echo per scan. Images from multiple echo-times were then combined
by performing motion correction on the ﬁrst echo, estimating iterative rigid body
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realignment to minimize the residual sum of squares between the ﬁrst echo of the
ﬁrst scan and all remaining scans. The estimated parameters were then applied to
all other echoes, realigning all echoes to the ﬁrst echo of the ﬁrst scan. Finally, the
calculated optimal echo-time weightings were used to combine the four echo images
into a single image. These combined images were used for all further preprocessing
and analyses.
The ﬁrst six volumes were discarded to allow for T1-equilibration. The combined EPI-
volumes were then slice time corrected to themiddle slice and realigned to themean
image of both experimental runs. The structural scan was co-registered to the mean
functional scan and segmented into grey matter, white matter and cerebrospinal
ﬂuid using the ”New Segmentation” algorithm. All images (functional and structural)
were spatially normalized to the Montreal Neurological Institute (MNI) EPI template
using Diffeomorphic Anatomical Registration Through Exponentiated Lie Algebra
(DARTEL; Ashburner, 2007), and functional images were further smoothed with a 3D
Gaussian kernel (8mm full-width at half maximum, FWHM). Following this, we used
multiple linear regression to correct for cardiorespiratory effects, motion, and low-
frequency signal drifts. The regression model included the 25 regressors capturing
cardiorespiratory effects (Materials and methods, Cardiorespiratory recordings and
preprocessing), and the 6 realignment parameters. Further, we removed scans
affected by head motion using “motion scrubbing” (Power et al., 2012). We calculated
the frame-wise displacement (FD) for every scan at time t by FD(t) = |4dx(t)| +
|4dy (t)| + |4dz(t)| + r|α(t)| + r|β(t)| + r|γ(t)|, where (dx, dy , dz) is the translational-,
and (α, β, γ) the rotational movement. Scans that exceeded the head motion limit
of FD(t) > 0.3 mm were removed (on average ∼1% of the scans), indicated in one
additional regressor per removed scan. Additionally, we applied a high-pass ﬁlter
with a cut-off at 128 s. All resting-state connectivity analyses were performed on the
residual data.
SEED REGIONS
We deﬁned seed regions in hippocampus, MPFC, midline-, and anterior-medial
thalamus (Figure 3.2). The bilateral hippocampus seed was derived from the Au-
tomatic Anatomical Labeling atlas (AAL; Tzourio-Mazoyer et al., 2002). The medial
prefrontal cortex seed (MPFC; x = -2, y = 32, z = -10; 8mm sphere around coordinate)
was based on results from a previous study that demonstrated increased engage-
ment of this region during remote (i.e. durable) memory retrieval (Takashima et al.,
2009). Thalamic sub-regions were obtained from the Oxford Thalamic Connectivity
Atlas (Behrens et al., 2003, http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/Atlases). This atlas
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is based on diffusion imaging data, yielding thalamic sub-regions that project to
clearly separable cortical zones. We chose two sub-regions that revealed anatomical
connections with the temporal-, and prefrontal cortex, and labeled them as bilateral
midline and anterior-medial thalamus, respectively. Masks were thresholded at 25%
probability of connection. For the midline thalamic seed, we excluded all voxels that
overlapped with the posterior hippocampus.
Figure 3.2: Seed regions. (A) Bilateral hippocampus (green), medial prefrontal cortex (MPFC, pink; 8mm
sphere around x = -2, y = 32, z = -10), as well as midline-, and anterior-medial thalamic sub-regions in blue
and red, respectively. (B) Cut-outs show the spatial relationship of midline and anterior-medial regions
and the crossing marks the same position across slices. Slices for all ﬁgures are based on the average
structural scan of the subjects. R – right.
FMRI CONNECTIVITY ANALYSIS
We performed linear regression to identify the functional connectivity proﬁle of each
seed region during resting-state. We chose a whole-brain connectivity approach
rather than seed-to-seed correlations, since we could not be certain that not also re-
gions outside of our hypothesized hippocampal-thalamic-MPFC network contributed
to durable memory consolidation during rest. To this end, we extracted the ﬁrst
eigenvector of the time course of each seed. This time course was regressed against
all other voxel time courses in the brain, resulting in a seed-speciﬁc connectivity map
for the baseline-, as well as for both post-encoding rest phases. Connectivity maps
from the two post-encoding rest phases were averaged. The resulting connectivity
maps were submitted to a second-level analysis in SPM8. To test if connectivity
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during resting-state was related to durable memory consolidation, we performed
one-sample t-tests (for baseline-, and post-encoding rest) and added individual mem-
ory durability scores as a covariate of interest (Materials and methods, Behavioral
data and memory durability scores). Next, to investigate connectivity increases from
baseline- to post-encoding rest that were related to durable memory consolidation,
we calculated a difference map (post-encoding-baseline rest) for each seed region.
These difference maps were tested with one-sample t-tests and individual memory
durability scores were again added as a covariate of interest.
Connectivity was tested for signiﬁcance using cluster-inference with a cluster-
deﬁning threshold of p < 0.005 and a cluster-probability of p < 0.05 family-wise error
(FWE) corrected for multiple comparisons. The corrected cluster size threshold (i.e.
the spatial extent of a cluster that is required in order to be labeled signiﬁcant)
was calculated using the SPM extension “CorrClusTh.m”, together with the Newton-
Raphson search method (script provided by Thomas Nichols and Marko Wilke,
http://www2.warwick.ac.uk/fac/sci/statistics/staff/academic-research/nichols/scripts/
spm/). To further test seed-based connectivity with posterior representational re-
gions, i.e. inferior temporal and posterior parietal cortices, we applied small volume
correction (SVC; p < 0.05, FWE-corrected at cluster-level). Based on the AAL atlas, we
chose anatomically deﬁned regions in inferior temporal (inferior temporal ∩ inferior
occipital cortex; left and right) and posterior parietal cortex (superior parietal cortex
∩ inferior angular gyrus; left and right), and created one combined mask.
RESULTS
MEMORY PERFORMANCE
Memory performance for both weak and durable associations was above chance
level (number of associations, mean ± SEM: weak: 41.8 ± 2.2, t(32) = 4.3, p < 0.0005;
durable: 87.7 ± 6.5, t(32) = 8.5, p < 0.0005; 129.5 remembered associations / 4
locations, chance level = 32). Approximately one third of the associations were
forgotten (60 ± 5.4).
To investigate connectivity proﬁles during resting-state that were related to durable
memory consolidation, we calculated a behavioral “memory durability score” for
each subject (Materials andmethods, Behavioral data andmemory durability scores).
Taking into account individual variations in general memory performance (i.e. the
total number of remembered associations per subject), approximately 64.9 ± 0.03%
durable memories were remembered at both the immediate- as well as the delayed
test. The distribution of individual memory scores is shown in Figure 3.1D. As can
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be seen, individual memory durability scores ranged from ∼32% to ∼91% and thus
yielded desirable variance for testing individual differences in durable memory
consolidation.
CONNECTIVITY DURING POST-ENCODING REST
Next, we turned to the fMRI data and investigated connectivity proﬁles during post-
encoding rest and their relationship to durable memory consolidation. We placed
seeds in the hippocampus, MPFC, midline thalamus, and anterior-medial thalamus
(Materials and methods, Seed regions; see also Figure 3.2), and hypothesized that
increased hippocampal-thalamic-MPFC connectivity after study would be associated
with individual variations in memory durability (Materials and methods, Behavioral
data and memory durability scores). Additionally, we hypothesized higher memory
durability to be related to stronger connectivity of the above seeds with posterior
representational regions that coded for the picture-location associations previously
learned. Speciﬁcally, we assumed increased coupling with the inferior temporal and
posterior parietal cortex since these regions were shown to code for visual content
(Martin et al., 1996; Kriegeskorte et al., 2008b; Grill-Spector and Weiner, 2014) and
egocentric space (Burgess et al., 2001b; Sereno et al., 2001; Takashima et al., 2007),
respectively.
Results revealed increased connectivity during post-encoding rest between the
midline thalamus and a region within posterior parietal cortex in relation to higher
individual memory durability (Figure 3.3A, Table 1, upper part). Similarity, increased
coupling between the anterior-medial thalamus and the posterior parietal cortex
was related to higher memory durability during post-encoding rest (SVC, p < 0.05,
FWE-corrected at cluster-level; peak coordinate of local maximum, x = 45, y = -57, z =
24; Z-value = 3.7, 124 voxels; Figure 3.3B). None of the other seeds revealed signiﬁcant
connectivity changes. At a more lenient threshold (p < 0.005, uncorrected), however,
both the hippocampus and the MPFC were coupled to the same posterior parietal
cortex region in association with higher individual memory durability (Figure 3.3C-D).
To demonstrate the commonality of the effects, we created an overlap image from
the above results (thresholded at p < 0.005, uncorrected). As expected, results
converged in the posterior parietal cortex (Figure 3.3E). Also, we did not ﬁnd any
signiﬁcant connectivity changes that were negatively related to individual memory
durability.
Overall, our results show that increased connectivity of midline and anterior-medial
thalamic sub-regions with posterior parietal cortex during post-encoding rest was
associated with higher individual memory durability. We suggest that the posterior
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Figure 3.3: Connectivity during post-encoding rest in relation to durable memory consolidation
(MEM). Connectivity from the (A)midline thalamus, (B) anterior-medial thalamus, (C) hippocampus, and
(D) MPFC increased with higher individual memory durability during post-encoding rest. Results in A
are shown at p < 0.005 (p < 0.05, FWE-corrected at cluster-level; see also Table 3.1). Results from B-D are
shown at p < 0.005 (uncorrected), and B survived small volume correction with an a priori anatomical
ROI. Seed regions are indicated in blue, red, green, and pink. (E) All seeds were coupled to the posterior
parietal cortex at higher individual memory durability (red). The rendered image highlights the spatial
overlap of connectivity results from A-D (23 voxels; see also Results, Connectivity during post-encoding
rest). RH – right hemisphere.
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parietal cortex coded for egocentric spatial content of the previously learned picture-
location associations. Thus, the thalamus appears to more strongly connect to
posterior representational regions during rest following learning the more durable
memories subjects form.
CONNECTIVITY DURING BASELINE-, AND INCREASES TO POST-ENCODING REST
Above, we demonstrated that connectivity between thalamic sub-regions and pos-
terior parietal cortex during post-encoding rest scaled with individual memory
durability. However, it is possible that such connectivity changes are not speciﬁc to
durable memory formation after learning but rather reﬂect a general relationship
with task performance. Thus, we investigated connectivity during the baseline rest
and its relation to individual memory durability scores. As expected, we did not ﬁnd
any signiﬁcant association between baseline connectivity and individual memory
durability for any of the seed regions. Results remained stable when applying a
more lenient threshold (p < 0.005, uncorrected).
Next, we expected that consolidation-speciﬁc connectivity should increase after
learning. To this end, we tested connectivity changes from baseline- to post-encoding
rest and their relation to individual memory durability scores (Materials and meth-
ods, fMRI connectivity analysis). The midline and anterior-medial thalamic sub-
regions were the only seeds that exhibited enhanced connectivity from baseline- to
post-encoding rest, which scaled with individual memory durability. This included
stronger coupling between the midline thalamus and the MPFC, posterior cingulate
and adjacent retrosplenial cortex, bilateral posterior parietal and inferior temporal
cortices, as well as bilateral precentral gyrus (Figure 3.4, Table 3.1, middle part). For
the anterior-medial thalamus, increased coupling with the left superior frontal gyrus,
extending into the precentral gyrus was related to higher individual memory durabil-
ity (Table 3.1, lower part). There was no negative relationship between connectivity
increases and individual memory durability scores.
Thus, functional connectivity increases from baseline- to post-encoding rest of the
midline thalamus with medial prefrontal and posterior cingulate cortex, precentral
gyrus, as well as inferior temporal and posterior parietal representational regions,
were associated with higher individual memory durability. Connectivity increases of
the anterior-medial thalamus were less extensive and included the precentral gyrus
only. To conclude, we found thalamo-cortical connectivity increases from before to
after learning that were related to durable memory consolidation.
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Figure 3.4: Midline thalamic connectivity increases from baseline- to post-encoding rest in rela-
tion to durable memory consolidation (MEM). Results are shown at p < 0.005 (p < 0.05, FWE-corrected
at cluster-level; see also Table 3.1). The midline thalamic seed region is indicated in blue. R – right.
CONNECTIVITY FROM THE POSTERIOR PARIETAL CORTEX
Although we carefully selected our a priori seed regions, in some cases, they might
have been substantially larger than the neuronal representation actually involved in
memory consolidation, thereby under-powering our approach. In other words, not
the entire anatomically deﬁned hippocampusmight be relevant for the consolidation
of durable picture-location associations. Furthermore, it is possible that also other
regions, apart from hippocampal-thalamic-MPFC structures and posterior parietal
cortex, contributed to durable memory consolidation. As an exploratory step, we
placed a seed in the posterior parietal cortex, which we identiﬁed through spatial
overlap of the results above (Results, Connectivity during post-encoding rest, Figure
3.3A), and tested its functional connectivity in relation to individual variations in
memory durability.
During post-encoding rest, enhanced connectivity between the posterior parietal
cortex seed and the midline, as well as the anterior-medial thalamus, MPFC, hip-
pocampus, striatum, and cerebellum was related to higher individual memory
durability (Figure 3.5A, Table 3.2, upper part). There was no negative relationship
between connectivity and individual memory durability scores. To show that the con-
nectivity associated with durable memory consolidation was speciﬁcally related to
post-encoding processes, we tested effects during the baseline rest. There were no
signiﬁcant connectivity changes in relation to memory durability, also not at a more
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lenient threshold (p < 0.005, uncorrected). Next, we tested for a memory-speciﬁc
increase in connectivity from baseline- to post-encoding rest. Again, results yielded
enhanced connectivity of the posterior parietal cortex with midline and anterior-
medial thalamus, MPFC, hippocampus, striatum, and the cerebellum (Figure 3.5B,
Table 3.2, lower part) associated with higher individual memory durability scores.
In sum, we identiﬁed a network of regions in which connectivity changes were speciﬁ-
cally related to durable memory consolidation after learning. This network consisted
of the midline and anterior-medial thalamus, medial prefrontal and hippocampal
structures, as well as posterior representational regions. Connectivity strength in
this network scaled positively with individual variations in the amount of durable
memories formed. Therefore, durable memory consolidation appears mediated via
thalamo-cortical interactions after learning.
DISCUSSION
In the present study, we investigated the role of thalamo-cortical interactions in
memory consolidation during rest following learning. Durable memory consol-
idation was captured by a “memory durability score” which reﬂected individual
variations in the proportion of durable memories subjects formed. We found that
thalamic connectivity with posterior representational regions scaled with individual
variations in memory durability. Furthermore, the thalamus showed increased con-
nectivity with a widespread cortical network from baseline- to post-encoding rest
at higher memory durability. This relationship, however, was not detectable during
the baseline rest, indicating a speciﬁc post-encoding effect. Finally, we showed that
the posterior parietal cortex, which possibly coded for the different locations of the
studied pictures, was coupled to the hippocampus, thalamus, and to the MPFC at
higher memory durability. Altogether, thalamo-cortical contributions during rest
appear relevant for durable memory consolidation.
We hypothesized that durable memory would be supported by thalamic relay of
information between hippocampus and MPFC during post-encoding rest. Contrary
to our expectation, we did not ﬁnd connectivity changes of hippocampal and MPFC
seeds with the thalamus that were associated with durable memory consolida-
tion. Next, we hypothesized that our proposed hippocampal-thalamic-MPFC axis
would show stronger coupling with posterior representational regions depending
on individual variations in memory durability. Indeed, midline and anterior-medial
thalamic sub-regions yielded enhanced coupling with the right posterior parietal
cortex at higher memory durability (Figure 3.3A-B), and this was also mirrored by
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Figure 3.5: Connectivity from the posterior parietal cortex in relation to durable memory consol-
idation (MEM). Connectivity during (A) post-encoding rest, and (B) increases from baseline- to post-
encoding rest, both positively related to individual memory durability scores. The seed region in the
posterior parietal cortex (red) was identiﬁed through spatial overlay of connectivity results from Figure
3.3 and is the same for A-B (23 voxels; see also Results, Connectivity during post-encoding rest). Results
are shown at p < 0.005 (p < 0.05 FWE-corrected at cluster-level; see also Table 3.2). R – right.
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hippocampus and MPFC at a more lenient threshold (Figure 3.3C-D). We suggest that
the posterior parietal cortex coded for the speciﬁc locations of the studied pictures,
as it was previously implicated in the representation of picture-location associations
(Takashima et al., 2007), egocentric spatial content (Burgess et al., 2001b) and the
retinotopic angle of remembered target locations (Sereno et al., 2001). Connectiv-
ity to this region might thus strengthen mnemonic representations of the studied
associations.
Moreover, the midline thalamus revealed widespread connectivity increases from
baseline to post-encoding rest, including connections with the MPFC, posterior
cingulate and adjacent retrosplenial cortices, precentral gyrus, as well as inferior
temporal and posterior parietal regions related to higher individual memory dura-
bility (Figure 3.4). Consolidation is thought to downscale hippocampal contribu-
tions and to bolster neocortical interactions, eventually leading to enhanced MPFC
engagement (Marr, 1970; Frankland and Bontempi, 2005; Takashima et al., 2006;
Takehara-Nishiuchi and McNaughton, 2008). Furthermore, the posterior cingulate
cortex is regarded as central for successful memory encoding (Daselaar et al., 2004,
2009; Huijbers et al., 2012), as well as retrieval (Rugg and Vilberg, 2012; King et al.,
2015; Wagner et al., 2015). Therefore, we assumed that thalamic connectivity with
the MPFC and posterior cingulate cortex during post-encoding rest reﬂected the
consolidation of memory traces into durable engrams. Additionally, the retrosple-
nial cortex was proposed to transform allocentric, spatial representations (stored in
the hippocampus), into egocentric, viewpoint-dependent representations (stored
in the posterior parietal cortex; Burgess et al. 2001b, Vann et al. 2009). Thalamic
connectivity with the retrosplenial cortex might hence portray the stabilization of
viewpoint-dependent, spatial representations that code for the picture-location as-
sociations previously studied. Most critically, the observed interactions were speciﬁc
to durable memory consolidation after learning.
Typically, memory consolidation during awake rest or sleep is associated with the
reactivation of neuronal ensembles that were engaged during preceding experience
(Wilson and McNaughton, 1994; Carr et al., 2011). Such “replay” often coincides
with high-frequency bursts in neuronal ﬁring, so-called sharp-wave ripples, that
are thought to establish hippocampal communication with neocortical regions
(Girardeau et al., 2009; Jadhav et al., 2012; Logothetis et al., 2012), including the MPFC
(Peyrache et al., 2009; Jadhav et al., 2016) and the posterior cingulate cortex (Kaplan
et al., 2016). Notably, however, hippocampal-neocortical interactions are mediated
by the thalamus, which is known as a central relay station in the brain (Guillery and
Sherman, 2002; Sherman and Guillery, 2002; Sherman, 2005, 2007, 2016). For instance,
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Logothetis and colleagues (2012) identiﬁed sharp-wave ripples during resting-state
and measured BOLD changes time-locked to their onset. During ripples, most of
the cortex was activated, whereas thalamic regions showed BOLD suppression. This
was interpreted as thalamic orchestration of hippocampal-neocortical interactions.
Signal suppression might temporarily block sensory processing and so promote
interference-free consolidation. In line with this, we suggest that a thalamo-cortical
network facilitates durable memory consolidation after learning.
Despite careful a priori selection of our seed regions, they might have been sub-
stantially larger than the neuronal representation actually involved in memory
consolidation. In other words, not the entire seeds might have been relevant for
resting-state interactions, but only speciﬁc neuronal populations within each region.
In addition, midline and anterior-medial thalamic sub-regions were deﬁned based
on their cortical connectivity proﬁles (Behrens et al., 2003). Due to constraints in
spatial resolution, these sub-regions were likely to comprise nuclei from neighbor-
ing thalamic structures. For instance, it is possible that the midline thalamic seed
contained parts of the anterior-dorsal nucleus. The anterior-medial thalamic seed
was likely to include also ventral-medial nuclei (Figure 3.2). Future studies could
employ higher spatial resolution and subject-speciﬁc anatomical-, combined with
connectivity-based parcellation of thalamic sub-ﬁelds to disentangle their differential
contributions to memory consolidation during rest.
To overcome these constraints, we performed exploratory analysis. Speciﬁcally, we
placed a seed in the posterior parietal cortex and tested its functional connectivity.
Results revealed posterior parietal coupling with the midline and anterior-medial
thalamus, hippocampus, and MPFC during post-encoding rest that scaled with
individual memory durability (Figure 3.5A). Again, these interactions were speciﬁc
to consolidation after learning, as they were not detectable during the baseline
rest, and increased from baseline- to post-encoding rest (Figure 3.5B). Therefore, we
argue that hippocampal-thalamic-MPFC cross-talk with posterior parietal regions
strengthened the mnemonic representations of the studied picture-locations and
thereby supported their transformation into durable engrams. Obviously, this is
speciﬁc to the task material at hand and other representational regions might be
involved in the consolidation of different stimulus material.
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CONCLUSIONS
To conclude, we showed that the consolidation of durable memories during post-
encoding rest was supported by a set of regions that comprised the hippocampus,
midline and anterior-medial thalamus, MPFC, as well as posterior representational
regions. Connectivity within this network was stronger, the larger the proportion
of durable memories was that subjects formed. Additional cross-talk of thalamic
midline nuclei with posterior cingulate-, retrosplenial-, and occipito-temporal cortices
seemed to strengthen neocortical representations to persist for at least 48 hours.
Thus, we suggest that thalamo-cortical interactions during post-encoding rest foster
durable memory consolidation.
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TABLES
Table 3.1: Connectivity from the midline and anterior-medial thalamus. Results show thalamic
connectivity increases positively related to individual memory durability (MEM; Materials and methods,
Behavioral data and memory durability scores) during post-encoding rest, as well as increases from
baseline- to post-encoding rest ("connectivity increase"). MNI coordinates (x, y, z) represent the location
of peak voxels. We report the ﬁrst local maximum within each cluster. Effects were tested for signiﬁcance
using cluster-inference with a cluster-deﬁning threshold of p < 0.005 and a cluster-probability of p <
0.05 FWE-corrected for multiple comparisons (critical cluster sizes: post-encoding rest × MEM, 208
voxels; connectivity increase ×MEM, midline thalamus, 132 voxels; anterior-medial thalamus, 141 voxels).
Anatomical nomenclature for all tables was obtained from the Laboratory for Neuro Imaging (LONI) Brain
Atlas (LPBA40; http://www.loni.usc.edu/atlases/). L – left, R – right.
Contrast & brain region x y z Z-value Cluster size
Post-encoding rest × MEM
Seed, midline thalamus
R posterior parietal cortex 48 -57 27 3.74 283
Connectivity increase × MEM
Seed, midline thalamus
L middle frontal gyrus -27 3 63 4.70 625
R posterior cingulate cortex 6 -36 36 4.40 533
L middle temporal gyrus -66 -39 -12 4.05 1383
R inferior temporal gyrus 60 -48 -18 4.02 378
R superior frontal gyrus 12 39 21 3.87 178
R posterior parietal cortex 42 -63 24 3.71 415
L posterior parietal cortex -51 -54 36 3.61 193
Seed, anterior-medial thalamus
L superior frontal gyrus -27 6 66 4.12 184
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Table 3.2: Connectivity from the midline and anterior-medial thalamus. Results show connectivity
changes positively related to individual memory durability (MEM; Materials and methods, Behavioral
data and memory durability scores), during post-encoding rest, as well as increases from baseline- to
post-encoding rest ("connectivity increase"). A seed placed in the posterior parietal cortex (Results,
Connectivity during post-encoding rest, Figure 3.5A). MNI coordinates (x, y, z) represent the location of
peak voxels. We report the ﬁrst local maximum within each cluster. Effects were tested for signiﬁcance
using cluster-inference with a cluster-deﬁning threshold of p < 0.005 and a cluster-probability of p < 0.05
FWE-corrected for multiple comparisons (critical cluster sizes: post-encoding rest × MEM, 164 voxels;
connectivity increase ×MEM, 114 voxels). L – left, R – right.
Contrast & brain region x y z Z-value Cluster size
Post-encoding rest × MEM
R medial prefrontal cortex 3 36 -3 4.33 415
Thalamus 24 -12 -6 3.92 741
Cerebellum 45 -60 -39 3.72 394
Connectivity increase × MEM
R Cerebellum 45 -57 -45 4.64 623
Thalamus -24 -30 0 4.30 920
L Cerebellum -39 -75 -36 4.05 691
R medial prefrontal cortex 12 51 -6 3.90 260
R superior parietal gyrus 45 -36 60 3.33 147
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ABSTRACT
Rationale: Synaptic memory consolidation is thought to rely on catecholaminergic
signaling. Eventually, it is followed by systems consolidation, which embeds memo-
ries in a neocortical network. Although this sequence was demonstrated in rodents,
it is unclear how catecholamines affect memory consolidation in humans.
Objectives: Here, we tested the effects of catecholaminergic modulation on synaptic
and subsequent systems consolidation. We expected enhanced memory perfor-
mance and increased neocortical engagement during delayed retrieval. Additionally,
we tested if this effect was modulated by individual differences in a cognitive proxy
measure of baseline catecholamine synthesis capacity.
Methods: Fifty-three healthy males underwent a between-subjects, double-blind,
placebo-controlled procedure across two days. On day 1, subjects studied and re-
trieved object-location associations and received 20mgmethylphenidate or placebo.
Drug intake was timed so that methylphenidate was expected to affect early consoli-
dation, but not encoding or retrieval. Three days later, memory was tested again
while subjects were scanned.
Results: Methylphenidate did not facilitate memory performance, and there was
no signiﬁcant group difference in activation during delayed retrieval. However,
memory representations differed between groups, depending on baseline cate-
cholamines. The placebo group showed increased activation in occipito-temporal
regions but decreased connectivity with the hippocampus, associated with lower
baseline catecholamine synthesis capacity. The methylphenidate group showed
stronger activation in the postcentral gyrus associated with higher baseline cate-
cholamine synthesis capacity.
Conclusions: Altogether, methylphenidate during early consolidation did not foster
long-term memory performance, but it affected retrieval-related neural processes
depending on individual levels of baseline catecholamines.
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INTRODUCTION
Memories for some experiences quickly fade while others persist for a lifetime. The
process that converts and integrates initially fragile memories into a stable engram
is referred to as memory consolidation (Dudai, 2004; Squire et al., 2015). Foremost,
consolidation involves changes at the synaptic level. According to the synaptic tag-
ging and capture hypothesis (Frey and Morris 1997; and see Redondo and Morris 2011
for a reformulation and review), the encoding of new information triggers synaptic
long-term potentiation (LTP) that results in neurochemical and structural alterations.
Together, this creates the potential for a long-lasting synaptic change. The memory
trace, however, is only stabilized and stored in long-term memory if these cellu-
lar events are accompanied by the synthesis of plasticity-related proteins (PRPs;
Moncada and Viola, 2007; Bekinschtein et al., 2008; Ballarini et al., 2009; Moncada
et al., 2011). This cascade of events critically depends on the inﬂux of catecholamines,
such as dopamine (DA) and norepinephrine (NE), into the hippocampus (or other
task-relevant brain regions; Ballarini et al., 2009). Blockade of the catecholaminergic
transmitter system after encoding was shown to prevent long-term memory stabi-
lization (Moncada and Viola, 2007; Rossato et al., 2009; Moncada et al., 2011), but not
immediate memory (Bethus et al., 2010). Facilitation of catecholamine signaling, on
the other hand, was found to enhance memory persistence (Moncada and Viola,
2007; Rossato et al., 2009; Wang et al., 2010; Moncada et al., 2011; McNamara et al.,
2014). Evidence for the role of the synaptic tagging and capture hypothesis in long-
term memory formation, however, mostly stems from evidence in rodents (but see
Wetzel et al., 1981; Izquierdo et al., 2008). Therefore, we investigated if catecholamine
modulation after encoding facilitated long-term memory stabilization in humans.
After initial synaptic modiﬁcations (mostly investigated) in the hippocampus, memo-
ries increasingly depend on neocortical structures as consolidation progresses (Marr,
1970; Frankland and Bontempi, 2005; Takashima et al., 2006; Takehara-Nishiuchi and
McNaughton, 2008; Lesburguères et al., 2011). Typically, successful retrieval of consol-
idated memories involves the medial prefrontal and posterior cingulate cortex, the
angular gyrus, and posterior representational regions that code for speciﬁc features
of the task material at hand (Rugg and Vilberg, 2012; Wagner et al., 2015; King et al.,
2015). Here, we hypothesized that catecholamine modulation would not only foster
synaptic, but also subsequent systems consolidation.
A stimulant that blocks both DA and NE reuptake (Volkow et al., 2001; Hannestad
et al., 2010), and thereby increases catecholamine availability in the synaptic cleft is
methylphenidate (MPH; Ritalin®). MPH is widely prescribed to alleviate symptoms
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of inattention and hyperactivity in attention-deﬁcit/hyperactivity disorder (Faraone
and Buitelaar, 2010; Wigal et al., 2011), and is used by healthy individuals to improve
academic performance (Greely et al., 2008; Smith and Farah, 2011). Aside from its
enhancing effects in multiple cognitive domains (see Linssen et al., 2014a, for a
review), few studies have investigated the effects of MPH on memory (Wetzel et al.,
1981; Izquierdo et al., 2008; Linssen et al., 2012, 2014b). For example, MPH given
before encoding was found to facilitate the delayed, but not the immediate recall
of word lists (Linssen et al., 2012, 2014b). However, MPH likely boosted attention at
encoding, making it diﬃcult to delineate its effects on post-encoding consolidation.
Here, we asked if catecholamine modulation by MPH after encoding would promote
the synaptic and subsequent systems consolidation of associative memories.
The present study spanned across two days that were 72 hours apart (Figure 4.1A).
After studying object-location associations on day 1 (comparable to van Buuren
et al., 2014), subjects received a single, oral dose of either MPH or placebo and were
tested immediately for their initial memory (immediate recall test). Based on the
pharmacological proﬁle of MPH (Swanson and Volkow, 2003), we expected a drug
effect on brain function after the immediate recall test, during early consolidation,
affecting memory three days later. Up-regulation of catecholaminergic signaling
should then foster LTP and PRP-release, and promote synaptic and subsequent
systems consolidation (Frey and Morris, 1997; Frankland and Bontempi, 2005). Long-
term associative memory was tested again after about 72 hrs (day 4) during the
delayed recall test while subjects were scanned using functional MRI.
We expected that MPH during early consolidation would stabilize initially fragile
memories that would otherwise decay, and enhance long-term associative memory
performance in the MPH compared to the placebo group. This should be paralleled
by increased engagement of neocortical regions during correct memory retrieval in
MPH relative to placebo subjects, including medial prefrontal and posterior cingulate
regions, the angular gyrus, and posterior representational areas. Additionally, the
effects of catecholaminergic drugs on cognitive performance were previously shown
to depend on individual working memory capacity, which serves as a proxy for
baseline catecholamine synthesis capacity (Cools et al., 2008; Landau et al., 2009).
While task performance in subjects with low working memory capacity typically
beneﬁts from the administration of catecholaminergic stimulants (Mehta et al., 2000;
Gibbs and D’Esposito, 2005), it can have detrimental effects in subjects with high
working memory capacity (Kimberg et al., 1997). Thus, we stratiﬁed our behavioral
and neuronal effects with working memory capacity to take into account individual
differences in baseline catecholamine synthesis capacity.
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Figure 4.1: Study timeline and associative memory task. (A) Day 1 took place in the behavioral
laboratory where subjects arrived at∼10 a.m. They then studied and retrieved object-location associations,
and received 20 mg methylphenidate or placebo (t = 0). Peak drug effects were expected after the
immediate recall test, during the waiting period (t = ∼110min), where subjects were allowed to relax and
watched nature documentaries. Heart rate (HR), blood pressure (BP), and mood (PANAS) were assessed
at three times throughout day 1. On day 4, subjects were tested for all object-location associations
inside the MR-scanner (delayed recall test). (B) During study trials (behavioral lab, day 1), object-location
associations were learned. First, subjects viewed the grid with all objects placed at their correct locations
for 1.5min (not depicted in ﬁgure). This was followed by ﬁve study cycles, each containing study trials
for all object-location associations. A trial started with the presentation of an empty grid and the object,
surrounded by a red frame (here in black), at the bottom of the screen (cue, 3 s). As the frame turned
green (here in grey), a cursor (marked as black square) appeared randomly at one of the four sides of
the grid and the subject was required to indicate the correct object-location association (response, 2s;
exemplary cursor trajectory is marked as dashed line). If the correct object-location was selected, the
object was shown in that location. If an incorrect object-location was selected (as illustrated), the cursor
turned red (here black) and the object was shown in its correct location (feedback, 3 s). (C) During the
immediate-, as well as the delayed recall test, subjects were tested for their memory of all object-location
associations. The trial started with the presentation of the empty grid and the object, surrounded by a
black frame, at the bottom of the screen (cue, 3 s). As the frame turned green (here in grey), the cursor
appeared randomly at one of the four sides of the grid, and the subject was required indicate the correct
object-location association (response, 2.5 s). The ﬁgure shows an example of a correct answer, and the
cursor trajectory is marked as a dashed line. After responding, the cursor turned grey for the remaining
response period (not shown), and no feedback was provided. The next trial started after a variable
inter-trial-interval (ITI; mean = 5 s, range = 2.5-7 s).
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MATERIALS AND METHODS
SUBJECTS
Sixty healthy males (mean = 23 years, age range = 18-31 years) volunteered for this
study and provided written informed consent prior to participation. A total of seven
subjects were excluded from the study: three subjects did not return after the
intake procedure (Materials and methods, Intake procedure), one subject did not
perform the task as instructed, two subjects were excluded due to a mistake by one
of the experimenters, and one subject was excluded due to an incidentally found
brain abnormality. This left 53 subjects (mean = 23 years, age range = 18-31 years)
for the ﬁnal analyses. The experimental protocol was reviewed and approved by
the institutional review board (CMO Region Arnhem-Nijmegen, The Netherlands;
registration number 2014/289). Recruitment took place via the subject database of
the Radboud University (radboud.sona-systems.com) and ﬂyers. Subjects received
monetary compensation for participation.
INTAKE PROCEDURE
All subjects underwent an intake procedure in the form of a personal interview.
This consisted of a medical screening to determine whether the subject met all of
the inclusion-, and none of the exclusion criteria. Blood pressure and heart rate
were measured using a digital blood pressure monitor (Omron Healthcare Europe
B.V., The Netherlands). Inclusion criteria were as follows: age between 18-35 years,
normal or corrected-to-normal vision, no current disease, male, and right-handed.
Exclusion criteria were as follows: (history of) psychiatric-, neurological-, or endocrine
treatment; autonomic failure (e.g., vasovagal reﬂex syncope); (history of) clinically
signiﬁcant hepatic, cardiac, obstructive respiratory, renal, cerebrovascular, metabolic
or pulmonary disease; family history of sudden death or ventricular arrhythmia;
(history of) epilepsy; (history of) drug- (opiates, LSD, (meth-)amphetamines, cocaine,
solvents, barbiturates) or alcohol dependence; family history of schizophrenia or
bipolar disorder; current or past use of psychotropic medication; regular use of
corticosteroids; suicidality; diabetes; uncontrolled hypertension (deﬁned as diastolic
blood pressure at rest > 95mmHg or systolic blood pressure at rest > 180mmHg);
hypotension (deﬁned as diastolic blood pressure < 50 mmHg or systolic blood
pressure < 95mmHg, or resting pulse rate < 45 beats/min); abnormal hearing or
(uncorrected) vision; lactose intolerance; irregular sleep/wake rhythm (e.g., regular
nightshifts or cross-timeline travel); current use of oral medication aside from
occasional use of Paracetamol®); any personal characteristics that make the subjects
ineligible to enter the MR scanner such as non-removable metallic objects in the
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body, active implants (e.g., pacemaker, neurostimulator), claustrophobia, head
surgery, or metallic tattoos.
The intake procedure lasted ∼30 minutes. The ﬁnal checklist was signed-off by
one of the experimenters (authors I.C.W, M.v.B., or L.B.) and the responsible study
physician (last author G.F.). If the subject was eligible for study participation, day 1
was scheduled within four weeks after the intake procedure. This was not possible
for three subjects. For those, another intake procedure was scheduled before the
start of day 1.
STUDY PROCEDURE
The study consisted of a between-subjects, double-blind, placebo-controlled proce-
dure across two days. Day 1 took place in the behavioral laboratory where subjects
studied and retrieved 64 object-location associations (Materials and methods, Asso-
ciative memory task), and received either 20mg MPH or placebo. They were again
tested for all object-location associations during a delayed recall test inside the
MR-scanner about 72 hrs later (day 4; Figure 4.1A).
Subjects arrived at ∼10 a.m. on day 1. They were tested in the behavioral laboratory
in groups of maximum three, but seated in separated cubicles so that interactions
were minimized. First, we asked if subjects had refrained from alcohol, other drugs,
andmedication within the 24 hrs prior to the start of day 1, and if they had undergone
a medical examination since the intake procedure. Next, we asked if subjects had
consumed caffeinated drinks or had smoked in the morning. No subject had to
be excluded because of these restrictions. Furthermore, subjects were instructed
to have a light breakfast one hour before arrival. If they had not done so, they
were offered a small snack consisting of breakfast cookies and water. Subjects
subsequently completed a set of questionnaires, including the Behavioural Inhibition
Scale/Behavioural Activation Scale (BIS/BAS; Carver and White, 1994), the Barratt
Impulsiveness Scale (Patton et al., 1995), and the ADHD Rating Scale-IV (DuPaul et al.,
1998) to assess baseline levels of impulsivity and ADHD symptoms, respectively.
The Positive and Negative Affect Scale (PANAS; Watson et al., 1988) was used to
assess the current mood (t = -45min before drug intake). Next, heart rate and blood
pressure were measured, subjects were instructed for the associative memory task,
and performed the study phase of the task (Materials and methods, Associative
memory task).
After the study phase and before the immediate recall test of the associativememory
task, subjects received one oral capsule of 20 mg MPH or placebo in a double-
blind, randomized fashion (t = 0 min; Materials and methods, Study medication,
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randomization, and un-blinding procedure). Following intake, they then performed
the immediate recall test (Materials and methods, Associative memory task). Plasma
levels of MPH peak 1.5-2 hrs (tmax) after drug intake (Swanson and Volkow, 2003) and
we therefore reasoned that the tmax would be reached after the immediate recall
test.
The pharmacological effects of MPH diminish with a half-life of 2-3 hrs (Swanson
and Volkow, 2003). To control activity during the consolidation window (i.e. no
arousing activity that could trigger the additional release of catecholamines) and
to secure the subjects’ well-being following drug intake, subjects remained in the
behavioral laboratory for ∼3.5 hrs after completing the immediate recall test. During
this period, they were allowed to relax and watch nature documentaries from a
desk chair (Planet Earth, Life, BBC, 2009). Blood pressure, heart rate, and mood
measures (PANAS) were obtained t = 110min after drug intake (i.e. ∼90min after the
immediate recall test), as well as t = 230min after drug intake (i.e. ∼3.5 hrs after the
immediate recall test), and subjects were allowed to consume snacks (sandwiches,
cookies, water) after the t = 110 min measurement. In total, the session on day 1
took ∼5 hrs. The responsible study physician (last author G.F.) was on call within the
building at all times during day 1.
After 72 hrs, subjects returned to the laboratory and were placed in the MR-scanner
(day 4; day 4-day 1 difference: mean = 72 hrs; range = 70-73 hrs). They received
the task instructions, underwent a brief resting-state scan (11min), a structural scan
during which they could practice using the MR-compatible trackball (5 min), and
the delayed recall test of the associative memory task (Materials and methods,
Associative memory task). Lastly, we assessed the working memory capacity outside
the scanner (Materials and methods, Working memory capacity), subjects were
debriefed about the purpose of the study, and were asked if they thought that
they had received MPH or placebo (“Do you think you received methylphenidate or
placebo? How sure were you (0-100)?”). The session on day 4 took ∼1.5 hrs.
ASSOCIATIVE MEMORY TASK
The associative memory task consisted of a study phase (day 1) and two memory
tests (immediate recall test, day 1; delayed recall test inside the MR-scanner, day
4; Figure 4.1A). On day 1, subjects were instructed to memorize the locations of 64
different objects (Hemera Photo-Object database, Hemera Technologies) that were
placed on an 8 × 8 grid (see also van Buuren et al. 2014). A trackball (Orbit Optical
Trackball, Kensington) was used to perform the task and subjects ﬁrst completed
a short practice round for familiarization. Following this, the study phase of the
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associative memory task started and subjects viewed the grid with all objects placed
at their correct locations for 1.5 min. They then completed ﬁve study cycles that
each contained 64 trials to study all object-location associations. A trial started
with the presentation of the empty grid and an object presented at the bottom
of the screen, surrounded by a red frame (3 s; Figure 4.1B). As soon as the frame
turned green, a cursor appeared randomly at one of the four sides of the grid
(this random start position was implemented to avoid motor preparation), and
the correct object-location had to be indicated by scrolling to and clicking on the
respective location on the grid (2 s). After responding, feedback was provided on
screen for 3 s plus the remaining response period. If the incorrect location was
selected, the frame turned red and the object was displayed at the correct location.
If the correct card was selected, the object was shown at that location. After each
learning cycle, subjects received a short break of 30 s, indicated by a ﬁxation cross
presented on the computer screen and the next study cycle started. The study
phase took ∼45min. Object-location pairings were randomized across subjects and
the presentation order was randomized within study cycles.
The immediate recall test (day 1) took place shortly after the study phase, immedi-
ately following the drug intake (Materials and methods, Procedure). Subjects were
tested for their memory of all 64 object-location associations. Again, a trial started
with the presentation of the empty grid and an object placed at the bottom of
the computer screen, surrounded by a black frame (3 s; Figure 4.1C). As the frame
turned green, a cursor appeared randomly at one of the four sides of the grid and
subjects had to indicate the correct location of the object by scrolling to and clicking
on the grid location (2.5 s). After responding, no feedback was provided, but the
cursor turned grey for the remaining response time and the next trial started after a
variable delay of 2.5-7.5 s (mean = 5 s) during which an asterisk was presented on
the screen. A short break of 30 s was given every 16 trials. Trial presentation was
randomized across subjects and the immediate test lasted ∼15min.
The delayed recall test (day 4, inside the MR-scanner) was identical to the immediate
recall test (day 1), only the order of the trials was again randomized. An identical
trackball was in-house adapted for MR-compatibility and placed on the subjects’
belly during scanning. Subjects again received a short practice before the beginning
of the task. The entire associative memory task was programmed and presented
with Presentation (Version 16.4, www.neurobs.com).
87
WORKING MEMORY CAPACITY
Previously, baseline catecholamine synthesis capacity was shown to correlate with
individual working memory capacity (Cools et al., 2008; Landau et al., 2009), which
is regarded as a stable, trait-like measure (Ilkowska and Engle, 2010; Engle, 2010).
We assessed working memory capacity using the Dutch version of the Listening
Span Task (Daneman and Carpenter, 1980). In this task, subjects listened to sets of
1-7 sentences (that is, 3 sets per working memory level 1-7). For each sentence, a
written factual veriﬁcation question had to be answered. After the last sentence
of each set, subjects were asked to turn the page and retrieve the ﬁnal words of
each sentence in the order in which they were presented. The listening span, or
working memory capacity, represents the maximum number of sentences that were
answered correctly (i.e. correct factual veriﬁcation and correctly retrieved ﬁnal word
for all sentences in a set) on at least 2 out of 3 sets per working memory level. The
maximum score was 7. If 1 set (out of 3) was answered correctly on the next highest
working memory level, then this was scored with 0.5 points extra. The task was
completed at the end of day 4 (∼25min, outside the MR-scanner) since we wanted
to avoid any interfering effects of other tasks on associative memory encoding and
consolidation during day 1.
STUDY MEDICATION, RANDOMIZATION, AND UN-BLINDING PROCEDURE
Subjects orally received one capsule of either 20 mg MPH (Ritalin®) or placebo
(lactose product) after the study phase of the associative memory task (Materials
and methods, Study procedure). The assignment to MPH and placebo groups was
randomized in groups of 10 subjects and the subjects, as well as the research team
were blind to the randomization. Study medication and randomization list were
prepared by the Department of Clinical Pharmacy (Radboud University Medical
Center, Nijmegen, The Netherlands). After inclusion of all subjects, drug conditions
were coded with A and B by an independent researcher and the un-blinding was
done after the analysis of the critical outcome measures was ﬁnished (i.e. analysis
of physiological and behavioral data).
PHYSIOLOGICAL AND BEHAVIORAL DATA ANALYSIS
Heart rate, blood pressure, and mood (PANAS) were measured 3 times throughout
day 1 (Figure 4.1A). These measures were each analyzed using a mixed ANOVA with
Time (1-3) as a within-, and Drug (MPH, placebo) as a between-subjects factor. Mem-
ory performance was deﬁned as the number of correct responses in the associative
memory task (Materials and methods, Associative memory task) for the study cycles
(1-5, day 1), the immediate recall test (day 1), and for the delayed recall test (day 4).
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Performance and corresponding reaction times (RTs) for correct responses from the
study phase were analyzed using mixed ANOVAs with Study Cycle (1-5) as a within-,
and Drug (MPH, placebo) as a between-subjects factor. Memory performance for
correct responses from the recall tests were analyzed using a Time (immediate,
delayed) × Drug (MPH, placebo) mixed ANOVA. For the delayed recall test, only
object-location associations that were retrieved correctly at both the immediate and
the delayed recall test were regarded as “correct” (see also fMRI analyses below).
Corresponding RTs were analyzed using two independent-samples t-tests, since
immediate and delayed recall tests were performed in the behavioral laboratory and
inside the MR-scanner, respectively, and are thus not directly comparable. Subjects
displayed very few responses that were incorrect at the immediate but correct at the
delayed recall test (“forgotten-remember responses”; mean ± SEM: 2.9 ± 0.25 trials),
and few trials without any responses (“misses”; study, 2.9 ± 0.5 trials; immediate
recall test, 1.4 ± 0.2 trials; delayed recall test, 3.5 ± 0.4 trials). These trials were ex-
cluded from the behavioral analysis, and were collapsed in a regressor of no interest
for fMRI analyses of the delayed recall test on day 4 (see below). For all ANOVAs, we
applied Greenhouse-Geisser correction whenever the assumption of sphericity was
violated and signiﬁcant interactions were followed-up using independent-samples
t-tests. Alpha was set to 0.05 throughout. Additionally, we expected the effects
of MPH administration on physiological and behavioral outcome measures to be
affected by individual working memory capacity. We therefore repeated the above
analyses with working memory capacity (mean centered) as a covariate.
IMAGING PARAMETERS
Imaging data were acquired using a 3 Tesla MRI scanner (Skyra, Siemens, Erlangen,
Germany) using a 32-channel head coil. We obtained 364 T2∗-weighted BOLD images
during the delayed recall test (day 4). Parameters were as follows: gradient multi-
echo EPI sequence (Poser et al., 2006), TR = 2100ms, TEs = 8.5, 19.3, 30, 41ms, ﬂip
angle = 90◦, FOV = 224 × 224mm, matrix = 64 × 64, 34 ascending axial slices, 17%
slice gap, voxel size = 3mm. Structural scans were acquired using a Magnetization-
Prepared Rapid Gradient Echo (MP-RAGE) sequence with the following parameters:
TR = 2300ms, TE = 3.03ms, ﬂip angle = 8◦, FOV = 256 × 256mm, voxel size = 1mm
isotropic.
MRI DATA PREPROCESSING
All imaging data were analyzed using SPM8 (http://www.ﬁl.ion.ucl.ac.uk/spm/) in
combination with Matlab (Matlab 2014, The Mathworks, Inc., Natick, MA, USA). First,
echoes from the four different echo-times were combined into single volumes. We
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used 32 scans that were acquired before the start of the delayed recall test (∼1
min) to determine the optimal weighting of echo-times for each voxel. This was
done by calculating the contrast-to-noise ratio for each echo per scan. Images
from multiple echo-times were then combined by performing motion correction on
the ﬁrst echo, estimating iterative rigid body realignment to minimize the residual
sum of squares between the ﬁrst echo of the ﬁrst scan and all remaining scans.
The estimated parameters were then applied to all other echoes, realigning all
echoes to the ﬁrst echo of the ﬁrst scan. Finally, the calculated optimal echo-time
weightings were used to combine the four echo images into a single image. The
structural scan was co-registered to the mean functional scan. Next, using uniﬁed
segmentation (Ashburner and Friston, 2005), the structural scan was segmented and
the normalization parameters were estimated using these normalization parameters.
All images (functional and structural) were spatially normalized to the Montreal
Neurological Institute (MNI) EPI template and smoothed with a 3D Gaussian kernel
(8mm full-width at half maximum, FWHM).
FMRI ACTIVATION ANALYSIS
To investigate differential activation of MPH and placebo groups during memory
retrieval (delayed recall test, day 4), we sorted trials based on individual memory per-
formance and grouped them in three regressors: First, correct trials were deﬁned as
object-location associations that were correctly remembered at both the immediate
recall test (day 1) and the delayed recall test (day 4). Second, incorrect trials were
deﬁned as object-location associations that were incorrectly remembered at the
delayed recall test (day 4). Third, object-location associations that were correctly
remembered at the delayed recall test (day 4) but incorrectly remembered at the
immediate recall test (day 1) were collapsed together with misses (trials without any
response) into a regressor of no interest. The blood oxygen-level dependent (BOLD)
response for all trials was modeled with these separate task regressors, time-locked
to the onset of the trials. All events were estimated as a boxcar function with the
duration of one trial (5.5 s) and convolved with a canonical hemodynamic response
function. Regressors for correct and incorrect responses were parametrically mod-
ulated with RTs. In addition, the six realignment parameters were included in the
design matrix and a high-pass ﬁlter with a cut-off at 128 s was applied. General acti-
vation during the delayed test was assessed with a one-sample t-test of the contrast
correct > incorrect. Retrieval-related brain activity was compared between groups
using an independent-samples t-test (correct > incorrect). Unless stated otherwise,
activation was tested for signiﬁcance using cluster-inference with a cluster-deﬁning
threshold of p < 0.005 and a cluster-probability of p < 0.05 family-wise error (FWE)
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corrected for multiple comparisons. Furthermore, we expected that the effects of
MPH administration on retrieval-related brain activity would depend on individual
differences in working memory capacity. This was investigated with an independent-
samples t-test (correct > incorrect) and working memory capacity was added as a
covariate of interest.
FMRI CONNECTIVITY ANALYSIS
As an exploratory step, we investigated connectivity during memory retrieval (de-
layed recall test, day 4) and its association with working memory capacity using
Psychophysiological Interaction analysis (PPI; Friston et al., 1997). Seed regions were
deﬁned based on analyses of the association between retrieval-related activation
(correct > incorrect) and working memory capacity, separately for each group (two
one-sample t-tests; Results, Activation and connectivity during memory retrieval 72
hrs after drug intake depends on working memory capacity; see also Table 4.2). For
the placebo group, we placed a seed in the left lateral occipital cortex (x = -52, y = -63,
z = 0; 8mm sphere around peak coordinate). For the MPH group, a seed in the right
postcentral gyrus was used (x = 66, y = -14, z = 18; 8mm sphere around peak coordi-
nate). For each seed, the ﬁrst eigenvector of the time course was extracted (i.e. the
physiological factor) and adjusted for average activation during the task (F-contrast).
This time course was then convolved with the respective task condition (i.e. the
psychological factor; contrast correct > incorrect) and increased connectivity with
the seed region during correct > incorrect retrieval was investigated. The resulting
individual PPI contrast images for each seed region were submitted to one-sample
t-tests per drug condition (MPH, placebo) and working memory capacity was added
as a covariate of interest (see above). Again, unless stated otherwise, signiﬁcance
was tested using cluster-inference with a cluster-deﬁning threshold of p < 0.005 and
a cluster-probability of p < 0.05 FWE-corrected for multiple comparisons.
SCAN-TO-SCAN MOTION BETWEEN GROUPS
Finally, we assured that our fMRI results were not confounded by unequal magnitude
of scan-to-scanmotion between the two groups duringmemory recall. We calculated
the framewise displacement (FD) for every scan at time t by FD(t) = |4dx(t)| +
|4dy (t)| + |4dz(t)| + r|α(t)| + r|β(t)| + r|γ(t)|, where (dx, dy , dz) is the translational-,
and (α, β, γ) the rotational movement (Power et al., 2012). The average FD during
memory recall was generally small (mean ± sem, MPH: 0.13 ± 0.01mm; placebo: 0.13
± 0.01 mm) and did not signiﬁcantly differ between groups (p = 0.703). Thus, the
amount of movement during the delayed recall was comparable between subjects
who had received MPH or placebo.
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RESULTS
SUBJECT SAMPLE
From our ﬁnal sample of 53 subjects, 26 subjects received 20mg MPH (mean = 24
years, age range = 18-31 years), and 27 subjects received placebo (mean = 23 years,
age range = 19-29 years) at t = 0min (Figure 4.1A). Within the MPH group, 14 out of
26 subjects (54%) correctly guessed that they had received MPH with a certainty of
66%. Twenty-four out of 27 subjects (89%) correctly guessed that they had received
placebo with a certainty of 73%.
Several self-report questionnaires were completed at baseline on day 1 (Materials
and methods, Study procedure). The groups did not signiﬁcantly differ in behavioral
inhibition (BIS; mean ± SEM, MPH: 17.8 ± 3, placebo: 17.7 ± 3.4, p = 0.908), but the
MPH group reported increased behavioral activation (BAS; MPH: 25 ± 4.1, placebo:
22.9 ± 3.2, p = 0.045; not signiﬁcant using a Bonferroni-alpha of 0.008). There was
no signiﬁcant difference in trait impulsivity between groups (Barratt Impulsiveness
Scale; MPH: 63 ±9.5, placebo: 65.6 ± 9.6, p = 0.330). Further, there was no signiﬁcant
group difference in ADHD symptoms of inattention (ADHD Rating Scale-IV; MPH:
19 ± 4.3, placebo: 20 ± 5.6, p = 0.489) or impulsivity (MPH: 4.5 ± 1.2, placebo: 5.2
± 1.6, p = 0.086), but placebo subjects reported more symptoms of hyperactivity
(MPH: 15 ± 3.1, placebo: 16.8 ± 3, p = 0.043; not signiﬁcant using a Bonferroni-
alpha of 0.008). However, there was no reliable relation between any of the above
measures with associative memory performance on day 4 (Results, Associative
memory performance; all p > 0.05). Further, MPH and placebo groups did not differ
signiﬁcantly in terms of working memory capacity (Listening Span Task; MPH: 4.7 ±
1.2, placebo: 5.2 ± 0.9, p = 0.102).
PHYSIOLOGICAL AND PSYCHOLOGICAL EFFECTS OF DRUG ADMINISTRATION
To start out, we investigated the effects of drug administration on heart rate, blood
pressure and mood (PANAS) on day 1. We found a decrease in heart rate across day
1 (main effect of Time: F(1.8,91.4) = 69, p < 0.0005), and a Time × Drug interaction
(F(1.8,91.4) = 6.3, p = 0.004; no main effect of Drug: p = 0.058). This was caused by an
increase (or less of a decrease) in heart rate of the MPH group at t = 230min after
drug intake (t(37.5) = -2.9, p = 0.005). There was no signiﬁcant difference in heart
rate between MPH and placebo groups at t = -45min before drug intake (p = 0.825),
and a trend-level increase (or less of a decrease) at t = 110min after drug intake for
subjects who received MPH (t(47.3) = -1.9, p = 0.066; Figure 4.2A, left upper panel).
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Systolic blood pressure was higher in the MPH group (main effect of Drug: F(1,51)
= 20.5, p < 0.0005), but did not depend on or signiﬁcantly interact with the drug
manipulation (no main effect of Time: p = 0.077; no Time × Drug interaction: p =
0.721). Similarly, we found higher diastolic blood pressure for the MPH group (main
effect of Drug: F(1,51) = 7.5, p = 0.008), but again unrelated to the drug manipulation
(no main effect of Time: p = 0.282; no Time × Drug interaction: p = 0.471; Figure 4.2A,
lower panels).
Positive mood did not differ systematically between the two groups but showed a
general decrease over the course of day 1 (main effect of Time: F(1.7,84.5) = 15, p
< 0.0005, no main effect of Drug: p = 0.541; interaction Time × Drug: F(1.7,84.5) =
4, p = 0.030), as did negative mood (main effect of Time: F(2,102) = 10.6, p < 0.0005,
no main effect of Drug: p = 0.532; interaction Time × Drug: F(2,102) = 3.3, p = 0.042;
post-hoc comparisons at t = -45min, p = 0.199; at t = 110min, p = 0.633; at t = 230
min, p = 0.367; Figure 4.2A, right upper panel). Results for heart rate, blood pressure
and mood did not change when we repeated the analyses with working memory
capacity as a covariate.
In sum, the MPH group (compared to the placebo group) exhibited less of a decrease
in heart rate after drug intake on day 1. Blood pressure was generally higher in the
MPH group. Positive and negative mood ratings decreased throughout day 1 in both
groups. Both, blood pressure and mood, were unaffected by the drug manipulation.
DRUG EFFECTS ON ASSOCIATIVE MEMORY PERFORMANCE
Associative memory performance was deﬁned as the number of correctly remem-
bered object-location associations. Subjects showed an increase in performance
over the study cycles on day 1 (main effect of Time: F(1.8, 91.6) = 352.3, p < 0.0005;
Figure 4.2B, left upper panel). As expected, this increase did not differ signiﬁcantly
between groups (no main effect of Drug: p = 0.304; no Time × Drug interaction: p
= 0.201), since the drug was administered after the completion of the study phase
(Materials and methods, Procedure; Figure 4.1A). Also RTs for correct responses
did not signiﬁcantly differ between the two groups and showed a general decrease
across study cycles (main effect of Time: F(2.8,137.6) = 20.5, p < 0.0005; no main
effect of Drug: p = 0.461; no Time × Drug interaction: p = 0.831; Figure 4.2B, left lower
panel).
After study, subjects received an oral dose of either 20 mg MPH or placebo, and
subsequently performed the immediate recall test (day 1). Seventy-two hours later,
subjects performed the delayed recall test (Materials and methods, Procedure).
Memory performance decreased over the course of 72 hrs (main effect of Time:
93
Figure 4.2: Effects of drug intake on physiological-, mood-, and associative memorymeasures. (A)
Heart rate (beats/min, bpm), mood (P, positive; N, negative), and blood pressure (BP, mmHg) were assesses
three times on day 1. t = 0 marks the drug intake, indicated through dashed line and arrow.(B) Upper
panel: Associative memory performance (number of correct object-location associations) throughout
study cycles on day 1, and the immediate- (day 1), as well as the delayed recall test (day 4). Lower panel:
Reaction times (s) for correct responses during the associative memory task. All error bars denote ±
standard error of the mean (SEM). White circles/bars indicate placebo group, black circles/bars indicate
methylphenidate group (MPH). ∗∗ denotes p < 0.001, ∼ trend-level signiﬁcance.
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F(1,51) = 374.9, p < 0.0005), but this decrease did not signiﬁcantly differ between
the MPH and placebo groups (no main effect of Drug: p = 0.389; no Time × Drug
interaction: p = 0.212; Figure 4.2B, right upper panel). Comparably, RTs for correct
responses at the immediate and delayed recall tests did not signiﬁcantly differ
between MPH and placebo groups (immediate recall test: p = 0.874; delayed recall
test: p = 0.727; Figure 4.2B, right lower panel). Results remained stable when we
re-analyzed associative memory performance and RTs using individual working
memory capacity as a covariate.
In conclusion, both groups showed a steady increase in associative memory perfor-
mance throughout the study cycles on day 1, parallelized by a decrease in RTs for
correct responses. Also, performance at the immediate recall test (day 1) was high
and did not differ between groups. Contrary to what we expected, the MPH group
did not show better memory performance after 72 hrs.
ACTIVATION DURING MEMORY RETRIEVAL 72 HRS AFTER DRUG INTAKE
To verify that correct memory retrieval was associated with reliable, neocortical
engagement on day 4, we ﬁrst investigated activation collapsed across both groups.
Overall, we found increased activation in the hippocampus and surrounding MTL
structures, medial prefrontal and posterior cingulate cortex, angular gyrus, striatum,
middle and inferior temporal structures, including the fusiform gyrus and the lateral
occipital cortex during correct > incorrect memory retrieval (Figure 4.3, Table 4.1).
Next, we hypothesized that the MPH compared to the placebo group would show
stronger engagement of neocortical regions during correct memory retrieval on day
4, including the medial prefrontal and posterior cingulate cortex, as well as the angu-
lar gyrus and posterior representational areas. However, we did not ﬁnd differential
activation between MPH and placebo groups, also not at a more liberal threshold
(p < 0.005, uncorrected; contrasts MPH > placebo, placebo > MPH). Thus, correct
(compared to incorrect) retrieval yielded stronger activation in the hippocampus
and neocortical regions that did not signiﬁcantly differ between groups.
ACTIVATION AND CONNECTIVITY DURING MEMORY RETRIEVAL 72 HRS AFTER DRUG IN-
TAKE DEPENDS ON WORKING MEMORY CAPACITY
Lastly, we hypothesized that the effects of drug administration on retrieval-related
activation would linearly depend on individual variation in working memory capacity,
a proxy measure for baseline catecholamine synthesis capacity. We found that
working memory capacity was associated with increased activation in the left lateral
occipital cortex, fusiform gyrus, left angular gyrus, and the right postcentral gyrus
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Figure 4.3: Activation during memory retrieval 72 hrs after drug intake. Increased BOLD activation
across all subjects (both groups; N = 53) during memory retrieval of correct compared to incorrect
object-location associations on day 4. Results are shown at p < 0.05 FWE-corrected (Table 4.1). Sliced
images are based on the average structural scan of all subjects. L – left.
during correct relative to incorrect retrieval in MPH compared to placebo subjects
(MPH > placebo, no difference for placebo > MPH; correct > incorrect; Figure 4.4A,
Table 4.2). Hence, the linear relationship between retrieval-related activation and
individual working memory capacity differed between groups. To follow-up on this,
we tested the association between individual working memory capacity and retrieval-
related activation separately for each group using one-sample t-tests (correct >
incorrect), again with working memory capacity added as a covariate of interest. In
the placebo group, increased activation in left fusiform gyrus and lateral occipital
cortex during correct > incorrect retrieval was negatively associated with working
memory capacity (Figure 4.4B, Table 4.2). Conversely, in the MPH group, increased
activation in the right postcentral gyrus during correct > incorrect retrieval was
positively associated with working memory capacity (Figure 4.4C, Table 4.2).
In addition to levels of activation, drug administration might differentially affect
retrieval-related connectivity depending on individual working memory capacity.
Thus, we performed connectivity analyses (PPI) and placed seeds in the left lateral
occipital cortex for placebo subjects, and in the right postcentral gyrus for MPH
subjects (see above, and Materials and methods, fMRI connectivity analysis). Results
revealed increased functional coupling between the left lateral occipital cortex and
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the right hippocampus (and surrounding medial temporal lobe structures) during
correct compared to incorrect retrieval to be positively associated with working
memory capacity in the placebo group (Figure 4.5, Table 4.2). There was no neg-
ative relationship with working memory capacity. Also, there was no signiﬁcant
association between connectivity proﬁles of the right postcentral gyrus and working
memory capacity in the MPH group.
In sum, the relationship of working memory capacity with activation and connec-
tivity during correct retrieval differed between the groups. In the placebo group,
correct memory retrieval was associated with increased activation in the left lateral
occipital cortex and fusiform gyrus, as well as decreased connectivity between the
left occipital cortex and the hippocampus at lower working memory capacity. In the
MPH group, correct memory retrieval was associated with increased activation in
the postcentral gyrus at higher working memory capacity.
DISCUSSION
The present study investigated the effects of catecholaminergic modulation on
the synaptic and subsequent systems consolidation of associative memories in
humans. Contrary to what we expected, MPH administration after learning did
not facilitate long-term associative memory compared to placebo. Also, there was
no signiﬁcant group difference in activation during delayed memory retrieval after
72 hrs. However, we found that the effect of drug administration on subsequent
retrieval-related activation and connectivity was dependent on individual variations
in working memory capacity.
We expected that the up-regulation of catecholaminergic signaling during early con-
solidation would stabilize initially fragile memories that would otherwise decay, and
thus lead to enhanced long-term associative memory performance following MPH
compared to placebo administration. This would provide evidence for a synaptic
tagging and capture mechanism in humans. Contrary to our expectations, we did
not ﬁnd increased associative memory performance for the MPH relative to the
placebo group after 72 hrs (Figure 4.2). There are several possible explanations
for this null ﬁnding. First, MPH administration might have been eﬃcient but was
masked by other experimental factors. For instance, receiving a pill, even if it only
was a placebo, could have been suﬃciently arousing to facilitate the release of en-
dogenous catecholamines and to foster synaptic consolidation. Second, the dosage
of 20mg MPH might not have been suﬃcient to facilitate catecholaminergic signal-
ing in order to augment synaptic consolidation after learning. Although we chose
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Figure 4.4: Activation duringmemory retrieval 72 hrs after drug intake depends onworkingmem-
ory capacity. (A) The relationship between correct > incorrect retrieval-related BOLD activation and
individual working memory capacity is different for the methylphenidate (MPH) and placebo groups.
(B-C) Upper panels: The signiﬁcant effects from A were followed-up with one-sample t-tests for each
group, for the contrast correct > incorrect, and again with working memory capacity added as a covariate
of interest. (B) Increased activation during correct > incorrect memory retrieval in placebo subjects (N
= 27) is related to lower working memory capacity. (C) Increased activation during correct > incorrect
memory retrieval in MPH subjects (N = 26) is related to higher working memory capacity. For visualization
purposes, left and right lower panels show the relationship between working memory capacity and the
% signal change during correct > incorrect retrieval (arbitrary units, a.u.), extracted from the signiﬁcant
clusters. Results are shown at p < 0.005 (p < 0.05, FWE-corrected at cluster-level; see also Table 4.2). Sliced
images are based on the average structural scan of all subjects. L – left.
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Figure 4.5: Connectivity during memory retrieval 72 hrs after drug intake depends on working
memory capacity. Placebo subjects (N = 27) show increased connectivity (PPI) during correct > incorrect
retrieval between the left lateral occipital cortex (LOC; 8 mm sphere around peak coordinate: x = -52,
y = -63, z = 0; marked as ﬁlled white circle; Materials and methods, fMRI connectivity analysis) and the
right hippocampus, including surrounding medial temporal (MTL) structures, at higher working memory
capacity. Connectivity is schematically illustrated through the dashed line. For visualization purposes,
the scatter plot shows the relationship between working memory capacity and LOC-hippocampal/MTL
connectivity during correct > incorrect retrieval (% signal change, arbitrary units, a.u.), extracted from the
signiﬁcant cluster. Results are shown at p < 0.005 (p < 0.05, FWE-corrected at cluster-level; see also Table
4.2). Sliced images are based on the average structural scan of all subjects. L – left.
the absolute dose of 20 mg MPH in accordance with previous studies (Izquierdo
et al., 2008; Linssen et al., 2012), the relative body-weight-adjusted dose of 0.27
mg/kg MPH was rather low, compared to the dose typically used to investigate the
effects of MPH on brain function (∼0.8 mg/kg; Volkow et al., 2001). Nevertheless,
MPH administration affected heart rate (Figure 4.2), but did not signiﬁcantly affect
blood pressure or mood (see also Volkow et al., 2002). Third, the timing of drug
administration was perhaps not optimal to facilitate synaptic consolidation, and
catecholamine levels could have peaked earlier (e.g., after the ﬁrst study cycle) or
later (Izquierdo et al., 2008). Further research is needed to clarify these points.
Next, we hypothesized that synaptic consolidation would pave the way for the
subsequent neocortical stabilization of memory traces (Frey and Morris, 1997; Frank-
land and Bontempi, 2005; Lesburguères et al., 2011). As expected, results revealed
stronger activation in the medial prefrontal and posterior cingulate cortex, the an-
gular gyrus, and posterior representational regions, but also in the hippocampus,
during correct relative to incorrect memory retrieval after 72 hrs (Figure 4.3). How-
ever, we did not ﬁnd increased engagement of neocortical regions in subjects who
received MPH compared to placebo. Notably, we did not ﬁnd a disengagement of
the hippocampus during the delayed retrieval, which is possibly due to the spatial
associative nature of our task (Burgess et al., 2001b; Düzel et al., 2003; Mayes et al.,
2007).
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Although catecholamine administration during early consolidation did not foster
long-term associative memory performance, we found that the effects of MPH on
retrieval-related neuronal processes were dependent on individual variations in
working memory capacity, a proxy measure for baseline catecholamine synthesis
capacity (Cools et al., 2008; Landau et al., 2009). Subjects who received placebo
showed increased activation in the left lateral occipital and fusiform regions, but
decreased connectivity between the left lateral occipital cortex and the right hip-
pocampus at lower working memory capacity during correct over incorrect retrieval
(Figure 4.4-4.5). Conversely, for subjects who received MPH, increased activation in
the right postcentral gyrus was associated with higher working memory capacity
(Figure 4.4). Behaviorally, we did not ﬁnd an interaction between working memory
capacity and associative memory performance.
Prior studies have also shown that inter-individual differences in drug response can
be explained by working memory capacity (Kimberg et al., 1997; Mehta et al., 2000;
van der Schaaf et al., 2013). While cognitive performance in subjects with low working
memory capacity typically beneﬁts from administration of catecholaminergic stim-
ulants (Mehta et al., 2000; Gibbs and D’Esposito, 2005), they can have detrimental
effects in subjects with high working memory capacity (Kimberg et al., 1997). This
speaks for an inverted u-shaped relationship (Williams and Goldman-Rakic, 1995;
Cools and D’Esposito, 2011). Here, we suggest that subjects with low working memory
capacity fall on the left-hand side of the inverted u-shaped curve, and subjects that
score high are located in the middle (i.e. optimal baseline catecholamine synthesis
capacity). Although higher working memory capacity was not associated with better
long-term memory performance, it was related to enhanced connectivity between
the left lateral occipital cortex and the hippocampus, but decreased activation in lat-
eral occipital cortex and fusiform gyrus during correct memory retrieval in subjects
who received placebo. Presumably, increased cross-talk reﬂects better integration
of mnemonic features into a conjunctive, episodic-like memory representation, and
memory stabilization within an extended hippocampal-neocortical network. This
might indicate more eﬃcient neuronal processing (Gibbs and D’Esposito, 2005;
Rypma et al., 2006). Therefore, subjects with high working memory capacity might
already display optimal grounds for synaptic and subsequent systems consolidation.
Furthermore, an additional dose of MPH should be detrimental rather than beneﬁ-
cial for neuronal processing in subjects with already optimal baseline catecholamine
levels. Indeed, for subjects who received MPH, higher working memory capacity
was associated with increased activation in the right postcentral gyrus. Together,
our results imply that MPH administration affected the consolidation of long-term
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memory traces depending on baseline catecholamine levels. Subsequently, this
lead to differential retrieval processes for correct, associative memories after 72
hrs. One possible limitation is that our between-subject design might have reduced
the sensitivity of our baseline-dependent analysis. A follow-up study may employ a
within-subject manipulation to disentangle the effects of MPH from subject-speciﬁc
variance.
Overall, we did not ﬁnd evidence for increased long-term associative memory per-
formance in MPH compared to placebo subjects, and groups did not show differ-
ential activation during memory retrieval after 72 hrs. However, these results do
not preclude the presence of a synaptic tagging and capture mechanism in hu-
mans. Most importantly, we found that MPH administration after learning affected
long-term retrieval-related neural processes depending on individual differences in
catecholamine synthesis capacity at baseline.
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TABLES
Table 4.1: Activation during memory retrieval 72 hrs after drug intake. MNI coordinates (x, y, z)
represent the location of peak voxels. We report the ﬁrst local maximum within each cluster. Effects were
thresholded at p < 0.05, FWE-corrected for multiple comparisons. Anatomical nomenclature was obtained
from the Laboratory for Neuro Imaging (LONI) Brain Atlas (LPBA40; http://www.loni.usc.edu/atlases/). L –
left, R – right.
Contrast & brain region x y z Z-value Cluster size
All subjects, N = 53
Correct > incorrect
L middle temporal gyrus -46 -52 4 4692
L cuneus 0 -88 24 6.76 462
L superior frontal gyrus -14 46 46 6.58 1693
R cingulate gyrus 4 -21 42 6.37 182
R inferior frontal gyrus 49 38 4 6.27 44
R precentral gyrus 42 -10 63 5.79 24
R middle frontal gyrus 32 63 -7 5.66 19
L middle frontal gyrus -38 24 46 5.56 33
L inferior frontal gyrus -32 49 -10 5.41 9
R inferior temporal gyrus 49 -7 -35 5.37 14
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Table 4.2: Activation and connectivity during memory retrieval 72 hrs after drug intake depends
on working memory capacity (WMC).MNI coordinates (x, y, z) represent the location of peak voxels.
We report the ﬁrst local maximum within each cluster. For the connectivity result (PPI, lower part), we
report the ﬁrst ﬁve local maxima within the cluster. Effects were tested for signiﬁcance using cluster-
inference with a cluster-deﬁning threshold of p < 0.005 and a cluster-probability of p < 0.05 FWE-corrected
for multiple comparisons (critical cluster sizes: all subjects, 93 voxels; placebo subjects, 89 voxels;
methylphenidate (MPH) subjects, 108 voxels; placebo subjects, PPI, 110 voxels). Results from the upper
analysis (All subjects, N = 53, correct > incorrect, MPH > placebo, ×WMC) remain widely consistent using
a cluster-deﬁning threshold of p < 0.001: L middle temporal gyrus, x = -52, y = -66, z = -4, Z-value = 4.23,
cluster-size: 64 voxels; L middle occipital gyrus, x = -28, y = -91, z = 21, Z-value = 4.06, cluster-size: 70
voxels; L inferior occipital gyrus, x = -21, y = -77, z = -7, Z-value = 3.91, cluster-size: 85 voxels. Results
from the remaining analyses are not signiﬁcant at a cluster-deﬁning threshold of p < 0.001. The PPI was
based on a spherical seed region in the lateral occipital cortex (x = -52, y = -63, z = 0; see also Materials
and methods, fMRI connectivity analysis). N denotes a negative, and P a positive association between
outcome and working memory capacity. Anatomical nomenclature was obtained from the Laboratory for
Neuro Imaging (LONI) Brain Atlas (LPBA40; http://www.loni.usc.edu/atlases/). L – left, R – right.
Contrast & brain region x y z Z-value Cluster size
All subjects, N = 53
Correct > incorrect, MPH > placebo, × WMC
L lateral occipital cortex -52 -66 -4 4.23 739
R middle occipital gyrus 28 -80 0 4.14 177
L superior parietal gyrus -32 -63 56 4 117
R postcentral gyrus 66 -10 18 3.78 131
R inferior occipital gyrus 35 -66 -18 3.17 133
Placebo subjects, N = 27
Correct > incorrect, × WMC N
L lateral occipital cortex -52 -63 0 3.68 125
L fusiform gyrus -32 -60 -18 3.58 218
MPH subjects, N = 26
Correct > incorrect, × WMC P
R postcentral gyrus 66 -14 18 3.44 179
Placebo subjects, N = 27
PPI, Correct > incorrect, × WMC P
R middle temporal gyrus 60 10 -24 3.92 153
R superior temporal gyrus 49 14 -21 3.38
R hippocampus 28 -10 -24 3.34
R middle temporal gyrus 66 0 -21 3.24
R hippocampus 18 0 -24 3.14
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CHAPTER 5
SCHEMATIC MEMORY COMPONENTS CONVERGE WITHIN
ANGULAR GYRUS DURING RETRIEVAL
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ABSTRACT
Mental schemas form associative knowledge structures that can promote the en-
coding and consolidation of new and related information. Schemas are facilitated
by a distributed system that stores components separately, presumably in the form
of inter-connected neocortical representations. During retrieval, these components
need to be recombined into one representation, but where exactly such recombi-
nation takes place is unclear. Thus, we asked where different schema components
are neuronally represented and converge during retrieval. Subjects acquired and
retrieved two well-controlled, rule-based schema structures during fMRI on con-
secutive days. Schema retrieval was associated with midline, medial-temporal,
and parietal processing. We identiﬁed the multi-voxel representations of different
schema components, which converged within the angular gyrus during retrieval.
Critically, convergence only happened after 24-hour-consolidation and during a
transfer test where schema material was applied to novel but related trials. There-
fore, the angular gyrus appears to recombine consolidated schema components
into one memory representation.
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ELIFE DIGEST
To make sense of the world around us, we constantly try to work out the relationship
of new information to other things that we already know, and sort our knowledge
into pre-existing mental frameworks, or “schemas”. This makes learning new things
that are related to a schema, as well as remembering this knowledge, easier. The
process of making these mental connections is thought to involve an extensive brain
network. Separate types of information are stored in different brain regions within
this network, yet to link this information together, the brain must combine them
into a single representation.
Wagner et al. have now investigated which brain regions are involved in recombining
separate information. Human volunteers were trained to interpret the positions
or colors of pairs of circles with different rules. The combination of these separate
types of information formed a mental schema that could be used as a “weather
forecast”. The design of the experiment meant that measuring the brain activity
of the volunteers during the task (using a technique called functional magnetic
resonance imaging) allowed the brain regions involved in retrieving the different
parts of such a schema to be distinguished.
Twenty-four hours later volunteers returned to use the mental schemas that they
had learned to predict the weather. Retrieving which weather conditions the circle
pairs represented activated a network of regions in the volunteers’ brains. Further
analysis revealed that some of these regions showed speciﬁc activity patterns in
response to remembering information about only one element of the task (for
example, only the rules or only the visual information). However, the different
aspects of the task all appeared to be integrated by a brain region called the angular
gyrus. This suggests that the angular gyrus is responsible for combining separate
memory parts and pieces of information into a single representation. It is able to do
so by connecting to brain regions that code for such speciﬁc aspects, although this
only occurs 24 hours after the mental schemas have been established.
Future studies could investigate the result of damage to the angular gyrus: different
pieces of information might not be combined, or could result in an incorrect memory
during retrieval. Finally, since the angular gyrus has been related to a wealth of
different mental processes, it remains a challenge for future research to “converge”
these ﬁndings and to understand the underlying computations.
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INTRODUCTION
Associative knowledge structures in the form of so-called “mental schemas” (Bartlett,
1932) are built on the basis of several encounters with similar material. They may be
applicable to a wide range of instances in which new information is integrated into
established or newly established knowledge (Ghosh and Gilboa, 2014), and thereby
promote encoding and subsequent consolidation (Tse et al., 2007, 2011; van Kesteren
et al., 2010b). This beneﬁcial “schema effect” has been associated with hippocampal
and medial prefrontal processing (Tse et al., 2007, 2011; Kumaran et al., 2009; van
Kesteren et al., 2010a,b; Dragoi and Tonegawa, 2013; McKenzie et al., 2014), which is
shifted towards a more neocortically centered system after consolidation (Frankland
and Bontempi, 2005; Takashima et al., 2006; Takehara-Nishiuchi and McNaughton,
2008).
Despite the importance of schemas for learning, memory, and education, the current
ﬁeld is lacking a consistent deﬁnition. So far, attempts to operationalize schemas
spanned an entire spectrum, ranging widely from simple, rule-like associations (if
A-B, and B-C, then A-C; Preston and Eichenbaum, 2013), and more complex visuo-
spatial layouts (Tse et al., 2007, 2011; van Buuren et al., 2014), to pre-existing real-
world knowledge (students remember new study material related to their own ﬁeld
better than material from other disciplines; van Kesteren et al., 2014). Considering
this spectrum of complexity, it remains an empirical question whether there is
a clear border between simple sets of rules and schemas and if so, where this
border should be drawn (Kroes and Fernandez, 2012). Regardless of these various
deﬁnitions, schema memories are thought to be facilitated by a distributed system
that stores components as separate “units” (Bartlett, 1932; Schacter et al., 1998), or
“features” (van Kesteren et al., 2010a), and that relies on inter-connected networks
of neocortical representations (Wang et al., 2010). By the same token, this argues
for the need to converge information in order to recombine associative schema
components upon retrieval. Exactly where in the brain such recombination takes
place is, however, still unclear.
The medial prefrontal cortex (MPFC) and hippocampus (HC), together with the
parahippocampal cortex (PHC), posterior cingulate cortex (PCC), and angular gyrus
(AG) have been identiﬁed as regions forming a network that is important for suc-
cessful (episodic) memory retrieval (Rugg and Vilberg, 2012; Watrous et al., 2013; King
et al., 2015). Especially the MPFC is involved in the retrieval of schemas (Tse et al.,
2011; Kroes and Fernandez, 2012; Ghosh and Gilboa, 2014; Richards et al., 2014; Warren
et al., 2014), and, during this process, establishes functional connections to posterior
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representation regions (Marr, 1970; Frankland and Bontempi, 2005; van Kesteren
et al., 2010a). Furthermore, the AG seems well suited to support integrative retrieval
(Wagner et al., 2005; Gilmore et al., 2015), since it has been discussed to guide the
“binding”, or recombination, of information (Binder et al., 2009; Shimamura, 2011;
Price et al., 2015).
In the present study, we asked where different schema components are neuronally
represented and where such representations converge into a comprehensive sig-
nature during retrieval. We followed several steps to test this question: First, as
mental schemas are dependent on memory consolidation (Tse et al., 2007), we
identiﬁed regions associated with this process. Second, we probed the functional
coupling of these regions as they form a memory retrieval network. Third, and most
importantly, we identiﬁed the distributed representations of schema components
and tested where such representations would converge. We deﬁned schemas as
sets of conceptual, rule-based associations (Kumaran et al., 2009), and reasoned
that this approach would provide us with a well-controlled vehicle to establish the
nature of schema-related retrieval in humans.
Subjects underwent fMRI during repeated, high-conﬁdent retrieval of two schemas
(day 2) that were trained on a previous day (day 1; Figure 5.1A). These schemas were
incorporated into a modiﬁed, deterministic weather prediction task (Knowlton et al.,
1994; Kumaran et al., 2009) in which subjects had learned that colored circle pairs pre-
dicted speciﬁc but ﬁctive weather outcomes (“sun”, “rain”), depending on the location
(spatial schema) or color (non-spatial schema) of one of the circles (Figure 5.1B; for a
detailed description please see Materials and methods, Material and task). Crucially,
our controlled design allowed us to independently capture the different schema
components. During retrieval, visually presented circle pairs had to be combined
with abstract rule-based information and could thus be used to predict speciﬁc trial
outcomes. The combination of these different levels of information formed a simple
schema. Therefore, the schema components consisted of (1) rule-based associations,
and (2) low-level visual features of the task material (Figure 5.12A—ﬁgure supple-
ment 1 for Figure 5.1). Considering whole-brain characteristics rather than zooming
into the functional properties of isolated regions, we employed a combination of
activation, connectivity, and multi-voxel pattern analyses. We hypothesized that
schema retrieval would primarily engage neocortical midline structures, such as
the MPFC. Further, the MPFC should act as a convergence zone that recombines
the different schema components into a unique schema memory during retrieval.
Additionally, if such recombination goes beyond MPFC-centered processing, we
expected retrieval-related schema representations to be held by the AG.
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Figure 5.1: Study timeline and schema material. (A) Subjects underwent fMRI on two consecutive
days, each containing 7 runs (day 1: encoding and retrieval; day 2: retrieval). A transfer test was
completed at the end of day 2 and consisted of two runs (encoding and retrieval). (B) Stimulus material
during encoding comprised four horizontal circle pairs. Spatial (position) or non-spatial (color) rule-based
schemas were used to predict ﬁctive “sun” or “rain” outcomes. Stimulus material during retrieval consisted
of four vertical circle pairs (for a detailed description of the experiment, please see Materials andmethods,
Material and task and Materials and methods, Procedure). We used retrieval trials on day 2 to dissociate
the multi-voxel patterns of schema components that consisted of rule-based associations and low-level
visual features (Figure 5.12—ﬁgure supplement 1 for Figure 5.1). Figure 5.13—ﬁgure supplement 2 for
Figure 5.1 illustrates experimental trials during encoding, retrieval, and during the perceptual baseline
condition.
Figure 5.2: Behavioral performance during schema retrieval. (A) Data represents the % of correct
responses, (B) the average reaction time (s), and (C) the % of high-conﬁdent ratings (i.e. “sure”-responses).
Shaded error bars denote ± standard error of the mean (s.e.m.). ∗ marks a signiﬁcant (p < 0.05) difference
between the schema conditions within the ﬁrst run of day 1.
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RESULTS
BEHAVIORAL PERFORMANCE
Subjects acquired schemas across seven runs throughout day 1. These runs were
structured in blocks of interleaved encoding and retrieval (Materials and methods,
Procedure and Materials and methods, Schema encoding). Retrieval trials did not
provide feedback and thus allowed us to estimate rule-based schema proﬁciency
at steady time-points. Further, these trials required the application of schema
knowledge to related information (vertical as opposed to horizontal arrangement of
circle pairs, see Figure 5.1B). Investigating performance during schema retrieval, we
found a signiﬁcant three-way interaction of day (day 1, day 2) × run (1 to 7) × schema
(spatial, non-spatial) (F(3.8,63.7) = 3.3, p = 0.017; interaction day × run: F(6,102) =
4.4, p = 0.001; interaction day × schema: F(1,17) = 14.3, p = 0.002; interaction run
× schema: F(3.7,62.6) = 2.7, p = 0.043; no main effect of day: p = 0.062; no main
effect of run: p = 0.154; no main effect of schema: p = 0.057). This interaction was
followed-up by separate repeated measures ANOVAs for each day, with run and
schema as within-subject factors. Only on day 1 we observed a signiﬁcant interaction
between runs and schemas (F(3,50.1) = 3.9, p = 0.014; main effect of run: F(3.4,56.9)
= 3.8, p = 0.011; main effect of schema: F(1,17) = 7.7, p = 0.013), which was caused
by lower performance in the spatial as compared to non-spatial condition during
the ﬁrst run (t(21) = -3.2, p = 0.005; Figure 5.2A, left). Throughout day 2, retrieval
performance did not differ signiﬁcantly between runs or conditions (no main effect
of run: p = 0.334; no main effect of schema: p = 0.666; no run × schema interaction:
p = 0.761; Figure 5.2A, right).
Similarly, reaction times (RTs) and retrieval conﬁdence between schema conditions
only differed during the ﬁrst run of day 1 (Figure 5.2B, C, left). Here, we found
longer RTs (t(21) = 2.47, p = 0.022) and lower retrieval conﬁdence (t(21) = -4.2, p <
0.0005) for the spatial as compared to the non-spatial schema. On day 2, we did
not ﬁnd any signiﬁcant differences between runs or schema conditions in terms
of RTs (no main effect of run: p = 0.718; no main effect of schema: p = 0.749; no
run × schema interaction: p = 0.849; Figure 5.2B, right), or retrieval conﬁdence
(no main effect of run: p = 0.187; no main effect of schema: p = 0.397; no run
× schema interaction: p = 0.549; Figure 5.2C, right; for details see Materials and
methods, Schema retrieval: reaction times and Materials and methods, Schema
retrieval: conﬁdence). In summary, subjects rapidly learned to apply both rule-based
schemas. Retrieval performance was stable at the end of day 1 and throughout day
2, and did not differ between the conditions.
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SCHEMA CONSOLIDATION
Across both days, schema retrieval was associated with increased blood oxygen-
level dependent (BOLD) responses in bilateral lingual gyrus, superior occipital gyrus,
cuneus, left supplemental motor area, and right parahippocampal cortex (day 1
& day 2; Figure 5.3A; Table5.1, upper part). Since consolidation is considered a
prerequisite for mental schemas (Tse et al., 2007), we next performed a contrast
between days. We asked whether retrieval would yield increased engagement of
neocortical midline regions after a delay of 24 hours. Additionally, we controlled for
differences in schema performance, conﬁdence, and RTs by performing a speciﬁc
contrast between runs that were similar with regard to these aspects (i.e. the last
three runs of day 1 with the ﬁrst run of day 2; approx. 48 vs. 32 trials, respectively).
Behaviorally, subjects were able to retrieve and conﬁdently apply both schemas
(Figure 5.2, left and right). Schema retrieval performance and conﬁdence did not
differ signiﬁcantly between runs or schema conditions (retrieval performance: no
main effect of run: p = 0.103; no main effect of schema: p = 0.173; no run × schema
interaction: p = 0.437; conﬁdence: no main effect of run: p = 0.261; no main effect
of schema: p = 0.16; no run × schema interaction: p = 0.427). Further, there was
no signiﬁcant difference in RTs (no main effect of run: p = 0.09; no main effect of
schema: p = 0.355; no run × schema interaction: p = 0.547; Figure 5.2, middle). This
speciﬁc comparison yielded increased activation in bilateral lingual gyrus, superior
occipital gyrus, cuneus, and left supplemental motor area on day 1 relative to day
2 (day 1 > day 2; Figure 5.3B; Table 5.1, middle part). After initial consolidation,
activation was increased in PCC, precuneus, and MPFC, as well as in a set of right
lateralized regions including the supramarginal gyrus, middle temporal gyrus, and
inferior temporal gyrus (day 2 > day 1; Figure 5.2C; Table 5.1, lower part). Conclusively,
we found stronger retrieval-related activation within MPFC, PCC, and higher-level
sensory regions after a 24-hour-delay.
SCHEMA RETRIEVAL NETWORKS: MPFC AND PCC
So far, we identiﬁed stronger retrieval-related activation within MPFC and PCC after
a 24-hour-delay (day 2 > day 1; Results, Schema consolidation and Figure 5.3C); and
here we used this contrast to derive seed regions for our following connectivity
analyses. We applied Psychophysiological Interaction analysis (PPI; Materials and
methods, Connectivity analysis) to identify the connectivity proﬁles of the two rule-
based schemas during retrieval as compared to the perceptual baseline (Figure
5.13C—ﬁgure supplement 2 for Figure 5.1) on day 2, and placed seeds within MPFC (x
= -2, y = 35, z = -2) and PCC (x = 2, y = -45, z = 22).
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Figure 5.3: Activation during schema retrieval. (A) Increased BOLD responses during rule-based
schema retrieval across both days (schema retrieval > perceptual baseline), (B) during rule-based schema
retrieval on day 1 (day 1 > day 2), and (C) after an initial consolidation of 24 hours (day 2 > day 1). Contrasts
B and C include runs 5 to 7 from day 1, and the ﬁrst run from day 2. For display purposes, results were
resliced to a voxel dimension of 0.5mm isotropic and are shown at p < 0.001, uncorrected. Signiﬁcant
clusters are noted in Table 5.1. Results are superimposed onto the average structural scan derived from
all subjects. L–left.
First, we investigated functional coupling of the MPFC (Figure 5.4A; Table 5.2, upper
part): During retrieval of the spatial schema, the MPFC was more strongly coupled
to surrounding medial prefrontal regions, HC and PHC, PCC, precuneus, and left
AG. For non-spatial retrieval, the MPFC showed enhanced coupling with its locally
surrounding regions. However, lowering the statistical threshold (p < 0.005, uncor-
rected) revealed comparable results for both conditions. Further, there were no
signiﬁcant connectivity differences between spatial and non-spatial schema retrieval
(tested with a paired-sample t-test).
Second, we turned to the seed region within the PCC (Figure 5.4B; Table 5.2, lower
part): Spatial schema retrieval was associated with enhanced functional coupling
between the PCC and surrounding posterior midline regions, such as precuneus.
The MPFC, HC, PHC, fusiform gyrus, and superior temporal gyrus also showed
enhanced coupling with the PCC, along with the left AG. A similar network emerged
during non-spatial schema retrieval. Again, there were no signiﬁcant connectivity
differences between the two conditions (tested with a paired-sample t-test).
To sum up, while the MPFC mainly showed increased neocortical coupling during
spatial schema retrieval, the PCC was connected to an extensive network of regions
during retrieval of both schema conditions (Figure 5.4B; Table 5.2, lower part). This
network consistently involved MTL, MPFC, PCC, and left AG and constitutes a set of
brain regions that was previously reported to underlie successful memory retrieval
(Rugg and Vilberg, 2012; Watrous et al., 2013; King et al., 2015).
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Figure 5.4: Schema retrieval networks: MPFC and PCC. (A)MPFC seed (x = -2, y = 35, z = -2; based on
the contrast day 2 > day 1, Figure 5.3C; here marked in white). (B) PCC seed (x = 2, y = -45, z = 22; based on
the same contrast; here marked in white). General retrieval effects are shown in purple (schema retrieval
> perceptual baseline). For display purposes, connectivity maps were resliced to a voxel dimension of
0.5mm isotropic and are shown at p < 0.001, uncorrected. Signiﬁcant clusters are noted in Table 5.2. L –
left. Additionally, connectivity results (PCC seed) are projected onto a surface-based ﬂatmap. Relevant
structures are labeled: AG, angular gyrus; dACC, dorsal anterior cingulate cortex; FG, fusiform gyrus;
HC, hippocampus; IFG, inferior frontal gyrus; INS, insula; MPFC, medial prefrontal cortex; PCC, posterior
cingulate cortex; PHC, parahippocampal cortex; PreC, precentral gyrus; STG, superior temporal gyrus.
Regions of the retrieval network are highlighted in bold font. Dashed lines are inserted to aid orientation:
a, border between medial and lateral prefrontal cortices; b, central sulcus; c, superior temporal gyrus; d,
border between ventromedial and -lateral temporal cortices. LH – left hemisphere, RH – right hemisphere.
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MULTI-VOXEL REPRESENTATIONS OF SCHEMA COMPONENTS
Schemas are thought to be facilitated by a distributed system that stores memory
components as separate representational units (Bartlett, 1932; Schacter et al., 1998).
Here, we asked where such components are neuronally represented. Crucially,
our design allowed us to individually capture schema components, deﬁned as (1)
rule-based associations, and (2) low-level visual features. We employed multi-voxel
pattern analysis (MVPA) in combination with a whole-brain searchlight procedure
on day 2 (Materials and methods, Multi-voxel pattern analysis), and separated
schema components by discriminating (1) the schema conditions (while collapsing
across visual features), and (2) the visual features (while collapsing across schema
conditions; Figure 5.12—ﬁgure supplement 1 for Figure 5.1).
First, we identiﬁed voxel patterns that discriminated between schema conditions
(spatial vs. non-spatial), and that served as a marker for representations of rule-
based associations. By keeping visual input between both conditions constant, we
considered multi-voxel schema patterns that go beyond any visual representation
of the different circle pairs (for example, a yellow and blue circle on the right half
of the screen predict “sun” when applying the spatial schema, but the same circle
pair predicts “rain” when applying the non-spatial schema; Figure 5.1B). Rule-based
associations were represented in the right ventrolateral prefrontal cortex, left middle
occipital gyrus, and left AG (Figure 5.5A; Table 5.3, upper part).
To determine brain regions that solely represent the low-level visual features of both
schemas we next trained a classiﬁer that dissociated the different circle pairs (circle
pairs 1 and 2 vs. circle pairs 3 and 4, cancelling out the respective rule-based associ-
ations; Figure 5.12B—ﬁgure supplement 1 for Figure 5.1). This allowed us to target
the sum of visual features that formed the necessary basis to successfully apply
one of the two schemas (namely color and position). In line with our expectation
to identify discrimination performance primarily in the visual system, we revealed
that low-level visual features were represented in the lingual gyrus, fusiform gyrus,
middle occipital gyrus, cuneus, and the AG (Figure 5.5A; Table 5.3, middle part).
Since a distributed schema memory system is expected to rely on inter-connected
networks of neocortical representations (Wang et al., 2010), we expected the con-
vergence of both schema components within the retrieval network (see above,
Figure 5.4). These components consisted of rule-based associations and low-level
visual features – whereby a combination of both was necessary to solve a given trial
successfully. Most importantly, we hypothesized a functional role of the MPFC or AG
in retrieval-related schema integration. As can be seen from Figure 5.5A (magniﬁed
cut-outs), both levels of schema components overlapped within the left AG. We did
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not ﬁnd retrieval-related convergence of schema components within the MPFC.
Next, we reasoned that if schema components converged in the AG only after
consolidation, their multi-voxel representations should only partly generalize from
day 2 to day 1. That is, training a classiﬁer on day 2 and testing it on data from day
1 (Figure 5.12C—ﬁgure supplement 1 for Figure 5.1) should not yield discrimination
performance above chance level for rule-based associations. Although low-level
visual features were connected to higher-level information and were thus also
regarded as a schema component, circle pairs were visually presented on the screen
on both days. Therefore, we expected signiﬁcant discrimination performance for
low-level visual features in occipital cortex regions.
As expected, representations of low-level visual features generalized from day 2 to
day 1, indicated through signiﬁcant discrimination performance in occipital cortex
(Figure 5.5B; Table 5.3, lower part). For rule-based associations, none of the runs on
day 1 showed discrimination performance signiﬁcantly above chance level, implying
that themulti-voxel representations of the spatial and non-spatial schema conditions
were not shared between days. However, this does not preclude the involvement
of the AG in schema retrieval prior to 24-hour-consolidation, but may be caused by
representational differences between the days. Therefore, we additionally trained
and tested a classiﬁer on data from day 1. Again, we did not ﬁnd representations of
rule-based associations within the AG and thus no retrieval-related convergence of
schema components on day 1 (Materials and methods, Complementary analysis: AG
involvement in schema retrieval on day 1), suggesting that the left AG recombines
schema components only after a 24-hour-delay.
SCHEMA CONVERGENCE NETWORKS
Using MVPA, we demonstrated the retrieval-related convergence of schema com-
ponents within the left AG after a 24-hour-delay. To support this convergence, the
AG should show increased functional coupling with regions that separately repre-
sent the different components. We tested this assumption using PPI (Materials
and methods, Connectivity analysis) and created a mask of the overlap between
both schema components during retrieval on day 2 (Figure 5.6, right middle panel,
marked in white; Results, Multi-voxel representations of schema components; Figure
5.5A). This mask was used as a seed region. Spatial schema retrieval (compared
to the perceptual baseline) was associated with enhanced functional coupling be-
tween the left AG and its locally surrounding lateral parietal cortex. Further, we
observed increased connectivity with the HC, PHC, MPFC, PCC, and fusiform gyrus
(similar effects were observed for non-spatial schema retrieval; Figure 5.6, Table 5.4).
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tures). These representational levels converged within the AG (yellow). Three horizontal slices are shown
as cut-outs and are magniﬁed to appreciate the overlap (Table 5.3). (B) Only the multi-voxel patterns
of low-level visual features were shared between day 1 and day 2. For display purposes, all maps were
resliced to a voxel dimension of 0.5mm isotropic and are shown at p < 0.001, uncorrected. Signiﬁcant
clusters are noted in Table 5.3. L – left.
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Connectivity proﬁles between the two conditions did not differ signiﬁcantly (tested
with a paired-sample t-test). The fusiform ﬁnding appears particularly relevant,
since the fusiform gyrus was shown to represent the low-level visual features of
the schema material (see above, and Figure 5.5A). This corroborates our assump-
tion that retrieval-related convergence within the AG is accomplished via increased
functional connectivity among a distributed set of regions that each hold speciﬁc
schema components. Moreover, the left AG was coupled to the retrieval network we
identiﬁed earlier (see above, and Figure 5.4). The consistency of our PPI and MVPA
results is further demonstrated in Figure 5.7.
TRANSFER TEST: NEW SCHEMA ENCODING AND RETRIEVAL
Schemas provide knowledge structures that help new but related information to
be integrated more rapidly (Tse et al., 2007; van Kesteren et al., 2014). Therefore,
our schema material should facilitate transfer to related task material. We tested
this assumption during a transfer test at the end of day 2 (Figure 5.1A; Materials
and methods, Procedure). Here, the stimulus set was changed into circle pairs
with different colors while keeping the same pair-wise arrangement (Materials and
methods, Material and task). By changing the color of the stimulus set, the transfer
test only required transfer of the non-spatial schema condition. This allowed us
to match the diﬃculty between old and new non-spatial rule-based associations
while a change in position would have lead to an increase in diﬃculty for the spatial
schema condition.
Performance during encoding trials was signiﬁcantly lower in the ﬁrst run of the
transfer test (main effect of run: F(1,22) = 12.2, p = 0.002; Figure 5.8A, left). Here,
subjects performed worse in generalizing the non-spatial schema (main effect of
schema: F(1,22) = 6.2, p = 0.021; interaction run × schema: F(1,22) = 5, p = 0.036; t(22)
= 2.8, p = 0.01), but had already adapted schemas to the new stimulus set during run
2 (p = 0.803). RTs did not show any differences between runs (p = 0.681), schemas (p
= 0.5), or any run × schema interactions (p = 0.477; Figure 5.8A, right).
During retrieval, subjects performed signiﬁcantly worse in applying the non-spatial
schema (no main effect of run: p = 0.441; main effect of schema: F(1,22) = 5.9, p =
0.023; no run × schema interaction: p = 0.1; Figure 5.8B, left), and were less conﬁdent
(no main effect of run: p = 0.17; main effect of schema: F(1,22) = 5.2, p = 0.033; no run
× schema interaction: p = 0.105; Figure 5.8B, right). However, during the ﬁnal run of
the transfer test, correct responses were delivered faster for the non-spatial schema
(t(22) = 5.1, p < 0.0005; no main effect of run: p = 0.44; main effect of schema: F(1,22) =
12.2, p < 0.005; run × schema interaction: F(1,22) = 5.9, p < 0.05; Figure 5.8B, middle).
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Figure 5.6: Schema convergence networks. Functional connectivity of the left AG seed (deﬁned as
cluster of overlapping schema components; based on our MVPA result, Figure 5.5A, here marked in white)
during schema retrieval (compared to the perceptual baseline). General retrieval effects are shown in
purple. For display purposes, maps were resliced to a voxel dimension of 0.5mm isotropic and are shown
at p < 0.001, uncorrected. L – left. Signiﬁcant clusters are noted in Table 5.4. Additionally, connectivity
results are projected onto a surface-based ﬂatmap. Relevant structures are labeled: AG, angular gyrus;
FG, fusiform gyrus; IFG, inferior frontal gyrus; INS, insula; MPFC, medial prefrontal cortex; PCC, posterior
cingulate cortex; PHC, parahippocampal cortex; STG, superior temporal gyrus. Regions of the retrieval
network are highlighted in bold font. Dashed lines are inserted to aid orientation: a, border between
medial and lateral prefrontal cortices; b, central sulcus; c, superior temporal gyrus; d, border between
ventromedial and -lateral temporal cortices. LH – left hemisphere, RH – right hemisphere.
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Figure 5.7: Spatial relationship between schema retrieval networks and schema component rep-
resentations. Results from connectivity analyses (seeds MPFC, PCC, AG), and MVPA are shown as a 3D
rendering. During schema retrieval, MPFC and PCC were functionally connected with the same AG region
(left part). Furthermore, MVPA revealed distributed representations of different schema components that
converged within the left AG during retrieval (right and surrounded in white). To aid orientation, dashed
lines schematically indicate the intraparietal sulcus (IPS). Asterisks mark identical locations within the AG
across the different methodological approaches. Additionally, we show a horizontal cut at the level of the
AG to demonstrate sub-surface effects. LH – left hemisphere.
TRANSFER TEST: COMPARISON TO INITIAL SCHEMA ACQUISITION
To investigate whether non-spatial schema knowledge was transferred from ini-
tial schema acquisition to new learning, we started out by comparing non-spatial
schema performance, RTs, and retrieval conﬁdence between the initial runs of day 1
and the transfer test. Performance during schema encoding did not differ between
the study phases (p = 0.894), but subjects responded signiﬁcantly faster during
the transfer test as compared to day 1 (t(21) = 5.7, p < 0.0005). Similarly, subjects
responded faster when retrieving non-spatial schema material during the transfer
test (t(21) = 3.1, p = 0.006), but retrieval performance and conﬁdence did not differ
signiﬁcantly (retrieval performance: p = 0.312; retrieval conﬁdence: p = 0.244). In
conclusion, subjects responded faster during schema encoding and retrieval in the
transfer test as compared to the initial run on day 1. We take this as indirect evidence
that subjects applied schema knowledge to solve novel but related material.
TRANSFER TEST: MULTI-VOXEL REPRESENTATIONS OF SCHEMA COMPONENTS
In our ﬁnal analysis, we tested the convergence of schema component represen-
tations during the transfer test. This analysis was grounded on the assumption
that subjects would employ stable, consolidated schema knowledge to solve new
task material (as suggested by our behavioral results above). If this was the case,
the converging signatures of schema components should be similar between day 2
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Figure 5.8: Transfer test. (A) Schema encoding: left, % of correct responses; right, average reaction
time (s). (B) Schema retrieval: left, % of correct responses; middle, average reaction time (s); right, % of
high-conﬁdent ratings (i.e. “sure”-responses). Error bars denote ± s.e.m. ∗ marks signiﬁcance at p < 0.05,
∗∗ marks signiﬁcance at p < 0.001. (C)Multi-voxel patterns of rule-based associations and low-level visual
features were shared between day 2 and the transfer test. Magniﬁed cut-outs of the horizontal slice
are provided to appreciate the overlap between schema components. The AG cluster showing schema
convergence during day 2 is depicted in blue (Figure 5.5A). For display purposes, all maps were resliced
to a voxel dimension of 0.5mm isotropic and are shown at p < 0.001, uncorrected. Signiﬁcant clusters are
noted in Table 5.5. L – left.
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(prior to the transfer test) and the transfer test. Thus, training a classiﬁer on data
from day 2 and testing it on neural data from the transfer test (Figure 5.1D—ﬁgure
supplement 1 for Figure 5.1) should yield representations of rule-based associations
and low-level visual features within the AG. MVPA was performed as described
previously (Materials and methods, Multi-voxel pattern analysis).
In line with our prediction, and in contrast to day 1 (see above), rule-based asso-
ciations were represented within the left middle occipital gyrus and AG (Figure
5.8C; Table 5.5, upper part). As on day 2, multi-voxel representations of low-level
visual features were mainly found in occipital regions and AG (Figure 5.8C; Table
5.5, lower part). Most importantly, both levels of information converged in the left
AG, and the precise location of convergence overlapped with our previous result
(Figure 5.8C, marked in blue; and see Figure 5.5A). Therefore, neural signatures of
schema components were similar between day 2 and the transfer test, suggesting
that subjects applied schema material to new and related information. Furthermore,
this conﬁrms our ﬁnding that the left AG recombines schema components after
consolidation.
DISCUSSION
In this study, we investigated the retrieval dynamics of well-controlled, rule-based
schemas and identiﬁed representations of their constituting components. These
components consisted of rule-based associations and low-level visual features. Most
importantly, both levels of information converged within the left AG after 24-hour-
consolidation.
Memory networks are subject to reconﬁguration as consolidation progresses. This
process promotes the involvement of neocortical structures relevant for schema
operations while downscaling MTL engagement (Frankland and Bontempi, 2005;
Takashima et al., 2006; Takehara-Nishiuchi and McNaughton, 2008), possibly re-
ﬂecting the abstraction and integration of information into pre-existing knowledge
structures (Lewis and Durrant, 2011). To start out, we observed increased activation
within MPFC, PCC, and higher-level sensory cortices during schema retrieval after 24
hours (Figure 5.3C). The MPFC is considered to play a pivotal role for schema-related
mnemonic function (Tse et al., 2011; Kroes and Fernandez, 2012), which is supported
by lesion studies in both rodents (Richards et al., 2014) and humans (Ghosh and
Gilboa, 2014; Warren et al., 2014). Also the PCC (including precuneus and retrosplenial
cortex), is regarded as central to memory processes (Maguire et al. 1999; for a review,
see Vann et al. 2009). Together, the MPFC, PCC, MTL, and AG constitute a network
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of brain regions that act in concert during retrieval of (episodic) memories (Rugg
and Vilberg, 2012; Watrous et al., 2013; King et al., 2015). Here, we observed that this
network is also associated with the retrieval of rule-based schema memories (Figure
5.4). Considering the associative character of both, episodic and schema memory,
common neural substrates seem plausible. Similar to previous schema studies with
human subjects (van Kesteren et al., 2010a; van Buuren et al., 2014), we did not ﬁnd
a disengagement of hippocampal activation during retrieval of consolidated schema
material. However, the hippocampus showed increased coupling with the retrieval
network across days. Additionally, and in line with previous results (Takashima et al.,
2009), we found a decrease in hippocampal-neocortical coupling after 24 hours
(Materials and methods, Complementary analysis: hippocampal connectivity during
schema retrieval).
The different components of a schema memory are assumed to be stored as
distributed signatures (Bartlett, 1932; Schacter et al., 1998; Wang et al., 2010). At
the same time, such a distributed memory system argues for the need to “bind”
information in order to merge and recombine associative schema components
upon retrieval. The novel feature of our experimental design allowed us to isolate
the different schema components that consisted of rule-based associations and
low-level visual features of the task material, while controlling for various, potentially
confounding factors (such as complexity and attentional demands; see Guerin
et al., 2012). We found that rule-based associations were represented in the left AG
and right ventrolateral prefrontal cortex – the latter potentially imposing top-down
control on rule-based retrieval mechanisms (Reverberi et al., 2012). Low-level visual
features of the task material were represented in occipital regions, AG, and fusiform
gyrus. Crucially, both schema components converged within the left AG on day 2
(Figure 5.5A). Their multi-voxel representations, however, generalized only partly
across days (Figure5.5B), and the AG did not recombine schema components during
retrieval on day 1 (Materials and methods, Complementary analysis: AG involvement
in schema retrieval on day 1). That is, while low-level visual features showed shared
representations between days and were detectable on day 1, representations of
rule-based associations were not. Although the lower amount of retrieval trials on
day 1 and the classiﬁcation across two separate fMRI sessions might have affected
the analyses, the coherence of our results suggests a change in the underlying
representations, in particular for rule-based associations, that emerges after 24-
hour-consolidation. Therefore, we conclude that the AG supports the integration of
consolidated schema components during retrieval. This is corroborated by studies
showing increased involvement of a parietal network in the processing of remote
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mnemonic content (for a review, see Gilmore et al., 2015).
Apart from theories that discuss the role of the AG in terms of mnemonic search and
decision making (Wagner et al., 2005; Gilmore et al., 2015), the AG has been related
to the “binding” of information. This is suggested by feature-integration theory
(Treisman and Gelade, 1980), “cortical binding of relational activity” (CoBRA; a model
presented by Shimamura, 2011), or accounts that identify the AG as heteromodal
association cortex that recombines semantic information (Binder et al., 2009). A
recent study by Price and colleagues 2015 demonstrated that the combination of
semantic concepts is modulated by activation in the left AG (e.g., more activation
for meaningful than non-meaningful combinations), and that subjects with lower
cortical thickness in this region perform worse in this combinatorial task (Price
et al., 2015). Further support for the “binding” notion comes from lesion studies.
Typically, the impact of focal AG lesions is subtle. While patients with parietal
lesions perform equally well as healthy controls in a recall task (Simons et al.,
2008), a disruption of angular gyrus processing by transcranial magnetic stimulation
reduces conﬁdence (Yazar et al., 2014). Additionally, lesions in parietal cortex can
cause so-called “illusory-conjunctions errors” where previously studied objects are
identiﬁed, but mistakes are made when recombining information (Friedman-Hill
et al., 1995; Kesner, 2012). This pattern of ﬁndings (intact retrieval, but impaired
conﬁdence and recombination of information) might be explained by limited damage
to a distributed network that stores different memory components in respective
brain structures (Bartlett, 1932; Schacter et al., 1998; Wang et al., 2010). In the
present study, we showed that low-level visual features of the stimulus material
were represented within the fusiform gyrus (Figure 5.5A). Additionally, the fusiform
gyrus was functionally connected to the AG (Figure 5.6), as well as with the remaining
retrieval network (Figure 5.4). This supports the assumption of strengthened cortico-
cortical connections during schema retrieval (Marr, 1970; Frankland and Bontempi,
2005) that might act as a back-up in cases of AG disruption. If associative memory
is truly dependent on the “binding” function of lateral parietal cortex, disruption
should lead to an increase in memory conjunctions errors. Thus, memories should
be retrieved, but 1) recombined in an incorrect manner, or 2) the combination of
different memory features should not be possible at all. Future research could test
this by experimentally inducing memory conjunction errors (Reinitz et al., 1992).
We were not able to identify schema representations within the remaining regions
of the retrieval network (MTL, MPFC, and PCC). However, information might be
represented at a ﬁner spatial scale that cannot be detected by MVPA as done here.
Also, our scan parameters were not optimized for the decoding of representations
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within the MTL (for example, see Hassabis et al., 2009), and the repeated retrieval of
schema memories might have decreased our power to detect representations in the
MPFC (Woolgar et al., 2011). This region, for example, was previously shown to hold
remote, retrieval-related representations of speciﬁc autobiographical memories
(Bonnici et al., 2012). Further, hippocampal cells that were active during the encoding
of contextual fear memories were shown to be reactivated during retrieval (Tanaka
et al., 2014). Silencing these cells rendered memory retrieval impossible. In either
case, autobiographical and contextual fear memories certainly differ from more
abstract schemamemories. With the nature of these memory representations being
so different, schema memories might simply not be represented within the MPFC,
PCC, or MTL during retrieval.
Across different studies, deﬁnitions of the term “schema” so far ranged from simple
(Preston and Eichenbaum, 2013) and more complex, experimentally-controlled asso-
ciations (Tse et al., 2007, 2011; van Buuren et al., 2014), to schemas that required the
integration of new information into pre-existing real-world knowledge (van Kesteren
et al., 2014). Van Kesteren and colleagues 2014, for example, assumed with their de-
sign that prior knowledge guides congruency judgments of object-scene pairs, which
in turn inﬂuences schema memory. However, this prior knowledge is diﬃcult to
control for as it is highly individual and thus may additionally involve self-referential,
autobiographical memory processing. Here, we deﬁned schemas as artiﬁcial sets
of rules (Kumaran et al., 2009). While other studies may have greater ecological
validity (Maguire et al., 1999; van Buuren et al., 2014; van Kesteren et al., 2014), we
explicitly tailored this task to enable our analysis. This constitutes a crucial and
novel feature of our design. By training and testing subjects on schema material
across consecutive days, we achieved near-ceiling performance that allowed us to
reliably train and test a classiﬁer. To the best of our knowledge, we are the ﬁrst
to dissociate the multi-voxel representations of different schema components and
to demonstrate their convergence during retrieval. Lastly, we show that new but
related trials during the transfer test are solved by applying the schemas (Figure
5.8) and take this as evidence that our material provided a mental framework for
subjects, allowing the rapid assimilation of new, related information (Tse et al., 2007).
This is an important point in which schemas differ from so-called “task-sets” (Sakai
and Passingham, 2006; Bengtsson et al., 2009; Collins and Frank, 2013). The creation
of, or integration into a “categorical structure” is where the essence of schema lies.
Taking into account the range of schema deﬁnitions, it is currently unclear where the
border between simple sets of rules and schemas should be drawn. To determine
if our approach potentially constitutes a schema, we applied a set of criteria that
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was recently proposed by Ghosh & Gilboa 2014. According to them, the necessary
features for a schemamemory are: (1) an associative network structure, (2) formation
on the basis of multiple episodes, (3) the lack of unit detail, and (4) adaptability.
Based on these criteria, our approach provides a very basic form of schematic
memory: (1) our material has an associative structure, although simple; (2) schemas
are not deﬁned based on speciﬁc episodic information, material is learned fast but
across multiple instances; (3) speciﬁc features are predictive while others are not;
and (4) schemas could be expanded and adapted to new material (Figure 5.8).
To conclude, we manipulated the content of well-controlled, rule-based schema
memories and were able to probe the functional dynamics during retrieval. We
identiﬁed distributed representations of schema components that comprised rule-
based associations and low-level visual features. These components converged
within the left AG. Most importantly, this retrieval-related convergence was found
only after 24-hour-consolidation and when transferring consolidated schemas to
new but related task material. As such, the left AG might fulﬁll a role similar to
the hippocampus during the retrieval of recent episodic memories (Frankland and
Bontempi, 2005). In essence, we substantially expand current models of memory re-
trieval and provide neuroimaging evidence for a mechanistic framework in which the
left AG acts as a convergence zone that may support the integration of distributed
schema components.
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MATERIALS AND METHODS
SUBJECTS
Thirty-seven neurologically healthy, right-handed subjects (23 female, age range =
18-29 years, mean = 22) volunteered in this study. Eleven subjects were excluded
from the study due to failure to learn the correct schemas after the ﬁrst session.
In particular, these excluded subjects made the following assumption: Encoding
circle pair 3 (Figure 5.1B, left part, third from top) depicts two circles in horizontal
arrangement; yellow on the left, blue in the center. When applying the spatial
schema, this circle pair would yield the outcome “sun”. During a retrieval trial (for
example, circle pair 3 in Figure 5.1B, right part, that shows a yellow circle on the upper
left and a blue circle at the lower left), the correct answer should again be “sun”. Thus,
spatial retrieval trials can be solved by acknowledging the horizontal position of one
of the circles. Instead, eleven subjects solved such trials by mentally rotating the
horizontal circle pair between encoding and retrieval with a 90◦ angle. Consequently,
the inferred (correct) trial outcome was “sun” (since “the yellow circle was placed left
of the blue circle”), or (incorrectly) “rain” (since “the yellow circle was placed right of
the blue circle”). This strategy resulted in a large amount of incorrect answers to
spatial schema trials (day 1, % correct retrieval responses, mean ± s.e.m.: excluded
subjects: 45.8 ± 1.7; included subjects: 89.6 ± 3.4), while the non-spatial schema was
learned correctly (excluded subjects: 79.7 ± 3.1; included subjects: 93.4 ± 1.1). We
excluded subjects based on their poor performance, which perfectly correlated with
incorrect written schema explanations (Materials and methods, Procedure).
Additionally, two subjects aborted the experiment during the ﬁrst session, and one
was excluded due to technical problems (power breakdown). This left 23 subjects
for analyses (16 female, age range = 18-29 years, mean = 22). All subjects had normal
or corrected-to-normal vision and gave written informed consent. The study was
conducted according to protocol approved by the institutional review board (CMO
Region Arnhem-Nijmegen, The Netherlands).
MATERIAL AND TASK
Subjects learned to apply two sets of rules (i.e. schemas; spatial, non-spatial) in a
deterministic weather prediction task in which colored circle pairs were associated
with a ﬁctive weather outcome (“sun”, “rain”). Circle pairs could be solved with two
different schemas regarding 1) the horizontal position of one circle (spatial schema;
for example, “a circle on the left predicts sun”), or 2) the color of one circle (non-
spatial schema; for example, “a blue circle predicts rain”). Thus, identical circle pairs
could yield different weather outcomes when applying either spatial or non-spatial
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schemas (Figure 5.1B; see Materials and methods, Procedure for speciﬁc instructions
to the subjects). Colored circles were matched for size and color intensity, and
formed two different stimulus sets (yellow, blue, red; or green, orange, pink). While
one set was used for schema encoding and retrieval across day 1 and 2, the other set
was presented during the transfer test at the end of day 2 (Figure 5.1A). The order
of stimulus sets was balanced across subjects. Stimulus material was created with
Adobe Illustrator CS4 (Adobe, Inc.) and stimulus presentation was controlled using
the Psychophysics Toolbox (Brainard, 1997).
Colored circles were presented in pairs at two possible orientations on the screen
(left, right), and formed four distinct circle pairs during encoding and retrieval trials
of the experiment (four circle pairs during encoding trials and four circle pairs during
retrieval trials; Figure 5.1B). All circle pairs were presented during the experiment.
During encoding trials, circles were presented in horizontal pairs. To make a clear
distinction between both trial types, circles were presented in vertical pairs during
retrieval. Thus, retrieval trials required the application of schematic knowledge
to related information. To control for perceptual input, we created horizontal
and vertical circle pairs that matched the spatial layout of encoding and retrieval
trials but consisted of two-colored circles (perceptual baseline; Figure 5.13C—ﬁgure
supplement 2 for Figure 5.1). Subjects were instructed that these control trials would
not follow any underlying schema and the response they needed to make was
marked randomly.
PROCEDURE
The experiment consisted of two fMRI sessions on consecutive days (Figure 5.1A),
speciﬁcally designed for MVPA approaches (Coutanche and Thompson-Schill, 2012).
Sessions were approximately 24 hours apart (± 2 hours). Prior to the ﬁrst scan
session subjects were instructed to pay attention to spatial or non-spatial features
(“The spatial rule concerns the position of a certain object, whereas the non-spatial
rule concerns the color of a certain object.”) but the exact stimulus-schema-outcome
mappings were not provided. Further, they received a short training and familiar-
ization with randomized feedback. This was followed by seven runs inside the MR
scanner, each lasting approximately 9min. Each run was structured in eight blocks
of ﬁve trials each, whereby two blocks of encoding trials were always followed by
two blocks of retrieval trials. Encoding and retrieval blocks contained trials of either
spatial or non-spatial schema types, with one perceptual control trial randomly inter-
mixed. All runs during the experiment consisted of equal amounts of encoding and
retrieval trials, spatial and non-spatial trials, and trials with “sun”/”rain” outcomes.
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After completing day 1, subjects were asked to give a short written explanation of
the two schemas (for example, “Please describe the spatial rule in your own words.”).
Additionally, subjects were shown the different circle pairs and were asked to indi-
cate the outcomes when applying one or the other schema. Answers were scored
as correct if they contained the correct association between schema, color/position,
and outcome. During day 2 subjects completed seven runs of retrieval blocks only.
This yielded a total of 560 trials across both sessions (280 trials on day 1, of which
140 were encoding trials; 280 retrieval trials on day 2). The transfer test took place
at the end of day 2. It comprised two runs inside the MR scanner that contained
both encoding and retrieval trials (same structure as on day 1, see above; 80 trials
across two runs, of which 40 were encoding trials and 40 were retrieval trials). The
stimulus set was changed into circle pairs with different colors while keeping the
same pair-wise arrangement (Materials and methods, Material and task).
Each block, irrespective of trial (encoding, retrieval) or schema type (spatial, non-
spatial) shared the same timing parameters (Figure 5.13—ﬁgure supplement 2 for
Figure 5.1). At the beginning of a block, subjects were cued to use a speciﬁc schema
type for solving all following trials. This was indicated by the word “spatial”/”non-
spatial” printed in white font on a black computer screen (2 s). After a variable
delay of 1.5-2 s, circle pairs were presented (3 s) and subjects had to think of the
associated weather outcome. Then, after another short delay of 1-1.5 s, the response
options (indicated by the letters “S” (“sun”) or “R” (“rain”)) were shown (2 s). To prevent
ﬁxed response-to-outcome mappings, response positions were randomly switched
and subjects had to make a button press with their left or right index ﬁngers. For
encoding trials the correct answer was shown (2 s) and the next trial started after a
short delay (1.5-2 s). No feedback was presented during retrieval trials, but subjects
were asked to rate their conﬁdence instead. Here, the options “not sure”/“sure”
were presented on the screen (2 s). The conﬁdence option “sure” should be chosen
when being approximately 90% conﬁdent that the previous response was correct.
Perceptual control trials followed the same timing as all other trials. Here, one
response option was marked. After the successive presentation of ﬁve trials a black
screen was shown (10-12 s) and a new block started.
BEHAVIORAL DATA ANALYSES
Performance and RTs of schema encoding data were tested with a run (1 to 7) ×
schema (spatial, non-spatial) repeated measures ANOVA; retrieval performance, RTs,
and conﬁdence were each analyzed with a day (day 1, day 2) × run (1 to7) × schema
(spatial, non-spatial) ANOVA for repeated measures. Signiﬁcant interaction effects
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were investigated with post-hoc ANOVAs and paired-sample t-tests. For the transfer
test, behavioral data of schema encoding and retrieval were analyzed as above, but
employing run (1, 2) × schema (spatial, non-spatial) ANOVAs for repeated measures.
Greenhouse-Geisser correction was applied when appropriate and alpha was set to
0.05 throughout.
SCHEMA ENCODING
Learning quickly increased performance (main effect of run: F(2.5,42.9) = 11.6, p
< 0.0005), which did not differ between schemas (no main effect of schema: p =
0.209; no run × schema interaction: p = 0.441; Figure 5.9A). Similarly, RTs decreased
across runs (main effect of run: F(6,102) = 5.4, p < 0.0005) and did not differ between
conditions (no main effect of schema: p = 0.927; no run × schema interaction: p =
0.360; see Figure 5.9B).
SCHEMA RETRIEVAL: REACTION TIMES
We found a signiﬁcant day x run interaction (F(2.9,49.5) = 4. 8, p < 0.0005; main effect
of day: F(1,17) = 4.6, p = 0.046; main effect of run: F(3.6,60.3) = 2.8, p = 0.038; no main
effect of schema: p = 0.3; no day × schema interaction: p = 0.145; no run × schema
interaction: p = 0.066; no day × run × schema interaction: p = 0.065), followed up by
separate run (1-7) × schema (spatial, non-spatial) ANOVAs for both days. Only for
day 1 we found a signiﬁcant main effect of run (F(6,102) = 6.1, p < 0.0005), and a run
× schema interaction (interaction: F(6,102) = 2.8, p = 0.013; no main effect of schema:
p = 0.165). Post-hoc paired-sample t- tests revealed signiﬁcantly shorter RTs for the
non-spatial schema during run 1 (t(21) = 2.5, p = 0.022; Figure 5.2B, left). On day 2,
we did not ﬁnd any signiﬁcant differences between runs or schema conditions (no
main effect of run: p = 0.718; no main effect of schema: p = 0.749; no run × schema
interaction: p = 0.849; Figure 5.2B, right).
Figure 5.9: Behavioral performance during schema encoding. (A) Data represents the % of correct
responses, and (B) the average reaction time (s). Shaded error bars denote ± s.e.m.
132 Chapter 5
Cha
pte
r5
SCHEMA RETRIEVAL: CONFIDENCE
Retrieval was accompanied by a two-point conﬁdence rating (“not sure”/“sure”). A
three-way interaction between the factors day (day 1, day 2), run (1 to 7), and schema
(spatial, non-spatial) (F (3.8,65.3) = 4.2, p = 0.005) was observed, suggesting that
the difference in conﬁdence ratings between days (main effect of day: F(1,17) =
12.7, p = 0.002) was caused by differences over runs or between schemas (main
effect of run: F(3,51.1) = 5.4, p = 0.003; main effect of schema: F(1,17) = 7.7, p =
0.013; interaction day × run: F(3,50.3) = 8.3, p < 0.0005; interaction day × schema:
F(1,17) = 16.7, p = 0.001; interaction run × schema: F(6,102) = 3.7, p = 0.002). To
further test this, we employed a repeated measure ANOVA for each day with run
and schema as factors. Only for day 1 we found an increase in retrieval conﬁdence
across runs (main effect of run: F(2.7,45.4) = 7.5, p = 0.001; main effect of schema:
F(1,170) = 12.2, p = 0.003), and this increase differed between conditions (interaction
run × schema: F(3.4,58) = 4.8, p = 0.003). Post-hoc paired-sample t-tests revealed
lower conﬁdence during retrieval of spatial, as compared to non-spatial, rule-based
schema memories within the ﬁrst run (t(21) = -4.2, p < 0.0005; Figure 5.2C, left). As
can be seen, lower retrieval conﬁdence for the spatial schema during the initial run
of day 1 was also accompanied by lower retrieval performance and slower reaction
times (Figure 5.2A and B, left). However, subjects quickly gained conﬁdence. On day
2, retrieval conﬁdence was at ceiling level and did not differ signiﬁcantly between
runs or schemas (no main effect of run: p = 0.187; no main effect of schema: p =
0.397; no run × schema interaction: p = 0.549; Figure 5.2C, right).
IMAGING PARAMETERS
Brain imaging data were acquired with a 3 Tesla MRI scanner (Trio Tim, Siemens,
Erlangen, Germany) using a 32-channel head coil. For each run we obtained 256
T2∗-weighted BOLD images with the following parameters: gradient multi-echo EPI
sequence (Poser et al., 2006), TR = 2100 ms, TEs = 7.6, 19.9, 32, 44 ms, ﬂip angle =
80◦, FOV = 200 × 200mm, matrix = 80 × 80, 39 ascending axial slices, 10% slice gap,
voxel size = 2.5mm isotropic. Structural scans were acquired using a Magnetization-
Prepared Rapid Gradient Echo (MP-RAGE) sequence with the following parameters:
TR = 2300ms, TE = 3.03ms, ﬂip angle = 8◦, FOV = 256 × 256mm, voxel size = 1mm
isotropic.
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FMRI DATA PREPROCESSING
All imaging data were analyzed using SPM8 (http://www.ﬁl.ion.ucl.ac.uk/spm/) in
combination with Matlab (Matlab 2010b, The Mathworks, Inc., Natick, MA, USA). Due
to technical problems with the gradient multi-echo EPI sequence, only echoes from
echo-times 19.9, 32, 44ms were used for analyses. Images from multiple echo-times
were combined by ﬁrst performing motion correction on the ﬁrst echo (19.9 ms),
estimating iterative rigid body realignment to minimize the residual sum of squares
between the ﬁrst echo of the ﬁrst scan and all remaining scans. These estimated
parameters were applied to all other echoes, thereby realigning all echoes to the
ﬁrst echo of the ﬁrst scan. Then, the three echo images of each scan were combined
into single images by calculating the weighted sum of the three echo times.
The ﬁrst six volumes were discarded to allow for T1-equilibration. A total of seven
runs in ﬁve subjects exceeded the limit of 2.5mmmovement and were excluded
from further analysis. The combined EPI volumes from both fMRI sessions were slice-
time corrected to the middle slice and realigned to the mean image. The structural
image was co-registered to the mean image using mutual information optimization,
and segmented into gray matter, white matter and cerebrospinal ﬂuid. MVPA was
performed in the native space of each subject. For univariate analysis, images
were further spatially normalized to the Montreal Neurological Institute (MNI) EPI
template using Diffeomorphic Anatomical Registration Through Exponentiated Lie
Algebra (DARTEL; Ashburner, 2007), and smoothed with a 3D Gaussian kernel (8mm
full-width at half maximum, FWHM).
UNIVARIATE ACTIVATION ANALYSIS
The BOLD response for all correct trials of the different conditions was modeled
as separate regressors time-locked to the onset of the presentation of the circle
pairs (day 1: spatial encoding, non-spatial encoding, spatial retrieval, non-spatial
retrieval; day 2: spatial retrieval, non-spatial retrieval). Additional regressors were
included tomodel the perceptual baseline trials (day 2: perceptual baseline encoding,
perceptual baseline retrieval; day 2: perceptual baseline retrieval), response periods
(collapsed across response and feedback/conﬁdence ratings), cues and incorrect
trials (summarized as one regressor of no interest). All events were estimated as
a boxcar function (circle pairs: 3 s, responses: 4 s, cues: 2 s) and convolved with
a canonical hemodynamic response function (HRF). The eﬃciency of this design
was veriﬁed prior to the start of the study, based on data from piloting. In addition,
six realignment parameters and two regressors consisting of the mean signal of
white matter and CSF were included in the design matrix. Next, a high-pass ﬁlter
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with a cutoff at 128 s was applied. To address general effects of schema retrieval,
we collapsed across spatial and non-spatial retrieval trials at a ﬁrst level, created
a general schema retrieval condition, and contrasted this against the perceptual
baseline (schema retrieval > perceptual baseline). Schema consolidation was tested
by entering these contrast images into a second level random-effects day (day 1, day
2) × run (1 to 7) factorial design. Activation was tested for signiﬁcance using cluster-
inference with a cluster-deﬁning threshold of p < 0.001 and a cluster-probability of p
< 0.05 family-wise error (FWE) corrected for multiple comparisons.
CONNECTIVITY ANALYSIS
We used Psychophysiological Interaction analyses (PPI Friston et al., 1997) to probe
functional coupling during schema retrieval. Two PPI analyses were performed per
seed region (i.e. contrasts spatial schema retrieval > perceptual baseline and non-
spatial schema retrieval > perceptual baseline). MPFC (x = -2, y = 35, z = -2) and PCC
(x = 2, y = -45, z = 22) seeds (Results, Schema retrieval networks: MPFC and PCC) were
deﬁned as brain regions involved in the retrieval of consolidated schema memories
(day 2 > day 1; consolidation contrast, Results, Schema encoding; Figure 5.3C), and
coordinates of peak activations were chosen considering previous effects within
these regions (Kumaran et al., 2009), as well as anatomical boundaries (Nieuwenhuis
and Takashima, 2011). For these coordinates, a sphere with a radius of 8mm was
placed around the peak activations. The left AG seed (Results, Schema convergence
networks) was delineated with a mask resulting from the convergence of schema
components (1437 voxels; Figure 5.5A). The hippocampal seed region (Materials
and methods, Complementary analysis: hippocampal connectivity during schema
retrieval) was deﬁned as bilateral hippocampus and was based on the Automatic
Anatomical Labeling (AAL) atlas (http://fmri.wfubmc.edu/software/pickatlas). Next,
time courses of each seed region were extracted. The interaction between time
course and psychological factor (i.e., spatial schema retrieval > perceptual baseline
× regional time course, and non-spatial schema retrieval > perceptual baseline ×
regional time course) was computed and activity positively related to this interaction
was investigated. To test for group effects on day 2, individual contrast images
were entered into a second level analysis and activity explained by the PPI regressor
was tested with one-sample t-tests. To reveal the functional network involved in
general retrieval processes, irrespective of the distinct rule-based schemas, we
made a second-level conjunction (logical “and”) of both ((spatial schema retrieval >
perceptual baseline) ∩ (non-spatial schema retrieval > perceptual baseline); Figures
5.4 and 5.6, shown in purple). Hippocampal connectivity was tested for changes over
time and individual contrast images were thus submitted to a second level random-
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effects day (day 1, day 2) × run (1 to7) × schema (spatial, non-spatial) factorial design.
All effects were tested for signiﬁcance using cluster-inference with a cluster-deﬁning
threshold of p < 0.001 and a cluster-probability of p < 0.05 family-wise error (FWE)
corrected for multiple comparisons.
MULTI-VOXEL PATTERN ANALYSIS
We started out by obtaining single-trial parameter estimates for later classiﬁcation
analyses. To this end, each schema retrieval trial was modeled as a separate regres-
sor (Mumford et al., 2012) with remaining regressors appended identically to our ﬁrst
level estimation for univariate analysis (see above). Runs were modeled indepen-
dently. This yielded 140 single-trial t-maps for day 1 and 280 single-trial t-maps for day
2 per subject. For the transfer test, all trials (encoding and retrieval) were included
in the analysis due to the limited amount of data. This resulted in 64 single-trial
t-maps per subject. To dissociate the distributed representations of schema compo-
nents, we implemented MVPA using the library for support vector machines (LIBSVM,
http://www.csie.ntu.edu.tw/ cjlin/libsvm/). For all MVPA analyses, a spherical search-
light (Kriegeskorte et al., 2006) was centered at each voxel in turn, considering all
surrounding voxels within a radius of 8mm. Only searchlights that included more
than 30 gray matter voxels were examined. Features (i.e., voxels) were transformed
into a pattern vector and a linear SVM classiﬁer with a ﬁxed regularization parameter
C = 1 was trained to discriminate between schema components that consisted of
(1) rule-based associations, and (2) low-level visual features of the task material
(Figure 5.12A—ﬁgure supplement 1 for Figure 5.1). The Matlab code for all searchlight
analyses is openly available via https://github.com/isabellawagner/searchlight-svm.
First, we reasoned that subjects should show stable multi-voxel brain patterns of
rule-based schema memories on day 2. Training and testing a classiﬁer on this data
would thus allow us to identify the neural signatures of both schema components
(Figure 5.12B—ﬁgure supplement 1 for Figure 5.1). Only correct and high-conﬁdence
data from day 2 was used for training and testing (spatial vs. non-spatial; number of
trials per category, mean ± s.d.: 104 ± 9 vs. 105 ± 7). Discrimination performance
was assessed using a 7-fold cross-validation regime during which the classiﬁer was
trained on data from six runs and tested on the remaining. This was repeated until
every independent run was tested once. The average discrimination performance
of each searchlight was assigned to its center voxel. Additionally, we trained a
classiﬁer to determine brain regions that solely distinguished between low-level
visual features of the circle pairs rather than rule-based schema representations.
Visual features necessary to predict a certain trial outcome consisted of the 1)
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position (spatial rule), and 2) color (non-spatial rule) of one of the circles. For
retrieval trials, this information was not orthogonal in our experiment (a speciﬁc
color appeared always on the left). By discriminating between the different circle
pairs (circle pairs 1 and 2 vs. circle pairs 3 and 4; Figure 5.12A—ﬁgure supplement
1 for Figure 5.1; number of trials per category, mean ± s.d.: 104 ± 8 vs. 105 ± 7)
we were able to capture the visual features that differed between them. Classiﬁer
predictions were obtained as described above.
After completing the discrimination procedure for all possible searchlights within a
volume, a 3D performance map was created. Individual performance maps were
corrected for chance level by subtracting 50% (binary discrimination) from every
voxel. Performance above chance implied the presence of discriminative information
within this local voxel-pattern. Maps were normalized using DARTEL and smoothed
with a 3mm Gaussian kernel (FWHM). To test for statistical signiﬁcance at a group-
level, we submitted individual performance maps to a one-sample t-test in SPM8.
Effects were tested for signiﬁcance using cluster-inference with a cluster-deﬁning
threshold of p < 0.001 and a cluster-probability of p < 0.05 family-wise error (FWE)
corrected for multiple comparisons.
As a next step, we investigated the generalization of multi-voxel representations
across days and study phases. We repeated the training step, again using only
correct and high-conﬁdence data of day 2 (see above; discrimination between rule-
based associations and between low-level visual features). However, we tested
the classiﬁer on neural data from day 1 (Figure 5.12C—ﬁgure supplement 1 for
Figure 5.1) and the transfer test (Figure 5.12D—ﬁgure supplement 1 for Figure 5.1).
Discrimination performance signiﬁcantly above chance level would thus indicate
shared multi-voxel representations of schema components between day 2 and day 1
or the transfer test.
Throughout day 1, subjects completed 7 runs that each contained 16 retrieval trials
(Materials and methods, Procedure). Since retrieval performance, RTs, and conﬁ-
dence across day 1 increased quickly and differed between runs (Figure 5.2), we
predicted every run separately. Due to the small amount of data per run, we in-
cluded all retrieval data (disregarding correctness or conﬁdence). The resulting
whole-brain maps were post-processed (see above) and submitted to a second level
ANOVA with run (1 to 7) as within-subjects factor.
The transfer test consisted of two runs at the end of day 2 that each contained
encoding and retrieval trials (8 trials each). We included thus all trials for testing the
classiﬁer (disregarding the trial type, correctness, retrieval conﬁdence, or run). As
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above, individual discrimination maps were post-processed and submitted to one-
sample t-tests. Again, unless stated otherwise, all effects were tested for signiﬁcance
using cluster-inference with a cluster-deﬁning threshold of p < 0.001 and a cluster-
probability of p < 0.05 family-wise error (FWE) corrected for multiple comparisons.
COMPLEMENTARY ANALYSIS
COMPLEMENTARY ANALYSIS: AG INVOLVEMENT IN SCHEMA RETRIEVAL ON DAY 1
We performed additional MVPA analyses to test the AG involvement during schema
retrieval on day 1. If schema component representations converged within the
left AG during retrieval on day 1, this would point towards a general involvement
of the AG, rather than a schema-speciﬁc involvement after 24-hour-consolidation.
Therefore, we mimicked the previous MVPA of day 2 data. This contained the training
and testing of two classiﬁers for each local searchlight pattern, using 7-fold cross-
validation (fully described in Materials and methods, Multivoxel pattern analysis;
rule-based associations: spatial vs. non-spatial; low-level visual features: circle pairs
1 and 2 vs. circle pairs 3 and 4; trials per category, mean ± s.d.: 54 ± 5). Since day
1 contained only small amounts of retrieval trials (8 trials per condition, per run),
we included all retrieval trials in the analysis (irrespective of correctness or retrieval
conﬁdence). As for the day 2 analysis, individual performance maps were entered
into one-sample t-tests in SPM8. Unless stated otherwise, effects were tested for
signiﬁcance using cluster-inference with a cluster-deﬁning threshold of p < 0.001
and a cluster-probability of p < 0.05 family-wise error (FWE) corrected for multiple
comparisons.
Figure 5.10: Multi-voxel representations of low-level visual features on day 1. Additional searchlight
MVPA revealed distributed representations of low-level visual features, but not rule-based associations,
during schema retrieval on day 1 (Materials and methods, Complementary analysis: AG involvement in
schema retrieval on day 1). For display purposes, the map was resliced to a voxel dimension of 0.5mm
isotropic and is shown at p < 0.001, uncorrected. Signiﬁcant clusters are noted in Table 5.6. L – left.
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We did not ﬁnd any signiﬁcant representations of rule-based associations within
the AG or any other brain region on day 1. However, low-level visual features were
represented as expected within occipital regions, extending into the AG, as well as
within the right anterior temporal lobe (Figure 5.10; Table 5.6, upper part). Results
appeared similar when we repeated this analysis in 14 subjects, selecting only correct
retrieval trials with high conﬁdence ratings (excluding nine subjects that showed
one or more runs without correct and high conﬁdence trials on day 1; trials per
category, mean ± s.d.: rule-based associations, 48 ± 7 vs. 50 ± 7; low-level visual
features, 48 ± 8 vs. 50 ± 6). Again, we did not ﬁnd signiﬁcant representations of
rule-based associations, and low-level visual features were mostly represented in
occipital regions (Table 5.6, lower part).
COMPLEMENTARY ANALYSIS: HIPPOCAMPAL CONNECTIVITY DURING SCHEMA RETRIEVAL
First, we assessed retrieval effects across both days and schema conditions. Results
showed increased functional coupling between the hippocampus and an extensive
set of regions, comprising surrounding MTL structures, the MPFC, PCC, and lateral
occipital cortex (Figure 5.11A; Table 5.7, upper part). We did not ﬁnd a difference
in hippocampal coupling between the two schema conditions (no main effect of
schema). Second, to investigate time effects in hippocampal connectivity, we chose
a speciﬁc contrast between the days that allowed us to equate for differences in
retrieval performance, conﬁdence, and reaction times (day 1, runs 5–7 vs. day 2, run
1; Results, Schema consolidation). Results showed decreased coupling between the
bilateral hippocampus and MPFC, as well as lateral occipital cortex during schema
retrieval on day 2 as compared to day 1 (day 1 > day 2; Figure 5.11B; Table 5.7, lower
part). No region showed increased functional coupling with the hippocampus during
retrieval on day 2 as compared to day 1 (day 2 > day 1).
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Figure 5.11: Hippocampal connectivity during schema retrieval. (A) Hippocampal connectivity
during general schema retrieval (compared to the perceptual baseline) across both days (day 1 & day 2).
Additionally, connectivity results are projected onto a surface-based ﬂatmap. Relevant structures are
labeled: AG, angular gyrus; ATL, anterior temporal lobe; IFG, inferior frontal gyrus; IOG, inferior occipital
gyrus; MPFC, medial prefrontal cortex; MTS, medial temporal sulcus; PCC, posterior cingulate cortex; PHC,
parahippocampal cortex; SFG, superior frontal gyrus. Regions of the retrieval network are highlighted in
bold font. Dashed lines are inserted to aid orientation: a, border between medial and lateral prefrontal
cortices; b, central sulcus; c, superior temporal gyrus; d, border between ventromedial and -lateral
temporal cortices. LH – left hemisphere, RH – right hemisphere. (B) Decreased hippocampal-neocortical
coupling during schema retrieval from day 1 to day 2 (day 1 > day 2). For display purposes, all maps were
resliced to a voxel dimension of 0.5mm isotropic and are shown at p < 0.001, uncorrected. Signiﬁcant
clusters are noted in Table 5.7. L – left.
140 Chapter 5
Cha
pte
r5
SUPPLEMENTARY FIGURES AND TABLES
Figure 5.12: Figure supplement 1 for Figure 5.1. Multi-voxel pattern analysis (MVPA). (A) We used
MVPA to discriminate between schema components, which were deﬁned as (1) rule-based associations
(spatial vs. non-spatial, while collapsing across circle pairs 1–4), and (2) low-level visual features of the
stimulus material (circle pair 1 + 2 vs. 3 + 4, while collapsing across spatial and non-spatial schema
conditions). Numbers were not shown to subjects. (B) First, we trained a classiﬁer on day 2 (black)
and tested every independent run of the same day (dashed line), using a seven-fold leave-one-run-out
cross-validation procedure. (C) Next, we tested the generalization of multi-voxel patterns across days
by training a classiﬁer on day 2 (black) and testing it on day 1 (dashed line). (D) Finally, a classiﬁer was
trained on day 2 (black) and tested on data from the transfer test (dashed line). For a detailed description
of the analysis please see Materials and methods, Multi-voxel pattern analysis.
Figure 5.13: Figure supplement 2 for Figure 5.1. Experimental trials. (A) During encoding trials, sub-
jects received a cue (2 s) to apply either the spatial or non-spatial schema. Circle pairs were presented (3
s) and a response indicating the outcome was necessary (2 s). The correct feedback was provided (2 s).
(B) During retrieval, subjects received a cue (2 s) to apply either the spatial or non-spatial schema. Circle
pairs were presented (3 s) and a response indicating the outcome (2 s), and a conﬁdence rating (2 s) were
necessary. (C) Perceptual baseline trials matched the structure and timing of encoding and retrieval trials.
They were independent of the rule-based schemas and a response option was marked (Materials and
methods, Material and task and Material and task, Procedure)
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Table 5.1: Activation during schema retrieval. Clusters that showed signiﬁcant BOLD increases during
retrieval of rule-based schema memories across days, before, and after a 24-hour-delay. Italic font
indicates contrasts. Retrieval was compared to the perceptual baseline. MNI coordinates (x, y, z)
represent the location of peak voxels. We report the local maximum of each cluster. Effects were
tested for signiﬁcance using cluster-inference with a cluster-deﬁning threshold of p < 0.001 and a cluster-
probability of p < 0.05 family-wise error (FWE) corrected for multiple comparisons (critical cluster size:
86). L – left, R – right.
Contrast & brain region x y z Z-value Cluster size
Day 1 & day 2
L superior frontal gyrus -5 5 52 766
L superior parietal gyrus -22 -60 40 9440
L middle frontal gyrus -28 -5 45 938
R middle frontal gyrus 32 -2 48 260
L insular cortex -32 20 8 5.53 126
Day 1 > day 2
L cuneus -2 -95 10 2814
L superior frontal gyrus -5 5 52 6.14 165
Cerebellum -35 -50 -32 4.37 161
Day 2 > day 1
L cingulate gyrus 0 -40 42 5.38 593
R supramarginal gyrus 55 -22 30 4.32 156
R superior frontal gyrus 5 -45 -2 3.93 95
R middle temporal gyrus 58 -50 0 3.85 106
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Table 5.2: Schema retrieval networks: MPFC and PCC. Clusters that showed a signiﬁcant increase
in connectivity during schema retrieval: MPFC (x = -2, y = 35, z = -2) and PCC (x = 2, y = -45, z = 22).
Italic font indicates contrasts. Retrieval was compared to the perceptual baseline. MNI coordinates
(x, y, z) represent the location of peak voxels. We report the local maximum of each cluster. Effects
were tested for signiﬁcance using cluster-inference with a cluster-deﬁning threshold of p < 0.001 and a
cluster-probability of p < 0.05 family-wise error (FWE) corrected for multiple comparisons (critical cluster
sizes; MPFC seed: spatial, 89 voxels; non-spatial, 95 voxels; PCC seed: 89 voxels for both conditions). L –
left, R – right.
Contrast & brain region x y z Z-value Cluster size
Seed MPFC, Spatial > control
R superior frontal gyrus 10 58 5 5.11 362
L angular gyrus -45 -72 35 4.84 206
R parahippocampal gyrus 28 -35 -10 4.69 126
L precuneus -10 -60 20 4.66 1008
L precentral gyrus -52 -12 45 4.11 96
L parahippocampal gyrus -28 -38 -10 3.82 141
Seed MPFC, Non-spatial > control
L cingulate gyrus -5 38 8 4.26 314
Seed PCC, Spatial > control
L cingulate gyrus -10 -45 8 5.07 1746
R cingulate gyrus 12 30 20 4.68 685
L precentral gyrus -55 8 2 4.64 1002
R insular cortex 35 -22 8 4.62 120
L parahippocampal gyrus -32 -35 -15 4.49 553
R inferior frontal gyrus 52 18 12 4.44 279
L angular gyrus -48 70 40 4.42 106
R superior temporal gyrus 45 -2 -12 4.30 663
Cerebellum 12 -72 -28 4.23 142
Cerebellum -15 -58 -35 4.00 164
Seed PCC, Non-spatial > control
L precuneus -2 -65 30 5.49 3597
L precentral gyrus -55 -8 45 4.89 680
R middle temporal gyrus 65 -18 -8 4.58 716
R superior frontal gyrus 12 25 28 4.27 587
L angular gyrus -48 -70 38 4.19 184
Cerebellum -20 -68 -28 4.03 282
R middle frontal gyrus 18 65 12 3.81 156
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Table 5.3: Multi-voxel representations of schema components. Clusters that signiﬁcantly discrimi-
nated schema component representations (rule-based associations, low-level visual features). Italic font
indicates the type of MVPA analysis (day 1, training the classiﬁer on day 2 and testing it on day 1; day
2, training the classiﬁer on day 2 and testing it on day 2 using cross-validation; Materials and methods,
Multi-voxel pattern analysis). MNI coordinates (x, y, z) represent the location of peak voxels. We report
the ﬁrst two local maxima (> 8mm apart) within each cluster (rule-based associations), and the local max-
imum for the low-level visual feature MVPAs. Effects were tested for signiﬁcance using cluster-inference
with a cluster-deﬁning threshold of p < 0.001 and a cluster-probability of p < 0.05 family-wise error (FWE)
corrected for multiple comparisons (critical cluster sizes: day 2, rule-based associations, 74 voxels; day 2,
low-level visual features, 72 voxels; day 1, low-level visual features, 70 voxels). L – left, R – right.
Contrast & brain region x y z Z-value Cluster size
MVPA day 2, rule-based associations
R lateral orbitofrontal gyrus 42 42 -18 4.14 75
L middle occipital gyrus -30 -75 32 4.13 102
L angular gyrus -38 -70 32 3.73
MVPA day 2, low-level visual features
L cuneus 0 -82 8 16630
MVPA day 1, low-level visual features
R lingual gyrus 2 -78 -2 15599
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Table 5.4: Schema convergence networks. Clusters that showed a signiﬁcant increase in AG connectiv-
ity during schema retrieval. Retrieval was compared to the perceptual baseline. The seed was deﬁned
as overlap between schema components, as determined with MVPA (Figure 5.5A). Italic font indicates
contrasts. MNI coordinates (x, y, z) represent the location of peak voxels. We report the local maximum
of each cluster. For the non-spatial schema condition we report the ﬁrst 15 local maxima (> 8mm apart).
Effects were tested for signiﬁcance using cluster-inference with a cluster-deﬁning threshold of p < 0.001
and a cluster-probability of p < 0.05 family-wise error (FWE) corrected for multiple comparisons (critical
cluster sizes: spatial, 88 voxels; non-spatial, 83 voxels). L – left, R – right.
Contrast & brain region x y z Z-value Cluster size
Spatial > control
L middle occipital gyrus -30 -80 32 5.90 553
R middle frontal gyrus 42 22 45 5.37 182
L middle frontal gyrus -32 18 52 5.19 380
Cerebellum 15 -75 -28 4.96 1553
R inferior temporal gyrus 55 -58 -12 4.94 259
L inferior frontal gyrus -40 20 2 4.61 922
R angular gyurs 42 -65 50 4.56 701
L fusiform gyrus -32 -35 -25 4.50 352
L middle frontal gyrus -18 45 28 4.50 509
L superior parietal gyrus -15 -60 18 4.39 261
R superior parietal gyrus 20 -55 18 4.19 109
R precuneus 8 -55 40 4.12 152
R insular cortex 38 -8 0 4.08 95
R superior temporal gyrus 65 -18 2 4.03 107
R inferior frontal gyrus 52 35 22 3.95 456
Non-spatial > control
L superior frontal gyrus 0 -5 48 5.87 22582
L inferior frontal gyrus -38 15 5 5.77
Cerebellum -15 -75 -38 5.76
L angular gyrus -32 -78 42 5.63
R fusiform gyrus 48 -55 -22 5.54
L inferior frontal gyrus -35 28 2 5.52
R middle temporal gyrus 62 -12 -12 5.43
R fusiform gyrus 45 -45 -22 5.42
L middle frontal gyrus -38 12 52 5.42
R superior frontal gyrus 2 28 52 5.42
L superior temporal gyrus -52 -5 -8 5.40
R superior frontal gyrus 8 8 52 5.32
Cerebellum -25 -60 -35 5.32
L middle temporal gyrus -62 -58 2 5.31
R superior frontal gyrus 8 28 40 5.30
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Table 5.5: Transfer test: multi-voxel representations of schema components. Clusters that sig-
niﬁcantly discriminated schema component representations (rule-based associations, low-level visual
features) during the transfer test. Italic font indicates the type of MVPA analysis. MNI coordinates (x, y,
z) represent the location of peak voxels. We report the ﬁrst three local maxima (>8 mm apart) within
each cluster (rule-based associations), and the local maximum for the low-level visual features analysis.
Effects were tested for signiﬁcance using cluster-inference with a cluster-deﬁning threshold of P < 0.005
(rule-based associations) or p < 0.001 (low-level visual features) and a cluster-probability of p < 0.05
family-wise error (FWE) corrected for multiple comparisons (critical cluster sizes: rule-based associations,
172 voxels; low-level visual features, 60 voxels). L – left, R – right.
Contrast & brain region x y z Z-value Cluster size
MVPA transfer test, rule-based associations
L superior occipital gyrus -15 -78 22 3.63 211
L angular gyrus -35 -72 35 3.57
L superior occipital gyrus -12 -90 20 3.23
MVPA transfer test, low-level visual features
L lingual gyrus -12 -82 8 11692
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Table 5.6: Multi-voxel representations of low-level visual features on day 1. Clusters that signiﬁ-
cantly discriminated the low-level visual features during retrieval on day 1. Italic font indicates the type
of MVPA analysis (day 1, training and testing the classiﬁer on day 1 using cross-validation; Materials and
methods, Complementary analysis: AG involvement in schema retrieval on day 1). MNI coordinates
(x, y, z) represent the location of peak voxels. We report the local maximum of each cluster. Effects
were tested for signiﬁcance using cluster-inference with a cluster-deﬁning threshold of p < 0.001 and a
cluster-probability of p < 0.05 family-wise error (FWE) corrected for multiple comparisons (critical cluster
sizes: upper part, 80 voxels; lower part, 65 voxels). L – left, R – right.
Contrast & brain region x y z Z-value Cluster size
MVPA day 1, all trials, N = 23
R middle occipital gyrus 12 -88 10 16470
R inferior temporal gyrus 40 12 -40 3.92 180
MVPA day 1, correct and
high conﬁdence trials, N =14
R middle occipital gyrus 12 -88 10 6.24 12975
L postcentral gyrus -52 -22 40 4.32 83
L insular cortex -35 10 2 4.27 75
R inferior frontal gyrus 50 5 0 3.88 91
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Table 5.7: Hippocampal connectivity during schema retrieval. Clusters that showed a signiﬁcant
increase in hippocampal connectivity during schema retrieval (Materials and methods, Complementary
analysis: hippocampal connectivity during schema retrieval). Italic font indicates contrasts. Retrieval
(collapsed across spatial and non-spatial schema conditions) was compared to the perceptual baseline.
MNI coordinates (x, y, z) represent the location of peak voxels. We report the local maximum of each
cluster. Effects were tested for signiﬁcance using cluster-inference with a cluster-deﬁning threshold of p
< 0.001 and a cluster-probability of p < 0.05 family-wise error (FWE) corrected for multiple comparisons
(critical cluster size = 76 voxels). L – left, R – right.
Contrast & brain region x y z Z-value Cluster size
Day 1 & day 2
R precuneus 2 -55 18 7.06 18139
Cerebellum -5 -52 -45 6.04 602
R angular gyrus 52 -60 30 4.84 339
R superior parietal gyrus 28 -38 58 4.62 139
L insular cortex -32 -20 20 4.57 90
R middle occipital gyrus 32 -80 40 3.94 111
Day 1 > day 2
R cingulate gyrus 2 22 -5 5.12 162
R middle occipital gyrus 35 -90 0 4.91 279
L middle occipital gyrus -38 -88 -2 4.43 295
R superior frontal gyrus 28 5 70 4.23 108
R middle frontal gyrus 22 58 18 4.01 144
R cingulate gyrus 5 40 15 4.01 87
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CHAPTER 6
GENERAL DISCUSSION
In the beginning of this thesis, I discussed that memories are thought to be organized
within hippocampal-neocortical networks. The hippocampus andMPFC are assumed
to link speciﬁc memory components that are stored in posterior representational
regions. Here, I aimed to answer speciﬁc questions regarding memory organization
during encoding, consolidation, and retrieval:
How are durable memories formed and organized at encoding?
How does consolidation re-organize memory representations?
How can we modulate human memory consolidation?
If memories are organized in a distributed network, how and where do they
converge upon retrieval?
I will start out with a summary of the main ﬁndings, structured according to the
above questions. After this, I will attempt a more in-depth integration of our results
into the existing literature. I will name the strengths of our approach, but also
discuss possible limitations and how they could be overcome in future studies.
Lastly, I will come to a general conclusion.
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SUMMARY OF FINDINGS
In the work presented in the preceding experimental chapters we addressed the
topic ofmemory organization during encoding, consolidation, and retrieval. Through-
out, we used fMRI in healthy human subjects to infer brain activation during
mnemonic processing, and combined different experimental manipulations with
various analysis approaches, such as univariate-, multivariate-, and connectivity
techniques. Here, I will give a summary of our main ﬁndings.
HOW ARE DURABLE MEMORIES FORMED AND ORGANIZED AT ENCODING?
Memories are partly formed as we initially encode information. We showed that pat-
tern similarity, or consistent processing, in the posterior cingulate cortex predicted
associative memory formation, irrespective of the eventual durability of a memory
trace (Chapter 2). If this was paralleled by additional activation increases in regions
typically related to encoding, and enhanced pattern similarity in regions involved in
later retrieval, formed memories appeared durable for at least 48 hours.
HOW DOES CONSOLIDATION RE-ORGANIZE MEMORY REPRESENTATIONS?
Memory stabilization depends on hippocampal-neocortical interactions. We found
that increased connectivity between hippocampus, thalamus, medial prefrontal, and
posterior representational regions during rest immediately after learning was related
to the proportion of durable memories subjects formed (Chapter 3). Additional
thalamic interactions with posterior cingulate-, retrosplenial-, and occipito-temporal
cortices appeared to strengthen neocortical representations to persist for at least 48
hours. These dynamics were speciﬁc for resting-state after, but not before learning.
As consolidation progresses, hippocampal-neocortical connections are downscaled
while cortico-cortical connections are promoted. We showed that the MPFC and
posterior cingulate cortex, together with posterior representational regions, yielded
increased activation during the retrieval of abstract, rule-based schema material
after 24 hours (Chapter 5). Retrieval-related hippocampal coupling with the MPFC
and occipito-temporal regions decreased across days. Furthermore, schema rep-
resentations were partly re-organized over time. That is, while the neuronal repre-
sentations of the low-level visual features generalized across days, representations
for higher-level rule-based associations of the schema did not generalize, and thus
consolidated, over 24 hours.
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HOW CAN WE MODULATE HUMAN MEMORY CONSOLIDATION?
Memory formation depends on catecholaminergic signaling early after encoding,
which in turn is followed by systems consolidation. We did not ﬁnd increased associa-
tive memory performance in subjects who received methylphenidate as compared
to placebo 72 hours after drug intake (Chapter 4). Furthermore, catecholaminergic
modulation of early synaptic consolidation, as tested here, did not seem to promote
or accelerate the subsequent neocortical stabilization. However, retrieval-related
neural processes differed between groups, depending on individual variations in
baseline levels of catecholamine synthesis capacity.
Another way to manipulate memory formation is with prior knowledge, or schemas,
as they facilitate the encoding and consolidation of new, related information. Indeed,
we found that subjects employed consolidated, rule-based schemas to solve and
integrate novel, related trials (as demonstrated by the generalization of multi-voxel
representations to a transfer test, and by decreased reaction times, Chapter 5).
IF MEMORIES ARE ORGANIZED IN A DISTRIBUTED NETWORK, HOW AND WHERE DO THEY
CONVERGE UPON RETRIEVAL?
Durable, stabilized memories are assumed to be stored in a distributed network.
This is particularly true for schema memories, which argues for the need to “bind”
information in order to retrieve a memory as a whole. We found that the angular
gyrus dissociated the multi-voxel representations of different schema components
(Chapter 5). This, however, was only the case after 24-hour consolidation and during
a delayed transfer test, but not before. Thus, we reasoned that the angular gyrus
recombined consolidated, schematic memory components upon retrieval.
Additionally, durable associative memory retrieval at an immediate memory test
was related to increased activation in the hippocampus, MTL, medial and lateral
prefrontal cortex, angular gyrus, and posterior representational regions, compared
to retrieval of weak or forgotten (incorrect) material (Chapter 2). This activation
proﬁle was similar for the retrieval of weak relative to forgotten associations, but ap-
peared to decrease with decreasing memory durability. Thus, the fate of a memory
representation becomes apparent during recent retrieval.
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ONMEMORY ORGANIZATION: INTEGRATION OF FINDINGS
ENCODING
Typically, successful memory encoding is associated with increased activation in
hippocampus, surrounding MTLs, and lateral prefrontal cortex (Brewer, 1998; Wag-
ner et al., 1998; Spaniol et al., 2009; Kim, 2011), and often this is accompanied by
decreased activation in the posterior cingulate cortex (Daselaar et al., 2004, 2009;
Huijbers et al., 2012). Since memory is often tested only once and brieﬂy follow-
ing learning, no assumptions can be drawn about the encoding of durable, longer
lasting memories. Here, we showed that the typical subsequent memory effect
is likely produced by a mixture of durable and weak material, as we did not ﬁnd
activation differences between weak and forgotten trials (Chapter 2). To the best
of our knowledge, this is in line with one other report (Carr et al., 2010). Carr and
colleagues (2010) focused on activation within MTL regions and reported increased
activation for durable recollection only. This raises the question how weak memories
can be remembered, also if it may only be until brieﬂy after encoding.
While previous studies on memory durability focused on activation and connectivity
(Uncapher and Rugg, 2005; Carr et al., 2010; Liu et al., 2014; Sneve et al., 2015), we
established that pattern similarity, or consistent processing across trials, underlies
associativememory formation (Chapter 2). In other words, since the content of each
stimulus pair was unique, the joint feature between all of them was the successful
build-up of an association. Here, the posterior cingulate cortex appeared to hold a
relevant position as it predicted successful memory formation irrespective of the
eventual memory durability. Most likely, pattern similarity at encoding is inﬂuenced
by attention (Aly and Turk-Browne 2015, 2016; or see Woolgar et al. 2015 for a
classiﬁcation-based approach). The lateral prefrontal cortex, which was discussed
to organize memory processing via top-down control (Simons and Spiers, 2003;
Blumenfeld and Ranganath, 2007), might modulate fronto-parietal interactions to
guide attention to relevant mnemonic content, thereby enhancing pattern similarity
and memory formation (Xue et al., 2013; Lu et al., 2015).
In a similar vein, increased pattern similarity at encoding might result from a sup-
pression of noise. This might entail a blockage of information ﬂow into a region to
cancel out irrelevant information processing, as formerly hypothesized to occur in
regions along the ventral visual pathway. There, the BOLD signal in response to a
stimulus can be ampliﬁed and noise attenuated through spatial attention (Kastner
et al., 1998; Lu et al., 2011), and by task-relevance (Jehee et al., 2011; Poort et al.,
2015). For instance, Kastner and colleagues (1998) showed that simultaneous stim-
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ulus presentation decreased the BOLD signal relative to sequential presentation.
Conversely, attention to a speciﬁc stimulus increased the BOLD signal in response
to that stimulus more strongly during simultaneous as compared to sequential
stimulus presentation. The authors interpreted this signal increase as a suppression
of noise, or resolving interference caused by competitors, which could promote the
preferential processing of target stimuli. Potentially, the posterior cingulate cortex
might serve a similar purpose during encoding.
More evidence comes from electrophysiological studies. Information processing in
the rhinal cortex was shown to precede hippocampal processing (Fernández et al.,
1999) and is hence assumed to provide input into the hippocampus (Fernández and
Tendolkar, 2006). Fell and colleagues (2001) showed that successful memory forma-
tion was associated with an initial increase in gamma-band phase synchronization
between rhinal cortex and hippocampus, followed by a later desynchronization. This
transient desynchronization might prevent information ﬂow into the hippocampus
(Rodriguez et al., 1999; Fell et al., 2001), again promoting coherent processing within
this region that possibly supports successful memory formation.
Finally, we observed increased pattern similarity during encoding of durable memo-
ries within a set of regions that was related to later memory retrieval. Speculatively,
this might reﬂect the retrieval of previously learned information to ﬂexibly embed
new incoming associations (Maguire et al., 1999; Bird et al., 2015). Although subjects
did not have prior knowledge about the associative material in Chapter 2, they
reported the use of encoding strategies, such as making up a story between all
pictures that were associated with the same location. The encoding of a novel
picture-location association might thus have triggered the integration with other
pictures associated with the same location (van Kesteren et al., 2013; Schlichting and
Preston, 2015). This is also in line with a predictive coding framework. We constantly
try to make sense of the world around us in order to guide future encoding and to
minimize prediction error (Friston, 2005; Fernández and Tendolkar, 2006; Henson
and Gagnepain, 2010; van Kesteren et al., 2012). It might thus be diﬃcult to dissociate
encoding and retrieval. Rather, the interplay between the two might form durable
memories.
To summarize, at the outset of this thesis, we highlighted hippocampal and MPFC
contributions to durable memory formation. With our experimental work, we
showed that the posterior cingulate cortex seems to hold a relevant role for asso-
ciative memory formation. Based on our results from Chapter 2, we developed a
processing model for durable encoding. Presumably, activation and pattern simi-
larity do not follow the same stepwise, monotonic signal increase with increasing
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memory durability. First, we suggest that pattern similarity in the posterior cingulate
cortex might represent an initial “threshold” for associative memory formation that
needs to be overcome. Second, pattern similarity appears to increase linearly with
memory durability, whereby activation seems most relevant for the formation of
durable memories (see also Figure 2.6). Thus, our results shed new light on the
whole-brain dynamics relevant for durable memory formation. These dynamics
might also rely on attention to task-relevant features, along with the suppression of
irrelevant information, and on the concurrent retrieval of prior knowledge.
CONSOLIDATION
Memory stabilization depends on synaptic- and systems consolidation (McGaugh,
2000; Dudai, 2004; Squire et al., 2015) during awake rest (Peigneux et al., 2006;
Tambini et al., 2010; van Kesteren et al., 2010b; Staresina et al., 2013; Tambini and
Davachi, 2013; Schlichting and Preston, 2015; de Voogd et al., 2016) and sleep (Gais
et al., 2007; Rasch et al., 2007; Diekelmann and Born, 2010; Deuker et al., 2013; Igloi
et al., 2015). Although the temporal relationship between these stages and their
actual duration are currently unclear, it is assumed that systems consolidation is
not possible without prior stabilization at the synaptic level. Therefore, synaptic
consolidation is thought to lay the groundwork for durable memory formation.
A theoretical framework of how cellular events at encoding can lead to a long-lasting
synaptic change, is provided by the synaptic tagging and capture hypothesis (Morris
and Frey, 1997; Redondo and Morris, 2011). The synaptic “tag” provided by LTP has
to be “captured” by the synthesis of plasticity-related proteins within the ﬁrst few
hours after encoding (thereby creating the potential for a durable memory), or it
will otherwise decay (resulting in a weak, eventually fading memory). This critically
relies on catecholaminergic signaling (i.e. activation of the NE and DA transmit-
ter systems; Frey et al., 1991; Lisman and Grace, 2005; Moncada and Viola, 2007;
Rossato et al., 2009; Benchenane et al., 2010; Bethus et al., 2010; Wang et al., 2010;
Moncada et al., 2011; McNamara et al., 2014; Gomperts et al., 2015; Gruber et al., 2016;
Novitskaya et al., 2016). In Chapter 4, we asked if catecholaminergic modulation by
methylphenidate during early consolidation would affect long-term memory reten-
tion in humans. Although we did not ﬁnd behavioral evidence for better memory
retention 72 hours after catecholaminergic modulation, the modulatory effects on
memory representations were dependent on baseline levels of catecholamine syn-
thesis capacity (Kimberg et al., 1997; Mehta et al., 2000). At optimal levels, additional
methylphenidate seemed detrimental rather than beneﬁcial on “neural eﬃciency”
during delayed retrieval (Gibbs and D’Esposito, 2005; Rypma et al., 2006). Eﬃcient
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retrieval entailed less activation but more connectivity, reﬂecting a better integra-
tion of mnemonic features into a conjunctive, episodic-like memory representation,
as well as memory stabilization within an extended hippocampal-neocortical net-
work. Notably, systems consolidation would predict less hippocampal-neocortical
interactions with consolidation (Frankland and Bontempi, 2005); thus seemingly
contradicting our claim of eﬃcient retrieval after synaptic and subsequent systems
consolidation. Hippocampal involvement, however, might gradually decrease over
time, but the hippocampus might remain involved in remote memory processing.
Measuring fMRI during immediate retrieval would have been helpful to be able to
test this proposed hippocampal decrease with consolidation.
Another possibility to modulate (encoding and) consolidation is through prior knowl-
edge, or schemas (Bartlett, 1932; Wang et al., 2010; van Kesteren et al., 2012; Ghosh
and Gilboa, 2014). Prior knowledge helps to integrate and to stabilize new informa-
tion, and so can accelerate and promote consolidation and subsequent retrieval
(Tse et al., 2007, 2011; van Kesteren et al., 2010a,b). The hippocampus was shown to
develop neuronal representations of hierarchically organized schemas (McKenzie
et al., 2014), and these representations can bias new encoding through “preplay”
and thus speed up new learning (Dragoi and Tonegawa, 2013). The retention of
schema-related memories was related to sleep spindle density in humans (Hen-
nies et al., 2016), as well as to increased hippocampal-MPFC connectivity during
post-encoding rest (van Kesteren et al., 2010b). An interesting next step would be
to directly compare the effects of catecholaminergic modulation (depending on
individual baseline levels) and prior knowledge on early consolidation, and to test
their interdependency.
Following permanent synaptic changes, durable memory consolidation is achieved
via hippocampal-neocortical interactions and stabilization of the memory trace
within distributed networks. Hippocampal memory representations are thought
to provide an initial “index” that binds the different aspects of a memory (Marr,
1971; Teyler and DiScenna, 1986; Teyler and Rudy, 2007), which are in turn stored
in modality-speciﬁc neocortical regions (Marr, 1970; McClelland et al., 1995). As
discussed, memories undergo re-organization, such that the MPFC takes over the
mnemonic binding function and becomes relevant for remote memory retrieval
after the passage of time (Bontempi et al., 1999; Frankland and Bontempi, 2005;
Takehara-Nishiuchi and McNaughton, 2008; Takashima et al., 2009; Lesburguères
et al., 2011). Interactions between hippocampus and MPFC are, however, mediated
by the thalamus (Vertes et al., 2007; Xu and Südhof, 2013). Increased connectivity
between hippocampus, midline and anterior thalamus, MPFC, and posterior rep-
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resentational regions promoted durable memory consolidation during rest after
learning (Chapter 4). Additional thalamic interactions with posterior cingulate-,
retrosplenial-, and occipito-temporal cortices appeared to speciﬁcally strengthen
durable neocortical representations.
The thalamus was hypothesized to orchestrate cortico-cortical connections (Sher-
man, 2016). It contributes to sleep spindles which are thought to coincide with
memory “replay” (Piantoni et al., 2016). Speculatively, this might be related to a
thalamic switch in neuronal ﬁring from tonic to burst ﬁring mode, which is partic-
ularly common during slow-wave sleep (Sherman, 2001). Furthermore, Logothetis
and colleagues (2012) demonstrated thalamic suppression at times of hippocampal
sharp-wave ripples, while most of the cortex was activated. This was interpreted as
suppression of informational processing to guide “oﬄine”memory consolidation.
Kaplan and colleagues (2016) further showed selective activation of the posterior cin-
gulate cortex at times of ripple events. Altogether, this speaks for thalamo-cortical
interactions during rest that support durable memory formation. To accomplish
this, the thalamus might orchestrate interplay between memory regions, including
hippocampus, MPFC, posterior cingulate cortex, and modality-speciﬁc representa-
tional areas. This might be speciﬁc for early consolidation processes since thalamic
relay of hippocampal-MPFC interactions is thought to diminish over time (Thielen
et al., 2015) – although cortico-cortical connections are likely to never become fully
thalamus-independent (Sherman, 2016).
Ultimately, synaptic consolidation should lead to systems consolidation and long-
term stabilization of the memory trace, resulting in durable memory (Frankland
and Bontempi, 2005). The MPFC and posterior cingulate cortex, together with
posterior representational regions, showed increased activation during retrieval of
schemas 24-hours after initial encoding (Chapter 5). Importantly, this comparison
was controlled for task-performance, conﬁdence, and reaction times, and our results
can thus not be explained by a decrease in retrieval diﬃculty (Rudy et al., 2005).
Furthermore, the posterior cingulate cortex revealed enhanced retrieval-related
connectivity with the hippocampus and surrounding MTL, MPFC, angular gyrus,
and occipito-temporal regions. Hence, the hippocampus was still involved during
schema retrieval after 24-hour-consolidation; this delay might not be enough for
memories to become hippocampal-independent. While the another extreme states
that (episodic) memories will always rely on the hippocampus (Nadel andMoscovitch,
1997), a middle ground yields, in my opinion, the most likely scenario. Hippocampal
involvement might gradually decrease over time, but the hippocampus might still
remain involved in remote memory processing (e.g., Bonnici et al., 2012). Indeed,
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we found decreased, retrieval-related hippocampal coupling with the MPFC and
occipito-temporal representation regions across days (Chapter 5).
Finally, as I will also discuss in the following section, we found that schematic mem-
ory components converged within angular gyrus during retrieval. Convergence only
happened after 24-hour-consolidation and during a transfer test where schema
material was applied to novel but related trials (Chapter 5). We found that schema
representations were partly re-organized over time. That is, while the neuronal
representations of the low-level visual features generalized across days, representa-
tions for higher-level rule-based associations of the schema appeared to re-organize
over 24 hours.
In summary, the results of this thesis paint a consistent picture of memory re-
organization upon consolidation. I conclude that early synaptic consolidation de-
pends on catecholaminergic signaling, and can be inﬂuenced by prior knowledge.
At the systems level, hippocampal-neocortical interactions are mediated by thala-
mic sub-regions, which strengthen neocortical memory representations to become
durable. After a night of sleep, neocortical structures show increased engagement
in (schema) memory retrieval, while hippocampal-neocortical connections seem
less involved. This speaks for a relative re-weighting and re-organization of memory
representations upon consolidation.
RETRIEVAL
Finally, one can retrieve a memory after successful consolidation. Although it is as-
sumed that memories are stored within distributed neocortical networks (Schacter
et al., 1998; Wang et al., 2010), we reconstruct the memory as a whole. This is remark-
able, and argues for the need to “bind” information from distributed neocortical
modules upon retrieval.
Schema memories in particular are thought to be stored as associative knowledge
structures (Bartlett, 1932). Their different components, or “features” (van Kesteren
et al., 2010a) are stored separately, and in an inter-connected fashion (Wang et al.,
2010). Although retrieval typically involves a set of regions, including the hippocam-
pus, MTL, MPFC, posterior cingulate cortex, and angular gyrus (Duarte et al., 2011;
Hayama et al., 2012; Rugg and Vilberg, 2012; Watrous et al., 2013; King et al., 2015, and
see also results from Chapter 5), some regions might be better suited than others
to subserve the proposed “binding” of mnemonic content. Especially the MPFC is
relevant for schema retrieval (van Kesteren et al., 2010a; Tse et al., 2011; Kroes and
Fernandez, 2012; Ghosh and Gilboa, 2014; Warren et al., 2014; Spalding et al., 2015).
Furthermore, the angular gyrus has been discussed to recombine semantic informa-
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tion (Binder et al., 2009; Shimamura, 2011; Price et al., 2015). Indeed, we found that
the neuronal representations of different schema components were dissociable
within the angular gyrus (Chapter 5). Angular gyrus processing has been associated
with memory search, memory-based decision making, and attention (Wagner et al.,
2005; Cabeza et al., 2008; Ciaramelli et al., 2008; Gilmore et al., 2015). More broadly,
the angular gyrus is regarded as heteromodal association cortex (Binder et al., 2009),
that recombines information (Treisman and Gelade, 1980; Friedman-Hill et al., 1995;
Shimamura, 2011; Kesner, 2012; Price et al., 2015). In line with this, the angular gyrus
was shown to “reinstate”, or represent, episodic memories during (multimodal)
retrieval (Kuhl and Chun, 2014; Bonnici et al., 2016), as well as semantic memories
regardless of their uni-, or multi-modality (Bonnici et al., 2016). We found that the
“convergence” of schema material only occurred after 24-hour-consolidation and
during a delayed transfer test, but not during immediate retrieval (Chapter 5). Thus,
in the case of schematic memories, angular gyrus involvement might depend on
re-organization due to consolidation, and the angular gyrus might thus fulﬁll a role
similar to the hippocampus during recent episodic memory retrieval (Frankland and
Bontempi, 2005).
Besides the angular gyrus, the anterior temporal lobes were implicated in semantic
processing (Patterson et al., 2007; Hoffman et al., 2014; Coutanche and Thompson-
Schill, 2015; Shimotake et al., 2015; Jackson et al., 2016). One possibility would be
that the angular gyrus and anterior temporal lobes are differentially involved in
the representation of different types of semantic, conceptual information. Another
possibility is that their relative engagement changes throughout encoding, consoli-
dation, and retrieval. For instance, the anterior temporal lobes might be of special
importance for the encoding and acquisition of concepts, whereas the angular
gyrus might be relevant for (consolidated) retrieval and recombination of (semantic)
information. Therefore, it is quite possible that these regions link memory repre-
sentations at different times throughout memory formation. This could be tackled
in a schema-learning experiment that can capture gradual performance-related
increases (Kumaran et al., 2009; van Buuren et al., 2014), or by a re-analysis of data
in Chapter 5.
Despite this robust involvement of the angular gyrus, successful memory retrieval
is not per se dependent on intact parietal function (Simons et al., 2008; Berryhill
et al., 2009). Patients with parietal lobe damage can successfully retrieve memories,
but the subjective vividness and conﬁdence seems diminished (Berryhill et al., 2007;
Simons et al., 2008, 2010; Olson and Berryhill, 2009; Yazar et al., 2014). Further-
more, patients can exhibit “conjunction errors”, where memories are retrieved but
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falsely recombined (Friedman-Hill et al., 1995; Kesner, 2012). MPFC lesions, on the
other hand, were related to reduced false memory recall, indicating a diminished
inﬂuence of schema-related memory processing (Ghosh and Gilboa, 2014; Warren
et al., 2014; Spalding et al., 2015). Therefore, damage to both MPFC and angular
gyrus is associated with speciﬁc, subtle memory deﬁcits but does not abolish the
ability to retrieve. This supports the assumption of strengthened cortico-cortical
connections after consolidation, and we suggest that these might act as a back-up
for retrieval in cases of disruption. However, fully conﬁdent, correctly recombined,
and detailed associative memory retrieval might depend on the (network) integrity
of hippocampus, MTL, medial prefrontal and posterior cingulate cortices, angular
gyrus, and posterior representational structures.
While the MPFC supports retrieval and is assumed to link information stored in
posterior representational regions (van Kesteren et al., 2010a), it did not actually
hold representations of abstract, schema components during retrieval. This role
was speciﬁc for the angular gyrus (Chapter 5). Potentially, this could be explained
by a hierarchical indexing scheme (Teyler and Rudy, 2007), where a ﬁrst index (e.g.,
in the MPFC) points towards another association area (e.g., angular gyrus), which
in turn binds together the different signatures from neocortical regions. How this
hierarchical indexing scheme is organized, might depend on (1) the current stage of
consolidation (i.e. from hippocampus > MPFC > angular gyrus), (2) the material to-be-
consolidated (e.g., episodic vs. semantic), or (3) in the case of semantic information,
its level of abstraction (that is, speciﬁc schemas that might entail more episodic
information, or very broad schemas that are highly abstracted and thus applicable
to a wide range of instances, such as rule-based schema material). I propose an
extension of systems consolidation theory in Figure 6.1.
Altogether, schemas promote and facilitate encoding and consolidation and can thus
lead to durable memories. We found that durable, recent memory retrieval at an
immediate test was related to increased activation in the hippocampus, MTL, medial
and lateral prefrontal cortex, angular gyrus, and posterior representational regions,
compared to the retrieval of weak or forgotten (incorrect) material (Chapter 2). This
activation proﬁle was similar for the retrieval of weak over forgotten associations,
but appeared to decrease monotonically with decreasing memory durability. To the
best of our knowledge, this is the ﬁrst report of memory durability effects during
retrieval. This shows that the fate of a memory representation becomes apparent
based on the neuronal response proﬁles during early remembering. Moreover,
weak memories might become more similar to forgotten (compared to durable)
material over time (unpublished observation) – hinting towards the approaching
decay of the memory trace.
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Figure 6.1: Extension of systems consolidation theory. The ﬁgure provides a hypothetical model, ex-
tending systems consolidation theory (Frankland and Bontempi, 2005) with a proposed role of the angular
gyrus (AG), and the idea of a hierarchical indexing scheme (Teyler and Rudy, 2007). Hippocampus, medial
prefrontal cortex (MPFC), and AG might constitute links at (1) different times throughout consolidation, or
(2) at all times throughout consolidation, but with relative differences in linking strength (color coded),
or type of link (i.e. actually recombining and holding representations at retrieval, or solely pointing
towards neocortical representations; not further indicated). The connections of the main link at early
(left), intermediate (middle), and late stages (right) are indicated as dashed lines. Remaining connections
are omitted to aid understanding; however, I would assume that all modules are connected, constituting
a distributed memory network. Left panel: Early during consolidation, the hippocampus constitutes the
main linking node between the MPFC, AG, and neocortical modules (posterior representational regions).
Middle panel: As consolidation progresses, during an intermediate stage, the MPFC might take over the
binding function from the hippocampus, while the AG becomes more relevant for retrieval. Right panel:
During remote memory retrieval, the AG recombines the distributed memory components into one
memory representation. Note that this model might apply speciﬁcally for schema-based memories. Fur-
thermore, based on our ﬁndings from Chapter 3, I would assume that the thalamus relays connections
at all times (Sherman, 2016), but possibly less so during remote retrieval as compared to recent retrieval
(Thielen et al., 2015). Additionally, the anterior temporal lobe could be integrated in this model (Patterson
et al., 2007; Coutanche and Thompson-Schill, 2015). I would assume anterior temporal lobe-involvement
during recent retrieval, but a gradual decrease over time.
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LIMITATIONS AND FUTURE DIRECTIONS
Although the work in this thesis furthered relevant results, it also raised new ques-
tions. Furthermore, we faced several limitations that constrained the interpretation
of our results. I will discuss these in the following section, and will suggest how they
could be overcome in future studies.
1) DETERMINING MEMORY DURABILITY
Memory durability can be determined by testing half of the stimulus material at
an immediate test and the other half later (Uncapher and Rugg, 2005; Sneve et al.,
2015), or by testing all stimulus material twice (Carr et al. 2010; and see Liu et al.
2014 for a combined approach). In Chapter 2, we opted for the latter approach
since we aimed to delineate the prospective memory durability for every unique
association. However, a shortcoming of this approach is that retrieval might boost
initially weak memories in their durability. This is based on the well-established
ﬁnding that retrieval practice can bolster memory retention (Karpicke and Roediger,
2008; Roediger and Butler, 2011). While one cannot rule out an inﬂuence of the so-
called “testing effect” in our design, I doubt that it affected our results strongly (for
an in-depth discussion, see Chapter 2). Ideally, one would combine both designs, as
was attempted by Liu and colleagues (2014). The authors tested half of the stimulus
material twice, whereas the other half was tested only once after a longer delay.
This allows (1) an estimation of the testing effect, and (2) an exact labeling of the
trial-speciﬁc memory durability for at least half of the material. Nevertheless, using
such a design would force one to expand the stimulus set quite substantially, and
the usage of associative stimulus material (compared to single words used by Liu
et al., 2014) could be quite demanding for subjects.
However, if one would adapt this approach, I would expand this into a longitudinal
design. This means that memory should be tested at multiple time points, perhaps
over the course of several weeks (see Takashima et al., 2009). Additionally, I would
include different memory tests to tackle recognition- vs. familiarity-based memory
decisions and retrieval conﬁdence, rather than only cued-recall. Especially the as-
sessment of retrieval conﬁdence could allow a more graded classiﬁcation of memory
durability, rather than separating associations in durable/weak/forgotten bins. For
example, the memory strength of weak associations might differ strongly between
associations that were forgotten brieﬂy after day 1 compared to associations that
were forgotten brieﬂy before day 3.
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2) THALAMIC RELAY OF CORTICO-CORTICAL INTERACTIONS DURING CONSOLIDATION
We focused our work in Chapter 3 on midline and anterior-medial thalamic sub-
regions. The midline and anterior thalamus were suggested to belong to an “ex-
tended hippocampal system” underlying familiarity and recollection-based memory
decisions, respectively (Aggleton and Brown, 1999). Here, we focused on associative,
recollection-based memory only, devoid of any familiarity-based confound. Based
on the literature, one would expect anterior thalamic involvement for this kind of
memory. However, we found widespread thalamo-cortical connectivity increases
stemming from the midline thalamus that scaled with durable memory consolida-
tion. Of note is, that our thalamic seed regions were deﬁned a priori, based on
their cortical, diffusion-based connectivity proﬁles (Behrens et al., 2003). Due to con-
straints in spatial resolution, these sub-regions were likely to comprise nuclei from
neighboring thalamic structures, and our results must therefore be interpreted with
caution. Higher spatial resolution and subject-speciﬁc, connectivity-based parcella-
tion could be used to better address the roles of thalamic sub-regions for memory
processing in future studies.
Previously, it was claimed that the thalamus might orchestrate neocortical re-
organization upon consolidation (Logothetis et al., 2012). While it is tempting to
make such a claim based on our results, this conclusion would be far from valid.
In Chapter 3, we employed resting-state, seed-based functional connectivity and
placed seeds in thalamic sub-regions, among others. Signiﬁcant connectivity implied
that the signal ﬂuctuations, or time course, of a seed region during rest correlated
with the time course of a target voxel; but assumptions about directionality would
have been invalid. Probing the driving/modulating role of thalamic sub-regions
during memory consolidation would require the use effective connectivity measures
during rest – a possible suggestion for future studies.
Further, I propose that increased thalamic engagement during consolidation of
durable memories is related to hippocampal and neocortical replay of mnemonic
content. While the majority of research has been done in rodents, there have been
efforts to demonstrate spontaneous, stimulus-speciﬁc replay in humans (Deuker
et al., 2013; Staresina et al., 2013; Schlichting and Preston, 2014; de Voogd et al.,
2016; Gruber et al., 2016). The investigation of replay using human fMRI, however,
remains an endeavor since one is clearly limited by the sluggishness of the BOLD
signal, which stands in sharp contrast to the time-compressed occurrence of replay
events (Euston et al., 2007). Here, the further development of pattern-based MVPA
approaches and methods such as ripple-triggered fMRI (in nonhuman primates;
Logothetis et al., 2012; Kaplan et al., 2016) have the potential to advance the ﬁeld.
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3) INVESTIGATION OF SYNAPTIC CONSOLIDATION IN HUMANS
In Chapter 4, we aimed to modulate synaptic- and subsequent systems-level stabi-
lization by catecholaminergic modulation during early consolidation. Contrary to
what we expected, we did not ﬁnd increased associative memory performance for
subjects who had received methylphenidate compared to placebo 72 hours prior
to delayed retrieval. However, we found that methylphenidate affected retrieval-
related neuronal representations. This demonstrates that our pharmacological
intervention had an effect on brain function, but we expect that the dose of 20
mg methylphenidate might not have been enough to signiﬁcantly affect behavior.
The relative, body-weight adjusted dose was rather low, which is likely due to the
fact that we only included male subjects. The inclusion of female subjects with a
lower body-weight and thus a higher mg/kg methylphenidate-ratio might produce
different results at the same dosage. Also, the timing of drug intake and the training
across several study cycles constitute potential limitations. For a full discussion of
these points, see Chapter 4.
A major limitation of this study setup is that we were unable to address the speciﬁcs
of synaptic processing during early consolidation. For instance, up-regulation of
catecholaminergic signaling is expected to increase spontaneous, stimulus-speciﬁc
replay (McNamara et al., 2014; Gomperts et al., 2015; Gruber et al., 2016; Novitskaya
et al., 2016). Moreover, synaptic consolidation should facilitate the expression of
plasticity-related growth factors, such as the brain-derived neurotrophic factor
(BDNF; Bekinschtein et al., 2008). These aspects are diﬃcult to test in humans and
we relied on an indirect assessment of brain activation and behavior during delayed
retrieval. However, fMRI during immediate retrieval, as well as during the early
consolidation period (day 1) could have been used to test for increased hippocampal-
neocortical interactions in subjects who had received methylphenidate compared to
placebo.
4) MVPA TO DETECT MEMORY REPRESENTATIONS
In Chapter 4 and 5 we used MVPA to detect memory representations, and both
studies were explicitly designed for this analysis. MVPA outcomes can be inﬂuenced
by many factors, such as the experimental setup (Coutanche and Thompson-Schill,
2012; Mumford et al., 2014), speciﬁc preprocessing- and analysis choices (Op de Beeck,
2010; Chadwick et al., 2012; Haynes, 2015), or subtle differences in task performance
between conditions (Todd et al., 2013; Woolgar et al., 2014). In Chapter 2, we used
RSA-based pattern similarity to detect associative memory representations during
encoding of durable, weak, or subsequently forgotten material. We only considered
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pattern similarity between the different experimental runs to rule out temporal
correlations or activation-based confounds (Mumford et al., 2014), and we showed
that our pattern similarity results did not dependent on levels of (de)activation
(Jimura and Poldrack, 2012), or perceptual features of the task material. However, it
remains unclear what the actual underlying pattern is representing. One possibility
offered by RSA is a model-based approach which means that explicit (cognitive)
models can be pitted against the observed neuronal pattern (Kriegeskorte et al.,
2008a). For instance, I would suggest to adapt the design of the study in Chapter 2
and to assess memory conﬁdence as this would allow a more graded classiﬁcation
of memory durability (see also point 1). These subject-speciﬁc conﬁdence ratings
could be used to build a behavioral model which could in turn be used to test if the
underlying neuronal memory representations are actually represented in such a
graded fashion.
Next, there is currently no solution to the problem of how to best deﬁne voxel
patterns. In Chapter 2 and 5, wemoved a spherical searchlight with a radius of 8mm
to investigate local voxel patterns throughout the brain volume (Kriegeskorte et al.,
2006). However, one can never be sure of the size and shape of the actual pattern
beneath (Chen et al., 2011; Etzel et al., 2013). Furthermore, in Chapter 5, we used
classiﬁcation-based MVPA. In the presence of signiﬁcant above-chance classiﬁcation,
one can conclude that two classes can be successfully dissociated. The reasoning is
that at least one of the (two) classes must be represented in the underlying voxel
pattern for the classiﬁer to yield signiﬁcant classiﬁcation accuracy. Importantly,
however, classiﬁcation accuracy and the corresponding classiﬁer weights have to be
interpreted with caution (Gaonkar and Davatzikos, 2013; Haufe et al., 2014; Haynes,
2015), and one cannot be sure that the brain actually uses a linear decision boundary
(in the case of a linear SVM) to dissociate two patterns.
Also, although theoretical chance level lies at 50% (binary discrimination), empir-
ical discrimination values might exceed this threshold (false positives) due to the
large number of independent tests when assessing group-level signiﬁcance of the
whole-brain classiﬁcation maps, the low number of observations, and possible non-
gaussanity of accuracy distributions (Golland and Fischl, 2003; Stelzer et al., 2013).
An approach proposed by Stelzer and colleagues (2013) is thought to circumvent
these problems by creating empirical null-distributions on a single-subject level
(using non-parametric permutation tests). The null-distributions are then aggreated
to a group level (using bootstrapping), resulting in a threshold map of voxel-wise
chance-levels. We repeated our searchlight discrimination in Chapter 5 and closely
mimicked the outlined approach (Stelzer et al., 2013). Results conﬁrmed our original
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MVPA results, and revealed discrimination performance of consolidated, rule-based
schema associations within the angular gyrus, signiﬁcantly above the permutation
threshold (unpublished ﬁndings) – underscoring the reliability of our results.
Overall, despite that MVPA-based approaches can extent our view on neuronal
representations in the brain, I think that one has to be certain and convinced
about each choice in terms of study design and analysis approach along the way.
Finally, the results have to be evaluated critically. New developments might help
to ameliorate the current limitations of MVPA (Diedrichsen et al., 2013; Jordan and
Mitchell, 2015; LeCun et al., 2015; Naselaris and Kay, 2015).
CONCLUSIONS
The results of this thesis provide a whole-brain perspective on memory organization
during encoding, consolidation, and retrieval. Our experimental work revealed an in-
tricate relationship of activation and pattern similarity during encoding that has the
potential to form durable, long-lasting memories. Consolidation following learning
is affected by catecholaminergic signaling, and thalamo-cortical interactions appear
to mediate the neocortical re-organization of memory representations over time.
These dynamics speciﬁcally strengthen durable memories, while weak material is
prone to decay and will eventually be forgotten. Lastly, memory formation can
be promoted and accelerated by prior knowledge, or schemas, that are stored in
distributed neocortical assemblies. As we remember, the different components of
a memory are recombined into one memory representation and this appears to
be supported by the angular gyrus. Future research on memory organization and
durable memory formation might help to inform educational settings that thrive to
provide optimal encoding conditions for students. Lastly, research in this direction
might yield a better understanding of memory-related diseases by comparing mem-
ory organization in healthy young subjects with mnemonic processing in elderly or
patient populations, potentially providing biomarkers for early Alzheimer’s disease.
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NEDERLANDSE SAMENVATTING
Onze herinneringen zijn opgeslagen in hippocampale-neocorticale netwerken in
het brein. Doorgaans wordt aangenomen dat de hippocampus en de mediale pre-
frontale cortex een verbinding vormen tussen speciﬁeke geheugen componenten
die in de posterieure representatieve gebieden worden opgeslagen. Hoe deze
netwerken een rol spelen bij de vorming van langdurige herinneringen tijdens het
leren, de consolidatie, en het terughalen van deze herinneringen is onduidelijk.
Bovendien kan het geheugen gemoduleerd worden door middel van farmacologis-
che interventies en manipulaties van bestaande voorkennis. In vier experimentele
studies heb ik, door middel van fMRI, hersenactiviteit gemeten bij gezonde deelne-
mers. In deze studies heb ik de manier waarop herinneringen in de hersenen zijn
georganiseerd tijdens de verschillende fasen van geheugenverwerking onderzocht.
In het bijzonder heb ik geprobeerd de volgende vragen te beantwoorden:
Hoe worden langdurige herinneringen gevormd en georganiseerd tijdens het leren?
Hoe reorganiseren de representaties van onze herinneringen zich tijdens consolidatie?
Hoe kunnen we menselijk geheugen moduleren tijdens consolidatie?
Hoe komen herinneringen die georganiseerd zijn in een wijdverspreid netwerk weer
samen wanneer we ze ophalen uit ons geheugen?
Om deze vragen te kunnen beantwoorden heb ik verschillende experimentele
manipulaties met veelzijdige analysemethoden gecombineerd, zoals univariate
analyses, multivariate patroon analyses en functionele connectiviteit. Verder heb ik
gekeken naar de hersenen van de deelnemers tijdens het uitvoeren van een taak en
tijdens rust. In de volgende paragrafen zal ik een korte samenvatting geven van elk
experimenteel hoofdstuk.
In hoofdstuk 2, testten we de hypothese dat tijdens het leren van informatie waar-
van we later sterke herinneringen hebben (in tegenstelling tot zwakke herinneringen,
of informatie die we vergeten), de mediale temporale kwab en de prefrontale cortex
verhoogde activiteit zullen tonen. Verder voorspelden we dat sterkere consistente
verwerking (dat wil zeggen verhoogde gelijkenis in hersenpatronen) ten grondslag
zou liggen aan sterke, associatieve geheugenvorming. De “sterkte” van herinnerin-
gen werd gemeten door het stimulusmateriaal tweemaal te testen. Vierendertig
gezonde vrijwilligers bestudeerden unieke foto-locatie associaties in de MRI-scanner
en moesten deze associaties onmiddellijk daarna terughalen aan de hand van cues.
Dit deden ze ook 48 uur later. De “zwakke” associatieve herinneringen werden
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alleen onthouden tijdens de onmiddellijke test en de “sterke” herinneringen wer-
den ook 48 uur later nog correct onthouden. Een consistente verwerking werd
gedeﬁnieerd door een verhoogde gelijkenis tussen multi-voxel patronen van deze
unieke associaties.
We toonden aan dat een gelijkenis van patronen in de posterior cingulate cortex
tijdens het leren associatieve geheugenvorming voorspelde ongeacht de uiteindeli-
jke sterkte van de herinnering. Als deze consistente verwerking daarnaast gepaard
ging met een toename in activiteit van de posterior cingulate cortex, dan bleken de
associaties ook nog herinnerd te worden 48 uur later. Bovendien was het ophalen
van deze sterke associatieve herinneringen tijdens de onmiddellijke geheugentest
gerelateerd aan verhoogde activiteit in de hippocampus, mediale temporale kwab,
mediale en laterale prefrontale cortex, angular gyrus, en posterieure representatieve
gebieden, vergeleken met het ophalen van zwakke of vergeten (onjuiste) associaties.
Dus het latere lot van een herinnering was ook al duidelijk tijdens de onmiddellijke
test.
Naast de studie beschreven in hoofdstuk 2 waarbij we het leren van informatie
bestudeerden, onderzochten we ook de consolidatie van informatie tijdens een
rustperiode na het leren. In hoofdstuk 3 vroegen we hoe de midline en anterieure
thalamus bijdragen aan langdurige geheugenconsolidatie. Onze hypothese was dat
de thalamus een tijdelijke “tussenhalte” voor hippocampale-mediale prefrontale
interacties zou vormen. We verwachtten dat de connectiviteit met posterieure
representatieve gebieden in dit netwerk verder zou toenemen in relatie tot de con-
solidatie van langetermijn geheugen. Een lineaire regressieanalyse over het hele
brein werd gebruikt om de functionele connectiviteitsproﬁelen van de hippocam-
pus, mediale prefrontale cortex, midline- en anterieure thalamus tijdens rust in
kaart te brengen. Individuele verschillen in de duurzaamheid van herinneringen
werden ondervangen in een geheugenscore die het aandeel van sterk gevormde
herinneringen weerspiegelde.
We vonden verhoogde connectiviteit tussen de hippocampus, thalamus, mediale
prefrontale- en posterieure representatieve gebieden tijdens een rustperiode onmid-
dellijk na het leren, die gerelateerd was aan de hoeveelheid sterke herinneringen die
de deelnemers hadden. Interacties tussen de thamalus en posterieure cingulate-,
retrospleniale- en occipito-temporale cortex versterkten neocorticale representaties.
Deze veranderingen waren speciﬁek voor rust periodes die na het leren plaatsvon-
den en niet daarvoor.
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Vervolgens hebben we in hoofdstuk 4 onderzocht hoe catecholaminerge modulatie,
door middel van methylfenidaat, synaptische en systeemconsolidatie beïnvloed.
We voorspelden betere representaties van herinneringen en een grotere neocor-
ticale betrokkenheid tijdens het ophalen van eerder geleerde informatie na het
toedienen van methylfenidaat. Daarnaast hebben we getest of dit effect werd beïn-
vloed door individuele verschillen in een cognitieve maat voor het basisniveau voor
catecholamine synthese.
Drieënvijftig gezonde mannen ondergingen een zogenaamde between-subject,
double-blind, placebogecontroleerde procedure op twee testdagen. Op dag
1 bestudeerden proefpersonen object-locatie associaties en kregen zij 20 mg
methylfenidaat of een placebo direct na het leren. Drie dagen later werd het
geheugen opnieuw getest terwijl de deelnemers werden gescand. Daarnaast testten
we individuele verschillen in het basisniveau van catecholamine synthese met een
werkgeheugentaak op de computer.
We vonden geen verschillen in associatief geheugen (72 uur na inname) tussen
deelnemers die methylfenidaat hadden kregen in vergelijking met degenen die
een placebo hadden gekregen. Bovendien leek catecholaminerge modulatie van
vroege synaptische consolidatie, zoals hier getest, geen invloed te hebben op de
uiteindelijke stabilisatie van herinneringen in de neocortex. Echter, individuele
variaties in het basisniveau van catecholamine synthese voorspelde de mate waarin
herinneringen later werden teruggehaald tussen de groepen.
Ten slotte, in hoofdstuk 5 testten we de hypothese dat bestaande associatieve ken-
nis, of schema’s, worden gefaciliteerd door een wijdverspreid neocorticaal systeem
dat neuronale componenten van deze herinneringen apart opslaat. We hebben
onderzocht waar deze verschillende schema-componenten zijn opgeslagen, en waar
ze samenkomen tijdens het ophalen van de herinnering.
Drieëntwintig gezonde vrijwilligers werden getraind op het toepassen van twee
schema’s die ze de volgende dag moesten terughalen terwijl hun hersenactiviteit
gemeten werd met behulp van fMRI. Door deze studieopzet was het mogelijk de
verschillende schema componenten te onderscheiden en hun convergentie tijdens
het ophalen, door middel van de analyse van activiteit, connectiviteit, en multi-voxel
patronen te onderzoeken.
We toonden aan dat demediale prefrontale en posterieure cingulate cortex, alsmede
de posterieure representatie gebieden verhoogde activiteit lieten zien tijdens het
ophalen van abstracte schema’s 24 uur na het leren. De koppeling tussen de hip-
pocampus, mediale prefrontale cortex en occipito-temporale regio’s gerelateerd aan
191
het ophalen van herinneringen verminderde over de dagen. Verdere schemarep-
resentaties werden deels gereorganiseerd na verloop van tijd. Dat wil zeggen,
neuronale representaties van de basale visuele kenmerken generaliseerden over
de dagen. Representaties van de op regels gebaseerde associaties van de schema
reorganiseerden zich na consolidatie over 24 uur. Belangrijker, we vonden dat de
multi-voxel representaties in de angular gyrus onderscheid maakten tussen verschil-
lende schema componenten. Dit was echter niet meteen het geval, maar alleen
na consolidatie over 24 uur en gedurende een transfer test die later plaats vond.
Zodoende concluderen we dat de angular gyrus geconsolideerde, schematische
componenten tijdens het ophalen van herinneringen combineert.
CONCLUSIES
Tot slot, de resultaten van dit proefschrift geven een perspectief op de geheugenor-
ganisatie in het gehele brein tijdens het leren, de consolidatie en het ophalen
van herinneringen. Ons experimenteel werk liet een ingewikkeld samenspel zien
van activiteit en de gelijkenissen van patronen tijdens het leren dat sterke, lang-
durige herinneringen vormden. Consolidatie na het leren werd beïnvloed door
catecholaminerge signalering en thalamo-corticale interacties die de neocorticale
reorganisatie van geheugenrepresentaties over tijd beïnvloedden. Deze processen
versterken herinneringen, terwijl andere herinneringen gevoelig zijn voor verval
en uiteindelijk zullen worden vergeten. Ten slotte kan geheugenvorming worden
bevorderd en versneld door voorkennis, of schema’s, die in wijdverspreide neo-
corticale netwerken zijn opgeslagen. Wanneer we deze herinneringen ophalen
worden de verschillende componenten van de herinnering gerecombineerd in één
geheugen representatie, ondersteund door de angular gyrus. De resultaten van dit
onderzoek zijn daarom van belang voor het ontwerpen van educatieve programma’s
die tot doel hebben optimale leeromstandigheden te creëren voor studenten. Daar-
naast zou toekomstig onderzoek zich kunnen richten op het vergelijken van de
resultaten van dit proefschrift met geheugenverwerking in oudere patiëntenpop-
ulaties. Deze studies zouden kunnen leiden tot het vinden van biomarkers voor
geheugen-gerelateerde aandoeningen zoals de ziekte van Alzheimer.
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sentations during the different stages of mnemonic processing using functional MRI
in combination with multivariate analysis methods, task-based and resting-state
setups, as well as pharmacological manipulations. In June 2016, she continued to
work at the Donders Institute as a post-doctoral researcher for Dr. Martin Dresler
and Dr. Tobias Staudigl. Under the supervision of Dr. Dresler, Isabella investigated
the changes in neuronal processing associated with mnemonic training during
task-based and resting-state functional MRI. Together with Dr. Staudigl, she tested
how saccadic eye movements modulate hippocampal-visual cortex communication
and how this in turn effects memory formation.
Since November 2016, Isabella is working as a post-doctoral researcher at the Social,
Cognitive and Affective Neuroscience Unit at the University of Vienna (Austria) with Prof.
dr. Claus Lamm. There, she is planning to investigate the multivariate signatures
of pain and empathy for pain using functional MRI and psychopharmacological
manipulations.
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DONDERS GRADUATE SCHOOL FOR COGNITIVE NEUROSCIENCE
For a successful research Institute, it is vital to train the next generation of young
scientists. To achieve this goal, the Donders Institute for Brain, Cognition and Behaviour
established the Donders Graduate School for Cognitive Neuroscience (DGCN), which
was oﬃcially recognised as a national graduate school in 2009. The Graduate School
covers training at both Master’s and PhD level and provides an excellent educational
context fully aligned with the research programme of the Donders Institute.
The school successfully attracts highly talented national and international students
in biology, physics, psycholinguistics, psychology, behavioral science, medicine and
related disciplines. Selective admission and assessment centers guarantee the
enrolment of the best and most motivated students.
The DGCN tracks the career of PhD graduates carefully. More than 50% of PhD
alumni show a continuation in academia with postdoc positions at top institutes
worldwide, e.g. Stanford University, University of Oxford, University of Cambridge,
UCL London, MPI Leipzig, Hanyang University in South Korea, NTNU Norway, Uni-
versity of Illinois, North Western University, Northeastern University in Boston, ETH
Zürich, University of Vienna etc.. Positions outside academia spread among the
following sectors: specialists in a medical environment, mainly in genetics, geri-
atrics, psychiatry and neurology. Specialists in a psychological environment, e.g.
as specialist in neuropsychology, psychological diagnostics or therapy. Positions in
higher education as coordinators or lecturers. A smaller percentage enters business
as research consultants, analysts or head of research and development. Fewer
graduates stay in a research environment as lab coordinators, technical support or
policy advisors. Upcoming possibilities are positions in the IT sector and manage-
ment position in pharmaceutical industry. In general, the PhDs graduates almost
invariably continue with high-quality positions that play an important role in our
knowledge economy.
For more information on the DGCN as well as past and upcoming defenses please
visit: http://www.ru.nl/donders/graduate-school/donders-graduate/
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