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SUMMARY
The objective of this work is to present the Robust Articulated Point-set Tracking
(RAPTr) system. It works by synthesizing components from articulated model-based and
machine learning methods in a framework for pose estimation. Purely machine learning
based pose estimation methods are robust to image artifacts. However, they require large
annotated datasets. On the other hand, articulated model-based methods can emulate an
infinite number of poses while respecting the subject’s geometry but are susceptible to lo-
cal minima, as they are sensitive to the various artifacts that appear in realistic imaging
conditions (e.g. subtle background noise due to shadows or movements). The proposed
work outlines how to drive the dataset generation using the same models employed in the
model fitting to create a representative training set and how to include the trained detector’s
response in the model fitting strategy to introduce a robustness to artifacts and an increase
to the solution’s region of attraction. Furthermore, the articulated model serves as a shape
and moment-based feature generator. A linear regression model trained on these features
predicts the final pose estimate. When necessary, an intermediate representation is defined
so that the two approaches may operate on compatible inputs. The proposed solution will





Recently Machine Learning has become a prerequisite for most Computer Vision tasks.
Advances in the field have had a profound impact on the computer vision community,
making detection methods more reliable in complex conditions [1]. This is due in large
part, to their ability to capture variations in the subject’s appearance. These algorithms gain
such a robustness to appearance changes by being trained on numerous samples. However,
this can also be a hindrance. As the dataset is only a finite collection of appearances whose
creation requires a large effort of collection and annotations to make it viable for use, the
system’s utility is heavily dependent on the user’s ability to create a dataset which is both
balanced and sufficiently large. Model-based methods can be included in the machine
learning pipeline to bypass this limitation. Furthermore, these models can serve as feature
generators, and provide additional information about the subject’s pose when fitted to the
capture data. The objective of this research is to provide a better means to exploit the
benefits articulated model-based methods can provide a machine learning pipeline, and
how the inclusion of the pipeline’s prediction in the model-based fitting method can be
mutually beneficial and ultimately return better pose estimates.
Advances in machine learning algorithms have made detection and classification so-
lutions more robust, capable of identifying subjects of interest in uncontrolled and un-
modeled environments. Furthermore, the rapid improvement in both the dedicated memory
and computational capacity of GPU’s has allowed for such algorithms to generalize better,
as they can process larger sets of training data in a shorter period. In Computer Vision,
this is a must. For example, when attempting to solve the pose estimation problem, any
solution must be able to estimate the pose of subjects of different appearances. This is only
natural as the subject can be of any sex, race or shape. Similarly, the algorithm should be
1
able to compensate for any clothes the subject is wearing and the environment they are in.
Previously, Computer Vision relied on features engineered to be easily detectable under
varying circumstances. Prior to the advancements of convolutional neural networks, other
feature generators like SIFT features, edges, silhouettes and textures were used [2]. Ar-
ticulated models and imaging methods were designed to mimic how these features would
appear within the camera view. Objective functions that minimize the discrepancy between
the modeled and actual view of these features were then utilized to update the model’s
shape and group components until the cost function was minimal. Theoretically this would
imply that the model’s shape estimated the subject’s. However, this would ultimately turn
out to be a local minimum, heavily influenced by any un-modeled noise or imaging arti-
facts. Outside of highly controlled environments and capture conditions, when working
with classical computer vision features there is no real way to handle unmodeled responses
whose appearance would confuse the algorithm. Unfortunately, this limited the use of
such algorithms, forcing pose estimation solutions to be confined within controlled spaces
or specific capture conditions which were easier to model. It is for this very reason that
computer vision began creating approaches that utilized as many features possible [3].
Now Machine Learning methods are incorporated in Computer Vision solutions to
avoid such limitations. In the recent literature, there are three main types of approaches
employed [4, 5]. The first is called ’Bottom Up’, which applies a machine learning limb
detector to identify one or many such limbs within a given image. This is followed by
a model fitting approach, either through the fitting of a model via gradient descent [6] or
a straight forward pose prediction [7]. The second approach involves a synthesis of the
subject limb detections and features generated either from the predictions or directly from
the view [8, 9]. The last approach is a direct pose prediction utilizing only the image as an
input [10, 11, 12]. Within this work, only the two former methods are explored.
Limb detectors, as used in the ’bottom-up’ approach, are trained on a vast array of





Figure 1.1: Dataset Generation: Every input image (A) is labeled by embedding a skeletal
frame connecting the joint position annotations into different regions to represent the de-
sired limb classes (B). Doing so for each image in the dataset, create multiple samples each
limb (c).
ferent conditions, ensuring robust limb detection. Training datasets are made up of millions
of annotations for a given limb, a requirement for any robust detector like a convolutional
neural network [13] or a randomized decision forest [14]. Doing so allows them to ac-
count for the numerous variations in the subject’s appearance from a single video, which
can arise from motion, self-occlusion or simply from being seen from a different angle.
One of the first examples is pictorial structures [15]. With only 9 features, the authors uti-
lized a maximum likelihood (ML) estimator as a limb detector. As the years progressed,
the limb detectors employed in pictorial structures were further improved by incorporating
more advanced limb detectors [6, 10], more distinct features [16, 17], and more adaptive
appearance models [3, 18, 19, 20].
Using limb detectors provides another advantage. If a limb detector is specifically
designed for a given limb, when it processes an image the detector returns a likelihood map
for the most probable region within the image containing its corresponding limb. Thus, if
a single detector is trained for every limb on the subject’s body, each detector would be
applied to an image providing a series of likelihood maps denoting the areas each limb
is likely to occupy [21]. Alternatively, whole body limb detectors have also been created
to return the likelihood maps of all limbs [22]. Essentially, the detector acts as a filter
that takes in an image, removes all the superfluous image information and returns only






A B C D
Figure 1.2: Model Fitting: The input image (A) is evaluated by the limb detectors to pro-
duce a limb likelihood map (B). An articulated model is then fitted to their response, pro-
ducing an estimate for the subject’s pose (C-D).
definition of the objective function to only account for the placement of the model’s limbs
to the subject’s limbs as they appear in the projected view (image), free of any image
clutter or artifacts. Also, as the solutions employ modeling methods that account for the
subject’s physiology and its projected view, the fitting problem becomes a limb matching
problem. The limb detector’s performance depends on the size and diversity of the dataset
used for training, which means that the dataset must include various views and geometries
of the same object type for it to be conducive to meet the training objective. A common
practice is to collect an expansive dataset, using tools like LabelMe [23] to produce sets
like ImageNet [13], which collectively have millions of labeled images for various objects.
However, this approach is impractical as these datasets take years to collect.
Furthermore, these sets are exceptionally expensive. With a per annotation cost ranging
from 1-7 cents and a viable dataset easily reaching a total of a million entries, an expansive
set could cost anywhere from $10, 000 to $100, 000, making this a financial barrier to entry
which can prevent prospective research purposes.
Additionally, limb detector datasets require more annotation than the standard datasets.
Each section associated with a desired limb class needs to be manually segmented. Simply
put, marking the limbs alone would be fifteen annotations. Adding the joints increases the
set by eleven, and that is a highly conservative number simplifying the modeling of the
entire torso as a single limb with a joint at the hip and neck. This means that the already




Figure 1.3: Illustrative example of an articulated model-driven sampling strategy: generates
entire dataset from synthetic sample images rendered using the model.
detection set.
It should be noted that there are two types of datasets for human pose estimation. The
first is the limb detector dataset. As previously stated, these sets include limb annotations
within the image or 3D point-cloud that allow for the training of limb detectors, like the
Human3.6 dataset [24] . They typically also have the joint positions as well. The second set
only provides the images or point-clouds and the subject’s ground truth joint positions. The
latter is the most common dataset, implying that it is difficult to find many of the former
type. Examples include [25, 26].
Fortunately, although limited, there are some publicly limb detector datasets available
for the research community. The TUD pedestrian dataset [27] is one example that was
created and manually annotated for training a limb detector. The process used to generate
it is denoted in Figure 1.1.A-C. However, the shortcoming is that it only provides 400+
samples. Even with data augmentation, it is a rather limited dataset that only works within
a specific use case of walking.
Recently, some methods have adopted the use of models in their dataset generation
(1.3). In [28], mesh models are projected onto modeled views to generate sample range
images. The samples span subjects of varying heights, weights, ages, and sex. However,
the poses were captured using a motion capture system, limiting the range of possible poses
to those specifically chosen for the initial capture. One publicly available dataset generated








A B C D E
Figure 1.4: Model Fitting: The input image (A) is preprocessed to produce a feature
map(B) that is evaluated by the limb detectors (C). An articulated model is then fitted
to their response (D), producing an estimate for the subject’s pose (E).
program [29], millions of samples of range image captures of humans with annotated limbs
and ground truth joint positions are provided for public use. This dataset is used as a
foundational training set is in this work.
Once the dataset is defined and the limb detector is trained and applied to the input
image, pose estimation is achieved by optimizing an objective function (Figure 1.4). Given
the output detections from the limb detectors, an objective function modeling a difference
between the subject’s captured state and the model’s current state is defined. Essentially,
through the optimization of said function, the model is fitted, with the resultant outcome
being that the model ends up mimicking the subject’s shape and thus estimating their pose.
With respect to the modeling approach, given the limb likelihood map produced by the
limb detector, the pose estimation is accomplished by fitting an articulated model so that
the cumulative limb overlay response is maximal (Figure 1.3.A-E).
There are two types of modeling covered in this work. Modeling the subject is defined
by either a loosely limbed model or a fully articulated model. For the loosely-limbed
model, only the connections between the joints or limbs is defined. Like a graph, the joints
are treated like vertexes and their connections like edges. Thus, if the centroids of each
joint are detected, the pose estimate is then complete by assigning the connections. A fully
articulated model, however, is defined by a collection of connected links whose geometry
and degrees of freedom (DoF) mimic the subject’s physiology.
One example of a loose-limbed approach is to locate the unique limb modes and, given
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Figure 1.5: Depiction soft assignment model fitting behavior: contours and arrows repre-
sents the region of attraction and directed gradients, respectively.
the graphical dependence of the limbs, define the joint placement without strictly imposing
link lengths [28]. Joint offsets are learned a priori and included in the final placement.
Features can also be generated and fed into a machine learning regression algorithm like
a linear model [7] or a Deep Convolutional Neural Network [8]. In these instances, a
mapping from the set of features learned from the detected regions is mapped to the joint
pose space.
Another approach is to formulate a fitting strategy with an explicit representation of the
model, while imposing some constraints. As the model formulation is not differentiable,
line search methods are applied [6] to estimate its pose. These solutions work by traversing
the solution space with a semi-random strategy, approximating the gradient update by doing
a directed search in the parameters space and sampling their error. The resultant update
step is based on how the evaluated error changes with every sample. Unfortunately, this
approach does not always produce consistent pose estimates. To reduce inconsistent pose
estimates, model parameter limits are introduced into the estimator [30, 31, 32, 33]. These
constraints reduce the pose recovery system’s susceptibility to returning erroneous poses
by incorporating the natural limitations or trained relationships of the subject’s degrees of
freedom (DoF).
Randomized search strategies were also developed. Simulated annealing, particle swarm
optimization, particle filtering and their combinations were employed for the purpose of
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pose estimation [34, 35, 36]. Using a similar strategy as the line-search methods, these
algorithms evaluate a number of solution candidates with their respective optimization loss
function, with each value serving as a sample of the solution space. Once an approximation
of the solution space is achieved, these methods often selected the best fit answer or took
the weighted average of all the tested solutions. Here, the weight is defined by the effective
loss value, with the lower value sample getting assigned a higher weight. Particle filtering,
uses a slightly different strategy in that it exploits the tracking kinematics to instantiate the
search.
Fitting articulated models to the output limb detections is another approach to the pose
estimation problem. As mentioned earlier, the whole line of pictorial structures [15, 3]
employs this methodology. Robust point-set registration, was originally created for mesh
point-set fitting problems, was use to fit skeletal maps to detected limb centroids [37].
However, in [38], it was extended to work as a method to register an articulated point-set
to a point cloud model for the purpose of pose estimation.
In this work the RPSR algorithm is further extended to create the Robust Articulated
Point-set Tracking (RAPTr) system. The RAPTr system’s definition allows for the in-
clusion of a direct mapping between the model limbs and the limb detector’s detections,
demonstrating a direct connection between a model and machine learning approach. Fur-
thermore, a claim of this work is that as the functional is density-based, it is differentiable.
Its gradient can be taken, which will result in more direct convergence, leading to faster and
more consistent pose estimation (Figure 1.5). Also, the density based formulation allows
for the pose to be recovered given large displacements due to an extended region of attrac-
tion. Each advantage is a direct result of the merger between the machine learning and
model fitting. In this work, three key contributions are presented to demonstrate the utility
in combining articulated model and machine learning based methods. The first contribu-
tion of this work is how the articulated models can be employed to generate representative
datasets. Each set is made up of the input images and label maps corresponding to sampled
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poses undergone by the model. Doing so removes the collection and annotation overhead
while ensuring adequate subject representation. Furthermore, as the articulated model de-
fines the label maps, it therefore creates the correspondences between the model links and
the detector responses. Also, because it is all automatically generated, the large barrier to
entry in the pose estimation space is bypassed. The second contribution of this work is to
develop a formulation that incorporates the limb detection correspondences in the model
fitting. This is accomplished by incorporating the prediction weights in the gradient update
equations, effectively affording RPSR the behavior of the iterative closest point (ICP) al-
gorithm with the weights serving as a ”soft assignment.” Doing so introduces the extended
region of attraction provided by RPSR, allowing for the system to estimate the subject’s
pose even if they or their limbs undergo large displacements. Although, this was partially
accomplished by the pictorial structures solutions, a density based approach like RPSR is
differentiable and produces the aforementioned advantages. The last contribution is using
the feature generated from the pose estimate provided by the articulated model to train a
machine learning regression function to return a final pose estimate.
1.1 Summary of Contributions and Outline
The thesis is comprised of four main projects, with the first two serving as components for
the RAPTr system and the last two demonstrating its use in two pose estimation problems.
The first application defines the limb detector definition. The second establishes a general
pose estimation solution through the derivation of Robust Point-set Registration (RPSR)
algorithm towards its use in an articulated model with the definition of ”soft assignment”
coefficients. The third applies RAPTr, tying the limb detection outputs to the model fitting
approach in an intuitive way. The last application generalizes the findings and demonstrates
how the RAPTr strategy can be extended to serve as a feature generator which can enrich
the already established features and aid machine learning algorithms, returning better esti-
mates with lower error.
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Ultimately, the RAPTr framework can be included in any machine learning based pose
estimation solution. Although, the machine learning was included to enhance the model
fitting in this work, the converse is true. As the system’s aim is to extract additional infor-
mation about the subject’s geometry by actually fitting an articulated model, any features
generated from said fit naturally supplement the machine learning solutions output. This is
depicted in Figures 1.6.A and 1.6.B for the training and prediction, respectively. The pro-
posed framework’s contributions are denoted in red while the classical machine learning
components are represented in blue. Serving as an auxiliary function by splitting the pose
estimation into a limb detection and joint position regressor, the additional layer of logic
extracts further information that results in better pose fits. This will be explored in further
detail in later chapters.
In Chapter 2 a limb detector is formulated and used to estimate clinical gait metrics
from video collected of walking subjects. To ensure the detector is able to recognize the
various components of a subject, the training dataset was enhanced by partitioning the area
into anatomical regions using a skeletal model connecting the joint annotations. These
region serve to model different sections of a walking subject’s limbs. The work is then
directed to locating the stance foot placements based on the integral image from the foot
detections in an effort to extract the foot centroids and other desired gait metrics. A ground
truth analysis of the system’s performance is presented, demonstrating its viability to serve
as consistent limb detector and clinical gait estimator.
In Chapter 3, a Mixtures of Gaussians based pose estimator is derived and applied to in-
fant single leg pose estimation. Using the work presented in [37] for non-rigid registration
as a foundation, a general reformulation for articulated rigid body pose estimation is pre-
sented. The method is then tailored for estimating the pose of an infant’s leg. Furthermore,
by incorporating the geodesic measure along the model and subject’s surface, the prelimi-
nary formulation for defining a correspondence between different areas on the model and




Figure 1.6: High level flow-chart of the proposed RAPTr Framework. Both the training
module (A) and the prediction module (B) have the contributions from the proposed work
colored in red with the traditional compenents shown in blue.
dence demonstrating its ability to estimate the joint trajectories for clinical evaluation, even
when tracking fast and varying motions like spontaneous kicking, are presented.
In Chapter 4, the mixtures of Gaussians based pose estimator is extended to define the
RAPTr system and applied to estimate the full-body pose of an infant captured from a single
depth camera. Through the limb detector’s predictions from Chapter 2 when trained on a
synthetically generated set of infant images, a dramatic increase in the RPSR algorithm’s
utility is created. As RPSR is density based, it naturally allows for the synthesis of its
formulation with the confidences provided by limb detectors to produce the RAPTr system.
Additional benefits include an increase in its region of attraction, a robustness to point cloud
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noise, an improved tolerance to false positive classification and an increased utility allowing
for its extension to full 3d infant pose estimation. Both quantitative and qualitative evidence
evaluating the system’s performance on a real infant and a robotic infant are presented.
In Chapter 5, the RAPTr system is applied to estimate the full-body pose of humans,
captured from multiple range image views. The formulation from Chapter 4 is versatile and
capable of doing pose estimation for various subject types. In this application, the subjects
of choice are adults. In this use case, the articulated model serves as both a moment-
based and shape-based descriptor generator which, when concatenated with other, standard
moment-based features derived from the limb detections provides improved 3d pose esti-
mate errors.
Finally, Chapter 6 is the conclusion. A summary of the work and its contributions are




2D LIMB DETECTOR: AN APPLICATION FOR CLINICAL GAIT ANALYSIS
2.1 Introduction
Clinical gait metrics are temporal and spatial parameters that, when accurately measured,
provide useful diagnostic information. In clinical settings, they serve to monitor the func-
tionality of a subject’s gait, and to provide a measure of performance for diagnosis and
evaluation of the subject’s progress under a therapeutic routine [39]. However, there is
often a trade-off between the gait evaluation tool’s accuracy and its versatility. Typical
systems require advanced user expertise or much overhead in terms of setup and dedicated
space [40]. Furthermore, these systems are often not present in less specialized wards. The
aim of this work is to design a gait analysis system featuring minimal operational require-
ments and accurate estimation of clinical gait parameters.
Beyond minimizing overhead and maintaining accuracy, additional criteria that pro-
mote adoption need to be considered: a gait analysis system should be affordable, non-
intrusive, easy to use and capable for at-home and outdoor environments. Making the
system robust enough for outdoor assessment admits gait health evaluation in real-world
scenarios like walking on grass or concrete. Having the system be easy to use, allows for a
non-expert like a family member to do the collection to be later evaluated by the clinician
when they are unable to visit the patient.
Automated clinical gait assessment tools have the potential to impact many commu-
nities. The ability to move one’s self and maintain certain body positions is required for
having an independent lifestyle [41]. Through the use of an automated clinical gait assess-
ment system, objective evaluations of a patient’s gait can serve to monitor their gait health.
In particular it would greatly benefit the key demographics in need of frequent gait health
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evaluations. This is true for cases of head trauma, where degeneration of the gait function-
ality can be a symptom [42] prompting the need for therapeutic intervention. Also in case
of the elderly, the metrics the system provides can serve as viable fall predictors [43] or
to help explore and understand the underlying mechanisms of aging affecting the patient
[44]. For patients with Alzheimer’s [45] or dementia [46], such a system can help track the
progression of their impairment. With respect to patients with newly obtained prosthetics
[47], such a system would serve to evaluate their progress towards relearning how to walk.
In all the aforementioned cases, the system could serve to help therapists in identifying
the effectiveness of their therapeutic routine through objective evaluations of the patient’s
progress.
Gait health evaluation most often involves observing the patient walking, which is an
action whose major joint articulations occur in the sagittal plane. Therefore, a single view
suffices for application of traditional observational gait analysis techniques [48]. Thus,
although multi camera arrangements can provide 3D gait information, monocular camera
setups have the potential to provide sufficient gait measures for gait health evaluation. The
natural next step is to develop an automated computer vision system capable of detecting
the same cues a therapist would when estimating important clinical gait metrics.
This chapter presents a method to estimate the following clinical gait metrics from
video: stride and step length, walking speed, cadence, heel strike and toe-off angles. These
measurements are sufficient to predict a subject’s condition relative to known population
norms [39]. The method employs a robust foot detector that is not subject specific. Its
invariance to background noise allows for the processing of video collected using consumer




Although motion capture systems are capable of estimating to high accuracy the gait kine-
matics of walking [40], the infrastructure costs and setup requirements constrain where,
how, and by whom gait kinematics may be collected. Furthermore, only a limited inter-
pretation of the gait is possible since subjects are often recorded on treadmills; the gait
kinematics of walking on a treadmill differ from those of walking on a solid natural sur-
face [49]. Contemporary research seeks to relax these constraints and democratize the data
collection process by requiring only a single camera device to capture the subject’s walk in
unconstrained natural environments, then applying advanced computer vision techniques
to automatically analyze the subject’s gait health. A further benefit would be more efficient
clinical analysis by experts, since the preliminary analysis is done automatically.
The recent commercial success of depth sensors, such as Microsoft’s Kinect camera,
have led to investigations into their clinical use [50]. Depth sensors provide RGB-D data
decomposed into a standard color image and a separate depth image. The Kinect SDK
provides software to estimate articulated 3D poses from depth images of a human subject.
Contemporary commercially available depth sensors are designed to operate indoors only
(outdoor-capable range sensors cost an order of magnitude more, at minimum). For indoor
setups, the reported accuracy supports clinical analysis [51].
Validation of the Kinect’s feasibility for clinical assessment has been shown for a sub-
ject walking on a treadmill [50] or across a room [52]. The former places the Kinect in front
of the patient as they walk on a treadmill, then uses the Kinect SDK to get the joint angles
versus time for processing, to then recovering the gait metrics. The latter investigation
sets the Kinect on a perch in the corner of a room, looking down at the subject. Exploit-
ing the planar floor surface to calibrate the Kinect, the foot placements are recovered by
thresholding the captured 3D point cloud by the height above the floor plane.
Capturing longer periods of walking requires moving the camera as the subject walks.
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One way to do so includes instrumenting a walker with a depth sensor [53]. Given that the
sensor placement for this setup is too close to capture the full body, the articulated model
to fit consists of only the legs. Alternatively, the task of subject tracking may be automated
by a mobile robot. In [54], tags placed on the subject’s feet and lower torso aided the
tracking and gait analysis. Both instances demonstrate an effort to monitor gait activity in
less constrained indoor environments.
Since monocular vision solutions using color cameras lack the depth information as-
sociated to RGB-D cameras, additional processing or constraints are required to address
visual clutter. Constraints include a highly controlled environment whose visual back-
ground is highly uniform, as well as requiring specific garments or trackable markers to
be worn [55] or as little clothing as possible [56]. Alternatively, subject specific appear-
ance template models have been shown to work [57, 58]. The templates are non-adaptive
models that assume the subject’s appearance will remain consistent during data collection,
effectively using the subject’s appearance as a substitute for markers. Model-based meth-
ods have been found to have strong results fitting subject-specific articulated models from
video [59, 60], but their clinical utility has not been validated. To relax the constraints,
heuristics may be applied in order to limit the solution space and thereby prevent unre-
alistic kinematic estimates. As an example, statistical anatomical body proportions have
been used to locate the desired subject limb joints given the detection of key body points of
reference, like the neck or hip [61, 62]. To work, a subject’s body proportions should fall
within the tuned model’s parameter range.
2.3 Methodology
This section describes the proposed procedure for automatically extracting clinically-relevant
gait metrics from a video sequence (Figure 2.1). First the subject’s walk is captured by fol-
lowing the prescribed capture protocol. Second, the video is processed to extract the subject






























Figure 2.1: A flow chart outlining the logical order and dependence of each step used to
estimate the clinical gait metrics.
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leading to a silhouette image of the subject. The subject’s silhouette is then resized to
meet the required height specifications of the trained limb detector. At this point, the main
processing components come into play.
The height-normalized silhouette serves as input to a body parts detector. Specially
trained classifiers are applied to the silhouette image, leading to pixel-wise classifications
of the image. Classification categories include the sole, the heel, and the top part of the foot,
as well as other body parts. The primary pixel-wise classification method is the randomized
decision forest (RDF) [14]. RDFs were chosen for classification because of their robustness
to noise. An RDF is an effective classifier, even in the presence of artifacts in the data. A
forest, here, consists of a collection of decision trees, each of which carves out regions in
the data space through a conditional sequence of binary tests. The outcomes of the binary
tests over the training data successively discriminate between the different class regions
within a given silhouette image. In the case of classification, the carved regions at leaf
nodes are modeled by a normalized histogram denoting the likelihood of an object class
terminating at that lead.
Lastly, the portions of the silhouette labeled as foot class are then sent into two paths.
The first path identifies their stance foot placement and returns the stride and step length,
step count, and walking speed. The second path uses the foot detections and the stance foot
placement to identify the step’s depth ordering and solves for the heel strike and toe off
angles. Each of these steps is described in further detail in the remainder of the document.
2.3.1 Capture Protocol
Physical setup of the system involves the placement of a digital camera on a static sup-
port surface whose viewpoint is orthogonal to the walking direction of the subject, and
captures the linear path of the subject. The camera can be any type that supports digital
video recording (e.g., a digital consumer camera, a webcam, or a mobile device camera).
Typically available support surfaces include a tripod or tabletop. The background scene is
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A. B. C. D.
Figure 2.2: Depiction of an input image (A) together with the expected output (B) of the
background subtraction step. The gray scale ground-truth output of the body labels are
depicted in (C) with the mirror image in (D).
presumed to be predominantly static.
2.3.2 Subject Detection and Silhouette Extraction
A mixtures model based method is used for the background subtraction. Given a static
camera viewing a mostly static scene, mixtures of Gaussians background modeling algo-
rithms are capable of detecting objects that enter and cross the scene with high reliability
[63], while being robust to the slow changes in both subject and background appearance.
Differences in the input image relative to the background model yield the desired fore-
ground estimate of the subject, as a silhouette image (see Figure 2.2). A hard threshold on
the likelihood of a given pixel not coming from a pixel’s underlying intensity distribution
is used to discern between foreground (subject) and background (the environment). Var-
ious groups of pixels are produced using this approach. Acceptable range limits on the
silhouette area uniquely detects the subject’s silhouette versus spurious (small) foreground
detections due to image noise.
2.3.3 Height Normalization
Since the training process involved normalizing the pixel-wise evaluations versus a canoni-
cal target height, deployment of the classifier requires height normalization to be performed




Figure 2.3: The input image is pre-processed to estimate the subject’s height (A), then
height-normalized for foot detection (B).
From an initial pass of the background modeling algorithm, the detected subject’s silhou-
ette size is calculated from the processed image sequence statistics. The images are then
resized to match the training set height. Doing so compensates for the height variability
across subjects, by providing as input to the RDF silhouette imagery compatible with the
training data. An illustrative example demonstrating the upper and lower detections of the
subject including their effective mid-line is presented in Figure 2.3.
2.3.4 Region Classification
Generating the Training Set
Prior to deployment, a random decision forest first needs to be trained from a representative
dataset. Here, the annotated samples in the dataset provides evidence for silhouette images
likely to be witnessed, thus the dataset should cover the range of expected observations.
Doing so aids the model in accounting for the various poses taken during walking. To
facilitate the training step, we generated the annotated samples from a pre-existing corpus,
the TUD pedestrian dataset [27]. The dataset consists of manually annotated silhouettes for
the respective joints of the subject, together with annotations of the subject’s head, neck,
hip, knees, toes, heels and ankles. These base annotations are further processed to create
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the regions of interest within the silhouettes that serve to train a limb detector RDF. An
example of the data, silhouette and class regions is presented in Figure 2.2. A mirrored
version of each training image is added to account for walking in the opposite direction.
The additional processing involves further decomposing the body into ten labels (be-
yond the seven given in the TUD dataset). The additional labels highlight the key regions of
interest associated with gait analysis. For example, the feet are broken up into three regions:
the sole, the hind foot, and front of the foot. The additional labels improve the specificity of
foot detection, thereby reducing the class confusion associated with ambiguous silhouettes.
The torso and head labels from the pedestrian dataset annotations are preserved. For
this application, the hands and arms of the subject are not specifically labeled. Arm regions
are labeled depending on their relative height with respect to the hip, torso, and head la-
bels. Region growing is use to assign labels to arm regions below the hip line to prevent
mislabeling them as thigh regions.
Randomized Decision Forest for Foot Detection
A randomized decision forest consists of T decision trees. The T decision trees in an RDF
classifier return a strong classification through a series of responses from weak classifiers.
Each tree is made up of split and leaf nodes with n and l indexing a given split and leaf
node, respectively. At each split node, a decision is made using a “weak learner” with
the feature parameter θ = (φ, τ), where φ = (u, v) denotes the relative pixel locations to
query and τ is a scalar threshold associated to the binary decision. To make a prediction
for pixel x, the algorithm begins at the root node of the tree and travels down according to
the (binary) decision function response at each node visited. For a node n with parameter
θn the decision function is defined:
h(x; θn, J) = f(x;φn, J) ≥ τn, (2.1)
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where a false outcome branches to the left child and a true outcome branches to the right
child. The feature function f(x;φ) performs local pixel comparisons given a scalar-valued
input image, here the silhouette image J ,
fθ(J, x) = f(x;φ, J) = J (x+ u)− J (x+ v) , (2.2)
where u and v are 2D pixel offset vectors. Feature evaluation repeats until a leaf node l is
reached.
Training of a decision tree involves identifying the node test parameters θn. The off-
set parameters (u, v) are sampled randomly from within a bounding box. For consistent
sampling across the training samples, the bounding box was determined by the average
height of the training silhouettes. Setting the bounding box radius to a quarter of the aver-
age height returned the most favorable results. Furthermore, the training process involves
setting v to [0, 0] half the time, to capture the univariate information for the given pixel.
Each parameter is tested by evaluating Equation 2.1 on the training data used to define the
node. The parameters that return the largest information gain are then selected.
Selection of the τ parameter is chosen from a finite set of values. Given that a silhouette
is a binary mask of the subject, a fair assumption to make is that any comparison would lead
to a feature response of {−.5, 0, .5}. Thus for every randomly sampled φ, each possible
value of τ is tested.
To ensure the discrimination power of a tree, the feature selection process involves
maximizing the information gain of the binary decisions. For a given tree, each node is
defined according to the following algorithm:
1. Randomly propose a set of candidate φs.
2. Partition the sample training dataset Q = {(c, J, x)} into left and right subsets based
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on the outcomes of the binary test
Ql(φ) = {(J, x)|fθ(J, x) < τ} (2.3)
Qr(φ) = Q/Ql(φ) (2.4)
for each possible value of τ .
3. Keep the θ == (φ, τ) that returns the largest gain in information:









whereH is the Shannon entropy computed on the normalized histogram of body part
class labels c(J, x) for all (J, x) ∈ Q.
4. If the largest gain G(θ∗) is meets a predetermined acceptance criteria, and the tree
depth is below a maximum, then recurse the left and right subsetsQl(θ∗) andQr(θ∗).
The acceptance criteria is defined prior to starting the tree. Possible reason’s for ending
the tree’s continued expansion are the node’s population, the current depth, or that at that
leaf the candidate θ returns a nominal information gain value.
The training dataset for each tree utilizes bagging, whereby the dataset is generated
from a randomly sampled subset of training images and ground truth. Bagging ensures
that each tree can account for different trends in the data while not over fitting to the entire
training set. The Technique enhances the classifier’s generality and improves classification
performance for novel data inputs.
Classification is performed pixel-wise on the silhouette image J , resulting in a set of
leaf nodes reached L(x) = {lt(x)}Tt=1 for the set of trees. At each leaf node the learned
class distribution Pt(c|lt) for class c is obtained, with the pixel’s final distribution defined
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Mean Error vs Weighing Factor
With Spatial Stats
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Figure 2.4: Analysis of percent correct across all classes as a function of λ.
by the average response in the set L according to





Spatial Statistic for Improved Classification
The RDF provides a localized classification strategy for decomposing the silhouette, which
is important for achieving translation invariant classification. However, it does not take
into account more global trends in the overall training dataset. As the RDF provides per
pixel classification based on the local geometry, it can often return erroneous labels (e.g.
labeling pixels at the head as feet and vice-versa). We propose to incorporate also a more
global, spatial classification probability, that computes each label’s probability of occu-
pying a pixel, given its placement with respect to the silhouette’s center. The purpose of
the label statistic P (C|x) is to reduce the occurrences of the false labeling (e.g., it should
improve the false positive rate, but should not impact the false negative rate).
There are two main instances of misclassification which can hinder the gait analysis.
The first and most apparent are false negative foot detections near the feet. These can result
in deformations in the detected foot regions and as result can cause the effect foot centroid
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to shift from the desire foot center. The second is a false positive foot detection near the
mid to upper body. Although these detections are often negligible because the majority of
the detections reside on the actual feet, they can still be detrimental to the depth ordering
analysis that comes after the stance foot detection.
Treating each annotated training sample as a centered example of a subject in the midst
of a walking gait pose, the spatial statistics are calculated. Assuming the subject is cen-
tered, each pixel’s likelihood is calculated based on the pixel’s coordinate with respect to
the expectation of the subject’s silhouette. Doing so ensures a consistent strategy to set a
reference frame for the spatial statistics of a subject in a normal image. The actual like-
lihoods are calculated by creating a stack for each class and taking the mean along the
stack.
Assuming that the probabilities are independent, they are best combined in a multiplica-
tive space. In particular, the final label probability is arrived at from a weighted geometric
average:





with 0 ≤ λ ≤ 1. A parameter sweep over λ establishes the optimal weighting, which
improves the classification results. Figure 2.4 demonstrates that the optimal λ in terms
of classification error for this application is roughly .64 resulting in an 84.5% error rate
which is an improvement of 7.64% over the RDF-only solution. It is evident that most
classes improve with a few incurring an error. This trade off however is justifiable as will
be apparent when the 3 foot subclasses are used to estimate the heel strike angle.
2.3.5 Stance Foot Detection and Basic Gait Analysis
The RDF, when applied to the silhouette images, returns an estimate of the likelihood of a
pixel belonging to a particular body-part class. Each pixel is assigned a unique class label
that is defined by the class with the maximal probability, as per equation (2.7). The class
probabilities associated with the feet are monitored over time. Taking their integral with
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A. B.
Figure 2.5: Integrated likelihood output of the random decision forest associated to the
feet labels (A), Illustration of the measurement strategy employed to measure the step and
stride length (B).
respect to time at each pixel provides a density map denoting the probability of stance foot
having occupied a pixel. This density map leads to the estimate the static foot placement.
The period in the gait where a single foot is placed on the ground to propel the subject
forward is known as the stance phase. The foot with ground contact is referred to as the
stance foot, whose location over time provides all the information required to estimate the
desired clinical gait metrics (step and stride length, cadence, and step count). Since stance
feet have a relatively long static duration time, they are associated to pixel regions with high
cumulative response relative to other parts of the image (Figure 2.5.A). Thresholding of the
cumulative response image is used to extract the image regions associated with stance feet.
We will refer to these as stance foot regions.
Estimating the stance foot position is accomplished by taking the centroids of detected
stance foot regions. The averaging involved in computing the centroid has the effect of
spatially filtering the foot position estimates.
The clinical gait metrics are then calculated from the stance foot position estimates.
Step length is defined as the distance between each static foot placement as follows:
StrideL = xk+1 − xk−1




with xk equal to the spatial location of the kth detection for all K detections and L the
video’s duration. As the stride length is the distance between each foot placement of the
same foot, it is calculated as the distance between every other static foot placement (Figure
2.5.B). The cadence is defined as the number of detected static feet during the subject’s
walk. Lastly, the walking velocity is estimated from the ratio of the cumulative step length
with the time interval over which the subject was detected.
2.3.6 Additional Gait Analysis
Foot Depth Ordering
Depth ordering, with respect to walking, is defined in this document as the identification of
which foot is currently in its stance phase. Each stance foot is treated as a unique object.
Thresholding the cumulative response of the feet classes leads to the stance foot region
detection (Figure 2.6.A.1). With the regions isolated, a numerical value is assigned to
uniquely identify them (B).
Using the regions as binary masks provides local areas of interest for establishing the
depth ordering. Walking is a highly structured gait in which a single foot is always in
contact with the floor. Thus at each instant in time during the swing phase, a single foot is
traversing a single region of interest. During the swing phase period the local pixel values
will fluctuate. The magnitude of the change depends on whether the foot crossing is the
occluding foot or not.
First the periods during which any foot traverses a region of interest are estimated. This
is accomplished by setting a threshold on the intensity changes at the detected foot place-
ment point (Figure 2.6.A.2). Identifying the single vs double foot stance phase becomes
a trivial outcome of this step (Figure 2.6.A.3). Summing across the signals and locating
the periods in which two feet are in the stance phase at the same time results in the double
foot stance period detection. Next, the distance of the current foot detections centroid with
respect to each stance foot detection is used to identify the temporal order in which the
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Figure 2.6: Demonstration of depth ordering solution on a normal gait (A) and atypical
gait (B). Foot detection results (1) lead to the identification of the unique stance foot periods
(2) and consequently the single and double foot stance periods (3). Using these results, the
foot proximity signal (4) and the temporal pixel differences (5) in each region of interest
leads to the definition of a differencing boundary (6) that classifies each foot as left or right
foot (7).
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Figure 2.7: Representative example of the foot orientation solution. Green denotes the up-
per foot, while read represent the bottom. The line with two end points shows the boundary
estimated using the weighted SVM.
stance foot phases occur. In Figure 2.6.A.4 the foot detection expectation’s distance with
respect to each individual stance foot is presented. The resultant signals with the lowest
magnitude denotes which stance foot region is currently in the stance phase.
With the stance foot placements ordered in time, the differencing magnitude deter-
mines the current swing foot’s depth ordering. Taking the pixel intensity average magni-
tude change results in an adequate signal to differentiate between the two. The detected
single foot stance phase periods are used as temporal windows for the expectation evalu-
ation. In Figure 2.6.A.5 the effective average pixel intensity differences over time for the
respective regions of interest are presented. Now determining the depth order can be solved
using classification. Taking the expectation of these magnitudes creates a binary classifier
whose boundary can distinguish between the two classes. An average value greater than
the boundary implies the current stance foot is being occluded and opposite if less than the
boundary (2.6.A.6). Identifying the left vs right foot becomes a simple task by including
the direction of the subject’s walk in the analysis Figure 2.6.A.7 .
Heel Strike and Toe Off Angle Estimation
An important metric of a gait’s quality is the angle of contact with the floor during the
beginning (heel strike) and end (toe-off) of the stance phase period. These moments are
referred to as the heel strike and toe off, respectively. For the purpose of estimating the
foot angle, the foot is broken up into three subregions. Each subregion represents a key
landmark of the foot. These are the heel, toe and sole as denoted in Figure 2.2. These
regions are included as classes during the training of the RDF and limb spatial likelihood
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function. Defining the upper foot group as the union of the toe and heel class, and the
lower foot group as the sole class creates two distinct groups, the upper and lower foot sets.
Solving for the linear boundary between the two regions establishes an estimate of the foots
orientation. This is essentially a hyper-plane problem. Support vector machines (SVM) are
used for such problems. Treating the upper and lower foot regions as distinct classes and
applying a Support Vector Machine (SVM) to solve for the boundary produces results in
an estimate line whose slope proxies the foot angle measurement (Figure 2.7). A weighted
variant is used to give priority to the upper foot classes. These angles are calculated during
the beginning and end of the stance phase.
2.4 Results and Discussion
In this section, the application and evaluation of the pipeline to recorded video of walking
subjects in diverse environments. Error analysis for the estimated clinical gait metrics is
presented. First, an analysis of the system’s performance for estimating the step and stride
length, cadence and walking speed is presented. Next, the accuracy of the heel strike and
toe is presented.
Data Acquisition and Ground Truth Generation
The proposed system provides a series of measurements, each of which requires their re-
spective analysis. These measurements include the detected centers of the stance foot de-
tections, the identification of the various phases of a gait, and the estimation of the heel
strike and toe off angles.
To validate the system, various videos of subject’s walking orthogonal to the camera’s
optical axis were used. The dataset is comprised of both publicly available and privately
collected videos. For each subject, the camera was set at a fixed height and distance from
the subject’s path, and remained static during the capture duration. Sample videos of 14
different subjects from three outdoor sites and one indoor sites were used. The resolu-
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Figure 2.9: Sample images of the evaluation video set.
tion of each capture varied. The collection was comprised of 32 videos, with at least 5
steps per video. Each video capture is used to evaluate the clinical gait metrics and the
phase detections. However, only 5 videos are used to evaluate the heel strike and toe off
measurements.
The experimental procedures involving human subjects described in this paper were
approved by the Institutional Review Board.













Figure 2.8: Percent error of estimated
gait metrics.
Condition at each site varied. The outdoor
settings demonstrated the standard difficulties
associated with background appearance varia-
tion due to the weather. This includes the pres-
ence of shadows and glare created by the sun.
Furthermore, subtle changes in the appearance
happened because there were leaves rustling in
the background due to the wind. Sample images
of the outdoor locations are presented in Figure
2.9.A-C. The indoor scene presented different difficulties (Figure 2.9.D). The capture took
place in a hall way. Throughout the walk, depending the subject’s proximity to the back
wall, shadows formed often confusing the background subtraction code and creating arti-
facts in the foreground estimates.
Ground truth for the sequences are established through manual annotation. There are
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two types of measures made by the system. The first type corresponds to quantities that
can be directly estimated from the images. These include the stance foot placements, the
identification of the current phase of each foot, and the heel strike and toe off angles. The
second type are the measurements that are a function of the first type. They include the
stride and step length, cadence, step count, single vs double stance phase and the depth
ordering (e.g. right vs left foot). Thus, two types of analysis were pursued to validate the
system.
Manual annotations are used to define the ground truth for the first type of measures.
For the foot centers, a user located the frame when the foot was completely planted onto the
floor and selected its center. They did so for each identifiable stance foot occurrence. The
annotator determined the phases by identifying the frames in which each foot underwent
a change in their gait phase. Lastly, both the frames of the heel strike and toe off of each
foot were selected. The corresponding angle of the foot was then estimated by manually
selecting a point on the heel and toe of the foot. A line was then drawn between the two
and the angle was measured.
The manual annotated ground truth was used to establish the ground truth of the second
type of measure. Taking these values as inputs of the functions that return the clinical
gait metrics served as ground truth for the step and stride length, cadence, and step count.
Furthermore, the identified periods of transition were used to define the truth values for the
single vs double foot stance phases, the depth ordering and the left vs right.
Error Analysis
Evaluating the system’s performance using the detected stance foot centers returned fa-
vorable results. Analysis of the ground truth indicates that the centroid estimation error
achieves sub-pixel accuracy on average, as indicated in the box-plot in Figure 2.10. Error
is defined as the absolute difference in pixels between the estimated and ground truth foot
center. The box-plot presented demonstrates the collective error across all videos in each
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Figure 2.10: Visualization of the automated processing. (A) A composite of the detected
subject with estimated stance foot regions overlaid on the horizontally cropped, height-
normalized background image; (B) a cropped false-color image of the cumulative foot
likelihoods with red/orange indicating high likelihood; and (C) the error (in pixels) of foot
position estimation.
environment.
Analysis of the clinical gait metric estimates demonstrate that they can be reliably es-
timated. The corresponding percent error for the step and stride length is demonstrated to
be within a 1% tolerance on average; see Figure 2.8. The cadence, walking speed, and
the left vs right identification has 0% error as the system detected each step and correctly
determined the depth ordering. Lastly, the transition error is on average 1-2 frames, im-
plying that the estimates of single vs left and stance vs swing phase each foot are within 1
frames error as well. Also, the videos are over a hundred frames per capture, implying that
the maximum error is always within 1%. Furthermore, the periods defined by the detected
transitions are adequate for the heel strike and toe off calculations.
Although noisy, the angular measure of the heel strike and toe off angle are within an
acceptable tolerance. The average angular error of the estimates is 3.19o error and presented
in Figure 2.11.C. A representative example of the process applied to a subjects walk and the
estimated angles over time when applied to both feet is depicted in Figure 2.11.A-B. The
major outliers in the angle estimates occurred as the subject was reaching the or traversing
the boundaries of the image.
33




























































Frame 34 Frame 48 Frame 66 Frame 87 Frame 99
A
B C
Figure 2.11: Foot angle during heel strike and toe off phases.
Discussion
Error analysis demonstrates that the approach is capable of estimating the desire metrics.
For illustrative purposes, two sample runs are processed using the foot detection and depth
ordering. The results of their evaluation using the proposed framework are presented in
Figure 2.11.A-B. The samples include a subject with a perfect gait and another with an
impaired gait. To replicate the impaired gait, the subject wore a cast of their leg. Each
of the signal estimated using the methodology from Section 2.3.6 are included in Figures
2.11.A-B.2-7. The system is able to identify the moment of transition from stance to swing
phase for each leg. Also, the determination of left vs right was correctly done using the
estimated signals. For example, 2.11.A-B represents the change in pixel intensity used a
measure to determine the current state of a given leg. A clear pattern emerges for a foot
depending on whether it is the occluding or occluded foot. The result of such a decision
leads to the correct detection of whether the foot is the left or right.
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Measurements which are a function of the stance foot placement are the most reliable
to measure. Values like the stride and step lengths are funtions of the stance foot center
detections integral over time. This point is calculated from the integration of all foot de-
tections of over time. As the stance foot is constantly detected and the mask integrated, the
final integral image lead to a set of clearly distinguishable foot placements (Figure 2.10.B).
By virtue of the integration, these measurements are robust to noise. This allows for the
consistent measure of the basic gait metrics.
Using specific foot locations such as the front or back of the foot to denote its position
is not advisable. While the background subtraction that provides the silhouette is robust to
minor changes in the subject’s appearance, every so often the gross shape of the subject’s
feet is not preserved, which impacts the classification outcome local to the feet. These
minor inconsistencies introduce noise into the estimates, making specific foot landmarks
unreliable.
The toe off and heel strike measurements, on the other hands, are highly sensitive to
false positives. A weighted SVM is used to account for this susceptibility to missclas-
sification. Furthermore, for these estimates the subject is required to walk closer to the
camera. This is because, a higher resolution foot capture is required to consistently isolate
the foot’s shape. For this reason only 5 videos from the set could be processed for this
analysis. The set of five included 3 captures from indoors and the two sample videos from
Figure 2.6.A-B.
Accounting for the contrast between the subject’ clothes and the test environment can
lead to consistent results. The silhouette images over time are the primary inputs to the
processing pipeline. On account of this, ensuring that there is a noticeable difference (for
the algorithm) between the subject’s clothing and the background scene will maximize the
accuracy of the silhouette shape.
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2.5 Conclusion
The motivation for this study was to create a clinical gait assessment system capable of
estimating common clinical gait metrics while still meeting certain criteria. The criteria
are that the system is affordable, easy to use, capable of working in non-controlled envi-
ronments (e.g. outdoors or at-home) and that was still accurate enough to return consistent
metrics. Such a system would create an immediate benefit to the medical community as it
would allow for monitoring capabilities to be easily accessible. Furthermore, evaluation of
a subject’s gait health would not be restricted to the clinic. With such a method, clinicians
will be able to assess the subject’s walking performance in real-world environments like
walking on concrete sidewalks or on grass.
The system detects and estimates the static placement of the subject’s stance foot to
compute key gait metrics used for predicting the health of a subject’s gait. Additionally, it
identifies the gait phases of each foot and returns estimate of the foots inclination at during
the toe off and heel strike. The system is robust to image noise and presents an opportunity
for at-home and outdoor gait evaluations using consumer cameras.
There are a few limitations to the system that can be the focus of future work. Shuffle
steps or steps where the subject does not clear the stance foot with the swing foot during
the swing phase can confuse the results. Future work should investigate how to model for
such an occurrence in order to compensate for it. Also, a decent resolution is required to
accurately estimate the heel strike and toe off angle. Exploration on how to circumvent this
limitation can extend the approaches usability in real world environments. Lastly, another
possible study is on how alternative limb detectors can be used for this application. Recent
developments in deep neural networks have made numerous advancements in estimating
a subject’s pose in the wild. An evaluation of how these methods (e.g. [12]) can be em-
ployed for clinical gait assessment can be very beneficial. Also, a comparison between





3D POINT-SET TRACKING METHOD: AN APPLICATION IN INFANT
KICKING
3.1 Introduction
Infant development studies have identified a connection between the spontaneous kicking
patterns of infants and their mental development [64]. The random flexion and extension
of legs reflect exploratory exercises towards discovering their utility [65]. As the months
progress, the articulations become more purposeful leading to meaningful interactions with
the environment, and eventually producing the actions required to turn over and crawl [66,
67]. This connection holds for the first five months of life on average [68], implying that
analysis of an infant’s kicking motions early in life may provide evidence of potential
developmental delay.
Studies have also explored the kicking pattern differences of infants and pre-term in-
fants with white brain matter damage [69, 70]. White brain matter damage can profoundly
impact an infant, leading to long-term consequences for many aspects of their development,
and possibly contributing to the development of spastic diplegic cerebral palsy (CP) [71].
The above cited studies established distinct differences in the kicking patterns of the two
groups. Thus, early kicking patterns show promise to serve as indicators of white brain
matter damage.
Typically, most children with CP or other developmental disorders are not diagnosed
until the age of 2 years [72]. Considering their significance, having a method to monitor
the kicking patterns of at-risk infants during the first five months may reduce the time to
diagnosis. Such a system would provide the means to evaluate infant kicking patterns and
give therapists a quantitative indicator for the need to intervene early, which can improve
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Figure 3.1: Sample colored point cloud, captured indoors from a Kinect, of an infant and
their parent at home. Includes a plot of the world frame axes.
the child’s quality of life [73].
Typically, studies motion capture systems (mocap) use to monitor an infant movements.
Mocap systems work well when markers are strategically placed on the infant’s limbs [74].
However, having to place items on the infant may lead to fidgeting and unwanted behavior.
This is especially true when the sensors’ weight is too much for the infant, impeding their
activity and limiting how much of the desired behavior can be observed. This work presents
a semi-automated vision based pose estimation system for tracking one leg of an infant.
Extending the work presented in [38], the tracker uses an articulated object pose estimator
designed for range images. It is augmented by a local geometric measure in the registration
formulation, whose role is to improve the system’s robustness and increase the basin of
attraction of the iterative method. The system works by fitting an approximate, generative
model of the subject’s leg onto their visual cues using Robust Point Set Registration (RPSR)
[37]. Error is accounted for by training a regression model with ground truth observations.
The fitting parameters of the generative model provide an estimate of the leg joint angles,
and when processed by the regression model, return a final estimate of the infant’s leg
joint angles. The formulation derived in this chapter will serve as the foundation for the
proposed Robust Atriculated Point-set Tracking System (RAPTr).
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Tracking the joint angles, an entire video sequence provides an estimate of the baby’s
kicking pattern. The method is semi-automated, with the user input serving to calibrate
the system. It is capable of estimating the joint angles of an infant leg during rapid and
chaotic kicking. Furthermore, it meets all of the aforementioned design criteria allowing
for at-home sessions. Figure 3.1 depicts the expected setup, where the infant lies with their
back on the floor during an indoor capture session.
3.2 Related Works
Tracking the articulated movements of babies is related to the problem of human pose es-
timation. Human pose estimation seeks to estimate the joint angles associated to a given
human body pose [4]. They include approaches with ”bottom-up” solutions, identifying
the individual limbs to return a final pose optimally fit to them [75] or holistic approaches
that process the entire image to estimate the subject’s pose. Deep neural network imple-
mentations are an example of this [10]. Mostly focused on adults, advances in this area did
not always translate to infants. However, recent work has started to investigate solutions
for this population [38, 76, 77, 78].
In infant studies, the standard approach is to use a multi-camera, motion capture sys-
tem configured to track and estimate the 3D positions of infra-red markers placed on the
infant’s joints [64]. Multiple cameras must view each marker for accurate position trian-
gulation. The requirement that each marker be within the field of view of- and visible by-
multiple cameras makes the technique sensitive to self occlusion. Self occlusions occur
when the infant’s body blocks the marker from being visible by a camera. They limit the
range of motion of the legs that can be accurately estimated. Maximizing the range of mo-
tion involves installing sufficient cameras at locations determined by the expected marker
movements and the associated self-occlusions. Once configured, data collection is reliable
and accurate. However, protocols using this class of systems are expensive and involved,
due to the cost of the technology, the need for a completely controlled and calibrated space,
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and the efforts needed to identify optimal camera viewpoints and marker attachment points
on the articulated body. Though considered a gold standard, motion capture systems are
unsuited to the design objectives of this work.
Vision based systems relying on a single, monocular camera have been proposed as
well. Computing marker positions or pose from a monocular camera is ill-posed without
specialized subject-specific knowledge. Therefore solutions focus on measuring movement
of the legs. Optical flow, which computes the apparent motion of objects imaged by the
camera, has been used to track the relative motions of an infant’s extremities. Detection
of neonatal seizures [79] and CP [80, 81] is possible through analysis of the computed
image velocities. These methods employ visually derived feature vectors as proxies for
traditionally used motion kinematics. For applications requiring joint signals or intra limb
signal correlations, such as required when assessing an infant kick [64], solely tracking the
motion of extremities through a monocular camera will not suffice.
Consumer range cameras, like the Kinect, provide an affordable alternative to complex
motion capture systems and create the opportunity for at-home evaluations. From the depth
image, simple processing leads to the 3D positions of sensed points in the camera field of
view, meaning that only a single such camera is needed. Proper placement of the camera is
important to avoid self-occlusion issues, however it is simpler to achieve than in multiple
camera setups. Depth based systems have been designed to track the hands and feet of
infants by dressing them in specialized clothing [82] or by tracking local extrema with
respect to the ground plane [83]. These methods measure the movement of the infant’s
extremities, as opposed to the individual joints. Estimating the articulated pose of a body
requires additional processing. Within the computer vision literature, there are two main
approaches for doing so with range cameras [5]. While designed for adult pose estimation,
example methods of each type have been proposed recently for infants.
The first approach employs detection-based methods to localize key body parts within
the range image. One example utilizes specialized detection algorithms to detect the sub-
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Figure 3.2: A) Input image. B) Segmented infant’s point cloud. C) Point cloud mixture
model replacing infant’s leg. D) Mesh model overlay.
ject’s limbs [77]. Another work converts the infant point cloud into a mesh and utilizes the
corresponding connectivity graph to measure the geodesic distance between each point to
the torso’s center [76]. Under the assumption that the hands, feet and head are the furthest
away, in a geodesic sense, from the torso’s center, the authors then detect the extremities
by thresholding. With the centroids of each detected part in hand, both methods use a pre-
specified connectivity graph modeling the body’s physiology to infer the subject’s pose.
Graph based methods are limited since their estimates are based on the subject’s surface
without accounting for the joint offsets.
Model based fitting is the second approach. Presuming the existence of a digital, artic-
ulated model of the subject, model-based fitting seeks the joint values that align the virtual
model with the visual observations made of the subject’s body. Olsen et al [84] initialize
the infant’s pose by fitting a graph on the surface model’s geodesic distance and solving for
the inverse kinematics. They then refine their estimate of the final pose by using an iterative
closest point (ICP) algorithm. ICP is a hard [85] assignment point-cloud fitting strategy,
which is sensitive to missing and extraneous points. An alternative strategy is to use soft
assignment algorithms, such as RPSR [38, 86] which does not require an assignment step.
We follow this latter approach.
3.3 Methodology
This section describes the proposed semi-automated algorithm for estimating the articula-
tion of an infant’s leg over time. Given an input RGB-D image (Figure 3.2.A) and an initial
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calibration, the infant point cloud is segmented from the scene clutter (Figure 3.2.B). Next
an articulated point cloud model (Figure 3.2.C) whose geometry mimics an infant leg is
then fit to the point cloud segment associated with the infant’s leg. Estimates of the joint
angles are then returned by the fitting optimization. Doing so over the capture’s duration
while treating the estimate pose from the previous frame as the initial pose for the current
frame provides an estimate of the joint signals over time. For comparison, the joint angle
signal can be visualized by overlaying a mesh model on the infant’s point cloud, Figure
3.2.D.
Importantly, the system supports the presence of a parent or guardian within the testing
environment (Figure 3.1). A parent’s accompaniment and interaction can stimulate the
infant and helps promote spontaneous kicking through play. As the objective is to observe
the kicking patterns of the subject, only the lower half of their torso needs to remain visible
throughout the capture. Therefore, a parent may remain near the subject’s upper half to
promote kicking by entertaining them, and to extend capture times by comforting them.
3.3.1 Data Acquisition
Recording of the infant occurs in an open space with their parent or guardian located next
to them. Each session commences with the infant being placed on a empty playmat with no
clutter that can occlude the infant’s appearance. The depth camera, here a Microsoft Kinect
camera, is mounted on a tripod in front of and facing the subject, such that it is aimed at
the subject’s legs with a distance greater than or equal to 1.4 meters (a minimal distance for
operating the kinect camera). Spontaneous leg movements are recorded during each trial.
A parent’s presence and participation is desired. The parent or guardian is asked to
sit at the subject’s side. They are allowed to play with the infant in an effort to promote
additional kicking and to provide comfort during the session. They are further instructed to
not cover the infants leg from the camera’s view and to ensure the infant does not roll over.
Although it is not common in the early months, rolling over can occur in the later months,
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making the capture challenging and giving further reason for the parent’s involvement.
The participating family decides the capture duration, ending when either the infant
becomes tired or fussy. Also, an adult may elect to stop the experiment. During this in-
vestigation, the capture protocol for each infant was run during the mid-morning, typically
before their afternoon nap.
The experimental procedures involving human subjects described in this paper were
approved by the Institutional Review Board. The child’s parents signed the Institutional
Review Board approved consent form allowing them to engage in the testing sessions.
3.3.2 Calibration and Subject Segmentation
After acquiring the data, and prior to processing the data, a brief user input phase requests
information from the user to calibrate the environment model. This phase uses the input to
establish the extrinsic parameters of the camera. The user is requested to delineate sample
floor regions in the range image.
Applying principle component analysis (PCA) on the extracted floor patches point
cloud data provides an estimate of the floor plane. Since the floor surface is expected
to be planar, the normal vector to the floor defines the world z-axis. The up direction is
disambiguated from the down direction by selecting the normal vector direction that gives
positive z-coordinates for objects in the world (as sensed by the range camera). The x- and
y-axes get set by the algorithm. Establishing these world axes with respect to the camera
frame gives the orientation of the world frame relative to the camera frame. Figure 3.1
depicts the outcome of calibrating the camera’s extrinsic parameters and plotting the world
frame within the recovered (colored) point cloud.
Defining the global frame aids the segmentation and tracking of the infant’s leg. As
the global frame is set on the room’s floor and its z-axis is normal to the surface, segment-
ing the subject is accomplished by thresholding the point cloud z-coordinate in the global
frame. After thresholding, the infant should be a dense point cloud surrounded by other dis-
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connected point clouds. These other point clouds are from objects within the view of the
camera (e.g. clutter, parents, and walls). Calibration of the infant track region requires user
selection of the infant’s belly to define the target center. A proximity-based connectivity
graph seeded from the user selection recovers the infant point cloud. Following extraction
of the infant point cloud, the same procedure used to define the global frame, defines a
baby frame for the isolated subset of the point cloud. The x/y axis alignment is defined
from PCA applied to the infant’s planar projection. Defining the eigen-vector associated


































Figure 3.3: Extracted infant leg (blue) and super imposed model (red).
During parts of the capture period, the parent’s movements or gestures may place it in
close proximity to the baby. In these instances, the parent can be captured as part of the
infanct point cloud. Restricting the tracker’s view to the lower left projected quadrant (or
the lower right) by cropping the data in the other quadrants, limits the point cloud data
to that containing the leg of interest, removes the parent’s point cloud from the set, and
ultimately reduces the algorithm’s search space during tracking. This final point cloud is
what the model fits to in order to provide an approximation of the infant leg’s joint angles
(Figure 3.3).
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3.3.3 Subject Model and Occlusion Modeling
The infant’s leg to be tracked is modeled by a kinematic chain, much like a robotic arm [87].
Each element of the chain is represented using a (conic) cylinder whose form best matches
the dimensions of their respective limb. Thus the length and width of each segment must
be predefined. A mixtures of Gaussian’s model for each limb is created by evenly sampling
along the length and circumference of its corresponding cone, with each point denoting the
center of a single Gaussian.
The model is defined by its group and shape component. The group component controls
the model’s global pose and is located at the thigh joint. The shape component is controlled
by the revolute joints located at the model’s knee and ankle. Adjustment of these joint
changes the effective shape of the model, with the ultimate goal being that its shape mimics
the subject. Using the formulation presented in [87], the k th leg component is defined by
gk(θ) =
∏k
i=1 gi(θi), where gi ∈ SE(3) and θi is the component’s DoF, and the translation
component is defined as displacement equal to the link’s length.
Tracking involves generating a hypothesized point-cloud given the infant leg’s model
and comparing it to the sensed data (as a point cloud). The θ parameters are updated until
the infant leg’s model matches the subject leg’s point cloud.
Occlusions are inherent in range images and must be accounted for. To accomplish
consistent tracking with a model-based system, self-occlusion is incorporated in the infant
leg model by taking the dot product of the model’s surface normals with respect to the
simulated camera’s optical axis and thresholding for positive values. In other words point
i’s visibility is determined by {p ∈ X|acos(NiṄC) < pi2 }, with Ni the point outward
normal to the surface and NC the camera’s optical axis vector. Thus if the surface normal
is directed towards the camera (e.g. negative dot product) it must be visible (Figure 3.3.3).
However, if there is another closer object with a normal facing the camera, then this other
object is deemed to be visible at the point of projection. In this manner, for a given set of
articulation joint angles, the infant leg model created for comparison with the sensed point
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cloud reflects what would actually be sensed by the camera.
Figure 3.4: Sample image demonstrating how occlusion modeling is accounted for by the
system. Only the side of each cylinder visible to the camera is included in the fitting,
resulting in the half cylinder shapes demonstrated above.
3.3.4 Robust Point Set Registration
In comparison to ICP, robust point set registration (RPSR) has some advantages. Rather
than imposing an association between points (i.e., hard assignment), it uses a radial basis
function to identify a zone of influence whose value will be referred to as a soft assign-
ment. Multiple points can be candidate matches, however locally the set of model points
that match best with a nearby set of sensed points end up having a greater influence on
the estimation outcome. A differentiable radial basis function should be selected for this
purpose.
For this application the Gaussian function is selected for it is continuously differen-
tiable and provides near infinite support. This provides the method with a larger region of
attraction (versus ICP). These items reduce the complexity of the solution and aid in ensur-
ing convergence even in the presence of large displacements. However, since the solution
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is gradient-based and there are local minima in the matching function, the initial estimate
should be in the basin of attraction. This is something to be taken into consideration when
initializing the model.
Detailing further, the formulation treats both the finite set of points associated with
the subject point cloud S and the model point cloud X as mixtures models f and g, re-
spectively. Given a point set X = {xk}, where xk = {gkxi}Nk0 represents the Nk points










where Ng is the number of links, Nk and Rk represent the number of points and rotation





where NS is the number points in the subject’s point cloud and bj is a scalar term, the pose
estimate is accomplished by solving for the following objective function,




(f 2θ − 2fθh+ h2) dx. (3.3)
The function presented has two invariant terms and one term whose magnitude increases
when the fit is good making the aforementioned function equivalent to optimizing the fol-
lowing equation:











As both the functions f and h are Gaussians, their product is also Gaussian. The resul-








α̂φ(x, µ̂ijk, Σ̂ijk) (3.6)
µ̂ijk = gkµi − νj (3.7)
Σ̂ijk = RkΣiR
T
k + Γj (3.8)
α̂ = αi,kβj; (3.9)
allowing for the pose estimator update to be defined by the derivative of its explicit repre-
sentation.




















denoting the link twist derivative and Jk the Manipulator Jacobian.
3.3.5 Defining α̂
Including an influence function within the fitting strategy can help guide the links towards
the regions they are designed for. In this work the geodesic distances are used for this
purpose. Each point on the subject’s point cloud adopts its respective geodesic distance
from the infant’s center. In case of the model, a reference point is located at the thigh’s
base. Setting the seed point in this manner ensures a monotonically increasing value along
the leg, with the toe gaining the maximal value. To ensure an adequate mapping is achieved,
the geodesic values are then normalized by the max value so that the maximal distance is
set to one. A sample representation of the geodesic values both the model and infant point
cloud are presented in Figure 3.5.A.
Estimating the geodesic distances on the point cloud’s surface requires the construction
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A. B.
Figure 3.5: Geodesic Distance representation along the leg’s length, with the largest values
located at the toe and the thigh keeping the lowest (A), Classes labels corresponding to
their respective domains(B)
of a connectivity graph [88]. By considering every point as a node, a graph is created by
first establishing an inter point proximity measure as follows:
Ai,j =

d(xi, xj), if i 6= j & d(xi, xj) < dmax
inf, otherwise
(3.11)
with the function d defined by the user. For this application, the L2 norm of the difference
is used. All points considered too far from any other point from the graph are ignored.
The resultant matrix then represents the cost of traversing from one point to another. A
connectivity graph is defined as:
coni,j =

1, if Ai,j ≤ τ
0, otherwise
(3.12)
with τ defining the connection threshold. In order to prevent unrealistic crossover, a con-
servative value for τ should be defined. This will restrict points on the front from getting
connected to another point on the back. A major assumption here is that the captured point
cloud is a sparse approximation of the leg’s surface, thus using a conservative value for τ
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returns a series of superficial connections.
Given the approximate surface, geodesic values at every node are estimated. Using
Dijkstra’s algorithm at each node with the goal set to what will be considered as the closest
point to the object’s center (base of the thigh for the model and the belly’s center for the
infant). Dijkstra’s algorithm provides the optimal path from any point to any other point
given the cost matrix defined in Equation 3.11. However, it also provides the cost for
traversing said optimal path r. This value creates a mutual relationship between the model
and subject .
Utilizing an intermittent representation r̂ of the calculated values provides a desired
mapping for the purpose of model fitting. There is a clear relationship between the model
and the subject as the r values are normalized ranging from zero at the base of the leg to one
at the toes for both the model and subject. However, r cannot be used directly due to noise
present in the range data. Noise creates misleading patterns in the local geodesic values
that can confuse the model fitting. To mitigate this problem, the r values are replaced by r̂,
a class label designating the domain in which the point falls in. Dividing the range from 0
to 1 into equal parts, creates sub sections. Labeling the first section 0 and incrementing the
label along the rest provides class values for the points as seen in Figure 3.5.B. It should
be noted that the more sections the domain is cut into provides a finer section definition but
also allows for noise to have a stronger impact. However, a coarser representation would
reduce the established mapping’s benefit. Thus there is a balanced number of cuts that will
provide the desired fitting. Seven cuts were used in this application.
By defining α̂ with local similarity score, the fitting formulation’s behavior changes in
a manner that directs model regions to their corresponding subject locations. This is the
case as the same policy for discretizing the sub sections of the model is employed on the
subject as well, ensuring a mutual relationship. The class labels in r̂ are not independent as
the values indicate an order from base to toe. Thus a difference can be defined to establish
a proximity of each label to another converting Equation 3.10 to :
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with λ a scalar defining the bandwidth for r. Including this term in the formulation effec-
tively adjusts the gradient weights, modifying their contribution to the update and ensures
like points in their r value map to each other.
There are a couple of benefits to this formulation. Firstly as the gradient magnitudes
now adapt based on the proximity of like points in r, the effective region of attraction is
increased. Next, once the model is adjusted in a manner that like points in r are close to
each other, the RPSR portion of the formulation allows for the local geometry to refine its
pose. Lastly the tracker’s robustness has increased due to two factors. The first given is that
the geodesic distance is semi-invariant to changes in the subject’s shape and the second is
that using the Mahalanobis distance in the similarity formulation allows for some error in
the partitioning.
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Figure 3.7: An evaluation of the tracking results is presented for the knee (A) and ankle
(B). ICP in green and RPSR in red, plotted over the ground truth signal in blue.
3.4 Results and Discussion
3.4.1 ”Robo-Baby”
A robotic humanoid is used to evaluate the method’s performance. It was constructed in
order to mimic the physiology of an infant (Figure 3.6.A), with the capability to enact
various kicking motions that mixed both in phase and out of phase flexion and extension
patterns in the leg joints. It was designed to have two motors at the hip and one at the
knee and ankle joint. Programming of the kicks involved the user actuating various kicking
patterns and having the motor record the signal. Various trials of this action were recorded
and the resultant kicking signal used for the analysis is a mixture of these recorded trials is
a random concatenation of these sessions, tying the tail end of one session to the beginning
of another. The final kicking signal (solid lines seen in Figure 3.7) was then actuated by
the motors, and recorded using the data collection protocol presented in section 3.3.1. A
sample image of the capture protocol is presented in Figure 3.6.B.
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3.4.2 Quantitative Error Analysis
Evaluation of the systems performance was done by tracking the leg joints of robot whose
shape and dof mimicked the physiology of an infant. A benefit of constructing the ”Robo-
baby” is that it provides direct access to the actual joint signal enacted during the given
frame, facilitating the error analysis.
A calibration protocol must be undergone in order to ensure a valid comparison. The
calibration step applies a linear transformation that maps angles to the signal input provided
to the robot. This is done to simplify the input commands for articulating the robot, making
it so the user only needs to pass in angles. Moreover, using the that logic, the fitting model
is designed to work with the same input angles. Thus the model will mimic the robot for
any given set of angles and allows for the input signal to be defined as the ground truth.
With the calibration ensuring a direct comparison between the model and robot, esti-
mates of the joint signals measured by the system are compared to the original input joint
signals undergone. The resultant error analysis is presented in Figures 3.7.A-B and 3.8.A-
B. The error is evaluated using the L2 norm of each joint signal for every instance in time
corresponding to the ground truth signal.
Various kicking patterns were incorporated in the experiments and captured using the
protocol presented in section 3.3.1. Nine sessions of kicking actions were collected, in-
cluding a variety of flexion and extensions of the legs at each joint. The sessions lasted a
duration of 30 seconds during which only 50 frames were evenly captured throughout the
session. Different types of kicks ranging in magnitude and type were enacted. Effort was
taken to prioritize each joint during the first sessions, with remaining session serving as
examples where articulation occurred in each joint. For example, the first session priori-
tized the knee articulation while in the second priority was given to the ankle. Limits in the
articulation were enforced, with the robot’s effective range of motion for the knee being
defined as [0◦, 135◦] and [−45◦, 45◦] for the ankle.
The resultant system performance demonstrates its capability to both capture kicking
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Figure 3.8: Boxplots comparing the results of the ICP and RPSR methods. In both joints,
RPSR has a lower tracking error than ICP with a smaller variance as well.
motion trends and return relatively accurate joint angle measurements. In the prior study,
presented in [38], the average error was 2.5 and 2 degree error margin for the knee and
ankle, respectively. With the new sets’ inclusion, this is error grew to 5.1 and 2.62 degree
error on average, respectively.
By enhancing the RPSR formulation with the introduction of α̂, the system is able to
track throughout all the collected sessions at a lower error rate. A major source for the
added robustness was due to the α̂ associations as they gave priority to the view points that
remained visible at the thigh and tibia, ensuring that the corresponding limbs of the model
were directed towards them.
A comparison between α̂ RPSR, RPSR and ICP (method employed in [84]) is pre-
sented. All methods are able to track the robot’s motion throughout the nine sessions as
seen in Figure 3.7 and even demonstrate the ability to recover if they deviate too much.
However, even in the presence of occlusion, both of the RPSR systems are able to track the
robot’s articulation without detrimental deviation. ICP (green) performed with an average
error of 7.16 and 3.37 degrees for the knee and ankle, respectively, while α̂ RPSR (black)
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had an error of 4.57 degrees for the knee and 2.58 degrees for the ankle. As previously
mentioned, the standard RPSR out performed ICP but had a higher error than the proposed
α̂ RPSR. In addition to having lower average error, both RPSR methods performed with
a lower error variance as demonstrated in Figure 3.8.A-B, implying a reduced chance of
returning erroneous estimates. No filtering of the signals was applied to any of the experi-
ments.
Further analysis of the resultant figure demonstrates the system’s strengths and weak-
ness. With a 7o per sec maximal rate of change at the hip, knee and ankle, the system was
capable of tracking the articulation with good accuracy. This included mixture of flexions
and extensions at each joint. An obvious limitation of the method that still persists even
with the inclusion α̂ in the formulation demonstrates itself at periods when one joint is
held constant while the other is actuated. This can be due to two reasons. Firstly the noise
present in the Kinect capture and secondly the formulation adjusting its joints in a manner
that minimizes the error of the rapidly articulating link while allowing for the other to take
on error.
3.4.3 Qualitative Run
For the sake of demonstrating the system’s real world applicability, a session was held dur-
ing which an infant’s kicking patterns were recorded and their leg was tracked. Following
the protocol outlined in section 3.3.1, various instances of the infant’s kicks were recorded.
The capture took place in the living room of the subject’s home. A parent was presently
sitting next to the subject’s side promoting their kicking actions through play. One of the
infant’s toys was used to provide both physical and auditory stimulation. The kinect was
set on a fixed location away from the subject. Figure 3.1 is the 3D representation of the
capture.
After the session ended, the system was applied to the captured video, resulting in
adequate tracking. The estimated joint signals over time are plotted at the base of Figure
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A. B. C. D. E.
Figure 3.9: Example capture over time. For the sake of this example, the articulated model
limb’s point clouds is presented by the equivalent mesh. The joint poses captured are
presented at 5 points in time. Their corresponding joint angles are marked with blue vertical
lines with the blue letter denoting the associated image. Three joint angles over time are
presented in red (ankle), green (knee), and blue (projected hip.).
3.9 . Mesh cylinders are used solely for the sake of displaying the model’s current pose
at the given frame with the blue points representing the subject’s point cloud. A letter is
assigned to each leg still, marking the frames these poses represent and further noted by
the vertical, dashed lines in the graph. As the hip is comprised of a ball and socket joint
(having 3 dof), the projected angle with respect to an axis along the sagital plane is plotted
in place of the series of joint signal. However, as is evident by the model’s superposition
over the infant’s point cloud, the hip joint estimates are being tracked consistently.
3.5 Conclusion
A semi-automated pose estimation method for an infant’s leg was presented. Given some
minor manual annotation, the system is able to robustly track the joint trajectories of an
infant’s leg during spontaneous kicking. It is an extension of prior work in which class la-
bels are embedded onto both the model’s and subject’s surface, creating an association that
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increased the model’s region of attraction and improved its capability to track the infant’s
leg’s pose. Its performance is compared to ICP, a standard practice for pose estimaiton.
The joint trajectory estimated by this system can be used by a therapist or pediatrician to
evaluate the child’s development. Furthermore, as the method only requires kinect and
computer, it is well suited for at-home sessions.
This work serves as the foundation for the studies presented in Chapters 4 and 5. As the
RPSR derivation is so general, it allows for an extension to fully articulated point sets. As
will be presented in the following chapters, the formulation allows itself to be utilized for
more complex articulated structures, so much so, that articulated model compositions that
resemble a human’s physiology can be used as well. Treating this as a foundational work,
the following chapters extend it for the purpose of doing full body pose estimation of both
adults and infants. This is made in large part to the combination of the findings from this
chapter and Chapter 2.
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CHAPTER 4
ROBUST ARTICULATED POINT-SET TRACKING (RAPTR): FULL INFANT
POSE ESTIMATION
4.1 Introduction
Monitoring the kicking patterns of infants gives a very informative glimpse into their de-
velopment. Tests providing metrics for the infant’s health based on their kicking patterns,
their arm movements and their neck control inform the identification of early symptoms
associated with neurological or physical inhibitors to their growth. Unfortunately, most
children with cerebral palsy (CP) are not diagnosed until the age of 2 years [72] due to the
subtle indicators that often go unnoticed. It isn’t until milestones like crawling and walking
are not achieved that awareness of such problems occur. Detection of developmental delays
or irregularities in the first months of the infant’s life allows for early diagnosis to occur.
After which, a regiment of physical therapy or other intervention can be coordinated that
when done early can have an impact on the infant’s quality of life [73].
In chapter 3, a single leg tracking method was discussed. The formulation presented
provides a derivation for the inclusion of variable coefficients. To provide a mapping be-
tween the subject and model, a geodesic surface is estimated originating from the thigh’s
base and extending to the subject’s toe. These factors define the coefficient values assigned
to each model point and serve to guide the fitting gradients, allowing for smoother and
more consistent convergence. Effectively, they create a ”soft assignment” between model
and subject point, allowing for multiple subject points to inform the gradient at a single
model point. Unfortunately, it suffers from one key hindrance. The method is unable to
estimate poses where the subject’s limbs cross one another well. As presented in [84],
the authors identified that this limitation was a consistent source of error. Filtering meth-
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Figure 4.1: A) RGB capture B) range image capture C) classified output, D) pose estimate
ods can be applied to the estimated joint signals alleviate improper pose estimate, but that
would violate an intended feature designed for in the proposed solution. It is desired that
the approach solve for the pose at every frame, independent of the other frames that came
before or after. This is done to reduce the error propagation that occurs in these temporally
dependent filter-based solutions [89]. Furthermore, filtering spreads the error across all the
fits, propagating error to well-fitted frames.
By giving the limb detectors a series of sample images and their corresponding annota-
tions, any depth image of the subject that resembles the appearances captured in the training
data can be processed to return a predicted set of limb location likelihoods. Annotation in
this case is the production of images with the limbs colored based on their label. Hence,
if a million sample images of different infants can be captured by range cameras and their
limbs annotated as prescribed, then such a detector can be trained and the predictions used
as a proxy to the geodesic values for defining the coefficients. Although the quantity of
images for real infants would be a high barrier of entry to establish this as a viable solution,
model-based methods provide an alternative means to accomplishing this task.
The proposed Robust Articulated Point Set Tracking (RAPTr) framework is a bottom-
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Figure 4.2: Makehuman infant mesh model
up solution that uses an articulated model at multiple steps in the solution to achieve con-
sistent pose estimation. First, the infant model (Figure 4.2) provided by the MakeHuman
system [29] is used to create a large number of synthetic infant images and their corre-
sponding annotations. A deconvolution neural network is trained as a limb detector with
this set. Next, exploiting the soft-assignments naturally created between the model and
subject, an objective function for pose estimation is optimized. Once the pose is estimated,
the model’s shape parameters are used as shape descriptors to train a final regression algo-
rithm that produces a refined estimate of the subject’s pose. Tracking the subject’s pose is
accomplished by applying this method to every frame of a video capture. Lower error es-
timates are achieved with this approach when compared to the common practice presented
in [77, 78].
This chapter is organized as follows. A related works section will cover some works in
infant pose estimation, establishing the solution’s baseline. Next, the methodology outlines
the model definition, the training set generation, the protocol for defining the coefficients
of RAPTr, the model fitting and the shape descriptor-based regression function for the final
pose estimate. In the results section, a test for evaluating the algorithm is presented where
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Figure 4.3: A) RGB capture B) range image capture: Demonstrating how the subject should
appear during the capture
a robotic infant is used to create a ground truth set. Furthermore, qualitative results of a
model fit to a real infant are also included. Lastly, the conclusion summarizes the work and
possible impact if used towards infant diagnosis.
4.2 Related Works
There have been advances in infant pose estimation through computer vision methods pub-
lished in recent years. The methods include both loosely limbed and articulated model-
based approaches. Each established a baseline for their error metrics. However, no work
provided public benchmarking data, public source code, nor binary implementations for
reproduction and adequate comparison.
Example articulated model-based methods are available. In [76, 84], the geodesic sur-
face is estimated along the infant’s body, originating at the subject’s center, leading to the
feet, hands or head ending up with the large geodesic values, making the pose estimation
problem and inverse kinematic problem. The authors assume that the torso’s location is
known and employ standard inverse kinematic techniques to retrieve the joint angle initial
conditions. They finalize their estimate by applying an Iterative Closest Point (ICP) [90]
based update until convergence. The previous work presented in chapter 3 is an extension
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of [38]. Instead of an ICP, the method applies RPSR. Unfortunately, both methods suffer
from the same limitation: they are unable to cope with poses that arise when the subject’s
limbs are crossed. This shortcoming is also presented in their findings.
Bottom-up approaches have been applied to infant pose estimation as well. In [77],
the authors use the Makehuman system to generate a collection of infant renders. They
employ a range imaging model to mimic how the infant is viewed when captured by a
Kinect camera. These captures are created using a simulated environment based on certain
assumptions. One, the camera is set a known fixed distance away from the subject and
two, the model’s dimensions (e.g. link lengths) match their subject’s dimensions. These
captures are used to train a randomized decision ferns limb detector. Furthermore, the
predictions are clustered and their centroids are treated as the joint locations. Once more,
this is a loosely-limbed method, whereby the limb connections are predefined, resulting
in a graph-like model. Also, only the average of each prediction set is treated as the joint
location, even though they noted that multiple cluster centroids are possible outcomes.
This work is extended in [78], with the inclusion of a cost-based approach to optimize
the possible connections that make up the pose, thus reducing the confusion presented by
multiple viable cluster centroids. In this work, the output modes calculated by this approach
are used as moment-based features for training a linear regression model like [7] did for
human pose estimation, which will serve as the method to compare against.
Another sample of a bottom-up approach is presented in [91]. Using a stereo camera,
the authors tracked markers which are pasted on the subject’s limbs. Only the extremities
are marked, constraining the scope of the study to getting the limb’s gross general move-
ment.
As mentioned before, each method employed has its own means to establish their error
without providing a publicly accessible set for comparison. In [84], a few frames from
multiple captures are manually annotated. Treating range images as the median for defining
ground truth has a natural limitation as the only points that can serve as markers are those
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Figure 4.4: High level flow-chart of the proposed RAPTr Framework for Infant Pose Esti-
mation
captured on the subject’s surface. This is a problem as occlusions, human error and the
fact that the joint lies well below the surface can prevent accurate annotations. In [77, 78],
a similar approach is pursued. However, in this instance the authors fit their model to the
subject and manually update it till the model appears to correctly match the subject’s shape.
Once more, this approach is vulnerable to human error.
4.3 Methodology
This section describes the proposed RAPTr framework, an autonomous method for estimat-
ing the articulation of an infant on a per frame basis. Given an input depth image Figure
4.1.B, a predicted limb detection map is produced (Figure 4.1.C). Next, this range image is
converted into a point-cloud (Figure 4.1.D) and an articulated point set model that mimics
an infant is fitted onto it ((Figure 4.1.E), returning an estimate of the infant’s pose. Doing
so over time, produces an output signal which captures the articulated patterns that make
up their actions. The workflow is demonstrated in Figure 4.4. A visual demonstration of
the infant subject’s actions can then be reproduced by using the estimated pose parameters
on the infant model.
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4.3.1 Data Acquisition
During a session, an infant’s actions are captured from a single range camera. When the
session begins, a parent or guardian is asked to set aside an open area on the floor in their
home. A mat is set and, ideally, a toy is present. The child is placed on the mat, with the
parent or guardian at their side as demonstrated in Figure 4.3.A-B. The range camera used
in this exercise is a Microsoft Kinect. It is elevated at least 1.4 meters from the floor using
a tripod and pointing orthogonal to the floor. The selected elevation is needed to ensure the
subject is within the operating distance of a Kinect camera. This is because if the subject
were any closer, the current calibration methods would fail as the range values returned fall
into the region not modeled by the calibration functions. Care must be taken to ensure that
there are no occlusions present. Although the proposed work is robust to noise, it is still
beneficial that the infant remains largely visible throughout the capture duration.
As stated in the previous chapter, a parent’s presence is positive and desired. The parent
can provide motivation for the child, promoting their activity and keeping them calm during
the capture session. Furthermore, their presence affords them the ability to monitor the
infant’s comfort. Ultimately, it is the parent’s determination as to whether the capture
should continue or not, making their participation highly important.
The experimental procedures involving human subjects described in this paper were
approved by the Institutional Review Board. The child’s parents signed the Institutional
Review Board approved consent form allowing them to engage in the testing sessions.
4.3.2 Calibration and Reference Frame Definition
Using the Kinect functionality provided by ROS (Robot Operating System), registered im-
ages of infant are collected. The ROS libraries [92] can control a Kinect, returning regis-
tered RGB and range image pairs. The per-pixel range values are returned in cm, removing
the need to calibrate the captured imagery.
Using the intrinsic parameters returned by ROS, the range images are easily converted
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to point clouds. First, the x and y index values of each pixel are treated as the projected x,y
coordinates of each pixel. Next, each point put in homogeneous notation and multiplied by
the inverse of the intrinsic matrix. Lastly, the point are multiplied by their corresponding
range value, resulting in a point cloud. The mapping between the pixel and their corre-
sponding points is kept, to allow for predictions in the range image to translate to point
cloud.
To remove the features not modeled by the dataset, a reference frame is defined. With
the environment being set up for easy capture, the majority of unwanted material in the
image can be taken out using standard computer vision techniques. The first to be removed
are the depth values associated with the floor. The frame is estimated using a planar model
detection method built into Matlab [93]. It identifies the largest set of points that fit a planar
model. These points are then treated as observations to solve for a plane to model the floor.
Using PCA (Principal Components Analysis), returns a reference frame whose z-axis is or-
thogonal to the floor. By applying the inverse group product to the point cloud, the resulting
points are defined with respect to a reference frame on the floor. Thus, a height threshold
can be applied to remove the points associated with the floor. Based on experiments, a 1-2
cm threshold appears to be enough for consistently removing the majority of the floor.
Next, a radius threshold is required to be defined prior to the capture. It is the radius
at which any points outside of it are removed from the point cloud. Assuming the child is
at the image’s center, applying this radius-base threshold removes the point cloud captures
of the parent, toys and any other artifact present in the environment that are not associated
with the infant.
The reference frame calculated in this step serves the additional function for placing
the infant model. With the estimated reference frame, the camera’s extrinsic parameters
are calculated. Using these parameters, the infant model can be placed directly in the
point-cloud capture by setting the model’s positional group component terms equal to the
reference frame’s center.
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Figure 4.5: A) Model Skeleton, B) Per Limb Mapping, C) Class Defined Mapping, D)
Occlusion Modeling [camera in front]
4.3.3 Infant Model
The RAPTr system requires a representative surface model that appears just like the subject.
In this instance, the surface model is represented by a point cloud articulated model is used.
The Makehuman system has the capability to export a skeletal frame of the infant model
(Figure 4.5.A), a mapping of points to their links, the surface normal and a color mapping
for each point. A per-link color-coded representation of the infant is presented in Figure
(Figure 4.5.B). For the purpose of demonstration, the colors have been randomly assigned
to a given link. Each point is been rigidly assigned to their respective links, setting their
reference frame at the base joint.
Although the model is structurally different than the one presented in chapter 3, theoret-
ically it still fits the model fitting formulation. The model covered in chapter 3 is a single
kinematic chain. In this case, the infant’s articulated model is a collection of kinematic
chains which are connected to single a base that has 6 DoF group component allowing
it move any where in 3d space. However, as each link is its own end effector and is not
closed-loop, the formulation from Equation 4.1 still pertains to this fitting objective func-
tion.
Several shape Degrees of Freedom (DoF) are provided to the model. Each angular
value controls an aspect of the infant model’s effective shape. Theoretically, when the
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infant model’s shape matches that of the subject, an approximation of the pose is achieved.
Thus, an appropriate number of DoFs have been included in the model to provide it enough
freedom to match the majority of an infant’s poses. For this model, 35 DoFs have been
defined, with three angular degrees of freedom at each shoulder, hip joint, wrist, ankle,
pelvis and neck and lastly one DoF at each elbow and knee. Each joint included in the
articulated rigid body model is denoted by a large black marker in Figure 4.5.A.
The six parameters controlling the 3d position and orientation, otherwise known as the
group DoFs, are defined to place the infant model over the point cloud capture in what will
now be referred to as the capture space. Initial placement of the infant model’s position and
orientation within the capture space are defined based on the estimated extrinsic parame-
ters and limb detector predictions. Specifics over the shape component initialization and
approximate group orientation are covered in Section 4.3.6.
Each point on the model’s surface is assigned a label. This represents which class that
point belongs to. Figure 4.5.C-D is an example of how the labels are distributed across the
infant model’s surface. In total, there are 24 labels. These label assignments will later used
to generate the annotated imagery.
Occlusion is accounted for in this framework. Figure 4.5.D is an example of the occlu-
sion modeling when the camera is set in front of the subject.
4.3.4 Dataset Generation
Using the MakeHuman program, synthetic range image samples of the infant during a
capture session are produced. Each sample range image generated is accompanied by its
corresponding per-pixel limb annotations. The synthetic images simulate the infant under-
going various poses while respecting a few assumptions. First, no background is included
in the samples. Next, the range camera model is placed at 1.4 meters from where the ground
would be (behind the infant). Also, no infeasible poses are included. Lastly, penetration of
the infant’s limbs to where the floor should be is kept to a minimum.
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Figure 4.6: A) Synthetic Range Image, B) Per Limb Annotations
Using the built-in range image modeling function and a matte color assignment, a repre-
sentative sample and its corresponding ground truth image are produced. The range images
produced by the Makehuman system adheres to the pinhole projection physics model. Thus
each pixel represents a fixed distance, in cm, from the camera with the occluded points
omitted from the capture (Figure 4.6.A). A gray scale matte color map is defined, mapping
each individual pixel to its corresponding class (Figure 4.6.B). For example, one color de-
notes the left shoulder while another is set to represent the right. These color assignments
serve as the integer class value learned during limb detector training.
A few pose types are defined to ensure a balanced training set is created. Two types of
poses are captured. The first type is a set of completely randomly generated poses. The
second type is the set of poses created by perturbing from a few initial poses. These poses
were selected to serve as initial conditions for creating controlled samples. These poses
represent how the infants would look if they were resting, fully extended with their limbs
out or if they were in the fetal position. During sample generation, each initial pose is
selected randomly from a uniform distribution. A small perturbation is applied to each
angle, creating a completely new pose sample while remaining in proximity to the base
pose. The combination of the two types of samples produces a balanced set, with both
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Figure 4.7: A) Range Image Input, B) Deconvolutional Neural Network, C) Classified
Output: deconvolutional network with skip connections, stride inference for downsampling
and upsampling.
4.3.5 Per-Limb Classification Deconvolutional Neural Networks
Semantic segmentation is accomplished using a deconvolutional neural network. In [94],
the authors applied this deep neural network to extract the regions of everyday items like
cats, dogs, and or other common objects from imagery. This work was extended for the
use of semantically segmenting subsections of humans in [7]. Although other methods
of semantic segmentation are available: randomized decision tree [95, 14, 22], fields [96]
and ferns [77], this work will focus on the implementation and performance evaluation
of deconvolutional neural networks. Comparison between this network’s performance and
that of a randomized decision ferns implementation are presented in the results section.
The randomized decision ferns are selected as the baseline competing method because it
is the most recently published limb detection method used for the application of infant
pose estimation and also because they demonstrated that the classification results were
comparable between the Randomized Decision Forests and Ferns.
An implementation of Segnet [97] is applied to each input range image capture. Segnet
is a deconvolutional neural network which returns a per-pixel classification. In this appli-
cation, it is treated as a limb detector. Using several convolutional operators at each level,
the network creates a series of feature outputs that when processed with each layer’s Relu
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A. B.
Figure 4.8: A) range image, B) warped range image
operators, returns highly descriptive features. At each level, a downsampling mechanism
is applied. Normally max-pooling is selected towards this. However, in this work, stride
inference is used. Essentially, it is a means of doing convolutional operations in routine
strides by skipping a few pixels along the image at every operation, and thus reducing the
dimension of the input image [98]. A similar operation is applied to upsample the output
convolutions in the network’s latter end.
The first five stacks are structured by the following dimensions: 300x300x64, 150x150x128,
75x75x256, 38x38x512 and 19x19x1024. The first two values are the image dimensions
and the last entry is the number of filters. As the network is symmetric, the dimensions
of the network’s remaining four components are equal to the first four dimension sets pre-
sented, just in reverse order.
The Segnet implementation is a variation of the original published work. A series
of skip connections, like those implemented in the U-Net [99], are incorporated into the
network structure. As demonstrated in Figure 4.7 , they traverse the network connecting the
end of earlier convolution stacks to the beginning of their corresponding later convolution
stacks. These serve to capture the details from earlier convolution operations that may be
lost from the numerous downsampling steps applied to the input image.
Each image passed into the model requires normalization. In this instance, normaliza-
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tion refers to the process of mapping the input image into a common space which all input
images can be mapped to. The following procedure is applied to accomplish this. First, the
images are cropped such that the extents of the crop are defined by the pixel which have
non-zero values. Only the range images are considered for defining this extent. Next, once
the image is cropped, they are then resized to a canonical image dimension. A height and
width equal to 300 is used in this work as seen in Figure 4.8. Lastly, a histogram stretch
forcing the range values between a maximum value of 1 and a minimum value of 0 is ap-
plied. Although batch normalization is included in the deconvolutional set, this step is still
required for the randomized decision ferns. Thus, this has been included in both methods
to ensure the same there is a fair evaluation of each method’s performance. Also, each step;
except for the histogram stretch, is applied to the label images for training. When evaluat-
ing the images, an inverse operation of each of the prior steps is required to be applied to
the resultant predicted label image, excluding the histogram stretch.
This model serves to provide limb detections. Each image processed by this network,
returning a per-pixel classified image as demonstrated by Figure 4.7.A-C. As the model is
used to both generate the samples for training and fit to the subject, the mapping between
predicted outputs and their corresponding limbs on the articulated infant model are already
defined.
4.3.6 Model Initialization
For the fitting formulation to work well, the articulated model must be instantiated close to
the subject’s pose. Proximity in this case refers to having the model’s group orientation and
position be near the values of the actual subject’s group components. Essentially, the closer
the initial conditions are to the actual pose estimate, the shorter the period to convergence.
Also, this lowers the possibility of having the optimization function get caught in a local
minimum, resulting in a more accurate pose estimate.
Initialization of the articulated model is done by setting the model’s group components
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based on some heuristic from the capture, calibration parameters and classification results.
Using the extrinsic values provided by the ROS package, the infant model is placed in the
capture space. The positional group components are set by equating their values equal
to the point cloud’s center, otherwise known as the point cloud’s mean. Next, the group
orientation is defined by three vectors. The first vector is the direction established by the
infant’s point cloud mean to the average of head-class points. The second vector is the
estimated floor plane’s z-axis. The third and last vector is defined by the cross product of the
two estimated vectors. The resultant initial rotation matrix is created by their concatenation
which is finalized by applying the Graham-Schmidt process of orthogonalization.
4.3.7 Model Fitting
Treating each point on the articulated model as a Gaussian function and having them rigidly
assigned to a link within a fully articulated infant model, allows for the use of the formu-
lation presented in chapter 3. Once more, with f and h denoting the articulated model
(Equation 3.1) and subject points (Equation 3.2), respectively. A function modeling the








α̂φ(x, µ̂ijk, Σ̂ijk) (4.1)
µ̂ijk = gkµi − νj (4.2)
Σ̂ijk = RkΣiR
T
k + Γj (4.3)
α̂ = αi,kβj, (4.4)
with gk and Rk being the link’s group function and rotation matrix, respectively. As the
product of two Gaussians is also a Gaussian and differentiable, the derivative returns an
explicit representation for the update.
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denoting the link twist derivative and Jk the Manipulator Jacobian. This deriva-
tive defines a direction in the pose parameters space, that can be followed to retrieve an
estimate for the subject’s pose. The alpha value present in the Equation 4.5 is defined by
the label correspondence between the subject and the articulated model for the given point.
Although this formulation was originally defined for single kinematic chain, it applies to
an articulated object made up of multiple kinematic chains as well.
Using the gradient descent approach, the model’s pose is updated based on the gradient
direction until it matches the subject’s. By applying Equation 4.5 to the model’s DoF
variables until convergence, an estimate of the pose is achieved. It is by design, that an
articulated model is assumed to have converged.
Alpha values are assigned to the articulated model’s points in a natural way. The for-
mulation in Equation 4.5 includes an alpha coefficient which can be designed to achieve
better convergence. For this application, alpha is substituted by:
αi,j =

1, if Ci = Cj
0, otherwise
, (4.6)
with Ci and Cj representing the model and subject point predicted class label, respectively.
The resultant gradients end up directing the limbs to their corresponding sections in the
subject point cloud. This also results in a larger region of attraction for convergence and
introduces some robustness to noisy points, which is a direct result from the formulation
being Gaussian, essentially creating soft assignments between a single model point to many
subject points, and also producing a robustness to false-positive limb detections.
Originally, the goal was to define αi,j = p(Cj = Ci|vj), however the use of equation
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A. B. C.
Figure 4.9: A) Limb Semantic Segmentation on a real infant, B) Model Fit, C) Moment-
based descriptors demonstrated via colored ellipsoids, where the colors represent the class
and the model skeleton is super imposed.
4.6 results in faster convergence and better fits.
4.3.8 Pose Estimation
A regression model is trained to estimate the final pose. In [77] et al, centroids of each
group isolated by its predicted label is used to model the closest joint. However, this is
not a very accurate approach as the joint locations may reside well below the point cloud
surface. Mean values taken from point clouds generated from range images tend to stay
around the surface. However, these values can serve as feature descriptor to train a linear
regression model.
To that end, both moment-based and shape-based descriptors are calculated in this
work. First, a moment-based feature vector is estimated from the subject’s point-cloud.
For example the subject’s classified point cloud depicted in Figure 4.9.A return the mo-
ments represented by the ellipsoids in Figure 4.9.C. A vector component is extracted for
each prediction cluster, resulting in a vector that is comprised of the mean and standard
deviation from class. If no representative points for a given class are available, the descrip-
tor is defined by a vector of zeros matching the intended dimension. This is a common
occurrence, as false positives and occlusion are possible. When estimated, these features
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provide insight about the subject’s shape as they mimic the pose up to a certain extent. The
second descriptor is created via the model which serves as a feature generator. Taking the
estimated joint parameters and the link end-points as features (From the model in Figure
4.9.B, the end-points are represented in Figure 4.9.C by the red markers), provides further
insight into the subject’s pose. In the results section, the use of these features are tested to
evaluate their utility in training a final linear regression model.
Although alternative regressors are available, a linear regression model was chosen
because it is less likely to overfit to the captured data.
4.4 Results
In this section, two methods of validation are presented.
The first method is a quantitative measure of the system’s performance. A robotic
infant is monitored, and the proposed methodology is applied to estimate the effective pose.
The classification performance of both the randomized decision ferns and deconvolutional
neural network is evaluated as well. The pose estimates, tested using both limb detector
methods, are compared to the ground truth values provided by the Optitrack system. This
is done for a series of moment-based and shape-based descriptors, with the shape-based
descriptors representing the RAPTr solution.
Next, qualitative evidence is provided. An infant is monitored using a Kinect camera in
the comfort of their home. Their movements are captured and processed using the proposed
method. Snapshots of the capture with their corresponding pose estimates are presented.
For the sake of presentation, each estimate is represented by the fitted infant model.
4.4.1 Classification Error
A comparison between the classification error from randomized decision ferns and decon-
volutional neural networks is made in this section. Each model is trained on a collection of
randomly generated infant images and evaluated on a subset.
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Infant Training and Validation Set
A set of thirty thousand infant images is used for this experiment. The set is generated using
the approach presented in section 4.3.4 and consists of 30,000 sample infant images. The
synthetic infant model is provided by the MakeHuman API with the limb ratios and height
remaining untouched. The camera model employed is set at 1.4 m above the synthetic
infant and the output images are 300 x 300 pixels in dimension. As this is a synthetic set,
no background is simulated.
A training and validation set are created from the collection of synthetic images. The
training and validation set are made up of 75% and 25% of the full set, respectively. Only
the training set is used to train the models and only the validation set is used to measure the
classification accuracy.
In this experiment, both classifiers are processed on the same images that followed
the extraction and normalization protocol presented in section 4.3.5. With samples being
synthetic, no background subtraction is necessary. However, normalization, is used on each
input image for training and validation. Accuracy is measured on the output images after
the normalization is undone, returning the classified image to the original input image’s
dimensions prior to normalization.
Per Pixel Error Analysis
A direct per-pixel comparison with the ground truth label image defines the classification
error. The validation set is made up of a series of sample depth and label image pairs.
Each depth image is processed, and the outputs are compared, at the per-pixel level, to its
corresponding label image.
The error for each approach is presented in two ways. First, the total error, is pre-
sented in Figure 4.10.A. Next, the per-part classification average error is presented in Fig-
ure 4.10.B. As demonstrated by Figure 4.10.A, the deconvolutional neural network out-
















Model Classification ErrorA. B.
Figure 4.10: A) Average error across entire surface, B) Per class classification error
deconvolutional neural network also manages to get more of the per-limb pixel classifica-
tions correctly classified as well. Namely, the deconvolutional neural network is able to
detect more knee and elbow labels positively than the randomized decision ferns. Based
on the confusion matrix presented in Figure 4.11.A, the deconvolutional network appears
to get the head labels confused with one another. However, it also demonstrates that in
general the deconvolutional neural network performs better than the ferns model as seen in
Figure 4.11.B.
As presented in Figure 4.12, the sample classified images demonstrate the predictions
of each method when applied to the same input image. Although only a single sample,
the major trend in the difference in the performance of these approaches is captured. First,
the predominant error for both methods occurs mainly at the boundaries between class
labels. Next, the deconvnet can classify the pixels at the joint better than the randomized
decision ferns. This is probably because the deconvnet captures spatial information in the
learned filter responses. Ferns, however, return better results around the infant’s head. If
the average is taken along the average error per part, the discrepancy in their performance
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A. B.
Figure 4.11: A) Confusion matrix for the ferns results, B) Confusion matrix for the decon-
volutional neural network results
A. B. C.
Figure 4.12: A) Ground Truth Sample, B) Ferns Classification, C) Deconvolutional Neural
Network Classification
is even more stark. This is the case as the randomized decision ferns fails, on average, to
capture the labels at the subject’s joints. In [77], the authors used large label regions at each
joint. This may have attributed to their better performance at the joints.
4.4.2 Pose Estimation Error
A relatively low L2 error is required for use of pose estimation methods towards medical
diagnosis. With the patient’s health outcome being so dependent on the clinician’s diagno-
sis, care must be taken to ensure an acceptable margin of error in the pose estimation. L2
error is the measure of choice, as it represents the error of the subject’s and their limb’s rel-
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ative position. From these 3d positional or angular DoF values, a clinician can estimate the
required measurements, in their respective space, needed to establish diagnostic evidence.
For example, given the subject’s joint’s 3d position in some frame, a clinician can estimate
joint angles. Doing so over time, provides a glimpse in to the subject’s movement pro-
file. Depending on the action being evaluated, these signals inform the clinician as to the
necessary therapy or intervention required to aid the patient in improving their condition.
L2 error analysis is used in this section to compare the performance of the proposed
method with the state-of-the-art method. Additional variants of the proposed method are
evaluated, and the results are demonstrated in the following sections.
Robotic Infant
For the sake of validation, a robotic infant is constructed. Mimicking the physiology of a
4-month-old child, the robot has a height of .6 meters, 16 DoFs and a plastic infant head.
The robot’s torso acts as a base. The head is fixed to the torso and four kinematic chains
are connected representing an infant’s arms and legs. The DoFs are placed as follows:
two joints at each shoulder, thigh and one at each knee, elbow and ankle. Furthermore,
to capture the round, deformable and soft appearance common to and infant, the robot is
dressed in a one-piece pajama, with socks wrapped around the metallic end-effectors that
make up its hands.
At the experiment’s beginning, an open space is designated with the robot placed at its
center on top of a white mat. The mat provides a simple means to define a background
model. With respect to Section 4.3.2, this mat serves as a floor proxy which is easier to
extract. Thus, in addition to the planar fit used in the calibration step, a color model is also
used to ensure only the robotic infant points are fitted to. Also, an Optitrack system with six
cameras is set up. The cameras are placed around the infant at different heights allowing




Figure 4.13: Sample infant capture with the ground truth skeleton overlaid
The robotic infant can actuate in a manner like a real infant. With the base not tied
to the floor. As the robot actuates it is free to move. Numerous flexions and extensions
are applied at each joint, causing several movements that shift the robot slightly per pose.
Allowing for the creation of poses where the infant is not perfectly straight. Furthermore,
the poses are generated at random.
Using a motor controller driven via ROS packages, the robotic infant is actuated, cre-
ating a random set of poses. At even intervals, each of the robot’s joints are actuated from
a home configuration by a random value. The effective angle of the actuation is limited
by predefined hard limits to prevent infeasible poses. Also, every sample pose captured
is independent of the last in an effort to ensure temporal independence. This is a typical
feature in datasets designed to test a pose estimators performance.
A sample range and monocular image is captured at each interval. With the infant
actuated, the Kinect is set to take a single depth image at the point when the robotic articu-
lation converges to its randomly generated pose. The capture returns both a RGB and range




Figure 4.14: A) preprocessed robotic infant, B) range image, C) class prediction, D) model
fit
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calibrated point-cloud is extracted for each pose.
The ground truth is defined by the Optitrack system. Sixteen markers are placed at the
shoulders, elbows, hands, hips, knees, ankles and toes with one placed at the top of the
robotic infant’s head and another at the neck 4.13. These markers are tracked by the six
optitrack cameras. The output estimates are then attributed to their corresponding depth
images by matching the capture time-stamps. Definition of the common reference frame
is accomplished by solving for the floor plane. Next, the reference frame created by the
three points located at the black l-shaped rig is estimated. In Figure 4.13, the rig is located
in the upper left area. Lastly, through standard absolute orientation optimization [100] the
ground truth points are mapped into the calibrated point-cloud space. Thus, the ground
truth is defined by the 3d position of the markers.
An evaluation set is created using the aforementioned steps. A collection of 200 sam-
ples with their corresponding ground truth pose estimates are collected to evaluate the
RAPTr system’s performance.
L2 Pose Error Results
Using the robotic infant presented in Section 4.4.2, a means to evaluate the system’s perfor-
mance based on the L2 error is established and used. The experiment goes as follows. Both
the fern-based and deconvolution-based limb detector are applied to each capture. The
outputs are then processed to produce a collection of moment-based features as defined in
Section 4.3.8. Next, treating the predictions as weights for the model-fitting algorithm, an
articulated model is fit to the point-cloud data using RAPTr. Also, both the joint positions
and the articulation parameters are collected and treated as shape-based features.
The L2 error results are presented in Figure 4.15. A linear model trained using an 80%
training and 20% testing split per run for 100 runs. At each run, the indexing for the training
and testing are held constant to ensure every approach tested is evaluated using the same
input data. Four sets of features are tested in each test. The baseline method is represented
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Figure 4.15: L2 Error Statistics
A. B.
Figure 4.16: Per-part L2 Error Statistics for A) Randomized decision ferns B) Deconvolu-
tional neural networks
by the moment-based features extracted from the output predictions, which are compared
to the shape-based descriptor generated using the RAPTr system. These filters are tested as
follows: DoF parameters, model end-points and the concatenation of both. Samples of the
input RGB and range image pair are presented in Figure 4.14.A-B, the output classification
in Figure 4.14.C and the output pose in 4.14.D.
Consistent pose estimation error is apparent regardless of the limb detector used. Evi-
dence suggests that all of the pose estimators work equally well when using different limb
detectors, even though there is a clear difference in the performance between deconvolu-
tional neural networks and randomized decision ferns, with deconvolutional neural net-
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works having better gross error and per part classification error. This is possibly due to
RAPTr’s robustness to false positive classification.
From the experiment, evidence suggests that the shape-based descriptors outperform
the moment-based descriptors. Errors of 1.74, 1.731 and 2.165 cm are witnessed when
using the end-points, angles and their combination as input features, respectively. Each of
these values is less than the competing approaches 4.54 cm error. Furthermore, the variance
present in each of the shape-based features error is far lower than the moment-based results
variance. One possible reason for the shape-based descriptors out performing the moment-
based descriptors in these experiments is that because they model the subject’s body, the
resultant joint estimates end up physically closer to the true joint positions. As opposed
to the moment-based features only capture local surface trends. As they are not as to the
true underlying joint positions, they are not as informative. Another possible cause for this
additional error is that the moment-based features are susceptible to the classification error,
while the shape-based features are not as the fitting algorithm has a higher tolerance to
classification error.
The last observation demonstrated by the results in Figure 4.16 is that error propagates
from the subject’s center to their outer most parts (hands and feet). The id definitions
are presented in Figure 4.13 Error values measured at the joints closer to the torso are
noticeably smaller than error present at the subject’s extremities. One possible cause can
be that there is far less variation in the inner joint’s position as compared to the outer joints.
Implying that the range of values needed to be estimated by the regressor is smaller, thus
easier to capture than are with high variation. With respect to the model fit, a possible cause
of error present at the extremities is that the error propagates from inside out. For example,
error at the torso leads to error at the shoulders and hips which leads and so on and so forth
until the kinematic chain. This is the case, as each of the segments is dependent on the
segment that preceded it. This error is fed directly into linear regressor.
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4.4.3 Qualitative Error analysis
Using the capture protocol presented in Section 4.3.1, an infant’s motion is tracked using
the proposed method. In the presence of the infant’s guardian and in the virtue of their
home, a sample video capture is collected. The infant is placed on top of a carpeted floor
facing upwards, over a blanket. A toy set, which hangs along an arc, is placed near the
infant’s head. Care must be taken to ensure it doesn’t occlude any part of the child. The
child is in range of their toys with their parent located beside them. The Kinect camera
is mounted on a tripod, over the infant, almost orthogonal to the ground while not being
occluded by the child’s toy. A video made up of range images is collected, capturing a
series of the infant’s actions ranging from kicking to are stretches and flexions. A sample
frame from the capture is presented in Figure 4.3.
A number of select frames from the capture are presented in Figure
Some pose estimation error was still present at specific times during the subject’s cap-
ture. In some frames, the subject had crossed their legs. Unfortunately, in a few frames
during this period, this led to some confusion on the limb detector outputs. Although,
RAPTr is robust to misclassification for internal surfaces, missclassification at the extremi-
ties can cause the fitting function to converge to a non-optimal local minimum. The RAPTr
algorithm uses the neighboring links to compensate for any confusion present in the inter-
nal ones. This is analogous to interpolation. However, when misclassification is present at
the extremities, the algorithm uses internal links to compensate for error that the external
limbs have incurred. This is analogous to extrapolation, which is known to have worse
performance than interpolation. Filtering methods can be employed to improve the results.
















Figure 4.17: Sample frames 142, 210, 463, 499 and 535 from a sequence with 897 frames.
A) Range image, B) Classification results, c) Articulated mode fit demonstrated via pro-
jected view
4.5 Conclusion
With the evidence presented in [69, 70], a correlation between an infant’s kicking pat-
terns and their development has been recognized. Furthermore, numerous tests evaluating
the motions and actions of infants have also been established under similar theory. Their
main assumption is that the range, speed and response of an infant’s actions can serve as
predictors for their health and development. To that end, it is evident that a method to
automatically and consistently estimate the pose of an infant can serve to evaluate their
development. Furthermore, it can provide evidence for early intervention which can have a
profound impact on the child’s quality of life.
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A methodology outlining Robust Articulated Point-Set Tracking (RAPTr) was pre-
sented in Section 4.3. Both the method of capture and the training set generation are de-
scribed in detail, the latter of which incorporates the articulated model to create a synthetic
set, capable of capturing enough evidence of the subject’s appearance to train a limb detec-
tor. Next, the section demonstrates how to connect the output limb detector predictions in
the model-fitting strategy by utilizing the same articulated model to achieve a prediction-
driven optimization. Lastly, a protocol for generating both moment-based and shape-based
descriptors for the model fit and the subject’s limb prediction is provided as the final func-
tion to estimate a better pose.
The findings presented, demonstrate the proposed approach is a viable means to es-
timate an infant’s pose using a consumer grade range camera. With an average error of
1.78 cm, RAPTr outperforms the baseline method. Furthermore, as it achieved similar
performance regardless of the limb detection method used, it demonstrates a robustness
to classification error. Although false positives at the subject’s extremities can prove to
be challenging, on average the method does well. Furthermore, as frame independence is
held as a hard constraint of this work, error does not propagate, implying that those bad
frames have no impact on the sequence’s remainder. Possible future works can focus on
pursuing either faulty frame detection or tailored filtering methods to manage these specific
error-producing conditions, while not impacting the well-fit frames.
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CHAPTER 5
ROBUST ARTICULATED POINT-SET TRACKING (RAPTR): AN
APPLICATION TO HUMAN POSE ESTIMATION
5.1 Introduction
Humans are the most common subjects for pose estimation problems. While there are
example publications for pose estimation solutions designed for robots [101], animals [102,
103] and infants [38, 78, 84]. Most of the computer vision research community focuses
their efforts on the estimation of adult human subjects [4, 5]. Applications that benefit
from such solutions include but are not limited to security, gaming, and entertainment to
name a few. Without a strong requirement for accuracy, rough estimation with real-time
pose estimation is sufficient to meet the constraints for these applications.
Medical and physical therapy applications, on the other hand, require exceptional ac-
curacy. Whether the topic is infant kicking analysis or clinical gait analysis, accuracy and
repeatability is vital to achieving consistent and reliable results. As a physician’s diagnosis
can have a profound impact on the subject’s medical outcome and essentially their quality
of life, the evidence used to establish any recommendation must come from a solution with
a low error margin. For this reason, some solutions in pose estimation drop the real time
requirement and focus on adding additional methods, at the price of extra computational
time, to achieve more accurate results [104]. To that end, the pose estimation problem
space is made up of solutions that essentially make trade-offs in speed for accuracy, or vice
versa.
In this chapter, the focus revolves on the use of articulated models (Figure 5.1) as both
tools to estimate pose and as shape descriptor generators to train pose estimation regressors.
Furthermore, the machine learning methods employed in this chapter are created using
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Figure 5.1: Makehuman adult male mesh model
the same articulated model tasked in estimating the subject’s pose. Although there are
plenty of works that utilize quicker algorithms to achieve pose estimation in real-time,
the methods presented in this work return more accurate results at the cost of additional
computation, outperforming recent works in accuracy. Furthermore, no effort was made
to pursue real-time results. With adequate code optimization and exploitation of modern
computing devices [105] this can be accomplished.
The solution presented in this work, utilizes the RAPTr algorithm presented in Chapter
4 on full humans. Provided with multiple subject capture samples from different range
cameras, located at even intervals around the subject, an articulated point set model is fitted
to the subject to estimate their pose (Figure 5.2.A-D) . Within this framework, as opposed
to the prior work’s use of only the subject’s shape-based descriptors, both the moments
from the detected subject and model fit are treated as feature descriptors. Additionally,
the effective pose parameters established during fitting (both joint angle and joint position
values) are treated as shape descriptors. With the resulting descriptor from their concatena-
tion, a model is trained to map these features to their corresponding pose. Essentially, the
estimate joint positions serve as a lower dimension approximation of the actual subject’s
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A. B. C. D.
Figure 5.2: A) Point cloud capture, B) Classified point cloud, C) Model fit, D) Final esti-
mate pose
pose.
The chapter is organized as follows. First, a related works section sets up a foundation
for prior publications in the field, demonstrating recent efforts in 3d human pose estimation
using point clouds and range images. Next, the methodology lays out the framework for
the conversion of multiple views into a single point cloud, the limb detectors training, their
use and inclusion in the model fitting strategy, the generation of the moment and shape
descriptors, and lastly the training and use of the final regressor to return a final pose es-
timate in the pose space defined by the dataset. Next, the results section explores various
combinations of the moments and shape descriptors, demonstrating which is the most ef-
fective when compared to the prior work’s approach. Lastly, the conclusion summarizes
the findings and provides a possible avenue for future work.
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5.2 Related Works
Human pose estimation has been studied heavily in the last few decades [4]. Focusing
solely on the 3d human pose estimation [5], numerous publications provide guidance on
the baseline protocol. On average, the steps go as follows. First, ensure that the capture data
from either range, stereo or mixed set of cameras is calibrated. Next, apply said calibration
parameters and corresponding conversion method to the captured data to produce either a
range-based or a point cloud-based representation of the subject. At this point, depending
on the protocol, the output data is processed, and the pose is estimated.
Implementations for pose estimation on range or point cloud data follow a trend like
traditional pose estimation. The model can be graph based or fully articulated. The mecha-
nism for fitting or solving the pose can be holistic [106] (using a single algorithm to return
entire pose), apply a unique representation which when optimized returns the pose [105],
or bottom-up [28] (solving for the subject’s limbs and then using those as inputs for a final
pose estimate).
Holistic approaches have become a viable option with recent advancements in machine
learning. In [22], the authors employ a pair of randomized decision forests. The first returns
a per-pixel (in range image) classification, associating each pixel with their most probable
limb. The second utilizes a regression tree model to learn the offsets needed to compensate
for the fact that range cameras are only able to get the surface of a subject. The work
presented in [107], uses a convolutional neural network that outputs a direct estimate of
the pose parameters when provided an input range image. Also, efforts have been made
towards mapping 2d images into 3d poses. In a similar fashion, the authors of [108] return
a 3d pose for an input 2d image. In [109], the authors use a randomized decision forest to
learn a local gradient that when applied to a point designed to do a random walk along the
surface of a range image, will guide the point to convergence at the landmark of interest.
A random forest is defined for each limb, thus the subject’s pose is estimated when all the
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random forest have been used and each corresponding random walk has converged.
Alternative representations have been demonstrated to be effective means to estimate 3d
poses of subjects. Sums of Gaussian models have been demonstrated to have the capability
to achieve real-time pose estimation with mixtures in both range [110] and multi-view
monocular imagery [105]. Each limb is made up of a series of rigidly connected Gaussian
functions, like what is presented in Chapter 4, with the weights defined by the average
color for that corresponding limb. The method can estimate a series of complex poses from
different views. However, it has temporal dependence and a manual initial definition of the
model to match the subject as assumptions.
Bottom-up approaches were some of the first incarnations for 3d pose estimation so-
lutions from range imagery. In [22], the authors employ a randomized decision forest to
predict quick estimates of the subject’s pose. They can achieve real-time results, trained
only on synthetically generated humans. Also, the formulation admits frame independence
from the prior or future frame, implying that error doesn’t propagate. However, there are
mixed results regarding accuracy for clinical purposes [111]. Furthermore, the method is
limited as it is designed for subjects facing the camera and the poses used to generate the
samples were captured with mocap data, implying a heavy upfront cost to data collection.
Recent developments in convolutional neural networks have provided powerful means
to estimate 3d poses from 2d imagery. In [8], the authors can take the outputs from the
hourglass [12] detector, process them using a full-connected network and gain a rough
estimate of a subject 3d pose from 2d images, which can be in both outdoor and indoor
settings.
In this study, the subject’s pose is estimated from a series of captures taken simultane-
ously from cameras around the subject. In [7], the authors train a deconvolutional neural
network to do semantic segmentation of the subject’s limbs from multiple range image
views. They apply a difficulty-based curriculum for training the network, beginning the



























Figure 5.3: High level flow-chart of the proposed RAPTr Framework
gorithm can learn a series of poses ranging from standard upright poses to complex ones
from different views. This is a requirement as their setup includes captures from three
cameras evenly separated along a radial boundary of an area with the subject located at its
center. A labeled point cloud is generated from the Multi-view predictions. They utilize a
linear model trained on a per-class moment-based feature set to estimate the subject’s final
pose. The work presented in this chapter is designed to include their limb detector in the
development of RAPTr to compare to their work and extend the multi-view pose estimation
framework they have provided.
5.3 Methodology
This section describes a variant of the proposed work presented in Chapter 4 designed
towards its use for full human pose estimation. Provided multiple paired range image
captures of the subject, a dense point cloud representation is created (5.2.A). Next a limb
detector processes the range images to create a per-limb class point cloud (5.2.B). An ar-
ticulated model is then fitted to the point cloud using RPSR (5.2.C). Once the articulated
model has converged to an optimal fit, a dense feature set is extracted from both the ar-
ticulated model and subject and processed by a collection of linear regressors to get at the
subject’s pose estimate (5.2.D). Each step of the proposed framework is outlined in detail
in the following section. A flowchart of the proposed approach is demonstrated in Figure
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5.3.
Although there is a lot of overlap between this chapter and the study on full infant
pose estimation from Chapter 4, there are number of differences that merit coverage. First,
in the infant case there is only one camera, while in this problem there is a collection of
cameras. Thus, a method to gain a consensus between the captured views is required. Next,
with more input captures, a denser point cloud is produced. To that end, a down sampling
approach is necessary to manage the bigger point cloud set. Also, the subject may be facing
any given direction and with no floor sitting behind them, a wider range of poses need to
be accounted for, requiring an alternative initialization strategy to be employed. Lastly,
this work will explore using combining moment-based features to further inform the linear
regression models trained for pose estimation and the gains in accuracy when doing so.
5.3.1 Datasets
In this study, the UBC Berkeley [7] and the MHAD [112] actions datasets are used. These
sets provide a series of human poses with well over a million samples and their ground
truth joint 3D locations. The number of points used for annotation differs per set, with the
UBC set having 18 points while the MHAD set has 34. A skeletal representation of each
set’s ground truth points is demonstrated in Figure 5.11.A-B. The numbers designated on
the skeleton are also the ids used to denote the per-limb error in the results section.
The UBC dataset is a collection of synthetic human subject images undergoing different
poses, ranging from standing to laying down with many variations in between. The number
of pose variations in the UBC set exceeded that of the MHAD set. Each capture in the
UBC set is of a single human subject undergoing a completely random pose. Based on
their surface model, the subject is a 1.6m tall, thin male. The set has been separated into
three groups: easy, intermediate and hard. These levels of complexity are based on how far
the poses deviate from the standing upright pose. Also, with three cameras capturing the
subject, three sets of noiseless range and label image pairs are provided. Lastly, no forward-
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A. B. C.
Figure 5.4: A) Range image capture from behind the subject, B) Range image capture from
in front of the subject, C) Resultant point cloud from their union
facing direction is designated. Thus, the subject may be directed towards any given camera.
This is accounted for in the initialization methods.
A collection of human captures doing some predetermined actions makes up the MHAD
action dataset. In this set, there are a total of 12 human subjects of different heights, sexes
and shapes. Each subject was asked to undergo 11 specific actions like jumping or sitting,
with each action being repeated 5 times. Since the actions are restricted to a finite set,
the dataset holds less variation in poses than the UBC set. Also, only two cameras are
included in this set, capturing naturally produced range images from the front and back of
the subject. Evidence suggests that the subjects were instructed to face the same direction
for every capture.
5.3.2 Calibration and Preprocessing
To estimate the 3D pose of the subject, a 3D point cloud must be generated with its corre-
sponding per-point limb predictions. Doing so requires calibrating the range image cameras
used to produce the capture to a fixed reference frame. Hence, both the extrinsic and intrin-
sic projection parameters need to be provided per camera for each capture. Furthermore,
working within the scope of this study, the subject must be extracted from the capture.
Essentially, this implies that the captures should be amenable to applying background sub-
traction or foreground segmentation to remove the point cloud points associated with the
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Figure 5.5: Numerical definition class map [7]
background or other objects in the space. Both sets used for testing had the calibration
parameters and these qualities.
5.3.3 Adult Human Model
Calibration parameters are provided in both sets. For every camera included in the capture,
there is a corresponding intrinsic and extrinsic parameter set. The extrinsic parameters are
defined based on a common reference frame.
Converting the range image sets per capture into a single point cloud is done by using
the already provided extrinsic parameters. Applying the inverse projection operator for
each set using the calibration parameters provided, maps each range image pixel to its
corresponding point in the subject’s point cloud capture (Figure 5.4). The resultant point
cloud is dense, the units are in meters and defined with respect to the same base frame as
the camera models.
Additional steps are required for the MHAD dataset. As the set is comprised of real
captures, a background subtraction step is needed to remove any points associated with the
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A. B. C.
Figure 5.6: A) Point cloud and skeletal frame, B) Per-limb annotation C) Per-class annota-
tion sample of the articulated model
floor or clutter in the space. An assumption of this work is that the input point cloud pro-
cessed for pose estimation only includes subject points. Exploiting the geometry allows for
simple thresholding of these values. Given the subject’s position, a radius threshold applied
using the subject’s projected (x, y) center removes any points associated with clutter. Next,
the floor points are detected by applying a RANSAC-based planar model (same one used
in 4.3.2). A height threshold is set to one standard deviation of the measured noise from
the planar model. Most of the floor points are removed. These two steps extract the full
human subject.
An articulated point set model is provided by the Makehuman system. The articulated
model’s surface is defined by the collection of points, normals and colors. Its appearance
is that of a fit, human male with a height of 1.6m. A skeletal frame is also provided, with
the surface points rigidly assigned to their corresponding skeletal link. The color values
applied to the articulated model are those used in the UBC label set class values as seen in
Figure 5.5. They are assigned the same numerical value to define their corresponding label
as per the definitions specified in [7]. Although a mesh model is provided, it is not used in
this study.
In total, the model has 38 DoFs. That includes the shape parameters which are made up
of 3 DoFs at each shoulder, hip-joint, ankle, wrist, neck and hip-to-back joint and 1 DoF at
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Figure 5.7: Semantic segmentation model employed in this study [7]
each elbow and knee joint. It also includes the six DoFs which control the 3d position and
orientation of the subject are included.
An example of the articulated model and its skeleton is present in Figure 5.6.A, with a
per-limb annotated articulated model in Figure 5.6.B and a per-class annotated articulated
model in Figure 5.6.C.
5.3.4 Limb Detection using Semantic Segmentation
The per-pixel limb classifier from [7] is used as a limb detector in this work. The au-
thors have made their implementation and saved model weights publicly available, hence
no training is required. The author defines 43 class labels, each representing an individ-
ual section of the subject’s surface. These classes are demonstrated in Figure 5.5, with a
numerical value designated to them.
Although, architecturally speaking, the network differs greatly from the Segnet model
employed in the prior chapter, it too returns per-pixel classification results. Serving as a
deconvolutional neural network, the model uses several convolutions, max-pooling, stride
inference operation modules and select skip connections. These operators feed into a final
soft-max operator returning a the per-pixel classification prediction. For more details on
the network architecture, see Figure 5.7.
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Normalization is applied to each range image. At input, every image is cropped based
on an estimated extent. The range of each image is defined by the maximum and minimum
coordinate ranges that hold a non-zero-pixel value. These images are then resized, warping
them to meet the predefined input image dimension used during training. In this applica-
tion, the images were resized into 256x256 images. Next, the mask of non-zero valued
pixels is extracted. After the input images are processed, this mask is applied to extract
only the pixels associated with measured range values. As the method is a deconvolutional
neural network, false positive predictions can bleed into the empty background. Thus, a
step involving a simple mask operator product is included to remove these artifacts. Lastly,
once the prediction is complete and the mask operation is applied, the image is then resized
and zero padded to match its original shape and appearance at input time.
The output predictions are mapped to their corresponding point cloud points. The pro-
jective geometry defined in section 5.3.2 creates a one-to-one mapping between the pixels
and their corresponding points in the capture point cloud. Hence, these prediction labels
are naturally assigned to their place in the point cloud.
5.3.5 Model Initialization
Initialization of the articulated model is done based on the prediction results. Using the
numerical values from Figure 5.5 as a reference, the articulated model’s position group
terms are set equal to the expectation of the torso label points [1-16]. This places the
articulated model’s torso at roughly the same place where the subject’s torso is located.
Next, the articulated model’s group orientation is defined using a similar approach to the
one employed in Section 4.3.6 . Here, the directional vectors are defined by the classes
alone as there is no assumption on the subject’s orientation with respect to the ground.
The initial conditions of the rotation matrix are defined as follows. The z vector is set
equal to the direction of the torso-cluster center index 3, 4, 6, and 8 to the head-cluster
center indexes 39-43. The x vector is the direction of the back-cluster center indexes 5-8
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and 14-16 to the center of the front part of the torso indexes 1-4 and 9-13. Lastly, the y
vector is defined by the right-side center indexes 1, 3, 5, 6, 10 and 13 to the left side center
indexes 2, 4, 7, 8, 12 and 15. Once more, the Graham Schmidt transform is applied to the
constructed rotation matrix to ensure it respects the orthonormal constraints.
Multiple label clusters are required for establishing the articulated model’s initial con-
ditions. Mostly torso labels are selected as they are the regions that have the least false
positive rates. However, occlusion is a very common occurrence in these types of capture
sets. Although multiple cameras are present, occlusion can still occur on certain parts of
the body. This is especially true for the torso. It can be occluded by the subject’s arms,
head or legs. Thus, many cluster sets are used to define the initial group components for
the subject. No additional parameters were estimated for initializing the articulated model.
Once initialized, the articulated model is updated based on Equation 5.5 until conver-
gence.
5.3.6 Model Fitting
Once again, treating each point on the articulated model as a Gaussian function and having
them rigidly assigned to a link within a fully articulated adult articulated model, allows for
the use of the formulation presented in chapter 3, with f and h denoting the articulated
model (Equation 3.1) and subject points (Equation 3.2), respectively. A function modeling








α̂φ(x, µ̂ijk, Σ̂ijk) (5.1)
µ̂ijk = gkµi − νj (5.2)
Σ̂ijk = RkΣiR
T
k + Γj (5.3)
α̂ = αi,kβj, (5.4)
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with gk and Rk being the link’s group function and rotation matrix, respectively. As the
product of two Gaussians is also a Gaussian and differentiable, the derivative returns an
explicit representation for the update.




















denoting the link twist derivative and Jk the Manipulator Jacobian. This derivative
defines a direction in the pose parameters space, that is followed to retrieve an estimate for
the subject’s pose. The alpha value present in the Equation 5.5 is defined by the label cor-
respondence between the subject and articulated model for the given point. Although this
formulation was originally defined for single kinematic chain, it applies to an articulated
object made up of multiple kinematic chains as well.
Using the gradient descent approach, the articulated model’s pose in the gradient direc-
tion until it matches the subject’s. By applying Equation 5.5 to the articulated model’s DoF
variables until convergence, an estimate of the pose is achieved. An articulated model is
assumed to have converged when the update gradient’s magnitude is less than a predefined
value.
Alpha values are assigned to the articulated model’s point in a natural way. The for-
mulation in Equation 5.5 includes an α coefficient which can be designed to achieve better
convergence. For this application, α is substituted by:
αi,j =

1, if Ci = Cj
0, otherwise
, (5.6)
with Ci and Cj representing the articulated model and subject point predicted class la-
bel, respectively. The resultant gradients end up directing the limbs to their corresponding
sections in the subject point cloud. Additionally, as the ”soft assignment” term α is in-
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A. B. C. D.
Figure 5.8: A) MHAD classified sample, B) Model fit of that sample, C) Truth Skeleton,
D) Model Skeleton
cluded in the Equation above, a mechanism for directed fitting is inherited. Allowing the
articulated model, the capability to converge to the predicted point cloud set with a wider
region of attraction. Furthermore, the derivation has a robustness to both noisy points and
false-positive classifications due to the predictions and Gaussian formulation, respectively.
Downsampling the subject point cloud is applied using a K-means approach. A fixed
number of points are designated per label cluster to represent that section. The values for
these points are updated using a K-means approach, converging to the set of points that
best cover the span of their respective label data. Thus, a dense set located at the subject’s
head, enumerating more than 1000+ points, is replaced with a collection of k representative
Gaussian model centers. They do an adequate job at representing their corresponding limb.
Also, each point is given equal weight to prevent an imbalance in the class representation.
For this work, k = 10 demonstrated adequate performance.
5.3.7 Pose Estimation: Feature Generation
A collection of linear regressors is trained to estimate the subject’s pose. As the position
of a single point is made up of three values (x, y and z), three linear regression models are
required for each point. Also, because each dataset has a different number of points, they
will require a different number of regressions models to be trained. In the case of UBC,
this implies 54 models. MHAD, on the other hand, requires 99 models. Each linear model
is trained with the same input descriptor; however, they are trained to map to a different
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Figure 5.9: A) Moment-based descriptors from the subject, B) Moment-based descriptors
from the model, superimposed on the model’s skeleton, C) the ground truth skeleton
value.
Moment-based descriptors are extracted from each sample and fed to train the pose es-
timation linear regression model. Following the protocol defined in [7], the moment-based
descriptors are extracted for each label group. A depiction of the moments is presented in
Figure 5.9.A, with the shape of each ellipsoid representing one standard deviation. Also,
each ellipsoid is colored based on the class they represent. The descriptor is made up of
the mean, standard deviation, covariance, minimum value, maximum value and the eigen-
values of the covariance matrix. Redundant terms, like the repeated off diagonal values of
the covariance matrix are excluded. Furthermore, these moment-based descriptors are also
extracted from the articulated model as well (Ellipsoid in Figure 5.9.B). Once more, if no
point for a given cluster are present, a zero vector of appropriate dimension is used as the
feature descriptor for that class.
The articulated model, once fitted to the subject, serves as a shape feature generator.
As the articulated model’s shape mimics the subject’s shape once it is fit, its DoF param-
eters serve as a lower dimensional interpretation of that fit. Thus, they can be treated as
shape descriptors. Additionally, the effective positions of the articulated model link’s end-
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points (represented by the black markers in Figure 5.9.B) also mimic the subject and are
also included as shape descriptors. In total, the DoF parameters are the model’s position,
orientation and joint angles.
Both the moment-based and shape-based descriptors are used to train the regression
models. Taking the two sets of descriptors and concatenating them produces a dense feature
descriptor. This descriptor is then used to train each regressor, returning a better fit tailored
towards its respective dataset (Figure 5.9.C). The performance of this approach is analyzed
in the following section.
5.4 Results and Discussion
In this section, the results and a discussion of their significance is presented. A goal of
this work is to demonstrate the benefits of including the articulated model in the numerous
steps involved in solving for a subject’s pose. This includes using the articulated model to
create the training set, fit with during the pose estimation step and finally treat as a feature
generator to construct descriptors that are designed to train a refined linear regression model
that estimates the subject’s pose. As both the articulated model, the semantic segmentation
model and the linear regression model are provided by [7], the only variable terms are the
features used to train the linear regression model. It is their effectiveness that is being
evaluated.
Application of the algorithms to three publicly available human pose estimation datasets
serves to evaluate their effectiveness and validate the hypothesized benefits. The first two
sets are from the UBC dataset. They consist of synthetic human range images with the
samples designated as belonging to easy, intermediate or hard subsets. For this work, only
the easy and hard datasets are tested on. The third dataset used in this work is the MHAD
action dataset. The sample imagery is of real subjects undergoing selects actions. Eval-
uation of each method, including the baseline method, involves comparing the processed
outputs to each set’s corresponding ground truth values. An L2 error analysis between the
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A. B.
Figure 5.10: A) Sample from the GT Hard set, B) Sample from the predicted Hard set. In
the prediction image, one can notice the labels bleeding into other regions while on the GT
point cloud the labels are correctly placed. Specifically, error is noticeable in the hands and
torso.
predicted and ground truth joint position quantifies performance. Further analysis includes
the L2 per-limb error.
5.4.1 Datasets
There is a total of four subsets that are tested on from the UBC dataset. To demonstrate the
effect of false positives, two versions of the easy and hard UBC datasets are used in this
experiment. These are referred to as the ground truth (GT) and predicted version of the
easy and hard UBC datasets. The ground truth set tests the system’s capability to estimate
the subject’s pose when perfect per-limb classification is available. The prediction sets
test how the method performs when false positives occur. In Figure 5.10 both a GT point
cloud (A) and the predicted version of that point cloud (B) are demonstrated. A noticeable
number of false positive classifications are apparent. For example, it is noticeable that the
limb detector confused a a few labels between the torso and hand classes.
The MHAD actions dataset is comprised of captures of real adult human subjects and
is tested on for evaluating the proposed method’s performance. All the samples are prepro-
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A. B.
Figure 5.11: A) Skeletal frame from UBC dataset, B) Skeletal frame from MHAD
cessed using the protocol defined in Section 5.3.2.
All the observation sets provided in the UBC and MHAD datasets come with their
corresponding pose estimate ground truth. In the pose estimation problem, the ground
truth is made up of the true 3D joint positions. The UBC set has 18 marker positions, while
the MHAD has 33. These 3D locations serve as both entries in the linear regression model
training set and ground truth to measure the proposed work’s accuracy. Figure 5.11.A-B
demonstrates the skeletal frames for the UBC and MHAD datasets, respectively. These
numerical indexes are references in the per-joint L2 position error plots below.
5.4.2 L2 Error Analysis
To evaluate the pose estimation performance of the proposed work, an L2 error analysis is
applied. The articulated model presented in section 5.3.3 is fit to each point cloud based on
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Table 5.1: Key for experiments
Reference Letter Meaning
R Real subject moment-based descriptors
B Both subject and articulated model moment-based descriptors
A DoF parameters
E Articulated Model End-points
the proposed fitting function of the RAPTr framework. With the predictions defining a ”soft
assignment”, the model converges to the point cloud, minimizing the differences between
the limb correspondences. From this a series of feature descriptors, both moment-based
and shape-based, are extracted for analysis. The generation of these features is described
in Section 5.3.7. For the moment-based features, a feature set is estimated for each label
point set.
Two sets of moment-based features are tested: the full set and a select set which is
a subset of the full set. Employing a feature reduction protocol, the combinations of the
output features in conjunction with the ground truth 3D joint positions are used to train
a series of linear estimators. Each estimator predicts one value of the 3D pose set. The
resultant error between the prediction and the ground truth is the indicator used to evaluate
the proposed work’s performance.
In this experiment, several combinations of the extracted features are evaluated. Ulti-
mately the best feature combination is the one that when used to train the linear regression
model, return the lowest L2 average error with a low variance. Both the moment-based and
shape-based feature descriptors are estimated from the articulated model. From the subject
point cloud, only the moment-based descriptors are estimated. In [7], the moment-based
features are used to the train the linear estimators. This approach serves as a baseline for
evaluation. In this work, however, an underlying assumption is that by training the regres-
sion models on the concatenated set of these features with a few additional features, derived
from the fitted articulated model, improved pose estimation results can be achieved.
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The linear regression models for each experiment are trained using the same protocol.
Each regression model trained on its respective training set is trained on 75% of the data
and tested on 25%. The tests are done 10 times each, with the sample indexes held constant
per iteration to allow each combination of extracted feature to be tested on the same training
samples. The outcomes of these runs are averaged on a per-joint basis.
To ease the readability of the numerous results which are a byproduct of the large
number of combinations tested, a key has been created. In table 1, the key defining the
shorthand mapping the features used is displayed. The source providing the features are
denoted by ”R” for just from the subject and “B” both from the subject and articulated
model. ”E” and ”A” represent the fitted articulated model ‘s 3D joint positions and DoF,
respectively.
Another test demonstrating the performance when all the label predictions vs when only
those associated with areas around the joints are used to train the linear regression model
is included in this study. A leading ”F” is used to denote if all the labels are used and a
leading ”S” is used to denote if only the subset is used. For example, a test using the subset
labels of both the subject moments plus the articulated model’s endpoints and moments is
referred to as ”SBE”.
Two types of charts are presented for each tested dataset. The first chart (Figures
5.12.A-E.1) shows the average L2 Error of all points for each combination of input fea-
tures. The figure includes arrows representing one standard deviation and uses a color
scheme to highlight specific outcomes. The colors are defined as follows: black, red and
blue represent the baseline, the top performers and the rest, respectively. Additionally, ev-
ery chart is paired with its corresponding per-joint error chart (Figures 5.12.A-E.2) . For
the sake of display, only the top performing estimators (highlighted by red markers in the
prior image) are presented. Also, to accommodate evaluations across the different dataset,








Figure 5.12: L2 Error Statistics. A-E.1) Per method error statistics, A-E.2) Per-part error
statistics
110
5.4.3 Evaluating the Test Sets
UBC Easy and Hard Dataset: L2 Analysis
The UBC easy dataset returns the lowest error. Made up of mostly standing poses, the
easy dataset has a large number of redundant poses which make it easier to for the linear
regression model to learn the patterns and capture the underlying trends. As presented in
Figures 5.12.1-2, the combined features outperform the baseline method with errors of 2.1
cm and 3.01 cm, respectively for the predicted set. This is a 30% improvement. The ground
truth set, on the other hand, returns errors of 1.34 cm and 1.5 cm on average, respectively
(14% lower error).
In the UBC Hard set, using the ground truth labels, the baseline denoted by ”FR” re-
turns an average error of 2.73 cm, while the top articulated model-based feature method
”SRAE” obtains an error of 2.1 cm (23% lower error). A similar outcome is seen when
using the predicted labels with the error for the competing method being 5.9 cm and the
best performing articulated model-based method ”SRAE” getting an error of 4.35 cm on
average, 26.2% lower error. These results are presented in Figures 5.12.C.1 and 5.12.D.1,
respectively.
MHAD: L2 Analysis
Evaluation of the MHAD dataset results shows that the articulated model’s inclusion in the
pose estimator’s training returns improved results compared to the competing method (Fig-
ure 5.12.A.1) for real subject pose estimation. When the regression model is trained only
on the moment-based features derived solely from the subject limb predictions, an average
error of 4.1 cm is achieved. Using the same samples to generate the articulated model-
based features (moment and shape descriptors), returns better results. In the ”FBAE”, for
the real human subject set, an error of 3.4 cm is achieved, equivalent to 17% lower error. As
displayed in Figure 5.12.E.2, this outcome also returns better per joint error with the best
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method shown in black and the competing approach in red. The other top performing fea-
ture combinations are ”FBE”, ”SBE”, ”FBA” and ”SBAE”. All of which are combinations
made up of features derived from the articulated model.
5.4.4 Discussion
Reviewing the results presented in Figures 5.12.A-E, there is a clear performance gain
when using the RAPTr system. Incorporating the estimated articulated model features in
the linear regression model’s training returns 17% better accuracy on average. In each
of the UBC and MHAD sets, the best errors are returned by the regressors trained on
some combination that includes the articulated model features. The poorest results were
seen when training the linear regression model on only shape-based descriptors from the
articulated model. Training on only the DoF parameters resulted in 13 cm error on average
for the MHAD set. These findings are not included in the figure as they would make the
other method’s results more difficult to see.
A noticeable pattern from this work is that more accurate pose estimates are achieved
by including features that model the subject’s shape. Ultimately, the aim of this study is to
get better pose estimation error. At the cost of additional computation time, that has been
accomplished as demonstrated by the evidence. One possible reason for the performance
gain is that the articulated model approximates the subject’s shape better than a graph-
based model. With the articulated model including hard assumptions about the subject’s
geometry, dimensions and physiology, the optimal fit places the articulated model’s joints
closer to the true unobservable subject’s joints. Also, since the articulated model is rigid, it
is unable to ”blow up” due to very in accurate limb detections or noisy data.
Recently, the majority of publications in human pose estimation has focused on 2D-to-
3D. In these works, the authors restrict their approaches to working with only 2D imagery.
Each image has its corresponding 2D and 3D joint position annotations available. The bulk
of these works, utilize the Human3.6M dataset as well. Although their problem sets are out-
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Table 5.2: Error Analysis Comparison with Other Approaches on Real Subjects. The error
presented is the average error and the units are in centimeters (cm).
Year Method Error Dataset Name Size Capture Type
2010 Bo [113] 6.37 HumanEva [35] 80,000 Monocular
2014 Kostrikov [114] 11.57 HumanEva 80,000 Monocular camera
2015 Jung [115] 5 EVA [116] - Single range camera
2016 Yasin [117] 10.83 Human3.6M [24] 380,000 Monocular camera
2016 Pavlakos [118] 6.69 Human3.6M 380,000 Monocular camera
2016 Shafaei [7] 5.01 MHAD 85,000 Two range cameras
2017 Mehta [9] 8.05 Human3.6M 190,000 Monocular camera
2017 Martinez [108] 6.75 Human3.6M 190,000 Monocular camera
2018 Rogez [119] 8.81 Human3.6M 190,000 Monocular camera
2018 Rhodin [120] 14 Human3.6M 190,000 Monocular camera
2018 RAPTr 3.4 MHAD 17,000 Two Range cameras
side of the scope of this project, their relative error is comparable to the results presented
in this chapter. With an increase in error of around 4cm on average, these approaches are
capable of estimating poses of subjects from a single image captured from a monocular
camera. With an average error of 6.75 cm, the authors of [108] are able to estimate the 3D
pose from 2D joint detections. Furthermore, when using the ground-truth 2D detections,
they are capable of obtaining an average error of 4.7 cm. In the Vnect [9] publication, aux-
iliary pose estimation tasks are imposed in the middle of the network. Focusing primarily
on learning an alternative bone length map and initial joint locations, the network returns
an in-frame joint location heat map and a set of finalized pose estimates. Demonstrating
the benefits of utilizing auxiliary tasks to improve pose estimation, the method is capable
of an 8.05 cm average error.
Lastly, a new line of investigation in pose estimation is the study towards the use of
generalized adversarial networks (GANS) for the purpose of extending the utility of train-
ing sets and increasing the pose estimation accuracy. Two such examples [119] and [120]
achieve errors of 8.81 cm and 14.56 cm average error, respectively. These works repre-
sent a Although these works report higher error, they still demonstrate possible avenues for
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extending the methodology employed here. Namely, the benefit of utilizing an intermit-
tent articulated model fitting method can return additional information that should improve
their results. In particular, with these approaches serving to estimate model’s initial condi-
tions and assuming a viable interaction matrix is available through calibration, any of these
methods can utilized in the RAPTr framework.
Comparison of the RAPTr results with other works is presented in Table 5.2. The table
includes the datasets used and capture type. The proposed framework out performs the
prior methods with similar capture set ups.
It should be noted that a large error variance presents itself at the extremities for all
methods in the per joint error analysis (Figures 5.12.A-E.2). Namely, the largest error is
present at the outer most joints (e.g. hands and feet). The indexes referenced in the error
plots are plotted over their corresponding joints in Figure 5.11.A-B. The error present can
be an indicator of the articulated model failing to fit to these specific points. A likely
cause for this is the chained effect error can have on kinematic systems: for e.g. the error
from the torso induces error on the shoulders which creates further error along the arm.
Evidence suggests that the largest error is predominately located at the hands. However,
inclusion of the articulated model-based features returns better on average joint position
error when compared to the baseline, implying that the inclusion of these poor fits into the
linear regression model’s training set, allows it to learn from and compensate for said error.
Also, although a lower variance is present for all approaches when the ground truth labels
are used (Figure 5.12.A, C), a similar gain in performance is present when the regression
model is trained on some articulated model features.
5.5 Conclusion
Accurate human pose estimation has already provided numerous benefits at the cost of
forcing the subject to wear markers. Marker tracking software like the Viacom and Opti-
track have aided multiple applications in physical therapy, medicine and motion pictures to
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name a few. However, these systems come at a cost that is often too great for any clinic or
person to afford. One common goal amongst pose estimation solutions, is to create solu-
tions that can operate with consumer grade cameras, a group of devices including low cost
depth cameras. In this chapter, such a solution was proposed that can provide an alternative
means to give access to the benefits reliable pose estimation can make possible in a way
that is both affordable and practical.
An outline of the proposed RAPTr framework was presented for use on human subject
pose estimation. The method uses a deconvolutional neural network as a limb detector to
process the input range images. These images, with the calibration parameters available,
are combined to form a point cloud representation of the subject. The limb detections are
then mapped into the corresponding points on the point cloud as well. Using both the
predictions and the point cloud, a human articulated model is fit using the RPSR. Lastly,
using features generated from both the articulated model’s and the subject’s point cloud, a
linear estimator is trained to return an estimate of the subject’s 3D joint positions.
The proposed approach, which merges the benefits of articulated model-driven and
machine learning based methods, provides consistent pose estimation. As presented in the
results section, the proposed methodology outperforms the baseline approach, implying
that including an articulated model as a feature generator introduces additional information
that results in better pose estimation. The only cost is the overhead of doing the articulated
model fitting.
There are a few directions that this research can take. One, would be to explore meth-
ods to speed the up the articulated model fitting so that real-time results can be achieved
while still returning accurate estimates. The second would be to test more complex re-
gression models as an alternative to the linear regressor. Lastly, evaluate the viability and
performance of this approach in a clinical environment to identify steps leading to practical





In this work, a method for human pose estimation called Robust Articulated Point Set
Tracking (RAPTr) system is presented. The various system components are explored
through a few physical therapy-based applications. First, a per-pixel limb detector is de-
rived for estimating a series of clinical gait metrics for use with 2D videos. Next, an exten-
sion to the Robust Point Set Registration (RPSR) algorithm for tracking the kicking habits
of an infant’s single leg is created. The resultant pose estimates over time provides a means
to read the joint signals, providing a glimpse into the subject’s kicking patterns. Then, the
definition of the RAPTR system which is a combination of the limb detector theory from
the first application and the articulated model fitting theory from the second application is
presented. Two applications are explored with the RAPTr system. The first is a full infant
pose estimator from a single range image and a full human pose estimator given multiple
range image views. This work’s key contributions are summarized as follows:
• A 2D limb detector that processes silhouettes of humans walking and returns limb
detections is applied as a method to estimate clinical gait metrics. Estimated from
captures taken by a monocular camera, the detections estimate a few gait metrics
which include step length, stride length, cadence and step speed. Additionally, an
SVM model fit on a per frame basis to estimate the heel strike and toe off angles of a
subject’s walking gait.
• An extension of the RPSR formulation towards 3D articulated model fitting of an in-
fant’s single leg is presented. Additionally, a point-dependent coefficient is included
in the formulation to define a weighted ”soft assignment” between the model’s and
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subject’s corresponding points. This assignment creates a larger region of attraction
for the model’s convergence to the subject’s true pose.
• Definition of the RAPTr system for use as a full infant pose estimator from kinect
range image captures. In this case, the coefficient definition is based on the limb
detection predictions and their definition on the model used to generate the limb
detector’s training set. Furthermore, a procedure to use the model as a shape-based
feature generator to train a linear regression to estimate the subject’s pose.
• A modification of the RAPTr system for use in full human pose estimation on point
clouds generated from multiple range image views. The same mapping approach
used on the full infant pose estimator is applied. The study evaluates the use of both
moment-based and shape-based feature descriptors from the articulated model for
training the linear regression models used for the final subject’s pose estimate.
The proposed approach has a number of limitations to its use. With the extension of
Chapter 2’s framework to allow for tracking of the infant’s full body, now there is limit to
how much interaction the adult can have with their child during the capture. Before, the
adult could interact with the infant’s upper body. However, now as occlusion must be kept
to a minimum, they must refrain from covering any view of the child from the camera. Next,
with the inclusion of an articulated model, a single subject can have their pose estimated.
However, the system is not designed to handle multiple individuals, a possible extension to
this research.
Future works that may be explored as extensions of this work include but are not limited
to a method which can achieve real-time performance of the RAPTr system. The imple-
mentation presented is not designed for real-time practice. For use in a real world clinical
setting, the algorithm must be optimized. Doing so will allow for incorporation of the sys-
tem’s use in an actual clinical case study. The benefits of this approach should be explored.
Furthermore, instead of learning a mapping from the input feature space the output pose
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space, another line of inquiry can be how to train a model to return clinically relevant met-
rics. With respect to the computer vision community, an exploration of the possible gains
from including alternative model-based feature descriptors into the regressor set used to
estimate the final pose may lead to more accurate gains.
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