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Abstract
Scaling laws for planktonic contact and capture rates in turbulent environments are
obtained in terms of basic parameters for the problem. Enhanced turbulence levels
increase the encounter rate but can, on the other hand, also be too large by re-
ducing the capture probability. The results thus indicate an optimum intermediate
turbulence level for the predator capture rate. Probability densities of some basic
parameters entering the scaling laws were found by numerical simulations. We con-
sider cases where the capture range of an organism is comparable to or smaller than
the Kolmogorov length scale, as well as the opposite limit of large capture ranges.
The reference model assumes spherical contact surfaces, but it is demonstrated that
the results remain basically valid also for the case where the contact volumes are
hemispherical or conical: the consequences of the conical shape can be accounted
for by an empirical scaling factor, which depends solely on the opening angle of the
cone.
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1 Introduction
Turbulent motions represent one of the most eﬀective mixing processes found
in nature, and the role of turbulence for the predator-prey encounter rate and
its inﬂuence on the prey capture probability has been discussed. Analytical
results (Rothschild & Osborn 1988, Osborn 1996) supported by observations
(Sundby & Fossum 1990, MacKenzie et al. 1994, Kiørboe & MacKenzie 1995,
Mackenzie & Kiørboe 2000) indicate that turbulent mixing can be important
for the encounter rate and thus the feeding process of planktonic organisms.Fig. 1. Schematic presentation of ﬁelds of view for small aquatic planktonic
organisms, deﬁning the range R and opening angle θ.
The interest in this possibility stems basically from the observation that tur-
bulence can change the relative distance between predators and prey, even in
the cases where both are passively following the local ﬂow, and thus no ad-
ditional energy is consumed for self-induced predator motions. The simplest
models (Rothschild & Osborn 1988, Osborn 1996) assumes that the predator
has a spherical capture range with radius R, as in Fig. 1a), and that any prey
entering through the surface of this sphere is captured with certainty. We note
that this surface is virtual, and does not aﬀect the local ﬂow conditions. In
Fig. 1b) we illustrate a more realistic physical model for the predators ﬁeld of
view. The contact rate between predator and prey is deﬁned as the number
of prey entering through the surface of interception per second, i.e. the prey
ﬂux through this surface. If prey is captured with certainty, the capture rate
is trivially the same as the prey ﬂux, but in general we have to anticipate a
capture probability less than unity and a general model has to account also
for this feature.
Our reference model implicitly assumes that the predator detects prey within a
certain distance R, and captures it by moving some (small) distance, implying
that R is somewhat larger than the organism itself. The local predator motion
enters the deﬁnition of R, which can also be seen as the maximum pursuit
distance. It can not be argued that predator motion is completely ignored in
the model, but between captures it is assumed that they passively follow the
ﬂow, and only vary their orientation in search for prey (i.e. vary the line of
sight determined by the cone axis in Fig. 1b), the latter case being relevant for
non-spherical surfaces of interception. Prey are in all cases assumed to follow
the ﬂow as passive particles, as assumed also in other works (Rothschild &
Osborn 1988, Osborn 1996).
2Table 1
List of the most important symbols and their physical dimension. For water we have
the kinematic viscosity ν ≃ 0.89 mm2/s at room temperature.
Turbulent energy dissipation per unit mass ǫ length2 time−3
Kinematic viscosity ν length2 time−1
Kolmogorov length scale η ≡ (ν3/ǫ)1/4 length
Modiﬁed Kolmogorov length scale η0 ≡
η (15CK)3/4
length
Kolmogorov time scale τK ≡
p
ν/ǫ time
Kolmogorov constant CK ≈ 2.1
Range of interception of a predator R length
Opening half-angle of the cone of interception θ
2 Experimental and numerical approaches
In laboratory experiments or in numerical simulations we might be able to
follow the motion of many particles. In simulations these will usually be ideal
point-particles, while in a laboratory experiment, this approximation can often
be assumed to give a good working hypothesis. With the records for simul-
taneous particle trajectories being available, we can select one to represent
the predator and label all the others as prey. We then select a predetermined
radius R in the sphere of interception, and then remove all the particles which
happen to be inside this sphere. During the subsequent Lagrangian motion of
the reference “predator”, we count the number of prey entering its co-moving
sphere of interception between successive time steps. Each time a particle en-
ters, it is “eaten” in the sense that it is removed from the data base. As long
as R is much smaller than the size of the measuring volume, we can with neg-
ligible error assume the prey concentration to be constant at large distances,
corresponding to ideally inﬁnite systems. By choosing a large number of re-
alizations, we can give an estimate for the ensemble averaged encounter rate,
which in physical terms will be the “Lagrangian prey ﬂux to a perfectly ab-
sorbing surface of of interception”. The process is not time-stationary, since we
have a selected initial time, characterized by a maximum prey concentration
(since no one has been “eaten” yet. The asymptotic limit (assumed to exist:
this may not be as trivial as it sounds) is the quantity of biological interest.
To generalize the analysis to other than spherical surfaces is straight forward,
see Fig. 1.
In Fig. 2, we show illustrative results obtained by a numerical simulation
(Boﬀetta et al. 2006, P´ ecseli & Trulsen 2007) of ﬂuxes to spherical surfaces.
The curve for the smallest radius R = 0.01 is irregular because we only rel-
3Fig. 2. Examples of averaged ﬂuxes per unit area to 4 diﬀerent spherical surfaces
with R = 1, 0.5, 0.1 and 0.01, respectively. To obtain the ﬂux to the full
surface, the curves should be multiplied by 4πR2.
atively rarely ﬁnd test particles closer than this distance. We here present
ﬂuxes per surface area: the range of numerical values would be too large for
a linear representation if the total ﬂux to the sphere was shown. The process
is non-stationary: initially, the predator is surrounded by the maximum prey
concentration, and the prey-ﬂux is maximum. At a later stage there is a ﬁnite
possibility of entering a volume element which has been emptied for prey at an
earlier time, and the ﬂux consequently diminishes with time until a stationary
level is reached. This is the time-variation accounted for by the function F
in (5). For large times, we thus have a time-stationary ﬂux: in this limit the
turbulent mixing of “fresh” ﬂuid elements is balancing the capture. It is this
stationary limit which is addressed in the present analysis. These results were
obtained for spherical surfaces of interception, but the analysis can readily be
repeated for instance with the somewhat more realistic conical surfaces shown
in Fig. 1b). The results can most easily be represented by a correction factor
to the spherical results, as shown in Fig. 3. A similar analysis can be carried
out by laboratory experimental results (Ott & Mann 2000, Mann et al. 2005,
2006), although the signal-to-noise ratio in the statistical estimates is not as
good for these cases.
It is thus perfectly feasible to obtain relevant experimental or numerical re-
sults that illustrates the basic problems, but without analytical support, it
is not obvious how these results can be parameterized. Without such insight,
one would in principle have to repeat the experiments for each new set of
parameters, such as characteristic lengths of sight, turbulence levels, etc. One
of the most elegant methods we have for such parameterization is dimensional
analysis.
4Fig. 3. Multiplicative normalization factor for the ﬂux variation with varying opening
angle θ, for two values of R = 1 (ﬁlled circles) and 0.1 (open circles).
3 Dimensional arguments
One of the most basic tools analytical reasoning within natural sciences is
based on dimensional reasoning, as originally formulated by Buckingham Π-
theorem (Buckingham 1914), but later developed in more detail within a va-
riety of scientiﬁc disciplines, seemingly astrophysical sciences in particular
(Kurth 1972).
We will ﬁrst illustrate the value of dimensional arguments as used by the
Buckingham Π-theorem by considering the second order velocity structure
function for turbulent ﬂows. Then we apply the same reasoning for deriv-
ing a scaling-law for the predator-prey encounter rate of predators and prey
convected passively by a turbulent ﬂow.
3.1 The structure function for fully developed turbulence
The deﬁne a second order velocity structure function for homogeneous isotropic
turbulent ﬂows as Ψ2(r) ≡  (u (0)−u (r))2  ≡  ∆2u (r)  with   denoting the
velocity component parallel to the separation vector r. A similar quantity can
be deﬁned for the perpendicular component, the two forms being related by
simple expressions (Batchelor 1967). For simplicity we omit the subscript   in
the following. The two velocity components in Ψ2(r) are both determined at
the same time t, so the temporal variable does not enter for time-stationary
processes.
We introduce in Table 1 the most important physical parameters for the prob-
lem. These will enter the following discussions. Formally we can write an ex-
5Table 2
Buckingham’s Π matrix, with the exponents for the physical dimensions of charac-
teristic quantities in terms of length and time (Buckingham 1914) as relevant for
discussing structure functions in turbulent ﬂows.
ν ǫ  ∆2u  r
length 2 2 2 1
time -1 -3 -2 0
pression fs(∆2u,r,ǫ,ν) = 0. Since we have not said anything concerning the
functional form of fs this statements is close to trivial. We explicitly omitted
t in the list of variables/parameters since we know that Ψ2(r) must be inde-
pendent of time for stationary random processes. There may be other relevant
parameters, the size of the system for instance, but we assume that these outer
scales L are so large that a range of r exists where Ψ2(r) is independent of L.
The point is now that we can express these variables (here ∆2u,r,ǫ and ν) in
any units we want, lengths can be measured in meters, inches, or if we like a
quantity characterizing the turbulence. These arguments are made systematic
by use of Buckingham’s Π-theorem (Buckingham 1914, Kurth 1972).
By the Π-theorem , we can derive an analytical result for Ψ2(r). In Table 2 we
emphasize the physical dimensions of relevant quantities: we have, for instance,
for the kinematic viscosity the physical dimensions [ν] = length2 × time−1,
giving the corresponding numbers for the exponents as 2 and -1 in Table 3,
etc. The table represents a n×m ≡ 2×4 matrix with rank r = 2 (Cram´ er 1946).
The dimension mass is redundant in the matrix, since we for incompressible
ﬂuid dynamics introduce the kinematic viscosity ν and the energy dissipation
ǫ per unit mass of ﬂuid.
For fs to be physically acceptable, it must be possible to express it in terms of
dimensionless products of the dimensional variables involved, that is products
of the form π = να1 ×ǫα2 ×  ∆2u α3 × rα4, where the exponents αk, with k =
1,...,4, are chosen to make π dimensionless. For the present case, m− r = 2
linearly independent products can be formed. In terms of these “Buckingham
πj’s”, with j = 1,...,m − r, we can write an expression equivalent to fs as
gs(π1,π2) = 0, with gs unspeciﬁed so far. Writing L for length and T for time,
we have by Table 2 that (L2/T)α1 ×(L2/T 3)α2 ×(L2/T 2)α3 ×Lα4 = 1, leading
to two constraints on the choices of the exponents αk: 2α1+2α2+2α3+α4 = 0
and −α1 − 3α2 − 2α3 = 0. We have a solution α1/α4 = −3/4, α2/α4 = 1/4
and α3 = 0, where α4 is arbitrary and can be normalized to unity without loss
of generality. We have also α1/α3 = −1/2, α2/α3 = −1/2 and α4 = 0, where
α3 can be normalized to unity. We thus ﬁnd
gs
 
 ∆2u 
ǫ1/2ν1/2,
rǫ1/4
ν3/4
!
= 0, (1)
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Buckingham’s Π matrix, with the exponents for the physical dimensions of charac-
teristic quantities in terms of length and time (Buckingham 1914) as relevant for
discussing turbulent ﬂuxes (or encounter rates).
ν ǫ  J /n0 R t
length 2 2 3 1 0
time -1 -3 -1 0 1
in terms of linearly independent variables. The particularly simple form (1)
may be inverted, assuming single valued functions, to give
 ∆
2u(r)  = ǫ
1/2ν
1/2Fs
 
rǫ1/4
ν3/4
!
(2)
where a new unspeciﬁed function Fs is introduced. (Note that this inversion
can be made here because we only have two πj’s.) The terminology using the
notation πj is universally adopted in this context, and should evidently not
be confused with the number π ≈ 3.14....
Experience tells us that there is a subrange where the kinematic viscosity ν
is immaterial for the ﬂow. (In Navier-Stokes equation, for instance, viscosity
enters by a term ν∇2u, which is small for long wavelengths.) In order to make
ν disappear from (2) we must have the functional form F(γ) ≈ Cγ2/3 at least
in a subrange of r-values, with C being a constant. We then arrive at the
celebrated Kolmogorov-Oubokhov law for the second order structure function
 ∆
2u(r)  = Cǫ
2/3r
2/3 (3)
again with C being a universal constant for the subrange, here denoted the
Kolmogorov constant. Experimentally values C ≈ 2.1 − 2.5 are found.
This example demonstrates the use of dimensional reasoning, and the analysis
can be used with conﬁdence also for other problems here.
3.2 Encounter rates in turbulence
We now continue to analyze the average encounter rate. Note that the ref-
erence prey concentration n0 is a simple proportionality parameter. Conse-
quently, we introduce the modiﬁed or normalized ﬂux  J /n0 in Table 3, cor-
responding to the average ﬂux for unit density. The equation for the time
evolution of the prey ﬂux to the surface of interception, i.e. the encounter
rate, can formally be written as f(ν,ǫ, J /n0,R,t) = 0 in terms of the 5
dimensional variables in Table 3, with f unspeciﬁed. To be physically ac-
ceptable, it must also here be possible to express the function f in terms of
7Table 4
Typical turbulence parameters encountered in natural turbulent ﬂows, where ǫ is the
speciﬁc energy dissipation by the turbulence, η0 is the modiﬁed Kolmogorov length
scale, while τK is the Kolmogorov time scale.
Open ocean ǫ ∼ 10−4 − 1 mm2s−3 η0 ∼ 130 − 13 mm τK ∼ 95 − 0.95 s
Shelf ǫ ∼ 10−1 − 1 mm2s−3 η0 ∼ 26 − 13 mm τK ∼ 3.0 − 0.95 s
Coastal zone ǫ ∼ 10−1−102 mm2s−3 η0 ∼ 26 − 2.6 mm τK ∼ 3.0 − 0.095 s
Tidal front ǫ ∼ 10 mm2s−3 η0 ∼ 6.5 mm τK ∼ 0.3 s
dimensionless products of the dimensional variables involved, that is products
of the form πj = να1 × ǫα2 × ( J /n0)α3 × Rα4 × tα5, where the exponents αk,
with k = 1,...,5, are chosen to make π dimensionless. For the present case,
m − r = 3 linearly independent products can be formed. In terms of these
“Buckingham πj’s”, with j = 1,...,m−r, we can write an expression equiva-
lent to f as g(π1,π2,π3) = 0. Writing L for length and T for time, we have by
Table 3 that (L2/T)α1 ×(L2/T 3)α2 ×(L3/T)α3×Lα4 ×T α5 = 1, leading to two
constraints on the choices of the exponents αk: 2α1 + 2α2 +3α3 + α4 = 0 and
−α1 −3α2−α3+α5 = 0. We have a solution α1 = α5 = 0, α2/α3 = −1/3 and
α4/α3 = −7/3, where α3 is arbitrary, and might be taken to unity. We have
also α1 = α3 = 0, α2/α5 = 1/3 and α4/α5 = −2/3, where now α5 can be cho-
sen arbitrarily. Finally we have α3 = α5 = 0, α2/α4 = 1/4 and α1/α4 = −3/4.
We choose solutions where ν enters only one of the πj’s, anticipating the ex-
istence of a universal subrange, where the value of the kinematic viscosity is
immaterial. We ﬁnd
g
 
 J 
n0R7/3ǫ1/3,
tǫ1/3
R2/3,
Rǫ1/4
ν3/4
!
= 0, (4)
in terms of linearly independent variables, so that for instance π1  = πa
2πb
3 for
any choice of a and b.
For length scales R in the universal range of the turbulence, where ν does not
enter the expression for the average ﬂux we can discard the last variable in
(4) and form an equivalent expression in the form
 J 
n0
= R
7/3ǫ
1/3 F
 
tǫ1/3
R2/3
!
, (5)
again in terms of dimensionless variables, with F being some dimensionless
function. Assuming the asymptotic limit t → ∞ to exist (in agreement with
numerical as well as experimental results), with F(t → ∞) = CM, we argue
that that the time-asymptotic average turbulent prey ﬂux J∞ scales as
J∞ = CMn0R
7/3ǫ
1/3 , (6)
where CM is a universal numerical constant. The scaling law (6) was found
8also by Osborn (1996) by solving a model diﬀusion equation (Mann et al.
2005), but the present analysis demonstrates that it can be obtained from
basic dimensional properties of the problem. See again Table 1 for deﬁnitions
of the most important parameters and Table 4 for a summary of some relevant
numerical values in the environment (Granata & Dickey 1991, Kiørboe & Saiz
1995). The accuracy of the scaling law (6) has been demonstrated for a wide
range of parameters by use of laboratory results for passively convected tiny
polystyrene spheres moving in a turbulent ﬂow (Ott & Mann 2000, Mann
et al. 2005, 2006). The numerical coeﬃcient CM in (6) is unaccounted for by
the analysis, and was determined empirically by a data-ﬁt. There are no other
adjustable parameters. The analytical scaling law (6) was conﬁrmed also by
using data from numerical simulations (Boﬀetta et al. 2006), where a very high
accuracy on the estimates can be obtained. The data for these simulations are
summarized by, for instance P´ ecseli & Trulsen (2007).
It is important that the arguments in using the Π-theorem nowhere assume
the surface of the capture range to be spherical, only that it scales uniformly
with a known length R. We will in general ﬁnd a value for CM that depends on
θ in Fig. 1b. It should be noted that the numerical value of CM is subject to
some uncertainty: the numerical simulations give CM ≈ 6, while a somewhat
larger value CM ≈ 7 was indicated by the laboratory experiment, although
the uncertainty was larger there. This is no surprise, since the experiment and
the simulations refer to diﬀerent forcings of the turbulence. The diﬀerence in
magnitude of the two estimates is not suﬃciently large to be of any concern
here.
3.3 An equivalent velocity
The physical content of the result (6) may be illustrated by introducing an
“equivalent velocity” U. We can thus consider a calm environment, without
turbulence, with an immobile prey distribution with concentration n0, where
a predator is cruising with a ﬁxed velocity U. (By “cruising” we imply the
predator to move many body-lengths with constant velocity and no change in
direction.) The prey ﬂux through a spherical reference surface of interception
(with radius R) is then  J  = πR2n0U. We now let the predator follow pas-
sively with the ﬂow, and let instead the ﬂow be in a turbulent motion with
a given ǫ. We then ask for the value of U which gives the same ﬂux as (6).
The result is trivially U = (CM/π)R1/3ǫ1/3. Physically, U can be considered
as the turn-over velocity of turbulent eddies corresponding to the separation
R, apart from a numerical constant. Taking a numerical example R ≈ 5 mm
and a representative value ǫ ≈ 10 mm2s−3, see Table 4, we ﬁnd U ≈ 10 mm/s
to be the equivalent velocity for those conditions.
9Table 5
Buckingham’s Π matrix for discussing transit-time probabilities, with the exponents
for the physical dimensions of characteristic quantities in terms of length and time
(Buckingham 1914).
ν ǫ P(τ) R τ
length 2 2 0 1 0
time -1 -3 -1 0 1
4 Consequences of ﬁnite capture probability
The assumption of capture with certainty can not be universal, and has to
be amended for a realistic model. If the turbulent motions are violent, we
anticipate that prey can be swept past the predator within a time interval too
short for capture. We have quite generally that the part of the total ﬂux being
captured is
Jcap = J∞Pc(c) (7)
with Pc(c) being the total probability of capture.
In imagination we can follow the time axis associated with a selected preda-
tor that is here simply monitoring its environment: usually nothing happens
but once in a while prey enters the volume of interception and spends some
time τ there before it exits. This time interval is denoted the transit time in
the following, and is the time available for capture. We make the intuitively
reasonable assumption that the capture probability somehow depends on τ.
We want to model the capture probability by a function S(c|τ), which is con-
ditional in the sense that for a given value of a transit time τ it gives the
probability of capture for that particular transiting prey. The model for S can
not be taken to be completely arbitrary: there are some basic requirements
that have to be fulﬁlled in all cases. We must have S(c|0) = 0, since capture
requires some minimum ﬁnite transit time, and for this reason we require S to
be small or vanishing for an interval τ ∈ {0,τ0}, where τ0 is the minimum time
required for capture, the value depending on the species considered. On the
other hand we expect that it will be possible to capture very slowly moving
prey (with large transit times) with certainty. We introduce τT as a charac-
teristic time for the variation in S to measure the time for S to be close to
unity, implying S(c|τ > tT) ≈ 1. Also, we have S(c|τ) to be continuous and
monotonically increasing function with τ. It is diﬃcult to imagine reasons for
S(τ) to have discontinuous ﬁrst derivatives, so we also require S to be at least
one time diﬀerentiable for all τ. We then have by Bayes theorem that the un-
conditioned probability for capture is Pc(c) =
R ∞
0 S(c|τ)P(τ)dτ, where P(τ)
is the probability density of transit times τ.
It is important to emphasize that in general, a prey or any other passively
10convected particle, does not follow a straight line as it passes through the
moving sphere of interception. The orbit is likely to be strongly convoluted,
and traversed with a varying velocity, in particular when the radius of the
sphere is in the universal subrange. When seen from a ﬁxed Eulerian frame of
reference, the trajectories might appear straight or slightly curving, but this
observation is of little relevance for the present problem.
We have no general analytical expressions for the probability density P(τ) of
the transit times τ, but follow here the arguments outlined for obtaining (4).
In Table 5 we show the relevant version of Buckingham’s Π with the transit
time probability density P(τ). We here ﬁnd
g2
 
R2/3P(τ)
ǫ1/3 ,
τǫ1/3
R2/3 ,
Rǫ1/4
ν3/4
!
= 0. (8)
For the relevant subrange here, we expect that the kinematic viscosity does
not enter the problem, so we can determine the dimensionless parameter com-
binations to ﬁnd P(τ) = (ǫ1/3/R2/3)F1(τǫ1/3/R2/3) with F1 being an unknown
dimensionless function of a dimensionless variable.
For spherical surfaces with radii within the universal subrange we have exper-
imental as well as numerical estimates (Mann et al. 2003), demonstrating that
the functional form F1(γ) = (γ/∆2)exp(−1
2(γ/∆)2) serves as a good approxi-
mation with properly chosen numerical constant ∆. As a consequence we can
argue that a normalized Rayleigh type distribution
PR(τ) =
τǫ2/3
∆2R4/3 exp
 
−
1
2
τ2ǫ2/3
∆2R4/3
!
(9)
serves as an adequate approximation for P(τ) deﬁned before. Empirically, we
ﬁnd ∆ ≈ 3.
The captured prey per unit time may then be taken as the total prey ﬂux to
the surface of interception multiplied by the probability of capture. The result
is given as
Jcap = n0 R
7/3ǫ
1/3CM
Z ∞
0
S(c|τ)
ǫ1/3
R2/3F1
 
τǫ1/3
R2/3
!
dτ . (10)
The dimensionless function F1 of a dimensionless variable in (10) originates
from the geometrical properties of the problem together with the turbulence
eﬀects, while S(c|τ) depends solely on the behavior of the organisms being
considered. We can expect other parameters to enter the modeling (Gerritsen
& Strickler 1977, Paﬀenh¨ ofer & Lewis 1990, Caparroy et al. 2000, Titelman
2001), the relative orientation of prey and predator, for instance. The analy-
sis can be extended to include at least some of these parameters with little
11additional complication. The transit time is, however, particularly interesting
because it will be universally relevant for all species, so we emphasize this in
the following.
For the most general cases, we have to model S(c|τ) and then solve the integral
in (10) numerically. A simple and analytically solvable model that incorporates
the basic requirements for the capture probability as a function of τ can be
S(c|τ) = 1 − exp
 
−
1
2
￿τ − τ0
τT
￿2!
, (11)
for τ > τ0, while S(c|τ) = 0 for τ ≤ τ0. This model starts out as ((τ − τ0)/τT)2
for τ > τ0 corresponding to a negligible capture probability for small transit
times, it has a linear part giving a simple proportionality S ∼ τ, and it
saturates as S ∼ 1 for large prey transit times, τ ≫ τT, where capture can
be assumed to be certain. It is a trivial modiﬁcation of the model to let the
capture probability be less than unity for all τ. The detailed modeling of S(c|τ)
includes many mechanisms (Caparroy et al. 2000, Titelman 2001, Fiksen &
MacKenzie 2002), but these individual components of the arguments can not
change the overall basic requirements imposed on S(c|τ) by ﬁrst principles.
The choice (11) fulﬁlls all the basic requirements listed before.
For a particularly simple reference case where τ0 = 0, we readily ﬁnd the
analytical expression by use of (9)
Jcap =
n0 R3
τT
∆2CM
ǫ1/3τT/R2/3 + ∆2R2/3/(ǫ1/3τT)
. (12)
The quantity n0R3 is proportional to the average number of prey within the
sphere of interception, and enters as a natural quantity for normalizations. As
expected, we ﬁnd that the prey ﬂux is vanishing for very small ǫ because of
the absence of turbulent mixing, while it also vanishes for very large ǫ because
prey is moving too rapidly past the predator for capture. The result (12) is
shown in Fig. 4, using the previously mentioned empirical value CM = 6. The
expression (12) has a maximum value for varying ǫ, all other quantities ﬁxed,
but it increases without limit for varying R, due to the n0 R3 multiplier. For
given species, i.e. given R, τT and τ0, there is an optimum combination for
the parameters entering the problem. For τ0 we ﬁnd the maximum amount
of prey captured per time unit for ǫτ3
T/R2 ≈ 5 × 10−2. Taking, for instance,
ǫ = 10 mm2s−3 from Table 4 and R ≈ 10 mm, we ﬁnd that the optimum
capture time for the given conditions is τT ≈ 0.8 s. The corresponding number
of captured prey per time unit is Jcap ≈ n0R3/τT ≈ n0 103 s−1, assuming n0
to be given in units of prey per mm−3.
In Fig. 4 we show also results for τ0 > 0. As expected, this case has conse-
quences for strong turbulence levels, where the transit times are short, and can
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Fig. 4. Representation of the analytical result (12) shown with full line, using
normalized units to give the net captured prey ﬂux for given conditions on R,ǫ
and n0. A dashed line gives the case where τ0 = 0.1τT, and a dot-dashed line
τ0 = 0.25τT in (11).
become comparable to or less than τ0, so that capture becomes improbable.
We expect that the result (12) can be taken as representative for the overall
variation, also for capture models being more detailed than (11). The results
of Fig. 4 are qualitatively in agreement with the observations of MacKenzie
et al. (1994), who observed a “dome-shaped” relationship between turbulence
intensity (here measured by ǫ) and larval ﬁsh ingestion rates. Their analysis is
however substantially diﬀerent from the one suggested here. We have analyzed
other models than (11), also some non-diﬀerentiable and inadmissible ones.
The detailed shape of the resulting curves for Jcap may change, but the overall
characteristics remain. In particular, we recover the ǫτ3
T/R2-scaling of the
variable in Fig. 4, which is a robust result.
5 Conclusions and discussions
We have analyzed the problem of predator-prey encounters in turbulent ﬂows,
using relatively simple models. The discussion can conveniently be separated
into two parts, considering the eﬀects of turbulence and the biological aspects
of the problem. The turbulence aﬀects the encounter rate, where the limit of
passively moving predators and prey can be analyzed most easily in terms
of universal scaling laws. These are given solely in terms of the turbulence
parameters and a capture range. To determine the capture probability we
suggested a simple model, where the time available for capture was identiﬁed
as the most important parameter, which is also described by a universal scaling
law which can be tested experimentally as well as numerically.
Beginning with the simplest case, we assumed predators and prey to be pas-
13sively moving with the turbulent ﬂow. By simple scaling arguments we de-
rived analytical expressions for the predator-prey encounter rate, assuming a
spherical region of interception and tested these results by data from a nu-
merical simulation of turbulent incompressible ﬂows. These results apply to
scales larger than as well as smaller than the Kolmogorov (or “inner scale”) of
the turbulence. For the same conditions we demonstrated that conical regions
of interception can be considered simply by multiplying the result from the
spherical case by an empirically obtained correction factor, see Fig. 3. Within
a 5% accuracy, the same correction factor applies for the universal as well as
the viscous subrange.
The encounter rate is interesting, but not the result directly relevant for ﬁsh
larvae or plankton, since only some of these encounters result in capture. The
capture rate depends on the local ﬂow properties, the turbulence intensity in
particular. Since this latter feature is universal, we emphasized this in our
generalizations of the simple model described before. The captured prey ﬂux
is the encountered rate multiplied by a capture probability. We argue that
the most important parameter for capture is the time available, i.e. the time
spent by prey within the region of interception. This parameter is likely to be
universally important for all species, in contrast to many other eﬀects that can
be considered. The distribution of transit times can be determined empirically
by the data from the simulations mentioned before (Jørgensen et al. 2005).
A detailed modeling of the conditional capture probability, with given transit
time, requires a detailed understanding of the predator-prey interaction of the
species involved. We argue that there are basic bounds on this model that
allows the problem to be parameterized in acceptable detail by introducing
relatively few parameters, here the minimum time required for capture, τ0, and
a time required for capture with certainty, τT. We demonstrated by this simple
model that an enhanced turbulence level can make the transit time too small
for capture, resulting in a decrease of captured prey for large and increasing
ǫ. The model for the capture probability can be extended by including more
details, but the overall result is unlikely to change signiﬁcantly.
The characteristics of the turbulence depend signiﬁcantly on the scale-sizes
being considered. If the interception range R is larger than the Kolmogorov
scale η (in reality a scale somewhat larger than this, namely η0 ≈ 13η (P´ ecseli
& Trulsen 2007)) we have R to be in the universal subrange. This is the case
considered in most previous studies. Since capture ranges are usually in the
millimeter scale, we note from the data in Table 4 that in many cases we
have the capture ranges R < η0. Consequently, we have to consider also the
viscous subrange in order to have a complete analysis for parameter ranges
encountered in nature. We found it necessary to consider both cases R < η0
and R > η0 separately (P´ ecseli & Trulsen 2007). For the viscous subrange we
found some distinct features where the most conspicuous one seems to be a
time-scaling independent of the capture range R.
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