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Abstract
Spatial analytic approaches are classical models in econometric literature (LeSage & Pace, 2009).
Recently, the behavioral sciences have seen an increase in their application, but spatial effects are
generally still ignored (Stakhovych et al., 2012; Musafer et al., 2017; Oud & Folmer, 2008; Hogan
& Tchernis, 2004). Spatial analysis models are synonymous with social network auto-regressive
models which are also gaining popularity in the behavioral sciences. Structural Equation Models
(SEM) are widely used in psychological research for measuring and testing multi-faceted con-
structs (Bollen, 1989). While SEM models are widely used, limitations remain, in particular latent
interaction/polynomial effects are troublesome (Brandt et al., 2014). Recent work has produced
methods to account for these issues (Brandt et al., 2018). Further, recent work has established
methods to account for spatial and network effects in SEM (Oud & Folmer, 2008). However, a
cohesive framework which can simultaneously estimate latent interaction/polynomial effects and
account for spatial effects, has not been established. To accommodate this I provide a novel model,
the Bayesian Spatial Auto-Regressive Structural Equation Model (SASEM). In the first chapter of
this dissertation I review existing literature relevant to spatial analysis and latent interaction effects
in SEM. In the next chapter I present a new modeling framework which can accommodate these
effects. In the next chapter I investigate model performance with a series of Monte-Carlo studies.
Results are promising particularly for one sub-model of the SASEM. I provide an empirical ex-
ample using the spatially dependent extended US southern homicide data (Messner et al., 1999;
Land et al., 1990) to show the rich interpretations made possible by the SASEM. Finally, I discuss
results, implications, limitations, and recommendations.
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Waldo Tobler was a geographer and statistician at Columbia University. He is credited with es-
tablishing what is known as the first law of geography, which states "Everything is related to
everything else, but near things are more related than distant things." In the economic, political,
and geostatistical sciences spatial relationships are often hypothesized and tested under the spatial
analysis framework (LeSage & Pace, 2009). In the behavioral sciences, these models are more
commonly known as Network Auto-Correlation Models, which are used to model the reciprocal
effects agents in a network have on one another (Valente, 2005).
Latent variable techniques are a hallmark of the behavioral sciences. They boast the ability to
make predictions with complex features comprised of multiple observed items. The establishment
of techniques for estimating latent interaction/polynomial effects further enhances latent variable
method applications in behavioral sciences. These effects can be used to model hypotheses about
moderators, as shown by Kernis et al. (1991) establishing the stability of self-esteem as having
a multiplicative relationship with self-esteem when predicting depression. They can also model
curvilinear relationships, as in work by Shi (1998), which shows that when age is used to predict
healthy behaviors in humans rates are highest early and late in life and lowest around midlife.
While work has been done with both latent spatial techniques and latent interaction/polynomial
effects, a cohesive framework which unites the two has not been developed.
In the first chapter of this dissertation I introduce spatial auto-regressive techniques, latent vari-
able techniques, extensions to latent interaction effects, and prior work with latent spatial effects,
and then discuss the benefits of the combination of these approaches. Then in the second half,
I present two new nonlinear latent variable models which accommodate spatial and interaction/
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polynomial effects. Next, I investigate model performance under empirically relevant conditions
with Monte-Carlo methods. I then provide two empirical applications of these models which ex-
emplify their uses. Finally, I discuss the limitations of this study and the models and provide
guidelines and recommendations to their application in future research.
1.1 Spatial Models
1.1.1 Regional differences in psychological research
The study of personality and cultural differences of geographic regions is a focal point of mul-
tiple fields in behavioral sciences, such as Personality Psychology, Sociology, and Anthropology
to name a few. In large scale studies of regional differences, it is plausible to believe that nearer
regions are more similar to one another than further regions in some domains. For example, in
the United States, Nisbett (2018) showed culture of honor to be higher in the south than the north.
Statistical inference of variables which exhibit spatial effects but are not accounted for is problem-
atic. When a spatial relationship is present in data but not modelled estimates are biased (Anselin,
1988a).
Spatial analytics account for these types of violations and thus decrease erroneous statistical
decisions. Spatial methodology also allows for the exploration of unstudied hypotheses. For ex-
ample, McMillen et al. (2007) used spatial analysis approaches to show that tuition costs are more
strongly effected by competing neighboring school tuition rates than schools further away. There
are many behaviorally relevant applications for spatial models. However, metaphorical space may
provide even more direct applications in the behavioral sciences. The next section briefly describes
the application of spatial models to metaphorical distance via social network auto-correlation mod-
eling.
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1.1.2 Network auto-correlation models
Fields which employ network analysis like sociology and cognitive sciences use techniques de-
scribed as network auto-correlation models. From a statistical standpoint network auto-correlation
models and spatial models are the same. However, the representation of what constitutes the spatial
relationship differs between them. In spatial models, the relationships between cases are denoted
by their locations relevant to one another in space. In network auto-correlation models the phys-
ical representation of the spatial relationship is traded for theoretically relevant alternatives like
influence or social comparison of agents (Leenders, 1995).
Network Auto-Correlation Models are utilized primarily to explicitly model spillover effects
between cases. Spillover effects describe the process of one case affecting another case which
then affects even more cases (LeSage & Pace, 2014b). Consider a spatial example in which we
measure the property value of three neighboring houses, A, B, and C. Homeowner A adds a pool
to their backyard which increases their property value. This increase raises the property value
of their neighbor, homeowner B. The property value increase to homeowner B also spills over
to homeowner C. The increase that homeowner B experienced also spills back to homeowner A
increasing that property’s value even more. In a social network context, spillover effects typically
describe individual agent’s effects on other agents. Consider the following network example from
Valente et al. (1997). The authors measure contraceptive use opinions in a large social network of
women in South Africa and use a network auto-correlation model to investigate spillover effects.
They operationalize the spatial representation as the influence the women have on one another.
Their results suggest that if participant A has high influence on participant B, when participant A
adopts a positive opinion of contraceptive use B is more likely to develop positive opinions as well.
This effect then spreads to other participants to which B has influence, as well as reinforcing the
use of contraceptives by participant A (Kincaid, 2000).
Spatial or network auto-correlation models capable of providing such information are limited in
other ways. A latent variable model that simultaneously controls for spatial dependence, provides
spillover estimates, while also allowing for latent interaction effects does not exist. This is a major
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drawback. In psychology, higher order cognitive and behavioral traits, like facets of intelligence,
depression, and implicit racism are typically measured by many observed variables. Current meth-
ods do not allow researchers to include these directly estimated latent traits into auto-correlation
or spatial models. The next section outlines in more detail the motivations for using this class of
models.
1.2 Motivations for Spatial and Network Auto-Correlation Models
1.2.1 Independence of observation
The independence of observation assumption in traditional statistical models is ubiquitous. Ob-
servations are assumed either completely independent or conditionally independent and accounted
for. In other words, no observation is influenced by any other observation that the model does not
consider. This is violated if E[(xi−µ)∗ (x j−µ)] 6= 0, where µ is a grand mean, and xi and x j are
scores for case i and j (Kenny & Judd, 1986).
An intuitive way to conceptualize independence is to consider two scores (x1 and x2) are drawn
from a population. If these scores are truly independent, then the score of x1 will provide no
information regarding the score of x2. If these cases are related, they will provide information
regarding the other. For example, if the scores we sample are from a married couple and x1 is
above the mean, it is more likely that x2 is also above the mean.
Generally speaking, violations of independence occur in part from a lack of random sampling.
This can be unintended, such as convenience sampling from an introductory psychology course
resulting in a deceptively homogeneous sample. However, it can also be intentional, as is the
case with repeated measures research. When random sampling directly inhibits exploration of the
phenomena and is thus discarded, we must use modeling techniques to account for the violation
and obtain accurate results. When observations are repeated, researchers use statistical techniques
that account for the violation and produce a conditionally independent sample. When cases are
geographic units like countries, states, or counties, or exist in space like houses or schools, it is
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likely that those closer to one another will be more related than those further away, thus violating
independence. Spatial or network auto-correlation models take this into account resulting in con-
ditional independence. In a network context, independence is also violated. The network of agents
interact with one another, which is in fact the phenomena intended to be studied. However, this
interaction itself violates independence, meaning a network auto-correlation model would be ap-
propriate to account for the reciprocal interaction and provide a conditionally independent sample.
1.3 Omitted Variables
When studying phenomena which inherently prohibit random sampling, omitted variables are a
common concern. Traditional regression models assume that the unexplained variance (error term)
does not correlate with predictors in the model. When the variables in the model are spatially
dependent, it is plausible that spatially dependent omitted variables are also present. That is,
variables which are not included in the model but are related to both the dependent variable and
predictor(s). The result is an error term in the model that has a non-zero correlation with predictors.
When the error term is correlated with predictors or covariates in the model the resulting estimates
are inaccurate (Clarke, 2005), and thus referred to as omitted variable bias.
Consider the following example of omitted variable bias. A researcher aims to predict crime
rates in a set of neighboring counties. They collect some relevant covariates: average income; aver-
age education level; and the availability of narcotics. Then, they use traditional multiple regression
analysis to make predictions. It is likely that some spatially dependent omitted variables will be
correlated with the dependent variable and covariates. For example, the amount of police funding
a county has is likely related to the availability of narcotics as well as the crime rate. This omitted
variables effect is embedded in the error term affecting the model estimates.
When omitted variables arise from dependent data, accounting for the dependence using spatial
or network auto-regressive models makes estimates more accurate and reliable (LeSage & Pace,
2009). Omitted variable bias has other potential implications which are not discussed here as they
are not relevant to the topics in this dissertation, for more details see Clarke (2005, 2009).
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1.3.1 Spatial auto-regressive linear models
Depending on prior theoretical understandings of the spatial effect, the spatial model is specified
differently. When we aim to hypothesize about the magnitude of the spatial auto-correlation we
specify a dependent lag. If we believe the spatial dependence is solely in the error term, we specify
a spatial term in the disturbance sub-model.1
To provide a baseline of comparison, the first model considered is the standard OLS regression
model without spatial components. Equation 1.1 provides a standard regression model with an
intercept (β0), a slope (β1) estimate for a single predictor (x), and an error term (ε) which is
normally distributed with a mean of 0 and non zero variance (σ ).
y = β0 +β1x+ ε, ε ∼ N(0,σ IN) (1.1)
As mentioned earlier, spatial dependence can be specified in the model equation, the distur-
bance sub-model, or both. Eq. 1.2 provides the spatial model equation with both lags present;
ρWy is the dependent spatial lag and λW µ is the disturbance lag. ρ and λ are scalar summaries
of the magnitude of the spatial auto-correlation of the dependent variable and disturbance term
respectively. W is an n by n matrix which summarizes the spatial relationship between cases. In
the network context, W represents the theoretically relevant metaphorical distance chosen, which
in this example is influence each participant has on one another. µ provides the conditionally inde-
pendent error term after spatial dependence in the disturbance has been accounted for. It is worth
noting that if the magnitude of the spatial effects estimated by ρ and λ are 0, this model provides
equivalent estimates to that of OLS regression.
1While not discussed in this paper, less common spatial specifications exist; for example, a predictor lag. This
dissertation does not aim to cover all potential lags, as this would detract from the aim of the paper. For more










The decision of where to include spatial lags will depend on prior theoretical information re-
garding the variables of the model. If the researcher anticipates that the dependent variable is not
spatially dependent and does not aim at evaluating that dependence, but is fearful that spatially
relevant omitted variables may be present, just the disturbance lag is specified. Inversely, if the
researcher aims at estimating the magnitude of the spatial dependence in the dependent variable,
but has reason to believe there are no spatially dependent omitted variables then a dependent lag
is specified. These are uncommon circumstances, as more often both are specified (Plümper &
Neumayer, 2010).
1.3.2 Estimation
Traditionally the spatial models outlined above have been estimated with Maximum Likelihood
(ML) estimation; however, Bayesian Monte-Carlo Markov-Chain (MCMC) estimation is gain-
ing popularity. When estimated with MCMC techniques, prior distributions need to be specified.
Commonly accepted priors and associated citations are provided in Table 1.1; where ci (i = 1,2)
are the hyper parameter means for normally distributed parameters, ti provide the hyper parame-
ter variances, U(a,b) provides a uniform prior distributions with lower and upper bounds a,b for
the auto-correlation summaries. Typically, a and b are set to -1 and 1 respectively to reflect the
bounds of the spatial auto-correlation. However, if strong prior information suggests negative auto-
correlation is not plausible 0 and 1 are used. Finally, γ−1(di,vi) is the inverse gamma distribution
for variances, with hyperparameters vi and di. Alternative priors for standard deviations are half
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Cauchy distributions (Gelman et al., 2013).
Table 1.1: Common priors for spatial regression parameters.
Parameter Description Prior Citation
ε Error term ∼ N(0,σ2) (LeSage, 1997; Gelman et al., 2013)
µ Disturbance term ∼ N(0,σ2µ) (LeSage, 1997; Gelman et al., 2013)
β0 Intercept ∼ N(c1, t1) (LeSage, 1997; Gelman et al., 2013)
β1 Slope ∼ N(c2, t2) (LeSage, 1997; Gelman et al., 2013)
ρ Dependent lag auto-correlation ∼U(0,1) (LeSage, 1997)
φ Disturbance lag auto-correlation ∼U(0,1) (LeSage, 1997)
σ2 Hyper standard deviation of σ ∼ γ−1(d1,v1) (LeSage, 1997)
σ2µ Hyper standard deviation of µ ∼ γ−1(d2,v2) (LeSage, 1997)
1.3.3 Assumptions
The typical linear modelling assumptions apply to spatial models. The disturbance term is assumed
IID, with mean 0, and finite variance σ2. The elements of the X matrix has full column rank
(lack of multi-collinearity). However, additional assumptions involving the spatial component/s
are made. The elements of W are known constants and rank (I−ρW ) = n for all |ρ| < 1. The
row and column sums of W and (I−ρW )−1(I−ρW ′) are uniformly bounded in absolute value.
Per the No Islands assumption, there are no cases present without neighbors. Finally, the isotropy
assumption, states that the spatial effect is uniformly effective in every direction. It is worth noting
that other spatial approaches measuring the changing magnitude of spatial effects across a location
have been developed; however, those models assume the spatial effect is uniform across the sample.
1.4 Defining the Dependence Structure
The first stage in performing an auto-regressive analysis is establishing W , which defines the de-
pendent relationships between cases. Two general options exist, contiguity or distance approaches
(LeSage & Pace, 2009). Contiguity treats each case as having a dichotomous relationship to each
other, meaning it is either a neighbor or it is not. The inverse distance based representation treats
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each case as being a certain distance from each other case. Common distance representations are
Euclidean distance and Manhattan distances. Theory should guide these decisions, although the
availability of information (precision of geographic location, for example) also plays a role.
Under contiguity representations, what constitutes a "neighbor" will vary based on the phenom-
ena being studied. By virtue of the auto-regressive effects of these models, each case will impact
all other cases to some degree. This is the process of indirect impacts. Case A impacts its neighbor,
case B, then case B thus impacts its neighbor, case C; therefore, case A has indirectly impacted
case C. However, in some settings it may be reasonable to assume case A also directly impacts
case C. In this scenario, case C may be specified as a "neighbor" to case A. In econometric liter-
ature this is referred to as establishing second order neighbors. In addition, econometricians use
the terms Rook Contiguity and Queen Contiguity to describe the process of determining first order
neighbors. Rook Contiguity establishes only vertical and horizontal adjoining cases as neighbors,
while Queen Contiguity also includes diagonally positioned neighbors.
An example of theoretically derived weighting schemes is given by McMillen et al. (2007), who
implements higher order neighbor representations in an analysis measuring the spatial relationships
of college tuition pricing. McMillen et al. (2007) justify specifying higher order neighbors because
they argue that nearby colleges directly compete for student enrollment, regardless of being first or
second order neighbors. Colleges which are near one another but not first order neighbors directly
impact tuition prices, as well as indirectly through first order neighbors. Therefore, they use a
Second Order Queen Contiguity representation of W .
After the neighbor or distance structure of W is established, common practice is to normalize
W prior to analysis. Normalization constrains the range of auto-correlation estimates. Row nor-
malization is a popular choice as it constrains auto-correlation estimates to be between -1 and 1






where k represents the rows of the weight matrix W and W ∗ is the normalized matrix. Other
choices of normalization appear in literature (LeSage & Pace, 2014a; Lee, 2013), but are not dis-
cussed here. For a more complete discussion of defining spatial units including normalization
techniques see LeSage & Pace (2009).
In network fields, the spatial dependence is traded for social dependence and is constructed to
represent the influence each case has on one another. For example, Kincaid (2000) investigated
contraceptive use in a dependent network of women. The dependence structure was operational-
ized by measuring the self-reported influence of each participant with one another and constructing
weighted values. For a more complete discussion of network auto-correlation representations of
dependence see Ponds et al. (2009).
1.4.1 Contiguity
Contiguity represents spatial relationships as dichotomous, meaning you are either a neighbor to
another case or not. The matrix which represents these relationships is referred to as W and is n
by n. Each row and column of the W matrix represents a case. The elements contain ones with
regions that share borders, and zeros with those who do not. The diagonal is always 0, as a case
can not be a neighbor to itself.
1.4.2 Distance
An alternative to using contiguity specifications for W is an inverse distance matrix. In a pragmatic
sense, distance from a central location can be more realistic information to obtain. For example,
boundary data may be unavailable or unrealistic to define. Determining the boundaries of a large
set of regions can be difficult, time consuming, and potentially subjective. In network settings,
distance measures are used. For example, in the aforementioned work by Valente et al. (1997)
elements of the W matrix represent the influence a participant has with other participants.
Inverse distance ( 1distance ) is used (as opposed to distance) due to the magnitude of the spatial
units implied in an analysis. This weighs the spatial relationship so that nearer regions have higher
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values in W and further regions have lower values.
Simulation results indicate a high convergence between parameter estimates when comparing
distance to contiguity specifications of W in econometric applications with physical space (LeSage
& Pace, 2014a). In a simulation study comparing the differences between inverse distance and
contiguity W specifications in a spatial regression model, similar parameter estimates and spatial
parameters were observed. The correlation between β parameter estimates from both specifications
varied from .74 to .86. The spatial parameter estimates ρ were very close with the correlation
between specifications ranging .92 to .98 (LeSage & Pace, 2014a).
1.5 The Latent Variable Framework
I now take an aside from spatial models to provide a brief background on Structural Equation
Modeling (SEM), adaptations to include structural interaction/ polynomial effects, and extensions
to spatial effects.
The latent variable framework is a hallmark of behavioral statistics by measuring unobserved
constructs via sets of related proxies. Latent variable models provide a framework for making
predictions with and comparing multifaceted features. Some work has been done to extend spatial
techniques to the latent variable framework (Christensen & Amemiya, 2001, 2002, 2003; Oud &
Folmer, 2008; Stakhovych et al., 2012; Liu et al., 2005) but limitations remain. This section will
provide a brief overview of the model equations for Structural Equation Modeling (SEM). For a
more in depth understanding of latent variable techniques and SEM, see (Bollen, 1989).
Generally speaking, latent variable techniques provide a framework for producing and testing
latent factors from observed sets of variables. In classical settings, the approach first started with an
Exploratory Factor Analysis (EFA) to determine the number of factors and which observed items
were included within factors,and then utilized Confirmatory Factor Analysis (CFA) to test the fac-
tor structure. However, in contemporary work the typical procedure is to use substantive theory
to group items together and produce latent constructs, skipping the EFA stage. We then assess
model fit and determine whether the model implied covariances match the observed covariances
11
between observed variables. Once good model fit is established, interpretation of the model param-
eters is permissible. This process is referred to as establishing a measurement model and informs
researchers as to the relationships between observed items and their associated latent constructs.
Once a proper measurement model is established, researchers may extend the model to make pre-
dictions with latent constructs. This extension is referred to as SEM. SEM allows for predictions
(and comparisons) to be made at the latent level. That is, the prediction of latent features by or on
other latent factors or observed variables (Bollen, 1989). In SEM the dependent latent variables
are referred to as endogenous, while latent predictor variables are referred to as exogenous.
SEM are comprised of two sub-models, the measurement model and the structural model. The
measurement model establishes the relationships between observed indicators and the generated
latent factors. With SEM, there is a separate measurement model for endogenous and exogenous
latent variables, see Eq. (1.4) and Eq. (1.5).
y = Λyη + ε (1.4)
x = Λxξ +δ (1.5)
Where y (p× 1) and x (q× 1) are vectors of observed variables, q representing the number of
observed exogenous variables, and p representing the number of observed endogenous variables.
Λy(p×m) and Λx(q× n) are matrices of factor loadings summarizing the relationships between
latent (η ,ξ ) and observed constructs (y,x). Measurement error is assumed orthogonal to ξ and η .
When establishing the measurement model, latent variable techniques require a method for
identifying the mean and variance of the latent variables. This is called the latent variable scaling
technique. This can be achieved in two ways, the marker variable approach or standardizing the
latent variable. The marker variable approach constrains the factor loading to one, for one variable
of each factor. The factor then takes up the mean and variance of that item. However, in some
situations, you may want to have all of the factor loadings estimated, in which case, standardizing
the latent construct to have mean of 0 and variance of 1 is preferred.
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The structural equation for SEM is provided in Eq. (1.6), and represents the latent predictions
of the model.
η = α +Bη +Γξ +ζ , ζ ∼ N(0,σ IN) (1.6)
Where η is an m× 1 vector of endogenous latent variables. α provides the intercept, ξ is an
n×1 (n = number of exogenous latent variables) vector of exogenous (predictor) latent variables.
ζ is an m× 1 matrix of latent errors. B is an m×m coefficient matrix of the latent endogenous
variables. Γ is the coefficient matrix for the latent exogenous variables, commonly referred to
as factor loadings, both Γ and B are linear slopes. It is worth noting that if a single endogenous
variable is supplied there is no matrix of linear slopes defining their relationships. The result is
the Bη term being dropped from the structural level of the model. Covariances can be specified
between the exogenous predictors. These estimates are the off diagonal elements of φ an n× n
variance covariance matrix. ψ is the m×m variance covariance matrix of the error terms. If no
covariances are specified, φ and ψ are diagonal matrices containing variances.
1.5.1 Estimation
Traditionally SEMs with continuous observed variables are estimated using Maximum Likelihood
(ML) estimation (Bollen, 1989). ML for SEM, just as with other models, aims at maximizing the
FML function. In the case of SEM, maximizing the FML minimizes the discrepancy between the
estimated population covariance matrix Σ and the model implied covariance matrix Σ(θ). Eq. (1.7)
provides the FML function (Suhr, 2006). The population covariance is estimated as a function of
the observed sample covariance matrix S. In other words, the FML function provides a means to
optimize the model based on optimizing model fit.
FML = log|Σ(θ)|+Trace[Σ(θ)−1S]− log|S|− p (1.7)
where θ is a vector including all parameters. Other options exist and are preferred in other sce-
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narios. Weighted Least Squares Mean and Variance adjusted (WLSMV), for example, is preferred
when observed items are dichotomous (Finney & DiStefano, 2006). Maximum Likelihood with
Robust standard errors (MLR) is an option which is robust to non normal observed data. MLR
estimation aims at estimating standard errors robustly and does so by computing them with the
sandwich estimator (Rosseel, 2010).
Recently, Bayesian approaches have become popular and are being used in applied SEM
(Muthén & Asparouhov, 2012; Blodgett & Anderson, 2000; Arhonditsis et al., 2007). Bayesian
methods come with many benefits: joint modeling approaches for missing data; convergence with
lower sample sizes; robustness against data of non-normal distributions; distributional parameter
estimates; and simplicity in model specification, to name a few (Gelman et al., 2008; Raftery,
1993; Muthén & Asparouhov, 2012).
1.5.2 Model identification
Identification of the measurement and structural models of a SEM must be accomplished to obtain
accurate estimates (Bollen, 1989; Rindskopf, 1984). A measurement model is guaranteed to be
identified if four conditions being met.
1. The latent variable is scaled.
2. A sufficient number of observed indicators load on each latent variable.
3. Each latent factor has at least one observed variable loading onto it which does not. share a
residual correlation with an observed item on the another factor.
4. No item has factor loadings on more than one latent variable (simple structure).
To accommodate these restrictions, I follow advice by Rindskopf (1984) and set some guide-
lines which will guarantee model identification: 1) The latent variable is unmeasured and thus its
units must be determined by the researcher. Two approaches are popular, standardized latent vari-
able and marker variable. The standardized latent variable approach constrains the variance of the
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latent factor to be 1 with mean 0. Alternatively, the marker variable approach constrains a factor
loading to be 1 for each latent variable. The latent variables then take up the scaling of the items
with factor loadings of 1. 2) Each latent variables needs to have at least three observed indicators
loading onto it. 3) Each latent factor needs to have at least one observed variable loading onto it
which does not share a residual correlation with an observed item on the another factor. 4) No
observed item has a factor loadings on multiple latent variables (Kenny & Milan, 2012; Rindskopf,
1984; Wu & Estabrook, 2016).
The structural level of a SEM must also be identified. I continue to follow the advice of Rind-
skopf (1984) in laying out guidelines which guarantee identification:
1. There are less estimated parameters than unique elements of the observed covariance matrix.
2. The structural model must not have non-recursive pathways.2
1) Regarding the Degrees of Freedom (DF) of the model, a SEM will have DF = (k(k−1)/2)−
1, where k is the total number of observed indicators. This is the number of non-redundant ele-
ments of the covariance matrix of the observed items. This is the only identification criteria which
changes inherently for the SASEM. It is important to consider the additional parameter estimate(s)
of the spatial effects. Each spatial parameter estimate (ρ and λs) counts as an additional added
parameter. 2) The model must not have non-recursive pathways, estimated as covariances or linear
slopes.
The aforementioned identification guidelines for both the measurement and structural models
are relatively strict but will guarantee identification. In the measurement level 2-4 can be relaxed if
further conditions are assessed. In the structural model, special cases allow for relaxation of both
conditions. as model identification is not the focus of this paper, see Rindskopf (1984) for further
explanation.
2The terminology for recursive and non-recursive models is counter-intuitive. A recursive model has unidirectional
effects. Non-Recursive models have pathways which contain feedback loops. For example, Y is regressed on X, X is
regressed on Z, Z is regressed on Y.
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1.5.3 Structural interaction effect extensions to SEM
Interaction effects (sometimes referred to as moderated effects in behavioral sciences) are of in-
terest in behavioral research as a means of understanding complex relationships between three or
more variables. If the strength of a relationship between two variables differs as a function of a
third variable, we have established moderation (e.g., Cohen et al., 2003). Consider an example
regarding a weight loss study. A researcher aims to predict weight in kilogram (kg) from caloric
intake. As caloric intake increases, weight increases. However, this effect is moderated by caloric
expenditure. If a participant is frequently exercising they will have a diminished relationship with
caloric intake and weight. The interaction effect of caloric intake and caloric expenditure explains
this relationship between the three variables. Testing of this effect is established by making a
product variable of caloric intake and caloric expenditure, then including this additional term as a
predictor to estimate this interaction effect (e.g., in OLS regression).
In traditional SEM, estimation of latent interaction effects is not as simple as multiplying two
or more variables together because the product is formed by two latent constructs. Multiple ap-
proaches have been developed to extend structural interaction effects into SEMs. Notable ap-
proaches are: The Product Indicators approaches (PI); distributional analytic approaches; method
of moments approaches; and Bayesian techniques have shown success. The PI approach was first.
As the name implies, PI establishes a latent product term by estimating the measurement model
of the latent product variable from a set of products of observed variables (Kenny & Judd, 1984;
Jöreskog et al., 1996; Marsh et al., 2004; Wall & Amemiya, 2001; Kelava & Brandt, 2009). Dis-
tributional analytic approaches introduced mixture modeling techniques to directly account for
the nonlinear relationship in full information maximum likelihood estimators without product in-
dicators (Klein & Moosbrugger, 2000; Klein & Muthén, 2007; Kelava et al., 2014). Method of
moments approaches introduced multi-stage estimation and relaxed normality assumptions (Wall
& Amemiya, 2003; Mooijaart & Bentler, 2010). Finally, Bayesian techniques with user defined
prior distributions provide the least biased and reliable procedure for estimating structural interac-
tion effects in SEM (Muthén & Asparouhov, 2012; Lee et al., 2007; Kelava et al., 2014; Brandt
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et al., 2018).
1.5.3.1 PI approaches to latent interaction effects
PI approaches were originally established by Kenny & Judd (1984) providing an intuitive solution
to ML estimated latent interaction or polynomial effects. Eq. (1.8) provides the desired form
of the structural equation of SEM when a single endogenous latent variable is predicted by two
exogenous latent variables and an interaction term of the two exogenous variables. The product
term is designated by γ3ξ1ξ2.
η = α + γ1ξ + γ2ξ + γ3ξ1ξ2 +ζ (1.8)
The latent product term in PI approaches is identified via products of observed variables. Under
this approach, the observed variables are multiplied together, a latent product term is then included,
just as the other latent variables are through the estimation of linear factor loadings. As an example,
consider the following scenario. Three latent variables are estimated, two exogenous ξ1 and ξ2
and a latent endogenous term η . Each latent construct is comprised of three observed items,
x1,x2 and x3, and load on ξ1 while x4,x5 and x6 load on ξ2 and y1 through y3 load onto η . We
hypothesize a latent interaction between ξ1 and ξ2. Using the PI approach we produce a latent
product ξ1ξ2 by multiplying the observed exogenous variables together. In our example we could
do that by x1× x4 = x7, x2× x5 = x8, and x3× x6 = x9. Finally, x7,x8, and x9 are now included in
the model, loading onto the latent variable designated as the interaction term. In this scenario the
assumption that error terms are independent is violated, considering x7 through x9 are products of
the other observed variables. In the original implementation, the measurement model for the PIs
was constrained using nonlinear constraints from the parameters of the measurement model from
the indicators x1 through x6 (Kenny & Judd, 1984). Later these constraints were relaxed (Wall &
Amemiya, 2001; Marsh et al., 2004).
The PI approach is intuitive, but there are drawbacks to this approach. The approach with ML
estimation still assumes multivariate normality on the product term and indicators. This assumption
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will always be violated with PI approaches; even if all observed variables are normally distributed,
their products will not be (Aroian, 1944). Consequently, estimates of standard errors and fit indices
can be severely inaccurate. Biased standard errors result in increased error rates. This has been
further confirmed by simulation studies (Kelava et al., 2014; Brandt et al., 2014). In addition, the
PI approaches provide rather inaccurate results if models are any more complex than the example
in the previous paragraph (Brandt et al., 2018).
1.5.3.2 Distributional analytic approaches
There are three notable distributional analytic approaches which aimed at creating less biased
estimates of latent interaction/polynomial effects and improving estimation efficiency. The Latent
Moderated Structures (LMS) approach was established by Klein & Moosbrugger (2000), and the
Quasi-Maximum Likelihood (QML) approach by Klein and Muthén (2007).
The LMS approach employs a likelihood function which accounts for the non-linear relation-
ships of interaction/polynomial latent effects. Broadly speaking, the likelihood function is esti-
mated numerically and optimized using the Expectation Maximization (EM) algorithm (Dempster
et al., 1977). The QML approach takes the non-normal distributions lower moments and estimates
a normal distribution in its place that matches these moments. The multivariate normal distribu-
tion of the indicator variables are approximated by multiplying a conditionally normal distribution
and unconditionally normal distribution. This procedure is akin to mixture modeling, in that the
non-normal interaction variables distribution is a product of normal distributions. Finally, these
two approaches were extended to account for non-normal distributions of the variables (Nonlinear
Structural Equation Mixture Modeling approach, NSEMM; Kelava et al., 2014).
The original two distributional analytic approaches, LMS and QML, impose multivariate nor-
mality assumptions regarding the distributions of the latent exogenous predictors and residuals of
the observed variables and latent level disturbances (Klein & Moosbrugger, 2000). The major
benefit of LMS over QML is true maximum likelihood estimates, which indicates efficient derived
standard errors and nested log-likelihood model testing procedures. However, ML also has its
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drawbacks; one being assumptions of normality, as previously discussed. QML boasts more ro-
bustness to departures from normality and faster computational efficiency over LMS (Kelava et al.,
2011). Compared to the PI approaches, the distributional analytic show less bias, and more cover-
age of the actual effect when observed variables is normally distributed (Brandt et al., 2014). The
NSEMM approach was introduced to overcome the problem LMS and QML showed but provided
somewhat lower efficiency (Kelava et al., 2014).
The disadvantage of these approaches is that their implementations are limited and extension
(e.g., to spatial models) is very complicated. Theoretic derivation of complex likelihood functions
needs to be achieved, for applied users this cannot be expected. QML only exists in an experimental
standalone software. LMS and NSEMM can be used via Mplus (which is a closed software system)
and the R package nlsem. In each implementation, models are limited to those that do not include
spatial modeling components.
1.5.3.3 Method of moments approaches
Two main approaches within the method of moments literature have been established to estimate
latent interaction effects. Two stage Method of Moments (2SMM) is an iterative process, which
first estimates a measurement model, then calculates factor scores. Finally, the procedure then esti-
mates the structural level of the equation which introduces an interaction term (Wall & Amemiya,
2003). The other being Method of Moments established by Mooijaart & Bentler (2010), which
takes non-normality directly into account by considering higher order moments, skew, kurtosis,
and hyperskewness (Mooijaart & Bentler, 2010).
The 2SMM approach is a two stage process. First, the measurement model of the latent vari-
ables is estimated using typical procedures. Factor scores are then extracted via Bartlett’s method,
which is the product of the vector of observed variables and the inverse of the diagonal matrix of
variances of factor scoresψ (DiStefano et al., 2009). In the second stage, the factor scores and vari-
ances are employed to estimate the parameters of the structural model. This procedure is grounded
in the error-in-variable regression framework, which takes into account that the factor scores are
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derived in the first step and thus need to have a variance component modeled in the next stage.
The other notable approach is aptly named Method of Moments (Mooijaart & Bentler, 2010).
In this method, the assumption of normality governing the error variances is relaxed. The non-
normality of the interaction term is taken into consideration and the estimator aims at minimizing
the difference between model implied higher order moments and observed higher order moments.
Under the MM approach, only normality of the latent exogenous predictors is implied, whereas
the non-normality due to the interaction effect is explicitly taken into account. It is worth noting
that the method of moments approach suffers from the most severe bias and inflated type I error
rates when observed data is non-normal or more than a single interaction effect is specified (Brandt
et al., 2014).
The main disadvantage of the 2SMM approach is that it is a limited information approach that
at least theoretically provides less efficient estimates than full information methods (e.g., Brandt
et al., 2019). In addition, it is only available in experimental software scripts and an implementation
is still missing.
1.5.3.4 Bayesian approaches to latent interaction effects
Bayesian estimation techniques provide a flexible modeling framework, which can explicitly model
the non-normal distributions introduced by latent interaction and polynomial effects. Due to the
Bayesian procedure of sampling posterior distributions, created through prior distributions (priors)
and observed distributions (the data), the problems encountered with classical SEM procedures
and interaction effects is not a problem. Early Bayesian SEM interaction adaptations were im-
plemented by Lee et al. (2007). They established a Bayesian SEM capable of handling latent
interactions.
The typical problems associated with frequentist estimation of latent interaction/polynomial ef-
fects does not apply to Bayesian models, established by Lee et al. (2007). Bayesian SEM provides
equally accurate estimates as frequentest methods. When latent interaction effects are specified
Bayesian SEM performs similarly to LMS. This requires large sample sizes (n > 400) and priors
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are uninformative.Bayesian methods do exhibit sensitivity to systematically non-normal observed
variables, however extensions to accommodate this exist (Kelava et al., 2014).
Two distributions are conjugate if they are from the same family. Lee et al. (2007) suggest using
conjugate priors as they provide the same distributional form as the posterior which is convenient
in the production of the corresponding conditional distribution. They recommend the following
prior specifications
φ ∼Wishart−1(R0,ρ0)
ψx ∼ Gamma−1(α∗x ,β ∗x )















, and Π0−3 are the hyperparameters associated with each distri-
bution. Choices of hyperparameters will vary depending on the situation (Lee et al., 2007). If a
researcher wants the prior to be informative, small variance parameters (ρ0, β ∗x , β
∗
ξ
, Π1−3) can be
established around the anticipated parameter value (R0, α∗x , α
∗
ξ
, Π0). If we want to provide less
information, a large variance can be specified (Gelman et al., 2013) 3.
Lee et al. (2007) provide simulation results for the Bayesian SEM with interaction/polynomial
effects. In summary, when prior information is accurate, this approach provides accurate estimates
of all effects in the model. Further, even under very small sample sizes (N = 150), the model
was capable of accurately estimating all 47 parameters. This is a powerful advantage of Bayesian
SEM. Behavioral research can be time consuming and/or expensive to collect participants and
SEM notoriously requires large sample sizes in ML estimation (Fan et al., 1999).
3The Wishart and inverse Wishart−1 distribution are not available in the STAN modeling software. For users of
STAN the LK j prior is an equivalent option
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One of the main advantages of the Bayesian nonlinear SEM is that it is directly extendable
to account for spatial effects. Simulation results so far showed that Bayesian implementations
preform well even under small sample sizes (n = 49).
1.5.4 Spatial Extensions to SEM
Just like simple linear models, SEMs may exhibit issues associated with spatial dependence. For
example, predicting a country’s latent pro-climate change action perspectives from political fea-
tures like liberalism, environmentalism, and social dominance orientation would no doubt exhibit
spatial dependence. However, under the classic SEM framework this cannot be explicitly mod-
elled.
Several attempts to extend considerations of spatial dependence to factor analysis have been
made. Christensen & Amemiya (2002) provided an early advancement, which allowed for the
investigation of spatial relationships in factor scores using Confirmatory Factor Analysis (CFA).
However, it required the spatial relationship to be operationalized using an artificial grid, which
is restrictive (Christensen & Amemiya, 2001, 2002, 2003). Wang & Wall (2003) established an
Exploratory Factor Analysis (EFA) method for estimating the factor covariance matrix in the pres-
ence of spatial dependence measured via distance. Liu et al. (2005) established a method for
including distance based spatial modeling for confirmatory models. This provided the foundation
for Stakhovych et al. (2012), which pioneered the ability to include spatial weighting (both conti-
guity and distance) in determining the spatial auto-correlation of factor means in Bayesian CFA.
These advancements, while focusing on latent variables, only allow for the construction of spa-
tially related measurement models. However, the next logical step is to focus on the actionable use
of the established latent variables via SEM, which Oud & Folmer (2008) consequently did with
the production of a frequentist spatial SEM.
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1.5.4.1 Stakhovych et al. (2012): Spatial CFA
The Bayesian spatial CFA, as developed by Stakhovych et al. (2012), provides a framework for
implementing spatial effects in latent variable models. While this is a meaningful advancement,
their method only allows for the estimation of latent effects, not the prediction of such (as in
SEM). However, they do afford the ability to estimate the spatial auto-correlation of each latent
variable within higher order spatial units. As an example Stakhovych et al. (2012) use regions as
spatial units, within the higher order spatial unit of countries. This is reminiscent of multi-group
CFA, which allows for the estimation of unique factor loadings between groups. The model by
Stakhovych et al. (2012) also allows for unique factor loadings as well as spatial auto-correlation
for each higher order spatial unit (again, countries in their example). The non-spatial portion of
the model equation is given by
xi j =α +Λcξ i j + ε i j
ε i j ∼N(0k,Θi)
ξ i j ∼N(νi,Θi)
(1.10)
where the observed scores xi j for regions i = 1...I and observations j = ...Ji are modeled as an
intercept (α), factor scores ξ i j, and error term ε i j. The spatial component of the model is given by




where the I by L matrix of factor means V = (ν1...νi...νI)′ are partitioned into L vectors (Vl)
of I by 1 dimensions, so that VI is the Ith column of V = (V1...Vi...VI)′ and corresponds to the
means of the Ith factor. Every VI has the structure of Vi = ρIWV i +Ui. Where ρI is the spatial
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auto-regressive coefficients and W is the I x I spatial weights matrix representing the regions, and
UI is the (Iby1) vector of error terms and is ∼ NI(0I, II . The Kronecker product ⊗ is taken of P an
L by L diagonal matrix of spatial weights (ρI), and W to expand the weight matrix across the higher
order spatial units. It is assumed that factor score means νi are assumed to exhibit heterogeneous
variances and are spatially correlated between the i...I regions. The relationship between factor
loadings can vary between higher order regional units c = 1...C by introducing "country" specific
factor loadings Λc.4.
To test their model, a simulation study was conducted. The simulated model recovered popu-
lation level effects very accurately. However, only a single data set was simulated and analyzed.
Information regarding the accuracy of their model under different circumstances is not available.
It is unclear how this model can perform in different situations, like smaller sample size or more
connections in W . A further limitation of the model by Stakhovych et al. (2012) is the lack of
flexibility in which portion of the model spatial effects can be included. In this formulation spatial
effects are estimated for each latent variable. However, they are not included in a structural equa-
tion which includes additional latent factors. This makes a scenario where researchers believe a
single observed item exhibits spatial dependence impossible. To accommodate this, a spatial lag
at the measurement level would be necessary.
In their example, a model is estimated with ten latent constructs from a total of 44 observed
items. They measure each of these variables from five countries in Europe, breaking each country
down to multiple sub-regions. Using the sub-regions as spatial units, they estimate a multiple
group factor model where each nation has its own parameter estimates. They then summarize
the overall spatial auto-correlation of each latent factor across the entire sample. For example, a
significant spatial auto-correlation parameter ρ = 0.89 for conformity was observed in Spain. This
is interpreted to mean that in Spain conformity values are similar in nearby regions and different
in further regions (Stakhovych et al., 2012).
Priors for the spatial CFA model follow closely with the measurement model priors chosen by
4Stakhovych et al. (2012) refer to lower order spatial units as regions, and higher order units as countries. However,
their model is applicable to counties in states, or schools in school districts, etc.
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Lee et al. (2007). However, the additional spatial auto-regressive parameter ρ is chosen to have a
uniform prior distribution, ρ ∼U(1/λmin,1/λmax). Where λ is the vector of Eigenvalues of the W
matrix (Stakhovych et al., 2012).
1.5.4.2 Oud & Folmer (2008): Spatial SEM
Oud & Folmer (2008) developed a class of SEMs which introduce spatial effects. Their first model
of the standard spatial error model includes a spatial error term, which accounts for spatial depen-
dence in the residual of the structural equation, thus allowing for the possibility of IID residuals,
which is assumed. The second model, the latent lag model, allows the researchers to test the co-
efficient regarding the magnitude of spatial dependence in the endogenous variable. Both models
parameters are estimated with a modified maximum likelihood function (Oud & Folmer, 2008).
The observed spatial error model accounts for residual spatial relationships of the unexplained
variance in the structural equation. The spatial error SEM structural equation is presented in
Eq. (1.12).
η = γx+ ε and ε = λsWε +ζ (1.12)
Where x is an observed exogenous predictor whose effect is summarized by the linear co-
efficient γ , ε is variance unexplained by the prediction, λs represents the spatial autocorrelation
coefficient (not to be confused with factor loadings λ ) summarizing the degree of spatial depen-
dence in the residual term, and ζ represents the unexplained variance in the structural model once
the spatial dependence is accounted for.
This model provides a much needed extension of the SEM framework to account for residual
spatial dependence. In the equation for the spatial error SEM, the omission of ξ is replaced x sym-
bolizes the predictor. Under Oud, and Folmer (2008) model specification, the spatial error SEM
only allows for exogenous observed variables and is not structured to estimate exogenous latent
variables. This is a drawback, as it only allows for the estimation of a single latent outcome vari-
able, thus restricting its applications to those whom aim to predict a latent variable from observed
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variable.
The latent spatial lag model introduces an additional coefficient into the model via a lag of the
dependent variable. There is no spatial error term λ in this formulation, suggesting that the spatial
relationship is exclusively presented in the endogenous latent variable. The structural equation for
the standard spatial lag model is presented in Eq. (1.13).
η = ρηW + γx1 +ζ (1.13)
Where ρ is the spatial autocorrelation coefficient which summarizes the degree of spatial de-
pendence present in the dependent variable and ζ is the error term. This model is appropriate for
situations where the researcher hypothesizes that all spatial dependence is accounted within the
dependent variable itself and not in the residual term (Oud & Folmer, 2008). Again, this model is
only capable of estimating a single latent endogenous outcome variable η and not latent exogenous
predictors.
1.5.4.3 Summary
Overall, both of the aforementioned models (Spatial CFA and SEM) are a great step towards a
cohesive SEM framework to account for and hypothesize with spatial dependence; however, limi-
tations remain. First, Oud & Folmer (2008) have specified a model which does not include latent
exogenous variables, only a single endogenous one. In practical situations this is burdensome.
If a researcher needs to use multi-faceted predictors, sum scores or averages could be used but
can bias estimates of relationships and is not recommended theoretically (DiStefano et al., 2009)
or statistically (Bollen, 1989). Next, the use of the modified ML function restricts estimation to
linear effects, as latent interaction effects are not possible using this model. Finally, as with the
model by Stakhovych et al. (2012) measurement level spatial effects, disturbance lags, or structural
predictions are not possible in these models.
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1.6 Conclusions
Spatial and network auto-regressive approaches provide a means of analyzing dependent data.
This class of analysis provides rich interpretations of model parameters by calculation of spillover
effects. Interpretation of spillover effects provide a means of investigating unique hypothesis which
cannot be explored otherwise.
Psychological and behavioral phenomena are frequently conceptualized as multi-dimensional
constructs which are measured by multiple items. Latent variable techniques provide a set of
approaches to measure and make predictions with these multi-faceted constructs.
Behavioral research also frequently calls for the use of interaction effects. It is commonly hy-
pothesized that variables exhibit a conditional relationship with other variables in their prediction
of outcomes.
The combination of each of these phenomena has not yet been fully explored. While some
combinations exist (i.e. spatial CFA (Stakhovych et al., 2012) or spatial regression with interaction
effects LeSage & Pace (2009)), all 3 have not been included into a unified framework which allows
for the simultaneous use of each.
In the following chapter I present a solution to this problem. A combined framework which
incorporates latent variables, latent structural predictions, latent structural interactions, and spatial
(or network) auto-regressive effects.
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Chapter 2
A New Approach for Latent Spatial and Interaction Effects
I now present a novel framework for fitting Bayesian spatial auto-regressive SEMs with latent
interaction effects. This framework extends previous efforts to bring spatial models into a Bayesian
latent variable framework capable of accurately recovering latent structural effects. Specifically,
the extensions include: a.) Expansion of the framework by Stakhovych et al. (2012) and Oud &
Folmer (2008) to include a structural level equation which can include exogenous latent predictors.
b.) Flexible specification to include spatial effects in either the structural or measurement level
equations. c.) Simultaneous estimation of both spatial and latent interaction effects.
2.1 Bayesian Spatial Auto-regressive SEM
The Bayesian Spatial Auto-regressive Structural Equation Model (SASEM) framework supports
specification of spatial effects throughout the model equations. Spatial effects can be specified at
the structural or the measurement levels. That is, spatial effects can be specified on a subset of
observed variables in the measurement equation or at the structural level. Further, the SASEM can
support disturbance or endogenous lags at either level.
In this presentation, I will focus on a single latent dependent variable (endogenous variable, η)




The general SASEM measurement models for j = 1 . . .J observed variables y j of the single en-
dogenous latent variable η and the k = 1 . . .K observed variables xk of the p = 1 . . .P exogenous
latent variables ξ = (ξ1, . . . ,ξP)′ is given by (suppressing the person subscript i)
y j = τy j +ρy jWy j +λy jη + ε j, ε j = φε jWε j +µε j
xk = τxk +ρxkWxk +λ xkξ +δk, δk = φδkWδk +µδk
(2.1)
where the relationship between y j and η is summarized by the intercept τy j, the factor loading
λy j and associated error term ε j. The relationship between xk and ξ is summarized by the intercept
τxk, the P×1 vector of factor loadings λ xk = (λxk1, . . . ,λxkP) for the kth indicator variable and the
error term δk. Dependent spatial lags are given by ρy jWy j and ρxkWxk. Disturbance spatial lags are
given by φε jWε j and φδkWδk, resulting in an error sub-model which includes spatially dependent
error matrices µε j and µδk.
2.1.2 Structural model
The general nonlinear SASEM structural equation for one endogenous latent variables η and P
latent exogenous variables ξ = (ξ1, . . . ,ξP)′ is provided by
η = α +ρηWη + γ1ξ + γ2h(ξ )+ζ , ζ = φζWζ +µζ (2.2)
where α is an intercept. h() is a function that creates an M dimensional vector that is used to
specify nonlinear polynomial terms (such as ξ 21 ,ξ
3
1 ) or other product terms between predictors
(such as ξ1ξ2). Details can be found in Brandt et al. (2019); Bollen (1995). γ1 and γ2 are P
and M dimensional vectors that include the regression coefficients for the linear and nonlinear
effects of the latent exogenous variables, respectively. A latent endogenous spatial lag is included
by ρηWη . A disturbance term spatial lag φζWζ is also specified on the uncorrected error term
µζ . The disturbance sub-model accounts for omitted spatially dependent variables resulting in the
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conditionally independent structural error term ζ .
An example for a simple model with two latent exogenous variables ξ1 and ξ2 and their inter-
action effect h(ξ1,ξ2) = ξ1ξ2 is provided by
η = α +ρηWη + γ11ξ1 + γ12ξ2 + γ21ξ1ξ2 +ζ , ζ = φζWζ +µζ (2.3)
where γ11,γ12 are linear effects of ξ1,ξ2 and γ21 is a latent interaction effect.
2.1.3 Specification of SASEM sub-models
The general SASEM framework allows for the specification of auto-regressive effects throughout
the model. This flexibility provides a means of matching theoretical beliefs about the spatial pro-
cess to the analysis. Two choices must be made: which level of the model to place the lag and
which type of lag to specify.
The choice of where to specify lags will be dictated by theory and prior expectations about
the route of spatial dependence. In a spatial context, if all of the observed y items are spatially
dependent to some degree then the resulting latent construct is spatially dependent. In this situation,
an endogenous lag can be specified at the structural level to account for the spatial dependence of
η and estimate the spatial summary ρη . If spatial dependence is believed to be solely from omitted
spatially dependent latent variables, a structural disturbance lag can be specified. This controls
for spatially dependent omitted latent factors which bias estimates. Both situations can be present
simultaneously at least theoretically in which both structural endogenous and disturbance lags can
be specified (LeSage, 2014).
From a theoretical stance simultaneous endogenous and disturbance lags seem desirable. How-
ever, from a practical perspective some work has suggested the simultaneously specified endoge-
nous and disturbance lag scenario is potentially problematic (LeSage, 2014). LeSage (2014) ex-
plains in a spatial regression context (y = ρWy+ β1x1 + ...+ βkxk + ε, ε = φWε + µ) that the
presence of simultaneous lags forces the relationship of predictors x1...xk with y must be propor-
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tionately equal. When this does not hold true the resulting estimates of ρη are inaccurate. This
assumption becomes burdensome when researchers hypothesize interaction effects or include cat-
egorical and continuous covariates in the same model as it is unlikely all variables will exhibit
similiar effects.
Spatial dependence may plausibly be present in an individual subset of observed items. For
example, only some of the items include aspects that depend on the geographic location (e.g.,
culture-relevant information or questions), whereas other items are more general. To accommo-
date this situation lags at the measurement level may be specified. Consider an example where a
researcher measures 6 observed y items and three observed x items each for two latent exogenous
factors ξ1 and ξ2. The observed items y1, y2, and y3 are spatially dependent but the other y variables
are not. The researcher believes that the y items are spatially dependent, and no spatially omitted
variables explain the relationship between η and y1 to y3. In this situation, three spatial parame-
ters are specified ρy1, ρy2, and ρy3 at the measurement level. This results in a spatial estimate for
each of the spatially dependent y variables. Additionally the associated latent variable (η in this
example) will not be spatially dependent. Measurement level lags are not constrained to endoge-
nous variables and dependent on theory can also be specified on the exogenous variables x. If a
researcher believes that spatially dependent omitted observed variables exist which could plausibly
correlated with η or ξ in its prediction of the associated observed indicator(s) y or x a disturbance
lag is specified on the associated observed error term ε or δ . Specification of a spatial lag on a
single observed item which is also regressed on an endogenous latent variable is synonymous with
the specification of Oud & Folmer (2008).
Implementations of the SASEM framework with measurement level auto-regressive effects
can provide great utility for network science applications. Consider the analysis discussed earlier
by Valente et al. (1997) measuring contraceptive use opinions in a dependent network of South
African women. Using the SASEM framework, the researchers could operationalize a multivariate
representation of contraceptive use via multiple observed indicators as opposed to a single item.
This represents the outcome variable η . It may be plausible to account for covariates which are
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not dependent on the network but relevant to the outcome. Specification of spatial lags at the
measurement level can be used but omitted for non-dependent variables like genetic factors. This
provides a means of controlling for and estimating auto-correlated effects for some variables but
not others.
2.1.4 Comments on identification
As with traditional SEM modeling, identification must be considered to for parameter estimation.
To guarantee model identification I recommend adhering to the conditions outlined in section 1.5.2.
For example, it is necessary to constrain at least some of the factor loadings in the factor loading
matrix for the exogenous variables to zero if more than a single exogenous variable is specified
Bollen (1989). The only additional consideration which the SASEM imposes is in counting the
number of total parameter estimates. Recall that to be identified a model must estimate less than
(k(k−1)/2) parameters, where k is the total number of observed parameters. Each specified spatial
auto-regressive coefficient (ρ , and φ ) counts as an additional parameter.
While theoretically all spatial auto-regressive coefficients can be specified simultaneously in
the proposed framework, certain situations can occur where the model might be identified. For
example, if a spatial coefficient ρη is included, not all respective coefficients ρy1, . . . ,ρyJ might be
identified simultaneously (and one needs to be fixed to zero). Similar identification rules as for the
scaling of the factors are necessary, but need additional work.
2.1.5 Specification of variables’ distributions and priors
The SASEM was designed to be estimated with Bayesian Monte-Carlo Markov Chain (MCMC)
techniques. First the relevant distributions for error terms, exogenous variables and parameters
(prior distributions) must be established. Distributions of error terms and latent exogenous vari-
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ables are given by
ε j ∼ Normal(0,σ2ε j), for j = 1 . . .J





where Normal(µ,σ2) is the normal distribution with mean µ and variance σ2, and MV Normal(µ,Σ)
is the multivariate normal distribution with mean vector µ and covariance matrix Σ. All error terms







In the Bayesian framework prior distributions must be specified for each parameter. For the
traditional SEM parameters I follow the recommendations by Lee et al. (2007) and Gelman et al.
(2013) that are provided by
Φ∼ LK j(R0,ρ0)
σε j ∼ Cauchy(0,β ∗ε j)+, for j = 1 . . .J
σδk ∼ Cauchy(0,β ∗δk)
+, for k = 1 . . .K
σζ ∼ Cauchy(0,β ∗ζ )
+
λy j ∼ Normal(µλy j,σ2λy j), for j = 1 . . .J
λxkp ∼ Normal(µλxkp,σ2λxkp), for k = 1 . . .K, p = 1 . . .P
γ1p ∼ Normal(µγ1p,σ2γ1p), for p = 1 . . .P
γ2m ∼ Normal(µγ2m,σ2γ2m), for m = 1 . . .M
α ∼ Normal(µα ,σ2α)
τy j ∼ Normal(µτy j,σ2τy j), for j = 1 . . .J
τxk ∼ Normal(µτxk,σ2τxk), for k = 1 . . .K
(2.5)
where LK j is a specific prior for correlation matrices and Cauchy(0,a)+ is the half Cauchy distri-
bution. R0, ρ0, β ∗· , µ·, σ
2
· are the associated hyperparameters for the parameters that are estimated.
Depending on the actual model specification some of the parameters are fixed.
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For all of the spatial parameters I recommend the advice of LeSage & Parent (2007) and
Stakhovych et al. (2012) to use uniform distributions bound between 0 and 1 (ρ, φ ∼U [−1,1]) in
conjunction with row normalized W .
ρy j ∼ Uniform(0,1), for j = 1 . . .J
ρxk ∼ Uniform(0,1), for k = 1 . . .K
ρη ∼ Uniform(0,1)
φy j ∼ Uniform(0,1), for j = 1 . . .J
φxk ∼ Uniform(0,1), for k = 1 . . .K
φη ∼ Uniform(0,1)
(2.6)
Researchers who have strong prior information suggesting the spatial effect is positive may choose
to specify a lower bound of 0.
2.1.6 Assumptions
Assumptions of the Bayesian SASEM include those typically associated with linear models and
SEM, as well as additional spatial assumptions. Conditionally independent observations are as-
sumed as is the case in spatial regression (LeSage, 1999). Cases are assumed independent after
accounting for their spatial dependence. Residuals are assumed homoscedastic and normally dis-
tributed with a known variance. In other words, the SACSEM model assumes conditionally inde-
pendent and identically distributed error terms (δ , ε , ζ ). As mentioned earlier, the independence
of the observed error terms ε and δ can be relaxed on a theoretical basis by estimating the covari-
ance between item-specific disturbances. The No island assumption states there is no row in the
W matrix that sums to zero. In other words, no case is considered outside of the geographic region
(island) or network. The Isotropy assumption states that the summary of the spatial effect(s) are
expressed as an average across the cases. This means that the spatial effects ρ∗ or λs summarize
the spatial process for the entire set of cases as an average process. For example, if a researcher
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has evidence to suggest that the spatial effect is strong in a subset of cases or branch of a network,
but weaker in the rest, the resulting spatial estimate will poorly reflect the phenomena.
2.1.7 SASEM summary
The general Bayesian SASEM model provides a set of models for estimating SEMs with spatially
dependent data. These models allow for researchers to estimate latent variables from sets of ob-
served indicators while simultaneously providing a means to control for and estimate spatial effects
in the presence of structural level interaction terms. In a network context the SASEM framework
has strong empirically relevant applications. Modeling the complex intricacies of networks of
agents lends itself very well to the psychological tradition of measuring constructs as latent vari-
ables. Instead of making predictions on and with univariate variables, the SASEM framework
allows network scientists to predict complex unobserved features. This is a major advantage over
potential dimension reduction alternatives like sum-scores (DiStefano et al., 2009; Bollen, 1989).
2.2 Interpretation
Interpretation of the SASEM model parameters differs between that of traditional linear models
and SEMs. The presence of an endogenous spatial lag introduces complexity to parameter estimate
interpretation. This is due to the aforementioned spillover effects. Interpretation of spillover effects
are the primary reason for the popularity of the spatial models in network studies (Valente et al.,
1997).
In traditional linear models each predictor variable has a single slope describing its relationship
to the outcome, the slope does not vary between cases. The predicted value of case i is simply
α + γξi.
The addition of an endogenous lag at the structural or measurement level induces variation in
the interpretation of the relationships between predictors and outcomes. When the W matrix is
a normalized contiguity matrix the number of neighbors to case i will effect the predicted value.
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When W is a scaled inverse distance matrix the predicted score of case i will vary as a function of
how near it is to other cases.
To interpret slope and spatial parameter estimates we must summarize the n by n cross-partial
derivatives matrix ∂y/∂ r′x associated with the analysis (LeSage & Pace, 2009). The cross-partial
derivatives matrix is computed by:
∂y/∂
r′
x = (In−ρW )−1Inβr (2.7)
where r is the number of predictor variables. This matrix summarizes the spillover effect in
which the predictor variables value for case i effect the dependent variable value for case j 6= i.
The effect of the spatial lag can be expressed as a near infinite process In+ρW +ρ2W 2+ρ3W 3+
... through higher order relationships. W 2 is the second order set of neighbors, or neighbors of
my neighbors. Because W>1 has non zero diagonals (by definition cases are neighbors to their
neighbors), a feedback loop is present (LeSage & Pace, 2014b).
Direct interpretation of ∂y/∂ r′x is possible, but depending on n can be potentially burdensome.
The mean of row i provides the expected change in the outcome for a one unit increase in the rth
predictor of all neighbors to i when controlling for all other covariates. Interpreting each row of
the ∂y/∂ r′x matrix will result in n∗ r effects to denote. To accommodate this researchers commonly
summarize the matrix by computing three summaries of spillover effects: Indirect spillover, direct
spillover, and total spillover.
Indirect spillover is computed using the off diagonal of ∂y/∂ r′x . The mean of the off-diagonal
provides the mean change all other regions have on case i for a one unit increase in the predictor
r in all other regions while all other covariates are constrained to 0 (Golgher & Voss, 2016). The
direct spillover of the rth variable is the expected mean change across all regions for the outcome
variable in a particular region due to an increase of one unit in the rth variable while controlling
for all other covariates. The direct spillover is calculated via the mean of the diagonal elements of
∂y/∂
r′
x . Finally the total spillover is the sum of the direct and indirect spillover of predictor r. The
total spillover is the expected change in the outcome of case i for a one unit increase in predictor r
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in all cases, while controlling for the effect of all other covariates.
The strength of both direct and indirect spillover will be controlled by the overall estimate of
the spatial effect ρ as well as the rth variables slope. When ρ is near zero, indirect and direct
spillover will be smaller, and larger as ρ is larger. The same can be said for β , as β increases the
spillover will increase. If ρ is 0 all elements of ∂y/∂ r′x are the same, as is the case in traditional
regression.
Under the general SASEM framework, interpretation of spillover effects will differ dependent
on where auto-regressive effects are specified. Only endogenous lags will result in the necessity to
calculate spillover effects. Disturbance lags result in an error sub-model which does not produce
reciprocal effects of predictors in the model. When an endogenous lag is specified at the structural
level spillover effects must be calculated regarding the slopes Γ of the exogenous predictors ξ . If
lags of the endogenous observed variables y are made at the measurement level, impacts must be
calculated to directly interpret the associated factor loading estimates.
2.3 Research Questions
Some characteristics must be explored to understand the boundaries of SASEM performance. 1
First, I frame the need for directly modeling spatial effects by exploring the bias in parameter
estimates induced by ignoring spatial dependence with a traditional SEM model.
Previous models have not estimated latent interaction effects in the presence of spatial effects,
which brings the accuracy of the estimates into question in situations where spatial dependencies
are present in the data. Thus, I ask does the SASEM accurately and efficiently recover spatial and
interaction parameters when they are simultaneously present?
Prior work has shown that the degree of connectedness in W does not bias parameter estimates
in regression models at reasonable sample sizes, however, it was found that bias is induced at lower
sample sizes (Anselin & Florax, 1995). The SASEM is highly parameterized and thus may exhibit
1When I use the term performance I refer to the general ability of a model to make accurate estimates. The elements
of performance will be quantified and explained in more detail in a later section.
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sensitivity to W specification. Therefor, I ask does changing the number of average connections
per case in W effect the performance of SASEM?
Finally, it is reasonable to believe that some constructs are spatially dependent at the latent
level while others may only have spatial dependence within a subset of observed items. The la-
tent construct produced from all spatially dependent indicators would itself be spatially dependent.
However, in some circumstances there may be a subset of spatially dependent observed indicators
as well as some which are not. However, theory and prior expectations may not provide a concrete
expectation as to which observed indicators may be spatially dependent. Therefore it is important
to consider potential model misspecification. How is model performance effected when data is
generated from a population model with structural level spatial effects, but analyzed with a mea-
surement level spatial effect? The inverse situation is also relevant; How is model performance
effected when data is generated from a population model with a measurement level spatial effect?
The following list provides a summary of the research questions.
1. Does ignoring spatial dependence present in the structural model affect estimates in the
measurement or structural model? To what degree? Does this effect differ when the spatial
dependence is within the measurement model or the population model?
2. Can we accurately recover parameter estimates of structural level interaction effects in the
presence of spatial effects?
3. Does varying the number of connections (neighbors) within a contiguity based W result in
systematic changes to model accuracy or efficiency?
4. Do the spatial SEM models accurately and efficiently recover the linear estimates of β , γ ,
and λ , as well as spatial estimates φ and ρ when the data generating model provides spatial
effects in the measurement model and the model is specified for estimation of a structural
level spatial effect? What about the inverse scenario?
A secondary consideration for each research question is how model performance changes as
a function of other manipulations of interest, like sample size and magnitude of the spatial effect.
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These manipulations are not unique research questions themselves, but provide a more complete
picture of model performance under each research question. The next section defines how I assess





In this chapter, I describe the methods and results of four Monte-Carlo studies designed to investi-
gate the aforementioned research questions regarding the general SASEM framework. The aim of
study one is to highlight the consequences of ignoring spatially dependent effects in SEM. Study
two investigates the accuracy and efficiency of parameter estimates in the presence of latent spatial
and interaction effects. The aim of study three is to explore the effect of variations in the average
connectedness of W on parameter estimates. The fourth study explores the impact of model mis-
specification. Specifically, I investigate how the accuracy and efficiency of parameter estimates
vary as a function of spatial effect model misspecification (e.g., analyzing a spatial effect in the
measurement model that should have been specified in the structural model).
3.1 Data Generation for All Studies
The general structural model for data generation was specified as
η = ρη(In−ρηW )−1(0.3ξ1 +0.3ξ2 +0.15ξ1 ·ξ2 +ζ )+0.3ξ1 +0.3ξ2 +0.15ξ1 ·ξ2
+ζ +φζ (In−φζW )−1ζ
with standard normal distributed uncorrelated latent factors ξ1,ξ2 (i.e., with means 0 and variances
1). The intercept α was set to 0. The linear effects γ11,γ12 were set to 0.3 for both exogenous
factors, and their interaction effect γ21 was set to 0.15. These values were chosen in line with
typical effect sizes in psychology and past literature which establishes these values as a realistic
linear and interaction effects (Chaplin, 1991; Kelava & Nagengast, 2012). The structural spatial
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lags (φζ and ρη ) are present in some data generating conditions and constrained to 0 in others.


















































Without loss of generality, all intercepts were set to zero. The spatial lag in the measurement
model was only included for y2 (in some of the models). The residuals ε j and δk were mutually
uncorrelated and normally distributed with mean 0 and variance .25. This implies reliabilities
of 0.80 for all observed items. This reliability coincides with commonly utilized values in SEM
Monte-Carlo work and with typically observed behavioral science reliabilities (Kelava & Nagen-
gast, 2012; Brandt et al., 2019).
Four different SASEM population sub-models were derived for the studies by constraining
some of the coefficients.
D1: Model without spatial effects; i.e., ρy2 = ρη = φζ = 0.
D2: Model with endogenous lag in the measurement model; i.e., ρy2 6= 0;ρη = φζ = 0.
D3: Model with endogenous lag in the structural model; i.e., ρη 6= 0;ρy2 = φζ = 0.
D4: Model with endogenous lag and disturbance lag in the structural model; i.e., ρη 6= 0;φζ 6=
0;ρy2 = 0.
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3.1.1 Data generating conditions for all studies
Some population level parameters are varied in all studies to provide a more detailed understanding
of the research questions. The spatial parameters (ρη , ρy2, and φζ ) are simulated as 0.3 and 0.6 to
coincide with small and medium effects for those parameters that are not zero in population models
D2 to D4 (Cohen, 1988). Specifications of W are simulated as either an inverse distance matrix W ∗d
or contiguity matrix W ∗c . Both representations of W are used to accommodate spatial econometric
uses, which tend to use W ∗c and network auto-correlation techniques, which rely on W
∗
d . W reflects
a two dimensional space and the size of W is directly linked to sample size. Three sample size
conditions are utilized: n = 49, n = 196, and n = 400. Sample sizes are chosen as squared values
to coincide with a square spatial representation. Figure 3.1 provides a visual representation of
the space in which each simulated case is generated. A consistent square representation was used
to control for potentially confounding effects of irregularly shaped geographic regions in spatial



































































Figure 3.1: Visual representation of neighbors to case A under n = 49 condition
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In the contiguity representation of W , cases are established as neighbors if they share a hor-





i=1(qi− pi)2 is calculated between each case (q and p) then inverted ( 1dp,q ) to reflect
larger numbers for closer neighbors. In all data generating models, W is row normalized to con-
strain auto-regressive estimates between -1 and 1 (see section 1.4).
All simulation conditions are fully crossed and further simulation conditions unique to each
study are discussed within each section. Under each simulation condition 500 iterations are con-
ducted (Muthén & Asparouhov, 2012; Oberle, 2015). R version 3.5.4 (R Core Team, 2019) was
used for data generation. The R package mvtnorm version 1.0-11 (Genz et al., 2019) was used for
all multivariate data generation.
3.2 Analysis Models for All Studies
The general nonlinear SASEM to analyze the data was specified as
η = ρηWη + γ1ξ1 + γ2ξ2 + γ3ξ1 ·ξ2 +φζWζ +µζ (3.3)



















































Four sub-models were used in the studies by constraining some of the parameters to zero. The
following constraints were set:
A1: Model without spatial effects; i.e., ρy2 = ρη = φζ = 0.
A2: Model with endogenous lag in the measurement model; i.e., ρη = φζ = 0.
A3: Model with endogenous lag in the structural model; i.e., ρy2 = φζ = 0.
A4: Model with endogenous lag and disturbance lag in the structural model; i.e., ρy2 = 0.
In all four Monte-Carlo studies, the SASEM analysis sub-models are used that correspond with
the data generating models regarding the number of observed and latent items, their associated
loading structure, and structural interactions. In all analysis models, W is row normalized to bound
spatial estimates between −1 and 1, and to coincide with data generating W .
Prior specifications for the analysis models are given by (LeSage & Parent, 2007; Gelman et al.,
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2013; Lee et al., 2007).
Φ∼ LK j(I2,2)
σε j ∼ Cauchy(0,2.5)+, for j = 1 . . .3
σδk ∼ Cauchy(0,2.5)+, for k = 1 . . .6
σζ ∼ Cauchy(0,2.5)+
λy j ∼ Normal(0,1), for j = 1 . . .2
λxk ∼ Normal(0,1), for k = 1 . . .4






R version 3.5.4 (R Core Team, 2019), STAN version 2.18.0 (Stan Development Team, 2018),
and Rstan version 2.19.2 (Stan Development Team, 2019) were used to conduct all analysis. All
analysis models across each study are designated to have 4 independent chains and 4,000 iterations,
half of which are designated burn in.
3.3 Outcomes
Performance of the models is operationalized through convergence rates, parameter bias, and cov-
erage. Convergence is considered to be met when the R̂ estimate of a parameter is less than 1.1 and
Effective Sample Size (ESS) is greater than 5m, where m is the number of MCMC chains specified
(Gelman et al., 2013; Vehtari et al., 2019). Bias is presented as the percent deviation of the popula-
tion value from the mean posterior estimate and is calculated as 100
(




Population parameters that are 0 cannot be expressed as percent deviations; instead, they are pre-
45
sented as absolute bias: Mean Posterior Estimate− Population Value. Coverage is calculated as
the proportion of simulation iterations that fall within the central 95% density of a parameter’s
posterior estimate.
3.4 Study 1
To provide insight into the consequences of ignoring spatially dependent data in SEM, Study 1
investigates the impact of omitting spatial effects in spatially dependent data. In Study 1, all condi-
tions are fully crossed (i.e., sample size, spatial parameters, W representation, and data generating
models). For data generation, all models D1-D4 are used.
For data analysis, model A1 is used. The model is properly specified regarding all non-spatial
effects. Prior distributions outlined in 4.2 are used for all analysis models. No spatial parameters
are estimated in this model to investigate the consequences of omitting these parameters.
3.4.1 Expectations
I predict ignoring spatial dependence will result in biased parameter estimates depending on the
nature of the spatial omission. Specifically, when population level spatial dependence exists at
the structural (ρη 6= 0) level, γ1, γ2, and γ3 estimates will be biased. That is, unexplained spatial
dependence in η will likely erroneously be explained by γ1, γ2, and γ3. When population level
φζ 6= 0 the structural level disturbance ζ is not conditionally independent, this will bias estimates
of γ1, γ2, and γ3. When spatial dependence is ignored at the measurement level, factor loadings
will likely be biased in addition to γ1, γ2, and γ3. Finally, I anticipate sample size and magnitude
of population level spatial dependence to moderate the bias effect. Specifically, bias will increase
as sample size decreases and/or spatial dependence increases.
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3.4.2 Results
The unabridged results for all parameters are provided in the Appendix. Results for population
model D2 are provided by Table A.1, D3 in Table A.2, and D4 in Table A.3 and Table A.4. Results
for the D1 population model are provided in each of the aforementioned tables for convenient
comparisons.
3.4.2.1 Convergence
Across data generating conditions and parameters, convergence rates for the non-spatial SEM were
greater than 95% with one exception. Under the simultaneous structural lag condition when φζ > 0,
convergence rates are lower, as population level φζ increases convergence rates of φζ decrease.
With the exception of φζ in the D4 model, all parameters exhibit convergence rates > 95%. Con-
vergence rates slightly decline with lower sample sizes.
3.4.2.2 Bias
Across data generating models bias generally increases as population level spatial parameters (ρy2,
ρη , and φζ ) increase. Bias decreases as sample size increases.
D2 Fig. 3.2 depicts the bias for the parameters of interest under the D2 population model.1 Es-
timates are unbiased in the presence of un-modeled spatial auto-correlation in the measurement
term of item y2. Increasing population level dependence solely impacts the bias of σε3. Under
W ∗C, n = 49, and population level ρy2 = 0 conditions the observed bias of σε2 = 0.35%. Increasing
population ρy2 = 0.6 increases the observed bias of σε2 to 4.35%. In higher sample size condi-
tions, σε2 maintains increased bias. Under n = 400 and population level ρy2 = 0, the observed
bias of σε2 = −0.47% increasing ρy2 = 0.6 observed bias of σε2 = 4.05%. W specifications do
not exhibit a systematic relationship with bias. Sample size dictates parameter bias more than any
other conditions, with higher sample sizes resulting in less bias.
1Parameters of interest were selected to reduce the burden of the size of the results. Parameters chosen are typically
the aim of analysis in applied work, as well as parameters that were affected by the simulation conditions.
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Figure 3.2: Line plot of Bias(θ̂)% under the measurement spatial lag population model D2, ana-
lyzed with non-spatial SEM A1.
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D3 Fig. 3.3 provides a summary of bias for the parameters of interest under the D3 population
model. Parameter estimates under population model D3 are robust to the ignored spatial depen-
dence. Only σε2 exhibits sensitivity to the misspecification. In the W ∗C, n = 49, and population
ρη = 0 the bias of σε2 = 0.14%, increasing population ρη to 0.6 the observed bias of σε2 = 2.45%.
Sample size impacts the bias of the structural slopes. In the W ∗C, n = 49, and population ρη = 0
conditions, the bias of γ1 = 6.98%, γ2 = 6.84%, and γ3 = 8.24%. Increasing the sample size to n
= 400, the observed bias of γ1 = 1.08%, γ2 = −1.17%, and γ3 = 0.59%. In the W ∗C, n = 400, and
population ρη = 0 the bias of γ1 = 0.09%, γ2 = 0.76%, and γ3 =−0.82%.
D4 Fig. 3.4 provides bias for the parameters of interest under the D4 population model. Structural
slope estimates γ1, γ2 and γ3 exhibit increased bias with increased un-modeled dependence. Under
W ∗C, n = 49, and population ρη and φζ = 0.3, bias of γ1 = 7.47%, γ2 = 8.00%, and γ3 = 8.65%.
Increasing population level ρη to 0.6 increases the observed bias of γ1 = 14.22%, γ2 = 16.33%,
and γ3 = 19.49%. Increasing φζ does not impact this relationship. When ρη and φζ = 0.6 the bias
of γ1 = 15.22%, γ2 = 13.56%, and γ3 = 18.31%. Increasing sample size mitigates the relationship.
When ρη and φζ = 0.6 and n = 400, the observed bias γ1 = 7.78%, γ2 = 7.54%, and γ3 = 8.33%.
W specification does not systematically affect parameter bias.
3.4.2.3 Coverage
Across data generating conditions and parameters, coverage is very high (> 95) when spatial pa-
rameters ρy2, ρη , and φζ are zero. Data generating model and population level spatial effect mag-
nitude produce the largest impact on coverage rates.
D2 The D2 population model exhibits consistently high coverage rates (coverage > 93%) across
all parameters with the exception of σε3 and τy3. In the W ∗C, n = 49, and population ρy2 = 0
conditions the coverage rate of σε3 ≈ 95%, increasing ρy2 to 0.6 decreases the coverage rate of σε3
to 92.10%. This relationship is maintained at higher sample sizes. Under n = 400, and population
level ρy2 = 0, the coverage rate of σε3 ≈ 95%. Increasing ρy2 to 0.6 decreases the coverage rate
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Figure 3.3: Line plot of Bias(θ̂)% under the endogenous structural lag population D3 model ana-
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W W ∗D W ∗C
Figure 3.4: Line plot of Bias(θ̂)% under the simultaneous structural spatial lags population model
(D4) when φζ = 0.3, analyzed with non-spatial SEM A1.
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of σε3 to 79.04%. τy3 exhibits decreased coverage rates from un-modeled dependence as well. In
the W ∗C, n = 49, and population ρy2 = 0 conditions, the coverage rate of τy3 ≈ 94%, and increasing
ρy2 to 0.6 decreases coverage rates of τy3 to 86.77%. Under n = 400 and population level ρy2 =
0, the coverage rate of τy3 = 96.21%, and increasing ρy2 to 0.6 decreases the coverage rate to
87.87%. The magnitude of the population level spatial effect of y2 does not systematically affect
the coverage rates of other parameters.
D3 Across all parameters, coverage rates for population model D3 > 93% with one exception.
α exhibits the strongest decrease in coverage rates as a function of non zero population level ρη .
Under W ∗C, n = 49, and population level ρη = 0, the coverage rate of α is 95.5%; when population
level ρη is increased to 0.3, the coverage rate of α decreases to 91.07%, and when population
ρη = 0.6 the coverage rate of α = 86.93%. Increasing sample size does not impact the coverage
rates of other parameters, but it decreases the coverage rate of alpha. W specification does not
systematically impact coverage rates. Under W ∗C, n = 400, and population level ρη = 0.6, the
coverage rate of α = 83.69%. All other parameter coverage rates are unaffected by sample size
and W specification conditions.
D4 The D4 population model also consistently exhibits coverage rates > 93% across all param-
eters. The exceptions to this are α , γ1, γ2, and γ3. As the magnitude of the omitted dependence
increases, coverage rates of the structural effects decrease. Under W ∗C, n = 49, and population level
φζ = and ρη = 0.3, the coverage rate of α = 94.78%, γ1 = 96.27%, γ2 = 98.01%, and γ3 = 96.52%.
Increasing ρη to 0.6 decreases coverage rates of α to 81.09%, γ1 = 92.79%, γ2 = 91.79%, and
γ3 = 93.78%. Increasing φζ to 0.6 does not impact the coverage rates. Increasing sample size does
not impact coverage rates for slopes, but it decreases rates for α . Under W ∗C, n = 400, and φζ =




The objective of Study 2 is to establish model performance of the SASEM to estimate latent inter-
actions and spatial effects simultaneously. To investigate this research question, data is generated
under a SASEM sub-model, then analyzed with a correctly specified SASEM analysis sub-model.
All three SASEM data generating sub-models D2 to D4 are used in Study 2. No additional
conditions beyond those established in Section 3.1.1 are included.
All three SASEM analysis sub-models A2 to A4 are used for analysis. All models are correctly
specified. Prior distributions outlined in Section 4.2 are used for all analysis models.
3.5.1 Expectations
I hypothesize that spatial and interaction effect parameter estimates in the SASEM sub-models will
be unbiased when a single endogenous lag is present at either the structural or measurement levels.
Specifically, I anticipate the simultaneous endogenous and disturbance lag analysis model (A4)
will exhibit biased γ1, γ2, and γ3 estimates. The work by LeSage (2014) establishes in a spatial
regression context that simultaneous disturbance and endogenous lags constrict linear estimates of
predictors to be the same in magnitude. In Study 2 this will never be true at the population level
due to the magnitude of γ3 being half of the magnitude of γ1 and γ2.
3.5.2 Results
Full results for Study 2 are provided in the Appendix. Population model A2 is provided by Ta-
ble A.5, A3 is provided by Table A.6, and A4 provided by Tables A.7 and A.8.
3.5.2.1 Convergence
Across data generating conditions and parameters, convergence rates for all SASEM sub-models
were larger than in Study 1 (> 97%) with one exception. Under the simultaneous structural lag
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condition when φζ > 0 , convergence rates are lower; as φζ increases, convergence rates of φζ
decrease. Convergence rates slightly decline with low sample sizes.
3.5.2.2 Bias
Measurement Level Spatial Lag: D2 and A2 Fig. 3.5 provides the bias by simulation condition
for model A2. Model A2 failed to accurately recover the spatial auto-regressive coefficient ρy2.
In the W ∗C condition, A2 consistently over estimated ρy2 resulting in positively biased estimates.
In the W ∗D specification, A2 consistently estimated ρy2 ≈ 0.5 regardless of population ρy2 value.
Structural slopes γ1, γ2, and γ3 remain unbiased. Under W ∗C, n = 49, and population level ρy2 = 0,
the bias of γ1 = 7.71%, γ2 = 6.49%, and γ3 = 9.38%. When population level ρy2 = 0.6, the bias
of γ1 = 7.67%, γ2 = 6.67%, and γ3 = 10.85%. Increasing sample size decreases the bias observed
in the interaction effect. When n = 400, under population level ρη = 0, the bias of of γ1, γ2, and
γ3 < 0.50%. Increasing population level ρy2 = 0 has little effect, with all three estimates observing
bias < 2%.
Endogenous Structural Spatial Lag: D3 and A3 The endogenous structural lag analysis model
A3 exhibits low bias in both spatial and non-spatial parameter estimates, but with a caveat. Re-
garding ρη estimates, under W ∗C, n = 49, and population level ρη = 0, absolute bias = 19.99%;
under ρη = 0.3 bias is 15.45%, and ρη = 0.6 bias is -3.21%. Increasing sample size reduces the
bias in ρη . At n = 400 and population ρη = 0, bias = 6.82%, when ρη = 0.3 bias is 0.33%, and
when ρη = 0.6 bias is -0.20%. Structural slope estimates remain unbiased. Under W ∗C, n = 49, and
population ρη = 0.3, the bias of γ1 = 1.70%, γ2 = 0.21%, and γ3 = -6.12%. In the ρη = 0.6 condi-
tion bias of γ1 = 2.93%, γ2 = -0.90%, and γ3 = 4.05%. Increasing sample size decreases structural
bias. Under W ∗C, n = 400, and population level ρη = 0, the bias of γ1 = 0.59%, γ2 = 1.09%, and γ3
= 1.28%. Increasing ρη to 0.6 under n = 400, bias of γ1 = 0.45%, γ2 = -0.37%, and γ3 = -2.87%.
Simultaneous Structural Lag Model: D4 and A4 Fig. 3.7 provides a summary of bias by
simulation conditions for model A4. Spatial parameters of model A4 are biased. Under W ∗C, n =
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Figure 3.5: Line plot of Bias(θ̂)% under the measurement spatial lag population and analysis
models (A2, D2).
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Figure 3.6: Line plot of Bias(θ̂)% under the endogenous structural lag population and analysis
models (A3, D3).
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49, and ρη = 0 and φζ = 0.3 the bias of ρη ≈ 17.5%, under ρη = 0.3 bias ≈ −20%, and when
ρη = 0.6 bias is −30%. Increasing sample size diminishes the magnitude of the bias, under n =
400, ρη = 0, and φζ = 0.3 absolute bias of ρη = 14%, when ρη = 0.3 bias is −11.17%, and when
ρη = 0.6 bias is −4.83%. φζ estimates vary by sample size and W specification, but less from
population level φζ or ρη than anticipated. Under W ∗C, and n = 49 the estimate of φζ ≈ 0.36%
(bias = 18.64%), when n = 196 φζ = 0.29 (bias = 2.20%), and when n = 400 φζ = 0.29 with bias
= -11.90%.
Structural estimates remain unbiased. Under W ∗C, n = 49, ρη , and φζ = 0.3, the bias of γ1 =
5.22%, γ2 = 4.73%, and γ3 = 4.95%. Increasing ρη to 0.6 yields bias of γ1 = 7.13%, γ2 = 9.62%,
and γ3 = 11.36%. Under ρη and φζ = 0.6 bias of γ1 = 9.33%, γ2 = 7.20%, and γ3 = 11.01%.
Increasing sample size decreases structural bias. Under W ∗C, n = 400, φζ = 0.3, ρη = 0, the bias
of γ1 = -2.46%, γ2 = 0.05%, and γ3 = -5.17%. Increasing ρη to 0.6 yields bias of γ1 = 0.76%, γ2 =
0.30%, and γ3 = 1.07%.
3.5.2.3 Coverage
Across data generating conditions and parameters, coverage is > 93 when spatial parameters ρy2,
ρη , and φζ are zero. Data generating model and population level spatial effect magnitude produce
the largest impact on coverage rates. Across models and conditions as sample size increases,
coverage slightly decreases.
D2 and A2 Coverage under model D2 is consistently high across all parameters (coverage >
93%) with 2 exceptions. Model D2 erroneously estimates ρy2 to be ≈ 0.50 regardless of the
population value. This results in coverage > 90% in the ρy2 = 0.3 and 0.6 conditions, and coverage
of 0% to 30% under the ρy2 = 0 condition. Further, σε3 also exhibits decreased coverage rates.
Coverage is unaffected when population level ρy2 = 0; however, when ρy2 > 0, coverage of the
parameter is drastically decreased (≈ 85% under n = 49, W =W ∗D). While σε3 is biased, the other
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W W ∗D W ∗C
Figure 3.7: Line plot of Bias(θ̂)% under the simultaneous structural spatial lag population model
analyzed with the simultaneous structural lag model (A4, D4).
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τy2, and τy3) have acceptable coverage rates(≈ 95%).
D3 and A3 The D3 model exhibits coverage rates > 92% across all parameters with one excep-
tion. Under population ρη = 0, coverage of ρη is 0% for all conditions. However, under ρη = 0.3
or 0.6, coverage rates are comparable with all other parameters in the model (≈ 95%). The latent
interaction effect γ3 coverage rates are favourable in all conditions, the lowest of which (93.18%)
is observed under W ∗D, n = 196, and ρη = 0.3 conditions.
D4 and A4 The simultaneous structural lag model (D4) across all parameters exhibits the lowest
overall coverage rates of the spatial SEM models. The spatial parameters ρη and φζ exhibit vari-
ation in coverage rates ranging from 0% to 100%. When population level ρη = 0 and φζ = 0.3,
estimate coverage rates are 22% and 100% respectively. However, when ρη > 0 coverage is ac-
ceptable, ranging from 91% to 100%. The latent interaction term γ3 has comparable coverage to
the other models (A2 and A3), with minimum coverage of 93.35% when population φζ = 0.3, and
93.48% under population φζ = 0.6. The magnitude of φζ does not appear to systematically affect
coverage rates.
3.6 Study 3
The goal of Study 3 is to explore model performance as a function of the number of connections
in W ∗C .
3.6.1 Data generation and additional conditions
All three SASEM data generating sub-models D2 to D4 outlined in Section 3.1 are used. In ad-
dition to the conditions outlined in Section 3.1.1, Study 3 includes alternative specifications of
W ∗C . Three connectedness conditions are established as high, middle, and low. The low condition






























































Figure 3.8: Visual representation of connection conditions under n = 49
establishes Queen contiguity, and the high condition extends Queen contiguity to include second
order neighbors (neighbors of my neighbor).
W matrices were constructed by specifying the latitude and longitude of the cases, then calcu-
lating the euclidean distances cases are apart. A cutoff threshold is then applied to construct the
final W ∗C matrices. Fig. 3.8 provides a visual representation of the connection conditions under
n = 49. Triangles represent the neighbors to case A in the low condition, diamonds are added as
neighbors in the medium condition, and all black shapes are neighbors to A in the high condition.
Table 3.1 provides a summary of the average number of neighbors in each specification of W ∗C
by sample size and connection conditions. The number of connections in the W ∗D condition are
already fully saturated. Alternative conditions of W ∗D are not included.
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Table 3.1: Average number of connections by sample size and connection conditions
Sample Size
Connection Condition 49 196 400
Low 3.43 3.71 3.80
Medium 6.37 7.16 7.41
High 9.22 10.59 11.01
W ∗D
1 17.22 37.91 55.71
1 The W ∗D condition does not have neighbors. Every case is specified as a distance to every other case. Instead the
mean row sum is displayed.
3.6.2 Analysis models
All three SASEM analysis sub-models A2 to A4 are used in Study 3. All models are correctly
specified.
3.6.3 Expectations
I hypothesize parameter estimates will be unbiased but require larger sample sizes under higher
connection conditions of W ∗C . LeSage & Pace (2014a) has shown that in a regression context mod-
ification of W does not result in particularly different parameter estimates of slopes. Stakhovych &
Bijmolt (2009) shows that unbiased estimates of spatial regression models with W ∗D require larger
sample sizes. The SASEM model is highly parameterized and can include unique spatial effects via
the measurement model; therefore, it may not exhibit the robustness to saturated W specifications
observed by LeSage & Pace (2014a).
3.6.4 Results
Full results for all parameters and conditions are provided in the Appendix. Population model D2




Convergence rates in Study 3 follow the trends observed in Study 2, meaning, high convergence
rates with a few exceptions. Parameters of interest consistently converge > 95%, with the excep-
tion of φζ (> 92%) and ρη (> 93%) in model A4. Experimental conditions do not systematically
impact convergence rates with the exception of sample size. Increases of sample size correspond
with increased convergence rates.
3.6.4.2 Bias
A2 Model A2 does not reveal a consistent relationship between bias and connection conditions
in W . A2 consistently estimates ρy2 ≈ 0.4 regardless of the population value or W specification.
Structural slopes and endogenous factor loadings remain unbiased. In A2, a systematic relationship
between the number of connections and bias is not apparent. Generally speaking, as the average
number of connections in W increases, so does the magnitude of bias. W ∗D specifications exhibit
the most bias across parameters.
A3 Model A3 exhibits a relatively consistent relationship between bias and connection conditions
in W . Regarding ρη estimates, the higher the average number of connections, the higher the
observed bias. The highest bias is observed by W ∗D and lowest by W
∗
C. The other parameters
appear to be robust to specification of W with no consistent relationships.
A4 Congruent with Study 2, A4 exhibits unacceptably high bias regarding both auto-regressive
estimates ρη and φζ . Regarding auto-regressive effects, higher connection conditions observe
similar bias with the exception of W ∗D. Under the distance specification and ρη = 0 or 0.3, ρη
estimates are consistently the higher when compared to other W conditions. The inverse is true
when population level ρη = 0.6; regardless of the true value of φζ , estimates of ρη are consistently
higher in the W ∗D condition as compared to other W specifications.
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Figure 3.9: Line plot of Bias(θ̂)% under the measurement spatial lag population (A2) and analysis
models (D2) with additional W connection specifications.
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Figure 3.10: Line plot of Bias(θ̂)% under the endogenous structural lag population (A3) and












ρη = 0 ρη = 0.3 ρη = 0.6

























































































Figure 3.11: Line plot of Bias(θ̂)% under the simultaneous structural spatial lag population (A4)
and analysis models (D4) with additional W connection specifications.
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3.6.4.3 Coverage
Across all models and conditions, coverage rates of parameters exhibit a slight decrease with in-
creased sample size.
D2 and A2 In model A2 the alternative W specifications solely impact the coverage rates of
the spatial auto-regressive estimates. When population ρy2 = 0, coverage rates for ρy2 = 0%. As
population level ρy2 increases, coverage does as well. When population ρy2 6= 0 coverage rates
increase as the average number of connections increase. That is, the highest observed coverage
rates of ρy2 are under the W ∗D specification, while the lowest are observed under W
Low
C .
D3 and A3 Congruent with model A2 alternative specifications of W solely impact the cover-
age rates of the spatial auto-regressive estimates. When population ρy2 = 0, coverage rates for
ρy2 = 0%. As population level ρy2 increases coverage does as well. When population ρy2 6= 0 cov-
erage rates increase as the average number of connections increase. That is, the highest observed
coverage rates of ρy2 are under the W ∗D specification, while the lowest are observed under W
Low
C .
Coverage rates of other parameters do not vary as a function of alternative W specifications.
D4 and A4 In line with the other models (A2 and A3) W specifications only impact the cov-
erage rates of spatial parameters. Under φζ = 0.3, coverage of spatial parameters exhibits large
variation. ρη coverage rates vary between 16.33% and 100.00%, where the highest coverage rates
are observed in W ∗D and lowest in the W
L
Cow specification. φζ = 0.3 coverage rates vary between
57.65% and 100.00%. Again, the highest coverage rates are observed in W ∗D and lowest in the
W LCow specification.
3.7 Study 4
The goal of Study 4 is to investigate the consequences of spatial parameter misspecification. To
achieve this, data is generated under a SASEM sub-model defined in Section 3.1, then analyzed
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with a misspecified spatial effect SASEM sub-model.
3.7.1 Data generation and additional conditions
In Study 4 data are generated under each of the SASEM data generating sub-models defined in
Section 3.1. There are no additional conditions to that described in Section 3.1.1.
3.7.2 Analysis models
In Study 4 all three SASEM analysis sub-models are utilized. However, they are mispecified
regarding the spatial effect. Data is generated under the D2 population model, and analyzed with
A3, and A4. Population model D3 is analyzed with A2 and A4, and population model D4 is
analyzed with A2 and A3.
3.7.3 Expectations
I expect results for Study 4 to vary depending on the data generating model and misspecified anal-
ysis model combination. Table 3.2 provides a summary of the model misspecification conditions.
Data Generating Analysis
Label Sub-Model Spatial Lag Label Sub-Model Spatial Lag
D2 Measurement A3 Structural Endogenous
A4 Structural Endogenous and Disturbance
D3 Structural Endogenous A2 Measurement
A4 Structural Endogenous and Disturbance
D4 Structural Endogenous and Disturbance A2 Measurement
A3 Structural Endogenous
Table 3.2: Summary of Study 4 model spatial effect misspecification conditions
In the D2 data generating condition, I anticipate increased bias and type 1 error rates in ρη
when the population level spatial effect ρy2 6= 0. Specifically, in analysis model A3 it is likely
the omitted measurement level spatial effect will result in a spatially dependent η . The resulting
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structural endogenous lag estimate ρη will measure the spatial effect in η . In analysis model
A4 I anticipate biased ρη and φζ estimates. The resulting un-modeled spatial dependence at the
measurement level will be present in both the error estimate φζ and endogenous lag ρη . This will
likely result in increased bias and type 1 error rates of both parameters. It is worth mentioning
the problems associated with simultaneous disturbance and endogenous lags discussed earlier will
also likely bias the structural slope estimates γ1 and γ2 with the latent interaction effect γ3 suffering
the most.
In data generating condition D3 when the spatial data generating process ρη 6= 0 in analysis
model A2, I anticipate increased bias and type 1 error rates in estimates of ρy2, γ1, γ2, and γ3.
Specifically, unmodelled structural level spatial effects will result in biased estimates of the rela-
tionships between ξ and η as well as a deviation from the population value of ρy2 = 0. In analysis
model A4, I anticipate the persistent bias discovered in Study 2, as well as increased type 1 error
rates and low power.
In data generating condition D4, the population level spatial process is present in both the
endogenous variable η and disturbance term µ . In condition analysis model A2 when population
level ρη , φζ 6= 0, I anticipate increased bias in ρy2 and structural slopes γ1, γ2 and γ3 because
cases are no longer independent (Kenny & Judd, 1986). For analysis model A4 I anticipate the
least bias and error rates. I predict when population level φζ 6= 0 model A4 will exhibit positively
biased ρη estimates, which in turn will model spatial dependence resulting in unbiased estimates
of structural slopes. In addition to these predictions, I expect increased bias under lower sample
sizes and increased bias when the spatial process is 0 at the population level.
3.7.4 Results
Full result tables for Study 4 are presented in the Appendix: Table A.14 and Table A.13 for D2 pop-
ulation model; Table A.15 and Table A.16 for D3 population data; and Table A.17 and Table A.18
for D4 population model.
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3.7.4.1 Convergence
Convergence rates in Study 4 follow the trends observed earlier studies, showing acceptable con-
vergence rates with exceptions. Misspecified conditions exhibit increased bias. Specifically, in
analysis model A4 φζ exhibits a lower percent of converged simulated iterations (93%) as com-
pared to non-spatial parameters (≈ 99.6% on average) in the same conditions. Parameters of
interest consistently converge (≈ 99%) with the exception of φζ and ρη in model A4. Simulation
conditions do not systematically impact convergence rates.
3.7.4.2 Bias
Across population and analysis models, bias systematically decreases as sample size increases. W ∗D
specifications are also systematically more biased than W ∗C conditions. Overall, analysis model A3
is the least biased.
D2 and A3 Fig. 3.12 provides the observed bias by simulation conditions for parameters of
interest. Under W ∗C and n = 49 conditions, model A3 exhibits deviations in ρη estimates from
the population value of 0, observing an absolute bias of 47.90% to 51.05%. Regarding non-spatial
parameter estimates, model A3 exhibits consistently unbiased estimates. Structural slope estimates
are unbiased. In n = 49 and W ∗C conditions γ1 and γ2 bias≈ 7% and do not increase with increased
population level ρy2 values. When n = 400 the structural slope bias drops to < 1%. The structural
interaction effect estimate γ3 is more biased, but still in the acceptable range. In the n = 49, W ∗C and
ρy2 = 0 conditions bias(γ3) = 9.74%. Increasing population level ρy2 slightly increases the bias
to 10.24%. Increasing sample size decreases the observed bias, under n = 400, W ∗C and ρy2 = 0
bias(γ3) =−2.54%, when ρy2 = 0.6 bias(γ3) =−0.77%.
D2 and A4 Parameter estimates in model A4 exhibit bias from the misspecification of popula-
tion level ρy2. Fig. 3.13 provides bias results by simulation condition for parameters of interest.
Structural slope estimates are unbiased; under the n = 49, W ∗C, and population ρy2 = 0 conditions,
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Figure 3.12: Line plot of Bias(θ̂)% under the measurement lag population model (D2) analyzed
with endogenous structural lag model (A3).
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the bias of γ1 and γ2 ≈ 5% and does not increase with increased population level ρy2 values. The
structural slope bias drops to < 2% when n = 400 . The interaction effect estimate γ3 is more biased
than γ1 and γ2. In the n = 49, W ∗C, and ρy2 = 0 conditions bias(γ3) = 2.66%. Increasing ρy2 results
in observed bias of -3.65%. Increasing sample size diminishes the observed bias. Under n = 400,
W ∗C, and population ρy2 = 0 bias(γ3) = 1.59%, when population ρy2 = 0.6 bias(γ3) =−3.19%.
Spatial parameter estimates consistently deviate from the population values of 0. Under W ∗C, n
= 49, and population level ρy2 = 0, the bias of ρη = 18.17% and φζ = 37.28%. ρη estimates are
consistently erroneously ≈ .20, while φζ ≈ .38. They do not vary as a function of population level
ρy2. However, as sample size increases the estimate change. when n = 400, estimates of ρη ≈ 0.06
and φζ estimates exhibit variation. Under ρy2 = 0 φζ = .31 which results in 31% absolute bias,
when ρy2 = 0 φζ estimates ≈ .42.
D3 and A2 Under W ∗C and n = 49 conditions, model A2 exhibits deviations in ρy2 estimates
from the population value of 0 with consistent estimates varying solely through sample size and
W conditions. Under W ∗C: when n = 49 the ρy2 estimates are consistently ≈ 0.45; when n = 196
ρy2 estimates are consistently ≈ 0.40; and when n = 400 ρy2 estimates are consistently ≈ 0.37.
Under W ∗D, the ρy2 estimates are consistently ≈ 0.50 regardless of sample size or population level
ρη conditions. Fig. 3.14 provides a summary of bias by simulation conditions for parameters of
interest.
Regarding non-spatial parameter estimates, model A2 exhibits consistently unbiased estimates
with one exception, σε3. σε3 is consistently underestimated when ρη > 0. Under W ∗C, n = 49 and
population ρη = 0, σε3 is unbiased (−1.05%). When rhoη = 0.3 the magnitude of bias increases
bias(σε3 = −22.10%, and when population ρη = 0.6 bias increases to −23.85%. The bias of
σε3 decreases with increased sample size. At n = 400 and population ρη = 0.6, the observed
bias is −18.98%. Structural slope estimates are unbiased. Under n = 49 and W ∗C conditions,
γ1 and γ2 observed bias is < 1% and increases slightly when ρη > 0, with observed bias of <
3% when population ρη = 0.6. The structural interaction effect estimate γ3 is more biased, but
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Figure 3.13: Line plot of Bias(θ̂)% under the measurement lag population model (D2) analyzed
with simultaneous structural lag model (A4).
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still acceptable. In the n = 49, W ∗C and ρη = 0 conditions the bias of γ3 = −5.25%. Increasing
population level ρη slightly increases the bias to 8.56%. Increasing sample size decreases the bias
of γ3, under n = 400, W ∗C and ρη = 0 observed bias of γ3 = 1.29%, when ρη = 0.6 observed bias
of γ3 =−3.63%.
D3 and A4 Model A4 performs similarly under population model D3 as D2. Fig. 3.15 provides
the bias by simulation conditions for parameters of interest. Structural slope estimates are unbi-
ased, in n = 49 and W ∗C conditions γ1 and γ2 bias ≈ 7% and are stable across population level ρη
values. When n = 400 the structural slope bias drops to < 1.5%.regarding the interaction effect, in
the n = 49, W ∗C and ρη = 0 conditions bias(γ3) = 10.51% and is relatively stable across population
level ρη estimates. Increasing sample size decreases the bias to ≈ 1.5%.
Spatial parameter estimates consistently deviate from the population values. Under W ∗C, n = 49,
and population level ρη = 0, ρη estimates are consistently erroneously ≈ .15, while φζ ≈ .30. The
φζ estimates do not vary as a function of population level ρη . However, as sample size increases
the estimates change. When n = 400, and W ∗C is used, estimates of ρη ≈ 0.30 and φζ estimates
≈ .30. Under ρη = 0 φζ = .31 which results in 31% absolute bias, when ρη = 0 φζ estimates
≈ .42.
D4 and A2 Model A2 exhibits biased estimates under φζ 6= 0 population conditions. Fig. 3.16
provides the bias by simulation conditions for parameters of interest. ρy2 estimates are consistent
across population values of φζ and ρη . Sample size induces variation in ρy2 estimates, under W ∗C
when n = 49 estimates are consistently ≈ 0.45, when n = 196 they are ≈= .44, and when n = 400
≈ 0.44. Estimates are even more homogeneous under W ∗D specifications, regardless of sample size,
population level φζ , or ρη ρy2 is consistently estimated as ≈= .50.
Regarding non-spatial parameter estimates, structural effects and σε3 exhibit variations in bias.
Structural slope estimates are biased when φζ 6= 0. Under n = 49, W ∗C, and ρη & φζ = 0.3, γ1 and
γ2 bias ≈ 7.5%. When ρη & φζ = 0.6 bias increases to ≈ 15%. The structural interaction γ3 is
more sensitive and increases from ≈ 8% to ≈ 18.5% from an increase of population level ρη &
73







































































Figure 3.14: Line plot of Bias(θ̂)% under the endogenous structural lag population model (D3)
analyzed with measurement lag model (A2).
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Figure 3.15: Line plot of Bias(θ̂)% under the endogenous structural lag population model (D3)
analyzed with simultaneous structural lags model (A4).
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φζ = 0.3 to ρη & φζ = 0.6. Under W ∗D, the increase of bias observed in W
∗
C does not occur with
bias only reaching > 10% in the n = 49 condition.
D4 and A3 Fig. 3.17 provides a summary of bias by study conditions for model A3 under popula-
tion model D4. Under W ∗C, n = 49, φζ = 0, and ρη = 0.6, ρη estimate bias = −12.21%. Increasing
φζ to 0.6 results in a large increase in bias of ρη ≈−9%. The non-spatial parameter estimates are
consistently unbiased across simulation conditions. Structural slopes exhibit the most sensitivity
to the misspecification. Under W ∗C, n = 49, and ρη & φζ = 0.3, the bias of γ1 = 4.24%, γ2 = 6.26%,
and γ3 = 8.05%. Increasing φζ to 0.6, yields bias of γ1 = 7.27%, γ2 = 7.85%, and γ3 = 10.11%.
When Increasing ρη & φζ = 0.6, bias of γ1 = 5.82%, γ2 = 7.43%, and γ3 = 9.82%. Sample size di-
minishes the increase in bias from un-modeled φζ , under W ∗C, n = 400, and ρη & φζ = 0.3, the bias
of γ1 = 1.78%, γ2 = 2.38%, and γ3 = 0.55%. Increasing population parameters to ρη & φζ = 0.6,
the bias of γ1, γ2, and γ3 < 2.5%.
3.7.4.3 Coverage
Across population models and conditions as sample size increases, coverage rates see slight de-
clines. The specification of W does not systematically affect coverage rates. Spatial parameters
(ρη , ρy2, and φζ ), intercepts (α and τ), and observed variance (σ ) estimates exhibit the most
variation in coverage rates across models.
D2 and A3 Analysis model A3 is robust to the misspecification of the spatial parameter. Across
parameters coverage rates do not differ between conditions with or without the inclusion of the
mispecified spatial parameter. The spatial estimate ρη does not encompass the population value
of 0 in any condition resulting in coverage of 0.00%. All other parameters are robust to the mis-
specification resulting in coverage rates > 92% with one additional exception. The endogenous
observed item intercept τy3 shows a consistent decrease in coverage as the population parameter
ρy2 increases. Under n = 49 and W ∗D, when ρy2 = 0 the coverage of τy3 = 94.39% when ρy2 = 0.3
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W W ∗D W ∗C
Figure 3.16: Line plot of Bias(θ̂)% under the simultaneous structural spatial lag population model
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W W ∗D W ∗C
Figure 3.17: Line plot of Bias(θ̂)% under the simultaneous structural spatial lag population model
(D4) analyzed with the endogenous structural lag model (A3).
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D2 and A4 Under population model D2, analysis model A4 yields similar trends in coverage
rates to that of A3. Across parameters, coverage rates are not impacted by the misspecification,
with the exception of the spatial parameters. Both ρη and φζ exhibit coverage rates of 0% under
population ρy2 = 0. The coverage rate of the observed intercept τy3 decrease as the population
parameter ρy2 increases. Under n = 49 and W ∗D, when ρy2 = 0 the coverage of τy3 = 95.57% when
ρy2 = 0.3 coverage decreases to 91.13% and when ρy2 = 0.6 coverage is 88.18%.
D3 and A2 Under population model D3, analysis model A2 shows robustness to misspecifica-
tion. In the n = 49 and W ∗C condition parameters exhibit high coverage (>93%) with one exception.
Regarding the structural intercept α , as the magnitude of the misspecified spatial parameter ρy2
increases coverage decreases. When ρη = 0 the coverage of α = 95.20% when ρη = 0.3 coverage
decreases to 90.80% and when ρy2 = 0.6 coverage is 86.67%. In all conditions, coverage of ρy2 =
0%.
D3 and A4 Model A4 also shows acceptable coverage rates for non-spatial parameters. Under n
= 49 and W ∗C specification non-spatial parameters exhibit high coverage rates (>91%) with a single
exception. The structural intercept α decreases as the population level spatial effect increases.
When ρη = 0 the coverage of α = 99.46%, when ρη = 0.3 coverage decreases to 98.92% and
when ρη = 0.6 the coverage of α = 95.70%. The spatial parameters ρη and φζ are unacceptably
low. Under population level ρη = 0, the coverage of ρη = 0%, when ρη = 0.3 coverage climbs to
99.64%, and under ρη = 0.6 coverage is 86.02%. Population level φζ = 0 in all conditions and is
erroneously estimated consistently as 0.36, resulting in a universal coverage rate of 0%.
D4 and A2 Model A2 coverage rates of non-spatial parameters exhibit robustness to the spatial
structural misspecification. Under the W ∗C specification and n = 49, non-spatial parameter estimates
exhibit acceptable coverage rates regardless of the population level spatial effects. One exception
is α which shows decreased coverage rates as population level ρη increases. Under n = 49, W ∗C,
population level ρη = 0 and φζ = 0.3, coverage of α is 100%, when ρη = 0.3 coverage decreases to
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94.03%, and when ρη = 0.6 coverage of α = 79.40%. The other exception is σε3, which exhibits
very low coverage rates. Under the same set of conditions coverage of σε3 is 90.13% and does not
vary between conditions of ρη or φζ . However, as sample size increases coverage rates decrease.
When sample size is 400, W ∗C, population level ρη & φζ = 0.3 coverage of σε3 drops to 67.83%.
The spatial estimate ρy2 exhibits 100% coverage across all conditions. Population level φζ does
not systematically impact coverage rates between conditions.
D4 and A3 Model A3 exhibits high coverage rate across parameters and conditions with the ex-
ception of the structural intercept α . α exhibits decreased coverage rates as population level ρη
increases. Under n = 49, W ∗C, and population level ρη = 0.3 the coverage rate of α is 94.44%.
When population level increases to ρη = 0.6, the coverage rate of α decreases to 80.15%. Pop-
ulation level structural disturbance dependence φζ does not have a systematic effect on coverage
rates. Coverage rates for ρη are 100% for all n = 49 conditions, and decrease as sample size in-
creases. Under W ∗C, n = 400, and population level ρη & φζ = 0.6 the coverage rate of ρη = 83.94%.




The following example explores homicide rate data obtained from the United States (US) southern
region to demonstrate an applied use of the endogenous lag SASEM with structural latent interac-
tion effect. In this chapter, I will first briefly describe the data set and provide background infor-
mation, then motivate the model choice, analyze the data, and provide interpretations of spillover
effects.
4.1 Homicide data
The US southern homicide data provides rates of crime for 1,412 counties in the southern US region
in the year 1990. Collected by Messner et al. (1999), the southern US homicide data has been
frequently used as a typifying example in econometric and behavioral science literature (Kubrin
& Weitzer, 2003; Morenoff et al., 2001; Goodchild et al., 2000). Cases in the data are counties
in the southern US and variables are rates within each county. Variables of interest are rate of
homicide, aggravated assault, burglary, rape, larceny, vehicle theft, and robbery. The expanded
version of the data used here has been integrated with additional covariates of income inequality,
originally collected in Land et al. (1990). Additional variables of interest are unemployment rate,
Gini coefficient (Dorfman, 1979), and average income.
4.1.1 Predicting Violent Crime
Identifying risk factors for violent crime rates at the societal level provides valuable information
for policy makers and government institutions. Research has established a link between income
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inequality and violent crime. As income inequality rises violent crime rates increase (Deller &
Deller, 2010). Research has also noted a distinction in types of criminal acts. For example, violent
crime and property crime are distinct constructs (Schreck et al., 2009). A unified analysis which
accounts for the latent relationships between these variables and the inherent spatial dependence is
not available yet.
4.1.2 Research questions
Regions which have higher income inequality experience greater property and violent crime rates
(Patterson, 1991). It is reasonable to hypothesize an interaction effect between property crime and
financial accessibility in the prediction of homicide rates.
Prior research suggests nearer regions have more similar violent crime rates compared to fur-
ther regions (Bernasco & Elffers, 2010). Therefore, it is also reasonable to hypothesize the endoge-
nous latent variable, violent crime, is spatially dependent. To illustrate this, I present choropleth
plots of the observed violent crime variables. Specifically, Fig. 4.1 provides a plot of murder rates,
Fig. 4.2 provides burglary rates, Fig. 4.3 provides aggravated assault rates, and Fig. 4.4 provides
rape rates. In each figure, darker counties indicate higher values relative to the mean of the sam-
ple, whereas lighter counties have values lower than the mean of the sample. If a variable is not
spatially dependent, the choropleth plot will yield no pattern, and appear seemingly random. This
is not the case, each of the violent crime variables reasonably exhibits pockets of similar scores.
This supports the hypothesis that the data are spatially dependent.
To investigate the relationship between financial accessibility and property crime on violent
crime, I present a set of relevant research questions:
1. Does a county’s financial accessibility and property crime rates predict violent crime?
2. Is the relationship in counties with low financial accessibility stronger between property












Figure 4.1: Choropleth plot of Murder Rate by county, darker counties indicate rates higher than
the mean while lighter counties are lower.
3. In counties with low financial accessibility is the relationship stronger between property
crime and violent crime compared to high accessibility?
4.2 Methods
4.2.1 Definitions and descriptive statistics
Cases are counties in the US south. Variables are averages of rates within each county. All rates are
expressed as occurrences per 100,000 people, with the exception of unemployment rate which is
defined below. All variables used here were recorded in the year 1990. The following crime vari-
able definitions were adapted from Messner et al. (1999) and the financial accessibility variables
from Land et al. (1990).
Homicide rate is the number of homicides in each county. Aggravated assault is defined as












Figure 4.2: Choropleth plot of burglary rate by county, darker counties indicate rates higher than
the mean while lighter counties are lower.
recorded in each county. Burglary is defined as forced or illegal entry and theft. Burglary rate is
the rate of recorded burglaries by county. Rape rate is the rate of reported rapes in each county.
Larceny is defined as non-violent theft of personal property excluding motor vehicles. Larceny
rate is the rate of non-violent theft within each county. Vehicle theft rate is defined as theft or
attempted theft of a vehicle which is motorized. Robbery rate is defined as the rate of non-violent
theft without the use of physical force.
The Gini coefficient is a measure of income inequality, where 0 indicates perfect income equal-
ity, and 1 represents perfect inequality (Dorfman, 1979). Average income is the mean income in












Figure 4.3: Choropleth plot of rape rate by county, darker counties indicate rates higher than the
mean while lighter counties are lower.
unemployed but looking for work.
Table 4.1 provides the sample means (x̄), standard deviations (σ ), medians, and minimum and
maximum observed values by variable. In the appendix Table A.19 provides a correlation matrix
of the variables.
4.2.2 Factor structure
The first stage in latent variable modeling is to identify the measurement model. That is to identify
which items share common variance in explaining latent factors (Bollen, 1989). However, when
researchers have prior knowledge of the factor structure it is common practice to move straight to
confirmatory analysis (SEM, for example; Brown, 2014).
Schreck et al. (2009) provide evidence suggesting violent and property crime are distinct fac-
tors. Evidence also suggests income inequality is a distinct factor as well (Deller & Deller, 2010;












Figure 4.4: Choropleth plot of assault rate by county, darker counties indicate rates higher than the
mean while lighter counties are lower.
interest; specifically, violent crime, property crime, and financial accessibility. Violent crime is
comprised of homicide rate, aggravated assault rate, burglary rate, and rape rate. Property crime is
comprised of larceny rate, vehicle theft rate, and robbery rate. Financial accessibility is comprised
of Gini coefficient, average income, and unemployment rate.1
4.2.3 Specification of W
The W specification was selected to be a rook single order neighborhood matrix to reflect the spatial
process of violent crime. This was done to align with the idea that crime is likely to spillover to
neighboring counties more which share larger borders.
1Note that these (statistical) factors can be seen as composites. For the sake of simplicity and due to the illustrative
character of this example, standard reflective measurement models were used and not formative factor models (see
also the discussion and recommendation to use reflective measurement models in Howell et al., 2017).
86
Table 4.1: Extended US southern homicide data descriptive statistics for all 1412 counties.
Factor Observed Variable x̄ σ Median Min. Max.
Violent Crime
Rape Rate 3.40 0.33 3.44 2.41 4.33
Burglary Rate 6.46 0.36 6.45 5.69 7.01
Aggravated Rate 5.42 0.48 5.43 4.09 6.32
Murder Rate 1.34 0.61 1.46 0.00 3.13
Property Crime
Larceny Rate 7.59 0.20 7.62 7.21 8.41
Vehicle Theft Rate 5.30 0.48 5.37 4.25 6.73
Robbery Rate 4.37 0.78 4.54 2.49 6.61
Financial Accessibility
Gini Coefficient 0.61 0.04 0.61 0.55 0.74
Average Income 10.86 0.18 10.83 10.44 11.22
Unemployment Rate 0.30 0.04 0.29 0.24 0.41
1 x̄ is the sample mean.
2 σ is the sample standard deviation.
3 Median is the sample median.
4 Min. is the sample minimum.
5 Max. is the sample maximum.
6 All rates are expressed in occurrences by 100,000 people.
4.2.4 Model and prior specification
With spatially dependent endogenous observed items, the resulting latent factor will also be spa-
tially dependent. The endogenous spatial lag model will be employed to account for the likely en-
dogenous dependence and provide interpretations of spillover effects. The endogenous lag SASEM
is specified to have the aforementioned observed items loading onto their respective factors. The
single endogenous latent variable is Violent Crime. The exogenous latent variables are Property
Crime and Financial Accessibility. A latent interaction effect is specified between Property Crime
and Financial Accessibility. No cross loadings, residual correlations, or latent covariances are esti-
mated. The marker variable approach was used to establish latent variable scaling. For the Violent
Crime factor, homicide rate served as the marker. For property crime, robbery was selected. For
financial accessibility, average income was used. The structural level equation is given by:
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ηViolent = α +ρViolentWηViolent + γ1ξProperty + γ2ξFinancial + γ3ξProperty ·ξFinancial +ζ (4.1)
Regarding prior specifications, I follow the advice of Lee et al. (2007) for non spatial param-
eters and LeSage & Parent (2007) for the spatial parameter ρViolent. I use the following prior
specifications defined earlier, with uninformative hyperparameters outlined in Section 3.2.
Φ∼ LK j(I2,2)
σε j ∼ Cauchy(0,2.5)+, for j = 1 . . .4
σδk ∼ Cauchy(0,2.5)+, fork = 1 . . .6
σζ ∼ Cauchy(0,2.5)+
λy j ∼ Normal(0,1), for j = 1 . . .3
λxk ∼ Normal(0,1), for k = 1 . . .4




R version 3.5.4 (R Core Team, 2019), STAN version 2.18.0 (Stan Development Team, 2018),
and Rstan version 2.19.2 (Stan Development Team, 2019) were used to conduct the analysis. Four
independent chains were specified. Chains ran for 4,000 iterations each, half of which was desig-
nated burn-in. All variables were standardized via a z-score transformation prior to analysis.
4.3 Results
Results for the analysis are given in Table 4.2. All parameters met the convergence criteria estab-
lished by Vehtari et al. (2019) of R̂ < 1.1 and ESS > 20. All results are presented as 95% credible
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Table 4.2: Result table for the endogenous lag SASEM
Parameter ¯̂θ 2.5% 95.5% ESS R̂
ρViolent 0.71 0.67 0.74 3599 1.00
α 0.02 -0.05 0.08 3360 1.00
γProperty 0.29 0.20 0.41 3660 1.00
γFinancial 0.41 0.33 0.45 2494 1.00
γProp.·Fin. 0.12 0.09 0.16 3751 1.00
λGini 0.71 0.57 0.89 3892 1.01
λUnemployment 0.19 0.04 0.43 3597 1.00
λLarceny 0.32 -0.02 0.68 2994 1.01
λVehicle 0.72 0.35 0.95 2457 1.00
λAggravated 0.74 0.39 0.92 2633 1.00
λBurglary 0.66 0.32 0.92 3605 1.00
λRape 0.76 0.43 0.98 3096 1.01
σIncome 1.02 0.89 1.11 3946 1.00
σGini 0.99 0.91 1.21 2969 1.01
σUnemployment 1.01 0.88 1.09 2998 1.01
σRobbery 1.00 0.93 1.06 2310 1.00
σLarceny 1.01 0.88 1.15 2755 1.01
σVehicle 1.00 0.92 1.18 2384 1.00
σMurder 1.04 0.80 1.21 2918 1.00
σAggravated 1.00 0.83 1.13 3102 1.00
σBurglary 1.03 0.94 1.15 3241 1.02
σRape 0.98 0.89 1.08 2047 1.00
σFinancial 1.01 0.95 1.09 3391 1.00
σProperty 0.99 0.89 1.11 2883 1.00
1 ¯̂θ is the mean of the parameter estimate.
2 2.5% is the 2.5% percentile of the estimates posterior distribution.
3 95.5% is the 95.5% percentile of the estimates posterior distribution.
4 ESS is the effective sample size.
5 R̂ the coefficients estimated R̂ value for assessing convergence.
6 Prop. · Fin. provides the interaction term of Property Crime and Financial
Accessibility.
intervals. Factor loadings are all high and positive with the exception of Larceny (-0.02, 0.68).
The spatial effect ρViolent is very high (0.67, 0.74). The latent structural coefficients are non-zero
γProperty (0.20, 0.41) and γFinancial, including the latent interaction effect γProp.×Fin. (0.09, 0.16).
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Table 4.3: Spillover effect for structural effects.
γProperty γFinancial γProp.·Fin.
Direct Impact 0.34 0.49 0.14
Indirect Impact 0.66 0.93 0.27
Total Impact 1.01 1.41 0.41
4.3.1 Model interpretation
4.3.1.1 Spillover effects
To interpret the structural effects, spillover must be computed for each structural effect. Direct,
indirect, and total impacts are calculated by computing ∂y/∂ r′x for each structural estimate and
taking the average of the off diagonal (indirect), and diagonal (direct) elements (see Section 2.2).
Table 4.3 provides the direct, indirect, and total impact for each effect (i.e. spillover).
The direct impact for the property factor is 0.34. This means that a 1 standard deviation increase
in the property factor in county i is associated with a 0.34 standard deviation expected increase in
homicide rates in all 6= i while controlling for financial accessibility at zero.
The indirect impact for the property factor is 0.66, which means a 1 standard deviation increase
in all counties 6= i would result in an expected 0.66 standard deviation increase in homicide rates
in county i while controlling for financial accessibility at zero.
The total impact for the property crime rates is 1.01. This tells us that a 1 standard deviation
increase in property crime rates in all counties correspond with an expected 1.01 standard deviation
average increase in all counties.
4.3.1.2 Spillover marginal effects
Interpretation of the latent interaction effect is more complicated. To get a clear understanding of
the interaction between property crime and financial accessibility, marginal slopes are computed.
This process takes the point estimate of the structural slope values and calculates the slope at
selected levels of the other variable. Fig. 4.5 shows the marginal slopes at, +1, -1, and 0 standard



















Figure 4.5: Simple slopes plot of financial inaccessibility at selected values of property crime.
between property crime rate and homicide rate increases. When financial accessibility is 1 standard
deviation below the mean, the slope of property crime is .29 when financial accessibility is 0. When
property crime rates are 1 standard deviation above the mean the slope of financial accessibility is
0.43.
I then use the marginal slopes to compute direct and indirect impacts. Table 4.4 provides the
spillover effects for the marginal slopes. This step provides an understanding of the relationships
these variables have with the spatial process.
The difference in the impacts provides a contrast of the magnitude of the spatial effect of
property rates due to varying levels of financial accessibility. The direct impact explains that when
financial accessibility is at a mean level, a 1 standard deviation increase in property crime rates in
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Table 4.4: Spillover effect for the marginal slopes of property crime.
γProperty =−1 γProperty = 0 γProperty = 1
Direct Impact 0.17 0.34 0.51
Indirect Impact 0.33 0.65 0.97
Total Impact 0.51 1.01 1.48
county i corresponds with an expected 0.34 unit increase in homicide rates in all 6= i counties.
In practical settings, it may be of interest to inspect the spillover effects of the observed items
themselves. This is accomplished by multiplying the factor loading by the impact. The direct
impact when the financial accessibility factor is 1 standard deviation above the mean, a 1 standard
deviation increase in property crime rate in one county is associated with an expected λAggravated ·
0.51 = 0.74 ·0.51 = 0.38 standard deviation increase in aggravated assault.
4.4 Conclusions
The results of the analysis provide supporting evidence for all of the research questions:
1. Does a county’s financial accessibility and property crime rates predict violent crime rates?
The results suggest both property crime rates γProperty[.29, .41] and financial accessibility γFinancial[.33, .45]
have a positive relationship with homicide rates.
2. In counties with low financial accessibility is the relationship stronger between property
crime and violent crime compared to high accessibility?
The results suggest yes. The latent interaction effect between financial accessibility and prop-
erty crime is positive γProp.·Fin.[.09, .16]. Counties with higher financial accessibility exhibit a
higher relationship between property crime rates and homicide rates.
3. Is violent crime positively spatially related in states nearer to one another, so that they have
more similar violent crime rates compared to further states?
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Again, the results suggest yes. The structural spatial effect was high and positive ρViolent [0.67,0.74].
All research questions were found to have supporting evidence. The strong positive spatial
relationship suggests that homicide rates in part are strongly influenced by neighboring homicide
rates. The positive interaction effect between financial accessibility and property crime rates sug-
gest that property crime has a higher association with violent crime in regions where financial




In this dissertation, I presented a novel statistical model (SASEM) for analyzing spatially/network
dependent latent constructs with latent level interaction effects. I presented a series of Monte-
Carlo studies, which investigated different parameterizations of the SASEM. Study 1 investigated
the impacts of ignoring dependent data. Study 2 explored the model performance under correctly
specified situations. Study 3 investigated the effects on model performance of different weight
matrix specifications. Study 4 explored model performance under different data generating scenar-
ios. Finally, I provided an empirical example of the use of the endogenous lag SASEM with the
extended US south homicide data Messner et al. (1999); Land et al. (1990). The empirical example
provided examples of the rich interpretations which the SASEM model provides.
5.1 Monte Carlo study
The main results of the Monte-Carlo studies were that particularly one of the sub-models exhibits
acceptable performance for applied uses across a wide range of different data conditions. The
structural endogenous lag model A3 exhibited unbiased estimates of both spatial and non-spatial
parameters under properly specified conditions. Under high sample sizes, model A3 was also
robust to misspecifications of spatial parameters. In contrast, the measurement lag model A2
showed good performance for non-spatial parameters, but poor performance for spatial parameter
estimates. The simultaneous structural lag model A4 also showed acceptable performance of non-
spatial parameters, but poor performance of spatial parameter estimates.
In this section, the performance of each model is discussed in more detail. I then tie these
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results to existing literature. I provide recommendations for the use of the SASEM in applied
settings. Finally, I discuss limitations and future directions.
5.1.1 Study 1
Study 1 provided an understanding of the impact of ignoring dependent data in a latent variable
model. The results suggested that SEMs are more robust to ignored spatial dependency than antic-
ipated. Estimates for typical parameters of interest, such as latent variable regression coefficients
(γ) and factor loadings (λ ), were mostly robust to omitted structural endogenous, disturbance, and
endogenous measurement level dependent effects. In low sample sizes bias rose in these estimates;
increasing sample sizes mitigated this effect almost completely.
5.1.1.1 Spatial Measurement Lag Model (D2)
When dependence was present at the population measurement level of item y2 (D2) but was ig-
nored (A1), only the intercept νy3 and residual variance σy3 exhibited decreased coverage rates
and increased bias. In the low sample size condition bias and decreased coverage rates were ob-
served for νy3 and σy3. Increasing sample size mitigated this effect, but not entirely. The omission
related to the prediction of y2 by η ; however, the resulting bias is on the intercept and residual
variance of item y3. This implies that the omitted spatial dependence produced bias in other parts
of the measurement model; here, it produced an endogenous variable η which in turn was spatially
dependent, thus biasing estimates of the relationship between item y3 and η .
This finding is different to prior research for regression analysis, which assert that slope esti-
mates are biased when spatial dependence is ignored (Anselin, 1988b). Here, the expectation that
the factor loading λy2 is affected (which is the slope parameter for the relationship between η and
y2) was not confirmed. Literature on spatial effects in SEM has not explored the impact of omitted
dependent effects at the measurement level. This study provided first evidence suggesting the route
of bias may differ in SEM and regression.
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5.1.1.2 Endogenous Lag Model (D3)
When dependence was specified as an endogenous structural lag, only α exhibited poor perfor-
mance as a function of the magnitude of the omitted dependence. When omitted dependence was
increased, coverage rates for α decreased while bias was unaffected. This suggests that estimates
of the posterior distribution of α have less variation, but estimate an improper solution.
This finding defies expectations set forth by Anselin (1988b), who stated misspecification of
outcome variable dependence in a regression context resulted in biased slope and intercept esti-
mates (see above). If this were to hold true with the SASEM, the regression coefficients γ1, γ2,
and γ3 estimates would exhibit increased bias when population level ρη 6= 0. However, it is in
line with the findings for the omission of spatial dependence in the measurement model (above)
that resulted in biased intercepts. The decreased coverage rates of the intercept were anticipated
and are in-line with the assertions of Anselin (1988b), who suggested estimates of the intercept
become less stable under omitted dependent effects. Regarding the affected structural intercept,
applied users of SEM frequently do not interpret α , as they are often constrained to 0 from latent
variable scaling techniques Bollen (1989).
5.1.1.3 Simultaneous Structural Lag Model (D4)
When dependence was specified as simultaneous endogenous and disturbance lags at the structural
level (D4) but ignored (A1) α γ1, γ2, and γ3 exhibited increased bias and/or decreased coverage
rates. Structural slope estimates were unbiased and exhibited acceptable coverage rates when
ρη > 0 and φζ > 0, but not when ρη > 0 and φζ = 0. This suggests structural slope estimates
are robust to omitted endogenous dependence (ρη 6= 0) when the assumption of i.i.d. disturbance
term is met. When the disturbance term is not i.i.d. (φζ 6= 0), structural estimates are sensitive to
omitted endogenous dependence (ρη 6= 0).
These findings supports the work of Anselin (1988b), who stated misspecification in a regres-
sion context results in biased slope and intercept estimates. Further, work by Pace & LeSage (2008)
explains simultaneous omitted dependence in both the outcome (endogenous variable(s) in SEM)
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and disturbance term is the most severe case for inducing bias in intercept and slope estimates.
Model D4 in Study 1 corroborates these findings.
5.1.1.4 Summary
Study 1 aimed to provide insights into the impact of dependent omitted variables on the novel
SASEM. To provide a better understanding, three routes of spatial dependence were established:
measurement level endogenous dependence (D2); structural endogenous dependence (D3); and
simultaneous structural endogenous and disturbance dependence (D4). Contrary to prior research,
increased bias and decreased coverage rates in all structural estimates were only observed under
omitted simultaneous endogenous and disturbance dependence (Anselin, 1988b; Pace & LeSage,
2008).
5.1.2 Study 2
Study 2 tested the performance of the SASEM sub-model interaction effect and spatial auto-
regressive coefficients for correctly specified models. The primary finding was that the endogenous
structural lag model performed well by accurately recovering both aforementioned effects, even in
the small sample size condition. All parameters converged at very high rates, were unbiased, and
exhibited acceptable coverage rates. For both the measurement lag (A2) and simultaneous lag
model (A4), interaction effects and other non-spatial coefficients performed well. However, the
spatial parameters in A2 and A4 (ρy2, ρη , & φζ ) were consistently biased with low coverage rates.
In Section 2.2 I discuss the additional information obtained by interpreting model coefficients
via Spillover effects. Interpretation of structural slopes in the presence of non-zero ρη estimates
requires calculation of Direct and Indirect Spillover effects to properly interpret structural coef-
ficients. This is the primary benefit of dependent modeling in applied situations. This means
that if ρη estimates are biased, the resulting interpretations of the structural slopes become biased
(LeSage & Pace, 2014a). Therefore, it is important that estimates of ρη are unbiased for structural
slopes to be unbiased in practice,as unbiased estimates of the slopes themselves are not enough.
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5.1.2.1 Spatial Measurement Lag Model (A2)
The measurement level lag model (A2) exhibited biased ρy2 estimates and unbiased non-spatial
parameters with one exception. A consistent trend of the A2 is to estimate ρy2 = 0.51. This
occurred consistently in the W ∗D conditions when population ρy2 > 0, and in W
∗
C when population
ρy2 = 0.3. This suggests the prior information is solely informing the estimate as a randomly
sampled uniform distribution with bounds of 0 and 1, which results in a mean estimate of 0.5.
Structural estimates are unbiased, even though ρy2 estimates are. However, when population ρη >
0, the estimates of σy2 are negatively biased. In the same condition, ρy2 estimates are positively
biased. This suggests model A2 is erroneously explaining residual variance in item y2 resulting in
negatively biased σy2.
This finding supports the latent variable model specification of Lee et al. (2007) for Bayesian
structural level interaction effects in SEM. However, the inability to recover ρy2 is unexpected. This
model should theoretically provide a means of accounting for specific item level auto-correlation
effects. Further research is needed.
5.1.2.2 Endogenous Lag Model (A3)
The endogenous lag model exhibited optimal performance in estimating spatial and non-spatial pa-
rameters when n = 196 and greater. When the population spatial effect ρη = 0, ρη estimates were
positively biased and exhibited only coverage rates of l0%. The bias was reduced with increased
sample size and increased spatial dependence. When spatial effect was ρη > 0, its estimates were
less biased. The coverage rate of 0% for the spatial coefficient of ρη = 0 resulted from the prior
specification with a lower boundary of 0 1. Structural slope estimates were unbiased under all con-
ditions. The latent interaction had the highest observed bias but was still well within the acceptable
range, even in the n = 49 condition.
These findings provide evidence to support the use of the SASEM model with structural en-
1Post-hoc small scale simulation results of the endogenous lag model with ρη ∼ Uni f orm(−1,1) reveal high
coverage rates under the population ρη = 0 condition.
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dogenous lags. Accurate recovery of the latent interaction effects supported the model specifica-
tions and prior distributions set forth by Lee et al. (2007). Accurate ρη estimates supported the
spatial term and prior specification recommendations by LeSage & Parent (2007) and Stakhovych
et al. (2012). However, the prior specification for ρ ∼Uni f orm(0,−1) made accurately covering
an estimate of 0 difficult; a uniform distribution with a lower boundary of -1 presumably would
have improved model estimation under this condition.
Further, the results support work by Stakhovych & Bijmolt (2009), who in a regression frame-
work establish that high sample sizes are necessary to accurately recover spatial estimates at or near
0. The SASEM with endogenous lag is the latent variable equivalents of the commonly utilized
network auto-correlation model (Palla et al., 2007), also known as SAR in econometrics (Paelinck
& Klaassen, 1979). The parameterization of the SASEM model has great potential for application
in applied work and is a logical next step for econometrics and social network modeling.
5.1.2.3 Simultaneous Structural Lag Model (A4)
The simultaneous structural lag model exhibited poor performance recovering population coeffi-
cients, including both auto-correlation and latent interaction effects.
The spatial parameters ρη and φζ exhibited strong bias but high coverage rates in population
conditions in which ρη > 0. This suggests the estimated posterior distributions for these coeffi-
cients have biased mean estimates and they are erroneously wide (high coverage). Structural slope
estimates exhibited sensitivity to structural level disturbance dependence, resulting in high bias in
the low sample size condition. The structural slopes γ1, γ2, and γ3 were consistently positively
biased in n = 49 conditions. However, in the high sample size condition, structural estimates were
non-biased even though auto-correlation estimates for ρη and φζ were.
Structural slope estimates are unbiased; however, the interpretation of them will be inaccurate
because ρη is biased. This is due to the aforementioned issue associated with the calculation of
spillover effects. When an endogenous dependent effect (ρη ) is biased, the spillover calculation
will bias the interpretation of the structural slopes.
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Again, this finding supports the model and prior specification set forth by Lee et al. (2007).
They also support the work of LeSage (2014), who suggests simultaneous disturbance and en-
dogenous lags may provide inefficient estimates. LeSage (2014) uses inefficiency in a frequentist
context, which refers to a model’s inability to estimate test statistics. In a Bayesian context, in-
efficient estimates are those which have estimated erroneously wide posterior distributions. The
results of Study 2 also support the work by Pace & LeSage (2008), who explains simultaneous
omitted dependence in both the endogenous variable and disturbance term is the most severe case
for inducing bias in intercept and slope estimates. In the majority of conditions model A4 under-
estimated the auto-regressive effects, thus not controlling for the dependence and in turn resulting
in highly biased structural estimates in the low sample size condition.
5.1.2.4 Summary
Study 2 investigated the performance of the three SASEM sub-models (A2, A3, and A4) in their
ability to accurately estimate latent interaction and spatial effects. All three models accurately
estimated the latent interaction effect and all non-spatial parameters. The measurement lag and
simultaneous structural lag models showed an inability to recover the spatial effects ρy2, ρη ,
and φζ , respectively. The endogenous structural lag model (A3) accurately estimated spatial ef-
fects (with the exception of the spatial parameter ρη when the population level effect was zero
[ρη = 0]). However, this can be considered a symptom of a misspecified prior specifications
ρη ∼ Uni f orm(0,−1); changing the lower bound to -1 presumably alleviates this issue. The
successful performance of model A3 aligns with prior research which establishes a single depen-
dent variable (endogenous in SEM) lag to perform similarly in a regression context (Paelinck &
Klaassen, 1979; Palla et al., 2007).
5.1.3 Study 3
The goal of Study 3 was to advance research regarding the impact of model performance by varying
specifications of W . This work has been conducted in regression contexts. Study 1 showed that the
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SASEM should not be assumed to function the same as previous spatial research with regression
models. The primary finding of Study 3 is that the properly specified SASEM model is sensitive
to W specifications in that higher order connection specifications induce positive bias on spatial
effects while non-spatial estimates remain systematically unaffected.
5.1.3.1 Spatial Measurement Lag Model (A2)
The relationship between connection condition and model performance in model A2 remained
unclear. In Study 2, model A2 exhibited an inability to accurately estimate ρy2, resulting in con-
sistently positive bias for its parameter estimate. Distance specifications of W exhibited slightly
more bias than other conditions.
This supports literature which has established the need for high sample sizes when using sat-
urated W specifications (Stakhovych & Bijmolt, 2009; LeSage & Pace, 2014a). This finding also
suggests the A2 specification of the SASEM model does not provide accurate estimates.
5.1.3.2 Endogenous Lag Model (A3)
In model A3, the relationship between the number of connections in W and model performance
was clear. Higher connection conditions were consistently more biased regarding estimates of ρη .
Other parameters were not systematically effected by the condition.
This finding corroborates work which established that as the saturation of W increases, the asso-
ciated spatial estimates require higher sample sizes to accurately reflect the true value (Stakhovych
& Bijmolt, 2009; LeSage & Pace, 2014a). Prior research also suggested that higher order neigh-
bor specifications can be detrimental to both the estimation of spatial effects to an interpretation
that becomes redundant (Anselin, 2003; LeSage & Pace, 2014a). Earlier I discussed the process
of developing WC. In addition literature suggests using theory to guide the selection of Rook or
Queen contiguity, as well as first, second, or higher order neighbor specifications. In section 2.2, I
discussed the interpretation of parameter estimates in spatial modeling. Recall that under a simple
Rook First Order Neighbor specification of W "the spatial lag is expressed as a near infinite process
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In +ρW +ρ2W 2 +ρ3W 3 + ...". In practice this means higher order neighbor specifications of WC
imply direct and indirect effects of a case on other cases specified as neighbors. This redundancy
can lead to undue complexity in interpretation of parameter estimates and requires higher sample
sizes for accurate reflections of the parameters.
5.1.3.3 Simultaneous Structural Lag Model (A4)
Model A4 exhibited biased estimates for ρη and φζ , regardless of the actual W specification. The
W ∗D specification exhibited the strongest bias regarding auto-regressive estimates. Spatial parame-
ters exhibited both strong bias but high coverage rates, again suggesting wide posterior estimates of
those parameters (cf. Study 2). Non-spatial parameters did not exhibit variation in bias or coverage
as a function of W specification.
This finding supports literature which has established the need for high sample sizes when
using saturated W specifications (Stakhovych & Bijmolt, 2009; LeSage & Pace, 2014a). Again,
this supports evidence suggesting simultaneous disturbance and endogenous lags are inefficient
and thus often not of practical use in applied data analysis with smaller sample sizes (LeSage,
2014).
5.1.3.4 Summary
Results of Study 3 suggest parsimonious representations of W result in more accurate and precise
estimates. This supports existing work in regression contexts (Stakhovych & Bijmolt, 2009). Study
3 results also suggest increased sample sizes are needed to accurately measure complex spatial
processes with many connections. Work by LeSage & Pace (2014a) supports this conclusion.
5.1.4 Study 4
The goal of Study 4 was to investigate the ability of the SASEM sub-models to account for de-
pendence under misspecification of the dependent effect. The primary finding is that non-spatial
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parameters are robust to misspecification of the spatial effect. The spatial parameters are sensitive
to misspecification.
5.1.4.1 Spatial Measurement Lag Model (A2)
The measurement lag model (A2) spatial parameter ρy2 is consistently biased across studies. The
non spatial parameters are not and are robust to misspecification.
D3 and D4 population model In population model D3 and D4, analysis model A2 ρy2 estimates
consistently deviated from the population value of 0. Results of Study 4 resemble Study 2 and 3,
in that the ρy2 estimates were consistently ≈ 0.50. Non-spatial parameters, with one exception,
were robust to the structural endogenous spatial misspecification and exhibited consistently unbi-
ased estimates, even under n = 49. In both population models the residual variance σy3 exhibited
increased bias as the magnitude of the omitted population ρη value increased. This suggests the
unstable erroneous estimates of ρy2 explain item level error variance, resulting in biased estimates
of residual variance in item y3.
Routes of dependence differ and thus endogenous lags ρη are not suited for measuring distur-
bance dependence φζ . This supports research by Anselin (1986) and Stakhovych et al. (2012) who
posit biased estimates of disturbance variance and spatial parameters when estimating endogenous
lags for the analysis of disturbance dependence.
5.1.4.2 Endogenous Lag Model (A3)
The endogenous lag model (A3) spatial parameters are sensitive to omitted structural disturbance
dependence, whereas non-spatial parameters are not. Again, we must consider the implication
of biased ρη estimates on the interpretation of structural slopes. While structural slope estimates
themselves are unbiased, the presence of biased ρη estimates bias the interpretation of slope esti-
mates.
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D2 Under population model D2, analysis model A3 exhibits unbiased non-spatial parameters but
biased ρη estimates and decreased coverage of the item level intercept νy2. Bias for ρη was calcu-
lated as the estimates deviation from 0, but is likely not a transparent representation of accuracy.
D2 includes spatially dependent observed items in the production of η resulting in an unknown
magnitude of dependence in η . ρη estimates may be a relatively accurate reflection of the spatial
dependence in η from the spatially dependent measurement term ρy2(Wy2). This consideration is
supported by the finding that ρη estimates are less biased under the ρy2 = 0 condition.
D4 Under population model D4, analysis model A3 exhibits unbiased non-spatial parameters but
biased ρη estimates. Non-spatial estimates are consistently unbiased under sample sizes of n = 196
and greater, while the ρη estimates are consistently biased under population level φζ > 0.
These finding suggests ρη is not robust to omitted disturbance dependence, while non-spatial
parameters are. This supports research which asserts endogenous lags are unsuited for measuring
and controlling for disturbance dependence (Stakhovych et al., 2012; Anselin, 1986).
5.1.4.3 Simultaneous Structural Lag Model (A4)
D2 and D3 In both population models A4 estimates of the spatial parameters ρη and φζ were
biased and exhibited below average coverage while non-spatial estimates were not. Under popu-
lation model D2, A4 consistently overestimates ρη and φζ Following the trends of other studies
under population model D3 analysis model A4 exhibits unbiased non-spatial estimates and biased
spatial estimates with low coverage. φζ estimates vary more from sample size conditions than
population level spatial dependence. This results in φζ exhibiting below average convergence and
coverage rates, as well as high bias. ρη shows more sensitivity to population level dependence than
φζ . Similar to analysis model A3 ρη estimates are most accurate when the population dependence
parameter is > 0 in the n = 400 condition only exhibiting bias of −5.60%. Non-spatial parameters
are consistently unbiased with acceptable coverage rates.
These findings once again support the latent variable specifications established by Lee et al.
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(2007) and the cautionary work by LeSage (2014) regarding simultaneous dependent lags.
5.1.4.4 Summary
The primary finding of Study 4 is that the endogenous structural lag model A3 cannot accurately
estimate ρη in the presence of omitted disturbance dependence. It remains unclear if ρη estimates
under model A3 are biased when population level dependence is present at the item level (D2). This
is due to the confounding effect of the item level dependence on the production of the endogenous
factor η . Non-spatial estimates are unbiased with favourable coverage rates, even under biased
ρη estimates. Models A2 and A4 both exhibit consistently biased estimates of spatial parameters
regardless of the population model. Non-spatial parameters are unbiased for all models in all
conditions once again supporting the SEM specification set forth by Lee et al. (2007). In situations
where slopes are unbiased but ρη is biased, we must consider the erroneous interpretations induced
from the calculation of Spillover Effects (LeSage & Pace, 2014a).
5.2 Empirical Example
Analysis of the homicide data was designed to provide an example of the rich interpretations of
coefficients provided by the SASEM. Interpretations of spillover effects are a major advantage of
spatial models. The homicide data exhibited a non-zero latent interaction effect, which allows
for the computation of marginal slopes. Together marginal slopes and spillover effects provide a
deeper understanding of the relationships between latent constructs and dependence processes.
5.3 Practical Recommendations
The SASEM exhibits acceptable model performance under the structural endogenous lag model
A3, but some practical considerations should be made. Each Monte-Carlo study contributes prac-
tical implications for the use of the SASEM with structural endogenous lags. Model A2 and A4 in
the specifications presented here should not be used in applied work due to the inability to recover
105
spatial parameters; thus, their analysis models will not be discussed further in this section.
5.3.1 Omission
Study 1 provides guidance on the impact of omitting dependence of different forms in SEMs. A
promising finding is that under solely endogenous structural dependence typical SEM parameters
exhibit robustness to omitted endogenous dependence. Researchers who have strong theoretical
reasons to believe dependence is only present in the outcome variable may use the endogenous lag
model solely for the additional information provided by the framework as opposed to employing it
purely for statistical control.
5.3.2 Model and prior specifications
A combination of models and research were integrated to produce the SASEM. Work by Lee et al.
(2007) provided the model and prior specification of Bayesian SEM capable of estimating latent
interaction effects. Oud & Folmer (2008) provided an approach to estimating latent structural spa-
tial effects with observed exogenous variables. Stakhovych et al. (2012) and LeSage & Parent
(2007) provided prior specifications for the spatial parameters. Study 2 provides supporting evi-
dence for each of these specifications with some additional considerations. Regarding the spatial
effect of the specifications tested, only model A3 showed consistently accurate estimates on all pa-
rameters. Therefore, the SASEM should only be implemented with a single structural endogenous
lag without more testing.
One specific condition and prior selection needs further attention. Under model A3 accurate
recovery of population ρη = 0 resulted in 0% coverage. This was a symptom of the boundary of
the prior distribution specified for ρη of ∼Uni f orm(0,1). Therefore, I recommend using a lower
bound of 0 if strong theoretical information suggests a non-zero spatial effect.
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5.3.3 Sample size
The appropriate sample size for a traditional latent variable model has been a topic of debate (West-
land, 2015). In part, this is a result of the degree of variation in model specification. Each scenario
is very different and many factors influence sample size requirements, such as the number of pa-
rameters, effect sizes, the number of observed items and latent factors, and the loading structure
(Wolf et al., 2013; Westland, 2010; Fan et al., 1999). However, a spatial adaptation such as the
SASEM has not been explored fully. Each model should be taken in context; specifically, the num-
ber of observed items, factors, and the smallest anticipated effect of interest will all govern sample
size considerations. In Study 2 when specified with W ∗C model A3 was consistently unbiased re-
garding both spatial and non-spatial parameters, including the latent interaction effect at n = 196
and greater. However, W ∗D exhibited more bias and lower coverage under the same circumstances.
This corroborates work by Stakhovych & Bijmolt (2009) which posits the need for high sample
sizes when using saturated W specifications. Therefore, the following will increase the sample size
necessary to accurately estimate the endogenous structural lag SASEM: increased number of ob-
served items; increased number of factors; small structural or measurement level effects of interest;
small spatial effects of interest; and higher saturation of W .
5.3.4 W specification
Literature asserts several factors which must be considered when choosing a W specification. Study
3 provides additional considerations (LeSage & Pace, 2014a; Stakhovych & Bijmolt, 2009). First,
the choice of W specification will be guided by theory (LeSage & Pace, 2014a). The goal of this
choice is to match W with a "population W ". That is, the dependence process at the population
level has some unknown W which represent the dependence between cases. Study 3 shows that
saturated representations of W require higher sample sizes to accurately recover the population
value. This is a particular issue for social network modeling. In this setting, cases will have some
degree of influence on most other cases, synonymous with the W ∗D condition. To accommodate this,
using cutoff criteria W to produce a parsimonious representation might be beneficial. The choice
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of cutoff value should be selected to align with a low value of "influence", effectively trimming
the direct impact of "non-influential" connections. Further research is needed to test if the use of
cutoffs improve estimation characteristics of SASEM.
5.3.5 Implications of spillover interpretations of structural estimates
In Section 2.2, I discussed the additional information obtained by interpreting model coefficients
via spillover effects. Interpretation of structural slopes in the presence of non-zero ρη estimates
requires calculation of direct and indirect impacts to properly interpret coefficients. This is the
primary benefit of dependent modeling in applied situations. However, this means that when ρη
estimates are biased, interpretation of the structural slopes are biased (LeSage & Pace, 2014a).
Study 4 provides insight on the consequences of model misspecification under different routes
of dependence. The endogenous lag model A3 had difficulties accurately recovering ρη when the
population model had un-modeled disturbance dependence. This resulted in biased ρη estimates,
which in turn bias the interpretation of structural slope estimates. Therefore, it is important to
use substantive theory to account for dependent omissions which would lead to disturbance depen-
dence. If a researcher believes there may be dependent omitted variables the instrumental variables
approach can be used to diminish the disturbance dependence. This is more practical in network
than econometric settings with geographic regions. In short, the instrumental variables approach
calls for the addition of covariates, which are correlated with the predictors but uncorrelated with
the error term (Angrist & Krueger, 2001). For a more in depth discussion of the general instru-
mental variable approaches, see Angrist & Krueger (2001). For a more detailed explanation of the




The Monte-Carlo studies were designed to provide a baseline of understanding for the novel
SASEM. As a new model, it was important to investigate its performance in practical situations.
Therefore, I used applied research to identify reasonable sample size conditions, W specifica-
tions, and misspecification conditions which mirror applied situations. Nonetheless, I recognize
the implications of the study are limited by the conditions and how they were assessed, as in any
simulation study.
Latent variable models have a limitless number of potential specifications. The number of ob-
served and latent variables, the loading structure, the structural relationships, and magnitude of
effects all vary between situations. In addition, the SASEM includes spatial effects which also
have a vast number of potential specifications. Specifically, the geographic or network structure,
location and type of dependent lag, and specification of W will also differ. Together these vari-
ations make identifying an "normal" circumstance difficult. Bayesian latent variable modeling
approaches are computationally expensive and time consuming; thus, must to be considered when
choosing simulation conditions.
As this is a novel model, I attempted to manipulate the conditions which were most important to
understanding the baseline SASEM model performance in practical situations. Nonetheless, there
were limitations of the studies and the claims made. Sample size impacted computational wall
time the most causing higher sample sizes were not explored. Thus, it is unknown whether model
A4 is capable of accurately recovering spatial parameters at higher sample sizes. Population level
dependence was explored in only three conditions (0, 0.3, and 0.6). Negative spatial dependence is
uncommon in applied settings but exists nonetheless. I solely explore a balanced square geographic
representation of the dependence process. While less practical, this was chosen to provide control
over the W specification. The impact of irregularly shaped geographic (dependence) relationships
was not explored. Alternative specifications of the latent variable model were also not considered.
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It may be the case that additional observed items may provide the information necessary for model
A2 to accurately recover measurement level spatial effects. In addition, latent polynomial effects
were not explored. Following the research of Lee et al. (2007), I anticipate that latent polynomial
effects such as quadratic effects in Bayesian SEM will exhibit comparable performance to that of
the latent interaction effect explored (also see Kelava et al., 2014).
Finally, the measurements of performance employed restrict the conclusions. Biased ρη esti-
mates result in biased interpretations of structural slopes. However, I did not explore this in this
initial assessment of the SASEM. To measure the impact of biased ρη estimates on interpretations
of γ1, γ2 , and γ3 fitted values can be computed, compared to population values, and summarized
(Stakhovych & Bijmolt, 2009).
5.4.2 Empirical example
The empirical example makes several assumptions about the data which limit confidence in the
results. I assume the data are stationary in time regarding all effects in the model. This is a general
problem for cross-sectional designs. For predictions to be accurate in cross-sectional work it is
important that the relationships measured are reasonably stationary in time. This was not verified
in the empirical example and is thus limits generalizations about the conclusions. Only one W
specification was implemented. To align with the phenomena, a rook first order neighborhood
matrix specification was chosen. This was done to align with the concept that crime is likely to
spillover to neighboring counties more which share larger borders. The choice to not explore other
potential specifications of W assumes the spatial process follows this logic.
5.4.3 SASEM
The SASEM model is limited in its application in several ways. First and foremost, simultaneous
structural lags and measurement level effects did not exhibit acceptable model performance. Thus,
these specifications of the SASEM need further investigation.
First, the endogenous structural lag model showed acceptable performance under properly
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specified situations but failed to estimate ρη accurately in the presence of omitted disturbance
dependence. This means theory and instrumental variable approaches must be used to diminish
the impact of omitted spatially-dependent variables. As discussed above, the valid application of
this models using instrumental variable approaches relies on the correct choice of the set of instru-
mental variables. I did not investigate this aspect of modeling strategy (e.g., if it is necessary to
include all relevant instrumental variables or if a subset is sufficient). This would have exceeded
what could feasibly be presented in this dissertation.
Second, a limitation of auto-regressive modeling for both econometric and network applica-
tions concerns the use of saturated W specifications. Theory may suggest that each case directly
impacts all other cases and indirectly impacts all other cases through impacts on other cases. A
fully saturated W matrix such as W ∗D reflected this in Simulation Study 3 and requires a much
larger sample sizes to accurately recover ρη , thus limiting its usefulness.
Third, the SASEM is a cross-sectional model aimed at measuring a situation at a single mea-
surement occasion. As many researchers have pointed out, it is not plausible to believe all phenom-
ena can be accurately predicted from a singular cross-section (Raleigh & Cioffi, 1998; Márquez
et al., 2010; Holly et al., 2010). The SASEM model assumes that the spatial process as well as
other relationships are stationary in time. 2
Finally, the SASEM and many other spatial models assume the spatial process is uniform across
the sample space. This is unreasonable in some circumstances. For example, it is reasonable to
consider housing prices may exhibit different spatial properties in rural housing markets compared
to metropolitan markets.
5.5 Future Research
The endogenous variant of the SASEM shows promising performance and should be explored
further. First the limitations of the Monte-Carlo study should be addressed. For example, addi-
2This is an assumption of all cross-sectional analysis. Stationarity refers to the relationships between variables (γ ,
λ , and ρη ) which do not change in time. However, the mean value of these variables may change without impact. For
more information on stationarity see Hadri (2000).
111
tional sample sizes, negative and small effect sizes for spatial parameters, alternative latent variable
specifications, and polynomial effects should be explored in more detail to provide more general
recommendations.
The simultaneous structural lag model A4 and measurement lag model A2 should be explored
in more detail. It may be the case that sample sizes or other situations may have lead to the
inaccurate estimates observed in A2 and A4. Further research should explore these models in
more detail.
With some changes the SASEM can be generalized to many more situations than described in
this paper. First, in some situations it may be unrealistic to assume that a single scalar summary
accurately measures the population level spatial process. The SASEM model could be extended
to include a random effect of ρη at the structural level (Rabe-Hesketh et al., 2007) which allows
variation in the magnitude of the effect of ρη across different clusters of spatial units (e.g., counties
in states). Second, it could be reasonable to assume that spatial dependence varies across several
known or unknown groups (e.g., rural vs metropolitan areas). Latent class analysis is a means to
extend the SASEM to account for such heterogeneity in spatial dependency. Third, modern data
collection methods (such as mobile phone apps) allow researchers to collect dynamic psychologi-
cally relevant data (e.g., attitudes, feelings, and cognitive performances) in field experiments with
high external validity. At the same time, dynamic spatial information can be collected where does
the participants respond to the questions or tasks. Extensions of the SASEM to account for dy-
namic changes in spatial dependency are necessary to model such data (e.g., using dynamic latent
class structural equation models) (Asparouhov et al., 2017, 2018; Kelava & Brandt, 2019).
Finally, the SASEM model presented here was utilized with normal continuous exogenous and
endogenous variables. In theory, the SASEM could be extended to a generalized approach which
can accommodate endogenous variables that follow other distributions, like binary or count data.
In fact, Song et al. (2013) developed a generalized Bayesian SEM framework which in theory
could be extended to accommodate endogenous spatial lags.
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5.6 Conclusion
The endogenous structural lag variant of the SASEM is a promising addition to the set of methods
for analyzing multivariate spatially or socially dependent data. As network science grows, interest
in dependent methodology has increased. Current approaches restrict the types of data that can be
analyzed, as methods are typically constrained to univariate outcome variables. The endogenous
lag SASEM provides a solution to this problem. Researchers in the social sciences frequently
investigate complex relationships between three or more variables. The ability to simultaneously
accommodate latent interaction effects with dependent spillover effects provides a means to match
methodological approaches and rich interpretations to complex theory.
In applied settings the endogenous lag SASEM should be used with some considerations in
mind. Parsimonious specifications of W should be used when possible. Estimates of ρη are biased
in the presence of structural disturbance dependence, in turn biasing interpretations of γ . Instru-
mental variable approaches can be incorporated to reduce this threat. This problem plagues all
spatial models and is not unique to the SASEM.
113
References
Angrist, J. D. & Krueger, A. B. (2001). Instrumental variables and the search for identification:
From supply and demand to natural experiments. Journal of Economic Perspectives, 15(4),
69–85.
Anselin, L. (1986). Non-nested tests on the weight structure in spatial autoregressive models:
Some monte carlo results. Journal of Regional Science, 26(2), 267–284.
Anselin, L. (1988a). Lagrange multiplier test diagnostics for spatial dependence and spatial het-
erogeneity. Geographical Analysis, 20(1), 1–17.
Anselin, L. (1988b). Spatial econometrics: methods and models (vol. 4). Studies in Operational
Regional Science. Dordrecht: Springer Netherlands.
Anselin, L. (2003). An introduction to spatial autocorrelation analysis with geoda. Spatial Analysis
Laboratory, University of Illinois, Champagne-Urbana, Illinois.
Anselin, L. & Florax, R. J. G. M. (1995). Small sample properties of tests for spatial dependence
in regression models: Some further results. In L. Anselin & R. J. G. M. Florax (Eds.), New
Directions in Spatial Econometrics (pp. 21–74). Berlin: Springer.
Arhonditsis, G., Paerl, H., Valdes-Weaver, L., Stow, C., Steinberg, L., & Reckhow, K. (2007).
Application of Bayesian structural equation modeling for examining phytoplankton dynamics
in the Neuse River Estuary (North Carolina, USA). Estuarine, Coastal and Shelf Science, 72(1-
2), 63–80.
Aroian, L. A. (1944). The probability function of the product of two normally distributed variables.
The Annals of Mathematical Statistics, 18, 265–271.
114
Asparouhov, T., Hamaker, E. L., & Muthén, B. O. (2017). Dynamic latent class analysis. Structural
Equation Modeling: A Multidisciplinary Journal, 24(2), 257–269.
Asparouhov, T., Hamaker, E. L., & Muthén, B. O. (2018). Dynamic structural equation models.
Structural Equation Modeling: A Multidisciplinary Journal, 25(3), 359–388.
Bernasco, W. & Elffers, H. (2010). Statistical analysis of spatial crime data. In A. R. Piquero & D.
Weisburd (Eds.), Handbook of Quantitative Criminology (pp. 699–724). New York: Springer.
Blodgett, J. G. & Anderson, R. D. (2000). A Bayesian network model of the consumer complaint
process. Journal of Service Research, 2(4), 321–338.
Bollen, K. A. (1989). Structural equations with latent variables. New York: Wiley.
Bollen, K. A. (1995). Structural equation models that are nonlinear in latent variables: A least
squares estimator. Sociological Methodology, 25, 223–251.
Brandt, H., Cambria, J., & Kelava, A. (2018). An adaptive Bayesian lasso approach with spike-
and-slab priors to identify multiple linear and nonlinear effects in structural equation models.
Structural Equation Modeling: A Multidisciplinary Journal, 25(6), 946–960.
Brandt, H., Kelava, A., & Klein, A. (2014). A simulation study comparing recent approaches
for the estimation of nonlinear effects in sem under the condition of nonnormality. Structural
Equation Modeling: A Multidisciplinary Journal, 21(2), 181–195.
Brandt, H., Umbach, N., Kelava, A., & Bollen, K. A. B. (2019). Comparing estimators for latent
interaction models under structural and distributional misspecifications. Psychological Methods,
0, 1–25.
Brown, T. A. (2014). Confirmatory factor analysis for applied research. New York: Guilford
Publications.
Chaplin, W. F. (1991). The next generation of moderator research in personality psychology.
Journal of Personality, 59(2), 143–178.
115
Christensen, W. F. & Amemiya, Y. (2001). Generalized shifted-factor analysis method for multi-
variate geo-referenced data. Mathematical Geology, 33(7), 801–824.
Christensen, W. F. & Amemiya, Y. (2002). Latent variable analysis of multivariate spatial data.
Journal of the American Statistical Association, 97(457), 302–317.
Christensen, W. F. & Amemiya, Y. (2003). Modeling and prediction for multivariate spatial factor
analysis. Journal of Statistical Planning and Inference, 115(2), 543–564.
Clarke, K. A. (2005). The phantom menace: Omitted variable bias in econometric research. Con-
flict Management and Peace Science, 22(4), 341–352.
Clarke, K. A. (2009). Return of the phantom menace: Omitted variable bias in political research.
Conflict Management and Peace Science, 26(1), 46–66.
Cohen, J. (1988). The effect size index: d. Statistical Power Analysis for the Behavioral Sciences,
2, 284–288.
Cohen, J., Cohen, P., West, S., & Aiken, L. (2003). Applied multiple correlation/regression analy-
sis for the social sciences. Hillsdale, NJ: Erlbaum.
Deller, S. C. & Deller, M. A. (2010). Rural crime and social capital. Growth and Change, 41(2),
221–275.
Dempster, A. P., Laird, N. M., & Rubin, D. B. (1977). Maximum likelihood from incomplete data
via the em algorithm. Journal of the Royal Statistical Society: Series B (Methodological), 39(1),
1–22.
DiStefano, C., Zhu, M., & Mindrila, D. (2009). Understanding and using factor scores: Con-
siderations for the applied researcher. Practical Assessment, Research & Evaluation, 14(20),
1–11.
Dorfman, R. (1979). A formula for the gini coefficient. The Review of Economics and Statistics,
(pp. 146–149).
116
Duczmal, L., Kulldorff, M., & Huang, L. (2006). Evaluation of spatial scan statistics for irregularly
shaped clusters. Journal of Computational and Graphical Statistics, 15(2), 428–442.
Fan, X., Thompson, B., & Wang, L. (1999). Effects of sample size, estimation methods, and
model specification on structural equation modeling fit indexes. Structural Equation Modeling:
A Multidisciplinary Journal, 6(1), 56–83.
Finney, S. J. & DiStefano, C. (2006). Non-normal and categorical data in structural equation
modeling. In G. R. Hancock & R. O. Mueller (Eds.), Structural equation modeling: A second
course (pp. 269–314). Greenwich: Information Age Publishing.
Gelman, A. et al. (2008). Objections to Bayesian statistics. Bayesian Analysis, 3(3), 445–449.
Gelman, A., Stern, H. S., Carlin, J. B., Dunson, D. B., Vehtari, A., & Rubin, D. B. (2013). Bayesian
data analysis. Chapman and Hall/CRC.
Genz, A., Bretz, F., Miwa, T., Mi, X., Leisch, F., Scheipl, F., & Hothorn, T. (2019). mvtnorm:
Multivariate Normal and t Distributions. R package version 1.0-11.
Golgher, A. B. & Voss, P. R. (2016). How to interpret the coefficients of spatial models: Spillovers,
direct and indirect effects. Spatial Demography, 4(3), 175–205.
Goodchild, M. F., Anselin, L., Appelbaum, R. P., & Harthorn, B. H. (2000). Toward spatially
integrated social science. International Regional Science Review, 23(2), 139–159.
Hadri, K. (2000). Testing for stationarity in heterogeneous panel data. The Econometrics Journal,
3(2), 148–161.
Hogan, J. W. & Tchernis, R. (2004). Bayesian factor analysis for spatially correlated data, with
application to summarizing area-level material deprivation from census data. Journal of the
American Statistical Association, 99(466), 314–324.
Holly, S., Pesaran, M. H., & Yamagata, T. (2010). A spatio-temporal model of house prices in the
usa. Journal of Econometrics, 158(1), 160–173.
117
Howell, R. D., Breivik, E., & Wilcox, J. B. (2017). Reconsidering formative measurement. Psy-
chological Methods, 12, 205–218.
Jöreskog, K. G., Yang, F., Marcoulides, G., & Schumacker, R. (1996). Nonlinear structural equa-
tion models: The Kenny-Judd model with interaction effects. In I. G. A. Marcoulides & R. E.
Schumacker (Eds.), Advanced Structural Equation Modeling: Issues and Techniques (pp. 57–
88). Mahwah, NJ: Erlbaum.
Kelava, A. & Brandt, H. (2009). Estimation of nonlinear latent structural equation models using
the extended unconstrained approach. Review of Psychology, 16, 123–131.
Kelava, A. & Brandt, H. (2019). A nonlinear dynamic latent class structural equation model.
Structural Equation Modeling: A Multidisciplinary Journal, 26(4), 509–528.
Kelava, A. & Nagengast, B. (2012). A Bayesian model for the estimation of latent interaction and
quadratic effects when latent variables are non-normally distributed. Multivariate Behavioral
Research, 47(5), 717–742.
Kelava, A., Nagengast, B., & Brandt, H. (2014). A nonlinear structural equation mixture modeling
approach for nonnormally distributed latent predictor variables. Structural Equation Modeling:
A Multidisciplinary Journal, 21(3), 468–481.
Kelava, A., Werner, C. S., Schermelleh-Engel, K., Moosbrugger, H., Zapf, D., Ma, Y., Cham, H.,
Aiken, L. S., & West, S. G. (2011). Advanced nonlinear latent variable modeling: Distribu-
tion analytic lms and qml estimators of interaction and quadratic effects. Structural Equation
Modeling: A Multidisciplinary Journal, 18(3), 465–491.
Kenny, D. A. & Judd, C. M. (1984). Estimating the nonlinear and interactive effects of latent
variables. Psychological Bulletin, 96(1), 201–210.
Kenny, D. A. & Judd, C. M. (1986). Consequences of violating the independence assumption in
analysis of variance. Psychological Bulletin, 99(3), 422.
118
Kenny, D. A. & Milan, S. (2012). Identification: A non-technical discussion of a technical issue.
In R. H. Hoyle (Ed.), Handbook of structural equation modeling (pp. 145–163). New York, NY:
Guilford Press.
Kernis, M. H., Grannemann, B. D., & Mathis, L. C. (1991). Stability of self-esteem as a moderator
of the relation between level of self-esteem and depression. Journal of Personality and Social
Psychology, 61(1), 80.
Kincaid, D. L. (2000). Social networks, ideation, and contraceptive behavior in bangladesh: a
longitudinal analysis. Social Science & Medicine, 50(2), 215–231.
Klein, A. & Moosbrugger, H. (2000). Maximum likelihood estimation of latent interaction effects
with the lms method. Psychometrika, 65(4), 457–474.
Klein, A. G. & Muthén, B. O. (2007). Quasi-maximum likelihood estimation of structural equation
models with multiple interaction and quadratic effects. Multivariate Behavioral Research, 42(4),
647–673.
Kubrin, C. E. & Weitzer, R. (2003). New directions in social disorganization theory. Journal of
Research in Crime and Delinquency, 40(4), 374–402.
Land, K. C., McCall, P. L., & Cohen, L. E. (1990). Structural covariates of homicide rates: Are
there any invariances across time and social space? American Journal of Sociology, 95(4),
922–963.
Lee, D. (2013). CARBayes: an R package for Bayesian spatial modeling with conditional autore-
gressive priors. Journal of Statistical Software, 55(13), 1–24.
Lee, S.-Y., Song, X.-Y., & Tang, N.-S. (2007). Bayesian methods for analyzing structural equa-
tion models with covariates, interaction, and quadratic latent variables. Structural Equation
Modeling: A Multidisciplinary Journal, 14(3), 404–434.
119
Leenders, R. T. (1995). Structure and influence: Statistical models for the dynamics of actor
attributes, network structure and their interdependence. PhD thesis, University of Groningen.
LeSage, J. & Pace, R. K. (2009). Introduction to spatial econometrics. Chapman and Hall/CRC.
LeSage, J. P. (1997). Bayesian estimation of spatial autoregressive models. International Regional
Science Review, 20(1-2), 113–129.
LeSage, J. P. (1999). The theory and practice of spatial econometrics.
LeSage, J. P. (2014). What regional scientists need to know about spatial econometrics. Available
at SSRN 2420725.
LeSage, J. P. & Pace, R. K. (2014a). The biggest myth in spatial econometrics. Econometrics,
2(4), 217–249.
LeSage, J. P. & Pace, R. K. (2014b). Interpreting spatial econometric models. In Handbook of
regional science (pp. 1535–1552). New York: Springer.
LeSage, J. P. & Parent, O. (2007). Bayesian model averaging for spatial econometric models.
Geographical Analysis, 39(3), 241–267.
Liu, X., Wall, M. M., & Hodges, J. S. (2005). Generalized spatial structural equation models.
Biostatistics, 6(4), 539–557.
Márquez, M. A., Ramajo, J., & Hewings, G. J. (2010). A spatio-temporal econometric model of
regional growth in spain. Journal of Geographical Systems, 12(2), 207–226.
Marsh, H. W., Wen, Z., & Hau, K.-T. (2004). Structural equation models of latent interactions:
Evaluation of alternative estimation strategies and indicator construction. Psychological Meth-
ods, 9(3), 275.
McMillen, D. P., Singell Jr, L. D., & Waddell, G. R. (2007). Spatial competition and the price of
college. Economic Inquiry, 45(4), 817–833.
120
Messner, S. F., Anselin, L., Baller, R. D., Hawkins, D. F., Deane, G., & Tolnay, S. E. (1999). The
spatial patterning of county homicide rates: An application of exploratory spatial data analysis.
Journal of Quantitative Criminology, 15(4), 423–450.
Mooijaart, A. & Bentler, P. M. (2010). An alternative approach for nonlinear latent variable models.
Structural Equation Modeling, 17(3), 357–373.
Morenoff, J. D., Sampson, R. J., & Raudenbush, S. W. (2001). Neighborhood inequality, collective
efficacy, and the spatial dynamics of urban violence. Criminology, 39(3), 517–558.
Musafer, G. N., Thompson, M. H., Wolff, R. C., & Kozan, E. (2017). Nonlinear multivariate
spatial modeling using nlpca and pair-copulas. Geographical Analysis, 49(4), 409–432.
Muthén, B. & Asparouhov, T. (2012). Bayesian structural equation modeling: a more flexible
representation of substantive theory. Psychological Methods, 17(3), 313.
Nisbett, R. E. (2018). Culture of honor: The psychology of violence in the South. New York:
Routledge.
Oberle, W. (2015). Monte Carlo Simulations: Number of Iterations and Accuracy. Technical
report, Army Research Lab Aberdeen Proving Ground MD Weapons and Materials Research.
Oud, J. H. & Folmer, H. (2008). A structural equation approach to models with spatial dependence.
Geographical Analysis, 40(2), 152–166.
Pace, R. K. & LeSage, J. P. (2008). Biases of ols and spatial lag models in the presence of an
omitted variable and spatially dependent variables. Available at SSRN 1133438.
Paelinck, J. H. P. & Klaassen, L. L. H. (1979). Spatial Econometrics, volume 1. Saxon House.
Palla, G., Barabási, A.-L., & Vicsek, T. (2007). Quantifying social group evolution. Nature,
446(7136), 664.
121
Patterson, E. B. (1991). Poverty, income inequality, and community crime rates. Criminology,
29(4), 755–776.
Plümper, T. & Neumayer, E. (2010). Model specification in the analysis of spatial dependence.
European Journal of Political Research, 49(3), 418–442.
Ponds, R., Oort, F. v., & Frenken, K. (2009). Innovation, spillovers and university–industry col-
laboration: an extended knowledge production function approach. Journal of Economic Geog-
raphy, 10(2), 231–255.
R Core Team (2019). R: A Language and Environment for Statistical Computing. R Foundation
for Statistical Computing, Vienna, Austria.
Rabe-Hesketh, S., Skrondal, A., & Zheng, X. (2007). Multilevel structural equation modeling. In
S.-Y. Lee (Ed.), Handbook of latent variable and related models (pp. 209–227). North Holland:
Elsevier.
Raftery, A. E. (1993). Bayesian model selection in structural equation models. Sage Focus Edi-
tions, 154, 163–163.
Raleigh, G. G. & Cioffi, J. M. (1998). Spatio-temporal coding for wireless communication. IEEE
Transactions on Communications, 46(3), 357–366.
Rindskopf, D. (1984). Structural equation models: Empirical identification, heywood cases, and
related problems. Sociological Methods & Research, 13(1), 109–119.
Rosenfeld, R., Baumer, E. P., & Messner, S. F. (2001). Social capital and homicide. Social Forces,
80(1), 283–310.
Rosseel, Y. (2010). Mplus estimators: Mlm and mlr. In First Mplus User meeting–October 27th.
Schreck, C. J., McGloin, J. M., & Kirk, D. S. (2009). On the origins of the violent neighborhood:
A study of the nature and predictors of crime-type differentiation across chicago neighborhoods.
Justice Quarterly, 26(4), 771–794.
122
Shi, L. (1998). Sociodemographic characteristics and individual health behaviors. Southern Med-
ical Journal, 91(10), 933–941.
Song, X.-Y., Lu, Z.-H., Cai, J.-H., & Ip, E. H.-S. (2013). A Bayesian modeling approach for
generalized semiparametric structural equation models. Psychometrika, 78(4), 624–647.
Stakhovych, S. & Bijmolt, T. H. (2009). Specification of spatial models: A simulation study on
weights matrices. Papers in Regional Science, 88(2), 389–408.
Stakhovych, S., Bijmolt, T. H., & Wedel, M. (2012). Spatial dependence and heterogeneity in
Bayesian factor analysis: A cross-national investigation of schwartz values. Multivariate Be-
havioral Research, 47(6), 803–839.
Stan Development Team (2018). The Stan Core Library. Version 2.18.0.
Stan Development Team (2019). RStan: the R interface to Stan. R package version 2.19.2.
Stoica, P., Viberg, M., & Ottersten, B. (1994). Instrumental variable approach to array processing
in spatially correlated noise fields. IEEE Transactions on Signal Processing, 42(1), 121–133.
Suhr, D. (2006). The basics of structural equation modeling. Presented: Irvine, CA, SAS User
Group of the Western Region of the United States (WUSS).
Valente, T. W. (2005). Network models and methods for studying the diffusion of innovations.
In P. J. Carrington, J. Scott, & S. Wasserman (Eds.), Models and methods in social network
analysis (pp. 98–116). New York, NY: Cambridge University Press.
Valente, T. W., Watkins, S. C., Jato, M. N., Van Der Straten, A., & Tsitsol, L.-P. M. (1997).
Social network associations with contraceptive use among cameroonian women in voluntary
associations. Social Science & Medicine, 45(5), 677–687.
Vehtari, A., Gelman, A., Simpson, D., Carpenter, B., & Bürkner, P.-C. (2019). Rank-normalization,
folding, and localization: An improved R̂ for assessing convergence of mcmc. arXiv preprint
arXiv:1903.08008.
123
Wall, M. M. & Amemiya, Y. (2001). Generalized appended product indicator procedure for non-
linear structural equation analysis. Journal of Educational and Behavioral Statistics, 26(1),
1–29.
Wall, M. M. & Amemiya, Y. (2003). A method of moments technique for fitting interaction ef-
fects in structural equation models. British Journal of Mathematical and Statistical Psychology,
56(1), 47–63.
Wang, F. & Wall, M. M. (2003). Generalized common spatial factor model. Biostatistics, 4(4),
569–582.
Westland, J. C. (2010). Lower bounds on sample size in structural equation modeling. Electronic
Commerce Research and Applications, 9(6), 476–487.
Westland, J. C. (2015). A brief history of structural equation models. In Structural Equation
Models (pp. 9–22). Springer.
Wolf, E. J., Harrington, K. M., Clark, S. L., & Miller, M. W. (2013). Sample size requirements for
structural equation models: An evaluation of power, bias, and solution propriety. Educational
and Psychological Measurement, 73(6), 913–934.
Wu, H. & Estabrook, R. (2016). Identification of confirmatory factor analysis models of different





Table A.1: Results table for Study 1 measurement lag population model (D2) and non-spatial
analysis model (A1) conditions
ρy2 = 0 ρy2 = 0.3 ρy2 = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
W ∗C
49
α 0.00 -0.01 -0.51 95.50 0.00 0.12 95.60 0.00 -0.07 94.97
γ1 0.30 0.32 6.98 96.22 0.32 7.38 96.11 0.32 8.02 96.10
γ2 0.30 0.32 6.84 97.03 0.32 6.27 96.63 0.32 7.57 96.62
γ3 0.15 0.16 8.24 95.81 0.16 9.16 96.42 0.16 8.65 96.21
σx1 0.50 0.51 1.16 93.66 0.51 1.14 94.99 0.51 1.05 93.95
σx2 0.50 0.51 1.77 95.30 0.50 0.92 94.27 0.50 0.77 95.59
σx3 0.50 0.51 1.68 95.60 0.50 0.03 94.27 0.51 1.33 95.18
σx4 0.50 0.51 2.55 93.46 0.51 1.62 94.79 0.51 1.96 95.90
σx5 0.50 0.50 -0.28 94.99 0.51 1.07 94.68 0.50 0.71 94.67
σx6 0.50 0.51 2.03 94.99 0.50 0.81 94.48 0.51 1.04 95.38
σy1 0.50 0.49 -1.68 95.19 0.49 -1.97 95.81 0.49 -1.87 94.26
σy2 0.50 0.50 0.14 95.09 0.49 -1.01 94.89 0.50 0.82 95.79
σy3 0.50 0.50 0.35 94.79 0.51 1.26 94.68 0.52 4.35 92.10
σξ1 1.00 1.01 1.36 94.48 1.01 0.96 94.79 1.01 0.84 95.90
σξ2 1.00 1.01 1.22 93.97 1.00 0.30 96.32 1.01 0.91 94.15
νx1 0.00 0.00 -0.45 96.11 0.00 0.09 94.99 -0.01 -0.93 94.87
νx2 0.00 -0.01 -0.54 95.81 0.00 -0.50 93.56 -0.01 -0.86 94.26
νx3 0.00 0.00 -0.21 96.42 0.00 0.16 95.19 0.00 -0.44 94.87
νx4 0.00 0.01 0.71 94.79 0.01 1.08 95.50 0.00 0.28 94.46
νx5 0.00 0.01 0.76 94.89 0.01 0.87 97.44 0.00 0.01 95.59
νx6 0.00 0.01 0.64 94.89 0.01 1.35 96.01 0.00 0.34 96.21
νy2 0.00 0.00 0.26 94.17 0.00 0.18 95.30 0.00 -0.35 94.36
νy3 0.00 0.01 0.53 93.56 0.00 -0.05 88.75 0.00 -0.30 86.77
λx2 1.00 1.01 1.37 94.27 1.02 2.06 95.81 1.03 2.92 96.31
λx3 1.00 1.02 1.58 94.38 1.02 2.40 95.91 1.03 3.12 95.59
λx4 1.00 1.02 2.12 94.48 1.03 2.78 95.71 1.02 2.41 95.79
λx5 1.00 1.02 1.70 96.52 1.03 2.57 94.79 1.02 2.24 95.18
λy2 1.00 0.92 -8.30 94.17 0.94 -6.49 93.46 0.92 -7.60 93.03
λy3 1.00 0.91 -9.01 91.72 0.92 -7.69 93.15 0.91 -9.00 94.56
196
α 0.00 0.00 0.01 94.39 0.00 -0.24 93.94 0.00 -0.48 96.75
γ1 0.30 0.30 1.46 95.69 0.30 1.33 94.91 0.30 1.55 96.75
γ2 0.30 0.30 1.63 93.74 0.31 2.00 93.07 0.30 0.72 96.75
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Table A.1: Results table for Study 1 Measurement lag population model (D2) and non-spatial
analysis model (A1) (continued)
ρy2 = 0 ρy2 = 0.3 ρy2 = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
γ3 0.15 0.15 2.72 96.44 0.15 2.27 95.02 0.15 1.93 95.56
σx1 0.50 0.50 0.17 95.58 0.50 0.41 94.16 0.50 0.38 93.93
σx2 0.50 0.50 0.45 93.42 0.50 -0.01 94.26 0.50 -0.28 94.58
σx3 0.50 0.50 0.19 94.82 0.50 0.44 95.35 0.50 0.39 92.42
σx4 0.50 0.50 0.77 93.64 0.50 0.62 96.10 0.50 0.33 93.50
σx5 0.50 0.50 0.71 94.39 0.50 0.24 93.18 0.50 0.26 95.77
σx6 0.50 0.50 -0.81 95.15 0.50 0.53 95.02 0.50 0.87 94.26
σy1 0.50 0.50 -0.65 95.04 0.49 -1.25 95.24 0.49 -1.24 95.23
σy2 0.50 0.50 -0.48 96.01 0.50 -0.31 95.13 0.50 -0.69 95.23
σy3 0.50 0.49 -1.13 95.58 0.50 0.51 93.18 0.52 3.92 85.81
σξ1 1.00 1.00 -0.06 94.93 1.00 0.25 96.32 1.00 0.43 96.21
σξ2 1.00 1.00 0.23 94.82 1.00 0.50 95.45 1.00 0.33 95.02
νx1 0.00 0.00 0.14 95.58 0.01 0.76 93.72 0.00 -0.32 94.91
νx2 0.00 0.00 0.30 95.36 0.00 0.49 92.32 0.00 -0.27 92.96
νx3 0.00 0.01 0.57 94.61 0.00 0.38 92.75 0.00 -0.43 94.69
νx4 0.00 0.00 -0.19 95.36 -0.01 -0.52 94.16 0.00 -0.06 94.58
νx5 0.00 0.00 -0.28 95.36 0.00 -0.45 92.97 0.00 -0.22 93.82
νx6 0.00 0.00 -0.11 96.12 -0.01 -0.56 94.59 0.00 0.12 94.04
νy2 0.00 0.00 -0.15 94.07 0.00 0.10 94.59 0.00 0.46 95.67
νy3 0.00 0.00 -0.10 94.07 0.00 0.18 92.10 0.01 0.58 88.30
λx2 1.00 1.01 0.57 94.07 1.00 0.31 95.02 1.01 0.71 96.86
λx3 1.00 1.01 0.63 94.93 1.00 0.44 95.13 1.01 0.51 95.67
λx4 1.00 1.01 0.84 94.61 1.00 0.32 95.78 1.00 0.48 94.69
λx5 1.00 1.01 0.94 95.15 1.00 0.32 93.94 1.01 0.77 95.34
λy2 1.00 0.99 -1.03 93.85 0.98 -1.57 94.91 0.99 -1.14 93.07
λy3 1.00 0.99 -1.02 92.99 0.99 -1.36 94.59 0.98 -1.93 95.45
400
α 0.00 0.00 -0.05 94.51 0.00 0.01 94.51 0.00 -0.02 94.98
γ1 0.30 0.30 0.09 94.87 0.30 0.06 94.51 0.30 0.35 95.47
γ2 0.30 0.30 0.76 95.36 0.30 0.31 95.85 0.30 0.69 94.00
γ3 0.15 0.15 -0.82 94.99 0.15 -0.46 93.65 0.15 -0.75 96.20
σx1 0.50 0.50 -0.15 95.85 0.50 -0.06 95.24 0.50 0.49 94.12
σx2 0.50 0.50 0.62 95.60 0.50 0.12 94.14 0.50 0.15 95.47
σx3 0.50 0.50 -0.14 95.36 0.50 0.55 94.26 0.50 0.60 94.49
σx4 0.50 0.50 0.01 93.77 0.50 -0.21 95.60 0.50 0.08 94.61
σx5 0.50 0.50 -0.02 95.24 0.50 -0.22 94.99 0.50 0.12 93.63
σx6 0.50 0.50 0.07 94.26 0.50 0.38 95.36 0.50 0.09 94.85
σy1 0.50 0.50 -0.69 94.51 0.50 -0.61 94.87 0.50 -0.75 93.26
σy2 0.50 0.50 -0.42 95.85 0.50 -0.75 93.16 0.50 -0.53 95.83
σy3 0.50 0.50 -0.47 95.48 0.50 0.28 94.14 0.52 4.02 79.04
σξ1 1.00 1.00 0.25 94.99 1.00 0.02 95.12 1.00 -0.20 94.36
σξ2 1.00 1.00 0.26 94.26 1.00 0.30 94.51 1.00 0.12 95.34
νx1 0.00 0.00 0.00 96.21 0.00 0.09 95.97 0.01 0.54 96.32
νx2 0.00 0.00 -0.02 96.58 0.00 0.01 96.09 0.00 0.38 95.71
νx3 0.00 0.00 -0.05 96.58 0.00 0.02 94.87 0.00 0.31 95.47
νx4 0.00 0.00 -0.31 95.85 0.00 0.02 96.58 0.00 0.10 94.61
νx5 0.00 0.00 -0.45 94.26 0.00 0.12 96.58 0.00 0.22 95.10
νx6 0.00 0.00 -0.40 94.26 0.00 0.02 96.83 0.00 0.27 94.36
νy2 0.00 0.00 0.02 96.70 0.00 -0.04 94.99 0.00 0.17 93.75
νy3 0.00 0.00 -0.06 96.21 0.00 -0.05 91.70 0.00 0.11 87.87
λx2 1.00 1.00 -0.05 94.99 1.00 0.10 94.63 1.00 0.07 94.12
λx3 1.00 1.00 0.13 95.48 1.00 0.16 94.75 1.00 0.04 95.10
λx4 1.00 1.00 -0.04 95.97 1.00 0.04 95.36 1.00 -0.09 95.10
λx5 1.00 1.00 -0.39 94.63 1.00 0.04 94.99 1.00 0.02 94.73
λy2 1.00 0.99 -0.52 95.24 0.99 -0.50 94.02 0.99 -0.73 94.73
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Table A.1: Results table for Study 1 Measurement lag population model (D2) and non-spatial
analysis model (A1) (continued)
ρy2 = 0 ρy2 = 0.3 ρy2 = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
λy3 1.00 0.99 -0.94 94.51 1.00 0.00 93.04 0.99 -1.13 93.38
W ∗D
49
α 0.00 0.00 0.24 96.56 -0.01 -0.88 95.82 0.00 0.42 97.18
γ1 0.30 0.32 7.61 97.39 0.32 6.80 97.60 0.32 7.68 96.55
γ2 0.30 0.32 6.37 95.20 0.32 7.33 95.09 0.32 6.43 96.97
γ3 0.15 0.16 9.17 97.70 0.17 11.94 95.72 0.17 10.59 96.76
σx1 0.50 0.51 1.48 93.11 0.51 2.22 93.21 0.51 2.45 94.14
σx2 0.50 0.51 1.59 93.84 0.51 2.03 94.88 0.50 0.79 94.35
σx3 0.50 0.50 0.62 95.20 0.51 1.15 95.61 0.50 0.62 93.93
σx4 0.50 0.52 3.80 93.74 0.51 1.86 94.04 0.51 2.40 93.10
σx5 0.50 0.50 -0.50 94.57 0.50 -0.09 94.15 0.49 -1.38 94.14
σx6 0.50 0.51 1.32 94.47 0.50 0.25 94.57 0.51 1.77 94.77
σy1 0.50 0.49 -2.02 94.57 0.49 -1.36 96.13 0.49 -1.13 94.77
σy2 0.50 0.50 0.90 93.95 0.50 0.72 94.67 0.50 -0.18 96.03
σy3 0.50 0.50 0.48 93.22 0.49 -1.00 94.04 0.49 -1.20 95.40
σξ1 1.00 1.00 0.43 93.95 1.01 1.33 94.36 1.01 1.41 94.87
σξ2 1.00 1.00 -0.04 93.11 1.01 1.00 94.67 1.00 0.16 96.03
νx1 0.00 0.00 0.06 94.68 0.00 -0.21 95.92 0.00 0.27 95.61
νx2 0.00 0.00 0.05 96.35 0.00 -0.37 95.72 0.00 0.04 95.82
νx3 0.00 0.00 0.11 94.26 0.00 -0.11 96.45 0.00 0.47 96.55
νx4 0.00 0.01 0.85 95.09 -0.01 -1.10 94.46 0.01 1.04 94.98
νx5 0.00 0.00 0.28 95.72 -0.01 -1.18 95.61 0.01 0.61 96.34
νx6 0.00 0.01 0.51 96.35 -0.01 -1.11 94.46 0.00 0.41 95.19
νy2 0.00 0.00 -0.08 95.30 0.00 0.14 94.98 0.00 -0.50 95.82
νy3 0.00 0.00 0.17 94.78 0.00 0.18 90.91 0.00 0.24 87.66
λx2 1.00 1.02 2.32 96.03 1.03 2.61 93.73 1.02 2.25 94.46
λx3 1.00 1.02 2.04 96.03 1.02 2.39 96.13 1.03 2.55 95.19
λx4 1.00 1.03 3.26 94.89 1.03 2.68 94.15 1.03 2.83 95.71
λx5 1.00 1.03 2.73 95.09 1.02 2.46 94.25 1.02 2.47 96.23
λy2 1.00 0.92 -7.56 92.90 0.92 -7.94 93.63 0.92 -7.66 93.72
λy3 1.00 0.92 -7.81 94.36 0.92 -8.34 93.10 0.90 -9.65 93.93
196
α 0.00 0.00 -0.24 94.96 0.00 0.20 93.96 0.00 0.04 95.47
γ1 0.30 0.31 1.81 96.93 0.30 1.66 96.04 0.30 0.69 93.38
γ2 0.30 0.30 1.42 95.83 0.31 1.89 94.18 0.30 1.48 96.80
γ3 0.15 0.16 3.34 94.41 0.15 2.85 95.38 0.15 1.95 96.14
σx1 0.50 0.50 1.00 94.30 0.50 0.17 94.51 0.50 0.94 94.26
σx2 0.50 0.50 0.24 94.52 0.50 -0.22 94.29 0.50 0.39 93.05
σx3 0.50 0.50 -0.22 94.96 0.50 0.81 94.07 0.50 0.09 95.81
σx4 0.50 0.50 0.52 96.16 0.50 0.84 94.29 0.51 1.06 94.81
σx5 0.50 0.50 0.91 94.85 0.50 0.66 95.05 0.50 0.17 94.59
σx6 0.50 0.50 0.13 93.86 0.50 0.65 94.51 0.50 0.49 94.37
σy1 0.50 0.49 -1.07 94.85 0.50 -0.99 95.60 0.50 -0.62 94.48
σy2 0.50 0.50 -0.80 95.39 0.50 -0.38 95.60 0.50 -0.77 93.93
σy3 0.50 0.50 -0.76 95.07 0.50 -0.89 95.05 0.49 -1.07 95.14
σξ1 1.00 1.00 0.20 95.07 1.00 0.29 94.62 1.00 0.24 94.81
σξ2 1.00 1.00 -0.08 94.41 1.00 -0.13 93.52 1.00 -0.12 94.70
νx1 0.00 -0.01 -0.66 96.05 0.00 0.08 94.62 0.00 -0.15 95.25
νx2 0.00 -0.01 -0.61 95.39 0.00 0.17 95.05 0.00 -0.28 95.47
νx3 0.00 -0.01 -0.61 95.50 0.00 0.36 96.15 0.00 -0.42 94.92
νx4 0.00 0.00 -0.32 96.38 0.00 0.16 95.05 0.00 0.19 95.25
νx5 0.00 0.00 0.04 94.85 0.00 0.10 93.74 0.00 0.34 95.92
νx6 0.00 0.00 -0.13 93.64 0.00 -0.07 93.41 0.00 0.22 96.03
νy2 0.00 0.00 -0.27 94.63 0.00 -0.08 94.95 0.00 -0.13 95.25
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Table A.1: Results table for Study 1 Measurement lag population model (D2) and non-spatial
analysis model (A1) (continued)
ρy2 = 0 ρy2 = 0.3 ρy2 = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
νy3 0.00 0.00 0.16 96.27 0.00 -0.19 89.89 0.00 -0.33 82.56
λx2 1.00 1.00 0.45 95.29 1.00 0.46 94.18 1.01 0.70 93.82
λx3 1.00 1.01 0.77 94.63 1.01 0.72 95.05 1.01 0.60 93.93
λx4 1.00 1.01 0.80 94.19 1.00 0.44 95.71 1.01 0.81 93.71
λx5 1.00 1.01 0.54 94.41 1.01 0.55 95.16 1.01 0.91 94.70
λy2 1.00 0.99 -1.28 96.71 0.99 -1.05 94.51 0.99 -0.68 94.59
λy3 1.00 0.97 -2.71 94.30 0.99 -1.06 94.18 0.99 -0.59 94.92
400
α 0.00 0.00 -0.06 95.89 0.00 -0.21 94.84 0.00 -0.01 95.43
γ1 0.30 0.30 -0.50 93.77 0.30 0.05 95.84 0.30 0.35 95.18
γ2 0.30 0.30 0.10 96.26 0.30 0.27 95.21 0.30 0.47 96.57
γ3 0.15 0.15 -1.73 96.88 0.15 -1.64 94.96 0.15 -2.11 94.80
σx1 0.50 0.50 0.52 93.52 0.50 0.01 94.58 0.50 0.82 96.45
σx2 0.50 0.50 0.46 95.51 0.50 0.68 94.58 0.50 0.11 94.42
σx3 0.50 0.50 -0.01 94.51 0.50 0.00 94.58 0.50 0.46 93.65
σx4 0.50 0.50 0.55 94.76 0.50 -0.16 93.07 0.50 0.10 94.29
σx5 0.50 0.50 -0.13 94.01 0.50 0.15 93.95 0.50 0.38 96.19
σx6 0.50 0.50 0.07 96.01 0.50 0.37 94.58 0.50 0.58 94.92
σy1 0.50 0.50 -0.70 95.64 0.50 -0.63 93.95 0.50 -0.67 94.42
σy2 0.50 0.50 -0.73 93.27 0.50 -0.62 95.72 0.50 -0.51 95.56
σy3 0.50 0.50 -0.62 95.26 0.50 -0.58 94.71 0.50 -0.84 95.56
σξ1 1.00 1.00 -0.01 95.39 1.00 0.32 94.58 1.00 0.07 95.30
σξ2 1.00 1.00 0.14 95.39 1.00 0.21 94.08 1.00 -0.01 95.43
νx1 0.00 0.00 -0.03 94.64 0.00 -0.19 95.72 0.00 0.17 95.30
νx2 0.00 0.00 0.30 95.51 0.00 -0.16 95.59 0.00 0.08 95.56
νx3 0.00 0.00 0.04 95.26 0.00 -0.24 93.70 0.00 0.04 95.56
νx4 0.00 0.00 0.21 94.26 0.00 -0.03 94.84 0.00 -0.17 94.54
νx5 0.00 0.00 0.18 94.39 0.00 -0.20 96.35 0.00 0.06 93.91
νx6 0.00 0.00 0.04 94.51 0.00 0.06 94.96 0.00 -0.20 95.56
νy2 0.00 0.00 0.17 94.51 0.00 -0.21 92.95 0.00 0.00 95.05
νy3 0.00 0.00 0.07 94.89 0.00 0.01 91.06 0.00 0.02 85.15
λx2 1.00 1.00 0.20 94.89 1.00 0.01 94.08 1.00 0.33 93.65
λx3 1.00 1.00 0.18 94.26 1.00 0.23 94.08 1.00 0.40 95.56
λx4 1.00 1.00 0.27 92.39 1.00 0.07 96.35 1.00 0.29 96.32
λx5 1.00 1.00 0.50 93.39 1.00 0.01 95.21 1.00 0.20 95.18
λy2 1.00 0.99 -0.64 95.01 0.99 -1.16 93.45 0.99 -0.74 95.81
λy3 1.00 0.99 -0.61 96.38 0.98 -1.61 92.82 0.99 -1.06 92.51
1 W ∗ is the population and analysis W condition.
2 N is the simulated sample size.
3 θ is the simulated population value of each parameter.
4 ρy2 = ... is the simulated spatial autocorrelation of the endogenous lag.
5 ¯̂θ is the obtained average posterior mean across simulated iterations.
6 Bias( ¯̂θ)% is the average percent bias across simulation iterations when θ 6= 0, otherwise
Bias( ¯̂θ)% provides absolute bias.
7 Cover% is the percent of simulated trials in which the population value falls within the central
95% density of the posterior estimate.
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Table A.2: Results table for Study 1 endogenous structural lag population model (D3) and non-
spatial analysis model (A1) conditions
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
W ∗C
49
α 0.00 -0.01 -0.51 95.50 0.00 0.29 91.07 0.00 -0.39 86.93
γ1 0.30 0.32 6.98 96.22 0.30 0.42 95.07 0.31 2.53 95.60
γ2 0.30 0.32 6.84 97.03 0.31 3.82 96.53 0.30 -1.51 95.60
γ3 0.15 0.16 8.24 95.81 0.16 8.22 96.40 0.16 7.79 95.47
σx1 0.50 0.51 1.16 93.66 0.51 1.41 94.93 0.51 2.20 94.00
σx2 0.50 0.51 1.77 95.30 0.50 0.73 94.27 0.50 0.33 94.27
σx3 0.50 0.51 1.68 95.60 0.51 1.02 96.67 0.50 0.84 95.20
σx4 0.50 0.51 2.55 93.46 0.51 1.25 94.27 0.51 1.63 94.40
σx5 0.50 0.50 -0.28 94.99 0.50 0.90 93.87 0.51 1.09 96.53
σx6 0.50 0.51 2.03 94.99 0.50 -0.28 95.73 0.50 0.87 94.67
σy1 0.50 0.49 -1.68 95.19 0.50 -0.69 95.60 0.50 0.94 94.40
σy2 0.50 0.50 0.14 95.09 0.51 2.31 94.53 0.50 0.53 94.13
σy3 0.50 0.50 0.35 94.79 0.51 2.93 95.20 0.51 2.45 95.33
σξ1 1.00 1.01 1.36 94.48 1.01 1.36 95.87 1.01 0.54 96.27
σξ2 1.00 1.01 1.22 93.97 1.00 0.42 95.47 1.00 -0.38 96.93
νx1 0.00 0.00 -0.45 96.11 0.00 -0.25 95.60 -0.01 -0.86 96.27
νx2 0.00 -0.01 -0.54 95.81 0.00 -0.06 95.73 0.00 -0.06 96.53
νx3 0.00 0.00 -0.21 96.42 0.00 -0.19 95.73 0.00 -0.13 96.40
νx4 0.00 0.01 0.71 94.79 0.00 -0.05 96.40 0.00 -0.23 95.47
νx5 0.00 0.01 0.76 94.89 0.00 0.24 96.00 0.00 -0.13 95.07
νx6 0.00 0.01 0.64 94.89 0.00 -0.35 96.27 0.00 0.33 94.67
νy2 0.00 0.00 0.26 94.17 0.00 0.00 94.67 0.00 -0.30 93.20
νy3 0.00 0.01 0.53 93.56 0.00 -0.11 96.67 0.00 -0.41 96.27
λx2 1.00 1.01 1.37 94.27 1.02 2.23 95.87 1.02 2.24 95.07
λx3 1.00 1.02 1.58 94.38 1.02 2.38 96.27 1.02 2.10 95.47
λx4 1.00 1.02 2.12 94.48 1.01 1.13 94.40 1.02 2.23 95.20
λx5 1.00 1.02 1.70 96.52 1.02 2.45 94.80 1.02 2.11 95.60
λy2 1.00 0.92 -8.30 94.17 0.98 -1.70 93.60 0.99 -0.92 95.20
λy3 1.00 0.91 -9.01 91.72 0.98 -1.73 94.40 0.99 -0.56 95.47
196
α 0.00 0.00 0.01 94.39 0.00 -0.03 91.95 0.00 0.27 83.05
γ1 0.30 0.30 1.46 95.69 0.30 0.36 95.76 0.30 1.36 94.92
γ2 0.30 0.30 1.63 93.74 0.30 -1.16 95.06 0.30 0.56 95.48
γ3 0.15 0.15 2.72 96.44 0.15 2.75 95.76 0.15 -1.96 95.62
σx1 0.50 0.50 0.17 95.58 0.50 0.91 95.20 0.51 1.00 94.21
σx2 0.50 0.50 0.45 93.42 0.50 0.54 95.06 0.51 1.24 94.35
σx3 0.50 0.50 0.19 94.82 0.50 0.29 94.21 0.50 -0.11 94.21
σx4 0.50 0.50 0.77 93.64 0.50 0.45 95.76 0.50 0.55 95.76
σx5 0.50 0.50 0.71 94.39 0.50 0.46 96.75 0.50 -0.02 96.05
σx6 0.50 0.50 -0.81 95.15 0.50 0.15 97.03 0.51 1.04 94.77
σy1 0.50 0.50 -0.65 95.04 0.50 0.36 94.35 0.50 -0.07 96.05
σy2 0.50 0.50 -0.48 96.01 0.50 0.86 95.76 0.50 0.52 92.94
σy3 0.50 0.49 -1.13 95.58 0.50 0.74 95.34 0.50 0.30 95.76
σξ1 1.00 1.00 -0.06 94.93 1.00 0.12 95.90 1.00 0.11 94.92
σξ2 1.00 1.00 0.23 94.82 1.00 0.13 93.08 1.00 0.02 95.62
νx1 0.00 0.00 0.14 95.58 0.00 0.09 96.19 0.00 0.43 95.34
νx2 0.00 0.00 0.30 95.36 0.00 -0.15 96.05 0.00 0.13 95.48
νx3 0.00 0.01 0.57 94.61 0.00 0.11 96.75 0.00 0.27 96.75
νx4 0.00 0.00 -0.19 95.36 0.00 -0.24 94.07 0.00 0.10 94.92
νx5 0.00 0.00 -0.28 95.36 0.00 -0.17 94.63 0.00 -0.22 95.48
νx6 0.00 0.00 -0.11 96.12 0.00 -0.33 94.63 0.00 0.14 92.80
νy2 0.00 0.00 -0.15 94.07 0.00 -0.03 97.46 0.00 0.01 94.77
νy3 0.00 0.00 -0.10 94.07 0.00 -0.08 94.21 0.00 -0.08 94.35
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Table A.2: Results table for Study 1 endogenous structural lag population model (D3) and non-
spatial analysis model (A1) (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
λx2 1.00 1.01 0.57 94.07 1.01 1.06 93.64 1.01 0.51 94.21
λx3 1.00 1.01 0.63 94.93 1.01 0.62 94.63 1.01 1.01 96.05
λx4 1.00 1.01 0.84 94.61 1.00 0.48 95.06 1.01 1.02 93.64
λx5 1.00 1.01 0.94 95.15 1.00 0.37 95.76 1.01 0.75 94.77
λy2 1.00 0.99 -1.03 93.85 1.00 -0.13 95.76 1.00 -0.04 93.50
λy3 1.00 0.99 -1.02 92.99 1.00 -0.33 95.90 1.00 -0.13 95.34
400
α 0.00 0.00 -0.05 94.51 0.00 -0.33 92.38 0.00 0.26 83.69
γ1 0.30 0.30 0.09 94.87 0.30 1.08 94.92 0.30 0.99 93.45
γ2 0.30 0.30 0.76 95.36 0.30 -1.17 95.05 0.30 -0.75 96.39
γ3 0.15 0.15 -0.82 94.99 0.15 0.59 95.45 0.14 -3.73 94.65
σx1 0.50 0.50 -0.15 95.85 0.50 0.22 95.45 0.50 0.02 92.91
σx2 0.50 0.50 0.62 95.60 0.50 0.40 94.65 0.50 0.51 94.39
σx3 0.50 0.50 -0.14 95.36 0.50 0.20 95.45 0.50 0.00 97.19
σx4 0.50 0.50 0.01 93.77 0.50 0.26 93.45 0.50 0.51 95.32
σx5 0.50 0.50 -0.02 95.24 0.50 0.42 94.65 0.50 0.12 95.32
σx6 0.50 0.50 0.07 94.26 0.50 -0.06 93.98 0.50 -0.27 95.32
σy1 0.50 0.50 -0.69 94.51 0.50 0.27 95.45 0.50 0.04 94.12
σy2 0.50 0.50 -0.42 95.85 0.50 0.21 94.39 0.50 0.28 95.86
σy3 0.50 0.50 -0.47 95.48 0.50 -0.06 94.52 0.50 0.43 96.66
σξ1 1.00 1.00 0.25 94.99 1.00 0.05 93.32 1.00 0.15 96.26
σξ2 1.00 1.00 0.26 94.26 1.00 0.33 94.79 1.00 0.09 93.85
νx1 0.00 0.00 0.00 96.21 0.00 -0.20 95.05 0.00 0.25 95.45
νx2 0.00 0.00 -0.02 96.58 0.00 -0.04 95.72 0.00 0.02 93.98
νx3 0.00 0.00 -0.05 96.58 0.00 -0.04 95.45 0.00 0.06 95.45
νx4 0.00 0.00 -0.31 95.85 0.00 0.28 94.39 0.00 0.03 94.12
νx5 0.00 0.00 -0.45 94.26 0.00 0.23 94.65 0.00 -0.06 92.38
νx6 0.00 0.00 -0.40 94.26 0.00 0.23 96.12 0.00 0.17 94.92
νy2 0.00 0.00 0.02 96.70 0.00 0.28 95.45 0.00 -0.04 95.45
νy3 0.00 0.00 -0.06 96.21 0.01 0.54 95.99 0.00 -0.25 94.39
λx2 1.00 1.00 -0.05 94.99 1.00 0.43 93.18 1.00 0.37 95.05
λx3 1.00 1.00 0.13 95.48 1.00 0.39 95.72 1.00 0.12 96.39
λx4 1.00 1.00 -0.04 95.97 1.00 0.15 94.39 1.01 0.54 94.12
λx5 1.00 1.00 -0.39 94.63 1.00 0.30 94.12 1.00 0.49 95.45
λy2 1.00 0.99 -0.52 95.24 1.00 -0.14 94.39 1.00 0.22 94.25
λy3 1.00 0.99 -0.94 94.51 1.00 0.05 95.32 1.00 -0.08 93.98
W ∗D
49
α 0.00 0.00 0.24 96.56 0.00 -0.18 92.24 0.01 0.93 82.46
γ1 0.30 0.32 7.61 97.39 0.30 -0.15 96.79 0.30 1.16 96.92
γ2 0.30 0.32 6.37 95.20 0.29 -2.52 94.51 0.30 -1.44 95.05
γ3 0.15 0.16 9.17 97.70 0.16 6.56 95.98 0.16 3.97 96.65
σx1 0.50 0.51 1.48 93.11 0.51 2.57 95.18 0.52 3.38 93.84
σx2 0.50 0.51 1.59 93.84 0.50 0.32 93.71 0.50 0.65 95.05
σx3 0.50 0.50 0.62 95.20 0.51 1.51 94.24 0.51 1.47 95.05
σx4 0.50 0.52 3.80 93.74 0.51 2.45 94.78 0.51 1.06 95.85
σx5 0.50 0.50 -0.50 94.57 0.51 2.12 94.51 0.51 1.51 94.65
σx6 0.50 0.51 1.32 94.47 0.51 1.30 92.37 0.51 2.33 93.98
σy1 0.50 0.49 -2.02 94.57 0.50 -0.98 94.24 0.50 -0.18 94.11
σy2 0.50 0.50 0.90 93.95 0.51 1.10 95.58 0.51 1.94 95.18
σy3 0.50 0.50 0.48 93.22 0.50 0.59 94.11 0.51 2.05 95.72
σξ1 1.00 1.00 0.43 93.95 1.01 1.11 94.78 1.01 0.67 94.24
σξ2 1.00 1.00 -0.04 93.11 1.02 2.44 94.78 1.01 1.12 95.05
νx1 0.00 0.00 0.06 94.68 0.00 -0.09 94.91 -0.01 -0.84 96.25
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Table A.2: Results table for Study 1 endogenous structural lag population model (D3) and non-
spatial analysis model (A1) (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
νx2 0.00 0.00 0.05 96.35 0.00 -0.44 95.31 -0.01 -0.77 95.98
νx3 0.00 0.00 0.11 94.26 0.00 -0.36 94.78 -0.01 -0.89 95.58
νx4 0.00 0.01 0.85 95.09 0.00 0.24 94.78 -0.01 -0.77 96.25
νx5 0.00 0.00 0.28 95.72 -0.01 -0.54 96.25 0.00 -0.25 97.32
νx6 0.00 0.01 0.51 96.35 0.00 0.31 95.58 0.00 0.40 95.31
νy2 0.00 0.00 -0.08 95.30 0.00 -0.08 95.05 0.00 0.46 95.31
νy3 0.00 0.00 0.17 94.78 0.00 -0.23 95.58 0.01 1.03 96.79
λx2 1.00 1.02 2.32 96.03 1.03 2.95 96.92 1.03 2.89 96.65
λx3 1.00 1.02 2.04 96.03 1.02 2.15 95.98 1.03 2.68 94.91
λx4 1.00 1.03 3.26 94.89 1.02 1.96 96.39 1.02 2.22 95.31
λx5 1.00 1.03 2.73 95.09 1.01 1.13 96.39 1.02 2.17 95.72
λy2 1.00 0.92 -7.56 92.90 0.99 -0.97 96.65 0.98 -1.60 95.05
λy3 1.00 0.92 -7.81 94.36 0.99 -0.68 96.39 0.99 -1.22 94.91
196
α 0.00 0.00 -0.24 94.96 0.00 -0.34 89.49 -0.01 -0.95 85.80
γ1 0.30 0.31 1.81 96.93 0.30 1.57 95.88 0.29 -2.14 94.60
γ2 0.30 0.30 1.42 95.83 0.30 -0.03 94.89 0.30 -0.59 94.46
γ3 0.15 0.16 3.34 94.41 0.16 6.86 94.03 0.15 -1.03 95.74
σx1 0.50 0.50 1.00 94.30 0.50 0.66 95.31 0.50 0.46 94.74
σx2 0.50 0.50 0.24 94.52 0.50 -0.07 94.74 0.50 0.25 95.31
σx3 0.50 0.50 -0.22 94.96 0.50 0.03 95.31 0.50 0.45 95.17
σx4 0.50 0.50 0.52 96.16 0.51 1.10 93.32 0.51 1.26 94.60
σx5 0.50 0.50 0.91 94.85 0.50 0.58 94.32 0.50 0.62 94.60
σx6 0.50 0.50 0.13 93.86 0.50 0.47 96.02 0.50 0.57 93.61
σy1 0.50 0.49 -1.07 94.85 0.50 0.35 94.32 0.50 0.34 94.03
σy2 0.50 0.50 -0.80 95.39 0.50 -0.25 96.16 0.50 0.43 94.46
σy3 0.50 0.50 -0.76 95.07 0.51 1.12 94.18 0.50 0.89 94.60
σξ1 1.00 1.00 0.20 95.07 1.01 0.64 92.76 1.00 -0.19 95.03
σξ2 1.00 1.00 -0.08 94.41 1.00 0.40 95.31 1.00 -0.27 95.17
νx1 0.00 -0.01 -0.66 96.05 0.00 -0.29 93.32 0.00 -0.33 94.60
νx2 0.00 -0.01 -0.61 95.39 -0.01 -0.61 95.31 -0.01 -0.56 94.32
νx3 0.00 -0.01 -0.61 95.50 0.00 -0.31 95.31 0.00 -0.20 95.03
νx4 0.00 0.00 -0.32 96.38 0.00 0.01 95.17 0.00 -0.25 96.02
νx5 0.00 0.00 0.04 94.85 0.00 -0.03 94.46 0.00 -0.49 94.18
νx6 0.00 0.00 -0.13 93.64 0.00 -0.48 94.60 0.00 -0.40 94.89
νy2 0.00 0.00 -0.27 94.63 0.00 0.14 96.59 0.00 0.07 95.31
νy3 0.00 0.00 0.16 96.27 0.00 0.07 95.74 0.00 0.32 94.89
λx2 1.00 1.00 0.45 95.29 1.01 0.73 95.03 1.00 0.46 94.18
λx3 1.00 1.01 0.77 94.63 1.01 0.74 94.18 1.01 1.02 95.45
λx4 1.00 1.01 0.80 94.19 1.00 0.02 94.74 1.01 0.66 93.47
λx5 1.00 1.01 0.54 94.41 1.00 0.27 94.74 1.01 0.80 93.47
λy2 1.00 0.99 -1.28 96.71 1.00 -0.07 95.60 1.00 -0.14 94.60
λy3 1.00 0.97 -2.71 94.30 1.00 -0.25 95.88 1.00 -0.03 94.46
400
α 0.00 0.00 -0.06 95.89 0.00 0.09 86.83 0.00 0.01 85.62
γ1 0.30 0.30 -0.50 93.77 0.30 -0.38 94.76 0.31 2.57 95.43
γ2 0.30 0.30 0.10 96.26 0.30 0.87 94.62 0.30 -0.57 95.03
γ3 0.15 0.15 -1.73 96.88 0.15 -0.87 96.24 0.15 1.63 94.62
σx1 0.50 0.50 0.52 93.52 0.50 0.43 93.82 0.50 -0.22 94.22
σx2 0.50 0.50 0.46 95.51 0.50 -0.03 94.89 0.50 0.23 94.76
σx3 0.50 0.50 -0.01 94.51 0.50 -0.06 96.37 0.50 0.20 93.55
σx4 0.50 0.50 0.55 94.76 0.50 0.46 96.77 0.50 0.52 94.22
σx5 0.50 0.50 -0.13 94.01 0.50 0.52 96.51 0.50 0.52 95.30
σx6 0.50 0.50 0.07 96.01 0.50 0.13 94.22 0.50 -0.51 93.68
σy1 0.50 0.50 -0.70 95.64 0.50 -0.01 95.83 0.50 -0.15 94.76
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Table A.2: Results table for Study 1 endogenous structural lag population model (D3) and non-
spatial analysis model (A1) (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
σy2 0.50 0.50 -0.73 93.27 0.50 0.39 93.95 0.50 0.67 94.35
σy3 0.50 0.50 -0.62 95.26 0.50 0.01 96.10 0.50 0.27 95.16
σξ1 1.00 1.00 -0.01 95.39 1.00 0.00 93.68 1.00 0.13 94.76
σξ2 1.00 1.00 0.14 95.39 1.00 0.13 96.10 1.00 -0.13 96.64
νx1 0.00 0.00 -0.03 94.64 0.00 0.01 95.70 0.00 0.07 94.35
νx2 0.00 0.00 0.30 95.51 0.00 0.04 95.56 0.00 0.19 95.03
νx3 0.00 0.00 0.04 95.26 0.00 -0.02 96.51 0.00 0.06 96.51
νx4 0.00 0.00 0.21 94.26 0.00 0.31 95.83 0.00 -0.26 91.40
νx5 0.00 0.00 0.18 94.39 0.00 0.16 94.89 0.00 -0.20 93.41
νx6 0.00 0.00 0.04 94.51 0.00 0.33 94.22 0.00 -0.14 94.76
νy2 0.00 0.00 0.17 94.51 0.00 -0.06 94.76 0.00 0.03 95.43
νy3 0.00 0.00 0.07 94.89 0.00 -0.10 93.95 0.00 0.08 93.15
λx2 1.00 1.00 0.20 94.89 1.00 0.44 95.70 1.00 0.20 94.09
λx3 1.00 1.00 0.18 94.26 1.00 0.30 93.28 1.00 0.17 95.43
λx4 1.00 1.00 0.27 92.39 1.00 -0.18 94.49 1.00 0.34 94.76
λx5 1.00 1.00 0.50 93.39 1.00 -0.01 94.62 1.00 0.20 95.70
λy2 1.00 0.99 -0.64 95.01 1.00 -0.39 94.62 0.99 -0.61 93.82
λy3 1.00 0.99 -0.61 96.38 1.00 -0.08 93.82 1.00 -0.45 94.76
1 W ∗ is the population and analysis W condition.
2 N is the sample size condition.
3 θ is the population value of each parameter.
4 ρη = ... is the population spatial autocorrelation of the endogenous lag.
5 ¯̂θ is the obtained average posterior mean across simulated iterations.
6 Bias( ¯̂θ)% is the average percent bias across simulation iterations when θ 6= 0, otherwise
Bias( ¯̂θ)% provides absolute bias.
7 Cover% is the percent of simulated trials in which the population value falls within the central
95% density of the posterior estimate.
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Table A.3: Results table for Study 1 simultaneous structural lag population model (D4) under
φζ = 0.3 condition with non-spatial analysis model (A1)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
W ∗C
49
α 0.00 0.00 0.22 97.85 0.00 0.42 94.78 0.02 1.83 81.09
γ1 0.30 0.32 6.25 96.24 0.32 7.47 96.27 0.34 14.22 92.79
γ2 0.30 0.32 6.23 97.31 0.32 8.00 98.01 0.35 16.33 91.79
γ3 0.15 0.16 5.58 95.70 0.16 8.65 96.52 0.18 19.49 93.78
σx1 0.50 0.50 0.91 91.94 0.51 1.79 95.52 0.50 0.93 94.53
σx2 0.50 0.50 -0.10 95.70 0.51 1.03 91.79 0.51 1.82 94.53
σx3 0.50 0.51 1.17 95.70 0.51 1.45 94.53 0.51 1.48 94.03
σx4 0.50 0.52 3.28 91.94 0.51 1.88 92.29 0.51 2.52 94.03
σx5 0.50 0.50 0.88 94.62 0.50 0.08 96.77 0.51 1.31 95.77
σx6 0.50 0.50 0.54 93.01 0.51 1.33 93.53 0.50 0.72 94.03
σy1 0.50 0.50 -0.26 97.31 0.50 -0.85 95.02 0.51 1.54 94.78
σy2 0.50 0.50 0.32 94.62 0.50 -0.41 94.78 0.51 1.11 95.02
σy3 0.50 0.50 0.18 93.55 0.50 -0.09 96.02 0.51 1.57 96.02
σξ1 1.00 1.00 0.06 96.24 1.01 0.67 93.28 1.01 1.29 94.78
σξ2 1.00 1.02 2.15 93.55 1.01 0.99 95.77 1.01 1.12 94.03
νx1 0.00 0.00 -0.40 97.31 0.00 -0.45 97.01 0.03 3.08 95.27
νx2 0.00 0.00 -0.43 96.24 0.00 -0.31 94.28 0.02 1.78 98.01
νx3 0.00 -0.01 -1.01 96.24 -0.01 -0.71 97.76 0.03 2.82 95.52
νx4 0.00 -0.01 -0.56 96.24 0.00 -0.18 95.77 0.00 -0.31 95.77
νx5 0.00 -0.01 -0.63 97.85 0.00 0.44 97.01 0.00 0.14 96.02
νx6 0.00 0.00 -0.22 95.70 0.00 -0.29 96.52 -0.01 -0.65 95.27
νy2 0.00 0.00 -0.47 96.24 -0.01 -0.77 96.27 0.00 0.40 95.52
νy3 0.00 0.00 0.09 98.39 -0.01 -0.78 94.78 0.01 0.72 94.78
λx2 1.00 1.02 2.33 95.70 1.02 2.10 95.77 1.02 2.17 95.52
λx3 1.00 1.02 2.50 93.55 1.02 2.12 96.52 1.02 2.49 95.52
λx4 1.00 1.02 2.14 94.62 1.02 2.35 94.53 1.02 1.67 96.02
λx5 1.00 1.02 2.00 96.24 1.02 1.69 95.77 1.02 1.60 95.77
λy2 1.00 0.94 -6.30 93.01 0.93 -7.13 93.78 0.93 -7.31 95.52
λy3 1.00 0.91 -9.42 92.47 0.91 -8.75 92.79 0.93 -7.47 95.52
196
α 0.00 0.00 0.11 95.65 0.00 0.12 89.95 0.00 0.48 77.33
γ1 0.30 0.31 2.36 95.11 0.31 4.29 93.97 0.33 10.15 88.41
γ2 0.30 0.30 0.75 94.57 0.31 3.56 93.97 0.33 9.81 86.15
γ3 0.15 0.15 1.68 93.48 0.16 3.59 95.48 0.17 11.79 92.95
σx1 0.50 0.50 0.03 94.02 0.50 0.85 94.47 0.50 0.96 94.71
σx2 0.50 0.51 1.18 95.11 0.50 0.73 95.23 0.50 0.34 94.71
σx3 0.50 0.50 0.83 96.74 0.50 -0.22 92.71 0.50 0.26 94.21
σx4 0.50 0.50 -0.22 94.02 0.50 0.12 93.72 0.50 0.52 94.21
σx5 0.50 0.51 1.04 96.74 0.51 1.02 94.72 0.50 0.10 95.47
σx6 0.50 0.51 1.22 94.57 0.50 -0.17 95.23 0.50 0.75 96.22
σy1 0.50 0.50 -0.23 97.83 0.50 -0.35 95.23 0.50 -0.57 96.47
σy2 0.50 0.49 -1.33 95.65 0.50 -0.07 96.48 0.50 0.55 94.96
σy3 0.50 0.50 -0.32 95.65 0.50 -0.22 93.72 0.50 0.48 94.96
σξ1 1.00 1.00 0.24 95.11 1.00 -0.45 93.47 1.01 0.67 94.46
σξ2 1.00 1.01 1.44 92.93 1.00 -0.17 95.73 1.01 0.82 96.22
νx1 0.00 0.00 0.08 95.11 0.00 0.06 92.96 0.00 0.05 96.22
νx2 0.00 0.00 0.20 96.74 0.00 -0.06 93.22 0.00 -0.05 95.72
νx3 0.00 0.00 -0.11 96.20 0.00 0.12 93.97 0.00 0.10 95.47
νx4 0.00 0.00 0.12 97.28 0.00 0.17 94.97 0.01 0.96 95.72
νx5 0.00 0.00 -0.11 95.11 0.00 0.11 95.23 0.01 0.72 95.21
νx6 0.00 0.00 0.23 97.83 0.00 0.19 94.22 0.00 0.32 95.47
νy2 0.00 0.00 -0.01 91.85 0.00 -0.06 94.47 0.00 -0.21 95.21
νy3 0.00 0.00 -0.38 94.57 0.00 -0.02 92.21 0.00 -0.24 95.97
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Table A.3: Results table for Study 1 simultaneous structural lag population model (D4) under
φζ = 0.3 condition with non-spatial analysis model (A1) (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
λx2 1.00 1.01 0.70 94.57 1.00 0.43 95.73 1.00 0.11 92.95
λx3 1.00 1.01 0.72 95.11 1.01 0.85 95.98 1.00 -0.14 95.72
λx4 1.00 1.00 -0.34 95.11 1.00 0.04 92.21 1.00 0.08 96.22
λx5 1.00 1.00 -0.49 95.65 1.01 0.55 94.47 1.00 0.07 93.45
λy2 1.00 0.98 -1.96 94.02 0.99 -1.43 94.97 0.98 -1.96 95.47
λy3 1.00 0.98 -2.03 94.57 0.98 -2.20 94.47 0.98 -1.72 94.46
400
α 0.00 -0.01 -1.11 90.91 0.00 -0.21 91.86 0.00 -0.07 72.09
γ1 0.30 0.30 -0.43 95.45 0.30 -0.71 95.35 0.32 7.81 79.84
γ2 0.30 0.30 -0.63 100.00 0.31 2.37 94.19 0.32 5.99 82.95
γ3 0.15 0.15 -0.06 93.18 0.14 -4.79 92.64 0.16 7.50 91.09
σx1 0.50 0.51 1.86 93.18 0.50 0.51 94.57 0.50 0.34 95.74
σx2 0.50 0.50 0.28 93.18 0.50 0.30 94.19 0.50 0.10 94.57
σx3 0.50 0.50 0.63 97.73 0.50 0.41 93.02 0.50 0.20 93.41
σx4 0.50 0.50 -0.18 84.09 0.50 0.00 96.12 0.51 1.02 98.45
σx5 0.50 0.50 0.14 97.73 0.50 0.05 94.19 0.50 0.37 93.80
σx6 0.50 0.50 0.50 93.18 0.50 0.76 92.25 0.50 -0.30 94.19
σy1 0.50 0.50 -0.42 95.45 0.49 -1.05 95.74 0.50 0.03 95.74
σy2 0.50 0.50 -0.13 97.73 0.50 0.04 94.57 0.50 -0.61 97.67
σy3 0.50 0.50 -0.04 93.18 0.50 -0.55 94.96 0.50 -0.57 93.41
σξ1 1.00 0.99 -0.80 93.18 1.00 0.16 95.74 1.00 0.30 93.02
σξ2 1.00 1.00 0.15 90.91 1.00 -0.42 96.90 1.01 0.89 96.90
νx1 0.00 -0.02 -2.01 86.36 0.00 0.39 94.96 0.00 -0.24 93.80
νx2 0.00 -0.02 -1.61 90.91 0.00 0.14 93.41 0.00 -0.48 90.31
νx3 0.00 -0.02 -1.77 86.36 0.00 0.09 94.19 0.00 -0.27 94.19
νx4 0.00 0.00 -0.39 100.00 0.00 -0.29 95.35 0.00 0.08 94.96
νx5 0.00 -0.01 -0.67 100.00 0.00 -0.19 94.96 0.00 -0.12 94.19
νx6 0.00 0.00 -0.29 100.00 0.00 -0.38 95.35 0.00 -0.11 93.80
νy2 0.00 0.00 -0.39 100.00 0.00 0.39 92.64 0.00 0.01 93.02
νy3 0.00 0.01 1.05 93.18 0.00 -0.05 93.80 0.00 0.00 92.64
λx2 1.00 1.00 -0.06 90.91 1.00 0.00 95.74 1.00 0.45 94.57
λx3 1.00 1.00 -0.10 97.73 1.00 0.00 96.90 1.00 0.29 95.74
λx4 1.00 1.01 1.49 97.73 1.00 0.44 97.29 1.00 -0.13 96.51
λx5 1.00 1.00 0.24 90.91 1.01 0.54 94.19 1.00 0.20 94.96
λy2 1.00 1.02 1.51 95.45 0.99 -0.57 94.19 1.00 0.24 93.80
λy3 1.00 1.01 1.27 90.91 1.00 -0.30 96.51 1.00 0.00 94.57
W ∗D
49
α 0.00 0.00 -0.46 95.21 0.01 0.99 96.41 -0.01 -0.53 83.23
γ1 0.30 0.32 6.69 96.41 0.31 4.69 96.41 0.32 5.71 97.01
γ2 0.30 0.33 10.79 94.61 0.32 6.67 95.81 0.33 10.39 94.61
γ3 0.15 0.16 7.98 95.81 0.16 7.55 95.81 0.17 12.04 95.81
σx1 0.50 0.51 1.60 97.60 0.51 1.84 97.60 0.52 4.79 94.01
σx2 0.50 0.51 2.38 90.42 0.51 2.41 98.20 0.50 -0.40 93.41
σx3 0.50 0.51 2.05 91.02 0.50 -0.57 95.81 0.50 -0.47 96.41
σx4 0.50 0.51 2.47 95.81 0.50 0.51 96.41 0.50 -0.41 94.01
σx5 0.50 0.51 1.35 92.22 0.51 1.45 92.81 0.50 0.63 92.22
σx6 0.50 0.51 1.00 91.02 0.50 -0.57 95.21 0.52 3.01 94.01
σy1 0.50 0.48 -3.96 94.61 0.49 -2.24 95.81 0.50 -0.94 96.41
σy2 0.50 0.51 1.03 94.01 0.51 1.03 94.01 0.50 0.23 93.41
σy3 0.50 0.50 -0.38 94.61 0.50 0.45 94.61 0.51 1.45 95.21
σξ1 1.00 1.03 3.13 94.61 0.99 -0.80 92.81 1.00 -0.34 95.81
σξ2 1.00 1.03 2.97 94.01 1.00 0.15 94.61 1.01 1.45 95.21
νx1 0.00 0.00 0.40 94.61 0.02 1.90 98.20 0.01 1.31 95.21
134
Table A.3: Results table for Study 1 simultaneous structural lag population model (D4) under
φζ = 0.3 condition with non-spatial analysis model (A1) (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
νx2 0.00 0.01 0.58 95.81 0.02 2.00 97.01 0.01 1.37 97.60
νx3 0.00 0.01 0.85 95.81 0.01 1.28 96.41 0.01 0.85 97.01
νx4 0.00 0.00 0.29 96.41 -0.01 -1.49 97.60 -0.02 -2.03 94.61
νx5 0.00 0.00 -0.45 94.01 -0.02 -1.51 98.20 -0.02 -2.09 93.41
νx6 0.00 0.00 -0.11 95.21 -0.02 -1.77 98.20 -0.03 -2.77 95.21
νy2 0.00 0.01 0.80 91.62 0.00 -0.39 94.61 0.00 -0.36 95.21
νy3 0.00 0.00 0.42 95.81 0.00 -0.50 98.20 0.00 0.00 95.21
λx2 1.00 1.02 2.04 94.61 1.01 1.39 98.80 1.04 3.90 95.81
λx3 1.00 1.01 0.94 95.81 1.03 2.60 98.80 1.05 4.97 95.21
λx4 1.00 1.02 1.86 94.61 1.02 1.71 96.41 1.01 0.95 95.81
λx5 1.00 1.00 0.20 92.81 1.02 2.12 94.61 1.01 0.83 96.41
λy2 1.00 0.91 -9.26 90.42 0.95 -5.35 92.81 0.89 -10.95 84.43
λy3 1.00 0.90 -9.73 92.22 0.96 -4.43 89.22 0.87 -12.87 88.02
196
α 0.00 0.00 0.12 97.58 0.00 0.10 96.93 0.01 0.95 67.28
γ1 0.30 0.30 0.76 96.36 0.31 2.24 98.16 0.30 0.56 94.44
γ2 0.30 0.30 0.80 96.97 0.31 3.03 96.32 0.30 -1.08 94.44
γ3 0.15 0.15 2.38 97.58 0.15 0.69 94.48 0.15 0.16 93.83
σx1 0.50 0.50 0.97 94.55 0.50 0.34 93.87 0.51 1.38 95.68
σx2 0.50 0.50 0.40 96.36 0.50 -0.10 95.09 0.50 0.04 96.91
σx3 0.50 0.50 -0.05 96.36 0.50 0.57 95.71 0.50 0.55 95.06
σx4 0.50 0.50 0.10 94.55 0.50 -0.35 98.16 0.50 0.32 95.68
σx5 0.50 0.50 -0.58 95.15 0.50 0.51 92.02 0.50 0.50 93.21
σx6 0.50 0.51 1.03 91.52 0.50 0.78 94.48 0.50 -0.29 95.68
σy1 0.50 0.50 -0.37 93.94 0.50 -0.21 95.71 0.49 -1.06 95.06
σy2 0.50 0.50 -0.56 94.55 0.50 -0.88 95.71 0.50 -0.60 96.30
σy3 0.50 0.50 -0.33 96.36 0.49 -1.01 93.87 0.50 -0.87 95.06
σξ1 1.00 1.01 0.57 95.76 0.99 -0.56 96.32 1.00 0.16 95.68
σξ2 1.00 1.00 0.31 96.36 1.01 0.60 98.77 1.01 0.53 97.53
νx1 0.00 0.01 0.79 93.33 0.00 0.36 95.71 -0.01 -0.56 91.36
νx2 0.00 0.00 0.02 94.55 0.00 -0.34 98.77 0.00 -0.23 93.83
νx3 0.00 0.00 0.03 96.97 0.00 0.43 98.16 0.00 -0.25 95.06
νx4 0.00 -0.01 -0.86 92.12 0.00 0.46 95.71 0.01 1.22 93.21
νx5 0.00 -0.01 -0.58 92.73 0.01 0.85 96.32 0.01 1.29 96.91
νx6 0.00 -0.01 -0.78 92.73 0.00 0.44 95.09 0.01 0.93 93.21
νy2 0.00 0.00 0.31 98.18 0.01 0.59 97.55 0.00 0.23 96.91
νy3 0.00 0.01 0.64 95.76 0.00 0.30 95.71 0.01 0.54 94.44
λx2 1.00 1.00 0.45 92.12 1.00 0.29 95.09 1.00 0.35 97.53
λx3 1.00 1.01 0.61 95.15 1.01 1.14 96.32 1.01 0.96 95.68
λx4 1.00 1.01 0.56 98.18 1.00 0.43 95.09 1.00 -0.01 95.06
λx5 1.00 1.01 0.96 93.94 1.01 0.56 93.87 1.00 0.04 95.06
λy2 1.00 0.99 -1.34 96.36 0.95 -4.62 90.80 0.99 -0.54 94.44
λy3 1.00 0.99 -1.29 93.94 0.98 -1.82 96.93 1.00 -0.16 93.21
400
α 0.00 0.00 0.45 100.00 0.01 0.63 87.88 -0.01 -0.50 75.76
γ1 0.30 0.30 -1.04 97.06 0.31 3.40 87.88 0.31 2.72 96.97
γ2 0.30 0.30 0.59 100.00 0.30 -0.73 93.94 0.30 1.46 93.94
γ3 0.15 0.15 2.36 88.24 0.16 6.97 96.97 0.15 1.21 93.94
σx1 0.50 0.50 -0.64 94.12 0.50 0.34 96.97 0.51 1.10 93.94
σx2 0.50 0.50 0.15 97.06 0.50 -0.06 96.97 0.50 -0.45 96.97
σx3 0.50 0.50 0.18 94.12 0.50 -0.06 100.00 0.50 -0.10 100.00
σx4 0.50 0.50 -0.99 97.06 0.50 -0.98 90.91 0.50 0.83 90.91
σx5 0.50 0.50 -0.61 97.06 0.50 0.20 87.88 0.51 1.41 87.88
σx6 0.50 0.51 1.33 94.12 0.50 -0.55 96.97 0.51 2.09 87.88
σy1 0.50 0.50 -0.87 88.24 0.50 -0.27 96.97 0.50 -0.72 96.97
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Table A.3: Results table for Study 1 simultaneous structural lag population model (D4) under
φζ = 0.3 condition with non-spatial analysis model (A1) (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
σy2 0.50 0.50 -0.88 94.12 0.50 0.10 93.94 0.50 -0.62 93.94
σy3 0.50 0.50 -0.77 88.24 0.50 -0.69 93.94 0.50 -0.09 96.97
σξ1 1.00 0.99 -1.06 100.00 1.00 0.17 100.00 0.99 -0.80 93.94
σξ2 1.00 1.00 -0.03 91.18 1.00 0.49 93.94 0.99 -0.75 90.91
νx1 0.00 0.00 -0.48 91.18 0.00 0.05 96.97 0.00 -0.33 90.91
νx2 0.00 0.00 0.17 94.12 0.00 0.09 93.94 -0.01 -0.69 90.91
νx3 0.00 -0.01 -0.53 91.18 0.00 0.39 96.97 -0.01 -1.27 90.91
νx4 0.00 0.01 0.95 97.06 0.02 1.58 90.91 0.01 1.12 96.97
νx5 0.00 0.00 0.31 94.12 0.00 0.40 96.97 0.00 0.45 96.97
νx6 0.00 0.01 0.84 94.12 0.02 1.98 93.94 0.00 -0.37 100.00
νy2 0.00 -0.01 -0.65 97.06 0.01 0.54 96.97 0.00 0.31 87.88
νy3 0.00 0.00 -0.11 97.06 0.00 0.00 100.00 -0.01 -0.52 93.94
λx2 1.00 1.01 0.55 94.12 1.01 0.83 96.97 1.00 0.31 96.97
λx3 1.00 1.00 0.01 97.06 1.00 0.02 93.94 1.01 0.69 96.97
λx4 1.00 0.99 -0.67 91.18 1.00 -0.38 96.97 1.01 0.55 93.94
λx5 1.00 1.01 0.54 97.06 1.01 0.60 87.88 1.00 0.39 96.97
λy2 1.00 1.01 1.28 97.06 1.01 0.76 96.97 0.98 -2.32 100.00
λy3 1.00 1.00 -0.32 97.06 0.98 -1.96 93.94 0.99 -0.68 96.97
1 W ∗ is the population and analysis W condition.
2 N is the simulated sample size.
3 θ is the simulated population value of each parameter.
4 ρy2 = ... is the simulated spatial autocorrelation of the endogenous lag.
5 ¯̂θ is the obtained average posterior mean across simulated iterations.
6 Bias( ¯̂θ)% is the average percent bias across simulation iterations when θ 6= 0, otherwise
Bias( ¯̂θ)% provides absolute bias.
7 Cover% is the percent of simulated trials in which the population value falls within the central
95% density of the posterior estimate.
8 φζ = 0.3 at the population level.
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Table A.4: Results table for Study 1 simultaneous structural lag population model (D4) under
φζ = 0.6 condition with non-spatial analysis model (A1)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
W ∗C
49
α 0.00 -0.01 -0.55 96.77 -0.01 -1.44 93.52 0.00 0.17 79.15
γ1 0.30 0.32 6.86 97.31 0.32 5.81 97.51 0.35 15.55 91.96
γ2 0.30 0.31 3.10 97.85 0.33 8.50 97.26 0.34 13.56 92.96
γ3 0.15 0.16 3.97 96.77 0.17 13.36 96.51 0.18 18.31 95.23
σx1 0.50 0.52 3.90 95.16 0.51 1.82 96.01 0.50 0.39 94.97
σx2 0.50 0.51 2.20 93.01 0.51 1.00 95.01 0.51 2.60 94.22
σx3 0.50 0.50 -0.39 94.62 0.49 -1.09 93.27 0.50 0.74 94.97
σx4 0.50 0.49 -1.55 95.16 0.51 2.83 92.77 0.51 2.55 94.47
σx5 0.50 0.50 0.72 94.62 0.51 1.18 95.76 0.50 0.84 93.72
σx6 0.50 0.50 0.90 93.55 0.50 0.31 96.26 0.51 1.70 95.73
σy1 0.50 0.48 -3.52 91.40 0.50 -0.52 96.26 0.50 -0.66 94.97
σy2 0.50 0.51 1.25 94.62 0.50 -0.06 96.51 0.50 0.68 94.72
σy3 0.50 0.50 -0.47 96.77 0.50 0.01 95.01 0.51 1.37 96.48
σξ1 1.00 1.00 0.11 94.09 1.00 -0.15 95.51 1.02 2.16 94.47
σξ2 1.00 1.02 2.47 93.55 1.00 0.37 95.51 1.01 0.71 95.23
νx1 0.00 -0.02 -2.43 96.24 0.00 -0.36 97.26 0.01 0.58 95.48
νx2 0.00 -0.02 -1.62 94.09 -0.01 -1.19 96.51 0.00 0.19 96.48
νx3 0.00 -0.02 -1.87 97.31 -0.01 -0.83 96.01 0.00 0.09 95.48
νx4 0.00 0.00 0.06 95.70 -0.01 -1.05 95.76 -0.01 -0.82 96.23
νx5 0.00 0.01 0.73 96.24 -0.01 -1.08 96.76 0.00 -0.30 95.23
νx6 0.00 0.00 0.14 93.55 -0.01 -1.16 96.26 0.00 -0.29 95.23
νy2 0.00 0.00 -0.32 96.77 0.01 0.80 94.51 -0.01 -0.77 94.72
νy3 0.00 0.00 -0.16 94.09 0.01 0.95 95.01 0.00 -0.17 96.73
λx2 1.00 1.02 1.99 96.77 1.03 2.73 96.01 1.01 1.21 95.23
λx3 1.00 1.03 2.96 95.16 1.03 3.45 95.26 1.02 1.95 96.23
λx4 1.00 1.01 0.64 95.70 1.03 3.17 95.51 1.03 2.62 96.73
λx5 1.00 1.01 0.68 93.55 1.03 2.95 95.76 1.03 2.88 95.73
λy2 1.00 0.93 -6.80 92.47 0.94 -5.83 95.51 0.96 -4.33 94.22
λy3 1.00 0.95 -5.04 90.32 0.91 -8.93 93.77 0.95 -5.42 92.21
196
α 0.00 0.00 -0.48 90.61 0.00 0.27 91.92 0.00 -0.23 77.75
γ1 0.30 0.30 1.46 96.69 0.31 4.59 95.71 0.33 10.73 85.42
γ2 0.30 0.31 1.85 94.48 0.31 3.20 94.19 0.33 10.54 83.38
γ3 0.15 0.15 1.38 94.48 0.15 2.96 95.71 0.17 11.27 91.05
σx1 0.50 0.50 0.99 93.92 0.50 0.48 94.70 0.50 -0.19 94.12
σx2 0.50 0.50 -0.59 97.24 0.50 0.20 93.43 0.50 0.30 94.63
σx3 0.50 0.50 0.05 91.16 0.50 0.03 92.93 0.50 0.44 95.14
σx4 0.50 0.50 0.58 94.48 0.50 0.53 91.41 0.50 0.58 96.93
σx5 0.50 0.50 0.24 95.58 0.50 0.32 94.19 0.50 0.20 95.91
σx6 0.50 0.50 0.17 93.37 0.50 -0.17 94.44 0.50 0.31 95.91
σy1 0.50 0.50 -0.89 94.48 0.50 -0.78 93.18 0.50 0.38 95.14
σy2 0.50 0.50 -0.21 95.58 0.50 -0.51 94.19 0.50 -0.31 95.91
σy3 0.50 0.49 -1.18 96.13 0.50 -0.06 93.43 0.50 0.33 95.91
σξ1 1.00 1.01 0.84 94.48 1.00 0.15 94.44 1.01 0.84 94.63
σξ2 1.00 1.01 0.85 92.27 1.00 0.20 96.21 1.00 0.29 93.35
νx1 0.00 0.00 -0.17 93.37 0.00 0.32 94.95 -0.01 -0.79 96.16
νx2 0.00 0.01 0.51 88.95 0.00 0.49 93.94 0.00 -0.49 94.63
νx3 0.00 0.00 0.45 92.27 0.00 0.37 94.95 0.00 -0.45 94.37
νx4 0.00 0.00 -0.29 94.48 0.00 -0.23 93.18 0.00 -0.08 96.16
νx5 0.00 0.00 -0.19 97.79 0.00 -0.09 94.19 0.00 0.29 94.12
νx6 0.00 0.00 0.00 95.58 0.00 -0.19 93.69 0.00 0.23 96.42
νy2 0.00 0.00 0.41 97.24 0.00 0.10 95.45 0.00 0.01 97.44
νy3 0.00 0.01 0.53 93.92 0.00 -0.07 95.20 0.00 0.03 95.65
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Table A.4: Results table for Study 1 simultaneous structural lag population model (D4) under
φζ = 0.6 condition with non-spatial analysis model (A1) (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
λx2 1.00 1.01 0.88 92.82 1.00 0.32 95.20 1.00 0.48 94.63
λx3 1.00 1.00 0.36 95.03 1.01 0.78 95.20 1.00 0.11 95.65
λx4 1.00 1.01 0.80 96.13 1.00 0.29 95.71 1.01 0.81 96.68
λx5 1.00 1.01 0.83 94.48 1.01 0.69 95.20 1.01 0.56 95.40
λy2 1.00 0.99 -1.27 92.27 0.98 -2.37 95.96 0.99 -0.64 93.09
λy3 1.00 0.98 -1.64 92.27 0.98 -1.78 92.42 0.99 -1.18 93.09
400
α 0.00 0.00 -0.10 95.12 0.00 -0.14 88.98 0.00 0.02 77.47
γ1 0.30 0.31 1.79 90.24 0.31 2.07 94.88 0.32 7.78 82.61
γ2 0.30 0.31 1.80 97.56 0.31 2.75 94.09 0.32 7.54 83.00
γ3 0.15 0.16 6.14 90.24 0.15 2.77 96.46 0.16 8.33 88.93
σx1 0.50 0.50 -0.06 95.12 0.50 0.67 94.88 0.50 -0.22 94.07
σx2 0.50 0.51 1.65 90.24 0.50 0.29 94.09 0.50 -0.19 96.84
σx3 0.50 0.50 -0.10 90.24 0.50 -0.27 96.46 0.50 0.46 96.44
σx4 0.50 0.50 0.98 97.56 0.50 0.07 93.31 0.50 0.48 96.44
σx5 0.50 0.51 1.16 97.56 0.50 -0.19 95.28 0.50 0.56 91.70
σx6 0.50 0.50 -0.60 97.56 0.50 0.32 97.64 0.50 -0.48 96.05
σy1 0.50 0.50 0.07 97.56 0.50 -0.77 93.70 0.50 0.31 95.65
σy2 0.50 0.49 -1.31 97.56 0.50 -0.44 93.31 0.50 0.12 97.63
σy3 0.50 0.50 -0.48 95.12 0.50 -0.28 96.85 0.50 -0.36 93.28
σξ1 1.00 1.01 0.80 97.56 1.00 0.31 92.91 0.99 -0.58 91.30
σξ2 1.00 1.00 0.19 92.68 1.00 0.07 94.49 0.99 -0.60 92.89
νx1 0.00 0.00 0.27 92.68 0.00 -0.31 92.13 0.00 -0.18 95.26
νx2 0.00 0.00 -0.21 95.12 0.00 -0.18 93.31 0.00 0.28 92.89
νx3 0.00 -0.01 -0.72 95.12 -0.01 -0.55 91.73 0.00 0.06 94.07
νx4 0.00 -0.01 -0.95 82.93 0.00 -0.13 94.49 0.01 0.75 94.47
νx5 0.00 -0.01 -0.60 90.24 0.00 -0.47 95.28 0.00 0.30 94.47
νx6 0.00 0.00 -0.27 87.80 0.00 -0.23 95.28 0.00 0.34 95.26
νy2 0.00 0.00 0.46 92.68 0.00 -0.37 94.09 0.00 0.33 96.44
νy3 0.00 0.00 0.28 92.68 0.00 -0.03 93.31 0.00 0.37 93.68
λx2 1.00 1.00 -0.21 92.68 1.00 0.12 98.03 1.01 0.76 96.84
λx3 1.00 0.99 -0.73 87.80 1.00 0.27 96.46 1.00 0.20 95.26
λx4 1.00 1.01 0.75 95.12 1.01 0.66 93.31 1.01 0.62 95.26
λx5 1.00 1.01 0.50 100.00 1.00 0.34 95.28 1.00 0.28 96.05
λy2 1.00 0.98 -1.79 90.24 0.98 -1.57 94.49 0.99 -1.18 92.09
λy3 1.00 0.96 -4.34 92.68 0.99 -1.41 94.49 0.99 -0.94 94.47
W ∗D
49
α 0.00 -0.01 -0.97 97.01 0.01 0.93 91.02 0.02 2.02 75.45
γ1 0.30 0.32 6.48 98.80 0.32 7.39 93.41 0.32 5.39 98.20
γ2 0.30 0.33 8.45 95.81 0.33 9.18 97.01 0.32 7.13 95.21
γ3 0.15 0.17 10.55 95.21 0.16 6.41 95.81 0.16 5.45 97.60
σx1 0.50 0.50 -0.28 96.41 0.50 0.10 92.22 0.51 1.66 95.21
σx2 0.50 0.51 1.44 91.62 0.51 1.71 94.61 0.50 -0.15 91.62
σx3 0.50 0.50 0.82 95.21 0.52 3.62 94.61 0.53 5.08 95.81
σx4 0.50 0.51 1.57 93.41 0.52 4.29 96.41 0.51 1.01 91.02
σx5 0.50 0.51 2.41 93.41 0.50 -0.54 95.81 0.50 0.82 97.01
σx6 0.50 0.50 -0.06 97.60 0.51 2.82 92.81 0.50 0.67 95.81
σy1 0.50 0.49 -1.51 94.01 0.50 0.00 94.61 0.50 -0.20 98.20
σy2 0.50 0.51 1.36 95.81 0.50 -0.15 95.81 0.51 2.72 95.21
σy3 0.50 0.50 0.85 92.81 0.51 1.01 96.41 0.50 -0.73 94.61
σξ1 1.00 1.00 0.20 94.61 1.01 1.00 96.41 1.00 0.44 95.81
σξ2 1.00 1.00 -0.28 96.41 0.98 -1.97 95.81 1.01 0.77 95.81
νx1 0.00 -0.01 -0.92 96.41 0.02 2.17 95.81 0.01 1.43 97.60
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Table A.4: Results table for Study 1 simultaneous structural lag population model (D4) under
φζ = 0.6 condition with non-spatial analysis model (A1) (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
νx2 0.00 0.00 0.04 97.01 0.02 2.48 94.61 0.00 0.47 94.61
νx3 0.00 0.00 -0.39 95.21 0.02 2.17 98.80 0.01 1.01 97.60
νx4 0.00 -0.02 -2.23 96.41 0.00 0.50 94.01 0.02 1.55 97.01
νx5 0.00 -0.02 -1.82 97.60 0.01 1.16 95.21 0.02 2.36 94.01
νx6 0.00 -0.01 -1.38 96.41 0.01 1.14 95.81 0.01 1.05 96.41
νy2 0.00 0.01 1.15 94.01 0.00 0.24 95.21 -0.01 -1.17 96.41
νy3 0.00 0.00 -0.25 96.41 0.01 1.32 96.41 0.00 -0.35 95.21
λx2 1.00 1.03 2.69 96.41 1.03 2.72 95.81 1.04 3.56 94.01
λx3 1.00 1.02 2.15 96.41 1.02 2.43 95.21 1.03 3.32 95.21
λx4 1.00 1.02 2.30 95.81 1.04 4.07 96.41 1.02 1.98 96.41
λx5 1.00 1.05 4.51 95.21 1.02 2.18 96.41 1.01 1.01 95.21
λy2 1.00 0.90 -9.60 88.02 0.93 -7.03 94.01 0.92 -7.60 92.22
λy3 1.00 0.93 -6.59 92.22 0.91 -9.44 92.22 0.92 -7.59 92.22
196
α 0.00 0.01 0.78 97.52 -0.01 -0.61 93.75 0.01 1.17 72.15
γ1 0.30 0.31 2.60 96.27 0.31 2.11 93.75 0.31 2.84 95.57
γ2 0.30 0.31 2.57 94.41 0.29 -2.49 95.62 0.31 1.76 94.94
γ3 0.15 0.15 -0.50 94.41 0.15 -1.36 98.12 0.16 4.43 93.67
σx1 0.50 0.50 0.25 95.03 0.50 0.90 96.88 0.50 0.25 94.94
σx2 0.50 0.50 0.70 95.03 0.50 0.47 96.25 0.50 0.61 95.57
σx3 0.50 0.50 -0.26 93.17 0.50 -0.37 96.25 0.50 0.10 95.57
σx4 0.50 0.50 0.06 95.65 0.51 1.15 93.12 0.51 1.33 93.67
σx5 0.50 0.51 1.10 93.17 0.51 1.32 91.25 0.50 -0.29 97.47
σx6 0.50 0.50 0.97 93.79 0.50 0.11 96.88 0.50 0.78 96.84
σy1 0.50 0.50 -0.87 93.79 0.50 -0.89 93.75 0.50 -0.65 93.04
σy2 0.50 0.50 -0.85 98.14 0.49 -1.15 91.25 0.50 0.10 95.57
σy3 0.50 0.50 -0.41 93.17 0.50 -0.50 94.38 0.50 0.41 93.67
σξ1 1.00 1.00 0.33 95.03 0.99 -0.54 95.00 1.01 0.79 94.94
σξ2 1.00 1.00 0.33 95.03 1.00 0.07 95.00 1.01 0.83 93.67
νx1 0.00 0.00 0.22 96.27 -0.01 -0.93 95.62 0.00 -0.15 96.84
νx2 0.00 0.00 0.40 94.41 0.00 -0.39 93.75 0.00 0.09 92.41
νx3 0.00 0.00 -0.19 92.55 -0.01 -1.33 91.25 0.00 0.35 95.57
νx4 0.00 0.00 0.32 98.14 0.00 -0.23 97.50 0.00 0.38 93.67
νx5 0.00 0.00 0.13 98.14 0.00 0.21 96.25 0.00 0.17 94.94
νx6 0.00 0.00 0.50 98.76 0.00 -0.01 95.62 0.00 0.43 93.67
νy2 0.00 -0.01 -0.50 96.89 0.01 0.56 93.75 -0.01 -0.53 93.04
νy3 0.00 -0.01 -0.73 94.41 0.00 0.08 93.75 -0.01 -1.23 94.94
λx2 1.00 1.00 -0.40 96.89 1.01 0.84 94.38 1.01 0.82 94.94
λx3 1.00 0.99 -0.62 94.41 1.01 0.87 93.12 1.01 1.36 93.67
λx4 1.00 1.01 0.61 95.65 1.00 0.12 97.50 1.01 0.94 97.47
λx5 1.00 1.01 0.89 93.79 1.01 0.90 95.62 1.00 0.27 96.84
λy2 1.00 0.98 -1.72 93.79 0.99 -1.14 92.50 0.97 -2.79 91.77
λy3 1.00 0.97 -2.80 92.55 1.00 0.13 95.00 0.99 -1.38 95.57
400
α 0.00 0.01 0.61 96.97 0.00 -0.10 90.62 0.01 0.72 75.00
γ1 0.30 0.30 0.95 87.88 0.30 0.43 90.62 0.29 -1.74 92.86
γ2 0.30 0.31 2.50 96.97 0.31 3.54 90.62 0.30 -0.69 89.29
γ3 0.15 0.15 3.02 100.00 0.15 -0.34 93.75 0.15 1.92 100.00
σx1 0.50 0.50 -0.24 90.91 0.50 -0.51 100.00 0.50 -0.52 96.43
σx2 0.50 0.50 -0.07 100.00 0.49 -1.26 90.62 0.50 0.17 96.43
σx3 0.50 0.51 2.12 96.97 0.49 -2.44 100.00 0.51 1.95 96.43
σx4 0.50 0.50 0.20 96.97 0.50 0.68 90.62 0.50 0.55 96.43
σx5 0.50 0.50 0.24 93.94 0.51 1.17 93.75 0.51 1.09 100.00
σx6 0.50 0.50 0.78 100.00 0.50 -0.34 100.00 0.50 -0.74 92.86
σy1 0.50 0.50 -0.37 96.97 0.50 -0.32 90.62 0.49 -1.16 92.86
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Table A.4: Results table for Study 1 simultaneous structural lag population model (D4) under
φζ = 0.6 condition with non-spatial analysis model (A1) (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
σy2 0.50 0.49 -1.17 96.97 0.50 -0.33 96.88 0.49 -1.57 100.00
σy3 0.50 0.50 -0.80 93.94 0.50 0.81 100.00 0.50 -0.80 100.00
σξ1 1.00 1.00 0.21 100.00 1.01 1.01 93.75 0.99 -0.62 96.43
σξ2 1.00 1.00 0.00 93.94 1.00 0.38 90.62 1.01 1.13 89.29
νx1 0.00 0.01 1.14 93.94 0.00 -0.18 93.75 0.02 1.97 100.00
νx2 0.00 0.01 0.85 100.00 0.00 0.14 96.88 0.02 2.17 92.86
νx3 0.00 0.00 0.11 100.00 0.00 0.30 87.50 0.01 1.24 92.86
νx4 0.00 -0.01 -1.31 100.00 -0.01 -0.58 100.00 -0.01 -0.66 89.29
νx5 0.00 0.00 0.02 100.00 0.01 0.53 93.75 -0.02 -1.68 92.86
νx6 0.00 0.00 0.10 100.00 0.00 0.03 96.88 -0.02 -1.62 92.86
νy2 0.00 -0.01 -0.61 93.94 0.01 0.55 93.75 0.00 -0.25 100.00
νy3 0.00 -0.01 -1.14 90.91 0.01 0.66 96.88 0.01 0.50 100.00
λx2 1.00 1.00 -0.36 96.97 1.00 -0.32 96.88 1.00 0.19 96.43
λx3 1.00 1.00 0.38 93.94 1.00 0.01 96.88 1.00 0.18 85.71
λx4 1.00 1.01 1.13 93.94 1.00 0.33 96.88 0.99 -1.23 96.43
λx5 1.00 1.01 0.53 100.00 1.00 0.17 90.62 1.00 -0.11 92.86
λy2 1.00 1.00 -0.24 96.97 0.98 -1.53 93.75 1.02 1.64 100.00
λy3 1.00 0.99 -0.94 93.94 1.00 -0.41 87.50 1.01 0.97 100.00
1 W ∗ is the population and analysis W condition.
2 N is the simulated sample size.
3 θ is the simulated population value of each parameter.
4 ρy2 = ... is the simulated spatial autocorrelation of the endogenous lag.
5 ¯̂θ is the obtained average posterior mean across simulated iterations.
6 Bias( ¯̂θ)% is the average percent bias across simulation iterations when θ 6= 0, otherwise
Bias( ¯̂θ)% provides absolute bias.
7 Cover% is the percent of simulated trials in which the population value falls within the central
95% density of the posterior estimate.
8 φζ = 0.6 at the population level.
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A.2 Study 2
Table A.5: Results table for Study 2 measurement lag population model (D2) and measurement
lag analysis model (A2)
ρy2 = 0 ρy2 = 0.3 ρy2 = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
W ∗C
49
ρy2 - 0.41 41.43 0.00 0.51 70.54 98.26 0.65 8.12 98.56
α 0.00 -0.01 -0.52 95.91 0.00 0.10 94.68 0.00 -0.08 95.28
γ1 0.30 0.32 6.76 96.52 0.32 7.69 96.42 0.32 8.31 96.31
γ2 0.30 0.32 6.83 97.14 0.32 6.11 96.83 0.32 7.87 96.72
γ3 0.15 0.16 8.24 95.40 0.16 9.65 96.52 0.16 9.00 95.69
σx1 0.50 0.51 1.12 92.84 0.51 1.21 94.89 0.50 0.98 93.95
σx2 0.50 0.51 1.69 94.48 0.51 1.02 93.87 0.50 0.89 96.21
σx3 0.50 0.51 1.70 95.30 0.50 -0.09 93.87 0.51 1.39 95.18
σx4 0.50 0.51 2.58 93.46 0.51 1.38 94.89 0.51 1.77 95.69
σx5 0.50 0.50 -0.22 94.89 0.51 1.11 94.89 0.50 0.84 94.87
σx6 0.50 0.51 2.12 95.09 0.50 0.83 94.48 0.50 0.98 94.77
σy1 0.50 0.49 -1.61 94.79 0.49 -1.84 96.22 0.49 -1.41 94.46
σy2 0.50 0.50 0.10 94.99 0.49 -1.01 95.40 0.50 0.82 96.10
σy3 0.50 0.50 0.11 90.70 0.31 -37.29 79.24 0.22 -56.29 37.95
σξ1 1.00 1.01 1.41 93.76 1.01 0.85 94.58 1.01 0.79 94.97
σξ2 1.00 1.01 1.32 93.76 1.00 0.49 96.22 1.01 0.99 93.74
νx1 0.00 0.00 -0.48 95.50 0.00 0.14 95.19 -0.01 -0.92 94.97
νx2 0.00 -0.01 -0.60 96.01 0.00 -0.42 93.35 -0.01 -0.87 93.85
νx3 0.00 0.00 -0.29 96.22 0.00 0.16 95.30 0.00 -0.42 94.26
νx4 0.00 0.01 0.65 94.58 0.01 1.15 95.40 0.00 0.27 94.46
νx5 0.00 0.01 0.75 95.40 0.01 0.89 96.73 0.00 -0.01 94.97
νx6 0.00 0.01 0.61 94.07 0.01 1.37 96.11 0.00 0.35 96.10
νy2 0.00 0.00 0.24 94.17 0.00 0.20 95.40 0.00 -0.40 95.08
νy3 0.00 0.00 0.49 96.22 0.00 0.02 94.27 0.00 -0.18 96.82
λx2 1.00 1.01 1.41 94.07 1.02 2.08 95.81 1.03 2.87 96.41
λx3 1.00 1.01 1.48 94.58 1.03 2.51 96.22 1.03 3.08 95.18
λx4 1.00 1.02 2.02 94.48 1.03 2.64 95.71 1.02 2.33 95.28
λx5 1.00 1.02 1.60 97.03 1.02 2.47 95.19 1.02 2.21 94.46
λy2 1.00 0.92 -8.17 93.87 0.94 -6.26 93.56 0.93 -7.19 92.62
λy3 1.00 0.91 -9.11 91.62 0.92 -7.83 92.43 0.92 -8.44 93.85
196
ρy2 - 0.37 37.37 0.00 0.51 71.45 89.83 0.72 19.63 87.22
α 0.00 0.00 0.00 94.17 0.00 -0.25 94.59 0.00 -0.49 96.64
γ1 0.30 0.30 1.58 95.58 0.30 1.37 94.81 0.30 1.61 96.53
γ2 0.30 0.31 1.71 93.96 0.31 1.98 94.05 0.30 1.01 96.53
γ3 0.15 0.15 2.90 96.55 0.15 2.26 95.02 0.15 1.73 95.56
σx1 0.50 0.50 0.17 95.47 0.50 0.44 94.05 0.50 0.40 94.15
σx2 0.50 0.50 0.45 94.07 0.50 -0.05 94.37 0.50 -0.29 94.58
σx3 0.50 0.50 0.19 94.71 0.50 0.44 95.02 0.50 0.33 92.20
σx4 0.50 0.50 0.82 93.20 0.50 0.59 95.78 0.50 0.29 93.93
σx5 0.50 0.50 0.64 94.93 0.50 0.23 92.97 0.50 0.27 95.45
σx6 0.50 0.50 -0.84 95.04 0.50 0.56 94.91 0.50 0.86 93.93
σy1 0.50 0.50 -0.62 94.61 0.49 -1.19 95.24 0.50 -1.00 95.99
σy2 0.50 0.50 -0.46 95.69 0.50 -0.27 95.24 0.50 -0.45 95.56
σy3 0.50 0.49 -0.30 82.63 0.29 -42.33 24.89 0.16 -67.86 0.00
σξ1 1.00 1.00 -0.08 94.39 1.00 0.24 95.89 1.00 0.43 96.10
σξ2 1.00 1.00 0.18 95.04 1.01 0.53 94.81 1.00 0.35 94.69
νx1 0.00 0.00 0.11 95.25 0.01 0.68 92.97 0.00 -0.34 95.02
νx2 0.00 0.00 0.28 94.93 0.00 0.44 92.97 0.00 -0.26 92.74
νx3 0.00 0.01 0.55 94.61 0.00 0.34 92.32 0.00 -0.44 94.58
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Table A.5: Results table for Study 2 Measurement lag population model (D2) and measurement
lag analysis model (A2) (continued)
ρy2 = 0 ρy2 = 0.3 ρy2 = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
νx4 0.00 0.00 -0.19 94.93 -0.01 -0.53 94.81 0.00 -0.07 94.80
νx5 0.00 0.00 -0.29 95.69 0.00 -0.46 93.29 0.00 -0.22 94.47
νx6 0.00 0.00 -0.12 95.47 -0.01 -0.54 94.81 0.00 0.13 93.93
νy2 0.00 0.00 -0.16 93.74 0.00 0.09 94.81 0.00 0.45 95.56
νy3 0.00 0.00 -0.09 94.39 0.00 0.20 95.35 0.01 0.55 95.99
λx2 1.00 1.01 0.58 94.50 1.00 0.36 95.13 1.01 0.71 96.53
λx3 1.00 1.01 0.66 95.25 1.00 0.45 94.91 1.01 0.53 95.99
λx4 1.00 1.01 0.88 94.82 1.00 0.31 95.67 1.00 0.46 94.58
λx5 1.00 1.01 0.98 94.28 1.00 0.28 93.83 1.01 0.77 94.15
λy2 1.00 0.99 -1.12 94.28 0.98 -1.60 95.56 0.99 -1.13 93.61
λy3 1.00 0.99 -1.07 92.99 0.99 -1.39 93.40 0.99 -1.47 94.91
400
ρy2 - 0.35 35.28 0.00 0.53 76.56 85.71 0.73 20.88 84.19
α 0.00 0.00 -0.03 94.99 0.00 0.02 94.26 0.00 -0.03 95.22
γ1 0.30 0.30 -1.02 95.24 0.30 0.34 94.26 0.30 0.02 95.71
γ2 0.30 0.30 0.84 95.36 0.30 0.31 95.97 0.30 0.05 93.75
γ3 0.15 0.15 -2.91 94.75 0.15 0.11 93.77 0.15 -1.94 96.20
σx1 0.50 0.50 0.01 95.48 0.50 -0.10 95.48 0.50 0.53 94.24
σx2 0.50 0.50 0.75 95.60 0.50 0.05 95.36 0.50 0.18 95.83
σx3 0.50 0.50 0.03 94.63 0.50 0.51 94.75 0.50 0.61 94.73
σx4 0.50 0.50 0.00 94.02 0.50 -0.17 95.36 0.50 0.13 95.10
σx5 0.50 0.50 -0.06 94.99 0.50 -0.26 95.36 0.50 0.19 93.87
σx6 0.50 0.50 0.04 94.14 0.50 0.41 94.87 0.50 0.15 93.50
σy1 0.50 0.50 -0.69 94.26 0.50 -0.56 95.12 0.50 -0.53 93.75
σy2 0.50 0.50 -0.41 95.60 0.50 -0.71 94.26 0.50 -0.32 96.20
σy3 0.50 0.49 -1.03 80.83 0.28 -44.87 3.30 0.15 -69.78 0.00
σξ1 1.00 1.00 0.14 94.87 1.00 0.05 94.75 1.00 -0.24 94.36
σξ2 1.00 1.00 0.29 93.53 1.00 0.30 94.14 1.00 0.07 95.22
νx1 0.00 0.00 -0.01 96.46 0.00 0.13 95.73 0.01 0.52 95.71
νx2 0.00 0.00 -0.03 96.46 0.00 0.05 95.97 0.00 0.38 95.47
νx3 0.00 0.00 -0.05 95.36 0.00 0.04 95.60 0.00 0.30 95.47
νx4 0.00 0.00 -0.28 95.85 0.00 0.03 96.83 0.00 0.06 94.85
νx5 0.00 0.00 -0.41 93.89 0.00 0.13 96.46 0.00 0.18 94.49
νx6 0.00 0.00 -0.37 94.51 0.00 0.03 96.46 0.00 0.23 93.50
νy2 0.00 0.00 0.02 96.34 0.00 -0.04 94.87 0.00 0.15 94.61
νy3 0.00 0.00 -0.07 96.46 0.00 -0.06 95.36 0.00 0.12 96.20
λx2 1.00 1.00 -0.14 94.99 1.00 0.14 94.99 1.00 0.04 94.24
λx3 1.00 1.00 0.05 94.87 1.00 0.20 94.75 1.00 0.03 94.24
λx4 1.00 1.00 -0.03 95.85 1.00 0.04 95.24 1.00 -0.16 95.47
λx5 1.00 1.00 -0.39 94.38 1.00 0.05 94.87 1.00 -0.05 95.10
λy2 1.00 1.00 -0.48 94.75 0.99 -0.52 94.26 0.99 -0.73 94.61
λy3 1.00 0.99 -0.93 94.63 1.00 0.04 93.41 0.99 -0.93 92.89
W ∗D
49
ρy2 - 0.49 49.29 0.00 0.50 66.34 100.00 0.51 -15.64 100.00
α 0.00 0.00 0.26 96.24 -0.01 -0.91 95.61 0.00 0.37 96.55
γ1 0.30 0.32 7.71 96.97 0.32 6.95 97.91 0.32 7.67 96.23
γ2 0.30 0.32 6.49 94.99 0.32 7.45 96.34 0.32 6.67 97.07
γ3 0.15 0.16 9.38 97.39 0.17 11.94 96.24 0.17 10.85 96.65
σx1 0.50 0.51 1.57 93.11 0.51 2.29 93.83 0.51 2.44 93.51
σx2 0.50 0.51 1.54 93.95 0.51 1.91 95.72 0.50 0.67 94.67
σx3 0.50 0.50 0.53 95.30 0.51 1.24 96.66 0.50 0.70 93.62
σx4 0.50 0.52 3.77 94.36 0.51 1.85 94.25 0.51 2.37 93.10
σx5 0.50 0.50 -0.38 94.78 0.50 -0.09 94.36 0.49 -1.34 94.35
142
Table A.5: Results table for Study 2 Measurement lag population model (D2) and measurement
lag analysis model (A2) (continued)
ρy2 = 0 ρy2 = 0.3 ρy2 = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
σx6 0.50 0.51 1.26 94.57 0.50 0.08 94.36 0.51 1.65 94.77
σy1 0.50 0.49 -2.03 95.30 0.49 -1.37 96.03 0.49 -1.15 95.19
σy2 0.50 0.50 0.90 93.74 0.50 0.78 94.36 0.50 -0.20 96.13
σy3 0.50 0.49 -2.04 94.94 0.33 -34.10 86.00 0.32 -35.43 86.61
σξ1 1.00 1.00 0.42 94.36 1.01 1.28 94.25 1.01 1.49 94.77
σξ2 1.00 1.00 -0.11 93.42 1.01 0.99 93.73 1.00 0.19 95.92
νx1 0.00 0.00 0.12 95.09 0.00 -0.25 96.24 0.00 0.23 95.92
νx2 0.00 0.00 0.13 96.35 0.00 -0.42 96.55 0.00 0.01 96.34
νx3 0.00 0.00 0.17 93.95 0.00 -0.18 96.66 0.00 0.43 96.55
νx4 0.00 0.01 0.81 95.41 -0.01 -1.16 94.88 0.01 0.92 95.19
νx5 0.00 0.00 0.23 95.62 -0.01 -1.22 96.45 0.01 0.51 96.44
νx6 0.00 0.00 0.47 96.03 -0.01 -1.16 94.67 0.00 0.33 95.29
νy2 0.00 0.00 -0.10 94.89 0.00 0.13 94.67 -0.01 -0.52 96.03
νy3 0.00 0.00 0.09 97.91 0.00 0.20 95.09 0.00 0.28 93.31
λx2 1.00 1.02 2.39 96.24 1.03 2.66 94.67 1.02 2.17 94.77
λx3 1.00 1.02 2.11 95.72 1.02 2.42 96.24 1.02 2.44 95.19
λx4 1.00 1.03 3.25 95.51 1.03 2.73 94.25 1.03 2.78 96.34
λx5 1.00 1.03 2.74 94.47 1.02 2.48 93.73 1.02 2.48 96.23
λy2 1.00 0.92 -7.51 92.69 0.92 -7.88 93.83 0.92 -7.79 93.62
λy3 1.00 0.92 -8.36 93.74 0.91 -8.81 93.21 0.90 -10.19 93.51
196
ρy2 - 0.48 48.06 0.00 0.50 65.35 100.00 0.51 -14.27 100.00
α 0.00 0.00 -0.26 95.61 0.00 0.21 94.62 0.00 0.03 95.36
γ1 0.30 0.30 1.13 96.38 0.31 1.71 95.82 0.30 0.69 93.71
γ2 0.30 0.30 1.42 96.93 0.31 1.81 94.51 0.30 1.56 97.02
γ3 0.15 0.15 1.90 94.08 0.15 2.93 96.59 0.15 2.01 96.14
σx1 0.50 0.51 1.15 94.08 0.50 0.18 94.40 0.50 0.91 94.70
σx2 0.50 0.50 0.42 93.86 0.50 -0.22 95.05 0.50 0.40 92.72
σx3 0.50 0.50 -0.10 95.39 0.50 0.83 94.40 0.50 0.12 95.70
σx4 0.50 0.50 0.56 96.38 0.50 0.84 94.84 0.51 1.07 94.48
σx5 0.50 0.50 0.89 94.63 0.50 0.65 94.84 0.50 0.17 95.03
σx6 0.50 0.50 0.11 94.19 0.50 0.66 94.73 0.50 0.50 94.81
σy1 0.50 0.49 -1.03 95.18 0.50 -0.94 96.04 0.50 -0.60 94.70
σy2 0.50 0.50 -0.79 94.63 0.50 -0.36 95.71 0.50 -0.74 93.93
σy3 0.50 0.51 1.06 72.92 0.32 -35.26 69.89 0.31 -37.45 65.34
σξ1 1.00 1.00 0.11 94.41 1.00 0.30 94.62 1.00 0.23 94.59
σξ2 1.00 1.00 -0.10 94.74 1.00 -0.14 94.18 1.00 -0.11 94.81
νx1 0.00 -0.01 -0.66 96.49 0.00 0.06 95.27 0.00 -0.19 95.36
νx2 0.00 -0.01 -0.61 95.61 0.00 0.14 95.49 0.00 -0.31 95.58
νx3 0.00 -0.01 -0.60 95.50 0.00 0.33 96.81 0.00 -0.45 95.14
νx4 0.00 0.00 -0.36 95.83 0.00 0.20 95.16 0.00 0.16 94.81
νx5 0.00 0.00 0.00 94.41 0.00 0.17 93.30 0.00 0.32 95.81
νx6 0.00 0.00 -0.17 93.42 0.00 -0.03 93.19 0.00 0.18 96.14
νy2 0.00 0.00 -0.26 95.50 0.00 -0.10 94.62 0.00 -0.13 95.03
νy3 0.00 0.00 0.13 97.81 0.00 -0.23 94.07 0.00 -0.33 89.85
λx2 1.00 1.00 0.36 95.07 1.00 0.43 94.40 1.01 0.66 93.82
λx3 1.00 1.01 0.71 94.52 1.01 0.71 94.73 1.01 0.59 93.93
λx4 1.00 1.01 0.84 93.86 1.00 0.42 95.60 1.01 0.82 93.49
λx5 1.00 1.01 0.55 94.30 1.01 0.54 95.05 1.01 0.93 94.59
λy2 1.00 0.99 -1.26 96.16 0.99 -1.02 94.62 0.99 -0.70 94.37
λy3 1.00 0.97 -2.71 94.30 0.99 -1.13 94.18 0.99 -0.70 94.15
400
ρy2 - 0.49 48.75 0.00 0.50 67.37 100.00 0.52 -13.78 100.00
α 0.00 0.00 -0.04 96.01 0.00 -0.24 94.58 0.00 -0.03 95.69
γ1 0.30 0.30 0.17 93.39 0.30 0.35 96.22 0.30 0.28 95.30
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Table A.5: Results table for Study 2 Measurement lag population model (D2) and measurement
lag analysis model (A2) (continued)
ρy2 = 0 ρy2 = 0.3 ρy2 = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
γ2 0.30 0.30 0.39 96.63 0.30 0.24 95.21 0.30 1.39 96.45
γ3 0.15 0.15 -0.28 97.13 0.15 -0.98 95.47 0.15 -0.84 94.67
σx1 0.50 0.50 0.44 93.64 0.50 -0.04 94.33 0.50 0.87 95.69
σx2 0.50 0.50 0.43 95.64 0.50 0.62 94.84 0.50 0.19 95.30
σx3 0.50 0.50 -0.09 95.26 0.50 -0.03 94.71 0.50 0.54 94.04
σx4 0.50 0.50 0.49 94.14 0.50 -0.17 93.20 0.50 -0.05 94.92
σx5 0.50 0.50 -0.16 94.26 0.50 0.17 94.58 0.50 0.26 95.69
σx6 0.50 0.50 0.06 95.01 0.50 0.40 94.71 0.50 0.46 95.18
σy1 0.50 0.50 -0.67 95.14 0.50 -0.60 94.33 0.50 -0.64 94.80
σy2 0.50 0.50 -0.71 93.52 0.50 -0.60 95.84 0.50 -0.48 95.05
σy3 0.50 0.50 0.60 59.48 0.32 -36.14 54.91 0.31 -37.72 50.38
σξ1 1.00 1.00 0.06 95.51 1.00 0.34 94.58 1.00 0.05 95.43
σξ2 1.00 1.00 0.16 95.14 1.00 0.20 94.21 1.00 0.06 96.32
νx1 0.00 0.00 -0.04 95.14 0.00 -0.20 95.59 0.00 0.14 94.80
νx2 0.00 0.00 0.30 96.26 0.00 -0.18 95.09 0.00 0.07 95.30
νx3 0.00 0.00 0.04 94.89 0.00 -0.25 93.07 0.00 0.02 95.69
νx4 0.00 0.00 0.23 94.51 0.00 -0.06 93.95 0.00 -0.20 95.05
νx5 0.00 0.00 0.22 94.76 0.00 -0.23 96.60 0.00 0.02 93.91
νx6 0.00 0.00 0.07 94.89 0.00 0.04 95.21 0.00 -0.24 96.45
νy2 0.00 0.00 0.16 93.89 0.00 -0.20 93.20 0.00 0.01 95.05
νy3 0.00 0.00 0.06 97.01 0.00 0.03 94.58 0.00 0.01 90.86
λx2 1.00 1.00 0.26 95.26 1.00 0.05 93.32 1.00 0.34 93.27
λx3 1.00 1.00 0.24 94.51 1.00 0.27 94.21 1.00 0.41 95.05
λx4 1.00 1.00 0.30 92.52 1.00 0.06 96.47 1.00 0.38 96.19
λx5 1.00 1.01 0.53 93.14 1.00 0.01 94.71 1.00 0.31 94.80
λy2 1.00 0.99 -0.67 95.26 0.99 -1.15 93.45 0.99 -0.75 96.19
λy3 1.00 0.99 -0.65 96.63 0.98 -1.65 92.70 0.99 -1.06 92.64
1 W ∗ is the population and analysis W condition.
2 N is the simulated sample size.
3 θ is the simulated population value of each parameter.
4 ρy2 = ... is the simulated spatial autocorrelation of the endogenous lag.
5 ¯̂θ is the obtained average posterior mean across simulated iterations.
6 Bias( ¯̂θ)% is the average percent bias across simulation iterations when θ 6= 0, otherwise
Bias( ¯̂θ)% provides absolute bias.
7 Cover% is the percent of simulated trials in which the population value falls within the central
95% density of the posterior estimate.
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Table A.6: Results table for Study 2 endogenous structural lag population model (D3) and endoge-
nous structural lag analysis model (A3)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
W ∗C
49
ρη - 0.20 19.99 0.00 0.35 15.45 98.27 0.58 -3.21 97.33
α 0.00 0.00 -0.14 97.73 0.00 0.28 95.73 0.00 -0.39 95.73
γ1 0.30 0.31 1.70 94.80 0.30 0.82 96.53 0.31 2.93 95.20
γ2 0.30 0.30 0.21 95.73 0.31 3.66 96.00 0.30 -0.90 95.73
γ3 0.15 0.14 -6.12 95.47 0.16 9.00 95.07 0.16 4.05 97.33
σx1 0.50 0.51 1.88 96.27 0.51 1.58 94.53 0.51 1.78 93.87
σx2 0.50 0.50 0.75 95.60 0.50 0.66 94.40 0.50 0.61 93.47
σx3 0.50 0.50 0.33 92.80 0.50 0.85 96.67 0.50 0.93 95.20
σx4 0.50 0.51 1.48 94.00 0.51 1.26 94.80 0.51 1.86 94.27
σx5 0.50 0.51 2.11 94.00 0.50 0.81 93.87 0.50 0.89 96.27
σx6 0.50 0.51 1.11 95.87 0.50 -0.12 96.27 0.50 0.78 95.47
σy1 0.50 0.50 0.33 92.53 0.50 -0.46 95.87 0.51 1.35 96.00
σy2 0.50 0.52 3.33 96.40 0.51 2.73 93.73 0.50 0.96 92.93
σy3 0.50 0.51 2.20 94.93 0.52 3.12 95.73 0.51 2.57 93.73
σξ1 1.00 1.01 0.53 96.13 1.01 1.23 96.00 1.01 0.55 95.87
σξ2 1.00 1.00 0.05 96.40 1.00 0.42 95.20 1.00 -0.46 96.40
νx1 0.00 -0.01 -0.75 95.20 0.00 -0.26 95.07 -0.01 -0.87 96.27
νx2 0.00 -0.01 -0.65 95.07 0.00 -0.10 96.13 0.00 -0.07 96.67
νx3 0.00 -0.01 -0.74 93.47 0.00 -0.22 95.47 0.00 -0.15 95.87
νx4 0.00 -0.01 -1.20 95.47 0.00 -0.15 96.67 0.00 -0.20 96.13
νx5 0.00 -0.01 -1.10 95.73 0.00 0.12 96.00 0.00 -0.08 94.67
νx6 0.00 -0.01 -0.97 96.00 0.00 -0.46 96.13 0.00 0.36 95.73
νy2 0.00 0.00 -0.22 95.07 0.00 0.05 95.07 0.00 -0.40 93.07
νy3 0.00 0.00 -0.30 95.73 0.00 -0.06 96.93 0.00 -0.45 96.00
λx2 1.00 1.03 2.56 96.40 1.02 2.32 95.60 1.02 2.17 95.07
λx3 1.00 1.02 2.34 96.80 1.02 2.50 96.53 1.02 2.09 96.00
λx4 1.00 1.03 2.53 95.47 1.01 1.15 93.87 1.02 2.41 95.07
λx5 1.00 1.03 2.80 95.47 1.02 2.38 94.13 1.02 2.19 95.87
λy2 1.00 0.98 -1.58 94.67 0.98 -1.76 93.87 0.99 -0.97 94.40
λy3 1.00 0.99 -0.94 95.07 0.98 -1.75 95.33 0.99 -0.59 96.13
196
ρη - 0.10 10.04 0.00 0.31 2.34 96.75 0.60 -0.37 93.93
α 0.00 0.00 -0.16 97.04 0.00 0.00 95.90 0.00 0.24 94.92
γ1 0.30 0.29 -1.84 93.65 0.30 0.56 95.90 0.30 1.59 94.49
γ2 0.30 0.29 -1.75 96.33 0.30 -1.12 93.36 0.30 1.16 92.80
γ3 0.15 0.15 -1.13 94.22 0.16 4.43 95.06 0.15 0.16 94.77
σx1 0.50 0.50 0.60 94.08 0.50 0.91 94.92 0.51 1.04 94.63
σx2 0.50 0.50 0.34 95.06 0.50 0.55 95.06 0.51 1.21 95.06
σx3 0.50 0.50 0.47 96.05 0.50 0.29 94.92 0.50 -0.08 94.49
σx4 0.50 0.50 0.66 95.20 0.50 0.47 95.62 0.50 0.56 95.62
σx5 0.50 0.50 0.28 93.23 0.50 0.47 96.33 0.50 -0.02 95.48
σx6 0.50 0.50 0.53 92.81 0.50 0.16 97.18 0.51 1.05 94.92
σy1 0.50 0.50 0.42 94.64 0.50 0.43 94.21 0.50 -0.02 96.47
σy2 0.50 0.50 0.29 93.23 0.50 0.90 95.48 0.50 0.40 93.22
σy3 0.50 0.50 0.26 93.94 0.50 0.72 95.48 0.50 0.57 94.21
σξ1 1.00 1.00 0.11 95.49 1.00 0.13 95.62 1.00 0.11 94.77
σξ2 1.00 1.01 0.70 95.91 1.00 0.11 93.36 1.00 0.02 94.92
νx1 0.00 0.00 0.37 96.90 0.00 0.08 95.90 0.00 0.44 95.62
νx2 0.00 0.00 0.21 95.35 0.00 -0.16 96.19 0.00 0.16 95.20
νx3 0.00 0.00 0.47 97.32 0.00 0.10 96.89 0.00 0.29 96.89
νx4 0.00 0.00 -0.42 95.49 0.00 -0.20 94.21 0.00 0.04 95.20
νx5 0.00 0.00 -0.37 94.78 0.00 -0.12 95.06 0.00 -0.28 95.48
νx6 0.00 0.00 -0.32 95.49 0.00 -0.29 94.49 0.00 0.08 93.22
145
Table A.6: Results table for Study 2 endogenous structural lag population model (D3) and endoge-
nous structural lag analysis model (A3) (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
νy2 0.00 0.00 -0.38 96.33 0.00 -0.03 97.60 0.00 0.01 94.92
νy3 0.00 0.00 0.10 95.35 0.00 -0.08 95.06 0.00 -0.08 94.07
λx2 1.00 1.01 0.74 96.33 1.01 1.06 94.63 1.01 0.52 94.21
λx3 1.00 1.00 0.25 94.08 1.01 0.62 93.93 1.01 1.00 96.19
λx4 1.00 1.00 0.45 95.77 1.00 0.49 95.20 1.01 1.03 94.49
λx5 1.00 1.01 0.61 94.22 1.00 0.38 96.19 1.01 0.76 94.49
λy2 1.00 1.00 -0.01 96.05 1.00 -0.14 95.48 1.00 -0.02 94.21
λy3 1.00 1.00 0.35 96.33 1.00 -0.31 95.76 1.00 -0.18 94.92
400
ρη - 0.07 6.82 0.00 0.30 0.33 94.39 0.60 -0.20 95.99
α 0.00 0.00 0.22 95.73 0.00 -0.34 97.06 0.00 0.26 93.58
γ1 0.30 0.30 0.59 95.46 0.30 0.73 94.65 0.30 0.45 93.45
γ2 0.30 0.30 1.09 94.53 0.30 -0.88 95.59 0.30 -0.37 95.45
γ3 0.15 0.15 1.28 94.53 0.15 -0.19 94.65 0.15 -2.87 94.52
σx1 0.50 0.50 0.42 94.13 0.50 0.22 95.59 0.50 0.03 93.18
σx2 0.50 0.50 -0.04 95.19 0.50 0.39 94.65 0.50 0.48 93.98
σx3 0.50 0.50 0.17 94.53 0.50 0.21 95.32 0.50 0.03 95.86
σx4 0.50 0.50 0.36 96.80 0.50 0.27 93.58 0.50 0.54 95.19
σx5 0.50 0.50 0.12 97.20 0.50 0.41 94.39 0.50 0.12 95.19
σx6 0.50 0.50 0.08 94.26 0.50 -0.05 94.12 0.50 -0.29 94.92
σy1 0.50 0.50 -0.29 95.99 0.50 0.32 95.05 0.50 0.07 93.45
σy2 0.50 0.50 0.63 96.26 0.50 0.19 93.85 0.50 0.40 96.39
σy3 0.50 0.50 0.81 94.13 0.50 -0.05 95.05 0.50 0.37 97.06
σξ1 1.00 1.00 0.26 93.86 1.00 0.05 93.32 1.00 0.14 95.59
σξ2 1.00 1.00 0.44 97.06 1.00 0.32 94.92 1.00 0.09 94.12
νx1 0.00 0.00 -0.19 94.53 0.00 -0.21 94.65 0.00 0.26 95.99
νx2 0.00 0.00 -0.24 94.39 0.00 -0.05 95.72 0.00 0.02 95.32
νx3 0.00 0.00 -0.08 94.13 0.00 -0.04 95.59 0.00 0.07 95.19
νx4 0.00 0.00 -0.15 94.53 0.00 0.28 94.92 0.00 0.02 94.52
νx5 0.00 0.00 -0.14 95.19 0.00 0.24 95.32 0.00 -0.05 92.65
νx6 0.00 0.00 -0.21 95.59 0.00 0.24 95.45 0.00 0.17 94.92
νy2 0.00 0.00 -0.12 95.19 0.00 0.28 95.32 0.00 -0.04 95.45
νy3 0.00 0.00 -0.01 95.06 0.01 0.54 95.86 0.00 -0.25 94.25
λx2 1.00 1.00 0.15 95.73 1.00 0.43 94.12 1.00 0.38 95.32
λx3 1.00 1.00 0.19 93.59 1.00 0.39 95.59 1.00 0.12 96.12
λx4 1.00 1.00 0.22 95.99 1.00 0.16 93.72 1.01 0.55 94.12
λx5 1.00 1.00 0.26 95.33 1.00 0.29 94.12 1.00 0.50 95.32
λy2 1.00 1.00 -0.18 94.79 1.00 -0.13 94.12 1.00 0.19 93.32
λy3 1.00 1.00 -0.12 93.86 1.00 0.05 94.65 1.00 -0.07 93.32
W ∗D
49
ρη - 0.48 48.20 0.00 0.49 64.03 100.00 0.50 -16.46 100.00
α 0.00 0.00 -0.25 99.20 0.00 -0.04 98.26 0.01 0.82 94.78
γ1 0.30 0.30 -1.65 94.65 0.30 0.01 96.65 0.30 0.69 96.52
γ2 0.30 0.29 -2.73 95.85 0.29 -2.65 94.78 0.29 -1.79 95.05
γ3 0.15 0.14 -6.19 95.85 0.16 5.54 96.12 0.15 2.91 95.98
σx1 0.50 0.51 1.70 93.31 0.51 2.53 94.78 0.52 3.18 94.38
σx2 0.50 0.51 2.12 93.57 0.50 0.28 93.84 0.50 0.68 94.11
σx3 0.50 0.50 0.94 94.65 0.51 1.42 93.17 0.51 1.48 95.05
σx4 0.50 0.51 2.01 94.38 0.51 2.51 95.45 0.51 1.02 95.58
σx5 0.50 0.50 -0.96 93.84 0.51 1.95 94.51 0.51 1.48 95.05
σx6 0.50 0.51 2.33 94.91 0.51 1.25 92.10 0.51 2.24 92.50
σy1 0.50 0.49 -1.62 94.65 0.50 -0.90 94.24 0.50 0.03 93.98
σy2 0.50 0.52 3.04 95.45 0.51 1.17 95.05 0.51 1.94 95.31
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Table A.6: Results table for Study 2 endogenous structural lag population model (D3) and endoge-
nous structural lag analysis model (A3) (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
σy3 0.50 0.51 1.18 93.31 0.50 0.73 94.78 0.51 2.04 95.05
σξ1 1.00 1.01 0.65 94.65 1.01 1.07 94.91 1.01 0.69 94.24
σξ2 1.00 1.01 1.33 94.24 1.02 2.41 94.91 1.01 1.12 95.18
νx1 0.00 0.00 0.06 94.91 0.00 -0.01 94.91 -0.01 -0.89 95.58
νx2 0.00 0.00 -0.31 94.11 0.00 -0.32 95.85 -0.01 -0.77 95.98
νx3 0.00 0.00 -0.29 95.58 0.00 -0.29 94.78 -0.01 -0.92 95.58
νx4 0.00 0.00 0.40 96.12 0.00 0.18 94.38 -0.01 -0.73 96.39
νx5 0.00 0.00 -0.37 94.78 -0.01 -0.57 96.25 0.00 -0.25 97.05
νx6 0.00 0.00 0.33 94.91 0.00 0.28 95.72 0.00 0.44 95.18
νy2 0.00 0.01 0.75 96.79 0.00 -0.08 94.24 0.00 0.43 95.18
νy3 0.00 0.00 0.08 97.46 0.00 -0.23 95.85 0.01 1.00 96.52
λx2 1.00 1.02 1.97 95.18 1.03 3.05 96.39 1.03 2.86 96.12
λx3 1.00 1.02 2.25 96.92 1.02 2.22 95.85 1.03 2.67 95.05
λx4 1.00 1.03 2.78 95.98 1.02 2.03 95.85 1.02 2.17 95.45
λx5 1.00 1.01 1.48 95.85 1.01 1.14 96.65 1.02 2.17 95.45
λy2 1.00 0.98 -1.73 95.31 0.99 -0.96 96.39 0.98 -1.56 95.58
λy3 1.00 0.99 -1.40 96.25 0.99 -0.68 96.39 0.99 -1.17 94.51
196
ρη - 0.47 46.62 0.00 0.48 60.12 100.00 0.51 -14.68 100.00
α 0.00 0.00 0.07 99.86 0.00 -0.34 97.44 -0.01 -0.95 96.73
γ1 0.30 0.31 2.13 95.45 0.30 1.53 95.45 0.29 -2.03 95.31
γ2 0.30 0.30 -0.26 95.31 0.30 0.05 94.60 0.30 -0.66 94.32
γ3 0.15 0.15 -0.56 96.45 0.16 6.82 93.18 0.15 -1.40 95.74
σx1 0.50 0.51 1.18 94.60 0.50 0.65 94.89 0.50 0.44 94.46
σx2 0.50 0.50 -0.25 96.16 0.50 -0.05 95.03 0.50 0.23 95.17
σx3 0.50 0.50 -0.29 94.03 0.50 0.02 95.45 0.50 0.48 94.74
σx4 0.50 0.50 -0.01 93.75 0.51 1.11 93.61 0.51 1.25 95.17
σx5 0.50 0.50 0.42 94.32 0.50 0.58 94.32 0.50 0.62 94.60
σx6 0.50 0.50 0.73 94.60 0.50 0.46 95.74 0.50 0.56 93.18
σy1 0.50 0.50 0.41 94.03 0.50 0.37 94.60 0.50 0.34 94.46
σy2 0.50 0.50 0.63 93.47 0.50 -0.24 96.31 0.50 0.43 94.03
σy3 0.50 0.50 0.63 94.32 0.51 1.12 94.60 0.50 0.87 94.32
σξ1 1.00 1.00 0.30 94.89 1.01 0.65 93.18 1.00 -0.18 95.17
σξ2 1.00 1.00 0.15 96.16 1.00 0.40 95.45 1.00 -0.24 95.74
νx1 0.00 0.00 -0.17 95.88 0.00 -0.26 93.75 0.00 -0.31 94.46
νx2 0.00 0.00 0.08 94.60 -0.01 -0.59 96.16 -0.01 -0.55 95.03
νx3 0.00 0.00 -0.04 94.32 0.00 -0.29 95.60 0.00 -0.18 95.74
νx4 0.00 0.00 -0.05 93.18 0.00 0.01 96.02 0.00 -0.25 96.31
νx5 0.00 0.00 0.11 94.74 0.00 -0.02 94.74 0.00 -0.50 94.89
νx6 0.00 0.00 -0.03 94.46 0.00 -0.48 95.17 0.00 -0.41 95.45
νy2 0.00 0.01 0.70 95.74 0.00 0.12 96.59 0.00 0.07 95.31
νy3 0.00 0.01 0.63 96.02 0.00 0.05 95.31 0.00 0.32 95.17
λx2 1.00 1.01 0.62 95.17 1.01 0.72 95.03 1.00 0.46 94.03
λx3 1.00 1.01 0.69 95.31 1.01 0.74 94.32 1.01 1.01 95.60
λx4 1.00 1.01 0.61 95.60 1.00 0.03 94.60 1.01 0.65 93.89
λx5 1.00 1.00 0.22 93.89 1.00 0.28 95.45 1.01 0.79 93.18
λy2 1.00 1.00 -0.02 95.31 1.00 -0.07 95.17 1.00 -0.12 94.46
λy3 1.00 1.00 -0.02 95.45 1.00 -0.24 95.88 1.00 -0.01 94.32
400
ρη - 0.45 44.90 0.00 0.47 58.26 99.73 0.51 -14.72 100.00
α 0.00 0.00 -0.03 98.39 0.00 0.10 96.37 0.00 0.00 95.56
γ1 0.30 0.30 -0.29 95.56 0.30 -0.39 94.76 0.31 2.62 94.89
γ2 0.30 0.30 0.18 96.24 0.30 0.87 94.76 0.30 -0.53 95.56
γ3 0.15 0.16 5.49 93.01 0.15 -1.05 95.56 0.15 1.66 94.76
σx1 0.50 0.50 0.19 95.83 0.50 0.44 93.68 0.50 -0.23 94.22
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Table A.6: Results table for Study 2 endogenous structural lag population model (D3) and endoge-
nous structural lag analysis model (A3) (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
σx2 0.50 0.50 0.17 96.51 0.50 -0.05 94.89 0.50 0.23 94.76
σx3 0.50 0.50 -0.23 95.03 0.50 -0.06 95.83 0.50 0.21 93.41
σx4 0.50 0.50 0.51 93.28 0.50 0.45 97.18 0.50 0.52 94.09
σx5 0.50 0.50 0.10 94.35 0.50 0.51 95.97 0.50 0.52 95.43
σx6 0.50 0.50 0.24 97.18 0.50 0.14 94.35 0.50 -0.50 93.68
σy1 0.50 0.50 0.31 94.62 0.50 -0.01 95.56 0.50 -0.17 94.76
σy2 0.50 0.50 0.54 95.30 0.50 0.40 94.09 0.50 0.66 94.62
σy3 0.50 0.50 0.13 94.49 0.50 0.00 96.24 0.50 0.29 95.03
σξ1 1.00 1.00 0.23 92.74 1.00 0.01 93.41 1.00 0.13 95.30
σξ2 1.00 1.00 0.19 96.10 1.00 0.13 95.30 1.00 -0.13 96.37
νx1 0.00 0.00 0.04 93.95 0.00 -0.01 95.83 0.00 0.06 94.22
νx2 0.00 0.00 0.01 96.91 0.00 0.02 95.56 0.00 0.17 95.56
νx3 0.00 0.00 -0.05 95.83 0.00 -0.03 96.24 0.00 0.05 96.51
νx4 0.00 0.00 0.14 94.22 0.00 0.30 95.30 0.00 -0.25 91.80
νx5 0.00 0.00 0.19 95.16 0.00 0.15 95.03 0.00 -0.19 93.55
νx6 0.00 0.00 0.23 93.95 0.00 0.32 94.89 0.00 -0.13 95.03
νy2 0.00 0.00 -0.15 94.35 0.00 -0.06 95.30 0.00 0.03 95.03
νy3 0.00 0.00 0.04 94.62 0.00 -0.11 94.22 0.00 0.08 93.28
λx2 1.00 1.00 0.17 94.62 1.00 0.45 95.97 1.00 0.20 94.09
λx3 1.00 1.00 0.33 94.09 1.00 0.30 93.41 1.00 0.17 95.83
λx4 1.00 1.00 0.27 97.18 1.00 -0.18 94.89 1.00 0.35 95.03
λx5 1.00 1.00 0.17 95.43 1.00 -0.01 94.89 1.00 0.20 96.10
λy2 1.00 1.00 0.00 94.62 1.00 -0.39 94.35 0.99 -0.60 93.41
λy3 1.00 1.00 0.05 93.68 1.00 -0.07 93.82 1.00 -0.45 95.16
1 W ∗ is the population and analysis W condition.
2 N is the simulated sample size.
3 θ is the simulated population value of each parameter.
4 ρη = ... is the simulated spatial autocorrelation of the endogenous lag.
5 ¯̂θ is the obtained average posterior mean across simulated iterations.
6 Bias( ¯̂θ)% is the average percent bias across simulation iterations when θ 6= 0, otherwise
Bias( ¯̂θ)% provides absolute bias.
7 Cover% is the percent of simulated trials in which the population value falls within the central
95% density of the posterior estimate.
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Table A.7: Results table for Study 2 simultaneous structural lag population model (D4) and simul-
taneous structural lag analysis model (A4) under population level φζ = 0.3
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
W ∗C
49
ρη - 0.18 17.61 0.00 0.24 -19.56 98.92 0.42 -29.35 89.78
φζ 0.30 0.36 18.64 100.00 0.37 23.20 98.39 0.37 22.45 98.92
α 0.00 0.00 -0.05 100.00 0.00 -0.07 98.92 0.01 0.78 96.77
γ1 0.30 0.32 5.22 96.77 0.32 7.95 96.77 0.32 7.13 97.31
γ2 0.30 0.31 4.73 97.31 0.32 5.42 99.46 0.33 9.62 96.77
γ3 0.15 0.16 4.95 96.77 0.17 10.36 95.16 0.17 11.36 97.31
σx1 0.50 0.50 0.65 92.47 0.52 3.51 96.77 0.50 0.68 95.70
σx2 0.50 0.50 -0.24 95.16 0.49 -1.31 91.94 0.51 1.14 96.24
σx3 0.50 0.51 1.25 95.70 0.51 2.54 92.47 0.51 1.10 94.62
σx4 0.50 0.52 3.36 93.01 0.51 2.69 93.55 0.51 2.20 96.24
σx5 0.50 0.50 0.75 95.16 0.49 -1.21 97.31 0.50 -0.01 96.24
σx6 0.50 0.50 0.28 94.09 0.50 0.61 97.85 0.50 0.12 93.01
σy1 0.50 0.50 0.04 97.85 0.50 0.00 93.55 0.51 2.56 93.55
σy2 0.50 0.51 1.18 95.16 0.50 0.30 93.55 0.50 -0.28 94.62
σy3 0.50 0.50 0.78 94.62 0.49 -1.06 94.09 0.50 -0.20 94.09
σξ1 1.00 1.00 0.12 94.62 0.99 -1.48 93.01 1.02 2.44 96.77
σξ2 1.00 1.02 2.24 94.09 1.00 -0.04 95.16 1.01 0.87 90.32
νx1 0.00 0.00 -0.39 97.85 0.00 -0.39 96.24 0.04 4.11 95.70
νx2 0.00 0.00 -0.49 95.16 0.00 -0.34 92.47 0.02 2.22 96.77
νx3 0.00 -0.01 -0.99 96.77 -0.01 -0.73 97.31 0.04 3.83 95.70
νx4 0.00 -0.01 -0.68 95.70 0.00 0.44 97.31 -0.01 -0.77 95.16
νx5 0.00 -0.01 -0.71 97.31 0.00 0.15 98.92 -0.01 -1.15 95.70
νx6 0.00 0.00 -0.36 95.70 0.00 0.03 98.39 -0.01 -1.13 93.01
νy2 0.00 0.00 -0.44 96.24 -0.01 -1.14 96.77 0.01 1.05 98.39
νy3 0.00 0.00 0.08 98.39 0.00 -0.23 93.01 0.01 1.19 97.31
λx2 1.00 1.02 2.30 95.70 1.03 3.30 97.31 1.02 1.65 95.16
λx3 1.00 1.03 2.53 95.16 1.03 2.91 96.77 1.02 1.65 95.16
λx4 1.00 1.02 2.07 95.16 1.03 3.28 94.09 1.01 1.37 96.77
λx5 1.00 1.02 2.02 96.24 1.02 2.25 96.24 1.02 2.03 95.16
λy2 1.00 0.91 -9.11 92.47 0.90 -9.87 94.62 0.93 -7.33 94.62
λy3 1.00 0.88 -11.60 92.47 0.88 -11.76 95.70 0.92 -8.13 95.16
196
ρη - 0.09 9.46 0.00 0.26 -12.37 91.76 0.53 -11.75 86.19
φζ 0.30 0.31 2.20 100.00 0.29 -2.70 99.45 0.27 -10.14 98.90
α 0.00 0.00 -0.01 96.20 0.00 -0.20 95.05 0.00 0.33 93.92
γ1 0.30 0.30 0.52 95.65 0.31 1.76 93.96 0.31 1.73 97.24
γ2 0.30 0.30 -0.11 96.20 0.30 1.55 95.05 0.31 1.70 94.48
γ3 0.15 0.15 -1.17 95.11 0.15 1.21 97.25 0.15 2.71 98.34
σx1 0.50 0.50 0.20 95.11 0.50 0.84 94.51 0.51 1.30 93.92
σx2 0.50 0.51 1.35 95.65 0.50 0.85 94.51 0.50 0.68 93.92
σx3 0.50 0.50 0.97 96.20 0.50 0.32 93.41 0.50 -0.92 95.58
σx4 0.50 0.50 -0.22 93.48 0.50 -0.41 94.51 0.50 0.48 95.58
σx5 0.50 0.51 1.04 97.28 0.51 1.29 94.51 0.50 -0.19 97.24
σx6 0.50 0.51 1.13 92.93 0.50 -0.71 96.15 0.50 0.62 95.03
σy1 0.50 0.50 -0.34 95.65 0.50 -0.57 95.60 0.50 -0.95 97.79
σy2 0.50 0.49 -1.15 92.93 0.50 -0.53 97.80 0.50 -0.24 96.13
σy3 0.50 0.50 -0.14 95.65 0.50 -0.53 94.51 0.50 0.03 94.48
σξ1 1.00 1.00 0.15 94.57 0.99 -0.70 97.80 1.00 0.46 96.13
σξ2 1.00 1.01 1.44 92.93 1.00 -0.12 96.15 1.01 0.90 95.58
νx1 0.00 0.00 0.07 94.57 0.01 0.72 91.76 0.00 -0.14 96.13
νx2 0.00 0.00 0.17 95.65 0.00 0.07 92.86 -0.01 -0.67 96.13
νx3 0.00 0.00 -0.11 95.11 0.00 0.39 94.51 0.00 -0.25 95.03
νx4 0.00 0.00 0.15 95.65 -0.01 -0.66 93.96 0.02 1.50 93.37
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Table A.7: Results table for Study 2 simultaneous structural lag population model (D4) and Simul-
taneous structural lag analysis model (A4) φζ = 0.3 (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
νx5 0.00 0.00 -0.10 94.02 0.00 -0.22 93.41 0.01 0.98 92.27
νx6 0.00 0.00 0.25 97.83 0.00 -0.36 95.60 0.01 0.98 93.92
νy2 0.00 0.00 -0.01 91.85 0.00 -0.22 94.51 -0.01 -0.67 96.13
νy3 0.00 0.00 -0.38 95.11 0.00 0.09 91.21 -0.01 -0.56 95.03
λx2 1.00 1.01 0.57 95.11 1.01 1.00 95.60 1.00 -0.11 87.85
λx3 1.00 1.01 0.60 95.65 1.01 0.76 96.15 1.00 -0.29 95.03
λx4 1.00 1.00 -0.35 93.48 1.00 0.06 91.21 1.00 -0.17 97.79
λx5 1.00 1.00 -0.47 96.20 1.01 1.11 93.96 1.00 -0.31 93.92
λy2 1.00 0.97 -3.26 92.93 0.98 -2.18 95.60 0.97 -2.72 95.58
λy3 1.00 0.97 -3.29 95.11 0.97 -3.00 90.11 0.97 -2.98 95.58
400
ρη - 0.14 14.01 16.33 0.32 -11.17 93.62 0.57 -4.83 93.48
φζ 0.30 0.29 -11.90 98.98 0.28 -14.28 98.94 0.25 -26.18 98.91
α 0.00 0.00 0.22 96.94 -0.06 -5.99 89.36 0.00 0.15 92.39
γ1 0.30 0.29 -2.46 94.90 0.31 1.89 94.68 0.30 0.76 98.91
γ2 0.30 0.30 0.05 98.98 0.30 1.24 96.81 0.30 0.30 95.65
γ3 0.15 0.14 -5.17 95.92 0.15 2.40 96.81 0.15 1.07 93.48
σx1 0.50 0.51 1.31 98.98 0.50 0.95 94.68 0.50 0.49 96.74
σx2 0.50 0.50 0.67 94.90 0.50 0.64 94.68 0.50 -0.26 96.74
σx3 0.50 0.50 -0.16 97.96 0.50 0.76 89.36 0.50 0.16 92.39
σx4 0.50 0.49 -1.54 92.86 0.50 0.24 95.74 0.50 0.43 93.48
σx5 0.50 0.50 0.21 95.92 0.50 0.27 93.62 0.50 -0.49 92.39
σx6 0.50 0.51 1.42 95.92 0.50 0.72 89.36 0.50 -0.40 91.30
σy1 0.50 0.50 -0.60 92.86 0.49 -1.70 91.49 0.50 -0.90 97.83
σy2 0.50 0.49 -1.72 92.86 0.50 -0.65 95.74 0.50 -0.84 95.65
σy3 0.50 0.50 -0.56 96.94 0.50 -0.84 94.68 0.50 -0.47 95.65
σξ1 1.00 1.01 0.65 97.96 1.00 0.05 94.68 1.01 0.51 98.91
σξ2 1.00 1.01 0.88 97.96 1.01 0.51 98.94 1.01 0.57 97.83
νx1 0.00 -0.01 -0.56 90.82 0.00 -0.28 98.94 -0.01 -0.54 92.39
νx2 0.00 0.00 -0.23 92.86 -0.01 -0.74 96.81 -0.01 -0.61 88.04
νx3 0.00 0.00 -0.07 91.84 0.00 -0.29 95.74 -0.01 -0.80 92.39
νx4 0.00 0.00 -0.25 97.96 0.00 0.02 97.87 0.01 0.63 97.83
νx5 0.00 0.01 0.73 100.00 0.00 0.30 95.74 0.01 0.99 94.57
νx6 0.00 0.01 0.91 98.98 0.00 0.37 93.62 0.01 1.05 95.65
νy2 0.00 -0.01 -0.86 96.94 0.00 -0.24 95.74 -0.01 -0.65 95.65
νy3 0.00 0.00 0.30 97.96 0.00 -0.14 96.81 -0.01 -0.59 90.22
λx2 1.00 0.99 -0.87 94.90 1.01 0.54 92.55 1.00 0.46 98.91
λx3 1.00 0.99 -0.65 95.92 1.00 -0.17 96.81 1.00 0.30 94.57
λx4 1.00 1.00 0.10 96.94 1.00 -0.27 94.68 1.00 0.16 93.48
λx5 1.00 0.99 -0.94 92.86 0.99 -0.50 98.94 1.00 0.34 95.65
λy2 1.00 1.00 0.33 95.92 0.97 -2.59 87.23 0.99 -1.01 95.65
λy3 1.00 1.01 0.76 95.92 0.99 -1.10 94.68 0.99 -0.76 89.13
W ∗D
49
ρη - 0.32 32.05 0.00 0.33 9.41 100.00 0.35 -42.14 98.80
φζ 0.30 0.48 58.46 99.40 0.48 60.18 99.40 0.48 60.09 100.00
α 0.00 0.00 -0.21 100.00 0.00 0.05 99.40 0.01 0.65 100.00
γ1 0.30 0.32 8.23 95.81 0.32 6.40 97.60 0.32 7.91 96.41
γ2 0.30 0.34 12.12 95.21 0.33 8.53 97.01 0.34 12.17 93.41
γ3 0.15 0.17 10.42 95.81 0.16 9.37 95.81 0.17 14.61 96.41
σx1 0.50 0.51 1.84 97.01 0.51 1.83 97.01 0.53 5.11 93.41
σx2 0.50 0.51 2.26 90.42 0.51 2.26 98.80 0.50 -0.47 91.62
σx3 0.50 0.51 2.04 90.42 0.50 -0.72 96.41 0.50 -0.61 97.01
σx4 0.50 0.51 2.23 95.21 0.50 0.70 95.81 0.50 -0.48 94.61
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Table A.7: Results table for Study 2 simultaneous structural lag population model (D4) and Simul-
taneous structural lag analysis model (A4) φζ = 0.3 (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
σx5 0.50 0.51 1.41 94.01 0.51 1.14 92.81 0.50 0.77 91.62
σx6 0.50 0.51 1.11 91.62 0.50 -0.68 96.41 0.51 2.91 94.61
σy1 0.50 0.48 -4.07 94.61 0.49 -2.22 95.81 0.50 -0.74 96.41
σy2 0.50 0.50 0.75 97.01 0.50 0.76 95.21 0.50 -0.05 92.81
σy3 0.50 0.50 -0.43 95.21 0.50 0.29 94.01 0.51 1.47 94.01
σξ1 1.00 1.03 3.11 95.81 0.99 -0.92 93.41 1.00 -0.36 95.81
σξ2 1.00 1.03 2.87 93.41 1.00 0.02 95.21 1.01 1.39 94.01
νx1 0.00 0.00 0.44 94.01 0.02 1.90 98.20 0.01 1.22 95.21
νx2 0.00 0.01 0.67 95.81 0.02 1.99 96.41 0.01 1.29 97.01
νx3 0.00 0.01 0.80 95.21 0.01 1.32 96.41 0.01 0.70 97.01
νx4 0.00 0.00 0.19 95.21 -0.02 -1.51 98.20 -0.02 -1.84 95.21
νx5 0.00 0.00 -0.48 94.61 -0.02 -1.59 98.80 -0.02 -1.85 94.01
νx6 0.00 0.00 -0.23 95.81 -0.02 -1.75 97.60 -0.03 -2.51 94.61
νy2 0.00 0.01 0.93 92.22 0.00 -0.40 94.61 0.00 -0.44 95.21
νy3 0.00 0.00 0.31 95.21 0.00 -0.49 98.20 0.00 -0.22 94.61
λx2 1.00 1.02 2.00 95.81 1.02 1.66 98.20 1.04 3.98 97.01
λx3 1.00 1.01 0.92 95.81 1.03 2.79 98.80 1.05 4.89 95.81
λx4 1.00 1.02 1.95 94.61 1.02 1.89 95.81 1.01 0.99 97.01
λx5 1.00 1.00 0.27 94.01 1.02 2.15 95.81 1.01 0.81 96.41
λy2 1.00 0.91 -9.42 89.22 0.94 -6.45 91.62 0.88 -11.50 86.23
λy3 1.00 0.90 -10.26 92.22 0.95 -5.26 89.22 0.86 -13.83 86.23
196
ρη - 0.31 31.04 0.00 0.32 8.18 98.16 0.35 -41.23 97.53
φζ 0.30 0.48 59.74 98.79 0.48 60.28 98.16 0.48 60.27 98.15
α 0.00 0.00 -0.32 99.39 0.00 0.02 100.00 0.01 0.50 99.38
γ1 0.30 0.30 -0.01 96.97 0.30 -0.41 96.32 0.30 1.22 94.44
γ2 0.30 0.30 1.43 96.36 0.30 1.32 96.93 0.29 -2.26 93.21
γ3 0.15 0.15 -0.06 97.58 0.14 -5.80 95.71 0.15 0.33 94.44
σx1 0.50 0.51 1.23 94.55 0.51 1.11 93.25 0.51 1.37 96.30
σx2 0.50 0.50 0.89 95.76 0.50 0.77 93.87 0.50 -0.07 96.30
σx3 0.50 0.50 0.39 97.58 0.51 1.21 95.71 0.50 0.54 95.68
σx4 0.50 0.50 0.32 96.36 0.50 -0.17 96.93 0.50 0.41 95.68
σx5 0.50 0.50 -0.36 95.76 0.50 0.67 91.41 0.50 0.68 93.21
σx6 0.50 0.51 1.38 90.91 0.50 0.95 94.48 0.50 -0.05 94.44
σy1 0.50 0.50 -0.67 93.33 0.50 -0.50 94.48 0.49 -1.35 93.83
σy2 0.50 0.50 -0.64 94.55 0.49 -1.07 95.71 0.50 -0.89 95.06
σy3 0.50 0.50 -0.61 96.36 0.49 -1.33 94.48 0.49 -1.22 95.06
σξ1 1.00 1.00 0.39 95.76 0.99 -1.06 96.32 1.00 0.18 95.68
σξ2 1.00 1.00 0.25 95.76 1.01 0.50 98.77 1.00 0.45 97.53
νx1 0.00 0.01 0.84 95.76 0.00 0.30 95.09 -0.01 -0.58 92.59
νx2 0.00 0.00 0.03 93.94 0.00 -0.42 98.16 0.00 -0.25 92.59
νx3 0.00 0.00 0.11 95.15 0.00 0.36 98.16 0.00 -0.28 95.06
νx4 0.00 -0.01 -0.91 92.73 0.00 0.40 96.93 0.01 1.16 94.44
νx5 0.00 0.00 -0.49 94.55 0.01 0.84 96.32 0.01 1.20 97.53
νx6 0.00 -0.01 -0.69 93.94 0.00 0.36 95.71 0.01 0.88 93.21
νy2 0.00 0.00 0.29 97.58 0.01 0.66 98.16 0.00 0.26 96.91
νy3 0.00 0.01 0.69 95.15 0.00 0.34 95.09 0.01 0.58 92.59
λx2 1.00 1.00 0.16 92.12 1.00 0.10 95.09 1.00 0.40 96.91
λx3 1.00 1.00 0.26 95.15 1.01 1.02 96.93 1.01 0.95 95.06
λx4 1.00 1.00 0.36 98.18 1.01 0.52 95.71 1.00 -0.13 95.68
λx5 1.00 1.01 0.95 93.33 1.00 0.39 94.48 1.00 -0.10 95.68
λy2 1.00 0.98 -2.41 94.55 0.95 -5.43 90.80 0.99 -1.29 95.06
λy3 1.00 0.98 -2.21 93.94 0.97 -2.58 95.71 0.99 -0.89 93.83
400
ρη - 0.30 30.56 22.00 0.32 -5.28 100.00 0.37 -38.69 100.00
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Table A.7: Results table for Study 2 simultaneous structural lag population model (D4) and Simul-
taneous structural lag analysis model (A4) φζ = 0.3 (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
φζ 0.30 0.49 46.57 100.00 0.49 44.37 100.00 0.50 49.18 100.00
α 0.00 0.00 0.34 100.00 0.00 0.04 100.00 -0.01 -0.65 100.00
γ1 0.30 0.30 -0.05 98.23 0.31 4.68 87.76 0.31 3.35 93.88
γ2 0.30 0.31 1.78 100.00 0.31 2.32 95.92 0.31 2.67 93.88
γ3 0.15 0.15 -0.60 94.45 0.15 1.52 97.96 0.15 -0.53 100.00
σx1 0.50 0.49 -1.88 96.36 0.50 0.15 95.92 0.50 -0.13 95.91
σx2 0.50 0.50 0.89 98.12 0.50 -0.93 95.92 0.49 -1.80 89.81
σx3 0.50 0.50 0.46 94.31 0.50 -0.41 97.96 0.51 1.79 93.65
σx4 0.50 0.49 -1.25 92.34 0.50 -0.71 91.84 0.51 1.27 91.84
σx5 0.50 0.49 -2.43 96.10 0.50 0.57 85.71 0.50 -0.91 91.81
σx6 0.50 0.51 1.58 90.01 0.49 -1.48 97.96 0.51 1.23 95.92
σy1 0.50 0.49 -2.74 92.10 0.49 -1.77 93.88 0.49 -1.92 91.81
σy2 0.50 0.50 -0.36 92.35 0.50 0.29 100.00 0.50 -0.49 97.96
σy3 0.50 0.49 -2.10 92.11 0.49 -1.51 89.80 0.49 -1.19 93.83
σξ1 1.00 1.01 0.88 98.76 1.01 1.08 97.96 1.00 0.09 95.92
σξ2 1.00 1.00 -0.06 94.00 0.98 -1.51 87.76 0.98 -1.80 89.80
νx1 0.00 0.00 -0.05 96.00 -0.01 -1.04 93.88 -0.01 -0.96 95.92
νx2 0.00 0.00 0.50 96.34 -0.01 -1.08 95.92 -0.01 -0.85 89.80
νx3 0.00 0.00 0.35 91.87 0.00 0.37 93.88 0.00 -0.30 93.88
νx4 0.00 0.00 0.15 96.45 0.01 1.00 95.92 0.00 0.33 97.96
νx5 0.00 0.01 0.52 98.12 0.01 0.74 95.92 0.00 -0.19 93.88
νx6 0.00 0.00 0.21 92.12 0.02 1.85 93.88 -0.01 -0.78 100.00
νy2 0.00 -0.01 -0.57 98.23 0.01 0.81 100.00 0.01 1.02 93.88
νy3 0.00 -0.01 -1.01 90.14 0.00 -0.35 100.00 0.00 -0.20 97.96
λx2 1.00 1.00 0.33 96.33 1.01 0.68 100.00 1.02 1.73 93.88
λx3 1.00 0.99 -0.67 100.00 1.00 0.48 97.96 1.01 0.56 97.96
λx4 1.00 1.00 0.34 95.58 1.01 1.02 100.00 1.02 1.85 89.80
λx5 1.00 1.01 0.74 100.00 1.02 2.02 83.67 1.02 1.51 95.92
λy2 1.00 1.00 0.24 94.72 0.96 -3.56 93.88 0.97 -3.14 91.84
λy3 1.00 0.99 -0.99 94.36 0.98 -2.08 97.96 0.98 -1.55 91.84
1 W ∗ is the population and analysis W condition.
2 N is the simulated sample size.
3 θ is the simulated population value of each parameter.
4 ρη = ... is the simulated spatial autocorrelation of the endogenous lag.
5 ¯̂θ is the obtained average posterior mean across simulated iterations.
6 Bias( ¯̂θ)% is the average percent bias across simulation iterations when θ 6= 0, otherwise
Bias( ¯̂θ)% provides absolute bias.
7 Cover% is the percent of simulated trials in which the population value falls within the central
95% density of the posterior estimate.
8 φζ = 0.3 at the population level.
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Table A.8: Results table for Study 2 simultaneous structural lag population model (D4) and simul-
taneous structural lag analysis model (A4) under population level φζ = 0.6
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
W ∗C
49
ρη - 0.16 15.80 0.00 0.25 -17.87 97.85 0.42 -29.44 81.72
φζ 0.60 0.36 -39.79 98.39 0.36 -40.04 97.85 0.36 -39.43 97.31
α 0.00 0.00 -0.36 99.46 -0.02 -1.73 99.46 0.01 0.92 96.77
γ1 0.30 0.32 6.82 97.31 0.31 1.88 96.24 0.33 9.33 95.70
γ2 0.30 0.31 2.68 98.39 0.31 3.32 100.00 0.32 7.20 93.55
γ3 0.15 0.16 3.57 96.24 0.17 14.60 97.85 0.17 11.01 97.85
σx1 0.50 0.52 3.84 95.70 0.51 1.93 94.09 0.50 0.87 94.09
σx2 0.50 0.51 2.01 93.55 0.50 0.92 94.09 0.51 2.71 96.24
σx3 0.50 0.50 0.06 95.16 0.49 -1.63 94.09 0.49 -1.19 93.01
σx4 0.50 0.49 -1.65 96.77 0.51 2.28 93.55 0.51 2.87 96.24
σx5 0.50 0.50 0.91 94.62 0.51 1.73 96.24 0.50 0.14 93.55
σx6 0.50 0.50 0.97 93.01 0.50 0.39 96.77 0.51 2.47 96.24
σy1 0.50 0.48 -3.36 92.47 0.50 -0.08 96.24 0.50 0.42 97.31
σy2 0.50 0.51 1.46 96.24 0.51 1.24 94.62 0.50 0.38 90.32
σy3 0.50 0.50 0.40 97.31 0.49 -1.03 95.16 0.50 -0.44 93.55
σξ1 1.00 1.00 0.14 94.09 1.00 0.33 95.70 1.01 1.29 94.09
σξ2 1.00 1.03 2.52 93.55 1.02 1.60 95.16 1.00 -0.01 95.16
νx1 0.00 -0.03 -2.52 95.70 -0.01 -0.88 97.85 0.02 1.88 97.31
νx2 0.00 -0.02 -1.68 93.55 -0.02 -1.66 98.39 0.02 1.80 97.85
νx3 0.00 -0.02 -2.01 96.77 -0.01 -1.16 96.24 0.02 1.85 97.31
νx4 0.00 0.00 -0.12 97.31 -0.02 -1.91 95.70 -0.01 -1.40 96.24
νx5 0.00 0.01 0.51 95.70 -0.02 -1.73 96.77 -0.01 -0.86 96.24
νx6 0.00 0.00 -0.03 93.55 -0.01 -1.08 98.39 -0.01 -0.87 94.09
νy2 0.00 0.00 -0.21 96.77 0.01 1.40 95.70 -0.02 -1.52 94.09
νy3 0.00 0.00 -0.11 94.09 0.01 0.91 91.94 0.00 -0.43 95.70
λx2 1.00 1.02 2.05 97.31 1.03 2.92 93.55 1.02 2.02 95.16
λx3 1.00 1.03 2.86 95.70 1.04 4.05 93.01 1.02 2.41 96.24
λx4 1.00 1.01 0.57 96.77 1.02 2.44 97.31 1.03 3.36 97.31
λx5 1.00 1.01 0.59 94.62 1.03 3.14 97.31 1.04 3.76 95.16
λy2 1.00 0.91 -8.50 91.94 0.93 -7.16 94.09 0.96 -3.53 98.39
λy3 1.00 0.93 -7.47 90.86 0.90 -10.07 90.86 0.94 -5.60 94.09
196
ρη - 0.10 9.82 0.00 0.27 -11.40 96.13 0.53 -12.45 82.12
φζ 0.60 0.31 -48.42 96.69 0.30 -49.79 92.27 0.27 -54.88 91.06
α 0.00 0.00 -0.44 93.37 0.00 0.50 96.13 0.00 -0.24 96.09
γ1 0.30 0.30 0.49 96.69 0.30 0.50 97.24 0.31 2.45 96.09
γ2 0.30 0.30 0.91 93.92 0.30 0.65 95.03 0.31 3.16 97.21
γ3 0.15 0.15 0.28 94.48 0.15 -2.42 96.13 0.15 3.18 98.32
σx1 0.50 0.50 0.96 94.48 0.51 1.36 92.82 0.50 -0.09 96.09
σx2 0.50 0.50 -0.65 95.58 0.50 0.04 94.48 0.50 0.32 91.62
σx3 0.50 0.50 0.00 92.27 0.50 -0.44 91.16 0.50 -0.03 94.41
σx4 0.50 0.50 0.53 95.03 0.50 0.52 93.37 0.50 0.30 93.85
σx5 0.50 0.50 0.17 96.69 0.50 0.31 95.58 0.50 -0.35 97.77
σx6 0.50 0.50 0.16 93.92 0.50 0.14 92.82 0.50 0.07 94.97
σy1 0.50 0.50 -0.97 95.58 0.49 -1.14 91.71 0.50 -0.48 93.85
σy2 0.50 0.50 -0.21 94.48 0.49 -1.04 93.37 0.49 -1.40 93.85
σy3 0.50 0.50 -0.97 95.58 0.50 -0.53 90.06 0.50 -0.28 98.32
σξ1 1.00 1.01 0.89 95.58 1.00 -0.44 91.71 1.01 0.98 92.18
σξ2 1.00 1.01 0.92 92.82 1.00 0.15 96.13 1.00 0.18 94.97
νx1 0.00 0.00 -0.13 92.27 0.01 0.90 96.13 -0.01 -1.07 96.09
νx2 0.00 0.01 0.50 91.71 0.01 1.18 93.92 0.00 -0.34 93.85
νx3 0.00 0.00 0.48 92.27 0.02 1.52 96.13 0.00 -0.46 93.30
νx4 0.00 0.00 -0.31 93.37 0.00 -0.32 91.16 0.00 0.43 97.21
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Table A.8: Results table for Study 2 simultaneous structural lag population model (D4) and Simul-
taneous structural lag analysis model (A4) φζ = 0.6 (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
νx5 0.00 0.00 -0.15 97.24 0.01 0.67 93.37 0.00 0.42 96.09
νx6 0.00 0.00 0.01 96.13 0.00 -0.08 90.61 0.01 0.71 97.77
νy2 0.00 0.00 0.36 96.13 0.00 0.18 93.37 0.00 0.00 97.77
νy3 0.00 0.01 0.51 93.37 0.00 -0.22 92.82 0.00 -0.26 94.41
λx2 1.00 1.01 0.89 92.82 1.00 0.34 94.48 1.01 0.85 92.74
λx3 1.00 1.00 0.32 96.13 1.01 0.83 96.69 1.00 -0.02 97.21
λx4 1.00 1.01 0.79 97.24 1.00 0.01 93.92 1.01 1.02 96.65
λx5 1.00 1.01 0.81 95.03 1.01 0.85 95.58 1.01 0.78 92.18
λy2 1.00 0.98 -2.36 92.82 0.97 -2.93 96.13 0.99 -1.09 95.53
λy3 1.00 0.97 -2.95 92.82 0.97 -2.74 94.48 0.98 -1.55 92.74
400
ρη - 0.16 15.99 18.18 0.32 -11.19 94.25 0.56 -6.05 96.47
φζ 0.60 0.29 -51.55 95.45 0.28 -53.38 81.61 0.25 -59.09 57.65
α 0.00 0.00 -0.26 94.32 0.01 0.54 94.25 0.00 0.13 85.88
γ1 0.30 0.30 1.22 93.18 0.30 1.14 98.85 0.29 -4.24 100.00
γ2 0.30 0.31 2.02 96.59 0.31 1.84 94.25 0.31 2.56 97.65
γ3 0.15 0.16 3.65 96.59 0.16 4.08 96.55 0.14 -8.24 97.65
σx1 0.50 0.50 0.73 92.05 0.50 0.41 98.85 0.50 0.41 97.65
σx2 0.50 0.51 1.05 88.64 0.50 0.46 96.55 0.51 1.01 97.65
σx3 0.50 0.50 -0.93 96.59 0.50 -0.32 96.55 0.50 0.99 98.82
σx4 0.50 0.50 0.11 88.64 0.50 -0.35 93.10 0.49 -1.13 97.65
σx5 0.50 0.50 -0.10 95.45 0.50 -0.59 94.25 0.50 -0.14 88.24
σx6 0.50 0.50 -0.07 95.45 0.50 0.71 90.80 0.50 0.45 95.29
σy1 0.50 0.49 -1.33 92.05 0.49 -2.99 88.51 0.50 -0.90 96.47
σy2 0.50 0.49 -1.33 95.45 0.50 -0.99 93.10 0.49 -1.64 97.65
σy3 0.50 0.49 -1.29 95.45 0.50 -0.71 100.00 0.50 -0.75 95.29
σξ1 1.00 1.00 0.49 96.59 1.00 -0.15 94.25 0.99 -1.43 91.76
σξ2 1.00 1.00 -0.08 94.32 1.00 -0.40 93.10 1.00 -0.06 92.94
νx1 0.00 0.00 -0.36 92.05 0.01 0.93 96.55 0.00 0.49 97.65
νx2 0.00 0.00 -0.34 95.45 0.01 0.59 94.25 0.00 0.37 97.65
νx3 0.00 0.00 -0.48 92.05 0.01 0.89 94.25 0.01 0.52 97.65
νx4 0.00 -0.01 -0.78 90.91 -0.01 -0.75 97.70 -0.01 -0.69 92.94
νx5 0.00 0.00 -0.49 97.73 0.01 0.56 97.70 0.00 0.01 95.29
νx6 0.00 0.00 0.22 94.32 0.00 0.25 100.00 0.00 -0.50 94.12
νy2 0.00 0.01 0.56 92.05 -0.01 -0.72 97.70 0.00 0.22 90.59
νy3 0.00 0.00 -0.22 95.45 0.00 -0.34 90.80 0.00 0.06 92.94
λx2 1.00 1.00 0.35 97.73 1.01 0.87 97.70 1.00 0.39 95.29
λx3 1.00 1.00 0.10 92.05 1.00 0.42 91.95 0.99 -0.65 97.65
λx4 1.00 1.01 1.06 89.77 1.01 0.91 93.10 1.00 0.29 92.94
λx5 1.00 1.01 0.87 94.32 1.00 0.27 97.70 1.00 0.20 95.29
λy2 1.00 0.97 -2.57 95.45 0.98 -1.76 96.55 1.00 -0.34 95.29
λy3 1.00 0.98 -2.45 92.05 0.99 -0.54 90.80 0.99 -1.26 94.12
W ∗D
49
ρη - 0.32 32.41 0.00 0.32 8.07 99.40 0.35 -42.33 98.80
φζ 0.60 0.48 -20.58 98.20 0.48 -20.25 97.60 0.48 -20.11 97.60
α 0.00 -0.01 -1.30 99.40 0.02 1.53 99.40 0.01 1.36 100.00
γ1 0.30 0.33 8.56 98.20 0.33 8.76 94.61 0.32 6.66 97.60
γ2 0.30 0.33 10.12 95.81 0.33 10.93 97.60 0.33 8.64 95.21
γ3 0.15 0.17 10.92 96.41 0.16 9.86 95.21 0.16 6.07 97.01
σx1 0.50 0.50 -0.20 96.41 0.50 0.15 93.41 0.51 1.65 95.81
σx2 0.50 0.51 1.69 93.41 0.51 1.73 94.61 0.50 -0.56 91.02
σx3 0.50 0.50 0.58 96.41 0.52 3.48 95.21 0.53 5.15 95.21
σx4 0.50 0.51 1.46 94.01 0.52 4.10 97.01 0.51 1.05 92.22
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Table A.8: Results table for Study 2 simultaneous structural lag population model (D4) and Simul-
taneous structural lag analysis model (A4) φζ = 0.6 (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
σx5 0.50 0.51 2.21 92.22 0.50 -0.68 96.41 0.50 0.93 98.20
σx6 0.50 0.50 -0.05 97.01 0.51 2.86 92.22 0.50 0.60 94.61
σy1 0.50 0.49 -1.46 94.61 0.50 0.00 94.61 0.50 -0.21 98.80
σy2 0.50 0.51 1.40 96.41 0.50 -0.29 96.41 0.51 2.48 94.61
σy3 0.50 0.50 0.73 92.81 0.50 0.94 96.41 0.50 -0.92 95.21
σξ1 1.00 1.00 0.29 95.21 1.01 1.21 97.01 1.00 0.39 95.21
σξ2 1.00 1.00 -0.25 96.41 0.98 -1.96 96.41 1.01 0.71 95.81
νx1 0.00 -0.01 -0.89 96.41 0.02 1.77 95.21 0.02 1.52 97.60
νx2 0.00 0.00 0.06 95.81 0.02 2.15 96.41 0.01 0.55 92.81
νx3 0.00 0.00 -0.35 95.81 0.02 1.75 98.80 0.01 1.06 98.20
νx4 0.00 -0.02 -2.15 95.81 0.00 0.41 94.61 0.01 1.49 97.01
νx5 0.00 -0.02 -1.79 97.01 0.01 1.15 96.41 0.02 2.32 94.01
νx6 0.00 -0.01 -1.42 96.41 0.01 1.04 97.60 0.01 1.01 95.21
νy2 0.00 0.01 1.07 94.61 0.00 0.02 95.81 -0.01 -1.08 95.81
νy3 0.00 0.00 -0.44 94.01 0.01 1.14 96.41 0.00 -0.36 94.61
λx2 1.00 1.03 2.63 96.41 1.03 2.57 95.81 1.04 3.63 94.01
λx3 1.00 1.02 2.20 95.81 1.02 2.45 95.81 1.03 3.30 95.21
λx4 1.00 1.02 2.26 95.81 1.04 4.22 95.81 1.02 2.03 96.41
λx5 1.00 1.05 4.53 95.21 1.02 2.38 96.41 1.01 0.99 94.61
λy2 1.00 0.90 -10.41 88.62 0.92 -7.60 93.41 0.92 -8.06 94.01
λy3 1.00 0.93 -7.21 91.62 0.90 -10.34 91.62 0.92 -7.82 92.22
196
ρη - 0.31 30.71 0.00 0.33 10.39 98.75 0.35 -41.94 97.47
φζ 0.60 0.48 -19.64 97.52 0.48 -19.51 97.50 0.48 -20.41 96.84
α 0.00 0.00 0.28 100.00 0.00 -0.14 100.00 0.02 1.78 98.73
γ1 0.30 0.31 3.80 95.03 0.31 3.09 95.00 0.31 3.51 96.20
γ2 0.30 0.31 3.96 93.17 0.30 -0.32 96.25 0.31 2.52 95.57
γ3 0.15 0.15 1.05 93.17 0.15 1.87 98.75 0.16 4.62 94.94
σx1 0.50 0.50 0.19 95.03 0.50 0.87 96.88 0.50 0.20 94.30
σx2 0.50 0.50 0.62 95.65 0.50 0.53 96.88 0.50 0.66 96.20
σx3 0.50 0.50 -0.24 93.79 0.50 -0.51 96.25 0.50 0.08 95.57
σx4 0.50 0.50 0.09 95.65 0.50 0.85 93.12 0.51 1.28 94.30
σx5 0.50 0.50 1.00 94.41 0.51 1.06 91.88 0.50 -0.31 96.84
σx6 0.50 0.50 1.00 93.79 0.50 -0.08 96.88 0.50 0.71 97.47
σy1 0.50 0.49 -1.25 94.41 0.49 -1.23 93.75 0.49 -1.07 93.04
σy2 0.50 0.49 -1.10 98.14 0.49 -1.48 90.62 0.50 -0.21 95.57
σy3 0.50 0.50 -0.68 95.03 0.50 -0.70 93.75 0.50 0.11 94.94
σξ1 1.00 1.00 0.34 96.27 1.00 -0.47 95.62 1.01 0.76 94.94
σξ2 1.00 1.00 0.30 95.65 1.00 0.21 95.00 1.01 0.84 93.04
νx1 0.00 0.00 0.26 96.27 -0.01 -0.90 95.62 0.00 -0.14 96.84
νx2 0.00 0.00 0.48 95.65 0.00 -0.32 92.50 0.00 0.10 91.77
νx3 0.00 0.00 -0.19 94.41 -0.01 -1.29 90.00 0.00 0.34 94.30
νx4 0.00 0.00 0.28 98.14 0.00 -0.26 97.50 0.00 0.41 91.77
νx5 0.00 0.00 0.12 97.52 0.00 0.17 96.25 0.00 0.22 94.30
νx6 0.00 0.00 0.44 98.14 0.00 -0.01 96.88 0.00 0.48 94.30
νy2 0.00 -0.01 -0.53 95.65 0.00 0.45 94.38 -0.01 -0.68 92.41
νy3 0.00 -0.01 -0.78 95.03 0.00 -0.04 94.38 -0.01 -1.39 95.57
λx2 1.00 1.00 -0.41 96.27 1.01 0.83 93.75 1.01 0.79 94.94
λx3 1.00 0.99 -0.63 94.41 1.01 0.88 93.75 1.01 1.36 93.67
λx4 1.00 1.01 0.64 95.65 1.00 0.30 97.50 1.01 0.97 97.47
λx5 1.00 1.01 0.92 91.93 1.01 1.02 95.62 1.00 0.28 96.84
λy2 1.00 0.97 -2.59 95.03 0.98 -1.83 93.75 0.96 -3.57 90.51
λy3 1.00 0.96 -3.55 92.55 0.99 -0.72 95.00 0.98 -2.23 93.04
400
ρη - 0.29 28.87 22.45 0.32 -4.74 100.00 0.34 -43.25 100.00
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Table A.8: Results table for Study 2 simultaneous structural lag population model (D4) and Simul-
taneous structural lag analysis model (A4) φζ = 0.6 (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
φζ 0.60 0.49 -17.63 100.00 0.49 -18.48 100.00 0.49 -17.86 100.00
α 0.00 0.00 -0.04 100.00 0.00 -0.05 100.00 0.01 0.74 100.00
γ1 0.30 0.31 3.02 89.80 0.30 0.79 95.65 0.31 1.83 95.00
γ2 0.30 0.31 2.11 93.88 0.31 2.89 97.83 0.30 1.03 95.00
γ3 0.15 0.15 -1.47 100.00 0.14 -3.93 95.65 0.15 1.19 95.00
σx1 0.50 0.50 0.68 93.88 0.50 0.28 91.30 0.50 -0.40 97.50
σx2 0.50 0.50 -0.03 97.96 0.49 -1.26 93.48 0.50 0.01 95.00
σx3 0.50 0.50 0.10 89.80 0.49 -1.82 93.48 0.50 0.28 97.50
σx4 0.50 0.50 -0.38 95.92 0.51 1.11 93.48 0.50 0.78 95.00
σx5 0.50 0.50 -0.65 91.84 0.49 -1.54 97.83 0.50 0.60 100.00
σx6 0.50 0.50 0.36 100.00 0.50 0.42 95.65 0.50 -0.38 95.00
σy1 0.50 0.49 -1.43 87.76 0.50 -1.00 86.96 0.49 -2.15 87.50
σy2 0.50 0.50 -0.80 100.00 0.50 -0.15 95.65 0.50 -0.50 100.00
σy3 0.50 0.49 -1.97 93.88 0.49 -1.38 91.30 0.49 -1.84 95.00
σξ1 1.00 1.01 1.16 93.88 1.01 1.00 82.61 1.02 1.92 95.00
σξ2 1.00 1.00 -0.24 93.88 1.00 -0.12 97.83 0.99 -0.61 90.00
νx1 0.00 0.00 -0.23 93.88 -0.02 -1.64 95.65 0.01 0.77 97.50
νx2 0.00 -0.01 -0.70 91.84 -0.01 -1.03 89.13 0.01 1.32 95.00
νx3 0.00 0.00 0.17 97.96 -0.01 -0.71 91.30 0.00 0.34 95.00
νx4 0.00 0.00 0.09 95.92 0.00 -0.16 100.00 0.01 0.71 87.50
νx5 0.00 0.01 0.67 100.00 0.00 0.03 97.83 0.01 0.84 90.00
νx6 0.00 0.01 0.91 95.92 0.00 0.01 100.00 0.00 -0.01 87.50
νy2 0.00 0.01 0.60 97.96 0.00 0.14 95.65 0.00 0.47 100.00
νy3 0.00 -0.01 -0.98 93.88 0.00 -0.18 97.83 -0.01 -0.55 100.00
λx2 1.00 1.01 0.56 91.84 1.01 0.57 93.48 1.01 0.61 97.50
λx3 1.00 1.00 0.48 97.96 1.00 0.39 93.48 1.01 0.62 92.50
λx4 1.00 1.01 1.07 91.84 1.01 0.88 100.00 1.00 0.13 100.00
λx5 1.00 1.01 1.06 100.00 1.01 0.76 97.83 1.01 0.77 97.50
λy2 1.00 0.99 -1.43 85.71 0.98 -1.70 93.48 0.97 -2.60 95.00
λy3 1.00 0.99 -1.02 89.80 0.99 -1.15 91.30 1.00 0.49 97.50
1 W ∗ is the population and analysis W condition.
2 N is the simulated sample size.
3 θ is the simulated population value of each parameter.
4 ρη = ... is the simulated spatial autocorrelation of the endogenous lag.
5 ¯̂θ is the obtained average posterior mean across simulated iterations.
6 Bias( ¯̂θ)% is the average percent bias across simulation iterations when θ 6= 0, otherwise
Bias( ¯̂θ)% provides absolute bias.
7 Cover% is the percent of simulated trials in which the population value falls within the central
95% density of the posterior estimate.
8 φζ = 0.6 at the population level.
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A.3 Study 3
A.3.1 Study 3 Result Tables











θ Bias( ¯̂θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias(θ)% Cover%
0
49
ρy2 0.00 0.41 41.43 0.00 0.44 43.92 0.00 0.45 45.38 0.00 0.49 49.29 0.00
α 0.00 -0.01 -0.52 95.91 0.00 -0.20 97.30 0.00 -0.42 96.35 0.00 0.26 96.24
γ1 0.30 0.32 6.76 96.52 0.32 6.34 97.40 0.33 8.92 98.02 0.32 7.71 96.97
γ2 0.30 0.32 6.83 97.14 0.32 6.90 96.57 0.32 7.04 97.39 0.32 6.49 94.99
γ3 0.15 0.16 8.24 95.40 0.16 8.29 96.37 0.16 8.37 96.14 0.16 9.38 97.39
σx1 0.50 0.51 1.12 92.84 0.51 2.96 95.33 0.51 1.49 93.95 0.51 1.57 93.11
σx2 0.50 0.51 1.69 94.48 0.51 1.05 95.22 0.51 1.81 92.60 0.51 1.54 93.95
σx3 0.50 0.51 1.70 95.30 0.50 0.55 93.77 0.50 0.28 94.16 0.50 0.53 95.30
σx4 0.50 0.51 2.58 93.46 0.51 2.22 93.77 0.51 2.07 95.52 0.52 3.77 94.36
σx5 0.50 0.50 -0.22 94.89 0.50 0.36 94.91 0.51 1.72 92.18 0.50 -0.38 94.78
σx6 0.50 0.51 2.12 95.09 0.50 0.65 94.91 0.50 0.62 94.58 0.51 1.26 94.57
σy1 0.50 0.49 -1.61 94.79 0.49 -2.34 93.15 0.49 -1.36 94.68 0.49 -2.03 95.30
σy2 0.50 0.50 0.10 94.99 0.50 0.44 94.70 0.50 0.43 94.58 0.50 0.90 93.74
σy3 0.50 0.38 -23.01 90.70 0.37 -26.44 90.34 0.36 -27.75 88.95 0.34 -32.07 88.94
σξ1 1.00 1.01 1.41 93.76 1.00 -0.03 93.25 1.01 1.25 95.41 1.00 0.42 94.36
σξ2 1.00 1.01 1.32 93.76 1.01 0.62 95.43 1.01 0.81 95.20 1.00 -0.11 93.42
νx1 0.00 0.00 -0.48 95.50 0.00 0.43 96.05 0.00 -0.34 95.93 0.00 0.12 95.09
νx2 0.00 -0.01 -0.60 96.01 0.00 -0.06 95.02 -0.01 -1.45 95.52 0.00 0.13 96.35
νx3 0.00 0.00 -0.29 96.22 0.01 0.67 95.43 -0.01 -0.78 95.41 0.00 0.17 93.95
νx4 0.00 0.01 0.65 94.58 0.01 0.64 95.12 0.00 0.16 94.16 0.01 0.81 95.41
νx5 0.00 0.01 0.75 95.40 -0.01 -0.52 95.43 0.00 0.19 95.20 0.00 0.23 95.62
νx6 0.00 0.01 0.61 94.07 0.00 -0.40 95.53 0.00 -0.26 94.37 0.00 0.47 96.03
νy2 0.00 0.00 0.24 94.17 0.00 0.49 95.22 0.00 -0.11 94.89 0.00 -0.10 94.89
νy3 0.00 0.00 0.49 96.22 0.00 0.15 97.30 -0.01 -0.89 97.71 0.00 0.09 97.91
λx2 1.00 1.01 1.41 94.07 1.03 2.69 95.22 1.02 2.07 94.89 1.02 2.39 96.24
λx3 1.00 1.01 1.48 94.58 1.03 2.89 96.16 1.02 2.15 95.72 1.02 2.11 95.72
λx4 1.00 1.02 2.02 94.48 1.02 2.03 95.33 1.02 2.16 96.25 1.03 3.25 95.51
λx5 1.00 1.02 1.60 97.03 1.02 1.86 95.22 1.02 2.45 96.25 1.03 2.74 94.47
λy2 1.00 0.92 -8.17 93.87 0.92 -7.89 92.73 0.92 -8.42 91.97 0.92 -7.51 92.69
λy3 1.00 0.91 -9.11 91.62 0.93 -7.11 92.63 0.90 -9.86 93.33 0.92 -8.36 93.74
0.3
ρy2 0.30 0.51 70.54 98.26 0.50 67.06 99.38 0.50 67.03 98.96 0.50 66.34 100.00
α 0.00 0.00 0.10 94.68 0.00 0.16 96.26 0.00 0.16 95.41 -0.01 -0.91 95.61
γ1 0.30 0.32 7.69 96.42 0.32 7.79 96.26 0.32 8.30 96.45 0.32 6.95 97.91
γ2 0.30 0.32 6.11 96.83 0.32 7.56 96.47 0.32 7.08 97.29 0.32 7.45 96.34
γ3 0.15 0.16 9.65 96.52 0.16 9.88 96.37 0.16 5.97 97.08 0.17 11.94 96.24
σx1 0.50 0.51 1.21 94.89 0.51 2.64 93.67 0.51 1.20 94.99 0.51 2.29 93.83
σx2 0.50 0.51 1.02 93.87 0.50 -0.09 93.87 0.51 2.36 95.52 0.51 1.91 95.72
σx3 0.50 0.50 -0.09 93.87 0.51 1.75 92.83 0.51 1.16 96.04 0.51 1.24 96.66
σx4 0.50 0.51 1.38 94.89 0.50 0.95 94.70 0.51 1.60 94.89 0.51 1.85 94.25
σx5 0.50 0.51 1.11 94.89 0.51 2.40 94.50 0.51 1.31 94.58 0.50 -0.09 94.36
σx6 0.50 0.50 0.83 94.48 0.50 0.72 95.12 0.50 0.97 95.52 0.50 0.08 94.36
σy1 0.50 0.49 -1.84 96.22 0.49 -2.06 94.70 0.49 -1.66 95.10 0.49 -1.37 96.03
σy2 0.50 0.49 -1.01 95.40 0.50 -0.86 93.35 0.50 0.59 95.20 0.50 0.78 94.36
σy3 0.50 0.31 -37.29 79.24 0.33 -34.40 83.39 0.33 -34.69 84.15 0.33 -34.10 86.00
σξ1 1.00 1.01 0.85 94.58 1.00 0.25 95.74 1.01 1.29 93.22 1.01 1.28 94.25
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θ Bias( ¯̂θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias(θ)% Cover%
σξ2 1.00 1.00 0.49 96.22 1.01 0.70 95.64 1.01 0.76 94.68 1.01 0.99 93.73
νx1 0.00 0.00 0.14 95.19 0.01 0.61 95.85 0.00 0.02 95.72 0.00 -0.25 96.24
νx2 0.00 0.00 -0.42 93.35 0.00 0.44 96.16 0.00 -0.21 95.83 0.00 -0.42 96.55
νx3 0.00 0.00 0.16 95.30 0.01 0.55 96.68 0.00 -0.13 96.66 0.00 -0.18 96.66
νx4 0.00 0.01 1.15 95.40 0.00 0.10 97.40 0.00 0.22 95.41 -0.01 -1.16 94.88
νx5 0.00 0.01 0.89 96.73 0.00 -0.08 96.99 0.00 0.41 95.62 -0.01 -1.22 96.45
νx6 0.00 0.01 1.37 96.11 0.00 -0.29 96.16 0.01 0.73 95.52 -0.01 -1.16 94.67
νy2 0.00 0.00 0.20 95.40 0.00 0.36 95.95 0.00 0.27 94.89 0.00 0.13 94.67
νy3 0.00 0.00 0.02 94.27 -0.01 -0.66 96.26 0.00 -0.16 96.14 0.00 0.20 95.09
λx2 1.00 1.02 2.08 95.81 1.03 2.84 95.12 1.02 2.23 96.66 1.03 2.66 94.67
λx3 1.00 1.03 2.51 96.22 1.02 2.31 96.16 1.03 2.70 94.26 1.02 2.42 96.24
λx4 1.00 1.03 2.64 95.71 1.02 2.33 94.50 1.02 2.32 95.83 1.03 2.73 94.25
λx5 1.00 1.02 2.47 95.19 1.02 2.35 94.60 1.02 2.08 95.52 1.02 2.48 93.73
λy2 1.00 0.94 -6.26 93.56 0.93 -7.24 91.07 0.91 -8.74 91.76 0.92 -7.88 93.83
λy3 1.00 0.92 -7.83 92.43 0.91 -9.49 92.83 0.92 -8.43 93.12 0.91 -8.81 93.21
0.6
ρy2 0.60 0.65 8.12 98.56 0.60 -0.44 99.79 0.57 -5.74 100.00 0.51 -15.64 100.00
α 0.00 0.00 -0.08 95.28 0.00 -0.45 96.37 0.00 0.03 96.77 0.00 0.37 96.55
γ1 0.30 0.32 8.31 96.31 0.32 6.04 95.74 0.32 7.08 96.87 0.32 7.67 96.23
γ2 0.30 0.32 7.87 96.72 0.32 6.84 96.57 0.32 7.05 95.93 0.32 6.67 97.07
γ3 0.15 0.16 9.00 95.69 0.16 6.19 97.20 0.16 7.75 96.66 0.17 10.85 96.65
σx1 0.50 0.50 0.98 93.95 0.51 1.89 92.63 0.51 2.51 94.06 0.51 2.44 93.51
σx2 0.50 0.50 0.89 96.21 0.50 0.81 95.22 0.51 1.23 95.52 0.50 0.67 94.67
σx3 0.50 0.51 1.39 95.18 0.50 0.93 92.94 0.50 0.51 94.58 0.50 0.70 93.62
σx4 0.50 0.51 1.77 95.69 0.51 1.87 94.70 0.51 1.83 94.06 0.51 2.37 93.10
σx5 0.50 0.50 0.84 94.87 0.51 2.15 95.02 0.51 2.54 95.52 0.49 -1.34 94.35
σx6 0.50 0.50 0.98 94.77 0.50 -0.07 93.35 0.51 1.25 94.99 0.51 1.65 94.77
σy1 0.50 0.49 -1.41 94.46 0.49 -2.00 95.53 0.49 -2.09 94.68 0.49 -1.15 95.19
σy2 0.50 0.50 0.82 96.10 0.50 0.82 94.91 0.50 -0.55 95.41 0.50 -0.20 96.13
σy3 0.50 0.22 -56.29 37.95 0.27 -46.87 63.66 0.29 -42.56 74.14 0.32 -35.43 86.61
σξ1 1.00 1.01 0.79 94.97 1.01 1.41 93.87 1.00 0.09 93.12 1.01 1.49 94.77
σξ2 1.00 1.01 0.99 93.74 1.02 1.75 94.60 1.01 0.85 93.43 1.00 0.19 95.92
νx1 0.00 -0.01 -0.92 94.97 0.00 0.12 96.26 0.00 -0.31 95.52 0.00 0.23 95.92
νx2 0.00 -0.01 -0.87 93.85 0.00 -0.05 96.16 0.00 -0.25 95.72 0.00 0.01 96.34
νx3 0.00 0.00 -0.42 94.26 0.00 -0.23 95.95 -0.01 -0.71 95.52 0.00 0.43 96.55
νx4 0.00 0.00 0.27 94.46 -0.01 -0.55 95.33 -0.01 -0.69 93.22 0.01 0.92 95.19
νx5 0.00 0.00 -0.01 94.97 0.00 -0.39 96.16 -0.01 -0.63 94.37 0.01 0.51 96.44
νx6 0.00 0.00 0.35 96.10 -0.01 -1.00 96.16 -0.01 -0.67 94.47 0.00 0.33 95.29
νy2 0.00 0.00 -0.40 95.08 0.00 -0.27 94.29 0.00 -0.36 96.87 -0.01 -0.52 96.03
νy3 0.00 0.00 -0.18 96.82 0.00 0.18 93.15 0.00 -0.29 92.81 0.00 0.28 93.31
λx2 1.00 1.03 2.87 96.41 1.02 1.65 94.50 1.03 2.68 95.62 1.02 2.17 94.77
λx3 1.00 1.03 3.08 95.18 1.02 2.03 94.60 1.02 1.61 96.35 1.02 2.44 95.19
λx4 1.00 1.02 2.33 95.28 1.01 1.36 96.47 1.02 2.46 95.41 1.03 2.78 96.34
λx5 1.00 1.02 2.21 94.46 1.02 2.21 95.02 1.02 1.79 96.04 1.02 2.48 96.23
λy2 1.00 0.93 -7.19 92.62 0.93 -6.64 94.81 0.93 -7.12 92.18 0.92 -7.79 93.62
λy3 1.00 0.92 -8.44 93.85 0.91 -9.09 93.35 0.92 -8.43 94.89 0.90 -10.19 93.51
0
196
ρy2 0.00 0.37 37.37 0.00 0.39 39.01 0.00 0.40 39.91 0.00 0.48 48.06 0.00
α 0.00 0.00 0.00 94.17 0.00 0.38 94.02 0.00 0.09 95.31 0.00 -0.26 95.61
γ1 0.30 0.30 1.58 95.58 0.30 1.07 94.99 0.30 0.84 97.05 0.30 1.13 96.38
γ2 0.30 0.31 1.71 93.96 0.30 1.29 95.97 0.30 0.83 95.20 0.30 1.42 96.93
γ3 0.15 0.15 2.90 96.55 0.15 1.78 93.47 0.15 2.40 95.31 0.15 1.90 94.08
σx1 0.50 0.50 0.17 95.47 0.50 0.69 94.45 0.50 0.33 92.79 0.51 1.15 94.08
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θ Bias( ¯̂θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias(θ)% Cover%
σx2 0.50 0.50 0.45 94.07 0.50 0.24 94.34 0.50 0.23 94.65 0.50 0.42 93.86
σx3 0.50 0.50 0.19 94.71 0.50 0.66 94.45 0.50 0.48 95.31 0.50 -0.10 95.39
σx4 0.50 0.50 0.82 93.20 0.50 0.42 95.21 0.50 0.07 96.07 0.50 0.56 96.38
σx5 0.50 0.50 0.64 94.93 0.50 0.95 94.67 0.50 0.67 96.07 0.50 0.89 94.63
σx6 0.50 0.50 -0.84 95.04 0.50 -0.13 94.89 0.50 0.38 95.74 0.50 0.11 94.19
σy1 0.50 0.50 -0.62 94.61 0.49 -1.13 92.27 0.50 -0.53 95.09 0.49 -1.03 95.18
σy2 0.50 0.50 -0.46 95.69 0.50 -0.45 95.10 0.50 -0.62 95.63 0.50 -0.79 94.63
σy3 0.50 0.40 -19.30 82.63 0.40 -20.44 81.94 0.39 -22.57 80.24 0.33 -33.49 72.92
σξ1 1.00 1.00 -0.08 94.39 1.00 0.44 95.32 1.00 0.02 94.10 1.00 0.11 94.41
σξ2 1.00 1.00 0.18 95.04 1.00 0.29 93.69 1.01 0.52 94.65 1.00 -0.10 94.74
νx1 0.00 0.00 0.11 95.25 0.00 0.50 95.21 0.00 0.31 95.09 -0.01 -0.66 96.49
νx2 0.00 0.00 0.28 94.93 0.00 0.07 94.89 0.00 0.28 94.21 -0.01 -0.61 95.61
νx3 0.00 0.01 0.55 94.61 0.00 0.25 95.65 0.00 0.19 94.32 -0.01 -0.60 95.50
νx4 0.00 0.00 -0.19 94.93 0.00 -0.30 94.12 0.00 0.34 96.07 0.00 -0.36 95.83
νx5 0.00 0.00 -0.29 95.69 0.00 0.02 94.45 0.00 0.30 95.52 0.00 0.00 94.41
νx6 0.00 0.00 -0.12 95.47 0.00 0.15 94.12 0.00 0.07 96.29 0.00 -0.17 93.42
νy2 0.00 0.00 -0.16 93.74 0.00 -0.26 94.67 0.00 0.02 96.18 0.00 -0.26 95.50
νy3 0.00 0.00 -0.09 94.39 0.00 -0.18 95.87 0.00 -0.07 95.09 0.00 0.13 97.81
λx2 1.00 1.01 0.58 94.50 1.01 0.78 94.45 1.01 0.76 94.43 1.00 0.36 95.07
λx3 1.00 1.01 0.66 95.25 1.01 0.56 93.58 1.01 0.90 94.32 1.01 0.71 94.52
λx4 1.00 1.01 0.88 94.82 1.01 0.66 95.21 1.01 0.59 95.74 1.01 0.84 93.86
λx5 1.00 1.01 0.98 94.28 1.01 0.73 93.80 1.00 0.50 94.54 1.01 0.55 94.30
λy2 1.00 0.99 -1.12 94.28 0.99 -1.14 96.19 0.99 -0.92 94.98 0.99 -1.26 96.16
λy3 1.00 0.99 -1.07 92.99 0.99 -0.92 96.08 0.99 -0.62 94.54 0.97 -2.71 94.30
0.3
ρy2 0.30 0.51 71.45 89.83 0.50 67.65 95.75 0.50 66.77 96.62 0.50 65.35 100.00
α 0.00 0.00 -0.25 94.59 0.00 -0.37 94.22 0.00 -0.03 94.87 0.00 0.21 94.62
γ1 0.30 0.30 1.37 94.81 0.30 0.97 95.86 0.30 1.22 96.51 0.31 1.71 95.82
γ2 0.30 0.31 1.98 94.05 0.30 0.43 95.64 0.30 0.82 94.65 0.31 1.81 94.51
γ3 0.15 0.15 2.26 95.02 0.15 0.77 95.53 0.15 2.23 94.98 0.15 2.93 96.59
σx1 0.50 0.50 0.44 94.05 0.50 0.60 94.44 0.50 0.76 94.76 0.50 0.18 94.40
σx2 0.50 0.50 -0.05 94.37 0.50 0.86 92.69 0.50 0.33 94.10 0.50 -0.22 95.05
σx3 0.50 0.50 0.44 95.02 0.50 -0.14 95.09 0.50 -0.10 94.32 0.50 0.83 94.40
σx4 0.50 0.50 0.59 95.78 0.50 -0.01 95.53 0.50 -0.10 93.89 0.50 0.84 94.84
σx5 0.50 0.50 0.23 92.97 0.50 -0.12 94.55 0.50 -0.19 95.41 0.50 0.65 94.84
σx6 0.50 0.50 0.56 94.91 0.50 0.60 95.42 0.50 0.78 95.31 0.50 0.66 94.73
σy1 0.50 0.49 -1.19 95.24 0.50 -0.97 95.42 0.50 -0.79 94.76 0.50 -0.94 96.04
σy2 0.50 0.50 -0.27 95.24 0.50 -0.70 94.22 0.50 -0.04 94.76 0.50 -0.36 95.71
σy3 0.50 0.29 -42.33 24.89 0.31 -37.90 46.78 0.32 -36.20 52.51 0.32 -35.26 69.89
σξ1 1.00 1.00 0.24 95.89 1.00 0.19 93.24 1.00 0.24 94.98 1.00 0.30 94.62
σξ2 1.00 1.01 0.53 94.81 1.01 0.52 93.57 1.00 0.10 96.07 1.00 -0.14 94.18
νx1 0.00 0.01 0.68 92.97 0.00 -0.32 94.77 0.00 -0.01 95.20 0.00 0.06 95.27
νx2 0.00 0.00 0.44 92.97 -0.01 -0.50 94.98 0.00 -0.31 96.40 0.00 0.14 95.49
νx3 0.00 0.00 0.34 92.32 0.00 -0.22 94.44 0.00 -0.35 96.07 0.00 0.33 96.81
νx4 0.00 -0.01 -0.53 94.81 0.00 -0.17 95.75 0.00 0.49 95.41 0.00 0.20 95.16
νx5 0.00 0.00 -0.46 93.29 0.00 -0.02 96.07 0.01 0.62 94.54 0.00 0.17 93.30
νx6 0.00 -0.01 -0.54 94.81 0.00 -0.14 95.86 0.00 0.40 94.98 0.00 -0.03 93.19
νy2 0.00 0.00 0.09 94.81 0.00 0.08 95.31 0.00 -0.01 96.18 0.00 -0.10 94.62
νy3 0.00 0.00 0.20 95.35 0.00 0.07 94.87 0.00 0.25 96.29 0.00 -0.23 94.07
λx2 1.00 1.00 0.36 95.13 1.01 0.69 95.97 1.01 0.88 94.98 1.00 0.43 94.40
λx3 1.00 1.00 0.45 94.91 1.01 0.61 93.89 1.01 0.78 94.00 1.01 0.71 94.73
λx4 1.00 1.00 0.31 95.67 1.00 0.47 96.07 1.00 0.47 93.89 1.00 0.42 95.60
λx5 1.00 1.00 0.28 93.83 1.00 0.08 95.09 1.00 0.22 95.96 1.01 0.54 95.05
λy2 1.00 0.98 -1.60 95.56 0.99 -1.08 93.78 0.99 -1.00 94.43 0.99 -1.02 94.62
λy3 1.00 0.99 -1.39 93.40 0.98 -1.60 95.20 0.99 -0.80 95.52 0.99 -1.13 94.18
159
Table A.9: Results table for Study 3 measurement lag population model (D2) and measurement










θ Bias( ¯̂θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias(θ)% Cover%
0.6
ρy2 0.60 0.72 19.63 87.22 0.69 14.74 94.87 0.66 10.17 96.83 0.51 -14.27 100.00
α 0.00 0.00 -0.49 96.64 0.00 -0.07 96.51 0.00 -0.18 97.05 0.00 0.03 95.36
γ1 0.30 0.30 1.61 96.53 0.30 1.02 95.09 0.30 0.85 95.74 0.30 0.69 93.71
γ2 0.30 0.30 1.01 96.53 0.30 0.74 95.64 0.30 0.67 94.76 0.30 1.56 97.02
γ3 0.15 0.15 1.73 95.56 0.15 0.19 95.75 0.15 1.88 93.45 0.15 2.01 96.14
σx1 0.50 0.50 0.40 94.15 0.50 0.28 93.24 0.50 0.24 95.63 0.50 0.91 94.70
σx2 0.50 0.50 -0.29 94.58 0.50 0.32 95.86 0.50 0.61 95.52 0.50 0.40 92.72
σx3 0.50 0.50 0.33 92.20 0.50 -0.27 95.31 0.50 0.24 96.07 0.50 0.12 95.70
σx4 0.50 0.50 0.29 93.93 0.50 0.31 95.75 0.50 0.29 95.31 0.51 1.07 94.48
σx5 0.50 0.50 0.27 95.45 0.50 0.47 94.11 0.50 0.37 93.78 0.50 0.17 95.03
σx6 0.50 0.50 0.86 93.93 0.50 0.26 93.24 0.50 0.43 95.31 0.50 0.50 94.81
σy1 0.50 0.50 -1.00 95.99 0.50 -0.91 93.78 0.50 -0.88 96.51 0.50 -0.60 94.70
σy2 0.50 0.50 -0.45 95.56 0.50 -0.46 92.80 0.50 -0.78 95.74 0.50 -0.74 93.93
σy3 0.50 0.16 -67.86 0.00 0.21 -58.60 4.91 0.23 -54.97 13.54 0.31 -37.45 65.34
σξ1 1.00 1.00 0.43 96.10 1.00 0.37 95.09 1.01 0.51 92.47 1.00 0.23 94.59
σξ2 1.00 1.00 0.35 94.69 1.01 0.75 94.66 1.00 0.41 94.21 1.00 -0.11 94.81
νx1 0.00 0.00 -0.34 95.02 0.00 -0.09 94.22 0.00 -0.46 94.76 0.00 -0.19 95.36
νx2 0.00 0.00 -0.26 92.74 0.00 0.16 93.68 -0.01 -0.52 94.65 0.00 -0.31 95.58
νx3 0.00 0.00 -0.44 94.58 0.00 -0.25 93.78 0.00 -0.09 94.87 0.00 -0.45 95.14
νx4 0.00 0.00 -0.07 94.80 0.00 -0.39 94.77 0.00 0.10 93.34 0.00 0.16 94.81
νx5 0.00 0.00 -0.22 94.47 0.00 -0.08 95.09 0.00 -0.34 94.21 0.00 0.32 95.81
νx6 0.00 0.00 0.13 93.93 0.00 -0.31 96.07 0.00 -0.26 92.79 0.00 0.18 96.14
νy2 0.00 0.00 0.45 95.56 0.00 -0.28 95.31 0.00 0.21 94.98 0.00 -0.13 95.03
νy3 0.00 0.01 0.55 95.99 0.00 -0.25 92.69 0.00 0.27 95.52 0.00 -0.33 89.85
λx2 1.00 1.01 0.71 96.53 1.00 0.37 94.77 1.00 0.48 93.45 1.01 0.66 93.82
λx3 1.00 1.01 0.53 95.99 1.01 0.62 95.86 1.00 0.48 95.41 1.01 0.59 93.93
λx4 1.00 1.00 0.46 94.58 1.00 0.33 96.40 1.00 0.13 95.31 1.01 0.82 93.49
λx5 1.00 1.01 0.77 94.15 1.00 0.29 95.42 1.00 0.44 95.09 1.01 0.93 94.59
λy2 1.00 0.99 -1.13 93.61 0.99 -0.61 95.09 0.99 -0.96 92.69 0.99 -0.70 94.37
λy3 1.00 0.99 -1.47 94.91 0.99 -0.83 94.11 0.99 -1.37 94.21 0.99 -0.70 94.15
0
400
ρy2 0.00 0.35 35.28 0.00 0.36 36.10 0.00 0.37 37.29 0.00 0.49 48.75 0.00
α 0.00 0.00 -0.03 94.99 0.00 0.17 94.96 0.00 0.10 93.09 0.00 -0.04 96.01
γ1 0.30 0.30 -1.02 95.24 0.30 -0.14 95.45 0.30 0.43 95.31 0.30 0.17 93.39
γ2 0.30 0.30 0.84 95.36 0.30 0.78 97.05 0.30 0.39 95.44 0.30 0.39 96.63
γ3 0.15 0.15 -2.91 94.75 0.15 -1.38 93.85 0.15 0.26 95.19 0.15 -0.28 97.13
σx1 0.50 0.50 0.01 95.48 0.50 0.41 94.10 0.50 0.12 94.20 0.50 0.44 93.64
σx2 0.50 0.50 0.75 95.60 0.50 -0.07 94.10 0.50 0.06 94.08 0.50 0.43 95.64
σx3 0.50 0.50 0.03 94.63 0.50 0.08 94.22 0.50 0.11 94.82 0.50 -0.09 95.26
σx4 0.50 0.50 0.00 94.02 0.50 0.04 93.11 0.50 0.45 93.46 0.50 0.49 94.14
σx5 0.50 0.50 -0.06 94.99 0.50 -0.20 95.82 0.50 0.24 95.81 0.50 -0.16 94.26
σx6 0.50 0.50 0.04 94.14 0.50 -0.10 95.45 0.50 -0.03 96.30 0.50 0.06 95.01
σy1 0.50 0.50 -0.69 94.26 0.50 -0.97 93.48 0.50 -0.60 93.59 0.50 -0.67 95.14
σy2 0.50 0.50 -0.41 95.60 0.50 -0.57 95.45 0.50 -0.48 95.68 0.50 -0.71 93.52
σy3 0.50 0.42 -16.33 80.83 0.41 -18.89 81.06 0.40 -20.39 74.48 0.33 -33.60 59.48
σξ1 1.00 1.00 0.14 94.87 1.00 -0.11 95.82 1.00 0.11 97.41 1.00 0.06 95.51
σξ2 1.00 1.00 0.29 93.53 1.00 0.10 94.10 1.00 0.38 94.57 1.00 0.16 95.14
νx1 0.00 0.00 -0.01 96.46 0.00 0.09 94.59 0.00 0.20 93.34 0.00 -0.04 95.14
νx2 0.00 0.00 -0.03 96.46 0.00 -0.12 95.94 0.00 0.36 93.96 0.00 0.30 96.26
νx3 0.00 0.00 -0.05 95.36 0.00 0.15 94.96 0.00 0.40 93.83 0.00 0.04 94.89
νx4 0.00 0.00 -0.28 95.85 0.00 -0.16 94.83 0.00 -0.03 95.31 0.00 0.23 94.51
νx5 0.00 0.00 -0.41 93.89 0.00 -0.12 94.96 0.00 0.03 94.45 0.00 0.22 94.76
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θ Bias( ¯̂θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias(θ)% Cover%
νx6 0.00 0.00 -0.37 94.51 0.00 -0.28 94.71 0.00 0.03 94.94 0.00 0.07 94.89
νy2 0.00 0.00 0.02 96.34 0.00 -0.04 96.31 0.00 -0.03 94.57 0.00 0.16 93.89
νy3 0.00 0.00 -0.07 96.46 0.00 -0.30 97.91 0.00 0.05 94.82 0.00 0.06 97.01
λx2 1.00 1.00 -0.14 94.99 1.00 0.37 93.48 1.00 0.28 91.99 1.00 0.26 95.26
λx3 1.00 1.00 0.05 94.87 1.00 0.32 96.31 1.00 0.18 94.33 1.00 0.24 94.51
λx4 1.00 1.00 -0.03 95.85 1.00 0.37 94.83 1.00 0.11 93.96 1.00 0.30 92.52
λx5 1.00 1.00 -0.39 94.38 1.00 0.07 94.34 1.00 0.25 94.08 1.01 0.53 93.14
λy2 1.00 1.00 -0.48 94.75 1.00 -0.45 97.79 0.99 -0.61 94.94 0.99 -0.67 95.26
λy3 1.00 0.99 -0.93 94.63 0.99 -0.73 96.68 0.99 -0.75 93.34 0.99 -0.65 96.63
0.3
ρy2 0.30 0.53 76.56 85.71 0.52 74.64 90.53 0.51 71.66 94.20 0.50 67.37 100.00
α 0.00 0.00 0.02 94.26 0.00 0.08 93.97 0.00 -0.23 94.20 0.00 -0.24 94.58
γ1 0.30 0.30 0.34 94.26 0.30 0.35 94.34 0.30 -0.03 94.82 0.30 0.35 96.22
γ2 0.30 0.30 0.31 95.97 0.30 0.22 95.69 0.30 0.40 94.08 0.30 0.24 95.21
γ3 0.15 0.15 0.11 93.77 0.15 -0.32 95.20 0.15 0.45 95.56 0.15 -0.98 95.47
σx1 0.50 0.50 -0.10 95.48 0.50 0.21 95.20 0.50 0.41 94.33 0.50 -0.04 94.33
σx2 0.50 0.50 0.05 95.36 0.50 -0.06 94.71 0.50 0.29 95.44 0.50 0.62 94.84
σx3 0.50 0.50 0.51 94.75 0.50 0.27 95.45 0.50 0.34 95.68 0.50 -0.03 94.71
σx4 0.50 0.50 -0.17 95.36 0.50 0.48 96.68 0.50 0.39 97.04 0.50 -0.17 93.20
σx5 0.50 0.50 -0.26 95.36 0.50 0.43 94.83 0.50 -0.02 96.18 0.50 0.17 94.58
σx6 0.50 0.50 0.41 94.87 0.50 -0.19 94.96 0.50 0.04 94.70 0.50 0.40 94.71
σy1 0.50 0.50 -0.56 95.12 0.50 -0.60 94.96 0.50 -0.78 93.34 0.50 -0.60 94.33
σy2 0.50 0.50 -0.71 94.26 0.50 -0.33 95.82 0.50 -0.59 94.33 0.50 -0.60 95.84
σy3 0.50 0.28 -44.87 3.30 0.30 -40.36 16.48 0.30 -39.02 26.51 0.32 -36.14 54.91
σξ1 1.00 1.00 0.05 94.75 1.00 0.24 95.69 1.00 -0.03 92.60 1.00 0.34 94.58
σξ2 1.00 1.00 0.30 94.14 1.00 0.31 95.82 1.00 0.13 95.93 1.00 0.20 94.21
νx1 0.00 0.00 0.13 95.73 0.00 0.14 93.36 0.00 -0.23 93.59 0.00 -0.20 95.59
νx2 0.00 0.00 0.05 95.97 0.00 0.18 93.48 0.00 -0.22 94.70 0.00 -0.18 95.09
νx3 0.00 0.00 0.04 95.60 0.00 0.17 93.97 0.00 -0.02 93.71 0.00 -0.25 93.07
νx4 0.00 0.00 0.03 96.83 0.00 0.21 94.34 0.00 -0.05 93.83 0.00 -0.06 93.95
νx5 0.00 0.00 0.13 96.46 0.00 0.22 94.96 0.00 -0.02 94.45 0.00 -0.23 96.60
νx6 0.00 0.00 0.03 96.46 0.00 0.28 94.96 0.00 0.22 94.94 0.00 0.04 95.21
νy2 0.00 0.00 -0.04 94.87 0.00 -0.07 93.60 0.00 0.16 93.96 0.00 -0.20 93.20
νy3 0.00 0.00 -0.06 95.36 0.00 -0.05 93.85 0.00 0.21 93.22 0.00 0.03 94.58
λx2 1.00 1.00 0.14 94.99 1.00 0.29 95.08 1.00 0.17 95.68 1.00 0.05 93.32
λx3 1.00 1.00 0.20 94.75 1.00 0.22 95.08 1.00 0.13 93.34 1.00 0.27 94.21
λx4 1.00 1.00 0.04 95.24 1.00 0.06 95.33 1.00 0.37 95.93 1.00 0.06 96.47
λx5 1.00 1.00 0.05 94.87 1.00 0.05 95.45 1.01 0.54 93.71 1.00 0.01 94.71
λy2 1.00 0.99 -0.52 94.26 0.99 -0.60 95.20 1.00 0.18 95.68 0.99 -1.15 93.45
λy3 1.00 1.00 0.04 93.41 0.99 -0.63 94.10 1.00 -0.27 94.20 0.98 -1.65 92.70
0.6
ρy2 0.60 0.73 20.88 84.19 0.72 20.30 93.97 0.71 18.36 96.55 0.52 -13.78 100.00
α 0.00 0.00 -0.03 95.22 0.00 0.29 94.70 0.00 -0.02 94.57 0.00 -0.03 95.69
γ1 0.30 0.30 0.02 95.71 0.30 0.98 95.69 0.30 -0.16 95.56 0.30 0.28 95.30
γ2 0.30 0.30 0.05 93.75 0.30 0.45 94.95 0.30 0.11 96.67 0.30 1.39 96.45
γ3 0.15 0.15 -1.94 96.20 0.15 0.40 94.46 0.15 -1.97 94.57 0.15 -0.84 94.67
σx1 0.50 0.50 0.53 94.24 0.50 -0.10 95.32 0.50 -0.18 94.70 0.50 0.87 95.69
σx2 0.50 0.50 0.18 95.83 0.50 0.02 93.84 0.50 0.52 95.19 0.50 0.19 95.30
σx3 0.50 0.50 0.61 94.73 0.50 -0.03 95.57 0.50 -0.20 94.82 0.50 0.54 94.04
σx4 0.50 0.50 0.13 95.10 0.50 0.28 93.60 0.50 0.34 94.45 0.50 -0.05 94.92
σx5 0.50 0.50 0.19 93.87 0.50 -0.10 95.81 0.50 0.07 96.18 0.50 0.26 95.69
σx6 0.50 0.50 0.15 93.50 0.50 0.05 96.92 0.50 0.51 94.20 0.50 0.46 95.18
σy1 0.50 0.50 -0.53 93.75 0.50 -0.65 95.32 0.50 -0.89 92.73 0.50 -0.64 94.80
σy2 0.50 0.50 -0.32 96.20 0.50 -0.30 95.81 0.50 -0.72 93.09 0.50 -0.48 95.05
σy3 0.50 0.15 -69.78 0.00 0.19 -61.42 0.12 0.20 -59.43 1.85 0.31 -37.72 50.38
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θ Bias( ¯̂θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias(θ)% Cover%
σξ1 1.00 1.00 -0.24 94.36 1.00 -0.23 94.46 1.00 0.03 95.68 1.00 0.05 95.43
σξ2 1.00 1.00 0.07 95.22 1.00 0.30 95.94 1.00 0.38 95.81 1.00 0.06 96.32
νx1 0.00 0.01 0.52 95.71 0.00 0.49 95.69 0.00 0.29 94.57 0.00 0.14 94.80
νx2 0.00 0.00 0.38 95.47 0.00 0.31 95.44 0.01 0.62 95.68 0.00 0.07 95.30
νx3 0.00 0.00 0.30 95.47 0.00 0.38 94.95 0.01 0.54 94.33 0.00 0.02 95.69
νx4 0.00 0.00 0.06 94.85 0.01 0.55 93.60 0.00 0.02 95.07 0.00 -0.20 95.05
νx5 0.00 0.00 0.18 94.49 0.00 0.30 95.20 0.00 0.10 94.82 0.00 0.02 93.91
νx6 0.00 0.00 0.23 93.50 0.00 0.43 94.95 0.00 -0.02 94.57 0.00 -0.24 96.45
νy2 0.00 0.00 0.15 94.61 0.00 -0.15 93.60 0.00 0.17 94.57 0.00 0.01 95.05
νy3 0.00 0.00 0.12 96.20 0.00 0.02 93.35 0.00 0.26 95.31 0.00 0.01 90.86
λx2 1.00 1.00 0.04 94.24 1.01 0.63 95.20 1.00 -0.01 95.56 1.00 0.34 93.27
λx3 1.00 1.00 0.03 94.24 1.00 0.45 95.32 1.00 0.20 95.31 1.00 0.41 95.05
λx4 1.00 1.00 -0.16 95.47 1.00 0.28 96.67 1.00 0.11 94.82 1.00 0.38 96.19
λx5 1.00 1.00 -0.05 95.10 1.00 0.13 96.18 1.00 0.12 94.70 1.00 0.31 94.80
λy2 1.00 0.99 -0.73 94.61 0.99 -0.76 95.94 1.00 -0.47 93.34 0.99 -0.75 96.19
λy3 1.00 0.99 -0.93 92.89 1.00 -0.34 96.92 0.99 -0.52 92.48 0.99 -1.06 92.64
1 W ∗ is the population and analysis W condition.
2 N is the simulated sample size.
3 θ is the simulated population value of each parameter.
4 ρy2 = ... is the simulated spatial autocorrelation of the endogenous lag.
5 ¯̂θ is the obtained average posterior mean across simulated iterations.
6 Bias( ¯̂θ)% is the average percent bias across simulation iterations when θ 6= 0, otherwise Bias( ¯̂θ)% provides absolute
bias.
7 Cover% is the percent of simulated trials in which the population value falls within the central 95% density of the posterior
estimate.
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θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
0
49
ρη 0.00 0.20 19.99 0.00 0.31 31.06 0.00 0.36 35.87 0.00 0.48 48.20 0.00
α 0.00 0.00 -0.14 97.73 -0.01 -0.62 99.60 0.00 0.04 98.66 0.00 -0.25 99.20
γ1 0.30 0.31 1.70 94.80 0.31 2.95 96.93 0.31 2.42 96.66 0.30 -1.65 94.65
γ2 0.30 0.30 0.21 95.73 0.28 -5.16 95.59 0.30 -1.52 96.12 0.29 -2.73 95.85
γ3 0.15 0.14 -6.12 95.47 0.15 1.25 94.92 0.15 0.93 96.52 0.14 -6.19 95.85
σx1 0.50 0.51 1.88 96.27 0.51 1.60 94.65 0.51 2.61 94.39 0.51 1.70 93.31
σx2 0.50 0.50 0.75 95.60 0.50 -0.80 94.52 0.51 1.29 95.05 0.51 2.12 93.57
σx3 0.50 0.50 0.33 92.80 0.50 0.16 95.45 0.50 -0.44 94.92 0.50 0.94 94.65
σx4 0.50 0.51 1.48 94.00 0.50 0.73 94.25 0.51 1.80 95.45 0.51 2.01 94.38
σx5 0.50 0.51 2.11 94.00 0.50 -0.10 93.58 0.50 0.78 94.92 0.50 -0.96 93.84
σx6 0.50 0.51 1.11 95.87 0.51 1.28 93.72 0.51 1.95 92.78 0.51 2.33 94.91
σy1 0.50 0.50 0.33 92.53 0.49 -1.78 95.59 0.49 -1.91 94.25 0.49 -1.62 94.65
σy2 0.50 0.52 3.33 96.40 0.52 3.06 93.98 0.52 3.39 93.85 0.52 3.04 95.45
σy3 0.50 0.51 2.20 94.93 0.52 3.12 95.45 0.51 2.38 94.39 0.51 1.18 93.31
σξ1 1.00 1.01 0.53 96.13 1.01 0.98 95.72 1.01 1.40 92.65 1.01 0.65 94.65
σξ2 1.00 1.00 0.05 96.40 1.01 0.80 96.12 1.01 0.91 93.18 1.01 1.33 94.24
νx1 0.00 -0.01 -0.75 95.20 -0.01 -0.55 95.86 0.00 0.24 94.79 0.00 0.06 94.91
νx2 0.00 -0.01 -0.65 95.07 -0.01 -0.77 95.19 0.00 0.36 94.25 0.00 -0.31 94.11
νx3 0.00 -0.01 -0.74 93.47 0.00 -0.41 96.66 0.00 0.24 94.92 0.00 -0.29 95.58
νx4 0.00 -0.01 -1.20 95.47 0.01 1.19 95.32 -0.02 -1.69 95.05 0.00 0.40 96.12
νx5 0.00 -0.01 -1.10 95.73 0.01 1.36 95.86 -0.02 -1.81 96.39 0.00 -0.37 94.78
νx6 0.00 -0.01 -0.97 96.00 0.01 1.26 95.86 -0.02 -1.56 94.39 0.00 0.33 94.91
νy2 0.00 0.00 -0.22 95.07 0.00 -0.29 95.86 0.00 0.36 97.06 0.01 0.75 96.79
νy3 0.00 0.00 -0.30 95.73 0.00 -0.04 95.19 -0.01 -0.56 96.79 0.00 0.08 97.46
λx2 1.00 1.03 2.56 96.40 1.02 1.86 96.66 1.02 1.79 96.52 1.02 1.97 95.18
λx3 1.00 1.02 2.34 96.80 1.02 1.72 95.99 1.03 2.73 93.72 1.02 2.25 96.92
λx4 1.00 1.03 2.53 95.47 1.02 2.23 96.66 1.03 2.91 94.65 1.03 2.78 95.98
λx5 1.00 1.03 2.80 95.47 1.02 1.85 96.93 1.02 1.76 95.05 1.01 1.48 95.85
λy2 1.00 0.98 -1.58 94.67 0.99 -1.20 94.39 0.98 -1.81 95.59 0.98 -1.73 95.31
λy3 1.00 0.99 -0.94 95.07 0.98 -1.68 94.79 0.98 -1.57 96.26 0.99 -1.40 96.25
0.3
ρη 0.30 0.35 15.45 98.27 0.42 38.63 99.33 0.44 45.14 99.06 0.49 64.03 100.00
α 0.00 0.00 0.28 95.73 0.00 0.23 96.39 0.00 0.19 96.93 0.00 -0.04 98.26
γ1 0.30 0.30 0.82 96.53 0.29 -1.87 95.59 0.30 -0.89 95.72 0.30 0.01 96.65
γ2 0.30 0.31 3.66 96.00 0.30 -1.14 95.19 0.30 0.60 94.52 0.29 -2.65 94.78
γ3 0.15 0.16 9.00 95.07 0.15 1.41 94.92 0.15 1.92 96.66 0.16 5.54 96.12
σx1 0.50 0.51 1.58 94.53 0.51 1.56 94.65 0.51 2.06 94.25 0.51 2.53 94.78
σx2 0.50 0.50 0.66 94.40 0.50 0.89 94.92 0.51 1.31 94.52 0.50 0.28 93.84
σx3 0.50 0.50 0.85 96.67 0.50 0.24 94.79 0.50 -0.03 95.99 0.51 1.42 93.17
σx4 0.50 0.51 1.26 94.80 0.50 0.69 93.05 0.51 2.33 92.65 0.51 2.51 95.45
σx5 0.50 0.50 0.81 93.87 0.51 1.89 93.32 0.50 -0.64 94.65 0.51 1.95 94.51
σx6 0.50 0.50 -0.12 96.27 0.51 1.25 95.86 0.51 1.90 95.32 0.51 1.25 92.10
σy1 0.50 0.50 -0.46 95.87 0.50 0.43 92.25 0.50 0.38 92.38 0.50 -0.90 94.24
σy2 0.50 0.51 2.73 93.73 0.51 2.22 94.25 0.51 1.72 94.92 0.51 1.17 95.05
σy3 0.50 0.52 3.12 95.73 0.51 2.46 94.25 0.51 2.77 95.72 0.50 0.73 94.78
σξ1 1.00 1.01 1.23 96.00 1.02 1.75 93.72 1.01 0.52 92.91 1.01 1.07 94.91
σξ2 1.00 1.00 0.42 95.20 1.02 1.74 96.26 1.00 0.40 95.19 1.02 2.41 94.91
νx1 0.00 0.00 -0.26 95.07 0.00 0.40 95.19 0.00 0.03 96.79 0.00 -0.01 94.91
νx2 0.00 0.00 -0.10 96.13 0.00 0.07 95.72 0.00 0.33 96.39 0.00 -0.32 95.85
νx3 0.00 0.00 -0.22 95.47 0.01 0.75 94.79 0.00 0.01 95.59 0.00 -0.29 94.78
νx4 0.00 0.00 -0.15 96.67 -0.01 -0.92 96.66 -0.01 -0.56 95.86 0.00 0.18 94.38
νx5 0.00 0.00 0.12 96.00 -0.01 -1.32 96.39 -0.01 -1.18 95.59 -0.01 -0.57 96.25
νx6 0.00 0.00 -0.46 96.13 -0.01 -1.11 96.12 -0.01 -0.63 95.05 0.00 0.28 95.72
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θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
νy2 0.00 0.00 0.05 95.07 0.00 -0.05 95.86 0.01 0.51 96.79 0.00 -0.08 94.24
νy3 0.00 0.00 -0.06 96.93 -0.01 -1.09 95.99 0.00 0.11 96.12 0.00 -0.23 95.85
λx2 1.00 1.02 2.32 95.60 1.02 1.75 95.59 1.03 3.21 95.99 1.03 3.05 96.39
λx3 1.00 1.02 2.50 96.53 1.02 2.04 96.52 1.02 2.26 96.52 1.02 2.22 95.85
λx4 1.00 1.01 1.15 93.87 1.01 1.42 95.86 1.02 2.34 95.72 1.02 2.03 95.85
λx5 1.00 1.02 2.38 94.13 1.01 1.23 95.19 1.03 2.66 95.72 1.01 1.14 96.65
λy2 1.00 0.98 -1.76 93.87 0.99 -1.35 93.85 1.00 -0.27 96.79 0.99 -0.96 96.39
λy3 1.00 0.98 -1.75 95.33 1.00 -0.36 93.72 0.99 -0.98 95.99 0.99 -0.68 96.39
0.6
ρη 0.60 0.58 -3.21 97.33 0.55 -8.20 98.80 0.54 -9.70 99.73 0.50 -16.46 100.00
α 0.00 0.00 -0.39 95.73 0.00 -0.44 95.05 0.02 1.57 95.72 0.01 0.82 94.78
γ1 0.30 0.31 2.93 95.20 0.30 1.24 94.39 0.28 -5.06 96.79 0.30 0.69 96.52
γ2 0.30 0.30 -0.90 95.73 0.30 1.63 95.05 0.31 2.61 96.79 0.29 -1.79 95.05
γ3 0.15 0.16 4.05 97.33 0.15 -0.22 95.19 0.14 -8.83 95.72 0.15 2.91 95.98
σx1 0.50 0.51 1.78 93.87 0.51 1.96 94.52 0.52 3.24 95.19 0.52 3.18 94.38
σx2 0.50 0.50 0.61 93.47 0.50 0.16 94.65 0.51 1.88 97.19 0.50 0.68 94.11
σx3 0.50 0.50 0.93 95.20 0.50 0.78 93.45 0.50 0.33 96.39 0.51 1.48 95.05
σx4 0.50 0.51 1.86 94.27 0.50 0.60 94.39 0.51 1.92 93.45 0.51 1.02 95.58
σx5 0.50 0.50 0.89 96.27 0.50 0.29 95.86 0.51 1.20 92.11 0.51 1.48 95.05
σx6 0.50 0.50 0.78 95.47 0.51 2.04 94.92 0.51 1.17 95.05 0.51 2.24 92.50
σy1 0.50 0.51 1.35 96.00 0.49 -1.02 94.12 0.51 1.39 95.99 0.50 0.03 93.98
σy2 0.50 0.50 0.96 92.93 0.51 2.44 95.72 0.51 2.28 94.52 0.51 1.94 95.31
σy3 0.50 0.51 2.57 93.73 0.52 3.47 95.86 0.50 0.83 95.19 0.51 2.04 95.05
σξ1 1.00 1.01 0.55 95.87 1.01 1.24 96.52 1.02 2.35 94.39 1.01 0.69 94.24
σξ2 1.00 1.00 -0.46 96.40 1.02 2.34 94.12 1.01 0.95 94.39 1.01 1.12 95.18
νx1 0.00 -0.01 -0.87 96.27 0.00 0.11 95.59 0.00 -0.46 96.93 -0.01 -0.89 95.58
νx2 0.00 0.00 -0.07 96.67 0.00 -0.17 96.93 0.00 0.13 96.12 -0.01 -0.77 95.98
νx3 0.00 0.00 -0.15 95.87 0.00 0.41 95.72 0.00 0.49 96.39 -0.01 -0.92 95.58
νx4 0.00 0.00 -0.20 96.13 0.00 -0.25 95.32 -0.01 -0.89 95.86 -0.01 -0.73 96.39
νx5 0.00 0.00 -0.08 94.67 -0.01 -0.66 93.98 -0.01 -1.33 96.26 0.00 -0.25 97.05
νx6 0.00 0.00 0.36 95.73 0.00 0.06 95.32 -0.01 -1.17 95.86 0.00 0.44 95.18
νy2 0.00 0.00 -0.40 93.07 -0.01 -0.68 94.39 0.00 0.13 95.45 0.00 0.43 95.18
νy3 0.00 0.00 -0.45 96.00 -0.01 -0.88 95.86 0.00 -0.04 96.12 0.01 1.00 96.52
λx2 1.00 1.02 2.17 95.07 1.02 1.88 96.26 1.02 2.08 96.39 1.03 2.86 96.12
λx3 1.00 1.02 2.09 96.00 1.02 1.78 94.65 1.02 1.59 96.26 1.03 2.67 95.05
λx4 1.00 1.02 2.41 95.07 1.02 1.76 94.79 1.02 2.36 95.72 1.02 2.17 95.45
λx5 1.00 1.02 2.19 95.87 1.02 2.00 95.45 1.02 1.93 95.72 1.02 2.17 95.45
λy2 1.00 0.99 -0.97 94.40 0.99 -1.38 95.72 0.99 -0.96 94.79 0.98 -1.56 95.58
λy3 1.00 0.99 -0.59 96.13 0.99 -1.28 94.39 0.99 -0.89 95.45 0.99 -1.17 94.51
0
196
ρη 0.00 0.10 10.04 0.00 0.15 14.92 0.00 0.18 18.21 0.00 0.47 46.62 0.00
α 0.00 0.00 -0.16 97.04 0.00 0.13 97.31 0.00 0.43 98.16 0.00 0.07 99.86
γ1 0.30 0.29 -1.84 93.65 0.30 -0.03 94.34 0.30 -1.21 95.76 0.31 2.13 95.45
γ2 0.30 0.29 -1.75 96.33 0.30 0.72 93.21 0.30 0.11 95.90 0.30 -0.26 95.31
γ3 0.15 0.15 -1.13 94.22 0.15 1.28 94.63 0.15 -1.43 93.92 0.15 -0.56 96.45
σx1 0.50 0.50 0.60 94.08 0.50 0.64 92.93 0.50 0.20 94.34 0.51 1.18 94.60
σx2 0.50 0.50 0.34 95.06 0.50 -0.14 95.33 0.50 0.35 93.92 0.50 -0.25 96.16
σx3 0.50 0.50 0.47 96.05 0.50 0.05 95.05 0.50 0.33 95.05 0.50 -0.29 94.03
σx4 0.50 0.50 0.66 95.20 0.50 0.67 93.49 0.50 0.72 96.75 0.50 -0.01 93.75
σx5 0.50 0.50 0.28 93.23 0.50 0.58 94.06 0.50 0.54 95.19 0.50 0.42 94.32
σx6 0.50 0.50 0.53 92.81 0.50 0.20 94.48 0.50 0.48 94.34 0.50 0.73 94.60
σy1 0.50 0.50 0.42 94.64 0.50 -0.09 94.06 0.50 0.56 93.92 0.50 0.41 94.03
σy2 0.50 0.50 0.29 93.23 0.50 0.34 94.63 0.50 0.35 94.48 0.50 0.63 93.47
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θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
σy3 0.50 0.50 0.26 93.94 0.51 1.12 94.63 0.51 1.45 93.92 0.50 0.63 94.32
σξ1 1.00 1.00 0.11 95.49 1.00 -0.02 94.91 1.00 0.31 94.63 1.00 0.30 94.89
σξ2 1.00 1.01 0.70 95.91 1.00 -0.08 96.32 1.00 0.22 92.93 1.00 0.15 96.16
νx1 0.00 0.00 0.37 96.90 0.00 -0.30 93.07 -0.01 -0.57 95.62 0.00 -0.17 95.88
νx2 0.00 0.00 0.21 95.35 0.00 -0.15 96.04 0.00 -0.23 95.33 0.00 0.08 94.60
νx3 0.00 0.00 0.47 97.32 0.00 -0.01 95.19 -0.01 -0.64 94.77 0.00 -0.04 94.32
νx4 0.00 0.00 -0.42 95.49 0.00 -0.24 93.64 0.00 0.21 97.45 0.00 -0.05 93.18
νx5 0.00 0.00 -0.37 94.78 0.00 -0.18 95.05 0.00 0.22 96.46 0.00 0.11 94.74
νx6 0.00 0.00 -0.32 95.49 0.00 -0.25 93.49 0.00 0.15 95.47 0.00 -0.03 94.46
νy2 0.00 0.00 -0.38 96.33 0.00 -0.10 95.05 0.00 0.12 95.33 0.01 0.70 95.74
νy3 0.00 0.00 0.10 95.35 0.00 -0.09 95.19 0.00 0.19 94.77 0.01 0.63 96.02
λx2 1.00 1.01 0.74 96.33 1.01 0.85 96.75 1.01 0.81 94.77 1.01 0.62 95.17
λx3 1.00 1.00 0.25 94.08 1.00 0.32 95.19 1.00 0.40 92.08 1.01 0.69 95.31
λx4 1.00 1.00 0.45 95.77 1.00 0.36 95.47 1.01 0.66 94.48 1.01 0.61 95.60
λx5 1.00 1.01 0.61 94.22 1.00 0.20 93.49 1.01 1.03 93.21 1.00 0.22 93.89
λy2 1.00 1.00 -0.01 96.05 1.00 -0.29 93.49 1.00 -0.05 95.19 1.00 -0.02 95.31
λy3 1.00 1.00 0.35 96.33 1.00 -0.37 93.21 1.00 -0.16 95.90 1.00 -0.02 95.45
0.3
ρη 0.30 0.31 2.34 96.75 0.34 11.76 95.76 0.36 18.88 96.18 0.48 60.12 100.00
α 0.00 0.00 0.00 95.90 0.00 -0.13 95.47 0.00 0.01 97.45 0.00 -0.34 97.44
γ1 0.30 0.30 0.56 95.90 0.30 0.24 94.48 0.30 -0.82 94.06 0.30 1.53 95.45
γ2 0.30 0.30 -1.12 93.36 0.31 2.87 94.77 0.30 0.94 95.05 0.30 0.05 94.60
γ3 0.15 0.16 4.43 95.06 0.15 -1.37 95.47 0.15 -1.45 96.18 0.16 6.82 93.18
σx1 0.50 0.50 0.91 94.92 0.50 -0.06 94.77 0.50 0.94 95.47 0.50 0.65 94.89
σx2 0.50 0.50 0.55 95.06 0.50 0.94 94.48 0.50 -0.09 95.05 0.50 -0.05 95.03
σx3 0.50 0.50 0.29 94.92 0.50 0.54 96.32 0.50 0.26 96.18 0.50 0.02 95.45
σx4 0.50 0.50 0.47 95.62 0.50 0.52 95.47 0.50 0.93 95.33 0.51 1.11 93.61
σx5 0.50 0.50 0.47 96.33 0.50 0.63 95.62 0.50 0.08 95.62 0.50 0.58 94.32
σx6 0.50 0.50 0.16 97.18 0.50 0.74 94.63 0.50 -0.11 94.20 0.50 0.46 95.74
σy1 0.50 0.50 0.43 94.21 0.50 0.05 91.94 0.50 0.47 94.77 0.50 0.37 94.60
σy2 0.50 0.50 0.90 95.48 0.50 -0.26 96.18 0.50 0.60 96.18 0.50 -0.24 96.31
σy3 0.50 0.50 0.72 95.48 0.50 0.53 95.19 0.50 0.79 95.90 0.51 1.12 94.60
σξ1 1.00 1.00 0.13 95.62 1.01 0.71 96.04 1.00 0.09 95.90 1.01 0.65 93.18
σξ2 1.00 1.00 0.11 93.36 1.00 0.40 94.63 1.00 0.45 94.06 1.00 0.40 95.45
νx1 0.00 0.00 0.08 95.90 0.00 -0.29 94.48 0.00 -0.24 95.05 0.00 -0.26 93.75
νx2 0.00 0.00 -0.16 96.19 0.00 -0.42 94.63 0.00 -0.49 94.48 -0.01 -0.59 96.16
νx3 0.00 0.00 0.10 96.89 0.00 -0.44 96.04 0.00 -0.10 94.20 0.00 -0.29 95.60
νx4 0.00 0.00 -0.20 94.21 0.00 0.09 93.21 0.00 -0.01 94.34 0.00 0.01 96.02
νx5 0.00 0.00 -0.12 95.06 0.00 -0.17 94.34 0.00 0.20 94.06 0.00 -0.02 94.74
νx6 0.00 0.00 -0.29 94.49 0.00 -0.19 93.07 0.00 -0.12 94.48 0.00 -0.48 95.17
νy2 0.00 0.00 -0.03 97.60 0.00 0.01 93.21 0.00 0.28 94.34 0.00 0.12 96.59
νy3 0.00 0.00 -0.08 95.06 0.00 0.12 95.90 0.00 0.26 95.19 0.00 0.05 95.31
λx2 1.00 1.01 1.06 94.63 1.00 0.05 93.21 1.01 0.63 95.19 1.01 0.72 95.03
λx3 1.00 1.01 0.62 93.93 1.00 0.25 93.92 1.00 0.38 93.49 1.01 0.74 94.32
λx4 1.00 1.00 0.49 95.20 1.00 0.47 95.76 1.01 0.61 92.79 1.00 0.03 94.60
λx5 1.00 1.00 0.38 96.19 1.01 1.10 93.49 1.01 0.98 95.19 1.00 0.28 95.45
λy2 1.00 1.00 -0.14 95.48 1.00 -0.50 94.48 1.00 -0.35 95.62 1.00 -0.07 95.17
λy3 1.00 1.00 -0.31 95.76 1.00 -0.48 94.48 1.00 -0.44 96.46 1.00 -0.24 95.88
0.6
ρη 0.60 0.60 -0.37 93.93 0.58 -2.75 95.62 0.58 -3.05 98.02 0.51 -14.68 100.00
α 0.00 0.00 0.24 94.92 0.00 -0.09 95.33 0.00 0.25 93.35 -0.01 -0.95 96.73
γ1 0.30 0.30 1.59 94.49 0.30 0.22 95.33 0.31 2.46 94.06 0.29 -2.03 95.31
γ2 0.30 0.30 1.16 92.80 0.30 0.05 95.19 0.29 -2.69 96.18 0.30 -0.66 94.32
γ3 0.15 0.15 0.16 94.77 0.15 -0.11 96.75 0.16 4.78 94.77 0.15 -1.40 95.74
σx1 0.50 0.51 1.04 94.63 0.50 0.60 95.33 0.50 0.07 96.04 0.50 0.44 94.46
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θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
σx2 0.50 0.51 1.21 95.06 0.50 0.30 94.91 0.50 0.80 93.78 0.50 0.23 95.17
σx3 0.50 0.50 -0.08 94.49 0.50 -0.56 96.18 0.50 0.47 94.63 0.50 0.48 94.74
σx4 0.50 0.50 0.56 95.62 0.50 0.44 93.49 0.51 1.10 95.05 0.51 1.25 95.17
σx5 0.50 0.50 -0.02 95.48 0.50 0.65 95.05 0.50 0.09 93.92 0.50 0.62 94.60
σx6 0.50 0.51 1.05 94.92 0.51 1.09 95.62 0.50 -0.12 92.64 0.50 0.56 93.18
σy1 0.50 0.50 -0.02 96.47 0.50 -0.35 94.06 0.50 0.52 96.89 0.50 0.34 94.46
σy2 0.50 0.50 0.40 93.22 0.50 0.33 94.48 0.50 0.84 93.64 0.50 0.43 94.03
σy3 0.50 0.50 0.57 94.21 0.50 0.91 92.93 0.50 0.91 95.76 0.50 0.87 94.32
σξ1 1.00 1.00 0.11 94.77 1.00 0.44 95.19 1.01 0.53 95.76 1.00 -0.18 95.17
σξ2 1.00 1.00 0.02 94.92 1.00 0.47 95.05 1.00 -0.18 95.90 1.00 -0.24 95.74
νx1 0.00 0.00 0.44 95.62 0.00 0.39 95.05 0.00 0.13 95.47 0.00 -0.31 94.46
νx2 0.00 0.00 0.16 95.20 0.00 0.01 95.33 0.00 0.38 95.47 -0.01 -0.55 95.03
νx3 0.00 0.00 0.29 96.89 0.00 0.40 94.77 0.01 0.53 94.34 0.00 -0.18 95.74
νx4 0.00 0.00 0.04 95.20 0.00 -0.14 96.46 0.00 -0.47 95.47 0.00 -0.25 96.31
νx5 0.00 0.00 -0.28 95.48 0.00 -0.38 96.04 0.00 0.08 95.47 0.00 -0.50 94.89
νx6 0.00 0.00 0.08 93.22 -0.01 -0.61 94.77 0.00 0.10 94.91 0.00 -0.41 95.45
νy2 0.00 0.00 0.01 94.92 0.00 0.16 95.33 0.00 0.02 94.91 0.00 0.07 95.31
νy3 0.00 0.00 -0.08 94.07 0.00 -0.10 94.63 0.00 0.12 96.18 0.00 0.32 95.17
λx2 1.00 1.01 0.52 94.21 1.01 1.02 95.62 1.00 0.29 94.63 1.00 0.46 94.03
λx3 1.00 1.01 1.00 96.19 1.01 0.79 92.79 1.00 0.42 96.18 1.01 1.01 95.60
λx4 1.00 1.01 1.03 94.49 1.00 0.23 95.76 1.01 0.84 94.48 1.01 0.65 93.89
λx5 1.00 1.01 0.76 94.49 1.00 -0.08 96.18 1.01 0.71 93.64 1.01 0.79 93.18
λy2 1.00 1.00 -0.02 94.21 1.00 -0.15 94.48 1.00 -0.10 94.63 1.00 -0.12 94.46
λy3 1.00 1.00 -0.18 94.92 1.00 0.05 95.47 1.00 0.09 95.47 1.00 -0.01 94.32
0
400
ρη 0.00 0.07 6.82 0.00 0.10 10.24 0.00 0.13 12.52 0.00 0.45 44.90 0.00
α 0.00 0.00 0.22 95.73 0.00 0.12 97.73 0.00 0.14 95.72 0.00 -0.03 98.39
γ1 0.30 0.30 0.59 95.46 0.30 -0.46 95.19 0.30 -1.15 94.25 0.30 -0.29 95.56
γ2 0.30 0.30 1.09 94.53 0.30 -0.48 94.39 0.30 -0.62 94.92 0.30 0.18 96.24
γ3 0.15 0.15 1.28 94.53 0.15 1.44 94.52 0.15 -3.28 94.65 0.16 5.49 93.01
σx1 0.50 0.50 0.42 94.13 0.50 0.74 92.78 0.50 -0.33 93.72 0.50 0.19 95.83
σx2 0.50 0.50 -0.04 95.19 0.50 0.08 94.12 0.50 0.10 94.25 0.50 0.17 96.51
σx3 0.50 0.50 0.17 94.53 0.50 0.18 94.39 0.50 0.67 94.39 0.50 -0.23 95.03
σx4 0.50 0.50 0.36 96.80 0.50 0.22 94.39 0.50 0.08 95.99 0.50 0.51 93.28
σx5 0.50 0.50 0.12 97.20 0.50 0.48 94.39 0.50 0.59 94.52 0.50 0.10 94.35
σx6 0.50 0.50 0.08 94.26 0.50 -0.33 95.45 0.50 -0.02 95.19 0.50 0.24 97.18
σy1 0.50 0.50 -0.29 95.99 0.50 0.22 94.12 0.50 0.03 95.05 0.50 0.31 94.62
σy2 0.50 0.50 0.63 96.26 0.50 -0.01 92.91 0.50 0.68 95.19 0.50 0.54 95.30
σy3 0.50 0.50 0.81 94.13 0.50 0.41 96.12 0.50 0.03 95.72 0.50 0.13 94.49
σξ1 1.00 1.00 0.26 93.86 1.00 0.11 93.58 1.00 0.48 94.39 1.00 0.23 92.74
σξ2 1.00 1.00 0.44 97.06 1.00 0.20 95.19 1.00 0.11 95.45 1.00 0.19 96.10
νx1 0.00 0.00 -0.19 94.53 0.00 0.48 94.12 0.00 0.26 96.39 0.00 0.04 93.95
νx2 0.00 0.00 -0.24 94.39 0.00 0.30 93.72 0.00 0.41 94.39 0.00 0.01 96.91
νx3 0.00 0.00 -0.08 94.13 0.00 0.32 92.65 0.00 0.36 95.45 0.00 -0.05 95.83
νx4 0.00 0.00 -0.15 94.53 0.00 0.17 95.72 0.00 0.28 95.86 0.00 0.14 94.22
νx5 0.00 0.00 -0.14 95.19 0.00 0.05 95.32 0.00 0.10 94.79 0.00 0.19 95.16
νx6 0.00 0.00 -0.21 95.59 0.00 0.20 96.12 0.00 -0.09 96.52 0.00 0.23 93.95
νy2 0.00 0.00 -0.12 95.19 0.00 0.09 95.05 0.00 0.01 95.19 0.00 -0.15 94.35
νy3 0.00 0.00 -0.01 95.06 0.00 0.10 95.32 0.00 -0.17 94.65 0.00 0.04 94.62
λx2 1.00 1.00 0.15 95.73 1.00 0.34 94.92 1.00 0.04 95.45 1.00 0.17 94.62
λx3 1.00 1.00 0.19 93.59 1.00 0.25 94.52 1.00 -0.30 94.65 1.00 0.33 94.09
λx4 1.00 1.00 0.22 95.99 1.00 0.22 95.05 1.00 0.10 94.79 1.00 0.27 97.18
λx5 1.00 1.00 0.26 95.33 1.01 0.60 91.98 1.00 0.25 94.65 1.00 0.17 95.43
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θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
λy2 1.00 1.00 -0.18 94.79 1.00 0.21 94.12 1.00 -0.46 95.99 1.00 0.00 94.62
λy3 1.00 1.00 -0.12 93.86 1.00 0.01 95.86 1.00 -0.12 95.05 1.00 0.05 93.68
0.3
ρη 0.30 0.30 0.33 94.39 0.31 2.93 96.12 0.33 8.48 95.86 0.47 58.26 99.73
α 0.00 0.00 -0.34 97.06 0.00 -0.10 95.19 0.00 -0.20 97.06 0.00 0.10 96.37
γ1 0.30 0.30 0.73 94.65 0.30 -0.78 96.39 0.30 0.23 95.59 0.30 -0.39 94.76
γ2 0.30 0.30 -0.88 95.59 0.30 0.50 94.25 0.29 -2.15 93.05 0.30 0.87 94.76
γ3 0.15 0.15 -0.19 94.65 0.15 0.95 95.86 0.15 -1.28 94.79 0.15 -1.05 95.56
σx1 0.50 0.50 0.22 95.59 0.50 0.40 94.65 0.50 0.18 95.86 0.50 0.44 93.68
σx2 0.50 0.50 0.39 94.65 0.50 0.13 95.05 0.50 0.27 96.52 0.50 -0.05 94.89
σx3 0.50 0.50 0.21 95.32 0.50 0.02 93.18 0.50 0.73 95.99 0.50 -0.06 95.83
σx4 0.50 0.50 0.27 93.58 0.50 0.22 95.99 0.50 0.36 96.26 0.50 0.45 97.18
σx5 0.50 0.50 0.41 94.39 0.50 0.65 93.98 0.50 -0.33 92.51 0.50 0.51 95.97
σx6 0.50 0.50 -0.05 94.12 0.50 0.16 94.65 0.50 0.33 93.58 0.50 0.14 94.35
σy1 0.50 0.50 0.32 95.05 0.50 0.22 94.25 0.50 0.48 93.58 0.50 -0.01 95.56
σy2 0.50 0.50 0.19 93.85 0.50 0.21 95.72 0.50 -0.05 94.65 0.50 0.40 94.09
σy3 0.50 0.50 -0.05 95.05 0.50 0.06 94.52 0.50 0.08 94.25 0.50 0.00 96.24
σξ1 1.00 1.00 0.05 93.32 1.00 0.28 95.32 1.00 0.04 94.25 1.00 0.01 93.41
σξ2 1.00 1.00 0.32 94.92 1.00 0.12 94.39 1.00 0.43 95.05 1.00 0.13 95.30
νx1 0.00 0.00 -0.21 94.65 0.00 -0.06 93.98 0.00 -0.28 95.72 0.00 -0.01 95.83
νx2 0.00 0.00 -0.05 95.72 0.00 0.04 93.72 0.00 -0.48 94.92 0.00 0.02 95.56
νx3 0.00 0.00 -0.04 95.59 0.00 0.03 94.92 -0.01 -0.53 94.92 0.00 -0.03 96.24
νx4 0.00 0.00 0.28 94.92 0.00 0.35 93.85 0.00 -0.20 94.79 0.00 0.30 95.30
νx5 0.00 0.00 0.24 95.32 0.00 0.11 95.72 0.00 -0.21 95.45 0.00 0.15 95.03
νx6 0.00 0.00 0.24 95.45 0.00 0.14 95.32 0.00 -0.29 95.45 0.00 0.32 94.89
νy2 0.00 0.00 0.28 95.32 0.00 0.08 95.19 0.00 0.23 94.25 0.00 -0.06 95.30
νy3 0.00 0.01 0.54 95.86 0.00 0.00 95.05 0.00 0.24 95.99 0.00 -0.11 94.22
λx2 1.00 1.00 0.43 94.12 1.01 0.54 94.79 1.00 0.37 95.32 1.00 0.45 95.97
λx3 1.00 1.00 0.39 95.59 1.00 0.15 94.39 1.00 0.15 94.65 1.00 0.30 93.41
λx4 1.00 1.00 0.16 93.72 1.00 0.14 95.32 1.00 0.47 94.25 1.00 -0.18 94.89
λx5 1.00 1.00 0.29 94.12 1.00 0.14 94.39 1.00 0.35 95.86 1.00 -0.01 94.89
λy2 1.00 1.00 -0.13 94.12 1.00 0.06 96.79 1.00 -0.08 93.85 1.00 -0.39 94.35
λy3 1.00 1.00 0.05 94.65 1.00 0.04 96.39 1.00 0.00 94.79 1.00 -0.07 93.82
0.6
α 0.00 0.00 0.26 93.58 0.00 0.03 94.52 0.00 -0.35 94.92 0.00 0.00 95.56
ρη 0.60 0.60 -0.20 95.99 0.60 0.00 96.26 0.60 0.38 96.93 0.51 -14.72 100.00
γ1 0.30 0.30 0.45 93.45 0.30 0.02 93.98 0.30 0.69 95.05 0.31 2.62 94.89
γ2 0.30 0.30 -0.37 95.45 0.30 0.03 94.52 0.30 0.63 93.58 0.30 -0.53 95.56
γ3 0.15 0.15 -2.87 94.52 0.15 -2.84 94.79 0.15 3.00 94.25 0.15 1.66 94.76
σx1 0.50 0.50 0.03 93.18 0.50 0.09 96.12 0.50 0.55 95.59 0.50 -0.23 94.22
σx2 0.50 0.50 0.48 93.98 0.50 0.42 94.79 0.50 0.03 95.32 0.50 0.23 94.76
σx3 0.50 0.50 0.03 95.86 0.50 0.08 94.65 0.50 0.14 95.72 0.50 0.21 93.41
σx4 0.50 0.50 0.54 95.19 0.50 0.46 95.05 0.50 0.20 94.52 0.50 0.52 94.09
σx5 0.50 0.50 0.12 95.19 0.50 0.09 94.25 0.50 0.14 95.99 0.50 0.52 95.43
σx6 0.50 0.50 -0.29 94.92 0.50 0.27 94.39 0.50 0.52 94.65 0.50 -0.50 93.68
σy1 0.50 0.50 0.07 93.45 0.50 -0.15 96.39 0.50 -0.52 95.72 0.50 -0.17 94.76
σy2 0.50 0.50 0.40 96.39 0.50 0.41 95.45 0.50 -0.28 95.86 0.50 0.66 94.62
σy3 0.50 0.50 0.37 97.06 0.50 0.00 93.45 0.50 0.67 94.25 0.50 0.29 95.03
σξ1 1.00 1.00 0.14 95.59 1.00 0.03 94.12 1.00 0.06 95.32 1.00 0.13 95.30
σξ2 1.00 1.00 0.09 94.12 1.00 0.16 95.45 1.00 0.20 95.72 1.00 -0.13 96.37
νx1 0.00 0.00 0.26 95.99 0.00 0.15 94.79 0.00 -0.09 93.58 0.00 0.06 94.22
νx2 0.00 0.00 0.02 95.32 0.00 0.18 94.39 0.00 -0.25 94.12 0.00 0.17 95.56
νx3 0.00 0.00 0.07 95.19 0.00 0.15 93.98 0.00 -0.23 93.18 0.00 0.05 96.51
νx4 0.00 0.00 0.02 94.52 0.00 0.45 94.65 0.00 0.14 93.72 0.00 -0.25 91.80
νx5 0.00 0.00 -0.05 92.65 0.00 0.38 96.79 0.00 0.08 94.39 0.00 -0.19 93.55
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Table A.10: Results table for Study 3 endogenous structural lag population model (D3) and en-










θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
νx6 0.00 0.00 0.17 94.92 0.00 0.36 95.72 0.00 0.23 93.32 0.00 -0.13 95.03
νy2 0.00 0.00 -0.04 95.45 0.00 -0.15 95.59 0.00 -0.01 95.32 0.00 0.03 95.03
νy3 0.00 0.00 -0.25 94.25 0.00 -0.06 92.65 0.00 0.05 95.45 0.00 0.08 93.28
λx2 1.00 1.00 0.38 95.32 1.00 -0.01 94.79 1.00 0.28 95.05 1.00 0.20 94.09
λx3 1.00 1.00 0.12 96.12 1.00 0.30 95.32 1.00 0.34 95.19 1.00 0.17 95.83
λx4 1.00 1.01 0.55 94.12 1.00 0.21 94.39 1.00 0.35 95.32 1.00 0.35 95.03
λx5 1.00 1.00 0.50 95.32 1.00 0.20 94.25 1.00 0.36 94.92 1.00 0.20 96.10
λy2 1.00 1.00 0.19 93.32 1.00 -0.01 93.85 1.00 -0.09 94.79 0.99 -0.60 93.41
λy3 1.00 1.00 -0.07 93.32 1.00 0.07 95.86 1.00 -0.09 95.32 1.00 -0.45 95.16
1 W ∗ is the population and analysis W condition.
2 N is the simulated sample size.
3 θ is the simulated population value of each parameter.
4 ρη = ... is the simulated spatial autocorrelation of the endogenous lag.
5 ¯̂θ is the obtained average posterior mean across simulated iterations.
6 Bias( ¯̂θ)% is the average percent bias across simulation iterations when θ 6= 0, otherwise Bias( ¯̂θ)% provides absolute
bias.
7 Cover% is the percent of simulated trials in which the population value falls within the central 95% density of the posterior
estimate.
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Table A.11: Results table for Study 3 simultaneous structural lag population model (D4) and si-










θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
0
400
ρη 0.00 0.14 Inf 16.33 0.15 Inf 16.44 0.16 Inf 18.84 0.30 Inf 22.00
φζ 0.30 0.29 -11.90 98.98 0.29 -10.76 98.63 0.33 -0.67 100.00 0.49 46.57 100.00
α 0.00 0.00 0.22 96.94 0.00 -0.18 93.15 0.00 -0.09 95.65 0.00 0.34 100.00
γ1 0.30 0.29 -2.46 94.90 0.31 1.94 93.15 0.30 1.07 89.86 0.30 -0.05 98.00
γ2 0.30 0.30 0.05 98.98 0.31 1.99 94.52 0.30 1.51 88.41 0.31 1.78 100.00
γ3 0.15 0.14 -5.17 95.92 0.15 2.15 93.15 0.15 -0.57 97.10 0.15 -0.60 94.00
σx1 0.50 0.51 1.31 98.98 0.50 -0.04 90.41 0.50 -0.33 97.10 0.49 -1.88 96.00
σx2 0.50 0.50 0.67 94.90 0.51 1.01 94.52 0.51 2.43 91.30 0.50 0.89 98.00
σx3 0.50 0.50 -0.16 97.96 0.49 -1.28 90.41 0.49 -1.71 97.10 0.50 0.46 94.00
σx4 0.50 0.49 -1.54 92.86 0.50 0.47 95.89 0.50 -0.09 97.10 0.49 -1.25 92.00
σx5 0.50 0.50 0.21 95.92 0.51 1.01 93.15 0.50 0.74 98.55 0.49 -2.43 96.00
σx6 0.50 0.51 1.42 95.92 0.50 -0.30 95.89 0.50 -0.23 98.55 0.51 1.58 90.00
σy1 0.50 0.50 -0.60 92.86 0.50 -0.95 93.15 0.49 -1.61 88.41 0.49 -2.74 82.00
σy2 0.50 0.49 -1.72 92.86 0.49 -1.15 91.78 0.49 -1.38 97.10 0.50 -0.36 92.00
σy3 0.50 0.50 -0.56 96.94 0.50 -0.68 98.63 0.50 -0.37 95.65 0.49 -2.10 92.00
σξ1 1.00 1.01 0.65 97.96 1.01 0.89 94.52 1.00 0.38 98.55 1.01 0.88 98.00
σξ2 1.00 1.01 0.88 97.96 1.00 -0.08 98.63 1.01 0.75 92.75 1.00 -0.06 94.00
νx1 0.00 -0.01 -0.56 90.82 0.01 0.85 93.15 0.00 -0.13 100.00 0.00 -0.05 96.00
νx2 0.00 0.00 -0.23 92.86 0.00 0.34 93.15 -0.01 -0.79 100.00 0.00 0.50 96.00
νx3 0.00 0.00 -0.07 91.84 0.00 0.42 91.78 0.00 0.23 100.00 0.00 0.35 90.00
νx4 0.00 0.00 -0.25 97.96 0.00 0.40 91.78 0.01 0.88 100.00 0.00 0.15 96.00
νx5 0.00 0.01 0.73 100.00 0.01 0.70 94.52 0.01 1.22 94.20 0.01 0.52 98.00
νx6 0.00 0.01 0.91 98.98 0.00 0.07 100.00 0.01 0.84 98.55 0.00 0.21 98.00
νy2 0.00 -0.01 -0.86 96.94 0.01 0.86 95.89 0.00 0.05 100.00 -0.01 -0.57 98.00
νy3 0.00 0.00 0.30 97.96 0.00 0.09 97.26 0.00 0.35 95.65 -0.01 -1.01 90.00
λx2 1.00 0.99 -0.87 94.90 1.00 -0.26 89.04 1.00 0.23 94.20 1.00 0.33 96.00
λx3 1.00 0.99 -0.65 95.92 1.01 1.25 97.26 1.01 0.52 98.55 0.99 -0.67 100.00
λx4 1.00 1.00 0.10 96.94 1.01 0.60 97.26 1.00 -0.16 86.96 1.00 0.34 96.00
λx5 1.00 0.99 -0.94 92.86 1.01 1.06 97.26 1.00 -0.25 89.86 1.01 0.74 100.00
λy2 1.00 1.00 0.33 95.92 0.99 -0.92 95.89 0.98 -2.29 92.75 1.00 0.24 94.00
λy3 1.00 1.01 0.76 95.92 1.00 -0.33 94.52 0.98 -1.56 89.86 0.99 -0.99 94.00
0.3
ρη 0.30 0.32 -11.17 93.62 0.32 -9.96 94.52 0.30 -17.37 92.75 0.32 -5.28 100.00
φζ 0.30 0.28 -14.28 98.94 0.28 -14.72 98.63 0.32 -2.82 100.00 0.49 44.37 100.00
α 0.00 -0.06 -5.99 89.36 0.00 -0.02 94.52 0.00 0.10 95.65 0.00 0.04 100.00
γ1 0.30 0.31 1.89 94.68 0.31 2.08 97.26 0.30 -0.20 95.65 0.31 4.68 87.76
γ2 0.30 0.30 1.24 96.81 0.30 1.57 98.63 0.29 -2.66 95.65 0.31 2.32 95.92
γ3 0.15 0.15 2.40 96.81 0.15 0.61 95.89 0.14 -7.05 97.10 0.15 1.52 97.96
σx1 0.50 0.50 0.95 94.68 0.50 -0.13 93.15 0.50 0.35 95.65 0.50 0.15 95.92
σx2 0.50 0.50 0.64 94.68 0.50 0.09 95.89 0.50 0.17 95.65 0.50 -0.93 95.92
σx3 0.50 0.50 0.76 89.36 0.50 0.71 97.26 0.51 1.05 91.30 0.50 -0.41 97.96
σx4 0.50 0.50 0.24 95.74 0.50 0.11 98.63 0.50 0.15 97.10 0.50 -0.71 91.84
σx5 0.50 0.50 0.27 93.62 0.50 -0.39 95.89 0.51 1.60 98.55 0.50 0.57 85.71
σx6 0.50 0.50 0.72 89.36 0.50 0.42 91.78 0.50 0.13 94.20 0.49 -1.48 97.96
σy1 0.50 0.49 -1.70 91.49 0.50 -0.55 95.89 0.50 -0.61 98.55 0.49 -1.77 93.88
σy2 0.50 0.50 -0.65 95.74 0.50 -0.75 93.15 0.50 -0.41 95.65 0.50 0.29 100.00
σy3 0.50 0.50 -0.84 94.68 0.50 -0.60 94.52 0.50 -0.15 91.30 0.49 -1.51 89.80
σξ1 1.00 1.00 0.05 94.68 1.00 0.21 95.89 1.00 0.16 92.75 1.01 1.08 97.96
σξ2 1.00 1.01 0.51 98.94 1.00 0.23 89.04 1.00 -0.37 88.41 0.98 -1.51 87.76
νx1 0.00 0.00 -0.28 98.94 0.00 0.16 90.41 0.00 -0.29 95.65 -0.01 -1.04 93.88
νx2 0.00 -0.01 -0.74 96.81 0.00 -0.04 93.15 -0.01 -0.54 100.00 -0.01 -1.08 95.92
νx3 0.00 0.00 -0.29 95.74 0.00 -0.06 94.52 0.00 -0.42 94.20 0.00 0.37 93.88
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Table A.11: Results table for Study 3 simultaneous structural lag population model (D4) and si-










θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
νx4 0.00 0.00 0.02 97.87 0.00 0.36 98.63 0.00 0.29 94.20 0.01 1.00 95.92
νx5 0.00 0.00 0.30 95.74 0.01 1.10 98.63 0.01 0.54 94.20 0.01 0.74 95.92
νx6 0.00 0.00 0.37 93.62 0.01 1.04 100.00 0.00 0.38 94.20 0.02 1.85 93.88
νy2 0.00 0.00 -0.24 95.74 0.00 -0.38 90.41 0.00 0.39 97.10 0.01 0.81 100.00
νy3 0.00 0.00 -0.14 96.81 0.00 -0.09 98.63 0.00 -0.37 100.00 0.00 -0.35 100.00
λx2 1.00 1.01 0.54 92.55 1.01 0.63 100.00 1.00 0.28 97.10 1.01 0.68 100.00
λx3 1.00 1.00 -0.17 96.81 1.01 1.24 95.89 1.00 -0.17 97.10 1.00 0.48 97.96
λx4 1.00 1.00 -0.27 94.68 1.00 -0.05 90.41 1.00 0.02 85.51 1.01 1.02 100.00
λx5 1.00 0.99 -0.50 98.94 0.99 -0.66 93.15 1.00 0.21 91.30 1.02 2.02 83.67
λy2 1.00 0.97 -2.59 87.23 0.98 -1.80 93.15 0.98 -1.59 94.20 0.96 -3.56 93.88
λy3 1.00 0.99 -1.10 94.68 0.98 -1.92 93.15 0.99 -1.43 95.65 0.98 -2.08 97.96
0.6
ρη 0.60 0.57 -4.83 93.48 0.56 -6.76 94.12 0.55 -8.12 98.48 0.37 -38.69 100.00
φζ 0.30 0.25 -26.18 98.91 0.24 -27.75 98.53 0.29 -15.60 100.00 0.50 49.18 100.00
α 0.00 0.00 0.15 92.39 0.00 -0.21 95.59 -0.01 -0.61 95.45 -0.01 -0.65 100.00
γ1 0.30 0.30 0.76 98.91 0.31 2.04 97.06 0.31 2.09 96.97 0.31 3.35 93.88
γ2 0.30 0.30 0.30 95.65 0.31 2.12 98.53 0.30 1.53 98.48 0.31 2.67 93.88
γ3 0.15 0.15 1.07 93.48 0.15 2.89 98.53 0.15 2.64 98.48 0.15 -0.53 100.00
σx1 0.50 0.50 0.49 96.74 0.50 0.00 89.71 0.50 0.68 93.94 0.50 -0.13 95.92
σx2 0.50 0.50 -0.26 96.74 0.50 0.07 92.65 0.50 0.30 100.00 0.49 -1.80 89.80
σx3 0.50 0.50 0.16 92.39 0.50 0.71 91.18 0.50 -0.73 96.97 0.51 1.79 93.88
σx4 0.50 0.50 0.43 93.48 0.49 -1.02 97.06 0.50 0.32 95.45 0.51 1.27 91.84
σx5 0.50 0.50 -0.49 92.39 0.50 -0.80 94.12 0.50 0.25 93.94 0.50 -0.91 91.84
σx6 0.50 0.50 -0.40 91.30 0.50 0.60 100.00 0.50 0.62 92.42 0.51 1.23 95.92
σy1 0.50 0.50 -0.90 97.83 0.50 -0.41 95.59 0.50 -0.58 95.45 0.49 -1.92 91.84
σy2 0.50 0.50 -0.84 95.65 0.49 -1.32 89.71 0.49 -1.43 100.00 0.50 -0.49 97.96
σy3 0.50 0.50 -0.47 95.65 0.50 -0.93 94.12 0.49 -1.20 87.88 0.49 -1.19 93.88
σξ1 1.00 1.01 0.51 98.91 1.01 0.64 95.59 1.00 0.28 92.42 1.00 0.09 95.92
σξ2 1.00 1.01 0.57 97.83 1.00 -0.20 98.53 1.00 0.26 93.94 0.98 -1.80 89.80
νx1 0.00 -0.01 -0.54 92.39 -0.01 -1.04 85.29 -0.01 -0.92 98.48 -0.01 -0.96 95.92
νx2 0.00 -0.01 -0.61 88.04 -0.02 -1.56 91.18 -0.01 -1.09 96.97 -0.01 -0.85 89.80
νx3 0.00 -0.01 -0.80 92.39 -0.01 -1.18 92.65 0.00 -0.20 93.94 0.00 -0.30 93.88
νx4 0.00 0.01 0.63 97.83 0.00 0.29 94.12 0.00 0.24 98.48 0.00 0.33 97.96
νx5 0.00 0.01 0.99 94.57 0.01 1.00 88.24 -0.01 -0.64 95.45 0.00 -0.19 93.88
νx6 0.00 0.01 1.05 95.65 0.01 1.08 94.12 0.00 0.32 100.00 -0.01 -0.78 100.00
νy2 0.00 -0.01 -0.65 95.65 -0.01 -0.84 95.59 0.01 1.05 89.39 0.01 1.02 93.88
νy3 0.00 -0.01 -0.59 90.22 0.00 0.04 95.59 0.00 0.41 96.97 0.00 -0.20 97.96
λx2 1.00 1.00 0.46 98.91 1.00 -0.11 95.59 1.01 0.72 90.91 1.02 1.73 93.88
λx3 1.00 1.00 0.30 94.57 1.00 0.22 94.12 1.00 0.44 90.91 1.01 0.56 97.96
λx4 1.00 1.00 0.16 93.48 1.00 0.39 98.53 1.00 0.50 95.45 1.02 1.85 89.80
λx5 1.00 1.00 0.34 95.65 1.00 0.34 95.59 1.00 0.07 98.48 1.02 1.51 95.92
λy2 1.00 0.99 -1.01 95.65 0.98 -2.08 98.53 0.99 -1.46 96.97 0.97 -3.14 91.84
λy3 1.00 0.99 -0.76 89.13 0.98 -1.68 91.18 0.96 -3.74 96.97 0.98 -1.55 91.84
0
196
ρη 0.00 0.09 9.46 0.00 0.11 11.29 0.00 0.13 12.81 0.00 0.31 31.04 0.00
φζ 0.30 0.31 2.20 100.00 0.33 10.10 100.00 0.35 15.51 97.62 0.48 59.74 98.79
α 0.00 0.00 -0.01 96.20 0.00 0.44 96.63 0.00 -0.28 95.83 0.00 -0.32 99.39
γ1 0.30 0.30 0.52 95.65 0.30 1.35 97.75 0.30 -0.26 98.81 0.30 -0.01 96.97
γ2 0.30 0.30 -0.11 96.20 0.31 2.81 94.94 0.30 0.67 97.02 0.30 1.43 96.36
γ3 0.15 0.15 -1.17 95.11 0.16 3.63 96.07 0.15 -0.27 95.24 0.15 -0.06 97.58
σx1 0.50 0.50 0.20 95.11 0.51 1.03 90.45 0.50 -0.60 98.21 0.51 1.23 94.55
σx2 0.50 0.51 1.35 95.65 0.50 0.56 93.82 0.51 1.46 94.05 0.50 0.89 95.76
σx3 0.50 0.50 0.97 96.20 0.50 -0.05 93.26 0.51 1.40 92.26 0.50 0.39 97.58
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Table A.11: Results table for Study 3 simultaneous structural lag population model (D4) and si-










θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
σx4 0.50 0.50 -0.22 93.48 0.50 0.35 94.38 0.50 -0.11 92.86 0.50 0.32 96.36
σx5 0.50 0.51 1.04 97.28 0.50 0.54 97.75 0.51 1.13 92.86 0.50 -0.36 95.76
σx6 0.50 0.51 1.13 92.93 0.50 -0.11 93.26 0.50 0.11 94.64 0.51 1.38 90.91
σy1 0.50 0.50 -0.34 95.65 0.49 -1.12 94.94 0.49 -1.83 95.24 0.50 -0.67 93.33
σy2 0.50 0.49 -1.15 92.93 0.50 -0.89 96.07 0.49 -1.04 92.86 0.50 -0.64 94.55
σy3 0.50 0.50 -0.14 95.65 0.49 -1.23 94.94 0.50 -0.81 92.86 0.50 -0.61 96.36
σξ1 1.00 1.00 0.15 94.57 1.01 0.56 95.51 1.00 0.34 93.45 1.00 0.39 95.76
σξ2 1.00 1.01 1.44 92.93 1.01 0.55 92.13 1.00 -0.02 95.83 1.00 0.25 95.76
νx1 0.00 0.00 0.07 94.57 0.00 0.41 94.38 0.00 0.18 94.05 0.01 0.84 95.76
νx2 0.00 0.00 0.17 95.65 0.00 -0.03 94.94 0.00 0.22 95.83 0.00 0.03 93.94
νx3 0.00 0.00 -0.11 95.11 0.00 0.16 93.82 0.00 0.25 94.64 0.00 0.11 95.15
νx4 0.00 0.00 0.15 95.65 0.01 0.97 93.26 -0.01 -1.11 97.02 -0.01 -0.91 92.73
νx5 0.00 0.00 -0.10 94.02 0.00 0.39 96.63 0.00 0.13 95.83 0.00 -0.49 94.55
νx6 0.00 0.00 0.25 97.83 0.01 0.71 95.51 0.00 0.07 96.43 -0.01 -0.69 93.94
νy2 0.00 0.00 -0.01 91.85 0.00 -0.12 95.51 0.00 0.19 93.45 0.00 0.29 97.58
νy3 0.00 0.00 -0.38 95.11 0.00 -0.21 92.70 0.00 0.48 92.86 0.01 0.69 95.15
λx2 1.00 1.01 0.57 95.11 1.00 0.28 97.19 1.00 0.27 95.24 1.00 0.16 92.12
λx3 1.00 1.01 0.60 95.65 1.00 0.35 93.26 1.00 -0.04 94.05 1.00 0.26 95.15
λx4 1.00 1.00 -0.35 93.48 1.01 0.95 96.63 1.01 1.03 95.83 1.00 0.36 98.18
λx5 1.00 1.00 -0.47 96.20 1.01 0.69 96.07 1.01 0.98 95.83 1.01 0.95 93.33
λy2 1.00 0.97 -3.26 92.93 0.97 -2.95 93.26 0.99 -0.81 96.43 0.98 -2.41 94.55
λy3 1.00 0.97 -3.29 95.11 0.99 -1.07 96.07 0.98 -1.80 96.43 0.98 -2.21 93.94
0.3
ρη 0.30 0.26 -12.37 91.76 0.25 -16.83 96.59 0.25 -17.56 97.62 0.32 8.18 98.16
φζ 0.30 0.29 -2.70 99.45 0.32 5.96 98.86 0.34 12.34 98.21 0.48 60.28 98.16
α 0.00 0.00 -0.20 95.05 -0.01 -0.55 97.73 0.00 -0.11 98.21 0.00 0.02 100.00
γ1 0.30 0.31 1.76 93.96 0.30 1.54 96.02 0.30 1.39 97.62 0.30 -0.41 96.32
γ2 0.30 0.30 1.55 95.05 0.30 0.91 94.32 0.30 0.74 95.83 0.30 1.32 96.93
γ3 0.15 0.15 1.21 97.25 0.15 -0.51 98.30 0.15 -1.67 97.02 0.14 -5.80 95.71
σx1 0.50 0.50 0.84 94.51 0.50 -0.75 94.89 0.50 -0.55 98.21 0.51 1.11 93.25
σx2 0.50 0.50 0.85 94.51 0.50 -0.28 93.18 0.50 0.25 97.62 0.50 0.77 93.87
σx3 0.50 0.50 0.32 93.41 0.50 0.88 93.75 0.50 -0.63 94.64 0.51 1.21 95.71
σx4 0.50 0.50 -0.41 94.51 0.50 0.17 96.02 0.50 0.85 95.83 0.50 -0.17 96.93
σx5 0.50 0.51 1.29 94.51 0.50 -0.01 94.89 0.50 -0.85 96.43 0.50 0.67 91.41
σx6 0.50 0.50 -0.71 96.15 0.50 0.40 93.18 0.50 0.67 95.24 0.50 0.95 94.48
σy1 0.50 0.50 -0.57 95.60 0.50 -0.93 98.30 0.50 -0.48 96.43 0.50 -0.50 94.48
σy2 0.50 0.50 -0.53 97.80 0.50 -0.50 97.16 0.50 -0.42 96.43 0.49 -1.07 95.71
σy3 0.50 0.50 -0.53 94.51 0.49 -1.54 95.45 0.50 -0.95 94.05 0.49 -1.33 94.48
σξ1 1.00 0.99 -0.70 97.80 1.01 0.65 94.89 1.00 0.30 97.62 0.99 -1.06 96.32
σξ2 1.00 1.00 -0.12 96.15 1.00 -0.16 93.18 1.01 0.76 94.05 1.01 0.50 98.77
νx1 0.00 0.01 0.72 91.76 -0.01 -0.97 96.59 0.01 1.03 97.62 0.00 0.30 95.09
νx2 0.00 0.00 0.07 92.86 -0.01 -1.14 95.45 0.01 1.15 96.43 0.00 -0.42 98.16
νx3 0.00 0.00 0.39 94.51 -0.01 -1.40 97.16 0.01 0.74 97.02 0.00 0.36 98.16
νx4 0.00 -0.01 -0.66 93.96 0.00 -0.24 94.89 0.00 0.46 97.02 0.00 0.40 96.93
νx5 0.00 0.00 -0.22 93.41 0.00 -0.10 97.73 0.01 0.81 94.64 0.01 0.84 96.32
νx6 0.00 0.00 -0.36 95.60 0.00 -0.42 97.16 0.00 0.25 95.24 0.00 0.36 95.71
νy2 0.00 0.00 -0.22 94.51 0.00 -0.02 96.59 0.00 -0.07 94.05 0.01 0.66 98.16
νy3 0.00 0.00 0.09 91.21 0.00 -0.02 96.02 0.00 -0.10 91.07 0.00 0.34 95.09
λx2 1.00 1.01 1.00 95.60 1.01 0.56 91.48 1.01 0.74 98.81 1.00 0.10 95.09
λx3 1.00 1.01 0.76 96.15 1.01 0.64 95.45 1.00 0.35 97.62 1.01 1.02 96.93
λx4 1.00 1.00 0.06 91.21 1.00 0.23 94.89 1.01 1.02 95.83 1.01 0.52 95.71
λx5 1.00 1.01 1.11 93.96 1.01 0.94 95.45 1.00 0.27 96.43 1.00 0.39 94.48
λy2 1.00 0.98 -2.18 95.60 0.98 -2.26 96.02 0.99 -0.75 97.62 0.95 -5.43 90.80
λy3 1.00 0.97 -3.00 90.11 0.98 -2.42 93.18 0.99 -1.39 95.24 0.97 -2.58 95.71
0.6
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θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
ρη 0.60 0.53 -11.75 86.19 0.52 -12.64 88.51 0.49 -17.60 87.50 0.35 -41.23 97.53
φζ 0.30 0.27 -10.14 98.90 0.29 -3.77 98.85 0.32 7.49 98.81 0.48 60.27 98.15
α 0.00 0.00 0.33 93.92 0.00 0.37 96.55 0.00 -0.13 97.02 0.01 0.50 99.38
γ1 0.30 0.31 1.73 97.24 0.31 3.16 90.80 0.31 2.43 93.45 0.30 1.22 94.44
γ2 0.30 0.31 1.70 94.48 0.31 2.63 94.83 0.31 2.47 96.43 0.29 -2.26 93.21
γ3 0.15 0.15 2.71 98.34 0.15 2.30 97.13 0.16 4.06 95.24 0.15 0.33 94.44
σx1 0.50 0.51 1.30 93.92 0.50 -0.15 97.13 0.50 0.27 93.45 0.51 1.37 96.30
σx2 0.50 0.50 0.68 93.92 0.50 -0.40 94.83 0.50 0.18 96.43 0.50 -0.07 96.30
σx3 0.50 0.50 -0.92 95.58 0.51 1.14 95.40 0.50 0.77 94.64 0.50 0.54 95.68
σx4 0.50 0.50 0.48 95.58 0.50 0.06 94.83 0.50 0.57 98.21 0.50 0.41 95.68
σx5 0.50 0.50 -0.19 97.24 0.50 -0.05 97.13 0.50 -0.83 94.64 0.50 0.68 93.21
σx6 0.50 0.50 0.62 95.03 0.50 0.09 91.95 0.51 1.58 94.05 0.50 -0.05 94.44
σy1 0.50 0.50 -0.95 97.79 0.50 -0.26 93.10 0.50 -0.80 93.45 0.49 -1.35 93.83
σy2 0.50 0.50 -0.24 96.13 0.50 -0.69 97.13 0.50 -0.97 94.64 0.50 -0.89 95.06
σy3 0.50 0.50 0.03 94.48 0.50 -0.27 95.98 0.50 -0.70 94.64 0.49 -1.22 95.06
σξ1 1.00 1.00 0.46 96.13 1.00 0.01 95.98 1.01 0.65 97.02 1.00 0.18 95.68
σξ2 1.00 1.01 0.90 95.58 1.01 1.00 95.40 1.01 1.32 96.43 1.00 0.45 97.53
νx1 0.00 0.00 -0.14 96.13 0.00 -0.40 90.80 0.00 -0.31 96.43 -0.01 -0.58 92.59
νx2 0.00 -0.01 -0.67 96.13 -0.01 -0.63 93.10 0.00 0.08 97.02 0.00 -0.25 92.59
νx3 0.00 0.00 -0.25 95.03 -0.01 -0.71 93.68 -0.01 -0.50 97.62 0.00 -0.28 95.06
νx4 0.00 0.02 1.50 93.37 0.01 0.78 94.83 0.00 -0.13 98.21 0.01 1.16 94.44
νx5 0.00 0.01 0.98 92.27 0.01 0.63 94.25 0.00 0.00 95.24 0.01 1.20 97.53
νx6 0.00 0.01 0.98 93.92 0.01 0.53 95.40 0.00 -0.08 98.21 0.01 0.88 93.21
νy2 0.00 -0.01 -0.67 96.13 0.00 -0.27 93.68 0.00 0.03 95.24 0.00 0.26 96.91
νy3 0.00 -0.01 -0.56 95.03 0.00 -0.08 93.10 0.01 0.74 94.64 0.01 0.58 92.59
λx2 1.00 1.00 -0.11 87.85 1.00 0.50 96.55 1.00 0.18 95.24 1.00 0.40 96.91
λx3 1.00 1.00 -0.29 95.03 1.00 0.47 94.83 1.00 -0.43 92.86 1.01 0.95 95.06
λx4 1.00 1.00 -0.17 97.79 1.00 0.25 96.55 1.00 0.37 98.81 1.00 -0.13 95.68
λx5 1.00 1.00 -0.31 93.92 1.01 0.63 94.25 0.99 -0.69 95.24 1.00 -0.10 95.68
λy2 1.00 0.97 -2.72 95.58 0.98 -2.26 90.23 0.98 -2.00 92.86 0.99 -1.29 95.06
λy3 1.00 0.97 -2.98 95.58 0.97 -2.55 95.40 0.98 -2.38 96.43 0.99 -0.89 93.83
0
49
ρη 0.00 0.18 17.61 0.00 0.20 19.73 0.00 0.22 22.48 0.00 0.32 32.05 0.00
φζ 0.30 0.36 18.64 100.00 0.39 29.17 100.00 0.40 34.61 98.82 0.48 58.46 99.40
α 0.00 0.00 -0.05 100.00 0.01 1.15 98.88 0.00 -0.22 100.00 0.00 -0.21 100.00
γ1 0.30 0.32 5.22 96.77 0.32 7.30 94.41 0.33 10.46 97.65 0.32 8.23 95.81
γ2 0.30 0.31 4.73 97.31 0.32 7.33 97.21 0.32 7.04 97.65 0.34 12.12 95.21
γ3 0.15 0.16 4.95 96.77 0.17 13.45 94.97 0.17 12.39 94.12 0.17 10.42 95.81
σx1 0.50 0.50 0.65 92.47 0.51 1.93 87.71 0.52 3.09 95.29 0.51 1.84 97.01
σx2 0.50 0.50 -0.24 95.16 0.50 0.46 94.41 0.49 -1.61 94.12 0.51 2.26 90.42
σx3 0.50 0.51 1.25 95.70 0.50 0.61 95.53 0.52 3.04 95.29 0.51 2.04 90.42
σx4 0.50 0.52 3.36 93.01 0.52 3.24 94.41 0.50 0.51 95.88 0.51 2.23 95.21
σx5 0.50 0.50 0.75 95.16 0.51 2.79 95.53 0.51 1.19 97.06 0.51 1.41 94.01
σx6 0.50 0.50 0.28 94.09 0.50 0.93 93.30 0.51 2.47 94.12 0.51 1.11 91.62
σy1 0.50 0.50 0.04 97.85 0.50 0.04 91.06 0.50 0.67 97.65 0.48 -4.07 94.61
σy2 0.50 0.51 1.18 95.16 0.51 2.80 89.94 0.50 -0.53 94.71 0.50 0.75 97.01
σy3 0.50 0.50 0.78 94.62 0.51 1.06 97.77 0.50 0.37 93.53 0.50 -0.43 95.21
σξ1 1.00 1.00 0.12 94.62 1.02 1.76 97.77 1.01 1.11 95.88 1.03 3.11 95.81
σξ2 1.00 1.02 2.24 94.09 1.02 1.90 96.65 0.99 -0.84 93.53 1.03 2.87 93.41
νx1 0.00 0.00 -0.39 97.85 0.00 0.19 91.62 0.00 -0.45 94.71 0.00 0.44 94.01
νx2 0.00 0.00 -0.49 95.16 0.00 0.45 92.18 0.00 -0.04 96.47 0.01 0.67 95.81
νx3 0.00 -0.01 -0.99 96.77 0.00 -0.41 94.41 -0.02 -1.67 96.47 0.01 0.80 95.21
νx4 0.00 -0.01 -0.68 95.70 0.00 0.32 95.53 0.00 -0.34 95.29 0.00 0.19 95.21
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θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
νx5 0.00 -0.01 -0.71 97.31 0.00 -0.03 97.21 0.00 0.27 95.88 0.00 -0.48 94.61
νx6 0.00 0.00 -0.36 95.70 -0.01 -0.81 96.65 0.00 0.05 94.71 0.00 -0.23 95.81
νy2 0.00 0.00 -0.44 96.24 0.01 0.59 95.53 0.00 -0.41 96.47 0.01 0.93 92.22
νy3 0.00 0.00 0.08 98.39 0.00 -0.22 93.30 0.00 -0.35 94.71 0.00 0.31 95.21
λx2 1.00 1.02 2.30 95.70 1.02 1.94 94.97 1.04 3.85 95.88 1.02 2.00 95.81
λx3 1.00 1.03 2.53 95.16 1.01 1.39 94.97 1.02 2.20 95.29 1.01 0.92 95.81
λx4 1.00 1.02 2.07 95.16 1.02 1.67 94.97 1.03 2.57 98.24 1.02 1.95 94.61
λx5 1.00 1.02 2.02 96.24 1.01 1.39 94.41 1.02 2.05 95.29 1.00 0.27 94.01
λy2 1.00 0.91 -9.11 92.47 0.90 -10.05 91.06 0.89 -11.36 92.94 0.91 -9.42 89.22
λy3 1.00 0.88 -11.60 92.47 0.92 -8.03 93.85 0.93 -7.05 94.71 0.90 -10.26 92.22
0.3
ρη 0.30 0.24 -19.56 98.92 0.26 -14.20 98.88 0.27 -9.40 100.00 0.33 9.41 100.00
φζ 0.30 0.37 23.20 98.39 0.38 27.26 99.44 0.39 31.04 97.65 0.48 60.18 99.40
α 0.00 0.00 -0.07 98.92 0.00 -0.08 97.21 0.00 -0.39 98.82 0.00 0.05 99.40
γ1 0.30 0.32 7.95 96.77 0.33 9.88 97.21 0.32 5.90 97.06 0.32 6.40 97.60
γ2 0.30 0.32 5.42 99.46 0.32 7.73 97.21 0.32 7.79 97.65 0.33 8.53 97.01
γ3 0.15 0.17 10.36 95.16 0.17 13.97 97.21 0.18 18.02 95.88 0.16 9.37 95.81
σx1 0.50 0.52 3.51 96.77 0.52 3.67 94.97 0.51 2.63 92.94 0.51 1.83 97.01
σx2 0.50 0.49 -1.31 91.94 0.50 0.18 95.53 0.52 3.39 96.47 0.51 2.26 98.80
σx3 0.50 0.51 2.54 92.47 0.50 0.58 96.09 0.49 -1.95 97.06 0.50 -0.72 96.41
σx4 0.50 0.51 2.69 93.55 0.51 1.86 97.21 0.51 1.80 94.12 0.50 0.70 95.81
σx5 0.50 0.49 -1.21 97.31 0.51 3.00 92.18 0.51 2.21 98.82 0.51 1.14 92.81
σx6 0.50 0.50 0.61 97.85 0.49 -2.09 91.06 0.50 0.88 95.88 0.50 -0.68 96.41
σy1 0.50 0.50 0.00 93.55 0.49 -1.17 95.53 0.50 -0.62 95.29 0.49 -2.22 95.81
σy2 0.50 0.50 0.30 93.55 0.50 0.97 94.41 0.51 1.04 94.71 0.50 0.76 95.21
σy3 0.50 0.49 -1.06 94.09 0.50 0.84 94.97 0.50 0.21 97.65 0.50 0.29 94.01
σξ1 1.00 0.99 -1.48 93.01 1.03 2.77 92.74 1.01 1.06 93.53 0.99 -0.92 93.41
σξ2 1.00 1.00 -0.04 95.16 1.02 1.60 93.85 1.00 -0.07 96.47 1.00 0.02 95.21
νx1 0.00 0.00 -0.39 96.24 0.02 1.72 97.77 0.01 0.61 95.88 0.02 1.90 98.20
νx2 0.00 0.00 -0.34 92.47 0.01 0.91 96.65 0.01 0.56 96.47 0.02 1.99 96.41
νx3 0.00 -0.01 -0.73 97.31 0.02 1.66 97.77 0.00 0.02 94.12 0.01 1.32 96.41
νx4 0.00 0.00 0.44 97.31 0.01 1.01 93.85 0.00 0.44 93.53 -0.02 -1.51 98.20
νx5 0.00 0.00 0.15 98.92 0.00 0.44 96.65 0.00 0.11 91.76 -0.02 -1.59 98.80
νx6 0.00 0.00 0.03 98.39 0.02 2.05 93.85 0.00 0.14 95.29 -0.02 -1.75 97.60
νy2 0.00 -0.01 -1.14 96.77 0.01 1.33 93.85 0.01 0.66 97.65 0.00 -0.40 94.61
νy3 0.00 0.00 -0.23 93.01 0.01 0.75 92.74 0.00 -0.08 97.06 0.00 -0.49 98.20
λx2 1.00 1.03 3.30 97.31 1.02 2.30 97.21 1.03 2.51 95.88 1.02 1.66 98.20
λx3 1.00 1.03 2.91 96.77 1.02 1.77 97.77 1.02 2.48 95.88 1.03 2.79 98.80
λx4 1.00 1.03 3.28 94.09 1.02 2.16 96.09 1.02 2.06 91.76 1.02 1.89 95.81
λx5 1.00 1.02 2.25 96.24 1.02 2.19 96.09 1.03 3.09 96.47 1.02 2.15 95.81
λy2 1.00 0.90 -9.87 94.62 0.88 -11.82 89.94 0.91 -8.87 91.18 0.94 -6.45 91.62
λy3 1.00 0.88 -11.76 95.70 0.89 -11.37 90.50 0.93 -6.66 90.59 0.95 -5.26 89.22
0.6
ρη 0.60 0.42 -29.35 89.78 0.40 -33.59 88.83 0.37 -37.75 92.94 0.35 -42.14 98.80
φζ 0.30 0.37 22.45 98.92 0.40 32.95 99.44 0.42 40.48 99.41 0.48 60.09 100.00
α 0.00 0.01 0.78 96.77 0.00 -0.39 96.09 -0.01 -0.75 97.06 0.01 0.65 100.00
γ1 0.30 0.32 7.13 97.31 0.32 5.46 98.32 0.33 8.83 99.41 0.32 7.91 96.41
γ2 0.30 0.33 9.62 96.77 0.32 6.95 98.88 0.32 5.69 98.82 0.34 12.17 93.41
γ3 0.15 0.17 11.36 97.31 0.16 7.12 96.09 0.16 5.67 95.88 0.17 14.61 96.41
σx1 0.50 0.50 0.68 95.70 0.49 -1.60 96.09 0.52 3.86 95.29 0.53 5.11 93.41
σx2 0.50 0.51 1.14 96.24 0.52 4.02 93.85 0.50 0.28 97.06 0.50 -0.47 91.62
σx3 0.50 0.51 1.10 94.62 0.50 -0.10 94.97 0.51 2.68 96.47 0.50 -0.61 97.01
σx4 0.50 0.51 2.20 96.24 0.51 2.85 94.97 0.50 0.03 91.18 0.50 -0.48 94.61
σx5 0.50 0.50 -0.01 96.24 0.50 -0.22 94.41 0.49 -1.39 96.47 0.50 0.77 91.62
σx6 0.50 0.50 0.12 93.01 0.51 1.14 96.09 0.51 1.38 91.76 0.51 2.91 94.61
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θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
σy1 0.50 0.51 2.56 93.55 0.50 0.06 93.30 0.50 -0.31 92.35 0.50 -0.74 96.41
σy2 0.50 0.50 -0.28 94.62 0.51 1.24 93.30 0.51 1.23 93.53 0.50 -0.05 92.81
σy3 0.50 0.50 -0.20 94.09 0.49 -1.17 95.53 0.52 3.86 95.88 0.51 1.47 94.01
σξ1 1.00 1.02 2.44 96.77 1.02 2.16 94.41 0.99 -1.04 94.12 1.00 -0.36 95.81
σξ2 1.00 1.01 0.87 90.32 1.01 1.33 95.53 1.02 2.32 96.47 1.01 1.39 94.01
νx1 0.00 0.04 4.11 95.70 0.02 2.18 92.18 -0.01 -1.08 94.71 0.01 1.22 95.21
νx2 0.00 0.02 2.22 96.77 0.02 2.42 91.06 -0.01 -0.55 97.06 0.01 1.29 97.01
νx3 0.00 0.04 3.83 95.70 0.00 0.21 89.94 -0.01 -0.73 95.88 0.01 0.70 97.01
νx4 0.00 -0.01 -0.77 95.16 -0.01 -1.27 96.09 -0.01 -1.12 97.65 -0.02 -1.84 95.21
νx5 0.00 -0.01 -1.15 95.70 -0.02 -1.78 94.97 -0.01 -0.74 97.65 -0.02 -1.85 94.01
νx6 0.00 -0.01 -1.13 93.01 -0.01 -1.34 94.97 -0.01 -0.57 97.06 -0.03 -2.51 94.61
νy2 0.00 0.01 1.05 98.39 -0.01 -1.00 94.41 -0.01 -0.64 92.94 0.00 -0.44 95.21
νy3 0.00 0.01 1.19 97.31 0.00 0.43 97.21 0.00 0.14 96.47 0.00 -0.22 94.61
λx2 1.00 1.02 1.65 95.16 1.00 0.37 96.09 1.04 3.75 95.29 1.04 3.98 97.01
λx3 1.00 1.02 1.65 95.16 1.02 1.51 94.97 1.03 2.83 95.29 1.05 4.89 95.81
λx4 1.00 1.01 1.37 96.77 1.02 1.66 93.30 1.01 1.12 95.29 1.01 0.99 97.01
λx5 1.00 1.02 2.03 95.16 1.00 0.47 95.53 1.01 1.02 95.29 1.01 0.81 96.41
λy2 1.00 0.93 -7.33 94.62 0.91 -9.33 92.18 0.92 -8.49 92.94 0.88 -11.50 86.23
λy3 1.00 0.92 -8.13 95.16 0.92 -7.98 94.41 0.91 -8.92 93.53 0.86 -13.83 86.23
1 W ∗ is the population and analysis W condition.
2 N is the simulated sample size.
3 θ is the simulated population value of each parameter.
4 ρη = ... is the simulated spatial autocorrelation of the endogenous lag.
5 ¯̂θ is the obtained average posterior mean across simulated iterations.
6 Bias( ¯̂θ)% is the average percent bias across simulation iterations when θ 6= 0, otherwise Bias( ¯̂θ)% provides absolute
bias.
7 Cover% is the percent of simulated trials in which the population value falls within the central 95% density of the posterior
estimate.
8 φζ = 0.3 at the population level.
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Table A.12: Results table for Study 3 simultaneous structural lag population model (D4) and si-










θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
0
49
ρη 0.00 0.16 15.80 0.00 0.19 19.06 0.00 0.21 21.20 0.00 0.32 32.41 0.00
φζ 0.60 0.36 -39.79 98.39 0.38 -36.49 97.77 0.42 -30.33 100.00 0.48 -20.58 98.20
α 0.00 0.00 -0.36 99.46 0.00 0.34 99.44 0.00 -0.18 99.41 -0.01 -1.30 99.40
γ1 0.30 0.32 6.82 97.31 0.33 9.84 98.32 0.33 9.21 98.24 0.33 8.56 98.20
γ2 0.30 0.31 2.68 98.39 0.32 6.38 97.21 0.32 6.73 98.24 0.33 10.12 95.81
γ3 0.15 0.16 3.57 96.24 0.18 18.96 93.85 0.18 16.68 94.71 0.17 10.92 96.41
σx1 0.50 0.52 3.84 95.70 0.52 4.21 97.77 0.51 2.62 93.53 0.50 -0.20 96.41
σx2 0.50 0.51 2.01 93.55 0.51 1.98 93.85 0.50 -0.54 97.06 0.51 1.69 93.41
σx3 0.50 0.50 0.06 95.16 0.51 1.04 95.53 0.51 1.44 95.29 0.50 0.58 96.41
σx4 0.50 0.49 -1.65 96.77 0.50 0.73 95.53 0.52 3.59 91.76 0.51 1.46 94.01
σx5 0.50 0.50 0.91 94.62 0.51 1.93 97.77 0.51 2.93 91.76 0.51 2.21 92.22
σx6 0.50 0.50 0.97 93.01 0.50 0.98 96.09 0.51 1.07 95.29 0.50 -0.05 97.01
σy1 0.50 0.48 -3.36 92.47 0.51 1.52 96.65 0.50 -0.91 94.71 0.49 -1.46 94.61
σy2 0.50 0.51 1.46 96.24 0.50 -0.32 93.85 0.50 0.21 92.35 0.51 1.40 96.41
σy3 0.50 0.50 0.40 97.31 0.50 0.84 94.41 0.50 0.14 95.29 0.50 0.73 92.81
σξ1 1.00 1.00 0.14 94.09 1.01 1.35 94.41 1.01 1.31 95.29 1.00 0.29 95.21
σξ2 1.00 1.03 2.52 93.55 1.02 1.97 97.21 1.00 0.18 95.29 1.00 -0.25 96.41
νx1 0.00 -0.03 -2.52 95.70 0.01 0.79 92.74 -0.02 -1.56 97.65 -0.01 -0.89 96.41
νx2 0.00 -0.02 -1.68 93.55 0.00 0.14 94.41 -0.02 -1.59 97.06 0.00 0.06 95.81
νx3 0.00 -0.02 -2.01 96.77 0.00 0.19 97.21 -0.03 -2.53 97.06 0.00 -0.35 95.81
νx4 0.00 0.00 -0.12 97.31 0.02 1.64 97.21 -0.01 -1.49 92.35 -0.02 -2.15 95.81
νx5 0.00 0.01 0.51 95.70 0.02 2.11 99.44 -0.01 -1.40 93.53 -0.02 -1.79 97.01
νx6 0.00 0.00 -0.03 93.55 0.02 1.76 92.74 -0.01 -1.28 91.76 -0.01 -1.42 96.41
νy2 0.00 0.00 -0.21 96.77 0.00 0.19 96.09 0.01 0.72 94.12 0.01 1.07 94.61
νy3 0.00 0.00 -0.11 94.09 -0.01 -1.25 93.30 -0.01 -0.98 93.53 0.00 -0.44 94.01
λx2 1.00 1.02 2.05 97.31 1.01 1.49 96.65 1.02 2.02 95.88 1.03 2.63 96.41
λx3 1.00 1.03 2.86 95.70 1.03 3.29 96.09 1.03 2.82 95.88 1.02 2.20 95.81
λx4 1.00 1.01 0.57 96.77 1.03 2.52 94.41 1.03 2.99 95.88 1.02 2.26 95.81
λx5 1.00 1.01 0.59 94.62 1.02 2.03 94.41 1.05 4.67 94.71 1.05 4.53 95.21
λy2 1.00 0.91 -8.50 91.94 0.89 -11.26 92.18 0.92 -8.40 93.53 0.90 -10.41 88.62
λy3 1.00 0.93 -7.47 90.86 0.91 -9.17 95.53 0.89 -10.94 91.76 0.93 -7.21 91.62
0.3
ρη 0.30 0.25 -17.87 97.85 0.25 -16.28 100.00 0.28 -7.48 98.24 0.32 8.07 99.40
φζ 0.60 0.36 -40.04 97.85 0.38 -37.38 98.32 0.42 -30.18 97.06 0.48 -20.25 97.60
α 0.00 -0.02 -1.73 99.46 0.01 0.67 98.88 0.01 0.60 99.41 0.02 1.53 99.40
γ1 0.30 0.31 1.88 96.24 0.32 5.78 94.41 0.32 7.15 95.88 0.33 8.76 94.61
γ2 0.30 0.31 3.32 100.00 0.32 7.00 98.32 0.32 6.13 98.82 0.33 10.93 97.60
γ3 0.15 0.17 14.60 97.85 0.16 4.72 97.77 0.16 6.46 97.06 0.16 9.86 95.21
σx1 0.50 0.51 1.93 94.09 0.51 2.96 93.85 0.50 -0.48 93.53 0.50 0.15 93.41
σx2 0.50 0.50 0.92 94.09 0.50 -0.41 95.53 0.52 4.08 93.53 0.51 1.73 94.61
σx3 0.50 0.49 -1.63 94.09 0.50 0.20 94.41 0.50 0.29 93.53 0.52 3.48 95.21
σx4 0.50 0.51 2.28 93.55 0.51 2.75 93.30 0.51 1.42 97.65 0.52 4.10 97.01
σx5 0.50 0.51 1.73 96.24 0.49 -1.29 96.09 0.49 -1.45 94.12 0.50 -0.68 96.41
σx6 0.50 0.50 0.39 96.77 0.51 1.12 94.97 0.52 3.02 94.12 0.51 2.86 92.22
σy1 0.50 0.50 -0.08 96.24 0.49 -1.40 94.97 0.49 -1.27 94.71 0.50 0.00 94.61
σy2 0.50 0.51 1.24 94.62 0.50 0.09 97.21 0.50 -0.59 94.12 0.50 -0.29 96.41
σy3 0.50 0.49 -1.03 95.16 0.51 1.48 95.53 0.52 3.39 95.88 0.50 0.94 96.41
σξ1 1.00 1.00 0.33 95.70 1.02 2.30 96.09 1.02 2.11 91.76 1.01 1.21 97.01
σξ2 1.00 1.02 1.60 95.16 1.00 0.29 94.41 1.01 1.46 96.47 0.98 -1.96 96.41
νx1 0.00 -0.01 -0.88 97.85 0.02 1.95 95.53 0.01 0.64 93.53 0.02 1.77 95.21
νx2 0.00 -0.02 -1.66 98.39 0.01 1.29 96.65 0.01 1.35 94.12 0.02 2.15 96.41
νx3 0.00 -0.01 -1.16 96.24 0.01 1.17 95.53 0.01 0.71 94.71 0.02 1.75 98.80
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θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
νx4 0.00 -0.02 -1.91 95.70 0.00 -0.29 96.09 0.01 0.60 93.53 0.00 0.41 94.61
νx5 0.00 -0.02 -1.73 96.77 0.00 -0.02 94.97 0.01 0.71 97.06 0.01 1.15 96.41
νx6 0.00 -0.01 -1.08 98.39 0.01 1.07 93.85 0.01 0.88 95.88 0.01 1.04 97.60
νy2 0.00 0.01 1.40 95.70 -0.01 -0.58 96.09 -0.01 -0.80 95.29 0.00 0.02 95.81
νy3 0.00 0.01 0.91 91.94 -0.01 -0.69 96.65 -0.03 -2.57 92.35 0.01 1.14 96.41
λx2 1.00 1.03 2.92 93.55 1.01 1.29 94.97 1.02 2.45 92.94 1.03 2.57 95.81
λx3 1.00 1.04 4.05 93.01 1.02 1.59 97.21 1.02 1.61 94.12 1.02 2.45 95.81
λx4 1.00 1.02 2.44 97.31 1.02 1.95 93.30 1.01 1.40 97.65 1.04 4.22 95.81
λx5 1.00 1.03 3.14 97.31 1.02 1.56 94.97 1.02 1.77 97.06 1.02 2.38 96.41
λy2 1.00 0.93 -7.16 94.09 0.93 -7.20 96.09 0.93 -7.29 92.94 0.92 -7.60 93.41
λy3 1.00 0.90 -10.07 90.86 0.88 -11.55 91.06 0.93 -7.45 92.94 0.90 -10.34 91.62
0.6
ρη 0.60 0.42 -29.44 81.72 0.40 -33.36 88.27 0.39 -34.83 92.94 0.35 -42.33 98.80
φζ 0.60 0.36 -39.43 97.31 0.39 -34.27 98.88 0.43 -28.48 97.06 0.48 -20.11 97.60
α 0.00 0.01 0.92 96.77 0.00 0.13 97.21 -0.01 -1.46 98.24 0.01 1.36 100.00
γ1 0.30 0.33 9.33 95.70 0.32 7.79 96.65 0.32 5.19 95.29 0.32 6.66 97.60
γ2 0.30 0.32 7.20 93.55 0.31 4.35 100.00 0.31 4.75 95.29 0.33 8.64 95.21
γ3 0.15 0.17 11.01 97.85 0.16 8.24 97.77 0.16 6.92 95.29 0.16 6.07 97.01
σx1 0.50 0.50 0.87 94.09 0.50 -0.58 97.21 0.52 4.00 94.71 0.51 1.65 95.81
σx2 0.50 0.51 2.71 96.24 0.50 -0.12 93.85 0.51 1.86 97.06 0.50 -0.56 91.02
σx3 0.50 0.49 -1.19 93.01 0.49 -1.39 94.41 0.50 -0.70 93.53 0.53 5.15 95.21
σx4 0.50 0.51 2.87 96.24 0.50 0.70 94.97 0.52 3.47 97.06 0.51 1.05 92.22
σx5 0.50 0.50 0.14 93.55 0.51 1.06 93.85 0.50 0.78 92.94 0.50 0.93 98.20
σx6 0.50 0.51 2.47 96.24 0.51 2.77 92.74 0.51 1.63 96.47 0.50 0.60 94.61
σy1 0.50 0.50 0.42 97.31 0.50 -0.76 97.21 0.49 -1.54 94.12 0.50 -0.21 98.80
σy2 0.50 0.50 0.38 90.32 0.50 -0.58 93.85 0.51 1.56 93.53 0.51 2.48 94.61
σy3 0.50 0.50 -0.44 93.55 0.50 0.33 97.21 0.50 0.58 98.24 0.50 -0.92 95.21
σξ1 1.00 1.01 1.29 94.09 1.02 1.69 93.30 1.01 1.04 95.88 1.00 0.39 95.21
σξ2 1.00 1.00 -0.01 95.16 1.02 1.78 91.62 1.02 2.27 93.53 1.01 0.71 95.81
νx1 0.00 0.02 1.88 97.31 -0.03 -2.66 94.41 -0.03 -3.43 95.29 0.02 1.52 97.60
νx2 0.00 0.02 1.80 97.85 -0.03 -3.04 95.53 -0.03 -2.63 94.12 0.01 0.55 92.81
νx3 0.00 0.02 1.85 97.31 -0.03 -2.50 95.53 -0.03 -2.84 93.53 0.01 1.06 98.20
νx4 0.00 -0.01 -1.40 96.24 0.01 0.55 94.41 -0.01 -0.64 97.06 0.01 1.49 97.01
νx5 0.00 -0.01 -0.86 96.24 0.00 0.35 93.85 0.00 -0.49 97.06 0.02 2.32 94.01
νx6 0.00 -0.01 -0.87 94.09 0.01 0.63 94.41 -0.01 -1.00 95.88 0.01 1.01 95.21
νy2 0.00 -0.02 -1.52 94.09 0.00 0.42 93.85 0.00 -0.26 95.29 -0.01 -1.08 95.81
νy3 0.00 0.00 -0.43 95.70 -0.01 -0.65 95.53 0.00 0.42 98.82 0.00 -0.36 94.61
λx2 1.00 1.02 2.02 95.16 1.03 2.92 96.65 1.02 2.17 95.88 1.04 3.63 94.01
λx3 1.00 1.02 2.41 96.24 1.02 2.38 94.97 1.03 2.62 95.88 1.03 3.30 95.21
λx4 1.00 1.03 3.36 97.31 1.02 1.91 93.30 1.02 2.03 94.12 1.02 2.03 96.41
λx5 1.00 1.04 3.76 95.16 1.02 2.02 94.97 1.02 2.32 95.29 1.01 0.99 94.61
λy2 1.00 0.96 -3.53 98.39 0.92 -7.57 94.97 0.93 -6.69 96.47 0.92 -8.06 94.01
λy3 1.00 0.94 -5.60 94.09 0.93 -6.80 91.62 0.92 -7.53 94.12 0.92 -7.82 92.22
0
196
ρη 0.00 0.10 9.82 0.00 0.12 11.86 0.00 0.13 13.29 0.00 0.31 30.71 0.00
φζ 0.60 0.31 -48.42 96.69 0.32 -46.11 95.38 0.34 -44.16 95.81 0.48 -19.64 97.52
α 0.00 0.00 -0.44 93.37 0.01 0.56 95.95 0.00 0.25 98.80 0.00 0.28 100.00
γ1 0.30 0.30 0.49 96.69 0.31 2.31 94.22 0.30 1.17 95.81 0.31 3.80 95.03
γ2 0.30 0.30 0.91 93.92 0.30 0.37 93.06 0.30 0.57 98.20 0.31 3.96 93.17
γ3 0.15 0.15 0.28 94.48 0.15 0.16 93.06 0.15 2.77 97.01 0.15 1.05 93.17
σx1 0.50 0.50 0.96 94.48 0.50 0.16 95.38 0.50 0.95 97.01 0.50 0.19 95.03
σx2 0.50 0.50 -0.65 95.58 0.50 0.61 88.44 0.50 0.53 97.60 0.50 0.62 95.65
σx3 0.50 0.50 0.00 92.27 0.51 1.20 95.38 0.50 0.52 88.62 0.50 -0.24 93.79
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θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
σx4 0.50 0.50 0.53 95.03 0.50 0.24 94.80 0.50 0.14 95.81 0.50 0.09 95.65
σx5 0.50 0.50 0.17 96.69 0.50 0.98 97.11 0.50 0.74 95.21 0.50 1.00 94.41
σx6 0.50 0.50 0.16 93.92 0.50 0.47 95.38 0.50 0.55 96.41 0.50 1.00 93.79
σy1 0.50 0.50 -0.97 95.58 0.50 -0.76 95.38 0.50 -0.30 95.21 0.49 -1.25 94.41
σy2 0.50 0.50 -0.21 94.48 0.50 -0.84 95.38 0.50 -0.88 96.41 0.49 -1.10 98.14
σy3 0.50 0.50 -0.97 95.58 0.50 0.42 97.11 0.50 -0.69 97.60 0.50 -0.68 95.03
σξ1 1.00 1.01 0.89 95.58 1.00 0.17 96.53 1.00 0.25 98.20 1.00 0.34 96.27
σξ2 1.00 1.01 0.92 92.82 1.01 0.92 93.64 1.00 -0.22 96.41 1.00 0.30 95.65
νx1 0.00 0.00 -0.13 92.27 -0.01 -0.52 92.49 0.00 0.05 97.60 0.00 0.26 96.27
νx2 0.00 0.01 0.50 91.71 0.00 0.45 93.06 0.00 0.42 97.01 0.00 0.48 95.65
νx3 0.00 0.00 0.48 92.27 0.00 -0.13 93.06 0.01 0.79 98.80 0.00 -0.19 94.41
νx4 0.00 0.00 -0.31 93.37 0.00 0.42 91.33 0.00 -0.43 94.01 0.00 0.28 98.14
νx5 0.00 0.00 -0.15 97.24 0.01 1.08 91.33 0.00 -0.42 94.01 0.00 0.12 97.52
νx6 0.00 0.00 0.01 96.13 0.01 0.94 94.22 -0.01 -0.76 97.60 0.00 0.44 98.14
νy2 0.00 0.00 0.36 96.13 0.00 -0.10 95.38 0.00 -0.46 96.41 -0.01 -0.53 95.65
νy3 0.00 0.01 0.51 93.37 -0.01 -0.89 89.60 0.00 -0.10 95.21 -0.01 -0.78 95.03
λx2 1.00 1.01 0.89 92.82 1.00 -0.23 94.22 1.00 0.13 96.41 1.00 -0.41 96.27
λx3 1.00 1.00 0.32 96.13 1.00 0.08 93.64 1.01 0.53 95.81 0.99 -0.63 94.41
λx4 1.00 1.01 0.79 97.24 1.00 0.28 94.22 1.01 0.52 95.21 1.01 0.64 95.65
λx5 1.00 1.01 0.81 95.03 1.00 0.14 95.38 1.01 1.00 95.21 1.01 0.92 91.93
λy2 1.00 0.98 -2.36 92.82 0.99 -1.27 91.91 0.97 -2.61 93.41 0.97 -2.59 95.03
λy3 1.00 0.97 -2.95 92.82 0.99 -1.23 95.95 0.97 -3.07 94.01 0.96 -3.55 92.55
0.3
ρη 0.30 0.27 -11.40 96.13 0.24 -18.51 95.91 0.24 -20.49 97.01 0.33 10.39 98.75
φζ 0.60 0.30 -49.79 92.27 0.32 -47.39 98.25 0.34 -43.11 97.01 0.48 -19.51 97.50
α 0.00 0.00 0.50 96.13 0.00 -0.05 95.32 0.00 0.35 98.80 0.00 -0.14 100.00
γ1 0.30 0.30 0.50 97.24 0.31 1.99 97.08 0.30 -1.01 99.40 0.31 3.09 95.00
γ2 0.30 0.30 0.65 95.03 0.30 0.16 95.32 0.30 1.35 94.01 0.30 -0.32 96.25
γ3 0.15 0.15 -2.42 96.13 0.15 -2.69 95.91 0.15 -1.69 96.41 0.15 1.87 98.75
σx1 0.50 0.51 1.36 92.82 0.50 0.23 93.57 0.50 -0.59 97.60 0.50 0.87 96.88
σx2 0.50 0.50 0.04 94.48 0.50 0.55 92.98 0.50 -0.11 97.60 0.50 0.53 96.88
σx3 0.50 0.50 -0.44 91.16 0.49 -1.65 97.08 0.51 1.23 94.01 0.50 -0.51 96.25
σx4 0.50 0.50 0.52 93.37 0.50 0.83 94.15 0.50 -0.72 97.01 0.50 0.85 93.12
σx5 0.50 0.50 0.31 95.58 0.50 0.28 98.25 0.51 1.35 94.61 0.51 1.06 91.88
σx6 0.50 0.50 0.14 92.82 0.50 0.54 93.57 0.50 -0.17 95.81 0.50 -0.08 96.88
σy1 0.50 0.49 -1.14 91.71 0.49 -1.72 95.91 0.50 -0.43 97.01 0.49 -1.23 93.75
σy2 0.50 0.49 -1.04 93.37 0.49 -1.34 96.49 0.50 0.44 97.01 0.49 -1.48 90.62
σy3 0.50 0.50 -0.53 90.06 0.50 0.12 95.91 0.50 -0.29 97.60 0.50 -0.70 93.75
σξ1 1.00 1.00 -0.44 91.71 1.00 0.18 94.15 1.01 0.57 95.21 1.00 -0.47 95.62
σξ2 1.00 1.00 0.15 96.13 1.00 0.02 97.08 1.01 0.55 95.21 1.00 0.21 95.00
νx1 0.00 0.01 0.90 96.13 0.00 -0.12 95.32 0.01 0.94 95.81 -0.01 -0.90 95.62
νx2 0.00 0.01 1.18 93.92 0.00 -0.48 96.49 0.01 0.69 95.21 0.00 -0.32 92.50
νx3 0.00 0.02 1.52 96.13 0.00 -0.39 97.66 0.01 0.94 97.01 -0.01 -1.29 90.00
νx4 0.00 0.00 -0.32 91.16 0.00 0.06 96.49 -0.01 -0.60 97.60 0.00 -0.26 97.50
νx5 0.00 0.01 0.67 93.37 0.00 0.16 96.49 -0.01 -0.51 93.41 0.00 0.17 96.25
νx6 0.00 0.00 -0.08 90.61 0.00 -0.12 97.08 0.00 -0.39 95.21 0.00 -0.01 96.88
νy2 0.00 0.00 0.18 93.37 -0.01 -0.57 94.15 0.00 0.21 94.61 0.00 0.45 94.38
νy3 0.00 0.00 -0.22 92.82 0.00 -0.40 93.57 -0.01 -0.58 95.21 0.00 -0.04 94.38
λx2 1.00 1.00 0.34 94.48 1.01 0.81 92.40 1.01 0.87 96.41 1.01 0.83 93.75
λx3 1.00 1.01 0.83 96.69 1.01 0.61 95.32 1.00 -0.03 98.20 1.01 0.88 93.75
λx4 1.00 1.00 0.01 93.92 1.00 0.11 93.57 1.00 0.24 95.21 1.00 0.30 97.50
λx5 1.00 1.01 0.85 95.58 1.00 0.23 93.57 1.01 1.05 95.21 1.01 1.02 95.62
λy2 1.00 0.97 -2.93 96.13 0.97 -2.85 92.40 0.97 -2.83 95.81 0.98 -1.83 93.75
λy3 1.00 0.97 -2.74 94.48 0.98 -1.59 94.74 0.98 -2.34 95.21 0.99 -0.72 95.00
0.6
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θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
ρη 0.60 0.53 -12.45 82.12 0.52 -13.47 86.47 0.50 -16.92 90.42 0.35 -41.94 97.47
φζ 0.60 0.27 -54.88 91.06 0.29 -51.25 96.47 0.33 -45.41 97.01 0.48 -20.41 96.84
α 0.00 0.00 -0.24 96.09 0.00 0.36 92.35 0.00 0.46 95.21 0.02 1.78 98.73
γ1 0.30 0.31 2.45 96.09 0.31 2.93 92.94 0.30 1.27 95.81 0.31 3.51 96.20
γ2 0.30 0.31 3.16 97.21 0.30 0.78 97.06 0.31 3.84 91.62 0.31 2.52 95.57
γ3 0.15 0.15 3.18 98.32 0.15 3.19 98.24 0.16 4.14 95.81 0.16 4.62 94.94
σx1 0.50 0.50 -0.09 96.09 0.50 0.29 94.71 0.50 0.57 92.81 0.50 0.20 94.30
σx2 0.50 0.50 0.32 91.62 0.50 0.48 95.29 0.50 0.02 95.81 0.50 0.66 96.20
σx3 0.50 0.50 -0.03 94.41 0.50 0.47 94.12 0.51 1.23 95.81 0.50 0.08 95.57
σx4 0.50 0.50 0.30 93.85 0.50 0.43 96.47 0.50 0.29 94.61 0.51 1.28 94.30
σx5 0.50 0.50 -0.35 97.77 0.50 0.90 95.88 0.50 -0.69 94.01 0.50 -0.31 96.84
σx6 0.50 0.50 0.07 94.97 0.50 0.86 97.65 0.50 -0.22 95.21 0.50 0.71 97.47
σy1 0.50 0.50 -0.48 93.85 0.50 -0.43 96.47 0.50 -0.77 92.22 0.49 -1.07 93.04
σy2 0.50 0.49 -1.40 93.85 0.50 -0.05 96.47 0.50 -0.65 95.21 0.50 -0.21 95.57
σy3 0.50 0.50 -0.28 98.32 0.50 0.20 97.65 0.50 -0.38 93.41 0.50 0.11 94.94
σξ1 1.00 1.01 0.98 92.18 1.00 0.33 95.29 1.00 0.24 89.82 1.01 0.76 94.94
σξ2 1.00 1.00 0.18 94.97 1.01 0.77 96.47 1.00 0.31 92.22 1.01 0.84 93.04
νx1 0.00 -0.01 -1.07 96.09 -0.01 -1.09 90.59 0.01 0.67 92.81 0.00 -0.14 96.84
νx2 0.00 0.00 -0.34 93.85 -0.01 -0.99 91.76 0.01 1.36 94.61 0.00 0.10 91.77
νx3 0.00 0.00 -0.46 93.30 -0.01 -0.55 94.12 0.01 1.23 93.41 0.00 0.34 94.30
νx4 0.00 0.00 0.43 97.21 0.00 -0.29 95.88 0.00 0.47 95.81 0.00 0.41 91.77
νx5 0.00 0.00 0.42 96.09 0.00 -0.49 93.53 0.01 0.59 95.81 0.00 0.22 94.30
νx6 0.00 0.01 0.71 97.77 0.00 0.33 94.12 0.01 0.74 95.21 0.00 0.48 94.30
νy2 0.00 0.00 0.00 97.77 0.00 -0.47 93.53 0.00 0.31 97.01 -0.01 -0.68 92.41
νy3 0.00 0.00 -0.26 94.41 0.00 -0.28 98.24 0.00 -0.38 95.21 -0.01 -1.39 95.57
λx2 1.00 1.01 0.85 92.74 1.00 0.32 96.47 1.01 1.31 91.62 1.01 0.79 94.94
λx3 1.00 1.00 -0.02 97.21 1.01 0.72 97.06 1.01 1.08 93.41 1.01 1.36 93.67
λx4 1.00 1.01 1.02 96.65 1.01 0.60 97.65 1.01 1.08 96.41 1.01 0.97 97.47
λx5 1.00 1.01 0.78 92.18 1.00 0.29 95.29 1.01 0.67 95.81 1.00 0.28 96.84
λy2 1.00 0.99 -1.09 95.53 0.98 -1.72 94.71 0.96 -3.85 92.81 0.96 -3.57 90.51
λy3 1.00 0.98 -1.55 92.74 0.98 -1.98 95.29 0.97 -2.50 93.41 0.98 -2.23 93.04
0
400
ρη 0.00 0.16 16.13 18.18 0.16 16.11 17.65 0.17 17.32 19.70 0.29 29.31 22.45
φζ 0.60 0.29 -51.55 95.45 0.30 -50.17 95.59 0.33 -45.48 98.48 0.49 -17.63 100.00
α 0.00 0.00 -0.26 94.32 0.00 -0.18 98.53 0.00 -0.35 98.48 0.00 -0.04 100.00
γ1 0.30 0.30 1.22 93.18 0.30 1.09 89.71 0.28 -5.58 98.48 0.31 3.02 89.80
γ2 0.30 0.31 2.02 96.59 0.31 2.10 98.53 0.28 -5.93 95.45 0.31 2.11 93.88
γ3 0.15 0.16 3.65 96.59 0.14 -3.92 100.00 0.12 -20.88 96.97 0.15 -1.47 100.00
σx1 0.50 0.50 0.73 92.05 0.51 1.47 94.12 0.51 1.76 93.94 0.50 0.68 93.88
σx2 0.50 0.51 1.05 88.64 0.50 0.81 98.53 0.50 0.86 89.39 0.50 -0.03 97.96
σx3 0.50 0.50 -0.93 96.59 0.50 0.55 94.12 0.51 1.23 95.45 0.50 0.10 89.80
σx4 0.50 0.50 0.11 88.64 0.51 1.11 95.59 0.51 1.14 95.45 0.50 -0.38 95.92
σx5 0.50 0.50 -0.10 95.45 0.50 -0.49 98.53 0.51 1.06 95.45 0.50 -0.65 91.84
σx6 0.50 0.50 -0.07 95.45 0.50 0.90 98.53 0.50 0.48 92.42 0.50 0.36 100.00
σy1 0.50 0.49 -1.33 92.05 0.49 -1.38 94.12 0.49 -1.85 86.36 0.49 -1.43 87.76
σy2 0.50 0.49 -1.33 95.45 0.50 0.03 97.06 0.49 -1.15 96.97 0.50 -0.80 100.00
σy3 0.50 0.49 -1.29 95.45 0.49 -1.03 100.00 0.50 -0.03 93.94 0.49 -1.97 93.88
σξ1 1.00 1.00 0.49 96.59 0.99 -0.76 97.06 0.99 -0.78 93.94 1.01 1.16 93.88
σξ2 1.00 1.00 -0.08 94.32 1.00 -0.01 100.00 1.00 -0.14 96.97 1.00 -0.24 93.88
νx1 0.00 0.00 -0.36 92.05 0.00 -0.34 89.71 -0.01 -0.82 98.48 0.00 -0.23 93.88
νx2 0.00 0.00 -0.34 95.45 -0.01 -0.84 91.18 -0.01 -1.41 100.00 -0.01 -0.70 91.84
νx3 0.00 0.00 -0.48 92.05 0.00 -0.32 85.29 0.00 -0.23 96.97 0.00 0.17 97.96
νx4 0.00 -0.01 -0.78 90.91 0.01 0.57 98.53 0.00 0.27 93.94 0.00 0.09 95.92
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θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
νx5 0.00 0.00 -0.49 97.73 0.01 0.73 100.00 0.00 0.41 89.39 0.01 0.67 100.00
νx6 0.00 0.00 0.22 94.32 0.01 0.69 92.65 0.00 0.45 93.94 0.01 0.91 95.92
νy2 0.00 0.01 0.56 92.05 0.00 -0.31 97.06 0.01 0.65 95.45 0.01 0.60 97.96
νy3 0.00 0.00 -0.22 95.45 0.00 0.11 97.06 0.00 -0.01 95.45 -0.01 -0.98 93.88
λx2 1.00 1.00 0.35 97.73 1.00 -0.29 88.24 1.00 0.39 92.42 1.01 0.56 91.84
λx3 1.00 1.00 0.10 92.05 1.01 0.79 97.06 1.00 0.17 96.97 1.00 0.48 97.96
λx4 1.00 1.01 1.06 89.77 1.01 0.77 95.59 1.00 -0.48 90.91 1.01 1.07 91.84
λx5 1.00 1.01 0.87 94.32 1.00 0.48 98.53 1.00 -0.04 100.00 1.01 1.06 100.00
λy2 1.00 0.97 -2.57 95.45 0.98 -2.38 94.12 0.98 -1.50 95.45 0.99 -1.43 85.71
λy3 1.00 0.98 -2.45 92.05 0.99 -1.02 95.59 0.98 -2.20 95.45 0.99 -1.02 89.80
0.3
ρη 0.30 0.32 -11.19 94.25 0.30 -16.16 94.03 0.32 -12.84 98.44 0.32 -4.74 100.00
φζ 0.60 0.28 -53.38 81.61 0.29 -52.14 95.52 0.33 -45.15 100.00 0.49 -18.48 100.00
α 0.00 0.01 0.54 94.25 -0.01 -0.61 98.51 -0.01 -0.56 95.31 0.00 -0.05 100.00
γ1 0.30 0.30 1.14 98.85 0.30 0.46 100.00 0.30 0.74 98.44 0.30 0.79 95.65
γ2 0.30 0.31 1.84 94.25 0.30 0.36 95.52 0.30 1.55 90.62 0.31 2.89 97.83
γ3 0.15 0.16 4.08 96.55 0.15 0.34 100.00 0.16 4.14 96.88 0.14 -3.93 95.65
σx1 0.50 0.50 0.41 98.85 0.49 -1.25 88.06 0.50 0.92 87.50 0.50 0.28 91.30
σx2 0.50 0.50 0.46 96.55 0.50 -0.20 98.51 0.50 0.34 98.44 0.49 -1.26 93.48
σx3 0.50 0.50 -0.32 96.55 0.50 -0.11 100.00 0.49 -2.29 93.75 0.49 -1.82 93.48
σx4 0.50 0.50 -0.35 93.10 0.50 -0.22 97.01 0.50 -0.64 96.88 0.51 1.11 93.48
σx5 0.50 0.50 -0.59 94.25 0.50 -0.68 94.03 0.51 1.01 98.44 0.49 -1.54 97.83
σx6 0.50 0.50 0.71 90.80 0.50 0.35 97.01 0.50 -0.39 98.44 0.50 0.42 95.65
σy1 0.50 0.49 -2.99 88.51 0.49 -1.16 88.06 0.49 -1.42 95.31 0.50 -1.00 86.96
σy2 0.50 0.50 -0.99 93.10 0.49 -1.69 91.04 0.49 -1.65 96.88 0.50 -0.15 95.65
σy3 0.50 0.50 -0.71 100.00 0.49 -1.07 97.01 0.50 -0.86 90.62 0.49 -1.38 91.30
σξ1 1.00 1.00 -0.15 94.25 1.01 0.78 95.52 1.00 0.08 90.62 1.01 1.00 82.61
σξ2 1.00 1.00 -0.40 93.10 1.02 1.68 91.04 1.01 0.72 90.62 1.00 -0.12 97.83
νx1 0.00 0.01 0.93 96.55 -0.01 -1.26 94.03 -0.02 -1.77 95.31 -0.02 -1.64 95.65
νx2 0.00 0.01 0.59 94.25 -0.01 -1.21 86.57 -0.02 -1.60 100.00 -0.01 -1.03 89.13
νx3 0.00 0.01 0.89 94.25 0.00 -0.16 91.04 -0.01 -1.47 98.44 -0.01 -0.71 91.30
νx4 0.00 -0.01 -0.75 97.70 -0.01 -1.14 94.03 0.00 0.21 92.19 0.00 -0.16 100.00
νx5 0.00 0.01 0.56 97.70 -0.01 -0.59 100.00 0.00 0.35 93.75 0.00 0.03 97.83
νx6 0.00 0.00 0.25 100.00 -0.01 -0.97 98.51 0.00 -0.24 93.75 0.00 0.01 100.00
νy2 0.00 -0.01 -0.72 97.70 -0.01 -0.79 91.04 0.01 0.79 90.62 0.00 0.14 95.65
νy3 0.00 0.00 -0.34 90.80 0.00 0.37 98.51 0.00 0.11 90.62 0.00 -0.18 97.83
λx2 1.00 1.01 0.87 97.70 1.01 0.82 98.51 1.01 1.21 93.75 1.01 0.57 93.48
λx3 1.00 1.00 0.42 91.95 1.01 1.16 100.00 1.01 0.95 92.19 1.00 0.39 93.48
λx4 1.00 1.01 0.91 93.10 1.00 -0.38 97.01 1.01 0.57 96.88 1.01 0.88 100.00
λx5 1.00 1.00 0.27 97.70 0.99 -0.54 95.52 1.00 0.17 98.44 1.01 0.76 97.83
λy2 1.00 0.98 -1.76 96.55 0.99 -0.64 97.01 0.98 -1.83 90.62 0.98 -1.70 93.48
λy3 1.00 0.99 -0.54 90.80 1.02 2.43 92.54 0.98 -2.07 92.19 0.99 -1.15 91.30
0.6
ρη 0.60 0.56 -6.05 96.47 0.56 -7.24 93.85 0.53 -11.27 95.24 0.34 -43.25 100.00
φζ 0.60 0.25 -59.09 57.65 0.26 -56.94 75.38 0.31 -48.54 100.00 0.49 -17.86 100.00
α 0.00 0.00 0.13 85.88 0.00 -0.35 93.85 0.00 0.00 98.41 0.01 0.74 100.00
γ1 0.30 0.29 -4.24 100.00 0.30 1.02 100.00 0.31 1.93 92.06 0.31 1.83 95.00
γ2 0.30 0.31 2.56 97.65 0.31 2.49 98.46 0.30 1.51 88.89 0.30 1.03 95.00
γ3 0.15 0.14 -8.24 97.65 0.16 3.46 98.46 0.15 1.52 96.83 0.15 1.19 95.00
σx1 0.50 0.50 0.41 97.65 0.50 0.11 93.85 0.50 -0.28 96.83 0.50 -0.40 97.50
σx2 0.50 0.51 1.01 97.65 0.51 1.19 93.85 0.50 0.32 100.00 0.50 0.01 95.00
σx3 0.50 0.50 0.99 98.82 0.50 0.13 96.92 0.50 -0.52 98.41 0.50 0.28 97.50
σx4 0.50 0.49 -1.13 97.65 0.50 0.07 95.38 0.50 0.25 96.83 0.50 0.78 95.00
σx5 0.50 0.50 -0.14 88.24 0.50 0.59 89.23 0.50 -1.00 93.65 0.50 0.60 100.00
σx6 0.50 0.50 0.45 95.29 0.50 0.85 96.92 0.50 -0.39 100.00 0.50 -0.38 95.00
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θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
σy1 0.50 0.50 -0.90 96.47 0.50 -0.74 89.23 0.50 -0.89 93.65 0.49 -2.15 87.50
σy2 0.50 0.49 -1.64 97.65 0.50 -0.96 93.85 0.49 -2.18 95.24 0.50 -0.50 100.00
σy3 0.50 0.50 -0.75 95.29 0.49 -1.22 98.46 0.50 0.20 93.65 0.49 -1.84 95.00
σξ1 1.00 0.99 -1.43 91.76 1.00 -0.03 90.77 1.00 0.12 93.65 1.02 1.92 95.00
σξ2 1.00 1.00 -0.06 92.94 0.99 -0.70 96.92 1.02 1.70 92.06 0.99 -0.61 90.00
νx1 0.00 0.00 0.49 97.65 0.01 0.56 95.38 -0.01 -0.60 98.41 0.01 0.77 97.50
νx2 0.00 0.00 0.37 97.65 0.00 -0.01 93.85 -0.01 -1.16 95.24 0.01 1.32 95.00
νx3 0.00 0.01 0.52 97.65 -0.01 -0.79 95.38 0.00 -0.28 95.24 0.00 0.34 95.00
νx4 0.00 -0.01 -0.69 92.94 -0.01 -0.78 93.85 0.00 0.22 98.41 0.01 0.71 87.50
νx5 0.00 0.00 0.01 95.29 -0.01 -0.82 93.85 0.00 0.48 90.48 0.01 0.84 90.00
νx6 0.00 0.00 -0.50 94.12 -0.01 -0.95 89.23 0.00 0.13 96.83 0.00 -0.01 87.50
νy2 0.00 0.00 0.22 90.59 -0.01 -0.67 93.85 0.00 -0.24 92.06 0.00 0.47 100.00
νy3 0.00 0.00 0.06 92.94 0.00 0.06 95.38 0.00 -0.29 93.65 -0.01 -0.55 100.00
λx2 1.00 1.00 0.39 95.29 1.01 0.61 95.38 1.01 0.70 95.24 1.01 0.61 97.50
λx3 1.00 0.99 -0.65 97.65 1.01 0.90 93.85 1.01 0.57 98.41 1.01 0.62 92.50
λx4 1.00 1.00 0.29 92.94 1.00 -0.14 96.92 1.00 0.06 92.06 1.00 0.13 100.00
λx5 1.00 1.00 0.20 95.29 1.00 0.07 92.31 1.00 -0.35 90.48 1.01 0.77 97.50
λy2 1.00 1.00 -0.34 95.29 0.98 -1.65 96.92 0.99 -1.35 90.48 0.97 -2.60 95.00
λy3 1.00 0.99 -1.26 94.12 1.00 0.17 92.31 0.97 -2.73 93.65 1.00 0.49 97.50
1 W ∗ is the population and analysis W condition.
2 N is the simulated sample size.
3 θ is the simulated population value of each parameter.
4 ρη = ... is the simulated spatial autocorrelation of the endogenous lag.
5 ¯̂θ is the obtained average posterior mean across simulated iterations.
6 Bias( ¯̂θ)% is the average percent bias across simulation iterations when θ 6= 0, otherwise Bias( ¯̂θ)% provides absolute
bias.
7 Cover% is the percent of simulated trials in which the population value falls within the central 95% density of the posterior
estimate.
8 φζ = 0.6 at the population level.
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Table A.13: Results table for measurement lag population model (D2) and endogenous structural
lag analysis model (A3)
ρy2 = 0 ρy2 = 0.3 ρy2 = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
W ∗C
49
ρη 0.00 0.21 21.90 0.00 0.49 48.93 0.00 0.57 57.05 0.00
α 0.00 -0.01 -0.53 96.61 0.00 -0.08 96.87 0.00 -0.17 96.21
γ1 0.30 0.32 6.55 96.35 0.32 6.72 97.26 0.32 8.17 96.73
γ2 0.30 0.32 7.08 96.61 0.32 5.43 96.87 0.32 6.88 97.12
γ3 0.15 0.16 9.74 95.18 0.16 9.95 96.22 0.17 10.24 95.95
σx1 0.50 0.51 1.71 93.87 0.50 0.65 94.52 0.51 1.28 94.77
σx2 0.50 0.51 1.67 94.78 0.50 0.68 94.13 0.51 1.06 95.95
σx3 0.50 0.51 1.35 95.70 0.50 -0.08 94.26 0.50 0.60 94.64
σx4 0.50 0.52 3.01 93.87 0.51 1.99 94.65 0.51 1.72 95.95
σx5 0.50 0.49 -1.08 94.78 0.51 1.05 95.57 0.50 0.53 94.77
σx6 0.50 0.51 2.18 94.92 0.50 0.42 94.39 0.50 0.95 95.69
σy1 0.50 0.49 -1.20 95.57 0.49 -1.48 95.57 0.49 -1.38 93.99
σy2 0.50 0.50 -0.11 95.31 0.50 -0.75 95.18 0.51 1.69 95.56
σy3 0.50 0.50 0.57 95.05 0.51 1.16 94.39 0.51 2.74 93.33
σξ1 1.00 1.01 1.25 94.00 1.01 1.05 94.26 1.01 0.57 96.34
σξ2 1.00 1.01 1.09 92.57 1.00 0.27 97.13 1.01 1.17 93.59
νx1 0.00 -0.01 -0.92 96.09 0.00 0.15 95.18 -0.01 -0.59 95.29
νx2 0.00 -0.01 -1.12 95.44 -0.01 -0.66 93.61 -0.01 -0.65 94.77
νx3 0.00 -0.01 -0.68 95.96 0.00 0.21 95.05 0.00 -0.30 94.90
νx4 0.00 0.01 1.14 94.78 0.01 0.83 95.96 0.00 0.03 94.25
νx5 0.00 0.01 0.88 95.18 0.01 0.60 97.65 0.00 -0.21 95.69
νx6 0.00 0.01 0.89 93.35 0.01 1.24 96.09 0.00 0.34 96.60
νy2 0.00 0.00 0.16 94.39 0.00 0.15 95.57 0.00 0.07 95.95
νy3 0.00 0.00 0.14 94.39 0.01 0.60 88.53 0.00 0.00 86.14
λx2 1.00 1.01 0.98 94.92 1.02 2.22 95.96 1.03 3.03 95.82
λx3 1.00 1.02 1.63 95.31 1.02 2.47 95.70 1.04 3.78 94.38
λx4 1.00 1.03 2.57 94.39 1.03 2.86 96.87 1.02 2.13 95.82
λx5 1.00 1.02 1.99 96.87 1.03 2.77 95.83 1.02 1.86 94.90
λy2 1.00 0.92 -7.60 93.74 0.94 -6.44 93.87 0.91 -8.57 93.59
λy3 1.00 0.92 -8.36 92.57 0.93 -6.65 92.96 0.93 -7.39 93.86
196
ρη 0.00 0.11 11.94 0.00 0.48 48.23 0.00 0.43 43.25 0.00
α 0.00 0.00 0.06 94.31 0.00 -0.22 94.44 -0.01 -0.59 97.22
γ1 0.30 0.30 1.15 95.42 0.30 0.34 95.14 0.30 0.45 97.36
γ2 0.30 0.30 1.66 93.89 0.31 1.90 93.75 0.30 0.36 95.83
γ3 0.15 0.15 2.54 96.67 0.15 0.68 95.14 0.15 0.63 95.56
σx1 0.50 0.50 0.11 95.00 0.50 0.51 95.00 0.50 0.52 93.06
σx2 0.50 0.50 0.54 93.61 0.50 0.26 94.58 0.50 -0.21 94.31
σx3 0.50 0.50 -0.19 95.56 0.50 0.70 95.83 0.50 0.38 92.64
σx4 0.50 0.50 0.83 93.33 0.50 0.52 96.94 0.50 0.53 94.72
σx5 0.50 0.50 0.92 93.61 0.50 0.47 92.78 0.50 0.29 95.28
σx6 0.50 0.50 -0.68 95.00 0.50 0.53 95.56 0.50 0.81 93.89
σy1 0.50 0.50 -0.34 94.58 0.49 -1.11 95.97 0.49 -1.15 95.69
σy2 0.50 0.50 -0.29 96.39 0.50 0.08 96.39 0.50 -0.71 94.86
σy3 0.50 0.50 -0.99 95.42 0.50 0.14 94.58 0.51 2.87 88.61
σξ1 1.00 1.00 -0.09 94.31 1.00 0.18 95.28 1.00 0.26 96.81
σξ2 1.00 1.00 0.24 94.17 1.00 0.28 95.00 1.00 0.48 95.28
νx1 0.00 0.00 0.39 96.81 0.01 1.05 94.44 0.00 -0.42 95.28
νx2 0.00 0.00 0.47 95.97 0.01 0.70 91.94 0.00 -0.24 93.61
νx3 0.00 0.01 0.83 95.97 0.01 0.62 92.50 0.00 -0.46 95.28
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Table A.13: Results table for Study 4 measurement lag population model (D2) and endogenous
structural lag analysis model (A3) (continued)
ρy2 = 0 ρy2 = 0.3 ρy2 = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
νx4 0.00 0.00 -0.45 95.42 -0.01 -0.87 95.00 0.00 0.13 95.42
νx5 0.00 -0.01 -0.58 95.42 -0.01 -0.65 93.61 0.00 -0.15 94.03
νx6 0.00 0.00 -0.25 95.69 -0.01 -0.82 96.39 0.00 0.20 93.89
νy2 0.00 0.00 -0.23 94.31 0.00 0.04 95.14 0.01 0.68 95.00
νy3 0.00 0.00 -0.13 93.33 0.00 0.22 92.08 0.00 0.46 88.75
λx2 1.00 1.01 0.62 94.44 1.00 0.14 95.42 1.01 0.57 96.67
λx3 1.00 1.01 0.59 95.00 1.00 0.32 94.86 1.00 0.35 95.42
λx4 1.00 1.01 0.76 94.17 1.00 0.38 95.83 1.01 0.62 94.31
λx5 1.00 1.01 0.95 95.83 1.00 0.37 94.31 1.01 0.92 95.00
λy2 1.00 0.99 -0.85 94.72 0.98 -1.81 95.83 0.99 -1.24 92.78
λy3 1.00 0.99 -0.90 94.17 0.99 -0.89 93.19 0.99 -0.81 95.00
400
ρη 0.00 0.09 9.46 0.00 0.42 42.40 0.00 0.39 39.30 0.00
α 0.00 0.00 -0.02 94.63 0.00 -0.03 93.97 0.00 0.00 95.92
γ1 0.30 0.30 -0.84 93.97 0.30 -0.08 94.50 0.30 -0.18 95.79
γ2 0.30 0.30 0.93 95.15 0.30 -0.52 95.41 0.30 0.19 94.74
γ3 0.15 0.15 -2.45 95.02 0.15 -1.98 94.36 0.15 -0.77 95.92
σx1 0.50 0.50 -0.02 95.02 0.50 0.03 95.67 0.50 0.33 93.95
σx2 0.50 0.50 0.72 96.33 0.50 0.07 95.02 0.50 0.08 95.26
σx3 0.50 0.50 0.09 95.15 0.50 0.48 94.63 0.50 0.56 95.00
σx4 0.50 0.50 -0.02 93.71 0.50 -0.14 95.41 0.50 0.11 95.00
σx5 0.50 0.50 -0.12 94.89 0.50 -0.03 94.50 0.50 0.08 94.87
σx6 0.50 0.50 0.11 93.18 0.50 0.53 95.41 0.50 -0.02 95.26
σy1 0.50 0.50 -0.55 95.54 0.50 -0.53 95.28 0.50 -0.93 93.16
σy2 0.50 0.50 -0.30 94.76 0.50 -0.73 93.97 0.50 -0.62 95.00
σy3 0.50 0.50 -0.43 95.02 0.50 -0.10 93.97 0.51 2.88 85.79
σξ1 1.00 1.00 0.14 95.15 1.00 -0.03 94.76 1.00 -0.08 94.21
σξ2 1.00 1.00 0.31 94.50 1.00 0.26 94.23 1.00 0.16 95.66
νx1 0.00 0.00 -0.04 95.94 0.00 0.06 96.85 0.01 0.51 95.39
νx2 0.00 0.00 -0.03 95.81 0.00 -0.08 96.85 0.00 0.42 95.26
νx3 0.00 0.00 -0.02 95.94 0.00 -0.04 95.41 0.00 0.33 95.39
νx4 0.00 0.00 -0.24 95.41 0.00 -0.01 96.20 0.00 0.03 95.13
νx5 0.00 0.00 -0.40 93.84 0.00 0.11 95.81 0.00 0.22 94.47
νx6 0.00 0.00 -0.34 93.71 0.00 0.01 96.20 0.00 0.31 93.82
νy2 0.00 0.00 0.06 96.20 0.00 0.00 94.50 0.00 0.16 94.08
νy3 0.00 0.00 -0.05 96.85 0.00 -0.03 91.35 0.00 0.07 88.03
λx2 1.00 1.00 -0.13 95.67 1.00 0.15 94.50 1.00 0.04 94.34
λx3 1.00 1.00 0.07 95.41 1.00 0.22 94.89 1.00 0.01 94.61
λx4 1.00 1.00 0.02 95.41 1.00 -0.01 95.81 1.00 -0.16 95.79
λx5 1.00 1.00 -0.33 94.10 1.00 -0.03 94.23 1.00 -0.04 94.74
λy2 1.00 0.99 -0.58 95.54 1.00 -0.47 93.84 0.99 -0.78 94.61
λy3 1.00 0.99 -0.82 94.50 1.00 0.47 92.79 1.00 0.03 92.63
W ∗D
49
ρη 0.00 0.50 50.09 0.00 0.50 50.15 0.00 0.50 50.31 0.00
α 0.00 0.00 0.44 96.29 -0.01 -0.76 96.55 0.00 0.37 97.74
γ1 0.30 0.32 7.61 97.09 0.32 7.02 98.01 0.33 8.86 97.21
γ2 0.30 0.32 6.79 94.57 0.32 7.73 96.95 0.32 6.60 97.48
γ3 0.15 0.16 9.64 97.48 0.17 11.72 95.89 0.17 11.65 96.68
σx1 0.50 0.51 2.22 93.51 0.51 1.84 93.10 0.51 2.74 92.56
σx2 0.50 0.51 1.99 93.77 0.51 1.78 95.23 0.50 0.68 95.09
σx3 0.50 0.50 0.20 95.89 0.50 0.87 96.42 0.50 0.68 93.36
σx4 0.50 0.52 3.55 94.04 0.51 1.77 94.03 0.51 2.36 92.70
σx5 0.50 0.50 -0.38 94.70 0.50 -0.03 93.24 0.49 -1.57 93.89
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Table A.13: Results table for Study 4 measurement lag population model (D2) and endogenous
structural lag analysis model (A3) (continued)
ρy2 = 0 ρy2 = 0.3 ρy2 = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
σx6 0.50 0.51 1.45 94.97 0.50 -0.06 94.56 0.51 1.43 96.55
σy1 0.50 0.49 -1.68 95.36 0.49 -1.23 95.89 0.50 -0.71 95.09
σy2 0.50 0.51 1.15 94.70 0.50 0.60 94.03 0.50 0.25 96.02
σy3 0.50 0.50 0.83 92.72 0.50 -0.85 93.77 0.49 -1.34 95.75
σξ1 1.00 1.00 -0.07 93.77 1.01 1.11 95.23 1.01 1.19 94.95
σξ2 1.00 1.00 -0.21 93.25 1.01 0.95 95.09 1.00 0.45 96.15
νx1 0.00 0.01 0.67 94.57 0.00 0.29 96.29 0.00 0.18 96.02
νx2 0.00 0.00 0.30 95.89 0.00 0.12 96.42 0.00 -0.05 95.22
νx3 0.00 0.00 0.49 94.44 0.00 0.41 96.29 0.01 0.64 96.02
νx4 0.00 0.01 1.18 94.97 -0.01 -0.97 95.23 0.01 0.97 95.62
νx5 0.00 0.00 0.45 95.50 -0.01 -0.98 95.49 0.01 0.78 96.68
νx6 0.00 0.01 0.82 96.16 -0.01 -1.11 93.90 0.01 0.51 96.15
νy2 0.00 0.00 -0.09 94.57 0.00 0.19 94.03 0.00 -0.21 96.28
νy3 0.00 0.00 0.21 93.91 0.00 0.05 91.25 0.01 0.64 88.05
λx2 1.00 1.02 2.37 96.16 1.03 2.84 94.03 1.03 2.66 95.62
λx3 1.00 1.03 2.56 96.16 1.02 2.48 95.49 1.03 2.77 95.75
λx4 1.00 1.04 3.54 95.63 1.03 3.10 93.90 1.03 2.93 95.88
λx5 1.00 1.03 2.81 94.97 1.02 2.46 94.30 1.03 2.67 96.15
λy2 1.00 0.93 -6.78 92.72 0.92 -7.55 93.50 0.92 -7.65 94.56
λy3 1.00 0.92 -7.51 94.83 0.92 -8.13 93.37 0.90 -9.68 95.22
196
ρη 0.00 0.50 50.01 0.00 0.50 50.04 0.00 0.50 50.11 0.00
α 0.00 0.00 -0.28 95.50 0.00 0.06 95.22 0.00 -0.09 96.34
γ1 0.30 0.31 2.11 96.77 0.30 1.64 95.50 0.30 0.26 94.08
γ2 0.30 0.31 1.69 96.62 0.31 1.88 93.67 0.30 1.40 97.32
γ3 0.15 0.16 4.96 92.97 0.15 3.06 95.92 0.15 1.00 96.34
σx1 0.50 0.50 0.73 94.09 0.50 0.26 95.92 0.51 1.20 94.51
σx2 0.50 0.50 0.48 94.09 0.50 -0.16 95.36 0.50 0.48 91.83
σx3 0.50 0.50 -0.29 94.23 0.50 0.93 94.66 0.50 0.32 96.06
σx4 0.50 0.50 0.63 96.20 0.50 0.94 95.22 0.51 1.11 94.37
σx5 0.50 0.51 1.12 95.08 0.50 0.72 94.51 0.50 0.10 94.37
σx6 0.50 0.50 0.01 93.95 0.50 0.71 95.36 0.50 0.72 94.65
σy1 0.50 0.50 -0.89 95.08 0.50 -0.91 95.50 0.50 -0.58 94.37
σy2 0.50 0.50 -0.88 94.80 0.50 -0.28 95.64 0.50 -0.58 93.52
σy3 0.50 0.50 -0.66 95.78 0.50 -0.92 94.94 0.49 -1.07 95.21
σξ1 1.00 1.00 0.13 95.64 1.00 0.35 94.80 1.00 0.19 94.37
σξ2 1.00 1.00 -0.13 96.06 1.00 -0.45 93.67 1.00 -0.21 94.37
νx1 0.00 -0.01 -0.53 95.64 0.00 -0.06 95.22 0.00 -0.40 96.48
νx2 0.00 0.00 -0.40 94.94 0.00 0.01 94.23 0.00 -0.42 96.48
νx3 0.00 0.00 -0.48 94.94 0.00 0.16 96.06 -0.01 -0.54 95.49
νx4 0.00 0.00 -0.31 95.08 0.00 0.01 95.08 0.00 0.12 94.37
νx5 0.00 0.00 0.06 94.23 0.00 0.11 94.37 0.00 0.38 96.06
νx6 0.00 0.00 -0.21 92.97 0.00 -0.09 92.69 0.00 0.28 96.48
νy2 0.00 0.00 -0.10 95.78 0.00 0.06 95.64 0.00 -0.11 95.07
νy3 0.00 0.00 0.33 97.19 0.00 -0.17 89.73 0.00 -0.10 83.10
λx2 1.00 1.00 0.32 95.36 1.01 0.51 94.51 1.01 0.71 92.82
λx3 1.00 1.01 0.67 94.80 1.01 0.66 94.51 1.00 0.47 93.80
λx4 1.00 1.01 0.75 94.51 1.01 0.62 96.20 1.01 0.89 93.66
λx5 1.00 1.01 0.71 94.09 1.01 0.51 95.36 1.01 0.85 94.37
λy2 1.00 0.99 -1.39 96.91 0.99 -0.90 94.37 0.99 -0.83 94.08
λy3 1.00 0.97 -2.80 95.08 0.99 -0.93 94.37 0.99 -0.53 94.93
400
ρη 0.00 0.50 50.03 0.00 0.50 50.05 0.00 0.50 50.10 0.00
α 0.00 0.00 -0.15 96.52 0.00 -0.16 95.19 0.00 -0.02 95.44
γ1 0.30 0.30 -0.09 93.98 0.30 0.25 95.99 0.30 0.63 95.04
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Table A.13: Results table for Study 4 measurement lag population model (D2) and endogenous
structural lag analysis model (A3) (continued)
ρy2 = 0 ρy2 = 0.3 ρy2 = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
γ2 0.30 0.30 0.47 96.66 0.30 0.06 95.99 0.30 1.23 96.78
γ3 0.15 0.15 -0.17 97.06 0.15 -1.29 95.32 0.15 -0.01 95.04
σx1 0.50 0.50 0.40 92.78 0.50 -0.13 94.39 0.50 0.75 96.38
σx2 0.50 0.50 0.37 95.32 0.50 0.63 94.25 0.50 0.08 95.58
σx3 0.50 0.50 -0.06 95.45 0.50 -0.02 94.79 0.50 0.39 94.10
σx4 0.50 0.50 0.61 94.39 0.50 -0.19 93.58 0.50 -0.10 95.31
σx5 0.50 0.50 -0.10 93.85 0.50 0.18 95.45 0.50 0.32 96.11
σx6 0.50 0.50 -0.03 95.59 0.50 0.45 94.52 0.50 0.44 95.04
σy1 0.50 0.50 -0.66 95.59 0.50 -0.66 95.59 0.50 -0.65 95.04
σy2 0.50 0.50 -0.63 93.32 0.50 -0.55 95.99 0.50 -0.53 95.58
σy3 0.50 0.50 -0.63 95.32 0.50 -0.54 94.25 0.50 -0.79 95.44
σξ1 1.00 1.00 0.05 96.26 1.00 0.33 94.39 1.00 0.08 95.44
σξ2 1.00 1.00 0.23 95.45 1.00 0.27 93.72 1.00 0.05 95.98
νx1 0.00 0.00 -0.07 94.79 0.00 -0.07 95.59 0.00 0.11 95.98
νx2 0.00 0.00 0.25 95.72 0.00 -0.11 95.99 0.00 0.02 95.84
νx3 0.00 0.00 -0.04 95.05 0.00 -0.16 94.25 0.00 -0.01 95.58
νx4 0.00 0.00 0.15 95.19 0.00 -0.02 94.92 0.00 -0.26 95.17
νx5 0.00 0.00 0.10 95.19 0.00 -0.15 96.26 0.00 0.00 93.70
νx6 0.00 0.00 -0.01 96.39 0.00 0.07 95.32 0.00 -0.22 96.11
νy2 0.00 0.00 0.18 93.58 0.00 -0.23 93.45 0.00 -0.02 94.64
νy3 0.00 0.00 0.09 94.79 0.00 0.00 91.31 0.00 -0.08 85.66
λx2 1.00 1.00 0.27 94.79 1.00 0.08 93.85 1.00 0.40 94.50
λx3 1.00 1.00 0.23 95.32 1.00 0.27 93.98 1.00 0.43 95.44
λx4 1.00 1.00 0.34 92.51 1.00 -0.03 96.79 1.00 0.34 96.11
λx5 1.00 1.01 0.61 93.45 1.00 -0.03 95.05 1.00 0.21 95.71
λy2 1.00 0.99 -0.80 95.05 0.99 -1.17 93.32 0.99 -0.72 95.58
λy3 1.00 0.99 -0.63 96.12 0.99 -1.49 92.65 0.99 -1.14 91.69
1 W ∗ is the population and analysis W condition.
2 N is the simulated sample size.
3 θ is the simulated population value of each parameter.
4 ρη = ... is the simulated spatial autocorrelation of the endogenous lag.
5 ¯̂θ is the obtained average posterior mean across simulated iterations.
6 Bias( ¯̂θ)% is the average percent bias across simulation iterations when θ 6= 0, otherwise
Bias( ¯̂θ)% provides absolute bias.
7 Cover% is the percent of simulated trials in which the population value falls within the central
95% density of the posterior estimate.
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Table A.14: Results table for Study 4 measurement lag population model (D2) and Simultaneous
structural lag analysis model (A4)
ρy2 = 0 ρy2 = 0.3 ρy2 = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
W ∗C
49
ρη 0.00 0.18 18.17 0.00 0.19 19.18 89.10 0.20 19.94 17.14
φζ 0.00 0.37 37.28 0.00 0.38 38.22 0.00 0.39 38.62 0.00
α 0.00 0.00 0.31 99.05 0.00 0.36 99.53 0.01 1.35 99.05
γ1 0.30 0.32 6.00 98.58 0.32 6.70 95.26 0.30 1.08 96.19
γ2 0.30 0.31 4.42 98.10 0.32 5.12 97.63 0.31 3.18 97.62
γ3 0.15 0.15 2.66 97.16 0.16 5.22 97.16 0.14 -3.65 98.10
σx1 0.50 0.50 -0.38 94.31 0.51 2.98 95.26 0.50 -0.70 94.76
σx2 0.50 0.51 1.49 94.79 0.51 2.30 94.31 0.50 0.41 93.81
σx3 0.50 0.52 3.45 93.84 0.50 0.60 95.26 0.52 3.86 95.24
σx4 0.50 0.51 1.49 93.84 0.50 -0.01 97.16 0.51 2.17 94.29
σx5 0.50 0.51 2.99 96.21 0.50 0.78 92.89 0.51 2.05 96.19
σx6 0.50 0.51 1.61 96.68 0.51 2.51 95.26 0.51 1.06 94.76
σy1 0.50 0.50 -0.46 91.94 0.50 -0.74 96.21 0.50 -0.01 94.29
σy2 0.50 0.51 2.85 95.26 0.51 1.53 94.79 0.51 1.33 98.57
σy3 0.50 0.51 1.49 94.79 0.50 -0.99 95.26 0.51 1.66 95.24
σξ1 1.00 1.02 1.55 93.84 1.00 0.30 97.63 1.02 1.77 93.81
σξ2 1.00 1.02 1.94 97.63 1.01 0.98 95.26 1.01 0.58 95.71
νx1 0.00 0.01 1.30 95.73 0.00 -0.25 95.26 -0.02 -1.83 97.14
νx2 0.00 0.02 1.57 96.21 0.00 -0.07 94.31 -0.01 -1.21 93.33
νx3 0.00 0.01 1.47 98.10 0.00 -0.21 95.26 0.00 -0.44 95.24
νx4 0.00 -0.01 -0.98 96.21 0.02 2.33 94.79 0.01 1.33 96.67
νx5 0.00 0.00 0.47 95.26 0.02 2.05 95.73 0.01 0.96 94.29
νx6 0.00 0.00 -0.23 95.73 0.02 2.02 95.26 0.01 0.56 94.29
νy2 0.00 0.00 0.47 95.26 0.00 0.34 95.26 -0.02 -2.14 94.29
νy3 0.00 0.02 1.78 91.47 -0.02 -2.41 91.47 -0.02 -1.51 88.57
λx2 1.00 1.03 3.09 94.79 1.02 1.70 97.63 1.02 2.19 96.67
λx3 1.00 1.01 1.30 94.31 1.02 2.43 97.16 1.01 0.56 98.57
λx4 1.00 1.00 0.35 95.73 1.02 2.28 93.36 1.03 2.95 96.19
λx5 1.00 1.00 0.44 96.68 1.01 1.46 94.79 1.03 3.20 94.29
λy2 1.00 0.88 -11.99 93.36 0.91 -9.29 93.84 0.93 -7.40 93.33
λy3 1.00 0.87 -12.51 91.47 0.92 -8.26 91.47 0.95 -5.22 95.71
196
ρη 0.00 0.11 11.38 0.00 0.12 11.97 22.06 0.13 13.00 13.30
φζ 0.00 0.31 30.62 0.00 0.34 34.14 0.00 0.38 37.65 0.00
α 0.00 0.00 -0.21 97.58 0.00 -0.30 98.04 0.00 0.03 98.03
γ1 0.30 0.30 -0.09 94.20 0.29 -3.09 95.59 0.29 -2.34 96.06
γ2 0.30 0.30 -1.32 92.27 0.30 -1.39 92.65 0.29 -3.46 99.51
γ3 0.15 0.15 0.67 92.75 0.14 -6.12 95.59 0.14 -4.13 97.54
σx1 0.50 0.50 0.46 97.58 0.50 0.87 90.20 0.50 0.05 96.06
σx2 0.50 0.50 0.18 93.72 0.50 -0.23 93.63 0.50 -0.47 94.09
σx3 0.50 0.51 1.45 95.65 0.50 0.10 93.63 0.50 0.56 92.12
σx4 0.50 0.50 0.81 91.30 0.50 0.93 95.10 0.50 -0.39 92.61
σx5 0.50 0.50 -0.21 98.07 0.50 -0.65 94.61 0.50 0.31 96.06
σx6 0.50 0.49 -1.36 93.72 0.50 0.43 93.14 0.50 0.96 98.03
σy1 0.50 0.50 -0.71 96.62 0.50 -0.99 93.14 0.50 -0.41 96.06
σy2 0.50 0.50 0.16 95.17 0.50 -0.85 93.63 0.50 0.19 97.04
σy3 0.50 0.50 -0.40 96.14 0.50 0.14 93.63 0.51 2.22 87.68
σξ1 1.00 1.00 -0.03 95.17 1.00 0.01 97.06 1.01 0.75 96.06
σξ2 1.00 1.00 0.17 96.14 1.01 1.40 95.59 1.00 -0.29 96.06
νx1 0.00 -0.01 -0.80 93.24 -0.01 -0.56 92.65 0.00 0.11 93.10
νx2 0.00 0.00 -0.34 95.17 0.00 -0.45 95.10 0.00 -0.28 92.61
νx3 0.00 0.00 -0.38 90.82 -0.01 -0.65 93.63 0.00 -0.22 93.60
νx4 0.00 0.01 0.65 94.69 0.01 0.68 93.63 -0.01 -0.80 95.07
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Table A.14: Results table for Study 4 measurement lag population model (D2) and Simultaneous
structural lag analysis model (A4) (continued)
ρy2 = 0 ρy2 = 0.3 ρy2 = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
νx5 0.00 0.01 0.75 95.17 0.00 0.25 93.63 -0.01 -0.57 94.09
νx6 0.00 0.00 0.40 96.62 0.00 0.44 91.67 0.00 -0.16 95.57
νy2 0.00 0.00 0.04 94.20 0.00 0.27 96.57 0.00 -0.40 97.04
νy3 0.00 0.00 -0.08 96.14 0.00 0.07 91.67 0.01 0.89 86.21
λx2 1.00 1.00 0.42 95.65 1.00 0.46 93.14 1.01 0.99 97.54
λx3 1.00 1.01 0.86 95.17 1.00 0.46 95.10 1.01 0.79 96.55
λx4 1.00 1.01 1.24 98.07 1.00 0.10 94.61 1.00 -0.04 95.07
λx5 1.00 1.01 0.98 92.75 1.00 0.07 94.61 1.00 0.27 94.09
λy2 1.00 0.97 -3.20 94.20 0.98 -1.93 95.59 0.98 -1.92 98.03
λy3 1.00 0.97 -3.03 91.79 0.99 -1.05 96.57 1.01 1.00 95.07
400
ρη 0.00 0.06 6.28 0.00 0.07 6.68 0.83 0.08 7.69 0.00
φζ 0.00 0.31 30.60 0.00 0.37 37.10 0.00 0.42 42.45 0.00
α 0.00 0.00 -0.22 94.35 0.00 0.40 98.33 0.00 0.44 98.33
γ1 0.30 0.31 2.25 95.16 0.30 1.26 97.50 0.30 -0.75 97.50
γ2 0.30 0.30 0.51 96.77 0.30 -0.02 95.00 0.29 -2.44 94.17
γ3 0.15 0.15 1.59 99.19 0.15 -0.87 98.33 0.15 -3.19 95.83
σx1 0.50 0.50 -0.17 97.58 0.50 0.07 95.00 0.51 1.02 95.83
σx2 0.50 0.50 -0.47 98.39 0.50 -0.10 100.00 0.50 -0.66 95.83
σx3 0.50 0.50 -0.56 91.13 0.50 0.35 95.00 0.50 -0.50 90.00
σx4 0.50 0.50 -0.19 96.77 0.50 0.43 95.00 0.50 -0.54 96.67
σx5 0.50 0.50 0.08 91.94 0.50 -0.60 93.33 0.50 0.26 90.83
σx6 0.50 0.50 -0.17 97.58 0.50 -0.76 95.00 0.50 -0.11 90.83
σy1 0.50 0.49 -1.34 92.74 0.49 -1.82 91.67 0.50 -0.29 96.67
σy2 0.50 0.50 -0.86 95.16 0.49 -1.48 85.83 0.49 -1.62 94.17
σy3 0.50 0.50 0.16 94.35 0.50 0.12 95.00 0.51 1.96 87.50
σξ1 1.00 1.00 -0.03 97.58 1.00 0.07 95.83 1.00 -0.19 92.50
σξ2 1.00 1.01 0.70 93.55 1.01 0.73 95.00 1.00 0.14 95.83
νx1 0.00 0.00 -0.49 97.58 0.01 1.12 94.17 0.01 1.13 95.83
νx2 0.00 -0.01 -0.58 94.35 0.01 1.09 99.17 0.00 0.44 97.50
νx3 0.00 -0.01 -1.03 95.16 0.01 1.31 95.00 0.01 0.63 97.50
νx4 0.00 0.00 -0.43 91.94 0.00 -0.01 95.83 0.01 0.85 91.67
νx5 0.00 0.00 -0.15 95.16 0.00 0.50 94.17 0.01 0.79 93.33
νx6 0.00 0.00 0.01 99.19 0.00 0.31 100.00 0.00 0.49 90.83
νy2 0.00 0.00 -0.09 96.77 -0.01 -0.69 95.00 0.00 -0.23 95.83
νy3 0.00 0.00 -0.25 95.16 0.00 0.11 85.83 0.00 0.05 82.50
λx2 1.00 1.00 0.18 91.13 1.00 -0.03 99.17 1.00 0.23 97.50
λx3 1.00 1.00 0.23 95.16 1.00 0.04 95.83 1.01 0.89 94.17
λx4 1.00 1.00 -0.32 92.74 1.00 -0.32 97.50 1.01 0.74 96.67
λx5 1.00 0.99 -0.94 93.55 1.00 -0.07 95.83 1.00 0.46 97.50
λy2 1.00 0.98 -2.28 88.71 0.98 -1.91 91.67 1.00 0.43 96.67
λy3 1.00 0.98 -2.20 93.55 1.00 0.27 92.50 1.02 2.08 95.00
W ∗D
49
ρη 0.00 0.33 32.57 0.00 0.33 33.40 100.00 0.33 33.21 95.57
φζ 0.00 0.47 46.82 0.00 0.46 46.48 0.00 0.48 47.52 0.00
α 0.00 -0.01 -0.88 100.00 0.02 2.15 98.52 -0.01 -0.91 100.00
γ1 0.30 0.33 11.66 97.54 0.32 7.37 97.04 0.32 5.68 93.10
γ2 0.30 0.33 9.46 97.04 0.33 8.99 93.10 0.33 10.01 95.57
γ3 0.15 0.16 9.92 97.04 0.17 15.00 94.09 0.17 13.83 96.06
σx1 0.50 0.49 -1.11 92.61 0.52 3.86 95.07 0.51 1.04 94.58
σx2 0.50 0.50 0.42 96.06 0.51 2.88 94.58 0.50 0.85 93.60
σx3 0.50 0.51 1.80 94.09 0.51 2.55 96.06 0.50 0.85 96.55
σx4 0.50 0.52 4.43 96.06 0.51 2.32 96.06 0.51 2.89 94.09
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Table A.14: Results table for Study 4 measurement lag population model (D2) and Simultaneous
structural lag analysis model (A4) (continued)
ρy2 = 0 ρy2 = 0.3 ρy2 = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
σx5 0.50 0.50 -0.30 94.58 0.50 -0.66 97.04 0.50 -0.79 94.09
σx6 0.50 0.50 0.80 91.63 0.51 1.56 97.04 0.51 2.91 91.13
σy1 0.50 0.49 -2.47 93.60 0.50 -0.78 97.04 0.49 -1.55 95.57
σy2 0.50 0.50 0.37 95.57 0.51 1.78 96.06 0.49 -1.10 95.07
σy3 0.50 0.50 -0.21 92.61 0.49 -1.07 95.57 0.49 -1.03 94.58
σξ1 1.00 1.02 2.22 95.07 1.02 2.17 89.66 1.02 2.39 94.09
σξ2 1.00 1.01 0.62 92.61 1.01 1.31 92.12 0.99 -0.55 96.55
νx1 0.00 -0.03 -2.53 96.06 -0.02 -2.24 97.04 0.00 0.40 95.57
νx2 0.00 -0.01 -1.18 98.52 -0.02 -2.37 95.57 0.00 0.10 98.52
νx3 0.00 -0.01 -1.43 94.58 -0.02 -2.32 96.55 0.00 -0.39 99.01
νx4 0.00 -0.01 -0.61 97.54 -0.02 -1.63 93.10 0.01 0.90 94.58
νx5 0.00 -0.01 -0.68 93.60 -0.02 -1.95 98.52 0.00 -0.19 95.57
νx6 0.00 -0.01 -0.98 97.54 -0.01 -1.22 97.54 0.00 -0.09 94.58
νy2 0.00 0.00 -0.15 96.06 0.00 -0.33 99.01 -0.02 -1.65 96.55
νy3 0.00 0.00 -0.02 95.57 0.00 0.31 91.13 -0.01 -1.22 88.18
λx2 1.00 1.02 2.19 96.55 1.02 1.61 95.07 1.01 0.55 93.10
λx3 1.00 1.00 0.22 95.07 1.02 1.96 98.03 1.01 1.38 95.07
λx4 1.00 1.02 1.92 95.07 1.01 1.35 94.09 1.02 2.28 97.54
λx5 1.00 1.02 2.48 94.58 1.02 2.44 95.57 1.02 1.82 96.55
λy2 1.00 0.90 -10.20 94.09 0.90 -9.76 93.60 0.91 -8.72 91.13
λy3 1.00 0.90 -9.64 91.63 0.90 -9.75 90.64 0.91 -9.31 93.10
196
ρη 0.00 0.32 31.62 0.00 0.30 30.20 95.98 0.30 30.27 94.90
φζ 0.00 0.46 46.05 0.00 0.47 47.37 0.00 0.48 47.62 0.00
α 0.00 -0.01 -0.64 99.00 0.00 -0.01 100.00 -0.01 -0.65 98.98
γ1 0.30 0.31 2.80 97.51 0.30 -0.72 96.98 0.31 3.31 91.84
γ2 0.30 0.31 2.28 97.51 0.31 3.84 95.48 0.31 4.09 95.41
γ3 0.15 0.15 -2.40 98.01 0.15 -2.86 97.99 0.16 4.49 94.90
σx1 0.50 0.51 2.22 96.52 0.50 0.56 90.45 0.50 0.06 92.86
σx2 0.50 0.50 -0.33 95.02 0.50 0.31 93.97 0.50 0.31 96.94
σx3 0.50 0.50 0.14 97.01 0.50 0.95 92.96 0.50 -0.43 95.41
σx4 0.50 0.50 0.36 97.51 0.50 0.56 93.97 0.51 1.04 95.41
σx5 0.50 0.50 0.44 94.03 0.50 0.47 95.48 0.50 0.37 96.43
σx6 0.50 0.50 0.55 95.02 0.50 0.42 94.97 0.50 -0.35 95.92
σy1 0.50 0.49 -1.46 94.53 0.49 -1.09 95.98 0.50 -0.70 94.90
σy2 0.50 0.50 -0.24 96.02 0.50 -0.48 96.48 0.49 -1.43 94.90
σy3 0.50 0.50 -0.79 95.02 0.50 -0.57 95.98 0.49 -1.20 96.43
σξ1 1.00 1.00 0.23 92.04 1.00 -0.18 95.48 1.00 0.27 96.43
σξ2 1.00 1.00 -0.01 93.53 1.01 0.95 94.97 1.00 0.33 95.41
νx1 0.00 -0.01 -1.05 97.51 0.00 0.36 94.97 0.01 0.73 92.86
νx2 0.00 -0.01 -1.29 97.01 0.00 0.47 97.99 0.00 0.23 93.37
νx3 0.00 -0.01 -0.98 98.01 0.01 0.83 96.48 0.00 0.07 93.37
νx4 0.00 0.00 -0.28 97.51 0.01 0.76 94.97 0.00 0.32 95.41
νx5 0.00 0.00 -0.06 96.02 0.00 0.19 90.45 0.00 0.11 94.90
νx6 0.00 0.00 0.13 96.52 0.00 0.05 94.97 0.00 -0.08 97.45
νy2 0.00 -0.01 -0.91 91.54 -0.01 -0.70 92.96 0.00 -0.16 93.37
νy3 0.00 -0.01 -0.53 93.53 0.00 -0.37 90.95 -0.01 -1.09 81.63
λx2 1.00 1.01 0.84 95.52 1.00 -0.35 96.48 1.00 0.47 97.45
λx3 1.00 1.01 1.34 95.52 1.00 0.45 96.48 1.01 0.91 94.39
λx4 1.00 1.01 1.03 93.53 1.00 -0.27 95.48 1.01 0.52 95.41
λx5 1.00 1.00 -0.03 97.01 1.01 0.63 93.47 1.01 1.18 97.45
λy2 1.00 0.98 -1.83 95.02 0.98 -2.34 95.48 0.99 -0.78 96.43
λy3 1.00 0.97 -3.06 92.54 0.98 -2.19 94.97 0.99 -1.34 92.86
400
ρη 0.00 0.30 30.49 14.04 0.31 31.28 100.00 0.31 31.10 100.00
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Table A.14: Results table for Study 4 measurement lag population model (D2) and Simultaneous
structural lag analysis model (A4) (continued)
ρy2 = 0 ρy2 = 0.3 ρy2 = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
φζ 0.00 0.50 49.62 0.00 0.50 49.94 0.00 0.50 49.90 0.00
α 0.00 0.00 0.43 100.00 -0.02 -2.38 100.00 0.00 -0.47 100.00
γ1 0.30 0.31 1.80 94.74 0.29 -3.38 99.02 0.31 1.78 94.90
γ2 0.30 0.30 -1.12 97.37 0.31 3.36 90.20 0.30 1.39 94.90
γ3 0.15 0.15 -1.91 95.61 0.16 4.67 99.02 0.16 4.92 96.94
σx1 0.50 0.50 0.71 96.49 0.51 1.51 96.08 0.50 0.80 93.88
σx2 0.50 0.50 0.48 99.12 0.51 1.36 96.08 0.50 -0.14 95.92
σx3 0.50 0.50 -0.99 92.11 0.50 0.59 97.06 0.50 0.79 96.94
σx4 0.50 0.50 -0.07 100.00 0.50 0.87 91.18 0.50 0.08 89.80
σx5 0.50 0.50 0.45 94.74 0.50 0.85 90.20 0.50 -0.67 95.92
σx6 0.50 0.50 -0.06 98.25 0.50 -0.42 96.08 0.50 0.12 94.90
σy1 0.50 0.50 -0.81 92.98 0.50 0.04 91.18 0.49 -1.26 93.88
σy2 0.50 0.49 -1.18 89.47 0.50 -0.45 96.08 0.49 -1.23 90.82
σy3 0.50 0.50 -0.57 96.49 0.49 -1.49 90.20 0.49 -1.45 91.84
σξ1 1.00 1.00 0.12 95.61 1.00 0.18 97.06 1.00 0.09 98.98
σξ2 1.00 1.00 -0.11 90.35 0.99 -0.78 94.12 1.01 0.69 94.90
νx1 0.00 0.00 0.17 92.98 0.00 -0.25 96.08 -0.01 -0.56 89.80
νx2 0.00 0.00 0.18 91.23 0.00 -0.18 92.16 0.00 0.16 93.88
νx3 0.00 0.00 0.44 88.60 0.00 -0.14 87.25 -0.01 -0.52 90.82
νx4 0.00 0.01 0.58 91.23 0.00 -0.30 93.14 0.00 0.50 97.96
νx5 0.00 0.00 0.30 92.11 0.00 -0.27 98.04 0.00 0.03 100.00
νx6 0.00 0.00 -0.35 86.84 0.00 -0.44 96.08 -0.01 -0.82 98.98
νy2 0.00 0.00 0.14 93.86 0.00 0.08 90.20 0.00 -0.39 95.92
νy3 0.00 0.00 -0.43 96.49 -0.01 -0.68 85.29 0.00 -0.37 89.80
λx2 1.00 1.01 0.60 99.12 1.00 -0.21 96.08 1.01 0.77 91.84
λx3 1.00 1.01 0.71 91.23 1.00 -0.28 98.04 1.01 1.01 91.84
λx4 1.00 0.99 -0.56 92.98 1.01 0.98 98.04 1.00 -0.10 95.92
λx5 1.00 1.00 -0.21 94.74 1.01 0.92 94.12 1.01 0.88 97.96
λy2 1.00 0.99 -1.04 99.12 0.98 -1.82 99.02 0.98 -1.53 93.88
λy3 1.00 0.99 -0.79 98.25 0.97 -3.07 94.12 0.98 -1.59 95.92
1 W ∗ is the population and analysis W condition.
2 N is the simulated sample size.
3 θ is the simulated population value of each parameter.
4 ρη = ... is the simulated spatial autocorrelation of the endogenous lag.
5 ¯̂θ is the obtained average posterior mean across simulated iterations.
6 Bias( ¯̂θ)% is the average percent bias across simulation iterations when θ 6= 0, otherwise
Bias( ¯̂θ)% provides absolute bias.
7 Cover% is the percent of simulated trials in which the population value falls within the central
95% density of the posterior estimate.
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Table A.15: Results table for Study 4 endogenous structural lag population model (D3) and mea-
surement lag analysis model (A2)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
W ∗C
49
ρy2 0.00 0.44 44.30 0.00 0.45 44.56 100.00 0.45 45.23 100.00
α 0.00 0.00 -0.15 95.20 0.00 0.28 90.80 0.00 -0.46 86.67
γ1 0.30 0.31 1.76 95.20 0.30 0.40 95.47 0.31 2.88 95.20
γ2 0.30 0.30 0.26 96.80 0.31 3.76 96.13 0.30 -1.38 96.13
γ3 0.15 0.14 -5.25 95.20 0.16 8.39 96.53 0.16 8.56 95.07
σx1 0.50 0.51 1.94 96.27 0.51 1.48 94.80 0.51 2.02 94.67
σx2 0.50 0.50 0.56 95.87 0.50 0.60 94.13 0.50 0.36 94.40
σx3 0.50 0.50 0.42 92.93 0.50 0.86 96.80 0.50 0.89 95.20
σx4 0.50 0.51 1.64 94.40 0.51 1.31 94.40 0.51 1.72 95.07
σx5 0.50 0.51 1.99 93.60 0.50 0.76 93.60 0.50 0.91 96.93
σx6 0.50 0.51 1.04 95.87 0.50 -0.24 96.27 0.50 0.80 94.67
σy1 0.50 0.50 -0.53 94.13 0.49 -1.26 95.73 0.50 0.24 95.47
σy2 0.50 0.51 2.51 95.60 0.51 1.62 93.60 0.50 -0.18 94.27
σy3 0.50 0.49 -1.05 93.47 0.39 -22.10 96.00 0.38 -23.85 94.00
σξ1 1.00 1.00 0.49 96.13 1.01 1.38 95.73 1.01 0.58 96.13
σξ2 1.00 1.00 0.00 96.53 1.00 0.41 95.60 1.00 -0.39 96.93
νx1 0.00 -0.01 -0.78 94.53 0.00 -0.27 95.73 -0.01 -0.85 96.40
νx2 0.00 -0.01 -0.66 94.53 0.00 -0.11 95.33 0.00 -0.05 97.07
νx3 0.00 -0.01 -0.81 92.53 0.00 -0.22 95.33 0.00 -0.12 96.00
νx4 0.00 -0.01 -1.18 95.47 0.00 -0.16 96.67 0.00 -0.27 96.13
νx5 0.00 -0.01 -1.07 96.00 0.00 0.16 95.33 0.00 -0.17 95.20
νx6 0.00 -0.01 -0.95 95.87 0.00 -0.46 96.13 0.00 0.28 95.47
νy2 0.00 0.00 -0.22 95.20 0.00 0.07 95.07 0.00 -0.34 93.73
νy3 0.00 0.00 -0.31 96.80 0.00 -0.06 98.27 0.00 -0.44 98.93
λx2 1.00 1.03 2.65 96.00 1.02 2.25 95.87 1.02 2.24 94.80
λx3 1.00 1.02 2.37 96.67 1.02 2.42 95.60 1.02 2.06 95.07
λx4 1.00 1.03 2.55 95.20 1.01 1.14 94.27 1.02 2.23 95.73
λx5 1.00 1.03 2.82 95.87 1.02 2.43 94.27 1.02 2.08 95.73
λy2 1.00 0.98 -1.64 93.87 0.98 -1.63 93.73 0.99 -0.81 94.93
λy3 1.00 0.99 -1.34 95.33 0.98 -2.41 94.27 0.98 -1.64 95.20
196
ρy2 0.00 0.39 39.32 0.00 0.40 39.52 100.00 0.40 39.50 100.00
α 0.00 0.00 -0.15 95.35 0.00 -0.01 91.81 0.00 0.28 83.05
γ1 0.30 0.29 -1.96 94.50 0.30 0.46 94.92 0.30 1.48 94.77
γ2 0.30 0.29 -1.88 96.47 0.30 -1.09 94.77 0.30 0.70 95.48
γ3 0.15 0.15 -1.00 94.08 0.15 2.74 95.06 0.15 -1.76 95.48
σx1 0.50 0.50 0.61 94.36 0.50 0.92 94.77 0.51 1.02 94.49
σx2 0.50 0.50 0.34 94.78 0.50 0.54 95.34 0.51 1.22 94.21
σx3 0.50 0.50 0.48 95.63 0.50 0.28 93.79 0.50 -0.10 93.36
σx4 0.50 0.50 0.68 95.35 0.50 0.45 95.62 0.50 0.55 95.34
σx5 0.50 0.50 0.25 93.37 0.50 0.47 96.75 0.50 -0.02 95.34
σx6 0.50 0.50 0.55 92.52 0.50 0.15 96.89 0.51 1.05 94.49
σy1 0.50 0.50 0.35 93.51 0.50 0.30 94.49 0.50 -0.07 95.62
σy2 0.50 0.50 0.23 93.94 0.50 0.89 95.90 0.50 0.54 93.64
σy3 0.50 0.51 1.08 89.00 0.40 -20.17 92.51 0.40 -20.31 88.70
σξ1 1.00 1.00 0.10 94.92 1.00 0.10 95.48 1.00 0.09 94.77
σξ2 1.00 1.01 0.69 95.77 1.00 0.13 93.36 1.00 0.01 95.48
νx1 0.00 0.00 0.36 96.47 0.00 0.08 95.48 0.00 0.47 95.06
νx2 0.00 0.00 0.20 95.06 0.00 -0.16 95.62 0.00 0.17 95.34
νx3 0.00 0.00 0.46 97.04 0.00 0.10 96.47 0.00 0.31 96.61
νx4 0.00 0.00 -0.39 95.49 0.00 -0.24 94.07 0.00 0.08 94.92
νx5 0.00 0.00 -0.33 95.63 0.00 -0.16 95.06 0.00 -0.24 95.20
νx6 0.00 0.00 -0.27 94.78 0.00 -0.33 95.20 0.00 0.12 93.36
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Table A.15: Results table for Study 4 endogenous structural lag population model (D3) and mea-
surement lag analysis model (A2) (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
νy2 0.00 0.00 -0.37 96.61 0.00 -0.04 97.60 0.00 0.01 95.48
νy3 0.00 0.00 0.11 96.76 0.00 -0.10 95.90 0.00 -0.07 95.90
λx2 1.00 1.01 0.74 96.61 1.01 1.07 93.64 1.01 0.52 94.49
λx3 1.00 1.00 0.25 93.51 1.01 0.63 94.35 1.01 1.01 95.90
λx4 1.00 1.00 0.47 96.19 1.00 0.47 95.48 1.01 1.02 94.35
λx5 1.00 1.01 0.62 94.08 1.00 0.37 96.05 1.01 0.76 94.49
λy2 1.00 1.00 -0.02 96.05 1.00 -0.15 95.34 1.00 -0.04 93.50
λy3 1.00 1.00 0.29 95.91 0.99 -0.54 95.48 1.00 -0.42 95.62
400
ρy2 0.00 0.37 36.70 0.00 0.37 37.10 100.00 0.38 37.71 100.00
α 0.00 0.00 0.24 94.93 0.00 -0.34 91.84 0.00 0.27 82.89
γ1 0.30 0.30 0.56 95.46 0.30 1.12 94.92 0.30 1.11 93.85
γ2 0.30 0.30 1.08 94.53 0.30 -1.12 94.79 0.30 -0.67 95.99
γ3 0.15 0.15 1.29 94.93 0.15 0.67 95.45 0.14 -3.63 94.52
σx1 0.50 0.50 0.41 93.72 0.50 0.22 95.59 0.50 0.03 92.91
σx2 0.50 0.50 -0.03 94.93 0.50 0.39 94.52 0.50 0.50 94.65
σx3 0.50 0.50 0.17 93.99 0.50 0.21 95.19 0.50 0.01 96.79
σx4 0.50 0.50 0.35 96.80 0.50 0.26 93.85 0.50 0.52 95.19
σx5 0.50 0.50 0.12 97.06 0.50 0.42 94.65 0.50 0.11 95.45
σx6 0.50 0.50 0.08 93.99 0.50 -0.06 94.12 0.50 -0.27 95.32
σy1 0.50 0.50 -0.30 96.13 0.50 0.27 95.05 0.50 0.04 94.12
σy2 0.50 0.50 0.61 96.53 0.50 0.22 94.52 0.50 0.31 96.26
σy3 0.50 0.49 -1.87 87.98 0.41 -17.96 85.56 0.41 -18.98 85.96
σξ1 1.00 1.00 0.27 93.19 1.00 0.04 93.72 1.00 0.15 95.45
σξ2 1.00 1.00 0.45 96.40 1.00 0.34 94.12 1.00 0.09 94.12
νx1 0.00 0.00 -0.18 94.79 0.00 -0.19 94.92 0.00 0.26 95.59
νx2 0.00 0.00 -0.23 94.53 0.00 -0.03 95.86 0.00 0.02 94.39
νx3 0.00 0.00 -0.07 94.53 0.00 -0.03 95.86 0.00 0.07 95.05
νx4 0.00 0.00 -0.16 94.13 0.00 0.26 94.52 0.00 0.04 94.52
νx5 0.00 0.00 -0.14 95.33 0.00 0.22 94.79 0.00 -0.04 92.65
νx6 0.00 0.00 -0.21 95.33 0.00 0.22 95.19 0.00 0.18 94.65
νy2 0.00 0.00 -0.12 95.46 0.00 0.28 94.92 0.00 -0.04 95.45
νy3 0.00 0.00 -0.01 95.59 0.01 0.54 96.79 0.00 -0.25 95.05
λx2 1.00 1.00 0.15 95.86 1.00 0.43 93.72 1.00 0.37 94.79
λx3 1.00 1.00 0.19 93.99 1.00 0.39 95.72 1.00 0.12 95.86
λx4 1.00 1.00 0.22 95.73 1.00 0.14 93.72 1.01 0.55 94.79
λx5 1.00 1.00 0.26 95.19 1.00 0.29 93.98 1.00 0.49 95.45
λy2 1.00 1.00 -0.18 94.66 1.00 -0.15 94.25 1.00 0.21 93.98
λy3 1.00 1.00 -0.13 93.59 1.00 -0.08 94.79 1.00 -0.32 93.72
W ∗D
49
ρy2 0.00 0.50 49.77 0.00 0.50 49.82 100.00 0.50 49.93 100.00
α 0.00 0.00 -0.26 95.45 0.00 -0.15 91.97 0.01 0.92 82.20
γ1 0.30 0.29 -1.98 94.65 0.30 0.04 97.05 0.30 1.13 96.25
γ2 0.30 0.29 -2.29 95.85 0.29 -2.27 94.91 0.30 -1.28 95.18
γ3 0.15 0.14 -6.10 95.98 0.16 6.31 95.72 0.16 4.05 96.92
σx1 0.50 0.51 1.90 93.31 0.51 2.62 95.31 0.52 3.32 93.71
σx2 0.50 0.51 1.93 93.98 0.50 0.21 92.50 0.50 0.66 94.65
σx3 0.50 0.50 0.83 95.18 0.51 1.39 94.11 0.51 1.42 94.65
σx4 0.50 0.51 2.01 93.71 0.51 2.41 95.45 0.51 1.15 95.58
σx5 0.50 0.50 -0.99 93.84 0.51 2.00 94.38 0.51 1.45 94.51
σx6 0.50 0.51 2.33 94.78 0.51 1.29 92.24 0.51 2.23 93.17
σy1 0.50 0.48 -3.20 94.38 0.49 -1.96 93.98 0.49 -1.35 94.24
σy2 0.50 0.51 2.12 95.45 0.50 -0.02 94.91 0.50 0.84 95.31
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Table A.15: Results table for Study 4 endogenous structural lag population model (D3) and mea-
surement lag analysis model (A2) (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
σy3 0.50 0.49 -1.40 93.98 0.35 -30.27 94.24 0.35 -29.91 94.91
σξ1 1.00 1.01 0.59 94.91 1.01 1.04 94.65 1.01 0.74 93.31
σξ2 1.00 1.01 1.32 93.04 1.02 2.42 94.65 1.01 1.12 95.05
νx1 0.00 0.00 0.00 95.18 0.00 -0.11 94.65 -0.01 -0.90 95.72
νx2 0.00 0.00 -0.29 94.78 0.00 -0.42 95.85 -0.01 -0.78 96.12
νx3 0.00 0.00 -0.32 95.72 0.00 -0.39 95.18 -0.01 -0.93 95.85
νx4 0.00 0.00 0.32 95.85 0.00 0.22 95.18 -0.01 -0.71 96.25
νx5 0.00 0.00 -0.45 95.18 -0.01 -0.51 96.25 0.00 -0.22 97.05
νx6 0.00 0.00 0.26 94.91 0.00 0.35 95.58 0.00 0.44 95.05
νy2 0.00 0.01 0.65 96.12 0.00 -0.12 94.38 0.00 0.47 95.18
νy3 0.00 0.00 0.03 99.20 0.00 -0.21 97.99 0.01 1.01 97.59
λx2 1.00 1.02 2.03 95.72 1.03 2.99 96.79 1.03 2.90 96.39
λx3 1.00 1.02 2.31 96.79 1.02 2.24 95.98 1.03 2.68 94.78
λx4 1.00 1.03 2.79 96.52 1.02 1.97 96.25 1.02 2.27 95.45
λx5 1.00 1.01 1.48 95.72 1.01 1.11 96.39 1.02 2.24 95.31
λy2 1.00 0.98 -1.81 95.18 0.99 -0.91 96.39 0.98 -1.58 94.38
λy3 1.00 0.98 -2.10 96.12 0.99 -1.37 94.78 0.98 -2.00 93.98
196
ρy2 0.00 0.49 49.29 0.00 0.49 49.44 100.00 0.50 49.71 100.00
α 0.00 0.00 0.03 96.59 0.00 -0.31 89.49 -0.01 -0.95 86.08
γ1 0.30 0.31 2.17 95.31 0.30 1.62 96.16 0.29 -2.18 94.89
γ2 0.30 0.30 -0.15 95.03 0.30 0.04 94.46 0.30 -0.52 94.32
γ3 0.15 0.15 -0.49 96.31 0.16 6.84 94.32 0.15 -1.03 95.45
σx1 0.50 0.51 1.19 94.74 0.50 0.66 95.17 0.50 0.45 95.17
σx2 0.50 0.50 -0.24 95.88 0.50 -0.06 94.89 0.50 0.26 94.89
σx3 0.50 0.50 -0.28 94.03 0.50 0.02 94.89 0.50 0.46 94.74
σx4 0.50 0.50 -0.01 93.32 0.51 1.10 93.32 0.51 1.27 94.89
σx5 0.50 0.50 0.43 94.60 0.50 0.57 94.46 0.50 0.63 94.60
σx6 0.50 0.50 0.74 94.46 0.50 0.46 96.02 0.50 0.54 93.18
σy1 0.50 0.50 0.28 94.03 0.50 0.23 94.74 0.50 0.18 94.18
σy2 0.50 0.50 0.49 92.90 0.50 -0.41 96.02 0.50 0.29 94.46
σy3 0.50 0.50 0.45 85.23 0.34 -32.23 86.22 0.34 -32.68 87.07
σξ1 1.00 1.00 0.30 95.60 1.01 0.65 92.90 1.00 -0.17 95.17
σξ2 1.00 1.00 0.14 95.17 1.00 0.42 95.17 1.00 -0.28 95.03
νx1 0.00 0.00 -0.11 96.73 0.00 -0.24 93.61 0.00 -0.32 94.89
νx2 0.00 0.00 0.13 94.32 -0.01 -0.56 94.60 -0.01 -0.56 94.46
νx3 0.00 0.00 0.01 94.60 0.00 -0.26 95.45 0.00 -0.20 95.88
νx4 0.00 0.00 -0.08 92.90 0.00 0.02 95.60 0.00 -0.23 96.31
νx5 0.00 0.00 0.08 94.60 0.00 -0.01 94.18 0.00 -0.49 94.60
νx6 0.00 0.00 -0.07 94.32 0.00 -0.47 95.17 0.00 -0.40 95.31
νy2 0.00 0.01 0.70 95.03 0.00 0.13 96.59 0.00 0.08 95.17
νy3 0.00 0.01 0.63 97.87 0.00 0.06 98.15 0.00 0.34 97.73
λx2 1.00 1.01 0.62 94.89 1.01 0.73 95.03 1.00 0.45 94.18
λx3 1.00 1.01 0.70 94.89 1.01 0.74 93.89 1.01 1.01 95.60
λx4 1.00 1.01 0.62 95.74 1.00 0.02 95.17 1.01 0.66 93.32
λx5 1.00 1.00 0.21 93.89 1.00 0.27 95.31 1.01 0.80 93.18
λy2 1.00 1.00 0.00 95.45 1.00 -0.06 95.74 1.00 -0.14 93.61
λy3 1.00 1.00 -0.12 96.02 1.00 -0.36 95.17 1.00 -0.16 94.74
400
ρy2 0.00 0.49 49.02 0.00 0.49 49.21 100.00 0.49 49.11 100.00
α 0.00 0.00 -0.04 94.35 0.00 0.10 87.23 0.00 0.01 85.35
γ1 0.30 0.30 -0.24 94.49 0.30 -0.37 95.16 0.31 2.60 95.03
γ2 0.30 0.30 0.22 96.64 0.30 0.91 94.49 0.30 -0.56 95.03
γ3 0.15 0.16 5.43 92.88 0.15 -0.85 95.97 0.15 1.58 94.35
σx1 0.50 0.50 0.18 95.83 0.50 0.43 93.95 0.50 -0.23 93.68
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Table A.15: Results table for Study 4 endogenous structural lag population model (D3) and mea-
surement lag analysis model (A2) (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
σx2 0.50 0.50 0.17 96.24 0.50 -0.04 95.16 0.50 0.24 95.03
σx3 0.50 0.50 -0.23 94.22 0.50 -0.06 96.24 0.50 0.21 93.55
σx4 0.50 0.50 0.52 93.28 0.50 0.45 96.77 0.50 0.53 94.22
σx5 0.50 0.50 0.11 94.35 0.50 0.51 95.97 0.50 0.52 95.03
σx6 0.50 0.50 0.23 96.24 0.50 0.14 94.62 0.50 -0.52 93.95
σy1 0.50 0.50 0.24 95.56 0.50 -0.06 95.43 0.50 -0.22 95.16
σy2 0.50 0.50 0.47 95.56 0.50 0.33 94.62 0.50 0.61 94.76
σy3 0.50 0.50 -0.49 77.42 0.34 -32.39 75.13 0.34 -32.98 75.13
σξ1 1.00 1.00 0.24 92.34 1.00 0.00 93.95 1.00 0.13 95.16
σξ2 1.00 1.00 0.19 96.10 1.00 0.12 95.43 1.00 -0.13 96.64
νx1 0.00 0.00 0.04 93.95 0.00 0.02 95.56 0.00 0.05 94.76
νx2 0.00 0.00 0.02 97.04 0.00 0.04 95.83 0.00 0.17 95.43
νx3 0.00 0.00 -0.04 95.70 0.00 -0.01 96.10 0.00 0.05 96.24
νx4 0.00 0.00 0.14 94.09 0.00 0.32 95.03 0.00 -0.27 91.26
νx5 0.00 0.00 0.19 95.83 0.00 0.18 95.03 0.00 -0.21 93.28
νx6 0.00 0.00 0.22 93.41 0.00 0.34 94.89 0.00 -0.15 95.16
νy2 0.00 0.00 -0.15 93.95 0.00 -0.05 94.76 0.00 0.02 95.16
νy3 0.00 0.00 0.04 96.77 0.00 -0.10 97.04 0.00 0.08 96.77
λx2 1.00 1.00 0.16 94.76 1.00 0.45 95.30 1.00 0.19 94.22
λx3 1.00 1.00 0.33 94.09 1.00 0.30 93.55 1.00 0.16 95.56
λx4 1.00 1.00 0.27 96.51 1.00 -0.18 94.35 1.00 0.34 95.16
λx5 1.00 1.00 0.17 95.70 1.00 -0.01 94.62 1.00 0.21 95.97
λy2 1.00 1.00 0.00 94.49 1.00 -0.39 94.76 0.99 -0.61 93.68
λy3 1.00 1.00 0.00 93.41 1.00 -0.12 93.95 0.99 -0.51 94.89
1 W ∗ is the population and analysis W condition.
2 N is the simulated sample size.
3 θ is the simulated population value of each parameter.
4 ρη = ... is the simulated spatial autocorrelation of the endogenous lag.
5 ¯̂θ is the obtained average posterior mean across simulated iterations.
6 Bias( ¯̂θ)% is the average percent bias across simulation iterations when θ 6= 0, otherwise
Bias( ¯̂θ)% provides absolute bias.
7 Cover% is the percent of simulated trials in which the population value falls within the central
95% density of the posterior estimate.
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Table A.16: Results table for Study 4 endogenous structural lag population model (D3) and simul-
taneous structural lag analysis model (A4)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
W ∗C
49
ρη - 0.15 15.06 0.00 0.25 -17.35 99.46 0.41 -31.28 86.02
φζ 0.00 0.36 36.25 0.00 0.36 35.99 0.00 0.36 36.07 0.00
α 0.00 0.00 0.23 99.46 0.01 0.99 98.92 0.00 0.09 95.70
γ1 0.30 0.32 5.42 97.85 0.31 3.84 96.24 0.32 6.82 97.85
γ2 0.30 0.33 9.83 97.31 0.32 6.51 95.70 0.33 8.97 96.77
γ3 0.15 0.17 10.51 95.16 0.16 8.71 98.39 0.16 9.37 96.77
σx1 0.50 0.50 0.29 94.09 0.50 0.64 92.47 0.50 0.33 96.24
σx2 0.50 0.49 -1.16 94.62 0.51 2.98 98.39 0.51 2.92 97.31
σx3 0.50 0.51 1.34 93.55 0.50 0.10 93.55 0.51 1.12 93.55
σx4 0.50 0.50 -0.86 93.55 0.51 2.91 95.70 0.50 -0.85 92.47
σx5 0.50 0.51 1.94 93.55 0.50 0.05 95.70 0.50 0.29 94.09
σx6 0.50 0.51 1.36 91.94 0.51 1.84 92.47 0.51 1.35 95.70
σy1 0.50 0.50 -0.32 95.70 0.49 -1.71 94.62 0.50 0.34 96.77
σy2 0.50 0.50 -0.74 94.09 0.52 3.08 96.24 0.50 -0.33 96.24
σy3 0.50 0.51 1.54 96.77 0.50 0.91 99.46 0.50 0.46 96.24
σξ1 1.00 1.01 1.27 93.01 1.02 1.85 94.62 0.99 -0.60 96.24
σξ2 1.00 1.00 0.26 92.47 1.00 0.39 91.94 1.00 0.16 90.32
νx1 0.00 0.01 1.16 94.09 0.00 0.30 96.24 0.00 -0.42 95.70
νx2 0.00 0.01 1.29 95.16 0.01 1.01 97.31 0.00 0.12 94.62
νx3 0.00 0.01 0.92 97.85 0.01 1.47 98.92 0.00 0.26 91.40
νx4 0.00 -0.01 -1.46 94.62 0.01 1.06 93.01 -0.01 -0.54 91.40
νx5 0.00 -0.01 -1.34 95.70 0.01 0.51 94.09 -0.01 -0.62 95.70
νx6 0.00 -0.01 -1.08 96.24 0.01 1.22 96.24 0.00 0.11 94.09
νy2 0.00 0.00 -0.31 94.62 -0.01 -0.59 96.77 0.01 0.69 95.70
νy3 0.00 0.00 -0.32 95.16 0.00 -0.41 95.70 0.00 0.05 95.70
λx2 1.00 1.02 1.66 95.16 1.03 3.24 94.62 1.01 1.29 93.01
λx3 1.00 1.01 0.79 95.70 1.02 2.44 96.24 1.02 1.81 96.77
λx4 1.00 1.02 1.95 95.16 1.02 1.76 95.16 1.02 1.98 94.62
λx5 1.00 1.03 2.60 95.70 1.02 2.02 97.31 1.02 1.66 94.62
λy2 1.00 0.90 -9.75 88.71 0.94 -6.39 91.40 0.93 -7.44 93.01
λy3 1.00 0.90 -9.63 95.70 0.91 -9.48 92.47 0.96 -4.17 93.55
196
ρη - 0.10 10.03 0.00 0.25 -15.58 91.94 0.54 -10.08 94.02
φζ 0.00 0.31 31.19 0.00 0.29 29.20 0.00 0.27 26.50 0.00
α 0.00 0.00 -0.10 95.16 0.00 0.35 91.94 0.00 -0.08 94.02
γ1 0.30 0.30 0.17 96.24 0.30 0.35 95.70 0.30 1.59 98.37
γ2 0.30 0.30 1.20 94.62 0.30 -0.35 95.16 0.31 2.50 95.11
γ3 0.15 0.15 -1.60 91.94 0.15 0.34 94.62 0.15 0.75 98.37
σx1 0.50 0.51 1.04 95.16 0.50 0.45 92.47 0.50 0.24 94.02
σx2 0.50 0.50 0.25 97.31 0.50 -0.17 96.24 0.50 0.47 96.20
σx3 0.50 0.51 1.19 94.09 0.50 0.56 97.31 0.50 0.15 94.57
σx4 0.50 0.50 0.37 97.85 0.50 -0.27 98.39 0.50 -0.49 92.93
σx5 0.50 0.50 0.56 96.77 0.50 0.97 94.09 0.50 -0.45 95.65
σx6 0.50 0.50 -0.05 93.55 0.50 0.25 93.01 0.50 0.74 91.30
σy1 0.50 0.49 -1.31 95.16 0.50 -0.64 94.09 0.50 -0.75 94.02
σy2 0.50 0.50 -0.45 95.70 0.50 -0.73 94.62 0.50 -0.97 91.30
σy3 0.50 0.50 0.18 95.16 0.50 0.20 94.09 0.49 -1.10 92.93
σξ1 1.00 1.00 -0.31 91.94 1.00 0.15 93.01 1.00 -0.09 91.30
σξ2 1.00 1.00 0.38 96.24 1.00 0.36 96.24 1.00 -0.19 96.20
νx1 0.00 0.00 0.46 96.24 0.00 -0.20 95.16 0.00 0.32 95.65
νx2 0.00 0.01 0.60 92.47 0.00 -0.23 96.24 0.00 -0.01 94.57
νx3 0.00 0.01 0.54 93.55 0.00 -0.33 94.62 0.00 -0.11 95.65
νx4 0.00 0.00 -0.13 94.62 0.00 0.39 96.77 0.00 0.15 91.85
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Table A.16: Results table for Study 4 endogenous structural lag population model (D3) and simul-
taneous structural lag analysis model (A4) (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
νx5 0.00 0.00 -0.36 94.09 0.01 0.66 96.24 0.00 0.05 94.02
νx6 0.00 0.00 -0.32 95.70 0.01 0.62 96.77 0.01 0.56 92.39
νy2 0.00 0.00 0.29 97.31 0.00 -0.26 92.47 0.00 -0.11 92.39
νy3 0.00 0.01 0.74 95.70 0.00 0.22 94.62 -0.01 -0.64 93.48
λx2 1.00 1.01 0.79 93.01 1.00 0.28 97.31 1.01 0.53 97.28
λx3 1.00 1.00 0.06 95.70 1.01 1.14 96.77 1.00 0.31 92.39
λx4 1.00 1.00 0.38 94.09 1.00 0.28 96.24 1.01 0.91 92.93
λx5 1.00 1.01 0.73 95.70 1.00 0.14 95.16 1.01 1.11 95.11
λy2 1.00 0.97 -3.28 94.47 0.98 -1.51 97.85 0.97 -2.84 93.48
λy3 1.00 0.98 -2.40 93.55 0.98 -2.10 96.77 0.97 -2.63 90.76
400
ρη - 0.14 14.81 0.00 0.32 -9.70 97.12 0.57 -5.60 92.08
φζ 0.00 0.30 29.52 0.00 0.27 27.34 16.35 0.25 24.56 16.83
α 0.00 0.01 0.54 94.44 0.00 0.18 92.31 0.00 0.46 95.05
γ1 0.30 0.30 1.08 94.44 0.30 0.86 97.12 0.31 3.16 91.09
γ2 0.30 0.30 1.51 92.59 0.30 0.11 98.08 0.30 -0.81 93.07
γ3 0.15 0.15 1.42 99.07 0.14 -3.94 93.27 0.14 -4.43 92.08
σx1 0.50 0.50 0.68 97.22 0.50 -0.66 100.00 0.50 -0.33 98.02
σx2 0.50 0.50 -0.03 94.44 0.50 -0.54 93.27 0.50 0.69 97.03
σx3 0.50 0.50 -0.54 96.30 0.50 0.92 94.23 0.50 -0.78 97.03
σx4 0.50 0.50 -0.19 93.52 0.50 0.14 95.19 0.51 1.28 96.04
σx5 0.50 0.50 -0.09 95.37 0.50 0.15 97.12 0.50 -0.18 96.04
σx6 0.50 0.51 1.03 94.44 0.50 0.98 96.15 0.50 0.71 96.04
σy1 0.50 0.50 -0.59 94.44 0.49 -1.81 97.12 0.49 -1.29 94.06
σy2 0.50 0.49 -2.02 90.74 0.49 -1.39 89.42 0.49 -1.56 95.05
σy3 0.50 0.49 -1.06 95.37 0.50 -0.55 100.00 0.50 -0.60 95.05
σξ1 1.00 1.00 0.21 96.30 1.01 0.70 96.15 1.00 0.43 98.02
σξ2 1.00 1.00 0.08 95.37 1.00 0.47 96.15 0.99 -0.90 95.05
νx1 0.00 0.01 0.56 95.37 0.00 -0.03 95.19 0.00 -0.02 95.05
νx2 0.00 0.01 0.66 93.52 0.00 0.01 92.31 0.00 -0.27 99.01
νx3 0.00 0.01 1.05 95.37 0.00 0.06 92.31 0.00 0.39 99.01
νx4 0.00 0.00 -0.46 94.44 0.01 0.99 94.23 0.00 0.26 97.03
νx5 0.00 0.00 0.22 97.22 0.01 0.71 95.19 0.01 0.68 97.03
νx6 0.00 0.00 0.17 95.37 0.02 1.73 93.27 0.01 0.79 95.05
νy2 0.00 -0.01 -0.64 98.15 0.00 0.23 89.42 0.00 -0.01 99.01
νy3 0.00 0.00 -0.32 95.37 0.00 0.09 92.31 0.00 0.17 97.03
λx2 1.00 1.01 0.61 98.15 1.00 0.17 97.12 1.00 0.13 95.05
λx3 1.00 1.01 0.86 94.44 1.00 -0.22 96.15 1.00 0.00 94.06
λx4 1.00 1.00 0.19 94.44 1.00 -0.19 97.12 1.01 0.68 94.06
λx5 1.00 1.00 0.02 92.59 0.99 -0.52 93.27 1.00 0.42 96.04
λy2 1.00 1.01 0.55 97.22 0.99 -0.52 95.19 0.99 -1.42 90.10
λy3 1.00 0.99 -1.32 92.59 0.99 -0.83 93.27 0.98 -2.16 92.08
W ∗D
49
ρη - 0.33 33.42 0.00 0.33 9.90 100.00 0.34 -42.80 100.00
φζ 0.00 0.47 47.49 0.00 0.48 47.76 0.00 0.48 47.97 0.00
α 0.00 -0.01 -0.52 100.00 0.01 0.92 100.00 0.00 0.40 100.00
γ1 0.30 0.32 8.28 93.41 0.33 8.72 95.81 0.33 8.69 97.60
γ2 0.30 0.33 9.26 96.41 0.33 9.64 97.01 0.32 7.35 95.21
γ3 0.15 0.16 4.24 97.01 0.16 8.33 98.80 0.16 7.66 97.01
σx1 0.50 0.51 1.94 92.22 0.50 -0.04 94.61 0.51 2.24 98.20
σx2 0.50 0.51 2.57 93.41 0.51 2.54 98.80 0.49 -1.88 92.81
σx3 0.50 0.50 0.48 96.41 0.51 1.70 97.60 0.52 3.53 94.61
σx4 0.50 0.52 3.01 94.61 0.50 -0.78 94.61 0.51 2.26 95.81
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Table A.16: Results table for Study 4 endogenous structural lag population model (D3) and simul-
taneous structural lag analysis model (A4) (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
σx5 0.50 0.52 3.17 95.81 0.50 0.26 94.61 0.52 3.17 92.81
σx6 0.50 0.51 2.16 94.61 0.51 2.26 94.61 0.50 -0.69 97.60
σy1 0.50 0.50 -0.83 93.41 0.50 -0.80 95.21 0.49 -2.14 94.61
σy2 0.50 0.51 1.91 94.01 0.50 -0.73 98.20 0.50 0.08 95.21
σy3 0.50 0.50 0.94 92.22 0.50 0.50 98.80 0.51 1.55 95.81
σξ1 1.00 1.02 1.91 95.81 1.02 2.47 95.81 1.01 1.43 96.41
σξ2 1.00 1.00 -0.03 97.60 1.03 3.00 98.20 1.03 2.65 97.01
νx1 0.00 -0.01 -0.74 92.22 0.01 0.94 98.20 0.00 0.23 95.81
νx2 0.00 -0.01 -0.85 95.81 0.00 0.07 95.81 0.00 0.43 96.41
νx3 0.00 -0.01 -1.14 93.41 0.01 0.60 97.60 0.00 0.42 99.40
νx4 0.00 0.00 0.20 98.20 -0.02 -1.94 97.60 0.03 2.59 95.81
νx5 0.00 0.01 0.51 94.61 -0.02 -1.77 98.20 0.01 0.60 97.01
νx6 0.00 0.00 0.27 97.01 -0.02 -1.75 96.41 0.02 1.77 98.20
νy2 0.00 0.00 -0.43 94.01 -0.02 -1.94 96.41 -0.01 -0.84 95.21
νy3 0.00 0.01 0.73 96.41 -0.01 -1.06 94.01 0.00 -0.42 96.41
λx2 1.00 1.02 2.49 92.81 1.01 0.98 98.20 1.02 2.03 98.80
λx3 1.00 1.02 2.47 95.81 1.01 1.39 95.21 1.01 0.77 98.20
λx4 1.00 1.02 1.71 97.60 1.01 1.05 96.41 1.01 1.10 95.81
λx5 1.00 1.02 2.12 97.01 1.02 1.91 95.21 1.02 1.59 96.41
λy2 1.00 0.89 -10.60 95.41 0.94 -6.33 92.81 0.91 -8.91 90.42
λy3 1.00 0.91 -8.95 94.61 0.91 -9.23 95.81 0.92 -8.47 91.62
196
ρη - 0.30 29.62 0.00 0.32 6.70 98.80 0.36 -39.18 98.20
φζ 0.00 0.48 47.89 0.00 0.48 48.06 0.00 0.48 48.49 0.00
α 0.00 0.01 0.72 99.40 0.00 0.32 100.00 -0.01 -0.73 100.00
γ1 0.30 0.30 1.61 94.61 0.31 2.17 97.01 0.30 1.44 95.21
γ2 0.30 0.31 3.97 92.22 0.31 2.63 95.21 0.30 -0.54 97.01
γ3 0.15 0.16 4.91 94.61 0.15 2.07 97.01 0.16 4.02 95.81
σx1 0.50 0.50 0.77 96.41 0.50 0.67 97.01 0.50 0.18 92.22
σx2 0.50 0.50 0.40 95.21 0.51 2.12 89.82 0.51 1.11 97.01
σx3 0.50 0.50 -0.52 94.01 0.50 0.38 91.62 0.50 0.08 95.81
σx4 0.50 0.50 0.67 94.01 0.50 0.26 96.41 0.50 0.76 97.01
σx5 0.50 0.51 1.43 95.21 0.50 0.76 94.01 0.51 1.26 95.81
σx6 0.50 0.50 0.58 94.61 0.50 0.83 96.41 0.51 1.20 94.61
σy1 0.50 0.50 -0.90 95.21 0.50 -0.99 93.41 0.49 -2.54 91.02
σy2 0.50 0.49 -1.39 93.41 0.49 -1.23 95.81 0.50 -0.26 97.60
σy3 0.50 0.49 -1.46 97.01 0.50 -0.61 94.61 0.50 0.19 96.41
σξ1 1.00 1.00 -0.28 97.60 1.00 0.31 96.41 1.01 0.65 93.41
σξ2 1.00 1.00 -0.31 97.01 1.01 0.78 95.21 1.01 0.74 94.61
νx1 0.00 0.00 -0.24 93.41 0.01 0.89 90.42 0.00 -0.21 94.01
νx2 0.00 0.00 -0.28 98.80 0.00 0.26 92.81 0.00 -0.13 95.21
νx3 0.00 0.00 0.33 97.60 0.01 0.54 90.42 -0.01 -0.64 92.81
νx4 0.00 -0.01 -0.95 97.01 0.00 -0.20 95.81 -0.01 -0.98 94.61
νx5 0.00 0.00 -0.42 97.60 -0.01 -0.66 97.60 -0.01 -1.03 94.61
νx6 0.00 -0.01 -0.58 97.01 -0.01 -1.02 94.61 -0.01 -0.80 97.01
νy2 0.00 0.00 -0.12 94.01 0.01 0.53 95.81 0.01 0.68 91.62
νy3 0.00 0.00 0.48 90.42 0.00 -0.23 95.81 0.01 0.63 96.41
λx2 1.00 1.01 1.18 97.01 1.00 0.23 96.41 0.99 -0.50 97.01
λx3 1.00 1.01 0.82 97.60 1.00 0.02 94.01 1.01 0.54 93.41
λx4 1.00 1.00 0.45 94.61 1.00 -0.21 95.81 1.00 0.05 97.01
λx5 1.00 1.01 0.67 97.60 1.00 -0.20 96.41 1.00 -0.35 94.01
λy2 1.00 0.99 -1.39 94.22 0.98 -2.46 94.61 0.97 -3.00 94.01
λy3 1.00 0.97 -2.60 96.41 0.96 -3.93 95.21 0.96 -4.42 97.01
400
ρη - 0.30 30.17 19.64 0.31 -7.94 100.00 0.33 -44.31 100.00
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Table A.16: Results table for Study 4 endogenous structural lag population model (D3) and simul-
taneous structural lag analysis model (A4) (continued)
ρη = 0 ρη = 0.3 ρη = 0.6
W ∗ N θ ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover% ¯̂θ Bias(θ)% Cover%
φζ 0.00 0.49 49.40 19.64 0.49 49.28 20.37 0.49 49.48 21.15
α 0.00 0.00 -0.20 100.00 0.00 0.25 100.00 0.01 0.58 100.00
γ1 0.30 0.31 1.88 92.86 0.31 2.21 92.59 0.31 2.20 98.08
γ2 0.30 0.31 1.88 94.64 0.31 3.45 98.15 0.32 5.20 94.23
γ3 0.15 0.15 -2.24 92.86 0.15 0.89 90.74 0.15 -0.93 100.00
σx1 0.50 0.50 0.23 98.21 0.50 -0.60 98.15 0.50 -0.40 96.15
σx2 0.50 0.50 0.93 96.43 0.49 -1.97 88.89 0.50 0.41 98.08
σx3 0.50 0.51 1.16 98.21 0.51 1.28 94.44 0.50 -0.12 94.23
σx4 0.50 0.49 -1.23 92.86 0.50 -0.14 92.59 0.50 -0.34 98.08
σx5 0.50 0.50 0.85 100.00 0.50 -0.59 100.00 0.50 -0.05 100.00
σx6 0.50 0.50 0.96 100.00 0.50 -0.72 98.15 0.50 -0.69 88.46
σy1 0.50 0.49 -2.62 89.29 0.49 -2.35 87.04 0.49 -2.61 90.38
σy2 0.50 0.50 -0.11 91.07 0.50 -0.93 88.89 0.50 -0.33 94.23
σy3 0.50 0.49 -1.76 94.64 0.50 -0.83 88.89 0.49 -2.05 92.31
σξ1 1.00 1.01 1.05 92.86 1.01 0.90 92.59 1.02 1.87 90.38
σξ2 1.00 1.00 -0.01 94.64 1.00 -0.46 94.44 1.00 -0.46 98.08
νx1 0.00 0.01 0.88 94.64 0.01 1.26 98.15 0.01 0.99 98.08
νx2 0.00 0.00 0.44 98.21 0.02 1.76 92.59 0.02 1.71 92.31
νx3 0.00 0.01 0.75 98.21 0.02 1.80 100.00 0.01 0.89 98.08
νx4 0.00 0.01 1.16 98.21 0.01 1.25 100.00 0.00 0.18 94.23
νx5 0.00 0.02 1.83 100.00 0.01 0.89 100.00 0.00 0.05 94.23
νx6 0.00 0.01 1.16 98.21 0.01 1.45 98.15 0.00 -0.23 92.31
νy2 0.00 0.00 0.10 96.43 0.01 0.92 100.00 0.01 0.70 100.00
νy3 0.00 -0.01 -0.67 98.21 0.00 0.43 98.15 -0.01 -0.63 98.08
λx2 1.00 1.01 0.90 100.00 1.02 1.55 100.00 1.00 0.36 94.23
λx3 1.00 1.01 1.02 96.43 1.00 0.08 94.44 0.99 -0.66 98.08
λx4 1.00 1.01 0.60 92.86 1.00 0.44 98.15 1.01 1.38 96.15
λx5 1.00 1.01 0.63 100.00 1.01 0.63 98.15 1.02 1.99 96.15
λy2 1.00 0.98 -2.16 91.07 0.96 -3.77 92.59 0.96 -4.47 92.31
λy3 1.00 0.98 -2.09 93.86 0.98 -1.73 96.30 0.98 -1.79 94.23
1 W ∗ is the population and analysis W condition.
2 N is the simulated sample size.
3 θ is the simulated population value of each parameter.
4 ρη = ... is the simulated spatial autocorrelation of the endogenous lag.
5 ¯̂θ is the obtained average posterior mean across simulated iterations.
6 Bias( ¯̂θ)% is the average percent bias across simulation iterations when θ 6= 0, otherwise
Bias( ¯̂θ)% provides absolute bias.
7 Cover% is the percent of simulated trials in which the population value falls within the central
95% density of the posterior estimate.
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Table A.17: Results table for Study 4 simultaneous structural lag population model (D4) and mea-
surement lag analysis model (A2)
ρη = 0.3 ρη = 0.6
φζ = 0.3 φζ = 0.6 φζ = 0.3 φζ = 0.6
W ∗ N θ ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
W ∗C
49
ρy2 0.00 0.45 44.63 100.00 0.45 44.67 99.75 0.46 46.29 100.00 0.46 46.37 100.00
α 0.00 0.00 0.46 94.03 -0.01 -1.50 94.01 0.02 1.71 80.35 0.00 0.16 79.40
γ1 0.30 0.32 7.41 97.01 0.32 5.77 97.51 0.34 14.34 92.54 0.35 15.59 91.96
γ2 0.30 0.32 7.81 98.01 0.33 8.51 96.51 0.35 16.42 91.54 0.34 13.53 92.71
γ3 0.15 0.16 8.04 96.77 0.17 13.20 97.26 0.18 19.87 93.78 0.18 18.66 94.72
σx1 0.50 0.51 1.71 94.78 0.51 1.47 95.76 0.50 0.83 94.03 0.50 0.38 94.22
σx2 0.50 0.51 1.05 92.04 0.51 1.07 95.51 0.51 1.71 94.53 0.51 2.62 94.22
σx3 0.50 0.51 1.48 94.53 0.49 -1.05 92.77 0.51 1.59 94.28 0.50 0.64 94.47
σx4 0.50 0.51 1.86 93.03 0.51 2.78 92.52 0.51 2.41 94.03 0.51 2.42 95.98
σx5 0.50 0.50 0.23 96.77 0.51 1.48 95.76 0.51 1.40 96.02 0.50 0.88 94.47
σx6 0.50 0.51 1.32 93.03 0.50 0.10 96.26 0.50 0.66 94.53 0.51 1.67 95.98
σy1 0.50 0.50 -0.93 95.02 0.50 -0.46 95.76 0.51 1.76 95.52 0.50 -0.53 94.47
σy2 0.50 0.50 -0.35 94.53 0.50 -0.10 96.26 0.51 1.33 95.02 0.50 0.72 94.97
σy3 0.50 0.37 -26.32 90.30 0.37 -26.40 89.78 0.36 -27.40 89.30 0.37 -26.96 89.20
σξ1 1.00 1.01 0.78 92.79 1.00 -0.08 95.51 1.01 1.30 95.27 1.02 2.10 94.47
σξ2 1.00 1.01 1.07 95.77 1.00 0.36 95.51 1.01 1.09 93.78 1.01 0.74 94.97
νx1 0.00 0.00 -0.33 97.51 0.00 -0.40 96.01 0.03 2.91 96.27 0.01 0.50 95.98
νx2 0.00 0.00 -0.16 94.03 -0.01 -1.24 96.76 0.02 1.56 96.77 0.00 0.19 96.73
νx3 0.00 0.00 -0.49 98.01 -0.01 -0.88 96.76 0.03 2.65 95.77 0.00 0.07 96.48
νx4 0.00 0.00 -0.17 95.52 -0.01 -1.18 95.76 0.00 -0.44 95.77 -0.01 -0.83 95.23
νx5 0.00 0.00 0.44 96.52 -0.01 -1.16 96.51 0.00 0.07 96.52 0.00 -0.31 94.72
νx6 0.00 0.00 -0.23 97.26 -0.01 -1.29 97.01 -0.01 -0.75 95.52 0.00 -0.31 94.22
νy2 0.00 -0.01 -0.73 95.77 0.01 0.71 94.51 0.00 0.43 95.27 -0.01 -0.72 95.73
νy3 0.00 -0.01 -0.76 96.77 0.01 0.89 96.76 0.01 0.77 97.51 0.00 -0.09 96.98
λx2 1.00 1.02 2.04 95.52 1.03 2.70 96.01 1.02 2.27 95.77 1.01 1.20 95.73
λx3 1.00 1.02 2.04 96.52 1.03 3.37 95.51 1.02 2.46 95.27 1.02 2.02 96.48
λx4 1.00 1.02 2.35 95.27 1.03 3.09 95.76 1.02 1.60 95.27 1.03 2.57 96.73
λx5 1.00 1.02 1.74 96.52 1.03 3.03 95.26 1.02 1.62 95.27 1.03 2.88 95.23
λy2 1.00 0.93 -6.99 95.52 0.94 -5.71 95.26 0.93 -7.23 95.27 0.96 -4.29 94.22
λy3 1.00 0.90 -9.96 94.03 0.90 -10.29 92.77 0.90 -10.49 94.78 0.92 -8.15 90.70
196
ρy2 0.00 0.41 41.48 100.00 0.41 41.15 100.00 0.44 43.98 100.00 0.44 44.06 100.00
α 0.00 0.00 0.16 89.45 0.00 0.28 92.42 0.01 0.52 76.07 0.00 -0.25 77.24
γ1 0.30 0.31 4.26 93.97 0.31 4.54 95.96 0.33 10.15 88.92 0.33 10.69 85.17
γ2 0.30 0.31 3.60 93.97 0.31 3.22 93.43 0.33 9.80 85.39 0.33 10.63 83.38
γ3 0.15 0.16 3.59 95.48 0.15 3.00 95.20 0.17 11.71 92.95 0.17 11.24 91.05
σx1 0.50 0.50 0.87 94.97 0.50 0.54 94.70 0.50 0.97 94.71 0.50 -0.20 94.12
σx2 0.50 0.50 0.70 95.48 0.50 0.18 93.69 0.50 0.31 94.46 0.50 0.32 92.58
σx3 0.50 0.50 -0.23 92.96 0.50 0.03 92.93 0.50 0.33 94.21 0.50 0.47 94.88
σx4 0.50 0.50 0.11 93.72 0.50 0.51 92.17 0.50 0.50 94.71 0.50 0.61 97.19
σx5 0.50 0.50 1.00 94.97 0.50 0.34 94.70 0.50 0.09 95.97 0.50 0.22 95.65
σx6 0.50 0.50 -0.14 95.23 0.50 -0.13 94.70 0.50 0.75 96.22 0.50 0.31 95.91
σy1 0.50 0.50 -0.34 94.47 0.50 -0.72 94.19 0.50 -0.40 96.22 0.50 0.59 95.14
σy2 0.50 0.50 -0.06 96.73 0.50 -0.49 94.19 0.50 0.71 95.21 0.50 -0.09 95.65
σy3 0.50 0.39 -22.54 80.15 0.39 -22.58 80.81 0.37 -25.93 79.85 0.38 -24.99 81.33
σξ1 1.00 1.00 -0.43 94.47 1.00 0.13 93.43 1.01 0.67 94.46 1.01 0.83 94.12
σξ2 1.00 1.00 -0.14 96.23 1.00 0.22 95.71 1.01 0.85 96.47 1.00 0.27 93.86
νx1 0.00 0.00 0.09 92.71 0.00 0.38 94.95 0.00 0.07 96.22 -0.01 -0.73 95.40
νx2 0.00 0.00 0.00 94.47 0.01 0.54 93.94 0.00 -0.03 95.47 0.00 -0.46 94.63
νx3 0.00 0.00 0.17 94.72 0.00 0.42 94.95 0.00 0.13 94.71 0.00 -0.41 93.86
νx4 0.00 0.00 0.23 94.47 0.00 -0.26 93.18 0.01 0.97 95.72 0.00 -0.13 96.16
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Table A.17: Results table for Study 4 simultaneous structural lag population model (D4) and mea-
surement lag analysis model (A2) (continued)
ρη = 0.3 ρη = 0.6
φζ = 0.3 φζ = 0.6 φζ = 0.3 φζ = 0.3
W ∗ N θ ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
νx5 0.00 0.00 0.18 95.23 0.00 -0.09 94.19 0.01 0.75 95.21 0.00 0.24 93.86
νx6 0.00 0.00 0.25 94.47 0.00 -0.21 92.68 0.00 0.33 95.21 0.00 0.18 95.65
νy2 0.00 0.00 -0.08 94.47 0.00 0.10 96.72 0.00 -0.25 95.47 0.00 0.03 97.44
νy3 0.00 0.00 -0.03 94.47 0.00 -0.06 95.71 0.00 -0.26 96.47 0.00 0.04 96.68
λx2 1.00 1.00 0.44 95.73 1.00 0.33 94.95 1.00 0.11 92.44 1.00 0.46 95.40
λx3 1.00 1.01 0.85 96.23 1.01 0.78 95.20 1.00 -0.16 95.97 1.00 0.09 96.16
λx4 1.00 1.00 0.04 91.21 1.00 0.28 95.71 1.00 0.07 96.47 1.01 0.80 96.42
λx5 1.00 1.01 0.55 94.22 1.01 0.69 95.96 1.00 0.04 92.95 1.01 0.54 95.40
λy2 1.00 0.99 -1.39 95.48 0.98 -2.30 95.20 0.98 -1.90 94.71 0.99 -0.65 93.61
λy3 1.00 0.97 -2.89 94.72 0.98 -2.44 92.93 0.96 -3.60 93.20 0.97 -3.00 92.33
400
ρy2 0.00 0.42 41.74 100.00 0.42 42.24 100.00 0.45 44.51 100.00 0.45 44.82 100.00
α 0.00 0.00 -0.22 91.47 0.00 -0.15 88.98 0.00 -0.08 71.32 0.00 0.02 76.68
γ1 0.30 0.30 1.63 95.74 0.31 2.02 95.28 0.32 7.79 80.23 0.32 7.82 83.40
γ2 0.30 0.31 2.35 94.19 0.31 2.70 93.31 0.32 6.05 82.56 0.32 7.55 83.00
γ3 0.15 0.15 0.56 94.19 0.15 2.73 96.85 0.16 7.57 91.09 0.16 8.33 91.30
σx1 0.50 0.50 0.12 94.57 0.50 0.69 94.88 0.50 0.32 95.35 0.50 -0.19 93.68
σx2 0.50 0.50 -0.06 94.96 0.50 0.29 93.70 0.50 0.08 94.96 0.50 -0.24 97.23
σx3 0.50 0.50 0.07 92.64 0.50 -0.24 96.06 0.50 0.23 93.80 0.50 0.46 95.26
σx4 0.50 0.50 0.00 96.90 0.50 0.06 94.09 0.51 1.01 98.45 0.50 0.51 96.84
σx5 0.50 0.50 0.08 94.96 0.50 -0.18 95.67 0.50 0.33 93.80 0.50 0.51 92.09
σx6 0.50 0.50 0.77 93.41 0.50 0.30 96.85 0.50 -0.29 94.19 0.50 -0.44 96.05
σy1 0.50 0.49 -1.02 95.74 0.50 -0.74 94.09 0.50 0.13 96.12 0.50 0.42 94.86
σy2 0.50 0.50 0.05 94.19 0.50 -0.41 93.70 0.50 -0.52 97.29 0.50 0.26 98.02
σy3 0.50 0.38 -24.60 67.83 0.38 -23.60 69.29 0.37 -26.60 61.24 0.37 -26.36 62.45
σξ1 1.00 1.00 0.41 95.35 1.00 0.27 93.31 1.00 0.31 93.41 0.99 -0.60 90.91
σξ2 1.00 1.00 -0.40 96.51 1.00 0.10 94.09 1.01 0.89 96.51 0.99 -0.61 93.28
νx1 0.00 0.00 0.36 95.35 0.00 -0.35 92.13 0.00 -0.24 91.86 0.00 -0.18 96.05
νx2 0.00 0.00 0.10 93.41 0.00 -0.22 93.70 0.00 -0.48 90.70 0.00 0.29 94.07
νx3 0.00 0.00 0.04 94.19 -0.01 -0.59 92.52 0.00 -0.28 93.02 0.00 0.06 94.86
νx4 0.00 0.00 -0.32 95.74 0.00 -0.12 94.88 0.00 0.07 94.57 0.01 0.74 94.86
νx5 0.00 0.00 -0.22 95.74 0.00 -0.46 96.46 0.00 -0.13 94.57 0.00 0.30 93.68
νx6 0.00 0.00 -0.41 94.96 0.00 -0.21 95.67 0.00 -0.12 94.57 0.00 0.34 95.26
νy2 0.00 0.00 0.38 93.41 0.00 -0.37 93.70 0.00 0.01 93.41 0.00 0.34 96.44
νy3 0.00 0.00 -0.05 94.96 0.00 -0.02 95.28 0.00 0.00 94.96 0.00 0.36 94.47
λx2 1.00 1.00 0.27 96.12 1.00 0.14 98.03 1.00 0.46 94.19 1.01 0.79 97.23
λx3 1.00 1.00 0.28 96.90 1.00 0.29 96.06 1.00 0.28 96.12 1.00 0.22 95.65
λx4 1.00 1.00 0.44 97.29 1.01 0.62 92.91 1.00 -0.13 96.51 1.01 0.63 94.07
λx5 1.00 1.01 0.54 93.41 1.00 0.32 95.67 1.00 0.19 94.96 1.00 0.26 96.05
λy2 1.00 0.99 -0.58 96.12 0.98 -1.50 94.49 1.00 0.21 93.41 0.99 -1.17 92.49
λy3 1.00 0.99 -0.74 95.74 0.98 -1.75 94.88 0.99 -1.22 93.41 0.98 -2.25 93.68
W ∗D
49
ρy2 0.00 0.49 49.13 100.00 0.49 48.83 100.00 0.49 49.02 100.00 0.49 49.07 100.00
α 0.00 0.01 0.96 97.01 0.01 0.87 92.22 0.00 -0.40 82.63 0.02 2.14 76.05
γ1 0.30 0.31 4.46 97.01 0.32 7.32 94.01 0.32 5.83 96.41 0.32 5.32 97.60
γ2 0.30 0.32 6.78 95.81 0.33 9.33 97.01 0.33 10.37 94.61 0.32 7.07 95.21
γ3 0.15 0.16 7.14 95.21 0.16 6.67 96.41 0.17 11.57 95.81 0.16 4.93 97.60
σx1 0.50 0.51 1.74 97.01 0.50 0.20 92.81 0.52 4.77 94.01 0.51 1.48 96.41
σx2 0.50 0.51 2.42 98.20 0.51 1.83 95.21 0.50 -0.40 92.22 0.50 -0.20 91.02
σx3 0.50 0.50 -0.68 95.21 0.52 3.39 94.61 0.50 -0.51 95.81 0.53 5.03 95.21
σx4 0.50 0.50 0.65 96.41 0.52 4.15 96.41 0.50 -0.43 94.01 0.51 1.13 91.02
σx5 0.50 0.51 1.19 92.81 0.50 -0.73 96.41 0.50 0.54 91.62 0.51 1.02 97.01
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Table A.17: Results table for Study 4 simultaneous structural lag population model (D4) and mea-
surement lag analysis model (A2) (continued)
ρη = 0.3 ρη = 0.6
φζ = 0.3 φζ = 0.6 φζ = 0.3 φζ = 0.3
W ∗ N θ ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
σx6 0.50 0.50 -0.76 96.41 0.51 2.94 92.81 0.52 3.00 94.01 0.50 0.56 94.61
σy1 0.50 0.49 -2.12 94.61 0.50 -0.16 94.01 0.50 -0.87 97.60 0.50 -0.10 98.20
σy2 0.50 0.50 0.79 95.21 0.50 -0.13 95.21 0.50 0.22 92.81 0.51 2.76 94.01
σy3 0.50 0.34 -31.91 83.23 0.34 -31.12 88.02 0.35 -30.89 91.62 0.34 -32.30 88.02
σξ1 1.00 0.99 -0.82 92.22 1.01 1.25 96.41 1.00 -0.33 95.81 1.00 0.35 95.21
σξ2 1.00 1.00 0.01 94.61 0.98 -1.93 96.41 1.01 1.43 94.01 1.01 0.67 95.21
νx1 0.00 0.02 1.97 98.20 0.02 2.02 97.01 0.01 1.46 95.21 0.02 1.52 98.20
νx2 0.00 0.02 2.06 95.81 0.02 2.37 95.21 0.02 1.55 97.01 0.01 0.58 93.41
νx3 0.00 0.01 1.44 97.01 0.02 1.97 98.80 0.01 0.96 97.01 0.01 1.08 96.41
νx4 0.00 -0.02 -1.64 98.20 0.00 0.44 93.41 -0.02 -1.89 95.21 0.02 1.65 96.41
νx5 0.00 -0.02 -1.74 98.80 0.01 1.21 95.21 -0.02 -1.88 93.41 0.02 2.46 94.01
νx6 0.00 -0.02 -1.89 96.41 0.01 1.06 97.01 -0.03 -2.51 95.21 0.01 1.18 94.61
νy2 0.00 0.00 -0.40 92.81 0.00 0.20 95.21 0.00 -0.33 94.61 -0.01 -1.15 96.41
νy3 0.00 -0.01 -0.59 98.80 0.01 1.25 99.40 0.00 -0.15 97.60 0.00 -0.23 97.01
λx2 1.00 1.02 1.62 98.80 1.03 2.65 95.81 1.04 3.96 96.41 1.04 3.58 91.62
λx3 1.00 1.03 2.72 98.80 1.02 2.46 95.81 1.05 4.92 95.81 1.03 3.32 95.81
λx4 1.00 1.02 1.86 95.81 1.04 4.22 95.81 1.01 1.09 97.01 1.02 2.02 97.60
λx5 1.00 1.02 2.25 94.01 1.02 2.41 96.41 1.01 0.73 96.41 1.01 1.00 94.61
λy2 1.00 0.95 -5.32 92.22 0.93 -6.84 94.01 0.89 -10.52 84.43 0.93 -7.38 92.81
λy3 1.00 0.95 -5.00 88.62 0.90 -9.82 92.81 0.86 -13.62 89.22 0.92 -8.08 92.22
196
ρy2 0.00 0.48 47.87 100.00 0.48 47.71 100.00 0.48 48.04 100.00 0.48 47.80 100.00
α 0.00 0.00 0.11 97.55 -0.01 -0.51 93.12 0.01 0.93 68.52 0.01 1.16 70.89
γ1 0.30 0.30 1.33 97.55 0.31 2.22 95.00 0.30 0.52 93.21 0.31 2.96 94.94
γ2 0.30 0.31 2.89 96.32 0.30 -0.89 94.38 0.30 -1.04 93.21 0.31 1.79 94.94
γ3 0.15 0.15 -1.51 95.09 0.15 1.37 97.50 0.15 0.14 93.83 0.16 4.63 94.94
σx1 0.50 0.50 0.50 93.25 0.50 0.92 96.88 0.51 1.41 95.68 0.50 0.21 94.94
σx2 0.50 0.50 0.03 93.87 0.50 0.52 96.88 0.50 -0.01 97.53 0.50 0.64 96.20
σx3 0.50 0.50 0.72 95.71 0.50 -0.40 96.25 0.50 0.56 95.06 0.50 0.10 95.57
σx4 0.50 0.50 -0.42 97.55 0.50 0.89 93.12 0.50 0.20 93.83 0.51 1.32 92.41
σx5 0.50 0.50 0.58 91.41 0.51 1.13 91.88 0.50 0.54 93.83 0.50 -0.29 98.10
σx6 0.50 0.50 0.80 95.09 0.50 -0.01 96.88 0.50 -0.25 95.06 0.50 0.82 97.47
σy1 0.50 0.50 -0.21 95.09 0.50 -0.83 94.38 0.49 -1.03 95.06 0.50 -0.50 93.67
σy2 0.50 0.50 -0.92 95.09 0.49 -1.12 90.62 0.50 -0.55 96.30 0.50 0.14 94.94
σy3 0.50 0.34 -32.95 68.71 0.35 -30.99 77.50 0.33 -34.04 68.52 0.34 -31.96 79.75
σξ1 1.00 0.99 -0.68 96.32 0.99 -0.52 95.00 1.00 0.21 95.06 1.01 0.72 94.30
σξ2 1.00 1.01 0.68 98.16 1.00 0.20 94.38 1.01 0.58 97.53 1.01 0.81 93.04
νx1 0.00 0.00 0.36 95.09 -0.01 -0.89 95.62 -0.01 -0.63 94.44 0.00 -0.12 96.20
νx2 0.00 0.00 -0.35 97.55 0.00 -0.30 92.50 0.00 -0.28 93.83 0.00 0.11 92.41
νx3 0.00 0.00 0.43 98.77 -0.01 -1.27 91.25 0.00 -0.32 95.68 0.00 0.37 94.30
νx4 0.00 0.00 0.49 95.71 0.00 -0.18 96.25 0.01 1.14 93.21 0.00 0.36 91.77
νx5 0.00 0.01 0.88 95.09 0.00 0.25 95.62 0.01 1.21 97.53 0.00 0.20 94.94
νx6 0.00 0.00 0.44 95.09 0.00 0.05 95.00 0.01 0.87 93.83 0.00 0.44 93.04
νy2 0.00 0.01 0.56 97.55 0.00 0.48 95.00 0.00 0.22 97.53 0.00 -0.50 93.04
νy3 0.00 0.00 0.32 97.55 0.00 0.01 98.12 0.01 0.53 96.30 -0.01 -1.20 98.73
λx2 1.00 1.00 0.17 95.09 1.01 0.88 95.00 1.00 0.37 96.91 1.01 0.81 94.30
λx3 1.00 1.01 1.02 96.32 1.01 0.91 91.88 1.01 0.96 95.68 1.01 1.41 94.30
λx4 1.00 1.00 0.39 94.48 1.00 0.29 97.50 1.00 -0.02 95.06 1.01 0.94 96.84
λx5 1.00 1.01 0.53 95.09 1.01 1.04 95.62 1.00 0.03 94.44 1.00 0.27 96.84
λy2 1.00 0.95 -4.57 90.18 0.99 -1.24 93.75 0.99 -0.52 94.44 0.97 -2.77 91.77
λy3 1.00 0.98 -2.00 96.93 1.00 -0.15 96.88 1.00 -0.35 93.83 0.98 -1.51 93.67
400
ρy2 0.00 0.50 49.67 100.00 0.49 48.84 100.00 0.49 48.83 100.00 0.50 49.83 100.00
α 0.00 0.01 0.67 87.88 0.00 -0.13 84.38 0.00 -0.44 75.76 0.01 0.72 75.00
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Table A.17: Results table for Study 4 simultaneous structural lag population model (D4) and mea-
surement lag analysis model (A2) (continued)
ρη = 0.3 ρη = 0.6
φζ = 0.3 φζ = 0.6 φζ = 0.3 φζ = 0.3
W ∗ N θ ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
γ1 0.30 0.31 3.15 84.85 0.30 0.29 93.75 0.31 2.68 100.00 0.30 -1.58 92.86
γ2 0.30 0.30 -0.87 93.94 0.31 3.25 90.62 0.30 1.56 93.94 0.30 -0.58 89.29
γ3 0.15 0.16 6.67 96.97 0.15 -0.55 93.75 0.15 0.78 96.97 0.15 2.36 100.00
σx1 0.50 0.50 0.26 96.97 0.50 -0.56 96.88 0.51 1.08 93.94 0.50 -0.37 96.43
σx2 0.50 0.50 -0.06 96.97 0.49 -1.18 93.75 0.50 -0.34 93.94 0.50 0.13 96.43
σx3 0.50 0.50 -0.03 100.00 0.49 -2.37 100.00 0.50 -0.07 100.00 0.51 1.78 96.43
σx4 0.50 0.50 -0.95 90.91 0.50 0.72 90.62 0.50 0.92 90.91 0.50 0.72 96.43
σx5 0.50 0.50 0.31 87.88 0.51 1.14 93.75 0.51 1.33 87.88 0.51 1.12 96.43
σx6 0.50 0.50 -0.56 96.97 0.50 -0.37 96.88 0.51 2.04 87.88 0.50 -0.84 92.86
σy1 0.50 0.50 -0.37 96.97 0.50 -0.23 90.62 0.50 -0.56 96.97 0.49 -1.10 96.43
σy2 0.50 0.50 0.09 90.91 0.50 -0.28 96.88 0.50 -0.52 96.97 0.49 -1.42 100.00
σy3 0.50 0.33 -34.43 60.61 0.33 -33.08 78.12 0.32 -35.08 63.64 0.33 -34.00 60.71
σξ1 1.00 1.00 0.22 100.00 1.01 0.87 96.88 0.99 -0.82 96.97 0.99 -0.62 96.43
σξ2 1.00 1.01 0.66 93.94 1.00 0.39 90.62 0.99 -0.81 90.91 1.01 0.90 89.29
νx1 0.00 0.00 0.14 100.00 0.00 -0.36 93.75 0.00 -0.24 90.91 0.02 1.89 100.00
νx2 0.00 0.00 0.12 93.94 0.00 -0.07 96.88 -0.01 -0.57 90.91 0.02 2.11 92.86
νx3 0.00 0.00 0.44 96.97 0.00 0.11 90.62 -0.01 -1.14 90.91 0.01 1.24 92.86
νx4 0.00 0.02 1.65 90.91 0.00 -0.46 100.00 0.01 1.06 96.97 -0.01 -0.73 85.71
νx5 0.00 0.01 0.52 96.97 0.01 0.60 93.75 0.00 0.44 96.97 -0.02 -1.71 92.86
νx6 0.00 0.02 2.06 93.94 0.00 0.10 96.88 0.00 -0.38 100.00 -0.02 -1.63 96.43
νy2 0.00 0.00 0.49 96.97 0.01 0.55 93.75 0.00 0.24 87.88 0.00 -0.28 100.00
νy3 0.00 0.00 0.01 100.00 0.01 0.60 96.88 -0.01 -0.57 100.00 0.00 0.49 100.00
λx2 1.00 1.01 0.73 96.97 1.00 -0.27 96.88 1.00 0.31 96.97 1.00 0.30 96.43
λx3 1.00 1.00 -0.07 93.94 1.00 0.04 96.88 1.01 0.66 96.97 1.00 0.25 89.29
λx4 1.00 1.00 -0.41 96.97 1.00 0.33 100.00 1.01 0.53 90.91 0.99 -1.19 96.43
λx5 1.00 1.01 0.62 87.88 1.00 0.19 90.62 1.00 0.44 96.97 1.00 -0.02 92.86
λy2 1.00 1.01 0.90 96.97 0.99 -1.26 93.75 0.98 -2.13 100.00 1.01 1.44 100.00
λy3 1.00 0.98 -1.94 96.97 1.00 -0.25 87.50 0.99 -0.67 96.97 1.01 0.85 96.43
1 W ∗ is the population and analysis W condition.
2 N is the simulated sample size.
3 θ is the simulated population value of each parameter.
4 ρy2 = ... is the simulated spatial autocorrelation of the endogenous lag.
5 ¯̂θ is the obtained average posterior mean across simulated iterations.
6 Bias( ¯̂θ)% is the average percent bias across simulation iterations when θ 6= 0, otherwise Bias( ¯̂θ)% provides absolute
bias.
7 Cover% is the percent of simulated trials in which the population value falls within the central 95% density of the posterior
estimate.
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Table A.18: Results table for Study 4 simultaneous structural lag population model (D4) and en-
dogenous structural lag analysis model (A3)
ρη = 0.3 ρη = 0.6
φζ = 0.3 φζ = 0.6 φζ = 0.3 φζ = 0.6
W ∗ N θ ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
W ∗C
49
ρη - 0.50 65.94 100.00 0.49 64.89 100.00 0.54 -9.81 100.00 0.53 -11.89 100.00
α 0.00 0.01 1.21 94.44 -0.01 -1.26 92.37 0.01 1.30 79.80 0.00 -0.28 80.15
γ1 0.30 0.31 4.24 95.96 0.32 7.27 96.18 0.33 9.67 95.71 0.32 5.82 95.88
γ2 0.30 0.32 6.26 97.73 0.32 7.85 95.17 0.33 9.26 94.70 0.32 7.43 97.16
γ3 0.15 0.16 8.05 98.23 0.17 10.11 95.67 0.17 10.59 95.71 0.16 9.82 96.65
σx1 0.50 0.50 0.06 95.96 0.51 1.24 97.20 0.50 -0.43 94.19 0.50 0.99 95.36
σx2 0.50 0.51 2.77 93.69 0.51 1.07 96.95 0.52 3.17 92.68 0.51 1.64 94.59
σx3 0.50 0.50 -0.33 97.73 0.50 0.87 93.13 0.51 2.49 93.43 0.51 1.73 95.10
σx4 0.50 0.50 0.90 94.95 0.51 1.71 93.89 0.51 1.90 94.19 0.50 0.78 96.39
σx5 0.50 0.50 0.81 94.44 0.50 -0.27 96.95 0.51 2.04 94.44 0.51 1.70 95.62
σx6 0.50 0.51 1.63 91.67 0.51 1.99 94.91 0.50 0.85 93.69 0.51 2.35 95.62
σy1 0.50 0.50 -0.17 95.71 0.50 -0.88 96.44 0.50 -0.79 94.70 0.49 -1.43 94.85
σy2 0.50 0.50 0.36 96.46 0.50 -0.56 95.93 0.50 0.47 95.20 0.51 1.17 95.36
σy3 0.50 0.50 -0.01 93.43 0.51 1.28 96.18 0.50 0.25 95.20 0.51 1.17 96.91
σξ1 1.00 1.02 1.61 94.95 1.00 -0.22 95.42 1.02 1.54 93.94 1.03 2.54 96.13
σξ2 1.00 1.01 1.21 93.69 0.99 -0.93 95.42 1.02 1.83 95.20 1.01 1.04 94.33
νx1 0.00 0.00 0.08 99.24 -0.01 -1.10 96.18 0.00 -0.22 94.95 0.01 0.63 95.36
νx2 0.00 0.01 0.71 96.72 -0.01 -1.44 95.93 0.00 -0.05 96.97 0.01 0.53 95.88
νx3 0.00 0.00 0.49 98.23 -0.01 -0.94 95.42 0.00 -0.21 95.45 0.00 0.10 95.88
νx4 0.00 0.00 -0.01 94.95 -0.01 -0.65 95.93 0.01 1.23 96.21 -0.02 -1.68 96.91
νx5 0.00 0.01 0.51 95.45 0.00 0.33 95.93 0.02 2.12 95.45 -0.01 -0.78 96.39
νx6 0.00 0.00 0.18 94.44 -0.01 -1.43 95.93 0.01 0.94 97.47 -0.01 -0.91 96.39
νy2 0.00 -0.01 -1.38 96.72 0.01 0.65 94.40 0.00 -0.28 92.68 0.00 -0.37 95.88
νy3 0.00 -0.01 -1.07 95.45 0.01 1.23 95.42 0.00 0.09 94.70 0.00 0.01 96.91
λx2 1.00 1.01 0.95 95.96 1.02 2.12 98.73 1.01 1.02 96.97 1.01 0.51 97.16
λx3 1.00 1.01 1.23 94.44 1.03 2.78 95.67 1.01 1.01 95.96 1.01 0.92 96.91
λx4 1.00 1.01 1.45 94.19 1.03 3.26 93.89 1.02 1.72 95.45 1.03 2.60 96.65
λx5 1.00 1.02 1.98 95.96 1.02 1.64 94.66 1.01 1.36 94.19 1.02 2.16 97.16
λy2 1.00 0.94 -6.43 92.93 0.93 -6.80 94.40 0.92 -8.45 92.42 0.93 -6.79 91.49
λy3 1.00 0.93 -6.92 93.94 0.90 -9.83 93.89 0.92 -8.22 94.19 0.94 -5.86 94.59
196
ρη - 0.51 69.08 100.00 0.50 66.49 100.00 0.63 4.55 97.47 0.62 3.65 98.45
α 0.00 0.00 0.35 92.93 0.00 -0.20 93.13 0.00 -0.09 77.53 0.00 -0.50 74.74
γ1 0.30 0.31 3.30 94.19 0.31 3.15 96.44 0.31 3.64 95.71 0.31 3.75 95.10
γ2 0.30 0.31 2.74 95.45 0.31 2.30 93.64 0.31 3.29 94.44 0.31 2.18 96.13
γ3 0.15 0.15 2.74 96.97 0.15 0.04 94.40 0.16 4.94 93.69 0.15 3.28 96.91
σx1 0.50 0.50 0.35 94.95 0.50 0.68 96.69 0.50 0.61 95.71 0.50 -0.27 94.33
σx2 0.50 0.50 0.00 94.70 0.50 -0.16 92.37 0.50 -0.26 95.45 0.50 0.51 95.88
σx3 0.50 0.50 -0.07 92.68 0.50 0.49 94.15 0.51 1.21 95.71 0.50 0.42 92.53
σx4 0.50 0.50 0.52 94.19 0.50 -0.25 92.88 0.51 1.26 95.71 0.50 0.20 96.65
σx5 0.50 0.50 0.82 94.95 0.51 1.47 93.38 0.50 0.07 94.95 0.51 1.10 95.10
σx6 0.50 0.50 0.38 95.71 0.50 -0.62 93.64 0.50 0.50 97.47 0.50 0.62 95.36
σy1 0.50 0.50 -0.93 95.96 0.50 -0.30 95.93 0.49 -1.35 95.96 0.50 -0.34 94.85
σy2 0.50 0.50 -0.49 96.46 0.50 -0.28 96.69 0.50 -0.13 94.70 0.50 -0.36 96.65
σy3 0.50 0.50 0.07 94.95 0.50 -0.04 96.69 0.50 -0.48 95.45 0.50 -0.31 96.65
σξ1 1.00 1.00 -0.04 92.93 1.01 0.50 96.69 1.01 0.62 94.70 1.00 0.47 94.85
σξ2 1.00 1.00 0.20 94.95 1.01 0.55 96.18 1.00 0.26 96.72 1.01 0.89 94.07
νx1 0.00 0.00 -0.50 95.45 0.00 -0.43 96.44 0.00 -0.29 95.20 0.00 -0.29 97.68
νx2 0.00 0.00 -0.31 95.96 0.00 -0.47 94.91 0.00 0.32 94.70 0.00 -0.35 95.36
νx3 0.00 0.00 -0.49 95.96 -0.01 -0.55 97.46 0.00 -0.06 93.94 0.00 -0.46 96.13
νx4 0.00 0.01 1.07 94.44 0.00 -0.38 94.91 0.00 0.07 96.72 -0.01 -0.59 96.91
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Table A.18: Results table for Study 4 simultaneous structural lag population model (D4) and en-
dogenous structural lag analysis model (A3) (continued)
ρη = 0.3 ρη = 0.6
φζ = 0.3 φζ = 0.6 φζ = 0.3 φζ = 0.3
W ∗ N θ ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
νx5 0.00 0.01 0.83 93.43 0.00 -0.42 94.66 0.00 0.28 97.22 0.00 -0.19 93.56
νx6 0.00 0.01 1.02 92.42 0.00 -0.43 93.64 0.00 -0.14 95.20 0.00 -0.14 95.10
νy2 0.00 0.00 0.15 95.71 0.00 0.05 98.47 0.00 0.13 95.45 0.00 0.10 93.81
νy3 0.00 0.00 0.07 94.70 0.00 -0.28 95.17 0.00 0.21 94.44 0.00 0.07 95.36
λx2 1.00 1.00 0.31 96.21 1.00 0.06 93.89 1.00 0.32 94.44 1.01 0.87 96.65
λx3 1.00 1.01 0.99 94.70 1.00 0.24 95.67 1.00 0.12 97.22 1.01 0.91 95.10
λx4 1.00 1.00 0.37 92.93 1.00 0.13 96.44 1.01 0.90 93.69 1.01 0.81 96.65
λx5 1.00 1.00 0.25 94.44 1.00 0.18 96.18 1.01 0.92 94.70 1.00 0.08 97.42
λy2 1.00 0.98 -2.28 92.93 0.98 -1.92 96.44 0.98 -1.54 94.95 0.99 -0.89 95.88
λy3 1.00 0.97 -2.98 93.94 0.98 -2.08 91.35 0.98 -1.65 93.43 0.98 -1.64 93.56
400
ρη - 0.52 73.63 100.00 0.52 72.87 100.00 0.68 13.25 82.07 0.68 12.71 83.94
α 0.00 0.00 0.13 91.16 0.00 0.22 89.20 0.00 -0.17 73.48 0.00 0.37 77.72
γ1 0.30 0.31 1.78 95.20 0.30 -0.13 95.63 0.31 2.15 92.42 0.31 2.05 94.56
γ2 0.30 0.31 2.38 94.70 0.31 1.79 94.60 0.30 0.66 96.21 0.31 1.89 95.08
γ3 0.15 0.15 0.55 95.96 0.15 -1.82 95.63 0.15 0.81 93.94 0.15 2.27 95.34
σx1 0.50 0.50 0.03 95.20 0.50 0.96 93.83 0.50 0.02 95.71 0.50 0.13 95.60
σx2 0.50 0.50 -0.14 93.69 0.50 0.54 93.83 0.50 -0.05 95.71 0.50 -0.07 96.37
σx3 0.50 0.50 -0.08 93.94 0.50 0.24 96.92 0.50 0.35 93.43 0.50 0.10 96.89
σx4 0.50 0.50 -0.12 94.95 0.50 -0.21 94.34 0.50 0.56 97.98 0.50 0.36 95.34
σx5 0.50 0.50 0.61 95.20 0.50 -0.62 95.37 0.50 0.49 93.43 0.50 0.30 93.78
σx6 0.50 0.50 0.41 94.44 0.50 0.78 96.40 0.50 -0.27 96.21 0.50 -0.16 95.60
σy1 0.50 0.50 -0.67 94.70 0.50 -0.60 96.40 0.50 -0.76 93.94 0.50 -0.36 94.82
σy2 0.50 0.50 -0.24 94.44 0.50 -0.69 94.34 0.50 -0.84 95.45 0.50 -0.50 95.60
σy3 0.50 0.50 -0.63 96.97 0.50 -0.09 97.43 0.49 -1.10 91.16 0.49 -1.06 93.78
σξ1 1.00 1.00 0.10 94.95 1.00 0.21 91.52 1.01 0.56 92.93 1.00 0.21 92.75
σξ2 1.00 1.00 0.19 94.95 1.00 0.40 95.12 1.01 0.81 96.97 1.00 -0.45 94.30
νx1 0.00 0.01 0.68 95.71 0.00 -0.17 93.57 -0.01 -0.68 93.18 0.00 0.38 96.63
νx2 0.00 0.01 0.85 94.19 0.00 0.05 95.37 -0.01 -0.58 94.95 0.00 0.37 94.56
νx3 0.00 0.00 0.26 94.70 0.00 -0.09 93.83 -0.01 -0.61 94.70 0.01 0.62 95.08
νx4 0.00 0.00 0.18 95.96 0.00 0.43 93.06 0.00 -0.12 94.70 0.01 0.90 96.37
νx5 0.00 0.00 -0.09 96.97 0.00 0.16 95.37 0.00 -0.28 95.20 0.00 0.27 92.23
νx6 0.00 0.00 -0.21 95.45 0.00 0.48 93.06 0.00 -0.29 94.70 0.00 0.45 96.89
νy2 0.00 0.00 0.06 93.43 0.00 -0.36 92.54 0.00 -0.15 93.43 0.00 0.34 95.60
νy3 0.00 0.00 -0.02 93.94 0.00 -0.17 92.54 0.00 -0.18 91.92 0.00 0.28 95.60
λx2 1.00 1.00 0.23 94.44 1.00 -0.16 96.92 1.00 0.25 93.94 1.00 0.41 96.37
λx3 1.00 1.00 0.34 95.45 1.00 0.04 96.40 1.00 0.23 95.96 1.00 0.24 96.37
λx4 1.00 1.00 0.16 95.96 1.01 0.51 94.09 1.00 -0.18 95.71 1.00 0.29 94.04
λx5 1.00 1.00 0.40 94.44 1.00 0.29 95.63 1.00 0.01 95.20 1.00 0.23 94.30
λy2 1.00 0.99 -0.66 95.71 0.99 -0.65 95.89 1.00 0.49 94.44 0.99 -0.70 94.56
λy3 1.00 0.99 -0.91 97.22 0.98 -1.54 94.60 1.00 -0.08 93.69 1.00 0.23 94.30
W ∗D
49
ρη - 0.50 65.94 100.00 0.49 64.89 100.00 0.54 -9.81 100.00 0.53 -11.89 100.00
α 0.00 0.01 1.20 94.41 0.01 1.26 93.37 0.01 1.30 79.80 0.00 -0.28 80.15
γ1 0.30 0.31 4.24 95.96 0.32 7.27 96.18 0.33 9.67 95.71 0.32 5.82 95.88
γ2 0.30 0.32 6.26 97.73 0.32 7.85 95.17 0.33 9.26 94.70 0.32 7.43 97.16
γ3 0.15 0.16 8.07 98.23 0.17 10.11 95.67 0.17 10.59 95.71 0.16 9.82 96.65
σx1 0.50 0.50 0.06 95.96 0.51 1.24 97.20 0.50 -0.43 94.19 0.50 0.99 95.36
σx2 0.50 0.51 2.77 93.29 0.51 1.07 96.95 0.52 3.17 92.68 0.51 1.64 94.59
σx3 0.50 0.50 0.33 97.73 0.50 0.87 93.13 0.51 2.49 93.43 0.51 1.73 95.10
σx4 0.50 0.50 0.90 94.95 0.51 1.71 93.89 0.51 1.90 94.19 0.50 0.78 96.39
σx5 0.50 0.50 0.81 94.44 0.50 -0.17 96.95 0.51 2.04 94.44 0.51 1.70 95.62
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Table A.18: Results table for Study 4 simultaneous structural lag population model (D4) and en-
dogenous structural lag analysis model (A3) (continued)
ρη = 0.3 ρη = 0.6
φζ = 0.3 φζ = 0.6 φζ = 0.3 φζ = 0.3
W ∗ N θ ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
σx6 0.50 0.51 1.63 91.67 0.51 1.99 94.91 0.50 0.85 93.69 0.51 2.35 95.62
σy1 0.50 0.50 0.07 95.71 0.50 0.18 96.44 0.50 0.49 94.70 0.49 -1.43 93.85
σy2 0.50 0.50 0.36 96.46 0.50 -0.56 95.93 0.50 0.47 95.20 0.51 1.17 95.36
σy3 0.50 0.50 0.01 93.43 0.51 1.28 96.18 0.50 0.25 95.20 0.51 1.17 96.91
σξ1 1.00 1.02 1.61 94.95 1.00 -0.22 95.42 1.02 1.54 93.94 1.03 2.54 96.13
σξ2 1.00 1.01 1.21 93.69 0.99 -0.93 95.42 1.02 1.83 95.20 1.01 1.04 94.33
νx1 0.00 0.00 0.08 99.25 -0.01 -1.10 96.18 0.00 -0.22 94.95 0.01 0.63 95.36
νx2 0.00 0.01 0.71 96.72 -0.01 -1.44 95.93 0.00 -0.05 96.97 0.01 0.53 95.18
νx3 0.00 0.00 0.49 98.23 -0.01 -0.94 95.42 0.00 -0.22 95.45 0.00 0.10 95.38
νx4 0.00 0.00 -0.01 94.95 -0.01 -0.65 95.93 0.01 1.23 96.21 -0.02 -1.68 96.91
νx5 0.00 0.01 0.51 95.45 0.00 0.33 95.93 0.02 2.12 95.45 -0.01 -0.78 96.39
νx6 0.00 0.00 0.18 94.44 -0.01 -1.43 95.93 0.01 0.94 97.47 -0.01 -0.91 96.39
νy2 0.00 0.01 1.33 96.72 0.01 0.65 94.40 0.00 -0.28 92.68 0.00 -0.37 95.64
νy3 0.00 0.01 1.04 95.45 0.01 1.23 95.42 0.00 0.09 94.70 0.00 0.01 96.78
λx2 1.00 1.01 0.95 95.96 1.02 2.12 98.73 1.01 1.02 96.97 1.01 0.51 97.16
λx3 1.00 1.01 1.23 94.44 1.03 2.78 95.67 1.01 1.01 95.96 1.01 0.92 96.91
λx4 1.00 1.01 1.45 94.19 1.03 3.26 93.89 1.02 1.72 95.45 1.03 2.60 96.65
λx5 1.00 1.02 1.98 95.96 1.02 1.64 94.66 1.01 1.36 94.19 1.02 2.16 97.06
λy2 1.00 0.94 -6.43 92.93 0.93 -6.80 94.40 0.92 -8.45 92.42 0.93 -6.79 91.49
λy3 1.00 0.93 -6.92 93.94 0.90 -9.83 93.89 0.92 -8.22 94.19 0.94 -5.86 94.39
196
ρη - 0.49 51.08 100.00 0.50 66.49 100.00 0.63 4.55 97.47 0.62 3.65 98.45
α 0.00 0.00 0.35 92.93 0.00 -0.20 93.13 0.00 -0.09 77.53 0.00 -0.50 74.62
γ1 0.30 0.31 3.30 94.19 0.31 3.15 96.44 0.31 3.64 95.71 0.31 3.75 95.09
γ2 0.30 0.31 2.74 95.45 0.31 2.30 93.64 0.31 3.29 94.44 0.31 2.18 96.11
γ3 0.15 0.15 2.74 96.97 0.15 0.04 94.40 0.16 4.94 93.69 0.15 3.28 96.94
σx1 0.50 0.50 0.35 94.95 0.50 0.68 96.69 0.50 0.61 95.71 0.50 -0.27 94.33
σx2 0.50 0.50 0.00 94.70 0.50 -0.16 92.37 0.50 -0.26 95.45 0.50 0.51 95.88
σx3 0.50 0.50 0.11 92.68 0.50 0.49 94.15 0.51 1.21 95.71 0.50 0.42 92.53
σx4 0.50 0.50 0.52 94.19 0.50 0.22 92.88 0.51 1.26 95.71 0.50 0.20 96.64
σx5 0.50 0.50 0.82 94.95 0.51 1.47 93.38 0.50 0.07 94.95 0.51 1.10 95.10
σx6 0.50 0.50 0.38 95.71 0.50 -0.62 93.64 0.50 0.50 97.47 0.50 0.62 95.36
σy1 0.50 0.50 -0.93 95.96 0.50 -0.30 95.93 0.49 -1.55 95.96 0.50 -0.34 94.85
σy2 0.50 0.50 -0.49 96.46 0.50 -0.28 96.69 0.50 -0.13 94.70 0.50 -0.36 96.65
σy3 0.50 0.50 0.07 94.95 0.50 -0.04 96.69 0.50 -0.48 95.45 0.50 -0.31 96.65
σξ1 1.00 1.00 -0.04 92.93 1.01 0.50 96.69 1.01 0.62 94.70 1.00 0.47 94.85
σξ2 1.00 1.00 0.20 94.95 1.00 0.09 96.18 1.00 0.26 96.72 1.01 0.89 94.07
νx1 0.00 0.00 -0.50 95.45 0.00 -0.43 96.44 0.00 -0.29 95.20 0.00 -0.29 97.68
νx2 0.00 0.00 -0.31 95.96 0.00 -0.47 94.91 0.00 0.32 94.70 0.00 -0.35 95.36
νx3 0.00 0.00 -0.49 95.96 -0.01 -0.55 97.46 0.00 -0.06 93.94 0.00 -0.46 96.13
νx4 0.00 0.01 1.07 94.44 0.00 0.38 94.91 0.00 0.07 96.72 -0.01 -0.59 96.91
νx5 0.00 0.01 0.83 93.43 0.00 -0.42 94.66 0.00 0.28 97.22 0.00 -0.19 93.56
νx6 0.00 0.01 1.02 92.42 0.00 0.43 93.64 0.00 0.14 95.20 0.00 -0.14 95.10
νy2 0.00 0.00 0.15 95.71 0.00 0.05 98.47 0.00 0.13 95.45 0.00 0.10 93.81
νy3 0.00 0.00 0.07 94.70 0.00 -0.28 95.17 0.00 0.21 94.44 0.00 0.07 95.36
λx2 1.00 1.00 0.31 96.21 1.00 0.06 93.89 1.00 0.32 94.44 1.01 0.87 96.65
λx3 1.00 1.01 0.99 94.70 1.00 0.24 95.67 1.00 0.12 97.22 1.01 0.91 95.10
λx4 1.00 1.00 0.37 92.93 1.00 0.13 96.44 1.01 0.90 93.69 1.01 0.81 96.65
λx5 1.00 1.00 0.25 94.44 1.00 0.18 96.18 1.01 0.92 94.70 1.00 0.08 97.42
λy2 1.00 0.98 -2.28 92.93 0.98 -1.92 96.44 0.98 -1.54 94.95 0.99 -0.89 93.88
λy3 1.00 0.97 -2.98 93.94 0.98 -2.08 91.35 0.98 -1.65 93.43 0.98 -1.64 93.56
400
ρη - 0.52 73.63 100.00 0.52 72.87 100.00 0.68 13.25 82.07 0.68 12.71 83.94
α 0.00 0.00 0.13 91.16 0.00 0.22 89.20 0.00 -0.17 73.48 0.00 0.37 77.72
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Table A.18: Results table for Study 4 simultaneous structural lag population model (D4) and en-
dogenous structural lag analysis model (A3) (continued)
ρη = 0.3 ρη = 0.6
φζ = 0.3 φζ = 0.6 φζ = 0.3 φζ = 0.3
W ∗ N θ ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover% ¯̂θ Bias( ¯̂θ)% Cover%
γ1 0.30 0.31 1.78 95.20 0.30 -0.13 95.63 0.31 2.15 92.42 0.31 2.05 94.56
γ2 0.30 0.31 2.38 94.70 0.31 1.79 94.60 0.30 0.66 96.21 0.31 1.89 95.08
γ3 0.15 0.15 0.55 95.96 0.15 -1.82 95.63 0.15 0.81 93.94 0.15 2.27 95.34
σx1 0.50 0.50 0.03 95.20 0.50 0.96 93.83 0.50 0.02 95.71 0.50 0.13 95.60
σx2 0.50 0.50 -0.14 93.69 0.50 0.54 93.83 0.50 -0.05 95.71 0.50 -0.07 96.37
σx3 0.50 0.50 0.08 93.94 0.50 0.24 96.92 0.50 0.35 93.43 0.50 0.10 96.89
σx4 0.50 0.50 0.12 94.95 0.50 -0.21 94.34 0.50 0.56 97.98 0.50 0.36 95.34
σx5 0.50 0.50 -0.65 95.20 0.50 -0.62 95.37 0.50 0.49 93.43 0.50 0.30 93.78
σx6 0.50 0.50 0.41 94.44 0.50 0.78 96.40 0.50 -0.27 96.21 0.50 0.16 95.60
σy1 0.50 0.50 0.67 94.70 0.50 -0.60 96.40 0.50 -0.76 93.94 0.50 0.36 94.82
σy2 0.50 0.50 0.24 94.44 0.50 -0.69 94.34 0.50 -0.84 95.45 0.50 0.20 95.60
σy3 0.50 0.50 0.63 96.97 0.50 -0.09 97.43 0.49 -1.10 91.16 0.49 -1.06 93.78
σξ1 1.00 1.00 0.10 94.95 1.00 0.21 91.52 1.01 0.56 92.93 1.00 0.21 92.75
σξ2 1.00 1.00 0.19 94.95 1.00 0.40 95.12 1.01 0.81 96.97 1.00 -0.45 94.30
νx1 0.00 0.01 0.68 95.71 0.00 -0.17 93.57 -0.01 -0.68 93.18 0.00 0.38 96.63
νx2 0.00 0.01 0.85 94.19 0.00 0.05 95.37 -0.01 -0.58 94.95 0.00 0.37 94.56
νx3 0.00 0.00 0.26 94.70 0.00 -0.09 93.83 -0.01 -0.61 94.70 0.01 0.62 95.08
νx4 0.00 0.00 -0.18 95.96 0.00 0.43 93.06 0.00 -0.12 94.70 0.01 0.90 96.37
νx5 0.00 0.00 0.09 96.97 0.00 0.16 95.37 0.00 -0.28 95.20 0.00 0.27 92.23
νx6 0.00 0.00 0.21 95.45 0.00 0.48 93.06 0.00 -0.29 94.70 0.00 0.45 96.89
νy2 0.00 0.00 0.06 93.43 0.00 -0.36 92.54 0.00 -0.15 93.43 0.00 0.34 96.60
νy3 0.00 0.00 -0.02 93.94 0.00 -0.17 92.54 0.00 -0.18 91.92 0.00 0.28 95.60
λx2 1.00 1.00 0.23 94.44 1.00 -0.16 96.92 1.00 0.25 93.94 1.00 0.41 96.33
λx3 1.00 1.00 0.34 95.45 1.00 0.04 96.40 1.00 0.23 95.96 1.00 0.24 96.33
λx4 1.00 1.00 0.16 95.96 1.01 0.51 94.09 1.00 -0.18 95.71 1.00 0.29 94.14
λx5 1.00 1.00 0.40 94.44 1.00 0.29 95.63 1.00 0.01 95.20 1.00 0.23 94.32
λy2 1.00 0.99 -0.66 95.71 0.99 -0.65 95.89 1.00 0.49 94.44 0.99 -0.70 93.56
λy3 1.00 0.99 -0.91 97.22 0.98 -1.54 94.60 1.00 -0.08 93.69 1.00 0.23 93.80
1 W ∗ is the population and analysis W condition.
2 N is the simulated sample size.
3 θ is the simulated population value of each parameter.
4 ρη = ... is the simulated spatial autocorrelation of the endogenous lag.
5 ¯̂θ is the obtained average posterior mean across simulated iterations.
6 Bias( ¯̂θ)% is the average percent bias across simulation iterations when θ 6= 0, otherwise Bias( ¯̂θ)% provides absolute
bias.
7 Cover% is the percent of simulated trials in which the population value falls within the central 95% density of the posterior
estimate.
A.5 Empirical Example
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