Abstract: This paper modifies a recent robust parametric macromodeling technique called Multivariate Orthonormal Vector Fitting (MOVF), to handle noisy data in an output error estimation framework. The new method provides accurate and compact rational parametric macromodels based on measurements in the frequency domain. The performance of the multivariate method is shown on simulation as well as on real measurements.
INTRODUCTION
The increasing demand for performance of telecommunication devices pushes operation to higher signal bandwidths and lower power consumption. To be able to assist microwave designers, accurate modeling of previously neglected second order effects becomes increasingly important during circuit and system simulations. These effects are very different and can range from the dynamics of interconnection effects, to the inclusion of the nonlinear behavior of devices or subsystems. The accurate prediction of these effects is fundamental for a successful design and involves the solution of large systems of equations which are often prohibitively expensive to solve. For realtime design space exploration and fast optimization, there is a significant need for accurate broadband parametric macromodels that approximate the frequency domain behavior of a system in terms of several design variables (for example the power level for a nonlinear system or the dimension of an interconnect structure) by a rational analytic function.
A frequency domain technique called Multivariate Orthonormal Vector Fitting (MOVF) was presented in ), to compute accurate parametric macromodels from Laplace domain data samples. A generalization of ), including parameter derivatives in the macromodeling process, was recently proposed by (Ferranti et al. [2008] ). The aim of this paper is to extend the MOVF technique to deal with noisy, measured data and estimate a parametric macromodel. As for microwave systems the measurement of the system response commonly uses S-parameters, which are in essence a multiple-input multiple-output transfer matrix of the system, it seems evident to use an output error ⋆ This work was supported by the Research Foundation Flanders (FWO).
framework. The proposed method is an approximation of the maximum-likelihood estimator. The validity and the performance of the proposed approach are first shown on a simulation example. Next, the frequency and power dependent model for the behavior of a microwave amplifier confirms the ability of the modified algorithm to build parametric macromodels of dynamic systems with a good accuracy, starting from measurement data.
THE PARAMETRIC MACROMODEL

The Multivariate Rational Model
To simplify the notation, the algorithm is only described for bivariate systems. The extension to the full multivariate formulation is straightforward, however. As in ), the MOVF method proposes to represent the parametric macromodel as the ratio of a bivariate numerator and denominator
where P and V represent the maximum order of the corresponding basis functions φ p (s) and ϕ v (g) in the complex frequency variable s and the real design variable g, respectively. θ represents the vector of the model parameters c pv andc pv . The multivariate model in (1) is general, flexible and resulted to be able to model parameterized frequency responses with a highly dynamic behavior accurately ). The choice of the basis functions has an influence on the numerical stability of the multivariate modeling technique. One can decide to use orthonormal basis functions to obtain a better numerical stability of the estimator. The numerical stability is a key issue for multivariate modeling as the number of parameters contained in θ to be estimated increases exponentially In the context of MOVF, the basis functions φ p (s) are built up using a set of Muntz-Laguerre orthonormal rational basis functions φ p (s, − → a ), which are based on a prescribed fixed set of stable poles − → a = {−a p } P p=1 , provided that φ 0 (s) = 1. These poles are grouped as complex conjugate pole pairs, and are selected such that they have small negative real parts and the imaginary parts linearly spaced over the frequency range of interest (Gustavsen et al. [1999] ).
To make sure that the transfer function has real-valued coefficients, a linear combination of φ p (s, − → a ) and φ p+1 (s, − → a ) is formed as follows
It was shown in (Deschrijver et al. [2007] ) that the orthonormal rational basis functions can improve the conditioning of the system equations and are less sensitive to the choice of the initial poles. Their use ensures a more numerically robust macromodeling procedure. Note that identical rational basis functions are chosen to model the numerator and the denominator of R(θ, s, g). Hence, both are approximated by a rational expression that has an identical denominator, and this common denominator cancels out in R(θ, s, g). The choice of the poles of the basis functions has an influence on the convergence and accuracy of the proposed method. The choice proposed here for the poles of N (θ N , s, g) and D(θ D , s, g) has the advantage to keep the numerical conditioning to an acceptable level. We remark that being the model in (1) general, any kind of basis functions can be selected, e.g. polynomial basis.
Design Variable-Dependent Basis Functions ϕ v (g)
The second set of basis functions ϕ v (g, − → b ) depends on the design variable. If the model response varies smoothly with the design variable, the corresponding basis functions usually have relatively low orders and a suitable choice is a set of polynomial basis functions with real coefficients. If the model response variation is highly dynamic with the design variable, a set of rational basis functions is a better choice to deal with high model orders and avoid illconditioning. In this section we discuss the choice of the basis functions in rational form being more general and flexible. They are chosen in partial fraction form and are functions of jg instead of g. These basis functions are built up using a prescribed set of poles
, which are chosen as complex pole pairs with small real parts of opposite sign and imaginary parts that are linearly spaced over the parameter range of interest (Deschrijver et al. [2007] ).
The first basis function ϕ 0 (g) is chosen to be equal to one. A linear combination of two partial fractions is formed to ensure that ϕ v (g, − → b ) and ϕ v+1 (g, − → b ) are strictly real functions by construction
The choice of the poles for numerator and denominator, as in the previous section, helps to keep the numerical conditioning under control for this set of basis functions.
SIGNAL AND NOISE MODEL
In this work, we consider that the transfer function of the Device Under Test (DUT) is a measured quantity. As the main applications of the modeling algorithm will lie in the domain of high-frequency electronics and telecommunications, this can safely be assumed. The parametric transfer function S m (s, g) is measured at a set of discrete frequencies and discrete values of the design variable, overall
. Each individual measurement of the parametric transfer function is assumed to be perturbed by colored additive noise n S (s, g) k with circular Normal distribution N (0, σ S (s, g) k ). The measured quantity at each sample (s, g) k is then obtained as
where S e (s, g) is the exact parametric transfer function without the influence of the noise. One of the major advantages of frequency domain based transfer function measurements is that it becomes very easy and inexpensive to measure not only the transfer function, but also the estimate of the variance of the transfer function. To this end, it is sufficient to repeat the measurements and calculate the sample variance on a point-by-point basis. It can be shown that even for a modest number of repetitions (minimum 8), one can safely replace the exact variance by the sample variance without impairing the properties of the estimators defined below (Pintelon et al. [2001] ).
THE MAXIMUM LIKELIHOOD ESTIMATOR
For ease of notation (s, g) k is replaced by − → α k . The maximum likelihood cost function L K (θ) for this output error framework is given by
where the error vector e(θ) ∈ C Kx1 . The maximum likelihood estimatorθ ML is the minimizer of
Note that the calculation ofθ ML boils down to a minimization problem that is nonlinear in the parameter vector θ. An iterative minimization is required to solve this problem. As the dimension of the parameter vector increases exponentially with the number of independent variables in the rational model, the numerical cost of a nonlinear minimization problem becomes extremely high, even for a modest number of dimensions. To get around this issue, an approximation of the maximum likelihood cost that remains linear in the parameters is proposed next.
A Linear Approximation for the Maximum Likelihood Cost Function
The estimation procedure proposed here uses a minimization method that is similar to the method that is used to fit the parameter vector θ in the noise-free case proposed in the MOVF algorithm ). The fitting procedure used there calculates an initial parameter estimate using Levi's cost function (Levi [1959] )
This initial value is then used to bootstrap the iterative series of T linear minimization problems as is proposed by Sanathanan-Koerner (SK) (Sanathanan et al. [1963] )
In the following steps (t = 1, .., T ) of the SK iteration, the inverse of the previously estimated denominator
is used as an explicit least-squares weighting factor. A non-triviality constraint similar to (Gustavsen [2006] ) is added as an additional row in the system matrix to avoid the trivial null solution and improve the convergence of the algorithm. Each equation is split in its real and imaginary parts, to ensure that the model coefficients c t pv ,c t pv are real. Scaling each column to unity length (Gustavsen et al. [1999] ) is suitable to improve the numerical accuracy of the results.
To extend this approach, the output error weighting as is used in the maximum likelihood is introduced in the weighted SK cost as follows
Even if the series of weighted cost functions is very similar to the maximum likelihood cost, it can be shown that the series of cost functions does not always converge to the maximum likelihood cost, as has been shown in (Pintelon et al. [2001] ). So a bias error may occur in the estimated parameters.
SIMULATION RESULTS
The goal of the simulation example is to show the importance of the bias error that is present in the previous estimation framework. To this end, we consider a system that is perfectly known in advance. The system is chosen such that it exhibits dynamic behavior in both frequency and design variable dimensions. In this case, a second order Chebyshev filter is chosen in the frequency direction while a second order Butterworth filter is used for the design variable dependence. The 3-dB bandwidth of both filters is chosen to correspond to 80% of the full span of the corresponding variable, so ensuring a persistence of the excitation. The parametric trasfer function to be modeled is:
S e (jω, g) = S 
where S 2nd e,Chebyshev (jω), S 2nd e,Butterworth (jg) are the transfer functions of second order Chebyshev and Butterworth filters written in a polynomial form. The magnitude and phase of the system S e (jω, g) under study are shown in Fig. 1 and Fig. 2. A first estimation is done with the noise-free data, to estimate the "true" model and relative coefficients. The model used in the identification process is:
The maximum absolute error model is equal to −277 dB and we can consider that the "true" coefficients are found.
After that, a large number P = 1000 of estimations is performed under circular complex Gaussian perturbations. The variance of the noise source is chosen such as to yield a signal-to-noise ratio of 10 dB in the band of the multivariate system. The analysis of the sample meanμ P and standard deviationσ P of the estimated coefficients allows to detect the presence of a bias term. The results of this analysis are shown in Table 1 . The bias term normalized by the 95% confidence bound (2σ P ) is shown for the numerator and denominator coefficients, respectively.
By selecting a model in the previous estimation process with noisy data, the residuals (difference between the data and the model) and the 95% confidence bound ( √ 3σ S ) are compared and it was found that 95% of the residuals are under the defined uncertainty bound. This comparison is shown in Fig. 3. To conclude, the simulation results indicate that the model created by MOVF explains very well the data, even if a bias term is present in the numerator and denominator coefficients.
EXPERIMENTAL VALIDATION
The goal of this experiment is to show that the method is also usable in a practical context. To allow to easily obtain a large number of experiments in the frequency and the design variable, the design variable has been chosen to be an electrical quantity. This should however not be seen as a limitation to the method: it is perfectly possible to use a dimension or a value of some component instead.
The measurement setup
In this particular example, the dynamic non-linearity of a microwave amplifier will be modeled as a function of both the frequency and the power of the excitation signal. The power is considered to be the design variable. The measurement made here is closely related to the concept of the power dependent Best Linear Approximation (BLA) (Pintelon et al. [2001] ), (Schoukens et al. [1998] ). The BLA is extended to a 2 dimensional rational model in this paper. The difference between the full blown BLA measurement setup and the setup used here and shown in Fig. 4 is that the large excitation signal that is used to set the operating point of the non-linearity is a sinewave rather than a multisine signal. This choice has been imposed by limitations of the current measurement setup.
Note that the measurement of the frequency response of the DUT is obtained injecting a probing sine-wave through port 1 of the Performance Network Analyzer (PNA). The power level of this signal is to be selected such that its influence on the operating point of the nonlinear device is negligible. It is easy to verify that this hypothesis is indeed fulfilled. Therefore, the measured frequency response that is obtained at 2 small different probing levels for the same large signal amplitude should be equal up to the uncertainty of the measurements. This has been checked for the power levels that were applied during the experiments.
Description of the experiment
The MRFIC2006 power amplifier from Motorola is used as a DUT for this experiment (Motorola [1998] ). The supply voltages of this amplifier are 1V for V cc1 that biases the first amplification stage and 4V for V cc2 that biases the second and output stage (see Fig. 5 ).
The amplifier has been excited by a large sine-wave signal with a frequency of 1GHz to set the operating point of the non-linearity. The power of this signal is the design variable and has been swept in order to measure the frequency response of the amplifier over a power range starting at -14 dBm and ramping up to 4 dBm in power steps of 0.6 dBm. This sine-wave pump signal is generated by a HP83650B signal generator and fed to the amplifier through a power splitter.
An E8364B PNA has been used to measure the transfer function S 21 of the device under test. The device injects a small probing signal in a frequency range that is set from 300MHz to 1700MHz with a frequency resolution of 1MHz. Due to the rather modest frequency selectivity of the detectors of the PNA, the measured small signal response cannot be measured accurately for frequencies in the vicinity of the frequency of the imposed large pump signal. For this reason, the behavior of the amplifier is not measured in a frequency band of 160MHz centered around the frequency of the pump signal. One of the advantages of the frequency domain approach is that this unequally spaced frequency grid poses little or no significant problems to the estimation procedure. Of course, if sharp resonances were to be expected in the frequency band that is left unmeasured, under-modeling may result.
In order to estimate the sample variance of the noise on the measurements, 10 repeated measurements were performed. The sample variance is then plugged instead of the real variance to start the estimation process.
Calibration of the experiment
The proposed measurement setup has the disadvantage that the power splitter and the sine source are located in between the wave reflectometers of the PNA (see Fig. 4 ) together with the DUT. This implies that even a minimal change in the setup of the source will automatically require a recalibration of the complete measurement setup. Instead of one single SOLT calibration (Hewlett-Packard [1986] ), as much as 31 calibrations were needed to obtain correct measurements. This disadvantage can be avoided in future measurements using a different Vector Network Analyzer (VNA), where the additional source can be put outside the wave reflectometers.
The identified model
To model the transfer function S 21 , whose magnitude and phase are shown in Fig. 6 and Fig. 7 , a model, as in (1), with P = 14 and V = 8 poles, respectively for the frequency and the power of the excitation signal, is chosen. These orders have been selected by computing the cost function of the minimization problem in (11) for different number of poles and looking at the zone where it begins decreasing slowly in frequency and power directions.
As in the simulation example a test on the residuals is realized, to compare the model error with the 95% confidence bound ( √ 3σ S21 ). The test shows that 51% of the residuals are under the defined uncertainty bound. The comparison is shown in Fig. 8 . This result reveals that the model error is larger than the considered uncertainty bound and some unmodeled dynamics are present. As the perturbations on the measurements caused by the calibration are often an order of magnitude larger than the noise (Van Moer [2001] ), a new uncertainty equal to 10σ S21 is chosen to take this effect into account. The model obtained by MOVF technique explains well the measurements, because 98% of the residuals are under the new uncertainty bound, as shown in Fig. 9 . macromodels of dynamic systems with a good accuracy, starting from measurement data was tested on simulation and real measurements examples. Both tests show that the presented algorithm is able to compute accurate and compact rational parametric macromodels based on parameterized frequency responses obtained from measurements in the frequency domain.
