We compute the limiting eigenvalue statistics at the edge of the spectrum of large Hermitian random matrices perturbed by the addition of small rank deterministic matrices. To be more precise, we consider random Hermitian matrices with independent Gaussian entries M ij , i ≤ j with various expectations. We prove that the largest eigenvalue of such random matrices exhibits, in the large N limit, various limiting distributions depending on both the eigenvalues of the matrix (EM ij ) N i,j=1 and its rank.
Introduction and results
The aim of this paper is to investigate how a fixed rank perturbation of a standard N × N random matrix can affect significatively the limiting properties of the spectrum, as the size N of the matrix goes to infinity. The statistics of extreme eigenvalues is here of interest. Note that it is not clear what is meant by "a small rank perturbation of a random matrix" and we shall define it formally in the sequel. Actually, a first study of eigenvalue statistics for such perturbed random matrices has been achieved in Baik, Ben Arous & Péché (2004) . Therein the authors consider the so called Wishart random matrices R N = 1 N XΣX * , where X is a p × N random matrix with i.i.d.
complex standard Gaussian entries and Σ is a deterministic covariance matrix with finitely many eigenvalues distinct of 1. They prove in particular that the largest eigenvalue may exhibit various limiting distributions, depending on the fixed rank matrix Σ − Id.
In this paper, we will consider Hermitian random matrices. Assume given a probability distribution µ (resp. µ ′ ) on C (resp. R). We then call M (µ, µ ′ ) a N × N random Hermitian matrix with entries above the diagonal being mutually independent random variables, of distribution µ (resp µ ′ ) strictly above the diagonal (resp. on the diagonal). Define then M N (µ, µ
Let also λ 1 ≥ λ 2 ≥ · · · ≥ λ N be the ordered eigenvalues of M N and µ N = 1 N N i=1 δ λ i its spectral measure. It is well known that µ N admits a non-random limit as N goes to infinity. Proposition 1.1. (Wigner 1955) Assume that xdµ(x) = xdµ ′ (x) = 0, and that |x| 2 dµ(x) = σ 2 . Then, almost surely, lim N →∞ µ N =ρ σ , whereρ σ is the semi-circular law with parameter σ 2 , with density ρ σ (x) = 2 πσ 2 4σ 2 − x 2 1 [−2σ,2σ] (x).
This fundamental result is a so-called "universality result", since the limiting semi-circular law does not depend on the details of the distributions µ, µ ′ , provided they are centered and of finite variance.
In view of this global behavior of the spectrum, it was then natural to study the behavior of extreme eigenvalues. Define λ * = 2σ to be the top edge of the support of the semi-circle law. Note that Wigner (1955) 's Theorem does not give much insight about the limiting behavior of λ 1 . It is then a fundamental result of Tracy & Widom (1994) that, for the archetypical of Hermitian ensemble, the so-called GUE, lim
Definition 1.1. The N × N GUE with parameter σ 2 is the distribution of a N × N random matrix M (µ, µ ′ ), if µ (resp. µ ′ ) is the centered complex (resp. real) Gaussian distribution of variance σ 2 .
Actually, as we now recall, Tracy & Widom (1994) identified, for the GUE, the limiting distribution of λ 1 . Let Ai(u) be the Airy function defined by Ai(u) = 1 2π ∞e iπ/6 ∞e i5π/6 exp {iua + 1 3 a 3 }da.
Define the Airy kernel
Ai(u, v) = ∞ 0 Ai(y + u)Ai(y + v)dy.
Definition 1.2. The Tracy-Widom distribution is defined by the distribution function
where A s is the operator acting on L 2 (s, ∞) with kernel Ai(u, v). V , where V is drawn from the GUE. Then,
Remark: Soshnikov (1999) then proved that the largest eigenvalue of a random matrix M N (µ, µ ′ ) exhibits the same limiting behavior, provided the distributions µ, µ ′ are symmetric and admit subGaussian tails.
The question of interest here will then be to define a suitable "small" rank perturbation of a random matrix V N = 1 √ N V drawn from the GUE, so that the largest eigenvalue may separate from "the bulk", [−λ * , λ * ]. Let p be a fixed integer. Consider a sequence (W N ) N >0 of N × N random Hermitian matrices with rank p, independent of N . Let then M N = 1 √ N V + W N . Due to the rotationnal invariance of the Gaussian distribution, we can assume that W is a fixed rank diagonal matrix. The scope of this paper will then be to determine a critical scale, if any, for both the rank and the entries of W N , for which λ 1 separates from the "bulk", in the large N limit.
The Model
The model studied here is actually known in random matrix litterature as the Defomed Wigner ensemble, as we now recall. Let k and r be fixed integers. V where V is of the N × N GUE with parameter 1 and W is a fixed diagonal matrix with rank k + r, W = diag (π 1 , . . . , π 1 , π 2 , . . . , π r+1 , 0, . . . , 0), with ordered entries π 1 > π 2 ≥ · · · ≥ π r+1 , and where the largest eigenvalue π 1 is of multiplicity k.
Remark:
Here we assume that π i = 0, ∀i ≥ 2 if r = 0. Note that the π i , i = 1, . . . , r + 1 can be negative.
In this paper, we will consider deterministic diagonal matrices W such that lim N →∞ k + r N = 0 or equivalently lim
We note λ 1 ≥ λ 2 ≥ · · · ≥ λ N the ordered eigenvalues of M N and µ N its spectral measure. Then, µ N converges also to the semi-circle law defined in (1) with parameter σ 2 = 1 as N goes to infinity.
The first study of the Deformed Wigner Ensemble goes back to (Brézin & Hikami 1996) and (Johansson 2001) . Therein, the spacing distribution between nearest neighbor eigenvalues was of interest. In particular, the first proof of universality of local eigenvalue statistics in the "bulk" of the spectrum for non invariant ensembles of random matrices was obtained in these papers.
Results
In the first part, we will consider matrices W with fixed rank k + r, independent of N . Before stating the results, we will need some notations. Let us define the generalized Airy kernel for k ≥ 0. Let A x be the operator acting on L 2 (x, ∞) with kernel Ai(u, v) defined in (2). Define also, given an integer m ≥ 0,
∞e iπ/6 ∞e 5iπ/6
exp {iua + 1 3 a 3 i} 1 (ia) m da,
exp {iua + 1 3 a 3 i}(ia) m−1 da, .
We then define the generalized Airy distribution, which was proved to be distribution function in (Baik et al. 2004 ).
Definition 1.4. Given an integer k, define for x ∈ R, the distribution function
where <> stands for the standard scalar product of operators on L 2 (x, ∞).
Remark: In particular, for k = 0, F k+2 (x) = F 2 (x) coincides with the Tracy Widom distribution.
We first state the results for a matrix W , where the rank is here a fixed integer, independent of N . The first theorem gives the necessary condition so that lim N →∞ λ 1 = λ * = 2. Still, we prove that the limiting distribution is not always the Tracy-Widom one, and depends on both the value and the multiplicity of π 1 .
Theorem 1.1. Let π 1 , the largest eigenvalue of W , be fixed.
• If π 1 < 1, then, lim
• If π 1 = 1 is of multiplicity k, then,
Remark: The first of these results deals with a somewhat universal behavior of the largest eigenvalue of a Wigner matrix, as random matrix theory conjectures predict it. The second probability distribution, F k+2 , was also encountered in (Baik et al. 2004) as the limiting distribution of the largest eigenvalue of a Wishart matrix, R N , when the covariance matrix Σ has a largest eigenvalue π 1 > 1 of multiplicity k. We here obtain the same kind of phase transition for the distribution of the largest eigenvalue of the Deformed Wigner Ensemble.
In the next theorem, we prove that, as soon as π 1 > 1, with probability one, the largest eigenvalue λ 1 exits the support of the semi-circular law. Given π i > 1, we define
Definition 1.5. Define the probability ditribution
Remark:
It can be shown (see e.g. (Mehta 1991) , Chapter 5) that F k,GU E is the probability distribution of the largest eigenvalue of the k × k GUE with parameter σ 2 . Theorem 1.2. Let π 1 > 1 be fixed, with multiplicity k. Then,
Remarks :
1. In particular, given m > 0, for W = m √ N J, where J is the N × N matrix with all entries equal to one, one recovers a result of Furedi & Komlos (1981) . Therein, the authors studied the limiting behavior of extreme eigenvalues of Hermitian random matrices M N (µ, µ ′ ) with non centered entries. They consider distributions µ, µ ′ with compact support such that
Then, they prove that
which implies that √ N λ 1 has asymptotically Gaussian fluctuations N (
Actually, we here obtain that the scale at which λ 1 separates from the bulk (in the case µ,µ ′
2. We also obtain a complete description of the transition distributions depending on the rank of W if this rank is fixed and greater than one. In particular, we prove that the largest eigenvalue of the Deformed Wigner ensemble exhibits the same limiting distributions as those identified in (Baik et al. 2004 ). This may indicate that the same limiting behavior of the largest eigenvalue should be exhibited, for any distribution µ of the entries of V (with the sub-Gaussian tail assumption).
In the second part of the paper, we investigate the case the perturbation is of rank growing with N . Let W = diag (π 1 , . . . , π 1 , π 2 , . . . , π r+1 , 0, . . . , 0).
where the largest eigenvalue π 1 > 1 is of multiplicity k = ρ N with lim N →∞ ρ N = ∞, and lim
From the preceding results, we know that ρ N eigenvalues of M N should fluctuate around C(π 1 ). We will actually show that, suitably rescaled, these ρ N eigenvalues behave as the eigenvalues of a typical ρ N × ρ N random Hermitian matrix.
Consider the spacing function between nearest neighbor eigenvalues (chosen amongst the ρ N largest). Let ρ = ρ σ 2 the density of the semi-circular law (1) with parameter σ 2 (π 1 ), defined in (8).
where
Then, we obtain that amongst the ρ N eigenvalues exiting the support of the limiting semi-circle law, the archetypical repulsion of eigenvalues of random Hermitian matrices is exhibited. Theorem 1.3. Let |α| < 2σ(π 1 ) be a point in the "bulk" of (1). Then,
The above theorem states that, as long as we are interested in the limiting "bulk" statistics amongst the ρ N largest eigenvalues, then in the large N limit, they can not be distinguished from those of a ρ N × ρ N random GUE matrix with parameter σ 2 .
We then turn to the limiting distribution of the largest eigenvalue. We need some preliminary definitions to state the results. It will be convenient to define
Let log be the principal branch of the logarithm. We set, for w ∈ C \ (−∞, π 1 ],
Let then w o to be the largest solution of the equation F ′′ u (w o ) = 0. In particular, it can be shown that such an equation admits four real roots, w − < 0, w 1 , w 2 between 0 and π 1 and w o which is greater than π 1 . Finally we define u o by
Define then t r = w o − π 1 α N (here the index r stands for "real" critical point).
Theorem 1.4. Assume π 1 > 1 is fixed with multiplicity ρ N . Then, for any scale ρ N such that
we have
where F 2 is the Tracy-Widom distribution.
Remarks:
• The above theorem states that, as long as α N → 0, the suitably scaled largest eigenvalue of the Deformed Wigner ensemble behaves as the largest eigenvalue of a ρ N × ρ N GUE. This could be expected, in view of the fixed multiplicity case. Essentially this means that there exists two nuclei of eigenvalues, one around C(π 1 ) and the other "bulk" within the support [−2, 2], fluctuating independently of each other.
• One can show that
• The case lim N →∞ ρ N N = α ∈ (0, 1) will be the object of a subsequent paper, and will not be examined here.
Sketch of the proof
The local eigenvalue statistics and in particular the distribution of the largest eigenvalue, are conveniently expressed through the so-called m point correlation functions of the joint eigenvalue density, which are actually the marginal distribution of m unordered eigenvalues chosen amongst N .
Definition 1.7. Let P N be a probability measure on (R N , B(R N )) with density g with respect to Lebesgue measure. The m-point correlation functions induced by P N are defined by
Let then R m N be the m-point correlation function of the random matrix M N . Then, Johansson (2001) proved that the Deformed Wigner ensemble induces a determinantal random point field, that is, the m-point correlation functions of the induced joint eigenvalue density are given by a determinant involving some correlation kernel K N , as we now recall. 
where the correlation kernel K N is defined by the integral expression
where Γ is a contour encircling the π j 's and γ = A + iR with A large enough to ensure that Γ does not intersect γ.
Remark:
Actually, the integral representation obtained above holds for pairwise distinct π j 's. Yet, by a straightforward use of l'Hopital's rule, one can see this formula also holds in the case some of the eigenvalues coincide, π j = π k , for some j = k.
The distribution of the largest eigenvalue can then be conveniently expressed in terms of the correlation kernel in this case. By an inclusion-exclusion formula,
is the Fredholm determinant of the operator acting on L 2 (s, ∞) with kernel K N . Thanks to the integral representation (14) of the correlation kernel, we will determine the asymptotic expansion of the correlation kernel through a saddle point analysis. We will then deduce the limiting distribution of the largest eigenvalue.
To be more precise, all the proofs will obey the same strategy. First, we will prove that the correlation kernel can be written as
for some kernels H N , J N . Using a saddle point analysis, we then prove that there exists kernels
for all x in a compact interval, as N grows to infinity. This will then be enough to ensure
dt. This will eventually give the convergence in distribution of the largest eigenvalue of the Deformed Wigner Ensemble. In this section, we assume that all the eigenvalues of W are smaller than one. We further assume (in this section only) that the largest eigenvalue satisfies π 1 = 1 and has multiplicity k. It is assumed that k = 0 if all the eigenvalues of W are strictly smaller than 1. In all cases, we assume that π i < 1 − η, for i = 2, . . . , r + 1 where η > 0 is fixed; k and r are here given integers independent of N .
We will here consider the rescalings
Define w c = 1 andw c = 1 + ǫ N 1/3 for some ǫ > 0 that will be fixed later. Let then K ′ N (x, y) be the rescaled correlation kernel
Note that this kernel defines the same correlation functions as
We now show that the correlation kernel K ′ N (x, y) can be cast to the form (16). Define
and for a real and
We use the principal branch of the logarithm and exp {N log w} stands for w N . Then, we obtain the following.
Proposition 2.1. For the rescalings defined in (17),
Here Γ encircles the eigenvalues π i , i = 2 . . . , r + 1 and 1 and γ = A + it with A > 0 large enough not to cross Γ.
Proof of Proposition 2.1: Let γ and Γ be chosen as above. We remove the singularity 1 w − z using the equality 1
The rest of the proof, which will be very similar to that in (Baik et al. 2004) , will now be a saddle point analysis of the kernels H N and J N . Note that the integrand may have poles at the critical points, as we now explain. Assume first that x, y, t in (21), (22), lie in a fixed compact interval of R. We now find the critical points for F . The equation
admits a single critical point which is w c = 1 = π 1 such that
As the third derivative F (3) (w c ) is positive, the steepest descent (resp. ascent ) curve for F comes to w c = 1 with an angle of ±π/3 (resp 2π/3). Yet, as the integrand has a pole of order k at π 1 = w c , Γ must encircle π 1 = w c . Thus one needs to deform this steepest path in a neighborhood of w c so that Γ crosses the real axis on the right of p c . Thus γ will also be pushed on the right of w c . Essentially, we will have to show that the contours can be slightly deformed so that the saddle point analysis can still be achieved.
We now define the kernels that should give the leading term in the asymptotic expansion of H N and J N . Define the contours Set
where Γ ∞ is the contour plotted on Figure 1 above, and
for the contour plotted on Figure 1 above.
Remark: The kernels J ∞ and H ∞ are those defined in (5), (4), by a simple change of variables. We also define
The end of this section will now be devoted to the proof of the following Proposition.
Proposition 2.2. Fix ǫ > 0.
• For any fixed
for any
2.1 Estimate for Z N H N : proof of Formula (28).
Contour for the saddle point analysis
Let Γ be the contour defined in the following way.
Here R o is chosen large enough to encircle all the eigenvalues π i and will be fixed later.
where z * is the intersection of Γ 1 and Γ 2 .
Proof of Lemma 2.1 For z ∈ Γ 1 , we find
which can be made strictly greater than Re (F (z * )) if R o is chosen large enough. We here fix such an R o . This finishes the proof of the Lemma.
Let now δ be chosen so that 0 < δ < 1/2 and
We now split the contour Γ = Γ ′ ∪ Γ" where
) is the part of formula (21) ( resp. (25)) integrated on Γ ′ .
Such a choice for δ is explained by the following. For z ∈ Γ ′ , one has
In particular for t ≤ δ,
and max
Here we have used that δ ≤ 1/2 and (24). The latter suggests that the leading term in the asymptotic expansion of H N is given by H ′ N , as we will now show.
The case x is bounded.
The object of this subsubsection is the following result.
Proof:
Let L Γ ′′ be the length of Γ ′′ , C(R o ) = R o + 2, and C g is a constant such that
which is well defined since the π i lie in a compact interval of (−∞, 1). Then, we have
for N large enough. We then proceed as in (Baik et al. 2004) , formula (152), to obtain that
for N large enough.
We then turn to the contour
where it is assumed that N is large enough so that
We will now skip the details since the proof is exactly the same as in (Baik et al. 2004 ), page 26. We first need to show that the fact Γ does not pass exactly through w c does not affect the behavior of the leading term in the asymptotic expansion. Then for z ∈ Γ ′ o , using (33),
where C g has been defined in (34) and
} which is well defined once more since the π i lie away from 1.
Thus,
Using now that the length of Γ ′ o is 2πǫ 3N 1/3 , we obtain that in (37), the part of the integral integrated over Γ ′ o is smaller than (Baik et al. 2004) )
Finally we obtain
for some C > 0 and N large enough. To sum up, for x in a compact interval [−x o , x o ] , we obtain using (35), (36), (41), that
for N large enough. This proves (28) in this case.
The case x positive
The object of this subsubsection is to prove the following estimate.
Lemma 2.3. Assume x > 0, then there exists some constant C > 0 such that
Proof : The thing that makes it all here is that the whole contour Γ lies on the half plane Re(z −w c ) > 0. This will give that for large positive x, the kernel Z N H N decays exponentially, as ǫ > 0. For z ∈ Γ ′′ , one has that
while
for N large enough since Re(a) ≤ −δ/2N 1/3 in the integral defining H ′′ . We perform the same computation now for the part of the integral over Γ ′ , as for the case x lies in a compact set. Here, all along Γ ′ , one has exp
This finally gives that
This proves (28) in this case. (29) 2.2.1 Contour for the saddle point analysis
Estimate for
Actually, we choose t o such that Lemma 2.4. Re(F ) is decreasing on γ 1 ∪ γ 2 as Im(w) increases. Furthermore, there exits a constant C o > 0 such that, for w ∈ γ 2 , written as w = w * + it, where w * = w c + t o e iπ/3 ,
Proof of Lemma 2.4: One can check that, for t > 0
for all t. Note that the contour γ can not be pursued too far. Instead of having a finite length contour here, we have to bound the real part of points on γ. Otherwise the kernel could be hardly be majorized in the cas y < 0. Thus we stop at t o . Then, along γ 2 , one has
This finishes the proof of the lemma.
Let now δ be given as in (32). In particular, one still has (33). We split as before the contour γ: γ ′ is the part of the contour lying in the disk centered at w c of ray
The case y in a compact interval
Lemma 2.5. Assume given y o > 0. Then, there exists C(y o ) > 0 such that for any |y| ≤ y o ,
Proof : The only difference from the preceding subsection is that γ ′′ is not of finite length. Yet the decrease of F is sufficiently fast. This gives for γ 2 ,
Now, using Lemma 2.4 and that
where A is chosen such that |π i | < A, i = 2, . . . , r + 1. Now, since the π i , i = 2, . . . , r + 1, lie in a compact interval, this latter integral is negligible in the large N limit, so that
, |g(w)|, which is uniformly bounded. Then
for N large enough. Conversely inserting b = te iπ/3 , with t ≥ δN 1/3 in (26) yields that (188) in (Baik et al. 2004) for N large enough. Finally, using the same arguments as for H N , one can show that
. This gives (29) in the case y lies in the compact interval [−y o , y o ].
The case y > 0
We only give the mains ideas.
This was finally the reason why we choose a circle of ray 3ǫ for γ o . Then, for N large enough,
And finally
This gives (29).
Finally to conclude the proof of Theorem 1.1, we use that
to obtain that the limiting kernels H ∞ and J ∞ obtained here are those defined in (4), (5)(see e.g. (Baik et al. 2004 ), Section 3.3.).
3 Finite GUE type of fluctuations : proof of Theorem 1.2
Rewriting of the correlation kernel
We here assume that π 1 > 1 lies in a compact interval of (1, ∞) and π i , i = 2, . . . , r + 1 are in a compact subset of (−∞, π 1 ). We here consider the rescalings
Let now ǫ > 0 be fixed and setπ
The associated rescaled correlation kernel will here be
Define F C(π 1 ) (w) = w 2 /2 − C(π 1 )(w −π 1 ) + log w where we use the principal branch of the logarithm (e ±N log w = w ±N .) We will now bring K ′ N (x, y) to the form (16). Proposition 3.1. One has
Remark: Here the two contours γ and Γ still do not intersect. For this specific choice of C(π 1 ), the critical points to be considered satisfy
Here they are equal to π 1 or 1/π 1 . The latter will be irrelevant to our saddle point analysis. One can check that
in the subsequent. Conversely, F ′′ (1/π 1 ) < 0. While this latter point should be the relevant critical point for −F C(π 1 ) , we will see that this is not the case. Actually, as Γ has to encircle the pole π 1 , the contribution of −F C(π 1 ) (π 1 ) will give the leading term in the asymptotic expansion.
Saddle point analysis of the correlation kernel
Define
where γ ∞ is the axis ǫ ′ + iR, ǫ ′ > 0 oriented from bottom to top. Finally set
Proposition 3.2. Assume ǫ > 0 is fixed, and letπ 1 be given by (48).
• For any fixed y o ∈ R, there exists constants C > 0,c > 0, and an integer N o > 0 such that
for y ≥ y o and N ≥ N o .
• For any fixed x o ∈ R, there exists constants C > 0,c > 0, and an integer N o > 0 such that
for y ≥ x o and N ≥ N o .
Remark : We explain why Proposition 3.2 implies Theorem 1.2. We will now show that
where K(x, y) is the correlation kernel of the k × k GUE with parameter σ 2 . This will prove finally Theorem 1.2. Using (14), one has
where C o is encircling 0 and A > 0 is large enough so that the two contours do not cross. The residue defining H ∞ can be written
Another proof using the standard expression of the correlation kernel of k × k GUE using the rescaled orthogonal polynomials defined by the orthogonality relationship
has been given in (Baik et al. 2004 ), Section 4.
Estimate for
Lemma 3.1. Re F C(π 1 ) is decreasing along γ 1 .
Now assume that δ is such that
Then for |w − π 1 | ≤ δ, one has
and Re F
C(π 1 ) (w) = 2 |w 3 | ≤ 16. This gives
As before, we now split the contour into two parts. Let
We briefly indicate the idea of the proof. Consider first γ ′′ . Let w o be the point of intersection of γ ′′ and γ ′ . When N grows to infinity, w o → π 1 + iδ, so that, for N large enough
And Re (F (w o + it) − F (w o )) ≤ −C o t, for t > 0. Assume first y o > 0 given, and that y lies in the interval [−y o , y o ]. It is straightforward to obtain from (56) that for N large enough the contribution of J ′′ N (y) will be exponentially negligible. Conversely, formula (55) ensures that a Taylor expansion can be made along γ ′ , yielding (51), with the same arguments as in the preceding section. Finally, we use that Re(w −π 1 ) > 0 for all w ∈ γ, and the same arguments as in the preceding section, to obtain (51) in the case y > 0. (52) We first examine the contribution of the zeroes of g as a residue integral. Let Γ ′ be a contour that encloses 0 and π i , i = 2, . . . , r + 1 but not π 1 .
We will now examine separately the two kernels H 1 and H 2 . First we show that H 1 (
for any x ≥ x o , and N ≥ N o .
Proof of Fact 3.1:
We will only explain the main changes from (Baik et al. 2004) , since the proof is similar. For any l , the derivatives F (l) C(π 1 ) (π 1 ), , g (l) (π 1 ) are all bounded, and |g(π 1 )| > 0 with our assumptions. Thus
where c l , d l are some constants. This formula follows from the Taylor expansion of
. Now,
for some polynomials q j . Now, this gives Fact 3.1 .
We now turn to the asymptotics of the kernel H 2 .
Fact 3.2. For any fixed x o ∈ R, there exists C > 0, c > 0, N o > 0 such that
Proof : The proof will be obtained by a saddle point analysis. We define the suitable contour Γ ′ . Let π * 1 = max(1, π 2 ). The contour Γ ′ will depend on some constants δ, R that will be fixed later. Let
A plot of the whole contour will be given in Figure 4 below.
Remark:
Here , we assume that δ is small enough so that the curve
has crossed the circle of ray
> 1, we then choose some δ ≤ (
2 ) 2 − 1. Then we call x * = π 1 +π * 2 e iθo this intersection. Finally R is chosen large enough to enclose all the π i , i = 2, . . . , r + 1. The crucial step in the proof of Fact 3.2 is the following Lemma.
Lemma 3.2. There exists 0 < δ ≤ (
2 ) 2 − 1 for which
• Re F C(π 1 ) achieves its minimum on Γ 3 ∪ Γ 4 ∪ Γ 5 at x * . 
Proof of Lemma 3.2 Re F
is uniformly bounded in a compact set away from 0. Thus, we can choose δ small enough so that, for
Finally, along Γ ′ 5 , and for z = −R + it, t ≤
We can then choose R large enough so that along Γ ′ 5 ,
Lemma 3.2 is now proved. Now, Lemma 3.2 implies Fact 3.2. Combining this with Fact 3.1, gives formula (52), which finally proves Proposition 3.2.
4 The "bulk of the spectrum" in the case of a multiplicity growing with N : proof of Theorem 1.3
In the following C(π 1 ) and σ 2 (π 1 ) are defined as in formulas (7) and (8) and let also α N be defined by (11). We here make the simplifying assumption
where π 1 lies in a compact interval of (1, ∞). The multiplicity of the largest eigenvalue π 1 is then called ρ N with ρ N N = α 2 N → 0, ρ N → ∞ as N grows to infinity. The changes to be made in the case W admits eigenvalues between 0 and π 1 will be indicated at the end of this section.
Recall that the correlation kernel in this case can be written
Here Γ encircles π 1 and 0 and is oriented counter clockwise, while γ = A + it, t ∈ R. The idea is to make a second order Taylor expansion around π 1 . If w = π 1 + α N s, then the exponential term
for some function G that should not grow much. The function
is then the exponential term of the correlation kernel of the GUE with parameter σ 2 = σ 2 (π 1 ). We should then recover the same limiting fluctuations in the scale α N around π 1 as that of the eigenvalues of a ρ N × ρ N random matrix with i.i.d. complex centered Gaussian entries of variance σ 2 .
We now make the following hypothesis, without loss of generality. As π 1 + α N t → π 1 as N grows to infinity when t lies in a compact of C, there exists N o such that
From now on, we will assume that N ≥ N o .
Removal of the singularity
Let ρ be the density of the semi-circular law with parameter σ 2 = σ 2 (π 1 ) defined in (1). Let x o , y o be fixed and set
For u, v satisfying (65), we will here consider the rescaled kernel
We now split the contour Γ in the integral representation of K N (u, v). Let Γ 1 be a contour encircling π 1 , a circle of ray σ for instance, and Γ 2 be the circle of ray 1 centered at the origin. Let then define the kernels
So far, we have obtained that
As x ∼ y = α, it is not hard to see that the two integrals in w and z will have the same critical points lying around π 1 . Thus we have to remove the singularity 1 w − z before performing the saddle point analysis of K ′ N,1 . We do not change the integral representation of K ′ N,2 : indeed the singularity 1 w − z can not trouble the saddle point analysis.
Proposition 4.1. Assume N ≥ N o defined in (64), then with the rescalings (65),
Γ ′ 1 is a circle of ray σ around the origin and γ ′ = A + iR, with A ≥ −2σ − 1.
Remark:
The above integral representation of K ′ N,1 has no more singularity. Thus Γ ′ 1 can now cross γ ′ . This is important, since, as |x − y| is of order Cα N ρ N , we will consider, for the saddle point
Proof of Proposition 4.1: Assume that γ ′′ = A + iR, A > 0 large enough not to cross a circle of ray σ around π 1 . We first show the formula
Define F u (w) := w 2 /2 − uw + log w. Here we choose the principal branch of the logarithm. Then
Performing now a Taylor expansion for the real and imaginary part gives
Finally
, and we use that
Note that all this is possible since π 1 + α N s does not reach R − . Thus we obtain that for contours Γ ′ 1 and γ ′′ chosen as above, that is such that π 1 + α N t nor π 1 + α N s reaches the negative real axis :
Finally, we use the same method as in (Johansson 2001) to remove the singularity. In (70), we make the change of variables s → βs, t → βt for β real close to one. thanks to Cauchy's theorem, we can deform back these contours to γ and Γ. Taking the derivative at β = 1 gives
Now this gives, using (70) and for the rescalings (65) d((
Now the kernel (74) can be integrated by parts to obtain finally Proposition 4.1. As this new kernel has now no singularity, the two contours γ ′ and Γ 1 can now cross yet these contours must not cross the real axis at some point t such that π 1 + α N t < 0. We can thus move γ ′ to γ as in Proposition 4.1.
A study of critical points
In this part, we will show that the exact critical point, that is those of F u lie on a curve that is almost a circle of ray σ(π 1 ) around π 1 , provided α N tends to 0. Furthermore, we prove that the relevant critical points for the saddle point analysis are well approximated by those of H α/σ 2 . Let
We here assume that π 1 lies in a compact of (1, ∞). Introduce the exact exponential term to be analyzed:
N log(w − π 1 ). Note that F u and G u have the "same" critical points : w c = π 1 + α N t c . The equation
admits three solutions. One is real in (0, π 1 ) and two others w ± c that are conjugate.
We now search for critical points with non null imaginary part. Then,
Therefore, any critical point with non zero imaginary part satisfies
Lemma 4.1. Equation (76) defines one or two curves encircling 0 and π 1 , depending on the value of α 2 N .
Proof of the lemma:
, otherwise the result is straightforward. We have to find, given an x, y(x) such that Consider now a sequence α N such that lim N →∞ α N = 0. We will now show that critical points for
with
It is not hard to see that, as π 1 lies in a compact of (1, ∞), for |t| < T o , for N large enough such that α N T o < π 1 /2, the function
and its derivative are bounded uniformly by a constant depending on T o . We choose T o such that T o ≥ 2σ(π 1 ) and T o ≥ 4π 2 1 .
Now for the rescalings (65)
and |F
Now, for α = 2σ cos θ c , θ ∈ (−π + ǫ, π − ǫ) H α σ 2 admits two critical points that are conjugate :
for some angle θ c ∈ (−π + η, π − η), η > 0. Thus using (78) and (79), we know that F u admits two critical points w ± N that are conjugate and |t
Saddle point analysis
The object of this subsection is the following result. Assume α = 2σ cos θ c and let t ± c be as in (80).
We will start from formula (68) and analyze separately the asymptotic expansions of K ′ N,1 and K ′ N,2 in the two following subsubsections.
Estimate for
This subsubsection is devoted to the proof of the following Proposition.
Proposition 4.2.
Proof of Proposition 4.2 The proof will be based on a saddle point argument. We will define contours that are steep descent (ascent) curves for H α σ 2
, and show that they are also steep descent (ascent) curves for F u .
Let γ ′ be the curve γ ′ = t + c + it, t ∈ R, oriented from bottom to top.
Lemma 4.2. γ ′ is a steepest descent curve for H α σ 2
. Proof :
We now show that Re(F u ) decreases faster than (resp. almost as) H α σ 2 on γ ′ , provided t > 0 is large enough and Re(t c ) ≥ 0 (resp Re(t c ) < 0). We first examine the case Re(t c ) = σcosθ c ≥ 0. Recall that
, and using that for t > T o = 4π 2 1 ,
|σe iθc +iTo| 2 > 0. Now, G is uniformly bounded on the part of γ ′ included in {|Im(w)| ≤ T o + 2σ}, and there exists a constant C ′ H,To > 0 such that
for N large enough. If Re(t c ) = σ cos θ c < 0, this time, one can check that
Thus for N ≥ N 1 , and
Fix now ǫ > 0 small. Then, there exists constants C ′ H,ǫ > 0, C H,To > 0 such that
We now turn to the contour Γ ′ 1 . Define
Lemma 4.3. Assume t + c = σe iθc . The function θ → Re H α/σ 2 (σe iθ ) achieves its minimum on [0, 2π] at θ = ±θ c .
Proof:
d dθ Re H α/σ 2 (σe iθ ) = 2 sin θ(cos θ c − cos θ).
Note that this contour follows the curve of critical points for H x when x describes [−2σ, 2σ].
We now turn to the asymptotic expansion of
Then
We now show that the function g(s, t) will not perturb the saddle point analysis. As the contour Γ ′ 1 is compact and for |Im(w)| ≤ T o , the function G(t) is bounded, and its derivative also by some constant depending on π 1 only. Thus g(s, t) is bounded on the compact part of Γ ′ 1 ∪ γ. Note also that along γ ′ 1
Now it is easy to see that g(s, t) behaves as a polynomial of |t|. Thus, for
for N large enough. This is the needed estimate to perform the saddle point analysis.
We now slightly deform the contours γ (resp. Γ ′ 1 ) to contours γ N and Γ N that go through the effective critical points t ± N F v . These contours lie within a C 1 distance of γ (resp. Γ ′ 1 ) smaller than Cα N for some constant C > 0. Furthermore, γ N and Γ N coincide with γ and Γ ′ 1 outside the disk |t − t c | < ǫ. Then , by Proposition 4.1,the above lemmas and (82), we obtain, by a standard saddle point argument that
Furthermore
so that only the contribution of equal critical points have to taken into account. Using that Im(t N ) = πσ 2 ρ(α) + o(1), we obtain that
We refer the reader to (Johansson 2001 ) for a detailed proof of this. This finishes the proof of Proposition 4.2.
Estimate for
This subsubsection will be devoted to the proof of the following Proposition.
Proof : First, for N large enough, Re(F u ) achieves its minimum at θ = 0 on Γ 2 . The computation is here left. Thus, we have to compare Re (F u (1)) and Re (F v (π 1 + α N t N )) . Assume that γ ′ lies in the half plane Re(π 1 ) > (π 1 − 1)/2. Then
Furthermore, as the two critical points are conjugate we can consider t N + only, and we will drop the + sign. Then
Now, it is easy to see that |(85)| ≤ Cα N N, for some constant C > 0. Finally, using that
for some constant C ′ > 0 and N large enough, we obtain that there exists a constant C and N o such that for N ≥ N o ,
This follows from the fact that the function f : x → x 2 /2 − C(π 1 )x + log x, x ≥ 1 is strictly decreasing in the interval (1/π 1 , π 1 ), as π 1 lies in a compact interval of (1, ∞). Indeed
Therefore for N large enough
End of the proof of Theorem 1.3
Finally, combining Proposition 4.2 and Proposition 4.3 yields Theorem 1.3. In the case W has eigenvalues π i , i = 2, . . . , r + 1 between π 1 and 1, one simply adds contours encircling the corresponding π i . The same kind of asymptotic as that obtained for K ′ N,2 will be obtained. This will not change the asymptotic expansion of the correlation kernel, yielding Theorem 1.3 in the case W has eigenvalues distinct of 0 and π 1 .
5 The edge in the case of a multiplicity growing with N : proof of Theorem 1.4
Let u o be the point defined in (13), which is a degenerate critical point for F uo , and let t r be such that π 1 + α N t r = w o . Recall that w o lies within a neighborhood of width α N of 2σ. Then for t c = σ,
Here the constant C depends only on π 1 . Furthermore,
Let also R o be defined in (31) and Lemma 2.1. As π 1 + α N t → π 1 as N grows to infinity when t lies in a compact of C, there exists N o such that
From now on, we will assume that N ≥ N o . Let ǫ > 0 be given. Define
Consider the rescalings
From now on, we will consider the rescaled correlation kernel
Removal of the singularity
We now split Γ into two contours. Γ = Γ 1 ∪ Γ 2 , where Γ 1 is encircling π 1 and crosses the real axis at π 1 ± σα N . Γ 2 will be a contour encircling 0. Then, let γ = A + iR with A > 0 large enough so that γ ∩ Γ 1 = ∅ . Set nowπ
Define the kernels
where the contour Γ ′ 1 is a contour encircling 0 and γ ′ = a + iR, a > 0 does not cross Γ ′ 1 .
where the contour Γ ′′ is such that its image under the map t → π 1 + α N t, is the circle of ray one centered at the origin.
Proof:
We call K 1 N the part of the integral formula defining (90) integrated on Γ 1 , and γ. Then we obtain
The last equality follows from a change of variables. We now set Z N = exp {N F uo (π 1 + α N t r )}.
Estimate for
Proof: Let Γ ′′ be such that its image under the map π 1 + α N t is the circle of ray one. Then, it is easy to see that setting w = π 1 + α N t, ReF uo (w) achieves its maximum at θ = 0. Now we show that
< 0 between 1 and π 1 + α N t r for N large enough, as π 1 and 1 are well separated. Let x o < 1 be the second root, of multiplicity one this time, of F ′ uo (x) = 0. Then
In particular let I = [1+η 1 , 1+η 2 ], with η2 < (π 1 −1)/2. This can be achieved as π 1 lies in a compact interval of (1, ∞). Then there exists N o such that for N ≥ N o , in the interval I, |F ′ u (x)| > 2η for some η > 0, depending on π 1 only. From this, we will obtain that ReF uo (1) > ReF uo (π 1 +α N t r )+2η ′ for some constant η ′ > 0. Finally, as the contour Γ ′′ is of length 2π π 1 α N , we can see that for N large enough, and for
which goes to zero as N grows to infinity (since ρ
for N large enough. In the case x is positive, then all the contour Γ ′ lies on the left of t r . And
for N large enough. Thus, following the same ideas as before, we obtain the result.
The aim of this subsection will be to obtain the following estimates for the kernels H N and J N .
Proposition 5.2. Assume ǫ > 0 is fixed, and π 1 lies in a compact interval of (1, ∞). Then,
Preliminary lemmas
In this subsubsection, we will establish three lemmas will enable us to define the suitable contours for the saddle point analysis.
for some constant C o (π 1 ) > 0 depending on π 1 only.
Proof:
We set t = −R + ix where R = σR o and
We consider x > 0 here. The other case will be obtained using that F u (w) = F u (w). Recall that N ≥ N o so that π 1 + α N t does not cross the negative real axis.
where we have used that
Inserting (97) in (96) yields
Now the function (99) is of modulus smaller than one, while, as N ≥ N o (98) is O(α N ρ N ), and this O is uniform, since π 1 lies in a compact interval of (1, ∞). Indeed, we can choose a straight line for the u-path from −R+ix to t r : the length of this curve will be smaller than R 2 +3σ 2 +t 2 r ≤ σ 2 (R 2 o +3)+t 2 r , which is uniformly bounded. And, as t r ∈ [1/σ, 3/σ],
The other terms are obviously bounded. Finally this proves Lemma 5.2.
We now give a lemma that essentially says that we can perform the third order Taylor expansion in a small disk around t r . Let δ be given by (32).
Lemma 5.3. There exists 0 < δ ′ < δ/2 < 1,
The above Lemma implies in particular that
And we will see that F
uo (π 1 + α N t r )α N ≥ 1/t 3 r for N large enough.
Proof : For any t ∈ D(t r , δ ′ ),
We then want to find δ ′ such that the fourth derivative does not change much in the asymptotic expansion. We then search for δ ′ such that
Now we search for a δ ′ < 1/2: in this case as t r ∈ [1/σ, 3/σ], any t ∈ D(t r , δ ′ ) will be in the disk
.
Then we compute
with H
vo (t) = 2/t 3 , H
2σ ), as π 1 +α N t ≥ π 1 /2, the function G and its first four derivatives are bounded by some constant depending on π 1 only. We obtain that max
for some constant C 4 (π 1 ), and |G
We then search for a δ ′ such that for all t ∈ D(t r , δ ′ )
Indeed u o is real so the third derivatives H vo and G are also real, and we can assume the worst case, that is G
uo < 0. Now as H ) vo (t r ) = 2/t 3 r , we choose a 0 < δ ′ < 1 such that
and there exists N 2 depending on π 1 only, such that, as t r ∈ [1/σ, 3/σ], and δ ′ < 1
Saddle point analysis
We will now define the contours for the saddle point analysis, outside the disk D(t c , δ), where δ has been defined in (32) and t c = σ.
Let then Γ σ (resp γ σ ) be the image of the contours defined in figure 2 (resp 3) under the map t → σt. Then, as H 2/σ (σt) = F (t) + log σ where F has been defined in 20, Γ σ (resp. γ σ ) is the steepest ascent (resp. descent ) curve for H 2/σ , except once more in the disk D(t c , δ). Let then Γ ′ 1 be the contour Γ σ , except that we slightly slightly modify the curve in the disk D(t r , δ ′ ) . We assume that δ ′ ≤ δ/2. Define 
We then join t r (1 + δ ′ )e 2iπ/3 to t c (1 + δ)e 2iπ/3 by a contour within a C 1 distance of |t c − t r | ≤ Cα N . Similarly, γ ′ will be the contour γ σ modified in the disk D(t r , δ ′ ), in the following way. 
We then join t r (1 + δ ′ )e iπ/3 to t c (1 + δ)e iπ/3 by a contour within a C 1 distance of |t c − t r | ≤ Cα N .
Introduce now the kernels
J ∞,N (y) := ( ν N 2 ) 1/3 exp {ǫy(
where Γ ∞,N (resp. γ ∞,N ) is such that its image under the map t → ρ 1/3 N (t − t r ) coincides with Γ ′ 1 (resp. γ ′ 1 ) in the disk D(t r , δ ′ ) and then follows the curve t r δ ′ e ±i2π/3 (resp. t r δ ′ e ±iπ/3 ). Then, it is an easy fact that H ∞,N (x) = exp {−ǫx( ν N 2 ) 1/3 }Ai(x) and J ∞,N (y) = exp {ǫy( ν N 2 ) 1/3 }Ai(y).
We will now split the contours as before. Call H ′′ N,2 (resp. J ′′ N,2 ) the part of the integral formula defining H N (resp J N ) integrated on the part of Γ ′ 1 (resp. γ ′ 1 ) outside D(t r , δ ′ ); and set H ′ N (x) = H N (x) − H ′′ N,2 (x), J ′ N (y) = J N (y) − J ′′ N,2 (y). Similarly, H ′′ ∞,N (x) (resp. J ′′ ∞,N (y)) will be the part of the integral formula (103) (resp (104) integrated outside the image under the map t → ρ 1/3 N (t − t r ) of D(t r , δ ′ ).
We will now prove Proposition 5.2 in the case x and y lie in a fixed compact interval; the case they are positive follows from arguments similar to those of the preceding sections. 
Proof of Fact 5.1: This will follow from the preceding saddle point preliminaries. We will now use that F uo (π 1 + α N t) behaves as ρ N H 2/σ (t) outside the disk D(t r , δ ′ ). Now, as for t > 4π 2 1 = T o , Im F ′ uo (t) ≥ α N Im H 2/σ (t) , the decay of F uo is faster than that of H 2/σ along the curve σ(T o + it). Thus, we use now the fact that the remaining contour is in the disk of ray 2Rσ centered at the origin ( where we assume that R is such that R > T o ). To pursue further, we need the following lemma.
Lemma 5.4. In the disk |t| ≤ 2σR o ,
for some constant C > 0.
Proof:
The first estimate follows from the fact that G is uniformly bounded in the disk of ray 2σR o . Here we have assumed that R o is larger than T o , up to a modification of R o . We compute
Now, H ′ 2/σ (t) = (t−tc) 2 tσ 2 so that as t r , t c are greater than 1/σ, |H 2/σ (t) − H 2/σ (t c )| ≤ µ 3 N /3.
Thanks to the above lemma |N F uo (π 1 + α N t r ) − ρ N H 2/σ (t r )| ≤ Cα N ρ N along the whole contour (except the part of γ ′ with Im(t) > T o σ where the decay of F uo is faster than that of H 2/σ . Using then the estimates for F obtained in Section 2, the remark following Lemma 5.3, and Lemma 5.2, we obtain that the whole contribution of the contours outside the disk D(t r , δ ′ ), which we will call H ′′ N,2 (x) or J ′′ N,2 (y) satisfy
for some constant C uniformly bounded. Thus, for N large enough, we obtain the first part of (105) and of (106). The estimates for H ′′ ∞,N (x) are obtained in a similar way. Thus formulas (105) and (106) are now proved. This finishes the proof of Fact 5.1.
We now show that the contribution from the contours in the disk D(t r , δ ′ ) will give the leading term of the asymptotic expansion for both kernels. 
We first consider the Γ ′ 1,0 integral. Thus t = t r + ǫ/2 ρ 1/3 N e iθ , and the analog of formula (40) becomes
Now, we use the fact that ν N ≤ C ′ (π 1 ) to obtain that the integral is then less than some constant divided by ρ Combining formulas (107), (108), (105) and (106) yield then Proposition 5.2 in the case x or y lie in a fixed compact interval. The case x > 0 is analyzed in a similar way than in the preceding sections, using the fact that the whole contour Γ 1 lies on the left handside oft r . The detail is left.
