We introduce a new barrier function which is not a barrier function in the usual sense: it has finite value at the boundary of the feasible region. Despite this, its iteration bound, O √ n log n log n ε , is as good as it can be: it is the best known bound for large-update methods. The recently introduced notions of superconvexity and exponential convexity are crucial in the analysis.
Introduction
Since the path-breaking paper of Karmarkar [3] , Linear Optimization (LO) revived as an active area of research. Nowadays the resulting Interior-point Methods (IPMs) are among the most effective methods for solving wide classes of LO problems. Many researchers have proposed and analyzed various IPMs for LO and a large amount of results have been reported. For a survey we refer to recent books on the subject ( [14] , [16] , [18] ). An interesting fact is that almost all known polynomial-time variants of IPMs use the so-called central path [15] as a guideline to the optimal set, and some variant of Newton's method to follow the central path approximately. Therefore, analyzing the behavior of Newton's method has been a crucial issue role in the theoretical investigation of IPMs. In this paper we consider so-called primal-dual methods. It is generally agreed that these methods are the most efficient methods from a computationally point of view (see, e.g. Andersen et al. [1] ). These methods use the Newton direction as a search direction; this direction is closely related to the well known primal-dual logarithmic barrier function.
At present there is still a gap between the practical behavior of the algorithms and the theoretical performance results, in favor of the practical behavior. This is especially true for so-called large-update methods. If n denotes the number of inequalities in the problem, then the theoretical complexity analysis of large-update methods yields an O(n log(n/ε)) iteration bound, where ε represents the desired accuracy of the solution. In practice, however, large-update methods are much more efficient than the so-called small-update methods for which the theoretical iteration bound is O( √ n log(n/ε)). So the current theoretical bounds differ by a factor √ n, in favor of the small-update methods. This significant gap is frustrating.
Recently the gap could be almost closed by deviating from the usual approach. Replacing the logarithmic barrier by a so-called self-regular barrier function, and modifying the search direction accordingly, a large-update method was obtained for which the theoretical iteration bound is O( √ n(log n) log(n/ε)) [9, 12, 8, 11] . Thus, up to the factor log n, the gap between the theoretical iteration bounds for smalland large-update methods has been almost closed.
In this paper we introduce a new barrier function which is not self-regular. Based on this barrier function we device a new large-update method which has an O( √ n(log n) log(n/ε)) iteration bound, the currently best bound for large-update methods. The barrier function is different from all known barrier functions in the sense that it is finite at the boundary of the feasible region. Up till now all barrier functions used in the analysis of polynomial-time interior-point methods become unbounded when approaching the boundary of the feasible region. The result of this paper is therefore quite surprising, and the authors hope that it will give way to the search of still unknown barrier functions that may completely close the aforementioned gap.
The paper is organized as follows. In Section 2 we briefly recall the classical approach and use this to describe the idea underlying the approach of the paper. A main result is that any strictly convex (univariate) function on the positive real axis, that attains its minimal value, determines a primal-dual interior-point method. We will restrict ourselves to functions that are superconvex and also exponentially convex. These notions were introduced in [10] . We recall them in Section 2.6 and Section 2.7, where we also derive some relevant properties that play a crucial role in the analysis of the algorithm. The analysis of the algorithm is performed in Section 3. Finally, Section 4 contains some concluding remarks, and directions for future research.
We use the following notational conventions. Throughout the paper, · denotes the 2-norm of a vector, whereas · ∞ denotes the infinity norm. For any x = (x 1 , x 2 , · · · , x n ) T ∈ R n , x min denotes the smallest and x max the largest value of the components of x. If also s ∈ R n , then xs denotes the coordinatewise (or Hadamard) product of the vectors x and s. Furthermore, e denotes the all-one vector of length n. The nonnegative orthant and positive orthant are denoted as R n + and R n ++ , respectively. Finally, if z ∈ R n + and f : R + → R + , then f (z) denotes the vector in R n + whose i-th component is f (z i ), with 1 ≤ i ≤ n.
Preliminaries

The central path
We deal with the LO-problem in standard format:
where A ∈ R m×n , b ∈ R m , c ∈ R n , and its dual problem
We assume that both (P ) and (D) satisfy the interior-point condition (IPC), i.e., there exists (
It is well known that the IPC can be assumed without loss of generality. In fact we may, and will assume that x 0 = s 0 = e. For this and some other properties mentioned below, see, e.g., [14] . Finding an optimal solution of (P ) and (D) is equivalent to solving the following system.
The basic idea of primal-dual IPMs is to replace the third equation in (2), the so-called complementarity condition for (P ) and (D), by the parametrized equation xs = µe, with µ > 0. Thus we consider the system
If rank(A) = m and the IPC holds, then for each µ > 0, the parameterized system (3) has a unique solution. This solution is denoted as (x(µ), y(µ), s(µ)) and we call x(µ) the µ-center of (P ) and (y(µ), s(µ)) the µ-center of (D). The set of µ-centers (with µ running through all positive real numbers) gives a homotopy path, which is called the central path of (P ) and (D). The relevance of the central path for LO was recognized first by Sonnevend [15] and Megiddo [4] . If µ → 0 then the limit of the central path exists and since the limit points satisfy the complementarity condition, the limit yields optimal solutions for (P ) and (D).
Primal-dual path-following methods
IPMs follow the central path approximately. Let us briefly indicate how this goes. Without loss of generality we assume that (x(µ), y(µ), s(µ)) is known for some positive µ. For example, due to the above assumption we may assume this for µ = 1, with x(1) = s(1) = e. We then decrease µ to µ := (1 − θ)µ, for some θ ∈ (0, 1) and we solve the following Newton system
This system uniquely defines a search direction (∆x, ∆s, ∆y). By taking a step along the search direction, with the step size defined by some line search rules, one constructs a new triple (x, y, s). If necessary, we repeat the procedure until we find iterates that are 'close' to (x(µ), y(µ), s(µ)). Then µ is again reduced by the factor 1 − θ and we apply Newton's method targeting at the new µ-centers, and so on. This process is repeated until µ is small enough, say until nµ ≤ ε; at this stage we have found an ε-solution of the problems (P ) and (D).
Let us mention that most practical algorithms use the ε-solution to construct a basic solution and then produce an optimal basic solution by crossing-over to the Simplex method. An alternative way is to apply a rounding procedure as described by Ye [17] (see also Mehrotra and Ye [5] , and Roos et al. [14] ).
The choice of the so-called barrier update parameter θ plays an important role both in theory and practice of IPMs. Usually, if θ is a constant independent of the dimension n of the problem, for instance θ = , then the algorithm is named a small-update (or short-step) method. Recall that small-update methods have the best iteration bound; they require O √ n log n ε iterations to produce an ε-solution. On the other hand, large-update methods, in practice much more efficient than small-update methods [1] , have a worse iteration bound, namely O n log n ε [14, 16, 18] . This phenomenon is what we called 'the gap between theory and practice'.
The result of a Newton step with step size α is denoted as
The choice of the step size α (0 < α ≤ 1) is another crucial issue in the analysis of the algorithm. It has to be taken such that the closeness of the iterates to the current µ-center improves by a sufficient amount. In the theoretical analysis the step size α is usually given some default value.
Relation with the logarithmic barrier function
Obviously, when analyzing the algorithm described in the previous section we are in need for a measure for the 'closeness' of a primal-dual pair (x, s) to the µ-center (x(µ), s(µ)). The most popular tool for measuring this closeness is the so-called primal-dual logarithmic barrier function. Up to the constant −n, this function is given by
Its usefulness can most easily be understood by introducing the vector
Note that the pair (x, s) coincides with the µ-center (x(µ), s(µ)) if and only if v = e. Now defining
one may easily verify that Φ c (x, s; µ) can be expressed in terms of the vector v as follows.
Since ψ c (t) is strictly convex, and attains its minimal value at t = 1, with ψ c (1) = 0, it follows that Φ c (x, s; µ) is nonnegative and vanishes if and only if v = e, i.e., if and only if xs = µe. Thus we see that the µ-centers x(µ) and s(µ) can be characterized as the minimizers of Φ c (x, s; µ). Another crucial property of the logarithmic barrier function becomes apparent when applying a widely used scaling schema. Using the vector v, as defined in (7), we define scaled versions of the displacements ∆x and ∆s as follows:
Now the system (4) defining the Newton search directions can be rewritten as
The last equation in the above system is called the scaled centering equation. Yet we observe that the right hand side in this equation is nothing else than the gradient of Ψ c (v), as easily can be verified. In other words,
Note that d x and d s are orthogonal vectors, since the matrix d x belongs to the null space and d s to the row space of the matrixĀ. Thus we arrive at the important conclusion that the scaled search directions d x and d s form an orthogonal decomposition of minus the steepest descent direction of the scaled logarithmic barrier function Ψ c (v).
Generalization to new barrier functions
Now we are ready to describe the idea underlying the approach in this paper: in the scaled centering equation, which defines the search directions, we replace the scaled barrier function Ψ c (v) by a strictly convex function Ψ(v), v ∈ R n ++ , such that Ψ(v) is minimal at v = e and Ψ(e) = 0. Thus the new scaled centering equation becomes To simplify matters we will restrict ourselves to the case where Ψ(v) is separable with identical coordinate functions. Thus, letting ψ denote the function on the coordinates, we have
where ψ(t) : D → R + , with R ++ ⊆ D, is strictly convex and minimal at t = 1, with ψ(1) = 0. In the present context we call the univariate function ψ(t) the kernel function of the barrier function Ψ(v).
Observe that ψ c (t), as given by (8), is the kernel function of the logarithmic barrier function.
In principle any kernel function gives rise to a primal-dual algorithm. The generic form of this algorithm is given below. The parameters τ, θ and the step size α should be chosen in such a way that the algorithm Generic Primal-Dual Algorithm for LO
Input:
A threshold parameter τ > 0; an accuracy parameter ε > 0; a fixed barrier update parameter θ, 0 < θ < 1; begin x := e; s := e; µ := 1; while nµ ≥ ε do begin µ := (1 − θ)µ; while Ψ(v) > τ do begin x := x + α∆x; s := s + α∆s; y := y + α∆y; v := xs µ ; end end end is 'optimized' in the sense that the required number of iterations is as small as possible. Obviously, the resulting iteration bound will depend on the kernel function, and our main task becomes to find a kernel function that minimizes the iteration bound. Figure 1 gives some examples of kernel functions that have been analyzed so far, and the complexity results for the corresponding algorithms. In the 3rd and 6th case, the bound is minimal if q = 1 2 log n. For this value of q one has
√ n log n, because n 1 log n = e. This gives the currently best bound: O ( √ n log n) log n ε .
The kernel function considered in this paper
We consider the function
proximity function iteration bound ref. It is worth pointing out that all known kernel functions have the property that lim t↓0 ψ(t) = ∞ and lim t→∞ ψ(t) = ∞. Our new function has the second property, but it fails to have the first property, because
This means that if either x or s approaches the boundary of the feasible region then Φ (x, s; µ) := 2Ψ(v) converges to a finite value, depending on the value of b. This is a striking feature of the new barrier function. In fact, it is quite surprising that we can show in this paper that the complexity of the resulting algorithm is as good as it can be: we show below that if b is taken large enough then the iteration bound is O √ n log n log n ε . In the analysis of the algorithm based on the present kernel function ψ(t) we need its first three derivatives. For ease of reference we give them here. One has
As said before, in the analysis of the algorithm the concepts of super-and exponential convexity are crucial ingredients. We deal with these concepts in the next two sections. To make the paper self-supporting, we include the (elementary) proofs of the results in these sections.
Superconvexity and its consequences
Because of ψ (t) > 1 we say that ψ(t) is superconvex.
Lemma 2.1 One has
Proof: Using that ψ(1) = ψ (1) = 0, we may write
which proves the first inequality. The second inequality is obtained as follows:
This completes the proof.
2
In the analysis of the algorithm we also use the norm-based proximity measure δ(v) defined by
Note that since Ψ(v) is strictly convex and minimal at v = e, whereas the minimal value is zero, we have
Corollary 2.2 One has
Proof: Using the second inequality in (2.4) we may write
which is the desired inequality. 2
Corollary 2.3 One has
Proof: Using the first inequality in (2.4) we obtain
This implies v ≤ e + 2Ψ (v) = √ n + 2Ψ (v). 2
Exponential convexity
Our first lemma in this section is a slight modification of Lemma 2.2 in [9] .
Proof: One may easily verify that the property in the lemma holds if and only if the function ψ (e z ) is convex for z ≥ − log b, and this holds if and only if ψ (t) + tψ (t) ≥ 0, whenever t ≥ 
The last expression is positive if t ≥ 1 b . Hence, the lemma follows. 2
The above proof makes clear that the property (18) is equivalent to convexity (with respect to z) of the composed function ψ (e z ). We therefore say that ψ(t) is exponentially convex, or shortly, e-convex, whenever t ≥ Contrary to the present kernel function, the kernel functions considered in [9, 10, 11] were all exponentially convex on the whole positive axis. Since we are going to use exponential convexity in our analysis we have to take care that during the course of the algorithm the coordinates of v do not leave the region where ψ(t) is exponentially convex. This highlights the relevance of the next lemma, which makes clear that when v belongs to the level set v : Ψ(v) ≤ Ψ 0 , for some given Ψ 0 ≥ 2, then exponential convexity is guaranteed provided that the value of b is large enough.
Without loss of generality we may assume that b = 1 + 2 log 1 + Ψ 0 . Then log 1 + Ψ 0 2 = b − 1, and hence we may write
Thus we obtain
The expression at the right is monotonically decreasing in Ψ 0 . The value at Ψ 0 = 2 is 0.999229 < 1. Therefore, if Ψ 0 ≥ 2, then 1 − bt < 0, proving the lemma. 2
Three technical lemmas
We need three simple technical results. For completeness' sake we include their (short) proofs. The first lemma is needed only in the proof of the second lemma, which is interesting in itself. 
Proof: Consider the function f (t) = (1 + t) α − 1 − αt for t ≥ −1. One has f (t) = α(1 + t) α−1 − α and f (t) = α(α − 1)(1 + t) α−2 . Since f (t) ≤ 0, f (t) is concave. Since f (0) = 0, the function f is maximal at t = 0. Finally, since f (0) = 0, the lemma follows.
2 Lemma 2.7 (Proposition 2.2 in [6] ) Let t 0 , t 1 , · · · , t K be a sequence of positive numbers such that
where κ > 0 and 0 < γ ≤ 1.
Proof: Using (21), we may write
where the second inequality follows from (20). Hence, for each k, t γ k ≤ t γ 0 − kγκ. Taking k = K we obtain 0 < t γ 0 − Kγκ, which implies the lemma.
2
Lemma 2.8 (Lemma 3.12 in [9] ) Let h(t) be a twice differentiable convex function with h(0) = 0, h (0) < 0 and let h(t) attain its (global) minimum at t
Proof: Using the hypothesis of the lemma we may write
This implies the lemma. 2
Analysis of the algorithm
We assume that the threshold value τ and the barrier update parameter θ are given. Also, we assume that τ = O(n). With τ and θ given, we start by finding an upper bound Ψ 0 for the values that are attained by Ψ(v) during the course of the algorithm. After having determined such a bound we use Lemma 2.5 to fix the value of b. This is done in Section 3.1. Then we proceed by estimating the decrease in Ψ(v) during an inner iteration. In doing this we find also a default value for the step size, which will depend on the current value of δ(v). The analysis is completed by first estimating the number of inner iterations between two subsequent updates of the barrier parameter, and then, secondly, the total number of iterations, which is obtained by multiplying the number of inner iterations between to subsequent updates of the barrier parameter with the number of µ-updates.
Fixing the value of b
Note that at the start of each outer iteration, just before the update of µ with the factor 1 − θ, we have Ψ(v) ≤ τ . Due to the update of µ the vector v is divided by the factor √ 1 − θ, , with 0 < θ < 1, which in general leads to an increase in the value of Ψ(v). Then, during the subsequent inner iterations, Ψ(v) decreases until it passes the threshold τ again. Hence, during the course of the algorithm the largest values of Ψ(v) occur just after the updates of µ. That is why in this section we derive an estimate for the effect of a µ-update on the value of Ψ(v). We start with a simple lemma.
Hence the inequality in the lemma follows. . Then
Proof: Using Lemma 3.1, with β = 1/ √ 1 − θ, we write
Since v ≤ √ n + 2Ψ (v), by Corollary 2.3, we get
This proves the lemma.
2
Due to Corollary 3.2, after each µ-update we have
The above defined value for Ψ 0 satisfies our desires: it is an upper bound for the values that the barrier function may take during the course of the algorithm. Now taking
according to Lemma 2.4 and Lemma 2.5, the scaled barrier function Ψ(v) will be exponentially convex on the level set v :
Determining a step size
Our aim in this section is to determine a step size α such that each inner iteration gives rise to a sufficient decrease of the new barrier function
The analysis basically follows the line of arguments that was used first in [9] , and subsequently also in [10, 11] , albeit that some simplifications in the reasoning could be made.
In each inner iteration we first compute the search directions ∆x, ∆y and ∆s from A∆x = 0, A T ∆y + ∆s = 0, (26) s∆x + x∆s = −v∇Ψ(v).
After a step with size α the new iterates are x + = x + α∆x, y + = y + α∆y, s + = s + α∆s.
Recall that during an inner iteration the parameter µ is fixed. Hence, after he step the new v-vector is given by
Since
and, similarly,
we obtain
At this stage exponential convexity may be used. Thus we obtain
Denoting the decrease as a function of α,
we thus have f (α) ≤ f 1 (α), where
Obviously,
Taking the derivative to α, we get
This gives, also using (13),
Differentiating once more, we obtain
Note that this makes clear that
Thus, since during an inner iteration the iterates x and s are not both at the µ-center, we may conclude that f 1 (α) is strictly convex as a function of α.
Recall that f (α) ≤ f 1 (α) and f (0) = f 1 (0) = −2δ(v) 2 < 0. It may be worth to point out at this stage that the best value for α is the one that minimizes f (α). The idea underlying our approach is that the step size that minimizes f 1 (α) will be good enough for our purpose. Thus we want to find α * such that f 1 (α * ) = 0. Since f 1 (α) is strictly convex, we have
The default step size that we are going to use will satisfy f 1 (α) ≤ 0, and as a consequence also α ≤ α * . This has as an important consequence that our step size will certainly be feasible.
In order to get our default step size, we proceed by deriving an upper bound for the expression at the right in (34). First, letting
we obtain the inequalities
Here we used that (d x , d s ) = 2δ, which follows from (13), (17) and the fact that d x and d s are orthogonal.
Recall from (15) that ψ (t) = −b 2 e b(1−t) < 0. Hence ψ (t) is monotonically decreasing. Therefore, (34) implies that
By integrating we derive from this that
Hence, f 1 (α) ≤ 0 will certainly hold if α satisfies
Any α satisfying this inequality will also satisfy α ≤ α * , and hence is a feasible step size. Of course, we want α to be as large as possible.
Since ψ (t) is decreasing, the derivative to v 1 of the left hand side in (38) (i.e., −ψ (v 1 − 2αδ)+ψ (v 1 )) is negative. Hence, with δ fixed, the smaller v 1 is, the smaller the maximal step size α will be. Note that one has
, and that equality holds throughout if and only if v 1 is the only coordinate in v that differs from 1, and v 1 ≤ 1 (in which case ψ (v 1 ) ≤ 0). Hence, the worst situation for the step size occurs when v 1 satisfies
In that case the largest α satisfying (38) is minimal. For our purpose we need to deal with the worst case, so we will assume (39). Then inequality (38) reduces to
Now let ρ : [0, ∞) → (0, 1] denote the inverse function of − 1 2 ψ (t); this inverse function exists since ψ (t) is monotonically increasing. We then have
this makes clear that ρ is monotonically decreasing. Hence, (40) is equivalent to v 1 − 2αδ ≥ ρ (2δ). Since, by the definition of ρ and (39), v 1 = ρ(δ), substitution yields ρ(δ) − 2αδ ≥ ρ (2δ). Thus we obtain that in the worst case the maximal step size that solves (38) is given by
Lemma 3.3 With α as given by (42), one has
Proof: Because of (41), we may rewrite (42) as
.
To obtain a lower bound for α, we replace the argument of the last integral by its minimal value. Since ψ is monotonically decreasing, ψ (ρ(σ)) is maximal for σ ∈ [δ, 2δ] when ρ(σ) is minimal. Since ρ is monotonically decreasing this occurs when σ = 2δ. Therefore
,
We proceed by deriving a lower bound for the step sizeα, as given by (43). Due to the definition of ρ we may writeα
, where t is such that − ψ (t) = 4δ.
In other words, by (15),α
From the second expression we derive that
Substituting this in the first expression we obtaiñ α ≥ᾱ := 1 1 + b (1 + 4δ) .
We use the stepᾱ as our default step size.
Decrease of the barrier function during an inner iteration
Now that the step size has been determined, the resulting decrease in the barrier function value can be easily established by using Lemma 2.8. Using this lemma and (33) and (44) we obtain
This expresses the decrease in one inner iteration in terms of δ = δ(v). By Corollary 2.2, we have
Since the decrease depends monotonically on δ, we may express the decrease in terms of Ψ = Ψ(v) as follows:
It will be convenient to write instead
for some absolute constant κ > 0 (e.g., κ = 
Inner-iteration bound
We need to count how many inner iterations are required to return to the situation where Ψ(v) ≤ τ after a µ-update. We denote the value of Ψ(v) after the µ-update as Ψ 0 ; the subsequent values in the same outer iteration are denoted as Ψ k , k = 1, 2, . . .. If K denotes the total number of inner iterations in the outer iteration, we then have
and, according to (46),
Lemma 3.4 One has
Proof: A direct application of Lemma 2.7, with γ = This proves the lemma. 
Iteration bound
We just found that the number of inner iterations needed to recenter is given by (49). 
By multiplying these two numbers we get an upper bound for the total number of iterations, namely O b n θ (1 − θ) log n ε .
In large-update methods we have θ/(1 − θ) = Θ(1). Since b = O(log n), by (24), the iteration bound then becomes O b √ n log n ε = O √ n log n log n ε .
Concluding remarks
The new barrier function introduced in this paper is not a barrier function in the usual sense: it has finite value at the boundary of the feasible region. Despite this, its iteration bound is as good as it can be: it is the best known bound for large-update methods. The recently introduced notions of superconvexity and exponential convexity turned out to be crucial in the analysis. At present no computational results exist. This will be an issue for future research. Also the extensions to Semidefinite Optimization and Second Order Cone Optimization deserve to be investigated.
