We prove tight Ω(n 1/3 ) lower bounds on the quantum query complexity of the Collision and the Set Equality problems, provided that the size of the alphabet is large enough. We do this using the negative-weighted adversary method. Thus, we reprove the result by Aaronson and Shi, as well as a very recent development by Zhandry.
Introduction
In theory, quantum query complexity is surprisingly well-understood. For each function, the (negativeweighted) adversary method [14] gives a tight estimate of its quantum query complexity [20] . The adversary bound is a semi-definite optimisation problem. It performs nicely under composition [20] , and it was used to prove strong direct product theorem [18] . There is no similar theory known for randomised query complexity.
In practice, however, it is quite hard to construct a solution to the adversary bound that would be close to the optimal. In many applications, the positive-weighted version of the bound is used. It is the original version of the bound developed by Ambainis [3] . This version uses a transparent combinatorial reasoning, and it is easy to use. Unfortunately, the positive-weighted adversary is subject to some severe constraints like the certificate complexity barrier [26, 29] and the property testing barrier [14] . The latter states that, if any positive input differs from each negative input in at least ε fraction of the input variables, no positive-weighted adversary can prove a lower bound better than Ω(1/ε).
The proper negative-weighted adversary method usually requires a spectral analysis of the adversary matrix. It does not have many applications so far. It was used to prove tight lower bounds for formulae evaluation [21] . Also, a recent line of development [10, 9] resulted in a relatively general construction of adversary bounds superseding the certificate complexity barrier: For any family S of O(1)-sized subsets of [n], a relatively simple optimisation problem gives a tight lower bound on the problem of detecting whether the input string x ∈ [q] n contains a subset of elements that belongs to S and whose sum is divisible by q. In particular, this gave tight lower bounds for the k-sum and the triangle-sum problems. The proof is based on the duality to the special case of quantum query algorithms: learning graph [8] .
For some other functions, lower bounds on quantum query complexity were obtained using the polynomial method [5] . This method is known to be suboptimal [4] , but it is not subject to the limitations of the positiveweighted adversary. This method works nice for functions with many symmetries. For instance, consider the Collision and the Set Equality problems. The Collision problem is to decide whether a function x : [2n] → [q] is one-to-one or two-to-one, given a promise that either case holds. The Set Equality problem is a special case of Collision given an extra promise that the function x is one-to-one on both subdomains [1. .n] and [n + 1..2n].
The Collision problem was defined in [11] together with a O(n 1/3 )-query algorithm for the problem (that also applies to Set Equality). By the property testing barrier, no positive-weighted adversary can give a non-trivial lower bound. All known lower bounds for these problems were obtained using the polynomial method. Aaronson and Shi [2] proved Ω(n 1/3 ) lower bound for the Collision problem using the polynomial method. The proof was subsequently simplified by Kutin [16] . The Set Equality problem was defined by Shi and conjectured to be as hard as Collision [24] . Midrijānis showed an Ω((n/ log n) 1/5 ) lower bound using a combination of the non-negative adversary and the polynomial methods [19] . Very recently, Zhandry [28] proved a tight Ω(n 1/3 ) lower bound for the Set Equality problem using rather complicated machinery from [27] based on the polynomial method.
In this paper, we extend the range of applications of the adversary bound, and construct tight lower bounds for the Collision and the Set Equality problems, given that the size of the alphabet, q, is at least Ω(n 2 ). Thus, we resolve Shi's conjecture affirmatively, which is done independently from Zhandry's work. The lower bound for the Set Equality problem was used by Aaronson and Ambainis in their proof of the polynomial relation between the randomised and the quantum query complexities of partial, permutation-invariant functions [1] . By improving the lower bound, we automatically improve the exponent in their result, as explained in their paper.
Understanding the adversary method is important for proving lower bounds for other functions. Firstly, this method is known to be always tight. Secondly, known constructions of the lower bounds through the adversary method have a strong duality to the known upper bounds. This simplifies the construction of the lower bound. The construction in this paper is also based on the duality to the upper bound, as explained in the beginning of Section 4. Interestingly, the proofs for the Collision and the Set Equality problems in this paper are almost identical, showing that the adversary method can be easier adopted for a specific function, as soon as a lower bound for a similar function is obtained. This is in contrast to the polynomial method, as more than ten years separated Shi's and Zhandry's results. Also, we note that it is the first to our knowledge application of the adversary method that supersedes the property testing barrier. We hope that some of these results will be useful in proving further lower bounds by the adversary method.
The paper is organised as follows. In Section 2, we define the adversary method and the basics of the representation theory. In Section 3, we give a general treatment of the Collision and Set Equality problems, without actually defining the lower bound. In Section 4, we construct the lower bound. Two proofs of two technical results in this section are given in the appendix.
Preliminaries
For positive integers m and ℓ ≥ m, let [m] denote the set {1, 2, ..., m} and [m..ℓ] denote the set {m, m + 1, . . . , ℓ}. For a matrix A, we denote its (i, j)-th entry by A[[i, j]], and similarly for vectors. For any normal operator A on a space K, we say that A has support on K ′ ⊂ K if K ′ contains all the eigenvectors of A having non-zero eigenvalues. We do not ask K ′ to be spanned by these eigenvalues (i.e., K ′ can be larger than this span).
Adversary Method
We identify decision problems with Boolean-valued functions f :
m . We are interested in quantum query complexity of decision problems. For the definitions and basic properties refer to [12] . In the paper, we only require the knowledge of the (general) adversary bound that we are about to define.
Definition 1. An adversary matrix
1 for a decision problem f is a non-zero real |f −1 (1)| × |f −1 (0)|-matrix Γ whose rows are labeled by the positive inputs f −1 (1) and columns by the negative inputs f
1 Compared to an adversary matrix for an arbitrary problem [14] , we will consider only a quarter of the matrix, as this quarter completely specifies the whole matrix (see [10] for details).
Theorem 2 (Adversary bound [14, 17, 10] ). In the notation of Definition 1, the quantum query complexity of the decision problem f is ADV ± (f ), where ADV ± (f ) is the optimal value of the semi-definite program
where the maximization is over all adversary matrices Γ for f , · is the spectral norm (i.e., the largest singular value), and • is the Hadamard (entrywise) matrix product.
Note that we can choose any adversary matrix Γ and scale it so that the condition ∆ i • Γ ≤ 1 holds. In practice, we use the condition
Precise calculation of ∆ i • Γ may be tedious, but we can upper bound ∆ i • Γ using the following trick first introduced in [6] and later used in [10, 9, 25] . For any matrix A of the same dimensions as ∆ i , we call a matrix B satisfying
an approximation of ∆ i • A and denote it ∆ i ⋄ A. Or, we write A ∆i −→ B. Now, from the fact that
(see [17] for this and other facts about the γ 2 norm), it follows that
Note that we can always choose ∆ i ⋄ A = A and
In order to show that
That is, it suffices to show that we can change entries of Γ with x i = y i in a way that the spectral norm of the resulting matrix is constantly bounded.
Representation Theory
In this section, we introduce the basic notions of the representation theory of finite groups with the emphasis on the symmetric group. For more background on this topic, the reader may refer to [13, 23] for the general theory, and to [15, 22] for the special case of the symmetric group.
Assume G is a finite group. The group algebra RG is the real vector space with the elements of G forming an orthonormal basis 2 . The multiplication law in G is extended to RG by linearity. A representation of G is a (left) module over RG. A representation is called irreducible (or just irrep) if it does not contain a non-trivial RG-submodule. An essential basic result in the representation theory is the following Lemma 3 (Schur's Lemma). Assume θ : V → W is an RG-morphism between two irreducible RG-modules V and W . Then, θ = 0 if V and W are non-isomorphic, otherwise, θ is uniquely determined up to a scalar multiplier.
Copies of non-isomorphic irreps in a fixed RG-module V are orthogonal. For any RG-module V , one can define its canonical decomposition into subspaces, each spanned by all copies of a fixed irrep in V .
Let S L denote the symmetric group of a finite set L, that is, the group with the permutations of L as elements, and composition as the operation. If m is a positive integer, S m denotes the isomorphism class of the symmetric groups S L with |L| = m. The representation theory of S m is closely related to Young diagrams.
A decomposition λ of an integer m is a non-increasing list (λ 1 , . . . , λ k ) of positive integers satisfying λ 1 + · · · + λ k = m. We denote this relation by λ ⊢ m, or write m = |λ|. A decomposition λ = (λ 1 , . . . , λ k ) is often represented in the form of a Young diagram that consists, from top to bottom, of rows of λ 1 , λ 2 , . . . , λ k boxes aligned by the left side. For a decomposition λ = (λ 1 , . . . , λ k ) of m and an integer ℓ ≥ λ 1 , by (ℓ, λ) we denote the decomposition (ℓ, λ 1 , . . . , λ k ) of m + ℓ.
For each decomposition λ ⊢ m, one can assign an irreducible RS m -module S λ , called the Specht module. All these modules are pairwise non-isomorphic, and give a complete list of all the irreps of S m .
Analysis of the Problem
Consider the three following types of input strings x = (x 1 , . . . , x 2n ) in [q] 2n :
(a) For each a ∈ [q], there are exactly two or none i ∈ [2n] such that x i = a.
, either there is no x i equal to a, or there is unique i ∈ [n] and unique j ∈ [n + 1..2n] satisfying
In the Collision problem, given x ∈ [q] 2n satisfying (a) or (c), the task is to distinguish these two cases. We say that (a) forms the set of positive inputs, and (c) is the set of negative inputs. In the Set Equality problem, the task is to distinguish (b) and (c) in a similar manner. Since any string in (b) also satisfies the requirements in (a), Set Equality is a simpler problem than Collision. In the following, we will use subscripts cp and se to denote relation to Collision and Set Equality, respectively. To avoid unnecessary repetitions, we use notation q that may refer to both cp and se.
Positive inputs in (a) and (b) naturally give rise to corresponding matchings.
into n pairwise disjoint pairs of elements. For concreteness, we will usually assume that µ i,1 < µ i,2 for all i ∈ [n], and µ 1,1 < µ 2,1 < · · · < µ n,1 . In particular, µ 1,1 = 1. Clearly, this assumption is without loss of generality. Let M cp denote the set of all matchings on [2n], and let M se denote the set of matchings µ on [2n] such that 1 ≤ µ i,1 ≤ n and n + 1 ≤ µ i,2 ≤ 2n for all i.
Embedding. Our aim is to construct adversary matrices Γ cp and Γ se for the Collision and the Set Equality problems, respectively. As described in Definition 1, the rows of the adversary matrices are labeled by the positive inputs and columns-by the negative inputs. We will use the trick initially used in [6] , and embed the adversary matrix Γ q into a larger |M q |q n × q 2n matrixΓ q . Columns ofΓ q are labeled by all possible inputs in [q] 2n . The rows ofΓ q are split into blocks corresponding to the matchings in M q . Inside a block corresponding to µ, there are all possible labels
] for all i. We will denote rows by specifying both the label and the block, i.e., like (x, µ).
Besides legal labels,Γ q contains also illegal rows and columns. A column is illegal if its label contains two equal elements. A row corresponding to a matching µ is illegal if
We obtain Γ q fromΓ q by removing all the illegal rows and columns.
This embedding is used because it is easier to work withΓ q rather than with Γ q . We clearly have
If we could show that Γ q is not much smaller than Γ q , that would allow us to useΓ q instead of Γ q in Theorem 2. That is not true for every choice ofΓ q , however. For instance, ifΓ q contains non-zero entries only in illegal rows or columns, then Γ q = 0. But for our special choice ofΓ q this is the case, as shown in Section 4.3. The condition q = Ω(n 2 ) is essential for the proof.
Space H and its subdivision. Let H = R q , and let M q = R Mq be the real vector space with the elements of M q forming an orthonormal basis. Then,Γ q can be considered as an operator from
n with the row label x in the µ-block ofΓ q defined by x[[µ i,a ]] = z i . Now we are going to define two basis of H. The standard basis of H is the one used in Definition 1, i.e., the basis elements are the symbols of the input alphabet. The e-basis is an orthonormal basis e 0 , e 1 , . . . , e q−1
. The precise choice of the remaining basis elements is irrelevant. Further in the text, we almost exclusively work in the e-basis. Let H 0 = span{e 0 } and
Let us agree on a notational convention that Π with arbitrary sub-and superscripts denotes the orthogonal projector onto the space denoted by H with the same sub-and superscripts. Thus, for instance, Π 0 = e 0 e * 0 = J H /q and Π 1 = I H − J H /q, where I H is the identity, J H is the all-ones matrix. An important relation is
where ∆ acts on the only variable.
Similarly, for the space H ⊗m , the e-basis consists of tensor products of the vectors in {e i } of length m. The vector e 0 in the tensor product is called the zero component. The weight of the basis vector is the number of non-zero components in the product. The space H ⊗m can be decomposed as
is the space spanned by all the basis elements of weight k.
be the symmetric group on 2n elements, and let S se be its subgroup
. The Collision and the Set Equality problems are invariant under the permutations of the input variables in S cp and S se , respectively. Hence, we may assume that Γ q is also invariant under these permutations [14] . We extend this symmetry toΓ q by requiring that, for each π ∈ S q , and labels (x, µ) and y, we haveΓ
where (πx
is invariant under all the permutations in S [m] .
Because of this symmetry, we may use the representation theory in the construction ofΓ q . The Collision and the Set Equality problems also have symmetries associated with the values of the variables. We make use of this symmetry in Appendix B, but is is unnecessary for the main part of the paper.
Construction of the Adversary Matrix
The form of our solution is taken from [9, Proposition 12] . The adversary matrixΓ q is constructed as a linear combinationΓ
where, for each k,W q,k is an operator from H
k . The coefficients α k are given by α k = max{0, n 1/3 − k}. We again assume thatW q,k is invariant under the action of S q (in the sense of (3)). The purpose of this section is to find a suitable material for this form.
The first intention is to use the techniques of [9] to define the matrices in (4). Unfortunately, this construction fails, as we show in Section 4.1. Luckily, it is possible to modify the definition of the matrices so that (4) gives an optimal adversary matrix. We describe this in Section 4.2. Finally, in Section 4.3, we show how to transformΓ q into a valid adversary matrix Γ q .
First Attempt
In this section, we define matrices W q,k that may seem as the most natural choice for the decomposition (4) . Unfortunately, as we show in this section, they do not work well enough, so we will have to modify the construction in Section 4.2.
Recall that the matrixΓ q can be decomposed into blocks corresponding to different matchings µ ∈ M q . We first define one block of the matrix. Let
be two operators from H ⊗ H to H. For every k ∈ [n] and every µ ∈ M q , define the operator
where, for i ∈ [n], Ψ ci maps the µ i,1 -th and the µ i,2 -th multiplier in H ⊗2n to the i-th multiplier in H ⊗n . The block of the matrix W q,k corresponding to µ ∈ M q is defined by
One can see that W q,k thus constructed satisfy the symmetry (3). Because of this, ∆ i •Γ q is the same for all i ∈ [2n]. Therefore, it suffices to estimate ∆ 1 •Γ q . For that, we define the following decomposition:
where X q,k , Y q,k , and Z q,k are defined similarly to W q,k via
Recall that we always have µ(1, 1) = 1. Again, one can see that X q,k , Y q,k , and Z q,k are symmetric under the action of S . Inspired by [9] , we could define
ifΓ q is defined by (4) withW q,k = W q,k . However, it is not hard to show that
if k = o( √ n). Thus, this construction only gives a trivial lower bound. It is also possible to show that this problem cannot be fixed by a mere modification of the coefficients α k . This failure can be explained by the results in [9] . This construction only used that the learning graph complexity of the collision problem is Ω(n 1/3 ). On the other hand, in the same [9, Proposition 12] it is shown that the learning graph complexity of the hidden shift problem is also Ω(n 1/3 ). Thus, if this construction worked, we would also be able to prove Ω(n 1/3 ) lower bound for the hidden shift, that is in contradiction with the fact that the query complexity of this problem is logarithmic.
Thus, in order to obtain an optimal solution, we have to again use the structure of the problem, in particular, that the size of the set M q is large, as one can construct an O(log |M q |)-query algorithm. We do this by noticing that M q is symmetric with respect to the permutations of variables, thus, we restrict W q,k to some irreps of the symmetric group S q .
Successful Construction
Our aim is to get rid of the 2 k/2 factor in (9) while preserving an analogue of (8) . The operator W q,k is symmetric with respect to S q , hence, it can be subdivided into parts corresponding to different representations of S q . We define the operatorW q,k by taking the part corresponding to representations with many boxes below the first row. One can show that W cp,k uses representations whose Young diagram has from 2n to 2n − k boxes in the first row. Similarly, W se,k uses representations such that the sum of the number of boxes in the first rows of the two Young diagrams defining the representation is between 2n and 2n − k.
DefineH spanned by the irreps of S m having exactly k boxes below the first row, i.e., of the form (m − k, λ). We will also use the subspaceH
that is spanned by the irreps having exactly k − 1 boxes below the first row.
We restrict the operator W q,k byW
whereΠ q,k is the orthogonal projector on one of the following subspaces:
Here, forH se,k , the first and the second multiplier reside in the first n and the second n copies of H in H ⊗2n , respectively.
In order to define the action of ∆ 1 , we need the following decomposition result. Its proof is rather technical, and is given in Appendix B.
has support only onH
as in Lemma 4, let us denotē
Note thatΠ q,k and Φ q,k act on H ⊗2n whileΠ
With X q,k , Y q,k and Z q,k as in Section 4.1, let
, so that from (6), (7) and (13), we get
We define the action of ∆ 1 on these operators bȳ
It is not hard to check that this definition satisfies the requirements in Section 2.1. Thus, forΓ q as defined in (4), we haveΓ
So far we have merely constructed an analogue of (8) . The main difference between this construction and the one in Section 4.1 is given by the following result.
Lemma 5. In the above notations, we have:
Note the difference with (9). We prove Lemma 5 in Appendix A. With this result, it is not hard to show that α k = max{n 1/3 − k, 0} is a good choice for the values of α k in the decomposition (4). Indeed, for different k, all the operatorsX q,k are orthogonal, and the same is true forȲ q,k and W q,k Φ q,k . Hence, the following conditions ensure that ∆ 1 ⋄Γ q = O(1):
|α k | ≤ n/k, and |α k | ≤ √ n for all k. Our choice α k = max{n 1/3 − k, 0} satisfy these conditions, giving us
Removal of Illegal Rows and Columns
So far we have only constructed the matrixΓ q in which the actual adversary matrix Γ q is embedded. We obtain Γ q by deleting all the illegal rows and columns ofΓ q . We already have (2), and it is left to show that Γ q is not much smaller than Γ q , in particular, not much smaller than α 0 . We have Γ q = k α kWq,k , whereW q,k is obtained formW q,k by deleting all the illegal rows and columns. Let us assume that q ∈ Ω(n 2 ), so that a constant ratio of rows and columns ofΓ q remains in Γ q . In particular, sinceW q,0 = W q,0 is the matrix of all entries equal and W q,0 = 1, we have W q,0 = Ω(1) and its principal right-singular vector is the all-ones vector 1 q!/(q−2n)! of length q!/(q − 2n)!. All that is left to show is thať W q,k 1 q!/(q−2n)! = 0 whenever k = 0.
Let us split H ⊗2n = H legal ⊕ H illegal , where H legal and H illegal are the spaces spanned by standard basis vectors corresponding to legal and illegal negative inputs, respectively. Let us further decompose
where H legal,L is the space spanned by standard basis vectors corresponding to negative inputs x ∈ [q] 
where H legal,L,σ is the subspace corresponding to dim σ copies of the irrep σ in the regular representation.
Since we consider the regular representation, we have Π legal,L,σ 1 q 2n = 0 whenever σ = (2n). So it is enough to consider Π legal,L,(2n) , but from the definition ofΠ
Π legal,L,(2n) = 0 whenever k = 0. HenceW q,k 1 q!/(q−2n)! = 0 whenever k = 0, and Γ q = Ω(α 0 ). This gives us the main theorem of the paper.
Theorem 6. For both q ∈ {cp, se}, letΓ
whereW q,k is defined in (10) , and let Γ q be obtained fromΓ q by removing all the illegal rows and columns. Given that q ∈ Ω(n 2 ), Γ cp and Γ se are adversary matrices for Collision and Set Equality, respectively, giving an Ω(n 1/3 ) lower bound on the quantum query complexity of both problems.
Discussion
In the paper, we prove tight lower bounds on the Collision and Set Equality problems using the adversary method. This is done by restricting the construction from [9] on some specified irreducible representations of the symmetric group. One oddity of this result is that it heavily uses the symmetry of the problem that is more typical for the polynomial method. It is an interesting question whether the representation theory of the symmetric group can be avoided in the proof. In particular, consider the problem of distinguishing a 1-to-1 input from a 2-to-1 input whose matching, as defined in Section 3, belongs to some specified set of matchings M . Is it possible to characterise the quantum query complexity of this problem by a simple optimisation problem
Another open problem is whether the results in this paper can be combined with the results in [9] in order to prove tight lower bounds for the k-distinctness problem. In particular, is the algorithm in [7] optimal?
Appendix

A Proof of Lemma 5
Fix the value of k. Assume m ≥ 2k is some integer, and consider the symmetric group S m . Let κ ∈ RS m be defined by
Here, a 1 , b 1 , . . . , a k , b k are some distinct fixed elements of [m], ε is the identity element of S m , and (a i , b i ) denotes the transposition of a i and b i .
Lemma 7.
For any λ ⊢ k, the irreducible RS m -module S (m−k,λ) contains a non-zero vector v satisfying κv = v, where κ is given by (14) .
Proof. In the proof, we use the notions and results from [22, Section 2.3] . Let ℓ = λ 1 , and let t be a tableau of the shape (m − k, λ) with a 1 , . . . , a k being the first k elements of the first row, and b 1 , . . . , b k being the elements of the remaining rows, so that b 1 , . . . , b ℓ form the second row. Let {C 1 , . . . , C ℓ } be the set of the columns of t of lengths greater than 1.
Recall from [22, Section 2.3] the non-zero vector e t ∈ S (m−k,λ) that satisfies κ t e t = e t , where
for any π ∈ S m that leaves a i and b i fixed and
Finally, it is easy to check that v = 0. Indeed, no tabloid present in e t can be cancelled by other terms of v, because they have different content of the first row. 
Split the basis vectors into equivalence classes by assigning two vectors to the same equivalence class iff they can be obtained from one another by a permutation used in κ, i.e., by permuting elements inside A i . In v, the coefficients of the basis vectors in one equivalence class are all equal up to a sign.
If µ contains a pair A i for some i, then W µ k v = 0, so assume it is not the case. We construct the following graph G that depends on κ and µ. Its vertex set is formed by the pairs A 1 , . . . , A k and the singletons {j} for j ∈ [2n] \ i A i . For each pair in µ, connect the sets containing the elements of the pair by an edge. The graph G does not contain loops, but it may have parallel edges. The graph G has maximal degree 2, so it is a collection of paths and cycles. Let c denote the number of cycles in G.
The operator W µ k maps basis vectors of H ⊗2n into basis vectors of H ⊗n (that correspond to the labelling of the edges of G) or the zero vector. Let v ′ be the vector v with all terms that are mapped to 0 by W µ k removed. We claim that v ′ ≤ v / √ 2 c . Indeed, in any equivalence class, for each cycle, at least half of the vectors are mapped to 0 (for an edge matches two non-zero components in them).
Next, we claim that each basis vector in the range of W µ k has exactly 0 or 2 c preimages among the basis vectors of the domain that satisfy (15) . Indeed, consider a labelling of the edges of G, and our task is to count the number of basis vectors in H ⊗2n such that each A i contains exactly one non-zero component, and each edge matches e 0 and its label (which is either e 0 as well or a non-zero component). Assume there is at least one way to satisfy these requirements. Then, for each path in G, all edges but one are labeled by a non-zero component and there is a unique way to satisfy it. For each cycle, there are two possibilities.
Since distinct basis vectors in the range of W µ k have no common preimage, we have W
Now we are ready to prove Lemma 5. Let us start with point (a) stating that X q,k ≤ 1, wherē Now, let us prove (c). From Lemma 4, we know that Φ
. By an argument similar to (a), we get that W q,k has a right singular vector v ∈H q,k of singular value W q,kΠk that satisfies κ ′ v = v. Now we proceed by modifying the proof of Lemma 8. Again, we define
, and the equivalence classes as before. Each of A i has to contain one non-zero component. One of them may contain two non-zero components, or there can be one non-zero component in a singleton.
It suffices to prove that W µ k v ≤ √ 3 v for any matching µ. Again, if µ has one of A i as a pair, then W µ k v = 0, so we may assume it is not the case, and define G as before. Consider a labelling of the edges of G (that is, a basis vector of H ⊗k ), and let us count the number of preimages of this labelling. Each cycle must have all its edges labelled by non-zero components, and there are two ways to satisfy it. All paths, except one, have exactly one edge labelled by the zero component e 0 . They can be satisfied in a unique way. One path has all its edges labelled by non-zero components. We call it special. Let T be the length of the special path. Then, it can be satisfied in T + 1 ways, hence, the edge labelling has (T + 1)2 c preimages. For basis vectors in H ⊗2n , we call a path special if the total number of non-zero components at the endpoints of its edges is equal to its length. All vectors of an equivalence class have the same special path. Let us label all paths in G with numbers from 1 to ℓ, and let T i be the length of the ith path. 
B Proof of Lemma 4
In this appendix, we give a proof of Lemma 4. For that, we need more background on the representation theory beneath our construction of the adversary matrixΓ q .
B.1 More on Representation Theory
Young diagrams. For a Young diagram λ, let λ ⊤ denote the transposed diagram of λ, i.e., the number of boxes in the i-th row of λ ⊤ equals to the number of boxes in the i-th column of λ. We write θ λ if a Young diagram θ is contained in λ, namely, if θ i ≤ λ i for all i. We write θ ≺ 1 λ if θ λ and |θ| = |λ| − 1. The distance between two boxes b = (i, j) and
Representations. Let us briefly describe the restriction and induction of representations. Firstly, the branching rule says that the restriction of S λ from S m to S m−1 is
We also need a more general Littlewood-Richardson rule. Here we present only a very special case of the rule. Letλ be the Young diagram that is obtained from λ by removing a box in every column of λ, i.e., λ
, and letΛ(λ) be the set of all Young diagramsλ such thatλ λ λ, that is,λ that are obtained from λ by removing at most one box per column. The Littlewood-Richardson rule states that,
where the direct sum is over allλ ∈Λ(λ) satisfying m − |λ| ≥λ 1 . Let K be a vector space of dimension r. Consider the general linear group GL(K), the group of invertible operators acting on K. There is one-to-one correspondence between integral irreps of GL(K) and Young diagrams having at most r rows. For such a Young diagram λ, let W λ r denote the corresponding irrep of GL(K). It is known as the Weyl module.
Let m be a positive integer, and consider the space K ⊗m . Then U ∈ GL(K) acts on this space by simultaneous matrix multiplication, that is,
The symmetric group S m acts on K ⊗m by permuting the tensor factors, that is, for π ∈ S m , we have
These actions of GL(K) and S m commute, thus, they define a representation of their direct product, GL(K)× S m .
Theorem 9 (Schur-Weyl duality). Given that r = dim K ≥ m, the above representation of GL(K) × S m on K ⊗m can be decomposed as a direct sum of irreps W λ r × S λ taken over all λ ⊢ m.
B.2 Decomposition of H ⊗k into Irreps
In this section, we consider the space H ⊗k we defined in Section 3 in more detail. Recall that, in that section, we considered the permutations of the indices of the input variables. In this section, we additionally consider the permutations of their values. Namely, we consider the action of GL(H 1 ) × S m on H ⊗m . The action of S m is given by (17) . The action of GL(H 1 ) is given by (16) , where U ∈ GL(H 1 ) is embedded into GL(H) using the assumption U e 0 = e 0 . Again, these operations commute, so they provide a legitimate representation of GL(H 1 ) × S m . Let us denote the action of U ∈ GL(H 1 ) and π ∈ S m on H ⊗m by R m (U, π).
It is not hard to see that the subspace H In particular, this representation is multiplicity-free, that is, each irrep appears in it at most once. 
The proof of Lemma 11 is rather technical, and we leave it to Section B.4.
One can see that d From (19) and (20) 
where Ξ is not necessarily multiplicity-free. Nor, for every irrep contained in it, the corresponding subspace can be written in form H 1 ⊗ K for some space K. However, we have the following useful result. 
