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EXTREME POINTS AND SUPPORT POINTS OF FAMILIES OF
HARMONIC BLOCH MAPPINGS
HUA DENG, SAMINATHAN PONNUSAMY, AND JINJING QIAO ∗
Abstract. In this paper, the main aim is to discuss the existence of the extreme
points and support points of families of harmonic Bloch mappings and little har-
monic Bloch mappings. First, in terms of the Bloch unit-valued set, we prove a
necessary condition for a harmonic Bloch mapping (resp. a little harmonic Bloch
mapping) to be an extreme point of the unit ball of the normalized harmonic
Bloch spaces (resp. the normalized little harmonic Bloch spaces) in the unit disk
D. Then we show that a harmonic Bloch mapping f is a support point of the
unit ball of the normalized harmonic Bloch spaces in D if and only if the Bloch
unit-valued set of f is not empty. We also give a characterization for the support
points of the unit ball of the harmonic Bloch spaces in D.
1. Introduction and Preliminaries
Support points and extreme points of analytic functions play important roles in
solving extremal problems. It is known that in the topology of uniform convergence
on compacta, any compact family of analytic functions contains support points and
the set of all support points contains an extreme point. This remarkable fact plays
an active role in solving extremal problems for various families of analytic functions
(see [1, 2, 5, 6, 10, 12, 13, 16, 17, 18, 20, 21, 22] and for very recent work on this topic,
we refer to [14, 15]). The main focus in this article is to extend a number of results
from the theory of analytic functions to the case of planar harmonic mappings. In
particular, we extend the work of Cima and Wogen [7, Theorem 2] in the setting
of little harmonic Bloch mappings, and construct a counterexample to show that
[7, Theorem 1 and Corollary 1] fail to hold for (little) harmonic Bloch mappings.
Moreover, we establish a characterization for a harmonic Bloch mapping to be a
support point of BH,1 which in turn extends the work of Bonk [4, Theorem 3]. The
definitions of these mappings and the exact formulation of the results of Cima and
Wogen will be addressed later in this section and the results of Bonk in the next
section.
Let C be the complex plane, and Ω be a simply connected domain in C. A
harmonic mapping f on Ω is a complex-valued function of the form f = u + iv,
where u and v are real-valued harmonic functions on Ω. This function has the
canonical decomposition f = h + g, where h and g are analytic functions in Ω,
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known as analytic and co-analytic parts of f , respectively, and g(z0) = 0 for some
prescribed point z0 ∈ Ω.
In the following, we introduce some necessary notions and notations. Let Dr =
{z ∈ C : |z| < r} for r > 0. Throughout this paper, we consider harmonic mappings
in the unit disk D = D1. Let H(D) denote the class of all harmonic mappings in D
and A(D) the set of all analytic functions in D.
A function f = h + g ∈ H(D) is called a harmonic Bloch mapping if
βf := sup
z 6=w
|f(z)− f(w)|
ρ(z, w)
<∞,
where βf is called the Bloch constant of f and
ρ(z, w) =
1
2
log
(
1 + | z−w
1−zw
|
1− | z−w
1−zw
|
)
= arctanh
∣∣∣ z − w
1− zw
∣∣∣
denotes the hyperbolic distance between z and w in D (cf. [8]). Moreover, it is
known that
βf = sup
z∈D
µf (z), µf (z) := (1− |z|2)
(|h′(z)| + |g′(z)|).
Obviously, the correspondence f 7→ βf is invariant under pre-composition by con-
formal automorphisms of D. We remark that in the case of an analytic function f ,
its Bloch constant (see [3] and [9, Theorem 10] for details) naturally takes the form
βf = sup
z∈D
(1− |z|2)|f ′(z)|
and f is a Bloch function if βf <∞. Furthermore, a harmonic mapping f = h + g
is said to be Bloch if and only if both h and g are (analytic) Bloch functions. This
can be seen from the fact
max
{
βh, βg
} ≤ βf ≤ βh + βg.
Let BH (resp. B) denote the class of all harmonic mappings (resp. analytic
functions) f with βf < ∞. It is easy to see that BH (resp. B) is a Banach space
with the norm
‖f‖ = |f(0)|+ βf ,
which is called the harmonic (resp. analytic) Bloch space. Each element in BH
(resp. B) is a harmonic Bloch mapping (resp. a Bloch function).
The little harmonic (resp. analytic) Bloch space BH,0 (resp. B0) is the set of all
mappings f ∈ BH (resp. f ∈ B) satisfying
lim
|z|→1
µf(z) = 0.
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Each element in BH,0 (resp. B0) is called a little harmonic Bloch mapping (resp. a
little Bloch function). Also we let
BH,1 = {f ∈ BH : ‖f‖ ≤ 1},
BH,0,1 = {f ∈ BH,0 : ‖f‖ ≤ 1},
B˜H,1 = {f ∈ BH,1 : h(0) = g(0) = 0},
B˜H,0,1 = {f ∈ BH,0,1 : h(0) = g(0) = 0}, and
Λf = {z ∈ D : µf(z) = 1}.
In particular, Λf is called the Bloch unit-valued set of f . It is natural to set{
B1 = BH,1 ∩ A(D), B˜1 = B˜H,1 ∩ A(D)
B0,1 = BH,0,1 ∩ A(D), B˜0,1 = B˜H,0,1 ∩ A(D).
Definition 1. LetX be a topological vector space over the field of complex numbers,
and let D be a convex subset of X . A point x ∈ D is called an extreme point of D if
it has no representation of the form x = ty+(1− t)z (0 < t < 1) as a proper convex
combination of two distinct points y and z in D. A point x ∈ D is called a support
point of D if there is a continuous linear functional J , not constant on D, such that
Re {J(x)} ≥ Re {J(y)} for all y ∈ D (cf. [10]).
For (analytic) Bloch functions, in [7], it is shown that the set of all extreme points
of the unit ball B0,1 in the (analytic) little Bloch space in D is the union of the
set of all unimodular constants and the set of extreme points of the convex set
B˜0,1, which is compact in the topology of uniform convergence on compacta (see
[7, Corollary 2]). The authors in [7] also proved that a sufficient condition for a
function f ∈ B˜1 to be an extreme point of B˜1 is that the intersection of Λf with
the disk DR := {z ∈ C : |z| ≤ R} for some 0 < R < 1 has to be infinite (see [7,
Theorem 1]); Further they obtained that, under the assumption lim|z|→1 µf(z) = 0,
the condition “Λf being infinite” is necessary for f to be extreme (see [7, Theorem
2]). In [4], a characterization of support points in B1 was established in terms of
the set Λf , see [4, Theorem 3].
The main aim of this paper is to extend the results stated as above to the case
of harmonic mappings and the results are organized as follow. In Section 2 (see
Theorem 1), we prove that [7, Theorem 2] holds for the setting of little harmonic
Bloch mappings. Then we construct a counterexample to show that [7, Theorem 1
and Corollary 1] fail to hold for (little) harmonic Bloch mappings. In the end, we
consider the support points of BH,1. In Section 3 (see Theorem 2), a characterization
for a harmonic Bloch mapping to be a support point of BH,1 is established, and this
result is indeed a generalization of [4, Theorem 3].
2. Extreme points
2.1. The statement of the first main result.
Theorem 1. (1) Suppose that f ∈ B˜H,0,1 and that f is an extreme point of
B˜H,0,1. Then Λf is infinite.
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(2) Suppose that f ∈ B˜H,1 and that f is an extreme point of B˜H,1. Then there
exists an R ∈ (0, 1) such that the intersection Λf ∩{z : |z| < R} is an infinite
set.
We remark that if f = h + g ∈ B˜H,0,1 and Λh is infinite, then f = h and so [7,
Corollary 1] implies that f is an extreme point of B˜H,0,1.
2.2. Example. We demonstrate by an example that Theorem 1 and Corollary 1 [7]
fail to hold for the corresponding class of harmonic Bloch mappings.
For a ∈ (0, 2), consider fa(z) = ha(z) + ga(z), where
ha(z) =
3
√
3
8
az2 and ga(z) = −h2−a(z).
Then for each a ∈ (0, 2), we have
|h′a(z)| + |g′a(z)| =
3
√
3
2
|z| and µfa(z) =
3
√
3
2
|z|(1− |z|2).
Since
sup
|z|<1
µfa(z) =
3
√
3
2
sup
0≤x<1
x(1− x2) = 1,
it follows that fa ∈ B˜H,0,1 for each a ∈ (0, 2). Also, fa ∈ B˜H,1 for each a ∈ (0, 2).
Moreover, µfa(z) = 1 if and only if A(|z|) = 0, where
A(r) = r3 − r + 2
3
√
3
, r ∈ [0, 1).
As A′(r) = 3r2−1, the only critical point on (0, 1) is at r = 1/√3 and it follows easily
that A(r) is decreasing on [0, 1/
√
3) and increasing on (1/
√
3, 1]. Consequently,
A(r) ≥ A(1/√3) = 0 for all r ∈ [0, 1) and thus, Λfa = {z ∈ D : |z| = 1/
√
3}.
Hence, Λfa is infinite. Finally, it is a simple exercise to see that for a ∈ (0, 2)\{1},
f(z) =
1
2
(
fa(z) + f2−a(z)
)
which implies that f is neither an extreme point of B˜H,0,1 nor that of B˜H,1.
2.3. Several lemmas. The proof of Theorem 1 is based on several lemmas. Before
the statement of our first lemma, let us record a result from [23, p. 145] (see also
[7, Theorem A]) which is a real analytic version of the Weierstrass Preparation
Theorem.
Theorem A. Let G(x, y) be a convergent real power series such that G(0, 0) = 0
and G(0, y) =
∑∞
n=s bny
n, where s ≥ 1 and bs 6= 0. Then there are power series
Ω(x, y), Ai(x) (i = 0, . . . , s− 1) such that
G(x, y) = (ys + As−1(x)y
s−1 + · · ·+ A0(x))Ω(x, y)
and Ω(0, 0) 6= 0.
Let us now state and prove our first lemma.
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Lemma 1. Suppose that f = h + g ∈ B˜H,1 with |h′(0)| = 1 or |g′(0)| = 1, and that
there is a δ0 > 0 satisfying
(2.1)
(|h′(z)|+ |g′(z)|)(1− |z|2) < 1 for 0 < |z| < δ0.
Then there exists a positive integer n, and a δ ∈ (0, δ0] such that
(2.2)
(|h′(z)|+ |g′(z)| + |z|n)(1− |z|2) < 1 for 0 < |z| < δ.
Proof. Without loss of generality, we may assume that |h′(0)| = 1. By considering
the function eiθ1h+ eiθ2g, if needed, we assume further that h′(0) = 1. Then h′ and
g′ have the following series expansions:
h′(z) = 1 + a1z + a2z
2 +
∞∑
k=3
akz
k and g′(z) = b0 + b1z + b2z
2 +
∞∑
k=3
bkz
k.
Since h and g are (analytic) Bloch functions, it follows from the similar reasoning
as in the proof of [7, Lemma 2] that a1 = b0 = b1 = 0, |a2| ≤ 1 and |b2| ≤ 1, so that
(2.3) h′(z) = 1 + a2z
2 +
∞∑
k=3
akz
k and g′(z) = b2z
2 +
∞∑
k=3
bkz
k.
Claim 1. |a2|+ |b2| ≤ 1.
Suppose on the contrary that |a2|+ |b2| > 1. Then both a2 and b2 must be non-
zero. With z = reiθ, we can choose a suitable θ so that for all sufficiently small r
we have |1 + a2z2| = 1 + |a2|r2 and∣∣∣∣∣
∞∑
k=3
akz
k
∣∣∣∣∣ ≤
( |a2|+ |b2| − 1
4
)
r2,
because
∑∞
k=3 akz
k is continuous at the origin. Similarly we have∣∣∣∣∣b2z2 +
∞∑
k=3
bkz
k
∣∣∣∣∣ = |b2z2|
∣∣∣∣∣1 +
∞∑
k=3
bk
b2
zk−2
∣∣∣∣∣ ≥ |b2z2|
(
1− |a2|+ |b2| − 1
4|b2|
)
and therefore, using these two inequalities, we deduce that
|h′(reiθ)|+ |g′(reiθ)| =
∣∣∣∣∣1 + a2z2 +
∞∑
k=3
akz
k
∣∣∣∣∣+
∣∣∣∣∣b2z2 +
∞∑
k=3
bkz
k
∣∣∣∣∣
≥ ∣∣1 + a2z2∣∣−
∣∣∣∣∣
∞∑
k=3
akz
k
∣∣∣∣∣+ |b2z2|
(
1− |a2|+ |b2| − 1
4|b2|
)
≥ 1 +
(
|a2| − |a2|+ |b2| − 1
4
)
r2 +
(
|b2| − |a2|+ |b2| − 1
4
)
r2
= 1 +
( |a2|+ |b2|+ 1
2
)
r2.(2.4)
Since h′(0) = 1 and b0 = g
′(0) = 0, we know that ‖f‖ = 1, which contradicts with
(2.4). Hence Claim 1 holds.
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Based on Claim 1, we divide the rest of the proof into two cases.
Case 1. |a2|+ |b2| < 1.
In this case it is obvious from the continuity that, there is a δ1 ∈ (0, δ0] so that
for all z with 0 < |z| < δ1, we have
(2.5) A(z) = |z|3 +
∣∣∣∣∣
∞∑
k=3
akz
k
∣∣∣∣∣ +
∣∣∣∣∣
∞∑
k=3
bkz
k
∣∣∣∣∣ < (1− |a2| − |b2|)|z|2
and thus, by (2.5), we obtain that
|h′(z)|+ |g′(z)|+ |z|3 ≤ 1 + |a2| |z|2 + |b2| |z|2 + A(z)(2.6)
< 1 + |z|2,
which shows that
(|h′(z)| + |g′(z)|+ |z|3)(1− |z|2) < 1− |z|4 < 1 for 0 < |z| < δ1.
Thus, in this case, (2.2) holds with n = 3 and δ = δ1.
Case 2. |a2|+ |b2| = 1.
In this case, we need to deal with three subcases separately.
Subcase 1. 0 < |b2| < 1.
Obviously, a2 6= 0. By using a rotation, we may assume that a2 > 0. Now, we let
G(x, y) =
(
1− (x2 + y2))−2 − (|h′(x+ iy)|+ |g′(x+ iy)|)2,
where z = x+ iy. Clearly, G(0, 0) = 0 and, by the assumption (2.1), we have
(2.7) G(x, y) > 0 for 0 < |z| < δ0.
As with standard practice, we denote a convergent power series having only terms
of order n (n ≥ 1) or higher by On. Accordingly,
|h′(x+ iy)|2 = 1 + 2a2(x2 − y2) +O3(x, y) and |g′(x+ iy)|2 = O4(x, y).
It follows from 0 < |b2| < 1 and (2.3) that
2|h′(x+ iy)| |g′(x+ iy)| = 2|b2z2| |ϕ(z)|,
where
ϕ(z) =
∞∑
k=2
bk
b2
zk−2 +
(
∞∑
k=2
bk
b2
zk−2
)(
∞∑
k=2
akz
k
)
.
Note that ϕ is analytic in |z| < δ′2 for a δ′2 ∈ (0, δ0]. Since ϕ(0) = 1 6= 0, there
exists a δ′′2 ∈ (0, δ′2] such that ϕ(z) 6= 0 for |z| < δ′′2 . Since a non-vanishing analytic
function in |z| < δ′′2 admits a square root, there exists an analytic function ψ such
that ψ(z)2 = ϕ(z) and ψ has the expression of the form
ψ(z) = 1 +
∞∑
k=1
ckz
k,
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and so, |ϕ(z)| = |ψ(x+ iy)|2 = 1 +O1(x, y). Hence
2|h′(x+ iy)| |g′(x+ iy)| = 2|b2| |z|2 +O3(x, y),
whence
G(x, y) = 2(1 + a2 − |b2|)y2 +O3(x, y).
Therefore the similar reasoning as in the proof of [7, Lemma 1] and (2.7) shows that
there is δ′′′2 , 0 < δ
′′′
2 ≤ δ′′2 and a positive integer n0 such that for each pair x and y
with 0 < |z| < δ′′′2 ,
(2.8) |z|2n0 = (x2 + y2)n0 < G(x, y).
Let n1 = 2n0 + 1,
K0 = sup
f∈BH,1
{2|h′(z)|+ 2|g′(z)| + |z|2n0 : |z| < δ0}, and δ2 = min
{
δ′′′2 ,
1
K0
}
.
Then, by (2.8), we see that for z with 0 < |z| < δ2,
(|h′(z)| + |g′(z)| + |z|n1)2 = (|h′(z)| + |g′(z)|)2 + |z|2n1(2.9)
+ 2|z|n1(|h′(z)| + |g′(z)|)
≤ (|h′(z)| + |g′(z)|)2 +K0|z|n1
<
1
(1− |z|2)2
and thus, (2.2) holds with n = n1 and δ = δ2.
Subcase 2. b2 = 0.
It follows that |a2| = 1. Without loss of generality, we may assume a2 = 1. Again
there are two cases.
At first, if g′(z) =
∑∞
k=2m bkz
k, where m > 1 and b2m 6= 0, then the similar
reasoning as in the discussions of Subcase 1 shows that there exist a δ′3 > 0 and an
n2 such that(|h′(z)| + |g′(z)|+ |z|n2)(1− |z|2) < 1 for 0 < |z| < δ′3.(2.10)
and thus, (2.2) holds with n = n2 and δ = δ
′
3.
Secondly, if g′(z) =
∑∞
k=2m+1 bkz
k, where m ≥ 1 and b2m+1 6= 0, the assumption
(2.1) and (2.3) tell us that for z with 0 < |z| < δ0,
(2.11)
∣∣∣∣∣1 +
∞∑
k=2
akz
k
∣∣∣∣∣+ |z|2m+1
∣∣∣∣∣b2m+1 +
∞∑
k=2m+2
bkz
k−2m−1
∣∣∣∣∣ < 1 + |z|2 +
∞∑
k=2
|z|2k.
Obviously, there exists a δ′′3 , 0 < δ
′′
3 < δ0, such that∣∣∣∣∣1 +
∞∑
k=2
akz
k
∣∣∣∣∣ 6= 0 and
∣∣∣∣∣b2m+1 +
∞∑
k=2m+2
bkz
k−2m−1
∣∣∣∣∣ 6= 0 for 0 < |z| < δ′′3 .
It follows from (2.11) that for z with 0 < |z| < δ′′3 ,
(2.12) |z|2m+1
∣∣∣∣b2m+1 +
∑∞
k=2m+2 bkz
k−2m−1
1 +
∑∞
k=2 akz
k
∣∣∣∣ < 1 + |z|2 +∑∞k=2 |z|2k|1 +∑∞k=2 akzk| − 1.
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Obviously, Φ(z) = 1
1+
∑
∞
k=2 akz
k is non-vanishing and analytic in |z| < δ′′3 and
therefore, there exists an analytic function Ψ such that Φ(z) = Ψ2(z) in |z| < δ′′3 .
As Φ(0) = 1, Φ′(0) = 0 and Φ′′(0)/2 = −a2 = −1, we find that Ψ(0) = 1, Ψ′(0) = 0
and Ψ′′(0)/2 = −a2/2 = −1/2. Thus, we have the following series expansion for Φ
and Ψ:
Φ(z) = 1− z2 + a∗3z3 + · · · = Ψ2(z), Ψ(z) = 1−
z2
2
+ b∗3z
3 + · · · .
Clearly, the last relation yields
|Φ(z)| = Ψ(z)Ψ(z) =
(
1− z
2
2
+ b∗3z
3 + · · ·
)(
1− z
2
2
+ b∗3z
3 + · · ·
)
from which we obtain that
1
|1 +∑∞k=2 akzk| = 1− Re(z2) +O3(x, y) = 1− (x2 − y2) +O3(x, y).
It follows that
(2.13) R(x, y) :=
1 + |z|2 +∑∞k=2 |z|2k
|1 +∑∞k=2 akzk| − 1 = 2y2 +O3(x, y).
By Theorem A, we have
(2.14) R(x, y) =
(
y2 + A1(x)y + A0(x)
)
Ω(x, y),
where the functions A0, A1 and Ω are real analytic and Ω(0, 0) 6= 0. By using (2.13)
and the fact that Ω(0, 0) 6= 0, we may let
R(0, y) = 2y2 +
∞∑
n=3
c∗ny
n and Ω(0, y) = Ω(0, 0) +
∞∑
n=1
d∗ny
n
so that (2.14) takes the form
2y2 +
∞∑
n=3
c∗ny
n =
(
y2 + A1(0)y + A0(0)
)(
Ω(0, 0) +
∞∑
n=1
d∗ny
n
)
.
Comparing the coefficients of yk (k = 0, 1, 2) gives
A0(0)Ω(0, 0) = 0, A1(0)Ω(0, 0) + A0(0)d
∗
1 = 0
and
A0(0)d
∗
2 + A1(0)d
∗
1 + Ω(0, 0) = 2
from which it follows that A0(0) = 0 = A1(0) and thus, Ω(0, 0) = 2.
Clearly, there exists δ′′′3 ∈ (0, δ′′3 ] such that for z with |z| < δ′′′3 , we have
(2.15) 1 < Ω(x, y) < 4
and
(2.16)
∣∣∣∣b2m+1 +
∑∞
k=2m+2 bkz
k−2m−1
1 +
∑∞
k=2 akz
k
∣∣∣∣ > |b2m+1|2 .
Let us now introduce
G(x, y) = y2 + A1(x)y + A0(x)
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Then the inequalities (2.14), (2.15), (2.13), (2.12) and (2.16) show that
(2.17) G(x, y) ≥ |b2m+1|
8
|z|2m+1 for z with 0 < |z| < δ′′′3 .
We have seen that A0(0) = 0 and A1(0) = 0. Hence the function A1 has the following
power series expansion:
A1(x) = ck1x
k1 +
∞∑
k=k1+1
ckx
k,
where k1 ≥ 1 and ck1 6= 0. Again, since
G(x, y) =
(
y +
A1(x)
2
)2
+
(
A0(x)− A
2
1(x)
4
)
,
it follows from the last relation and (2.17) that for 0 <
√
x2 +
A2
1
(x)
4
< δ′′′3 ,
G
(
x,−A1(x)
2
)
= A0(x)− A
2
1(x)
4
≥ |b2m+1|
8
|x|2m+1.
Consequently, we have the following series expression:
A0(x)− A
2
1(x)
4
= d2m0x
2m0 +
∞∑
k=2m0+1
dkxk,
where m0 ≥ 1, d2m0 6= 0 and 2m0 < 2m + 1. Note that the series must begin with
an even power since the function is positive for small x.
Using similar arguments as in the proof of [7, Lemma 1], we find that there exist
δ′′′3 with 0 < δ
′′′′
3 < δ
′′′
3 and C0 > 0 such that
G(x, y) ≥ C0|z|2m0 , for z with 0 < |z| < δ′′′′3
and then, by (2.15),
(2.18) R(x, y) ≥ C0|z|2m0 .
Let
M0 = sup
|z|≤δ′′′
3
{
1
|1 +∑∞k=2 akzk|
}
and
M1 = sup
|z|≤δ′′′
3
{∣∣∣∣b2m+1 +
∑∞
k=2m+2 bkz
k−2m−1
1 +
∑∞
k=2 akz
k
∣∣∣∣} .
Since 2m0 < 2m+ 1, we can choose 0 < δ3 ≤ δ′′′′3 such that
C0|z|2m0 ≥ (M0 +M1)|z|2m+1 for z with 0 < |z| < δ3.
Then (2.18) shows
R(x, y) ≥ (M0 +M1)|z|2m+1
≥ |z|
2m+1
|1 +∑∞k=2 akzk| +
∣∣∣∣b2m+1z2m+1 +
∑∞
k=2m+2 bkz
k
1 +
∑∞
k=2 akz
k
∣∣∣∣ = |z|2m+1 + |g′(z)||h′(z)| ,
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which by the definition of R(x, y) given by (2.13) implies that(|h′(z)| + |g′(z)|+ |z|n3)(1− |z|2) < 1(2.19)
for n3 = 2m+ 1. Thus, (2.2) holds with n = 2m+ 1 and δ = δ3.
Subcase 3. |b2| = 1.
Clearly, a2 = 0 in this case. By considering the function h + e
iθg, if needed, we
assume that b2 = 1, and thus, h
′(z) and g′(z) take the form
h′(z) = 1 + a3z
3 +
∞∑
k=4
akz
k and g′(z) = z2 + b3z
3 +
∞∑
k=4
bkz
k.
Further, we assume that a3 ≥ 0.
Obviously, h′(z) is non-vanishing and analytic in |z| < δ′0 for some 0 < δ′0 < δ0 and
therefore, there exists an analytic function Ψ0 such that h
′(z) = Ψ20(z) in |z| < δ′0.
As h′(0) = 1, h′′(0) = 0 and h′′′(0) = 0, we find that Ψ0(0) = 1, Ψ
′
0(0) = 0, Ψ
′′
0(0) = 0
and Ψ′′′0 (0) = h
(4)(0)/2 = 3!a3/2. Thus, we have the following series expansion for
Ψ0:
Ψ0(z) = 1 +
a3
2
z3 + · · · for |z| < δ′0.
Clearly, the last relation yields
|h′(z)| = Ψ0(z)Ψ0(z) =
(
1 +
a3
2
z3 + · · ·
)(
1 +
a3
2
z3 + · · ·
)
= 1+Re (a3z
3)+O4(x, y).
A similar procedure for the function g(z)/z2 gives∣∣∣∣g′(z)z2
∣∣∣∣ = 1 + Re (b3z) +O2(x, y)
for 0 < |z| < δ′′0 with 0 < δ′′0 ≤ δ′0, which shows that
|g′(z)| = |z|2(1 + Re (b3z) +O2(x, y)) for 0 < |z| < δ′′0 .
It follows from the assumption (2.1) that
|h′(z)|+ |g′(z)| = 1 + |z|2 + Re (a3z3 + b3|z|2z) +O4(x, y)(2.20)
<
1
1− |z|2 = 1 + |z|
2 + |z|4 +
∞∑
k=3
|z|2k
for 0 < |z| < δ′′0 .
Claim 2. a3 = b3 = 0.
Suppose on the contrary that either a3 6= 0 or b3 6= 0. Letting z = r in (2.20)
leads to
a3 + Re (b3) = 0.
If a3 = |b3|, that is, a3 = −b3 6= 0, then for z = reiθ with 0 < r < δ0 and
cos 3θ − cos θ 6= 0, (2.20) yields
a3(cos 3θ − cos θ)r3 +O4(x, y) < r4 +
∞∑
k=3
r2k.
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This obvious contradiction shows that a3 = 0 and thus, b3 = 0.
If a3 6= |b3|, assume first |b3| > a3. Thus, for z = reiθ0 with 0 < r < δ0 and
θ0 = − arg b3, we have
Re (a3z
3 + b3|z|2z) = |b3|r3 + Re (a3z3) ≥ (|b3| − a3)r3,
and then, we infer from (2.20) that
(|b3| − a3)r3 +O4(x, y) < r4 +
∞∑
k=3
r2k,
which is again a contradiction. If a3 < |b3|, we obtain a similar contradiction for
z = r. The proof of Claim 2 is finished.
Now, by Claim 2, it is easy to show that
|h′(z)| =
∣∣∣1 + a4z4 + ∞∑
k=5
akz
k
∣∣∣ = 1 + Re (a4z4) +O5(x, y)
and
|g′(z)| = |z|2(1 + Re (b4z2) +O3(x, y)).
Let
H(x, y) = (1− (x2 + y2))−1 − (|h′(x+ iy)|+ |g′(x+ iy)|).
By the assumption (2.1), we observe that
H(x, y) > 0 for 0 < |z| < δ0
and, by the representation of |h′(z)|, |g′(z)| and (2.1), we have the inequality
Re (a4z
4) + |z|2Re (b4z2) ≤ |z|4
for 0 < |z| < δ′′′0 with 0 < δ′′′0 ≤ δ0. By using a rotation and without loss of
generalization, we assume a4 ≥ 0. Consequently, the last relation is equivalent to
(2.21) a4Re (z
4) + |z|2Re (b4z2) ≤ |z|4 for 0 < |z| < δ′′′0 .
Let z = x+ iy with 0 < x2 + y2 < δ′′′20 and b4 = a+ ib. Then (2.21) is equivalent to
(a4 + a)x
4 + (a4 − a)y4 − 2bxy(x2 + y2)− 6a4x2y2 ≤ x4 + y4 + 2x2y2,
which implies that a4 + a ≤ 1 and a4 − a ≤ 1, i.e. a4 + |a| ≤ 1. Thus, we may
rewrite the last relation as
(2.22) (1− a4 − a)x4 + (1− a4 + a)y4 + 2bxy(x2 + y2) + (6a4 + 2)x2y2 ≥ 0
for 0 < x2 + y2 < δ′′′20 . Now, without loss of generalization, we assume a ≥ 0.
If a4 + a = 1, then (2.22) becomes
(2.23) (1− a4 + a)y4 + 2bxy(x2 + y2) + (6a4 + 2)x2y2 ≥ 0
for 0 < x2 + y2 < δ′′′20 . Now, we prove b = 0. Suppose not. Then b 6= 0 and
(2.24) (1− a4 + a)y4 + (6a4 + 2)x2y2 ≥ |2bxy|(x2 + y2)
with 0 < x2 + y2 < δ′′′20 . If |y| < min{ 2|b|1−a4+a ,
|b|
3a4+1
}|x| with 0 < x2 + y2 < δ′′′20 , then
we have
(1− a4 + a)y4 < 2|b||xy3| and (6a4 + 2)x2y2 < 2|b||x3y|
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which contradicts with the inequality (2.24). Hence, we must have b = 0, and thus
H(x, y) = (1− a4 + a)y4 + (6a4 + 2)x2y2 +O5(x, y) > 0
for 0 < x2 + y2 < δ20 . It is easy to verify that there are a δ
′
4 with 0 < δ
′
4 < δ0 and an
integer n′4 ≥ 2 such that
(2.25) H(x, y) > (x2 + y2)n′4 ,
where 0 < x2 + y2 < (δ′4)
2 and H(x, 0) =∑∞n=2(n′
4
−1) αnx
n.
Now we discuss the case a4 + a < 1 such that (2.22) holds for 0 < x
2 + y2 < δ′′′20 .
We will now prove that if b 6= 0, then (1 − a4 − a)(3a4 + 1) ≥ b2. If not there exist
x and y with 0 < x2 + y2 < δ′′′20 such that
1− a4 − a
b
|x| < |y| < b
3a4 + 1
|x|
from which we obtain that  (1− a4 − a)x
4 < |bxy3|,
(1− a4 + a)y4 < |bxy3|,
(6a4 + 2)x
2y2 < |2bx3y|,
which contradicts the inequality (2.22). Hence
(1− a4 − a)(3a4 + 1) ≥ b2.
For the case b 6= 0 and a 6= 0, by using the inequality (1− a4 − a)(3a4 + 1) ≥ b2,
we have
(1− a4 − a)x4 + (1− a4 + a)y4 + (6a4 + 2)x2y2
> (1− a4 − a)x4 + (3a4 + 1 + ε0)x2y2 + (1− a4 + a)y4 + (3a4 + 1− ε0)x2y2
≥ 2√1− a4 − a
√
3a4 + 1 + ε0|xy|x2 + 2
√
1− a4 + a
√
3a4 + 1− ε0|xy|y2
= 2
√
1− a4 − a
√
3a4 + 1 + ε0|xy|(x2 + y2)
> 2|bxy|(x2 + y2)
with ε0 =
a(3a4+1)
1−a4
, which implies that there exists δ′′4 with 0 < δ
′′
4 < δ
′′′
0 , such that
H(x, y)(2.26)
= (1− a4 − a)x4 + (1− a4 + a)y4 + 2bxy(x2 + y2) + (6a4 + 2)x2y2 +O5(x, y)
≥ (1− b
B
)
(
(1− a4 − a)x4 + (1− a4 + a)y4 + (6a4 + 2)x2y2
)
+O5(x, y)
> (x2 + y2)3
for 0 < x2 + y2 < (δ′′4)
2, B =
√
1− a4 − a
√
3a4 + 1 + ε0.
We claim that if b 6= 0 and a = 0, then (1 − a4)(3a4 + 1) > b2. Otherwise
(1− a4)(3a4 + 1) = b2. Let ε1 =
√
(3a4 + 1)2 − (1− a4)2. Then
(1− a4)x4 + (1− a4)y4 + 2bxy(x2 + y2) + (6a4 + 2)x2y2(2.27)
≥ √1− a4
(√
3a4 + 1 + ε1 +
√
3a4 + 1− ε1
)
|xy|(x2 + y2),
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and the equality holds when |y| = 1−a4
3a4+1+ε1
|x|. But this is a contradiction since√
3a4 + 1 + ε1+
√
3a4 + 1− ε1 < 2
√
3a4 + 1. For the case b 6= 0 and a = 0, by using
the inequality (1− a4)(3a4 + 1) > b2 and the similar arguments as that of the case
b 6= 0 and a 6= 0, we obtain that there exists a δ′′′4 with 0 < δ′′′4 < δ′′′0 such that
(2.28) H(x, y) > (x2 + y2)3
for 0 < x2 + y2 < (δ′′′4 )
2.
If b = 0, then
H(x, y) = (1− a4 − a)x4 + (1− a4 + a)y4 + (6a4 + 2)x2y2 +O5(x, y) > 0
for 0 < x2 + y2 < δ20. It is easy to verify that there is a δ
′′′′
4 with 0 < δ
′′′′
4 < δ0 such
that
(2.29) H(x, y) > (x2 + y2)3
for 0 < x2 + y2 < (δ′′′4 )
2.
Therefore, for n4 = min{n′4, 6} and δ4 = min{δ′4, δ′′4 , δ′′′4 , δ′′′′4 }, we deduce that
(2.30) (h′(z) + g′(z) + |z|n4)(1− |z|2) < 1 for 0 < |z| < δ4.
Finally, we let δ = min{δ1, δ2, δ′3, δ3, δ4}, n = max{n1, n2, n3, n4}, and observe that
the inequalities (2.6), (2.9), (2.10), (2.19) and (2.30) show that(|h′(z)|+ |g′(z)| + |z|n)(1− |z|2) < 1 for all z with 0 < |z| < δ.
Thus, (2.2) holds and the proof of Lemma 1 is complete. 
Lemma 2. Suppose f = h+ g ∈ B˜H,0,1 (resp. f = h+ g ∈ B˜H,1 ) such that
(1) there is a z0 ∈ D with |h′(z0)|(1− |z0|2) = 1 or |g′(z0)|(1− |z0|2) = 1; and
(2) there exists a δ > 0 such that(|h′(z)| + |g′(z)|)(1− |z|2) < 1 for 0 < |z − z0| < δ.
Then there are a positive integer n and a δ′ ∈ (0, δ] such that(
|h′(z)|+ |g′(z)|+
∣∣∣ z − z0
1− z0z
∣∣∣n)(1− |z|2) < 1 for 0 < |z| < δ′.
Proof. The proof follows easily from Lemma 1 and the similar argument as in the
proof of [7, Lemma 3]. 
Lemma 3. Suppose that f = h+ g ∈ B˜H,1 satisfies the following conditions:
(1) h′(0) 6= 0, g′(0) 6= 0 and |h′(0)|+ |g′(0)| = 1;
(2) there is a δ0 > 0 such that
(2.31)
(|h′(z)|+ |g′(z)|)(1− |z|2) < 1 for 0 < |z| < δ0.
Then there are a positive integer n and δ ∈ (0, δ0] such that(|h′(z)| + |g′(z)|+ |z|n)(1− |z|2) < 1 for 0 < |z| < δ.
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Proof. By considering the function eiθ1h + eiθ2g, if needed, we may assume that
h′(0) ∈ (0, 1) and g′(0) ∈ (0, 1). Then there is a δ′ ∈ (0, δ0] such that h′(z) 6= 0 and
g′(z) 6= 0 in Dδ′ . We assume that
h′(z) = a0 + a1z +
∞∑
k=2
akz
k and g′(z) = b0 + b1z +
∞∑
k=2
bkz
k.
Since h, g and h + g are (analytic) Bloch functions, it follows from the similar
reasoning as in the proof of [7, Lemma 2] that a1 = b1 = 0, |a2 + b2| ≤ 1. Without
loss of generality, we assume that 0 ≤ a2 + b2 ≤ 1. Let
H(x, y) = (1− (x2 + y2))−1 − (|h′(x+ iy)|+ |g′(x+ iy)|).
By the assumption (2.31), we see that
(2.32) H(x, y) > 0 for 0 < |z| < δ0.
It is easy to verify that H(0, y) =∑∞n=2 cnyn with c2 > 0. It follows from Theorem
A that
H(x, y) = (y2 + A3(x)y + A4(x))F (x, y),
where A3, A4 and F are real analytic functions, and F (0, 0) 6= 0 (Actually F (0, 0) =
c2). By using [7, Lemma 1], there are an n0 and a 0 < δ < δ0 so that for 0 <
x2 + y2 < δ2,
y2 + A3(x)y + A4(x) > (x
2 + y2)n0.
Since F (0, 0) = c2 > 0, a possible smaller choice of δ yields that if 0 < x
2 + y2 < δ2,
then
H(x, y) > (x2 + y2)n0 ,
which implies that (|h′(z)|+ |g′(z)|+ |z|n)(1− |z|2) < 1
for 0 < |z| < δ and n = 2n0. 
Lemma 4. Suppose f = h + g ∈ B˜H,0,1 (resp. f = h + g ∈ B˜H,1 ) satisfies the
following:
(1) There is a z0 ∈ D such that h′(z0) 6= 0, g′(z0) 6= 0 and
(|h′(z0)|+ |g′(z0)|)(1−
|z0|2) = 1;
(2) There exists a δ > 0 so that for all z with 0 < |z − z0| < δ,(|h′(z)| + |g′(z)|)(1− |z|2) < 1.
Then there are a positive integer n and δ′ with 0 < δ′ ≤ δ such that(
|h′(z)|+ |g′(z)| +
∣∣∣∣ z − z01− z0z
∣∣∣∣n)(1− |z|2) < 1 for 0 < |z| < δ′.
Proof. The proof of Lemma 4 follows easily from Lemma 3 and the similar reasoning
as in the proof of [7, Lemma 3]. 
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2.4. The proof of Theorem 1. The proof easily follows from Lemmas 2, 4 and
the similar reasoning as in the proof of [7, Theorem 2].
3. Support points
Let L be a continuous linear functional of A(D) into C. By [10, Theorem 9.3],
we know that there must be a one-to-one correspondence between L and the set of
sequences {Ak} of complex numbers with
lim sup
k→∞
|Ak| 1k < 1,
and for analytic functions h, if h(z) =
∑∞
k=0 akzk, then L(h) =
∑∞
k=0Akak. For the
setting of harmonic mappings, we have the following analog of it.
Lemma 5. ( [19, pp. 131]) Suppose that L is a continuous linear functional of H(D).
Then there are two sequences {Ak} and {Bk} such that
(1) lim supk→∞ |Ak|
1
k < 1, lim supk→∞ |Bk|
1
k < 1, and
(2) for f ∈ H(D), if
f(z) = h(z) + g(z) =
∞∑
k=0
akz
k +
∞∑
k=0
bkz¯
k,
then
L(f) =
∞∑
k=0
Akak +
∞∑
k=0
Bkbk.
From this lemma, we observe that there is a one-to-one correspondence between
continuous linear functionals L and pair of sequences {Ak} and {Bk} of complex
numbers with
lim sup
k→∞
|Ak| 1k < 1 and lim sup
k→∞
|Bk| 1k < 1,
respectively.
Now, we introduce some lemmas which are useful in the proof of our main result
of this section.
Lemma 6. Suppose that L is a continuous linear functional and that f ∈ H(D).
For ε ∈ (0, 1], we define fε ∈ H(D) by
fε(z) = f((1− ε)z)
in D. Then there exists a constant K > 0 such that |L(fε − f)| ≤ εK.
Proof. The proof follows from Lemma 5 and the similar argument as in the proof
of [4, Lemma 3]. 
Lemma B. ([4, Lemma 4]) Suppose M ≥ 0. Then there exist numbers ε1 and
R ∈ (0, 1) such that for all ε with 0 < ε ≤ ε1 and all z with R ≤ |z| < 1,
1
1− (1− ε)2|z|2 +
εM
1− |z|2 ≤
1
1− |z|2 .
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In order to state and prove the next lemma, we introduce the following notations.
For f = h + g ∈ H(D), denote
M(f) = sup
z∈D
{(|h(z)| + |g(z)|)(1− |z|2)},
Γ(f) = {z ∈ D : (|h(z)|+ |g(z)|)(1− |z|2) = 1},
and KH,1 = {f :M(f) ≤ 1}.
Lemma 7. Suppose that L (L 6≡ 0) is a continuous linear functional of H(D) and
that supf∗∈KH,1
{
Re {L(f ∗)}
}
= Re {L(f)}. Then Γ(f) 6= ∅.
Proof. Suppose on the contrary that Γ(f) = ∅. This means that if f = h+ g, then
for z ∈ D, (|h(z)| + |g(z)|)(1− |z|2) < 1.
Assume that the functional L corresponds to the sequences {Ak} and {Bk}. Since
L 6≡ 0, we may assume that Ak0 6= 0.
Let H(z) = 2K
Ak0
zk0 , where K is the same as in Lemma 6 with respect to L and f .
Clearly, it is easy to verify that
M =M(H) <∞, ReL (H) = 2K and H 6≡ 0.
Define f˜ by
f˜(z) = f
(
(1− ε)z) + εH((1− ε)z),
where ε ∈ (0, ε1), and ε1 is the same as in Lemma B with the constant M(H) in
place of M . Obviously, there exists a δ > 0 such that
(3.1) |h(z)|+ |g(z)|+ δ ≤ 1
1− |z|2
in D(R), where R is the same as in Lemma B with the constant M(H) in place of
M .
Finally, we choose ε2 ∈ (0, ε1) such that
(3.2) ReL(H((1− ε)z)) ≥ 3
2
K
and
(3.3) ε|H((1− ε)z)| ≤ δ
in D(R) for ε ∈ (0, ε2]. Then (3.1) and (3.3) imply that for z ∈ D(R) and ε ∈ (0, ε2],
|h((1− ε)z)|+ |g((1− ε)z)|+ ε|H((1− ε)z)| ≤ |h((1− ε)z)|+ |g((1− ε)z)|+ δ
≤ 1
1− (1− ε)2|z|2
<
1
1− |z|2 .(3.4)
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We infer from Lemma B that for z with R ≤ |z| < 1 and ε ∈ (0, ε2],
|h((1− ε)z)|+ |g((1− ε)z)|+ ε|H((1− ε)z)| ≤ 1
1− (1− ε)2|z|2 +
εM
1− |z|2
≤ 1
1− |z|2 .(3.5)
Therefore we know from (3.4) and (3.5) that f˜ ∈ KH,1 and thus,
ReL(f˜)− ReL(f) = ReL(f((1− ε)z)− f(z)) + εReL(H((1− ε)z))
≥ εReL(H((1− ε)z))− εK (by Lemma 6)
≥ 3
2
εK − εK = K
2
ε
> 0,
which is a contradiction, because
sup
f∗∈KH,1
{
Re {L(f ∗)}} = Re {L(f)}.
The proof of the lemma is complete. 
Now, we are ready to state and prove our main result of this section, which is a
characterization of support points in the unit ball of harmonic Bloch spaces in D.
Theorem 2. We have
(1) A function f0 ∈ BH,1 is a support point of BH,1 if and only if f0 is a convex
combination of a unimodular constant u and a support point f of B˜H,1, i.e.,
there are constants λ1, λ2 ∈ [0, 1] with λ1 + λ2 = 1 such that
f0 = λ1u+ λ2f.
(2) A function f ∈ B˜H,1 is a support point of B˜H,1 if and only if Λf 6= ∅.
Proof. (1): The proof of the first part easily follows from the similar reasoning as
in the proof of [7, Corollary 2].
(2): For the sufficiency of the second part of the theorem, we assume that Λf 6= ∅
for f = h+ g ∈ B˜H,1, and let z0 ∈ Λf . Then
(3.6) |h′(z0)|+ |g′(z0)| = 1
1− |z0|2 = supf1=h1+g1∈B˜H,1
(|h′1(z0)|+ |g′1(z0)|).
Let θ0 be such that
(3.7) |h′(z0)|+ |g′(z0)| = |h′(z0) + eiθ0g′(z0)|.
Then (3.6) and (3.7) yield that
(3.8) |h′(z0) + eiθ0g′(z0)| = sup
f1=h1+g1∈B˜H,1
(|h′1(z0) + eiθ0g′1(z0)|).
For f1 = h1 + g1 ∈ B˜H,1, we define
L(f1) =
(
h′(z0) + e
−iθ0g′(z0)
)(
h′1(z0) + e
iθ0g′1(z0)
)
.
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Then L is a continuous linear functional, and by (3.8), we have
ReL(f1) ≤ |h′(z0) + eiθ0g′(z0)|2 = ReL(f).
It follows that f is a support point of B˜H,1.
Conversely, assume that f is a support point of B˜H,1. Then there exists a continu-
ous linear functional L˜ such that L˜ is not constant on B˜H,1 and Re L˜(f1) ≤ Re L˜(f)
for each f1 = h1 + g1 ∈ B˜H,1. We assume that
L˜(f1) =
∞∑
k=1
Akak +
∞∑
k=1
Bk bk
for
f1(z) = h1(z) + g1(z) =
∞∑
k=1
akz
k +
∞∑
k=1
bkz¯
k.
Define Ck =
Ak+1
k+1
and Dk =
Bk+1
k+1
. Obviously,
lim sup
k→∞
|Ck| 1k < 1 and lim sup
k→∞
|Dk| 1k < 1.
Consider the continuous linear functional
L(f1) =
∞∑
k=1
Ckak +
∞∑
k=1
Dkbk.
Then L˜(h1 + g1) = L(h′1 + g′1) and ReL(h′1 + g′1) ≤ ReL(h′ + g′). By Lemma 7, we
see that Λf = Γ(h
′ + g′) 6= ∅, which implies that Theorem 2 is true. 
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