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Аннотация
В статье рассматриваются практически реализуемые подходы построения подходящей аппрокси-
мации допустимого множества для задач условной оптимизации. Применение подходящей аппрокси-
мации допустимого множества в методах последовательной безусловной минимизации позволяет га-
рантировать остановку вычислений за конечное число итераций в точке, которая является решением
задачи, удовлетворяющим заданной точности по функционалу. Для построения подходящей аппрокси-
мации предлагаются процедуры, основанные на адаптации параметров аппроксимации, гарантирующие
ее построение за конечное время.
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Summary
In the article realized approaches of creation of admissible set suitable approximation for conditional
optimization problems are considered. Using of admissible set suitable approximation in methods of
consecutive unconditional minimization allows to guarantee a stop of calculations for final number of
iterations in a point which is the solution of a task satisfying the requiring accuracy on functionality. For
creation of suitable approximation the procedures based on the adaptations of parameters of approximation
guaranteeing its construction for final time are offered.
Key words:Conditional optimization problem, suitable approximation of an admissible set, consecutive
unconditional minimization methods.
Введение
Как правило, при решении задач условной минимизации на практике приходится останавливать вы-
числения до получения оптимального решения. В этой ситуации важно, чтобы применяемый метод опти-
мизации имел реализуемый критерий остановки вычислений, выполнение условий которого гарантирова-
ло бы требуемую точность полученного решения. Реализуемость критерия остановки понимается в том
смысле, что его условия легко проверяемы и гарантируется их выполнение за конечное число итераций
применяемого метода оптимизации.
Один подход к разработке алгоритмов с такими критериями остановки известен ( [1]) для методов
последовательной безусловной минимизации (метод штрафных функций, метод центров, метод парамет-
ризации целевой функции) и связан с применением подходящей (удовлетворительной) аппроксимации
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допустимого множества. Также в [1] были указаны способы построения подходящей аппроксимации на
основании априорных знаний о целевой функции и функциях-ограничениях задачи, например, констант
Липшица, констант сильной квазивыпуклости и пр. Очевидно, что их применимость на практике огра-
ничивается лишь небольшим количеством частных случаев задач, в которых для этих параметров суще-
ствуют способы получения приемлемых оценок. В остальных же случаях приходится довольствоваться
достаточно грубыми оценками, которые могут привести к значительным вычислительным трудностям при
решении задачи.
В данном сообщении приводятся процедуры построения подходящей аппроксимации допустимого
множества, основанные на адаптации параметров аппроксимации по ходу выполнения вычислений. При-
менение этих процедур гарантирует построение походящей аппроксимации за конечное время и, как след-
ствие, получение решения задачи требуемой точности за конечное число итераций применяемого метода.
1. Постановка задачи и основные определения
Рассматривается следующая задача оптимизации:
min{f(x), x ∈ D}, (1)
где D = {x : x ∈ Rn, fi(x) 6 0, i = 1 . . .m} , целевая функция f(x) и функции-ограничения fi(x)
i = 1 . . .m определены и непрерывны в n−мерном евклидовом пространстве Rn и принадлежат классу
функций, каждый локальный минимум которых является абсолютным, множество D регулярно по Слей-
теру, т.е. существует точка y ∈ D , для которой fi(y) < 0 для всех i = 1 . . .m .
Пусть задано ε > 0 – требуемая точность решения задачи (1). Введем следующие обозначения:
f∗ = min{f(x), x ∈ D}
X∗
ε
= {x : x ∈ D, f(x) 6 f∗ + ε}.
Множество X∗ε является множеством ε-решений задачи (1). Будем считать далее, что f
∗ > −∞ , ми-
нимум достигается и множество X∗
ε
является ограниченным. Полагаем также, что абсолютный минимум
целевой функции достигается за пределами множества D , откуда, в частности, следует, что точка оп-
тимума лежит на границе множества D . Случай принадлежности оптимума внутренности множества D
существенного интереса не представляет, поскольку для него есть упрощенные процедуры решения зада-
чи.
Требуется получить любую точку z ∈ X∗
ε
.
Из [1] известны следующие определения подходящих аппроксимаций допустимого множества.
Определение 1. Множество G ⊂ D является подходящей внутренней аппроксимацией до-
пустимого множества D с точностью ε > 0 , если G ∩X∗
ε
6= ∅ .
Определение 2. Множество G (D ⊂ G) является подходящей внешней аппроксимацией
допустимого множества D с точностью ε > 0 , если Qout(G) ∩ X∗ε 6= ∅ , где Qout(G) = {x : x ∈
G, f(x) 6 min{f(x), x ∈ G}+ ε} .
2. Алгоритмы решения задачи условной оптимизации с аппроксимацией допустимого множе-
ства.
Для определенности рассмотрим алгоритмы в методе центров с аппроксимацией допустимого множе-
ства вида
G(p) = {x : x ∈ Rn, g(x) + p 6 0} (2)
где g(x) = max{fi(x), i = 1 . . .m} , p – параметр аппроксимации допустимогомножества D . Если p > 0 ,
множество G(p) является внутренней аппроксимацией множества D , при p < 0 – внешней аппроксима-
цией.
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Приведем алгоритмы в методах внутренних и внешних центров с аппроксимацией допустимого мно-
жества, в которых применяется подходящая аппроксимация с точностью ε > 0 .
Алгоритм метода внешних центров. Выберем точку x0 /∈ D , для которой f(x0) 6 f∗ . Определим
значение параметра p > 0 так, чтобы множество G(p) было подходящей внутренней аппроксимацией
множества D с точностью ε > 0 (для построения можно использовать оценки, которые приведены в [1]).
Положим k = 0 .
1. Построим вспомогательную функцию Fk(x) = max{f(x)− f(xk), g(x) + p} .
2. Находим точку абсолютного минимума вспомогательной функции xk+1 ∈ Argmin{Fk(x), x ∈ Rn} .
3. Если xk+1 ∈ D , xk+1 ∈ X∗ε , останов. Иначе переход к пункту 1 при k := k + 1 .
Алгоритм метода внутренних центров. Выберем точку x0 ∈ D . Определим значение параметра
p < 0 так, чтобы множество G(p) было подходящей внешней аппроксимацией множества D с точностью
ε > 0 (для построения можно использовать оценки, которые приведены в [1]). Положим k = 0 .
1. Построим вспомогательную функцию Fk(x) = max{f(x)− f(xk), g(x) + p} .
2. Находим точку абсолютного минимума вспомогательной функции xk+1 ∈ Argmin{Fk(x), x ∈ Rn} .
3. Если xk+1 /∈ D , xk ∈ X∗ε , останов. Иначе переход к пункту 1 при k := k + 1 .
В [1] было доказано, что при применении подходящей внутренней и внешней аппроксимации множе-
ства D условия пунктов 3 алгоритмов будут выполнены за конечное число итераций и будет получено
ε−решение задачи (1).
Аналогично формулируются алгоритмы в методах параметризации целевой функции и в методах
штрафных функций. Доказательство, приведенное в [1], не привязано к какому-либо конкретному методу,
а пользуется общими свойствами перечисленных методов последовательной безусловной минимизации.
Далее приведем алгоритмы внутренних и внешних центров, которые по ходу вычислений изменяют
значение параметр p так, чтобы за конечное число итераций построить подходящую аппроксимацию и
получить, тем самым, исходные условия для применения указанных в данном разделе алгоритмов.
3. Алгоритмы с адаптацией аппроксимации допустимого множества.
Общая идея алгоритмов с адаптацией аппроксимации допустимого множества заключается в сле-
дующем. Выбирается некоторая аппроксимация множества D в зависимости от применяемого метода.
Вычислительный процесс ведется по алгоритму внешних или внутренних центров, описанных в преды-
дущем разделе. При выполнении условий критериев пунктов 3 алгоритмов остановки не происходит, а
производится адаптация аппроксимации, т.е. изменение параметра аппроксимации p , и применяемый ал-
горитм запускается снова, начиная с последней полученной итерационной точки до выполнения критерия
пункта 3. Под понятием процедуры адаптации аппроксимации допустимого множества будем понимать
способ изменения параметра аппроксимации.
Опишем применение следующей процедуры адаптации аппроксимации вида (2) допустимого множе-
ства задачи (1):
Процедура 1. Пусть в результате работы алгоритмов с аппроксимацией допустимого
множества в методе центров получена точка z , для которой в случае применения метода
внешних центров выполняется включение z ∈ D , а при применении метода внутренних цен-
тров – включение z /∈ D . Тогда в качестве нового параметра аппроксимации используется
p = −g(z) .
Приведем далее алгоритмы с аппроксимацией допустимого множества в методе центров, использую-
щие указанную процедуру адаптации аппроксимации.
Алгоритм метода внешних центров с адаптацией аппроксимации допустимого множества.
Выберем точку x0 /∈ D , для которой f(x0) 6 f∗ . Определим значение параметра p0 > 0 так, чтобы
множество G(p0) 6= ∅ . Положим k = 0 .
1. Построим вспомогательную функцию Fk(x) = max{f(x)− f(xk), g(x) + pk} .
2. Находим точку абсолютного минимума вспомогательной функции yk+1 ∈ Argmin{Fk(x), x ∈ Rn} .
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3. Если yk+1 /∈ D , то xk+1 = yk+1 , pk+1 = pk и осуществляем переход к пункту 1 при k := k + 1 .
4. Если |f(yk+1)− f(xk)| 6 ε , то yk+1 ∈ X∗ε . Останов.
5. Принимаем xk+1 = xk , pk+1 = −g(yk+1) и осуществляем переход к пункту 1 при k := k + 1 .
Алгоритм метода внутренних центров с адаптацией аппроксимации допустимого множества.
Выберем точку x0 ∈ D . Определим значение параметра p0 < 0 такое, чтобы min{f(x), x ∈ G(p0)} 6=
min{f(x), x ∈ Rn} . Положим k = 0 .
1. Построим вспомогательную функцию Fk(x) = max{f(x)− f(xk), g(x) + pk} .
2. Находим точку абсолютного минимума вспомогательной функции yk+1 ∈ Argmin{Fk(x), x ∈ Rn} .
3. Если yk+1 ∈ D , то xk+1 = yk+1 , pk+1 = pk и осуществляем переход к пункту 1 при k := k + 1 .
4. Если |f(yk+1)− f(xk)| 6 ε , то xk ∈ X∗ε . Останов.
5. Принимаем xk+1 = xk , pk+1 = −g(yk+1) и осуществляем переход к пункту 1 при k := k + 1 .
Пункт 4 алгоритмов содержит новый критерий остановки вычислений, который применяется в слу-
чае, когда имеются две точки по разные стороны границы множества D . Рассмотрим для определенности
алгоритм в методе внешних центров. Пусть на некоторой итерации с номером k > 0 получены точки
xk /∈ D и yk+1 ∈ D и выполняется условие |f(yk+1) − f(xk)| 6 ε . Очевидно, что f(yk+1) > f∗ .
Докажем, что f(xk) 6 f∗ . Точка xk при k = 0 удовлетворяет данному неравенству. При k > 0 она
была получена как точка абсолютного минимума функции Fk−1(x) . Поэтому справедливо неравенство
f(xk) − f(xk−1) 6 Fk−1(x∗) = max{f∗ − f(xk−1), g(x∗) + pk−1} , где x∗ ∈ Argmin{f(x), x ∈ D} . Оче-
видно, что g(x∗) = 0 . Если f∗−f(xk−1) > pk−1 , то неравенство f(xk) 6 f∗ справедливо. Предположим,
что f∗ − f(xk−1) < pk−1 . Тогда для xk /∈ D – точки абсолютного минимума функции Fk−1(x) , справед-
лива цепочка неравенств: f(xk) − f(xk−1) 6 Fk−1(x∗) = pk−1 < g(xk) + pk−1 . Данное неравенство
говорит о том, что xk /∈ D является точкой абсолютного минимума функции g(x) (см, например, в [2]).
Однако это невозможно, так как по условиям множество D удовлетворяет условию регулярности Слей-
тера, т.е. существует точка y , для которой g(y) < 0 . Таким образом, для xk /∈ D справедливо неравенство
f(xk) 6 f
∗ . Отсюда, в частности, следует f(yk+1) − f∗ 6 f(yk+1) − f(xk) = |f(yk+1) − f(xk)| 6 ε , т.е.
по определению yk+1 ∈ X∗ε .
Докажем теперь конечность алгоритмов с адаптацией аппроксимации допустимого множества. Обо-
значим L = {1, 2, 3, . . .} .
Теорема 1. Пусть последовательности {xk} , {yk} , {pk} построены по алгоритму внешних
центров с адаптацией аппроксимации допустимого множества. Тогда существует номер K >
0 , для которого G(pK) будет являться подходящей внутренней аппроксимацией для задачи (1)
с точностью ε > 0 .
Доказательство. Допустим, условия теоремы неверны, т.е. для любого k ∈ L множество G(pk) не
будет являться подходящей внутренней аппроксимацией множества D с точностью ε . Согласно опреде-
лению 1 это означает, что для любого k ∈ L G(pk) ∩ X∗ε = ∅ , т.е. для любой точки y ∈ X
∗
ε
при любом
k ∈ L выполяется неравенство g(y) + pk > 0 . В силу произвольности выбора точки y ∈ X∗ε из по-
следнего неравенства следует, что min{g(y), y ∈ X∗ε } > −pk . В силу ограниченности множества X
∗
ε и
непрерывности функции g(x) существует γ > 0 , для которого min{g(y), y ∈ X∗
ε
} = −γ . Таким образом,
при любом k ∈ L pk > γ .
В силу свойств алгоритма внешних центров с аппроксимацией допустимного множества при фик-
сированной аппроксимации следует существование бесконечной подпоследовательности L1 ⊂ L , для
которой при всех k ∈ L1 xk+1 = xk , т.е. при этих номерах производится адаптация аппроксимации
и pk+1 = −g(yk+1) . Так как условия критерия остановки в этих точках не выполняются, а также в
силу того, что для yk+1 ∈ D имеет место неравенство f(yk+1) − f(xk) 6 g(yk+1) + pk (в против-
ном случае из [2] известно, что точка абсолютного минимума функции f(x) будет достигаться внутри
множества D , что противоречит условиям постановки задачи) имеем следующую цепочку неравенств
ε < |f(yk+1) − f(xk)| = f(yk+1) − f(xk) 6 g(yk+1) + pk = pk − pk+1 . Таким образом, подпоследо-
вательность {pk} k ∈ L1 неограничено убывает, но при этом является ограниченной снизу, так как для
любого k ∈ L1 pk > γ . Полученное противоречие доказывает теорему.
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Теорема 2. Пусть последовательности {xk} , {yk} , {pk} построены по алгоритму внутрен-
них центров с адаптацией аппроксимации допустимого множества. Тогда существует номер
K > 0 , для которого G(pK) будет являться подходящей внешней аппроксимацией для задачи
(1) с точностью ε > 0 .
Доказательство. Допустим, условия теоремы неверны, т.е. для любого k ∈ L множество G(pk) не
будет являться подходящей внешней аппроксимацией множества D с точностью ε . Согласно определе-
нию 2 это означает, что для любого k ∈ L Qout(G(pk)) ∩ X∗ε = ∅ , т.е. для любой точки y ∈ X
∗
ε
, в том
числе и для решения задачи (1) x∗ , при любом k ∈ L выполяется неравенство f(x∗) > min{f(y), y ∈
G(pk)}+ ε . В силу непрерывности функции f(x) найдется такая окрестность ω(x∗) , для которой выпол-
няется неравенство f(x) > min{f(y), y ∈ G(pk)} + ε/2 для любых x ∈ ω(x∗) и k ∈ L , что говорит о
том, что найденная окрестность не содержит точек ε/2-решений задачи min{f(x), x ∈ G(pk)} . В силу
непрерывности функции g(x) отсюда следует существование числа γ > 0 такого, что |g(x)| 6 γ для всех
x ∈ ω(x∗) . Таким образом, так как точка минимума вспомогательной задачи лежит на границе множества
G(pk) следует, что при любом k ∈ L pk < −γ .
В силу свойств алгоритма внутренних центров с аппроксимацией допустимного множества при фик-
сированной аппроксимации следует существование бесконечной подпоследовательности L1 ⊂ L , для
которой при всех k ∈ L1 xk+1 = xk , т.е. при этих номерах производится адаптация аппроксимации и
pk+1 = −g(yk+1) . Так как условия критерия остановки в этих точках не выполняются, а также в си-
лу того, что для yk+1 /∈ D имеет место неравенство f(yk+1) − f(xk) > g(yk+1) + pk (иначе (см. [2])
точка абсолютного минимума функции g(x) будет достигаться за пределами множества D , что проти-
воречит условиям постановки задачи) имеем следующую цепочку неравенств ε < |f(yk+1) − f(xk)| =
f(xk) − f(yk+1) 6 −g(yk+1) − pk = pk+1 − pk . Таким образом, подпоследовательность {pk} неогра-
ничено возрастает, но при этом является ограниченной сверху, так как для любого k ∈ L1 pk < −γ .
Полученное противоречие доказывает теорему.
4. Заключение.
Проведенные вычислительные эксперименты показали, что в большинстве задач время работы алго-
ритма с фиксированной аппроксимацией, построенной за счет применения оценки параметра аппрокси-
мации, было большим, чем время работы алгоритма с адаптацией аппроксимации, что говорит о вычисли-
тельной эффектировности использования предлагаемого подхода при поиске решения заданной точности
задач условной оптимизации.
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