The number of available algorithms for the so-called Basis Pursuit Denoising problem (or the related LASSO-problem) is large and keeps growing. Similarly, the number of experiments to evaluate and compare these algorithms on different instances is growing.
I. INTRODUCTION
Three different minimization problems for sparse approximation have gained much attention in the last decade. We follow [1] and denote them as follows: For a matrix , a vector and positive numbers and we define the Basis Pursuit Denoising [2] with constraint by the Basis Pursuit Denoising with penalty [2] by and the LASSO (least absolute shrinkage and selection operator [3] ) by All three problems are related: if we denote with a solution of , this also solves for and for (see e.g., [1] , [4] ). However, this relation is implicit and relies on the knowledge of the solutions in general.
Hence, it is not totally true that these problems are equivalent. Computational experience with these problems lead to the same conclusion. One may argue, that is harder than the other problems, since its objective is nonsmooth and projecting onto the feasible set is difficult. Moreover, one may argue, that is harder than since the latter has a smooth objective (to be minimized over a somehow simple convex set) while the first has a nonsmooth objective. Recently, minimization problems similar to Basis Pursuit Denoising have appeared in several contexts, e.g., group sparsity (or joint sparsity) for sparse recovery [5] , [6] , nuclear norm minimization for low-rank matrix recovery [7] to name just two. 
A. Notation
With we denote the -norm of a vector is the transpose of a matrix , the range of a matrix is denoted with and with we denote the multivalued sign, i.e.,
II. CONSTRUCTION OF INSTANCES WITH KNOWN SOLUTION
In this section we illustrate how instances (i.e., tuples ) can be generated, such that the solution of is known up to machine precision. This is achieved by prescribing the solution (and the matrix and the value ) and computing a corresponding right hand side .
The basis is the following simple observation which has a one-line proof:
Lemma 1: Let and and let fulfill . Then it holds: If is a solution to and is defined by , then is a solution of . Proof: Simply check Hence fulfills the necessary and sufficient condition for optimality [8] .
Remark 2: The existence of the vector is exactly the source condition used in sparse regularization of ill-posed problems. There one shows that a vector for which such a vector exists can be reconstructed from noisy measurements with by solving with instead of and proportional to and that one achieves a linear convergence rate, i.e., for the solution one gets , see [9] - [11] . The source condition has a simple interpretation: If such a exists, it holds that is a solution of the pure Basis Pursuit problem
Additionally, one can easily derive uniqueness of the solution of the Basis Pursuit problem [10] - [12] as follows. Denoting the columns of with , then it holds: If • is such that for and the restriction of onto the support of (i.e., ) is injective, or • the restriction of onto the set where holds (i.e., ) is injective, then the solution to the Basis Pursuit problem is unique. Both cases can be easily checked after a vector has been found. The method proposed here has been used to produce the test set in [13] .
The following corollary reformulates the above lemma in a way which is more suitable algorithmically.
Corollary 3: Let be partitioned into sets and , let be any vector such that (1) 1053-587X/$31.00 © 2012 IEEE and let . Furthermore assume that fulfills (2) and define . Then is a solution of . According to this corollary we can construct an instance with known solution by the following direct procedure: 1) Specify and a sign-pattern (given by the partition ).
2) Construct a vector which fulfills (2) and check for uniqueness according to remark 2.
3) Choose any and any which complies with the sign-pattern, i.e., (1) holds.
4) Define
. The vector can be constructed by several methods which are outlined in Appendix A. These methods have been implemented in the MATLAB package L1TestPack in the function con-struct_bpdn_rhs 1 . One should note that a vector as in Corollary 3 need not exist. Indeed, for a fixed matrix not every sign-pattern of can occur as a minimizer of any . Another widely used approach to generate test instances is as follows: For given and run some solver for with a high precision on that instance and take the outcome as an exact solution. Our construction, however, is both independent of the value of and the dynamic range of the optimal value while the performance of solvers for usually deteriorates for smaller and for larger dynamic range, see, e.g., [14] , [15] , Section III-A, [16] and Section III-C.
In view of Remark 2, our approach can also be used to construct instances for Basis Pursuit (BP) for which it is known that the solution is unique. Frequently, uniqueness of the solution is guaranteed by one of the available results on -equivalence e.g., using small restricted isometry constants [12] , incoherence [17] or the so-called ERC [18] . However, the proposed construction of the vector allows unique solutions beyond the " -equivalence regime" and thus, for potentially larger supports of solutions.
On the downside, our approach produces one particular element and it is not clear if this has any additional properties. Usually, several exist and hence, the construction of from leads to a specific noise model (the noise is given by ) 2 . This limits the use of instances constructed in this way to the comparison of solvers for Basis Pursuit Denoising and they seem to be useless for other sparse reconstruction methods like matching pursuit algorithms. To somehow influence the structure of the noise one may use the initialization of the algorithms given in Appendix A. Alternatively, Stephen Becker suggested the following approach [19] : Generate a sparse vector and a right hand side with some noise (according to a predefined noise model). Calculate an approximate solution of the dual of the problem , i.e., of Then use as initial value for, e.g., Algorithm 1. Preliminary experiments show that even a crude solution leads to "reasonable" noise statistics, however, a closer investigation of this approach is postponed for future research. Finally, we remark that in [20] and ([21], Section 4.12) a different approach for exact test instances is proposed which starts from an approximate solution of and then adapts the matrix by scaling the columns appropriately.
III. ILLUSTRATIVE INSTANCES
Numerous papers contain comparisons of different solvers for the three problems and , see e.g., [1] , [4] , [13] , [14] , [16] , [22] - [25] . Hence, we do not aim at yet another comparison of solvers but try to illustrate, how different features of the measurement matrix and the solution influence the difficulty of the problem.
We have chosen the problem and from the zoo of available solvers we have chosen four. The choice was not uniformly at random but to represent four different classes: fpc [22] as a simple tuning of the basic iterative thresholding algorithm by continuation, FISTA [24] as a representative of the "optimal algorithms" in the sense of worst case complexity, GPSR [14] as a highly tuned basic gradient method and YALL1 [26] as a member of the class of alternating directions methods 3 . All these solvers proceed iteratively and use (basically) one application of and one of for each iteration. Hence, the runtime of these algorithms is mainly related to the number of iterations. We did not include higher order solvers like fss [27] or ssn [25] and also did not use any variant of homotopy approaches [28] .
For all algorithms we overrode the implemented stopping criteria by the criterion that the relative error in the reconstruction falls below the threshold . We present four experiments in which different features of test instances are varied. Since the results did not differ significantly for different realizations of the instance, we only present the output of a single run. For each instance we plot the iteration number against the relative error in semilogarithmic scale.
A. Influence of the Parameter
Here we consider a standard example from compressed sensing: a sensing matrix which consists of 200 random rows of a 1000 1000 DCT matrix. The solution has 20 non-zero entries with normally distributed magnitude with mean zero and variance one. For the tuple we calculated according to (2) and used , and to generate different right hand sides . We observe that all solvers slow down for smaller values of , see Fig. 1 . However, some solvers depend strongly on the size of . The fpc algorithm seems most robust with respect to the size of and one may conjecture this is due to the continuation strategy (i.e., starting with a larger and decreasing it during iteration).
B. Influence of the Number of Non-Zeros in
While the construction of a test instance is independent of the parameter , it gets harder for a larger number of non-zeros. The behavior of the solvers with respect to the number of non-zeros in the solution is illustrated by this example. The matrix is a 200 2000 Bernoulli matrix, i.e., its entries are with equal probability. We took and two solutions with 4 and 80 non-zero entries, respectively (in both case normally distributed with mean zero and variance one). Here, most solvers take longer for more non-zeros; however, surprisingly, YALL1 is even faster for more non-zeros, see Fig. 2 . The author lacks a good explanation for this observation. 
C. Influence of the Dynamic Range of the Entries in
As remarked in Section II, the dynamic range also influences the performance. We illustrate this with a sparse reconstruction example in which we have a 1000 3000 matrix obtained from the union of three orthonormal bases: the identity matrix, the DCT matrix and an orthonormalized random matrix. We have chosen a support of size 50 and constructed three solutions with the same support but different entries, resulting is a dynamic range of approximately 9, 701 and 55.000, respectively. Some solvers dramatically slow down for larger dynamic range, see Fig. 3 . Only fpc seems to cope. As in Section III-A this may be due to the continuation.
D. Influence of the Coherence of
To illustrate that also a large coherence can cause solvers to slow down, we considered square matrices which are zero except on the diagonal and a certain number of lower off-diagonals, scaled to have , i.e., The solution has 30 non-zero entries, randomly taken to be or and is . This problem, while with a square and invertible matrix, is known the be notoriously hard. Especially for large all solvers deteriorate, see Fig. 4 . However, FISTA has a guarantee on the decrease of the objective value and since both the norm and the condition number of do not increase dramatically with , FISTA somehow does not deteriorate as much as the other solvers. 
APPENDIX A ALGORITHMS

Instead of
we construct a vector such that which can be reformulated as Then can be found by solving .
A. Solution by Projection Onto Convex Sets
Since the sets and are convex, the condition can be seen as a convex feasibility problem [29] . Moreover, the projection onto each set is computationally feasible: The projection onto the range of can be calculated explicitly, e.g., with the help of QR factorization. If with orthonormal and upper triangular , the projection is given by (in obvious MATLAB notation). Projecting onto the convex set is even simpler: Set the fixed components to respectively and clip the others by . We denote the projection onto by . Now we find by alternatingly projecting an initial guess onto both sets, a strategy known as projection onto convex sets (POCS) [30] , [31] . This is given as pseudo code in Algorithm 1.
Algorithm 1: Calculation of by POCS
Require: Input
, a partition and of (coded as ), a tolerance and an initial guess . 
B. Solution by Quadratic Programming
We sketch another approach by quadratic programming: We call the active set and the inactive set and define by
Furthermore we denote with the projection which deletes the "inactive" components (and accordingly) and the respective adjoints and which fill up the vectors be zeros. With this notation, we aim at finding such that , and
. We rephrase the condition as with the orthogonal projection onto . We can rewrite is as with some . Putting this together we have to find a vector such that
We the abbreviations (4) we reformulate this as the optimization problem
This quadratic programming or constrained regression problem can be solved by various methods [8] including the simple gradient projection [32] or the conditional gradient method [33] , [34] . Note that we require that the optimal value of (5) is indeed zero.
