Neural dialogue models, despite their successes, still suffer from lack of relevance, diversity, and in many cases coherence in their generated responses. These issues have been attributed to reasons including (1) short-range model architectures that capture limited temporal dependencies, (2) limitations of the maximum likelihood training objective, (3) the concave entropy profile of dialogue datasets resulting into short and generic responses, and (4) out-of-vocabulary problem leading to generation of a large number of <UNK> tokens. Autoregressive transformer models such as GPT-2, although trained with the maximum likelihood objective, do not suffer from the out-of-vocabulary problem and have demonstrated an excellent ability to capture long-range structures in language modeling tasks. In this paper, we examine the use of autoregressive transformer models for multi-turn dialogue response generation. In our experiments, we employ small and medium GPT-2 models (with publicly available pretrained language model parameters) on the opendomain Movie Triples dataset and the closed-domain Ubuntu Dialogue dataset. The models (with and without pretraining) achieve significant improvements over the baselines for multi-turn dialogue response generation. They also produce state-of-the-art performance on the two datasets based on several metrics, including BLEU, ROGUE, and distinct n-gram.
Introduction
Advances in deep neural network architectures have enabled tremendous success on a number of difficult machine learning problems involving the generation of sequential structured outputs, such as language modeling (Mikolov et al. 2010) , machine translation (Bahdanau, Cho, and Bengio 2015; Cho et al. 2014) , image tagging (Karpathy and Fei-Fei 2015) , visual and language question and answering (Xiong, Zhong, and Socher 2017) , and speech recognition (Hinton et al. 2012) . While these results are impressive, producing a deployable neural network-based conversation model that can engage in discussions on open-or closed-domain subjects still remains elusive. A dialogue system needs to be able to generate meaningful and diverse responses that are sufficiently relevant to the input utterance and the overall dialogue topic (Olabiyi et al. 2018) . Although end-to-end dialogue models have yielded promis-Preprint Figure 1 : Positional Entropy for original and sampled Movie and Ubuntu datasets -Applying a greedy training objective to the original datasets can achieve low overall entropy just by overfitting to low entropy regions, resulting in short and generic responses. Sampled datasets do not suffer from this problem but can only be used by transformer architectures due to their lack of recurrent propagations.
ing results, most of them, including the state-of-the-art models trained with naturalistic dialogue data still perform well below the human level (Sutskever, Vinyals, and Le 2014; Vinyals and Le 2015; Li et al. 2016a; Serban et al. 2016; Xing et al. 2017; Serban et al. 2017b; Serban et al. 2017a; Yu et al. 2017; Che et al. 2017; Zhang et al. 2017; Xu et al. 2017; Zhang et al. 2018b; Li et al. 2016b; Nakamura et al. 2019; Zhang et al. 2018a; Olabiyi et al. 2018; Olabiyi, Khazan, and Mueller 2018; Olabiyi et al. 2019a) . Although existing neural dialogue models generate mostly coherent dialogue responses, the responses tend to be either generic, out-of-context, or disproportionately short. Previous work points to some causes of these limitations:
i) Training data: Human conversations contain a large number of generic, uninformative responses, giving rise to a classic class-imbalance problem. The fact that natural dialogue contains such utterances means that neural dialogue systems need to be equipped to use them in the correct context to maintain a natural fluidity to the conversation. Indeed, this ability comes at the expense of wasted learning capacity since many of the most frequent token sequences do not contribute semantically. This problem also exists at the word and turn level; human dialogue (Banchs 2012; Serban et al. 2017b ) contains non-uniform sequence entropy that is concave with respect to token position, with the tokens at the beginning and end of a sequence having lower entropy than those in the middle (see Fig. 1 ). This initial positive energy gradient can create learning barriers for recurrent models leading to a poor calibration of the model's output distribution, and is a primary contributing factor to their short, generic outputs.
ii) Short-range Model Architecture: Earlier conversation models use a variant of the Seq2Seq architecture (Sutskever, Vinyals, and Le 2014; Vinyals and Le 2015; Li et al. 2016a ) that fails to capture long-term temporal dependencies within conversation turns. Such models tend to fail in multi-turn scenarios (Li et al. 2016b) , generating repetitive responses that are dull and generic. The use of variants of the hierarchical recurrent encoder decoder (HRED) architecture (Serban et al. 2016; Xing et al. 2017; Serban et al. 2017b; Serban et al. 2017a; Xing et al. 2017; Olabiyi et al. 2018; Olabiyi, Khazan, and Mueller 2018; Olabiyi et al. 2019a ) and dual Seq2Seq (Li et al. 2016b) have begun to address this problem. The recurrent architecture, however, due to the gradient vanishing problem with backpropagation through time, limits the maximum number of turns and the number of word tokens in each turn that are used during training.
iii) Out-of-vocabulary Problem: One the major and often overlooked limitations of existing dialogue models is the limitations of the input/output representation (Radford et al. 2019) . The data preprocessing used in existing dialogue models includes word-level tokenization and lowercasing with less frequent (usually more informative) words mapped to the out-of-vocabulary token, <UNK>, and thus, restrict the space of the input and output texts that can be modeled. This is especially problematic for closed-domain datasets with lots of technical jargon leading to a large number of <UNK> tokens in the model response. Unfortunately, using character-level representations with 100% coverage requires gradient backpropagation through a very long sequence, which is impractical for existing recurrent architectures.
iv) Exposure Bias: Similar to language and machine translation models, traditional conversation models are trained with the model generator input taken from the ground truth rather than a previous output (a method known as teacher forcing (Williams and Zipser 1989) ). During inference, however, the model uses past outputs, i.e., is used autoregressively. Interestingly, training with teacher forcing does not present a significant problem in the machine translation setting since there is a one-to-one mapping between the source and target sequences. On the other hand, this is problematic in the dialogue setting since the learning task is oneto-many (Lowe et al. 2015) . In particular, there are multiple suitable target responses per dialogue context; this discrepancy between training and inference is known as exposure bias (Williams and Zipser 1989; Lamb et al. 2016 ) and significantly limits the informativeness of the responses as the decoding error compounds rapidly during inference. Training methods that incorporates autoregressive sampling into model training have been explored to address this (Li et al. 2016b; Yu et al. 2017; Che et al. 2017; Zhang et al. 2017; Xu et al. 2017; Zhang et al. 2018b; Olabiyi et al. 2019b) .
v) Training Objective: Most existing dialogue models are trained using maximum likelihood estimation (MLE) (Sutskever, Vinyals, and Le 2014; Vinyals and Le 2015; Serban et al. 2016; Xing et al. 2017) with teacher forcing because autoregressive sampling leads to unstable training. Unfortunately, the use of MLE is incongruent with the oneto-many nature of dialogue datasets, exacerbates the classimbalance problem in dialogue datasets, and is the primary factor leading to uninteresting and generic responses. Alternative training frameworks that complement MLE such as generative adversarial networks, reinforcement learning, and variational auto-encoders that specifically encourage diversity have been explored to overcome the limitations of the MLE objective alone (Li et al. 2016a; Li et al. 2016b; Yu et al. 2017; Che et al. 2017; Zhang et al. 2017; Xu et al. 2017; Serban et al. 2017b; Zhang et al. 2018b; Olabiyi et al. 2018; Olabiyi, Khazan, and Mueller 2018; Olabiyi et al. 2019a; Olabiyi et al. 2019b) .
In this paper, we explore the use of autoregressive transformer models (Radford and Salimans 2018; Radford et al. 2019; ) for multi-turn dialogue modeling. Autoregressive transformer models are essentially the decoder portion of the original transformer architecture (Vaswani et al. 2017) with some architectural modifications to improve representation learning. Specifically, we focus on the GPT-2 architecture (Radford et al. 2019) , which has been shown to capture long-term temporal dependencies in textual data. Also, GPT-2 uses a modified byte pair encoding (BPE) representation that provides 100% coverage for any Unicode input and output texts. The disadvantages of a byte-level representation are compensated for with a very long training input sequence of size 1024. Also noteworthy is the random sampling of chunks from the dataset instead of turn-by-turn data presentation to the model during training which helps to circumvent the learning barrier from the concave entropy profile of human conversation data. This also reduces the class-imbalance problem and even the extent of the exposure bias problem. Similar to GPT-2 language models, our multi-turn dialogue models are trained using the teacher-forcing maximum likelihood objective only. In our experiments, we explore training the models from scratch and fine-tuning the pretrained language models with multi-turn conversation data. The multiturn dialogue models based on the GPT-2 architecture (despite being trained with only the maximum likelihood objective) demonstrate state-of-the-art performance on the Movie and Ubuntu datasets as measured in terms of both automatic (BLUE, ROGUE, and distinct n-gram scores), and human evaluations.
Task Description
Consider a dialogue sample consisting of a sequence of N utterances, x = x 1 , x 2 , · · · , x N , where each utter- he knew we did .
GPT2-345M
<person> ' s just say he doesn ' t have enough to buy a trailer and seeds . i ' ll write him up as a decorated veteran of the united states army . GPT2-117M Pre 2 i don ' t believe in extortion . i don ' t believe in tying myself to you for the next eight years . GPT2-345M Pre so we laid low and towed <person> ' s boat home , unaware that he was already here . when he arrived , he found us sitting on the kitchen floor , but no one was hungry .
Context 0 what are you thinking ? Context 1 that i want you to take me home . Groundtruth now ? we just -GPT2-117M now ? we ' re going now ? what about tomorrow ? GPT2-345M now ? we ' re on the run ! GPT2-117M Pre and give me a good night ' s rest . GPT2-345M Pre <person> .
Ubuntu
Context 0 The netboot one is suppose to download packages from the net. Context 1 like the ones to be installed? or the installed to be run? Groundtruth
Installed. The netbook also features the non-graphical installer. GPT2-117M the installed to be run. GPT2-345M the ones to be installed. GPT2-117M Pre I'm not sure. I'm not sure what you mean by "installed to be run". GPT2-345M Pre the installed to be run. 
At any time step i, the dialogue history is given by x i = x 1 , x 2 , · · · , x i . The dialogue response generation task can be defined as follows: Given a dialogue history x i , generate a response y i = y 1 i , y 2 i , · · · , y Ti i , where T i is the number of generated tokens such that the distribution of the generated response P (y i ) is indistinguishable from that of the ground truth P (x i+1 ) and T i = M i+1 . The distribution of the model output sequence can be factored by the product rule:
) and θ G are the parameters of the generator model. P θ G y i:j−1 i , x i is an autoregressive generative model where the probability of the current token depends on the past generated sequence. Training the generator G with the log-likelihood criterion is unstable in practice, and therefore the past generated sequence is substituted with the ground truth, a method known as teacher forcing (Williams and Zipser 1989) , i.e.,
This difference between the training and inference behavior is the cause of exposure bias problem. The MLE objective based on Eq. 3 can be expressed as
Model Description
We adopted GPT-2 autoregressive models (Radford et al. 2019 ) derived from the original transformer architecture (Vaswani et al. 2017) . At its core, the transformer architecture provides a generic mechanism based on encoderdecoders to detect dependencies between inputs and outputs. The GPT-2 autoregressive transformer model is a slightly modified decoder section of the transformer architecture (Vaswani et al. 2017; Radford et al. 2019 ) and uses multiple layers of masked multi-head self-attention to map a sequence of input tokens to a sequence of output tokens (i.e., the input sequence token shifted one position to the right).
During inference, at each step the model is autoregressive, consuming the previously generated token as additional input when generating the next. There are some basic conceptual differences between autoregressive architectures based on transformers and those based on recurrent neural networks (RNNs). For instance, while the output of an RNN layer depends on only the immediate previous output, a transformer layer output consists of attention over all previous outputs (attention on future tokens or their latent representations is not allowed even though the information is available during training). Due to this lack of ordering in transformer architectures, the position representation is usually passed along with the input tokens into the model (Vaswani et al. 2017; Devlin et al. 2019; Radford and Salimans 2018; Radford et al. 2019) .
Although four variants of GPT-2 models were reported in Radford et al. (2019) , we conducted our experiments on the two with publicly released pretrained language models, i.e., (i) GPT-2 117M -with 117M parameters, 12 attention layers and hidden state size of 767, (ii) GPT-2 345M -with 345M parameters, 24 attention layers and hidden state size of 1024. The GPT-2 transformer architecture is depicted in Figure 2 .
Related Work
There has been an ongoing effort to drastically improve the performance of dialogue response generation model especially in multi-turn scenarios. In particular, effort has been made to improve the performance of RNN-based models by exploring alternative frameworks such as variational auto-encoding (Serban et al. 2017a) , and generative adversarial networks (Olabiyi et al. 2018 ) that simultaneously encourage response relevance and diversity. Despite the improvements provided by these models, the quality of model-generated responses is still much below the human level. Recent work on autoregressive transformer-based language models (Radford and Salimans 2018; Radford et al. 2019; ) have however shown an impressive ability to exploit long temporal dependencies in textual data. In this work, we investigate the effectiveness of the long temporal memory capability of autoregressive transformer-based models for multi-turn dialogue modeling. For our experiments, we adopted the GPT-2 autoregressive transformer architecture (Radford et al. 2019 ) due to its large sequence length (1024) and 100% representation coverage of textual input. Also, out of all the autoregressive transformer architectures that we considered, GPT-2 has the highest compatibility between the pretraining task of language modeling and the fine-tuning task of multi-turn dialogue modeling. To the best of our knowledge, there has been no previous work on using autoregressive transformerbased models for dialogue modeling. 
Model Training
We trained the small GPT-2 117M and the medium GPT-2 345M models on multi-turn dialogue datasets either from scratch or by fine-tuning the pretrained language model parameters. The models are trained end-to-end using the Adaptive Moment Estimation (Adam) stochastic gradient descent algorithm with a learning rate of 0.001. Due to GPU memory limitations, we use a batch size of 16 and accumulate gradients over 5 iterations, making the effective batch size 80. Both models are trained until the training perplexity on the dialogue datasets reaches a steady state. Finally, the models are implemented, trained, and evaluated using the Tensor-Flow deep learning framework.
Experiments Setup
We evaluated the GPT-2 transformer architecture on the Movie Triples and Ubuntu Dialogue corpora randomly split into training, validation, and test sets, using 90%, 5%, and 5% proportions. Since the GPT-2 architecture has 100% input coverage, we performed no preprocessing of the datasets whatsoever. The training dataset files consist of newlineseparated conversations. Each conversation in turn consists of tab-separated utterances. The Movie dataset (Serban et al. 2016 ) spans a wide range of topics with few spelling mistakes and contains about 240,000 dialogue triples, which makes it suitable for studying the relevance-diversity tradeoff in multi-turn conversations (Zhang et al. 2018b ). The Ubuntu dialog dataset extracted from the Ubuntu Relay Chat Channel (Serban et al. 2017b ) contains about 1.85 million conversations with an average of 5 utterances per conversation. This dataset is ideal for training dialogue models that can provide expert knowledge/recommendation in domain-specific conversations.
We compare GPT-2 multi-turn dialogue performance with existing state-of-the-art dialogue models including (V)HRED 3 (Serban et al. 2016; Serban et al. 2017b ), DAIM 4 (Zhang et al. 2018b ), hredGAN (Olabiyi et al. 2018) , and aBoots (Olabiyi et al. 2019b) . Note that DAIM is based on Seq2Seq and does not use a multi-turn dialogue context, but we have included it here for completeness. We compare how the models perform based on informativeness (a combination of relevance and diversity metrics) of generated re- sponses. For relevance, we adopted BLEU-2 (Papineni et al. 2002) and ROUGE-2 (Lin 2014) scores. For diversity, we adopted distinct unigram (DIST-1) and bigram (DIST-2) (Li et al. 2016a ) scores as well as normalized average sequence length (NASL) similar to Olabiyi et al. (2018) . All models are evaluated in autoregressive mode, i.e., we pass a multi-turn dialogue context to the model inputs and the models generate a sequence of response tokens using the context and all the previously generated tokens until the end-of-sequence token is reached. All models are greedily sampled to generate the model outputs with the exception of the aBoots and GPT-2 models, where we first search for the optimum top k between 0 and 20 inclusive that maximizes the overall BLEU-2 (relevance) score of the validation set using the top k sampling strategy (Radford et al. 2019) . As shown in Table 2 , it turns out that for all GPT-2 models, the optimum top k is 1 across datasets, which is equivalent to greedy sampling. For aBoots however, we noted different optimum values for different model configurations for the Ubuntu dataset. This may be due to the effect of model bootstrapping on the model output distribution, especially on a large and domain-specific dataset like Ubuntu. For detailed information, we depict the trajectory of the hyper-parameter selection metric with increasing top k values in Figure 3 .
Results and Discussion

Quantitative Evaluation
We report the quantitative measures in Table 3 . The results shows a significant improvement of response generation performance by the GPT-2 transformer architecture over existing methods such as (V)HRED, hredGAN, DAIM, and adversarial bootstrapping (aBoots), all of which are based on recurrent neural networks. In fact, the GPT-2 transformer architecture achieves state-of-the-art performance on the Movie triples and Ubuntu dialogue datasets in terms of BLEU, ROUGE, and distinct n-gram scores. This indicates that, despite being trained only with the maximum likelihood objective, the autoregressive transformer architecture is able to overcome some of the problems that have plagued existing dialogue models such as class imbalance and exposure bias. Also contributing to the models' performance improvement is the 100% input coverage from the BPE encoding, which eliminates the generation of <UNK> tokens (this is especially helpful for the Ubuntu dataset with a large number of out-of-vocabulary tokens) as well as random sampling of the training input, which normalizes the entropy profile of the dialogue datasets. Also, in contrast to existing work reporting a trade-off between relevance and diversity (Zhang et al. 2018b; Li et al. 2016a; Li et al. 2016b) , we observe that relevance performance improves with diversity performance in GPT-2 models. It is worth pointing out, however, that the transformer-based models tend to generate shorter responses than adversarially trained models (hredGAN and aBoots). This indicates that the models still suffer from the impact of using only the maximum likelihood training objective. Alleviating this problem with an adversarial training objective similar to aBoots and or hredGAN should further improve performance and will be considered in our future work.
Qualitative Evaluation
Random samples of the model outputs are shown in Tables 1 and 4. One striking observation is the high level of coherence in the generated responses from GPT-2 transformer models. While this has been reported for unconditional utterance generation (Radford et al. 2019) , its conversational performance has not been previously studied. At the same time, the models are able to capture both short-and longterm temporal dependencies in their responses. The models give responses that are reasonably relevant to the topic of the discussion, and are able to answer posed questions with answer choices. Also, they don't just generate the all-toocommon phrase "I'm not sure" like existing models; they are able to point to areas of the context they are uncertain about (see the Ubuntu section of Table 1 ).
Ablation Studies
In this section, we carry out a more detailed analysis and discussion of different configurations of GPT-2 transformer models studied in this paper as well as their performance across datasets using the evaluation results in Table 3 .
Open vs. Closed Domain Dataset
From Table 3 , we observe that the performance improvement achieved by GPT-2 transformer models over existing models is higher for the open-domain Movie Triples dataset compared to the closed-domain Ubuntu Dialogue dataset with or without pretraining. Similar behavior is observed in human evaluation. While the performance difference could be due to the size of the dataset, it could also indicate that closed-domain dialogue responses are inherently more difficult to learn even for large and expressive models such as the GPT-2 transformer.
Effect of Model pretraining
We observe that there is no significant difference between finetuned pretrained models and the ones trained from scratch. This shows that the performance of the GPT-2 architecture for dialogue modeling is mostly due to the multilayer self attention model architecture rather than the scaffolding achieved from language model pretraining. We observe similar behavior across datasets. In fact, pretraining seems to hurt model performance on closed-domain datasets but is slightly helpful for open-domain datasets. This behavior might be because the distribution of the language data used for pretraining is similar to the open-domain dataset but different from the closed-domain dataset.
Effect of the Model size
We also compare the small (GPT2-117M) and large (GPT2-345M) models. We observe that there is a significant performance improvement of the larger (about 100%) over the smaller model on the Movie dataset, but a smaller performance improvement on the Ubuntu dataset. It's also surprising that the larger model does not overfit to the Movie dataset. Overfitting might have been prevented by the random chunking of the datasets, which regularizes the model training by artificially inducing high entropy into the data.
Conclusion
In this paper, we have investigated the performance of autoregressive transformer models such as GPT-2 for multi-turn dialogue modeling. Our experiments show that transformer-based models perform better than the existing state-of-the-art multi-turn dialogue models. They also achieve state-of-art performance on open-domain Movie and closed-domain Ubuntu datasets. In addition to the ability of transformer-based models to capture long temporal dependencies in text data, the 100% input representation coverage as well as the normalization of the non-uniform data entropy profile by random sampling helps transformer-based dialogue models overcome many of the limitations of existing methods. As part of our future work, we plan to investigate how to improve on the length of the generated responses without sacrificing coherence and their relevance to dialogue context. Context 0 libgnome2-dev is the package that has that pkgconfig file Context 1
After I installed libgnome2-dev I got a different output. http://pastebin.com/zpDeGs81 sorry it is so long. Context 2 I thought that was what was going on thanks. :) I ran the command ./configure && sudo make && sudo make install would that have worked. Groundtruth you shouldn't run: sudo make; but yes HRED I don't know what the problem is VHRED what do you mean ? eou what are you trying ? hredGAN w I have no idea , I can just copy the files and copy files to the other one aBoots w cat yeah , if you have a few times to put things in the ' make ' command it is not in a file you can install it by hand . GPT2-117M no, that's not what you want to do GPT2-345M no, you need to run it as root GPT2-117M Pre yes, but you need to be in the directory where the source is GPT2-345M Pre no, you need to run "sudo check install" instead of "sudo make install"
