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A FINITE DIMENSIONAL PROOF OF VERLINDE
FORMULA
XIAOTAO SUN AND MINGSHUO ZHOU
Abstract. We prove two recurrence relations among dimensions
Dg(r, d, ω) := dimH
0(UC, ω,ΘUC,ω )
of spaces of generalized theta functions on moduli spaces UC, ω. By
using of these recurrence relations, an explicit formula (Verlinde
formula) of Dg(r, d, ω) is proved (See Theorem 4.3).
1. Introduction
Let C be a smooth projective curve and JdC be the moduli space of
rank 1 vector bundles of degree d on C (i.e. the Jacobian of C). It is a
classical theorem that the space H0(JdC ,ΘJdC) of theta functions of order
k on JdC has dimension k
g. A natural question is to find a formula of
dimension for the space H0(UC ,ΘUC) of generalized theta functions of
order k on the moduli space UC of semistable vector bundles on C with
rank r and degree d. It seems impossible for mathematicians to guess
such a formula without the help of Rational Conformal Field Theories
(RCFT)(cf. [20]). RCFT is defined to be a functor which associates a
finite-dimensional vector space VC(I, {~a(x)}x∈I) to a marked projective
curve (C, I, {~a(x)}x∈I) satisfying certain axioms (A0–A4) (cf. [3] for the
detail). The axioms, in particular the factorization rules (A2 and A4),
can be encoded in a finite-dimensional Z-algebra(the so called fusion
ring of the theory). An explicit formula (so called Verlinde formula)
for the dimension of VC(I, {~a(x)}x∈I) can be obtained in terms of the
characters of the fusion ring (See Proposition 3.3 of [3]).
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An important example of RCFT was constructed for a Lie algebra
g in [19] (WZW-models) by associating a space VC(g, I, {~a(x)}x∈I) of
conformal blocks to a marked projective curve (C, I, {~a(x)}x∈I). It is
this example that relates RCFT to algebraic geometry when the space
of conformal blocks was proved to be the spaces of generalized theta
functions on moduli spaces of parabolic G-bundles ( Lie(G) = g) (cf.
[4], [12] and [7]). Then the characters of its fusion ring are determined
in terms of representations of g (cf. [2] for g = sl(r), sp(r) and [7] for
all classical algebras). Thus an explicit formula (Verlinde formula) for
the dimension of spaces of generalized theta functions is proved. This
kind of proof was called infinite dimensional proof in [1].
Let UC,ω be moduli spaces of semistable parabolic bundles of rank
r and degree d on smooth curves C of genus g ≥ 0 with parabolic
structures determined by ω = (k, {~n(x),~a(x)}x∈I). It is natural to ask if
one can prove an explicit formula of Dg(r, d, ω) := dimH
0(UC, ω,ΘUC, ω)
without using conformal blocks ? which is called finite dimensional
proof in [1]. There exist some such proofs duo to Bertram, Szenes,
Thaddeus, Zagier, Donaldson, Witten, Narasimhan and Ramadas (See
[1] for the survey and references). As Beauville pointed out in [1],
all of these proofs only work for r = 2. As far as we know, a finite
dimensional proof of Verlinde formula remains open for r > 2 (See the
comments in [1] and [3]). In fact, even for r = 2, we know only one
such proof duo to Narasimhan and Ramadas, which covers the case
of parabolic bundles (See also [5] and [6] for an analytic proof when
g ≥ 2). When r = 2, by the result of [11], Ramadas proved in [13] a
formula of Dg(2, d, ω) by reducing it to the case of g = 0 and using a
formula of D0(2, d, ω). Unfortunately, the formula of D0(2, d, ω) was
taken from [9] where its proof is not algebraic.
One of the main results in this article is the following two recurrence
relations of Dg(r, d, ω).
Theorem 1.1 (See Theorem 3.6 and Theorem 3.12). For partitions
g = g1 + g2 and I = I1 ∪ I2, let Wk = { λ = (λ1, ..., λr) | 0 = λr ≤
λr−1 ≤ · · · ≤ λ1 ≤ k } and
W ′k =
{
λ ∈ Wk |
(∑
x∈I1
lx∑
i=1
di(x)ri(x) +
r∑
i=1
λi
)
≡ 0(mod r)
}
.
Then we have the following recurrence relation
Dg(r, d, ω) =
∑
µ
Dg−1(r, d, ω
µ)(1.1)
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Dg(r, d, ω) =
∑
λ∈W ′k
Dg1(r, 0, ω
λ
1 ) ·Dg2(r, d, ω
λ
2 ),(1.2)
where µ = (µ1, · · · , µr) runs through 0 ≤ µr ≤ · · · ≤ µ1 < k and ωµ,
ωλ1 , ω
λ
2 are explicitly determined by µ and λ.
The idea is to consider a family {Ct}t∈∆ of curves degenerating to a
curve C0 with exactly one node. A factorization theorem
H0(UC0, ω0,ΘUC0, ω0 ) =
⊕
µ
H0(UC˜0, ωµ0
,ΘU
C˜0, ω
µ
0
)
for irreducible C0 was proved in [15] (See [11] for r = 2) where C˜0 is the
normalization of C0. Finally one has to show that dimH
0(UCt, ωt ,ΘUCt, ωt )
is independent of t ∈ ∆, which follows clearly H1(UCt, ωt ,ΘUCt, ωt ) = 0.
When C0 is irreducible, the vanishing theorem was proved under as-
sumption that g ≥ 3 (See [11] and [15]). Although we have shown in [17]
that dimH0(UCt, ωt ,ΘUCt, ωt ) is constant for t 6= 0 without using vanish-
ing theorem (cf. Corollary 4.8 of [17]), the vanishing theorems for sin-
gular curves C0 are needed in order to show dimH
0(UCt, ωt ,ΘUCt, ωt ) =
dimH0(UC0, ω0 ,ΘUC0, ω0 ) (∀ t ∈ ∆). When r = 2, Ramadas proved
H1(UCt, ωt ,ΘUCt, ωt ) = 0 in [13] for g ≥ 0 and irreducible C0 (thus the
recurrence relation (1.1) for r = 2). When C0 = C1 ∪ C2 is the union
of two smooth curves, a factorization theorem
H0(UC0, ω0 ,ΘUC0, ω0 ) =
⊕
µ
H0(UC1, ωµ1 ,ΘUC1, ωµ1
)⊗ H0(UC2, ωµ2 ,ΘUC2, ωµ2
)
was proved in [16] for r ≥ 2. Thus, to prove the recurrence relations
(1.1) and (1.2), we need firstly to prove H1(UC0, ω0 ,ΘUC0, ω0 ) = 0 for
both cases of C0 irreducible and reducible. The arguments of [13]
seems not work for these general cases, our proof of vanishing theorems
uses the main results of [18] that the modulo p reduction of moduli
spaces are globally F -regular for almost p (such varieties are called of
globally F -regular type). Moreover, in order to obtain the recurrence
relation (1.2), we have to study the behaving of Dg(r, d, ω) under Hecke
transformations, which is one of technical parts in this article.
The recurrence relation (1.1) and (1.2) reduce the problem to com-
pute D0(r, d, ω) with 3 parabolic points (i.e. |I| = 3). However, com-
putation of D0(r, d, ω) when |I| = 3 is rather nontrivial and we are not
able to find any reference of such computation. In fact, another tech-
nical part of this article is a computation of D0(r, d, ω) when |I| = 3.
By using of the recurrence relation (1.2) (See Proposition 4.8), it is
reduced to the computation of D0(r, 0, {ωs, λy, λz}).
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We describe briefly content of the article. In Section 2, we recall the
notions of globally F -regular type varieties and the main results of [18].
In Section 3, we prove firstly the vanishing theorem
Theorem 1.2 (See Theorem 3.1, Theorem 3.3 and Theorem 3.4).
When C is smooth, for any ample line bundle L on UC, ω, we have
Hi(UC,ω,L) = 0 ∀ i > 0.
When C is irreducible with at most one node, we have
H1(UC, ω,ΘUC, ω) = 0
where ΘUC, ω is the theta line bundle. When C is reducible with at most
one node, for any ample line bundle L on UC, ω, we have
H1(UC,ω,L) = 0.
The key technical part of Section 3 is to prove Theorem 1.1, where
the recurrence relation (1.1) follows Theorem 1.2 and the factorization
theorem in [15]. But the recurrence relation (1.2) is obtained by using
factorization theorem in [16] and Hecke transformation. In Section 4,
by using of recurrence relations (1.1) and (1.2), we give a self-contained
exposition of computation of Dg(r, d, ω) (See Theorem 4.3 for detail):
Theorem 1.3. For any given data ω = (k, {~n(x),~a(x)}x∈I), we have
Dg(r, d, ω) = (−1)
d(r−1)
(
k
r
)g
(r(r + k)r−1)g−1
∑
~v
exp
(
2πi
(
d
r
− |ω|
r(r+k)
)∑r
i=1 vi
)
Sω
(
exp 2πi ~v
r+k
)
∏
i<j
(
2 sin π
vi−vj
r+k
)2(g−1)
where ~v = (v1, v2, . . . , vr) runs through the integers
0 = vr < · · · < v2 < v1 < r + k.
One of the key technical results in Section 4 is the computation of
D0(r, 0, {ωs, λy, λz}) in Lemma 4.7 (its proof spends 6 pages).
Acknowledegements: Xiaotao Sun would like to thank T. R. Ramadas
for helpful discussions (by emails) about the computation of Dg(r, d, ω)
when g = 0 and suggestion of the reference [9]. He also would like to
thank M. S. Narasimhan who encourages him consistently to give a
purely algebro-geometric proof of Verlinde formula.
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2. Globally F -regular type of moduli spaces
Let X be a variety over a perfect field k of char(k) = p > 0,
F : X → X
be the Frobenius map and F e : X → X be the e-th iterate of Frobenius
map. When X is normal, for any (weil) divisor D ∈ Div(X),
OX(D)(V ) = { f ∈ K(X) | divV (f) +D|V ≥ 0 }, ∀ V ⊂ X
is a reflexive subsheaf of constant sheaf K = K(X). In fact, we have
OX(D) = j∗OXsm.(D)
where j : Xsm. →֒ X is the open set of smooth points, and OX(D) is
an invertible sheaf if and only if D is a Cartier divisor.
Definition 2.1. A normal variety X over a perfect field is called stably
FrobeniusD-split ifOX → F e∗OX(D) is split for some e > 0. X is called
globally F-regular if X is stably Frobenius D-split for any effective
divisor D. A variety X is called Frobenius split if OX → F∗OX is split.
In particular, any globally F-regular variety is Frobenius split.
For any scheme X of finite type over a field K of characteristic zero,
there is a finitely generated Z-algebra A ⊂ K and an A-flat scheme
XA → S = Spec(A)
such that XK = XA ×S Spec(K) ∼= X . XA → S = Spec(A) is called
an integral model of X/K, and a closed fiber Xs = XA ×S Spec(k(s))
is called ”modulo p reduction of X” where p = char(k(s)) > 0.
Definition 2.2. A variety X over a field of characteristic zero is said of
globally F-regular type (resp. F-split type) if its ”modulo p reduction
of X” are globally F-regular (resp. F-split ) for a dense set of p.
An equivalent definition of globally F-regular type for a projective
variety X is that its modulo p reductions (for a dense set of p) are
stably Frobenius D-split along any effective Cartier divisor D, which do
not require normality of its modulo p reductions prior to the definition.
Projective varieties of globally F-regular type have many nice properties
and a good vanishing theorem of cohomology.
Theorem 2.3 (Corollary 5.3 and Corollary 5.5 of [14]). Let X be a
projective variety over a field of characteristic zero. If X is of globally
F-regular type, then we have
(1) X is normal, Cohen-Macaulay with rational singularities. If X
is Q-Gorenstein, then X has log terminal singularities.
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(2) For any nef line bundle L on X, we have H i(X,L) = 0 when
i > 0. In particular, H i(X,OX) = 0 whenever i > 0.
In [18], we have proved that moduli spaces of parabolic bundles and
generalized parabolic sheaves with a fixed determinant on a smooth
curve are of globally F -regular type. To state it, we recall firstly the
notions of moduli spaces of parabolic bundles and generalized parabolic
sheaves.
Let C be an irreducible projective curve of genus g ≥ 0 over an
algebraically closed field K of characteristic zero, which has at most
one node x0 ∈ C. Let I be a finite set of smooth points of C, and E be
a coherent sheaf of rank r and degree d on C (the rank r(E) is defined
to be dimension of Eξ at generic point ξ ∈ C, and d = χ(E)−r(1−g)).
Definition 2.4. By a quasi-parabolic structure of E at a smooth point
x ∈ C, we mean a choice of flag of quotients
Ex = Qlx+1(E)x ։ Qlx(E)x ։ · · · · · ·։ Q1(E)x ։ Q0(E)x = 0
of the fibre Ex, ni(x) = dim(ker{Qi(E)x ։ Qi−1(E)x}) (1 ≤ i ≤ lx+1)
are called type of the flags. If, in addition, a sequence of integers
0 ≤ a1(x) < a2(x) < · · · < alx+1(x) < k
are given, we call that E has a parabolic structure of type
~n(x) = (n1(x), n2(x), · · · , nlx+1(x))
and weight ~a(x) = (a1(x), a2(x), · · · , alx+1(x)) at x ∈ C.
Definition 2.5. For any subsheaf F ⊂ E, let Qi(E)
F
x ⊂ Qi(E)x be the
image of F and nFi = dim(ker{Qi(E)
F
x ։ Qi−1(E)
F
x }). Let
parχ(E) := χ(E) +
1
k
∑
x∈I
lx+1∑
i=1
ai(x)ni(x),
parχ(F ) := χ(F ) +
1
k
∑
x∈I
lx+1∑
i=1
ai(x)n
F
i (x).
Then E is called semistable (resp., stable) for ω = (k, {~n(x), ~a(x)}x∈I)
if for any nontrivial E ′ ⊂ E such that E/E ′ is torsion free, one has
parχ(E ′) ≤
parχ(E)
r
· r(E ′) (resp., <).
Theorem 2.6 (Theorem 2.13 of [17]). There exists a seminormal pro-
jective variety UC, ω := UC(r, d, {k, ~n(x),~a(x)}x∈I), which is the coarse
moduli space of s-equivalence classes of semistable parabolic sheaves E
of rank r and χ(E) = χ = d + r(1 − g) with parabolic structures of
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type {~n(x)}x∈I and weights {~a(x)}x∈I at points {x}x∈I. If C is smooth,
then it is normal, with only rational singularities.
Recall the construction of UC, ω = UC(r, d, ω). Fix a line bundle
O(1) = OC(c · y) on C of deg(O(1)) = c, let χ = d+ r(1−g), P denote
the polynomial P (m) = crm+χ, OC(−N) = O(1)−N and V = CP (N).
Let Q be the Quot scheme of quotients V ⊗ OC(−N) → F → 0 (of
rank r and degree d) on C. Thus there is on C×Q a universal quotient
V ⊗OC×Q(−N)→ F → 0.
Let Fx = F|{x}×Q and F lag~n(x)(Fx) → Q be the relative flag scheme
of type ~n(x). Let
R = ×Q
x∈I
F lag~n(x)(Fx)→ Q,
on which reductive group SL(V ) acts. The data ω = (k, {~n(x), ~a(x)}x∈I),
more precisely, the weight (k, {~a(x)}x∈I) determines a polarisation
ΘR,ω = (detRπRE)
−k ⊗
⊗
x∈I
{
lx⊗
i=1
det(Q{x}×R,i)
di(x)} ⊗
⊗
q
det(Ey)
ℓ
on R such that the open set Rssω (resp. R
s
ω) of GIT semistable (resp.
GIT stable) points are precisely the set of semistable (resp. stable)
parabolic sheaves on C (see [17]), where E is the pullback of F (under
C ×R → C ×Q), detRπRE is determinant line bundle of cohomology,
Ex = Q{x}×R,lx+1 ։ Q{x}×R,lx ։ Q{x}×R,lx−1 ։ · · ·։ Q{x}×R,1 ։ 0
are universal quotients on R of type ~n(x), di(x) = ai+1(x)− ai(x) and
ℓ :=
kχ−
∑
x∈I
∑lx
i=1 di(x)ri(x)
r
.
Then UC, ω is the GIT quotient Rssω
ψ
−→ UC, ω := UC(r, d, ω) and ΘRss,ω
descends to an ample line bundle ΘUC,ω on UC, ω when ℓ is an integer.
Definition 2.7. When C is a smooth projective curve, let
Det : UC, ω → J
d
C , E 7→ det(E) :=
r∧
E
be the determinant map. Then, for any L ∈ JdC , the fiber
Det−1(L) := ULC, ω
is called moduli space of parabolic bundles with a fixed determinant.
Theorem 2.8 (Theorem 3.7 of [18]). The moduli spaces ULC, ω are of
globally F-regular type. If J0C of C is of F-split type, so is UC, ω.
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When C is irreducible with one node x0 ∈ C\I, let π : C˜ → C be the
normalization and π−1(x0) = {x1, x2} ⊂ C˜. Then the normalization
Pω of UC, ω is the moduli space of generalized parabolic sheaves on
C˜. A generalized parabolic sheaf (GPS) (E,Q) of rank r and degree
d on C˜ consists of a sheaf E of degree d on C˜, torsion free of rank
r outside {x1, x2} with parabolic structures at the points of I and an
r-dimensional quotient Ex1 ⊕ Ex2
q
−→ Q→ 0.
Definition 2.9. A GPS (E,Q) on an irreducible smooth curve C˜ is
called semistable (resp., stable), if for every nontrivial subsheaf E ′ ⊂ E
such that E/E ′ is torsion free outside {x1, x2}, we have
parχ(E ′)− dim(QE
′
) ≤ r(E ′) ·
parχ(E)− dim(Q)
r(E)
(resp., <),
where QE
′
= q(E ′x1 ⊕ E
′
x2
) ⊂ Q.
Theorem 2.10 (Theorem 2.24 of [17]). For any ω = (k, {~n(x), ~a(x)}x∈I),
there exists a normal projective variety Pω with at most rational sin-
gularities, which is the coarse moduli space of s-equivalence classes of
semi-stable GPS on C˜ with parabolic structures at the points of I given
by the data ω.
Recall the construction of Pω. Let Grassr(Fx1 ⊕Fx2)→ Q and
R˜ = Grassr(Fx1 ⊕ Fx2)×Q R
ρ
−→ R.
ω = (k, {~n(x), ~a(x)}x∈I) determines a polarization, which linearizes
the SL(V )-action on R˜, such that the open set R˜ssω (resp. R˜
s
ω) of GIT
semistable (resp. GIT stable) points are precisely the set of semistable
(resp. stable) GPS on C˜ (see [17]). Then Pω is the GIT quotient
R˜ssω
ψ
−→ R˜ssω //SL(V ) := Pω.(2.1)
Notation 2.11. Let H ⊂ R˜ be the open subscheme parametrising the
generalised parabolic sheaves E = (E,Ex1 ⊕ Ex2
q
−→ Q) satisfying
(1) the torsion TorE of E is supported on {x1, x2} and
q : (TorE)x1 ⊕ (TorE)x2 →֒ Q
(2) if N is large enough, then H1(E(N)(−x− x1 − x2)) = 0 for all
E and x ∈ C˜.
Then H is reduced, normal, Gorenstein with at most rational sin-
gularities (see Proposition 3.2 and Remark 3.1 of [15]). Moreover, for
any data ω, we have R˜ssω ⊂ H and, by Lemma 5.7 of [15], there is a
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morphism DetH : H → JdC˜ which extends determinant morphism on
open set R˜F ⊂ H of locally free sheaves, and induces a flat morphism
Det : Pω → J
d
C˜
.(2.2)
Notation 2.12. For L ∈ Jd
C˜
, let HL = Det−1(L) ⊂ H,
R˜LF = Det
−1(L) ⊂ R˜F , (R˜
ss
ω )
L = Det−1(L) ⊂ R˜ssω .
Then PLω = Det
−1(L) ⊂ Pω is the GIT quotient
(R˜ssω )
L ψ−→ PLω = (R˜
ss
ω )
L//SL(V ).
Theorem 2.13 (Theorem 4.7 of [18]). For any ω = (k, {~n(x), ~a(x)}x∈I),
the moduli space PLω is of globally F-regular type.
When C = C1 ∪C2 is reducible with two smooth irreducible compo-
nents C1 and C2 of genus g1 and g2 meeting at only one point x0 (which
is the only node of C), we fix an ample line bundle O(1) of degree c on
C such that deg(O(1)|Ci) = ci > 0 (i = 1, 2). For any coherent sheaf E,
P (E, n) := χ(E(n)) denotes its Hilbert polynomial, which has degree
1. We define the rank of E to be
r(E) :=
1
deg(O(1))
· lim
n→∞
P (E, n)
n
.
Let ri denote the rank of the restriction of E to Ci (i = 1, 2), then
P (E, n) = (c1r1 + c2r2)n + χ(E), r(E) =
c1
c1 + c2
r1 +
c2
c1 + c2
r2.
We say that E is of rank r on X if r1 = r2 = r, otherwise it will
be said of rank (r1, r2). Fix a finite set I = I1 ∪ I2 of smooth points
on C, where Ii = {x ∈ I | x ∈ Ci} (i = 1, 2), and parabolic data
ω = {k, ~n(x),~a(x)}x∈I with
ℓ :=
kχ−
∑
x∈I
∑lx
i=1 di(x)ri(x)
r
(recall di(x) = ai+1(x)− ai(x), ri(x) = n1(x) + · · ·+ ni(x)). Let
nωj =
1
k
r cj
c1 + c2
ℓ+
∑
x∈Ij
lx∑
i=1
di(x)ri(x)
 (j = 1, 2).(2.3)
Definition 2.14. For any coherent sheaf F of rank (r1, r2), let
m(F ) :=
r(F )− r1
k
∑
x∈I1
alx+1(x) +
r(F )− r2
k
∑
x∈I2
alx+1(x),
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the modified parabolic Euler characteristic and slop of F are
parχm(F ) := parχ(F ) +m(F ), parµm(F ) :=
parχm(F )
r(F )
.
A parabolic sheaf E is called semistable (resp. stable) if, for any sub-
sheaf F ⊂ E such E/F is torsion free, one has, with the induced
parabolic structure,
parχm(F ) ≤
parχm(E)
r(E)
r(F ) (resp. <).
Theorem 2.15 (Theorem 1.1 of [16] or Theorem 2.14 of [17]). There
exists a reduced, seminormal projective scheme
UC := UC(r, d,O(1), {k, ~n(x),~a(x)}x∈I1∪I2)
which is the coarse moduli space of s-equivalence classes of semistable
parabolic sheaves E of rank r and χ(E) = χ = d + r(1 − g) with
parabolic structures of type {~n(x)}x∈I and weights {~a(x)}x∈I at points
{x}x∈I. The moduli space UC has at most r+1 irreducible components.
The normalization of UC is a moduli space of semistable GPS on
C˜ = C1
⊔
C2 with parabolic structures at points x ∈ I. Recall
Definition 2.16. A GPS (E,Ex1 ⊕ Ex2
q
−→ Q) is called semistable
(resp., stable), if for every nontrivial subsheaf E ′ ⊂ E such that E/E ′
is torsion free outside {x1, x2}, we have, with the induced parabolic
structures at points {x}x∈I ,
parχm(E
′)− dim(QE
′
) ≤ r(E ′) ·
parχm(E)− dim(Q)
r(E)
(resp., <),
where QE
′
= q(E ′x1 ⊕ E
′
x2
) ⊂ Q.
Theorem 2.17 (Theorem 2.1 of [16] or Theorem 2.26 of [17]). For any
data ω = ({k, ~n(x), ~a(x)}x∈I1∪I2,O(1)), the coarse moduli space Pω of
s-equivalence classes of semi-stable GPS on C˜ with parabolic structures
at the points of I given by the data ω is a disjoint union of at most
r + 1 irreducible, normal projective varieties Pχ1,χ2 ( χ1 + χ2 = χ + r,
nωj ≤ χj ≤ n
ω
j + r) with at most rational singularities.
For fixed χ1, χ2 satisfying χ1 + χ2 = χ + r and n
ω
j ≤ χj ≤ n
ω
j + r
(j = 1, 2), recall the construction of Pω = Pχ1,χ2. Let
Pi(m) = cirm+ χi, Wi = OCi(−N), Vi = C
Pi(N)
where OCi(1) = O(1)|Ci has degree ci. Consider the Quot schemes
Qi = Quot(Vi ⊗Wi, Pi), the universal quotient Vi ⊗Wi → F
i → 0 on
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Ci ×Qi and the relative flag scheme
Ri = ×Qi
x∈Ii
F lag~n(x)(F
i
x)→ Qi.
Let F = F1 ⊕ F2 denote direct sum of pullbacks of F1, F2 on
C˜ × (Q1 ×Q2) = (C1 ×Q1) ⊔ (C2 ×Q2).
Let E be the pullback of F to C˜ × (R1 ×R2), and
ρ : R˜ = Grassr(Ex1 ⊕ Ex2)→R = R1 ×R2 → Q = Q1 ×Q2.
For the given ω = ({k, ~n(x), ~a(x)}x∈I1∪I2,O(1)), let R˜
ss
ω (resp. R˜
s
ω)
denote the open set of GIT semi-stable (resp. GIT stable) points under
action of G = (GL(V1) × GL(V2)) ∩ SL(V1 ⊕ V2) on R˜ respect to the
polarization determined by ω. Let H ⊂ R˜ be the open set defined
in Notation 2.11, then for any data ω we have R˜sω ⊂ R˜
ss
ω ⊂ H. The
moduli space in Theorem 2.17 is nothing but the GIT quotient
ψ : R˜ssω → Pω := R˜
ss
ω //G.
There exists a morphism DˆetH : H → JdC˜ = J
d1
C1
× Jd2C2 , which extends
DˆetHF : HF → J
d1
C1
× Jd2C2 , (E,Q) 7→ (det(E|C1), det(E|C2))
on the open set HF ⊂ H of GPB (i.e. GPS (E,Q) with E locally free)
and induces a flat determinant morphism
DetPω : Pω → J
d
C˜
= Jd1C1 × J
d2
C2
(see page 46 of [17] for detail). In fact, for any L ∈ Jd
C˜
= Jd1C1 × J
d2
C2
, let
PLω := Det
−1
Pω
(L) ⊂ Pω(2.4)
Theorem 2.18 (Theorem 4.15 of [18]). For any data
ω = ({k, ~n(x), ~a(x)}x∈I1∪I2,O(1))
and integers χ1, χ2 satisfying χ1 + χ2 = χ + r, n
ω
j ≤ χj ≤ n
ω
j + r
(j = 1, 2), let PLω be the coarse moduli space of s-equivalence classes of
semi-stable GPS E = (E1, E2) on C˜ with fixed determinant L, χ(Ej) =
χj and parabolic structures at the points of I given by the data ω. Then
PLω is of globally F -regular type.
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3. Vanishing Theorems on Moduli spaces and recurrence
relations
In this section, we prove vanishing theorems on moduli spaces of
parabolic sheaves on curves with at most one node and establish the
recurrence relations of dimension of generalized theta functions. As an
immediate application of globally F -regular type of the moduli spaces
of parabolic sheaves on a smooth projective curve C, we have the fol-
lowing vanishing theorem
Theorem 3.1. Let UC,ω be the moduli space of semistable parabolic
bundles of rank r and degree d on a smooth projective curve C with
parabolic structures determined by ω = (k, {~n(x),~a(x)}x∈I). Then
Hi(UC, ω,L) = 0 ∀ i > 0
for any ample line bundle L on UC,ω.
Proof. Let Det : UC, ω → JdC and U
L
C, ω = Det
−1(L), then morphism
J0C × U
L
C, ω → UC, ω, (L0, E) 7→ L0 ⊗ E
is a r2g-fold cover. Then it is enough to show H i(J0C ×U
L
C,ω,L) = 0 for
i > 0 and any ample line bundle L. Since ULC,ω is of globally F -regular
type, H1(ULC, ω,OULC, ω) = 0 by Theorem 2.3 (2). Thus L = L1 ⊗ L2
where L1 (resp. L2) is an ample bundle on J
0
C (resp. U
L
C, ω) and
H i(J0C × U
L
C, ω,L) = H
i(J0C ,L1)⊗H
0(ULC,ω,L2) = 0.

For any irreducible curve C with at most one node x0 ∈ C, there is
an algebraic family of ample line bundles ΘUC, ω on UC, ω when
ℓ :=
kχ−
∑
x∈I
∑lx
i=1 di(x)ri(x)
r
is an integer(3.1)
(see Theorem 3.1 of [17]). Then Theorem 3.1 implies that the number
Dg(r, d, ω) = dimH
0(UC, ω,ΘUC,ω)(3.2)
is independent of C, parabolic points x ∈ I (of course, depending on
the number |I| of parabolic points) and the choice of ΘUC,ω in the
algebraic family when C is smooth.
When C has one node x0 ∈ C, the moduli spaces UC, ω are only
seminormal (see Theorem 4.2 of [15]) and its normalization
φ : Pω → UC, ω
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is the coarse moduli space Pω of s-equivalence classes of semi-stable
GPS on C˜
π
−→ C with generalized parabolic structures on π−1(x0) =
x1 + x2 and parabolic structures at the points of π
−1(I) given by the
data ω (see Proposition 2.1 of [15], or Proposition 3.1 of [16]).
Lemma 3.2 (Lemma 5.5 of [15]). For any line bundle L on UC, ω,
φ∗ : H1(UC, ω,L)→ H
1(Pω, φ
∗L)
is injective.
Theorem 3.3. H i(Pω,ΘPω) = 0 (∀ i > 0) where ΘPω = φ
∗ΘUC, ω . In
particular, H1(UC, ω,ΘUC, ω) = 0.
Proof. Let Det : Pω → JdC˜ be the flat morphism defined in (2.2).
Then H i(Pω,ΘPω) = 0 follows R
iDet∗ΘPω = 0 by Theorem 2.13 and
H i(Jd
C˜
,Det∗ΘPω) = 0 by a decomposition of Det∗ΘPω (see Remark 4.2
of [15] or a more precise version in Lemma 5.2 of [17]). 
When C = C1∪C2 is a reducible one nodal curve, we have a stronger
vanishing theorem on UC, ω and Pω.
Theorem 3.4. When C is a reducible one nodal curve with two smooth
irreducible components, let Pω be the moduli spaces of semi-stable GPS
on C˜ with parabolic structures determined by ω. Then, for any ample
line bundle L˜ on Pω and i > 0, we have H i(Pω, L˜) = 0. In particular,
H1(UC, ω, L) = 0
holds for any ample line bundle L on UC, ω.
Proof. By Lemma 3.2, it is enough to show H i(Pω, L˜) = 0 for any
ample line bundle L˜ and i > 0.
When C = C1 ∪ C2, the moduli space Pω is a disjoint union of
{Pd1,d2}d1+d2=d
where Pd1,d2 consists of GPS (E,Q) with di = deg(E|Ci). It is enough
to consider Pω = Pd1,d2 , thus we have the flat morphism
Det : Pω → J
d
C˜
= Jd1C1 × J
d2
C2
= JdC
and J0
C˜
= J0C1 × J
0
C2
= J0C acts on Pω by
((E,Q),N ) 7→ (E ⊗ π∗N , Q⊗Nx0)
where π : C˜ → C is the normalization of C. Let PLω = Det
−1(L) and
consider the morphism f : PLω × J
0
C → Pω, which is a finite morphism
(see the proof of Lemma 6.6 in [17] where we figure out a line bundle
Θ on Pω such that its pullback f
∗(Θ) is ample). Thus it is enough
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to prove the vanishing theorem on PLω × J
0
C , which follows the same
arguments in the proof of Theorem 3.1 by using Theorem 2.18. 
Notation 3.5. For µ = (µ1, · · · , µr) with 0 ≤ µr ≤ · · · ≤ µ1 < k, let
{di = µri − µri+1}1≤i≤l
be the subset of nonzero integers in {µi − µi+1}i=1,··· ,r−1. We define
ri(x1) = ri, di(x1) = di, lx1 = l,
ri(x2) = r − rl−i+1, di(x2) = dl−i+1, lx2 = l,
and for j = 1, 2, we set
~a(xj) =
µr, µr + d1(xj), · · · , µr + lxj−1∑
i=1
di(xj), µr +
lxj∑
i=1
di(xj)

~n(xj) = (r1(xj), r2(xj)− r1(xj), · · · , rlxj (xj)− rlxj−1(xj), r − rlxj (xj)).
Theorem 3.6. For any ω = (k, {~n(x),~a(x)}x∈I) such that
ℓ :=
kχ−
∑
x∈I
∑lx
i=1 di(x)ri(x)
r
is an integer
where χ = d + r(1 − g), let Dg(r, d, ω) = dimH
0(UC, ω,ΘUC, ω). Then,
for any positive integers c1, c2 and partitions I = I1 ∪ I2, g = g1 + g2
such that ℓj =
cjℓ
c1+c2
(j =, 2) are integers, we have
Dg(r, d, ω) =
∑
µ
Dg−1(r, d, ω
µ)(3.3)
Dg(r, d, ω) =
∑
µ
Dg1(r, d
µ
1 , ω
µ
1 ) ·Dg2(r, d
µ
2 , ω
µ
2 )(3.4)
where µ = (µ1, · · · , µr) runs through 0 ≤ µr ≤ · · · ≤ µ1 < k and
ωµ = (k, {~n(x), ~a(x)}x∈I∪{x1, x2}), ω
µ
j = (k, {~n(x), ~a(x)}x∈Ij∪{xj})
with ~n(xj), ~a(xj) (j = 1, 2) determined by µ (Notation 3.5) and
dµ1 = n
ω
1 +
1
k
r∑
i=1
µi + r(g1 − 1), d
µ
2 = n
ω
2 + r −
1
k
r∑
i=1
µi + r(g2 − 1)
nωj =
1
k
r cj
c1 + c2
ℓ+
∑
x∈Ij
lx∑
i=1
di(x)ri(x)
 (j = 1, 2).
A FINITE DIMENSIONAL PROOF OF VERLINDE FORMULA 15
Proof. Consider a flat family of projective |I|-pointed curves X → T
and a relative ample line bundle OX (1) of relative degree c such that
a fiber Xt0 := X (t0 ∈ T ) is a connected curve with only one node
x0 ∈ X and Xt (t ∈ T \ {t0}) are smooth curves with a fiber Xt1 = C
(t1 6= t0). Then one can associate a family of moduli spaces M →
T and a line bundle Θ on M such that each fiber Mt = UXt, ω is
the moduli space of semi-stable parabolic sheaves on Xt and Θ|Mt =
ΘUXt , ω. By degenerating C to an irreducible X and using Theorem
3.1 and Theorem 3.3, the recurrence relation (3.3) is nothing but the
Factorization theorem of [15]. If we degenerate C to a reducible curve
X = X1 ∪ X2 with g(Xi) = gi and choose the relative ample line
bundle OX (1) such that ci = deg(OX (1)|Xi, by using Theorem 3.1 and
Theorem 3.4, the recurrence relation (3.4) is exactly the Factorization
theorem of [16]. 
In the recurrence relation (3.4), the degree dµ1 varies with µ and
Dg1(r, d
µ
1 , ω
µ
1 ) makes sense only when d
µ
1 is an integer, which are not
convenient for applications. To remedy it, we are going to study the
behavior of Dg(r, d, ω) under Hecke transformation.
Given a parabolic sheaf E with quasi-parabolic structure
Ez = Qlz+1(E)z ։ Qlz(E)z ։ · · · · · ·։ Q1(E)z ։ Q0(E)z = 0
of type ~n(z) = (n1(z), ..., nlz+1(z)) at z ∈ I and weights
0 = a1(z) < a2(z) < · · · < alz+1(z) < k.
Let Fi(E)z = ker{Ez ։ Qi(E)z} and E ′ = ker{E ։ Q1(E)z}. Then,
at z ∈ I, E ′ has a natural quasi-parabolic structure
E ′z ։ F1(E)z ։ Qlz−1(E
′)z ։ · · ·։ Q1(E
′)z ։ 0(3.5)
of type ~n′(z) = (n′1(z), ..., n
′
lz+1
(z)) = (n2(z), ..., nlz+1(z), n1(z)), where
Qi(E
′)z ⊂ Qi+1(E)z
is the image of F1(E)z under Ez ։ Qi+1(E)z. It is easy to see
Qi(E
′)z ∼= F1(E)z/Fi+1(E)z.
Definition 3.7. The parabolic sheaf E ′ with given weight
0 = a′1(z) < · · · < a
′
lz+1(z) < k
is called Hecke transformation of the parabolic sheaf E at z ∈ I, where
a′lz+1(z) = k − a2(z) and a
′
i(z) = ai+1(z)− a2(z) for 2 ≤ i ≤ lz.
Lemma 3.8. The parabolic bundle E ′ is semistable (resp., stable) iff
E is semistable (resp., stable).
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Proof. E ′ is defined by the exact sequence of sheaves
0→ E ′
i
−→ E
δ
−→ Q1(E)z → 0
such that Ez
δz−→ Q1(E)z is the surjective homomorphism
Ez = Qlz+1(E)z ։ Qlz(E)z ։ · · · · · ·։ Q1(E)z.
For any sub-bundle F ⊂ E of rank r1, let Qi(E)Fz ⊂ Qi(E)z be the
image of Fz ⊂ Ez under Ez ։ Qlz(E)z ։ · · · · · · ։ Qi(E)z, and the
sub-bundle F ′ ⊂ E ′ is defined by exact sequence of sheaves:
0→ F ′
i
−→ F
δ
−→ Q1(E)
F
z → 0.
Let Qlz(E
′)F
′
z ⊂ F1(E)z and Qi(E
′)F
′
z ⊂ Qi(E
′)z (1 ≤ i < lz) be the
image of F ′z ⊂ E
′
z under E
′
z ։ F1(E)z and E
′
z ։ Qi(E
′)z, which are
the surjections in (4.5). Since Qlz(E
′)F
′
z = ker{Fz
δz−→ Q1(E)Fz },
ker{Qi(E
′)F
′
z ։ Qi−1(E
′)F
′
z } = ker{Qi+1(E)
F
z ։ Qi(E)
F
z }
for 1 ≤ i ≤ lz. In particular, nF
′
i (z) = n
F
i+1(z), n
F ′
lz+1
(z) = nF1 (z),
parω′χ(F
′) = parωχ(F)−
r1
k
a2(z), parω′χ(E
′) = parωχ(E)−
r
k
a2(z).
Thus parω′µ(F ′)− parω′µ(E ′) = parωµ(F)− parωµ(E), which proves
the lemma. 
Lemma 3.9. For parabolic data ω = (k, {~n(x),~a(x)}x∈I), let
ω′ = (k, {~n(x),~a(x)}x 6=z∈I ∪ {~a
′(z), ~n′(z)})(3.6)
where ~n′(z) = (n′1(z), ..., n
′
lz+1
(z)) = (n2(z), ..., nlz+1(z), n1(z)),
~a′(z) = (0, a′2(z), ..., a
′
lz+1(z)), a
′
lz+1(z) = k − a2(z) + a1(z)
and a′i(z) = ai+1(z)− a2(z) + a1(z) for 2 ≤ i ≤ lz. Then
Dg(r, d, ω) = Dg(r, d− n1(z), ω
′).
Proof. One can also define the Hecke transformation of a family of par-
abolic sheaves (flat family yielding flat family, and preserve semistabil-
ity). Thus, for z ∈ I, we have a morphism
Hz : UC, ω = UC(r, d, ω)→ UC(r, d− n1(z), ω
′) = UC, ω′
such that H∗zΘUC, ω′ = ΘUC,ω . In fact, Hz is an isomorphism. For any
parabolic bundle E ′ with quasi-parabolic structure of type ~n′(z), let
Fi(E
′)z = ker{E
′
z ։ Qi(E
′)z} (1 ≤ i ≤ lz).
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Then there exists a bundle E and a homomorphism E ′
i
−→ E such that
Flz(E
′)z = ker{E ′z
iz−→ E}. Let F1(E)z = iz(E ′z) ⊂ Ez and
Fi+1(E)z = iz(Fi(E
′)z).
Then the quasi-parabolic structure of E at z ∈ I given by
0 = Flz+1(E)z ⊂ Flz(E)z ⊂ Flz−1(E)z ⊂ · · · ⊂ F1(E)z ⊂ Ez
has of type ~n(z) = (n1(z), ..., nlz+1(z)) and the weights ~a(z) are de-
termined by ~a′(z) (let a1(z) = 0, a2(z) = k − a′lz+1(z) and ai+1(z) =
a′i(z) + k − a
′
lz+1(z) for 2 ≤ i ≤ lz). The construction can be applied
to a family of parabolic sheaves, which induces H−1z . 
Lemma 3.10. For ω = (k, {~n(x),~a(x)}x∈I), if n1(z) > 1, let
ω′′ = (k, {~n(x),~a(x)}x 6=z∈I ∪ {~a
′′(z), ~n′′(z)})(3.7)
where ~a′′(z) = (0, a2(z), · · · , alz+1(z), k) (we assume a1(z) = 0) and
~n′′(z) = (n1(z)−m,n2(z), · · · , nlz+1(z), m), 1 < m < n1(z).
Then Dg(r, d− n1(z), ω′) = Dg(r, d−m,ω′′).
Proof. For a semistable parabolic bundle E with parabolic structures
determined by ω′′, let its quasi-parabolic structure at z ∈ I is given by
Ez ։ Qlz+1(E)z ։ Qlz(E)z ։ · · ·։ Q1(E)z ։ Q0(E)z = 0.
Let E ′ = ker{E ։ Q1(E)z}, then E
′ has quasi-parabolic structure
E ′z ։ Q
′
lz
(E)z ։ · · ·։ Q
′
1(E)z ։ Q
′
0(E)z = 0
of type ~n′(z) = (n2(z), ..., nlz+1(z), n1(z)) at z ∈ I, where
Q′i(E)z = ker{Qi+1(E)z ։ Q1(E)z}, (1 ≤ i ≤ lz).
Then we show that E ′ is a semistable parabolic bundle with parabolic
structure determined by ω′ if and only if E is a semistable parabolic
bundle with parabolic structure determined by ω′′. In fact, by direct
computation, we have
χ(E) +
1
k
lz+2∑
i=1
a′′i (z)n
′′
i (z) =
r
k
a2(z) + χ(E
′) +
1
k
lz+1∑
i=1
a′i(z)n
′
i(z),
which implies that parω′′µ(E) =
a2(z)
k
+parω′µ(E
′). For any sub-bundle
F ⊂ E, let F ′ ⊂ E ′ be the sub-bundle such that
0→ F ′ → F → Q1(E)
F
z → 0
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is an exact sequence of sheaves. Then parω′′µ(F) = parω′µ(F ′)+
a2(z)
k
.
Thus E ′ is semistable if and only if E is semistable. The construction
can be applied to a family of parabolic sheaves, which induces
UC, ω′′ = UC(r, d−m,ω
′′)
ϕ
−→ UC, ω′ = UC(r, d− n1(z), ω
′).
One check directly that ϕ∗ΘUC,ω′ = ΘUC, ω′′ (i.e., it pulls back an ample
line bundle to an ample line bundle), which implies that ϕ is a finite
surjective morphism. To show that ϕ is a injective morphism, which
implies that ϕ is an isomorphism since UC, ω′ and UC, ω′ are normal
projective varieties, we note Q′i(E)z = Qi+1(E)
E′
z ⊂ Qi+1(E)z is the
image of E ′z → Ez ։ Qi+1(E)z. Then (E
′, Q′•(E)z) = (E
′, Q•+1(E)
E′
z )
is a parabolic subsheaf of (E,Q•+1(E)z) and we have exact sequence
0→ (E ′, Q•+1(E)
E′
z )→ (E,Q•+1(E)z)→ ( zQ1(E)z, Q1(E)•+1)→ 0
of parabolic sheaves, where
Q1(E)•+1 : Q1(E)z ։ Q1(E)z ։ · · ·։ Q1(E)z ։ 0.
By direct computations, we have
parω′′µ((E
′, Q•+1(E)
E′
z )) = parω′′µ((E,Q•+1(E)z)).
Thus (E,Q•+1(E)z) is s-equivalent to
(E ′, Q•+1(E)
E′
z )⊕ ( zQ1(E)z, Q1(E)•+1),
which implies that ϕ is a injective morphism, and we are done. 
Remarks 3.11. (1) The moduli spaces UC, ω′′ and theta line bundles
ΘUC,ω′′ are constructed in [17] for the case alz+1(z) − a1(z) = k, van-
ishing theorems can be generalized to this case.
(2) Let ω′′ = Hmz (ω), we will simply call H
m
z (ω) a Hecke transforma-
tion of ω at z ∈ I. Then
Dg(r, d, ω) = Dg(r, d−m,H
m
z (ω)).(3.8)
Now we can prove another version of recurrence relation (3.4), in
which the degree d is kept unchanged.
Theorem 3.12. For any partitions g = g1 + g2 and I = I1 ∪ I2, let
Wk = { λ = (λ1, ..., λr) | 0 = λr ≤ λr−1 ≤ · · · ≤ λ1 ≤ k }
W ′k =
{
λ ∈ Wk |
(∑
x∈I1
lx∑
i=1
di(x)ri(x) +
r∑
i=1
λi
)
≡ 0(mod r)
}
.
Then we have the following recurrence relation
Dg(r, d, ω) =
∑
µ∈W ′
k
Dg1(r, 0, ω
µ
1 ) ·Dg2(r, d, ω
µ
2 ).(3.9)
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Proof. Let Pk = {µ = (µ1, ..., µr) | 0 ≤ µr ≤ · · · ≤ µ1 < k }, by the
recurrence relation (3.4), we have
Dg(r, d, ω) =
∑
µ∈Qk
Dg1(r, d
µ
1 , ω
µ
1 ) ·Dg2(r, d
µ
2 , ω
µ
2 )
where Qk = {µ = (µ1, · · · , µr) ∈ Pk | d
µ
1 ∈ Z}. Recall definition of d
µ
j
in Theorem 3.6, which are integers such that dµ1 + d
µ
2 = d and
k(dµ1 + r) = k · n
ω
1 + |µ|, |µ| =
r∑
i=1
µi(3.10)
where nω1 is the rational number defined in Theorem 3.6.
For µ = (µ1, · · · , µr), 0 ≤ µr ≤ · · · ≤ µ1 ≤ k, let
H1(µ) = (k − µr−1 + µr, µ1 − µr−1, µ2 − µr−1, · · · , µr−2 − µr−1, 0),
Hm(µ) := H1(Hm−1(µ)) for 2 ≤ m ≤ r. Then, when 1 ≤ m < r,
Hm(µ)j =
{
k − µr−m + µr−m+j when 1 ≤ j ≤ m
µj−m − µr−m when j > m
and Hr(µ) = (µ1 − µr, µ2 − µr, ..., µr−1 − µr, 0). Moreover
|Hm(µ)| =
{
k ·m− r · µr−m + |µ| when m < r
−r · µr + |µ| when m = r
(3.11)
Let 0 ≤ iµ < r be the unique integer such that dµ1 ≡ i
µ(mod r), let
φ(µ) := Hr−i
µ
(µ).
Then, by (3.11), it is easy to see that we have a map
φ : Qk → W
′
k.(3.12)
One can check that ω
φ(µ)
i is a Hecke transformation of ω
µ
i (i = 1, 2),
thus Dg1(r, d
µ
1 , ω
µ
1 ) = Dg1(r, 0, ω
φ(µ)
1 ), Dg2(r, d
µ
2 , ω
µ
2 ) = Dg2(r, d, ω
φ(µ)
2 )
by Lemma 3.9 and Lemma 3.10. To prove the recurrence relation (3.9),
it is enough to show that φ is bijective.
To prove the injectivity of φ, let φ(µ) = φ(µ′), it is enough to show
iµ = iµ
′
. If both iµ and iµ
′
are nonzero, note |φ(µ)| = k(r− iµ)−rµiµ+
|µ|, by φ(µ) = φ(µ′) and (3.10), there exists a q ∈ Z such that
r · (µ′
iµ
′ − µiµ) = k(d
µ′
1 − i
µ′ − (dµ1 − i
µ)) = k · r · q.
Thus k > |µ′
iµ
′ − µiµ | = k|q|, which implies q = 0 and µ
′
iµ
′ = µiµ . If
iµ 6= iµ
′
, let a = iµ − iµ
′
> 0, then formula
φ(µ)j =
{
k − µiµ + µj+iµ when 1 ≤ j ≤ r − iµ
µj−r+iµ − µiµ when j > r − iµ
(3.13)
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implies µa = k + µ
′
r ≥ k, which is a contradiction since µ ∈ Qk.
If iµ = 0, iµ
′
must be zero. Otherwise, the same arguments imply
µ′
iµ
′ = µr and µj = k + µ
′
iµ
′+j
for all 1 ≤ j ≤ r − iµ
′
.
To prove that φ is surjective, by using (3.11), (3.10) becomes
k · nω1 + |φ(µ)|
r
=
{
k ·
d
µ
1+2r−i
µ
r
− µiµ when iµ > 0
k ·
d
µ
1+r
r
− µr when iµ = 0
(3.14)
For any λ = (λ1, ..., λr−1, 0) ∈ W ′k, there are unique integers q
λ and
0 ≤ rλ < k such that
k · nω1 + |λ|
r
= k · qλ − rλ.
If λ1+r
λ < k, let µ = (λ1+r
λ, ..., λr−1+r
λ, rλ) ∈ Pk, then d
µ
1 = r(q
λ−1)
by (3.10). Thus iµ = 0 and φ(µ) = λ. If λ1+ r
λ ≥ k, since λr+ rλ < k,
there exists an unique 1 ≤ i0 ≤ r − 1 such that
λi0 + r
λ ≥ k, λi0+1 + r
λ < k.
Let µj = λi0+j + r
λ (1 ≤ j ≤ r − i0) and µr−i0+j = λj + r
λ − k
(1 ≤ j ≤ i0). Then µ = (µ1, ..., µr) ∈ Qk with d
µ
1 = r(q
λ − 1)− i0 and
iµ = r − i0. It is easy to see that φ(µ) = λ. 
4. Proof of Verlinde formula
As an application of the recurrence relation (3.3) and (3.9), we prove
a closed formula of Dg(r, d, ω) (the so called Verlinde formula). Recall
Sλ(z1, ..., zr) =
|zλi+r−ij |
|zr−ij |
=
|zλi+r−ij |
∆(z1, ..., zr)
(4.1)
is the so called Schur polynomial of λ = (λ1 ≥ λ2 ≥ · · · ≥ λr ≥ 0),
∆(z1, ..., zr) =
∏
i<j
(zi − zj).
We give here an detail proof of some identities of Schur polynomials.
Proposition 4.1. For ~v = (v1, . . . , vr), 0 ≤ vr < · · · < v1 < r + k, let
Sλ
(
exp 2πi
~v
r + k
)
= Sλ(e
2πi
v1
r+k , ..., e2πi
vr
r+k ),
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Pk = {µ = (µ1, ..., µr) | 0 ≤ µr ≤ · · · ≤ µ1 < k }, |µ| :=
∑
µi. Then∑
µ∈Pk
Sµ
(
exp 2πi
~v
r + k
)
· Sµ∗
(
exp 2πi
~v
r + k
)
= exp
(
2πi
k
r + k
|~v|
)
·
k(r + k)r−1∏
i<j
(
2 sin π
vi−vj
r+k
)2 ,(4.2)
let Wk = {µ = (µ1, ..., µr) | 0 = µr ≤ µr−1 ≤ · · · ≤ µ1 ≤ k }, we have∑
µ∈Wk
Sµ
(
exp 2πi
~v
r + k
)
· Sµ∗
(
exp 2πi
~v
r + k
)
= exp
(
2πi
k
r + k
|~v|
)
·
r(r + k)r−1∏
i<j
(
2 sin π
vi−vj
r+k
)2(4.3)
and, if ~v ≁ ~v′ (here ~v ∼ ~v′ ⇔ ~v − ~v′ = (a, ..., a) for some a ∈ Z),∑
µ∈Wk
exp 2πi
−|µ| · |~v|
r(r + k)
· exp 2πi
−|µ∗| · |~v′|
r(r + k)
·
Sµ
(
exp 2πi
~v
r + k
)
· Sµ∗
(
exp 2πi
~v′
r + k
)
= 0.
(4.4)
(4.2) and (4.3) are invariant under the equivalence relation ~v ∼ ~v′.
Proof. To prove (4.2), since Sµ∗(V ) = det(V )
k ⊗ Sµ(V ∗), we have
Sµ∗
(
exp 2πi
~v
r + k
)
= Sµ
(
exp 2πi
~v
r + k
)
exp
(
2πi
k
r + k
r∑
i=1
vi
)
.
Thus it is enough to show that∑
µ∈Pk
Sµ
(
exp 2πi
~v
r + k
)
· Sµ
(
exp 2πi
~v
r + k
)
=
k(r + k)r−1∏
i<j
(
2 sin π
vi−vj
r+k
)2 .(4.5)
For λ = (λ1, ..., λr), the functions e
τ(~λ), J(e
~λ) are defined by
eτ(
~λ)(diag(t1, · · · , tr)) := t
λτ(1)
1 · · · · · t
λτ(r)
r
J(e
~λ)(diag(t1, · · · , tr)) :=
∑
τ∈Sr
ǫ(τ)eτ(
~λ)(diag(t1, · · · , tr)),
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where τ(~λ) = (λτ(1), ..., λτ(r)), Sr is the symmetric group. Let
∆(~v) =
∏
i<j
(e2πi
vi
r+k − e2πi
vj
r+k )
and ρ = (r − 1, r − 2, ..., 0). By expansion of determinant, we have
Sµ
(
exp 2πi
~v
r + k
)
=
1
∆(~v)
∑
τ∈Sr
ǫ(τ)e2πi
µ1+r−1
r+k
vτ(1) · · · · · e2πi
µr
r+k
vτ(r)
=
1
∆(~v)
∑
τ∈Sr
ǫ(τ)eτ(~v)
(
exp 2πi
~µ+ ~ρ
r + k
)
=
1
∆(~v)
J(e~v)(tµ),
where tµ = exp 2πi
~µ+~ρ
r+k
. By ∆(~v)∆(~v) =
∏
i<j
(
2 sin π
vi−vj
r+k
)2
, we have
Sµ
(
exp 2πi
~v
r + k
)
· Sµ
(
exp 2πi
~v
r + k
)
=
1∏
i<j
(
2 sin π
vi−vj
r+k
)2J(e~v))(tµ) · J(e~v)(tµ).(4.6)
Let Tk = { t = diag(e
2πi
r+k
t1 , · · · , e
2πi
r+k
tr) | 0 ≤ ti < r + k } ⊂ GL(r) be
the subgroup and T regk = { t ∈ Tk | ti 6= tj if i 6= j }. The group Sr acts
on Tk by τ(t) = diag(e
2πi
r+k
tτ(1) , · · · , e
2πi
r+k
tτ(r)) and the functions
J(e
~λ)(t) =
∑
τ∈Sr
ǫ(τ)e2πi
λτ(1)
r+k
t1 · · · · · e2πi
λτ(r)
r+k
tr
=
∑
τ∈Sr
ǫ(τ)e2πi
λ1
r+k
tτ(1) · · · · · e2πi
λr
r+k
tτ(r)
for any λ = (λ1, ..., λr) are ant-symmetric functions, thus J(e
~λ)(t) = 0
if t /∈ T regk . It is clear that Sr acts on T
reg
k freely and
T regk =
⋃
µ∈P¯k
Sr · tµ, tµ = exp 2πi
µ+ ρ
r + k
.
The right hand side of (4.6) is a symmetric function, we have∑
µ∈P¯k
Sµ
(
exp 2πi
~v
r + k
)
· Sµ
(
exp 2πi
~v
r + k
)
=
1
|Sr|∏
i<j
(
2 sin π
vi − vj
r + k
)−2∑
t∈Tk
J(e~v)(t)J(e~v)(t)
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where P¯k = {µ = (µ1, ..., µr) | 0 ≤ µr ≤ · · · ≤ µ1 ≤ k}. To compute∑
t∈Tk
J(e~v)(t)J(e~v)(t) =
∑
τ,σ∈Sr
ǫ(τ) · ǫ(σ)
∑
t∈Tk
eτ(~v)(t) · eσ(~v)(t),
note eτ(~v) and eσ(~v) are different character of Tk when τ 6= σ, we have∑
t∈Tk
J(e~v)(t)J(e~v)(t) = |Sr| · |Tk|.
Thus ∑
µ∈P¯k
Sµ
(
exp 2πi
~v
r + k
)
· Sµ
(
exp 2πi
~v
r + k
)
=
(r + k)r∏
i<j
(
2 sin π
vi−vj
r+k
)2 .
(4.7)
For µ ∈ P ′k := P¯k \ Pk, let t
′
µ = diag(1, e
2πi
µ2+r−1
r+k , · · · , e2πi
µr+1
r+k ) and
T ′k = { t = diag(1, e
2πi
r+k
t2 , · · · , e
2πi
r+k
tr) | 0 ≤ ti < r + k } ⊂ Tk
be the subgroup and T ′regk = T
′
k ∩ T
reg
k . Then
T ′
reg
k =
⋃
µ∈P ′k
Sr−1 · t
′
µ.
Note J(e~v)(tµ) = e
−2πi
|~v|
r+kJ(e~v)(t′µ), J(e
~v)(t) = 0 if t /∈ T ′regk , we have∑
µ∈P ′
k
Sµ
(
exp 2πi
~v
r + k
)
· Sµ
(
exp 2πi
~v
r + k
)
=
1
|Sr−1|
∏
i<j
(
2 sin π
vi − vj
r + k
)−2∑
t∈T ′
k
J(e~v)(t)J(e~v)(t)
=
r(r + k)r−1∏
i<j
(
2 sin π
vi−vj
r+k
)2 .
(4.8)
Thus (4.7) and (4.8) imply the formula (4.2). The proof of formula
(4.3) is similar with formula (4.8), we omit it.
Now we are going to prove formula (4.4). To simpify notation, let
Gµ(~v) := exp 2πi
−|µ| · |~v|
r(r + k)
· Sµ
(
exp 2πi
~v
r + k
)
.
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Then it is equivalent to prove that, when ~v ≁ ~v′, we have∑
µ∈Wk
Gµ(~v)Gµ(~v′) = 0.(4.9)
Let λµ = (λµ1 , ..., λ
µ
r ) with λ
µ
i = µi + r − i−
|µ|+|ρ|
r
, then
Gµ(~v) =
exp 2πi |ρ|·|~v|
r(r+k)
∆(~v)
∑
τ∈Sr
ǫ(τ)e2πi
λ
µ
1
r+k
vτ(1) · · · · · e2πi
λ
µ
r
r+k
vτ(r)
=
exp 2πi |ρ|·|~v|
r(r+k)
∆(~v)
∑
τ∈Sr
ǫ(τ)eτ(~v)
(
exp 2πi
λµ
r + k
)
=
exp 2πi |ρ|·|~v|
r(r+k)
∆(~v)
J(e~v)(tλµ), tλµ = exp 2πi
λµ
r + k
.
Since eσ(~v), eτ(
~v′) (∀ σ, τ ∈ Sr) are different characters of a subgroup
Tk = { t = diag(e
2πi
r+k
t1 , · · · , e
2πi
r+k
tr) |
∑
ti = 0, ti − tj ∈ Z } ⊂ GL(r)
whenever ~v ≁ ~v′, we have
∑
µ∈Wk
Gµ(~v)Gµ(~v′) =
exp 2πi |ρ|·(|~v|−|
~v′|)
r(r+k)
∆(~v)∆(~v′)
∑
µ∈Wk
J(e~v)(tλµ) · J(e
~v′)(tλµ)
=
exp 2πi |ρ|·(|~v|−|
~v′|)
r(r+k)
∆(~v)∆(~v′)|Sr|
∑
t∈Tk
J(e~v)(t) · J(e~v′)(t) = 0.

Notation 4.2. For ~n(x) = (n1(x), n2(x), · · · , nlx+1(x)) and
~a(x) = (a1(x), a2(x), · · · , alx+1(x))
with
∑
ni(x) = r, 0 ≤ a1(x) < a2(x) < · · · < alx+1(x) < k, define
λx = (
n1(x)︷ ︸︸ ︷
λ1, . . . , λ1 ,
n2(x)︷ ︸︸ ︷
λ2, . . . , λ2 , . . . ,
nlx+1(x)︷ ︸︸ ︷
λlx+1, . . . , λlx+1 )(4.10)
where λi = k − ai(x) (1 ≤ i ≤ lx + 1).
Theorem 4.3. For given data ω = (k, {~n(x),~a(x)}x∈I), let
Sω(z1, ..., zr) =
∏
x∈I
Sλx(z1, ..., zr), |ω| =
∑
x∈I
|λx|
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where Sλx(z1, ..., zr) are Schur polynomials and |λx| denotes the total
number of boxes in a Young diagram associated to λx. Then
Dg(r, d, ω) = (−1)
d(r−1)
(
k
r
)g
(r(r + k)r−1)g−1
∑
~v
exp
(
2πi
(
d
r
− |ω|
r(r+k)
)∑r
i=1 vi
)
Sω
(
exp 2πi ~v
r+k
)
∏
i<j
(
2 sin π
vi−vj
r+k
)2(g−1)
(4.11)
where ~v = (v1, v2, . . . , vr) runs through the integers
0 = vr < · · · < v2 < v1 < r + k.
Proof. Let Vg(r, d, ω) denote the right hand side of formula (4.11) (the
Verlinde number). When |I| = 0, we define Vg(r, d, ω) to be
(−1)d(r−1)
(
k
r
)g
(r(r + k)r−1)g−1
∑
~v
exp
(
2πid
r
∑r
i=1 vi
)∏
i<j
(
2 sin π
vi−vj
r+k
)2(g−1) .
Note that both Vg(r, d, ω) and Dg(r, d, ω) (even the moduli space UC, ω
and theta line bundle ΘUC, ω on it) are invariant under the equivalence
relation: λx ∼ λ
′
x ⇔ λx− λ
′
x = (ax, ax, ..., ax) for some integer ax ∈ Z.
Assume that Dg(r, d, ω) = Vg(r, d, ω) when |I| ≤ 3 (we will prove it
later). Then the proof is done by the following lemmas. 
Lemma 4.4. If the formula (4.11) holds when g = 0, then it holds for
any g > 0.
Proof. Recall the recurrence relation (3.3), we have
Dg(r, d, ω) =
∑
µ
Dg−1(r, d, ω
µ)(4.12)
where ωµ = (k, {~n(x), ~a(x)}x∈I∪{x1, x2}) was defined in Notation 3.5 and
µ = (µ1, . . . , µr) runs through the integers 0 ≤ µr ≤ · · · ≤ µ1 < k.
It is easy to check that λx2 = (k − µr, . . . , k − µ1) and
λx1 = (µ1, . . . , µr) + (µ1 + µr − k, µ1 + µr − k, . . . , µ1 + µr − k)
(in Notation 4.2). Thus, without loss of generality, we can assume
λx1 = µ = (µ1, . . . , µr), λx2 = µ
∗ = (k − µr, . . . , k − µ1).
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Assume that formula (4.11) holds for g − 1, then
Dg−1(r, d, ω
µ) = (−1)d(r−1)
(
k
r
)g−1
(r(r + k)r−1)g−2
∑
~v
exp
(
2πi
(
d
r
− |ω
µ|
r(r+k)
)∑r
i=1 vi
)
Sωµ
(
exp 2πi ~v
r+k
)
∏
i<j
(
2 sin π
vi−vj
r+k
)2(g−2)
(4.13)
where |ωµ| = |ω|+ k · r, Sωµ = Sω · Sµ · Sµ∗ . By (4.12) and (4.13),
Dg(r, d, ω) = (−1)
d(r−1)
(
k
r
)g
(r(r + k)r−1)g−1
∑
~v
exp
(
2πi
(
d
r
− |ω|
r(r+k)
)∑r
i=1 vi
)
Sω
(
exp 2πi ~v
r+k
)
∏
i<j
(
2 sin π
vi−vj
r+k
)2(g−1)
exp
(
−2πi
k
r + k
r∑
i=1
vi
) ∏
i<j
(
2 sin π
vi−vj
r+k
)2
k(r + k)r−1∑
µ
Sµ
(
exp 2πi
~v
r + k
)
· Sµ∗
(
exp 2πi
~v
r + k
)
.
Then the formula (4.11) holds by the identity (4.2) in Proposition 4.1.

Lemma 4.5. If the formula (4.11) for D0(r, d, ω) holds when |I| ≤ 3,
then it holds for all D0(r, d, ω).
Proof. The proof is by induction on the number of parabolic points.
By Theorem 3.12, let I = I1 ∪ I2 with |I1| = 2, we have
D0(r, d, ω) =
∑
µ∈W ′
k
V0(r, 0, ω
µ
1 ) · V0(r, d, ω
µ
2 ).
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It is not difficult to check that V0(r, 0, ω
µ
1 ) = 0 for µ ∈ Wk \W
′
k. Thus
D0(r, d, ω) =
∑
µ∈Wk
V0(r, 0, ω
µ
1 ) · V0(r, d, ω
µ
2 ) =
(−1)d(r−1)
(r(r + k)r−1)2
∑
~v, ~v′
exp
(
2πi
(
− |ω1|
r(r+k)
)
|~v|
)
∏
i<j
(
2 sin π
vi−vj
r+k
)−2 · exp
(
2πi
(
d
r
− |ω2|
r(r+k)
)
|~v′|
)
∏
i<j
(
2 sin π
v′i−v
′
j
r+k
)−2 ·
Sω1
(
exp 2πi
~v
r + k
)
· Sω2
(
exp 2πi
~v′
r + k
)
·
∑
µ∈Wk
exp 2πi
−|µ| · |~v|
r(r + k)
exp 2πi
−|µ∗| · |~v′|
r(r + k)
· Sµ
(
exp 2πi
~v
r + k
)
· Sµ∗
(
exp 2πi
~v′
r + k
)
and we are done by (4.3) and (4.4) of Proposition 4.1. Here we remark
that ~v ≁ ~v′ if and only if ~v 6= ~v′ since our ~v, ~v′ satisfy vr = v′r = 0. 
Finally, we prove D0(r, d, ω) = V0(r, d, ω) when |I| ≤ 3. The data
ω = (k, {~n(x),~a(x)}x∈I)
is encoded in partitions ω = {λx}x∈I (See Notation 4.2) where
λx = (λ1(x), λ2(x), ..., λr(x)), k ≥ λ1(x) ≥ λ2(x) ≥ · · · ≥ λr(x) ≥ 0.
Thus, for convenience of computations, we will use notations
Dg(r, d, {λx}x∈I) := Dg(r, d, ω), Vg(r, d, {λx}x∈I) := Vg(r, d, ω),
ωs := (
s︷ ︸︸ ︷
1, . . . , 1 ,
r−s︷ ︸︸ ︷
0, . . . , 0 ) (1 ≤ s ≤ r).
Let V be standard representation of GLr(C) and 1 ≤ s ≤ r − 1, then
Sλ(V )⊗ Sωs(V ) =
⊕
µ∈Y(λ, ωs)
Sµ(V )(4.14)
where the Young diagrams of partitions µ ∈ Y (λ, ωs) are obtained from
λ by adding s boxes with no two in the same row (See (6.9) at page
79 of [8]). In the rest of the article, without loss of generality,
we assume λr(x) = 0 for all partitions λx (x ∈ I). We compute
V0(r, 0, {λx}x∈I) firstly for special partitions.
Lemma 4.6. (1) When |I| = 0, V0(r, 0, {λx}x∈I) = 1;
(2) V0(r, 0, λx) = 1 if λx = 0 and zero otherwise;
(3) V0(r, 0, {λx, λy}) = 1 if λx ∼ λ∗y and zero otherwise;
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(4) Let Y (λy, ωs) be the set defined in (4.14). Then
V0(r, 0, {ωs, λy, λz}) =
{
1 when λ∗z ∼ µ ∈ Y (λy, ωs)
0 when λ∗z ≁ µ ∈ Y (λy, ωs).
Note that, for any µ, µ′ ∈ Y (λy, ωs), µ ∼ µ′ ⇔ µ = µ′.
Proof. (1) When |I| = 0 and r|d, recall from (4.11), we have
V0(r, d, {λx}x∈I) =
1
r(r + k)r−1
∑
~v
∆(~v)∆(~v)
where ~v = (v1, v2, . . . , vr) runs through the integers
0 = vr < vr−1 < · · · < v2 < v1 < r + k.
Let ρ = (ρ1, ..., ρr) = (r − 1, ..., 1, 0). By expansion of determinant,
∆(~v) =
∑
τ∈Sr
ǫ(τ)e2πi
v1
r+k
ρτ(1) · · · · · e2πi
vr
r+k
ρτ(r) = J(e~ρ)(exp 2πi
~v
r + k
).
Then the same computations in the proof of Proposition 4.1 imply that∑
~v
∆(~v)∆(~v) =
1
|Sr−1|
∑
t∈T ′
k
J(e~ρ)(t)J(e~ρ)(t)
=
1
|Sr−1|
∑
τ,σ∈Sr
ǫ(τ)ǫ(σ)
∑
t∈T ′
k
eτ(~ρ)(t) · eσ(~ρ)(t) = r(r + k)r−1
where T ′k = { t = diag(e
2πi
r+k
t1 , · · · , e
2πi
r+k
tr−1 , 1) | 0 ≤ ti < r + k }.
To prove (2) and (3), we note that (3) implies (2) since
V0(r, 0, {λx}) = V0(r, 0, {λx, λy})
when λy = 0. Thus it is enough to show that
∑
~v
exp
(
2πi
(
− |λx|+|λy|
r(r+k)
)∑r
i=1 vi
)
S{λx,λy}
(
exp 2πi ~v
r+k
)
∏
i<j
(
2 sin π
vi−vj
r+k
)−2 = r(r + k)r−1
when λx ∼ λ
∗
y and zero otherwise. Write ~v = ρ+ µ (µ ∈ Wk), then
Sλx
(
exp 2πi
~v
r + k
)
=
∆(~λx + ~ρ)
∆(~v)
Sµ
(
exp2πi
~λx + ~ρ
r + k
)
Sλ∗y
(
exp 2πi
~v
r + k
)
=
∆(~λ∗y + ~ρ)
∆(~v)
Sµ
(
exp2πi
~λ∗y + ~ρ
r + k
)
Sλy
(
exp2πi
~v
r + k
)
= Sλ∗y
(
exp2πi
~v
r + k
)
· exp
(
2πi
k
r + k
r∑
i=1
vi
)
.
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Thus we have∑
~v
e
2πi
(
−
|λx|+|λy|
r(r+k)
)∑r
i=1 viS{λx,λy}
(
exp 2πi ~v
r+k
)∏
i<j
(
2 sin π
vi−vj
r+k
)−2 = ∆(~λx + ~ρ)∆(~λ∗y + ~ρ)exp (2πi k
r+k
|λ∗y + ρ|
)
∑
µ∈Wk
e
2πi
(
|λ∗y|−|λx|
r(r+k)
)
|µ+ρ|
Sµ
(
exp2πi
~λx + ~ρ
r + k
)
· Sµ∗
(
exp2πi
~λ∗y + ~ρ
r + k
)
,
which equals 1 when λx ∼ λ∗y by (4.3) of Proposition 4.1 and otherwise
zero if λx ≁ λ
∗
y by (4.4) of Proposition 4.1.
In order to prove (4), by using of (4.14), we have
Sωs
(
exp2πi
~v
r + k
)
·Sλy
(
exp2πi
~v
r + k
)
=
∑
µ∈Y (λy ,ωs)
Sµ
(
exp2πi
~v
r + k
)
.
Since |µ| = |λy|+ |ωs| for any µ ∈ Y (λy, ωs), we have
V0(r, 0, {ωs, λy, λz})
=
1
r(r + k)
∑
~v
exp
(
−2πi |ωs|+|λy|+|λz|
r(r+k)
)
S{ωs,λy ,λz}
(
exp2πi ~v
r+k
)
∏
i<j(2sinπ
vi−vj
r+k
)−2
=
1
r(r + k)
∑
~v
∑
µ∈Y (λy ,ωs)
exp
(
−2πi |µ|+|λz |
r(r+k)
)
S{µ,λz}
(
exp2πi ~v
r+k
)
∏
i<j(2sinπ
vi−vj
r+k
)−2
=
∑
µ∈Y (λy ,ωs)
V0(r, 0, {µ, λz}),
which and (3) imply (4). 
Let UP1(r, 0, {λx}x∈I) be the moduli space of semi-stable parabolic
bundles of rank r and degree 0 on P1 with parabolic structures given
by {λx}x∈I . Recall condition (3.1) (the necessary condition to define
theta line bundle on UP1(r, 0, {λx}x∈I)):
∑
x∈I |λx|
r
∈ Z. We will assume
this condition (in case it is needed), otherwise V0(r, 0, {λx}x∈I) = 0 and
we can define D0(r, 0, {λx}x∈I) = 0.
Lemma 4.7. (1) When |I| = 0, UP1(r, 0, {λx}x∈I) consists one point;
(2) When |I| = 1, UP1(r, 0, λx) consists one point if λx = 0 and is
empty otherwise;
(3) When |I| = 2, UP1(r, 0, {λx, λy}) consists one point if λx ∼ λ
∗
y
and is empty otherwise;
(4) When |I| = 3, UP1(r, 0, {ωs, λy, λz}) (1 ≤ s ≤ r− 1) consists one
point if λ∗z ∼ µ ∈ Y (λy, ωs) and is empty otherwise.
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Proof. (1) is clear. For other statements, recall (Notation 4.2) the
parabolic structure of E at x ∈ I determined by λx is given by a flag
Ex = Qlx+1(E)x ։ Qlx(E)x ։ · · · · · ·։ Q1(E)x ։ Q0(E)x = 0
and 0 ≤ a1(x) < a2(x) < · · · < alx+1(x) ≤ k (here we have to include
the case of alx+1(x)− a1(x) = k since Hecke modifications) such that
λx = (
n1(x)︷ ︸︸ ︷
k − a1(x), . . . , k − a1(x) . . . ,
nlx+1(x)︷ ︸︸ ︷
k − alx+1(x), . . . , k − alx+1(x) )
where ni(x) = ri(x)− ri−1(x) (1 ≤ i ≤ lx+1) and ri(x) = dimQi(E)x.
For any subsheaf F ⊂ E, let Qi(E)Fx ⊂ Qi(E)x be the image of Fx and
nFi (x) = r
F
i (x)− r
F
i−1(x), r
F
i (x) = dimQi(E)
F
x . Let
pardeg(E) := deg(E) +
1
k
∑
x∈I
lx+1∑
i=1
ai(x)ni(x),
pardeg(F ) := deg(F ) +
1
k
∑
x∈I
lx+1∑
i=1
ai(x)n
F
i (x).
Then E is called semistable (resp., stable) for ω = (k, {~n(x), ~a(x)}x∈I)
if for any nontrivial sub-bundle E ′ ⊂ E, one has
parµ(E ′) :=
pardeg(E ′)
r(E ′)
≤
pardeg(E)
r
:= parµ(E) (resp., <).
To show (2), when λx is nontrivial (i.e., 0 < n1(x) < r), we have
parµ(E) ≤
1
r
lx+1∑
i=1
alx+1(x)− (lx + 1− i)
k
ni(x) <
alx+1(x)
k
.
Thus any semistable parabolic bundle must have E = O⊕rP1 and the
evaluation map H0(P1, E) → Ex is an isomorphism. Then there is a
line bundle F ⊂ E of degree zero such that nFlx+1(x) = 1, which implies
parµ(F ) =
alx+1(x)
k
> parµ(E)
and UP1(r, 0, λx) is empty.
To prove (3), we consider firstly the case of λx ∼ λ∗y, then
ly = lx, ni(y) = nlx−i+2(x), ai(y) + alx−i+2(x) = a
and parµ(E) = a
k
. To show that UP1(r, 0, {λx, λy}) consists of one
point, recall that it is a GIT quotient ψ : Rss{λx,λy} → UP1(r, 0, {λx, λy})
where Rss{λx,λy} ⊂ R is an (maybe empty) open set of an irreducible
quasi-projective variety R. Let R0 ⊂ R be the (non-empty) open
set of parabolic bundles E with a trivial underline bundle. We will
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show that R0 ∩Rss{λx,λy} is non-empty and ψ(R
0 ∩Rss{λx,λy}) is a point,
which implies that UP1(r, 0, {λx, λy}) consists of one point. Clearly, the
following semistable parabolic bundle
ly+1⊕
i=1
(OP1, {alx−i+2(x), ai(y)})
⊕ni(y)(4.15)
defines a point of UP1(r, 0, {λx, λy}), where (OP1 , {alx−i+2(x), ai(y)}) is
a parabolic line bundle with weight {alx−i+2(x), ai(y)}. On the other
hand, any E ∈ R0 ∩ Rss{λx,λy} is s-equivalent to the parabolic bundle
defined in (4.15). In fact, since H0(P1, E) → Ex is an isomorphism,
there is a L1 = OP1 ⊂ E such that n
L1
lx+1
(x) = 1. Then the semista-
bility of E implies nL11 (y) = 1 and L1 = (OP1 , {alx+1(x), a1(y)}) has
parµ(L1) = parµ(E). Let E ′ = E/L1 be the quotient parabolic bundle,
then E is s-equivalent to L1 ⊕E ′ where the parabolic structures of E ′
are defined by partitions
λ′x = (
n1(x)︷ ︸︸ ︷
k − a1(x), . . . , k − a1(x) . . . ,
nlx+1(x)−1︷ ︸︸ ︷
k − alx+1(x), . . . , k − alx+1(x) ),
λ′y = (
n1(y)−1︷ ︸︸ ︷
k − a1(y), . . . , k − a1(y) . . . ,
nly+1(y)︷ ︸︸ ︷
k − aly+1(y), . . . , k − aly+1(y) ).
Clearly, λ′x ∼ λ
′∗
y and, by induction of r(E), E
′ is s-equivalent to
(OP1 , {alx+1(x), a1(y)})
⊕(n1(y)−1) ⊕
ly+1⊕
i=2
(OP1 , {alx−i+2(x), ai(y)})
⊕ni(y),
thus E is s-equivalent to the parabolic bundle defined in (4.15).
To prove UP1(r, 0, {λx, λy}) is empty when λx ≁ λ
∗
y, it is enough to
prove R0 ∩ Rss{λx,λy} is empty. Let E ∈ R
0, recall its flag at x and y
Ex = Qlx+1(E)x ։ Qlx(E)x ։ · · · · · ·։ Q1(E)x ։ Q0(E)x = 0,
Ey = Qly+1(E)y ։ Qly(E)y ։ · · · · · ·։ Q1(E)y ։ Q0(E)y = 0
and ri(x) := dim(Qi(E)x), ri(y) := dim(Qi(E)y). For 1 ≤ m < r, let
mx = max{i | ri(x) ≤ m}, my = max{i | ri(y) ≤ m} and
dx(m) :=
mx∑
i=1
ai(x)
k
ni(x) + (m− rmx(x))
amx+1(x)
k
,
d¯x(m) :=
lx+1∑
i=1
ai(x)
k
ni(x)−dx(m), dy(m), d¯y(m) are defined similarly.
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If λx ≁ λ
∗
y, we claim that there is an integer 1 ≤ m < r such
that either dx(m)+d¯y(m
′)
m
> parµ(E) or d¯x(m)+dy(m
′)
m′
> parµ(E) where
m′ = r −m. If the claim is true, without loss of generality, we assume
dx(m) + d¯y(m
′)
m
> parµ(E)
holds for some 1 ≤ m < r. NoteKm′y+1 := ker(Qm′y+1(E)y ։ Qm′y(E)y)
has dim(Km′y+1) = rm′y+1(y) − rm′y(y) ≥ rm′y+1(y) − m
′ and, for any
subspace W ⊂ Km′y+1 of dimension rm′y+1(y)−m
′, there is a subbun-
dle F = O⊕mP1 ⊂ E such that Qm′y+1(E)
F
y = W . Then n
F
m′y+1
(y) =
rm′y+1(y) − m
′, nFi (y) = ni(y) (m
′
y + 2 ≤ i ≤ ly + 1), n
F
i (y) = 0
(1 ≤ i ≤ m′y), d¯y(m
′) =
∑ly+1
i=1
ai(y)
k
nFi (y) and
lx+1∑
i=1
ai(x)
k
nFi (x)− dx(m) =
lx+1∑
i=mx+1
ai(x)
k
nFi (x)−
mx∑
i=1
ai(x)
k
(ni(x)− n
F
i (x))
− (m− rmx(x))
amx+1(x)
k
≥
(
lx+1∑
i=1
nFi (x)−m
)
amx+1(x)
k
= 0,
which imply parµ(F ) ≥ dx(m)+d¯y(m
′)
m
> parµ(E). Thus E is not semistable.
To prove the claim, if both dx(m)+d¯y(m
′)
m
≤ parµ(E) and d¯x(m)+dy(m
′)
m′
≤
parµ(E) hold for all 1 ≤ m < r, we will show
ai(x)
k
+
aly−i+2(y)
k
= parµ(E), ni(x) = nly−i+2(y)(4.16)
for 1 ≤ i ≤ min{lx + 1, ly + 1}, which imply λx ∼ λ∗y. Indeed, if
both dx(m)+d¯y(m
′)
m
≤ parµ(E) and d¯x(m)+dy(m
′)
m′
≤ parµ(E) hold for all
1 ≤ m < r, we must have the equalities (for all 1 ≤ m < r)
dx(m) + d¯y(m
′)
m
= parµ(E),
d¯x(m) + dy(m
′)
m′
= parµ(E)(4.17)
since dx(m) + d¯y(m
′) + d¯x(m) + dy(m
′) = (m +m′)parµ(E). We will
prove (4.16) by taking different 1 ≤ m < r in (4.17). To check (4.16)
for i = 1 firstly. Take m = 1, we have dx(m) =
a1(x)
k
, d¯y(m
′) =
aly+1(y)
k
and a1(x)
k
+
aly+1(y)
k
= parµ(E). Take m = r1(x) and m
′ = r − r1(x),
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then dx(m) =
a1(x)
k
r1(x) and
d¯y(m
′) =
ly+1∑
i=m′y+2
ai(y)
k
ni(y) + (rm′y+1(y)−m
′)
am′y+1(y)
k
≤
aly+1(y)
k
nly+1(y) + (rm′y+1(y)−m
′)
am′y+1(y)
k
(if m′y < ly)
<
aly+1(y)
k
nly+1(y) + (rly(y)−m
′)
aly+1(y)
k
=
aly+1(y)
k
r1(x)
which implies parµ(E) = dx(m)+d¯y(m
′)
m
< a1(x)
k
+
aly+1(y)
k
= parµ(E).
Thus we must have m′y = ly, i.e. rly(y) ≤ m
′ = r− r1(x), which means
nly+1(y) = r − rly(y) ≥ r1(x) = n1(x). In fact, n1(x) = nly+1(y). Oth-
erwise, take m = n1(x) + 1 ≤ nly+1(y) (which implies m
′
y = ly), then
dx(m) =
a1(x)
k
n1(x) +
a2(x)
k
, d¯y(m
′) =
aly+1(x)
k
m and (by a1(x) < a2(x))
we get contradiction: parµ(E) = dx(m)+d¯y(m
′)
m
< a1(x)
k
+
aly+1(y)
k
=
parµ(E). Assume 1 < i0 ≤ min{lx + 1, ly + 1} such that (4.16) holds
for all i < i0, we show (4.16) holds for i = i0. Take m = ri0−1(x) + 1,
then m′ = r − ri0−1(x) − 1 = rly−i0+2(y) − 1, m
′
y = ly − i0 + 1,
dx(m) =
∑i0−1
i=1
ai(x)
k
ni(x) +
ai0 (x)
k
and d¯y(m
′) =
∑ly+1
i=ly−i0+3
ai(y)
k
ni(y) +
aly−i0+2(y)
k
. By (4.17) and
∑i0−1
i=1
ai(x)
k
ni(x) +
∑ly+1
i=ly−i0+3
ai(y)
k
ni(y) =
ri0−1(x)parµ(E), we have
ai0 (x)
k
+
aly−i0+2(y)
k
= parµ(E). If ni0(x) >
nly−i0+2(y), take m = ri0(x), then m
′ = rly−i0+2(y)− ni0(x) and m
′
y ≤
ly − i0 (otherwise ni0(x) ≤ nly−i0+2(y)), which imply a contradiction:
dx(m) + d¯y(m
′) =
i0−1∑
i=1
ai(x) + aly−i+2(y)
k
ni(x) +
ai0(x)
k
ni0(x)+
ly−i0+2∑
i=m′y+2
ai(y)
k
ni(y) + (rm′y+1(y)−m
′)
am′y+1(y)
k
< ri0−1(x)parµ(E)+
ai0(x)
k
ni0(x) +
ai0(x) + aly−i0+2(y)
k
ni0(x) = ri0(x)parµ(E).
If ni0(x) < nly−i0+2(y), take m = ri0(x) + 1, then m
′ = r− ri0(x)− 1 =
rly−i0+2(y) − (ni0(x) + 1) ≥ rly−i0+1(y). Thus m
′
y = ly − i0 + 1 and
dx(m) + d¯y(m
′) =
∑i0
i=1
ai(x)+aly−i+2(y)
k
ni(x) +
ai0+1(x)
k
+
aly−i0+2(y)
k
=
(ri0(x) + 1)parµ(E) +
ai0+1(x)
k
−
ai0 (x)
k
, which is a contradiction since
ai0+1(x) > ai0(x). We must have ni0(x) = nly−i0+2(y).
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To prove (4), let µ = (
n1︷ ︸︸ ︷
µ1, . . . , µ1, · · · ,
nl+1︷ ︸︸ ︷
µl+1, . . . , µl+1 ) ∈ Y (λy, ωs)
and recall that parabolic structure at x ∈ P1 determined by ωs is
Ex = Q2(E)x ։ Q1(E)x ։ Q0(E)x = 0
with n1(x) = s, n2(x) = r − s, a1(x) = k − 1 and a2(x) = k. For any
E ∈ R0, it is easy to compute that parµ(E) = 2− 1
k·r
(s + |λy| − |λ∗z|).
When λ∗z ∼ µ, we have l = lz, ni = nlz−i+2(z) and there is a
constant a ∈ Z such that µi − alz−i+2(z) = a (1 ≤ i ≤ lz + 1), which
implies parµ(E) = 2− a
k
. We are going to prove that R0∩Rss{ωs ,λy,λz} is
nonempty and any E ∈ R0 ∩Rss{ωs,λy,λz} is s-equivalent to a direct sum
of parabolic line bundles. If µ1 = k − a1(y) + 1, let λi(y) := k − ai(y),
λ′y = (
n1(y)−1︷ ︸︸ ︷
λ1(y), . . . , λ1(y),
n2(y)︷ ︸︸ ︷
λ1(y), . . . , λ1(y), · · · ,
nly+1(y)︷ ︸︸ ︷
λly+1(y), . . . , λly+1(y) ),
λ′∗z = (
nlz+1(z)−1︷ ︸︸ ︷
alz+1(z), . . . , alz+1(z),
nlz (z)︷ ︸︸ ︷
alz(z), . . . , alz(z), · · · ,
n1(z)︷ ︸︸ ︷
a1(z), . . . , a1(z) )
and L = (OP1 , {k − 1, a1(y), alz+1(z)}). Note that
λ′∗z ∼ µ
′ = (
n1−1︷ ︸︸ ︷
µ1, . . . , µ1, · · · ,
nl+1︷ ︸︸ ︷
µl+1, . . . , µl+1 ) ∈ Y (λ
′
y, ωs−1),
we have R0 ∩ Rss{ωs−1,λ′y,λ′z} 6= ∅ by induction. Let
E ′ = (O⊕(r−1)P1 , {ωs−1, λ
′
y, λ
′
z}) ∈ R
0 ∩ Rss{ωs−1,λ′y,λ′z}
and E = L⊕ E ′, then E ∈ R0 ∩ Rss{ωs,λy ,λz} since
parµ(L) =
k − 1 + a1(y) + alz+1(z)
k
= parµ(E ′) = 2−
a
k
.
Conversely, for any E ∈ R0 ∩ Rss{ωs,λy,λz}, there is a L = OP1 ⊂ E
such that nLlz+1(z) = 1. The semi-stability of E implies n
L
1 (x) = 1
and nL1 (y) = 1. Then L = (OP1, {k − 1, a1(y), alz+1(z)}) is a parabolic
sub-bundle of E = (O⊕rP1 , {ωs, λy, λz}) with parµ(L) = parµ(E) and its
quotient parabolic bundle E ′ = (O⊕(r−1)P1 , {ωs−1, λ
′
y, λ
′
z}) is semi-stable.
By induction, E is s-equivalent to direct sum of parabolic line bundles.
If µ1 = k − a1(y), we have a1(y) + alz+1(z) = k − a,
λ′∗z ∼ µ
′ = (
n1−1︷ ︸︸ ︷
µ1, . . . , µ1, · · · ,
nl+1︷ ︸︸ ︷
µl+1, . . . , µl+1 ) ∈ Y (λ
′
y, ωs)
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and there exists E ′ = (O⊕(r−1)P1 , {ωs, λ
′
y, λ
′
z}) ∈ R
0 ∩ Rss{ωs,λ′y ,λ′z} by
induction of the rank. Then E ′ ⊕ L ∈ R0 ∩ Rss{ωs,λy,λz} where
L = (OP1 , {k, a1(y), alz+1(z)})
with parµ(L) = k+a1(y)+alz+1(z)
k
= 2− a
k
= parµ(E) = parµ(E ′). On the
other hand, ∀ E ∈ R0 ∩Rss{ωs,λy,λz}, let E
′ = O⊕(r−1)P1 ⊂ E such that
E ′y ⊃ Ky = ker{Ey = Qly+1(E)y → Q1(E)y}.
Then the induced flag E ′y ։ Qly(E)
E′
y ։ · · · ։ Q1(E)
E′
y → 0 must
have dim(Qi(E)
E′
y ) = dim(Qi(E)y)− 1 (1 ≤ i ≤ ly + 1). Let
0→ E ′ → E → L → 0
and L = (OP1, {ai(x), a1(y), aj(z)}) be the induced parabolic quotient
line bundle. Then parµ(L) ≥ parµ(E) = 2− a
k
by semi-stability of E.
But parµ(L) = ai(x)+a1(y)+aj (z)
k
= 2 − a
k
+
ai(x)−k+aj(z)−alz+1(z)
k
≤ 2 − a
k
,
the equality holds if and only if ai(x) = k and aj(z) = alz+1(z). Thus
E is s-equivalent to E ′ ⊕ (OP1 , {k, a1(y), alz+1(z)}) where
E ′ = (O⊕(r−1)P1 , {ωs, λ
′
y, λ
′
z}) ∈ R
0 ∩ Rss{ωs,λ′y ,λ′z}.
When λ∗z ≁ µ for any µ ∈ Y (λy, ωs), we prove R
0∩Rss{ωs,λy,λz} = ∅.
In fact, if there is a E ∈ R0 ∩ Rss{ωs,λy,λz}, we will prove that there
exists µ ∈ Y (λy, ωs) such that λ∗z ∼ µ. Let a =
s+|λy|−|λ∗z |
r
∈ Z, then
parµ(E) = 2− a
k
and k− 1 + a1(y) + alz+1(z) ≤ 2k− a. Otherwise, let
L = OP1 ⊂ E be a sub-bundle such that n
L
lz+1
(z) = 1, which implies
parµ(L) =
ai(x) + aj(y) + alz+1(z)
k
≥
a1(x) + a1(y) + alz+1(z)
k
> 2−
a
k
.
Similarly, if k+ a1(y) + alz+1(z) < 2k− a, we find a parabolic quotient
line bundle L with parµ(L) = ai(x)+a1(y)+aj (z)
k
≤ k+a1(y)+alz+1(z)
k
< 2− a
k
.
Thus k−1+a1(y)+alz+1(z) ≤ 2k−a ≤ k+a1(y)+alz+1(z), which implies
either
k−1+a1(y)+alz+1(z)
k
= 2− a
k
or
k+a1(y)+alz+1(z)
k
= 2− a
k
. Then we have
eitherR0∩Rss{ωs−1,λ′y,λ′z} 6= ∅ orR
0∩Rss{ωs,λ′y,λ′z} 6= ∅ (see proof of the case
when λ∗z ∼ µ). By induction, we have either λ
′∗
z ∼ µ
′ ∈ Y (λ′y, ωs−1) or
λ
′∗
z ∼ µ
′ ∈ Y (λ′y, ωs), which imply λ
∗
z ∼ µ ∈ Y (λy, ωs).

Proposition 4.8. D0(r, d, {λx}x∈I) = V0(r, d, {λx}x∈I) if |I| ≤ 3.
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Proof. We treat firstly the case r|d. By Lemma 4.6 and Lemma 4.7, we
can assume d = 0 and |I| = 3. For any partition λ = (λ1, ..., λr), let
s(λ) = max{ i | λi − λi+1 > 0 }, m(λ) =
s(λ)∑
i=1
λi
and s(λ) = 0 if λ1 = λ2 = · · · = λr. When s(λx) = 0, λx defines
trivial parabolic structure at x ∈ I and the proof reduces to the case of
|I| = 2. Thus, to prove D0(r, 0, {λx, λy, λz}) = V0(r, 0, {λx, λy, λz}), we
can assume s(λx) > 0. We will prove it by induction of m(λx)− s(λx).
When m(λx)− s(λx) = 0, λx must be ωs(λx) and the equality
D0(r, 0, {λx, λy, λz}) = V0(r, 0, {λx, λy, λz})(4.18)
holds by (4) of Lemma 4.6 and Lemma 4.7. Assume the equality (4.18)
holds for any λy and λz when m(λx) − s(λx) < N . For any λx with
m(λx)− s(λx) = N , let λ′x = λx−ωs(λx), then µ ∈ Y (λ
′
x, ωs(λx))− {λx}
is obtained by adding t < s(λx) boxes to the first s(λx) rows and other
s(λx) − t boxes respectively to (s(λx) + 1)-th row, ..., (2s(λx) − t)-th
row. Thus m(µ)− s(µ) = m(λx)− s(λx)− (s(λx)− t) < N . Then, by
the recurrence relation (3.9) and (4) of Lemma 4.7, we have
D0(r, 0, {ωs(λx), λ
′
x, λy, λz})
=
∑
µ∗∈W ′k
D0(r, 0, {ωs(λx), λ
′
x, µ
∗}) ·D0(r, 0, {µ, λy, λz})
=
∑
µ∈Y (λ′x,ωs(λx))
D0(r, 0, {µ, λy, λz})
= D0(r, 0, {λx, λy, λz}) +
∑
µ∈Y (λ′x,ωs(λx))\{λx}
V0(r, 0, {µ, λy, λz}).
By Lemma 4.6, Lemma 4.7 and recurrence relation (3.9) again, we have
D0(r, 0, {ωs(λx), λy, λ
′
x, λz})
=
∑
µ∈W ′
k
D0(r, 0, {ωs(λx), λy, µ}) ·D0(r, 0, {λ
′
x, λz, µ
∗})
=
∑
µ∈W ′k
V0(r, 0, {ωs(λx), λy, µ}) · V0(r, 0, {λ
′
x, λz, µ
∗})
= V0(r, 0, {ωs(λx), λ
′
x, λy, λz})
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whereD0(r, 0, {λ′x, λz, µ
∗}) = V0(r, 0, {λ′x, λz, µ
∗}) by induction assump-
tion (since either m(λ′x)− s(λ
′
x) < N or s(λ
′
x) = 0). Thus
D0(r, 0, {λx, λy, λz}) +
∑
µ∈Y (λ′x,ωs(λx))\{λx}
V0(r, 0, {µ, λy, λz})
= V0(r, 0, {ωs(λx), λ
′
x, λy, λz})
=
1
r(r + k)
∑
~v
exp
(
−2πi
|ωs(λx)|+|λ
′
x|+|λy|+|λz|
r(r+k)
)
S{ωs(λx),λ′x,λy,λz}
(
exp2πi ~v
r+k
)
∏
i<j(2sinπ
vi−vj
r+k
)−2
=
1
r(r + k)
∑
~v
∑
µ∈Y (λ′x,ωs(λx))
exp
(
−2πi |µ|+|λy|+|λz|
r(r+k)
)
S{µ,λy ,λz}
(
exp2πi ~v
r+k
)
∏
i<j(2sinπ
vi−vj
r+k
)−2
= V0(r, 0, {λx, λy, λz}) +
∑
µ∈Y (λ′x,ωs(λx))\{λx}
V0(r, 0, {µ, λy, λz}),
which implies equality (4.18) and finishes the proof of case r|d.
If r ∤ d, we can assume 0 < d < r. Let {λx}x∈I = {λx}x∈I′ ∪ {λz}.
Then, by Lemma 3.9 and Lemma 3.10 (or see proof of Theorem 3.12
in terms of partitions), we have
Dg(r, d, {λx}x∈I) = Dg(r, 0, {λx}x∈I′ ∪ {H
r−d(λz)})
where Hr−d(λz) is the Hecke transformation of λz (which is the inverse
of Hz considered in Remark 3.11). Note that, even if |I| = 0, we
can add a trivial parabolic structure λz = (k, k, ..., k) which does not
change the numbers Dg(r, d, {λx}x∈I) and Vg(r, d, {λx}x∈I). Thus, to
finish our proof, we only need to show
Vg(r, d, {λx}x∈I) = Vg(r, 0, {λx}x∈I′ ∪ {H
r−d(λz)}).(4.19)
Recall that for any µ = (µ1, · · · , µr), 0 ≤ µr ≤ · · · ≤ µ1 ≤ k, we define
H1(µ) = (k − µr−1 + µr, µ1 − µr−1, µ2 − µr−1, · · · , µr−2 − µr−1, 0)
and Hm(µ) := H1(Hm−1(µ)) for 2 ≤ m ≤ r. It is enough to show
Vg(r, d, {λx}x∈I) = Vg(r, d+ 1, {λx}x∈I′ ∪ {H
1(λz)}).(4.20)
Note that |H1(µ)| = k − rµr−1 + |µ| and SH1(µ)
(
exp2πi ~v
r+k
)
=
(−1)r−1exp2πi
(
−
µr−1 + 1
r + k
r∑
i=1
vi
)
Sµ
(
exp2πi
~v
r + k
)
.
It is easy to check (4.20) and we are done. 
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