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Abstract
Robust online multi-person tracking requires the cor-
rect associations of online detection responses with exist-
ing trajectories. We address this problem by developing a
novel appearance modeling approach to provide accurate
appearance affinities to guide data association. In con-
trast to most existing algorithms that only consider the spa-
tial structure of human appearances, we exploit the tem-
poral dynamic characteristics within temporal appearance
sequences to discriminate different persons. The temporal
dynamic makes a sufficient complement to the spatial struc-
ture of varying appearances in the feature space, which sig-
nificantly improves the affinity measurement between tra-
jectories and detections. We propose a feature selection
algorithm to describe the appearance variations with mid-
level semantic features, and demonstrate its usefulness in
terms of temporal dynamic appearance modeling. More-
over, the appearance model is learned incrementally by al-
ternatively evaluating newly-observed appearances and ad-
justing the model parameters to be suitable for online track-
ing. Reliable tracking of multiple persons in complex scenes
is achieved by incorporating the learned model into an
online tracking-by-detection framework. Our experiments
on the challenging benchmark MOTChallenge 2015 [22]
demonstrate that our method outperforms the state-of-the-
art multi-person tracking algorithms.
1. Introduction
Online multi-person tracking aims to estimate the tra-
jectories of multiple persons based on the observations
up to the current frame, and output the results on the fly
(i.e., without temporal delay). Driven by the significant
progresses in human detection [8, 12, 11], tracking-by-
detection technique [38, 39, 5, 21, 13, 42] has become
increasingly popular. Consequently, online multi-person
tracking is formulated as a data association problem where
detection responses need to be reliably linked with existing
trajectories frame-by-frame. Although much progress has
been reported, it is still a very challenging problem to track
multiple persons in complex scenes, due to the presence of
background clutters, occlusions, and frequent interactions
among targets.
Finding correct associations heavily relies on the affin-
ity measurement between a trajectory and a detection. Ap-
pearance plays an important role in the recognition of dif-
ferent individuals, and thus is a critical cue for affinity
measurement. Much work of online multi-person tracking
has been devoted to the design of good appearance models
[5, 36, 17, 1]. These methods aim to learn the discrimina-
tiveness among targets by solving classification problems,
and show impressive tracking performance in unconstrained
environments. Our work is inspired by this progress, and fo-
cuses on learning an effective appearance model for robust
online multi-person tracking.
We explore the temporal dynamic to enhance the appear-
ance model. The basic idea is that the appearances of one
person during tracking can be considered as a temporal se-
quence with dependencies across times, rather than a dis-
crete set that only involves the spatial structure in the feature
space. As shown in Fig. 1, the temporal dynamic character-
istics within appearance sequences can be exploited to dis-
ambiguate different individuals, even when they have sim-
ilar appearances at some times. Incorporating the temporal
dynamic into appearance modeling significantly improves
the accuracy of affinity measurement, and can exhibit its
usefulness in facilitating multi-person tracking.
In this paper, we propose an algorithm for learning tem-
poral dynamic appearance model (TDAM) which is de-
signed to automatically find the person-specific temporal
dynamic to improve online multi-person tracking perfor-
mance. Specifically, we employ the Hidden Markov Model
(HMM) to capture both the temporal dynamic and the spa-
tial structure when the appearances of persons change over
time. To benefit the characterizing of the temporal dy-
namic, the redundant low-level features of human appear-
ance are mapped into a mid-level semantic feature space by
using a feature selection approach. An online Expectation-
Maximization (EM) algorithm is utilized to incrementally
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Figure 1. Illustration of the basic idea in our work. We show the groundtruth appearances of three closely interacting people (marked
as red, green, and blue colors, respectively) in (a), and visualize the distances between these appearances (50 successive frames for each
person) in the mid-level feature space (see Sec. 3.2) in (b). While there is some block structure, significant confusion between individuals
can be found when the dynamic appearances of each person is considered as an unordered collection. In contrast, the temporal dynamic
characteristics within each appearance sequence, illustrated by the temporal evolution of mid-level feature vectors in (c), are helpful to
discriminate different individuals.
update the model parameters, which makes the TDAM suit-
able for online tracking. Moreover, we do careful design
on model initialization to ensure the effectiveness of in-
cremental learning. The TDAM is incorporated into an
online tracking-by-detection framework to obtain robust
multi-person tracking results in complex scenes. By con-
sidering the spatial similarity as well as the temporal de-
pendencies within appearance sequences, the appearance
affinities between trajectories and detections provided by
the TDAM are more accurate and reliable. Evaluation on
a new challenging benchmark (MOTChallenge 2015 [22])
demonstrates that our method outperforms the state-of-the-
art trackers.
In summary, this paper makes the following contribu-
tions:
• We propose a temporal dynamic appearance model-
ing approach to effectively capture both the temporal
dynamic and the spatial structure of dynamic human
appearances. To learn the model online, we present
an incremental learning algorithm which alternatively
evaluates newly-observed appearances and adjusts the
model parameters.
• We describe a feature selection algorithm to map the
redundant low-level features of human appearance into
a low-dimensional mid-level feature space. We show
that the mid-level features provide richer semantic in-
terpretation of appearance changes and therefore ben-
efit temporal dynamic appearance modeling.
• We propose a novel online multi-person tracking
method which explicitly exploits the temporal dy-
namic characteristics of varying appearances to ensure
the correctness of data association. Compared to con-
ventional methods, our method is more robust against
frequent and close interactions between persons.
The rest of the paper is organized as follows. Section 2
reviews the related work. Section 3 presents the details of
the TDAM algorithm, and Section 4 describes the imple-
mentation of our online multi-person tracking method. We
report and discuss the experimental results in Section 5, and
conclude the paper in Section 6.
2. Related Work
Appearance modeling has gained increasing attention in
the literature of multi-person tracking. Many algorithms
solve the problem in a large temporal window, and perform
global optimization (e.g., linear programming [3], condition
random field [40, 7], or continuous energy minimization
[30]) of multiple trajectories, where appearance informa-
tion is formulated as constraints in the cost function. Kuo et
al. [19] use online-trained classifiers to estimate the appear-
ance affinity between two short term trajectories (tracklets),
and obtain multi-person tracking using a hierarchical asso-
ciation framework. This work is extended in [20, 40] to uti-
lize both target-specific and global appearance models for
tracklets association. Brendel et al. [6] and Wang et al. [37]
employ distance metric learning to find appropriate match
between the appearances of detections or tracklets. Due to
the significant temporal delay and time-consuming iterative
process, it is difficult to apply these methods to time-critical
applications.
Our work focuses on building an effective appearance
model for online multi-person tracking, which only consid-
ers observations up to the current frame and outputs trajec-
tories without temporal delay. The conventional approach
of appearance modeling is using descriptors, such as color
histograms [38, 39, 32, 42], to represent the targets, and
compute the similarities between descriptors to indicate ap-
pearance affinities. Alternatively, Yang et al. [41] use multi-
cue integration to fuse color, shape and texture features to
build a more sophisticated appearance model. Breitenstein
et al. [5] and Shu et al. [36] integrate person-specific clas-
sifiers to obtain discriminative appearance models that are
able to distinguish the tracked person from the background
and other targets. Bae and Yoon [2] use online-trained clas-
sifiers to evaluate the observation likelihood in terms of ap-
pearance information, and perform multi-person tracking
within a Bayesian framework. Kim et al. [17] use struc-
tured SVM to predict the appearance similarity between all
pairs of targets in two consecutive frames. Bae and Yoon
[1] employ incremental linear discriminant analysis to find
a projection that gathers the appearances from the same tar-
get and simultaneously separates the appearances from dif-
ferent targets.
The methods mentioned above only consider the spatial
-1
-0.5
0
0.5
1
1.5 -0.5
0
0.5
1
1.5
-2
0
2
t
4
2
3
1
Figure 2. Illustration of using the TDAM to model an appearance
sequence. Hidden states are indicated by gray spheres, and the
state transitions are represented by directed edges. The temporal
dynamic of the appearance sequence is illustrated as a blue arrow.
structure of dynamic appearances in the feature space, and
might produce ambiguous results when the appearances of
different persons are similar at some static times. Since the
targets of interest in multi-person tracking come from the
same category (i.e., human), the appearance sequences of
different people may exhibit similar spatial structure. Con-
ventional appearance models, therefore, usually degrade es-
pecially when the targets are interacting within close prox-
imity. In contrast, the TDAM proposed in this paper ex-
ploits the temporal dynamic characteristics of appearance
variations to enhance the appearance model. We show that
the temporal dynamic makes a sufficient complement to the
spatial structure of varying appearances in terms of distin-
guishing individuals. The appearance affinities computed
by the TDAM are more reliable for data association be-
tween trajectories and detections, and thus facilitates multi-
person tracking.
The concept of temporal dynamic is not new in the com-
munity of computer vision. It has been introduced into ac-
tion/event recognition [24, 4], dynamic appearance predic-
tion [26, 27], and video-based face recognition [28, 23]. To
our best knowledge, ours is the first work to model temporal
dynamic characteristics of dynamic appearances for multi-
person tracking. We demonstrate its significant importance
and practical usefulness in online multi-person tracking by
solving crucial issues including feature selection, appear-
ance matching, and model parameter estimation.
3. Temporal Dynamic Appearance Modeling
3.1. Background
Given an appearance sequence of one specific person,
we build a temporal dynamic appearance model (TDAM)
by using the Hidden Markov Model (HMM) [33] to charac-
terize the temporal dynamic as well as the spatial structure
of appearances in the feature space. The assumption of us-
ing the HMM for appearance modeling is that the appear-
ance sequence is associated with an unobservable Markov
chain with a finite number of states. The appearance at each
time only depends on the observation density of the asso-
ciated hidden state. In this way, the temporal dynamic of
appearance changes is indicated by the underlying Markov
process, and the spatial structure is captured by multiple ob-
servation densities. An example of the TDAM is illustrated
in Fig. 2.
Formally, we represent the appearance and the associ-
ated hidden state at time t as ot ∈ Rd and st ∈ {1, . . . , N},
respectively, where d is the dimensionality of the feature
space and N is the number of states. A TDAM can be pa-
rameterized as the HMM parameters θ = (pi,A,F), where
• pi = {pii} is the initial state distribution,
pii = P (s1 = i) , i = 1, . . . , N.
• A = {aij} is the state transition matrix of the Markov
process,
aij = P (st+1 = j|st = i) , i, j = 1, . . . , N,
where the state transition probabilities satisfy the con-
straint
∑N
j=1 aij = 1, i = 1, . . . , N .
• F = {fi(·)} is the observation densities associated
with hidden states. A common choice is Gaussian mix-
ture models (GMMs),
fi (ot) = P (ot|st = i)
=
M∑
k=1
ωik · N (ot;µik,Σik), (1)
where each observation density fi(·) is represented by
a mixture of M Gaussian distributions, and ωik, µik,
and Σik are the mixture weight, the mean vector, and
the covariance matrix of k-th component, respectively.
There are two critical problems in appearance modeling:
model learning for the estimation of model parameters, and
appearance matching for the evaluation of new appearances.
Usually, with a set of training sequences, the model param-
eters of an HMM are estimated by using maximum likeli-
hood estimation [15]. Then the likelihood that an test se-
quence is generated by the model can be evaluated via a
forward procedure [33]. However, applying this common
strategy to the TDAM is infeasible, because we build the
trajectory of each person sequentially, the whole appearance
sequence is not available at once. In this work, we divide the
appearance sequence into fixed-length subsequences using
temporal sliding windows, and turn to model the temporal
dynamic of appearance changes for each person within a
short time. Appearance modeling is then performed in an
online manner. That is, at each time, a TDAM evaluates
new appearances with its current parameters, and then in-
crementally updates the parameters to adapt itself to newly
obtained training data.
Although such a strategy appears desirable, it raises sev-
eral issues. Firstly, the low-level features (e.g., color and
shape) that represent human appearance are often high-
dimensional, while the number of training data, restricted
by tracking application, is relatively small. It makes the
estimation of TDAM parameters extremely difficult. In ad-
dition, due to the large number of TDAM parameters, in-
cremental update of the model might be sensitive to initial-
ization. In order to make the online learning of the TDAM
effective, we present a feature selection approach to map
high-dimensional low-level features into low-dimensional
mid-level features. We show that the temporal dynamic
characteristics can be well captured by representing an ap-
pearance sequence as a vector time-series, whose elements
correspond to temporal evolution of different semantic fea-
tures. In terms of model initialization, we learn a general
TDAM off-line to roughly character the spatial and tempo-
ral properties of human appearances. Person-specific prop-
erties are retained during online learning to evolve the gen-
eral TDAM to a person-specific TDAM. In the following
subsections, we present the details of the design.
3.2. Feature Selection
Human appearance is usually described by using low-
level features such as color, shape and texture. However,
it is extremely difficult to directly model the temporal dy-
namic characteristics of low-level features, as they are re-
dundant and sensitive to noise. In contrast, mid-level fea-
tures (e.g., bag of words [24] and detector confidence [4])
provide a richer semantic interpretation and facilitate the
exploitation of temporal dynamics. We thus propose to ex-
tract meaningful mid-level features from original low-level
features for the online learning of the TDAM. Specifically,
we learn a set of detectors in an off-line process, each of
which can provide the probability that one person exhibits
a specific category of appearance. The resulting detectors
are similar to attribute or concept detectors which are pop-
ular in the community of action/event recognition and have
shown impressive results.
To learn such detectors, a large amount of static human
appearances from the INRIA dataset [8] are exploited as
training data. For each human appearance, we normalize
the image window into 128 × 48 pixels and decompose it
into cells of 8× 8 pixels. An augmented HOG feature vec-
tor [12] with dimensionality 31 is then extracted from each
cell. The whole feature vector that represents one human
appearance thus has dimensionality 16 × 6 × 31 = 2976.
We choose the HOG feature as the low-level representation
of human appearances as it offers an effective way to de-
scribe the shape information, which is more robust to noise
than other features such as color and texture.
Clustering: Given the training data, our approach
first aggregates similar human appearances into appearance
clusters by using recursive normalized cuts [35]. Then one
candidate detector is trained for each cluster to distinguish
the appearances associated with this cluster from others. To
avoid hard negative mining for each trained detector, we
use the LDA technique of [14] to learn a soft but universal
model of ‘negative’ appearance. The parameter vector w
of a candidate detector (expressed as a linear classifier) is
simply learned by
w = Σ−1 (x¯− µ0) , (2)
where x¯ is the mean of the HOG features of the appearances
in the cluster, µ0 and Σ are, respectively, the mean and the
covariance matrix estimated from all static human appear-
ances in the dataset.
Note that both µ0 and Σ are calculated only once during
the training process, which significantly enhances the train-
ing efficiency. Moreover, µ0 and Σ can be used to whiten
the HOG features to highlight the discriminative character-
istics against the universal appearance [14]. We integrate
this advantage into the clustering stage, and use the cosine
of the angle between two whitened HOG features to indi-
cate the affinity for normalized cuts. This strategy makes
our clustering process conservative. That is, it only assigns
the human appearances with exactly similar shape charac-
teristics into the same cluster, which ensures the discrimi-
native ability of the trained detector.
Selection: Given the candidate detectors, we aim to find
the most ‘meaningful’ detectors for temporal dynamic ap-
pearance modeling. The notion of a ‘meaningful’ detector is
that it should identify a specific category of human appear-
ance from the trajectories of different persons, but not have
response to other appearances. For example, a meaning-
ful detector would prefer to identify a specific pose of one
person than to just discriminate the person from the back-
ground.
To select meaningful detectors, we design an effective
measure to capture this notion. We randomly choose 100
groundtruth trajectories (longer than 50 fames) from the
training videos of the MOTChallenge 2015 benchmark for
validation. Each candidate detector is evaluated on the
trajectories to analyze the occurrences of the appearance
cluster indicated by the detector. Denote a trajectory as
X = {x1, . . . , xn}, where xi, i ∈ Ω = {1, . . . , n}, is the
HOG feature of the i-th appearance in the trajectory, and n
is the length of the trajectory. Let φi represent the event that
the i-th appearance in the trajectory X is an occurrence of
the appearance cluster indicated by the detector w, we can
estimate the probability of the event φi given the trajectory
X and the detector w as
P (φi|X,w) = s(xi, w)∑n
i=1 s(xi, w)
, (3)
where s(xi, w) is the detection score (truncated to be larger
than zero) by evaluating the detector w on the appearance
xi. Then the entropy H(Ω|X,w) is computed to indicate
the certainty of occurrences,
H(Ω|X,w) = −
∑
i∈Ω
P (φi|X,w) logP (φi|X,w). (4)
A lower entropy indicates a higher certainty of occurrences
and thus is preferred. The average entropy over all valida-
tion trajectories is taken as an overall measure of the ‘mean-
ingfulness’ of a candidate detector. The top scoring detec-
tors based on this measure are then retained.
The final step is to remove redundant detectors. In
fact, there is no guarantee that the selection stage described
above will not return similar detectors multiple times. The
redundancy between a pair of detectors can be measured by
the cosine of the angle between their parameter vectors. At
last d detectors are selected sequentially by increasing the
average entropy scores, skipping detectors that have cosine
similarity larger than a threshold (set to 0.8 in our imple-
mentation) with any of the detectors already selected. Fig. 3
visualizes the first four detectors selected by our feature se-
lection approach. As is clear from the figure, the selected
detectors learn to stress general and critical person contours,
and together provide well semantic interpretation of tempo-
ral appearance sequences.
With these off-line trained detectors, the HOG feature
vector of one human appearance is transformed into a d-
dimensional feature space, by taking the detection scores
as mid-level semantic features. Note that this mapping is
extremely efficient, because the learned detectors can be re-
garded as a set of linear filters.
3.3. Appearance Matching
At each time t, we denote the TDAM of a specific person
as θt =
(
pi(t),A(t),F(t)
)
. Note that we drop the notion for
different people since appearance modeling is independent
for each person. To evaluate a new appearance ot+1 ∈ Rd
at time (t+ 1), which has been projected into the mid-level
feature space as described in Sec. 3.2, we compute the like-
lihood P (ot+1|θt) that ot+1 is generated by the model θt.
As the TDAM θt models the temporal dependencies of
appearances across times, we exploit the recent appearances
within a temporal window of the trajectory to analyze the
temporal characteristics (see an example in Fig. 4(a)). For-
mally, we have
P (ot+1|θt) = P (ot+1|Wt,θt), (5)
(a) (b) (c) (d)
Figure 3. Visualization of the first four detectors selected by our feature selection approach. The visualizations show the positive and
negative components separately, with the positive components on the left and negative on the right.
where Wt = {o(t)t1 , . . . ,o(t)tL } is a subsequence containing
the most recent L observed appearances from the trajectory
before time t. Due to occlusions or missed detections, the
tracked person might be invisible (i.e., has no associated de-
tections) for some times. To alleviate the influence of noise,
we only exploit visible appearances in Wt. Eq. (5) implies
that the new appearance ot+1 is evaluated by the TDAM θt
on condition of being the successor of the subsequenceWt.
Using the fact that the probability of observing ot+1 only
depends on the hidden state st+1 at time (t + 1), we can
compute the likelihood P (ot+1|Wt,θt) as
P (ot+1|Wt,θt) =
N∑
j=1
P (ot+1, st+1 = j|Wt,θt)
=
N∑
j=1
φ(t)(j) · f (t)j (ot+1),
(6)
where φ(t)(j) = P (st+1 = j|Wt,θt) is the state predic-
tion probability, and f (t)j (ot+1) = P (ot+1|st+1 = j,θt)
is the observation likelihood computed by Eq. (1). The
state prediction probability can be obtained by applying a
forward procedure [33] on the subsequence Wt using the
current model θt. Note that the temporal dependencies be-
tween the subsequence Wt and the new appearance ot+1
are indicated by φ(t)(j), and f (t)j (ot+1) only depend on the
observation densities in the model θt.
We show that using P (ot+1|Wt,θt) in Eq. (6) to
match appearances introduces several advantages over ex-
isting methods. First, multiple observation densities (i.e.,
f
(t)
j (ot+1)) are exploited to model the spatial distribution
of dynamic appearances. It allows the TDAM to effectively
capture the appearance changes of the tracked person. Sec-
ond, the temporal dynamic of appearances (i.e., φ(t)(j)) is
explicitly involved. The TDAM learns the temporal depen-
dencies between adjacent appearances from previous obser-
vations, and provides useful information to guide the eval-
uation of new appearances. In addition, the state prediction
probabilities φ(t)(j) are independent of new appearances,
and thus only need to be computed once when many appear-
ances are evaluated by one model. This property ensures the
efficiency of using the TDAM for tracking multiple people.
To further demonstrate the importance of temporal dy-
namic, an example of appearance matching between a new
appearance and two similar-looking people is shown in
Fig. 4. By only considering the spatial distribution, the
new appearance has high probabilities to be observed by
both of the two sequences (see Fig. 4(c)). Most existing
appearance models provide ambiguous results in this situ-
ation. In contrast, the TDAM integrates temporal dynamic
to achieve more robust matching. As shown in Fig. 4(b),
even though the new appearance is likely to be observed
by the 4-th state of the ‘blue’ sequence, the state prediction
probabilities show that the appearance tend to be originated
from the 2-nd or the 6-th state next time. The state predic-
tion probabilities produced by the correct sequence (i.e., the
‘red’ sequence), by contrast, are consistent with the obser-
vation likelihoods.
3.4. Incremental Learning
With the appearance matching approach, a person-
specific TDAM can be used to evaluate the appearance
affinities between the person trajectory and online-provided
detections. Based on the appearance affinities, data associ-
ation is performed to link detections with appropriate tra-
jectories, as described in Sec. 4.1. Once the trajectory is
associated with a detection, the TDAM observes a new ap-
pearance and its parameters are incrementally updated.
Suppose that the TDAM θt observes a new appearance at
time (t+ 1), the task is to update the parameters θt to θt+1
by considering the newly obtained subsequence Wt+1 =
{o(t+1)t1 , . . . ,o(t+1)tL } as a training sequence, as shown in
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Figure 4. Illustration of the online-learning process of the TDAM. (a) A new appearance ot+1 is matched with two similar-looking persons
(marked as red and blue colors, respectively) at time t. Two person-specific TDAMs with N = 8 hidden states are learned online to model
the varying appearances. (b) and (c), respectively, shows the state prediction probabilities and observation likelihoods provided by two
TDAMs with corresponding colors. Even though the new appearance has high observation likelihoods with both of the two appearance
sequences, the state prediction probabilities provide robust guide information to achieve correct matching. (d) The TDAM parameters are
incrementally updated with the newly-observed appearance.
Fig. 4(d). Note that the subsequence Wt+1 can be acquired
by incorporating the new appearance into Wt, where the
earliest appearance is removed to ensure the fixed-length.
With the current model and a training sequence, we uti-
lize an efficient online Expectation-Maximization (EM) al-
gorithm [10] for TDAM parameters updating.
At the E-step, we apply a forward-backward procedure
[33] on the training sequenceWt+1 using the current model
θt to compute the following probabilities,
ξ
(t)
l (i, j) = P
(
stl = i, stl+1 = j|ot1:tL ,θt
)
, (7)
γ
(t)
l (i, k) = P (stl = i, δl(stl) = k|ot1:tL ,θt) , (8)
where i = 1, . . . , N , j = 1, . . . , N , k = 1, . . . ,M , and
δl(stl) indicates the mixture component for state stl at time
tl. Note that we drop the time index of the appearances
within Wt+1 for simplicity, and denote the sequence as
ot1:tL . To be specific, ξ
(t)
l (i, j) represents the probability
of being in state i at time tl, and state j at time tl+1, given
the model θt and the sequence ot1:tL . And, γ
(t)
l (i, k) is the
probability of being in state i at time tl with the k-th mixture
component accounting for the appearance otl .
Then we have the following expected sufficient statistics:
ξ
(t)
ij =
∑L−1
l=1
ξ
(t)
l (i, j), (9)
γ
(t)
ik =
∑L
l=1
γ
(t)
l (i, k), (10)
m
(t)
ik =
∑L
l=1
γ
(t)
l (i, k) · otl , (11)
C
(t)
ik =
∑L
l=1
γ
(t)
l (i, k) · otlo>tl . (12)
To account for the previously-acquired knowledge, we ac-
cumulate the expected sufficient statistics (stating from
zero) over time. Denote the accumulated expected sufficient
statistics at time t as ξˆ(t)ij , γˆ
(t)
ik , mˆ
(t)
ik , and Cˆ
(t)
ik , respectively.
The accumulated expected sufficient statistics at time (t+1)
are calculated as
ξˆ
(t+1)
ij = (1− η) · ξˆ(t)ij + η · ξ(t)ij , (13)
γˆ
(t+1)
ik = (1− η) · γˆ(t)ik + η · γ(t)ik , (14)
mˆ
(t+1)
ik = (1− η) · mˆ(t)ik + η ·m(t)ik , (15)
Cˆ
(t+1)
ik = (1− η) · Cˆ(t)ik + η · C(t)ik , (16)
where η is the learning rate. We set η = 0.8 in our imple-
mentation.
At the M-step, we use the accumulated expected suffi-
cient statistics at time (t+1) to estimate the new parameters
θt+1 =
(
pi(t+1),A(t+1),F(t+1)
)
, expressed as
a
(t+1)
ij =
ξˆ
(t+1)
ij∑N
j=1 ξˆ
(t+1)
ij
, (17)
ω
(t+1)
ik =
γˆ
(t+1)
ik∑M
k=1 γˆ
(t+1)
ik
, (18)
µ
(t+1)
ik =
1
γˆ
(t+1)
ik
· mˆ(t+1)ik , (19)
Σ
(t+1)
ik =
1
γˆ
(t+1)
ik
· Cˆ(t+1)ik −
[
µ
(t+1)
ik
] [
µ
(t+1)
ik
]>
. (20)
Note that the initial state distribution is not updated online,
i.e., pi(t) is fixed to be uniform distribution. The reason is
that the subsequences used for online learning might start at
any time, thus we do not apply any prior information to the
initial states.
Initialization: The online EM algorithm can be sensi-
tive to the initialization of the model parameters. In this
work, we learn a general TDAM that roughly characters the
spatial and temporal properties of human appearances be-
forehand. Specifically, we first perform K-means clustering
on the static human appearances from the INRIA dataset
in the learned mid-level feature space to form N clusters.
The resulting N clusters are used to estimate the observa-
tion densities of N hidden states for the general TDAM.
M weighted Gaussian distributions are estimated to opti-
mally represent each cluster. In terms of initial state distri-
bution and state transition matrix, we simply apply uniform
distributions. For clarity, we denote the general TDAM as
θ0 =
(
pi(0),A(0),F(0)
)
. The person-specific TDAMs for
all tracked persons are learned incrementally from a same
initialization θ0 by incorporating the person-specific prop-
erties of appearance sequences.
4. Online Multi-Person Tracking
In this section, we present our online multiple people
tracking method that uses the TDAM to improve tracking
performance. The method operates entirely in the image
coordinate without camera or ground plane calibration. We
adopt a popular data association framework [38, 39, 36, 1]
to formulate the online multi-person tracking problem. At
each frame, the detections are linked with existing trajec-
tories by solving a data association problem, and then the
trajectories are sequentially grown with the associated de-
tections. Trajectory initialization and termination strategies
are also involved to make the tracking method complete.
Note that more sophisticated formulation can be involved
to further improve the tracker. In this work, however, we
embed the TDAM into a simple yet efficient formulation to
highlight its importance and practical usefulness in multi-
person tracking.
4.1. Data Association
Suppose that we have n trajectories Xt = {Xpt }np=1 at
time t and m detections Zt+1 = {zqt+1}mq=1 at time t +
1, where Xpt is the trajectory of the p-th person and z
q
t+1
is the q-th detection provided by the detector. To perform
association betweenXt and Zt+1, an n×m association cost
matrix Ψ is computed by
Ψpq = − log
(
ρ(Xpt , z
q
t+1)
)
, (21)
where ρ(Xpt , z
q
t+1) is the affinity between the trajectoryX
p
t
and the detection zqt+1. Then the data association problem is
solved by using the Hungarian algorithm [18] such that the
total cost in Ψ is minimized. When the association cost of
a trajectory-detection pair is less than a pre-defined thresh-
old − log(), the detection zqt+1 is associated with Xpt . A
Kalman filter is used to refine the object states of a tra-
jectory, with the associated detections as the measurement
data.
We then present the details of computing the affini-
ties ρ(Xpt , z
q
t+1). A trajectory at time t is represented
as Xpt = {θpt ,Mpt , Spt }, where θpt is the online-learned
TDAM, and Mpt and S
P
t indicate the motion and shape in-
formation, respectively. Similarly, we describe a detection
as zqt+1 = {oqt+1, cqt+1, sqt+1}, where oqt+1, cqt+1, and sqt+1
are, respectively, the appearance, position, and size of the
detection response. The affinity between Xpt and z
q
t+1 can
be calculated based on the appearance, motion, and shape
affinities, expressed as
ρ(Xpt , z
q
t+1) = ρA(X
p
t , z
q
t+1) · ρM (Xpt , zqt+1) · ρS(Xpt , zqt+1). (22)
Appearance Model: Given an image patch of one target
person, we compute the HOG feature and project it into a
mid-level feature space with dimensionality d (as described
in Sec. 3.2) to achieve a semantic interpretation. For each
traced person, we build a specific TDAM to model both the
spatial structure and the temporal dynamic of the varying
appearances. With the TDAM, the appearance affinity be-
tween Xpt and z
q
t+1 is given by
ρA(X
p
t , z
q
t+1) = P
(
oqt+1|θpt
)
, (23)
which is defined by Eq. (5) and Eq. (6).
Motion Model: We use a constant velocity motion
model to predict the person position for a trajectory. The
difference between the predicted position of a trajectory and
the position of a detection is assumed to follow a Gaussian
distribution with covariance Λ. Thus we evaluate the mo-
tion affinity between Xpt and z
q
t+1 as
ρM (X
p
t , z
q
t+1) = N
(
cptail + τv
p; cqt+1,Λ
)
, (24)
where cptail is the last refined position of the trajectory X
p
t ,
vp is the velocity of the person estimated by Kalman filter,
and τ is the frame gap between cptail and c
q
t+1.
Shape Model: The shape affinity between Xpt and z
q
t+1
is evaluated with their heights and widths. Denote the size
of the detection zqt+1 as s
q
t+1 = {hq, wq}, where hq and wq
are the height and width of the detection, respectively. The
shape information of the trajectory Xpt can be represented
as Spt = {hpX , wpX}, where hpX and wpX are the average
height and width of the person, respectively. Then the shape
affinity is evaluated as
ρS(X
p
t , z
q
t+1) = exp
(
−1
2
( |hpX − hq|
hpX + h
q
+
|wpX − wq|
wpX + w
q
))
. (25)
4.2. Trajectory Initialization and Termination
In order to find new trajectories, we link the detections
that are not already associated with any existing trajectories
to form short tracklets. When the length of a tracklet grows
over the threshold Tinit, we generate a new trajectory with
a TDAM with initial parameters θ0. Then the appearance
sequence from the short tracklet is used to adapt the TDAM
to the newly tracked person, using the incremental learning
algorithm presented in Sec. 3.4. For trajectory termination,
we simply cancel the trajectories that have no associated
detections for Tterm subsequent frames. In addition, trajec-
tories are terminated if the corresponding persons exit the
field-of-view. In our implementation, we set Tinit = 5, and
Tterm = 5.
5. Experiments
In this section, we perform an extensive experimental
evaluation on various datasets to validate the effectiveness
and the superiority of our method. After the detailed de-
scription of datasets, evaluation metrics, and parameter set-
tings, we analyze our method in two regards. First, we ex-
amine the influence of the carefully designed components
involved in our method on the tracking performance (diag-
nosis analysis). Next, we compare our method with a num-
ber of state-of-the-art algorithms in a way that is strictly fair
(quantitative comparison). The runtime performance of our
method is also discussed in the following.
5.1. Datasets
We use the public available MOTChallenge 2015 Bench-
mark [22] for experimental evaluation, which gathers vari-
ous existing and new challenging video sequences. Since
our method performs tracking on the image coordinate, we
use the 2D MOT 2015 sequences in the MOTChallenge
2015. The sequences are composed of 11 training and 11
testing video sequences in which the challenges include
camera motion, low viewpoint, varying frame rates, and
server weather condition. The training sequences contain
over 5500 frames (∼ 7 minutes) and 500 annotated trajec-
tories (39905 bounding boxes). The benchmark releases the
ground truth of the training sequences publicly, and thus we
use the training sequences to determine the set of system pa-
rameters and for diagnosis analysis. The testing sequences
contains over 5700 frames (∼ 10 minutes) and 721 anno-
tated trajectories (61440 bounding boxes), while the anno-
tations are not available to avoid (over)fitting of the compet-
ing methods to the specific sequences. Since it is hard for
methods to overtune on such a large amount of data, we use
the testing sequences for quantitative comparison against
various state-of-the-art trackers. Moreover, the tracking re-
sults of all competing methods are automatically evaluated
by the benchmark, and the performance scores are public
online for strictly fair comparison.
5.2. Evaluation Metrics
We use the widely accepted CLEAR performance met-
rics [16] for quantitative evaluation: the multiple object
tracking precision (MOTP↑) that evaluates average overlap
rate between true positive tracking results and the ground
truth, and the multiple object tracking accuracy (MOTA↑)
which indicates the accuracy composed of false positives
(FP↓), false negatives (FN↓) and identity switches (IDS↓).
Additionally, we report measures defined by Li et al. [25],
including the percentage of mostly tracked (MT↑) and
mostly lost (ML↓) ground truth trajectories, as well as the
number of times that a ground truth trajectory is interrupted
(Frag↓). The false positive ratio is also measured by the
number of false alarms per frame (FAF↓). Here, ↑ means
that higher scores indicate better results, and ↓ represents
that lower is better.
For fair comparison, we use the public detections for
all sequences as well as the performance evaluation script
provided by the MOTChallenge 2015. Note that the detec-
tions are generated by using the recent object detector [11]
trained on the INRIA dataset [8] with default parameters.
5.3. Parameter Settings
All parameters involved in our method are found exper-
imentally using the training sequences, and remain fixed
throughout the experiments. The dimensionality of the mid-
level feature space (i.e., the number of detectors selected
by the feature selection approach) is set to d = 64. The
number of hidden statesN and the number of mixture com-
ponents M defined in the TDAM are set to N = 8 and
M = 3, respectively. To perform incremental learning of
the TDAM, we set the length of subsequence Wt as L = 8,
which has been verified to be sufficient for the TDAM to
capture the apparent appearance change between two con-
secutive frames. To compute the affinity using Eq. (22), the
only one parameter need to be set beforehand is the covari-
ance Λ in Eq. (24), which is set to Λ = diag(202, 502) in
our experiment.
To further study the influence of the critical parameters,
we run our tracking method repetitively on the 11 training
sequences and modify the corresponding parameter while
keeping all the other ones fixed. The relative change in per-
formance, measured by the average MOTA on all training
sequences, is plotted against the parameter value in Fig. 5.
As can be seen, the results are stable over a range of settings.
The strong decline only can be observed when the param-
eters are set to be unreasonable. For example, as shown
in Fig. 5(a), the MOTA score drastically decrease when we
choose a extremely small/large value for the dimensionality
d of the mid-level feature space. The reason is that the dy-
namic changes of human appearance are hardly captured by
a small set of mid-level features. On the other hand, a large
amount of features increase the redundancy and the model
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Figure 5. Influence of individual parameters on tracking performance. Four critical parameters are experimentally studied: (a) the di-
mensionality d of mid-level feature space; (b) the length L of subsequence Wt; (c) the number of hidden states N and the number of
mixture components M . Each plot shows the relative change in performance (measured by the average MOTA on all training sequences)
by changing the value of a single parameter while keeping the other ones fixed. As can be seen, the results are stable over a range of
settings.
complexity, and thus degrade the TDAM. Similar results are
observed for other parameters in Fig. 5(b) and Fig. 5(c). We
can conclude that the tracking performance of our method
is only slightly affected by parameter changes within a rea-
sonable range. Moreover, our choice of parameters is rather
conservative and does not correspond to the best setting.
This indicates that the model has not been overtuned on the
training data.
5.4. Diagnosis Analysis
As previously mentioned, we address the problem of on-
line multi-person tracking by using a temporal dynamic ap-
pearance modeling algorithm. The temporal dynamic char-
acteristics, as well as the spatial structure, of varying ap-
pearances are explicitly modeled by the TDAM to provide
more accurate appearance affinities to guide data associa-
tion. Moreover, we also propose a feature selection ap-
proach to find an appropriate mid-level semantic feature
space for temporal dynamic appearance modeling. The re-
sulting semantic interpretation of appearance changes ben-
efits the capture of temporal dynamic. To demonstrate the
effectiveness of our design, we build several baseline algo-
rithms to do validation and analyze various aspects of our
approach.
We first build two baseline algorithms (a1) and (a2) to
investigate the effect of the TDAM in terms of multi-person
tracking. The algorithm (a1) is the baseline algorithm sim-
ply implemented by using the distances between the mid-
level features to compute appearance affinities. The algo-
rithm (a2) is a simplified version of the TDAM which is
obtained by removing the temporal dependencies, resulting
in a mixture densities model that only describes the spatial
structure of dynamic appearances. For fair comparison, we
set the number of mixture components in the algorithm (a2)
as N ×M to be consistent with the full implementation of
the TDAM. The comparison results between our method,
denoted as (p1), and these two baseline algorithms on the
training sequences of the MOTChallenge 2015 are listed
in the first group in Table 1. The algorithm (a1) discards
both the spatial structure and the temporal dynamic proper-
ties of human appearances, and thus shows severe perfor-
mance degradation in terms of both tracking accuracy and
consistency. While the algorithm (a2) results in apparent
performance improvement compared to the algorithm (a1).
It validates that using mixture densities to model the spatial
structure of appearance variations is effective. Our method
incorporates temporal dynamic to increase the discrimina-
tiveness of affinity measurement by using the TDAM, and
thus show the best performance. As can be observed from
the comparison results, our method produces significantly
better results in terms of MOTA, MT and ML, and appar-
ently reduces the number of FP, FN and IDS.
Although the TDAM has been proved to be useful in
terms of multi-person tracking, the feature space in which
the TDAM features its discriminative ability is critical. We
build another two baseline algorithms (a3) and (a4) to vali-
date that the feature selection approach proposed in this pa-
per facilitates the modeling of temporal dynamic. The algo-
rithm (a3) employs Principal Component Analysis (PCA) to
find a low-dimensional linear subspace for the TDAM, and
the algorithm (a4) employs the Locally Linear Embedding
(LLE) [34] to seek a nonlinear appearance manifold. Both
(a3) and (a4) use the same training data as our feature se-
lection approach as described in Sec. 3.2, and map the low-
level HOG feature into a d-dimensional feature space. The
comparison results between our method and these two base-
line algorithms on the training sequences of the MOTChal-
lenge 2015 are listed in the second group in Table 1. As can
be seen, our method (p1) achieves apparently better over-
all performance than (a3) and (a4), especially reduces the
number of FP and FN. This is an indication that the mid-
level semantic feature space used in our method performs
Table 1. Average tracking performance of our method (p1) and four baseline algorithms (a1)-(a4) on the training sequences of the
MOTChallenge 2015. The results are listed by two groups for better readability: quantitative comparisons between (a1), (a2), and (p1)
highlight the superiority of the TDAM, and quantitative comparisons between (a3), (a4), and (p1) demonstrate the effectiveness of the
mid-level semantic features.
Method MOTA[%]↑ MOTP[%]↑ FAF↓ MT[%]↑ ML[%]↓ FP↓ FN↓ IDS↓ FG↓
(a1): baseline algorithm 24.2±27.3 72.8 1.7 17.0 47.8 9,325 20,393 526 1,327
(a2): TDAM w/o temp. 29.0±25.1 73.0 1.6 19.6 44.4 8,789 19,252 294 910
(p1): TDAM 37.1±23.8 73.4 1.2 20.4 42.4 6,694 18,213 184 675
(a3): TDAM with PCA 30.0±21.7 73.2 1.4 20.6 46.8 7,882 19,911 158 738
(a4): TDAM with LLE 29.0±22.9 73.4 1.5 21.0 44.8 8,579 19,575 185 772
(p1): TDAM 37.1±23.8 73.4 1.2 20.4 42.4 6,694 18,213 184 675
Table 2. Quantitative evaluation accuracy of our method (TDAM) and other state-of-the-art approaches on the MOTChallenge test video
sequences. Result listings are grouped into online and offline methods. Bold scores highlight the best results of online methods, and blue
scores indicates the best results of offline methods.
Method MOTA[%]↑ MOTP[%]↑ FAF↓ MT[%]↑ ML[%]↓ FP↓ FN↓ IDS↓ FG↓
TC ODAL [1] 15.1±15.0 70.5 2.2 3.2 55.8 12,970 38,538 637 1,716
RMOT [42] 18.6±17.5 69.6 2.2 5.3 53.3 12,473 36,835 684 1,282
on
lin
e
TDAM 33.0±9.8 72.8 1.7 13.3 39.1 10,065 30,617 464 1,506
of
fli
ne
SegTrack [29] 22.5±15.2 71.7 1.4 5.8 63.9 7,890 39,020 697 737
MotiCon [21] 23.1±16.4 70.9 1.8 4.7 52.0 10,404 35,844 1,018 1,061
CEM [30] 19.3±17.5 70.7 2.5 8.5 46.5 14,180 34,591 813 1,023
TBD [13] 15.9±17.6 70.9 2.6 6.4 47.9 14,943 34,777 1,939 1,963
SMOT [9] 18.2±10.3 71.2 1.5 2.8 54.8 8,780 40,310 1,148 2,132
DP NMS [31] 14.5±13.9 70.8 2.3 6.0 40.8 13,171 34,814 4,537 3,090
well in terms of characterizing the temporal dynamic prop-
erties of appearance changes. Compared with the common
used manifold learning approaches, the proposed feature se-
lection approach provides richer semantic interpretation of
human appearances and thus demonstrates its usefulness in
the TDAM.
5.5. Quantitative Comparison
Quantitative evaluation results 1 of our algorithm com-
pared with the state-of-the-art tracking methods on the test-
ing sequences of the MOTChallenge 2015 are listed in Ta-
ble 2. The state-of-the-art trackers include TC ODAL [1],
RMOT [42], SegTrack [29], MotiCon [21], CEM [30],
TBD [13], SMOT [9], and DP NMS [31], in which the
TC ODAL and RMOT trackers are online algorithms while
the other trackers perform multi-person tracking in a batch
mode (offline).
Overall, our method outperforms other state-of-the-art
trackers with a significant margin (∼ 10%), even compared
to offline methods. Our methods achieves the lowest iden-
tity switch (IDS) while achieving the highest detection ac-
1The comparison is also available at the website of the MOTChallenge
http://motchallenge.net/results/2D_MOT_2015/.
curacy (lowest FP and FN) and tracking consistency (high-
est MT and lowest ML). In turn, our method records the
highest MOTA, which is a good approximation of the over-
all performance. It owes to the TDAM that produces accu-
rate and reliable appearance affinities between trajectories
and detections. By exploiting the temporal dynamic char-
acteristics contained in appearance sequences, the TDAM
is able to provide helpful information to achieve robust as-
sociation, even when the appearances originated from dif-
ferent trajectories turn to be similar at some static times.
The quantitative evaluation results demonstrate that the tra-
jectories produced by our method are more consistent under
various challenging conditions.
Several qualitative examples of tracking results pro-
duced by our method on the testing sequences are shown
in Fig. 6. Consistency of the estimated trajectories is in-
dicated by bounding boxes of the same color on the same
object over time. Our method is able to accurately track
the target persons against the inference of similar-looking
objects, short-term occlusions, abundant false positive de-
tections etc. (Videos suitable for qualitative evaluation
of the results across all frames are available at http:
//iitlab.bit.edu.cn/mcislab/˜yangmin. The
detailed tracking results provided by our method and the
state-of-the-art algorithms on the testing sequences could
be found in the website of the MOTChallenge http://
motchallenge.net/results/2D_MOT_2015/.)
On the other hand, our method produces slightly more
fragmented trajectories in return. The reason is that our
method only exploits the observations up to the current
frame to sequentially build the trajectories, and might be
affected by long term occlusions and abrupt motions. Since
the temporal consistency is interrupted in these situations,
the TDAM tends to terminate the trajectory and causes the
increasing of the FG score. While the IDS score are signif-
icantly reduced due to the strong discriminative ability of
the TDAM. In addition, our method might be confused by
consistent false alarms in background clutters (see results
on the sequences ADL-Rundle-3 and Venice-1 in Fig. 6 for
examples). The offline approaches consider both the previ-
ous and future frames to associate detections, and produce
longer trajectories and much fewer false positive in contrast.
These cases can be handled by extended the TDAM to con-
sider a part of future frames with a short-term latency in
return.
5.6. Speed
Our method runs at about 5 fps on an Intel Core i7 3.5
GHz PC with 16 GB memory, and the MATLAB code does
not involve optimization. The runtime relies on the num-
ber of trajectories. The most time-consuming part is the
parameters update for the TDAM (accounting for 50% of
the total computation for each frame). We can significantly
reduce the runtime by simultaneously updating the param-
eters for all TDAMs using parallel programming, since the
incremental learning for each person-specific TDAM is in-
dependent after data association.
6. Conclusions
In this paper, we have proposed a novel appearance
modeling algorithm for online multi-person tracking. In-
stead of only considering the spatial structure of dynamic
appearances in the feature space, we use the HMM to
learn a temporal dynamic appearance model (TDAM) to ex-
ploit the temporal dependencies between successive appear-
ances. The core of the TDAM lies on the online learning
of model parameters as the appearance sequences during
tracking are built sequentially. To accomplish online learn-
ing, we has proposed a feature selection approach to find
an appropriate mid-level semantic feature space, and pre-
sented a principled incremental learning algorithm which
alternatively evaluates new appearances and adjusts model
parameters. We have demonstrated that the TDAM is able
to capture both the spatial structure and the temporal dy-
namic of varying appearances, and thus produces reliable
appearance affinities between trajectories and detections.
As a result, the TDAM, in terms of multi-person track-
ing, does better at preserving identity than previous meth-
ods when frequent and close interactions between persons
occur. Furthermore, by using effective feature selection
and incremental learning approach, the TDAM can be em-
bedded into various online tracking frameworks to improve
performance, such as joint probabilistic data association fil-
ters and particle filters. Our work is one of the very few
attempts that aims to improve multi-person tracking per-
formance by modeling temporal dynamic properties of ap-
pearance changes. We hope that our results are inspiring
for other researcher to discover this direction more. In fu-
ture work, we will focus on discriminative learning of the
TDAM to capture the correlation between person-specific
models. While the TDAM is learned independently for each
person in this paper, the dependencies across different mod-
els is helpful to further facilitate data association.
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