The main purpose of this paper is to give a solution to a long-standing unsolved problem concerning the pathwise strong approximation of stochastic differential equations with respect to the global error in the L∞-norm. Typically, one has average supnorm error of order (ln k/k) 1/2 for standard approximations of SDEs with k discretization points, like piecewise interpolated Ito-Taylor schemes. On the other hand there is a lower bound, which indicates that the order 1/ √ k is best possible for spline approximation of SDEs with k free knots. The present paper deals with the question of how to get an implementable method, which achieves the order 1/ √ k. Up to now, papers with regard to this issue give only pure existence results and so are inappropriate for practical use. In this paper we introduce a nonlinear method for approximating a scalar SDE. The method combines a Milstein scheme with a pieceweise linear interpolation of the Brownian motion with free knots and is easy to implement. Moreover, we establish sharp lower and upper error bounds with specified constants which exhibit the influence of the coefficients of the equation.
Introduction
Consider a scalar stochastic differential equation (SDE) dX (t) = a (t, X (t)) dt + σ (t, X (t)) dW (t) , t ≥ 0
with initial value X(0). Here W = (W (t)) t≥0 denotes a one-dimensional Brownian motion on a probability space (Ω, F , P). We study pathwise approximation of equation (1) on the unit interval by polynomial splines with free knots.
For k ∈ N and r ∈ N we let Π r denote the set of polynomials of degree at most r and we consider the space Φ k,r of polynomial splines ϕ of degree at most r with k − 1 free knots, i.e., ϕ = k j=1 1 ]tj−1,tj ] · π j , where 0 = t 0 < · · · < t k = 1 and π 1 , . . . , π k ∈ Π r . Then, any approximation method X k by splines with k − 1 free knots can be thought of as a mapping
and we denote this class of mappings by N k,r .
Let X and X k denote the strong solution and an approximate solution on [0, 1], respectively. For the pathwise error we consider the distance in L ∞ -norm
and we define the error e q X k of the approximation X k by averaging over all trajectories, i.e.,
Here we use the outer expectation value E * in order to avoid cumbersome measurability considerations. The reader is referred to [19] for a detailed study of the outer integral and expectation.
Furthermore, we define the minimal error e min k,q (X) = inf{e q X k : X k ∈ N k,r },
i.e., the q-average L ∞ -distance of the solution X to the spline space Φ k,r . Note, that spline approximation with free knots is a nonlinear approximation problem in the sense that the approximants do not come from linear spaces, but rather from nonlinear manifolds Φ k,r . Nonlinear approximation for deterministic functions has been extensively discussed, see [6] for a survey. In the context of stochastic processes much less is known and we refer the reader to [2, 3, 5, 13, 18] . At first in [13] and thereafter in [5, 18] approximation by splines with free knots is studied, while wavelet methods are employed in [2, 3] .
In the sequel, for two sequences (a k ) k∈N and (b k ) k∈N of positive real numbers we write a k ≈ b k if lim k→∞ a k /b k = 1 and a k b k if lim inf k→∞ a k /b k ≥ 1. Additionally a k ≍ b k means C 1 ≤ a k /b k ≤ C 2 for all k ∈ N and some positive constants C i .
Typically, linear splines with fixed knots or with sequential selection of knots are used to approximate the solution of SDEs globally on a time interval. Such approximations are also considered in the present paper.
For k ∈ N we use X e k to denote the piecewise interpolated Euler scheme with constant step-size 1/k. In [8] Faure has given an upper bound
with an unspecified constant C. In [16] Müller-Gronbach has determined the strong asymptotic behaviour of e q X e k with an explicitly given constant, namely
Now, we analyze approximations that are based on a sequential selection of knots to evaluate W , see [16] for a formal definition. This includes numerical methods with adaptive discretization that reflects the local smoothness of the solution. In [16] Müller-Gronbach shows that a step size proportional to the inverse of the current value of |σ| 2 leads to an asymptotically optimal method
and
. Moreover, he establishes strong asymptotic optimality of the sequence X a k , i.e., for every sequence of methods
Typically C a q < C e q and C a q > 0, which means that the convergence order (ln k/k) 1/2 cannot be improved by sequential observation of W. In the present paper we do not impose any restriction on the selection of the knots, i.e., we assume to have complete information about the individual paths of W and X.
On the other hand we know from Creutzig et al. [5] that
Hence the order 1/ √ k is best possible for spline approximation of SDEs with k − 1 free knots. We add that the same order of convergence is achieved by the average Kolmogorov widths, see [4, 14, 15] .
In the present paper we address the open question how to get an implementable method with error of order (1/k) 1/2 . Up to now, there are only pure existence results available in literature. We introduce an approximation method X * * ε which combines a Milstein scheme with a free knot linear interpolation of the Brownian motion W with guaranteed a priori given accuracy ε. The method X * * ε progresses from the left to the right and is easy to implement. For the error of X * * ε we demonstrate the strong asymptotic behaviour with an explicitely given constant, namely
and with probability one
where
As a rough measure for the computational cost we use the expectation of the number of free knots N ε used by X * * ε pathwise. We show that
Here ζ (·) denotes the Riemann zeta function. The structure of the paper is as follows. In Section 2 we present a free knot linear interpolation method W ε of the Brownian motion W with guaranteed accuracy ε on the interval [0, 1]. Furthermore, we address the following question: What is the computational cost necessary to achieve the error ε? In Section 3 we specify our assumptions regarding the equation (1) . The drift and diffusion coefficients must satisfy Lipschitz conditions and the initial value must have a finite q-moment for all q ≥ 1. Moreover, we introduce the approximation method X * * ε and determine the strong asymptotic behaviour of the error of X * * ε . The Appendix is devoted to the analysis of the approximation error of the Milstein method with random step size, which is useful for our main result.
Free knot linear interpolation of the Brownian motion
In this Section we introduce a free knot linear interpolation W ε of W with guaranteed accuracy ε. The way of choosing the knots is motivated by the method of free knot spline approximation introduced in [5] . Note that piecewise linear interpolation of the Brownian motion at free knots with pathwise guaranteed accuracy has also been used in [9] to study rates of convergence in the functional law of the iterated logarithm. Let W s,t denote the linear interpolation of W at s and t. Given error bound ε > 0, we define a sequence of stopping times by τ 0,ε = 0 and for j ∈ N
For j ∈ N we define
These random variables yield the lengths of consecutive maximal subintervals that permit piecewise linear interpolation with error at most ε. For every ε > 0 the random variables ξ j,ε form an i.i.d. sequence with
for every m ∈ N, see [7, 9] . The following Lemma yields the distribution of the stopping time τ 1,1 .
For all x > 0 we have
is the Kolmogorov distribution function.
We have
is the Riemann zeta function.
Proof. ad(1) At first, note that
Then, we have for all x > 0
From this follows the first assertion in Lemma 1, see [1] . ad(2) At first, standard relation for theta functions yields
Then, we have
This completes the proof.
The probability density curve of the stopping time τ 1,1
We define
Note, that we have
and hence
A free knot linear interpolation of W with guaranteed accuracy ε on [0, 1] is given by
We have
for j = 1, . . . , N ε + 1. Note, that N ε is the number of free knots on [0, 1] used by W ε .
Proposition 2. For the random variable N ε we have:
Proof. ad(1) For all n ∈ N we have
We use (14) and (36) to obtain
This yields lim
for all n ∈ N, so N ε → ∞, as ε → 0 in probability. Since N ε is increasing, holds N ε → ∞, as ε → 0 almost surely. ad(2) Note, that N ε +1 is a stopping time.Therefore we use the Wald's equation to obtain
Since 1 {Nε=n} and ξ n+1,ε are independent for all n ≥ 0, we get
and hence from (17) lim
by (14) .
Since N ε → ∞ a.s. as ε → 0 we get by the strong law of large numbers that
Remark 3. For j ∈ N we define
From [7] we know that for every ε > 0 the random variables Λ j,ε form an i.i.d. sequence with
Moreover, (Λ j,ε ) j∈N and (ξ j,ε ) j∈N are independent. See [9] too. Using these facts, Lemma 1, (14) and (16) it is sufficient to generate realizations of the stopping time τ 1,1 and standard normally distributed random variables to simulate the free knot linear interpolation of Brownian paths with guaranteed accuracy ε on [0, 1].
The main result
In this Section we present the asymptotic analysis for the approximation method X * * ε . The method X * * ε combines a Milstein scheme with the free knot linear interpolation of the Brownian motion introduced in Section 2.
Throughout this paper we assume that the drift and diffusion coefficient
and the initial value X (0) have following properties.
• (A) Both, a and σ are differentiable with respect to the state variable. Moreover, there exists a constant K > 0 such that f = a and f = σ satisfy
for all s, t ∈ [0, ∞) and x, y ∈ R.
• (B) The initial value X (0) is independent of W and
Note, that (A) yields the linear growth condition, i.e., there exists a constant c > 0 such that
for all t ∈ [0, ∞) and x ∈ R. Moreover, f (0,1) is bounded and
Given the above properties (A) and (B), a pathwise unique strong solution of equation (1) 
Construction of the approximation method X * * ε . Put
for ℓ = 0, . . . , N ε and τ Nε+1 = 1. We take the Milstein scheme to compute an approximation to X at the discrete points τ ℓ . This scheme is defined by
where σ (0,1) denotes the partial derivate of σ with respect to the second or state variable. Now, method X * * ε is given by
Observe that method X * * ε uses N ε free knots pathwise and its computational cost is given by E (N ε ). On the basis of above preparations the main result can now be stated. (1/ε) · e q X * * ε
and lim
for all q ≥ 1 and every equation (1) .
Proof. In order to prove the main results given in Theorem 4, we introduce processes X 
Note, that at the discretization points τ ℓ the processes X is asymptotically the dominating term.
From now on let C denote unspecified positive constants, which only depend on the constant K from condition (A) as well as on a (0, 0) , σ (0, 0) and E X (0) q .
Proof of the upper bound in (23). Put
U ℓ = τ ℓ , X M ε (τ ℓ ) . Then for t ∈ ]τ ℓ−1 , τ ℓ ] we have X M ε (t) − X * * ε (t) ≤ σ (U ℓ−1 ) · W (t) − W ε (t) + 1/2 · σ · σ (0,1) (U ℓ−1 ) · (W (t) − W (τ ℓ−1 )) 2 − (t − τ ℓ−1 ) .
Thus, by (16)
X M ε − X * * ε L∞[0,1] ≤ max 1≤ℓ≤Nε+1 |σ (U ℓ−1 )| · ε+ max 1≤ℓ≤Nε+1 1/2 · σ · σ (0,1) (U ℓ−1 ) · sup τ ℓ−1 <t≤τ ℓ (W (t) − W (τ ℓ−1 )) 2 − (t − τ ℓ−1 ) .
Minkowski's inequality yields
First, from the Hölder's inequality and the boundedness of σ (0,1) as well as the linear growth condition (18) it follows that
. From Lemma 7 in the Appendix we get on the one hand
On the other hand, according to the Hölder continuity of W there exists for every κ ∈ (0, 1/2) a nonnegative random variable η κ with E (|η κ | m ) < ∞ for all 1 ≤ m < ∞ so that we have almost surely
for all s ∈ (0, τ ℓ − τ ℓ−1 ] and ℓ ∈ {1, . . . , N ε + 1}. From this and Lemma 6, it follows that
Hence from (26) and (27) we obtain lim sup
By Minkowski's inequality we have
On the one hand we use the Lipschitz conditions (A) and Theorem 9 in the Appendix to obtain
and hence lim sup
On the other hand we have
and from (18) and (19)
From this and (30) we obtain lim sup
Now, the upper bound in (23) follows immediately from (28) and (32).
Proof of the lower bound in (23).
We use (26), (27) and Theorem 9 to obtain for every κ ∈ (0, 1/2)
.
From this and (29) we get
, which completes the proof of (23). By using Corollary 10 in Appendix and the same arguments as in the proof of (23) follows the assertion (24).
Corollary 5. From Proposition 2 and Theorem 4 we deduce that
for all q ≥ 1 and every equation (1) 4 Appendix
As previously, C denotes unspecified positive constants, wich only depend on the constant K from condition (A) as well as on a (0, 0) , σ (0, 0) and E X (0) q .
For ε > 0 let X M ε denotes the process (25) with discretization (20)
Note, that ∆ ℓ is a stopping time with respect to the right-continuous filtration generated by the Brownian motion (W (t + τ ℓ−1 ) − W (τ ℓ−1 )) t≥0 . We derive upper bounds for
We use this estimate in the analysis of the approximation method (22). In [18] an upper bound in the case of deterministic step size has been presented.
Proof. At first, from Lemma 2 we have for every ε > 0
Note, that from [5] we have for all t ≥ 1
with some constant C > 0. Hence
This finishes the proof.
Proof. We may assume that q ≥ 2. Using the linear growth condition (18) it is easy to show by induction on ℓ that
By the Burkholder's and Hölder's inequalities, see [11, Theorem 3 .28], we get
where c q denotes some positive constants depending only on q. At first, from the linear growth condition (18) and (39) it follows that
for all t ∈ [0, 1]. We use (18) to obtain
Thus
Hence, from (41) and (42) we get
and result (37) follows from (40) by Gronwall's lemma. Furthermore, we have
From this we obtain the second estimate (38) by using (37) and Burkholder's inequality.
Let
Proof. We may assume that q = 2p with p ∈ N. At first, we define
and we consider the right continuous filtration (F t ) t∈[0,1] generated by W . Then, we have
We use the linear growth condition (18) and (37) as well as Hölder's inequality to obtain
We put
Not, that from Remark 3 we have for all 
For n ∈ N we put
For every ε > 0 and n ∈ {0, . . . , ⌊1/ε 2 ⌋} let T n = (N ε + 1) ∧ n. Then, we have
Hence,
We use Lemma 7 to obtain
Now observe that T ⌊1/ε 2 ⌋ = N ε + 1 and apply a discrete version of Gronwall's Lemma (see [17] ) to obtain
Finally, use (44) and (45) as well as Lemma 6 to complete the proof.
Theorem 9. Let X be the solution of (1) . Then, for all 1 ≤ q < ∞ we have
Proof. We assume without loss of generality that q = 2p with p ∈ N. Put U ℓ = τ ℓ , X M ε τ ℓ . We compute the difference X (t) − X 
by the linear growth condition (18), Lemma 7 and Burkholder's inequality. Thus
