This chapter explores the determinants of interregional migration in Indonesia. Employing basic and modifi ed (extended) gravity models, and using data from the Indonesia censuses of 2000 and 2010 and the Intercensal Survey of 2005, we test Long's hypothesis that in the early stage of population redistribution, economic development is positively related to a concentration of the population.
Introduction
The strong concentration of Indonesia's population on the island of Java has been a major concern among policy makers and researchers (Alatas, 1993; Chotib, 1998; Darmawan & Chotib, 2007; Firman, 1994) . Previous studies on interregional migration in Indonesia (see for example Alatas, 1993; Chotib, 1998; Darmawan & Chotib, 2007; Firman, 1994; Rogers et al., 2004; Wajdi, 2010; Wajdi et al., 2015) show indications of a Java-Centric pattern, where Java Island remains the main destination of migration. This holds particularly for metropolitan areas in Java Island. Regardless of the formation of new metropolitan areas on other islands, the attractiveness of metropolitan areas in Java Island (including Jakarta and its surroundings) to draw migrants remains high (Wajdi et al., 2015) . The metropolitan areas in Java, and especially the country's two largest metropolitan regions Jakarta and Surabaya, have a high economic density (as measured by Gross Regional Domestic Product per square kilometre of urban land area) and a high concentration of population (The World Bank, 2012) . In contrast, the regions outside Java, have had a low economic density for over decades.
According to Long (1985) , population concentrates in urban centres during the early stages of development and deconcentrates during the later stages of development. A study by Wajdi et al. (2015) indicates that the migration pattern in Indonesia is in line with Long's thesis, which posits that economic development has a strong relationship with migration. However, although their study focused on the migration fl ows in Indonesia, the association between economic development and migration fl ows has hardly been investigated within the local context. Moreover, there have been few studies using an explanatory modelling approach to explain migration fl ows. Darmawan and Chotib (2007) have used per capita GDP, minimum regional wages and unemployment rates to model interprovincial migration fl ows in Indonesia using hybrid gravity models. Wajdi (2010) modelled migration as a function of wage diff erentials, unemployment rates, and economic structure. Van Lottum and Marks (2012) have modelled interprovincial migration in Indonesia using a gravity model framework and showed that gravity models are very suitable for analysing internal migration fl ows in a large country such as Indonesia. They modelled migration as a function of population size, per-capita incomes, distance, contiguity between regions and two control variables, i.e., transmigration and urban primacy. They found that wage diff erentials between regions were relatively unimportant, but the existence of Jakarta as a primate city was the most important determinant of migration.
These previous studies have shown that internal migration in Indonesia was mainly directed toward more developed regions. However, all three studies employed rather large regions, many of which are quite heterogeneous with regard to economic development and degree of urbanisation: Wajdi (2010) used islands, the other two studies used provinces. As a consequence, they failed to take into account diff erences between metropolitan areas and non-metropolitan areas in Indonesia --except for Van Lottum and Marks (2012) who considered the existence of Jakarta as a primate city--. In order to address these limitations of the previous research, we address two research questions. The fi rst is an existing question to which we attempt to provide a new answer: To what extent are migration fl ows in Indonesia directed towards the more developed regions? We address this question in a considerably more detailed and comprehensive way than has been done before. Compared with Wajdi (2010) who studied inter-island migration and Van Lottum and Marks (2012) who studied inter-provincial migration (also Darmawan & Chotib, 2007) , we contribute to the literature by distinguishing regions into metropolitan and non-metropolitan areas. We also explore the impact of determinants of migration which have rarely been considered for the case of Indonesia, i.e., the percentage of agriculture workers, the percentage of highly educated workers, contiguity between regions and migrant stock. Furthermore, we use a diff erent statistical estimation method (Poisson pseudo-maximum likelihood estimator), which is more suitable for count data. The substantive aim is to test Long's hypothesis that during the early stages of development, economic development is positively related to a concentration of the population. Since the employed theoretical explanations regarding migration are adopted from studies in developed countries, we aim to investigate to what extent these theories are also applicable for the context of Indonesia. Therefore, our second research question is:
To what extent do macro determinants explain the interregional migration fl ows in Indonesia?
We used data from the Indonesia's 2000 and 2010 censuses and Indonesia's Intercensal Survey 2005 and employed these in a gravity models framework.
Theoretical Background

Long's thesis and the basic gravity model
According to Long (1985) , population concentrates in urban centres during the early stages of development because these centres fulfi l the need for social and economic interaction; and deconcentrates during the later stages of development because transportation and communication permit interaction at longer distances.
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A study by Wajdi et al. (2015) found that Indonesia is currently in the early stage of population redistribution, but it is moving towards the later stages. There are some indications of over-urbanisation, sub-urbanisation and metropolitan to nonmetropolitan migration in Indonesia, although the indications of sub-urbanization and metropolitan to non-metropolitan migration are still weak.
We argue that since Indonesia enter the early stage of population redistribution phase, the population redistribution in Indonesia is in line with Long's thesis, that is, during the early stages of development, people migrate from less developed regions to more developed regions. In a modelling framework, this thesis can be examined using one of the most popular models to predict migration fl ows, which is the spatial interaction model, in particular, the gravity model of migration.
According to Öberg (1997) , the spatial gravity model is one of the strongest theories in applied geography. The idea of this model was based on the works of Ravenstein (1885) , who stated that the volume of migration is inversely related to distance. This so-called social physics theory (analogical to the physical laws of Newtonian physics) was introduced into geography by Zipf with his P1P2/D hypothesis, which postulates that migration is directly proportional to the origin's population (P1) and the destination's population (P2), and inversely proportional to the distance between the origin and destination (D) (Anderson, 1979; Niedercorn & Bechdolt, 1969; Zipf, 1946) .
The basic formulation of the gravity model of migration is as follows:
where M ij is the migration from region i to region j, P i and P j are the sizes of the two regions i and j respectively, D ij is the distance between i and j, and g is a constant (Bunea, 2012) .
When applying Newton's law in the gravity model of migration, the total population is the most representative variable representing the mass of the two objects i and j. The total population represents the capacity for a region to send migrants. The more populated a region is, the bigger the volume of migration from those areas (Flowerdew & Aitkin, 1982; Kim & Cohen, 2010) . For the case of Indonesia, Van Lottum and Marks (2012) found positive eff ects of the total population in the origin and destination, where the coeffi cient for the total population in the origin was slightly larger than the coeffi cient for the total population at the destination.
(3.1.)
The distance decay in the gravity model of migration can be used as a representation of the physical costs of migration, and to some extent can also represent non-physical costs such as language and cultural barriers. The actual costs of migration are not usually measured, although they actually aff ect the migration fl ows. When the physical distance increases, the costs of moving will also increase, and therefore migration will diminish. The improvement in technology, communication, and information, as well as transportation infrastructure, will reduce the costs of migration. Thus, the eff ect of distance on migration is negative, but declines over time (Bodvarsson & Van den Berg, 2013; Bunea, 2012; Etzo, 2008; Fan, 2005; Greenwood, 1997; Greenwood & McDowell, 1991; Zipf, 1946) . Therefore, it is necessary to assess the eff ect of distance over time. We expected that the eff ect of distance would declines for the period of 1995-2000, 2000-2005, and 2005-2010, respectively. It should be noted, however, that Van Lottum and Marks (2012) found an increasing eff ect of distance on inter-provincial migration in Indonesia over time.
The modifi ed gravity model: push and pull factors
Because there are so many potential determinants of migration fl ows, estimating the basic formulation of this gravity model will almost always suff er from omitted variable bias. To overcome this bias problem, researchers have introduced other variables into the basic gravity model (Bodvarsson & Van den Berg, 2013; Greenwood, 1997) . The extended form of the gravity model is also known as the modifi ed gravity model. The general representation of the modifi ed gravity model as proposed by Greenwood (1997) contains per capita real income or GDP in source i, per capita real income or GDP in destination j and a vector of explanatory variables describing diff erent characteristics of the origin (push factors) and a vector of explanatory variables describing diff erent characteristics of the destination (pull factors). Push factors are characteristics of the origin that may encourage out-migration or inhibit the occurrence of in-migration while pull factors are characteristics of the destination that may encourage in-migration or discourage out-migration (Bodvarsson & Van den Berg, 2013; Bunea, 2012; Greenwood, 1997) .
One of the major push/pull factors of migration is the attractiveness of the regions.
A key determinant of the attractiveness of an area is expected earnings of an individual, indicated by income per capita (Beine et al., 2014; Fan, 2005) . Because potential migrants will evaluate the real value of their expected net gains from migration by considering the present discounted value of their expected future stream of net gains, current earnings can be considered as a good proxy for expected future earnings (Borjas, 2001; Borjas, 2008; Bunea, 2012; Greenwood, 1975; Sjaastad, 1962; Todaro 1980) .
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As Beine et al. (2014) stated, GDP per capita at the destination is a measurement of income prospects of potential migrants from all origins. Besides representing the income diff erences between two areas, GDP per capita can also be used as an indicator of the level of economic development (Bodvarsson & Van den Berg, 2013; Fan, 2005) . For the Indonesian context, GDP with oil and gas (hereafter 'GDP') has been widely used as a tool to assess the performance of development in a region (Bappenas, 2015) . The World Bank (2012) utilised GDP divided by urban land area to measure the economic density of a region and showed that the metropolitan areas in Java have a high economic density as a further evidence of the gap in economic development.
The eff ects of income on migration can be viewed from two diff erent perspectives: micro and macro perspectives. From the micro perspective, migration generally occurs because a migrant gains income benefi ts from moving (Greenwood, 1975) . From the macro perspective, migration occurs from low-income to high-income regions, or in a sense of development gaps, migration occurs from less developed to more developed regions. Therefore, the higher the GDP at the destination, the higher the attractiveness of the destination, or in economic terms, the income elasticity is negative at the origin and positive at the destination.
However, migration may also be positively related to the level of economic development of the origin, for two reasons. As Massey (1988) argued, the development processes may produce a category of workers who start looking for greater rewards elsewhere. Another reason is that the higher the level of economic development in the origin, the more resources and opportunities potential migrants have, and the higher the migration propensity will be.
Likewise, the income diff erentials between origin and potential destinations do not necessarily always induce migration because of two reasons. First, the probability is high that a migrant will not fulfi l the requirements for quick reemployment in the destination (Fan, 2005; Greenwood, 1975; Todaro, 1969) . Second, migrants may want to improve their income relative to the local community, rather than improving their absolute income. This type of migration is known as 'migration as a response to relative deprivation', which was introduced into migration studies by, among others, Stark and Yitzhaki (1988) . The relative deprivation concept, which was developed in the fi eld of psychology, implies that the happiness of a person is derived not only from how many goods he/she can aff ord from his/her own income, but also from the relative ranking of his/her income compared with the income of his/her community. When potential migrants expect to experience an increase in their relative income at the destination, even though their absolute incomes stays the same, then migration occurs, because they will experience a higher level of wellbeing or satisfaction (Bodvarsson & Van den Berg, 2013; Stark & Yitzhaki, 1988) .
For the case of Indonesia, Van Lottum and Marks (2012) found a negative eff ect of the ratio of log per capita income in the source region to the destination region.
However, because the eff ect of income on migration can be diff erent at the origin and destination, it is necessary to assess the income variable at the origin as well as at the destination.
Another feature of economic development and modernization is the migration of labour out of agriculture, which occurs in the developed as well as developing nations (Rozelle et al., 1999) . Minami (1967) stated for the case of Japan that migration from agricultural to non-agricultural areas is caused by the relative rise of non-agriculture wages compared to agriculture wages, as the result of economic development. However, Adams (1969) argued that it is not necessarily the income diff erential between agricultural and non-agricultural areas that induces migration.
He found that people are simply attracted to the more industrialised areas. This phenomenon is regarded as a sociological phenomenon because the economic motives behind the movement were minor. A study by Butzer et al. (2003) on intersectoral migration in Indonesia, Thailand, and the Philippines revealed that labour surpluses had not been redistributed from agriculture to other sectors, and the migration rates from agricultural to non-agricultural areas were low compared to those of other countries. Furthermore, these low migration rates out of agriculture caused a persistence of inter-sectoral income diff erentials. Although migration had been responsive to income diff erences in each country, migration was also aff ected by the absorbing capacity of non-agricultural sectors of the economy.
The level of educational attainment in a region is expected to have a substantial eff ect on migration. The eff ects of education level are expected to be positive for both destination and origin. A region that has facilities for higher education (school or universities) will attract people who are seeking higher education. A high level of educational attainment is associated with the occupational structure of the region and with a higher demand for educated persons. Furthermore, regions with highly educated inhabitants are more likely to have better social and cultural amenities that will attract better-educated persons. Highly educated potential migrants generally have higher propensities to migrate from origin regions and will be better equipped to adapt to the situation at destination regions (Beals et al., 1967; Dahl, 2002; Girsberger, 2015; Greenwood, 1969a; Greenwood, 1969b; Greenwood & McDowell, 1991; Lessem, 2009; Sahota, 1968 ).
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However, the estimated eff ects of educational attainment may be counterintuitive or not found in macro analyses. Greenwood (1969b) found a negative eff ect of education on labour migration in Egypt and argued that the unexpected eff ect might be due to two causes. First, an increase in educational attainment of a potential migrant will increase his or her productivity in the origin as well as at destination. Hence, the potential migrant will evaluate the net eff ect of migration,
and when migration brings no extra gains in productivity, the potential migrant will remain at home, despite his or her high level of education. The second cause of a possible negative eff ect of education at the origin is simultaneity bias. If a large fl ow of migration occurs among more educated persons, then this migration of more educated persons may cause the level of educational attainment at origin to decrease during the period of measurement, whereas the educational attainment at the destination is likely to increase.
Because regions diff er in the availability of job opportunities, it is important to include a variable as a proxy for the probability that the potential migrant will fi nd a job at the destination area within a given period of time. Todaro (1969) suggested the use of the unemployment rate at the destination as a proxy for this probability.
Although Todaro's model of migration was specifi c for two sectors in less-developed countries, Greenwood (1975) argued that Todaro's model can be applied for interregional migration in any country. However, the eff ect of unemployment on migration could be unexpected. There are three possible explanations for a counterintuitive eff ect of unemployment. First, simultaneity bias may occur because the variables explaining migration are also likely to be infl uenced by migration, that is, migration is aff ected by unemployment but unemployment is also aff ected by migration (Greenwood, 1975) . Second, as found by Greenwood (1969a) for the case of labour migration in the US, this 'wrong' eff ect of unemployment occurred because the unemployment rates in rural areas are lower than those in urban areas. Third, for the case of internal migration in Jamaica, Adams (1969) explained that people are simply attracted to high-income regions despite the reality that their probability to earn a better income is not very great.
Lower unemployment rates in rural areas compared to urban areas are probably due to the existing disguised unemployment in the form of underemployment (Greenwood, 1969a) . For the case of Indonesia, Dhanani (2004) stated that the open unemployment rate (the 'true' unemployment where people have no work to do but are willing to work and looking for a job) was higher in urban areas than in rural areas, because of the higher proportion of urban youth actively looking for work compared with rural youth. For the case of Indonesia, the defi nition of unemployed persons is those who do not work for a minimum of one hour during the reference period (one week prior to the survey) but are seeking a job and willing to accept one (BPS, 2014) . This defi nition excludes underemployed persons who work under a threshold of normal working hours-that is, 35 working hours per week-but are seeking an additional job to add to their working hours or to have more income.
These underemployed persons are overrepresented in rural areas. The Indonesian Labour Force Survey (August 2014) showed that the unemployment rate in urban areas was 7.12 percent compared to 4.81 percent in rural areas. Meanwhile, the share of underemployment in the labour force was 4.99 percent in urban areas and 10.80 percent in rural areas. Rural youth likely believe that their probability of getting a job is higher if they migrate to urban areas than if they remain in rural areas. Therefore, it will be more likely that for the case of Indonesia, higher unemployment rate will be associated with less migration.
Next to push and pull factors, another way of extending the basic gravity model is to add more indicators of the costs of moving. One such indicator is the contiguity among regions. If two regions share a common border (that is, are contiguous, for example, Jakarta and Bodetabek), the cost of moving could be signifi cantly lower than otherwise, while relatively inaccessible destinations (regions with oceans or seas as borders) should have fewer in-migrants due to the increased cost of transportation (Kim & Cohen, 2010; see Van Lottum and Marks (2012) for the case of Indonesia).
Accounting for contiguity is useful when the measurement of distance relates to a fi xed point in each region (e.g. a centroid). However, improvements in technology, communication and transportation infrastructure, as well as information, may reduce the physical costs of migration (Bunea, 2012; Greenwood, 1997) .
Because information may reduce the physical costs of migration, prior information regarding the potential destinations play an important role in the potential migrant's decision-making processes. The potential migrants are more likely to move to an area about which they have prior information, rather than to an area about which they have no prior information. The information regarding the potential destinations can be acquired from people who have previously migrated to the potential destinations. This so-called network eff ect describes the linkages between the potential migrants in the origin and their relatives and friends who already settled as migrants in the destination area. The potential migrants' relatives and friends are supposed to facilitate their migration.
This migration network then leads to the accumulation of social capital. Social capital accumulation is defi ned as an accumulation of migration-related information as well as resources gained from relatives and friends who already migrated. This 65 so-called cumulative causation of migration was introduced by Massey (1990) , who extended Myrdal's concept of circular and cumulative causation. Cumulative causation theory postulates that once a migration fl ow begins, it continues to grow (Fussell & Massey, 2004) . The idea underlying this concept is that migration creates changes in social as well as economic structures which will lead to more migration.
The underlying mechanism proposed in this theory is that migration occurs due to the accumulation of social capital gained from a migration network.
The actual measures of network eff ects are usually scarce or not available. A popular proxy to measure the network eff ects of migration is the migrant stock. The migrant stock is defi ned as the accumulated number of previous in-migrants to the destination who migrated from the origin (Beine et al., 2014; Fan, 2005; Greenwood, 1969a; Greenwood, 1975; Peeters, 2012) .
Data and Method
The migration data were derived from the Censuses (2000 and 2010) and the Intercensal Survey 2005 (also known as SUPAS 2005). Unlike Van Lottum and Marks (2012) who measured migration as a lifetime migration, we measured interregional migration as a change in the place of residence in a 5-year period (recent migration). The advantage of using recent migration rather than lifetime migration is that it refl ects population dynamics more accurately.
In contrast to the studies by Darmawan and Chotib (2007) and Van Lottum and Marks (2012) who analysed inter-provincial migration and Wajdi (2010) who analysed inter-island migration, we divided Indonesia into metropolitan and non-metropolitan areas. We distinguished between these based on Indonesia's Government Regulation no. 26 year 2008 and metropolitan agglomeration size as published by the World Bank (2012) . The 13 regions included in the analysis are summarised in (2002), we calculated the geographical distance, D ij , as the bird fl ies based on the distance in kilometres between the centroids of the origin i and the destination j. Although this measure does not consider the physical barriers, e.g., rivers or highways, it represents the average distance travelled by migrants with reasonable accuracy. We used GDP with oil and gas to account for the full capacity of the economy and checked whether the results were diff erent when using GDP without oil and gas. The diff erences in economic structure as another proxy for costs of moving were represented by the percentage of workers in agriculture and the percentage of highly educated workers. We calculated the sectoral employment and the unemployment rate based on the Indonesia Labour Force Survey (also known as Sakernas) 2000, 2005 and 2010. The last variable, migrant stock at time t (S ijt ), is defi ned as the proportion of i to j migration fl ows to the total out-migration from region i at time t-5, that is, the total number of migrants who migrated from i to j divided by the total number of migrants from i to all possible destinations ( ).
The migrant stock for 2005 was calculated based on Population Census 2000, and the migrant stock for 2010 was calculated based on the Intercensal Survey 2005.
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In our analysis, we employed three gravity models of migration. Our fi rst model is a basic gravity model and is specifi ed as follows, in a linearized form:
M ij represents the gross interregional migration fl ows in Indonesia from the origin i to the destination j. P i and P j denote the population at the origin i and the destination j, while D ij is the geographical distance between origin i and destination j. In accordance with the general principles of the basic gravity model, we expected that β 1 and β 2 would have positive signs, while β 3 would have a negative sign.
Our second gravity model is a modifi ed gravity model and is specifi ed as follows:
Because migrants are attracted to destinations that are more developed compared to their origins, the real per-capita gross domestic product/GDP was expected to have a negative eff ect at the origin (β 4 <0) and a positive eff ect at the destination (β 5 >0).
Migrants are more likely to migrate from a traditional agriculture sector to modern sector, and therefore, the coeffi cient of the share of agriculture workers was expected to have a positive sign at the origin (β 6 >0) and a negative sign at the destination (β 7 <0). The coeffi cients for the percentage of highly educated workers were expected to be positive both at the origin as well as at the destination (β 8 >0 and β 9 >0). The coeffi cient for unemployment rates at the origin was expected to have a positive eff ect on out-migration (β 10 >0), and was expected to have a negative eff ect on in-migration to that region (β 11 <0). Unlike Van Lottum and Marks (2012) and 0 if it is not. The coeffi cient of dC was expected to have a positive sign (β 12 >0) and the coeffi cient of dL was expected to have a negative sign (β 13 <0).
In order to explore the network eff ect on interregional migration in Indonesia, we also estimated a gravity model in which we added migrant stock (S ij ) as a proxy for social networks and the availability of information. The migrant stock was also supposed to capture the cumulative eff ects of past migration. If today's migration patterns refl ected the forces of the past to a great extent, this variable would have a strong eff ect. We estimated this model separately because when the migrant stock variable was added, there were some possible problems of endogeneity and multicollinearity, which might lead to over specifi cation of the model (see for example Greenwood, 1969b) .
Adding S ij as one variable into equation 3, our third gravity model is specifi ed as follows:
Because the availability of information provided by relatives and friends in the destinations who previously migrated will reduce migration costs, we expected the coeffi cient of migrant stock (S ij ) to be positive and if today's migration patterns refl ect a high extent the forces of the past, this variable would be highly signifi cant (β 14 >0). We estimated the coeffi cient of our models using Poisson regression. Poisson regression was chosen over OLS models because four specifi c problems have been identifi ed when estimating the gravity models using OLS assuming a log-normal distribution of migration fl ows (Flowerdew & Aitkin, 1982) . First, bias in the estimation results due to the logarithmic fi tting. Before estimating the parameters in OLS regression, the migration fl ows need to be converted into logarithmic values, but in Poisson, this conversion is not necessary. Second, failure of the model to meet the normality assumption of OLS. In Poisson, there is no normality assumption. Third, unequal variance in the error terms; this is also not applicable to Poisson. Fourth, unstable results due to zero fl ows. The zero fl ows problems in OLS models is usually treated by changing zero fl ows into a small number (normally 1) or simply dropping the observations that contain zero fl ows. However, this zero fl ows treatment may cause estimation bias. The use of censored regression, e.g., Tobit regression, may also cause estimation bias because both the OLS and Tobit regression have normality as a key assumption that theoretically includes negative values (Brown & Dunn, 2011) , while Poisson is a count distribution.
The Poisson model, on the other hand, has also some drawbacks. One is a relatively low deviance statistic (as a measurement of the performance of the Poisson model) when the number of explanatory variables is small. Therefore, Flowerdew and Aitkin (1982) suggested adding more independent variables into the basic gravity model to improve the estimation performance of the Poisson model. Another drawback of Poisson models is overdispersion. In a Poisson model, the variance is equal to the mean. When the variance in the data is larger than the mean, the standard errors of the coeffi cients are biased downwards. This drawback can be partly handled using a robust estimation of standard errors (see for example Hilbe, 1999) . However, Silva and Tenreyro (2011a) have shown that when this solution is used for Poisson estimation, a convergence problem may occur, leading to failure to fi nd the right estimates. As a consequence, the estimation will be very sensitive to numerical problems, which may produce spurious and misleading results. Therefore, we used the Poisson pseudo-maximum likelihood (PPML) estimator proposed by Silva and Tenreyro (2006) . The simulation study by Silva and Tenreyro (2011b) confi rmed that the PPML estimator is generally good, even in the case of overdispersion. Furthermore, the PPML estimator produces a robust estimation although the dependent variable has a large proportion of zeroes. A comparison between a classical Poisson regression (results not shown) and the PPML regression revealed that the estimated eff ects were exactly the same, but, the standard errors of the PPML regression are larger. As expected, the coeffi cients for the size of the population at origin showed positive signs although some of them were statistically insignifi cant (the basic model and modifi ed model 1 in 2000). The positive sign of this coeffi cient indicated that there was more migration between larger regions (in population terms) because they had more capacity to send migrants. The coeffi cients of the size of the population at the destinations were also positive and statistically signifi cant. Most destination population size parameters were close to 1, indicating that in-migration was approximately proportional to population size at the destination. Unlike Van Lottum and Marks (2012) who consistently found greater eff ects of population at the origin than population at the destination, we found a slightly larger eff ect of population at the destination except in the basic gravity models for 2005 and 2010.
Results
This diff erence in fi ndings could partly be caused by the diff erence in measurement of migration (recent migration in our study versus lifetime migration in Van Lottum and Marks' study), but could also indicate an increasing importance of population at the destination as a pull factor for migration. This latter interpretation would be consistent with an increasingly important eff ect of population at the destination in 1971-2000 -another fi nding of Van Lottum and Marks (2012) .
For the basic gravity model, the eff ect of distance was negative and highly signifi cant. As expected, adding more variables into the basic gravity model led to a decrease in the eff ect of distance on migration (Greenwood, 1969a; Levy & Wadycki, 1974; Schwartz, 1973) . Levy and Wadycki (1974) found that adding more variables into a basic gravity model in a study in Venezuela reduced the estimated coeffi cient of distance by almost 50 percent (from -1.04 to -0.42). Our results also showed diminished negative eff ects of distance after adding more variables. For example, in the basic gravity model for the year 2000, the eff ect was -0.63 and was statistically signifi cant at 1 percent. In the second gravity model, the eff ect was -0.01 and statistically insignifi cant. In the year 2010, the estimated coeffi cient for distance in the basic gravity model was -0.64 (statistically signifi cant at 1 percent), decreased to -0.40 (statistically signifi cant at 5 percent) in gravity model 2 and decreased further to -0.06 (statistically insignifi cant) in gravity model 3.
According to our descriptive fi ndings, the average distance covered by a migrant indeed increased; it was 607 km in 2000, increased to 631 km in 2005 and to 673 km in 2010. We did not, however, fi nd strong indications in the model that the friction of distance has weakened over time. In the basic model, the eff ect of distance was about the same in 2000, 2005 and 2010 ; in the second model, it was more negative in 2005 and 2010 than in 2000. Only in the third model was the eff ect less negative in 2010 than in 2005. Thus, only weak support was found for our 75 hypothesis that the eff ect of distance would decrease. However, the fi ndings were more in line with our hypothesis than with the previous fi ndings of Van Lottum and Marks (2012) . This could be because we use a diff erent defi nition for migration. Van Lottum and Marks (2012) used lifetime migration, while in our case, we use recent migration. Our fi ndings on distance decay eff ect were also in line with studies from China (Fan, 2005; Poncet, 2006; and Shen, 2012) .
A negative eff ect of GDP at the origin and a positive eff ect at destination would clearly indicate that a lack of economic development in origin regions triggers migration towards more developed regions. The coeffi cients for per capita GDP at the destination showed the expected signs, although they seemed to decrease through time and were no longer statistically signifi cant in the 2010 models. However, in none of the models, the eff ect of GDP at origin was signifi cantly negative. In some the eff ects were positive, but the evidence for a positive eff ect was weak (it was only signifi cant at p < 0.10 for 2005). This eff ect of GDP at origin was not in line with Massey's argument (1988) , that migration may also be positively related to the level of economic development at the origin. However, because the GDP coeffi cients at destination were larger than those at origins, and most of the GDP coeffi cients at origin were statistically insignifi cant, the fi ndings might indicate that in terms of regional development, the pull forces of destination areas are stronger than the push forces of origins. The use of GDP without oil and gas shows the same sign and statistical signifi cant as the use of GDP with oil and gas, but slightly diff erent values of the beta coeffi cients (results not shown).
Another proxy for economic development, the share of agriculture workers, showed mostly insignifi cant eff ects on migration both at the origin and at the destination. However, the signs of the coeffi cients for this variable were mostly negative at the origin and positive at the destination. These fi ndings are in line with a study by Butzer et al. (2003) which showed that migration rates from agricultural to non-agricultural areas in Indonesia are relatively low compared to those of other countries, implying that labour surpluses have not been reallocated at a fast pace to other sectors of the economy. A partial explanation for this fi nding could be that the share of agricultural workers may change not due to migration, but due to a shift from the agricultural sector to non-agricultural sectors within one region.
The estimated coeffi cients for education at destination were as expected The negative eff ect of education on migration is in line with the fi ndings of Greenwood (1969b) in Egypt, Lucas (1985) in Botswana and Quinn and Rubb (2005) in Mexico.
The estimated coeffi cients for the unemployment rate at the origin were negative but statistically insignifi cant while the coeffi cients for the unemployment rate at destination were mostly positive and insignifi cant. This could be because of the disguised unemployment in rural areas in the form of underemployment (Greenwood, 1969a) .
As expected, the coeffi cients for contiguity dummy dC were positive, but they were only signifi cant in model 2 for 2000 and in model 3 for 2010. The same pattern can be found for the coeffi cient for dL, which were only signifi cantly positive in model 1 for 2000. Thus, the evidence of the eff ect of borders on migration in Indonesia is weak, although the sign of the eff ect was as expected. These fi ndings are also in line with Van Lottum and Marks (2012) who found a decreasing importance of contiguity in explaining migration in Indonesia.
The migrant stock variable, a proxy for social network size, showed a strong positive statistically signifi cant eff ect on inter-regional migration in Indonesia. In line with Greenwood's (1969a) fi ndings, the inclusion of migrant stock variable into our model reduced the eff ects of several other variables, e.g. distance and unemployment rate at the origin. The migrant stock variable not only captures the network eff ect of migration but also the past cumulative eff ects of the migration forces. This is suggested by the decreasing eff ect of distance and border (proxies for costs of moving), which is consistent with previous studies in other countries which utilised the same framework (Fan, 2005; Greenwood, 1969a) . The fi ndings, therefore, indicate a positive impact of social networks on migration and cumulative causation of migration.
Conclusion and discussion
Previous research on interregional migration in Indonesia found a strong indication of concentration (traditional urbanisation and over urbanisation) but also a weak indication of deconcentration (sub-urbanisation and metropolitan to non-metropolitan migration) (Wajdi et al., 2015) . In this study, we employed basic and modifi ed (extended) gravity models, using data from the Indonesian censuses of 2000 and 2010 and the Intercensal Survey of 2005 to explore the determinants of interregional migration in Indonesia. We aimed to test Long's (1985) hypothesis that shifts in population settlement patterns (population redistribution), that is, concentration and deconcentration of the population, have a strong relationship with economic development. In particular, we test the hypothesis that economic development is positively correlated with population concentration.
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In line with the classical gravity model, we found a positive eff ect of the population size of the destination on migration. Distance was negatively related to the size of migration fl ows. Based on the positive and signifi cant eff ect of GDP per capita of the destination, we found that migration was directed toward more developed regions. This fi nding confi rms Long's thesis that population redistribution has a positive relationship with economic development; indicated by population concentration in the more developed regions during the early stages of development.
In our models, we do not see any sign of a deconcentration of population in the later stages of development, although such signs were indicated by previous research for specifi c areas such as the Jakarta and Bodetabek regions (Wajdi et al., 2015) .
This could be due to the short time span used in this research while Long's research focused on trends over longer time spans. Therefore, it is necessary to conduct such research using longer time spans, for example by using the latest SUPAS 2015 data to see the latest trend.
We use SUPAS 2005 data along with data from the population census 2000 and 2010 to allows analysis of migration during the 2000-2010 period in a more detailed way. SUPAS is a national survey designed to permit estimation up to the district level (415 districts) and to provide demographic data between census dates.
It should be borne in mind, however, that its sample size is relatively small and that the trend suggested by these data could be caused by sampling error.
Because most variables used in our models are related to socio-economic variables (GDP, unemployment rates, educational attainment and share of agriculture sector), our fi ndings support the notion that regional disparities in development are an important factor of interregional migration in Indonesia. Our fi ndings also suggest that interregional migration in Indonesia is predominantly a response to pull rather than to push forces, and, over time, push forces seem to decrease compared to pull factors. These fi ndings suggest an urge to create "pull-forces" in new areas, especially outside Java. The Indonesian government under President Joko Widodo encourages the development of the "Tol Laut" (sea highway), that is, the strengthening of sea transportation, connecting seaports with each other while avoiding barriers such as land transportation. This will increase the volume of trade and improve the distribution of consumer products which will fulfi l the consumers' demand. The educational facilities also need to be expanded, not only facilities up to senior high school but also higher education facilities. A success story of building high education facilities that attract migrants away from the metro areas can be found in Depok, where the University of Indonesia is located and Jatinangor in West Java where the Padjajaran University is located.
One variable that is rarely studied in migration studies in Indonesia, migrant stock, as a representation of social network eff ect on migration shows a statistically signifi cant eff ect. This is in line with fi ndings from studies in developed nations. The positive statistically signifi cant eff ect of this variable indicates a positive impact of social networks on migration and also a cumulative causation of migration which captures the collective eff ects of past migration forces. The strong ties of migrants with their relatives and friends at the origin could have a positive as well as a negative eff ect. One positive eff ect is the fl ow of remittances to the origin which could be useful in empowering the origin. On the other hand, the negative impact is that this ties could attract more migration to developed regions, which will cause more congestion in those regions. Therefore, it is necessary to pay attention to the origin areas, by empowering the human resources as well as the infrastructure development.
This chapter has shown that gravity models are useful for the explanation of migration in Indonesia, both in theoretical and in methodological terms. By including a set of variables that represent the variation in regional characteristics and the disparity in regional economic development as well as the introduction of migrant stock, our analyses contribute to explaining the migration fl ows in Indonesia.
Our analyses also provide additional evidence that existing migration theories and experience from other countries are relevant for conceptualising population movement in Indonesia.
A major advantage of gravity models (and other models that focus on macrolevel migration fl ows) is that they allow the inclusion of characteristics of destination as well as origin regions. However, although the gravity model of migration has led to a more advanced modelling of migration, the gravity model is not suitable for the inclusion of micro factors (Greenwood 1997 ). The focus on macro level migration fl ows rather than on micro-level behaviour of individuals can be seen as the main drawback of our models. Therefore, in order to more comprehensibly understand the migration phenomenon in Indonesia, it is necessary to further investigate interregional migration in Indonesia using a micro approach and models that facilitate such an approach.
