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Abstract
We present an approach to directly obtaining estimates on the resolvent of hypocoercive
operators, using Schur complements, rather than obtaining bounds on the resolvent from an
exponential decay of the evolution semigroup. We present applications to Langevin-like dy-
namics and Fokker–Planck equations, as well as the linear Boltzmann equation (which is also
the generator of randomized Hybrid Monte Carlo in molecular dynamics). We make precise
in particular the dependence of the resolvent bounds on the parameters of the dynamics,
as well as their dependence on the dimension. We also highlight relationships with other
hypocoercive approaches.
1 Introduction
Degenerate dynamics appear in many contexts. Two prominent examples are Langevin-type dy-
namics in molecular dynamics, and Boltzmann-type equation in the kinetic theory of fluids. From
a analytical viewpoint, they are characterized by some partial differential operator with degener-
ate second order derivatives, in contrast to non-degenerate dynamics associated with generators
having full second order derivatives. The key point in proving the longtime convergence of these
degenerate dynamics is to retrieve some dissipation in the missing second order derivatives by a
clever combination of the transport part of the evolution and the degenerate diffusion – as pro-
vided by hypocoercive techniques reviewed below. We first briefly describe the two models which
motivate our study (Langevin-type dynamics and linear Boltzmann equation), and then provide
a review of existing hypocoercive approaches. We then turn to our motivation (namely directly
providing bounds on the resolvent of the partial differential operator under consideration without
going through kinetic estimates on the evolution semigroups), and describe our approach.
Paradigmatic hypocoercive dynamics. Our first motivation for studying hypocoercive op-
erators stems from molecular dynamics [38, 78, 54, 57], the computational armed wing of sta-
tistical physics [9]. One dynamics which is used to compute average properties according to the
Boltzmann–Gibbs measure is Langevin dynamics, which evolves the positions q and momenta p of
given particles interacting via a potential energy function V (q). Langevin dynamics can be seen
as a stochastic perturbation of the Hamiltonian dynamics, and reads in its simplest form{
dqt = pt dt,
dpt = −∇V (qt) dt− γpt dt+ σ dWt,
where Wt is a standard Brownian motion and γ, σ are positive scalars. The first result on the
convergence of Langevin-like dynamics is [77], which however does not provide explicit convergence
rates. The generator associated with Langevin dynamics
L = p · ∇q −∇V (q) · ∇p − γp · ∇p + σ
2
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is degenerate since second derivatives in q are missing.
Another classical example of hypocoercive equation is the linear Boltzmann equation modelling
the behaviour of material particles interacting with the environment and subjected to a poten-
tial V . The behavior of the particles is described in average way by the density f(t, x, v) which
gives the probability to observe a particle at position x with velocity v at time t. This density
evolves as
∂
∂t
f −∇V (x) · ∇vf + v · ∇xf =Mf.
Here, M is the collision operator modelling the interactions between the particles and the envi-
ronment. In its simplest form, it reads as follows:
(Mf)(x, v) =
∫
V
k(x, v, w)f(x,w) dw − σ(x, v)f(x, v),
with the equilibrium condition ∫
V
k(x, v, w) dw = σ(x, v),
meaning that there is neither creation nor annihilation of particles. A special case is to choose
for k(x, v, w) a positive multiple of a Gaussian density with identity covariance in the w variable
(independent of x, v), which corresponds in molecular dynamics to the generator of the so-called
randomized Hybrid Monte Carlo method [17]. The operator L = ∇V · ∇v − v · ∇x +M gener-
ates a strongly continuous semigroup in L2 and under various conditions on k and σ, it decays
exponentially fast towards a global equilibrium in long time. Besides the hypocoercive techniques
reviewed below, let us mention other convergence results specific to this equation, based on spectral
methods [79, 80], control theory [43] or the theory of positive semigroups (see [13, 61] and refer-
ences therein). However, these methods are not constructive and therefore do not provide explicit
quantitative estimates of the exponential rate of decay, in contrast to hypocoercive approaches.
A literature review on convergence results for Fokker–Planck type operators. Let
us list various approaches to study the exponential convergence of semigroups associated with
hypoelliptic or degenerate generators, in a somewhat chronological order (see also the recent
review [47]):
• A first set of results is based on Lyapunov techniques [82, 58, 70], the typical Lyapunov func-
tion being the total energy of the system plus some term coupling positions and momenta.
The corresponding convergence rates are however usually not very explicit in term of the
parameters of the dynamics. In particular, it is difficult to make explicit their dependence
on the friction;
• Subelliptic estimates [35, 48, 44] also allow to obtain detailed information on the spectrum
(discrete nature, localization in a cusp region). The spectrum is completely known for
systems with zero potential on a torus [52], or for quadratic potential energy functions
(see [60, 68]).
• H1(µ) hypocoercivity, pioneered in [75] and [65], was later abstracted in [81]. The application
of this theory to Langevin dynamics allows to quantify the convergence rates in terms of the
parameters of the dynamics; see for instance [42] for the Hamiltonian limit and [55, 57] for the
overdamped limit. This can be extended to Generalized Langevin dynamics [67] and certain
piecewise deterministic Markov processes [27], and also allows to study the discretization of
Fokker–Planck equations [32, 39].
The exponential convergence can be transferred to L2(µ) by hypoelliptic regularization [46].
The latter technique can also be adapated to discretization schemes [69].
• Entropic estimates, starting with [28], have been abstracted in [81], under conditions stronger
than the ones for H1(µ) hypocoercivity, though. Recently, it was shown how to remove the
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assumption that the Hessian of the potential is bounded [25]. Entropic hypocoercivity for
the linear Boltzmann equation was studied in [36, 62], and for linearized BGK models (that
generalize the linear Boltzmann equation) in dimension one in [1].
• A more direct route to prove the convergence in L2(µ) was first proposed in [45], then
extended in [30, 31], and revisited in [40] where domain issues of the operators at play are
adressed. It is based on a modification of the L2(µ) scalar product with some regularization
operator. This more direct approach makes it even easier to quantify convergence rates;
see [29, 40] for studies on the dependence of parameters such as friction in Langevin dynamics,
as well as [2, 5] for sharp estimates for equilibrium Langevin dynamics and a harmonic
potential energy function.
The approach can be perturbatively extended to nonequilibrium situations [20, 74] and
to discretizations of the generator, either via spectral methods [71] or with finite volume
schemes [14]. It also allows to consider non-quadratic kinetic energies (for which the associ-
ated generator may fail to be hypoelliptic) [73]. It can be applied to various dynamics, such
as Adaptive Langevin [56] or certain piecewise deterministic Markov processes [3]. Finally, a
combination of this approach with a mode-by-mode analysis in Fourier space was introduced
in [19] to establish polynomial decay estimates for dynamics without confinement, and ex-
tended in [18] to cover fractional diffusion operators. Alternatively, it is also possible to rely
on weak Poincare´ estimates to obtain convergence rates when there is no confinement [41].
• it was shown recently how to use techniques from Γ2 calculus for degenerate operators
corresponding to Langevin dynamics [10, 63]. This approach allows to study more degenerate
dynamics corresponding to the evolution of chains of oscillators [59].
• Fully probabilistic techniques, based on clever coupling strategies, can also be used to obtain
the exponential convergence of the law of Langevin processes to their stationary state [34].
One interest of this approach is that the drift needs not be gradient, in contrast to standard
analytical approaches for which the analytical expression of the invariant measure should be
known in order to separate the symmetric and antisymmetric parts of the generator under
consideration. This coupling approach can combined with ideas from Γ2 calculus [24].
• A related probabilistic approach for linear operators corresponding to Markov processes is to
use Harris’ theorem [23, 21], but it is difficult to get completely explicit constants with that
set of techniques. Another probabilistic approach, based on Malliavin calculus, was recently
introduced in [37].
• Finally, it was recently shown how to directly obtain L2(µ) estimates without changing the
scalar product, relying on a space-time Poincare´ inequality to conclude to an exponential
convergence in time of the evolution semigroup [4, 22] (see Appendix A below for a more
detailed account).
Note that degenerate norms can be considered for approaches based on H1(µ), L2(µ) or Wasser-
stein norms, as initially done in [75], and recently used in [10, 66, 51]. It is also possible to extend
various convergence results to singular interaction potentials [50, 49, 11]. Let us finally mention
that some approaches are related one to another, such as Lyapunov techniques and estimates
based on Poincare´ inequalities [7].
Motivations. Our aim in this work is to directly obtain bounds on the resolvent L−1, as for
subelliptic estimates [35, 48, 44], without going through kinetic estimates on the semigroup etL
which usually require a modified scalar product (often involving a small parameter which makes
the final estimates on the resolvent less quantitative). The motivation for obtaining such resolvent
bounds stems from the fact they are key in proving that a Central Limit Theorem holds for time
averages along realizations of Langevin-like dynamics, and obtaining estimates on the associated
asymptotic variance; see indeed the results by [15] which show that a sufficient condition for the
3
Central Limit Theorem to hold in this context is that −L−1 is well defined on a subspace of L2(µ).
Note that it is also possible to use hypocoercive results to obtain non-asymptotic concentration
inequalities for time averages beyond the Central Limit Theorem [16, 64].
From a more algebraic perspective, our motivation was to understand the origin of the ex-
pression of the regularization operator which appears in the modified L2(µ) scalar product in [45,
30, 31], as well as the algebraic manipulations of [4, 22], which bear some similarity with some
computations in [45, 30, 31]. Our hope is to extract a structure as general as possible, which
encompasses many hypocoercive dynamics such as underdamped Langevin with non-quadratic ki-
netic energies [73], the linear Boltzmann equation or randomized Hybrid Monte Carlo with jump
processes on the momenta [17], Adaptive Langevin dynamics with a dynamical friction [49, 56],
Langevin dynamics with extra non-reversible perturbation [33], etc.
Outline of the work. From a technical point of view, our approach is based on Schur com-
plements, which allow to obtain a formal expression of the resolvent from a decomposition of
the operator under study according to the kernel and image of the degenerate symmetric part.
Spectral analysis based on Schur complements and related approaches is of course well known in
the mathematical physics literature, see for instance the review [72]. Schur complements are also
of great interest for the numerical solution of saddle point problems [12], which have a general
structure encompassing the operators we consider (see the formulation (2)).
To our knowledge, Schur complements were not used to understand the behavior of hypocoer-
cive operators. We start by presenting the method in an abstract setting in Section 2, and then
discuss its application to various dynamics in Section 3. We discuss some relationship with the
recent works [4, 22] in Appendix A.
Extensions and future work tracks. This work calls for various extensions and refinements,
on which we are currently working, in particular:
(i) obtaining resolvent estimates for (z −L)−1 uniform with respect to the imaginary part of z,
for negative real parts sufficiently small in absolute values;
(ii) extending the approach to more degenerate dynamics, starting with the Generalized Langevin
dynamics [67], and if possible addressing oscillator chains.
2 Abstract resolvent estimates
2.1 Schur decomposition of the generator
We consider the Hilbert space L2(µ) for some Boltzmann–Gibbs probability measure µ(dx) on
a configuration space X = RD (the analysis could however be straightforwardly extended to
situations such as X = TD with T = R/Z). The space L2(µ) is equipped with the canonical scalar
product, denoted by 〈·, ·〉, and we define its subspace of functions with average 0 with respect to µ:
H =
{
ϕ ∈ L2(µ)
∣∣∣∣ ∫
X
ϕ(x)µ(dx) = 〈ϕ,1〉L2(µ) = 0
}
.
We next introduce a stochastic dynamics with generator L = Ls + La, considered as an operator
on L2(µ), where
Ls = L+ L
∗
2
, La = L − L
∗
2
,
are respectively the symmetric and antisymmetric parts of L, with adjoints taken on L2(µ). We
assume that the space C∞0 (X ) of smooth functions with compact support is a core for L,La and Ls,
and that µ is invariant by L. The latter condition translates into
∀ϕ ∈ C∞0 (X ),
∫
X
Lϕdµ = 0.
4
This shows that L has values in H. We moreover assume that L1 = 0 (which is the case for
instance for differential operators). The operator −L can therefore be written in the following
way on L2(µ) decomposed in an orthogonal way as L2(µ) = Ran(1)⊕H:
L =
(
0 0
0 L|H
)
,
where L|H denotes the restriction of L to H. In particular, the inverse of L cannot be defined on
the whole space L2(µ), but only on H. In the sequel, with some abuse of notation, we still denote
by L,Ls,La the restrictions of L,Ls,La to H.
Our first structural assumption is the following.
Assumption 1. There exists an orthogonal projector Π such that
ΠLaΠ = 0, LsΠ = ΠLs = 0. (1)
The projector Π allows to decompose the reference Hilbert space H as H = H− ⊕ H+ (the
direct sum being orthogonal for the standard scalar product on L2(µ)), where H− = ΠH and
H+ = (1 − Π)H. This induces a decomposition of the operator −L according to its restrictions
to H− and H+, as
−L =
(
0 B∗
−B A
)
, A := −(1−Π)L(1 −Π) : H+ → H+, B := (1−Π)LaΠ : H− → H+.
(2)
We next formally compute the action of −L−1 by solving the following linear system for a given
couple (f, g) ∈ H− ×H+:
−L
(
F
G
)
=
(
f
g
)
.
The second line leads to G = A−1(g + BF ), and then the first line to B∗A−1(g + BF ) = f .
Therefore,
F =
(
B∗A−1B
)−1 [
f −B∗A−1g] ,
G =
(
A−1 −A−1B (B∗A−1B)−1B∗A−1) g +A−1B (B∗A−1B)−1 f. (3)
To make these computations rigorous, we first need to assume that the Schur complement A−1 is
well defined on H+.
Assumption 2. There exists a > 0 such that −Ls > a(1−Π) in the sense of symmetric operators.
In particular, Ls is invertible on H+, and
∥∥L−1s ∥∥B(H+) 6 a−1.
This assumption, combined with Assumption 1, shows that, in fact, H− = Ker(Ls). Since
〈ϕ,Aϕ〉L2(µ) = −〈ϕ,Lsϕ〉L2(µ) > a ‖(1−Π)ϕ‖2L2(µ), Assumption 2 implies that A is invertible and∥∥A−1∥∥
B(H+)
6 a−1.
The next step to give a rigorous meaning to (3) is to show that B∗A−1B is invertible on H−
(see Section 2.2 for the proof of the latter claim). The first condition we need to this end is the
following.
Assumption 3 (Macroscopic coercivity). There exists ρ > 0 such that
∀ϕ ∈ H ∩ C∞0 (X ), ‖Bϕ‖L2(µ) > ρ‖Πϕ‖L2(µ).
Note that that Assumption 3 can be equivalently rephrased as B∗B > ρ2 on H−. This shows
that B∗B is invertible on H−, with ∥∥∥(B∗B)−1∥∥∥
B(H−)
6
1
ρ2
. (4)
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Another important object in proving that B∗A−1B is invertible on H− is the orthogonal
projector P on the range of B, i.e. the projector on the closure in L2(µ) of {Bϕ,ϕ ∈ C∞0 (X )}.
Note that Ran(P ) ⊂ H+ by construction. We refer to Lemma 1 below for further properties of
this projector, including its explicit action, which bears some similarities with the regularization
operator (1+B∗B)−1B∗ introduced in [30, 31] to modify the scalar product on L2(µ) for proving
hypocoercive properties.
Assumption 4. The operator PLsP is bounded on H+, and the operators (1− Π)L2aΠ(B∗B)−1
and (IdH+ − P )LsPLaΠ(B∗B)−1 are bounded from H− to H+.
The final step in the proof is to show that
(
B∗A−1B
)−1
can be composed with B∗A−1 on the
right and A−1B on the left (see Section 2.3). Bounds on the resolvent are then obtained from
bounds on F,G in L2(µ) in terms of ‖f‖L2(µ), ‖g‖L2(µ). In order to obtain these estimates, we use
the following reversibility condition.
Assumption 5. There exists an involution R on H (i.e. a bounded operator for which R2 = 1)
such that
RΠ = ΠR = Π, RLsR = Ls, RLaR = −La.
This assumption is motivated by the physical notion of reversibility for kinetic dynamics,
where R is the momentum-reversal operator.
As we shall see in Section 3, all five of these assumptions are satisfied for our main examples,
under suitable conditions on the potential and kinetic energies. The final result can then be
summarized as follows.
Theorem 1. Suppose that Assumptions 1 to 5 hold. Then, −L is invertible on H and
‖L−1‖B(H) 6 2
ρ2
‖PLsP‖B(H+)
+
4
a
(
1
2
+
∥∥∥(1−Π)L2aΠ(B∗B)−1∥∥∥2
B(H−,H+)
+
∥∥∥(IdH+ − P )LsPLaΠ(B∗B)−1∥∥∥2
B(H−,H+)
)
.
The remainder of this section is devoted to the proof of Theorem 1.
2.2 Invertibility of B∗A−1B on H−
We establish in this section the invertibility of B∗A−1B on H−, as stated in Lemma 2 below. We
rely to this end on the orthogonal decomposition of H+ as H+ = H+,1 ⊕H+,2 with H+,1 = PH+
and H+,2 = (IdH+ − P )H+, which induces the following decomposition of the generator:
−L =
 0 B∗1 0−B1 A11 A12
0 A21 A22
 ,
with B1 : H− → H+,1 the restriction of B to H1,+, and
A11 := PAP : H+,1 → H+,1, A12 := PA(IdH+ − P ) : H+,2 → H+,1,
A21 := (IdH+ − P )AP : H+,1 → H+,2, A22 := (IdH+ − P )A(IdH+ − P ) : H+,2 → H+,2.
More generally, for an operator T on H+, we denote by Tij its restriction from H+,j to H+,i for
i, j ∈ {1, 2}. Let us start by giving some properties of the projector P .
Lemma 1. The orthogonal projector P has action
P = B (B∗B)
−1
B∗.
In addition, PB = B and B∗P = B∗. Finally, B1 is invertible, and its inverse B
−1
1 : H1,+ → H−
has action B−11 = (B
∗B)−1B∗1 .
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Proof. As B∗B is positive and bounded below by a positive constant by Assumption 3, (B∗B)
−1/2
can be defined with spectral calculus. Define R = (B∗B)
−1/2
B∗. This operator is in fact bounded
since, for ϕ ∈ C∞0 (X ),
‖Rϕ‖2L2(µ) = 〈ϕ,RR∗ϕ〉L2(µ) = ‖Πϕ‖2L2(µ).
This proves thatR∗R is also bounded. Moreover, a simple computation shows that (R∗R)2 = R∗R,
and R∗R is selfadjoint, so that R∗R = B (B∗B)
−1
B∗ is an orthogonal projector. It is clear from
the action of R∗R that R∗RB = B. In particular,
∀ϕ ∈ C∞0 (X ), 〈(1 −R∗R)φ,Bϕ〉L2(µ) = 0.
Since moreover R∗R has values in Ran(B) (as seen by the action of this operator), the character-
ization of orthogonal projectors allows to conclude that R∗R = P .
A simple computation finally shows that T1 = (B
∗B)
−1
B∗1 is such that T1B1 = IdH− and
B1T1 = P = IdH+,1 , which shows that T1 = B
−1
1 .
Lemma 2. Suppose that Assumptions 1 to 4 hold and that A11 is bounded on H+,1. Then the
operator B∗A−1B is invertible on H−, with(
B∗A−1B
)−1
= B−11
(
A11 − A12A−122 A21
)
(B∗1 )
−1
= (B∗B)
−1
B∗
(
A11 −A12A−122 A21
)
B (B∗B)
−1
.
In particular,∥∥∥(B∗A−1B)−1∥∥∥
B(H−)
6
1
ρ2
‖A11‖B(H+,1)
+
1
a
(∥∥∥(1−Π)L2aΠ(B∗B)−1∥∥∥
B(H−,H+)
+
∥∥∥(IdH+ − P )LsPLaΠ(B∗B)−1∥∥∥
B(H−,H+)
)2
.
(5)
In the sequel, we denote by b =
∥∥∥(B∗A−1B)−1∥∥∥
B(H−)
. When Assumption 5 holds, PLaP = 0
(see Lemma 3), which implies A11 = −PLsP , so that ‖A11‖B(H−) = ‖PLsP‖B(H−) in (5).
Proof. From a Schur complement decomposition on H+ = H+,1 ⊕H+,2 of A (which is invertible
by Assumption 2), the following equality holds on H+,1:[
A−1
]
11
=
(
A11 −A12A−122 A21
)−1
. (6)
Introduce T = (B∗B)−1B∗
(
A11 −A12A−122 A21
)
B (B∗B)−1. Let us first show that this operator
is a well defined bounded operator on H−. We prove to this end that B (B∗B)−1 : H− → H+,
A21B (B
∗B)
−1
: H− → H+,2, (B∗B)−1B∗A12 : H+,2 → H− and A11B (B∗B)−1 : H− → H+,1
are bounded by Assumption 4. First, keeping in mind that (B∗B)−1 is self-adjoint, a simple
computation shows that
∥∥∥B (B∗B)−1∥∥∥2
B(H−,H+)
= sup
ϕ∈H−\{0}
〈
B (B∗B)−1 ϕ,B (B∗B)−1 ϕ
〉
L2(µ)
‖ϕ‖2L2(µ)
= sup
ϕ∈H−\{0}
〈
(B∗B)
−1
ϕ, ϕ
〉
L2(µ)
‖ϕ‖2L2(µ)
=
∥∥∥(B∗B)−1∥∥∥
B(H−)
.
Moreover, A21B (B
∗B)
−1
= −(IdH+ − P )LsPLaΠ(B∗B)−1 − (IdH+ − P )LaBΠ(B∗B)−1. The
first operator on the right-hand side is bounded by Assumption 4. The second one can be written
as
−(IdH+ − P )LaBΠ(B∗B)−1 = −(IdH+ − P ) · (1 −Π)L2aΠ(B∗B)−1 ,
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which is the product of bounded operators (using again Assumption 4 for the second one). In fact,
the above equality immediately shows that∥∥∥[La]21B (B∗B)−1∥∥∥
B(H−,H+,2)
6
∥∥∥(1−Π)L2aΠ(B∗B)−1∥∥∥
B(H−,H+)
. (7)
The operator A11B (B
∗B)
−1
: H− → H+,1 is seen to be bounded since A11 is bounded by assump-
tion and B (B∗B)−1 is bounded. Next, noting that B∗A−1B = B∗PA−1PB = B∗
[
A−1
]
11
B, it
follows that
B∗A−1BT = B∗
[
A−1
]
11
P
(
A11 −A12A−122 A21
)
B (B∗B)−1 = B∗B (B∗B)−1 = IdH− .
By a similar computation, TB∗A−1B = IdH− . This shows that T =
(
B∗A−1B
)−1
as operators
on H−.
Let us finally estimate the inverse of B∗A−1B. Since
∥∥A−122 ∥∥B(H+,2) 6 a−1, we get
b 6
∥∥∥B (B∗B)−1∥∥∥2
B(H−,H+)
‖A11‖B(H+,1) +
1
a
∥∥∥A21B (B∗B)−1∥∥∥
B(H−,H+,2)
∥∥∥(B∗B)−1B∗A12∥∥∥
B(H+,2,H−)
.
Moreover,∥∥∥A21B (B∗B)−1∥∥∥
B(H−,H+,2)
6
∥∥∥[Ls]21 B (B∗B)−1∥∥∥
B(H−,H+,2)
+
∥∥∥[La]21B (B∗B)−1∥∥∥
B(H−,H+,2)
.
Since
(
[Ls]21B (B∗B)−1
)∗
= (B∗B)
−1
B∗ [Ls]12 while
(
[La]21 PB (B∗B)−1
)∗
= − (B∗B)−1B∗ [La]12,
and recalling that the norms of a bounded operator and its adjoint are the same,∥∥∥A21B (B∗B)−1∥∥∥
B(H−,H+,2)
∥∥∥(B∗B)−1B∗A12∥∥∥
B(H+,2,H−)
6
(∥∥∥[La]21B (B∗B)−1∥∥∥
B(H−,H+,2)
+
∥∥∥[Ls]21 B (B∗B)−1∥∥∥
B(H−,H+,2)
)2
6
(∥∥∥(1−Π)L2aΠ(B∗B)−1∥∥∥2
B(H−,H+)
+
∥∥∥(IdH+ − P )LsPB (B∗B)−1∥∥∥
B(H−,H+,2)
)2
,
where we used (7). This leads to (5).
2.3 Estimates on other operators in (3)
Let us now turn to the estimation of the other operators entering (3), relying on Lemma 3. The
reversibility property stated in Assumption 5 is used here to prove that B∗A−1B and its inverse
are in fact symmetric.
Lemma 3. Suppose that Assumptions 1 to 5 hold. Then, PLaP = 0 and
(
B∗A−1B
)−1
=(
B∗
[
A−1
]
s
B
)−1
.
Proof. Note that by Assumption 5, it holds RAR = A∗, which implies that RA−1R = (A∗)−1 and
A−1R = R (A∗)−1. Moreover, RP = −P since RB = (1 − Π)RLaΠ = −(1 − Π)LaRΠ = −(1 −
Π)LaΠ = −B. A similar computation shows that PR = −P . Therefore, PLaP = PLaR2P =
−PRLaRP = −PLaP , so PLaP = 0. Moreover,
PA−1P = PA−1R2P = PR (A∗)−1RP = P (A∗)−1 P.
This shows that [
A−1
]
11
= PA−1P =
1
2
P
(
A−1 + (A∗)
−1
)
P = P
[
A−1
]
s
P
is symmetric, which implies B∗A−1B = B∗
[
A−1
]
s
B. The same equality then holds for the
inverses of these operators.
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We next write
(
B∗A−1B
)−1
B∗A−1 = ST , where
S =
(
B∗
[
A−1
]
s
B
)−1
B∗
[
A−1
]1/2
s
: H+ → H−, T =
[
A−1
]−1/2
s
A−1 : H+ → H+.
Note that SS∗ =
(
B∗
[
A−1
]
s
B
)−1
, so that ‖S‖B(H+,H−) = ‖SS∗‖1/2B(H−) =
√
b. Moreover,
T ∗T = (A∗)
−1 [
A−1
]−1
s
A−1 = 2
(
A
[
A−1 + (A∗)
−1
]
A∗
)−1
= 2(A+A∗)−1 = (−Ls)−1,
where Ls in the last equality is considered as an operator on H+. This shows that ‖T ‖B(H+) =
‖T ∗T ‖1/2B(H+) 6 a−1/2. In conclusion,∥∥∥(B∗A−1B)−1B∗A−1∥∥∥
B(H+,H−)
6
√
b
a
.
A similar computation shows that∥∥∥A−1B (B∗A−1B)−1∥∥∥
B(H+,H−)
6
√
b
a
.
Let us finally turn to the operator
A−1B
(
B∗A−1B
)−1
B∗A−1 = T˜ P˜ T,
where T˜ = A−1
[
A−1
]−1/2
s
: H+ → H+ and, with Q =
[
A−1
]1/2
s
B : H− → H+,
P˜ = Q (Q∗Q)−1Q∗
is a projector with range in H+. This shows that
∥∥∥P˜∥∥∥
B(H+)
= 1. A simple computation, similar
to the one for T , leads to
∥∥∥T˜∥∥∥
B(H+)
6 a−1/2, so that
∥∥∥A−1B (B∗A−1B)−1B∗A−1∥∥∥
B(H+)
6
1
a
.
In conclusion,
‖L−1‖B(H) 6
(
b+ 2
√
b
a
+
1
a
)
6 2
(
b+
1
a
)
,
from which Theorem 1 follows in view of (5).
3 Applications and extensions
3.1 Langevin dynamics
For Langevin dynamics (also known as underdamped Langevin dynamics, or kinetic Langevin dy-
namics in some communities), the reference measure is the phase-space canonical measure defined
on X = D × Rd with D = Td or Rd, which reads
µ(dq dp) = ν(dq)κ(dp), ν(dq) = Z−1ν e
−βV (q) dq, κ(dp) = Z−1κ e
−βU(p) dp. (8)
The dynamics reads, for some positive friction γ > 0,
dqt = ∇U(pt) dt,
dpt = −∇V (qt) dt− γ∇U(pt) dt+
√
2γ
β
dWt.
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Dynamics in an extended space can also be considered, as we shall see in Section 3.3. Note also that
while for the classical Langevin dynamics the kinetic energy is simply U(p) = |p|2/2, we consider
a general kinetic energy U in order to emphasize the structure of the dynamics. In particular, ∇U
can vanish on an open set, in which case the generator associated with the corresponding Langevin
dynamics is not hypoelliptic [73]. The antisymmetric part of the generator is the generator of the
Hamiltonian dynamics
La = Lham = ∇U(p)T∇q −∇V (q)T∇p, (9)
while the symmetric part is Ls = γLFD with
LFD = −∇U(p)T∇p + 1
β
∆p = − 1
β
∇∗p∇p. (10)
When the kinetic energy is quadratic, the choice (10) corresponds to considering an Ornstein–
Uhlenbeck process on the momenta. The projector Π is
(Πϕ)(q) =
∫
Rd
ϕ(q, p)κ(dp). (11)
Simple computations show that Assumptions 1 and 5 hold true, upon choosing the momentum
reversal operator Rf(q, p) = f(q,−p) in Assumption 5.
3.1.1 General estimates
We assume that ν and κ satisfy Poincare´ inequalities. As we will see below, we also need growth
conditions on the potential in order to apply some results from [31]; as well as moment estimates
for derivatives of U . To state them, we denote by ∂αp = ∂
α1
p1 . . . ∂
αd
pd
and |α| = α1 + · · · + αd for
any α = (α1, . . . , αd) ∈ Nd.
Assumption 6. The functions U, V are smooth and such that e−βV ∈ L1(D) and e−βU ∈ L1(Rd).
There exist Kν ,Kκ ∈ R+ such that, for any (φ, ϕ) ∈ H1(ν)×H1(κ),∥∥∥∥φ− ∫
D
φdν
∥∥∥∥
L2(ν)
6
1
Kν
‖∇qφ‖L2(ν),
∥∥∥∥ϕ− ∫
Rd
ϕdκ
∥∥∥∥
L2(κ)
6
1
Kκ
‖∇pϕ‖L2(κ).
Moreover, there exist c1 > 0, c2 ∈ [0, 1) and c3 > 0 such that
∆V 6 c1d+
c2β
2
|∇V |2, ∣∣∇2V ∣∣2 = d∑
i,j=1
∣∣∂xi∂xjV ∣∣2 6 c3 (d+ |∇V |2) , (12)
where | · | denotes the standard Euclidean norm on Rd. Finally, the kinetic energy U is such that
∂αp U belongs to L
2(κ) for any |α| 6 3, and (∂αU)(∂α′U) is in L2(κ) for |α| 6 2 and |α′| = 1.
We refer to [6] for simple conditions on U and V that ensure the Poincare´ inequalities hold.
The scaling with respect to the dimension of the constants in the bounds (12) is motivated by the
case of separable potentials for which V (q) = v(q1) + · · ·+ v(qd) for some smooth one dimensional
function v, which corresponds to tensorized probability measures. The bounds (12) then follow
from the inequalities
v′′ 6 c1 +
c2β
2
(v′)2, |v′′| 6 c3
√
1 + |v′|2.
The scaling of the constants should be similar for particles on a lattice (such as one dimensional
atom chains) with finite interaction ranges, or systems for which correlations between degrees of
freedom are bounded with respect to the dimension, in the sense that each column/line of the
matrix ∇2V has a finite number of nonzero entries. Note finally that a careful inspection of the
proof of Lemma 6 shows that it would be possible to choose c2 ∈ [0, 2), but the final estimates
would be more cumbersome to write, which is why we stick to the condition c2 ∈ [0, 1).
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The Poincare´ inequality in the momentum variable implies that Assumption 2 holds with
a = γ
Kκ
β
.
To check Assumptions 3 and 4, we use ∂∗pi = −∂pi +β∂piU and ∂∗qi = −∂qi +β∂qiV to rewrite the
generators as
LFD = − 1
β
d∑
i=1
∂∗pi∂pi , Lham =
1
β
d∑
i=1
∂∗pi∂qi − ∂∗qi∂pi .
We also use the following rules
∂piΠ = 0, Π∂
∗
pi = 0, [∂pi , ∂
∗
pj ] = β∂
2
pi,pjU,
to obtain
B∗B =
1
β
∇∗qM∇qΠ =
1
β
d∑
i,j=1
Mij∂∗qi∂qjΠ, M =
∫
Rd
∇2U dκ = β
∫
Rd
∇U ⊗∇U dκ.
Note that M is a symmetric positive definite matrix. Denoting by λmin(M) > 0 the smallest
eigenvalue of M, we obtain, for a smooth function ϕ with compact support and average 0 with
respect to µ,
‖Bϕ‖2L2(µ) =
1
β
∫
D
(∇qΠϕ)T M∇qΠϕdν > λmin(M)
β
‖∇qΠϕ‖2L2(ν) >
λmin(M)K2ν
β
‖Πϕ‖2L2(µ),
where we used the Poincare´ inequality for ν in the last step. This shows that Assumption 3 holds
true with
ρ = Kν
√
λmin(M)
β
.
We finally turn to Assumption 4. Note first that
−B∗LFDB = 1
β
∇∗qN∇qΠ, N =
∫
Rd
(∇2U)2 dκ,
so that
−PLFDP = 1
β5
d∑
i,j=1
SijTij , Sij = ∂
∗
piΠ∂pj , Tij = ∂qi T˜ ∂
∗
qj ,
with T˜ =
(∇∗qM∇q)−1∇∗qN∇q (∇∗qM∇q)−1 a well defined operator on H−. Note that Sij
is bounded since it is the composition of operators of the form Π∂pk and their adjoints, such
operators being bounded because, by an integration by parts,
Π∂pkϕ = β
∫
Rd
ϕ∂pkU dκ,
so that
‖Π∂pkϕ‖L2(µ) 6 β‖∂pkU‖L2(µ)‖ϕ‖L2(µ).
The operators Tij are also easily seen to be bounded. This allows to conclude that PLFDP is
bounded.
Let us now consider (1−Π)L2aΠ(B∗B)−1. First, for a smooth function ϕ with compact support,
we compute L2aΠ = ∇U ⊗∇U : ∇2qΠ−∇V T∇2U∇qΠ, and therefore
(1−Π)L2aΠϕ =
d∑
i,j=1
Sij∂2qi,qjΠϕ− Tij (∂qiV ) ∂qjΠ, (13)
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with
Sij =
[
(∂piU)
(
∂pjU
)− 1
β
Mij
]
, Tij = ∂2pi,pjU −Mij . (14)
The boundedness of (1−Π)L2aΠ(B∗B)−1 then follows from the fact that the operators ∂2qi,qjΠ(B∗B)−1
and (∂qiV ) ∂qjΠ(B
∗B)
−1
are bounded on H− (in view of (12), see respectively [31, Proposi-
tion 5] and [73, Lemma A.4]; see also Proposition 1 and Lemma 6 below). Note that, for stan-
dard quadratic kinetic energies with identity mass matrix, the action of (1 − Π)L2aΠ is simply
(p⊗ p− β−1Id) : ∇2qΠ.
Let us finally consider the last operator to bound in Assumption 4. Note that, since B = PLaΠ,
the following equality holds as operators from H− to H+:
(IdH+ − P )LFDPLaΠ(B∗B)−1 = −
1
β2
d∑
i=1
(IdH+ − P )Ti∂qi (B∗B)−1 , Ti =
d∑
j=1
∂∗pj∂pj∂
∗
piΠ.
The result then follows from the fact that ∂qi (B
∗B)
−1
is bounded on H−, and Ti is a bounded
operator in L2(κ), because of the L2 bounds on the derivatives of U (see Assumption 6). Remark
that (IdH+ − P )TiP = 0 for quadratic kinetic energies with diagonal mass matrices, so that
(IdH+ − P )LFDPLaΠ(B∗B)−1 = 0 in that case.
Finally, by gathering all estimates, we obtain that
‖L−1‖B(L20(µ)) 6
2βγ
λmin(M)K2ν
‖PLFDP‖B(H−)
+
4β
γKκ
(
1
2
+
∥∥∥(1 −Π)L2hamΠ(B∗B)−1∥∥∥2
B(H−,H+)
+ γ
∥∥∥(IdH+ − P )LFDPLhamΠ(B∗B)−1∥∥∥2
B(H−,H+)
)
,
(15)
which indeed scales as min(γ, γ−1), as noted in various previous works.
3.1.2 Scaling with the dimension
The aim of this section is to make precise the dependence on the dimension of the various terms
in (15). We consider to this end the standard situation where the kinetic energy is quadratic and
where all degrees of freedom are associated with the same mass m > 0, i.e.
U(p) =
d∑
i=1
u(pi), u(p) =
p2
2m
. (16)
In this case, κ(dp) is a tensor product of Gaussian measures with variances m/β, so that the
Poincare´ constant is K2κ = β/m.
In addition to Assumption 6, and similarly to what is done in [22], we consider two possible
conditions on the potential energy: (i) V is convex; (ii) the Hessian of V is bounded below as
∇2qV > −KId for some K ∈ R+. Notice that the second condition implies the first one when
K = 0. The following result, whose proof is postponed to Section 3.1.3, is key in understanding
the dependence on the dimension of the bound provided by (15).
Proposition 1. Suppose that Assumption 6 holds. Then,∥∥∥(1−Π)L2hamΠ(B∗B)−1∥∥∥2
B(H−,H+)
6 2
(
C +
C
′
K2ν
)
,
where C and C
′
can be chosen as:
(i) If V is convex, then C = 1 and C
′
= 0;
(ii) If ∇2qV > −KId for some K > 0, then C = 1 and C
′
= K;
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(iii) In the general case (Assumption 6), C = 2 and C′ = 2c3
[√
d+ 2max
(
8c3
β2
,
√
c1d
β
)]
.
The scaling with respect to the dimension of the bound for item (iii) above is better than the
one in [22], thanks to refined estimates in the proofs of Lemmas 4 and 6 below (the latter lemma
being directly obtained from [81, Lemma A.24]).
Let us finally look precisely at the scaling with the dimension of the various terms in (15). First,
M = m−1Id so that λmin(M) = m−1. Consider next PLFDP . Since LFDLhamΠ = −LhamΠ/m
and therefore B∗LFDB = −B∗B/m, it holds PLFDP = −P/m. Since P is an orthogonal projector
by Lemma 1, we finally obtain ‖PLFDP‖B(H−) 6 m−1. Moreover, (IdH+ − P )LFDP = 0 since
LFDP = −P/m by the above computations. The estimates we derived can finally be summarized
as
‖L−1‖B(L20(µ)) 6
2βγ
K2ν
+
4m
γ
(
1
2
+
∥∥∥(1−Π)L2aΠ(B∗B)−1∥∥∥2
B(H−,H+)
)
,
where the operator norm on the right hand side can be bounded using Proposition 1. In order to
discuss more precisely the dependence on the dimension, we would need to understand how the
Poincare´ constant and c1, c2, c3 in Assumption 6 depend on the dimension:
(i) As discussed after Assumption 6, c1, c2, c3 can be chosen independently of the dimension for
simple systems (in particular for separable potentials, in which case the Langevin dynamics
can be seen as the juxtaposition of d one dimensional Langevin dynamics).
(ii) When ∇2V > R Id with R > 0, the Poincare´ constant K2ν is bounded from below by the
positive constant βR by the celebrated Bakry–Emery criterion [8], independently of the
dimension. For separable potentials, the Poincare´ constant for the full measure is dimension-
free as long as the distribution of a single position itself satisfies a Poincare´ inequality, by
the tensorization property.
These considerations allow to further make precise the estimates on the resolvent.
3.1.3 Proof of Proposition 1
We start by noting that, for the quadratic kinetic energy (16), the expressions (13)-(14) simplify
as
∀1 6 i, j 6 d, Sij = pipj
m2
− 1
mβ
δi,j , Tij = 0,
and
(1 −Π)L2aΠ(B∗B)−1ϕ =
d∑
i,j=1
Sij∂2qi,qjΠ(B∗B)−1ϕ.
Besides, a simple computation gives ‖Sij‖2L2(κ) = 1/(m2β2) for i 6= j, and ‖Sii‖2L2(κ) = 2/(m2β2),
as well as 〈Sij , Skl〉L2(κ) = 0 when {i, j} 6= {k, l}. Therefore,
∥∥∥(1−Π)L2aΠ(B∗B)−1ϕ∥∥∥2
L2(µ)
=
d∑
i,j=1
‖Sij‖2L2(κ)
∥∥∥∂2qi,qjΠ(B∗B)−1ϕ∥∥∥2
L2(ν)
6
2
m2β2
d∑
i,j=1
∥∥∥∂2qi,qjΠ(B∗B)−1ϕ∥∥∥2L2(ν) = 2m2β2
∥∥∥∇2qΠ(B∗B)−1ϕ∥∥∥2
L2(ν)
= 2
∥∥∥∇2q(∇∗q∇q)−1Πϕ∥∥∥2
L2(ν)
,
where we used in the last equality that B∗B = (mβ)−1∇∗q∇qΠ. The proof is then directly obtained
from the two following technical results.
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Lemma 4. It holds, with the same constants C,C
′ ∈ R+ as in Proposition 1,
∀u ∈ H2(ν), ∥∥∇2u∥∥2
L2(ν)
=
d∑
i,j=1
∥∥∥∂2qi,qju∥∥∥2L2(ν) 6 C‖∇∗q∇qu‖2L2(ν) + C ′‖∇qu‖2L2(ν).
Lemma 5. For any h ∈ L20(ν), there exists a unique solution g ∈ H2(ν) to the equation ∇∗q∇qg =
h, which satisfies
‖∇qg‖2L2(ν) 6
1
K2ν
‖h‖2L2(ν). (17)
To prove these results, we need the following lemma.
Lemma 6. Suppose that Assumption 6 holds. Then,
∀φ ∈ H1(ν), ‖φ∇V ‖2L2(ν) 6
16
β2
‖∇φ‖2L2(ν) +
4dc1
β
‖φ‖2L2(ν). (18)
Proof. We closely follow the proof of [81, Lemma A.24], precisely keeping track of all constants
(which leads to estimates with a better scaling than in [22, Lemma 2.2]). First, for a given function
ϕ ∈ C∞(D) with compact support,
‖φ∇V ‖2L2(ν) =
∫
D
φ2|∇V |2 dν = 1
β
∫
D
div
(
φ2∇V ) dν = 2
β
∫
D
φ∇φ · ∇V dν + 1
β
∫
D
φ2∆V dν,
so that, in view of Assumption 6,
‖φ∇V ‖2L2(ν) 6
2
β
‖∇φ‖L2(ν) ‖φ∇V ‖L2(ν) +
c1d
β
‖φ‖2L2(ν) +
c2
2
‖φ∇V ‖2L2(ν).
By a Young inequality with parameter η > 0, we then obtain(
1− c2
2
− η
β
)
‖φ∇V ‖2L2(ν) 6
1
βη
‖∇φ‖2L2(ν) +
c1d
β
‖φ‖2L2(ν).
Choosing η = β/4 and recalling that c2 ∈ [0, 1) provides the claimed estimate by the density of
C∞(D) functions with compact support in H1(ν).
We can finally turn to the proofs of Lemmas 4 and 5.
Proof of Lemma 4. We follow the proof of [22, Lemma 2.3], which relies on Bochner’s formula
d∑
i,j=1
∣∣∣∂2qi,qju∣∣∣2 = ∇qu · ∇q (∇∗q∇qu)− (∇qu)T∇2qV∇qu−∇∗q∇q
(
|∇qu|2
2
)
,
to write
d∑
i,j=1
∥∥∥∂2qi,qju∥∥∥2
L2(ν)
=
∥∥∇∗q∇qu∥∥2L2(ν) − ∫ (∇qu)T∇2qV∇qu dν. (19)
This already gives the desired result when either V is convex (i.e. ∇2V > 0) or ∇2V > −KId.
Let us next consider the general case given by Assumption 6. Note that |∇2V | 6 c3(
√
d+|∇V |).
We first obtain from (19) that∥∥∇2qu∥∥2L2(ν) 6 ∥∥∇∗q∇qu∥∥2L2(ν) + c3√d‖∇qu‖2L2(ν) + c3‖∇qu‖L2(ν) ‖|∇qu| |∇qV |‖L2(ν) . (20)
Note that, from (18),
‖|∇qu| |∇qV |‖2L2(ν) =
d∑
i=1
‖∂qiu∇qV ‖2L2(ν) 6
d∑
i=1
16
β2
‖∇(∂qiu)‖2L2(ν) +
4dc1
β
‖∂qiu‖2L2(ν)
6
16
β2
∥∥∇2qu∥∥2L2(ν) + 4dc1β ‖∇qu‖2L2(ν) .
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Using a Young inequality to bound the last term on the right hand side of (20) with the inequality
above then leads to∥∥∇2qu∥∥2L2(ν) 6 ∥∥∇∗q∇qu∥∥2L2(ν) + c3
(√
d+
1
2η
)
‖∇qu‖2L2(ν) +
c3η
2
(
16
β2
∥∥∇2qu∥∥2L2(ν) + 4dc1β ‖∇qu‖2L2(ν)
)
,
and finally(
1− 8c3η
β2
)∥∥∇2qu∥∥2L2(ν) 6 ∥∥∇∗q∇qu∥∥2L2(ν) + c3
(√
d+
1
2η
+
2ηdc1
β
)
‖∇qu‖2L2(ν) .
We next choose η = β2ε/(8c3) for some ε ∈ (0, 1) to be determined, so that∥∥∇2qu∥∥2L2(ν) 6 11− ε [∥∥∇∗q∇qu∥∥2L2(ν) + Ld,ε ‖∇qu‖2L2(ν)] ,
with
Ld,ε = c3
(√
d+
a
ε
+ bε
)
, a =
4c3
β2
, b =
βc1d
4c3
.
When d is large, one should choose ε small enough in order for bε to have a limited growth. Such
a choice implies that the denominator 1 − ε in the expression of Ld,ε will be close to 1. In order
to balance the diverging term a/ε as ε→ 0, one should set ε =√a/b. We however want to keep
ε 6 1/2 in all cases, which suggests choosing
ε = min
(
1
2
,
√
a
b
)
,
in which case (using that b 6 4a when ε = 1/2)
Ld,ε = c3
[√
d+ 2max
(
2a,
√
ab
)]
= c3
[√
d+ 2max
(
8c3
β2
,
√
c1d
β
)]
.
The conclusion then follows from the fact that 1− ε > 1/2.
Proof of Lemma 5. The existence and uniqueness of the solution v ∈ H1(ν) of the Poisson equa-
tion∇∗q∇qv = w for w ∈ H−1(ν) with 〈w,1〉H−1,H1 = 0 is obtained with the Lax–Milgram theorem
(see the proof of [22, Lemma 2.4] for a detailed presentation in a similar situation). Moreover, the
estimate (17) directly follows by multiplying both sides of the equation by v, integrating against ν,
and using the Poincare´ inequality for ν (see Assumption 6).
Consider next the solution g defined in the statement of the lemma. By differentiating the
equation ∇∗q∇qg = h, we obtain, in the sense of distributions,
∇∗q∇q∂qig = ∂qig − β∇qg · ∇q∂qiV.
The right hand side is by construction in the range of ∇∗q , hence has average 0 with respect to ν.
Moreover, since g ∈ H1(ν), the function ∇qg · ∇q (∂qiV ) belongs to L2(ν) by [81, Lemma A.24,
item (ii)], so that the right hand side of the above equation is in H−1(ν). This implies that
∂qig ∈ H1(ν) for all 1 6 i 6 d by the above regularity result, so that finally g ∈ H2(ν).
3.1.4 Improving the dependence on the dimension under a log-Sobolev inequality
It is possible to improve the dependence on the dimension from
√
d to log d in the third part
of Proposition 1, but under some extra assumptions on the potential, and if we strengthen the
Poincare´ inequality assumption into a logarithmic Sobolev inequality.
Definition 1. A probability measure ν on D is said to satisfy a logarithmic Sobolev inequality
with constant CLSI if
∀f ∈ C∞0 (D), Entν(f2) :=
∫
D
f2 log f2 dν − ‖f‖2L2(ν) log ‖f‖2L2(ν) 6 CLSI‖∇f‖2L2(ν).
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This inequality is strictly stronger than the Poincare´ inequality we used above. However, it
is still valid for uniformly log-concave distributions, and tensorizes with dimension-free constants.
We refer to [53] for background information, and more general sufficient conditions for LSI to hold.
To state the result giving bounds on the resolvent with respect to the dimension, we define, for a
matrix M ∈ Rd×d, the operator norm
‖M‖B(ℓ2) = sup
|ξ|61
|Mξ|.
We also denote by |ξ|∞ = max(|ξ1|, . . . , |ξd|) the ℓ∞ norm on Rd.
Proposition 2. Consider the quadratic kinetic energy (16). Assume that e−βV ∈ L1(D), that ν
satisfies a logarithmic Sobolev inequality, and that
∀x ∈ Rd, ∥∥∇2V (x)∥∥
B(ℓ2)
6 c3 (1 + |∇V (x)|∞) . (21)
Then the conclusion of Proposition 1 holds true with
C = 2, C′ = 2
(
c3 +
1
2c3CLSI
(
log d+ log
(
max
i=1,...,d
∫
e2c3CLSI|∂iV | dν
)))
.
Note that for this proposition to be useful, we implicitly assume the exponential integrability
of the partial derivatives of V with respect to ν. If we look at nice enough separable potentials,
the dependence of C′ on the dimension is of order log d, since the other quantities involved in the
bound are dimension-free. Note that the assumption (21), while natural for separable potentials,
is not invariant under a change of orthonormal basis.
The proof follows the same general approach as that of Proposition 1, but with the extra
assumption on V , (20) can be replaced by∥∥∇2u∥∥2
L2(ν)
6
∥∥∇∗q∇qu∥∥2L2(ν) + c3‖∇qu‖2L2(ν) + c3 ∫ |∇qu|2|∇V |∞dν. (22)
We cannot use Lemma 6 to control the last term in the above equation, but use instead the
following classical entropy inequality: for g bounded measurable,∫
D
f2g dν 6 Entν(f
2) + ‖f‖2L2(ν) log
(∫
D
eg dν
)
.
This inequality is an immediate consequence of the fact that the entropy is the Legendre transform
of the log-Laplace functional, with respect to the duality between functions and measures, i.e.
Entν(f
2) = sup
{∫
D
f2g dν − ‖f‖2L2(ν) log
∫
D
eg dν, g bounded measurable
}
.
As a consequence, we obtain a bound of the form∫
D
|∇qu|2|∇V |∞ dν 6 1
c
Entν(|∇qu|2) + 1
c
‖∇qu‖2L2(ν) log
(∫
D
ec|∇V |∞ dν
)
,
with c > 0 a constant to be adjusted later. When ν satisfies a logarithmic Sobolev inequality,
the first factor on the right-hand side can be controlled by CLSI‖∇2qu‖2L2(ν), using the inequality
|∇|∇f ||2 6 |∇2f |2. The second factor can be bounded as
log
(∫
D
ec|∇V |∞ dν
)
6 log
(
d∑
i=1
∫
D
ec|∂qiV |∞ dν
)
6 log d+ log
(
max
i=1,...,d
∫
D
ec|∂qiV | dν
)
,
which is of order log d for typical potentials, including separable potentials under an exponential
integrability assumption. Note that a logarithmic scaling in d is typically correct for maximas of d
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independent quantities (which here would correspond to the case of a separable potential). We
therefore obtain the bound∥∥∇2u∥∥2
L2(ν)
6
∥∥∇∗q∇qu∥∥2L2(ν) + c3‖∇qu‖2L2(ν)
+
c3CLSI
c
∥∥∇2u∥∥2
L2(ν)
+
1
c
‖∇qu‖2L2(ν)
[
log d+ log
(
max
i=1,...,d
∫
D
ec|∂iV | dν
)]
.
(23)
Taking c = ε−1c3CLSI leads to∥∥∇2u∥∥2
L2(ν)
6
1
1− ε
∥∥∇∗q∇qu∥∥2L2(ν) + L′d,ε‖∇qu‖2L2(ν),
with
L′d,ε :=
1
1− ε
(
c3 +
ε
c3CLSI
[
log d+ log
(
max
i=1,...,d
∫
D
eε
−1c3CLSI|∂iV | dν
)])
.
We next take ε = 1/2 and follow the same reasoning as in the end of the proof of Proposition 1
to conclude.
3.2 Linear Boltzmann equation
We still consider (9) for the antisymmetric part of the dynamics, but change the symmetric part
to
Ls = γ(Π− 1), (24)
with Π defined in (11). The choice (24) implies that the stochastic dynamics is a Piecewise Deter-
ministic Markov Process where Hamiltonian trajectories are interrupted at random exponential
times by a resampling of the momenta according to κ.
All the computations of Section 3.1.1 are valid upon taking a = γ. The only changes that need
to be made are in the verification of Assumption 4. First, as Ran(P ) ⊂ Ran(1 −Π) we have
PLsP = P (I −Π)P = P 2 = P,
which immediately implies that ‖PLsP‖B(H+,1) = 1. Next, (IdH+−P )LsPLaΠ(B∗B)−1 = 0 since
(IdH+−P )LsP = 0. Eventually, the boundedness of (1−Π)L2aΠ(B∗B)−1 is obtained exactly as in
Section 3.1, which concludes the verification of Assumption 4. Finally, by gathering all estimates
(and in fact refining (5) in this particular context), we obtain that
‖L−1‖B(L20(µ)) 6
2γ
‖∇U‖2L2(κ)K2ν
+
2
γ
(
1 +
∥∥∥(1−Π)L2hamΠ(B∗B)−1∥∥∥2
B(H−,H+)
)
,
which indeed scales as min(γ, γ−1). The scaling with respect to the dimension d can be tackled
as in Sections 3.1.2 and 3.1.4.
3.3 Adaptive Langevin
We show here how to apply the framework of Section 2 to Adaptive Langevin dynamics, which is a
Langevin dynamics in which the friction is a dynamical variable ξ ∈ R following some Nose´–Hoover
feedback dynamics. Therefore, x = (q, p, ξ) and X = D × Rd × R. We consider for simplicity the
case when
U(p) =
|p|2
2
=
1
2
d∑
i=1
p2i , (25)
and suppose that Assumption 6 holds true. After some suitable normalization (see [56]), the
invariant measure of the dynamics reads
m(dq dp dξ) = Z−1 exp
(
−β
[ |p|2
2
+ V (q) +
ξ2
2
])
dq dp dξ,
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and the generator is, for some ε > 0,
L = Lham + γLFD + 1
ε
LNH,
with LFD and Lham defined as in Section 3.1, and
LNH =
(
|p|2 − d
β
)
∂ξ − ξ pT∇p = 1
β2
(
(∂ξ − ∂∗ξ )∇∗p∇p +∆∗p∂ξ −∆p∂∗ξ
)
.
Therefore, Ls = γLFD as for standard Langevin dynamics, while La = Lham + ε−1LNH.
Assumptions 1, 2 and 5 hold true as for Langevin dynamics. A simple computation next shows
that
B∗B =
(
2d
β2ε2
∂∗ξ∂ξ +
1
β
∇∗q∇q
)
Π,
which, by tensorization of Poincare´ inequalities, implies that Assumption 3 holds with
ρ2 =
1
β
min
(
2d
ε2
,K2ν
)
.
Let us finally turn to Assumption 4. Computations similar to the ones performed for Langevin
dynamics show that PLFDP is bounded, and (IdH+ − P )LsPLaΠ(B∗B)−1 = 0 since (IdH+ −
P )LFDP = 0 for the choice (25). From the computations in the proof of [56, Lemma 2.7], there
exists R ∈ R+ such that∥∥∥(1−Π)L2aΠ(B∗B)−1∥∥∥
B(H−,H+)
6 Rmax
(
1,
1
ε
)
.
An application of Theorem 1 then allows to conclude that there exists C ∈ R+ such that
∀γ, ε > 0, ‖L−1‖B(L20(µ)) 6 Cmax
(
γε2, γ,
1
γ
,
1
γε2
)
,
which is the scaling which was found in [56].
A Generalized Poincare´-type inequalities
We show here how to obtain Poincare´-type inequalities, as recently derived in [4] and revisited
in [22], relying on the algebraic framework presented in Section 2. We assume in all this section
that La1 = 0 and that Ls is a negative operator. Let us emphasize that some arguments are
formal. The main interest of our presentation in our opinion is to make explicit the algebraic
framework behind the estimates obtained in [4, 22] for Langevin dynamics, in order to extend the
approach to other hypocoercive dynamics.
Poincare´-type inequality using the antisymmetric part of the generator. The aim is
to prove some bound of the form: There exists C1, C2 ∈ R+ such that
∀f ∈ C∞0 (X ),
∥∥f − 〈f,1〉L2(µ)∥∥L2(µ) 6 C1‖(1−Π)f‖L2(µ) +C2‖(1−Ls)−1/2Laf‖L2(µ). (26)
Note that, for Langevin dynamics,
∥∥(1 − Ls)−1/2·∥∥L2(µ) is a norm equivalent to the canonical norm
on L2(ν,H−1(κ)), so that (26) corresponds to the result in [4, Theorem 1.2].
To prove (26), we first note that, since ‖f‖L2(µ) 6 ‖(1−Π)f‖L2(µ) + ‖Πf‖L2(µ), it is sufficient
to prove that there exist C˜1 ∈ R+ such that, for any f ∈ C∞0 (X ),∥∥Πf − 〈f,1〉L2(µ)∥∥L2(µ) 6 C˜1‖(1−Π)f‖L2(µ) + C2‖(1− Ls)−1/2Laf‖L2(µ). (27)
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The inequality (26) then holds with C1 = 1 + C˜1. To obtain (27), we assume without loss of
generality that 〈f,1〉L2(µ) = 0 and compute
‖Πf‖2L2(µ) = 〈Bf,B (B∗B)−1Πf〉L2(µ)
= 〈LaΠf,B (B∗B)−1Πf〉L2(µ)
= 〈Laf,B (B∗B)−1Πf〉L2(µ) − 〈La(1−Π)f,B (B∗B)−1Πf〉L2(µ)
6 ‖(1− Ls)−1/2Laf‖L2(µ)
∥∥∥(1− Ls)1/2B (B∗B)−1Πf∥∥∥
L2(µ)
+ ‖(1− Π)f‖L2(µ)
∥∥∥(1 −Π)LaB (B∗B)−1Πf∥∥∥
L2(µ)
.
This implies that (27) holds with
C˜1 =
∥∥∥LaB (B∗B)−1∥∥∥
B(H−,H+)
, C2 =
∥∥∥(1 − Ls)1/2B (B∗B)−1∥∥∥
B(H−,H+)
, (28)
provided the operators under consideration are bounded, and where we used the fact that 1− Ls
and 1 − Π commute so that (1 − Ls)1/2B (B∗B)−1 is an operator from H− to H+. The first
operator is indeed bounded in view of Assumption 4; while the second one can be written as the
composition of (1− Ls)1/2P (bounded by Assumption 4) and (B∗1 )−1 = B (B∗B)−1 (bounded by
Lemma 1).
Space-time Poincare´ inequality (formal). It is possible to extend (26) to space time domains
[0, T ]×X , upon considering space-time operators. In this case, L is replaced by −∂t+L, considered
on the reference Hilbert space
HT =
{
ϕ ∈ L2(µ˜T )
∣∣∣ 〈ϕ,1〉L2(µ˜T ) = 0} ,
where
µ˜T (dt dx) = λT (dt)µ(dx), λT (dt) =
1
T
1[0,T ](t) dt.
The total antisymmetric part of the operator is then −∂t+La. The space-time Poincare´ inequality
proved in [4, 22] is of the form: For any f ∈ C∞0 ([0, T ]×X ),∥∥∥f − 〈f,1〉L2(µ˜T )∥∥∥L2(µ˜T ) 6 C1,T ‖(1−Π)f‖L2(µ˜T ) + C2,T ‖(1− Ls)−1/2 (−∂t + La) f‖L2(µ˜T ). (29)
In order to derive such inequalities, we replace the operator B in the derivation of (27) by
B˜ = −∂tΠ+B.
Let us emphasize that this operator does not correspond to the restriction of −∂t+Ls+Ls fromH−
to H+. Moreover, we need to make precise the boundary conditions in the time variable: in B˜, the
operator ∂t considered on L
2(]0, T [) has domain H1(]0, T [), which means that M = ∂t considered
on L2(µ˜T ) has domain
D(M) =
{
ϕ ∈ L2(µ˜T )
∣∣ ∂tϕ ∈ L2(µ˜T )} .
Since the adjoint of ∂t with domain H
1(]0, T [) is −∂t with domain H10 (]0, T [) (see for instance [76,
Section 2.2]), the adjoint M∗ has domain
D (M∗) =
{
ϕ ∈ L2(µ˜T )
∣∣ ∂tϕ ∈ L2(µ˜T ), ϕ(0) = ϕ(T ) = 0} .
and action −∂t. This shows that M∗M has to be understood as the time Laplacian −∂2t with
domain
D (M∗M) =
{
ϕ ∈ L2(µ˜T )
∣∣ ∂tϕ ∈ L2(µ˜T ), ∂2t ϕ ∈ L2(µ˜T ), ∂tϕ(0) = ∂tϕ(T ) = 0} ,
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which corresponds to Neumann boundary conditions in the time variable.
Note that, when ∂t and B commute (which is the case for time-homogeneous dynamics), it
holds, with adjoints taken on L2(µ˜T ),
B˜∗B˜ = −∂2tΠ+B∗B.
The latter operator is understood with Neumann boundary conditions in time, which means that,
in order to solve the equation B˜∗B˜Φ = ϕ and define the inverse, we rely on the same variational
formulation as in [22, Lemma 2.4], which corresponds to considering the Friedrichs extension
of B˜∗B˜ (see [26, Section 7.2] for the Friedrichs extension of the Laplacian with Neumann boundary
conditions):
Q[ϕ, φ] =
〈
B˜ϕ, B˜φ
〉
L2(µ˜T )
= 〈∂tΠϕ, ∂tΠφ〉L2(µ˜T ) + 〈Bϕ,Bφ〉L2(µ˜T ) .
Since λT satisfies a Poincare´ inequality for the time variable, we have the following result.
Lemma 7. Suppose that Assumption 3 holds. Then, for any ϕ ∈ C∞([0, T ] × X ) with compact
support, ∥∥∥B˜ϕ∥∥∥
L2(µ˜T )
> ρT
∥∥∥Πϕ− 〈Πϕ,1〉L2(µ˜T )∥∥∥L2(µ˜T ) , ρT = min
(
ρ,
π
T
)
.
Proof. The proof relies on a standard procedure for tensorized Poincare´ inequalities. Fix ϕ ∈
C∞([0, T ] × X ), and introduce the projector P which corresponds to averaging out the time
variable:
(Pϕ)(x) =
1
T
∫ T
0
ϕ(t, x) dt.
Then,∥∥∥Πϕ− 〈Πϕ,1〉L2(µ˜T )∥∥∥2L2(µ˜T ) = ‖Πϕ−PΠϕ‖2L2(µ˜T ) +
∥∥∥PΠϕ− 〈Πϕ,1〉L2(µ˜T )∥∥∥2L2(µ˜T )
=
∫
X
[
1
T
∫ T
0
|(Πϕ)(t, x) − (PΠϕ)(x)|2 dt
]
µ(dx) +
∥∥∥PΠϕ− 〈Πϕ,1〉L2(µ˜T )∥∥∥2L2(µ) ,
where we used the fact that the function appearing in the second term on the right-hand side
does not depend on time to change the norm from the one on L2(µ˜T ) to the one on L
2(µ). For
the first term, we use a Poincare´ inequality in the time variable for each value of x and integrate
over µ(dx); while the second term is upper bounded with Assumption 3. This leads to∥∥∥Πϕ− 〈Πϕ,1〉L2(µ˜T )∥∥∥2L2(µ˜T ) 6 T
2
π2
‖∂tΠϕ‖2L2(µ˜T ) +
1
ρ2
‖BPϕ‖2L2(µ)
6
T 2
π2
‖∂tΠϕ‖2L2(µ˜T ) +
1
ρ2
‖Bϕ‖2L2(µ˜T ) ,
where we used in the last step that P and B commute, as well as a Cauchy–Schwarz inequality
with respect to λT . This leads to∥∥∥Πϕ − 〈Πϕ,1〉L2(µ˜T )∥∥∥2L2(µ˜T ) 6 max
(
T 2
π2
,
1
ρ2
)
Q[ϕ, ϕ],
and provides the desired conclusion.
Lemma 7 shows in particular that the bilinear form Q is continuous and coercive on the form
domain
KT =
{
φ ∈ HT
∣∣∣Πϕ = ϕ, B˜φ ∈ L2(µ˜T )} ,
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endowed with the norm
‖φ‖KT =
√
‖φ‖2L2(µ˜T ) +
∥∥∥B˜φ∥∥∥2
L2(µ˜T )
.
We can therefore resort to the Lax–Milgram theorem to ensure the existence and uniqueness of
the solution in KT of the following equation: For any ϕ ∈ HT , there exists a unique Φ ∈ KT such
that
∀ψ ∈ KT , Q[Φ, ψ] = 〈Πϕ, ψ〉L2(µ˜T ) ,
which defines Φ =
(
B˜∗B˜
)−1
Πϕ, with the estimate
∥∥∥B˜Φ∥∥∥
L2(µ˜T )
6 ρ−1T ‖Πϕ‖L2(µ˜T ).
We can then follow the same manipulations as the ones leading to (26). We fix to this end a
function ϕ ∈ C∞([0, T ]×X ) with compact support. First, by definition of
(
B˜∗B˜
)−1
and denoting
by
F =
(
B˜∗B˜
)−1 [
Πf − 〈f,1〉L2(µ˜T )
]
,
it holds ∥∥∥Πf − 〈f,1〉L2(µ˜T )∥∥∥2L2(µ˜T ) = Q [F,Πf ] =
〈
B˜f, B˜F
〉
L2(µ˜T )
,
where we used B˜1 = 0 to obtain the second equality. Straightforward algebraic manipulations
(involving only taking adjoints with respect to the spatial variables) lead to∥∥∥Πf − 〈f,1〉L2(µ˜T )∥∥∥2L2(µ˜T ) =
〈
(−∂t + La) Πf, B˜F
〉
L2(µ˜T )
=
〈
(−∂t + La) f, B˜F
〉
L2(µ˜T )
−
〈
(−∂t + La) (1−Π)f, B˜F
〉
L2(µ˜T )
=
〈
(−∂t + La) f, B˜F
〉
L2(µ˜T )
+ 〈∂t(1−Π)f,BF 〉L2(µ˜T ) +
〈
(1 −Π)f, (1−Π)L2aΠF
〉
L2(µ˜T )
.
The first and the third terms can be dealt with as in (28), but the second term is problematic.
One would like to take the adjoint of ∂t, but this is not possible as such since LaΠF does not
belong to D(M∗) (there is no reason that it has Dirichlet boundary conditions in time). This is
why one needs to construct the test function F more carefully in order to ensure that BF has
Dirichlet boundary conditions; see [22, Lemma 2.6]. A naive and erroneous integration by parts
would otherwise lead to an inequality of the form (29), but with constants C1,T , C2,T bounded as
T → 0, which is impossible since it would imply an exponential convergence with prefactor 1 (see
Remark 2).
Exponential convergence. Let us finally show how to formally deduce an exponential conver-
gence from (29) (the complete rigorous argument would involve regularizations and truncations in
order to give a meaning to all time derivatives). For this, we consider
ϕ(t) = etLϕ0
for a given function ϕ0 ∈ H. Note first that ϕ(t) ∈ H for all t > 0, so that ϕ ∈ HT . Moreover,
t 7→ ‖ϕ(t)‖L2(µ) is non-increasing since
d
dt
(
1
2
‖ϕ(t)‖2L2(µ)
)
= 〈ϕ(t),Lsϕ(t)〉L2(µ) 6 0.
Finally, from the evolution equation satisfied by ϕ(t),
−Lsϕ(t) = (−∂t + La)ϕ(t) = (1 −Π)(−∂t + La)ϕ(t),
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which implies, upon applying (−Ls)−1/2 to both sides of the above equality, that
−〈ϕ(t),Lsϕ(t)〉L2(µ) =
∥∥∥(−Ls)1/2ϕ(t)∥∥∥2
L2(µ)
=
∥∥∥(−Ls)−1/2(−∂t + La)ϕ(t)∥∥∥2
L2(µ)
>
∥∥∥(1− Ls)−1/2(−∂t + La)ϕ(t)∥∥∥2
L2(µ)
.
Therefore, for any η ∈ (0, 1),
‖ϕ(T )‖2L2(µ) − ‖ϕ(0)‖2L2(µ) = 2T 〈ϕ,Lsϕ〉L2(µ˜T )
6 −2T (1− η)a ‖(1−Π)ϕ‖2L2(µ˜T ) − 2Tη
∥∥∥(1− Ls)−1/2 (−∂t + La)ϕ∥∥∥2
L2(µ˜T )
.
The choice η = aC22,T /(aC
2
2,T + C
2
1,T ) leads to
‖ϕ(T )‖2L2(µ) − ‖ϕ(0)‖2L2(µ)
6 − 2aT
aC22,T + C
2
1,T
(
C21,T ‖(1−Π)ϕ(t)‖2L2(µ˜T ) + C22,T
∥∥∥(1− Ls)−1/2 (−∂t + La)ϕ(t)∥∥∥2
L2(µ˜T )
)
6 − aT
aC22,T + C
2
1,T
(
C1,T ‖(1−Π)ϕ(t)‖L2(µ˜T ) + C2,T
∥∥∥(1− Ls)−1/2 (−∂t + La)ϕ(t)∥∥∥
L2(µ˜T )
)2
6 − aT
aC22,T + C
2
1,T
‖ϕ‖2L2(µ˜T ) 6 −
aT
aC22,T + C
2
1,T
‖ϕ(T )‖2L2(µ),
where we used the Poincare´ inequality (29), and the fact that t 7→ ‖ϕ(t)‖L2(µ) is non-increasing
in the last step. By rewriting this final inequality as
‖ϕ(T )‖2L2(µ) 6 αT ‖ϕ(0)‖2L2(µ), 0 6 αT =
(
1 +
aT
aC22,T + C
2
1,T
)−1
< 1,
we can then conclude to an exponential convergence as in [4, 22]. It is also possible to make
explicit the scaling with respect to the dimension and the friction coefficient γ in this setting, as
done for Langevin dynamics in Section 3.1.
Remark 2. If the constants C1,T , C2,T in (29) were uniformly bounded by values C1, C2 > 0 with
respect to T > 0, it would be possible to take the limit T → 0 in the above estimates. This would
lead to
d
dt
(
‖ϕ(t)‖2L2(µ)
)
6 − a
aC22 + C
2
1
‖ϕ(t)‖2L2(µ),
and hence to an exponential convergence without prefactor, which is clearly false since this would
imply the coercivity of the generator for the canonical scalar product on L2(µ). In [22], the con-
stant C1,T in (29) involves a term scaling as 1/T , which prevents taking the limit T → 0. It can
be traced back to the estimates on ψ′2 in [22, Lemma 2.6].
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