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QUANTIZATION COMMUTES WITH SINGULAR REDUCTION:
COTANGENT BUNDLES OF COMPACT LIE GROUPS
JORD BOEIJINK, KLAAS LANDSMAN, AND WALTER VAN SUIJLEKOM
Abstract. We analyze the ‘quantization commutes with reduction’ problem
(first studied in physics by Dirac, and known in the mathematical literature
also as the Guillemin–Sternberg Conjecture) for the conjugate action of a com-
pact connected Lie group G on its own cotangent bundle T ∗G. This example
is interesting because the momentum map is not proper and the ensuing sym-
plectic (or Marsden–Weinstein quotient) T ∗G//AdG is typically singular.
In the spirit of (modern) geometric quantization, our quantization of T ∗G
(with its standard Ka¨hler structure) is defined as the kernel of the Dolbeault–
Dirac operator (or, equivalently, the spinC–Dirac operator) twisted by the pre-
quantum line bundle. We show that this quantization of T ∗G reproduces the
Hilbert space found earlier by Hall (2002) using geometric quantization based
on a holomorphic polarization. We then define the quantization of the singular
quotient T ∗G//AdG as the kernel of the twisted Dolbeault–Dirac operator on
the principal stratum, and show that quantization commutes with reduction
in the sense that either way one obtains the same Hilbert space L2(T)W (G,T).
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2 JORD BOEIJINK, KLAAS LANDSMAN, AND WALTER VAN SUIJLEKOM
1. Introduction
Since this paper will soon become quite technical, we start with a conceptual
introduction meant to provide the appropriate context for our mathematical results.
The two great fundamental theories of physics, namely General Relativity and
the Standard Model (of elementary particle physics), involve specific (gauge) field
theories that are examples of constrained dynamical systems. This means that the
variables (or degrees of freedom) in which the theory is a priori defined are not the
physical ones, both because there are (initial value) constraints on these variables
and because some of them are actually physically equivalent; this redundancy has
to be removed by a reduction procedure that identifies such variables. These two
aspects of constrained systems—i.e., constraints and reduction—turn out to be
intimately linked, and both lead to problems in the quantization of such theories.
These problems partly (but by no means only) arise because the space of (duly
constrained) physical degrees of freedom is typically singular, i.e., not smooth.
Constrained systems and their potential quantization were first systematically
analyzed by Dirac [10], whose work was subsequently rewritten in the language of
symplectic geometry [1, 6, 60] (we do not discuss the alternative algebraic treat-
ment of constrained systems through the so-called BRST- or BV-formalisms here
[26]). Although the theories just mentioned have infinitely many degrees of freedom
(even after reduction), it is worth studying constrained systems with finitely many
variables, both as an exercise for field theory and because these are of interest to
mechanics in their own right [44, 45].
Among finite-dynamical constrained systems, the case of Marsden–Weinstein
reduction stands out because of the clean definition of the two steps of constraining
and reducing in terms of group actions on symplectic manifolds [1, 43, 45]. Indeed,
let M be a symplectic manifold and let some Lie group G act on M in strongly
Hamiltonian fashion, so that it has an associated momentum map j : M → g∗
(where g∗ is the dual of the Lie algebra g of G). Then j−1(0) is the subspace ofM on
which the constraints hold, and M//G = j−1(0)/G, called the Marsden–Weinstein
(or symplectic) quotient (of M by the given group action), is the reduced phase
space in which all redundancies have been removed. Two regularity assumptions
guarantee that M//G is a manifold (which then is symplectic in a natural way):
(1) Zero must be a regular value of the momentum map j;
(2) The G-action on j−1(0) must be free.
In order to pose the ‘quantization commutes with reduction’ problem, one needs:
• Some quantization prescriptionQ that mapsM andM//G to certain ‘quan-
tum data’ Q(M) and Q(M//G) (involving Hilbert spaces and operators);
• A ‘quantum reduction procedure’ that transformsQ(M) into quantum data
Q(M)//G by somehow mimicking classical Marsden–Weinstein reduction.
The ‘quantization commutes with reduction’ problem is considered solved, then, if
(1) Q(M)//G ∼= Q(M//G),
where ‘∼=’ denotes an appropriate isomorphism whose nature (e.g. unitary) depends
on the precise mathematical setting. Such a solution was first achieved in the regular
case by Guillemin and Sternberg [16, 17] for compact Lie group actions on compact
Ka¨hler manfolds, where the quantization procedure consisted of geometric quanti-
zation in the holomorphic polarization, the quantum data was a finite-dimensional
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Hilbert spaceH(M) carrying a unitaryG-action, quantum reductionH(M)//G was
defined by taking the G-invariant subspace of H(M), and isomorphism just meant
equality of dimension of Hilbert spaces. This result spurred a considerable math-
ematical literature in which ‘quantization commutes with reduction’ was proved
under increasingly relaxed assumptions (but still assuming regularity) and ensuing
variations in the definition of quantization and quantum reduction; a sample of this
literature, still under compactness assumptions, is [37, 47, 62].
The problem was subsequently generalized in two directions. First, one may
allow the underlying spaces and groups to be non-compact, see, e.g., [28, 30, 39, 42,
46, 52, 53], in all of which non-compactness was tempered by requiring properness
of the momentum map. Second, one may drop the regularity assumptions, so
that singularities in M//G may arise (typically maintaining compactness). The
‘quantization commutes with reduction’ problem is much trickier in this case, if
only because even the definition of the quantization of the reduced space is at
stake (more precisely: is even more ambiguous than it already was in the regular
case). Important guidance in this respect comes from the fundamental paper [58],
in which Sjamaar and Lerman proved that in the singular case M//G is stratified
by symplectic manifolds, among which a ‘principal’ open dense stratum stands out;
see also the monographs [51, 59]. On this basis, the first results on the problem
more or less in the tradition of the original work of Guillemin and Sternberg were
given by Meinrenken and Sjamaar, who desingularized the reduced space [48]; see
also [34, 61, 65]. For rather different approaches, see [2, 33, 35], of which the latter
two also analyze the quantization of T ∗G//AdG. See also [40] for a survey of the
field until 2000. In the present paper we perform a case study in which:
• the original phase spaceM = T ∗G is non-compact (althoughG is compact);
• the momentum map (defined by the pull-back of the adjoint G-action on
itself) fails to be proper;
• the reduced phase space from these data is non-compact as well as singular.
Thus we have all possible kinds of trouble, albeit in a relatively neat class of ex-
amples that can be completely worked out. As it turns out, reasonable notions
of quantization and quantum reduction—still in the spirit of the original work of
Guillemin and Sternberg—exist also under these circumstances, and (1) duly holds.
Conceptually, following [47] (who, in turn, as acknowledged in [57], followed an idea
of Bott), we use an index-theoretic definition of geometric quantization, as opposed
to the original setting introduced by Kirillov, Kostant, and Souriau, as reviewed
in e.g. [23, 64]. Our reasons for doing so lie precisely in the fact that the trouble
alluded to above calls for a more flexible approach than the original one: see [48]
for singular reduction and [28–32, 39] for the non-compact case. Technically, for
reasons explained before our key Definition 1.3, the interpretation of our notion of
quantization (which a priori is defined of the kernel of some operator) as an index
can only be given a posteriori from our Kodaira-style ‘vanishing’ Theorem 3.6.
The price one pays for this increasingly abstract approach to quantization is a
certain lack of feedback to the physics problems that originally motivated the entire
‘quantization commutes with reduction’ enterprise, see above. Perhaps, however,
these original problems were not formulated quite correctly in the first place (the
difficulty in quantizing General Relativity even heuristically, or Yang–Mills theory
rigorously, seems to confirm this), their current mathematical formulation guiding
the way to a future redefinition of quantization also in the context of physics.
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We now explain our own approach in some detail, preceded by some conventions.
1.1. Conventions. Let T ∗M be the cotangent bundle of a smooth manifold M ,
and θ the canonical 1-form on T ∗M . The canonical symplectic structure on T ∗M is
defined as ω = dθ. The corresponding Liouville measure is ε = (−1)
n
n! ω
n, provided
the dimension of M is equal to n.
If J is an almost complex structure onM , then J and ω are said to be compatible
if the symmetric 2-form
(X,Y ) 7→ ω(JX, Y ) =: g(X,Y ), (X,Y ∈ TM ×M TM)
defines a Riemannian metric on M . The action of the almost complex structure on
forms is defined as
(Jα)(X) = −α(JX), (α ∈ T ∗xM,X ∈ TxM).
Sesquilinear forms are always supposed to be anti-linear in the first entry.
1.2. Technical outline. The canonical symplectic structure on the cotangent bun-
dle T ∗G and the complex structure on T ∗G obtained by identifying T ∗G with GC
(see §2 or [19, Proof of Lemma 12]) combine into a Ka¨hler structure [22], which we
we will refer to as the standard Ka¨hler structure on T ∗G. This is crucial for what
follows. Our quantization of T ∗G is defined as the kernel of the Dolbeault–Dirac
operator on T ∗G [11, 14] twisted by the pre-quantum line bundle [23, 64]
(L,∇L) := (T ∗G× C, d+ 2πiθ),
where T ∗G × C denotes the trivial hermitian complex line bundle over T ∗G, and
θ is the fundamental 1-form on T ∗G. Clearly, (∇L)2 = 2πiω, where ω = dθ is the
symplectic structure on T ∗G. The Dolbeault–Dirac operator is defined as follows:
Definition 1.1. Let (M,ω) be a Ka¨hler manifold. The Dolbeault–Dirac operator
on Γ∞c (M,Λ
(0,•)T ∗M) is the symmetric first-order differential operator given by
D =
√
2
(
∂ + ∂
∗)
,
where the adjoint is taken with respect to the inner product
〈s1, s2〉 =
∫
M
〈s1(x), s2(x)〉ε, (s1, s2 ∈ Γ∞c (M,Λ(0,•)T ∗M)).
Here ε denotes Liouville measure on M , and the hermitian structure on Λ(0,•)T ∗M
is obtained by extending the Riemannian metric to a hermitian form on TCM , and
then normalising it by dividing it by k! on Λ(0,k)T ∗M for each 0 ≤ k ≤ n.
If L is a hermitian line bundle with hermitian connection ∇L, then the twisted
Dolbeault–Dirac operator DL is defined as the symmetric first-order differential
operator on Γ∞c (M,Λ
(0,•)T ∗M ⊗ L) given by
DL =
√
2
(
∂
L
+ (∂
L
)∗
)
,
where ∂
L
is the first-order differential operator on Λ(0,•)T ∗M ⊗ L defined by
(2) ∂
L
(α⊗ s) := ∂α⊗ s+ (−1)|α|α⊗ (∇L)(0,1)s,
where α is an |α|-form and s ∈ Γ∞(M,L).
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Remark 1.2. (1) Because the symplectic structure ω and the Riemannian
metric g are related through a complex structure, the Liouville measure
defined by ω is equal to the Riemannian measure defined by g.
(2) The hermitian connection ∇L determines a holomorphic structure on L as
follows: A local section s ∈ Γ∞(U,L) is holomorphic if and only if ∇(0,1)s =
0 (cf. [18, Proposition 6.30]). With respect to this holomorphic structure,
∇L is the Chern connection. The untwisted or ordinary Dolbeault–Dirac
operator is a special case of a twisted Dolbeault–Dirac operator, where L
is the trivial hermitian holomorphic vector bundle L =M × C.
(3) In our case where M is Ka¨hler, the (twisted) Dolbeault–Dirac operator
coincides with the (twisted) SpinC–Dirac operator, cf. [14, Prop. on p. 81]
or [11, Prop. 6.1]. For spin structures see Note added in proof at the end.
(4) Unless specified otherwise, the initial domain of a Dolbeault–Dirac operator
(or of any other differential operator on a manifold M) is taken to be
Γ∞c (M,E), where E is the (complex) vector bundle on whose sections the
differential operator acts. IfM is geodesically complete, which by Theorem
2.2 is the case for the unreduced space M = T ∗G, then the (twisted)
Dolbeault–Dirac operator is essentially self-adjoint on this initial domain by
standard results [9, 14, 63], and hence has a unique self-adjoint extension.
The situation is more complicated for the Dolbeault–Dirac operator on
the reduced space T ∗G//AdG, which is a singular quotient whose principal
stratum (on which our quantization will be defined) may not be geodesically
complete. Fortunately, in that case essential self-adjointness can be proved
directly (albeit by a pretty elaborate argument), cf. Proposition 4.11.
The bundle Λ(0,•)T ∗M on M decomposes into an even and an odd part as
Λ(0,•)T ∗M = Λ(0,even)T ∗M ⊕ Λ(0,odd)T ∗M.
With respect to this decomposition, the twisted Dolbeault–Dirac operator is an odd
operator
DL =
(
0 DL−
DL+ 0
)
,
whereD+ maps Λ
(0,even)T ∗M into Λ(0,odd)T ∗M . IfM is compact, then itsDolbeault–
Dirac quantization is defined as [47]
index(D
L
) = dim(ker(D
L
+))− dim(ker(D
L
−)),
where the bar denotes closure of the operator. On non-compact manifolds, how-
ever, the kernels of D
L
+ and D
L
− may fail to be finite-dimensional, so that the naive
Fredholm index cannot be defined. Indeed, the kernels of the twisted Dolbeault–
Dirac operators on (non-compact) cotangent bundles of compact connect Lie groups
studied in this paper are infinite-dimensional, so this problem does arise. In these
cases, one therefore needs to work with a different definition of Dolbeault–Dirac
quantization. For the Ka¨hler manifoldsM of interest in this paper, whose symplec-
tic form is denoted by ω and whose associated twisted Dolbeault–Dirac operator is
called DL, as before, encouraged by our later goal Theorem 4.20 we stipulate:
Definition 1.3. Let L → M be a holomorphic prequantization line bundle on M ,
i.e., a hermitian holomorphic line bundle with Chern connection ∇L such that
(∇L)2 = 2πiω.
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Then the Dolbeault–Dirac quantization of M is defined as the Hilbert space
QLDD(M) := ker(D
L
+).(3)
Remark 1.4. The kernel ker(D
L
+) is an infinite-dimensional Hilbert space–that
before reduction is equipped by construction with a unitary G-action–so that (3)
does not lead to an immediate interpretation of quantization as an index. How-
ever, for those manifolds M = T ∗G and M = T ∗G//AdG whose Dolbeault–Dirac
quantization we actually determine, the pertinent cokernel ker(D
L
−) turns out to be
trivial (cf. Theorem 3.6), so that in these cases Definition 1.3 is quite close to the
rather more abstract definition of quantization as an index, cf. the Introduction.
Thus we a priori define quantization so as to result in a (G-) Hilbert space, whose
conceptual index-theoretical abstraction only comes a posteriori. See also §5.
The quantization of the cotangent bundle M = T ∗G of a compact connected Lie
group G with its standard Ka¨hler structure was already studied by Hall [22], whose
Hilbert space was defined traditionally as the space of all holomorphic sections of
the trivial holomorphic (pre-quantum) line bundle with connection
(4) (L,∇L) := (T ∗G× C, d+ 2πiθ).
In that approach, the quantization of T ∗G is equal to the Hilbert space
HL2(T ∗G, e−2pi|Y |2ε),(5)
where ε denotes the Liouville measure and where (x, Y ) 7→ e−2pi|Y |2 is viewed as
a function on G × g ∼= T ∗G, the norm | · | coming from an AdG-invariant inner
product on g (see §2 for more details). Moreover, if the usual half-form correction
of geometric quantization is taken into account, this Hilbert space is modified to
HL2(T ∗G, e−2pi|Y |2ηε),(6)
where η is the G×G-invariant function on T ∗G ∼= G× g determined by
η(Y ) =
∏
α∈R+
sinh (α(Y ))
α(Y )
, (Y ∈ t).(7)
Here t is some maximal abelian subalgebra of g, and R+ is a set of positive real
roots. In his earlier work Hall had already constructed explicit unitary isomor-
phisms between the Hilbert spaces HL2(T ∗G, e−2pi|Y |2ε) and L2(G) [19, Theorem
10], as well as between HL2(T ∗G, e−2pi|Y |2ηε) and L2(G) [22, Theorem 2.6]). The
second isomorphism is just a constant times the inverse Segal–Bargmann transform
for G [20]. The first isomorphism is written down explicitly in the appendix of the
present paper, where we show that it is G×G-equivariant when L2(G) is endowed
with the natural G×G-action. Either way, there are natural identifications of the
above quantizations with L2(G). Towards our final result (i.e. Theorem 4.20), an
important intermediate step lies in the following connection to Hall’s work:
Theorem 3.15. Let G be a compact connected Lie group and endow T ∗G with
its standard Ka¨hler structure. Let (L,∇L) be the asociated G×G-equivariant pre-
quantization line bundle (4). Then the Dolbeault–Dirac quantization (3) of T ∗G
is G × G-equivariantly equal to Hall’s Hilbert space (5), equipped with the natural
G × G-action. Consequently, by [22, Theorem 2.6], our quantization of T ∗G is
G×G-equivariantly isomorphic to L2(G).
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Along the way, we prove that the canonical line bundle K on T ∗G is semi-
negative, which is an interesting result on its own:
Theorem 3.11. The canonical line bundle K on T ∗G (with its standard Ka¨hler
structure) is semi-negative.
Recall that a hermitian holomorphic line bundle L over a Ka¨hler manifold M is
called semi-negative if the matrix Rij in the expansion R =
∑
i,j Rijdz
idzj is semi-
negative (in that −Rij is positive semidefinite).
In §4 we deal with the Dolbeault–Dirac quantization of the singular Marsden-
Weinstein quotient
(8) T ∗G//AdG := j−1(0)/AdG,
where j is the momentum map as defined in Lemma 4.3. Although the above
Marsden-Weinstein quotient is not a smooth manifold, it is still a symplectic strat-
ified space [56, 58] (see also [51] for an extensive account on symplectic stratified
spaces). In particular, there exists a (unique) principal stratum, which is an open
and dense subset of T ∗G//AdG carrying a natural symplectic structure and, in our
case, even a (natural) Ka¨hler structure. The third main result of this paper is:
Theorem 4.17. If the Dolbeault–Dirac quantization of j−1(0)/AdG is defined to
be the Dolbeault–Dirac quantization of its principal stratum, then
QDD(j−1(0)/AdG) ∼= QDD(T ∗T)W (G,T).
Here T denotes a maximal torus in G and W (G,T) = NG(T)/T is the associated
Weyl group.
It might seem awkward at first glance to ignore the singular strata, so let us elabo-
rate on this a bit. As will be shown in Lemma 4.4, the Marsden-Weinstein quotient
T ∗G//AdG is homeomorphic to T ∗T/W (G,T). The pre-image of the principal
stratum of T ∗G//AdG under the projection map T ∗T→ T ∗T/W (G,T) is an open
and dense submanifold of T ∗T. Because the stratification is by symplectic (and
hence even-dimensional) manifolds, pre-images of the singular strata all have codi-
mension at least 2 in T× t. From this, one can show that each compactly supported
section of Λ(0,•)T ∗(T ∗T) ⊗ L can be approximated in the graph norm of DL by
sections with compact support in the pre-image of the principal stratum. There-
fore, the closure of the Dolbeault–Dirac operator on L2(T ∗T) is ‘insensitive’ to the
removal of the pre-images of the singular strata, and, consequently, it is sufficient to
consider the Dolbeault–Dirac operator on the pre-image of the principal stratum.
By discreteness of the Weyl group, it is then also sufficient to quantize the principal
stratum of the singular Marsden-Weinstein quotient. See §4.2 for details.
On the other hand, the Weyl integration formula and Theorem 3.15 imply that
the quantum reduction of L2(G) at zero, which is defined as the G-invariant part
of the Hilbert space QLDD(T ∗G) ∼= L2(G) [16, 39], is isomorphic to L2(T)W (G,T).
We thus arrive at the main conclusion of this paper:
Theorem 4.20. On Definition 1.3 of Dolbeault–Dirac quantization of T ∗G and
T ∗G//AdG, quantization after reduction and reduction after quantization are both
canonically isomorphic to L2(T)W (G,T).
The isomorphisms in question, as well as their ‘canonical’ nature, will be explained
in due course.
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2. The Ka¨hler structure on the cotangent bundle
Let G be a compact connected Lie group and consider its cotangent bundle T ∗G.
The following considerations show that T ∗G is canonically a Ka¨hler manifold [19].
Using left-trivialisation we can identify the cotangent bundle T ∗G with G× g∗,
where g denotes the Lie algebra of G. Fix an AdG-invariant inner product 〈·, ·〉
on g, which always exists by compactness of the Lie group G, and use this inner
product to identify g with its dual g∗, and hence G × g∗ with G × g. Using left-
trivialisation we always identify the tangent spaces T(g,Y )(G × g) and cotangent
spaces T ∗(g,Y )(G× g), where (g, Y ) ∈ G× g, with g× g and g∗ × g∗, respectively.
For given G as above, there exists a connected complex Lie group GC such that
every homomorphism of G into a complex Lie group H extends to a holomorphic
homomorphism from GC into H , and this group is unique (up to isomorphism of
Lie groups) provided it it contains G as a closed subgroup and has Lie algebra g⊕ig
[19, §3]. The associated complex structure on GC is determined by the property
that for each x ∈ G and Y ∈ g, the map z 7→ xezY is holomorphic from C to GC.
Identifying the Lie algebra g ⊕ ig of GC with g × g ≡ g2 (in the same way that
R⊕ iR = C is identified with R× R), the map Je : g2 → g2 defining this complex
structure by translation is then simply given by the familiar expression
(9) Je =
(
0 −1
1 0
)
.
Using left translation, for each point t ∈ GC, the tangent space TtGC may be
identified with g×g, where the first copy of g consists of the vectors tangent to G ⊂
GC. One obtains a diffeomorphism GC ∼= T ∗G through the polar decomposition
Φ : G× g → GC;
(x, Y ) 7→ xeiY ;
see [19, Proof of Lemma 12]. This endows T ∗G and G×g with a complex structure,
too, in which for each (x, Y ) ∈ G × g the map z 7→ (xeuY , vY ) is holomorphic
(where z = u+ iv). In turn, the canonical symplectic structure on T ∗G transfers to
a symplectic structure on GC, and the two combine to a Ka¨hler structure [21, 22]
on the latter manifold, and hence also on T ∗G and on G× g. We will often tacitly
identify T ∗G, G× g, and GC, referring to the above Ka¨hler structure as standard.
On G×g, the standard Ka¨hler structure has a global Ka¨hler potential given by the
G×G-invariant (real-valued) function (g, Y ) 7→ |Y |2, i.e.,
ω = −i∂∂|Y |2,
where | · | denotes the norm of Y ∈ g w.r.t. the AdG-invariant inner product [22].
The cotangent bundle T ∗G carries a naturalG×G-action coming from the G×G-
action on G given by left and (inverse) right multiplication. In what follows, we
will use some explicit formulas summarised in the following lemma.
Lemma 2.1. The G×G-actions on G× g and on GC are given by
(h1, h2) · (x, Y ) = (h1xh−12 ,Adh2Y ), (h1, h2) · t = h1th−12 ,
respectively, where x ∈ G, h1,2 ∈ G, Y ∈ g, and t ∈ GC. The fundamental 1-form
θ on G× g is equal to
θ(x,Y )(X1, X2) = 〈Y,X1〉,
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and the symplectic structure on G× g (inherited from T ∗G) is
ω(x,Y )((X1, X2), (Z1, Z2)) = 〈X2, Z1〉g − 〈X1, Z2〉g − 〈Y, [X1, Z1]〉g.(10)
If we identify the tangent spaces T(x,Y )(G×g) and TtGC with g×g as above, then
as an isomorphism of g× g, the differential TΦ(x,Y ) : T(x,Y )(G× g)→ TxeiY GC, is
T(x,Y )Φ =
(
cos adY 1−cos adYadY
− sin adY sin adYadY
)
.(11)
Proof. Eq. (11) is proved in [21]. The other equations are straightforward. 
Let {ek} be an orthonormal basis of g for the AdG-invariant inner product 〈·, ·〉g.
All forms on G×g are C∞(M)-linear combinations of the left-invariant forms {αk},
where αk(eG) = e
∗
k in g
∗, and the forms {dyk}, where (yk)k are the coordinates of
Y ∈ g with respect to the orthonormal basis {e1, . . . en} of g. Similarly, we choose
left-invariant 1-forms {ηk} on GC such that ηk(eGC) = (e∗k, 0) for all k ∈ {1, . . . n}.
Note that our definition of J on forms is such that Jηk(eGC) = (0, e
∗
k).
We later need the fact that the Ka¨hler structure on T ∗G is geodesically complete:
Theorem 2.2. Let G be a compact connected Lie group and endow T ∗G with the
standard Ka¨hler structure and write g for the corresponding Riemannian metric.
The Riemannian manifold (T ∗G, g) is geodesically complete.
Proof. By the Hopf-Rinow theorem [4], a Riemannian manifold is geodesically com-
plete if and only if there exists a real-valued function f such that ‖df‖g ≤ C for
some C > 0 and Mc = {x ∈M | f(x) < c} is relatively compact for each c ∈ R. In
our case, take the function
f : (x, Y ) 7→ log(1 + |Y |2)
on G× g, where |Y | is the norm of Y ∈ g with respect to the chosen Ad-invariant
inner product on g. First of all, it is clear that
log(1 + |Y |2) < c ⇐⇒ |Y |2 < ec − 1,
for all c ∈ R. So, Mc = {(x, Y ) ∈ G × g | |Y |2 < ec − 1} is relatively compact for
all c ∈ R. We now show that ‖df‖g ≤ 2. We have
(12) ‖df‖2g = g(df, df) = g(df#, df#) = ω(J(df)#, df#),
where (df)# is the unique vector field that satisfies df(W ) = g((df)#,W ) for
all vector fields W . Let αk, dyk, ηk and Jηk be as above. Since d(ψ ◦ s)(m) =
ψ′(s(m))ds(m) for any s ∈ C∞(M,R) and ψ : R→ R, we obtain
(13) df = d(log(1 + |Y |2)) = 1
1 + |Y |2 d(1 + |Y |
2) =
1
1 + |Y |2
n∑
k=1
2ykdyk.
We next calculate Jdf . To this end, note that (1 + |Y |2)df = ∑nk=1 2ykdyk corre-
sponds (at the point (x, Y ) in G × g) to (0, 2Y ) in the basis {αk, dyk}. From (9),
the complex structure J on T ∗(x,Y )(G× g) is
(T(x,Y )Φ)
∗
(
0 −1
1 0
)
(T(Φ(x),Φ(Y ))Φ
−1)∗.
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This can be computed from (11). The computation is easy, as adY (Y ) = 0, so that
(14) (TΦ)∗
(
0 −1
1 0
)
(TΦ−1)∗
(
0
2Y
)
=
( −2Y
0
)
.
Let us write Z := Z(x, Y ) = (Z1(x, Y ), Z2(x, Y )) =: (Z1, Z2) for a vector field
on G× g. On the one hand, we have
(1 + |Y |2)(Jdf)(Z) = −2〈Y, Z1〉g.(15)
On the other hand,
(1 + |Y |2)g((Jdf)#, Z) = (1 + |Y |2)ω(J(Jdf)#, Z)
= −(1 + |Y |2)ω(df#, Z).(16)
Using (see Lemma 2.1)
ω(x,Y )((X1, X2), (Z1, Z2)) = 〈X2, Z1〉g − 〈X1, Z2〉g − 〈Y, [X1, Z1]〉g
and equating (15) and (16), we obtain
(17) 2〈Y, Z1〉g = (1 + |Y |2)
(
〈(df)#2 , Z1〉g − 〈(df)#1 , Z2〉g − 〈Y, [(df)#1 , Z1]〉g
)
.
This equality holds for all Z if and only if (df)#(x, Y ) =
(
0, 2Y1+|Y |2
)
. An argument
similar to (13) - (14) shows that
(1 + |Y |2)J(df)# = (−2Y, 0).
Hence from (12) we obtain
‖df‖2g = ω(J(df)#, df#) = (1 + |Y |2)−2ω((−2Y, 0), (0, 2Y )) = (1 + |Y |2)−24|Y |2.
Hence ‖df‖2g ≤ 4, so ‖df‖2g is bounded. Since we also showed that Mc is relatively
compact for all c ∈ R, we have proved that (T ∗G, g) is geodesically complete. 
3. Quantization of the cotangent bundle of a compact connected
Lie group
In this section we prove one of the two main results of this paper, in that we
recover the equivariant Hilbert space (5), originally found by Hall [22], from our
definition (3) of ‘geometric’ quantization. We do this by showing that the kernel
of the Dolbeault–Dirac operator does not contain any forms of non-zero degree, so
that the kernel consists of all (square-integrable) holomorphic sections of L. We
are then precisely in the setting of Hall’s papers mentioned in the Introduction,
and we can apply his (Bargmann-type) isomorphisms to (unitarily) identify the
Dolbeault–Dirac quantization with L2(G).
In order to prove that the kernel of the Dolbeault–Dirac operator does not con-
tain forms of non-zero degree, we need a non-compact version of the Kodaira van-
ishing theorem. In §3.1 we prove a version of this theorem for geodesically complete
Ka¨hler manifolds. In §3.2 we prove that the canonical line bundle on T ∗G is semi-
negative (see Definition 3.4). The proof we give there is a corrected form of an
argument due to Bielawski [5]. Using the non-compact version of the Kodaira van-
ishing theorem, in §3.3 we deduce that the kernel of the Dolbeault–Dirac operator
does not contain any forms of non-zero degree.
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3.1. The Kodaira vanishing theorem for complete Ka¨hler manifolds. The
main result of this section is an extension of Kodaira’s vanishing argument on com-
pact Ka¨hler manifolds (see e.g [3]) to non-compact, geodesically complete, Ka¨hler
manifolds. More specifically, we show that if K∗ ⊗ L is a positive line bundle over
M (see §3.4 below), where K denotes the canonical line bundle and L denotes a
hermitian holomorphic line bundle, then the kernel of the closure D
L
of the twisted
Dolbeault–DiracDL operator onM is contained in the smooth (0, 0)-forms, i.e., the
smooth sections of L. The relation between our results and other generalizations of
Kodaira’s vanishing theorem to the non-compact case, such as [50, Thm. 2.8] and
[41, Thm. 3.5.15] (provided by the referee) is unclear to us, but it looks remote.
We first collect some facts about unbounded operators T : D(T )→ H , where H
is some Hilbert space and D(T ) ⊂ H is the domain of T , always assumed dense in
H . We call T essentially positive if it is essentially self-adjoint and satisfies
〈x, Tx〉 ≥ 0, x ∈ D(T ).(18)
Similarly, T is called positive if it is self-adjoint and satisfies (18).
Proposition 3.1. (1) If T is essentially positive, then its closure T is positive.
(2) If T is positive, there exists a unique positive operator T
1
2 with (T
1
2 )2 = T .
(3) If S and T are essentially positive operators, defined on a common dense
domain D ⊂ H, then the operator C := S + T has the following properties:
D(C) ⊂ D(S
1
2 ) ∩ D(T
1
2 );(19)
〈Cx, x〉 = 〈S
1
2x, S
1
2x〉 + 〈T
1
2x, T
1
2x〉, x ∈ D(C);(20)
kerC ⊂ kerS ∩ kerT .(21)
Proof. Part (1) is routine, and part (2) is [54, Proposition 5.13]). For part (3), let
(xn)
∞
n=1 be a sequence in D such that xn → x and Cxn → z =: Cx in H. We show
that (S
1
2 xn)n is a Cauchy sequence in H. First,
〈Cy, y〉 = 〈Sy, y〉+ 〈Ty, y〉 = 〈S
1
2 y, S
1
2 y〉+ 〈T
1
2 y, T
1
2 y〉 ≥ 〈S
1
2 y, S
1
2 y〉,
for all y ∈ D. In particular,
〈S
1
2 (xn − xm), S
1
2 (xn − xm)〉 ≤ 〈C(xn − xm), xn − xm〉
≤ ‖Cxn − Cxm‖‖xn − xm‖,
and the right-hand side goes to zero as n,m go to infinity, since both (xn)n and
(Cxn)n are Cauchy sequences. In particular, (S
1
2 xn)n is a Cauchy sequence, and
hence x ∈ D(S
1
2 ) with S
1
2x = limn S
1
2xn. Similarly, x ∈ D(T
1
2 ), whence (19).
To prove (20), we already know that it holds on D. Let x ∈ D(C) be as above.
By the previous argument, S
1
2xn → S
1
2 x and T
1
2 xn → Tx. Thus
〈Cx, x〉 = lim
n
〈Cxn, xn〉 = lim
n
(
〈S
1
2xn, S
1
2 xn〉+ 〈T
1
2 xn, T
1
2 xn〉
)
= 〈S
1
2x, S
1
2 x〉+ 〈T
1
2 x, T
1
2x〉,
which proves (20) for each x ∈ D(C).
Finally, if x ∈ kerC, then x ∈ D(S
1
2 ) ∩ D(T
1
2 ) by (19), and
〈Cx, x〉 = 〈S
1
2x, S
1
2 x〉+ 〈T
1
2 x, T
1
2x〉 = ‖S
1
2x‖2 + ‖T
1
2 x‖2 = 0.
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Therefore, x ∈ kerS
1
2 ∩ T
1
2 = kerS ∩ kerT . This gives (21). 
Let V be a finite-dimensional inner product space over K = C. A self-adjoint
operator A : V → V is called positive-definite if 〈v,Av〉 > 0 for all non-zero v ∈ V .
This is equivalent to A being a positive, invertible operator on V . The following
lemma is just a matter of linear algebra. We omit the proof.
Lemma 3.2. Let A be a positive-definite (and hence self-adjoint) linear operator
on a finite-dimensional inner product space (V, 〈, 〉) and let A˜ be its extension to
TV as a derivation, i.e.,
A˜(v ⊗ w) = Av ⊗ w + v ⊗Aw, (v, w ∈ V ),
and
A˜z = 0, (z ∈ C = T 0V ).
Let W be another vector space and consider the linear map
A˜⊗ Id : TV ⊗W → TV ⊗W.
Then A˜ ⊗ Id restricts to a positive-definite self-adjoint operator on T kV ⊗W for
each k ≥ 1. Consequently, ker A˜⊗ Id = T 0V ⊗W .
We now turn to (possibly unbounded) zeroth-order differential operators. The
next proposition shows that any symmetric zeroth-order differential operator is
essentially self-adjoint.
Proposition 3.3. Let E → M be a hermitian vector bundle over an arbitrary
oriented Riemannian manifold M . Consider the Hilbert space L2(M,E), where
the measure on M is the Riemannian measure. If R is a smooth vector bundle
homomorphism such that Rx ∈ End(Ex) is symmetric for each x ∈ M , then R is
essentially self-adjoint on the domain Γ∞c (M,E). Its closure R is positive if Rx
acts fibrewise by positive operators.
Proof. Since Rx is symmetric for each x ∈ M , R is a symmetric zeroth-order
differential operator on Γ∞c (M,E). We prove that R = R
∗ as an operator on
L2(M,E). The domain of R∗ is equal to
D(R∗) = {s ∈ L2(M,E) | Rs ∈ L2(M,E)},
and R∗s = Rs on this domain, where R acts on s as a zeroth-order differential
operator. Indeed, since R is a zeroth-order differential operator, the equality
〈s,Rt〉 =
∫
M
〈s(x), R(x)t(x)〉xdx =
∫
M
〈R(x)s(x), t(x)〉xdx,
holds for all s ∈ L2(M,E), t ∈ D(R). In particular, s ∈ D(R∗) if and only if
x 7→ Rxsx ∈ L2(M,E) and then R∗s = Rs.
If s ∈ D(R∗), then
〈s,R∗t〉 = 〈s,Rt〉 = 〈Rs, t〉 ≤ ‖Rs‖L2‖t‖L2,
for all t ∈ D(R∗). Here, R is again viewed as a zeroth-order differential operator.
Consequently, s ∈ D(R∗∗), and soR∗ ⊂ R∗∗ = R. Because R is symmetric, R ⊂ R∗,
and hence R = R∗. In other words, R is essentially self-adjoint. 
To formulate the Kodaira vanishing theorem, we need the notion of a positive
line bundle (cf. [3]).
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Definition 3.4. A hermitian holomorphic line bundle L over M is said to be
(semi-)positive if its curvature RL is of the form
RL =
∑
k,l
Rkldz
k ∧ dzl,
where (Rkl), which is always hermitian, is a positive (semi-)definite matrix at each
point. A hermitian holomorphic line bundle L is said to be (semi-)negative if L∗,
which has curvature −RL, is (semi-)positive.
Remark 3.5. Note that positive (semi-)definiteness of the matrix (Rkl) at a point
x is equivalent to saying that the sesquilinear form (v1, v2) 7→ Rx(v1, v2) defines
a positive (semi-)definite hermitian form on T (1,0)M . Hence, equivalently, L is a
(semi-)positive line bundle if RL(x) defines a positive (semi-)definite hermitian form
on T
(1,0)
x M for each point x ∈M . This condition on RL can be checked point-wise
and, moreover, it can be checked with respect to an arbitrary frame of T
(1,0)
x M . In
particular, Definition 3.4 makes sense.
In view of the above remark we therefore say that RL is (semi-)positive at x if
RL(x) defines a positive (semi-)definite hermitian form on T
(1,0)
x M , and we denote
this by RL(x) > 0 (RL(x) ≥ 0). If RL(x) is positive (semi-)definite at each point x,
then RL is simply said to be (semi-)positive, and this is denoted by R > 0 (R ≥ 0).
Similar definitions are introduced for the (semi-)negative case.
We now state a Kodaira vanishing theorem for geodesically complete Ka¨hler
manifolds. The corresponding result for the compact case can be found in [3,
Proposition 3.72] and [11, Proposition 6.1]. The theorem states that the kernel of
D
L
contains no forms of non-zero degree. On compact manifolds this is equivalent
to the vanishing of the higher cohomology groups of L.
Theorem 3.6 (Kodaira vanishing theorem). Let M be a geodesically complete
Ka¨hler manifold. If K∗ ⊗ L is a positive line bundle, then
kerD
L ⊂ Γ∞(M,L),
where DL denotes the twisted Dolbeault–Dirac operator. In other words, kerD
L
is
concentrated in degree 0, and in fact ker(D
L
−) = {0}.
Proof. Since DL is an elliptic operator on M , the kernel of D
L
is contained in the
smooth sections of Λ(0,•)T ∗M ⊗ L (see for instance [27, Proposition 10.4.8]). We
show that all the sections in the kernel are necessarily (0, 0)-forms. To do so, we
first recall the Bochner-Kodaira formula (see for instance [3, Proposition 3.71]),
which says that on a Ka¨hler manifold the square of DL on Γ∞c (M,Λ
(0,•)T ∗M ⊗L)
is equal to
1
2 (D
L)2 = ∆(0,•) +
∑
k,l
e(ξk)i(Zj)R
K∗⊗L(Zj , Zk),
where {ξk} is any unitary frame of T ∗(0,1)M with dual frame {Zk} in T (0,1)M .
Denote the second (zeroth-order differential) operator by R. As M is geodesically
complete, the operators ∆(0,•) and (DL)2 are essentially self-adjoint on the domain
Γ∞c (M,Λ
(0,•)T ∗M ⊗ L). Since∫
M
〈∆(0,•)s, s〉dx =
∫
M
〈∇(0,1)s,∇(0,1)s〉dx, s ∈ Ω(0,•)c (M,L),
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the closure of ∆(0,•) is a positive self-adjoint operator by Proposition 3.1.1.
Note that R acts trivially on L, so that we can simply regard R as a morphism
of the bundle Λ(0,•)T ∗M . Since K∗ ⊗ L is positive, the bundle endomorphism
R =
∑
k,l
e(ξk)i(Zj)R
K∗⊗L(Zj , Zk)
acts by invertible, positive operators on the fibres of T ∗(0,1)M . Indeed, with respect
to the unitary frame {ξk}, the matrix of R on T ∗(0,1)M is precisely R(Zj , Zk),
which is positive-definite by assumption. If ω1, ω2 are forms of degree (0, |ω1|) and
(0, |ω2|), respectively, the action of R on ω1 ∧ ω2 is
R(ω1 ∧ ω2) =
∑
j,k
RK
∗⊗L(Zj , Zk)e(ξk)
(
i(Zj)ω1 ∧ ω2 + (−1)|ω1|ω1 ∧ i(Zj)ω2
)
=
∑
j,k
RK
∗⊗L(Zj , Zk)
(
e(ξk)i(Zj)ω1 ∧ ω2 + ω1 ∧ e(ξk)i(Zj)ω2
)
= Rω1 ∧ ω2 + ω1 ∧Rω2.
This means that R acts (fibrewise) as a derivation of degree 0. We can now apply
Lemma 3.2: let A be the restriction of Rx to V = T
∗(0,1)
x M . Then, with the notation
of Lemma 3.2, Rx is the restriction of A˜ on T (T
∗(0,1)
x M) to Λ•(T
∗(0,1)
x M). Hence
R acts as a positive operator on the fibres of Λ•(T ∗(0,1)M)⊗L. By Proposition 3.3
the operator R is essentially positive.
The operators (D
L
)2 and (DL)2 are both self-adjoint extensions of the essen-
tially self-adjoint operator (DL)2, hence they are equal. Thus s ∈ kerDL if
and only if s ∈ ker (DL)2. Since both ∆(0,•) and R are essentially positive on
Γ∞c (M,Λ
•(T ∗(0,1)M) ⊗ L), an element s ∈ kerDL ⊂ Γ∞(M,Λ•(T ∗(0,1)M)⊗ L) is
also in kerR by (21), i.e., Rs = 0. As s is smooth, so is Rs. Thus Rs = 0 if and
only if Rxs(x) = 0 for all x ∈ M . Another application of Lemma 3.2 shows that
s(x) ∈ (Λ0T ∗(0,1)M ⊗ L)x for each x. Consequently, s ∈ Γ∞(M,L). 
3.2. Semi-negativity of the canonical line bundle. We prove that the canon-
ical line bundle on T ∗G is semi-negative for any compact connected Lie group. Let
{W k} be linearly independent left-invariant holomorphic (1, 0)-forms on GC, and
write
ω = −i
∑
k,l
gklW
k ∧W l.
The Liouville measure is defined as
ε =
(−1)n
n!
ωn =
in
n!
∑
k,l
gklW
k ∧W l
n
=
in
n!
(
n!
∑
σ∈Sn
(−1)σg1σ(1) · · · gnσ(n)W 1 ∧W 1 ∧ · · · ∧Wn ∧Wn
)
= in(−1)n(n+1)/2 det(gkl)W 1 ∧ · · · ∧Wn ∧W 1 ∧ · · · ∧Wn.
By [22], the function η of (7) satisfies
bc2η2ε =W
1 ∧ · · · ∧Wn ∧W 1 ∧ · · · ∧Wn,
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where b = in(−1)n(n−1)/2 and c > 0 a constant, so that
det(gkl) =
1
in(−1)n(n+1)/2bc2η2 =
1
i2n(−1)n(n+1)/2(−1)n(n−1)/2c2η2 =
1
c2η2
.
In particular, the curvarture of the canonical line bundle K is
∂∂ log det(gkl) = 2∂∂ log η.
Consequently, the canonical line bundle K is semi-negative if and only if η is
plurisubharmonic. The key point in proving semi-negativity of the canonical line
bundle is the following proposition due to Bielawsky [5].1
Let T be a maximal torus in the compact connected group G, t its Lie algebra,
andW (G,T) the corresponding Weyl group. Any G×G-invariant function on G×g
(and hence on T ∗G ∼= G×g or on GC ∼= T ∗G) is determined by its values on {e}× t
(as this subset intersects every orbit), and this restriction is W (G,T)-invariant.
Conversely, W (G,T)-invariant functions on t uniquely extend to G × G-invariant
functions onG×g. In what follows, we also use the non-trivial fact that the bijective
correspondence between these function spaces preserves smoothness [55] (see also
[25, Cor. 5.11]).
Proposition 3.7. The restriction of G × G-invariant functions on GC to {e} × t
determines a bijective correspondence between smooth G×G-invariant plurisubhar-
monic functions on GC and smooth W (G,T)-invariant convex functions on t.
To prove this, let us introduce some notation (which is taken from [5] as well).
Reagard G × g as a left G-principal bundle, where G acts on G × g by left-
multiplication on G. If Y ∈ g, write Y ∗ for the fundamental vector field on G
associated to Y . Because G acts from the left, the vector field Y is right-invariant
and [X∗, Y ∗] = −[X,Y ]∗ for all X,Y ∈ g. Write J for the complex structure on
G× g. One can define a connection 1-form on G× g by
θ(X∗ + JY ∗) = X, (X ∈ g),
and a g-valued 1-form L, vanishing on vertical vectors, by L = Jθ. Suppose now
that we are given a smooth W (G,T)-invariant function f˜ on t extended uniquely
to a G×G-equivariant smooth function f on GC (we do not assume yet that f˜ is
convex). We write 〈·, ·〉g for a (fixed) AdG-invariant inner product on g and extend
it to a complex-bilinear form on gC. Because J is left G-invariant, the definition of
the Lie bracket of vector fields implies that
[X∗, JY ] = J [X∗, Y ], for X ∈ g and Y a vector field.
Then, by the Nijenhuis-Schouten bracket,
[X∗, Y ∗] = −[JX∗, JY ∗], for all X,Y ∈ g.(22)
Lemma 3.8. On {e} × g, we have
i(∂f − ∂f) = 〈∇f, θ〉g.
1Sign errors that propagate throughout Bielawsky’s proof made us (and perhaps other readers)
feel increasingly insecure. Hence we give an independent discussion with a complete proof. See
also [49, §XIII.4] (provided by the referee) for analogous results (not including the one above).
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Proof. We first evaluate both sides on vectors of the form X − iJX and X + iJX ,
(X ∈ g):
i(∂f − ∂f)(X − iJX) = i(∂f)(X − iJX) = idf(X − iJX) = df(JX),
where, in the final step, we used the fact that f only depends on g. From (11) and
its inverse one can deduce that
JX =
(
1− cos adY
sin adY
X,
adY
sin adY
X
)
.
Therefore,2
df(JX) =
〈
∇f, adY
sin adY
X
〉
g
=
〈
adY
sin adY
∇f,X
〉
g
.
Note that [Y,∇f ] = 0, because f is AdG-invariant. Expanding adYsin adY in a power
series, we see that
i(∂f − ∂f)(X − iJX) = 〈∇f,X〉g = 〈∇f, θ〉g(X − iJX).
Similarly, for each X ∈ g, i(∂f − ∂f)(X + iJX) = 〈∇f, θ〉g(X + iJX). 
The form ∂f − ∂f is invariant under the left-action of G. However, for the form
〈∇f, θ〉g, initially defined on {e} × g, to be invariant under left-multiplication, we
need to extend ∇f to a G-equivariant map from G× g to g, i.e.,
(∇f)(g,Y ) = Adg(∇f)(e,Y ), for all g ∈ G, Y ∈ g.
Following [5], we call this map µ. Thus by definition,
i(∂f − ∂f) = 〈µ, θ〉g(23)
on G×g. The map µ is G-equivariant, so the covariant derivative of µ (with respect
to the connection 1-form θ) Dµ = dµ− θ ∧ µ vanishes on vertical vector fields. At
each point (g, Y ) ∈ G×g, the map L determines an isomorphism from the horizontal
tangent space at that point to g. Still following [5], for each (g, Y ) ∈ G×g we define
Θ(g, Y ) := Dµ(g, Y ) ◦ L−1(g, Y ) : g→ g.
Taking the exterior derivative on both sides of (23), we obtain
2i∂∂f = d〈µ, θ〉g.
Write [α, α](X,Y ) := [θ(X), θ(Y )] for any g-valued 1-form α and vector fields X,Y .
Then, by (22),
(dθ − [θ, θ])(JX∗, JY ∗) = −θ([JX∗, JY ∗]) = −[X,Y ] = −[L,L](JX∗, JY ∗).
Because both dθ − [θ, θ] and [L,L] vanish on vertical vector fields, it follows that
dθ − [θ, θ] = −[L,L].
Lemma 3.9. The G × G-invariant function f is plurisubharmonic if and only if
the hermitian map Θ− i adµ : gC → gC is positive.
2Although we work with right-invariant vector fields here, (11), which was formulated for the
left-trivialisation of TG, can still be applied. The reason is that we compute in the point {e}× g.
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Proof. Let us first rewrite the expression for i∂∂f = d〈µ, θ〉g:
d〈µ, θ〉g = 〈dµ, θ〉g + 〈µ, dθ〉g = 〈Dµ, θ〉g + 〈θ ∧ µ, θ〉g + 〈µ, [θ, θ]〉g − 〈µ, [L,L]〉g
= 〈Dµ, θ〉g − 〈µ, [θ, θ]〉g − 〈µ, [L,L]〉g,
where
〈α, β〉g(X,Y ) = 〈α(X), β(Y )〉g − 〈α(Y ), β(X)〉g
for all vector fields X,Y and g-valued 1-forms α, β. Note that, as a (1, 1)-form,
d〈µ, θ〉g is J-invariant, i.e.,
d〈µ, θ〉g(JX, JY ) = d〈µ, θ〉g(X,Y )
for all vector fields X,Y , so that Φ : g → g is symmetric. We are now able to
evaluate ∂∂f on pairs of vector fields. We have:3
∂∂f(X∗ − iJX∗, Y ∗ + iJY ∗)
= −1
2
〈Dµ(JX∗), Y 〉g − 1
2
〈Dµ(JY ∗), X〉g + i
2
〈µ, [X,Y ]〉g + i
2
〈µ, [X,Y ]〉g
= −1
2
〈Θ(X), Y )〉g − 1
2
〈Θ(Y ), X〉g + i〈µ, [X,Y ]〉g = −〈Θ(X), Y 〉g + i〈µ, [X,Y ]〉g
= −〈Y,Θ(X)〉g + i〈Y, [µ,X ]〉g = −〈Y, (Θ− i adµ)X〉g.
Write h for the sesquilinear form h(Z,W ) = ∂∂f(Z,W ) (which is the only time in
this paper we take the sesquilinear form to be anti-linear in the second variable)
and write 〈·, ·〉sg for the extension of the inner product on g to an inner product on
gC, anti-linear in the first variable. Then we find
h(X∗ − iJX∗, Y ∗ − iJY ∗) = −〈Y, (Θ− i adµ)X〉sg,
for all X,Y ∈ gC. From this expression it is clear that f is plurisubharmonic if and
only if the hermitian map Θ− i adµ : gC → gC is positive. 
LetR denote the set of real roots of (G,T), i.e., R = {α | iα is a root for (G,T)}.
Lemma 3.10. The eigenvalues of the hermitian map Θ−i adµ on {e}×t are given
by the eigenvalues of the Hessian matrix of f˜ and by
(24) α(µ(Y ))
(
cosh(α(Y ))
sinh(α(Y ))
+ 1
)
(α ∈ R).
If α(Y ) = 0, this expression should be interpreted as a limit: rewrite the expres-
sion as α(µ(Y ))α(Y )
(
α(Y ) cosh(α(Y ))
sinh(α(Y )) + α(Y )
)
. The second factor is defined if α(Y ) =
0, because (t/ sinh t)|t=0 = (sinh t/t)−1|t=0 = 1. To see what the first factor
means, choose an orthonormal basis {ei}ki=1 for t such that {e2, . . . , ek} spans
kerα. Let (yi) be the corresponding coordinates for Y ∈ t. Then α(µ(Y ))/α(Y ) =
1
y1
∂f˜
∂y1
. Now, limy1→0
1
y1
∂f˜
∂y1
(y1, . . . yk) =
∂2f˜
∂y2
1
(0, y2, . . . , yk), where we have used
∂f˜
∂y1
(0, y2, . . . yk) = 0 for all y2, . . . yk by W (G,T)-invariance of f˜ .
3In [5, on top of pp. 129] one can find a similar result, in which in our opinion Θ + i adµ
should be replaced by −Θ+ i adµ (in [5], the symbol Φ is used instead of Θ).
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Proof. Decompose gC as
gC = tC ⊕
⊕
iα
giα,
where giα is the root space belonging to the root iα. Consider the composition
(Θ− i adµ) ◦ L,
where L is considered a map g→ g, because on {e} × g, the map
L : T(e,Y )(G× g) = g× g→ g
is given by
L(X1, X2) =
sin adY
adY
·X2.
Now,
(Θ − i adµ) = (Dµ− i adµ ◦ L)L−1 = (dµ+ [µ, θ − iL])L−1
=
(
dµ+
[
µ,
e−i ad Y − 1
adY
])
◦ L−1.
Here,
[
µ, e
−i adY −1
adY
]
(X) :=
[
µ, e
−i ad Y −1
adY X
]
, (X ∈ g). Since µ maps t into itself,
dµ maps tC into tC and
[
µ, e
−i ad Y −1
adY
]
acts trivially on tC. As L
−1 is the identity
map on tC, the map Θ− i adµ maps tC into itself and this map is given by dµ|tC .
Now, µ = ∇f =∑i ∂f∂xi ei, seen as a g-valued function on g, where (xi)i are the
coordinates of g with respect to some basis {ei} of g. Hence, dµ( ∂∂xj ) =
∂2f
∂xi∂xj
ei.
Consequently, the eigenvalues of dµ|t are given by the eigenvalues of the Hessian
matrix of f˜ on t. On Xiα ∈ giα, the map Θ− i adµ acts as
(Θ− i adµ)(Xiα) =
(
dµ+
[
µ,
e−i adY − 1
adY
])
adY
sin adY
Xiα
=
(
dµ+
[
µ,
e−i adY − 1
adY
])
α(Y )
sinhα(Y )
Xiα.
Now, by AdG-invariance of µ,
(dµ)Y ([X,Y ]) =
d
dt
|t=0µ
(
etXY e−tX
)
=
d
dt
|t=0AdetXµ(Y ) = [X,µ(Y )],
for all Y ∈ t and X ∈ g. Therefore,
α(Y )dµ(Xiα) = α(µ(Y ))Xiα,
and so(
dµ+
[
µ,
e−i adY − 1
adY
])
α(Y )
sinhα(Y )
Xiα =
α(µ(Y ))
α(Y )
· α(Y )
(
coshα(Y )
sinhα(Y )
+ 1
)
Xiα.
Thus the eigenvalues of Θ − i adµ are given by the eigenvalues of the Hessian of
f˜ : t→ t as well as by (24). 
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Proof of Proposition 3.7. Let f˜ be aW (G,T)-invariant convex function on t. Then
α(∇f˜)/α(Y ) ≥ 0 for all Y ∈ t.4 Because x( cosh xsinhx +1) ≥ 0 for all x ∈ R, the expres-
sion α(µ(Y ))
(
coshα(Y )
sinhα(Y ) + 1
)
is therefore non-negative for each α ∈ R. Moreover,
convexity of f˜ also implies that the eigenvalues of its Hessian matrix are non-
negative. Therefore, Lemma 3.9 and Lemma 3.10 imply that the G × G-invariant
extension of f˜ to a function f on GC is plurisubharmonic. The converse follows from
the fact that the eigenvalues of the Hessian of f˜ are also eigenvalues of Θ−i adµ. 
The following theorem is now obtained as a corollary of Proposition 3.7.
Theorem 3.11. The canonical line bundle on T ∗G is semi-negative.
Proof. By Proposition 3.7, it is sufficient to prove that the function
Y 7→ log(η(Y )) =
∑
α
log
(
sinhα(Y )
α(Y )
)
is convex on t. Since a finite sum of convex functions is convex, we need that
Y 7→ log
(
sinhα(Y )
α(Y )
)
= log
(
sinh |α(Y )|
|α(Y )|
)
is convex on t for each real root α. Now, for each α ∈ R, the map Y 7→ |α(Y )|
is a semi-norm on t, so in particular, each of these maps is convex. By applying
the chain rule it is not difficult to show that, if φ : R → R is convex and non-
decreasing on the range of another convex map f : Ω→ R, where Ω is a convex set,
then the composition φ ◦ f is convex, too. So, we need to prove that the function
log ◦η˜ : R→ R is convex and non-decreasing on R≥0, where η˜ : R→ R is given by
t 7→ sinh t
t
.
By looking at the power series for η˜ one sees that log ◦η˜ is non-decreasing on R≥0.
The function log ◦η˜ is convex if and only if
η˜η˜′′(t)− η˜′(t)2 ≥ 0 for all t ∈ R.
The first and second derivatives of η˜ are equal to
η˜′(t) =
cosh t
t
− sinh t
t2
, η˜′′(t) =
sinh t
t
− 2 cosh t
t2
+
2 sinh t
t3
.
The expression η˜(t)η˜′′(t)− η˜′(t)2 is then equal to
η˜(t)η˜′′(t)− η˜′(t)2 = sinh
2 t
t2
− 2 cosh t sinh t
t3
+
2 sinh2 t
t4
− cosh
2 t
t2
+
2 cosh t sinh t
t3
− sinh
2 t
t4
=
sinh2 t− cosh2 t
t2
+
sinh2 t
t4
=
sinh2 t− t2
t4
> 0,
for all t ∈ R \ {0}. Since η˜ is smooth, η˜(t)η˜′′(t) − η˜′(t)2 ≥ 0 for all t ∈ R. Hence
log η˜ is convex and the theorem is proved. 
4To see this, let wα ∈ W (G,T) be the reflection associated to the root α. Pick a basis
{e1 . . . , ek} of t such that e2, . . . ek are in kerα and wα(e1) = −e1. Write (yi) for the coordinates
of Y ∈ t with respect to this basis. Then f˜(y1, . . . , yn) = f˜(−y1, . . . , yn) by Weyl-invariance of f˜ .
Also taking into account the convexity of f˜ , we see that α(∇f)/α(Y ) = 1
y1
∂f˜
∂y1
is non-negative.
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3.3. Dolbeault–Dirac quantization. In this section we prove that the Dolbeault–
Dirac quantization of T ∗G is G×G-equivariantly isomorphic to the Hilbert space
(5), which was previously obtained by Hall [22] via geometric quantization. To
achieve this we use Theorem 3.6 together with the semi-negativity of the canonical
line bundle on T ∗G (i.e., Theorem 3.11) to show that the kernel of the Dolbeault–
Dirac operator only consists of holomorphic functions on T ∗G that are square-
integrable with respect to some G×G-invariant measure.
Define a smooth function φ : G× g→ R by
φ(x, Y ) = π|Y |2.
Recall that the pre-quantum line bundle L on T ∗G is simply the trivial hermitian
line bundle endowed with the connection ∇L = d + 2πiθ, where θ denotes the
canonical symplectic potential. We take the G × G-action on the fiber direction
of L to be trivial. Since θ is a G × G-invariant 1-form, the connection ∇L is
G×G-invariant, too.
Proposition 3.12. Let α ∈ Γ∞(T ∗G,Λ•(T ∗(0,1)M)⊗L) be a smooth section. Then
∂
L
α = 0 if and only if ∂(eφα) = 0, with φ as above.
Proof. We show that ∂φ = 2πi(π(0,1)θ). This implies that
∂(eφα) = eφ
(
∂α+ (∂φ) ∧ α) = eφ (∂ + 2πiπ(0,1)θ)α = eφ∂Lα,
so that ∂
L
α = 0 if and only if ∂(eφα) = 0.
With respect to the basis {αk, dyk} (see the remarks above Theorem 2.2 for the
definition of these 1-forms) the form dφ is equal to 2πykdy
k, which we simply write
as (0, 2πY ). Since adY acts trivially on Y , we compute
∂φ = (0, πY ) + (iπY, 0) = (iπY, πY ).
On the other hand, by Lemma 2.1,
θ(g,Y )(Z1, Z2) = 〈Y, Z1〉g =
n∑
k=1
ykzk,
when Z1 =
∑n
k=1 zkek. Consequently, θ(g,Y ) = (Y, 0) in the basis {αk, dyk}. Again,
π(0,1)θ(g,Y ) =
1
2
(
θ(g,Y ) − iJθ(g,Y )
)
=
1
2
((Y, 0)− (0, iY )) = 1
2
(Y,−iY ).
Multiplying by 2πi gives 2πiπ(0,1)θ = (iπY, πY ), which is equal to ∂φ. 
If the bundle L is endowed with the unique holomorphic structure for which the
section e−φ is holomorphic, then ∇L = d+2πiθ is the unique Chern connection on
L. As (∇L)2 = 2πiω, the line bundle L is positive.
Since DL is elliptic, the kernel of D
L
= (DL)∗ consists of smooth sections.
So, to determine the kernel of (DL)∗ it is important to know how (DL)∗ acts on
smooth sections. The following lemma shows that for any symmetric differential
operator D, the action of D∗ on smooth sections coincides with the action of D as
a differential operator.
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Lemma 3.13. Let D be a symmetric differential operator on a hermitian vector
bundle E over an oriented Riemannian manifold M (with domain Γ∞c (M,E)). If
s ∈ Γ∞(M,E) ∩ D(D∗), then
D∗s = Ds.
Proof. Suppose that s ∈ Γ∞(M,E) ∩ D(D∗). Let t ∈ Γ∞c (M,E) be given and let
ψ ∈ C∞c (M) be such that 0 ≤ ψ ≤ 1 and ψ ≡ 1 in a neighbourhood U of supp t.
Then 〈s,Dt〉 = 〈ψs,Dt〉, since D is a local operator. The section ψs is compactly
supported and smooth, so that by symmetry of D:
〈s,Dt〉 = 〈ψs,Dt〉 = 〈D(ψs), t〉 =
∫
M
〈D(ψs)(x), t(x)〉xdx,
whereD acts on ψs as a differential operator. Now, 〈D(ψs)(x), t(x)〉x is zero outside
supp t and the differential operator D commutes with ψ on the neighbourhood U ,
since ψ ≡ 1 there. Consequently,
〈D(ψs)(x), t(x)〉x = 〈ψ(x)Ds(x), t(x)〉x ,
for all x ∈M , and so
〈s,Dt〉 =
∫
M
〈D(ψs)(x), t(x)〉xdx =
∫
M
〈ψ(x)(Ds)(x), t(x)〉xdx = 〈ψDs, t〉
= 〈Ds, t〉,
where D acts as a differential operator on s. This holds for all t ∈ Γ∞c (M,E). 
We are now ready to determine the Dolbeault–Dirac quantization of T ∗G. Let
HL2(T ∗G, e−2pi|Y |2ε) be the Hilbert space of all holomorphic functions on T ∗G that
are square-integrable with respect to the G×G-invariant measure e−2pi|Y |2ε.
Theorem 3.14. The Dolbeault–Dirac quantization kerD
L
of T ∗G (with its stan-
dard Ka¨hler structure) is G×G-equivariantly isomorphic to HL2(T ∗G, e−2pi|Y |2ε).
Proof. By Theorem 3.11 the canonical line bundle K is semi-negative, so that K∗
is semi-positive. Since the total curvature of a tensor product of two line bundles
is the sum of the curvatures of the individual line bundles, we see that K∗ ⊗ L is
positive. According to Theorem 3.6 the kernel of D
L
is contained in Γ∞(T ∗G,L).
Since T ∗G is geodesically complete, we have D
L
= (DL)∗, hence by Lemma 3.13,
kerD
L
= ker(DL)∗ = {s ∈ Γ∞(T ∗G,L) ∩ L2(T ∗G,L) | DLs = 0}.
Now, DLs = 0 for a smooth section s of L, if and only if ∂
L
s = 0 if and only if s is
a holomorphic section of L. By Proposition 3.12 the holomorphic sections of L are
of the form s = fe−φ, with φ = π|Y |2 and f a holomorphic function on T ∗G. Thus
kerD
L
=
{
fe−φ
∣∣∣∣ f holomorphic and ∫
M
|f |2e−2pi|Y |2ε <∞
}
∼= HL2(T ∗G, e−2pi|Y |2ε).
Since e−φ is G × G-invariant, the last isomorphism intertwines the G ×G-actions
on both spaces. 
Combining Theorem 3.14 with [19, Theorem 10] and Proposition A.1, we obtain:
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Theorem 3.15. Let G be a compact connected Lie group and endow T ∗G with its
standard Ka¨hler structure. Let (T ∗G×C, d+2πiθ) be the asociated G×G-equivariant
pre-quantization line bundle. Then the Dolbeault–Dirac quantization kerD
L
of T ∗G
is G×G-equivariantly equal to Hall’s Hilbert space HL2(T ∗G, e−2pi|Y |2ε), equipped
with the natural G×G-action. Consequently (cf. [22, Theorem 2.6]), our Dolbeault–
Dirac quantization of T ∗G is G×G-equivariantly unitarily isomorphic to L2(G).
4. Quantization of the symplectic stratified quotient
Let G be a compact connected Lie group, and consider the action of G on T ∗G
induced by the action of G on itself by conjugation. Since this induced action is
not free (like the one on G), the ensuing Marsden–Weinstein quotient T ∗G//AdG
is not a manifold, but merely a symplectic stratified space [58]. In this section
we first explicitly determine the stratified structure of T ∗G//AdG, and then define
the quantization of the Marsden–Weinstein quotient to be the Dolbeault–Dirac
quantization of its principal stratum. On this definition, quantization turns out
to commute with (singular) reduction, which provides an a posteriori justification
of our definition. For a different, a priori justification of this definition, we note
that because our singular quotient T ∗G//AdG is stratified by symplectic spaces,
its singular (i.e., non-principal) strata have codimension at least 2. This makes the
following two results (though restricted to flat space) rather suggestive.
Proposition 4.1. The space C∞c (R
n \ Rn−k) is dense in Hs(Rn) if and only if
k > 0 and s ≤ k2 (where, for n = k, R0 = {0} ⊂ Rn).
Cf. [7, Theorem 3.1.3] for the proof. Now endow R2n with its standard Ka¨hler
structure. The bundle Λ(0,•)T ∗R2n is identified with the direct sum of 2n-copies of
L2(R2n) by considering the unitary frame{
1√
2k
dzi1 ∧ · · · ∧ dzik
∣∣∣∣ 1 ≤ i1 < i2 < · · · < ik, 0 ≤ k ≤ n} .
The Dolbeault–Dirac operator has constant coefficients with respect to this unitary
frame, so by [15, Theorem 6.24], the graph norm of the Dolbeault–Dirac operator
on Γ∞c
(
R2n,Λ(0,•)T ∗R2n
)
is equivalent to the H1-norm. Combining this result with
Proposition 4.1 we obtain the following:
Corollary 4.2. Let 2 ≤ k ≤ 2n be a natural number. The subspace
Γ∞c (R
2n \ R2n−k,Λ(0,•)T ∗R2n)
is dense in Γ∞c (R
2n,Λ(0,•)T ∗R2n) with respect to the graph norm of the Dolbeault–
Dirac operator on R2n.
Consequently, at least on flat space the Dolbeault–Dirac operator is insensitive to
the removal of submanifolds of codimension at least 2. In our context, this suggests
that it may be restricted to the principal stratum of T ∗G//AdG without any loss.
4.1. Geometry of the reduced space. Given our compact connected Lie group
G, we fix a maximal torus T in G with Lie algebra t and corresponding Weyl group
W (G,T). As in §2, we choose an AdG-invariant inner product on g and use this
inner product and left-trivialisation of T ∗G to identify T ∗G with G× g.
Calculations similar to those in [1, Section 4.4] lead to the following result.
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Lemma 4.3. The momentum map j : G×g→ g∗, considered as a map from G×g
into g, is equal to
j(g, Y ) = AdgY − Y ∈ g,
where g ∈ G, Y ∈ g.
Having an explicit formula for the momentum map, we now determine the strata
of the Marsden–Weinstein quotient (8). We show that it is sufficient to know how
these strata intersect T × t. The isotropy group of an element g ∈ G under the
action of G on itself by conjugation is simply the centraliser ZG(g). Similarly, we
write ZG(Y ) for the isotropy group of Y ∈ g under the adjoint action of G on g,
and refer to ZG(Y ) as the centraliser of Y , too.
Lemma 4.4. Let (x, Y ) ∈ j−1(0) ⊂ G × g be arbitrary. The orbit of (x, Y ) under
the adjoint action of G contains an element of T×t, and we have a homeomorphism
T ∗G//AdG ∼= (T× t)/W (G,T),
with respect to the obvious diagonal action of W (G,T) on T× t.
This result is not new [33], but nonetheless we provide an independent proof, since
it contains manipulations that will be needed in what follows.
Proof. Let (x, Y ) ∈ j−1(0) and consider the one-dimensional Lie subalgebra hY ⊂ g
generated by Y . The Lie group exp(hY ) is a torus in g. Since j(g, Y ) = 0, we have
g exp(tY )g−1 = exp(AdgtY ) = exp(tY ), (t ∈ R),
so that g centralises the torus exp(hY ). Consequently, there is a maximal torus
in G that contains both exp(hY ) and g (see [38, Theorem 4.50]). Since any two
maximal tori are conjugate in G, there exists an h ∈ G such that T contains both
hgh−1 and exp(AdhhY ). In particular, the path t 7→ exp(tAdhY ) lies in T, so that
AdhY ∈ t. Thus (hgh−1,AdhY ) lies in T× t.
Clearly, T× t ⊂ j−1(0) and this inclusion induces a continuous map
ι : (T× t)/W (G,T)→ j−1(0)/AdG.
By the previous paragraph, ι is surjective. To show that it is injective, we proceed
in the same way as in [38, Proposition 4.53], where it is shown that G/AdG is
homeomorphic to T/W (G,T). Suppose that (g, Y ), (g′, Y ′) ∈ T× t are in the same
G-orbit. That is, there exists h ∈ G such that (g′, Y ′) = (hgh−1,AdhY ). Consider
the closed Lie subgroup ZG(g, Y ) = ZG(g) ∩ ZG(Y ), i.e., the closed Lie subgroup
of G consisting of all elements that centralise both g and Y . Its Lie algebra is
Zg(g, Y ) := {X ∈ g | AdgX = Xand [X,Y ] = 0},
and Zg(g, Y ) contains t. It also contains Ad−1h t: pick X ∈ t, then
AdgAdh−1X = Adh−1Adhgh−1X = Adh−1X,
where we used the fact that hg−1h ∈ T. Similarly,
[Adh−1X,Y ] = Adh−1 [X,AdhY ] = 0.
Both t and Adh−1 t are maximal abelian subalgebras in Zg(g, Y ). Hence there exists
an element k in (the identity component of) ZG(g, Y ) such that Ad(kh−1)t = t.
Consequently, kh−1 ∈ NG(T), and
kh−1 · (hgh−1,AdhY ) = k · (g, Y ) = (g, Y ),
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so that (g, Y ) and (g′, Y ′) are in the same W (G,T) orbit. Thus ι is a continuous
bijection. To prove that ι is a homeomorphism we show that it is closed. For this, it
is sufficient that the mapT×t→ j−1(0)/AdG is closed. SinceT×t is a closed subset
of j−1(0), it is in turn sufficient to show that the projection j−1(0)→ j−1(0)/AdG
is closed, which is what we are going to do now. By compactness of G, the map
Φ : G× j−1(0)→ j−1(0), (g, x) 7→ gx
is proper. Every proper map into a locally compact Hausdorff space is closed,
and so in particular Φ is closed. Therefore, if C is a closed set of j−1(0), then
GC = Φ(G×C) is closed. Thus the quotient map j−1(0)→ j−1(0)/AdG is closed.
Consequently, the continuous bijection
ι : (T× t)/W (G,T)→ j−1(0)/AdG
is closed, and hence is a homeomorphism. 
The restriction of the symplectic structure on G× g to T× t is equal to
ω(g,Y )((X1, X2), (Z1, Z2)) = 〈X2, Z1〉g − 〈X1, Z2〉,
where g ∈ T, Y,X1,2, Z1,2 ∈ t (see (10)). Moreover, on T × t, the map (11) is just
the identity when restricted to t× t. Therefore, the induced complex structure on
T× t, as a map from t× t onto itself after identifying each tangent space with t× t
using left-trivialisation, is simply
J(X1, X2) = (−X2, X1), (X1, X2 ∈ t).
Obviously, the Ka¨hler structure that T × t inherits from G × g is equal to the
standard Ka¨hler structure on T× t. One verifies directly that this Ka¨hler structure
on T× t is invariant under the action of the Weyl group.
For a strongly Hamiltonian, proper group action on a symplectic manifold M ,
the space j−1(0)/AdG is stratified by the strata [51, 58]
M
(H)
x,0 = (j
−1(0) ∩GMxH)/AdG;
= (j−1(0) ∩MxH)/(NG(H)x/H),(25)
where H ⊂ G is an isotropy group for the G-action on M , MxH is the connected
component of MH := {x ∈ M | H is the isotropy group of x} that contains x
(assuming that x ∈MH), and
NG(H)
x := {g ∈ G | g ·MxH =MxH}.
We now use (25) to determine the strata of j−1(0)/AdG for the adjoint action
of G on T ∗G. By Lemma 4.4 it is sufficient to consider only those submanifolds
(G × g)(g,Y )H that have non-empty intersection with T × t. But if (g, Y ) is in
(T × t) ∩ (G × g)(g,Y )H , then H ⊃ T. Conversely, if H ⊃ T, then necessarily
(G × g)H ⊂ T × t, because (G × g)T = T × t . This latter fact can be seen as
follows: if (g, Y ) ∈ (G× g)T, then T centralises both g and Y . In particular, there
exists a maximal torus containing both g and T and so g ∈ T, because T is a
maximal torus. Similarly, Y ∈ t. Thus we have proved:
Proposition 4.5. (1) If H ⊃ T, then
j−1(0) ∩ (G× g)(g,Y )H = (G× g)(g,Y )H ⊂ T× t.
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(2) Each stratum of j−1(0)/AdG is of the form
(G× g)(g,Y )H /(NG(H)(g,Y )/H),
with H ⊃ T.
Proposition 4.5 basically says that the symplectic stratification on j−1(0)/AdG is
obtained by partitioning T × t into the connected components of (G × g)H for
H ⊃ T and subsequently project these into j−1(0)/AdG.
We now further analyze this partition of T× t. Consider the action of G on itself
by conjugation and let T be a maximal torus. The principal stratum of G is
Gprinc = {g ∈ G | ZG(g) is a maximal torus}.
Similarly, the principal stratum of the adjoint action of G on g is equal to
gprinc = {X ∈ g | ZG(X) is a maximal torus}.
Proofs of these facts may be found in [12, Theorem 3.7.1 and Corollary 3.3.2]. In
particular, Gprinc and gprinc are open and dense in G and g, respectively. Since
G/AdG ∼= T/W and the projection G→ G/AdG is open, the set Gprinc ∩T = GT
is open and dense in T. Similarly, gT is open and dense in t.
The principal stratum of G × g is (G × g)C(G), where C(G) denotes the centre
of G, but this stratum does not intersect j−1(0), because each element in j−1(0) is
at least fixed by some maximal torus of G. Instead, the principal stratum on T× t
is as described in the following proposition.
Proposition 4.6. The space (G × g)T ⊂ T× t is an open and dense submanifold
of T× t.
Proof. The submanifold (G × g)T is non-empty, since both GT and gT are non-
empty. Let (g, Y ) ∈ (G×g)T be given. The dimension of (G×g)(g,Y )T is equal to the
dimension of (G×g)T(g,Y ) = T× t. In particular, (G×g)T is an open submanifold of
T× t. Here, (G× t)T(g,Y ) denotes the connected component of (G× g)T containing
(g, Y ). To see that (G × g)T is dense in T × t, note that GT × gT is contained in
(G × g)T and that GT × gT is dense in T × t by the observations preceding this
proposition. 
4.2. Quantization after reduction. We are now ready to define the Dolbeault–
Dirac quantization of the singular quotient j−1(0)/AdG.
Definition 4.7. The quantization of the Marsden Weinstein quotient
T ∗G//AdG = j−1(0)/AdG
is the Dolbeault–Dirac quantization of the principal stratum of the quotient.
By Proposition 4.6, this principal stratum is the manifold (G× g)T/W (G,T), seen
as an open and dense subset of j−1(0)/AdG.
Let P denote the complement of (G× g)T in T× t. By [8, Corollary 1, pp. 316]
there is only a finite number of closed subgroups of G containing a given maximal
torus T ⊂ G. Therefore, the union
P = ∪H)T,isotropy group(G× g)H
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is finite. The connected components of (G× g)H are closed submanifolds of T× t.
If one of these connected components were open as well, then it would be a non-
empty, closed and open subset of the connected space T × t and therefore would
be equal to T × t. This is impossible if H ) T, because (G × g)T is non-empty.
Consequently, the connected components of (G× g)H are of lower dimension than
T× t if H ) T. Since these connected components are symplectic manifolds, their
codimensions as submanifolds of the symplectic manifold T× t are at least 2.
Denote the dimension of T by n and write E for the bundle Λ(0,•)T ∗M .
Proposition 4.8. Let H ) T be an isotropy group for the adjoint action of G on
G× g. Then Γ∞c (T× t \ (G× g)H ,E) is dense in Γ∞c (T× t,E) with respect to the
graph norm of D, the Dolbeault–Dirac operator on T× t.
Proof. Choose ǫ > 0 such that the exponential map exp : g→ G is a diffeomorphism
from the open G-invariant neighbourhood U = {Y ∈ g | |Y | < ǫ} onto an open
neighbourhood V ⊂ G of eG. Let H ) T be an isotropy group for the action of G
on G× g. For each
(g, Y ) ∈ (G× g)H = GH × gH ,
we consider the chart
(exp−1 ◦L−1g )× id : gV × g→ U × g.
Because g is fixed under H , this diffeomorphism intertwines the H-action. Conse-
quently, exp−1 ◦L−1g maps (gV × g) ∩ (G× g)H onto
UH × gH ⊂ t× t ⊂ g× g.
Choose an orthonormal basis {ei}ti=1 of t such that {e1, . . . , et−k} spans gH ⊂ t,
where k ≥ 1. By re-ordering the coordinates induced by the orthonormal basis
{e1, . . . , et}, the subset (G× g)H ∩ ((gV ∩T)× t) is mapped onto
OH := {(x1, . . . , x2t) ∈ (U ∩ t)× t | x2t−2k+1 = · · ·x2t = 0} ⊂ t× t
under the coordinate chart
(exp−1 ◦L−1g )× id : (gV ∩T)× t→ (U ∩ t)× t
for T × t. Under this chart the Ka¨hler structure on T × t corresponds to the
standard Ka¨hler structure on O := (U ∩ t) × t ⊂ R2t, because the differential of
exp : t → T is trivial when the tangent spaces on T are identified with t through
left-trivialisation. Because GH is compact, one can choose finitely many elements
gl ∈ GH such that {(glV ∩T)× t} covers (G× g)H = GH × gH . Then
U := {(glV ∩T)× t} ∪ {T× t \ (G× g)H}
is a finite open cover of T× t. Consider the chart
(exp−1 ◦Lg−1
l
)× id : (glV ∩T)× t→ O
for some fixed l. Let f ∈ Γ∞c (O,E). When O is regarded as an open subset of
R2t, f can be extended (by zero) to a section in Γ∞c (R
2t,E). Recall that the chart
(exp−1 ◦Lg−1) × id maps the Ka¨hler structure on T × t to the standard Ka¨hler
structure on O = (U ∩ t) × t. Therefore, the operator D on Γ∞c (O,E) is just the
restriction of the ordinary Dolbeault–Dirac operator D˜ on R2t to O. Note that for
compactly supported sections on O the graph norm with respect to D is the same
as the graph norm with respect to D˜, as the operator D˜ is local.
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By Corollary 4.2, a section s ∈ Γ∞c (O,E) can be approximated in the graph
norm of D˜ by a sequence (sm)m ∈ Γ∞c (R2t \ R2t−2k,E). Let ψ : R2t → [0, 1] be a
smooth function with compact support contained in O such that ψ ≡ 1 on supp s.
By Lemma 4.9 below, ψsm → s in the graph norm of D˜. But
supp(ψsm) ⊂ supp(ψ) ∩ supp(sm) ⊂ O ∩ (R2t \ R2t−2k),
so that ψsm ∈ Γ∞c (O \ OH ,E) and ψsm → s in the graph norm of D. We have
now proved that, for arbitrary l, Γ∞c ((glV ∩ T) × t \ (G × g)H ,E) is dense in
Γ∞c ((glV ∩T)× t,E).
Suppose now that s ∈ Γ∞c (T × t,E). Let {ψUi}Ui∈U be a partition of unity
subordinate to the finite cover U . The supports of the ψUi ’s are not compact,
but the support of each ψUis is, as supp(ψUis) ⊂ supp(ψUi) ∩ supp(s) is a closed
subset of the compact set supp(s). Moreover, supp(ψUis) is contained in Ui. By
the previous paragraphs, each ψUis can be approximated in the graph norm of D
by a sequence (sm,i)m ∈ Γ∞c (T× t,E) such that supp(sm,i) ⊂ Ui \ (Ui ∩ (G× g)H).
Then
∑
i sm,i →
∑
i ψUis = s as m→∞. Since the sum is finite, supp (
∑
i sm,i)
is compact and
supp
(∑
i
sm,i
)
⊂
⋃
i
(
Ui \ (Ui ∩ (G× g)H)
)
= (T× t) \ (G× g)H
for each m. Thus Γ∞c ((T× t) \ (G× g)H ,E) is dense in Γ∞c (T× t,E). 
The following lemma was used in the above proof.
Lemma 4.9. Let M be an oriented Riemannian manifold. Suppose that (sm)m is
a sequence in Γ∞c (M,E) such that sm → s in Γ∞c (M,E) with respect to the graph
norm of a first-order differential operator D on a hermitian vector bundle E, and
suppose that ψ : M → [0, 1] is a compactly supported smooth function such that
ψ ≡ 1 on supp s. Then ψsm → s with respect to the graph norm of D.
Proof. We verify that
‖s− ψsm‖2D = ‖ψ(s− sm)‖2D = ‖ψ(s− sm)‖2 + ‖D(ψ(s− sm))‖2
≤ ‖s− sm‖2 + ‖[D,ψ](s− sm) + ψD(s− sm)‖2
≤ ‖s− sm‖2 + (‖[D,ψ]‖‖s− sm‖+ ‖D(s− sm)‖)2 ,
which goes to zero as m → ∞, because [D,ψ] is a bounded operator and sm → s
with respect to ‖ · ‖D. 
The next lemma will be applied to P (see text after Definition 4.7) to prove that
Γ∞c ((G× g)T,E) is dense in Γ∞c (T× t,E) with respect to the graph norm of D.
Lemma 4.10. Let M be an oriented Riemannian manifold and let D be a first-
order differential operator on a hermitian vector bundle E over M . Let A1,2 be two
closed subsets of M such that Γ∞c (M \Ai, E), (i = 1, 2), is dense in Γ∞c (M,E) with
respect to the graph norm of D. Then Γ∞c (M \ (A1 ∪A2), E) is dense in Γ∞c (M,E)
in this graph norm as well.
Proof. It suffices to show that Γ∞c (M \ (A1 ∪ A2), E) is dense in Γ∞c (M \ A1, E).
Let s ∈ Γ∞c (M \A1, E) be given. Since Γ∞c (M \A2, E) is dense in Γ∞c (M,E) with
respect to the graph norm of D, there exists a sequence (sm)m in Γ
∞
c (M \ A2, E)
such that sm → s in this norm. Now, let ψ : M → [0, 1] be a function that has
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compact support contained in M \A1 and is equal to 1 on supp s. By Lemma 4.9,
we see that ψsm → s in the graph norm of D. But
supp (ψsm) ⊂ supp ψ ∩ supp sm ⊂ (M \A1) ∩ (M \A2) =M \ (A1 ∪ A2)
for each m. 
Proposition 4.11. The space Γ∞c ((G × g)T,E) is dense in Γ∞c (T × t,E) with
respect to the graph norm of D. Moreover, D is essentially self-adjoint on the
domain Γ∞c ((G× g)T,E).
Proof. The union defining P is finite. Proposition 4.8 and Lemma 4.10 now imply
that Γ∞c ((T × t) \ P,E) = Γ∞c ((G × g)T,E) is dense in Γ∞c (T × t,E) in the graph
norm of D. Concerning essential self-adjointness, first note that D is essentially
self-adjoint on Γ∞c (T × t,E), as T × t is geodesically complete and D has finite
propagation speed (see [27, Proposition 10.2.11]). Since Γ∞c ((G × g)T,E) is dense
in Γ∞c (T×t,E) with respect to the graph norm ofD, D is also essentially self-adjoint
on the domain Γ∞c ((G × g)T,E). 
Proposition 4.11 deals with the ordinary Dolbeault–Dirac operator on T × t.
However, quantization is defined in terms of the twisted Dolbeault–Dirac opera-
tor. Recall that for cotangent bundles the twisting line bundle is L is the trivial
hermitian line bundle with hermitian connection ∇L = d + 2πiθ, where θ is the
fundamental 1-form. Therefore, the twisted Dolbeault–Dirac operator differs from
the untwisted one by a zeroth-order differential operator only.
Proposition 4.12. The domain Γ∞c ((G×g)T,E⊗L) is dense in Γ∞c (T× t,E⊗L)
in the graph norm of DL. In particular, the twisted Dolbeault–Dirac operator DL
is essentially self-adjoint on the domain Γ∞c ((G× g)T,E⊗ L).
Proof. Since L is trivial and has the standard hermitian structure, one can identify
E ⊗ L and E as hermitian vector bundles. As a differential operator on E, the
difference DL−D is of order zero. In particular, DL has the same principal symbol
as D, so that DL still has finite propagation speed and is therefore still essentially
self-adjoint on Γ∞c (T × t,E). It remains to show that Γ∞c ((G× g)T,E) is dense in
Γ∞c (T × t,E) in the graph norm of DL. For simplicity we denote DL = D + B,
where B is an element of Γ∞(T× t,End(E)).
Suppose that s ∈ Γ∞c (T × t,E). By Proposition 4.11 there exists a sequence
(sm)m in Γ
∞
c ((G × g)T,E) such that sm → s in the graph norm of D. Accord-
ing to Lemma 4.9 one can assume that there exists a compact set K such that
(∪msupp sm) ∪ supp s ⊂ K. Consequently,
‖(D +B)(sm − s)‖ ≤ ‖D(sm − s)‖+ ‖B(sm − s)‖
≤ ‖D(sm − s)‖+ sup
x∈K
{‖B(x)‖}‖sm − s‖,
which approaches 0 asm goes to infinity. So Γ∞c (G×g)T,E) is dense in Γ∞c (T×t,E)
in the graph norm of DL = D +B. 
As an immediate consequence of Proposition 4.12, one has
Corollary 4.13. The inclusion
ι : Γ∞c ((G× g)T,E⊗ L)→ Γ∞c (T× t,E⊗ L)
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extends to an identification of
ι : L2((G× g)T,E⊗ L)→ L2(T⊗ t,E⊗ L).
Moreover, if DLprinc denotes the twisted Dolbeault–Dirac operator on (G× g)T and
DL is the twisted Dolbeault–Dirac operator on T× t, then
D
L
princ = D
L
,
as operators on L2(T × t,E ⊗ L), where the identification of the Hilbert spaces
through ι is implicit. In particular,
kerDprinc = kerD
L
.
To study the Dolbeault–Dirac quantization on (G× g)T/W (G,T) we first need
some other facts. The proof of the following lemma is straightforward.
Lemma 4.14. Let D : D(D)→ H be a closable operator, and denote the closure of
D by D. Let p ∈ B(H) be a projection such that p(D(D)) ⊂ D(D) and pD = Dp on
D(D). Then D restricts to a densely defined closable operator Dp : p(D(D))→ pH
on pH. Moreover, pD = Dp on H and Dp = D|pH on pH. If D is essentially
self-adjoint, then so is Dp.
If a Lie group acts on an oriented Riemannian manifold, we always assume that
the action preserves the metric as well as the orientation.
Proposition 4.15. Let Γ be a finite group acting on an arbitrary oriented Rie-
mannian manifold M . Suppose that D is a symmetric Γ-invariant differential op-
erator on a Γ-equivariant hermitian vector bundle E. Then
D|L2(M,E)Γ = D|L2(M,E)Γ .
Moreover, if D is essentially self-adjoint on the domain Γ∞c (M,E), then D|L2(M,E)Γ
is essentially self-adjoint on the domain Γ∞c (M,E)
Γ.
Proof. The inclusion of the closed subspace L2(M,E)Γ into L2(M,E) has a left-
inverse p : L2(M,E)→ L2(M,E)Γ, given by
ps(x) =
1
|Γ|
∑
g∈Γ
g(s(g−1x)), (x ∈M).
The map p is easily verified to be the projection onto L2(M,E)Γ. Furthermore,
p(Γ∞c (M,E)) = Γ
∞
c (M,E)
Γ. Since D is assumed to be Γ-invariant, it commutes
with the projection p. Now apply Lemma 4.14. 
Suppose that Γ acts freely on M and write π :M →M/Γ for the quotient map.
Let E be a Γ-equivariant vector bundle over M . Then E/Γ is a vector bundle on
M/Γ with the obvious projection map E/Γ→M/Γ. Moreover, the map sending a
section s ∈ Γ(M,E)Γ to the section s˜ ∈ Γ∞(M/Γ, E/Γ) that is given by
s˜([x]) := [s(x)], (x ∈M),
is an isomorphism of C∞(M/Γ) ∼= C∞(M)Γ-modules.
Because Γ is discrete, there is natural identification of (TM)/Γ with T (M/Γ).
Moreover, if M is endowed with a Γ-invariant Ka¨hler structure, then M/Γ inherits
a Ka¨hler structure from M , and if L is a Γ-equivariant pre-quantum line bundle
overM for the symplectic structure ω onM , then L/Γ is a pre-quantum line bundle
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over M/Γ (with connection ∇L/Γ induced by the Γ-invariant connection ∇L on L)
for the inherited symplectic structure ωΓ on M/Γ. In fact, the pull-back of ωΓ
along π is ω, and the pull-back of (L/Γ,∇L/Γ) is (L,∇L).
Because π : M → M/Γ is a covering map, M can be covered by open subsets
Ui on which π is a diffeomorphism onto the open subset π(Ui) in M/Γ. The map
π then identifies the Ka¨hler structure on Ui with the one on π(Ui). It follows that
the isomorphism
Γ∞c (M,E⊗ L)Γ → Γ∞c (M/Γ,EM/Γ ⊗ L/Γ), s 7→ s˜
intertwines the Dolbeault–Dirac operators on M and M/Γ.
Let ε and ε˜ be the Liouville measures on M and M/Γ, respectively. Then∫
M
(π∗f˜)ε = |Γ|
∫
M/Γ
f˜ ε˜,
for all f˜ ∈ C∞(M/Γ). Therefore, for any Γ-equivariant hermitian vector bundle
E →M , the map u : Γ∞c (M,E)Γ → Γ∞c (M/Γ, E/Γ) given by
u : s 7→ |Γ| 12 s˜, s ∈ Γ∞c (M,E)Γ
is unitary. Taking E = E⊗ L and using Proposition 4.15, we now obtain:
Proposition 4.16. Let Γ be a finite group acting freely on a Ka¨hler manifold M ,
such that the Ka¨hler structure is Γ-invariant. Suppose that (L,∇L) is an equivariant
pre-quantization. Then the map
u : L2(M,E⊗ L)Γ → L2(M/Γ,EM/Γ ⊗ L/Γ), sΓ 7→ |Γ|
1
2 s˜
is a unitary isomorphism that intertwines the Dolbeault–Dirac operators DL and
DL/Γ. Moreover, with H = L2(M,E⊗ L) we have
(kerD
L
+)
Γ = ker((D
L
+)|HΓ) = ker (DL+)|HΓ
u∼= kerDL/Γ+ ,
(kerD
L
−)
Γ = ker((D
L
−)|HΓ) = ker (DL−)|HΓ
u∼= kerDL/Γ− .
Let us apply Proposition 4.16 to our situation, where the finite group Γ :=
W (G,T) acts freely on M = (G×g)T. Composition of the map u−1 of Proposition
4.16 and ι in Corollary 4.13 yields an identification
ι ◦ u−1 : L2((G× g)T/Γ,E(G×g)T/Γ ⊗ L/Γ)
∼=→ L2(T× t,E⊗ L)Γ.
IfDL/Γ denotes the Dolbeault–Dirac operator on (G×g)T/Γ and if DL now denotes
the Dolbeault–Dirac operator on T × t, then the isomorphism ι ◦ u−1 restricts to
isomorphisms
ι ◦ u−1 : kerDL/Γ+
∼=→ (kerDL+)Γ,(26)
ι ◦ u−1 : kerDL/Γ−
∼=→ (kerDL−)Γ.
From (the proof of) Theorem 3.14, we know that kerD
L
− = {0} and that kerD
L
+ is
concentrated in degree 0 on T × t. By the above results, the same is true for the
Dolbeault–Dirac operators on (G × g)T and on the principal stratum (G × g)T/Γ
of the Marsden-Weinstein quotient j−1(0)/AdG. Thus we are in the setting of
Remark 1.4, so Definition 1.3 of Dolbeault–Dirac quantization again remains close
to the definition of quantization as an index.
This brings us to one of our main results:
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Theorem 4.17. Defining the Dolbeault–Dirac quantization of j−1(0)/AdG as the
Dolbeault–Dirac quantization of its principal stratum, one has
QDD(j−1(0)/AdG) := kerDL/W (G,T)+ ∼= QDD(T ∗T)W (G,T) ∼= L2(T)W (G,T),
where each unitary isomorphism is natural (i.e., independent of a choice of basis).
Proof. By definition, QDD(T ∗T) := kerDL+. The first isomorphism is then a con-
sequence of (26). The second follows from Theorem 3.15 and Proposition A.1. 
Remark 4.18. Rephrased in terms of holomorphic sections, Proposition 4.16 states
that the square-integrable holomorphic sections of the bundle L/W (G,T) on the
principal stratum (G× g)T/W (G,T) can be identified with the W (G,T)-invariant
square-integrable holomorphic sections of the W (G,T)-equivariant bundle L on
(G×g)T. Corollary 4.13, on the other hand, says that square-integrable holomorphic
sections of L on the open, dense submanifold (G × g)T ⊂ T × t can always be
extended to a square-integrable holomorphic section on the entire manifold T × t.
The latter result explains why the quantization of the principal stratum is equal
to the quantization of the full manifold. Since in general holomorphic sections on
a dense, open neighborhood do not always have holomorphic extensions to the full
space, this extension-result is decidedly non-trivial. It relies on the facts that the
codimensions of the other strata are at least 2 and that the sections are square-
integrable. It would be worthwhile to investigate if a similar results holds in a more
general setting of symplectic stratitification, where codimensions of the strata other
than the principal one are automatically 2 or higher. The definition of quantization
of the singular space as the quantization of its principal stratum might then be
extented to this setting as well.
4.3. Quantization commutes with reduction. We discuss some facts concern-
ing the Guillemin-Sternberg conjecture for the coadjoint action of G on T ∗G. The
following proposition is well known.
Proposition 4.19. Let G be a compact connected Lie group and T a maximal
torus. Write δ : T → C for the Weyl denominator function. Then there exists
c > 0 such that f 7→ c|δ| · f |T defines a unitary map
L2(G)AdG → L2(T)W (G,T).
Proof. See e.g. [12, Corollary 3.14.2]. 
In Theorem 3.15 we showed that the Dolbeault–Dirac quantization of T ∗G with
its standard Ka¨hler structure is HL2(T ∗G, e−|Y |2ε), which is G × G-equivariantly
isomorphic to L2(G) via the isomorphism of Proposition A.1. This isomorphism
composed with the Weyl integration formula produces a canonical isomorphism
between the reduction after quantization and L2(T)W (G,T). On the other hand,
in Theorem 4.17 we applied the isomorphism u in Proposition 4.16, and again
Proposition A.1 to also identify QDD(T ∗G//AdG) with L2(T)W (G,T). Hence:
Theorem 4.20. Defining the Dolbeault–Dirac quantization of T ∗G//AdG to be the
Dolbeault–Dirac quantization of its principal stratum, (Dolbeault–Dirac) quantiza-
tion after reduction and reduction after quantization are both canonically isomorphic
to L2(T)W (G,T), and hence quantization commutes with reduction.
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5. Discussion and outlook
To summarize the main results in this paper, we have:
• Shown that the Dolbeault–Dirac quantization of T ∗G (with its standard
Ka¨hler structure) yields the same Hilbert space (5) that Hall found in [22]
(who used geometric quantization based on a holomorphic polarisation).
The main point we proved in this light is the fact that the kernel of DL−
is trivial and that the kernel of DL+ is precisely the space of holomorphic
square-integrable sections of L (Theorem 3.14);
• Formulated a quantization procedure for the singular Marsden–Weinstein
quotient T ∗G//AdG, where quantization is performed by taking the kernel
of the (twisted) Dolbeault–Dirac operator on the principal stratum. It
turned out that it is sufficient to consider the principal stratum because the
Dolbeault–Dirac operator is still essentially self-adjoint there (Propositions
4.11 and 4.16). The essential self-adjointness relies on the fact that the
singular strata are all of a codimension greater than 2;
• Shown that quantization commutes with reduction in the sense that both
reduction after quantization and quantization after reduction yield the same
Hilbert space L2(T)W (G,T) (Theorems 3.15, 4.17 and Proposition 4.19).
Although the above methods for quantizing the cotangent bundle T ∗G and the
Marsden–Weinstein reduced space T ∗G//AdG are perfectly natural, the ‘quantiza-
tion commutes with reduction theorem’ would get more body if there were a way to
identify quantization after reduction with reduction after quantization differently
from mere unitary isomorphism of Hilbert spaces. Now there is a natural map
HL2(T ∗G, e−|Y |2ε)AdG → HL2((j−1(0)/AdG)princ, e−|Y˜ |
2
ε˜),
where a holomorphic function
f ∈ HL2(T ∗G, e−|Y |2ε)AdG
is pulled back to the space (G×g)T ⊂ T ∗T and then projected to a square-integrable
holomorphic function on the quotient (G × g)T/W (G,T), but unfortunately this
map is not unitary [24]. To solve this problem one could look for either other natural
maps going from the one space to the other, or some more flexible framework
in which the quantization-commutes-with-reduction problem can be formulated.
Unfortunately, neither the K-theoretic framework for quantization-commutes-with-
reduction used in [28, 30, 39, 46] nor the approaches in [42, 52] apply here, since
our momentum map fails to be proper and the reduced space is non-compact, so
that the quantization of the latter, viz. the Hilbert space L2(G)AdG, is infinite-
dimensional, so that, in particular, the multiplicity of the trivial representation
in the AdG-equivariant quantization of T ∗G is infinite. Consequently, L2(G) can
neither be interpreted as an element in the generalised representation ring, nor as
an element in K(C∗({e})) = K0(C) ∼= Z. It would therefore be desirable to find a
new framework in which the ‘quantization commutes with reduction’ problem can
be studied for singular cases like the one studied in this paper.
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While it was under review, an important contribution to the subject appeared,
namely “A unitary ‘quantization commutes with reduction’ map for the adjoint
action of a compact Lie group” by B.C. Hall and B.D. Lewis (arXiv:1709.08531),
subsequently published in The Quarterly Journal of Mathematics 00, 1–35 (2018).
This paper addresses the same problem as ours, but instead of using an index-
theoretic definition of quantization (which is really K-theoretic, cf. the Introduc-
tion), they use the traditional geometric quantization approach, amended with the
half-form correction [23, 64]. In an impressive tour de force, Hall and Lewis suc-
ceed in proving a ‘quantization commutes with reduction’ result, too, including a
(geometrically) more natural unitary map from the ‘quantization before reduction’
Hilbert space to the ‘quantization after reduction’ Hilbert space than ours.
Let us therefore close by explaining the connection of this paper to ours. In the
original version of our paper we already tried to extend our result for the SpinC–
Dirac operator = Dolbeault–Dirac operator (cf. Remark 1.2) to a possible Spin
Dirac operator /D on M = T ∗G, in terms of which, analogous to Definition 1.3, the
spin quantization of M would be defined as the Hilbert space
(27) QLS(M) := ker( /D
L
+).
It is shown in e.g. [11, Chapter 6] that for a fixed spin structure on any Ka¨hler
manifold M , the spinor bundle S is isomorphic to the bundle Λ•(T ∗(0,1)M)⊗K 1
2
,
whereK 1
2
is the line bundle of half-forms corresponding to the chosen spin structure
(which satisfies K 1
2
⊗K 1
2
= K). Furthermore, the canonical line bundle on T ∗G is
trivial. Let {βi}ni=1 be a linearly independent system of left-invariant holomorphic
(1, 0)-forms on GC. Then β := β1 ∧ · · · ∧ βn is a left GC-invariant holomorphic
trivialising section of K. The section β is also invariant under the right action of
G on GC. To see this, note that
(ThRg)
∗β(hg) = det(Ad∗g−1)β(h), (h ∈ GC, g ∈ G),
where Ad∗g−1 is viewed as a real-linear map g
∗ → g∗. The function
G→ R×, g 7→ det(Ad∗g−1)
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is a group homomorphism. Since G is compact and connected, the image of this
homomorphism is a compact and connected subgroup of R×, hence this image is
{1}. Consequently, β is also invariant under the right action of G on GC. Since β
is both left- and right- invariant, it is invariant under the action of G×G on GC.
Let h denote the hermitian structure on K. Now choose K 1
2
to be the trivial
holomorphic line bundle with the trivialising holomorphic section α that satisfies
α2 := α⊗α = β and with hermitian structure determined by h(α, α) = h(β, β) 12 , so
that R(K 1
2
) = 12R(K). The group action on K 12 is such that α is G×G-invariant.
Theorem 5.1. The spin quantization ker /D
L
of T ∗G (with its standard Ka¨hler
structure) is G×G-equivariantly isomorphic to HL2(T ∗G, e−2pi|Y |2ηε).
Proof. The twisted operator /D
L
is equal to the twisted Dolbeault–Dirac operator
on Λ•(T ∗(0,1)M)⊗ (K 1
2
⊗L) [11, 14]. Because the canonical line bundle K is semi-
negative, the line bundle K∗ ⊗ (K 1
2
⊗ L) is positive so that, by Theorem 3.6, the
kernel of /D
L
is contained in Γ∞(M,K 1
2
⊗L), and as in Theorem 3.14 this kernel is
ker /D
L
= HL2(T ∗G,K 1
2
⊗ L) ∼= HL2(T ∗G, e−2pi|Y |2ηε),
where the last isomorphism is given by the map
HL2(T ∗G,K 1
2
⊗ L) ∼=→ HL2(T ∗G, e−2pi|Y |2ηε), fe−pi|Y |2α 7→ f.(28)
This is an isomorphism, because the trivialising section α of K 1
2
satisfies h(α, α) =
η. Because α and e−pi|Y |
2
are invariant under G × G, the isomorphism of (28) is
G×G-equivariant. 
As in Theorem 3.15, the equivariant spin quantization (27) of T ∗G is G × G-
equivariantly equal to (6), and hence by Hall’s result [22, Theorem 2.6] also this
quantizations of T ∗G is G×G-equivariantly isomorphic to L2(G).
Thus the Spin Dirac operator quantization of the unreduced space T ∗G is well
under control. However, in attempting to pass to the reduced space we stumbled
on the following problem. The curvature of the canonical line bundle on T ∗T is
0, so that the Dolbeault–Dirac quantization is equal to the spin quantization for
T ∗T. When we also consider theW (G,T)-action on the canonical bundle, then the
left-invariant holomorphic (n, 0)-form β1∧· · ·∧βn, where each βk is a left-invariant
(1, 0)-form on TC, is not W (G,T)-invariant. Indeed, an element w ∈ W (G,T)
sends β1 ∧ · · · ∧ βn to det(w)β1 ∧ · · · ∧ βn, where dett(w) is the determinant of the
action of w as a real-linear map on t, or equivalently, the determinant of its complex
linear extension to tC, considered as a complex-linear map. This determinant is
±1, depending on whether w is a rotation or a reflection of t, and at the time we
did not know if there existed an equivariant half-form bundle whose square is the
equivariant canonical line bundle. Now Hall and Lewis (§5) show that this bundle
indeed exists, and in this light we conjecture that quantization defined as the index
of the ensuing Spin Dirac operator coincides with geometric quantization using the
half-form correction, as constructed by Hall and Lewis. We do not see how to prove
this, but if this conjecture is true, their result would show that, on the definition
(27), at least if G is simply connected, quantization commutes with reduction also
for Spin Dirac operators (and not only for SpinC–Dirac operators, as we prove here).
QUANTIZATION OF THE COTANGENT BUNDLE OF A COMPACT LIE GROUP 35
Appendix A. Equivariance of Hall’s isomorphisms
In this appendix we show that Hall’s isomorphism in [19] is equivariant. We first
recall this isomorphism. Define an entire function φ : GC → C by
φ(t) =
∑
pi∈Gˆ
dim Vpi√
σ(π)
Tr(π(t−1)),
where the sum is over all irreducible representations of G, each of which is extended
holomorphically to an irreducible representation of GC, and where
σ(π) =
1
dim Vpi
∫
GC
‖π(t−1)‖2e−2pi|Y |2ε.
Then by [19, Theorem 10], the following map is unitary:
Cφ : L
2(G) → HL2(T ∗G, e−2pi|Y |2ε);(29)
(Cφf)(t) =
∫
G
f(x)φ(x−1t)dx, (f ∈ L2(G)).(30)
By restriction, Cφ also defines a unitary map
(31) C′φ : L
2(T)→ L2(T ∗T, e−2pi|Y |2ε),
where T is a maximal torus of G and W (G,T) is the corresponding Weyl group.
Proposition A.1. Let G be a compact connected Lie group.
(1) Hall’s unitary isomorphism Cφ intertwines the natural G×G-actions.
(2) Its restriction C′φ intertwines the pertinent W (G,T)-actions.
Proof. (1) We apply [19, Theorem 10], where unitary isomorphisms are constructed
between L2(G) and HL2(GC, ν) for a specific class of G-bi-invariant measures ν on
GC. To verify that this theorem applies to the G×G-invariant measure
ν := e−2pi|Y |
2
ε,
we need to check the following:
(1) ν is given by a density with respect to the Haar measure dµ on GC that is
locally bounded away from zero;
(2) for each irreducible representation π of G, analytically continued to GC,
the expression ∫
GC
‖π(t)−1‖2dνt
is finite.
By [21, Lemma 5], dµ = η2ε, so that
ν = e−2pi|Y |
2
ε = e−2pi|Y |
2
/η2dµ.
The function Y 7→ e−2pi|Y |2/η2 is smooth and strictly positive, in particular it is
locally bounded away from zero. Furthermore, since any irreducible representation
of G is finite-dimensional and hence can be assumed to be unitary, we have∫
GC
‖π(t)−1‖2e−2pi|Y |2ε =
∫
G×g
‖π(geiY )−1‖2e−2pi|Y |2dxdY
=
∫
G×g
‖π(g−1)π(eiY )−1‖2e−2pi|Y |2dxdY
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= |G|
∫
g
‖π(eiY )−1‖2e−2pi|Y |2dY,
where we used the fact that on G × g the Liouville measure is equal to dxdY ,
assuming that dx, the Haar measure on G, and dY , the Lebesgue measure on
g, are appropriately normalised (see [21, Lemma 4]). Writing π for the induced
representation of the Lie algebra, we obtain∫
GC
‖π(t)−1‖2e−2pi|Y |2ε = |G|
∫
g
‖e−ipi(Y )‖2e−2pi|Y |2dY
≤ |G|
∫
g
e2‖pi(Y )‖e−2pi|Y |
2
dY
≤ |G|
∫
g
eC|Y |e−2pi|Y |
2
dY,
for some constant C > 0. This last integral is finite. Thus the measure ν satisfies
conditions (1) and (2), so we can apply [19, Theorem 10]. From these expressions
one can deduce that Cφ is a G×G-invariant map.
(2) Let w ∈ W (G,T) be given. We show that
C′φ(f ◦ w) = (C′φf) ◦ w.
Using the fact that w ∈ W (G,T) acts on TC by homomorphisms, we obtain
(C′φf)(wt) =
∫
T
f(x)φ(x−1wt)dx =
∫
T
f(x)φ(w(w−1(x−1)t))dx.
We claim that φ(wt) = φ(t) for all w ∈ W (G,T) and t ∈ TC. From the invariance
of e−2pi|Y |
2
ε under W (G,T) we see that
σ(π ◦w) =
∫
TC
‖π(w · t−1)‖2e−2pi|Y |2ε =
∫
TC
‖π(t−1)‖2e−2pi|Y |2ε = σ(π),
so that
φ(wt) =
∑
pi∈Tˆ
1√
σ(π)
Tr(π(wt−1)) =
∑
pi∈Tˆ
1√
σ(π ◦ w) Tr(π(wt
−1))
=
∑
pi∈Tˆ
1√
σ(π)
Tr(π(t−1)) = φ(t),
where in the third step we used the fact that π 7→ π ◦ w maps Tˆ bijectively onto
itself. Consequently,
(C′φf)(wt) =
∫
T
f(x)φ(w−1(x−1)t)dx.
The Haar measure on G is invariant under W (G,T), because W (G,T) acts by
automorphisms. Therefore,
(C′φf)(wt) =
∫
T
f(x)φ(w−1(x−1)t)dg =
∫
T
f(w · g)φ(g−1t)dg,
or in other words,
C′φ(f ◦ w) = (C′φf) ◦ w.
Thus C′φ is W (G,T)-equivariant. 
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