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Abstract 
Klarner, D.A. and K. Post, Some fascinating integer sequences, Discrete Mathematics 106/107 
(1992) 303-309. 
A class of recursively defined sets of integers is investigated. Their asymptotic densities and 
recognizability by a suitable finite automaton are illustrated by an example. 
Let r E N be a nonnegative integer, let m,, m,, . . . , m, E Z be integers, and for 
all r-tuples of integers (xl, . . . , x,) E Z’ define the r-ary afine function 
a(x,, . . . , x,) = m,, + mlxl+ . . * + rn&. (1) 
Also, for any set of integers S E Z define 
e(S) = {Ly(s*, . . . ) s,): s,, . . . ) s, E S}. (2) 
Similarly, if A is a set of affine functions define 
A(S) = ,c;J, 40 (3) 
A set S E Z is a-closed whenever a(S) G S, and S is A-closed whenever A(S) c S. 
It is easy to check that the intersection of an arbitrary collection of A-closed sets 
is again an A-closed set. (The A-closed sets form a complete lattice.) The 
A-closure of a set S, denoted (A : S), is defined to be the intersection of all 
A-closed sets which contain S. One can also build up the A-closure of a set S from 
‘below’. Define PO = S, and for k = 0, 1, . . . define Pk+, = Pk U A(&). Then 
(A :S> =kL?o& 
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A theory for A-closed sets is currently in the making. In this note we will 
investigate a special instance of these sets. Let m E PJ be a positive integer, and 
define the 2-ary affine function 
%(X, Y) = fm + qJ (4 y E Z). (5) 
We study the a,,,-closure of {l} which is denoted ( a;, : 1). This leads naturally to 
still other closed sets. Define 
&(x,y)=mr+my+2m-1 (X,YEZ), (6) 
Ym(x,Y)=~+mY +1 (X,Y EZ). (7) 
We adopt the convention that uA + vB = {ua + vb: a E A, v E B} for elements 
u, v EZ and subsets A, B cZ. Furthermore, define a + vB = {a} + vB for 
a, v E Z, B G Z. Then it is easy to prove that 
(a;n:l)=l+(pm:o), (8) 
(Pm : 0) = em - l)(u* : o>, (9) 
(c& : 1) = 1+ (2m - l)(ym : 0). (10) 
In light of (lo), we can concentrate on ( ym : 0). To this end, define Go) = 
( y,,, : 0)) and for k = 1, 2, . . . define GCk+i) = Go) + G@). (Note that the fixed 
positive integer m has been suppressed in the notation.) It follows from the 
definition that G(‘) + G”’ = G(‘+j) for all i, j E P, and since 0 E G(l), we have 
G(‘) G G(‘+j) for i, j E 5’. Using the fact that Go) is a y,-closed set, we have 
G(i) = (0) u (mG’*’ + 1). (II) 
Adding the relation in (11) to itself results in 
G(‘) = (0) U (mG”’ + 1) U (mGC4’ + 2). (12) 
Now by repeatedly adding (12) to itself one can show by a simple induction that 
Keeping 
Lemma 
(324 = (0) U ij Q.&(*‘) +i) (k E P). 
i=l 
(13) 
in mind that m is a fixed integer, define the unary affine functions 
pi(X) = WlX + i (X E Z, i E P). (14) 
1. For any k E P’, G(2k) is a /&osed set for k s i s 2k. Also, 
(0, 1, . . . ,=I G G (2k). Hence, 
(CLi (i = k, . . . , 2k) : (0, 1, . . . , 2k) ) s G(2k). (15) 
Proof. Since G(2k) c G(2i) for all i not less than k, we have (mGC2k) + i) c 
(mGz + i) c GCZkJ f& i = k, . . . ,2k (by (13)). Hence, GCZk) is a pi-closed set for 
i=k,..., 2k. Also, because mG(*‘) + i is a subset of GCzk), and 0 E G(*‘), it 
follows in particular that i E G(*‘) for i = 0, 1, . . . ,2k; that is (0, 1, . . . ,2k} c 
G(2k). This proves (15) and the lemma itself. Cl 
Some fmcinating integer sequences 305 
Lemma 2. Let M(2k) be the set which appears on the left side in (15). When 2 s m, 
IV(~~-‘) = N. Also, since N = M(2m-2) c_ G(2m-2) E N, and G(‘) 5 G(‘+j) for i, 
h E P, 
G(2k)=N (j=m-l,m,m+l,... ). (16) 
Proof. We just prove M(2m-2) = N. By definition, 0, 1, . . . ,2m - 2 are all 
elements of M(*-2). Suppose for some t that 0, 1, . . . , t are all elements of 
M@“‘-2) where (2m - 2) 4 t. We want to show (t + 1) E M(2m-2) as well. There 
exists some i with (m - 1) s i s (2m - 2) such that t + 1 = i (mod m) because 
(m - 1, m, . . . , 2m - 2) is a complete residue system modulo m. Then J’ = 
(t + 1 - i)/m is an integer in the set (0, 1, . . . , t}, so pi(j) = t + 1 is in M(2m-2) as 
well. This completes the proof. 0 
Now we summarize what has been proved so far. 
Theorem 1. The sets G(l) and G(2k) for k E P satisfy 
G(l) = (0) U (mGC2) + 1) (17) 
G(2k) = (0) U fi (mGC2’) + i) (k = 1, 2, . . . , m - 2), (18) 
i=l 
G(2k)=N (k=m-l,m,...). (19) 
This system is very useful. For example we shall show for a special value of m 
that the sets G(‘) all have an asymptotic density, and compute these densities. The 
general case is a straightforward extension. 
For a set S s N we define: its lower asymptotic density 
3(S) = lim inf JS tl (0, 1, . . . , n - 1)1/n; 
PI-m 
its upper asymptotic density 
6(S) = lim sup (S II (0, 1, . . . , n - 1) (ln. 
n-m 
S is said to have an asymptotic density 6 = 6(S) if 
S(S) = 6(S) = 6. 
If S and T are disjoint subsets of N, then 
8(S) + 3(T) 4 cY(S U T) 6 8(S U T) s 6(S) + 6(T). 
IfhEPandkEN, then 
(20) 
&hS + k) = t 3(S) and &hS + k) = i 6(S). 
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In our example we take the special value m = 5. Then the system given in 
Theorem 1 becomes 
Go) = (0) u (5G@’ + (1)) > (21) 
G@) = (0) U (5Gc2’ + { 1)) U (5Gc4’ + (2)) (22) 
Gc4) = (0) U (5Gc2’ + {I}) U (5Gc4’ + (2)) u (5G’@ + (3)) u (5N + {4}), 
(23) 
G@) = (5Gc4’ + (2)) U (5G’@ + (3)) U (5N + (0, 1, 4)). 
All of these unions are disjoint and have the structure 
(24) 
AUBUC, 
where A is finite (hence, 6(A) = 0), C has asymptotic density 6(C) say, and 
0 6 3(B) S B(B) =z 3, so that apparently 8(G”‘) - fi(G”‘) =Z 3 (i = 1, 2, 4, 6). It 
should be remarked that (24) originates from a reduction of the formula (18), 
namely, 
G(@ = (0) U (5Gc2’ + (1)) U (5Gc4’ + (2)) u (5G’@ + (3)) u (5N + (4, 5, 6)) 
where we used G@) = Go”) = G(“) = N. Moreover, we observe that (0) U (5N + 
(5)) = 5N + (0) 2 and that (5G”’ + (1)) U (5N + (6)) = 5N + (1). 
Let us now return to (22-24) and substitute these formulas into the right-hand 
sides of (22-24). We adopt the notation that additively used integers are written 
in base 5. For example, from (23) it follows that 
5Gc4’ + (2) = (2) U (52G’2’ + (12)) u (52G’4’ + (22)) 
U (52G’6’ + (32)) U (52~ + (42)). 
After having performed the complete substitution operation we get a new triple 
of formulas, (22’-24’) say, where, for example, (23’) has the form 
Gc4) = (0 1 2) 
U ;51c’2’ + (11, 12)) U (52G’4’ + (21, 22, 23)) 
U (52G’6’ + (32, 33)) U (5% + (42, 03, 13, 43)) U (51% + (4)) 
(23’) 
which is again a disjoint union of three sets A U B U C, A and C having an 
asymptotic density, and 
0~ ~(B)~$B)s($)~, 
so that 
8(Gc4)) - 8(G’4’) 6 (4)“. 
The same result is obtained for Gc2) and G(@ using (22’) and (24’). This process is 
continued by substitution of (22’-24’) into (22-24), and so on, and leads by 
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a(@)) _ gG(i) ~(3)” foralln; i=2,4,6. 
Hence, G(*), GC4) and G (6) have asymptotic densities, a,, 6, and ae say, and by 
(21) Go) has asymptotic density, S,, say, as well. 
Now (a,, &, 6,, 6,) satisfies a system of linear equations, namely 
56, = 62, 464 = 82 + 6, + 1, 
46, = 64, 46, = 64 + 3. 
(25) 
Solving this one gets (a,, 8*, (s4, 6,) = (&, 4, 4, a), so (ys : 0) (where ys is 
defined in (7)) has density & exactly. In general, for any m > 2, one can use the 
system of set equations given in Theorem 1 to get a system of m - 1 equations 
linear in the m - 1 unknowns a,, &, . . . , 6Zm--4. (Of course, 62m-2 = azrn = 
. . . = 1.) This system can be solved to find the density of ( ym : 0) for each m. 
Some calculation using this method produces Table 1. 
Perhaps the most interesting use of Theorem 1 is to show that ( ym : 0) is an 
m-recognizable set. We will explain what this means at once. Let 0, = 
(0, 1, . . . , m - l} be the set of base-m digits, and let a,(k) be the unique base-m 
representation of k E N. That is, a, is a mapping from tV into 0: (where 02 is 
the set of all finite words over D,). The base-m representation of D is defined 
am(O) = E, where E is the empty word. Also, for each positive integer h, 
a,(h) = d, . . . d,d,, is the unique word over D, such that d, # 0, and h = 
d,m’ + * . . + d,m = d,,. Then for each SE N define o,,,(S) = {o,(A): A ES}. A 
set such as S is defined to be m-recognizable just when u,(S) is the language of 
some finite automaton with input alphabet D,,,. For an excellent exposition of 
finite automaton see Perrin [2]. 
We will illustrate why ( ynz : 1) is an m-recognizable set for each m 2 2 by 
considering the special case m = 5. The appropriate set system given by Theorem 
1 has been recorded already in (21-24). The first step is to translate the set 
equalities into relations involving languages over D, = (0, 1, 2, 3, 4). Let L(j) = 
q,(G”‘) for i = 1, 2, 4, 6; Thus, L(‘) c 0.: is a language. Note that if as(n) = s for 
some n~fV/, SEDT, then os(5n + r) = sr for each r E Ds. For example, 
o#G’*’ + 1) = L’*‘l. Using this observation, Equations (21-24) can be re-written 
as: 
L(l) = {E} u LC2’1 , (26) 
L@) = {E} u L’*‘l u LC4’2, (27) 
Table 1 
Set densities 
m 2 3 4 5 6 7 
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LC4) = {E} u L’*‘l u LC4’2 u L@‘3 u o,(5N + 4), (28) 
L@) = LC4’2 u L@‘3 u a5(5N + (0, 1, 4)). (29) 
Now it is a routine matter to form a left-linear grammar whose language is L(l). 
First, let A,,, A,, A4 be start variables for left-linear grammars whose languages 
are a,(5N), a,(5F+J + l), o,(5N + 4) respectively. To form these grammars we 
need the additional variable P which produces the language a@‘). (As usual, 
[Fp= {1,2,. . . } is the set of positive integers.) The needed production rules are 
&+)PO, Al31 IPl, A4+4\P4, 
P+1[2(3(4(PO[PlIP2(P3(P4. 
(30) 
Let VI, V,, V,, V6 be variables which produce the languages L(l), I?.(*), I!,(~), LC6) 
respectively. Using the system (26-29), the needed production rules evidently are 
VI 3 c ( w, v,+’ E ( v,l ( 1/,2, 
v,+ E ) v,l 1 v,2 1 v,3 1 A4, (31) 
V& &2 1 &3 I & ( Al ( A4. 
The proof that the left-linear grammar with start variable VI and production rules 
given in (30) and (31) has language L (‘I is straight forward. Hence, L(l) is regular; 
that is, Go) is 5-recognizable. A nondeterministic automaton (NFA) can be 
constructed directly from the production rules of the left-linear grammar. Let 8 
Fig. 1 
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be a state corresponding to each variable X in the grammar. The start variable V, 
corresponds to the start state p,. For each variable X with a production X j b 
where b = E or b E Q, there is a b-transition from v, to 2. Also, for each pair of 
variables X, Y with a production X + Yb with b = E or b E Ds, there is a 
b-transition from Y to 2. Finally, p1 is the sole accept state. This construction 
applied to the production rules in (30) and (31) gives the NFA shown in Fig. 1. 
An obvious generalization of the method used to treat the case m = 5 can be used 
to prove the following theorem which is presented without proof. 
Theorem 2. For each m E P with 1 Cm, ( y ,,, : 0) is an m-recognizable set; hence 
so are (pm : O} and (a, : 1). 
(It is known and fairly easy to prove that if S is an m-recognizable set, then so 
is pS + q where p E P, q E N.) 
Corollary. There is an algorithm to decide if n is an element of ( y,,, : 0) which 
runs in time proportional to In n. 
(Just use cr,(n) as input to the DFA which recognizes om( ( ym : O)).) 
One last sidelight concerning the sets ( y m : 0). The system in Theorem 1 shows 
that each of these sets contains an infinite arithmetic progression. We indicate this 
again by considering an example. Use (23) to see that (5N + 4) s GC4), but 
(5GC4’ + 2) E CC*) 
’ 
so (25N + 22) c G (2) Finally, (5G”’ + 1) c G(l)), so (125N + .
111) c G(l). 
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