Perceptual adaptation not only produces striking perceptual aftereffects, but also enhances coding efficiency and discrimination by calibrating coding mechanisms to prevailing inputs. Attention to simple stimuli increases adaptation, potentially enhancing its functional benefits. Here we show that attention also increases adaptation to faces. In Experiment 1, face identity aftereffects increased when attention to adapting faces was increased using a change detection task. In Experiment 2, figural (distortion) face aftereffects increased when attention was increased using a snap game (detecting immediate repeats) during adaptation. Both were large effects. Contributions of low-level adaptation were reduced using free viewing (both experiments) and a size change between adapt and test faces (Experiment 2). We suggest that attention may enhance adaptation throughout the entire cortical visual pathway, with functional benefits well beyond the immediate advantages of selective processing of potentially important stimuli. These results highlight the potential to facilitate adaptive updating of face-coding mechanisms by strategic deployment of attentional resources.
Introduction
Perceptual coding systems routinely adjust their operating characteristics to changes in perceptual inputs. This perceptual adaptation can produce striking changes in perception, known as perceptual aftereffects (Clifford & Rhodes, 2005; Favreau & Corballis, 1976; Frisby, 1980) . For example, stationary vegetation beside a waterfall will appear to drift upwards when fixated after gazing at a downward-flowing waterfall (Mather, Verstraten, & Anstis, 1998) . Aftereffects also occur for complex stimuli, such as faces (Jenkins, Beaver, & Calder, 2006; Leopold, O'Toole, Vetter, & Blanz, 2001; MacLin & Webster, 2001; O'Leary & McMahon, 1991; Rhodes & Jeffery, 2006; Rhodes, Jeffery, Watson, Clifford, & Nakayama, 2003; Rhodes & Leopold, 2011; Rutherford, Chattha, & Krysko, 2008; Webster, Kaping, Mizokami, & Duhamel, 2004; Webster & MacLeod, 2011; Webster & MacLin, 1999) . For example, adapting to a face produces an identity aftereffect, in which perception is subsequently biased towards the ''opposite'' identity, i.e., one with opposite visual characteristics to the adapting identity. Similarly, adapting to a population of consistently distorted faces (e.g., with internal features contracted towards the center of the face) produces a figural face aftereffect (sometimes referred to as a face distortion aftereffect), in which subsequently viewed faces appear distorted in the opposite direction (e.g., internal features appear expanded out from center of the face). These face aftereffects survive changes in retinal position between adapting and test faces, and so cannot reflect solely low-level adaptation (Afraz & Cavanagh, 2008; Leopold, O'Toole, Vetter, & Blanz, 2001; Rhodes, Jeffery, Clifford, & Leopold, 2007; Rhodes, Evangelista, & Jeffery, 2009; Rhodes et al., 2003; Zhao & Chubb, 2001 ). Furthermore, identity aftereffects are larger for upright than inverted faces suggesting some contribution of higher-level, possibly faceselective, adaptation (Rhodes, Watson, Jeffery, & Clifford, 2010) .
Perceptual adaptation affects processing at all levels of the visual system and may contribute to efficient coding and discrimination (Barlow, 1990; Brenner, Bialek, & van Steveninck, 2000; Clifford & Rhodes, 2005; Clifford, Webster, Stanley, et al., 2007; Kohn, 2007; Mather, Pavan, Campana, & Casco, 2008; Rhodes & Leopold, 2011; Rhodes et al., 2010; Schwartz, Hsu, & Dayan, 2007; Thompson & Burr, 2009; Wark, Lundstrom, & Fairhall, 2007; Webster & MacLeod, 2011; Webster, Werner, & Field, 2005) . Consistent with this view, discrimination is sometimes enhanced around the adapted state (average input) for both simple stimuli (e.g., Clifford, Ma Wyatt, Arnold, Smith, & Wenderoth, 2001; Phinney, Bowd, & Patterson, 1997; Regan & Beverley, 1985) and faces (Chen, Yang, Wang, & Fang, 2010; Oruç & Barton, 2011; Rhodes et al., 2010; Wilson, Loffler, & Wilkinson, 2002; Yang, Shen, Chen, & Fang, 2011 ; but see Rhodes, Maloney, Turner, & Ewing, 2007) . Moreover, face adaptation is reduced in children with autism spectrum conditions, who experience face processing difficulties, consistent with a functional role (Pellicano, Jeffery, Burr, & Rhodes, 2007) .
Another mechanism that facilitates efficient coding and discrimination is selective attention, which focuses processing resources on potentially important locations, objects and features in the environment (Desimone & Duncan, 1995; Maunsell & Treue, 2006; Murray & Wojciulik, 2004 ). Here we consider how attention and adaptation interact (see also Boynton, 2004) . Specifically, we ask whether attention to stimuli increases adaptation to those stimuli? If it does, then we would have evidence that these two important mechanisms can work together to enhance perceptual analysis and performance.
For simple stimulus attributes, such as spatial position, line orientation or direction of motion, the answer is clear. Attention (spatial, object-based or feature-based) to an adapting stimulus increases the size and/or duration of perceptual aftereffects, indicating increased adaptation (e.g., Yeh, Chen, De Valois, & De Valois, 1996 ; for a review see Alais, 2005) . For example, when one of two superimposed directions of motion is attended in a plaid stimulus, the motion aftereffect is increased for that direction and reduced for the unattended direction, relative to a passive viewing condition (Von Grünau, Bertone, & Pakneshan, 1998) . Similarly, after attending to one of two superimposed gratings, one tilted slightly left and the other slightly right of vertical, vertical lines appear tilted in the opposite direction to the attended orientation (Spivey & Spirn, 2000) . Similar effects have also been reported for the perception of more complex shapes (e.g., Shulman, 1992; Suzuki, 2001) . Together, these results suggest that attention enhances adaptation of low-and mid-level visual processing mechanisms.
Little is known about how attention modulates adaptation to more complex stimuli, such as faces, which also recruit higher-level processing mechanisms. To our knowledge no studies have examined whether attention to adapting faces increases face aftereffects, although some have examined the closely related issue of whether conscious awareness of adapting faces is necessary for these aftereffects. When adapting faces were rendered ''invisible'' using binocular suppression or a demanding visual working memory task (2-back matching on digits at fixation, with adapting and test faces presented in opposite visual fields to eliminate low-level adaptation) face identity aftereffects were virtually eliminated (Moradi, Koch, & Shimojo, 2005) . In contrast, face emotion aftereffects have been reported for adapting faces made invisible by continuous flash suppression ; but see Yang, Hong, & Blake, 2010) . This difference could possibly reflect more automatic processing of expression than identity information (Bruce & Young, 1986; Haxby, Hoffman, & Gobbini, 2000; but see Calder & Young, 2005) , although identity information can also be processed outside of awareness (for a review, see Palermo & Rhodes, 2007) .
Although the question of what, if any, types of face adaptation can occur in the absence of awareness remains unresolved (see Adams, Gray, Garner, and Graf (2011) for further discussion), face aftereffects are certainly reduced in the absence of awareness Moradi et al., 2005; Yang et al., 2010) . The manipulations used to reduce awareness in these studies would almost certainly have reduced attention (both spatial and objectbased) to the adapting faces (notwithstanding differences between consciousness and attention, Koch & Tsuchiya, 2006; Lamme, 2003) . For example, Moradi and colleagues (2005) presented the adapting faces alongside digits that had to be attended, or together with a rotating sphere of dots, or with superimposed digits. In other cases, the adapting faces are presented together with highly distracting, flashing patterns Yang et al., 2010) . Therefore, the reduced aftereffects in these conditions may well result from reduced attention to the adapting stimuli. However, the confounding of attention and visual awareness (''visibility'') in these studies makes it difficult to draw clear conclusions about the effects of attention on face adaptation and aftereffects.
Here we directly manipulated attention to highly visible adapting faces and examined the effects on face aftereffects. It would make good ecological sense for attention and adaptation to work together to enhance processing efficiency (Boynton, 2004) . Therefore, we asked whether we could increase face adaptation by increasing attention. This manipulation also seems less likely to alter visual awareness than reducing attention. In Experiment 1 we asked whether increasing attention to adapting faces would increase face identity aftereffects, relative to a passive viewing condition. In Experiment 2 we asked whether increasing attention to consistently distorted adapting faces would increase figural face aftereffects. There are several reasons to expect increased face aftereffects. First, attention is known to affect adaptation of low-and mid-level processes, which contribute to face perception in addition to higher-level face-selective processes. Second, adaptation of lower-and higher-level processes has similar temporal and functional properties (Leopold, Rhodes, Müller, & Jeffery, 2005; Rhodes & Leopold, 2011; Rhodes, Jeffery, et al., 2007) , making similar attentional effects plausible. Finally, and more generally, focussed attention increases relevant neural activity (Desimone & Duncan, 1995; Maunsell & Treue, 2006; Murray & Wojciulik, 2004 ) including face-selective activity (e.g., Haxby et al., 1994; O'Craven et al., 1999; Wojciulik, Kanwisher, & Driver, 1998) , which should in turn increase adaptation (Clifford & Rhodes, 2005) .
Experiment 1
We investigated whether attention amplifies face adaptation by examining whether attention can increase the face identity aftereffect. This aftereffect occurs when adaptation to a face (e.g., antiDan) biases perception towards the opposite (matching) identity (Dan), reducing identification thresholds for that identity more than for other non-opposite (mismatching) identities (Leopold, O'Toole, Vetter, & Blanz, 2001; Rhodes & Jeffery, 2006) . Therefore, following established procedures, we measured the identity aftereffect as the difference in identification thresholds between matching (e.g., adapt antiDan, test Dan) and mismatching adapt-test pairs (adapt antiTed, test Dan) (cf. Pellicano et al., 2007; .
To determine whether attention amplifies face adaptation we measured the identity aftereffect in a standard passive-viewing condition and in an increased-attention condition, completed on different days. To increase attention to the adapting faces we used a change detection task, in which participants were asked to detect subtle changes in brightness of the eyes or mouths of those faces, which occurred on half the trials. The spatial uncertainty of the changes was designed to prevent attention being directed to only one part of the face, which might disrupt the normal holistic processing of faces (Maurer, Le Grand, & Mondloch, 2002; McKone, Kanwisher, & Duchaine, 2007) . If attention increases adaptation, then aftereffects should increase in the attention condition.
Method

Participants
Forty University of Western Australia undergraduates (10 male, 30 female; Mean age = 22.0, SD = 6.8, range = 17-55 years) participated for course credit. Twenty were Caucasian and 20 were nonCaucasian (14 Asian, 3 Indian, 1 Asian-Indian, 2 Middle-eastern).
Stimuli
Four target faces and their corresponding antifaces were taken from Rhodes and Jeffery (2006) . The target faces were full-face, greyscale images of young adult Caucasian males with neutral expressions and direct gaze. The antifaces were created by caricaturing the structure of an average male face away from their corresponding target face by 80%, using Gryphon Morph. The average face, a computer-averaged composite of 20 male faces, was taken from a previous study (Rhodes & Jeffery, 2006) . For each antiface, we created an alternate version with the brightness of the irises reduced slightly (30% change in brightness slider in Photoshop) and an alternate version with the brightness of the lips reduced slightly (20%). The original and altered antifaces were used as adapting stimuli. The test faces were weak identity strength (15%) versions of the target faces, constructed by blending each target face with the average face in a 15/85 proportion. The resulting test faces were sharpened and auto-contrasted using Adobe Photoshop to reduce any blur introduced by blending. Reduced identity strength versions (20%, 30%, 40%, 60%) were created in the same way for use in the training phase. All the adapting and test faces had the texture of the average face, so that only shape information was varied. All faces were standardized to have horizontally aligned pupils and an interpupil distance of 80 pixels. Each face was shown within a grey oval mask that hid the hairline but not the external face contour. Faces were presented on a 17-in. monitor at a resolution of 1024 Â 768 pixels. They measured approximately 11.0°Â 14.6°a t the viewing distance of approximately 57 cm. Fig. 1 shows each original target face, together with its antiface and weak identity strength test version.
Procedure
General procedure
On each trial, participants viewed an adapting antiface for 4 s, followed by a test face, which they had to identify. In the Match condition, the identity of the adapting antiface matched the identity of the test face (e.g., antiDan, Dan), and in the Mismatch condition it did not (e.g., antiJim, Dan). Adapting to a matching antiface biases perception towards the target identity, increasing correct responses, whereas adapting to a mismatching antiface biases perception towards some other (non-target) identity, reducing correct target responses. The aftereffect is measured as the difference in accuracy between match and mismatch trials.
Participants completed two 45-min sessions: an attention session and a passive-viewing session, conducted 1 or 2 days apart. In both sessions the main task was to identify the target identities that followed the adapting faces. In the attention session participants also had to detect and report subtle changes in the brightness of either the eyes or lips of the adapting faces, which occurred on half the trials. A change, if present, was introduced for one of the 4 s of adaptation (see below). Condition order was balanced across participants.
Training
Each session began with a training phase, in which participants learned to identify the four male target identities, Dan, Jim, Rob and Ted. They began by viewing a print-out of 100% identity strength versions of these faces and their corresponding names. When they were confident they could correctly identify the faces they practiced identifying them on the computer in three training blocks. In the first block the faces remained visible until a keyboard response was made. In the second block the faces were shown for 500 ms and in the third block they were shown for 200 ms. Each face was shown four times in random order in each training block. Auditory feedback was given if the response was incorrect, with the correct answer shown at the end of each trial. Finally, participants practiced identifying the target faces at weaker identity strengths (20%, 30%, 40%, 60%) in preparation for the main task, which required identification of 15% identity strength faces. In this final training block, faces were presented for 200 ms (4 targets Â 4 identity strengths Â 4 repetitions) in random order with no feedback. All training trials had the following sequence: 150 ms blank ISI, face (exposure time as indicated above), 150 ms blank ISI, a response screen that remained visible until a response was made, which initiated the next trial. The print-out of the faces was kept in view during training, but removed during the experiment.
Attention condition
The trial structure is shown in Fig. 2 . Each trial began with an adaptation phase, consisting of four 1000 ms exposures of the adapting face, separated by 100 ms blank ISIs. The adapting face either matched or mismatched the test face (equally likely). On half the trials of each type there was a subtle change in the brightness of the eyes or lips (equally likely). If present, the change occurred in either the second or third 1000 ms timeslot and remained for the duration of that timeslot. Immediately after adaptation a small black cross appeared in the middle of the screen for 150 ms, after which the test face appeared for 200 ms. The test face was followed by a response screen stating, ''Who was that? Dan, Jim, Rob or Ted?''. Participants identified the test face using labelled keyboard keys. Following their response a second response screen appeared asking them whether there was an eye change, a lip change or no change to the adapting face. Participants responded using labelled keyboard keys. Their response initiated the next trial.
The test faces were 15% identity strength versions of the four target identities, Dan, Jim, Rob and Ted. Each test face was shown 48 times (192 trials), paired with the matching adapting antiface on half of the trials and with a mismatching adapting antiface on the other half. Each mismatching antiface appeared equally often (eight times) in the 24 mismatch trials.
Participants were instructed that their main task was to identify a target face that followed an adapting face on each trial, but that they would also have to detect whether the adapting face changed. They were told that the eyes or lips could lighten, and to press ''eyes'' if the change was in the eyes, ''lips'' if the change was in the lips, or ''none'' if there was no change, at the end of each trial. They were told to expect a change on roughly half of the trials and that some of the changes might be hard to detect, so that they would need to pay attention. Participants were shown three examples of the eye and lip changes, using identities not seen in the experiment, and then completed 16 practice trials using the four target identities. Each identity was presented four times: paired once with its matching adapting face and once with each of the mismatching adapting faces. For each identity, participants saw one eye change, one lip change and two no-changes to reflect the exposure frequency within the experiment. The correct change detection answer was shown at the end of each practice trial.
Passive-view condition
This condition was the same as the attention condition except that no eye or lip changes occurred and participants were simply instructed to look at the adapting faces and then try to identify the subsequent target face on each trial.
Results and discussion
Change detection performance, measured by sensitivity, d
0 , was well above chance (M = 1.4, SD = 0.7, chance = 0.0), t(39) = 13.09, p < .001, confirming that participants attended in the attention condition. We calculated the identity aftereffect as the percent correct on match trials (adapt and test faces are opposite identities) minus the percent correct on mismatch trials (adapt and test faces are not opposite identities), for each participant in each attention and order condition (see Table 1 ). Significant aftereffects (greater than zero) were observed in all four conditions, all t(19)'s > 7.29, p's < 0.001, as expected given that identity aftereffects are typically obtained in passive-viewing conditions (Fig. 3) . To assess the effects of attention, we conducted a two-way ANOVA on the aftereffect scores, with attention condition (attention, passive-view) as a repeated measures factor and condition order (attention first, passive-view first) as a between-participants factor. A preliminary analysis with participant ethnicity included showed no significant main effect or interactions with this factor, so it will not be considered further.
Aftereffects were significantly larger in the attention condition (M = 0.38, SD = 0.18) than the passive-view condition (M = 0.27, SD = 0.15), F(1, 38) = 24.22, p < .0001, suggesting that attention amplifies face adaptation. However, there was a significant interaction with condition order, F(1, 38) = 13.21, p < .0008 (Fig. 3) , and the attention advantage was only significant when the passiveview condition was completed first, F(1, 19) = 40.34, p < .0001. There was no attention advantage when the attention condition was completed first, F(1, 19) = 0.76, p = .39, perhaps because participants continued to look for eye and mouth changes in the passive-viewing condition having gotten used to doing so. There was no main effect of order F(1, 38) = 0.02, p = .90.
To more clearly assess the effects of attention without the effects of order, we restricted our analysis to data from the first condition completed by each participant (cf., left-most vs. right-most bars in Fig. 3) . Crucially, aftereffects remained significantly and substantially larger for the attention (M = 0.34, SD = 0.17) than the passive-view (M = 0.23, SD = 0.14) condition, F(1, 38) = 5.04, p < .04. The effect size was large (Cohen's d = 0.71) (Cohen, 1988 ). These results demonstrate that attention amplifies face adaptation and that the effect can be substantial.
Experiment 2
In Experiment 2 we sought converging evidence that attention amplifies face adaptation using a different face aftereffect and a different attention manipulation. We measured figural face aftereffects, where adaptation to a series of consistently distorted faces biases perception towards the opposite distortion. In the attention condition, participants had to detect immediate repeats of the same identity during adaptation, in a snap game. The Fig. 2 . Trial sequence in the attention condition. Four seconds of adaptation was followed by a test face which had to be identified. Finally, participants indicated whether there was a change to the eyes, the mouth, or neither, of the adapting face.
passive-viewing condition was identical, except that participants were simply asked to look at the adapting faces. Therefore, any differences in the size of aftereffects could not be attributed to differences in the stimuli. Half the participants completed the passiveviewing condition and half completed the attention condition, so that we could examine the effects of attention without the potential order effects identified in Experiment 1. We also introduced a size difference between adapting and test faces to rule out low-level adaptation. If attention increases these aftereffects then we would have evidence for an effect on higher-level components of face processing beyond those coded retinotopically at lower-levels of the cortical visual hierarchy.
Method
Participants
Forty adults (four male; Mean age = 21.2, SD = 8.6, range = 17-60 years) from the University of Western Australia participated for course credit or $5. Ethnicity was not recorded because it did not affect the results in Experiment 1.
Stimuli
Twenty-four front-view grey-scale images of adult female faces with neutral expressions and direct gaze (no glasses) were used as stimuli. They were standardized as in Experiment 1. We distorted the faces by applying the spherize function of Adobe Photoshop CS to the internal features, creating the appearance of contraction and expansion of those internal features (see Fig. 4 ). Test continua were created by applying À70%, À20%, 0%, +20% and +70% distortions to ten faces. The remaining 14 faces were spherized by À70% and +70%, for use as adapting stimuli. An elliptical black mask hid most of the hair. The adapting faces measured 8.2°Â 10.8°and the test faces measured 3.8°Â 5.1°. Viewing distance was approximately 62 cm.
Procedure
Half the participants completed the attention condition and half completed the passive-viewing condition. Within each condition, half the participants adapted to expanded (+70%) distortions and half adapted to contracted (À70%) distortions. The testing session lasted about 20 min and consisted of training, followed by baseline, adaptation, and test phases. The session was presented in the form of an engaging game.
Training
Participants were introduced to two planets with ''funny gravity'', which made faces appear ''squished-in'' (red planet) or ''stretched-out'' (blue planet). They were then asked to classify test faces according to the planet they came from, using labelled keyboard keys. In the first block the faces had large distortions (±70%) and in the second block they had small (±30%) distortions. Faces remained visible until the response was made and accuracy feedback was provided. Each block consisted of 28 trials (14 faces Â 2 distortions). Participants had to reach a 75% correct criterion on each block before continuing.
Baseline
During the baseline phase 50 test stimuli (10 faces Â 5 distortion levels) were presented in a random order. On each trial a central fixation cross appeared until the participant pressed the space bar. Then a test stimulus appeared centrally for 1500 ms, followed by a response screen asking, ''Which planet was that person from?'' The response triggered the next trial. The participant was given a break half way through.
Adaptation
In the attention condition, the adapting phase was introduced as a 'snap game', in which participants were instructed to pay close attention to the adapting faces and hit the space-bar whenever the same face appeared twice in a row (a 'snap'). Auditory feedback on accuracy was given (beep for errors). Participants adapted to either expanded or contracted faces for approximately 2 min. During adaptation, the 14 adapting faces (expanded or contracted) were shown four times each in a predetermined pseudo-random order that ensured eight snaps. Each face was shown for 2000 ms with a variable inter-stimulus-interval of 200, 300, or 400 ms, to introduce uncertainly about when the next face would appear.
In the passive-view condition, the adapting faces were presented in the same way but without any 'snap' game instructions or emphasis on carefully attending the faces. The instructions were, ''In this part of the game, all you need to do is watch the faces presented on the screen.'' Table 1 Mean (SD) percent correct on match and mismatch trials and mean size of aftereffects (match minus mismatch percent correct), as a function of attention condition and order in Experiment 1. 
Attention condition
Test phase
This phase was the same as the baseline phase, except that approximately 20 s of top-up adaptation was added after every 10 trials. The 50 test trials (10 faces Â 5 distortion levels) were divided into five blocks of 10 trials (each face shown once and each distortion level shown twice). These test blocks alternated with top-up adaptation blocks during which participants saw either expanded or contracted faces, as in the adaptation phase. Those in the attention condition played the 'snap' game and those in the passive-viewing condition did not. The 14 adapting stimuli were presented once each in a predetermined random order that ensured three snaps. Each face was shown for 1500 ms with a variable inter-stimulus-interval of 200, 300 or 400 ms. At the start of each test block, participants were reminded of the distortions and responsekeys and had to correctly categorise two faces before each block.
Results and discussion
For each participant, we plotted the proportion of ''expanded'' (blue planet) responses as a function of distortion level for each attention condition and fitted cumulative Gaussians (all R 2 > 0.7) (see Fig. 5 for group data). We took the mean of each curve as the point of subjective equality (PSE) where no distortion is perceived. We measured the size of the figural aftereffect as the shift in PSE towards the adapting distortion after adapting, relative to the baseline PSE (positive scores indicate shifts towards adapting distortion). As expected, significant aftereffects were observed in both attention conditions, t(19)'s > 3.07, p's < .01. A two-way ANO-VA was conducted with attention condition and adapting distortion as between-participant factors. Importantly, aftereffects in the attention condition (M = 14.7, SE = 2.2) were substantially and significantly larger than those in the passive-viewing condition (M = 6.6, SE = 2.2), F(1, 36) = 7.05, p = .012 (Fig. 6 ). There was no effect of adapting distortion, F(1, 36) = 0.47, p = .499 and no significant interaction, F(1, 36) = 3.45, p = .072. Inspection of Fig. 6 suggests a clearer effect of attention for contracted than expanded adaptation, perhaps reflecting idiosyncratic differences between the participants in these conditions, but in both cases aftereffects were numerically larger in the attention condition. Importantly, the overall size of the attention effect was large (Cohen's d = 0.82) and similar to that obtained in Experiment 1 (Cohen, 1988) . We conclude that attention can amplify figural (distortion) face aftereffects. Performance on the snap game, measured as sensitivity to detect snaps, was excellent (Mean d 0 = 4.0, SD = 0.5).
General discussion
We found that increasing attention to adapting faces increases the size of identity and figural (distortion) face aftereffects. These increases were observed in two different paradigms, with timescales ranging from a few seconds of adaptation (identity adaptation in Experiment 1) to several minutes of adaptation (distortion adaptation in Experiment 2). These attentional effects resemble the effects of increasing signal strength, for example by increasing the duration of adaptation (Leopold et al., 2005; Rhodes, Jeffery, et al., 2007) or increasing the distortion level of adapting faces Rhodes et al., 2005; Robbins, McKone, & Edwards, 2007; Susilo, McKone, & Edwards, 2010) .
1
Adaptation to simple stimuli, processed at lower levels of the visual system, is well known to be modulated by attention (e.g., Alais, 2005) . Our results indicate that attention also modulates adaptation to more complex stimuli, such as faces, which recruit higher-level coding mechanisms. These attention effects are unlikely to result solely from flow-on effects of lower-level adaptation because retinotopic adaptation was eliminated in Experiment 2 and because the adapting faces could be freely scanned in both experiments. Rather they suggest that increasing attention enhances adaptation of higher-level coding mechanisms. These could include both face-selective and more general shape-coding mechanisms.
The attention effects were found using two very different attention manipulations, suggesting that they are unlikely to result from specific, idiosyncratic features of those manipulations. In both cases, however, participants could freely scan the adapting faces, as is typical in face adaptation studies, where the focus is on higher-level, non-retinotopic coding mechanisms. Eye movements may, therefore, play some role in our attention effects. We suggest, however, that neither differences in total looking times or in specific scanning patterns are likely to fully explain the attention effects. Participants were instructed to look at the adapting faces in both conditions and monitored by an experimenter to ensure compliance, making gross looking time differences unlikely. Nor is it plausible that specific scanning patterns can explain our results because the two attention manipulations would be unlikely to generate the same scanning patterns. In Experiment 1, instructions to detect changes in the brightness of the eyes or mouth might conceivably have promoted scanning between the eyes and mouth (although fixation between the those two features would arguably be a better strategy), but there is no reason to think that this scanning pattern would be adopted to detect repeated faces in Experiment 2. Interestingly, spatial attention can increase adaptation to invisible faces, which speaks against a major role for specific scanning patterns (Shin, Stolte, & Chong, 2009; Yang et al., 2010) . Nevertheless, the presence of strategically-directed looking behaviour may have contributed to the attentional effects reported here.
Future studies will be needed to determine the precise mechanisms underlying the attentional effects seen here. One question of interest is whether face adaptation can be enhanced by purely covert attentional mechanisms (spatial or object-based) whether covert attention enhances adaptation, even for simpler visual stimuli, because it is difficult to eliminate eye movements during extended periods of adaptation. Adaptation durations are often much longer than the latency to make saccades, so that the use of fixation points will not guarantee fixation control. Careful monitoring of eye movements would be needed.
Whatever mechanisms contribute to the attention effects reported here, those effects have important functional implications. First, they suggest that the formation and adaptive updating of norms, which play an important role in coding faces (Rhodes & Leopold, 2011) , will be more strongly influenced by more strongly attended faces. This means that re-calibration of these mechanisms to a new population of faces (e.g., when one goes to a new country where the people look different), should be facilitated by more careful attentional scrutiny of those faces. It remains unclear whether there is any adaptive updating of norms at all in the absence of attention. Certainly, when faces are processed outside of visual awareness, there is little or no adaptation of identity-related dimensions (Moradi et al., 2005) , although some adaptation of more transient, emotion-related dimensions may be possible ; but see Yang et al., 2010) . Second, our results suggest that attention may recruit functional benefits associated with the adaptive calibration of coding mechanisms to our prevailing diet of faces. These include increased coding efficiency and enhanced discrimination within an adapted population (for reviews, see Rhodes & Leopold, 2011; Webster & MacLeod, 2011) .
Face aftereffects are widely used to investigate face-coding mechanisms. Our findings raise questions about how to interpret differences in the size of aftereffects in these studies. For example, larger aftereffects for more extreme adapting distortions have been interpreted as evidence for opponent-coding of faces (e.g., Robbins et al., 2007; Susilo et al., 2010) , but perhaps more distorted faces simply elicit greater attentional scrutiny? In addition, children with autism spectrum disorders, who typically experience face processing difficulties, show smaller identity aftereffects (indicating less adaptation) than typically developing children (Pellicano et al., 2007) . However, these children may well have reduced interest in faces (e.g., Grelotti, Gauthier, & Schultz, 2002) , and so might show reduced attentional scrutiny of the adapting faces (even while looking at them). In this case it should be possible to increase their aftereffects by increasing their attention to the adapting faces. We are currently testing this possibility. If attention can increase face aftereffects in children with autism, then it would raise the interesting possibility that it could recruit some of the functional benefits of adaptation. These include better discrimination and more efficient coding within a population, beyond simply better performance on attended stimuli.
Our results are broadly consistent with previous findings. Whereas previous researchers have shown that face adaptation is reduced when visual awareness (and presumably attention) is reduced (e.g., Moradi et al., 2005) , we have shown that face adaptation is increased when attention is increased. Our results are similar to previous findings for simpler stimuli (e.g., Alais, 2005) . Taken together with results showing similar temporal dynamics for adaptation to faces and simpler stimuli (Leopold et al., 2005; Rhodes, Jeffery, et al., 2007) , the present results provide further evidence for continuity of adaptive processes throughout the visual system. They also highlight the potential for strategic control over the adaptive tuning of coding mechanisms to current inputs. Finally, they suggest that attention may have functional benefits well beyond the immediate advantages of careful scrutiny of currently attended stimuli. These potentially include increased coding efficiency and enhanced discrimination, which are associated with adaptive calibration of coding mechanisms to prevailing stimuli (for reviews, see Rhodes & Leopold, 2011; Webster & MacLeod, 2011) .
