ABSTRACT It is a recent trend in the field of robotic control to collect large amount of data from simulated environments and then use it to train deep neural networks. However, there are many essential differences between simulated data and data from the real world. Thus, models trained naively on simulated data often fail to generalize to reality. To address that problem, we propose two approaches to transferring robot perception module, which are based on domain adversarial neural networks (DANN) and generative adversarial networks (GAN), respectively. The former approach tries to extract domain-invariant features by a shared feature extractor and use the domain-invariant features to train a transferrable target localization model (TLM). Meanwhile, the latter approach attempts to learn a transformation from the source domain to the target domain and use the transformation to generate realistic synthetic samples. Then, the synthetic samples are exploited as training data for the TLM. The experiments show that given enough simulated data and only a small amount of real world data, the TLM adapted by our methods could generalize well to real-world environments without drastic performance decline.
I. INTRODUCTION
The recent booming of deep learning techniques provides a different perspective for the study of robotic control [1] , [2] . Incorporating deep neural networks (DNNs) into robot control models has many advantages, such as automatic extraction of usable features, good generalization to previously unseen situations and big learning capacities for complex tasks. Hence, various efforts have been done to incorporate DNNs into robot control models in complicated manipulation tasks [3] , [4] . However, two major shortcomings prevent deep learning (DL) algorithms from being widely applied in robotic control [5] : low interpretability and data inefficiency. Modern neural networks often contain millions of trainable parameters. The optimization of these parameters is accomplished by a variety of gradient descent algorithms during the training process. Not surprisingly, a large amount of data is needed to train a good DL model. Some areas of research, such as image classification and speech recognition,
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can access plenty of data by the convenience of Internet. Nevertheless, high quality robot data can only be acquired on real robots. It is more time-consuming and expensive to collect robot data than image and audio data. And human intervention is often required during robot data collection.
In order to collect enough robot data to train large neural networks, researchers start to collect data from simulated environments. Numbers of physics engines could provide authentic robotic dynamics simulation, such as ODE [6] , Bullet [7] and MuJoCo [8] . Collecting data through these physic engines is convenient and only requires little resources. But unfortunately, due to the discrepancy between simulated environments and the real world, data collected in simulation and reality are essentially different from each other [9] , [10] . Consequently, models trained purely in one domain typically fail to generalize to the other.
The reason for the low transferability of neural networks between simulation and reality is that data used at training time and at test time are from two distributions. Adversarial learning is a newly emerging technique that can extract domain-invariant features from different distributions, or map one distribution to another. In adversarial learning, there are usually two contradictory objectives, and optimization for the two objectives are conducted alternately. In the end, parameters of the adversarial network will reach a saddle point where none of the objectives can be further optimized. In this paper, two transfer approaches based on adversarial learning are proposed to transfer robot perception module from simulation to the real world: the first approach is a domain adaptation algorithm based on domain adversarial neural networks (DANN). It tries to extract domain-invariant features from source domain and target domain, and then trains a target localization model (TLM) based on these domain-invariant features. The second approach is a domain adaptation algorithm based on generative adversarial networks (GAN). It attempts to learn a transformation from the source domain to the target domain and uses this transformation to produce synthetic images. At last, the synthetic images serve as training data for building a transferrable TLM.
Handling domain adaptation problems with adversarial learning techniques, like DANN and GAN, is not novel. In this paper, our main contribution is to modify the DANN and GAN approach to make them suitable for the task of transferring robot perception module. By splitting the grasping process of robot into two parts, perception and execution, the aforementioned domain adaptation algorithms can be applied to the transfer of robot perception module with only minor modifications required.
II. RELATED WORKS
Benefiting from the development of DL technologies and the decrease of computation cost, controlling robots via deep neural networks is becoming a popular choice. For example, Finn and Levine [11] proposed a method to combine model predictive control (MPC) with DNNs. First, they collected dozens of videos in which robots push objects randomly. Next, a deep predictive model is trained to predict video frames given a few previous frames. A trajectory optimization process is then executed using MPC algorithm and the deep predictive model. Deep reinforcement learning(DRL) aims at mastering robot manipulation skills in an unsupervised way. For instance, deep Q-learning (DQN) proposed by Mnih et al. [12] in 2012 is a model-free DRL algorithm. In DQN, the action-value function in traditional Q-learning is represented by a neural network (deep Q-network), and the output of deep Q-network is updated according to the theory of value iteration. DQN needs to sample intensely in the state space of the task, which harms its efficiency in robotic control. To this end, Gu et al. [13] proposed an algorithm called asynchronous off-policy updates. The approach collects data with multiple robots and multiple threads, and pools policy updates for different robots asynchronously. Apparently, training time can be reduced linearly by this method because it uses more data collectors and more collecting threads during training. But the cost for training a control model is higher too. Levine et al. [14] proposed an algorithm named guided policy search (GPS). The approach employs a model-based controller to guide the policy search process. Therefore, it has a higher sample efficiency than other direct policy search methods, like DQN. However, the complexness of the algorithm increases sharply as well. To conclude, most DL-based robotic control algorithms are heavily data-driven, which severely harms the applicableness of these algorithms, because it is not easy to collect robot data in the real world.
Yang et al. have proposed several frameworks [15] - [17] to adapt manipulative skills from human to robot. Learning from human demonstrations is fast but the skills learned are often suboptimal for robots. To ease the data insufficiency problem, researchers start to take advantage of abundant robot data in simulation. Collecting data from simulation is cheap and can be done automatically. However, due to the modeling errors of major physic engines, data collected in simulation often varies a lot from data collected on real-world robots. Consequently, models trained naively on simulated data typically can't transfer to the real world. One solution for this is to train models in simulation first, and then finetuning its parameters in reality [18] , [19] . However, in finetuning, it is still required to collect data in the real world. Another solution is called domain randomization. Peng et al. [20] and Tobin et al. [21] introduced lots of random factors into the simulated environments to create random domains. After that, they used data collected in the random domains to train deep robotic control models. Although domain randomization is efficacious to some extent, it lacks theoretical analysis for its effectiveness. And elements chosen to be randomized in the simulated environments need to be selected carefully, but there is often little guidance for this process.
The study of domain adaptation has made great progress these days [22] . Sun et al. [23] proposed an approach referred to as correlation alignment (CORAL), where a linear transformation is applied to the source data to make the target and the transformed source data have similar second-order statistics characteristics. Long et al. [24] and Ganin et al. [25] proposed approaches to build feature extractors to extract common features from two different distributions. Multiple kernel variant of maximum mean discrepancies (MK-MMD) and H-divergence were used as the distance indicator of different distributions in their algorithms, respectively. Bousmalis et al. [26] proposed to decouple the domain adaptation process from the taskspecific classification process. In their algorithm (PixelDA), a generative adversarial network was employed to execute a pixel-level style transfer on the source data. Long et al. [27] proposed to represent the difference between source and target classifier by a residual module. By doing so, a shared classifier for source and target domain is no longer needed. Tzeng et al. [28] has summarized and outlined a generalized framework of previous adversarial domain adaptation algorithms, and then proposed a new instance of the general framework which combined discriminative modeling, untie weight sharing and GAN loss. In more recent works of adversarial domain adaptation, Rozantsev et al. [29] has introduced a two-stream network that operated separately in source and VOLUME 7, 2019 target domain to avoid weight sharing. Corresponding layers in the two-stream network were related by L2 weight regularization to increase the adaptability of the model. In order to deal with complicated and small medical image datasets, Mahmood et al. [30] have proposed to implement adversarial domain adaptation in a reversed way. In other words, adversarial training is used to make medical images more like synthetic images in their algorithm. And the synthetic-like images are then classified by a classifier trained on large dataset of synthetic data.
In this paper, we proposed two transfer approaches based on DANN and GAN to solve the problem of transferring robot perception module from simulation to reality. In the two proposed approaches, only labeled simulation data and a small amount of unlabeled real world data are needed to train a transferrable TLM. Our DANN-based and GAN-based approach significantly reduce the amount of data needed to be collected in the real world. Two experiments of robot perception module transfer have been conducted in the experiment section. In experiment 1, the robot perception model transfer is between two simulated environments, Sim1 and Sim2. And in experiment 2, the perception model transfer happens between simulation and the reality. Results suggest that, even if the target samples are unlabeled, the TLMs adapted by our approaches could transfer successfully to the target domain and achieve a localization precision close to directly training on labeled target samples.
Our transfer methods are inspired by the abundant literature on adversarial domain adaptation (mainly DANN and PixelDA). However, our GAN-based method differs from PixelDA in several ways. First, the content-similarity loss is not included in the total loss, which keeps the simplicity of the entire model. Second, the generator we used only takes the simulated images as inputs, while in PixelDA the inputs also contain a noise vector z. The reason is that we think a simulated image is enough for the generator to generate a synthetic image. Third, the structure of our discriminator is similar to the one in PatchGAN, which can better detect minor differences between synthetic and real images.
III. TRANSFERRING APPROACHES A. TARGET LOCALIZATION NETWORK
DNNs have been widely applied in a range of machine learning tasks and have achieved very impressive results. Particularly, convolutional neural networks (CNNs) can automatically extract features that are translational-invariant, scale-invariant and rotation-invariant. They have been phenomenal in the field of image classification and recognition in the past years. The designed TLM contains several convolutional layers to take advantage of CNNs.
CNNs are locally connected neural network layers with shared weights. The connections between neurons in convolutional layers are sparse. This sparse connectivity makes CNN less likely to over-fit. CNNs use pooling layers to down-sample feature maps and make features extracted more robust to scale variation. But there is an increasing risk of losing spatial information in images as well. To preserve target position information in original data, we remove the pooling layers in our model. The architecture of the designed TLM is shown in Fig. 1 . The input image goes through five convolutional layers to extract useful features. The five convolutional layers contain 32, 48, 64, 128 and 192 convolutional kernels, respectively. All of the kernels are of size 3×3, and the convolutional strides all equal to 2. Feature maps produced by the last convolutional layer are flattened as a 4800 dimensional vector. This feature vector is then further processed by a fully connected layer with 128 hidden neurons to output a 2D vector, which represents the positon of the target object on the worktable.
The procedure of grasping the target object is described as followed: First, the camera placed in front of the worktable acquires an image of the table. After that, the image is feed into the TLM. The TLM processes the image and outputs the estimated position of the target object. At last, the robot plans its trajectory automatically according to the estimated target position and grasps the target object on the table.
The robot planning module in simulation is identical to the one in reality, hence the only part we need to transfer between simulation and reality is the TLM. Collecting data in simulation is more convenient, because the position of the target object can be obtained directly through software interface in simulation. Our approaches take advantage of the abundant data in simulation, combine it with some real world samples, and get a transferrable TLM at last.
B. ROBOT PERCEPTION MODULE TRANSFER BASED ON ADVERSARIAL LEARNING
In transfer learning, when data distribution in source domain and target domain are different, but the tasks in both domains are same, the problem is referred to as domain adaptation.
In our task of transferring robot perception modules, the source and target data come from two different distributions, simulation and reality. But the problem to be solved is identical, that is, to grasp the target object. Furthermore, the robot planning and control module in simulation and reality are identical. Thus, the same problem is how to locate the target object in simulation and reality.
1) TRANSFER BASED ON DOMAIN ADVERSARIAL NEURAL NETWORKS
Recent research in transfer learning reveals that to achieve effective transfer between source and target domain, features used for prediction must cannot discriminate between samples from source and target domain. Based on this idea, Patel et al. [22] proposed DANN. We will make a brief introduction to DANN in the following part.
A typical domain adaptation problem can be formulated as followed: let X be the feature space and Y be the possible labels. There are two different distributions over X ×Y , which are called source domain D S and target domain D T . S and T are source and target samples drawn independently from D S and D T . The samples in S are labeled while the samples in T are not.
Our goal is to build a predictor h : X → Y , with a minimal target risk
where R D T (h) is the possibility that the label predicted by hypothesis h is not the same as the real label of the target sample. A distance indicator is needed to estimate the upper bound of the risk in target domain. Given two distributions D S and D T , and a hypothesis class H, the H-divergence between the two distributions is defined as [31] , [32] 
Ben-David et al. has proved that the empirical H-divergence between samples from S and T can be computed by [28] , [29] d H (S, T )
where I[a] is the indicator function. It is difficult to computê d H (S, T ) directly. But if we run a learning algorithm on the problem of discriminating between source and target samples and get a generalization error of ε. Thend H (S, T ) can be approximated byd
which is called the proxy distance. The architecture of our transfer model based on DANN is shown in Fig. 2 
where
is the domain prediction loss of the ith sample. According to Eq. (5), the empirical H-divergence between the extracted features can be approximated by 2(1 − R(θ f , θ d )). We involve the domain prediction loss in the loss function of the predictor as a regularization term
where L y (f i ; θ y ) is the regression loss of the predictor G y .
The empirical H-divergence between the features extracted from source and target domain should not be too big, otherwise the features extracted are not domain-invariant. On the other hand, the domain classifier should learn to discriminate between source and target samples. Therefore, the training objectives of our DANN-based transfer model are as followed
The procedure of robot perception module transfer based on DANN is as followed: First, mix the simulated data (labeled) and real-world data (unlabeled) into one new dataset. Second, split the TLM into two parts, the feature extraction part and the prediction part, and attach a domain classifier to the model. Next, feed the mixed data into the DANN-based transfer model. Due to the regularization term in the total loss function, the shared feature extractor will try to extract features that are commonly held by both domains. Finally, we test the prediction layers on the task of target object grasping.
2) TRANSFER BASED ON GENERATIVE ADVERSARIAL NETWORKS
GAN is a sort of generative models based on DNN and adversarial learning. After proper training, the generator could produce synthetic samples that are hard to distinguish from the real samples [33] . For the past few years, researchers have applied GAN to image style transfer and obtained good results. In DANN, domain adaptation is accomplished on feature level, while in GAN, pixel-level domain adaptation between source and target images is achieved.
The overall architecture of our transfer model based on GAN is depicted in Fig. 3 . The generator learns a mapping from the source distribution to the target distribution. It performs a transformation on the source images to make them look like real ones. The discriminator, on the other hand, learns to differentiate between synthetic samples and real samples. An additional TLM is attached to the generator in our transfer model. Besides, the prediction loss of the TLM is involved in the objective function of the generator as penalty. In LSGAN (least square GAN), the objective functions are
We extend the objective function of the generator with the prediction loss of the TLM, L T 
(G, T ). The definition of L T (G, T ) is in Eq. (12). The importance of L T (G, T )
is weighted by β. Thus, the objectives of our GAN-based transfer model is as following
The intuition behind involving prediction loss of TLM in the objective function of generator is that the synthetic images must not only look similar to the real ones, but also preserve the spatial information of the original images.
GraspGAN [34] is also a robotic grasping skill transfer approach inspired by PixelDA. The differences between our GAN-based approach and GraspGAN are as follows: 1) In GraspGAN, there is a grasp prediction convolutional neural network (GPCNN) instead of TLM. The GPCNN only outputs the probability that executing certain command will result in a successful grasp. So a manually designed servoing function is needed to generate control signals for the robot. But in our GAN-based approach, the TLM directly outputs position of the target object. And the robot plans its trajectory according to the estimated target positon, which is more straightforward and easy to implement. 2) In GraspGAN, camera calibration is needed to make sure that the camera positon in simulation and reality are same. But in our method, calibration is not necessary because we used the camera on the left hand of Baxter. Calibration is done by making the left arm of the robot in same configuration both in simulation and in reality. 3) In GraspGAN, a convolution-deconvolution structure is used in the generator, which makes the model extremely big. However, in our GAN-based method, the generator only consists of 4 residual blocks since we only need to deal with one kind of target object.
The internal structure of the generator is shown in Fig. 4 . The generator is composed of 4 residual blocks organized in a serial manner. 1×1 convolution is executed inside every residual block, transforming the original images to synthetic images while not changing the height and width of the images. The structure of the discriminator is shown is Fig. 5 . The output of the discriminator is not a scalar but a 2D matrix, whose elements represent the possibility that whether a patch of the image is synthetic or real. 
IV. SIMULATION EXPERIMENT: TRANSFER FROM SIM1 TO SIM2 A. EXPERIMENT SETUPS
In the purpose of verifying the effectiveness of the proposed methods, we carry out a simulation experiment of transferring robot perception module from Sim1 to Sim2 on a Baxter research robot. Baxter research robot is a collaborative robot built by Rethink Robotics. The two arms of the robot have 14 DOFs in total and can reach a range of around 1.21m. Kinect v1 is used to collect images in the experiment. Kinect v1 can output RGB images of resolution 640×480 with a frame rate of around 30 FPS. Gazebo is used as the simulation platform in the experiment.
The experiment settings are shown in Fig. 6 . In Sim1, a worktable is placed in front of the robot. The worktable has a size of 0.913m×0.913m, with its surface 0.88m above the ground. The target object is randomly spawned in a rectangle area with a size of 30cm×40cm, as shown in Fig. 7 . Sim2 is the target environment where we want to transfer our TLM to. It differs from the source environment in several aspects: the size of the worktable is changed to 0.9m×0.72m; texture of the worktable is changed; light intensity and direction is modified; size and color of the target object is mildly adjusted, etc. During data collection, the target object is randomly spawned on the worktable. At the same time, camera images from Kinect v1 and the corresponding target positions are recorded by another thread. We refer to an image and its corresponding target position as a sample. Eventually, we collected 2850 samples in Sim1 and 1950 samples in Sim2. In the following experiment, Sim1 is defined as the source domain and Sim2 is defined as the target domain where we want to transfer the TLM to. During training, samples from target domain (Sim2) are assumed to be unlabeled, which is the same as the samples collected in the real world. The TLM will be tested in the target domain once the training is finished.
B. ANALYSIS OF THE EXPERIMENT RESULTS
The training log of the DANN-based transfer algorithm is shown in Fig. 8 and Fig. 9 . Fig. 8 demonstrates the trend of target localization errors of the TLM in Sim1(source) and Sim2(target). Fig. 9 shows the accuracy curve of the domain classifier during training. In Fig. 8 , the green curve represents the original accuracy, while the red curve represents the smoothed accuracy by applying a sliding window of size 200 to the original data.
As shown in Fig. 8 and Fig. 9 , the training process demonstrates a distinct three-phase characteristic. In phase 1, the localization error of the TLM is much larger in target domain than in source domain. In the meantime, the domain classifier has an accuracy of nearly 100%, which indicates that most of the features extracted by the shared feature extractor are specific to the source domain. In phase 2, the localization error of the TLM in source and target domain gradually increase to a same level. And the accuracy of the domain classifier decreases slowly, implying that the regularization term in Eq. (7) starts to effect the extracted features. Some of the features that are specific to source domain are discarded. In phase 3, localization error of the TLM in source and target domain both decrease to a minimum, and accuracy of the domain classifier oscillates continuously around 50%. The localization error and domain accuracy in phase 3 indicate that the feature extractor finally extracts features that are domain-invariant. Consequently, the domain classifier finds it hard to classify samples correctly only using the domain-invariant features.
The training log of the GAN-based transfer approach is given in Fig. 10 and Fig. 11 . Fig. 11 shows how the output of the generator evolved while the training proceeded. The upper line of images in Fig. 10 are samples from source domain, and the lower line of images are synthetic images produced by the generator. The rightmost image (annotated as real) is a sample drawn from the target domain. Apparently, as training proceeded, the generator learned to discern the differences between source and target samples, including the size and texture of the worktable, light intensity and direction in the environment, etc. And it embodied these differences in the synthetic images. After 6600 iterations, the differences between target samples and synthetic samples are subtle and hard to detect. The synthetic images were then used to train a transferrable TLM, i.e. we combined the synthetic images with labels of the corresponding source images to form synthetic samples and used them to train the TLM. The localization error of the trained TLM in target domain during the training process is shown in Fig. 11 . The blue line represents the original error curve, while the purple one is the smoothed error curve by applying a sliding window on the original data. Although labels of the target samples are assumed to be unknown, the localization error of the TLM kept decreasing because the synthetic images became more and more authentic. Eventually, the precision of the TLM trained by our GAN-based approach is close to the precision of direct training on labeled target samples. Table 1 contrasts the precision of TLMs trained by several approaches in Sim1(source), Sim2(target) and Sim2-1(shown in Fig. 12 ), an environment constructed by adding a few distracting objects to Sim2. In Table 1 , Source represents a TLM trained merely on source samples; Target represents a TLM trained merely on labeled target samples; DDC represents a TLM adapted by deep domain confusion [35] ; DAN represents a TLM adapted by deep adaptation network [24] ; and DANN and GAN represent our approaches.
According to Table 1 , Source performs best in Sim1 and Target performs best in Sim2. However, when it comes to domains unseen during training, their performance drop drastically. On the other hand, TLM trained by DANN maintains high precision even in Sim2, the domain whose labels are unseen during training. The reason for the success of transfer is that the shared feature extractor in DANN successfully extracts domain-invariant features from both domains and prediction concerning the position of the target object is made using these commonly held features. As for the TLM trained by GAN, since it is trained purely on synthetic samples, it only achieves good performance in the target domain. And its precision is close to direct training on labeled target samples. Furthermore, we contrast our approaches to other classical domain adaptation methods, such as DDC and DAN, in Table 1 . As shown in Table 1 , our approaches outperform DDC and DAN in the localization task of the target domain, which proves the superiority of our two approaches. To sum up, TLMs trained by DANN and GAN have both achieved low localization error in Sim2. Their performance is close to direct training on labeled target samples. The transfer of robot perception module based on DANN and GAN is successful.
The results of the object grasping test in Sim2 is shown in Table 2 . The test contains 50 consecutive grasp attempts for each approach. Priori stands for an approach where the accurate position of the target object is obtained by receiving ROS messages published by Gazebo. The trajectory of grasping is planned automatically according to the accurate target positons by the robot. DANN and GAN stand for approaches where TLMs used in the test are adapted by our transfer algorithm. In Table 2 , results show that the proposed methods transfer robot perception modules smoothly to the target domain. Both of the methods have achieved a success rate of grasping that is close to Priori.
V. ACTUAL EXPERIMENT: TRANSFER FROM SIMULATION TO REALITY
To validate the effectiveness of the purposed methods in transfer from simulation to reality, a second experiment is launched. The experiment setups are shown in Fig. 13 . To keep the consistency in simulation and reality, the camera's position relative to the robot should be same in both environments. Thus, the Kinect v1 is replaced by the camera on the left hand of Baxter. By doing this, we avoided the task of calibrating the camera in reality. The only additional requirement is that before executing every grasp, the left arm of Baxter should move into same joint configuration.
In the process of searching optimal hyper-parameters of our GAN-based transfer model, we found that if a whole image is feed into the generator, there is a chance that the details of the original image are overlooked by the generator (shown in Fig. 14) . The problem is alleviated after we cropped the input images to remove patches that are outside VOLUME 7, 2019 FIGURE 15. Outputs of generator after preprocessing.
the worktable. Therefore, all the input images are preprocessed this way before being feed into GAN.
Before collecting images in the real world, we calibrated the camera on the right hand of Baxter, so that we could record estimated target positions while collecting images (The calibration is not part of the algorithm. It is only done to estimate target positions, which are useful for the assessment of the performance of the TLM after transferred to reality). According to our results, the precision of the TLM adapted by DANN after transferred to reality is about 5.477cm, while the precision of the TLM adapted by GAN is about 0.968cm.
Precision of TLM adapted by DANN is remarkably lower than that of TLM adapted by GAN. We believe that this is because the differences between simulated world and real world are more significant. Their differences not only reside in light intensity and worktable texture, but also in objects' geometric size, internal parameters and noises of the camera, etc. Hence, it is much more difficult to extract features that are held by both domains. However, the GAN-based transfer approach attempts to perform a pixel-level transformation on the source images. The transformation is effective even when the differences between source and target domain are significant, which makes the algorithm more robust.
Some of the synthetic images produced by the generator are demonstrated in Fig. 15 . Fig. 16 shows details of the transformed images around the target object area. During adversarial training with the discriminator, the generator gradually learned the differences between the two distributions, and embodied them in the synthetic samples. Eventually, the synthetic samples produced by the generator are nearly as authentic as the real ones. Moreover, spatial information in the original images is preserved in synthetic samples, which is demonstrated in Fig. 15 , where the target object's positions in synthetic images and original images are basically the same. Successful transfer of robot perception module can be achieved only when the above two requirements are satisfied simultaneously.
The success rate of grasping in reality using the transferred TLM is shown in Table 3 . In Table 3 , SIM stands for a grasping test in simulation using a TLM trained purely on simulated images. DANN and GAN stands for grasping tests in reality using the transferred TLM. The successful grasps achieved by DANN-based approach is 0 in reality, which is due to its low localization precision in the target domain. However, our GAN-based transfer approach have achieved a success rate that is close to the success rate achieved by SIM in simulation. The results imply that there is no drastic performance drop after we transfer the robot perception module to reality.
VI. CONCLUSION
In this paper, we treat the problem of robot perception module transfer from simulation to reality as a domain adaptation problem. Two transfer approaches based on adversarial learning are designed to construct a TLM that are transferrable to the real world. The two proposed approaches both perform well in the case of transferring TLM from Sim1 to Sim2. Using unlabeled target samples, the TLM adapted by our approaches could keep high localization precision even after the transfer happened. The precision of the transferred TLM is close to the precision of direct training on target samples. However, when facing transfer from simulation to reality, the DANN-based approach failed because extracting domain-invariant features over the two domains becomes harder. Our GAN-based transfer approach, on the other hand, yields synthetic samples through a pixel-space transformation learned by the generator. It is more robust because it deals with image features in lower level.
It is evident that our GAN-based transfer approach holds wider applicability, while the DANN-based approach requires the source and target domain to bear enough similarity, or transfer from source domain to target domain may fail. Moreover, in the DANN-based approach, only a small domain classifier is attached to the original TLM. The whole model is still small and compact, thus not tricky to train. While in the GAN-based approach, we attach a GAN to the TLM. The whole model is more difficult to train because it is bigger in size and has introduced GAN's instability and pattern collapse to training. Therefore, in practical tasks, it is necessary to comprehensively consider the characteristics of the problem and then decide which transfer approach to use.
In our work, we only considered the localization problem of one kind of target object on 2D surface. Future research may consider localization problem of more general target objects in 3D workspace, and may include depth information in sensory inputs. Besides, we only transferred the perception module of the robot in our approach. Future studies on the transfer of robot execution modules are necessary, since the kinematic and dynamic models of robots in simulation are not perfectly accurate. His current research interests include parallel robots, cable-driven robots, humanoid robots, and robotic learning control.
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