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Abstract 
The rapidly rising CO2 level in the atmosphere has led to proposals of climate 
stabilization via "Geoengineering" schemes that would mitigate climate change by 
intentionally reducing the solar radiation incident on earth's surface. In this paper, we 
address the impact of these climate stabilization schemes on the global hydrological 
cycle, using equilibrium simulations from an atmospheric general circulation model 
coupled to a slab ocean model. We show that insolation reductions sufficient to offset 
global-scale temperature increases lead to a decrease in the intensity of the global 
hydrologic cycle. This occurs because solar forcing is more effective in driving changes 
in global mean evaporation than is CO2 forcing of a similar magnitude.  In the model 
used here, the hydrologic sensitivity, defined as the percentage change in global mean 
precipitation per degree warming, is 2.4% for solar forcing, but only 1.5% for CO2 
forcing. Although other models and the climate system itself may differ quantitatively 
from this result, the conclusion can be understood based on simple considerations of the 
surface energy budget and thus is likely to be robust. Compared to changing temperature 
by altering greenhouse gas concentrations, changing temperature by varying insolation 
results in larger changes in net radiative fluxes at the surface; these are compensated by 
larger changes in latent and sensible heat fluxes. Hence the hydrological cycle is more 
sensitive to temperature adjustment via changes in insolation than changes in greenhouse 
gases. This implies that an alteration in solar forcing might offset temperature changes or 
hydrological changes from greenhouse warming, but could not cancel both at once.  
 1
 Introduction 
The rapid rise in the rate of fossil fuel emission in the recent years has revived the 
discussion of mitigating climate change via “geoengineering” schemes (1-4). The 
proposed schemes fall into two categories. The first involves reducing the solar radiation 
absorbed by the climate system by an amount that balances the reduction in outgoing 
terrestrial radiation due to the increase in the atmospheric CO2 and other greenhouse 
gases (1, 5-12). The other class of schemes typically removes the atmospheric CO2 and 
sequesters it into the terrestrial vegetation, ocean, or into deep geologic formations. 
 Climate modeling studies have investigated the viability of the first category of 
schemes. The first equilibrium simulation studies on this subject (13, 14) show that the 
schemes that reduce incoming solar radiation (“insolation”) would largely mitigate even 
regional and seasonal climate change from a doubling and quadrupling of CO2 even 
though the spatial and temporal pattern of radiative forcing from greenhouse gases differs 
markedly from that of sunlight. These modeling studies find that residual temperature 
changes in a climate with increased greenhouse gases and appropriately reduced 
insolation are much smaller than the changes due to CO2 increases alone. 
Further modeling work investigating the impact of climate stabilization schemes 
on the terrestrial biosphere (15) indicates that climate stabilization would tend to limit 
changes in vegetation distribution brought on by climate change, but would not prevent 
CO2-induced changes in Net Primary Productivity (NPP) or biomass. However, concerns 
have been raised that CO2 effects on ocean chemistry could have deleterious 
consequences for marine biota due to ocean acidification which is not mitigated by the 
geoengineering schemes (16). 
 Investigations of transient climate response to geoengineering using an 
intermediate-complexity global climate model that includes an interactive carbon cycle 
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(17) suggest that the climate system responds quickly to artificially reduced solar 
radiation; hence, there may be little cost to delaying the deployment of geoengineering 
strategies until such time as “dangerous” climate change is imminent. These studies also 
find that a failure of the geoengineering scheme could lead to very rapid climate change, 
with warming rates up to twenty times greater than present-day rates. 
A limitation of the previous modeling studies is that they do not evaluate the 
impact of these geoengineering schemes on the global hydrological cycle. A recent 
observational study (18) shows that there was a substantial decrease in precipitation over 
land and a record decrease in runoff and discharge into the ocean following the eruption 
of Mount Pinatubo in 1991. It cautions that a weakened hydrological cycle, including 
droughts, could arise from geoengineering solutions.    
Modeling studies do indicate a decline in precipitation in the geoengineered 
climate (13, 15, 17). However, this decline in precipitation has gone largely unnoticed 
and was not investigated in detail. It is not generally understood why there should be a 
reduction in the intensity of the global hydrological cycle in the geoengineered climate 
while there is mitigation in terms of surface temperature change. The dependence of 
global mean precipitation on the forcing mechanism (19) offers some insight into this 
problem. This paper investigates the sensitivity of the global mean precipitation to CO2 
and solar forcings separately and explains the causes for the weakening of the global 
hydrological cycle in a geoengineered world. We analyze existing equilibrium 
simulations (15). We emphasize that equilibrium simulations can only qualitatively 
predict the transient responses of the climate system. Quantitative results from the model 
used here will differ from results of other models and from the real climate system; 
nonetheless, we believe that the basic phenomenon described here — a greater 
hydrological sensitivity to solar vs. greenhouse forcing — is fundamental and can be 
understood through a straight-forward analysis of the global energy budget.  
 3
Model 
The simulations presented here use version 3 of the atmospheric general 
circulation model, Community Climate Model (CCM3) developed at the National Center 
for Atmospheric Research (20) which has been coupled to a terrestrial biosphere model, 
Integrated Biosphere Simulator or IBIS (21, 22). The horizontal resolution is 
approximately 2.8° in latitude and 2.8° in longitude. The atmosphere model has 18 levels 
in the vertical. We use a version of CCM3 that is coupled to simple slab ocean-
thermodynamic sea ice model, which allows for a simple interactive surface for the ocean 
and sea ice components of the climate system. The slab ocean model employs a spatially 
and temporally varying prescribed ocean heat transport and spatially varying mixed 
layer-depth, which ensures replication of realistic sea surface temperatures and ice 
distributions for the present climate. 
Experiments 
To assess the impacts of increased atmospheric CO2 content on the global 
hydrology, we performed four model simulations (15):  (i) "Control", with a CO2 content 
of 355 ppm and incoming solar flux of 1367 W m–2; (ii) "2xCO2", with doubled 
atmospheric CO2 content (710 ppm), and the same incoming solar flux as the Control 
simulation; (iii) "Solar" with a CO2 content that is the same as Control, but solar flux 
reduced by 1.8%; and (iv) "Stabilized", with doubled atmospheric CO2 content and the 
solar flux reduced by 1.8%. This reduction in solar luminosity was chosen to 
approximately offset the surface temperature impacts from a CO2 doubling in this model.  
Geoengineering schemes would effect this reduction in solar radiation through, for 
example, the placement of reflecting or scattering devices between the Earth and Sun (2, 
8, 10-12). For all experiments, the model was initialized with a state corresponding to 
present day conditions. From this initial state, the model typically needs to run for at least 
~75 simulated years to approach quasi-equilibrium. The climate statistics presented 
below are the averaged values over the last 25 years of model simulations. During this 
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period, the global average net flux of energy at the top of the atmosphere is, in absolute 
terms, less than 0.1 Wm-2, indicating that the system is very nearly in equilibrium (Table 
1).  In all the experiments, the drifts in global mean surface temperature during the 25 
year period analyzed are of order 10-4 K , and the interannual variability as measured by 
the standard deviation of the global mean surface temperature is ~ 0.06 K. These are both 
very small compared to differences among the different simulations.  
Results 
Compared to the Control case, the global- and annual-mean near-surface 
temperature increases by 2.42 K in the 2xCO2 experiment and decreases by nearly 
identical amount in the Solar experiment (Table 1). By design, the surface temperature of 
the Stabilized case is very similar to Control (13-15). 
Temperature changes in the 2xCO2 and Solar are significant at the 1% level over 
all regions of the globe (Fig. 1). The changes are larger over land and high latitude 
regions, in agreement with published literature (23). The residual temperature changes in 
the Stabilized case are significant over ocean and northern land areas but are much 
smaller when compared to the 2xCO2 or Solar cases. The vertical distribution of global 
mean temperature shows a decrease (increase) in lapse rate in the troposphere in the 
2xCO2 (Solar) case (Fig. 2). The mean stratospheric cooling exceeds 6 K in the 2xCO2 
case and it is less 1 K in the Solar case. As noted in previous studies (13, 14), the 
stratospheric cooling is not mitigated (Fig. 2)  
The total water vapor content of the atmosphere is enhanced by 15.2% in the 
2xCO2 experiment and reduced by the same amount in the Solar case (Table 1). The 
changes in water water-vapor content reflect the response of specific humidity to 
temperature change when the relative humidity does not change under climate change 
(19, 24). The specific humidity response reflects an increase of total water vapor content 
consistent with the Clausius-Clapeyron relationship; ~6.5% change per every degree of 
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temperature change. There is clear mitigation of climate change in terms of surface 
temperature and vapor content of the atmosphere in the Stabilized case. 
The mitigation is less exact, however, in the case of global mean precipitation: 
precipitation increases by 3.7% for the 2xCO2 case but decreases by 5.8% in the Solar 
experiment (Table 1). Precipitation in the Stabilized case is 1.7% less than in Control. 
Since global mean precipitation equals global mean evaporation, similar changes are also 
seen in latent heat fluxes. This residual change in precipitation implies that the hydrologic 
sensitivity of the climate system depends on the forcing mechanisms. We define the 
hydrologic sensitivity as the percentage change in precipitation per degree of temperature 
change. The hydrologic sensitivities in the model used here are 1.53% for the 2xCO2  
case and 2.42% for the Solar case. The larger hydrologic sensitivity to solar forcing leads 
to a net decline in global precipitation in the Stabilized case relative to the Control. 
Since precipitation changes are driven by evaporation, our discussion will focus 
on the changes in latent heat fluxes (Fig. 1 and 2). The changes in this flux in the 2xCO2 
case show increases in all regions, with larger enhancements in the Northern Hemisphere 
high latitude land regions (Fig. 1). Latent heat fluxes decrease in the Solar case and the 
reduction is stronger in the tropics. The evaporation changes are significant at the 1% 
level over 61% and 83% of the globe in the 2xCO2 and Solar experiments, respectively. 
A general decline in latent heat fluxes can be clearly seen in the Stabilized case with the 
reductions in the tropics being stronger and statistically significant at the 1% level. These 
residual changes are significant at the 1% level over 42% of the globe. Most of the non-
compensation that is statistically significant is confined to the tropics.  
Why are the hydrologic sensitivities different for greenhouse vs. solar forcing? 
The vertical distribution of radiative forcing for 2xCO2 and Solar (25) provides a simple 
explanation. Radiative forcing by CO2 mainly heats the troposphere, while solar forcing 
mainly heats the surface (25). Therefore, the energy available for latent and sensible heat 
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fluxes (at the surface) is more strongly affected by solar forcing than by greenhouse 
forcing that has the same magnitude at the tropopause. 
A more complete explanation requires quantitative consideration of vertical fluxes 
of energy at the surface.  The time-mean, globally averaged surfaced energy flux 
differences between any two equilibrium states must sum to zero: 
0=Δ−Δ−Δ+Δ HLSR     (1) 
where ΔR, ΔS, ΔL, and ΔH represent the differences in longwave radiation, shortwave 
radiation, latent heat and sensible heat, respectively.  The sign convention is that 
downward fluxes are positive for radiation and negative for latent and sensible heat.  It is 
useful to resolve the radiative fluxes into “forcing” and “response” components, where 
the “forcing” is usually defined to be the instantaneous impact of some perturbation on 
radiation (but more generally accounts for any radiative response unrelated to climate 
change).  Then equation (1) becomes 
0=Δ−Δ−Δ+Δ+ HLSRF rr      (2) 
where F is the sum of shortwave and longwave radiative forcing and the subscripts r 
indicate that the terms represent only the “response” component of the change in 
radiation.  
 In our model the surface forcing in the Solar case is about -3 Wm-2 but in the CO2 
case is only a few tenths of a Wm-2.  In the Stabilized case, the forcing is the sum of these 
individual forcings (~-2.5 Wm-2) and is therefore responsible for all but a few tenths of a 
Wm-2 of the changes in net radiative surface flux plotted in fig. 3.  This means that the 
radiative “response” terms in equation 2 can be neglected and the surface radiative 
forcing must be balanced by changes in latent and sensible heat: 
L H F≈Δ+Δ                                                                         (3) 
 It should not be surprising that the radiative “response” is approximately zero in 
this Stabilized case, since the variables affecting radiative transfer (temperature, water 
 7
vapor, clouds) do not change much relative to the Control case (see fig. 2, for the vertical 
temperature structure). 
A similar analysis of the atmospheric energy budget leads to a complementary 
result: changes in the heating rate of the atmosphere due to radiative forcing must be 
balanced by changes in sensible plus latent heat release if the global mean temperature 
remains unchanged.  In the Stabilized case, the difference between the radiative forcing at 
the top of the atmosphere and the surface (the radiative forcing of the atmosphere) is 
balanced by the change in the sum of latent and sensible heat fluxes. Because in this case 
the net radiative forcing at the top of the atmosphere is, by design, about zero, equation 3, 
now applied to the atmosphere, yields the same change in sensible plus latent heat that 
was found at the surface.  
Equation 3 does not constrain the partitioning between the latent and sensible heat 
fluxes that together must balance the radiative forcing.  In the control climate the ratio of 
the sensible to latent heat flux (i.e., the Bowen ratio) is roughly 0.2 so it seems likely that 
under perturbed conditions the latent heat flux response will dominate (as it does in the 
model used here).  This is true not only of the Stabilized case, but also in the individual 
forcing runs  (2xCO2 and Solar) where, in fact, the sensible and latent heat flux changes 
are of opposite sign (see fig. 3).  The dominance of latent heat flux changes relative to 
sensible heat flux changes means that in climates with global mean temperature close to 
the control, changes in precipitation can be predicted from knowledge of the surface 
radiative forcing alone.  
 
Discussion 
While climate (i.e. temperature) sensitivity is in general roughly the same for 
different forcing mechanisms, hydrologic sensitivity can be different. In the model used 
here, the temperature response to a reduction in insolation is of nearly equal magnitude to 
the response to an increase in CO2 having the same nominal radiative forcing. However, 
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the hydrologic sensitivity to increasing atmospheric CO2 is 1.5% per Kelvin, whereas for 
a reduction in solar radiation, the hydrologic sensitivity increases to 2.4% per Kelvin. 
Thus, shortwave forcing, which primarily impacts the surface, is more effective in 
driving changes in global evaporation/precipitation than is CO2 forcing of a similar 
magnitude, which mostly impacts the atmosphere. The reason for this, in essence, is that 
if climate is warmed by an increase in insolation, the surface sees an increase in incident 
shortwave plus an increase in downwelling longwave from the warmer atmosphere 
above. By contrast, if the climate is warmed by increasing greenhouse gases, the surface 
sees only the increased longwave flux.  The differential surface radiation drives changes 
in evaporation that require equal changes in precipitation. 
Whether results found in the model used here carry over to other models and to 
the climate system itself depends on whether equation 3 applies universally.  The 
simplification leading to equation 3 is that in comparison to the radiative forcing and the 
combination of latent plus sensible heat changes, the response of surface radiative fluxes 
to surface radiative forcing in the absence of global mean temperature change is weak in 
the Stabilized case.    
Many studies (25-28) have shown that for any given model, the radiative response 
of the climate system, as monitored by changes in top of the atmosphere net radiation 
averaged annually and globally, is linearly related to the global mean surface temperature 
change.  This, in fact, is a consequence of the empirical result that for any given model 
the equilibrium climate sensitivity, defined as the ratio of global mean temperature 
change to the global mean forcing, is roughly independent of the characteristics of the 
forcing (e.g., spatial or temporal pattern).  In the model used here this empirical 
relationship appears to extend to radiative responses at the surface too. If other models 
were forced as in the Stabilized case, with essentially no change in surface temperature, 
the net radiative response at the top of the atmosphere would be expected to be 
approximately zero.  It is difficult to see how any model under these conditions could 
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respond with large changes in surface radiative response if there is little change in 
tropospheric or surface temperatures.  Therefore, it is likely that the rough balance 
between surface radiative forcing and the combined changes of latent and sensible heat 
flux is not a peculiar result of the model used here.  Furthermore, if the latent heat 
changes dominate (relative to sensible heat changes) then the conclusion that 
precipitation decreases in the Stabilized case is robust. 
Our results are consistent with earlier modeling experiments which showed a 
decrease in precipitation for an increase in atmospheric CO2 when sea surface 
temperatures (SST) were fixed (29, 30). This situation is similar to our Stabilized case in 
that greenhouse gases increase without an associated change in the surface temperature. 
In these experiments, as in our experiment, the enhanced heating of the atmosphere due 
to the CO2 forcing leads to a reduction in latent heat release (reduced precipitation), since 
the radiative response of the system must be small due to the fixed SST constraint.  At the 
surface, in these experiments, the reduced cooling by evaporation implies enhanced 
sequestration of heat by the oceans.    
Because the model used here lacks a sophisticated dynamic ocean and sea ice 
model, the transient effects of climate change and its impact on global hydrology are not 
assessed in this study. The model used here also lacks the feedbacks associated with an 
interactive carbon cycle and other biogeochemical processes. Other atmospheric GCMs 
coupled to a full, three dimensional ocean and fully interactive carbon models and 
subjected to transient forcing would likely yield quantitatively different results. 
Nonetheless, we believe that the basic qualitative result that the hydrologic sensitivity is 
larger for solar forcing than CO2 forcing is model-independent, and is a property of the 
real climate system.  
The differing hydrologic sensitivities for greenhouse versus solar forcings have 
clear implications for the proposed geoengineering schemes that attempt to reduce the 
incoming solar radiation by injecting sulfate aerosols into the stratosphere or by placing 
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mirrors or reflectors in space. While these schemes could possibly mitigate to a degree 
the harmful effects of rising surface temperature, they will lead to a less intense 
hydrologic cycle. Our investigation has centered only on the global hydrology; we have 
not analyzed regional details of hydrological changes due to geoengineering. 
Hydrological responses at the regional scale in the model used are relatively uncertain 
because of the model’s weak hydrologic sensitivity; we find that the precipitation 
changes are significant at the 1% level over only 40% of the globe for a doubling of CO2.  
Besides a less-intense hydrologic cycle in the geoengineered world, as pointed out 
in our study, there are many reasons not to engage in geoengineering schemes for climate 
stabilization. Geoengineering of this kind will not mitigate the harmful effects of ocean 
acidification since the geoengineered world would still have higher concentration of 
atmospheric CO2. Some stabilization schemes could adversely impact the ozone layer. 
CO2-induced climate change would last multiple centuries since the atmospheric 
residence time scale of CO2 is a few centuries; if geoengineering schemes are 
implemented, the commitments would have to be maintained over many centuries (16). It 
would be difficult to develop an international consensus to engage in a long-term large-
scale geoengineering project (31), and technical failure of a stabilization scheme could be 
catastrophic (17).  
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Figure captions 
Figure 1 Changes in annual-mean surface temperature (top panels) and surface latent 
heat fluxes (bottom panel) in the 2xCO2, Solar, and Stabilized cases relative to the 
Control. Hatching indicates the regions where the changes are significant at the 1% level. 
Significance level was estimating using a Student t-test. Temperature changes are large 
and significant everywhere in the 2xCO2 and Solar cases. Though significant over large 
regions, temperature changes are small in the Stabilized case. Surface latent heat flux 
changes are significant over 61 and 83% over the globe in the 2xCO2 and Solar cases. 
There is a general decrease over most of the regions in the Stabilized case relative to the 
Control, suggesting that geoengineering may lead to a weakened hydrologic cycle. 
Figure 2 Changes in the vertical profile of the global- and annual-mean temperature (top 
panel), and in the meridional distribution of zonal mean latent heat fluxes (bottom panel) 
in the 2xCO2, Solar and Stabilized experiments relative to the Control. The lapse rate in 
the 2xCO2 (Solar) case increases (decreases). The large stratospheric cooling in the 
2xCO2 case is not mitigated by Solar. As evidenced by reduced evaporation, particularly 
in the tropics, the hydrologic cycle is weakened in the Stabilized case relative to the 
control. 
Figure 3 Differences in surface energy fluxes, averaged globally and annually, in the 
2xCO2, Solar, and Stabilized cases, relative to Control. “Sfc.net SW” refers to the net 
surface absorption (incident minus reflected) of solar radiation, and “Sfc. net LW” refers 
to net absorption (downward minus upward) of longwave radiation at the surface. “Sfc. 
net radiative” represents the change in the absorbed total radiative flux at the surface.   
The changes in surface latent and sensible heat fluxes are positive upward.
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 Table 1 Differences in global- and annual-means of key climate variables in 
the 2xCO2, Solar and Stabilized cases, relative to Control. The last row is 
the sum of the 2xCO2 and Solar cases. 
 
Experiment Surface 
Temp. 
 (K) 
Water 
Vapor 
(%)  
Precip. 
(%) 
1Net LW 
flux TOA 
(Wm-2) 
2Net SW 
flux TOA 
(Wm-2) 
3Net Flux 
TOA  
(Wm-2) 
2xCO2 2.42 15.2 3.7 -0.54 0.46 -0.08 
Solar -2.40 -15.2 -5.8 4.86 -4.79 0.07 
Stabilized 0.14 -2.0 -1.7 3.62 -3.63 -0.01 
2xCO2 + Solar 0.02 0.0 -2.1 4.32 -4.33 -0.01 
1 Net Longwave (downward is positive) at the top of the atmosphere (TOA). 
2 Net shortwave (downward minus upward) at the top of the atmosphere. Downward is 
positive. 
3 Net flux at the top of the atmosphere is the sum of net LW and net SW fluxes. 
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Figure 1 
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Figure 2 
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Figure 3 
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