Cardinality-balanced multi-target multi-Bernoulli (CBMeMBer) filter has been demonstrated as a promising algorithm for multi-target tracking, and the multi-model (MM) method has been incorporated into the CBMeMBer filter to solve the problem of multiple maneuvering target tracking. However, it is difficult to construct a proper set of models due to the unknown maneuvering parameters of the targets. Moreover, the number of models may increase exponentially if more unknown parameters have to be taken into account to match the target motion modes, which may lead to prohibitive computational complexity. To address this aspect, this paper proposes to incorporate the adaptive parameter estimation (APE) method in the framework of CBMeMBer filters, so that the model with unknown maneuvering parameter can be modified adaptively by using the selected parameter particles. Moreover, a particle labeling technique is introduced in the proposed algorithm in order to obtain the individual target track, which results in the adaptive parameter particle filter CBMeMBer (APPF-CBMeMBer) tracker. Simulation results show that the proposed algorithm can effectively track multiple maneuvering targets with abruptly changing parameters and exhibit better robustness than those of the well-known MM-based approaches.
Introduction
In recent years, random finite set (RFS) [1] [2] [3] is an elegant formulation of the multi-target tracking (MTT) problem and has generated substantial interest due to the development of the probability hypothesis density (PHD) filter [2] and the cardinalized PHD (CPHD) filter [3] . The PHD and CPHD filters were proposed as Poisson RFS density approximations of the multi-target posterior, which can be used to estimate the target states by recursively computing the first-order moment of the multi-target posterior probability distribution. The existing closed-form solutions of PHD mainly include particle filter PHD (PF-PHD) [4, 5] and the Gaussian mixture PHD (GM-PHD) filter [6] , which have opened the door to numerous novel extensions and applications as shown in [7] [8] [9] [10] [11] [12] [13] . Moreover, being different from the PHD and CPHD filters, the multi-target multi-Bernoulli (MeMBer) [1] recursion was recently proposed by Mahler as a tractable approximation to the Bayesian multi-target recursion under low clutter density scenarios, which can achieve multitarget tracking by directly propagating the approximate posterior density of the targets. Unfortunately, the MeMBer filter has significant cardinality bias. To tackle this problem, the cardinality-balanced MeMBer (CBMeMBer) filter and its improved versions, such as the δ-generalized labeled multi-Bernoulli (δ-GLMB) and LMB filters, were developed in [14] [15] [16] [17] [18] . They eliminate the posterior cardinality bias by modifying the measurement-updated track parameters. These algorithms exhibit good MTT performance only when the model parameters are known precisely. In the presence of unknown measurement noise variances, clutter and detection probability, improved RFS filters capable of jointly estimating target states, and unknown parameters were proposed (see e.g., [9, 15, 19] and references therein). These methods would also suffer from performance degradation if the targets make maneuvers with unknown abruptly changing maneuvering parameters.
For maneuvering target tracking, the jump Markov system (JMS) has proved to be an effective method, which switches among a set of candidate models in a Markovian fashion [20, 21] . Pasha et al. introduced the linear JMS into the PHD filters and derived a closed-form solution for the PHD recursion in [22] . Furthermore, the unscented transform (UT) and the linear fractional transformation (LFT) are combined with the closed-form solution for the nonlinear jump Markov multi-target models in [23, 24] . In [25] , a GM-PHD filter for jump Markov models is developed by employing the best-fitting Gaussian (BFG) approximation approach. These algorithms assume the Gaussianity of the PHD distribution, which may limit the scope of their applications. The multiple-model PHD (MM-PHD) filter and the MM-CPHD filter implemented using the sequential Monte Carlo (SMC) method were presented in [26, 27] , and a corrected version, also known as the jump Markov multi-target Bayes filter, was later proposed in [28] . However, the MMP-CBMeMBer filter [29] has a higher accuracy than the MM-PHD filter due to the fact that the multi-Bernoulli-based method propagates the parameterized approximation to the posterior cardinality distribution. Most of the MM-based filters track multiple maneuvering targets through the interaction of multiple models, which is realized via combining estimates from different models according to their respective model likelihoods. The difficulty of applying them in tracking targets with abruptly changing parameters comes from the need to specify priorly the set of candidate models. The number of models may increase exponentially if more unknown parameters have to be taken into account to match the target motion modes, which may lead to prohibitive computational complexity.
In this work, we attempt to incorporate the adaptive parameter estimation (APE) technique into the framework of the CBMeMBer filter for addressing the problem of multiple maneuvering target tracking. The adaptive Liu and West (LW) filter is adopted to propagate the posterior marginal of the time-varying parameters as a mixture of multivariate Gaussian distributions [30] [31] [32] . The obtained adaptive parameter particle filter CBMeMBer (APPF-CBMeMBer) filter can track multiple maneuvering targets in the presence of unknown model parameters. Simulation results show that the proposed algorithm exhibits better robustness and improved tracking performance over the MMP-CBMeMBer algorithms. Furthermore, in order to obtain the individual target tracks, the particle labeling technique is introduced in the proposed algorithm.
The remainder of the paper is organized as follows. Section 2 formulates the problem of tracking a target in the presence of unknown model parameters. It also briefly reviews the APE technique and the CBMeMBer filter. Section 3 proposes the APPF-CBMeMBer algorithm with the closed-form solution and describes the track maintenance method. Simulation results are given in Section 4. Finally, conclusions are provided in Section 5.
Backgrounds

Formulation of the problem
The state-space models for tracking a single target moving on a two-dimensional plane are given by
where
denote its position and velocity. F and G are the state transition matrices of the state vector and the process noise gain matrix. y k is the measurement vector. v k and w k are the process noise and the measurement noise, respectively. They are independent with each other and modeled as zero-mean Gaussian random vectors with covariance Q k and R k , respectively.
In many practical applications, the state-space model in (1) and (2) may contain unknown parameters. For example, if the motion of a target follows a coordinated-turn (CT) model [26] , the state transition matrix would become
The maneuvering parameter (turn rate ω) may be unknown and time-varying. In this case, joint estimating the posterior distribution of the target state and the unknown maneuvering parameter from the measurements is needed.
Let θ k be a time-varying parameter in the state-space model. The posterior probability density function (PDF) of the target state vector x k and the unknown parameter vector θ k conditioned on the measurements up to time k is, according to Bayes' rule,
where p(x k , θ k |y 1 : k − 1 ) is the predictive PDF and can be expressed as
Deriving exact recursive solutions for the posterior distribution p(x k , θ k |y 1 : k ) from (4) and (5) is in general intractable and as a result, approximate solutions are usually resorted to. One such approach is the particle filter (PF) [4, 14, 31] .
Adaptive parameter estimation
In [30, 31] , the Liu and West (LW) filter was proposed for the joint identification of static parameters and the target states. In particular, the marginal posterior distribution of the unknown parameters is approximated and propagated using a mixture of multivariate Gaussian distributions. In [32] , the particle learning technique was introduced into the LW filter. The obtained APE filter can handle both static and time-varying parameters.
The development of the APE method starts with factorizing the predicting PDF p(x k , θ k |y 1 :
The predicting distribution p(θ k |y 1 : k − 1 ) of the timevarying parameter vector θ k can be approximated via Here, β is introduced to model the temporal evolution of θ k . It is defined as the probability that θ k is subject to an abrupt change at time k, or equivalently speaking, time instant k is a changepoint [32] . The time-varying vector θ k is assumed to be piecewise constant between two neighboring changepoints. As shown in (7), if there is no abrupt change in θ k , its predicting PDF follows a Gaussian mixture model of N components. The mean and covariance of each component are obtained by
is the shrinkage factor suggested in [33] to correct for the over-dispersion of the Gaussian mixture model.
In the case that time instant k is a changepoint, the predicting distribution of the time-varying vector θ k will be reset to p θ (θ 0 ), its prior distribution.
With the predicting PDF given in (7), the APE filter utilizes the PF to produce an approximation of the posterior distribution p(x k , θ k |y 1 : k ) in (4) . Suppose at time k − 1, the posterior distribution is represented by N particles
with weights ω i k−1 . At time k, each particle is given two weights [32] 
which essentially leads to 2N particles. ω i k;1 and ω i k;2 correspond to the probability of the current measurement y k when there is no changepoint and when there is a changepoint. In the former case, the value of timevarying parameter vector θ
while for the latter case, its value γ i k is produced using the prior distribution p θ (θ 0 ) (see also (7)). Resampling is then performed on the basis of the weights 1−β ð Þω i k;1 and βω i k;2 to select N particles out of 2N particles and propagate them to generate the approximation of the posterior p(x k , θ k |y 1 : k ) at time k. For more details on the APE filter for tracking a single maneuvering target, please refer to [32] .
Cardinality-balanced MeMBer filter
The CBMeMBer filter was proposed in [14] , which eliminates the posterior cardinality bias existed in the MeMBer filter [1] by modifying the measurement-updated tracks parameters. The CBMeMBer recursion is summarized as follows.
Prediction: Assume the posterior multi-target density at time k − 1 can be presented by the multi-Bernoulli parameter set, i.e.,
where r i ð Þ k−1 ∈ 0; 1 ð Þ and p i ð Þ k−1 denote the existence probability and probability density of the i th Bernoulli component, respectively. M k − 1 denotes the number of the posterior hypothesized tracks at time k − 1.
Then, the predicted multi-target density π k|k − 1 can also be expressed by the multi-Bernoulli parameter set and is given by
where r i ð Þ
and r
denote the parameter sets of the multi-Bernoulli RFS of the surviving targets and the spontaneous births, respectively. M k − 1 and M Γ,k denote the predicted hypothesized track number of the surviving targets and the spontaneous births, respectively.
where f k|k − 1 (x|⋅) denotes the single target transition density and p S,k denotes the target survival probability.
As can be seen from Eq. (13), in essence, the multiBernoulli parameter set for the predicted multi-target density π k|k − 1 is formed by the union of the multiBernoulli parameter sets for the surviving targets and the spontaneous births. The total number of predicted hypothesized tracks is
Update: Assume the predicted multi-target density at time k can be expressed by a known multi-Bernoulli parameter set as follows:
Then, the posterior multi-target density can be approximated by the union of the multi-Bernoulli parameter sets for the legacy tracks [the first term in Eq. (17)] and measurement-corrected tracks [the second term in Eq. (17)], i.e.,
is the target detection probability, Y k is the measurement set, and κ k (y) is the intensity of clutter which follows the Poisson distribution. The total number of posterior hypothesized tracks is
3 APPF-CBMeMBer tracker
Adaptive parameter particle filter
In this section, we propose the adaptive parameter particle filter to implement the CBMeMBer filter. Notice that the particles consist of the state and maneuvering parameter with associated weights. The detailed processes of particle implementation are described as follows.
(1) Prediction: Suppose that at time k − 1, the posterior multi-target density is described as
, θ denotes the maneuvering par-
of a set of weighted samples w 
(2) Parameter particle selection:
, where θ k−1 ; Y k Þ , the steps of parameter particle prediction are as follows:
At time k, each particle is given another weight which is proportional to the predictive likelihood corresponding to no changepoint parameter θ
(2.2) In order to obtain better parameter particles, produce new parameter particles with random parameter sampled from the initial distribution, i.e.,
, where γ
The steps of new parameter particle prediction are as follows:
At time k, each particle is also given another weight which is proportional to the predictive likelihood corresponding to changepoint parameter γ i;j ð Þ k , i.e., , where 
Then, the updated multi-target density
can be computed as follows: 
is the likelihood function.
(4) Resampling: To alleviate the effect of the particle degeneracy, the updated particle setw
. The resampling step can effectively eliminate the particles with low weights and multiply the particles with high weights to focus on the important zones of the state space. The resampling process is similar to that of the CBMeMBer filter [14] . Notice that the number of the particles increases due to the spontaneous births in the prediction and the averaging of the hypothesized tracks in the update. Therefore, the hypothesized tracks need to be pruned by discarding those with existence probabilities below a threshold η, which can reduce the number of particles effectively.
The posterior density of each Bernoulli component can be obtained by
(5) Parameter update: The mean and covariance of each component are obtained by θ
The parameter of each particle can be updated by
where α ¼
(6) State estimation: The estimated number of the targets is the cardinality mean, which can be obtained bŷ
Individual state estimates can be obtained by calculating the means of the posterior densities of the hypothesized tracks with existence probabilities exceeding a given threshold (e.g., 0.5) [14] , which is inexpensive and scales linearly with the number of hypothesized tracks.
Track maintenance
Since the MMP-CBMeMBer algorithm cannot give the tracks, the track maintenance algorithm is proposed by introducing the particle labeling method, which can effectively achieve the track continuity for the multiple maneuvering target tracking. The detailed process of the track maintenance is described as follows.
(1) Prediction: Suppose at time k − 1 (k ≥ 2), the particle label of each multi-Bernoulli component can be described as
where J k − 1 is the number of the Bernoulli components at time k − 1, and N j denotes the number of the particles of the j th Bernoulli component. The labels of the prediction Bernoulli components can be expressed as
where L γ denotes the labels of the Bernoulli components of the spontaneous births and can be expressed as
where J γ denotes the number of the Bernoulli components of the spontaneous births, and N γ denotes the number of the particles of each Bernoulli component.
(2) Update: In the update state, there will appear |Y k | + 1 Bernoulli components due to the measurements, where |Y k | denotes the number of the measurements. At time k, measurement-updated components are assigned the label of the predicted track, i.e., the label can be expressed as
where 
where J k is the number of the remaining Bernoulli components at time k,
(4) Track continuity: Track continuity can be completed according to the particle labels by the data association technique [34] , i.e., the track can be obtained by comparing the number of particles with the same labels in each component.
Simulations
In order to demonstrate the performance of the proposed APPF-CBMeMBer algorithm, a two-dimensional tracking example is simulated. The benchmark technique is the MMP-CBMeMBer algorithms [29] . In the considered scenario, the measurements are obtained at four stationary sensors located at (0, 0) m, (0, 1 × 10 4 ) m, (1 × 10 4 , 0) m, and (1 × 10 4 , 1 × 10 4 ) m. At time k, each sensor outputs the measured bearing of the received signal, which is given by
where x S i ; z S i ð Þ denotes the location of the i th sensor, i = 1, 2, 3, 4. w k is the zero-mean Gaussian distributed measurement noise with variance σ The simulation results are obtained from Monte Carlo experiments of 200 ensemble runs.
In this experiment, we compare the performance of multiple abruptly maneuvering targets tracking with different algorithms. The turn rate ω is considered as unknown and time-varying model parameter for the proposed APPF-CBMeMBer algorithm and the MMPCBMeMBer algorithm. Moreover, the MMP-CBMeMBer algorithm uses a constant velocity (CV) model and two coordinated-turn CT models, and the turn rate ω is assumed a known value priori. We compare the proposed APPF-CBMeMBer algorithm with the MMP-CBMeMBer (ω = 0, ± 4) algorithm and the MMP-CBMeMBer (ω = 0, ± 7) algorithm. It is noted that in the tracking scenario, the real turn rates are ω = ± 7. The simulation results for this experiment are shown in Figs. 2, 3, 4 , 5, 6, and 7. Figure 2 shows the averaged target number estimates of the APPF-CBMeMBer and MMP-CBMeMBer algorithms. It can be seen that the proposed APPF-CBMeMBer algorithm provides more accurate target number estimates than the benchmark MMP-CBMeMBer algorithm. The behind reason is that the proposed algorithm can effectively joint estimate the unknown model parameter ω which can be well matched with the motion model of each target. While for the MMP-CBMeMBer algorithm, the tracking accuracy depends on the matching degree of the prior designed multiple model sets with the real target motion models. Unfortunately, the prior parameters of the various models are unknown; thus, the models cannot be well matched with the real motion model of each target (such as ω = 0, ± 4). Moreover, although the MMP-CBMeMBer (ω = 0, ± 7) algorithm includes the real turn rates, the tracking accuracy is slightly lower than the proposed algorithm due to the disturbance of each model. Figure 3 compares the OSPA distances of the two simulated algorithms, and it is clear that the proposed algorithm again outperforms the MMP-CBMeMBer algorithm. This is also due to the fact that the proposed method can adapt to the temporal evolution of the target maneuvering parameters via estimating them with the target states.
Figures 4 and 5 show the average RMSEs of target number estimates and the average OSPA distances under different number of particles. It is clear that the tracking accuracy of the two algorithms increase with the increase of the particle number. In addition, the accuracy of the APPF-CBMeMBer algorithm is always higher than that of the MMP-CBMeMBer algorithm. However, in Fig. 6 , we can see that the proposed algorithm has a higher run time than the MMP-CBMeMBer algorithm, the reason is that the propose algorithm needs to select the parameter particles from the doubled particles, and the steps of parameter update occupy some time. However, for MM-based methods, the computational complexity may become prohibitive as the number of models needed would increase exponentially if more unknown parameters have to be taken into account to match the possible target motion modes. Figure 7 shows the track estimates of the proposed APPF-CBMeMBer algorithm. It is clear that the proposed algorithm has a good track maintenance performance due to its good performance in terms of the state estimates and their number estimates.
Conclusions
In this paper, we developed a new multiple maneuvering target tracker algorithm, referred to as the APPFCBMeMBer tracker, to handle the presence of unknown and time-varying maneuvering parameter. In the proposed algorithm, the APE technique was incorporated to achieve online maneuvering parameter estimation, and the selected parameter particles were utilized to derive the approximation closed solution. Simulations showed that the newly proposed algorithm can offer higher tracking accuracy in the case of multiple maneuvering targets over the existing MMP-CBMeMBer algorithm. Furthermore, in order to obtain the individual target tracks, the particle labeling technique is introduced in the proposed algorithm.
In the future works, we shall consider introducing the APE technique into the LMB filter to obtain a better algorithm for tracking multiple targets with unknown but abruptly changing parameters.
