Infinite horizon problems on stratifiable state-constraints sets by Hermosilla, Cristopher & Zidani, Hasnaa
Infinite horizon problems on stratifiable
state-constraints sets
Cristopher Hermosilla, Hasnaa Zidani
To cite this version:
Cristopher Hermosilla, Hasnaa Zidani. Infinite horizon problems on stratifiable state-
constraints sets. Journal of Differential Equations, Elsevier, 2015, 258 (4), pp.1430-1460.
<10.1016/j.jde.2014.11.001>. <hal-00955921v2>
HAL Id: hal-00955921
https://hal.inria.fr/hal-00955921v2
Submitted on 2 Jul 2014
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Infinite Horizon Problems on Stratifiable State Constraints
Sets
∗
C. Hermosilla
†
H. Zidani
‡
Abstract
This paper deals with a state-constrained control problem. It is well known that, unless
some compatibility condition between constraints and dynamics holds, the value function has
not enough regularity, or can fail to be the unique constrained viscosity solution of a Hamilton-
Jacobi-Bellman (HJB) equation. Here, we consider the case of a set of constraints having
a stratified structure. Under this circumstance, the interior of this set may be empty or
disconnected, and the admissible trajectories may have the only option to stay on the boundary
without possible approximation in the interior of the constraints. In such situations, the
classical pointing qualification hypothesis are not relevant. The discontinuous value function
is then characterized by means of a system of HJB equations on each stratum that composes
the state constraints. This result is obtained under a local controllability assumption which is
required only on the strata where some chattering phenomena could occur.
Keywords. State constrained, infinite horizon problem, stratified systems, HJB equations,
optimal control.
1 introduction.
We are concerned with the optimal control problem of infinite horizon for trajectories lying in a
closed set K ⊆ RN . The main issue is to characterize the value function of this problem as the
unique solution to a HJB equation. More precisely, given a dynamic f(·, ·), a nonempty compact
set A ⊆ Rm, a Borel measurable function u : [0,∞)→ A and a point x ∈ K we consider trajectories
yx,u(·) solutions to the differential equation{
y˙(t) = f(y(t), u(t)) a.e. t > 0
y(0) = x,
(1)
which are feasible on the set K, that is,
yx,u(t) ∈ K, ∀t ≥ 0.(2)
We denote the set of admissible controls as
A(x) = {u : [0,+∞)→ A | yx,u(·) satisfies (2)} .
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Then, for some discount factor λ > 0 and some running cost function ℓ(·, ·), the value function
related to this problem is
ϑ(x) := inf
{∫ ∞
0
e−λtℓ(yx,u(t), u(t))dt
∣∣∣∣ u ∈ A(x)
}
.(3)
In the case when K = RN and under standard hypothesis on the data, it is well known that
ϑ(·) is a uniformly continuous function which can be characterized as the unique viscosity solution
to a HJB equation in that class of functions; see for instance [6, Chapter 3].
When the control problem is in the presence of state constraints (K 6= RN ), a constrained HJB
equation can be associated with the value function as done in [39]. In our setting, the HJB equation
takes the form
λϑ+H(x,∇ϑ) = 0 x ∈ K,(4)
where H(x, p) := max{−〈f(x, u), p〉 − ℓ(x, u) | u ∈ A}. It is well-known that the value function
satisfies (4) in the constrained viscosity sense, that means that ϑ is a subsolution on int(K) and
a supersolution on K. However, it is complicated to prove the uniqueness of the solution to (4).
The main difficulty comes from the fact that the HJB equation may admit several solutions (in
the constrained viscosity sense) if the behavior of the solution on the boundary is not taken into
account; see for instance the discussion in [15, 27].
One possible way to overcome the problem exposed above is to consider some compatibility
assumptions between the dynamics and the state-constraints. The most classical of these is called
the inward pointing condition (IPC). It was first introduced by Soner in [39] for the case when
int(K) 6= ∅ with smooth boundary and it has been object of subsequence generalization to various
cases; see [27, 41, 19, 34, 22] and the references therein. This condition basically says that at
each point of the boundary of K there exists a controlled vector field pointing into K. Under
this assumption the value function is Lipschitz continuous and then uniqueness can be established.
Furthermore, from the point of view of the dynamical system, the IPC ensures the existence of the
so-called neighboring feasible trajectories which make possible to approximate any trajectory hitting
the boundary by a sequence of arcs which remain in the interior of K; see for instance [24, 11, 13].
We refer to [16, 32, 33] for weaker inward pointing assumptions, and to [30, 31] for more properties
and the numerical approximation of continuous constrained viscosity solutions.
Another compatibility assumption of similar nature, called the outward pointing condition
(OPC), has been considered by [14] in the context of exit time problems. This assumption states
that each point of the boundary of K can be reached by a trajectory coming from the interior of
the set and it implies a certain monotonicity of the solution to the HJB equation which allows to
treat the case when the value function is discontinuous. Under this assumption, it is possible to
characterize the value function as the unique lower semi-continuous solution of a HJB equation; see
for instance [24, 23, 22].
Let us stress that all the works mentioned above assume the same compatibility assumption on
the whole boundary, that is, no mixed type of pointing condition has been so far considered and,
with exception of [23], they all require that K has non-empty interior.
However, there are many control problems in which these compatibility assumptions are never
satisfied. For example, if we consider a mechanical system governed by a second order equation:
y¨ = ϕ(y, y˙, u) y ∈ [a, b], y˙ ∈ [c, d]
using the transformation y1 = y and y2 = y˙ the systems can be rewrite as:(
y˙1
y˙2
)
=
(
y2
ϕ(y1, y2, u)
)
(y1, y2) ∈ K0 = [a, b]× [c, d].
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It is clear that in this case, the direction of the vector field on {a} × (c, d) and on {b} × (c, d) does
not depend on the control nor in the initial dynamic ϕ but only on the sign of y2, and so, for some
values of y2 the vector field will point into K0 and for others will point into R
2 \ K0.
On the other hand, as mentioned before, the Pointing Conditions are sufficient hypotheses whose
main purpose is to approximate any trajectory of the control system by a sequence of trajectories
(of the same controlled dynamic) lying completely in the interior of the constraints. This fact may
suggest that a more appropriated requirement would be the interior approximation of trajectories.
Nevertheless, it will automatically rule out cases where junctions are present, for instance
K1 = {x ∈ R
N : x2N ≥ x
2
1 + . . .+ x
2
N−1}.
The previous example also illustrates the importance of considering the information passing
through the boundary in the case when the interior of the set of feasible states is disconnected,
the approach proposed below seems to be well adapted to these situations. Furthermore, optimal
control problems on networks as studied in [1] (see also the references therein) can also be seen
as state-constrained problems, where the interior of the state constraints set is always empty and
where the junction plays an essential role.
In the general case where K is assumed to be any closed set of RN , and under some convexity
assumptions on the dynamics, the value function is lower semi-continuous and it can be character-
ized as the smallest supersolution to (4); see [17] for more details. In [3], it has been shown that the
epigraph of the value function ϑ can always be described by an auxiliary optimal control problem
without state constraints for which the value function is Lipschitz continuous and characterized,
without any further assumption, as the unique viscosity solution to a HJB equation. This approach
leads to a constructive way for determining the epigraph of ϑ and to its numerical approximation.
It can also be extended to more general situations of time-dependent state constraints [21].
In this paper, we follow the same line of investigation as in [27, 15]. We aim at characterizing
the value function by a completed system of HJB equations. The proof used here is based on
nonsmooth analysis as in [41] where the notion of HJB equation is understood in the proximal
sense by means of the theory of weak and strong invariance. We investigate the characterization
of the value function for a class of control problems where the set of constraints enjoys a regular
stratification property (i.e, K is a collection of strata of different dimensions; see section 2.1 for
a precise definition). Moreover, the discontinuous value function is characterized by means of a
system of HJB equations on each stratum of K. This result is obtained under a local controllability
assumption which is required only on the stratum where some chattering phenomena could occur.
1.1 Notation.
Throughout this paper, R denotes the sets of real numbers, | · | is the Euclidean norm and 〈·, ·〉 is the
Euclidean inner product on RN , B the unit open ball {x ∈ RN : |x| < 1} and B(x, r) = x+ rB. For
a set S ⊆ RN , int(S), S, bdry(S) and co(S) denote its interior, closure, boundary and convex hull,
respectively. Also for S convex we denote by ri(S) and rbd(S) its relative interior and boundary,
respectively. The indicator function is given by ✶S(x) = 1 if x ∈ S and ✶S(x) = 0 if it is not. The
distance function to S is distS(x) = inf{|x − y| : y ∈ S} and in the case the infimum is attained
we call the set of solution the projections of x over S and we denote it by projS(x). Let S1 and S2
be two compact set, then the Hausdorff distance is given by
dH(S1, S2) = max
{
sup
x∈S2
distS1(x), sup
x∈S1
distS2(x)
}
.
We adopt the convention that dH(∅, ∅) = 0 and dH(∅, S) = +∞ if S 6= ∅. For a given function
ϕ : RN → R ∪ {+∞}, the epigraph of this function is the set
epiϕ = {(x, r) ∈ RN × R | r ≥ ϕ(x)}.
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The effective domain of ϕ is given by domϕ = {x ∈ RN | ϕ(x) ∈ R}. If Γ is a set-valued map,
then domΓ is the set points for which Γ(x) 6= ∅.
For an embedded manifold of RN , the tangent space to M at x is TM(x).
2 Setting of the problem and main result.
Throughout the paper the abbreviation l.s.c (respectively, u.s.c) stands for ”lower semicontinuous”
(respectively, upper semicontinuous).
2.1 Stratified systems and hypothesis.
We consider the optimal control problem of infinite horizon given by (3) where A is a compact set
of Rm and λ > 0 is a given discount factor. Henceforward, the notation ϑ is reserved to denote the
value function of the problem.
We assume standard hypothesis on the dynamic f and the running cost ℓ. Namely, the dynamic
f : RN ×A → RN satisfies:

(i) f(·, ·) is continuous on RN ×A.
(ii) ∀u ∈ A, f(·, u) is locally Lipschitz continuous on K.
(iii) ∃cf > 0 such that ∀x ∈ K :
max{|f(x, u)| : u ∈ A} ≤ cf (1 + |x|).
(Hf )
And the running cost ℓ : RN ×A → R satisfies:

(i) ℓ(·, ·) is continuous on RN ×A.
(ii) ∀u ∈ A, ℓ(·, u) is locally Lipschitz continuous on K.
(iii) ∃cℓ > 0, λℓ ≥ 1 such that ∀(x, u) ∈ K ×A :
0 ≤ ℓ(x, u) ≤ cℓ(1 + |x|
λℓ).
(Hℓ)
Let x ∈ K and u : [0,+∞) → A be a measurable control. By a solution to (1) we mean an
absolutely continuous function y(·) that satisfies
y(t) = x+
∫ t
0
f(y(s), u(s))ds for all t ≥ 0.
By (Hf ), the solution is uniquely determined by x and u, and thus it is denoted by yx,u. Further-
more, the maximal solution is defined for all times.
Remark 2.1. By the Gronwall Lemma and (Hf ), each solution to (1) satisfies:
1 + |y(t)| ≤ (1 + |x|)ecf t t ≥ 0;
|y(t)− x| ≤ (1 + |x|)(ecf t − 1) t ≥ 0;
|y˙(t)| ≤ cf (1 + |x|)e
cf t a.e. t > 0;
Furthermore, since λℓ ≥ 1
ℓ(y(t), u(t)) ≤ cℓ(1 + |x|)
λℓeλℓcf t.
When dealing with a distributed cost, it is usual to introduce an augmented dynamics. For this
end, we define
β(x, u) := cℓ(1 + |x|
λℓ)− ℓ(x, u) ∀(x, u) ∈ RN ×A.
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Then, we consider the augmented dynamic G : R× RN ⇒ RN × R defined by
G(τ, x) =
{(
f(x, u)
e−λτ (ℓ(x, u) + r)
) ∣∣∣∣ u ∈ A,0 ≤ r ≤ β(x, u)
}
, ∀(τ, x) ∈ R× RN .
It is not difficult to see that by (Hℓ) this set-valued map has compact and nonempty images on a
neighborhood of [0,+∞)×K. Moreover, throughout the paper, we will also suppose that
G(·) has convex images on a neighborhood of [0,+∞)×K.(H0)
The class of control problems we are considering in this paper do not necessarily satisfy any
qualification hypothesis. Here, we require two principal assumptions. The first one is that the
state-constraints set admits a sufficiently regular partition into smooth manifolds or strata. More
precisely,
K is a closed and stratifiable subset of RN ,(H1)
that is, there exists a locally finite collection {Mi}i∈I of embedded manifolds of R
N such that:
• K =
⋃
i∈IMi and Mi ∩Mj = ∅ when i 6= j.
• If Mi ∩Mj 6= ∅, necessarily Mi ⊆Mj and dim(Mi) < dim(Mj).
In particular, if intK 6= and ∂K is smooth, as in [39, 35], then (H1) with only two strata, namely,
M0 = intK and M1 = ∂K.
Remark 2.2. A network as in [1] can be considered as a particular case of stratified sets. Indeed,
in case K is a network, the stratification consists only of edges and junctions. Figure 1a shows an
example of a network consisting of edges M1, . . . ,M4 and a junction M0 := {O} (note that here
M0 is a manifold of dimension 0).
More general networks can also be considered as in Figure 1b where the set K is a network
embeded in the space R3. The stratification consists of three branches that are smooth surfaces
M1, . . . ,M3, and a junction M0 that corresponds to the curve Γ
M1 M2
M3M4
K
O
(a) A network in R2.
M1
M3
M2
Γ
(b) A generalized network in R3
(c) Union of two
cones
Remark 2.3. An important class of sets that admits a stratification as described above is the class
of polytopes in RN . In fact, these sets can be decomposed into a finite number of open convex
polytopes of the form:
P =
{
x ∈ RN
∣∣∣ 〈υk, x〉 = αk, υk ∈ RN k = 1, . . . , n,
〈ηk, x〉 < αk, ηk ∈ R
N k = n+ 1, . . . ,m
}
.
Furthermore, the class of stratifiable sets is quite broad, it includes sub-analytic and semi-
algebraic sets and also definable sets of an o-minimal structure; see for instance [42, 28].
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The second hypothesis is related to the dynamics obtained as the intersection between the
original dynamics and the tangent space to each stratumMi. For each index i ∈ I, let us consider
the multifunction Ai :Mi ⇒ A given by
Ai(x) := {u ∈ A | f(x, u) ∈ TMi(x)}.
This map in general is only upper semicontinuous with possibly empty images. However, for the
purposes of this paper we require more regularity. We assume the following, for every i ∈ I:
Ai is locally Lipschitz on Mi with respect to the Hausdorff metric.(H2)
Remark 2.4. Note that Ai can be extended up to Mi by density. Furthermore, this extension
turns out to be locally Lipschitz as well. So without loss of generality we assume that Ai is defined
up to Mi in a locally Lipchitz way.
Remark 2.5. By the convention adopted in Section 1.1 for the Hausdorff distance, (H2) allows to
consider the case when no tangential dynamic is defined, that is, when Ai has empty images. In
that situation, (H2) states that if Ai(x) = ∅ for some x ∈ Mi, then it has empty images all along
Mi.
Example 2.1. Consider the following dynamic:(
y˙1
y˙2
)
=
(
y2
u
)
, u ∈ A := [−1, 1], y1(t), y2(t) ∈ [−r, r].
Many stratifications are possible for the set of state-constraints. We represent one particular strat-
ification in Figure 1. In this case, M0 is the interior of the square, M3, M4, M9, M10, M11 and
M12 are segments, and M1, M2, M5, M6, M7 and M8 are single points. We can check easily
(H2), indeed, A0 = A, Ai = {0} for i = 1, . . . , 4 and Aj = ∅ for i = 5, . . . , 12.
It is clear in this example that neither the IPC nor the OPC condition is satisfied. In figure 1,
the green zone corresponds to the viable set, that is, the set of points for which A(x) 6= ∅. Note that
in this case, the viable set can also be decomposed into a regular stratification.
M1 M2
M3
M4
M5
M7M8
M6
M9 M10
M11M12
M0
Figure 1: Stratification of Example 2.1.
Finally, for technical reasons, an extra hypothesis of controllability on certain strata will be
required in order to complete the proof of the main theorem. For this purpose, for any x ∈ K and
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t ≥ 0, we denote by R(x; t) = ∪u∈A(x){yx,u(t)} the reachable set at time t, that is the set of all
possible positions that can be reached by an admissible trajectory solution of (1) associated to a
feasible control u ∈ A(x) (and then lying in the set K on [0, t]). On the other hand, we define for
any x ∈ Mi, t ≥ 0, the reachable set in the stratum Mi that is the set of all possible positions
that can be reached, at time t, by an admissible trajectory solution of (1) associated to a feasible
control u ∈ A(x) and lying in Mi on the time interval [0, t]:
Ri(x; t) =
⋃
u∈A(x)
{yx,u(t) | yx,u(s) ∈Mi ∀s ∈ [0, t]}.
Hence the controllability hypothesis can be stated as follows, for every i ∈ I:

If Ai 6= ∅, then ∃εi,∆i > 0 such that
R(x; t) ∩Mi ⊆
⋃
s∈[0,∆it]
Ri(x; t) ∀x ∈Mi, ∀t ∈ [0, εi].(H3)
This assumption is made in order to approximate trajectories that may switch between two or
more strata infinitely many times on a short interval (this could happen if the set Ai is nonempty).
Finally let us notice that the same assumption has been already used in [35, Hypothesis (H4)] for
similar purposes in the context of optimal syntheses analysis.
Remark 2.6. Note that (H3) is trivial if Mi is an open set or more generally if Mi is of maximal
dimension among the strata that forms K (indeed, in this case there exists ǫ > 0 such that for
any t ∈ [0, ǫ], we have: R(x; t) ∩ Mi = Ri(x; t)). The same remark holds whenever Ai = A.
Moreover, (H3) is straightforward if Mi is a single point (since in this case, if Ai 6= ∅ then
R(x; t) ∩Mi =Mi = Ri(x; t)).
Let us also point out the fact that (H3) can be satisfied under an easy criterion of full control-
lability condition on manifolds. The most classical assumption of controllability is the following:
∀i ∈ I with Ai 6= ∅, it holds:
(5) ∃ri > 0 such that TMi(x) ∩ B(0, ri) ⊆ f(x,Ai(x)) ∀x ∈Mi.
Indeed, this corresponds to the Petrov condition on manifolds. Hence, by adapting the classical
arguments to this setting, we can see that (5) implies the Lipschitz regularity of the minimum time
function of the controlled dynamics restricted to the manifold Mi, and so (H3) follows; see for
instance [6, Chapter 4.1]. However, let us emphasis on that (5) is only a sufficient condition to
satisfy assumption (H3). Indeed, (H3) is still satisfied in some cases where Petrov condition does
not hold (for instance, the double-integrator system in Example 2.1 fulfills the requirement (H3)
and clearly does not satisfy the Petrov condition (5)).
2.2 Main results
As stated in the introduction, the main aim of this paper is to characterize the value function of the
infinite horizon problem in term of a bilateral HJB equation. The notion of solution that will be
introduced here is based on the classical notion of supersolution and on a new subsolution notion
in a stratified sense.
Let H : RN × RN ⇒ R be the (maximized) Hamiltonian which is given by
H(x, ζ) = max
u∈A
{−〈ζ, f(x, u)〉 − ℓ(x, u)} , ∀x, ζ ∈ RN .
For each index i ∈ I we define Hi :Mi × R
N
⇒ R, the tangential Hamiltonian on Mi, by
Hi(x, ζ) = max
u∈Ai(x)
{−〈ζ, f(x, u)〉 − ℓ(x, u)} , ∀x ∈Mi, ∀ζ ∈ R
N .
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Definition 2.1. Let ψ : RN → R ∪ {+∞} be a given function. We say that ψ has σ-superlinear
growth on its domain if there exists cψ > 0 such that
|ψ(x)| ≤ cψ(1 + |x|)
σ ∀x ∈ domψ.
Definition 2.2. Let ϕ : RN → R∪{+∞} be l.s.c.. A vector ζ ∈ RN is called a viscosity subgradient
of ϕ at x ∈ domϕ if and only if there exists a continuously differentiable function g so that
∇g(x) = ζ and ϕ− g attains a local minimum at x.
Furthermore, ζ is called a proximal subgradient of ϕ at x if for some σ > 0,
g(y) := 〈ζ, y − x〉 − σ|y − x|2.
The set of all proximal subgradients at x is denoted by ∂Pϕ(x).
Hence, the main result of the paper can be stated as follows:
Theorem 2.1. Suppose that (H0), (H1), (H2) and (H3) hold in addition to (Hf ) and (Hℓ).
Assume also that λ > λℓcf (where λℓ > 0 and cf > 0 are the constants given by (Hℓ) and (Hf ),
respectively). Then the value function ϑ(·) of the problem (3) is the only l.s.c. function with
λℓ-superlinear growth which is +∞ on R
N \ K and that satisfies:
λϑ(x) +H(x, ζ) ≥ 0 ∀x ∈ K, ∀ζ ∈ ∂Pϑ(x),(6)
λϑ(x) +Hi(x, ζ) ≤ 0 ∀x ∈Mi, ∀ζ ∈ ∂Pϑi(x), ∀i ∈ I,(7)
where ϑi(x) = ϑ(x) if x ∈Mi and ϑi(x) = +∞ otherwise.
In the above theorem, the definition of vi is not simply to make sense of relation (7), but also
a compatibility condition on the (vi)’s. This point is crucial to the comparison principle analysis.
Remark 2.7. Recall that when int(K) is a nonempty set, it is a smooth manifold of RN and
therefore, there is no loss of generality in assuming that it is one of the stratum, say M0, of the
stratification of K. In that case, H0 = H, and so, the constrained HJB equation proposed by Soner
in [39] is included in the set of equations proposed in Theorem 2.1.
Remark 2.8. If for some i ∈ I, Mi = {x¯} and Ai(x¯) 6= ∅ (this is the case when for instance
K is a network with x¯ being one of the junctions), then f(x¯, u) = 0 for any u ∈ Ai(x¯) and so
Hi(x, ζ) = −min{ℓ(x¯, u) | u ∈ Ai(x¯)} for any ζ ∈ R
N . Hence, (7) for this index corresponds the
following inequality:
λϑ(x¯) ≤ min
u∈Ai(x¯)
ℓ(x¯, u).
A particular situation of interest is when K is a network as in Remark 2.2. Let O be the junction
and M1, . . . ,Mp be its edges. For sake of simplicity assume that for each i ∈ {1, . . . , p}, ∃Ai ⊆ A
s.t.
f(x,A) ∩ TMi(x) = f(x,Ai), ∀x ∈Mi.(H
♯
3)
Corollary 2.1. Suppose that (Hf ), (Hℓ) and (H0) hold with K a network as before and λ > λ0.
Assume that (H♯3) holds and let
A0 = {u ∈ A | f(O, u) = 0}.
Then the value function ϑ(·) of the problem (3) is the only l.s.c. function with λℓ-superlinear
growth which is +∞ on RN \ K and that satisfies:
λϑ(x) + max
u∈Ai
{−〈ζ, f(x, u)〉 − ℓ(x, u)} = 0 ∀x ∈Mi, ∀ζ ∈ ∂Pϑ(x),
λϑ(O) +H(O, ζ) ≥ 0 ∀ζ ∈ ∂Pϑ(O),
λϑ(O)− min
u∈A0
ℓ(O, u) ≤ 0.
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Proof. Let M0 = {O}, then M0, . . . ,Mp is an admissible stratification for K. Furthermore, since
Ai(x) = Ai whenever x ∈ Mi and A0(O) = A0, (H2) holds. By Remark 2.3, (H3) also holds. So,
the corollary follows from Theorem 2.1 and Remark 2.8.
2.3 Discussion and comments
The main contribution of Theorem 2.1 relies on the characterization of the value function in situ-
ations where the set K is not necessarily the closure of its interior, and the value function is not
necessarily Lipschitz continuous. As already mentioned in the introduction, several contributions
have been devoted to the case where Inward Pointing conditions (IPC) are satisfied and the inte-
rior of K is not empty; see the pioneering works [39, 40], the more recent works [12, 13] and the
references therein.
When the IPC is not satisfied, the idea of characterizing the value function by a system of HJB
equations on whole the domain K, including its boundary, appears already in the work of Ishii-
Koike [27]. However, in that paper the set A(x) is assumed nonempty everywhere on K, requiring
in particular that the viable set is whole the set K. Moreover, the result in [27] assume some
restrictive hypothesis on K and on the set-valued map x 7−→ A(x).
Let us also mention the work in [15] where it is shown that the HJB equation should be completed
by an additional information on the increasing property of the solution along trajectories lying on
the boundary. In the present work, we explicitly express the additional information in terms of
HJB equations on each strata. The regularity assumptions on the set K are quite general and allow
several situations that are not covered by the known literature. However, Theorem 2.1 requires a
new controllability assumption that is needed only on the strata where some chattering behavior
may occur.
More recently, there is an increasingly interest in control problems in stratified domains, see
[36, 7, 8, 37]. In those papers, the control problem is formulated in the whole space RN with a given
stratification, and under a strong controllability assumption that guarantees the continuity of the
value function and provides an appropriate framework for analysing the transmission conditions.
In the present manuscript, the stratification is used in a completely different way for characterizing
the l.s.c value function of state-constrained control problems.
On another hand, several papers have been devoted to the case of control problems on networks
[25, 2, 26], where the framework is also different from the one considered in Corrollary 2.1. Indeed, in
the above cited papers, the dynamics is defined only on each branch and is not Lipschitz continuous
in the whole network. Here, we prefer to focus on the state-constrained setting and the general result
we obtain indicates that in the particular case of optimal control problems in networks, it is possible
to avoid the controllability assumption usually considered in the literature at the junction points.
The characterization of the value function could be then considered in the bilateral viscosity sense.
Moreover, we believe that the same arguments developed in this paper can be extended to more
general control problems on networks (with discontinuous dynamics and also in higher dimension
than 1). This study will be developed further in an ongoing work.
Finally, let us stress on that the notion of viscosity solution of HJB equation as stated in
Theorem 2.1 uses nonsmooth analysis tools. A reformulation of the main result of this paper could
be stated by using a l.s.c viscosity notion based on test functions as in [20, 10]. More precisely,
Theorem 2.1 is equivalent to say that ϑ is the unique l.s.c. viscosity solution with λℓ-superlinear
growth of the HJB equation:
λϑ(x) +H(x,Dxϑ(x)) ≥ 0 ∀x ∈ K,(8a)
λϑ(x) +Hi(x,Dxϑ(x)) ≤ 0 ∀x ∈Mi, ∀i ∈ I.(8b)
Here the l.s.c viscosity solution of (8) has to be understood in the Bilateral sense given in the next
definition.
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Definition 2.3. Let V be a l.s.c function defined on RN with Dom V ⊂ K.
The function V is said a supersolution of (8a) if for every ϕ ∈ C1(RN ) and for every x0 ∈ K
such that V − ϕ achieved a local minimum at x0 on K, we have:
λV (x0) +H(x0,∇ϕ(x0)) ≥ 0.
Moreover, V is said a subsolution of (8b) if for every ϕ ∈ C(K), with ϕ ∈ C1(Mi) for i ∈ I,
and for every x0 ∈Mi such that V − ϕ achieved a local minimum at x0 on Mi, we have:
λV (x0) +Hi(x0,∇ϕ(x0)) ≤ 0.
Finally, V is said a l.s.c viscosity solution of (8) if it is supersolution of (8a) and subsolution
of (8b).
3 Properties of the Value function.
In this section we study the principal properties of the value function of problem (3). In particular,
we present an intermediate characterization of ϑ.
Proposition 3.1. Suppose that (Hf ) and (Hℓ) hold and assume that λ > λℓcf . Then, the value
function has λℓ-superlinear growth on its domain.
Proof. By Remark 2.1 the value function (3) satisfies the following inequality:
|ϑ(x)| ≤
∫ ∞
0
e−λtcℓ(1 + |x|)
λℓeλℓcf tdt ∀x ∈ domϑ.
Therefore, since λ > λℓcf we obtain the desired result.
3.1 Existence of optimal controls.
The next proposition is a classical type of result in optimal control and states the existence of
minimizer for the problem (3).
Proposition 3.2. Suppose that (Hf ), (Hℓ) and (H0) hold, and that λ > λℓcf . If ϑ(x) ∈ R for
some x ∈ K then there exists u ∈ A(x) a minimizer of (3).
Proof. Let x ∈ K such that ϑ(x) ∈ R. This means that for every n ≥ 0, there exists a control law
un ∈ A(x) such that:
(9) lim
n→+∞
∫ ∞
0
e−λtℓ(yn(t), un(t)) dt = ϑ(x),
where yn is the solution to (1) with the initial condition yn(0) = x.
Set zn(t) = ℓ(yn(t), un(t)), then from Remark 2.1 we have:
|yn(t)| ≤ (1 + |x|)e
cf t for any t ≥ 0,(10)
|y˙n(t)| ≤ cf (1 + |x|)e
cf t a.e. t > 0,(11)
|zn(t)| ≤ cℓ(1 + |x|)
λℓeλℓcf t a.e. t > 0.(12)
Consider the measure dµ = e−λtdt and let L1 := L1([0,+∞); dµ) be the Banach space of integrable
functions on [0,+∞) for the measure dµ. Consequently, we denote by W 1,1 the Sobolev space of
functions L1 which have their weak derivative also in L1.
Let ω : [0,+∞)→ R be given by ω(t) := cf (1 + |x|)e
cf t for any t ≥ 0. By (Hℓ), λ > cf because
λℓ ≥ 1. So, (11) implies that ω(·) is a positive function in L
1 which dominates |y˙n|. Moreover,
10
by (10) the sequence {yn(t)} is relatively compact for any t ≥ 0, hence the hypothesis of theorem
[4, Theorem 0.3.4] are satisfied and so, there exist a function y ∈ W 1,1 and a subsequence, still
denoted by {yn}, such that
yn converges uniformly to y on compact subsets of [0,+∞),
y˙n converges weakly to y˙ in L
1.
On the other hand, given that λ > λℓcf and (12) holds, it is not difficult to see that {zn}
is equi-integrable with respect to dµ, then by the Dunford-Pettis Theorem there exist a function
z ∈ L1 and a subsequence, still denoted by zn, such that zn converges weakly to z in L
1.
Let Γ(x) = G(0, x) ⊆ RN × R for every x ∈ K. Hence, by (Hf ) and (Hℓ), Γ is locally
Lipschitz with closed images and by (H0) it has convex images. Then the Convergence Theorem
[4, Theorem 1.4.1] implies that (y˙, z) ∈ Γ(y) for almost every t ≥ 0. Thus, by the Measurable
Selection Theorem (see [4, Theorem 1.14.1]), there exist two measurable functions u : [0,+∞)→ A
and r : [0,+∞)→ [0,+∞) such that satisfies
y˙(t) = f(y(t), u(t)) a.e. t > 0, y(0) = x.
z(t) = ℓ(y(t), u(t)) + r(t) a.e. t > 0.
Since K is closed, y(t) ∈ K for every t ≥ 0 and u ∈ A(x). Finally, since φ ≡ 1 ∈ L∞([0,+∞); dµ),
we have ∫ ∞
0
e−λtℓ(y(t), u(t))dt ≤
∫ ∞
0
e−λtz(t)dt = lim
n→+∞
∫ ∞
0
e−λtzn(t)dt = ϑ(x).
Therefore, u is a minimizer of the problem.
3.2 Lower semicontinuity
In contrast with unconstrained optimal control problems, the value function under presence of state
constraints is not in general continuous. However, thanks to the compactness of trajectories of the
augmented dynamic G it is l.s.c.
Proposition 3.3. Suppose that (Hf ), (Hℓ) and (H0) hold, and that λ > λℓcf . Then the value
function x 7→ ϑ(x) is l.s.c. on K. In particular, the viable set domA is closed.
Proof. Let {xn} ⊆ K be a sequence such that xn → x. Without lost of generality we assume that
|xn| ≤ |x|+ 1. We need to prove that
lim inf
n→+∞
ϑ(xn) ≥ ϑ(x).
Suppose that there exists a subsequence, denoted equally, so that {xn} ⊆ domϑ. Otherwise the
inequality holds immediately. Then, by Proposition 3.2, for any n ∈ N there exists an optimal
control un ∈ A(xn). Let yn the optimal trajectory associated with un and xn. Notice that (10),
(11) and (12) hold with xn instead of x. Hence, since |xn| is uniformly bounded (|xn| ≤ |x|+1) we
can use the same technique as in Proposition 3.2 to find that there exists u ∈ A(x) such that∫ ∞
0
e−λtℓ(yx,u(t), u(t))(t)dt ≤ lim inf
n→+∞
∫ ∞
0
e−λtℓ(yn(t), un(t))dt = lim inf
n→+∞
ϑ(xn).
Finally, using the definition of the value function we conclude the proof.
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3.3 Dynamic Programming Principle (DPP)
It is well known that the value function satisfies the classical dynamic programming principle. In
this case, it states as follows: for any T > 0
ϑ(x) = inf
{∫ T
0
e−λtℓ(yx,u(t), u(t))dt+ e
−λTϑ(yx,u(T )) : u ∈ A(x)
}
.(DPP)
The (DPP) includes two different increasing properties along admissible controlled arcs. Indeed,
the two elementary inequalities that define it can be interpreted as a weakly decreasing and a strongly
increasing principle, respectively.
Definition 3.1. Let ϕ : K → R ∪ {+∞} be a l.s.c. function, we say that ϕ is:
i) weakly decreasing for the control system if for all x ∈ domϕ, there exists a control u ∈ A(x)
such that
e−λtϕ(yx,u(t)) +
∫ t
0
e−λsℓ(yx,u(s), u(s))ds ≤ ϕ(x) ∀t ≥ 0.(13)
ii) strongly increasing for the control system if domA ⊆ domϕ and for any x ∈ K and u ∈ A(x)
measurable we have
e−λtϕ(yx,u(t)) +
∫ t
0
e−λsℓ(yx,u(s), u(s))ds ≥ ϕ(x) ∀t ≥ 0.(14)
The following lemma is required to single out the value function among other l.s.c. functions.
Lemma 3.1. Suppose that (Hf ), (Hℓ) and (H0) hold, and that λ > λℓcf . Let ϕ : K → R∪ {+∞}
be a l.s.c. function with λℓ-superlinear growth. If ϕ is:
1. weakly decreasing for the control system, then ϑ(x) ≤ ϕ(x) for all x ∈ K.
2. strongly increasing for the control system then ϑ(x) ≥ ϕ(x) for all x ∈ K.
Proof. First of all, note that if λ > λℓcf , then for any function ϕ with λℓ-superlinear growth and
for any trajectory y(·) of (1) such that y(t) ∈ domϕ,
lim
t→+∞
e−λtϕ(y(t)) = 0.(15)
Case 1. Suppose ϕ is weakly decreasing for the control system. Let x ∈ K, if x /∈ domϕ then
the inequality is trivial. Let x be in domϕ, there exists a control u ∈ A(x) such that for all n ∈ N
e−λnϕ(y(n)) +
∫ ∞
0
e−λsℓ(yx,u(s), u(s))✶[0,n]ds ≤ ϕ(x).
Therefore, by the Monotone Convergence Theorem, (15) and the definition of the value function
we obtain the desired inequality ϑ(x) ≤ ϕ(x).
Case 2. Suppose ϕ is strongly increasing for the control system and let x ∈ K. Assume that
ϑ(x) ∈ R, otherwise the result is direct. Let u¯ ∈ A(x) be the optimal control associated with (3)
and let y¯ be the optimal trajectory associated with u¯ and x. Then
e−λtϕ(y(t)) +
∫ t
0
e−λsℓ(y(s), u¯(s))ds ≥ ϕ(x) ∀t ≥ 0.
Then by (15), letting t→ +∞ we conclude the proof.
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In view of the previous comparison lemma we can state an intermediate characterization of the
value function in terms of the Definition 3.1.
Proposition 3.4. The value function ϑ(·) is the only l.s.c. function with λℓ-superlinear growth
that is weakly decreasing and strongly increasing for the control system at the same time.
Proof. Recall that the value function ϑ(·) satisfies (DPP). So, it is weakly decreasing and strongly
decreasing for the control system. The uniqueness and the growth condition are consequences of
Lemma 3.1 and Proposition 3.1.
4 Trajectories and Invariance on smooth manifolds.
Before entering into the details of the proof of the main theorem, we need to prove some fundamental
results. The first proposition states the existence of smooth trajectories for a given initial data,
namely, initial point and initial velocity.
Proposition 4.1. Suppose that (Hf ), (Hℓ), (H0), (H1) and (H2) hold. Then, for any i ∈ I
such that Ai has nonempty images, for every x ∈ Mi and any ux ∈ Ai(x) there exist ε > 0,
a measurable control map u : (−ε, ε) → A, a measurable function r : (−ε, ε) → [0,+∞) and a
continuously differentiable arc y : (−ε, ε)→Mi with y(0) = x and y˙(0) = f(x, ux), such that
y˙(t) = f(y(t), u(t)) and lim
t→0−
1
t
∫ 0
t
(
e−λsℓ(y(s), u(s)) + r(s)
)
ds = −ℓ(x, ux).
Proof. Let R > 0 and set MRi =Mi ∩ B(x,R). Consider the set valued map Γi :M
R
i × (−1, 1)→
R
N
⇒ R given by
Γi(y, t) =
{(
f(y, u)
e−λtℓ(y, u) + r
) ∣∣∣∣ u ∈ Ai(y),0 ≤ r ≤ β(y, u)
}
, ∀(y, t) ∈MRi × (−1, 1).
Note that by the definition of Ai and thanks to (Hf ) and (Hℓ), Γi has closed images and since Ai
has nonempty images, Γi has nonempty images as well. The definition of Ai and (H0) imply that
it also has convex images.
Besides, by (H2), Γi is Lipschitz on M
R
i × (−1, 1), so it admits a Lipschitz selection, gi :
MRi × (−1, 1) → R
N × R such that gi(x, 0) = (f(x, ux), ℓ(x, ux)); see [5, Theorem 9.4.3] and the
subsequent remark. Notice also that
g(y, t) ∈ f(y,Ai(y))× R ⊆ TMi(y)× R, ∀(y, t) ∈M
R
i × (−1, 1).
Hence, by the Nagumo theorem (see for instance [4, Theorem 4.2.2]) and the Lipschitz continuity
of gi, there exists ε > 0 such that the differential equation
(y˙, z˙) = gi(t, y), y(0) = x, z(0) = 0
admits a unique solution which is continuously differentiable on (−ε, ε) such that y(t) ∈ Mi for
every t ∈ (−ε, ε), y˙(0) = f(x, ux) and z˙(0) = ℓ(x, ux).
On the other hand, since Γi(y, t) ⊆ G(t, y) for any (t, y) ∈ (−1, 1) ×M
R
i , by the Measurable
Selection Theorem (see [4, Theorem 1.14.1]), there exist a measurable control u : (−ε, ε)→ A and
a measurable function r : (−ε, ε)→ [0,+∞) such that
(y˙, z˙) = (f(y, u), e−λtℓ(y, u) + r), a.e. on (−ε, ε).
Finally, since y(t) ∈ Mi, we have that u ∈ Ai(y) a.e. on (−ε, ε), and so the conclusion follows,
because
z(t) =
∫ t
0
(
e−λsℓ(y(s), u(s)) + r(s)
)
ds, ∀t ∈ (−ε, ε).
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We now present a useful criterion for strong invariance adapted to smooth manifolds. This
proposition is similar in spirit to Theorem 4.1 in [9].
Proposition 4.2. Suppose M ⊆ Rk is locally closed, S ⊆ Rk is closed with S ∩ M 6= ∅ and
Γ : M⇒ Rk is locally Lipschitz and locally bounded.
Let R > 0 and set MR = M ∩ B(0, R). Assume that there exists κ = κ(R) > 0 such that
sup
v∈Γ(x)
〈x− s, v〉 ≤ κdistS∩M(x)
2 ∀x ∈MR, ∀s ∈ projS∩M(x).(16)
Then for any absolutely continuous arc γ : [0, T ]→M that satisfies
γ˙ ∈ Γ(γ) a.e. on [0, T ] and γ(t) ∈MR ∀t ∈ (0, T ),
we have
distS∩M(γ(t)) ≤ e
κtdistS∩M(γ(0)) ∀t ∈ [0, T ].
Proof. Let R˜ > 0 so that γ([0, T ]) ⊆ B(0, R˜). We denote by cΓ and LΓ the corresponding bound
for the velocities of Γ and the Lipschitz constant of Γ on M ∩ B(0, R˜). We take C1 > 0 such that
max
t∈[0,T ]
distS∩M(γ(t)) ≤ C1
Let ε > 0 and set t0 = 0, we construct inductively a partition of [0, T ] in the following way:
Given ti ∈ [0, T ) take ti+1 ∈ (ti, T ] satisfying
ti+1 ≤ ti + ε and |γ((1− s)ti + sti+1)− γ(ti)| ≤
1
LΓ
ε, ∀s ∈ [0, 1].
Note that |γ((1 − s)ti + st) − γ(ti)| ≤ cΓ(t − ti) for any s ∈ [0, 1], so the choice of such ti+1 is
possible. Moreover, we can do this in such a way it produces a finite partition of [0, T ] which we
denote πε = {0 = t0 < t1 < . . . < tn < tn+1 = T}. Note that ‖πε‖ = maxi=0,...,n(ti+1 − ti) ≤ ε.
For any i ∈ {0, . . . , n+ 1}, we set γi = γ(ti) and choose si ∈ projS∩M(γi) arbitrary. Suppose first
that γ(0) ∈M. We will show the inequality only for t = T . For t ∈ (0, T ) the proof is similar.
Let s 7→ ω(s) := γ((1 − s)ti + sti+1) defined on [0, 1]. Hence, ω is an absolutely continuous
function with ω˙(s) = γ˙((1− s)ti + sti+1)(ti1 − ti) a.e. s ∈ [0, 1]. Thus
ω(1)− ω(0) = γi+1 − γi = (ti+1 − ti)
∫ 1
0
γ˙((1− s)ti + sti+1)ds
On the other hand, since Γ is locally Lipschitz
Γ(γ((1− s)ti + sti+1)) ⊆ Γ(γi) + LΓ|γ((1− s)ti + sti+1)− γ(ti)|B, ∀s ∈ [0, 1].
By construction LΓ|γ((1−s)ti+sti+1)−γ(ti)| ≤ ε. Therefore, there exist two measurable functions
vi : [0, 1]→ Γ(γi) and bi : [0, 1]→ B such that
γ˙((1− s)ti + sti+1) = vi(s) + εbi(s), a.e. s ∈ [0, 1].
Hence
distS∩M(γi+1)
2 ≤ |γi+1 − si|
2
= |γi − si|
2 + 2(ti+1 − ti)
∫ 1
0
〈γi − si, vi(s) + εbi(s)〉ds+ |γi+1 − γi|
2
≤ (1 + 2(ti+1 − ti)κ)distS∩M(γi)
2 + ε(ti+1 − ti)[2C1 + c
2
Γ],
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where this last comes from (16), the definition of bi and the choice of ti.
Let us denote σi = distS∩M(γi) and δi = ti+1 − ti. Then, using an inductive argument it is not
difficult to show that
σ2n+1 ≤
n∏
i=0
(1 + 2δiκ)σ
2
0 + ε[2C1 + c
2
Γ]
n∑
j=0
n∏
i=j+1
(1 + 2δiκ)δj .
≤
(
n∏
i=0
(1 + 2δiκ)
)σ20 + ε[2C1 + c2Γ] n∑
j=0
δj

 .
Note that
n∑
j=0
δj = T and
n∏
i=0
(1 + 2δiκ) ≤ e
2κT ,
so we obtain
σ2n+1 ≤ e
2κT (σ20 + ε[2C1 + c
2
Γ]T ).
Since σn+1 = distS∩M(γ(T )) and σ0 = distS∩M(γ(0)), letting ε→ 0 we obtain the desired result.
Suppose now that γ(0) /∈ M. Then it is clear that for any δ > 0 small enough the trajectory
γ˜ = γ|[δ,T ] satisfies the previous assumptions, so the inequality is valid on the interval [δ, T ] for any
δ > 0. Finally, since the distance function is continuous, we can extend the inequality up to t = 0
by taking limits.
5 Proof of the main result.
In this section we present a characterization of the value function as the unique solution to a
bilateral HJB among a class of lower semi-continuous functions. This analysis is done in several
steps, first we show that a function is weakly decreasing for the control system if and only if it is
a supersolution on K. Secondly, we show that if a function is strongly increasing for the control
system then it is a subsolution on each stratum Mi. The final and most technical step consists in
characterizing the strongly increasing principle in terms of HJB inequalities on each stratum of K.
In particular, by gathering Proposition 5.1, 5.2 and 5.3 the proof of Theorem 2.1 follows imme-
diately.
5.1 Normal Cones and Proximal subgradients.
For sake of the exposition, we recall the definition of the Proximal normal cone and its relation
with the proximal subgradient of Definition 2.2. For a further discussion about this topic we refer
the reader to [18].
Let S ⊆ Rk be a locally closed set and x ∈ S. A vector η ∈ Rk is called proximal normal to S
at x if there exists σ = σ(x, η) > 0 so that
|η|
2σ
|x− y|2 ≥ 〈η, y − x〉 ∀y ∈ S.
The set of all such vectors η is known as the Proximal normal cone to S at x and is denoted by
NPS (x). If S = epiϕ where ϕ : R
k → R ∪ {+∞} is a l.s.c. function, then for every x ∈ domϕ, the
following relation is valid:
∂Pϕ(x)× {−1} ⊆ N
P
epiϕ(x, ϕ(x)), ∀x ∈ domϕ.
By definition of the proximal subdifferential, ζ ∈ ∂Pϕ(x) if and only if there exist σ, δ > 0 such
that
ϕ(y) ≥ ϕ(x) + 〈ζ, y − x〉 − σ|y − x|2 ∀y ∈ B(x, δ) ∩ domϕ.
This inequality is called the proximal subgradient inequality.
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5.2 Weakly decreasing principle.
This section aims at proving that the weakly decreasing principle (13) is equivalent to the super-
solution of an appropriate HJB equation. The idea of the proof uses very classical arguments and
requires only standing assumptions of control theory; see [18, Chapter 4 ]. Nevertheless, since
the statement in the same framework as considered in this paper seems not to be available in the
literature, we provide here an outline of the proof for sake of completeness.
Proposition 5.1. Suppose that (Hf ), (Hℓ) and (H0) hold. Consider a given l.s.c. function with
real-extended values ϕ : K → R ∪ {+∞}. Then ϕ is is weakly decreasing for the control system if
and only if
λϕ(x) +H(x, ζ) ≥ 0 ∀x ∈ K, ∀ζ ∈ ∂Pϕ(x)(17)
Proof. Let us first prove the implication (⇒).
Suppose ϕ is weakly decreasing for the control system. Let x ∈ K, if ∂Pϕ(x) = ∅ then (17) holds
by vacuity. If on the contrary, there exists ζ ∈ ∂Pϕ(x), then x ∈ domϕ and there exists u ∈ A(x)
such that (13) holds. Let us denote y(·) the trajectory of (1) associated with the control u and x.
By the proximal subgradient inequality we have that ∃σ, δ > 0 such that
ϕ(y(t)) ≥ ϕ(x) + 〈ζ, y(t)− x〉 − σ|y(t)− x|2 ∀t ∈ [0, δ).
Using that y(·) is a trajectory and (13) we get for any t small enough
(1− eλt)ϕ(x) +
∫ t
0
[〈ζ, f(y(s), u(s))〉+ ℓ(y(s), u(s))] ds ≤ σ|y(t)− x|2
Since f and ℓ are locally Lipschitz we get
(1− eλt)
t
ϕ(x) +
1
t
∫ t
0
[〈ζ, f(x, u(s))〉+ ℓ(x, u(s))] ds ≤ h(t)
where h(t) is such that limt→0+ h(t) = 0. Therefore taking infimum over u ∈ A inside the integral
and letting t→ 0+ we get (17) after some algebraic steps.
Now, we turn to the second part of the proof (⇐). Let O ⊆ RN+1 be the neighborhood of
[0,+∞)×K given by (H0) which we assume is open. Consider ψ : [0,+∞)×K × R→ R ∪ {+∞}
defined as
ψ(τ, x, z) =
{
e−λτϕ(x) + z if x ∈ K,
+∞ otherwise,
∀(τ, x, z) ∈ [0,+∞)×K × R,
and Γ : R× RN × R× R⇒ R× RN × R× R given by
Γ(τ, x, z, w) = {1} ×G(τ, x)× {0}, ∀(τ, x, z, w) ∈ R× RN × R× R.
To prove that ϕ is weakly decreasing for the control system let us first show that for any
γ0 ∈ epiψ, there exists an absolutely continuous arc γ : [0, T )→ O× R
2 that satisfies
γ˙ ∈ Γ(γ) a.e. on [0, T ) and γ(0) = γ0(18)
such that γ(t) ∈ epiψ for every t ∈ [0, T ), or in term of [43, Definition 3.1], (Γ, epiψ) is weakly
invariant on O × R2. We seek to apply [43, Theorem 3.1(a)].
Note that epiψ is closed because ϕ is l.s.c. and Γ has nonempty convex compact images on
O×R2 because of (H0). Moreover, by (Hf ) and (Hℓ), Γ has closed graph and satisfies the following
growth condition:
∃cΓ > 0 so that sup{|v| | v ∈ Γ(τ, x, z, w)} ≤ cΓ(1 + |x|+ e
−λτ |x|λℓ).
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Therefore, to prove the weak invariance of (Γ, epiψ) we only need to show that, for S = epiψ, (17)
implies
min
v∈Γ(χ)
〈η, v〉 ≤ 0 ∀χ ∈ S ∩ U, ∀η ∈ NPS (χ).(19)
Let (τ, x, z, w) ∈ S ∩ U , then x ∈ domϕ. Consider η ∈ NPS (τ, x, z, w), since this is the normal
cone to an epigraph, we can write η = (ξ,−p) with p nonnegative. Suppose p > 0 then w = ψ(τ, x, z)
and
1
p
ξ ∈ ∂Pψ(τ, x, z) ⊆ {−λe
−λτϕ(x)} × e−λτ∂Pϕ(x)× {1}.
Therefore, for some ζ ∈ ∂Pϕ(x) we have
min
v∈Γ(τ,x,z,w)
〈η, v〉 ≤ min
u ∈ A,
0 ≤ r ≤ β(x, u)
pe−λτ (−λϕ(x) + 〈ζ, f(x, u)〉+ ℓ(x, u) + r)
≤ pe−λτ min
u∈A
(−λϕ(x) + 〈ζ, f(x, u)〉+ ℓ(x, u)) .
Hence, by (17) we get min{〈η, v〉 | v ∈ Γ(τ, x, z, w)} ≤ 0.
Suppose now that p = 0, then (ξ, 0) ∈ NPS (τ, x, z, ψ(τ, x, z)) and by Rockafellar’s horizontality
theorem (see for instance [38]), there exist some sequences {(τn, xn, zn)} ⊆ domψ, {(ξn)} ⊆ R
N+2
and {pn} ⊆ (0,∞) such that
(τn, xn, zn)→ (τ, x, z), ψ(τn, xn, zn)→ ψ(τ, x, z),
(ξn, pn)→ (ξ, 0),
1
pn
ξn ∈ ∂Pψ(τn, xn, zn).
Thus, using the same argument as above we can show
min{〈(ξn,−pn), v〉 | v ∈ Γ(τn, xn, zn, ψ(τn, xn, zn))} ≤ 0.
Hence, since Γ is locally Lipschitz, we can take the liminf in the last inequality and since Γ(τ, x, z, ψ(τ, y, z)) =
Γ(τ, x, z, w), we obtain (19).
So, by [43, Theorem 3.1(a)], for every γ0 = (τ0, x0, z0, w0) ∈ S∩O×R
2 there exists an absolutely
continuous arc γ(t) = (τ(t), y(t), z(t), w(t)) which lies in O×R2 for a maximal period of time [0, T )
so that (18) holds and
e−λτ(t)ϕ(y(t)) + z(t) ≤ w(t) ∀t ∈ [0, T ).
By the Measurable Selection Theorem (see [4, Theorem 1.14.1]), y(·) is a solution of (1) for some
u : [0, T )→ A. Also, y(t) ∈ domϕ ⊆ K, ∀t ∈ [0, T ).
Moreover, since w(t) = w0 and τ(t) = τ0 + t
z(t) =
∫ t
0
[e−λ(τ0+s)ℓ(y(s), u(s)) + r(s)]ds, with r(s) ≥ 0 a.e.
Notice that γ0 = (0, x, 0, ϕ(x)) ∈ epiψ for any x ∈ domϕ, so to conclude the proof we just need
to show that T = +∞. By contradiction, suppose T < +∞, then (τ(t), y(t))→ bdryO as t→ T−.
Nevertheless, since O is a neighborhood of [0,+∞)×K and τ(t) = t and y(t) ∈ K for any t ∈ [0, T )
this is not possible. Therefore, the conclusion follows.
5.3 Strongly increasing principle.
Now we show that satisfying inequality (14) is equivalent to be a subsolution of the HJB equation
on each stratum. We first prove the necessary part.
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Proposition 5.2. Suppose that (Hf ), (Hℓ), (H0), (H1) and (H2) hold. Let ϕ : K → R ∪ {+∞}
be a l.s.c. function. Suppose that ϕ is strongly increasing for the control system, then
λϕ(x) +Hi(x, ζ) ≤ 0 ∀x ∈Mi, ∀ζ ∈ ∂Pϕi(x),(20)
where ϕi(x) = ϕ(x) if x ∈Mi and ϕi(x) = +∞ otherwise.
Proof. First of all note that ζ ∈ ∂Pϕi(x) if and only if ∃σ, δ > 0 such that
ϕ(y) ≥ ϕ(x) + 〈ζ, y − x〉 − σ|y − x|2 ∀y ∈ B(x, δ) ∩Mi.
We only show (20) for any (i, x) ∈ I × K such that x ∈ dom ∂Pϕi ∩Mi ∩ domAi. Otherwise, the
conclusion is direct.
Let (i, x) ∈ I ×K as before and take ux ∈ Ai(x), it suffices to prove
−λϕ(x) + 〈ζ, f(x, ux)〉+ ℓ(x, ux) ≥ 0, ∀ζ ∈ ∂Pϕi(x).(21)
Let u : (−ε, ε) → A, r : (−ε, ε) → [0,+∞) and y : (−ε, ε) → Mi be the measurable control and
smooth arc given by Proposition 4.1, respectively, where ε > 0 is also given by this proposition.
Let u¯ ∈ A(x), then for all τ ∈ (0, ε) we define the control map uτ : [0,+∞)→ A as follows:
uτ (t) := u(t− τ)✶[0,τ ](t) + u¯(t− τ)✶(τ,+∞)(t) for a.e. t ∈ [0,+∞).
Let yτ (·) be the trajectory associated with uτ starting from yτ (0) = y(−τ). Clearly, yτ (t) =
y(t− τ) for any t ∈ [0, τ ].
Moreover, uτ ∈ A(y(−τ)), so since ϕ is strongly increasing
e−λτϕ(x) +
∫ τ
0
(
e−λsℓ(y(s− τ), u(s− τ)) + r(s− τ)
)
ds ≥ ϕ(y(−τ)).
Take ζ ∈ ∂Pϕi(x) and τ small enough, so that the proximal subgradient inequality is valid.
Then
ϕ(y(−τ)) ≥ ϕ(x) + 〈ζ, y(−τ)− x〉 − σ|y(−τ)− x|2.
Hence,
e−λτ − 1
τ
ϕ(x) +
e−λτ
τ
∫ 0
−τ
(
e−λsℓ(y(s), u(s)) + r(s)
)
Sds+
〈
ζ,
x− y(−τ)
τ
〉
≥h(τ),
with limτ→0+ h(τ) = 0. Therefore, by Proposition 4.1, passing to the limit in the last inequality
we obtain (21) and so (20) follows.
5.4 Characterization of Strongly increasing principle
In this section we prove the converse of Proposition 5.2 under the controllability assumption (H3).
The proof consists in analyze three different types of trajectories defined on a finite interval of time
[0, T ]. The first case corresponds to trajectories that dwell on a single manifold but whose extremal
points may not do so, as for instance in Figure 2a. This case is treated independently in Lemma
5.1. The second type is studied in Step 1 of the proof of Proposition 5.3, these trajectories have
the characteristic that can be decomposed into a finite number of first type trajectories; see an
example in Figure 2b.
The third and more delicate type of trajectories to treat are those one that switch from one
stratum to another infinitely many times in a finite interval as in Figure 2c. The hypothesis (H3)
is made to handle these trajectories. It allows to construct an approximate trajectory of type 2, as
in Figure 2c, whose the corresponding cost is almost the same.
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M1
M0
y1(T ) x1y2(T ) x2
(a) Extremal switching times.
M1
M0
y(t1) xy(t3) y(t2)y(t4)y(t5)
y(T )
(b) Finite switching times.
M1
M0
y˜
y(T )
(c) Chattering trajectory and its approximation.
Figure 2: Situation to be considered.
Lemma 5.1. Suppose that (H0), (H1) and (H2) hold in addition of (Hf ) and (Hℓ). Let ϕ : K →
R ∪ {+∞} be a l.s.c. function. Assume that (20) holds. Then for any x ∈ K, u ∈ A(x) and any
0 ≤ a < b < +∞, if y(t) := yx,u(t) ∈Mi for every t ∈ (a, b) with i ∈ I, we have
ϕ(y(a)) ≤ e−λ(b−a)ϕ(y(b)) + eλa
∫ b
a
e−λsℓ(y, u)ds.(22)
Proof. First of all we consider a backward augmented dynamic defined for any (τ, x) ∈ R×Mi as
follows:
Gi(τ, x) =
{
−
(
f(x, u)
e−λτ (ℓ(x, u) + r)
) ∣∣∣∣ u ∈ Ai(x),0 ≤ r ≤ β(x, u)
}
.
Thanks to (H0) and the definition of Ai(·), the mapping Gi has convex compact images and by the
statement of the proposition, Gi has nonempty images as well. Additionally, Gi is locally Lipschitz
by (H2).
Since y = yx,u ∈ Mi on (a, b), then Ai has nonempty images we set Mi = R ×Mi × R
2 and
define Γi : Mi ⇒ R
N+3 as
Γi(τ, x, z, w) = {−1} ×Gi(τ, x)× {0} , ∀(τ, x, z, w) ∈Mi.
Note that Mi is an embedded manifold of R
N+3 and Γi satisfies the same assumptions than Gi
with nonempty images. Consider the closed set Si = epi(ψi) where
ψi(τ, x, z) =
{
e−λτϕi(x) + z if x ∈Mi,
+∞ otherwise ,
∀(τ, x, z) ∈ [0,+∞)×Mi × R.
Then if (20) holds, the following also holds
sup
v∈Γi(τ,x,z,w)
〈η, v〉 ≤ 0 ∀(τ, x, z, w) ∈ Si, ∀η ∈ N
P
Si(τ, x, z, w).(23)
Indeed, if Si = ∅ it holds by vacuity. Otherwise, take (τ, x, z, w) ∈ Si and (ξ,−p) ∈ N
P
Si
(τ, x, z, w).
Therefore, we have p ≥ 0 because Si is the epigraph of a function. Recall that Γi(τ, x, z, w) 6= ∅
because Ai(x) 6= ∅. Consider p > 0, then, by the same arguments used in Proposition 5.1, for any
v ∈ Γi(τ, x, z, w) we have, for some u ∈ Ai(x), r ≥ 0 and ζ ∈ ∂Pϕi(x)
〈(ξ,−p), v〉 = pe−λτ (λϕi(x)− 〈ζ, f(x, u)〉 − ℓ(x, u)− r)
≤ pe−λτ (λϕi(x)− 〈ζ, f(x, u)〉 − ℓ(x, u))
≤ pe−λτ (λϕi(x) +Hi(x, ζ)).
19
Since ϕi(x) = ϕ(x), (20) holds and v ∈ Γi(τ, x, z, w) is arbitrary, we can take supremum over v
to obtain the desired inequality (23). Similarly as done for Proposition 5.1, if p = 0 we use the
Rockafellar Horizontal Theorem and the continuity of Γi to obtain (23) for any η.
Let R > R˜ > 0 large enough so that yx,u([a, b]) ⊆ B(0, R˜) and
sup
X∈M∩B(0,R˜)
|proj
Mi∩Si
(X)| < R.
Let Li be the Lipschitz constant for Γi on Mi ∩ B(0, R), so (23) implies (16) with κ = Li. In
particular, by Proposition 4.2 we have that for any absolutely continuous arc γ : [a, b]→Mi which
satisfies (18) (with Γi instead of Γ) and γ(t) ∈Mi for any t ∈ (a, b),
distS∩Mi(γ(t)) ≤ e
LitdistS∩Mi(γ(a)) ∀t ∈ [a, b].(24)
Finally, consider the absolutely continuous arc defined on [a, b] by
γ(t) =
(
a− t, y(a+ b− t),−
∫ t
a
eλ(s−a)ℓ(y(a+ b− s), ul(a+ b− s))ds, ϕ(b)
)
.
Since γ˙ ∈ Γi(γ) a.e. on [a, b], γ(t) ∈Mi for any t ∈ (a, b) and γ(a) ∈ Si we get that γ(b) ∈ Si which
implies (22) after some algebraic steps.
Now we are in position to state a result on the converse of Proposition 5.2.
Proposition 5.3. Suppose that (H0), (H1), (H2) and (H3) hold in addition of (Hf ) and (Hℓ).
Let ϕ : K → R ∪ {+∞} be a l.s.c. function with domA ⊆ domϕ. If (20) holds, then ϕ is strongly
increasing for the controlled system.
Proof. Let x ∈ domϕ and u ∈ A(x). We want to show that inequality (14) holds for y = yx,u. For
this purpose we fix T > 0 and we set IT (y) = {i ∈ I : ∃t ∈ [0, T ], y(t) ∈Mi}. Note that IT (y) is
finite because the stratification is locally finite and so
[0, T ] =
⋃
i∈IT (y)
Ji(y), with Ji(y) := {t ∈ [0, T ] | y(t) ∈Mi}.
We split the proof into two parts:
Step 1. Suppose first that each Ji(y) can be written as the union of a finite number of intervals,
this means that there exists a partition of [0, T ]
π = {0 = t0 ≤ t1 ≤ . . . ≤ tn ≤ tn+1 = T}
so that if tl < tl+1 for some l ∈ {0, . . . , n}, then there exists il ∈ IT (y) satisfying (tl, tl+1) ⊆ Jil(y).
Therefore, for any l ∈ {0, . . . , n} such that tl < tl+1 by Lemma 5.1 we have
ϕ(y(tl)) ≤ e
−λ(tl+1−tl)ϕ(y(tl+1)) + e
λtl
∫ tl+1
tl
e−λsℓ(y, u)ds.
Hence, using inductively the previous estimation and noticing that t0 = 0 and tn+1 = T we get
exactly (14), so the result follows.
Step 2. In general, the admissible trajectories may cross a stratum infinitely many times in
arbitrary small periods of times. In order to deal with this general situation, we will use an inductive
argument in the number of strata where the trajectory can pass, let us denote this number by κ.
The induction hypothesis (Pκ) is:
Suppose M is the union of κ strata and y(t) ∈ M for every t ∈ (a, b), where 0 ≤ a <
b ≤ T then (22) holds.
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By Lemma 5.1, the induction property holds true for the case when κ = 1 because the arc remains
in only one stratum. So, let us assume that the induction hypothesis holds for some κ ≥ 1. Let us
prove it also holds for κ+ 1.
Suppose that for some 0 ≤ a < b ≤ t, the arc y is contained in the union of κ+ 1 strata on the
interval (a, b). By the stratified structure of K, we can always assume that there exists a unique
stratum of minimal dimension (which may be disconnected) where the trajectory passes. We denote
it by Mi and by M the union of the remaining κ strata. Note that, Mi ⊆M and M is relatively
open with respect to M. Two cases have to be considered:
Case 1: Suppose that y([a, b]) ⊆ M ∪Mi. Without loss of generality we can assume that
y(a), y(b) ∈ Mi. Therefore, J := [a, b] \ Ji(y) is open and so, for any ε > 0 there exists a partition
of [a, b]
b0 := a ≤ a1 < b1 ≤ a2 < b2 ≤ . . . ≤ an < bn ≤ b =: an+1
such that
meas
(
J \
n⋃
l=1
(al, bl)
)
≤ ε.
with y(al), y(bl) ∈ Ji and (al, bl) ⊆ J for any l = 1, . . . , n. In particular, by the induction hypothesis
we have
ϕ(y(al)) ≤ e
−λ(bl−al)ϕ(y(bl)) + e
λal
∫ bl
al
e−λsℓ(y, u)ds.(25)
Notice also that
n⋃
l=0
[bl, al+1] \ Ji(y) = J \
n⋃
l=1
(al, bl).
Hence, if we set J l := [bl, al+1] \ Ji(y) and εl = meas(J
l), we have
∑n
l=0 εl ≤ ε.
We now prove that there exists L > 0 so that
ϕ(y(bl)) ≤ e
λεl
(
e−λ(al+1−bl)ϕ(y(al+1)) + e
λbl
∫ al+1
bl
e−λsℓ(y, u)ds
)
+ Lεl.(26)
On the other hand, there exists a countable family of intervals (αp, βp) ⊆ [bl, al+1] (not nec-
essarily pairwise different) such that εl =
∑
p∈N(βp − αp), y(t) ∈ M for any t ∈ (αp, βp) and
y(αp), y(βp) ∈Mi. If the number of intervals turns out to be finite, then (26) follows by the same
arguments as in Step 1. So we assume that {(αp, βp)}p∈N is an infinite family of pairwise disjoint
intervals.
Since ε is arbitrary, we can assume that it is small enough such that εl < εi where εi is given
by (H3). So, for any p ∈ N, there exists up : [0,+∞)→ A measurable and δp > αp − βp such that
yp(t) ∈Mi, ∀t ∈ [αp, βp + δp], yp(αp) = y(αp), and yp(βp + δp) = y(βp)
where yp is the solution to (1) associated with up. Furthermore, there exists ∆i > 0 such that
δp < (1−∆i)(βp − αp).
Let J li := [bl, al+1] ∩ Ji(y) and the measurable function ω : [bl, al+1]→ R
ω(t) = ✶Jl
i
(t) +
∑
p∈N
βp − αp + δp
βp − αp
✶(αp,βp)(t) > 0, ∀t ∈ [bl, al+1].
Define ν(t) = bl +
∫ t
bl
ω(s)ds for every t ∈ [bl, al+1]. Note that it is absolutely continuous, strictly
increasing and bounded from above by cl+1 := ν(al+1) on [bl, al+1], so it is an homeomorphism
from [bl, al+1] into [bl, cl+1].
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Let u˜ : [bl, cl+1]→ A measurable defined as
u˜ = u(ν−1)✶Jl
i
(ν−1) +
∑
p∈N
up✶(αp,βp)(ν
−1), a.e. on [bl, cl+1],
and let y˜ be trajectory of (1) associated with up such that y˜(bl) = y(bl). Note that by construction
y˜(ν(t)) = y(t) for any t ∈ J li and y˜(t) ∈Mi for any t ∈ [bl, cl+1]. Hence by Lemma 5.1
ϕ(y(bl)) ≤ e
−λ(cl+1−bl)ϕ(y(al+1)) + e
λbl
∫ cl+1
bl
e−λsℓ(y˜(s), u˜(s))ds.(27)
By the Change of Variable Theorem for absolutely continuous function (see for instance [29, The-
orem 3.54]) we get∫ cl+1
bl
e−λsℓ(y˜(s), u˜(s))ds =
∫ al+1
bl
e−λν(s)ℓ(y˜(ν(s)), u˜(ν(s)))ν′(s)ds.
Furthermore, ℓ(y˜(ν), u˜(ν))ν′ = ℓ(y, u) a.e. on J li and by Remark 2.1
ℓ(y˜(τ), u˜(τ))ν′ ≤ L := max{1,∆}cℓ(1 + |x|)
λℓeλℓcf (T+∆εl) on [bl, al+1].
On the other hand, since ℓ ≥ 0 we get∫ cl+1
bl
e−λsℓ(y˜(s), u˜(s))ds ≤
∫ al+1
bl
e−λν(s)ℓ(y, u)ds+ Lεl,(28)
and we finally get (26) from (27) and (28) since
ν(t) ≥ bl +meas(J
l
i ∩ [bl, t]) = t−meas([bl, t] ∩ Jl) ≥ t− εl, ∀t ∈ [bl, al+1].
By (25) and (26) the following also holds
ϕ(y(bl)) ≤ e
λεl
(
e−λ(bl+1−bl)ϕ(y(bl+1)) + e
λbl
∫ bl+1
bl
e−λsℓ(y, u)ds
)
+ Lεl.
Therefore, by using an inductive argument we can prove that
ϕ(y(b0)) ≤ e
λ
∑n−1
l=0
εl
(
e−λ(bn−b0)ϕ(y(bn)) + e
λb0
∫ bn
b0
e−λsℓ(y, u)ds
)
+ L
(
n−1∑
l=0
εle
λ
∑l−1
k=0
εk
)
,
and using (27) on the interval [bn, an+1] we get
ϕ(y(b0)) ≤ e
λ
∑n
l=0 εl
(
e−λ(an+1−b0)ϕ(y(an+1)) + e
λb0
∫ an+1
b0
e−λsℓ(y, u)ds
)
+ L
(
n∑
l=0
εle
λ
∑l−1
k=0
εk
)
.
Finally, by the definition of b0 and an+1 we finally obtain:
ϕ(y(a)) ≤ eλε
(
e−λ(b−a)ϕ(y(b)) + eλa
∫ b
a
e−λsℓ(y, u)ds
)
+ Leλεε.
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Thus, letting ε→ 0 we obtain the induction hypothesis for κ+ 1.
Case 2: We consider the case y(a) /∈M∪Mi or y(b) /∈M∪Mi.
Suppose first that y(a) /∈ Mi \ Mi and y(b) /∈ Mi \ Mi, then there exists δ > 0 such that
y(t) ∈M∪Mi for every t ∈ [a+ δ, b− δ] and distMi\Mi(y(t)) > 0 for every t ∈ [a, a+ δ]∪ [b− δ, b].
So, we can partitionate [0, T ] into three parts [a, a+ δ], [a+ δ, b− δ] and [b− δ, b]. In view of Case 2
and the inductive hypothesis, (22) holds in each of the previous intervals. So, gathering the three
inequalities we get the induction hypothesis for κ+ 1.
Secondly, suppose that only y(a) /∈ M ∪Mi, then there exists a sequence {an} ⊆ (a, b) such
that an → a and y([an, b]) ⊆M\Mi. So, by Case 1,
ϕ(y(an)) ≤ e
−λ(b−an)ϕ(y(b)) + eλan
∫ b
an
e−λsℓ(yx,u, u)ds.
Furthermore, since ϕ is l.s.c. and y(·) is continuous we can pass to the limit to get (22), so the
result also holds in this situation.
Finally, it only remains the situation y(b) ∈Mi\Mi. Similarly as above, there exists a sequence
{bn} ⊆ (a, b) such that bn → b and y([a, bn]) ⊆M\Mi such that
ϕ(y(a)) ≤ e−λ(bn−a)ϕ(y(bn)) + e
λa
∫ bn
a
e−λsℓ(yx,u, u)ds.
By (H3), for n ∈ N large enough, there exists a control un : (bn, b + δn) → A and a trajectory
yn : [bn, b+δn]→Mi with yn(bn) = y(bn), yn(b+δn) = y(b) and yn(t) ∈Mi for any t ∈ [bn, b+δn).
By Lemma 5.1
ϕ(y(bn)) ≤ e
−λ(b−bn)ϕ(y(b)) + εn,
with εn → 0 as n→ +∞, then gathering both inequalities and letting n→ +∞ we get the induction
hypothesis and so the proof is complete.
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