Estimates of fundamental solutions for Schrodinger operators and its applications (Spectral-scattering theory and related topics) by Kurata, Kazuhiro & Sugano, Satoko
Title
Estimates of fundamental solutions for Schrodinger operators
and its applications (Spectral-scattering theory and related
topics)
Author(s)Kurata, Kazuhiro; Sugano, Satoko




Type Departmental Bulletin Paper
Textversionpublisher
Kyoto University
Estimates of fundamental solutions for, Schr\"odinger
$\mathrm{o}\mathrm{p}.$.erators and its applications
(Kazuhiro Kurata)
D3 (Satoko Sugano)
1 Introduction and Main results
Let $V(x)$ be a non-negative potential and consider the Schr\"odinger operator $-\Delta+V$
on $\mathrm{R}^{n},$ $n\geq 3$ . If $V$ is a non-negative polynomial, Zhong $([\mathrm{Z}\mathrm{h}])$ proved that the op-
erators $\nabla^{2}(-\Delta+V)^{-1},$ $\nabla(-\Delta+V)^{-1/2}$ , and $\nabla(-\Delta+V)^{-1}\nabla$ are Calder\’on-Zygmund
operators. For the potential $V$ which belongs to the reverse H\"older class, which includes
non-negative polynomials, Shen $([\mathrm{S}\mathrm{h}1])$ generalized Zhong’s results. He proved that the
operators $\nabla(-\triangle+V)^{-1/2}$ , and $\nabla(-\triangle+V)^{-1}\nabla$ are Calder\’on-Zygmund operators and the
operator $\nabla^{2}(-\triangle+V)^{-1}$ is bounded on $L^{p},$ $1<p<\infty$ . It is well known that Calder\’on-
Zygmund operators are bounded on $L^{p},$ $1<p<\infty$ . He also proved that the operators
$V(-\Delta+V)^{-1}$ and $V^{1/2}\nabla(-\Delta+V)^{-1}$ are bounded on $L^{p},$ $1\leq p\leq\infty$ .
For the operators $V(-\Delta+V)^{-1},$ $V1/2\nabla(-\Delta+V)^{-1}$ , and $\nabla^{2}(-\Delta+V)^{-1}$ , Shen’s results
were generalized as follows $([\mathrm{K}\mathrm{S}])$ . We replace $\Delta$ by the second order uniformly elliptic
operator $L_{0}=- \sum_{i,j=1}^{n}(\partial/\partial x_{i})\{a_{i}j(X)(\partial/\partial x_{j})\}$ and suppose $V$ satisfy the same condition
as above. Then the operators $V(L_{0}+V)^{-1},$ $V^{1}/2\nabla(L0+V)-1$ , and $\nabla^{2}(L_{0}+V)^{-1}$ are bounded
on weighted $IP$ space $(1 <p<\infty)$ and Morrey spaces. (We need proper conditions for $a_{ij}$
to prove boundedness of each operator.) It is well known that Calder\’on-Zygmund operators
are bounded on weighted $L^{p}$ space $(1 <p<\infty)$ and Morrey spaces $([\mathrm{C}\mathrm{F}],[\mathrm{s}\mathrm{t}])$ .
We shall repeat the definitions of the reverse H\"older class $(\mathrm{e}.\mathrm{g}.[\mathrm{S}\mathrm{h}2])$ and the Morrey
space $(\mathrm{e}.\mathrm{g}.[\mathrm{C}\mathrm{F}])$ .
Throughout this paper we denote the ball centered at $x$ with radius $r$ by $B_{r}(x)$ , and
the letter $C$ stands for a constant not necessarily the same at each occurrence.
Definition 1 (Reverse H\"older class) Let $U\geq 0$ .
(1) For $1<p<\infty$ we say $U\in(RH)_{p}$ , if $U\in L_{loC}^{p}(\mathrm{R}n)$ and there exists a constant $C$
such that
$( \frac{1}{|B_{r}(x)|}\int_{B_{r}()}xyU()^{p}dy\mathrm{I}1/p\frac{C}{|B_{r}(x)|}\leq\int B_{r}(x)U(y)dy$ (1)
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holds for every $x\in \mathrm{R}^{n}$ and $0<r<\infty$ . If (1) holds for $0<r\leq 1$ , we say $U\in(RH)_{p,loC}$ .
(2) We say $U\in(RH)_{\infty}$ , if $U\in L_{loC}^{p}(\mathrm{R}n)$ and there exists a constant $C$ such that
$||U||L \infty(B_{r}(x))\leq\frac{C}{|B_{r}(x)|}\int_{B}r(x)U(y)dy$ (2)
holds for every $x\in \mathrm{R}^{n}$ and $0<r<\infty$ . If (2) holds for $0<r\leq 1_{f}$ we say $U\in(RH)_{\infty,l_{oC}}$ .
Remark 1 (1) If $P(x)$ is a polynomial, then $U(x)=|P(x)|^{\alpha},$ $\alpha>0$ , belongs to $(RH)_{\infty}$
$([FeJ)$ .
(2) For $1<p<\infty$ , it is easy to see $(RH)_{\infty}\subset(RH)_{p}$ .
Definition 2 For $0\leq\mu<n$ and $1\leq p<\infty$ , the Morrey space is defined by
$L^{p,\mu}( \mathrm{R}^{n})=\{f\in L_{\iota c}^{p}(\mathrm{R}n):O||f||_{p,\mu}=\sup_{x}r\in \mathrm{R}>0n(\frac{1}{r^{\mu}}\int_{B_{r}(x})d|f(y)|py)1/p\infty<\}$ .
Note that $L^{p,0}(\mathrm{R}^{n})=L\mathrm{P}(\mathrm{R}^{n})$ .
In this paper we consider the following magnetic Schr\"odinger operators. Let $\mathrm{a}(x)=$
$(a_{1}(X), a2(x),$ $\cdots,$ $a_{n}(X))$ ,
$L_{j}= \frac{1}{i}\frac{\partial}{\partial x_{j}}-a_{j}(x)$ , for $1\leq j\leq n$ , $n\geq 3$ ,
where $\mathrm{a}\in C^{2}(\mathrm{R}^{n})$ , and let
$H=H( \mathrm{a}, V)=\sum_{j=1}L_{j}^{2}n+V(x)$ ,
where $V\in L_{\iota_{\mathit{0}}}^{\infty}(c\mathrm{R}^{n})$ and $V\geq 0$ .
We use the following notation throughout this paper. Let $\mathrm{B}(x)=(b_{jk}(x))1\leq j,k\leq n$ ’ where
$b_{jk}(x)= \frac{\partial a_{j}}{\partial x_{k}}-\frac{\partial a_{k}}{\partial x_{j}}$ ,
and for $1\leq j\leq n,$ $1\leq k\leq n,$ $1\leq l\leq n$ , let
$\partial_{j}=\frac{\partial}{\partial x_{j}}$ , $\partial_{jk}^{2}=\frac{\partial^{2}}{\partial x_{j}\partial x_{k}}$ , $|Lu(x)|^{2}= \sum.|L_{j}u(X)|j2$ , $|L^{2}u(X)|^{2}= \sum|LjL_{k}uj,k(_{X})|^{2}$ ,
$|L^{3}u(X)|2= \sum_{j,k,l}|L_{j}L_{k}L_{l}u(X)|^{2}$
, and $| \mathrm{B}|=|\mathrm{B}(x)|=\sum_{j,k}|b_{jk}(X)|$ .
For the operator $H$ , Shen $([\mathrm{S}\mathrm{h}2])$ proved that the operators $VH^{-1},$ $V^{1/2}LH^{-1}$ , and
$L^{2}H^{-1}$ are $\mathrm{b}\mathrm{o}\mathrm{u}\mathrm{I}\mathrm{i}\mathrm{d}\mathrm{e}\mathrm{d}$ on $L^{p},$ $1<p<\infty$ , if $V$ and the magnetic field $\mathrm{B}$ satisfy certain
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conditions given in terms of the reverse H\"older inequality. These results are extensions of
the case $\mathrm{a}\underline{=}0$ which was shown by himself.
The purpose of this paper is to show the following two results. The first is that the
operators $VH^{-1},$ $V^{1/2}LH^{-\dot{1}}$ , and $L^{2}H^{-1}$ are $\mathrm{b}\mathrm{o}\mathrm{u}\dot{\mathrm{n}}$ded on Morrey spaces. The second is
that the operator of the type $L^{2}H^{-1}$ is a Calder\’on-Zygmund operator. To show this we
need to assume $\mathrm{a}\in C^{4}(\mathrm{R}^{n})$ and $V\in C^{3}(\mathrm{R}^{n})$ .
In his paper [Sh2], Shen established the estimates of the fundamental solutions of the
Schr\"odinger operator by using the auxiliary function $m(x, U)$ which was introduced by
himself. The estimate plays an important role in the proof of $L^{p}$ boundedness of above
operators. We need his estimates to prove our results.
We shall repeat the definition of the function $m(x, U)$ .
Definition 3 ([Shl], [Sh2]) For $x\in \mathrm{R}^{n}$ , the function $m(x, U)$ is defined by
$\frac{1}{m(x,U)}=\sup\{r>0$ : $\frac{r^{2}}{|B_{r}(x)|}\int_{B_{r}()}x\}U(y)dy\leq 1$ .
Remark 2 $0<m(x, U)<\infty$ for $U\in(RH)_{n/2}$ , and 1 $\leq m(x, U)<\infty$ for $U\in$
$(RH)_{n/\iota_{oc}}2,\cdot$
We state Theorem 1 and Theorem 2 which are main results of this paper.
Theorem 1 Suppose a $\in C^{2}(\mathrm{R}^{n}),$ $V\in L_{l_{\mathit{0}C}}^{\infty}(\mathrm{R}^{n}),$ $n\geq 3$ , and $V\geq 0$ . Also assume that
$\{$
$|\mathrm{B}|+V\in(RH)_{n/2}$ ,
$V(x)\leq Cm(x, |\mathrm{B}|+V)^{2}$ ,
$|\nabla \mathrm{B}(X)|\leq Cm(x, |\mathrm{B}|+V)^{3}$ .
(1) Let $1<p<\infty$ and let $0<\mu<n$ . Then $VH^{-1}$ and $V^{1/2}LH^{-1}$ are bounded on
$L^{p_{)}\mu}(\mathrm{R}^{n})$ .
(2) Let $1<p<\infty$ and let $0<\mu<n$ . In addition assume that
$\{$
$|\nabla \mathrm{a}(X)|\leq Cm(x, |\mathrm{B}|+V)^{2}$ ,
$|\mathrm{a}(x)|\leq Cm(x, |\mathrm{B}|+V)$ .
Then $L^{2}H^{-1}$ is bounded on $L^{p_{)}\mu}(\mathrm{R}^{n})$ .
Remark 3 If $V\in(RH)_{\infty}$ then there exists a constant $C$ such that $V(x)\leq Cm(X, V)^{2}$ .
In Theorem 1, $\dot{i}f$ a $\equiv 0$ then the conclusion was shown in $[KS]$ under the assumption
$V\in(RH)_{\infty}$ .
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Theorem 2 Suppose $\mathrm{a}\in C^{4}(\mathrm{R}^{n}),$ $V\in C^{3}(\mathrm{R}^{n}),$ $n\geq 3$ , and $V\geq 0$ . Also assume that
$\{$
$|\mathrm{B}|+V\in(RH)_{n/2}$ ,
$|\nabla^{3}V(X)|\leq Cm(X)^{5}$ , $|\nabla^{2}V(X)|\leq Cm(X)^{4}$ , $|\nabla V(X)|\leq C.m(X)^{3}$ ,
$|\nabla^{3}\mathrm{B}(X)|\leq Cm(X)^{5}$ , $|\nabla^{2}\mathrm{B}(X)|\leq Cm(X)^{4}$ ,
$r$
$|\nabla^{2}\mathrm{a}(X)|\leq Cm(X)^{\mathrm{s}}$ , $|\nabla \mathrm{a}(X)|\leq Cm(X)^{2}-$ , $|\mathrm{a}(x)|-\leq Cm.(x)$ ,
(3)
where $m(x)=m(x, |\mathrm{B}|+V)$ . Then $L^{2}(H+1)^{-1}$ is a Calder\’on-Zygmund operator.
We denote the kernel function of the operator $(H(\mathrm{a}, V)+1)^{-1}$ by $\Gamma(x, y)$ .
We prove Theorem 2 by using Shen’s estimate for $\Gamma(x, y)$ and the following inequality..
which holds for $\lambda=1$ . For $\lambda>0$ and $V\geq 0$ ,
$|(H(\mathrm{a}, V)+\lambda)^{-1}f(x)|\leq(-\triangle+\lambda)-1|f|(x)$ , $f\in L^{2}(\mathrm{R}^{n})$ , (4)
([LS, Lemma 6]).
Remark 4 Assume the same assumption as in Theorem 2. If we use (4) which holds for
all $\lambda>0$ and the estimate for the kemel function of the operator $(H+\lambda)^{-1}$ , we can prove
that, for all $\lambda>0,$ $L^{2}(H+\lambda)^{-1}$ is a Calder\’on-Zygmund operator. This can be done in the
same way as in the proof of the case $\lambda=1$ .
Remark 5 In Theorem 2, the condition (3) hold if the components of a are polynomials
and $V$ is a non-negative polynomial (see $[Sh\mathit{2}$, page $\mathit{8}\mathit{2}\mathit{0}J$). If $\mathrm{a}\equiv 0$ then the conclusion
of Remark 4 also holds for $\lambda=0$ , namely, it follows that the operator $\nabla^{2}(-\Delta+V)^{-1}$
with non-negative potentials $V$ which satisfy the same condition as in Theorem 2 is a
Calder\’on-Zygmund operator. This is an extension of $zh_{on}gsf$ result on the above operator
with non-negative polynomials $V$ ($[Zh$, Proposition 3. $\mathit{1}J$).
It is known that the operator $L^{2}(H+1)^{-1}$ is bounded on $L^{2}(\mathrm{R}^{n})$ ( $[\mathrm{S}\mathrm{h}2$ , Theorem 0.9]).
Hence, to prove Theorem 2, it suffices to show that the estimates
$|L_{j}L_{k} \mathrm{r}(x, y)|\leq\frac{C}{|x-y|^{n}}$ , $| \partial_{j}L_{k}L\iota\Gamma(x, y)|\leq\frac{C}{|x-y|^{n+1}}$ ,
hold. (see $\mathrm{e}.\mathrm{g}.[\mathrm{C}\mathrm{h}$ , page 12]). As a matter of fact, stronger estimates hold as the following
two theorems state.
Theorem 3 Let $k>0$ be an integer. Suppose $\mathrm{a}\in C^{3}(\mathrm{R}^{n}),$ $V\in C^{2}(\mathrm{R}^{n}),$ $n\geq 3$ , and
$V\geq 0$ . Also assume that
$\{$
$|\mathrm{B}|+V\in(RH)_{n/2}$ ,
$|\nabla^{2}V(X)|\leq Cm(x)^{4}$ , $|\nabla V(X)|\leq Cm(x)^{3}$ ,
$|\nabla^{2}\mathrm{B}(X)|\leq Cm(x)^{4}$ , $|\nabla \mathrm{B}(X)|\leq Cm(x)^{3}$ .
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Then there exists a constant $C_{k}$ such that
$|L_{j}L_{k} \Gamma(x, y)|\leq\frac{C_{k}}{\{1+m(_{X)}|x-y|\}^{k}}\cdot\frac{1}{|x-y|^{n}}$ ,
where $m(x)=m(x, |\mathrm{B}|+V)$ .
Theorem 4 Let $k>0$ be an integer. Assume the same assumption as in Theorem 2.
Then there exists a constant $C_{k}$ such that
$| \partial_{j}L_{k\iota}L\mathrm{r}(x, y)|\leq\frac{C_{k}}{\{1+m(_{X)}|x-y|\}^{k}}\cdot\frac{1}{|x-y|^{n+1}}$ .
Theorem 3 and Theorem 4 can be proved by the method similar to the one used in the
proof of [Sh2, Theorem 1.13].
The plan of this paper is as follows. In section 2, we prove Theorem 1. In section 3,
we establish Caccioppoli type inequalities which are necessary to complete the proof of
Theorem 3 and Theorem 4. In section 4, we prove Theorem 3. In section 5, we prove
Theorem 4.
2 Proof of Theorem 1
Theorem 1 is easily proved by the following pointwise estimates. These estimates generalize
the results in [Zh, Lemma 3.2] to magnetic Schr\"odinger operators.
Lemma 1 Assume the same $assumpt_{\dot{i}}.on$ as in Theorem 1 (1). Then there exist constants
$C_{1},C_{2}$ such that
$|m(x, |\mathrm{B}|+V)^{2}f(X)|\leq C_{1}M(|H(\mathrm{a}, V)f+f|)(x)$ , $f\in C_{0}^{\infty}(\mathrm{R}^{n})$ , (5)
$|m(x, |\mathrm{B}|+V)Lf(x)|\leq C_{2}M(|H(\mathrm{a}, V)f+f|)(x)$, $f\in C_{0}^{\infty}(\mathrm{R}^{n})$ , (6)
where $M$ is the Hardy-Littlewood maximal operator.
To prove Lemma 1 we use the following estimates of the fundamental solutions.
Theorem 5 Let $k>0$ be an integer. Suppose $\mathrm{a}\in C^{2}(\mathrm{R}^{n}),$ $V\in L_{\iota_{oc}}^{n/}2(\mathrm{R}^{n}),$ $n\geq 3$ , and
$V\geq 0$ . . Also assume that
$\{$
$|\mathrm{B}|+V\in(RH)_{n/2}$ ,
$|\nabla \mathrm{B}(X)|\leq Cm(x, |\mathrm{B}|+V)^{3}$ .
Then there exists a constant $C_{k}$ such that
$| \Gamma(_{X}, y)|\leq\frac{C_{k}}{\{1+m(_{X},|\mathrm{B}|+V)|x-y|\}^{k}}\cdot\frac{1}{|x-y|^{n-2}}$ .
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Theorem 6 Let $k>0$ be an integer. Suppose a $\in C^{2}(\mathrm{R}^{n}),$ $V\in L_{\iota oC}^{\infty}(\mathrm{R}n),$ $n\geq 3$ , and
$V\underline{>}$ O. Also assume that
$\{$
$|\mathrm{B}|+V\in(RH)_{n/2}$ ,
$V(x)\leq Cm(_{X}, |\mathrm{B}|+V)^{2}$ ,
$|\nabla \mathrm{B}(X)|\leq Cm(x, |\mathrm{B}|+V)^{3}$ .
Then there exists a constant $C_{k}$ such that
$|L_{j} \Gamma(_{X}, y)|\leq\frac{C_{k}}{\{1+m(_{X},|\mathrm{B}|+V)|x-y|\}^{k}}\cdot\frac{1}{|x-y|^{n-1}}$ .
Remark 6 $For|x-y|\leq 1$ , estimates $for|\Gamma(x, y)|and|L_{j}\Gamma(X, y)|$ like above were obtained
in [$Sh\mathit{2}$, Theorem 1.13, Theorem 2. $\mathit{8}J$ respectively under the conditions given in terms of
the inequality (1) which holds for $0<r\leq 1$ . Theorems 5 and 6 are obtained by the same
way as in the proof of Shen’s theorems.
Proof of Lemma 1. Estimate (5) can be proved as follows. Let $u=H(\mathrm{a}, V)f+f$ and let
$r=1/m(x, |\mathrm{B}|+V)$ . Then it follows from Theorem 5 that
$|m(x, |\mathrm{B}|+V)^{2}f(X)|$ $\leq$ $\int_{\mathrm{R}^{n}}m(x, |\mathrm{B}|+V)2|\Gamma(x, y)||u(y)|dy$
$\leq$ $C_{k} \int_{\mathrm{R}}n\frac{m(x,|\mathrm{B}|+V)^{2}|u(y)|}{\{1+m(x,|\mathrm{B}|+V)|x-y|\}^{k}|x-y|^{n-2}}dy$
$\leq$ $C_{k} \sum_{j=}^{\infty}\int_{2|}J-1r<x-y|\leq 2\mathrm{j}r\frac{|u(y)|}{(1+r^{-1}|_{X}-y|)k|x-y|^{n-2}}-\infty dy$
$\leq$ $C_{k} \sum_{j=-\infty}^{\infty}\int_{x}|-v|\leq 2jr\frac{|u(y)|}{(1+2^{j-}1)k(2j-1r)^{n-2}}dy$
$\leq$ $C_{k} \sum_{j=-\infty}^{\infty}\frac{2^{2(j1)+n}-}{(1+2^{j-1})^{k}}\cdot\frac{1}{(2^{j}r)^{n}}\int_{1-}xy|\leq yru|(y)|dy$
$\leq$ $co_{k} \sum_{j=}\infty-\infty\frac{2^{2j}}{(1+2^{j})^{k}}M(|u|)(X)$ .
Therefore we obtain the desired estimate, if we take $k=3$ for example.
The proof of (6) can be done in the same way as above by using Theorem 6. $\square$
Proof of Theorem 1 (1). The boundedness of the operators $V(H+1)^{-1}$ and $V^{1/2}L(H+1)-1$
immediately follows from the fact that the Hardy-Littlewood maximal operator is bounded
on Morrey spaces $([\mathrm{C}\mathrm{F}])$ . Then $\mathrm{h}\mathrm{o}\mathrm{m}$ the argument of scale invariance ($\mathrm{e}.\mathrm{g}.[\mathrm{S}\mathrm{h}2$, pp.839-
840]), the desired conclusion follows. $\square$
Proof of Theorem 1 (2). Let $f\in C_{0}^{\infty}(\mathrm{R}^{n})$ . Note that
$L_{j}L_{k}=- \partial_{jk}^{2}-a_{j}Lk^{-}akL_{j}-\frac{1}{i}\partial jak^{-}$ ajak,
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$H( \mathrm{a}, V)=-\Delta+V-2\sum_{1j=}^{n}a_{j}L_{j}-\frac{1}{i}\mathrm{d}\mathrm{i}\mathrm{v}\mathrm{a}-|\mathrm{a}|^{2}$ .
Also note that for $1<p<\infty$ an inequality
$\int_{B_{R/2}}(x_{\mathrm{O}})x|\nabla 2f(X)|\mathrm{P}d\leq c\int BR(x\mathrm{o})|^{p}|\Delta f(x)dX+\frac{C}{R^{2p}}\int_{B_{R(}}x\mathrm{o})d|f(x)|px$ (7)
holds ([Sh2, page 836]).
From Theorem 1 (1) it follows that
$||L^{2}f||_{p,\mu}$ $\leq$ $C\{||H(\mathrm{a}, V)f||_{p\mu})+||mLf||_{p,\mu}+||m^{2}f||_{p,\mu}\}$
$\leq$ $C\{||H(\mathrm{a}, V)f||p,\mu+||f||_{p,\mu}\}$ .
Then from the argument of scale invariance, desired estimate follows. $\square$
3 Caccioppoli type inequalities
In this section we prepare the following lemmas. We call these estimates Caccioppoli type
inequalities.
For the rest of this paper, we let $m(x)=m(X, |\mathrm{B}|+V)$ .
Lemma 2 ( $[\mathrm{S}\mathrm{h}2$ , Lemma 1.2]) Suppose $H(\mathrm{a}, V)u+u=0$ in $B_{R}(x_{0})$ . Then there exists
a constant $C$ such that
$\int_{B}(x\mathrm{o})|^{2}|Lu(_{X})dXR/2R(x\mathrm{o}\leq\frac{C}{R^{2}}\int_{B})u|(x)|2dX$ .
Lemma 3 Suppose $H(\mathrm{a}, V)u+u=0$ in $B_{R}(x\mathrm{o})$ and
$\{$
$|\nabla V(X)|\leq Cm(X)^{3}$ ,
$|\nabla \mathrm{B}(X)|\leq Cm(X)3$ .
Then there exist constants $C,$ $k_{1}$ such that
$\int_{B_{R/4(x_{\mathrm{O}}}})\frac{C\{1+Rm(x_{0})\}^{k}1}{R^{4}}|L^{2}u(X)|^{2}dX\leq\int_{B()}Rx_{\mathrm{O}}|u(x)|2dX$ .
Remark 7 $|\nabla \mathrm{B}(X)|\leq Cm(x)^{3}$ implies $|\mathrm{B}(x)|\leq Cm(x)^{2}$ (see $[Sh\mathit{2}$, Remark 1.8]), which
is also used to prove Lemma 3.
Lemma 4 Suppose $H(\mathrm{a}, V)u+u=0$ in $B_{R}(x_{0})$ and
$\{$
$|\nabla^{2}V(X)|\leq Cm(x)^{4}$ , $|\nabla V(X)|\leq Cm(x)^{3}$ ,
$|\nabla^{2}\mathrm{B}(X)|\leq Cm(x)^{4}$ , $|\nabla \mathrm{B}(X)|\leq Cm(x)^{3}$ .
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Then there exist constants $C,$ $k_{2}$ such that
$\int_{B_{R/0)}}|L3u(X)|^{2}d_{X}\leq 8(x\frac{C\{1+Rm(_{X_{0}})\}^{k}2}{R^{6}}\int_{B_{R}()}x_{\mathrm{O}})|u(X|2dX$ .
Lemma 2 implies Lemma 3. Since we can prove Lemma 4 usin.$\mathrm{g}$ the same idea as in the
proof of Lemma 3, we prove only Lemma 3.
We also need following Lemma 5 to prove Lemma 3.
Lemma 5 ( $[\mathrm{S}\mathrm{h}1$ , Lemma $1.4(\mathrm{b})]$ ) Suppose $U\in(RH)_{n/2}$ and $U\geq 0$ . Then there exist
constants $C,$ $k_{0}$ such that
$m(y, U)\leq C\{1+|x-y|m(X, U)\}^{k\mathrm{o}}m(x, U)$ .
Now we give
Proof of Lemma 3. $\mathrm{N}\mathrm{o}\dot{\mathrm{t}}\mathrm{e}$ that, for $1\leq i\leq n,$ $1\leq k\leq n$ ,
$[L_{j}, L_{k}]=L_{j}L_{k}-L_{k}Lj= \frac{1}{i}(\partial_{kj}a-\partial_{jk}a)=b\underline{1}\dot{i}jk$, (8)
$[L_{k}, L_{j}^{2}+V]$ $=$ $L_{j}[L_{k}, L_{j}]+[Lk, L_{j}]Lj+[L_{k}, V]$
$=$ $\frac{2}{i}b_{kj}L_{j}+\partial kV-\partial jb\underline{1}\dot{i}kj$ . (9)
Hence
$(H(\mathrm{a}, V)+1)L_{k}u=$ $-[L_{k}, H( \mathrm{a}, V)+1]u=-\sum_{j=1}[Lk, L_{j}^{2}n+V]u$
$= \sum_{j=1}^{n}\mathrm{t}^{-^{\underline{2}}}\dot{i}b_{kj}L_{j}u-(_{\dot{i}}^{\underline{1}}\partial_{k}V-\partial jbkj)u\}$ .
Let $\eta\in C_{0}^{\infty}(BR/2(x0))$ such that $\eta\equiv 1$ on $B_{R/4}(x_{0})$ and $|\nabla\eta|\leq C/R$ .
Multiply the equation by $\eta^{2}L_{k}u$ , integrate over $\mathrm{R}^{n}$ by integration by parts, we have
$\int_{\mathrm{R}^{n}}L_{j}(L_{k}u)L_{j}(\eta L2uk)$
$\leq\sum_{j=1}^{n}\int \mathrm{R}^{n}\mathrm{t}-\frac{2}{i}b_{kj}(L_{j}u)\eta(2L_{k}u)-(_{\dot{i}}^{\underline{1}}\partial_{k}V-\partial_{j}b_{kj)2}u\eta(L_{k}u)\}$ . (10)
The left hand side of (10) is equal to
$\int_{\mathrm{R}^{n}}\{(L_{j}L_{k}u)2\eta+\frac{2}{i}\eta(LjLku)\cdot\partial j\eta L_{k}u\}2$ .
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Then we have
$\int_{\mathrm{R}^{n}}|L^{2}u(x)|2\eta(X)^{2}dX$ $\leq$ $C \int_{\mathrm{R}^{n}}|\nabla\eta(X)|2|Lu(x)|^{2}dx+C\int_{\mathrm{R}^{n}}|\mathrm{B}(x)||Lu(X)|2\eta(X)^{2}dX$
$+C \int_{\mathrm{R}^{n}}(|\nabla V(X)|+|\nabla \mathrm{B}(x)|)|u(X)||Lu(x)|\eta(X)^{2}dX$ .






where $k_{1}=3(k_{0}+1)$ . $\square$
4 Proof of Theorem 3
Theorem 3 follows easily from
Lemma 6 Suppose $H(\mathrm{a}, V)u+u=0$ in $B_{R}(x_{0})$ for some $x_{0}\in \mathrm{R}^{n}$ and
$\{$
$|\mathrm{B}|+V\in(RH)_{n/2}$ ,
$|\nabla^{2}V(X)|\leq Cm(x)^{4}$ , $|\nabla V(X)|\leq Cm(x)^{3}$ ,
$|\nabla^{2}\mathrm{B}(X)|\leq Cm(x)^{4}$ , $|\nabla \mathrm{B}(X)|\leq Cm(x)^{3}$ .
Then for any positive integer $k$ there exists a constant $C_{k}$ such that
$\in B_{R/}\sup_{y2(x0)}|L2(uy)|\leq\frac{C_{k}}{\{1+Rm(X0)\}^{k}}$ . $\frac{1}{R^{2}}(\frac{1}{|B_{R}(X_{0})|}\int_{B_{R}}(x_{0})x|u(x)|2d\mathrm{I}^{1}/2$ (11)
Assuming this lemma for the moment, we give
Proof of Theorem 3. By using (4), we have
$| \Gamma(x, y)|\leq\frac{C}{|x-y|^{n-2}}$ . (12)
Fix $x_{0},$ $y_{0}\in \mathrm{R}^{n}$ . If we put $R=|x_{0}-y0|$ , then $u(x)=\Gamma(x, y_{0})$ is a solution of $H(\mathrm{a}, V)u+u=$
$0$ on $B_{R/2}(x_{0})$ . Hence combining (11) and (12) we arrive at the desired estimate. $\square$
To prove Lemma 6, we need Lemmas (3 and 5) prepared in Section 3 and the following
subsolution estimates.
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Lemma 7 Suppose $H(\mathrm{a}, V)u+u=0$ in $B_{R}(x_{0})$ for some $x_{0}\in \mathrm{R}^{n}$ and
$\{$
$|\mathrm{B}|+V\in(RH)_{n/2}$ ,
$|\nabla \mathrm{B}(X)|\leq Cm(x)^{3}$ .
Then for any positive integer $k$ there exists a constant $C_{k}$ such that
$\sup_{y\in B_{R/2}(x\mathrm{o})}|u(y)|\leq\frac{C_{k}}{\{1+Rm(x_{0})\}^{k}}(\frac{1}{|B_{R}(x\mathrm{o})|}\int_{B_{R}(x}0)|^{2}|u(X)dX)^{1}/2$ (13)
Proof. By using the same way as in the proof of [Sh2, Lemma 1.11], for all $0<R<\infty$ we
obtain the estimate for $|u(X\mathrm{o})|$ , i.e.
$|u(x \mathrm{o})|\leq\frac{C_{k}}{\{1+Rm(X0)\}^{k}}(\frac{1}{|B_{R}(x_{0)}|}\int_{B_{R(x}}0)(|uX)|2dX)^{1}/2$ (14)
Then, (13) follows easily from (14). Indeed, for all $y\in B_{R/2}(x_{0}),$ $H(\mathrm{a}, V)u+u=0$ in








$|\nabla \mathrm{B}(X)|\leq Cm(X)^{3}$ .
Then for any positive integer $k$ there $ex\dot{i}stS$ a constant $C_{k}$ such that
$\sup_{y\in B_{R}/2(x\mathrm{o})}|Lu(y)|\leq\frac{C_{k}}{\{1+Rm(_{X)\}^{k}}0}\cdot\frac{1}{R}(\frac{1}{|B_{R}(x\mathrm{o})|}\int_{B_{R}}(x_{0}))|u(x|2dX)^{1}/2$ (15)
Proof. By using the same way as in the proof of [Sh2, Lemma 2.7], for all $0<R<\infty$ we
obtain the estimate for $|Lu(X\mathrm{o})|$ , i.e.
$|Lu(x0)| \leq\frac{C_{k}}{\{1+Rm(X0)\}^{k}}$ . $\frac{1}{R}(\frac{1}{|B_{R}(_{X}0)|}\int_{B_{R}}(x_{0})d|u(_{X})|2X)^{1}/2$ (16)
Combining (16) and the argument in the proof of Lemma 7, we arrive at (15). $\square$
To prove Lemma 6, we also need
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Lemma 9 ( $[\mathrm{S}\mathrm{h}$ , Lemma 1.3]) Suppose $H(\mathrm{a}, V)u+u=f$ in $B_{R}(x_{0})$ . Then there exists a
constant $C$ such that
$( \frac{1}{|B_{R/8}(x_{0})|}\int_{B_{R/8}}(x\mathrm{o})|u(X)|^{q}dx\mathrm{I}^{1}/q$ $\leq$ $C( \frac{1}{|B_{R}(x_{0})|}\int_{B_{R}()}x0|u(x)|^{2}d_{X}\mathrm{I}^{1}/2$
$+CR^{2}( \frac{1}{|B_{R}(X_{0})|}\int_{B_{R}(x}0)X|f(X)|^{p}d\mathrm{I}^{1}/p$ ,
where $2\leq p\leq q\leq\infty$ and $1/q>1/p-2/n$ .
Now we are ready to give
Proof of Lemma 6. (This lemma can be proved by the method similar to the one used in
the proof of [Sh2, Lemma 2.3].) Note that, for $1\leq j\leq n,$ $1\leq k\leq n,$ $1\leq l\leq n$ ,
$[L_{k}L_{\mathrm{t}}, L_{j}^{2}+V]$ $=$ $L_{k}[L_{l}, L_{j}^{2}+V]+[L_{k}, L_{j}^{2}+V]L_{1}$
$=$ $\frac{2}{i}b_{lj}L_{k}L_{j}+\frac{2}{i}b_{kjj\mathrm{t}k\iota_{j}j}LL-2\partial bL+(\frac{1}{i}\partial_{l}V-\partial_{j\iota j}b)L_{k}$
$+( \frac{1}{i}\partial_{k}V-\partial jb_{k}j)L_{\iota}-(\partial_{k\iota^{V+\frac{1}{i}}k}^{22}\partial blj)j$
’ (17)
where we have used (9).
Hence
$(H(\mathrm{a}, V)+1)L_{k}L_{1}u=-[L_{k}L_{l}, H(\mathrm{a}, V)+1]u$
$=- \sum_{1j=}^{n}[L_{k\iota}L, L^{2}j+V]u$
$= \sum_{j=1}^{n}\{-^{\underline{2}}bljLkLju\dot{i}j-\frac{2}{i}bkL_{j}L\iota u+2\partial_{k}b_{l}jL_{j}u-(\frac{1}{i}.\partial_{l}V-\partial_{j\mathrm{t}j)}bL_{k}u$
$-(_{\dot{i}}^{\underline{1}}\partial_{k}V-\partial jbkj)L_{l}u+(\partial_{kl}^{2}V+\underline{1}\dot{i}\partial_{kj}^{2}b\iota j)u\}$ .














where $k_{3}$ is a constant depending only on $k_{0}$ and we have used Lemmas 5, 7, 8, and 9.





$\leq$ $\frac{C_{k}}{\{1+Rm(_{X)\}^{k}}0}$ . $\frac{1}{R^{2}}(\frac{1}{|B_{R}(X\mathrm{o})|}\int_{B_{R}(x_{0})}|u(X)|2dX)1/2$ ,
where $k_{4}$ is a constant depending only on $n$ and $k_{0}$ and we have used Lemmas 3 and 7. $\square$
5 Proof of Theorem 4
By the same argument as in the proof of Theorem 3, we obtain Theorem 4 by the following
lemma.
110
Lemma 10 Suppose $H(\mathrm{a}, V)u+u=0$ in $B_{R}(x_{0})$ for some $x_{0}\in \mathrm{R}^{n}$ and
$\{$
$|\mathrm{B}|+V\in(RH)_{n/2}$ ,
$|\nabla^{3}V(X)|\leq Cm(x)^{5}$ , $|\nabla^{2}V(X)|\leq Cm(x)^{4}$ , $|\nabla V(X)|\leq Cm(x)^{3}$ ,
$|\nabla^{3}\mathrm{B}(X)|\leq Cm(x)^{5}$ , $|\nabla^{2}\mathrm{B}(X)|\leq Cm(x)^{4}$ ,
$|\nabla^{2}\mathrm{a}(X)|\leq Cm(x)^{3}$ , $|\nabla \mathrm{a}(X)|\leq Cm(x)^{2}$ , $|\mathrm{a}(x)|\leq Cm(x)$ .
Then for any positive integer $k$ there exists a constant $C_{k}$ such that
$y \in B_{R}\sup_{/2(x\mathrm{o})}|\nabla L2u(y)|\leq\frac{C_{k}}{\{1+Rm(X0)\}^{k}}$ . $\frac{1}{R^{3}}(\frac{1}{|B_{R}(x\mathrm{o})|}\int_{B(x_{\mathrm{O}}}R$
)
$|u(X)|2dX)^{1}/2$ ,
where $|\nabla L^{2}u(X)|=(\Sigma_{j,k,l}|\partial_{j}L_{k}L\iota u(X)|2)^{1/2}$
Proof. This lemma can also be proved by the $.\mathrm{m}$.ethod similar to the one used in the proof
of [Sh2, Lemma 2.3]. We omit the details. $\square$
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