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На сьогоднішній день спостерігається 
перенасичення ринку пропозиціями мобільних 
операторів. Переважаюча частина населення вже 
підключена до одного або, навіть, кількох мобільних 
операторів одночасно. Конкурентоспроможність у 
більшій степені залежить від здатності утримати 
існуючих абонентів, ніж від залучення нових.  
Лояльність абонентів напряму залежить від рівня 
якості наданих послуг; пропозиції надання нових 
сервісів; швидкості роботи сервісів. Якість повинна, 
якщо не стабільно покращуватись, то утримуватись на 
достатньо високому рівні.  
У сучасному світі об’єми інформації, що 
передається, невпинно збільшуються, що, у свою 
чергу, потребує постійного розширення пропускних 
можливостей мобільної мережі. Як наслідок, 
навантаження на внутрішні підсистеми обробки 
трафіку збільшуються, при цьому критично важливо 
уникнути перенавантажень на компонентах мережі, 
втрати даних і черг на обробку замовлень. 
Дохід оператора мобільного зв’язку напряму 
залежить від організації процесу контролю 
фінансового стану рахунку (балансу) абонента - 
точності списання коштів абонента у режимі реального 
часу. Це дозволяє уникнути дебіторської 
заборгованості і підвищити комфорт користування 
послугами оператора. 
Описані вище фактори визначають роль білінгової 
системи, як одного з головних компонентів в 
організації всього бізнес-процесу. 
Якість послуг і дохід операторів мобільного зв’язку 
суттєво залежіть від того, наскільки правильно 
розрахована продуктивність та ефективність 
білінгових систем, що обробляють потоки вхідних 
заявок на обслуговування викликів тарифікації. Для 
білінгових підсистем, які надають послуги по 
списанню коштів абонента у режимі реального часу, 
важливою характеристикою роботи є обробка вхідних 
заявок в найкоротші терміни, без створення черги. 
Щоб на вхідних інтерфейсах білінгової підсистеми 
обслуговування викликів тарифікації не виникали 
черги оброблюваних даних, необхідно контролювати 
об’єм вхідного потоку, підтримувати оптимальне 
навантаження і своєчасно планувати розширення 
білінгових підсистем, що обробляють такий потік. 
Вибраний метод дозволяє провести розрахунок 
рекомендованого значення інтенсивності вхідного 
потоку на існуючій білінговій підсистемі, порівняти 
його з доступними метриками продуктивності і 
спланувати рекомендоване розширення білінгових 
модулей при прогнозованому збільшенні вхідного 
потоку.  
 
Метод формування вхідного потоку 
навантаження для  ефективного використання 
ресурсів обслуговування 
Основна ідея методу полягає в тому, щоб виходячи 
з ергодичного розподілу для можливих станів системи 
сформувати вимоги до середнього значення вхідного 
навантаження, що дозволить максимально ефективно 
використовувати наявні фізичні ресурси 
обслуговування вхідного потоку заявок. 
Процес обслуговування моделюється як n-
канальний обслуговуючий пристрій, час 
обслуговування заявки у каналі є випадковою 
величиною розподіленою за законом Пуассона. 
Вхідні дані. 
n – кількість каналів для одночасного 
обслуговування заявок. 
μ – інтенсивність обслуговування заявки,  
G – кількість ресурсів залучених для 
обслуговування заявок,  
𝑣𝑣𝑔𝑔  – об’єм g-го ресурсу  необхідний для 
обслуговування у блоці однієї заявки, 𝑔𝑔 = 1,𝐺𝐺�����)   
𝑉𝑉𝑔𝑔 – доступний об’єм ресурсу 𝑔𝑔-го ресурсу який 
спільно використовується заявками. 
s – допустима кількість запитів у черзі на 
обслуговування. 
R – відсоток заявок, які обслуговуються у системі 
не більше допустимого часу затримки, визначається 
експертами. 
l – кількість запитів у черзі, до досягнення якої 
блокується надходження запитів до системи, 
відповідно до алгоритмів раннього попередження 
перевантажень.  
Вихідні дані. 
𝜆𝜆 - рекомендоване значення для інтенсивності 
вхідного потоку, який буде направлено на 
обслуговування у s-канальний обслуговуючий 
пристрій. 
Застосування запропонованого методу складається 
з двох етапів. 
Етап 1. Для багатоканальної системи 
обслуговування, відповідно до моделей К. Жернового, 
необхідно знайти ергодичний розподіл кількості 




,        𝛽𝛽 ≠ 1,        𝛼𝛼 = 𝜆𝜆/𝜇𝜇, 𝛽𝛽 = 𝜆𝜆/𝑛𝑛 































  (𝑘𝑘 = 𝑛𝑛 + 𝑙𝑙 + 1,𝑛𝑛 + 𝑠𝑠 − 1�������������������������) 
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Етап 2. Розв’язання оптимізаційної задачі пошуку 
максимального вантаження, що забезпечить виконання 
умов на допустиму кількість ресурсів обслуговування.  



















У білінговій підсистемі балансування вхідного 
потоку відбувається з використанням модифікованої 
схеми циклічного розбору (Round Robin), для 
розрахунку рекомендованого значення інтенсивності 
вхідного потоку всієї системи буде достатньо 
проаналізувати метрики з одного DOCS сервера і 
масштабувати отримані значення на всю підсистему.  
Для підстановки вхідних даних буде використана 
метрика DOCS-OCS-Congestion, зібрана на стороні 
одного DOCS сервера (Diameter-сервер). В табл. 1 
приведено відповідність метрик і лічильників 
білінгової підсистеми вхідним даним обраної моделі. 
Всі значення були взяті на підсистемі обслуговування 
викликів тарифікації інтернет трафіку в момент 
найбільшої завантаженості BHTA. 
Таблиця 1 
































Розрахунок оптимального значення 
інтенсивності вхідного потоку для існуючої системи  
Для розрахунку оптимального значення λ 
проведено аналіз доступних у білінговій підсистемі 
метрик для найбільш завантаженого дня в 2017 році 
(24.11.2017 «Чорна п’ятниця»). Максимальне значення 
інтенсивності вхідного потоку було розраховано у 
години найбільшого навантаження, на момент, коли 
метрики сигналізували про відмови в обслуговуванні 
(REJECTS) для відомої кількості сесій. Під час аналізу, 
для кожного запису була розрахована інтенсивність 
обслуговування заявки (μ) і одночасне значення 
інтенсивності вхідного потоку (λ). Базуючись на 
отриманих даних, можна зробити висновок, що 
максимальному допустимому значенню інтенсивності 
вхідного потоку для єдиного OCS процесу, при якому 
не виникає деградації сервісу (відсутній REJECTS) 
відповідає λ = 860 при μ = 430. Дані розрахунку 
оптимального значення λ і μ занесені в табл. 2.                    
   Таблиця 2  









































































































































































































Графічне відображення розрахованої інтенсивностi 
обслуговування заявки (μ) і одночасного значення 
інтенсивності вхідного потоку (λ) для єдиного OCS 
процесу зображено на рис. 1. 
 
 
Рис.1 Графік інтенсивності значення λ за 
24.11.2017 
Розрахунок оптимального значення 
інтенсивності вхідного потоку для системи, що 
масштабується 
Відповідно до запропонованого розробником 
системи розширення фізичних компонентів, при 
масштабуванні системи – кількість OCS процесів, що 
виконуються  на одному DOCS сервері, буде 
збільшено у 5 разів, при цьому конфігурація OCS 
процесу змінена не буде. Таким чином, для системи, 
що масштабується значення констант n, G, 𝑣𝑣𝑘𝑘
𝑔𝑔, Vg, s, R, 
l, залишаться незмінними, а загальна кількість DOCS 
серверів буде збільшена.  
Базуючись на розрахованому для такої системи 
значенні λ, можна розрахувати оптимальну кількість 
OCS процесів необхідних для підсистеми 
обслуговування викликів тарифікації інтернет трафіку, 
яка дозволить забезпечити доступність сервісів і 
цілісність даних, знизить вірогідність втрат і 
перенавантажень у системі після масштабування.  
Враховуючи, що один OCS процес існуючої 
білінгової підсистеми до масштабування, при 
оптимальному значенні λ = 860 здатен обробляти 
трафік з інтенсивністю μ = 430 заявок в секунду, всіх 
16 DOCS серверів з одиничним запущеним OCS 
процесом, оптимальна кількість трафіка, що 
обробляється буде дорівнювати 6880 сесій за секунду, 
що відповідає 24 768 000 сесіям в годину, 
опрацьованим всією підсистемою обслуговування 
викликів тарифікації інтернет трафіку. 
Згідно з планами оператора мобільного зв’язку, 
інтенсивність вхідного потоку заявок повинна буде 
бути збільшеною до 50 000 000 сесій за годину. 
Виходячи з цього розробник білінгової системи 
дозволив розширити кількість OCS процесів до 30 
штук зі збереженням конфігурації, що має забезпечити 
обробку зростаючого потоку вхідних заявок на 
білінгову систему. На рис. 2 зображено заплановане 
розширення білінгової підсистеми. Як видно, кількість 
DOCS серверів було зменшено до 6 штук, при цьому 
на кожному DOCS сервері запущено по п’ять OCS – 
процесів, які обробляють логіку дзвінка. 
 
Рис. 2 Заплановане розширення білінгової 
підсистеми 
 
Оскільки, значення інтенсивності вхідного потоку 
за годину і кількість паралельно працюючих OCS 
процесів у новій системі відомі, розраховуємо 
інтенсивність обробки трафіку за секунду, окремо на 
кожен процес. Використовуючи математичну модель, 
розраховуємо прогнозоване значення інтенсивності 
вхідного потоку λ. При 30 одночасно працюючих OCS 
процесах інтенсивність обробки трафіку за секунду 
буде μ = 463. У табл. 3 відображено вхідні параметри 
для підставлення в імітаційну модель. 
                          Таблиця 3 













Підставивши ці дані в імітаційну модель, 
отримаємо λ = 925.89, що значно перевищує 
рекомендоване значення (λ = 860).  
З вищеописаного слідує, що запропонований 
варіант масштабування білінгової підсистеми буде 
недостатнім для задоволення вимог. Більше того, 
фізична поломка одного DOCS сервера спричинить 
багатократне збільшення трафіку на DOCS серверах, 
які продовжать роботу, що у свою чергу, обов’язково, 
відобразиться на кількості неопрацьованих замовлень 
і може призвести до повної відмови всієї білінгової 
підсистеми.  
Керуючись принципом надмірності при 
архітектурному проектуванні розширення системи, 
додаємо два DOCS сервера. У такому випадку загальна 
кількість DOCS серверів, підключених до кластеру, 
буде дорівнювати 8, а кількість OCS процесів буде 
збільшено з 30 до 40 штук. 
При наявності 40 OCS процесів, інтенсивність 
обробки трафіку за секунду для кожного OCS процесу 
буде μ = 347. Після підставлення отриманого значення 
в імітаційну модель, маємо λ = 693.91, що задовольняє 
розраховане рекомендоване значення (λ = 860). 
Навіть у випадку виходу з ладу одного DOCS 
сервера, прогнозоване значення інтенсивності 
вхідного потоку не перевищить рекомендоване 
значення і буде дорівнювати λ = 793.90, що перевищує 
відмовостійкість системи.  На рис. 3 зображено 




Рис. 3 Покращене розширення білінгової 
підсистеми 
 
Розрахунок номінального значення 
інтенсивності вхідного потоку після 
масштабування білінгової системи 
Під час проведення робіт по масштабуванню 
системи були враховані рекомендації по додаванню 
двох додаткових DOCS серверів. Білінгова. 
Підсистема була розширена до 8 DOCS серверів. Після 
переключення трафіку на нову підсистему, недоліків у 
роботі нової, розширеної підсистеми виявлено не було. 
Оператором мобільного зв’язку було прийнято 
рішення збільшити потік вхідних заявок до 
запланованої величини – орієнтовно, 50 000 000 заявок 
за годину. Система успішно витримала навантаження і 
продовжує роботу у штатному режимі. Через кілька 
місяців, після збільшення потоку вхідних заявок було 
проведено порівняльний розрахунок інтенсивності 
вхідного потоку λ, для підтвердження дієздатності 
обраного методу. Отримані дані оптимального 
значення λ і μ, після розширення системи, занесені у 




 Таблиця 4 










































































































































































































Графічне відображення розрахованої інтенсивностi 
обслуговування заявки (μ) і одночасного значення 
інтенсивності вхідного потоку (λ), для єдиного OCS 




Рис. 4 Графік інтенсивності вхідного потоку (λ) 
за 11.04.2018 
 
Після завершення усіх необхідних розрахунків 
бачимо, що інтенсивність вхідного потоку не 
перевищує розраховане рекомендоване значення λ = 
860, відмови в обслуговуванні  – цілком відсутні.  
Для повноти аналізу проведемо розрахунок 
інтенсивності вхідного потоку так, якби 
рекомендоване додаткове розширення не було 
проведене, а загальна кількість DOCS серверів 
залишалась рівною шести. 
Отримані дані прогнозованого значення λ і μ, після 
розширення системи, але з неповною кількістю DOCS 
серверів, занесені в табл. 5. 
        Таблиця 5  
Данні порівняльного розрахунку λ і μ після 
розширення системи, при кількості DOCS серверів 
рівній  6 









































































































































































































Графічне відображення прогнозованої 
інтенсивностi обслуговування заявки (μ) и 
одночасного значення інтенсивності вхідного потоку 
(λ), для єдиного OCS процесу, після масштабування 
системи, але без запропонованого додаткового 




Рис.5 Графік інтенсивності вхідного потоку (λ) 
 
Розрахунок прогнозу показує показує багатократне 
перевищення розрахованого рекомендованого 
значення (λ = 860). Також за допомогою методу 
екстраполяції були спрогнозовані відмови в 
обслуговуванні (REJECTS). 
Після проведеного розширення білінгової 
підсистеми обслуговування викликів тарифікації, 
можна зробити висновок, що запропонований метод 
вибору обчислювальних ресурсів для обслуговування 
білінгових систем за умови коливання навантаження є 
оптимальним, початковий вибір цього методу був 
зроблений вірно.  
 
Висновки 
1. Запропонованій метод і модель оптимального 
вибору обчислювальних ресурсів, для обслуговування 
білінгових систем за умови коливання навантаження є 
ефективними, у повній мірі враховують особливості 
архітектурних параметрів і можуть бути застосовані у 
дослідженні для масштабування системи і контролю 
навантаження білінгової системи.  
2. У ході проведення дослідження 
масштабування білінгової системи було виявлено, що 
запропонований варіант масштабування білінгової 
системи не здатний у повній мірі обробляти 
запланований до збільшення вхідний потік заявок.  
3.  З огляду на виявлений у ході дослідження 
суттєвий недолік масштабування білінгової системи, 
було запропоновано і реалізовано додаткове 
збільшення ємності DOCS серверів, що дозволило 
забезпечити доступність сервісів і збереження 
цілісності даних, підвищило  відмовостійкість і 
знизило вірогідність переванатажень системи. 
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УДК 
Дослідження ефективності методу 
оптимального вибору обчислювальних ресурсів 
для білінгових систем / Ф.І. Шилов, М.А. Скулиш, А. 
Сафарян // Телекомунікації. 2018. 
Якість послуг і дохід операторів мобільного зв’язку 
суттєво залежіть від продуктивності та ефективності 
білінгових систем, що обробляють потоки вхідних 
заявок на обслуговування. Щоб на вхідних 
інтерфейсах білінгової підсистеми не виникали черги 
оброблюваних даних, необхідно контролювати об’єм 
вхідного потоку, підтримувати оптимальне 
навантаження і своєчасно планувати розширення 
білінгових підсистем, що обробляють такий потік. У 
даній статті запропоновано математичну модель 
пошуку оптимального навантаження на систему 
обслуговування із раннім виявленням перевантаження, 
яка дозволить забезпечити обслуговування із заданими 
показниками ефективності, а саме із заданою 
ймовірністю час обслуговування сервісів у системі 




Исследование эффективности метода 
оптимального выбора вычислительных ресурсов 
для биллинговых систем / Ф.И. Шилов, М.А. 
Скулиш, А. Сафарян // Телекоммуникации. 2018. 
Качество услуг и доход операторов мобильной 
связи существенно зависит от производительности и 
эффективности биллинговых систем, 
обрабатывающих потоки входящих заявок на 
обслуживание. Чтобы на входных интерфейсах 
биллинговой подсистемы не возникали очереди 
обрабатываемых данных, необходимо контролировать 
объем входящего потока, поддерживать оптимальную 
нагрузку и своевременно планировать расширение 
биллинговых подсистем, обрабатывающих такой 
поток. В данной статье предложена математическая 
модель поиска оптимальной нагрузки на систему 
обслуживания с ранним выявлением перегрузки, 
которая позволит обеспечить обслуживание с 
заданными показателями эффективности, а именно с 
заданной вероятностью обслуживании сервисов в 




Investigation of the method of computing resources 
optimal choice for billing systems effectiveness / F.I. 
Shilov, M.A. Skulysh, A. Safaryan // Telecommunications. 
2018.  
The quality of services and the income of mobile 
operators significantly depend on the performance and 
efficiency of billing systems that process incoming request 
flows. To avoid queues on the input interfaces of the billing 
subsystem, it is necessary to control the amount of 
incoming traffic, maintain the optimal load, and plan the 
expansion of billing subsystems processing such a flow in 
a timely manner. In this paper, we propose a mathematical 
model for finding the optimal load on a service system with 
an early detection of congestion, which will allow 
servicing with specified performance indicators, namely, 
with a given probability of servicing in the online charging 
system. 
 
 
