Neural networks have recently gained popularity as an alternative to regression models to characterize biological processes. Their decision-making capabilities can be best used in image analysis of biological products where the shape and size classi"cation is not governed by any mathematical function. This paper reviews the technique of image analysis of agricultural products with reference to use of neural network classi"ers for decision making. A thorough review of published literature reveals that, although many neural network classi"ers have been used and evaluated for classifying agricultural products, multi-layer neural network classi"ers perform the best for such tasks.
Introduction
Arti"cial neural networks can be regarded as an extension of many classi"cation techniques which have been developed over several decades. These networks are inspired by the concept of the biological nervous system, and have proved to be robust in dealing with the ambiguous data and the kind of problems that require the interpolation of large amounts of data. Instead of sequentially performing a programme of instructions, neural networks explore many hypotheses simultaneously using massive parallelism. Neural networks have the potential for solving problems in which some inputs and corresponding output values are known, but the relationship between the inputs and outputs is not well understood or is di$cult to translate into a mathematical function. These conditions are commonly found in tasks involving grading, sorting and identifying agricultural products.
A machine vision system (MVS) provides an alternative to the manual inspection of biological products. Machine vision is the technological integration of a camera and a computer. In a MVS, the camera does the task of an eye and the computer acts as the brain by processing the information perceived by the camera. Signals generated by the camera are stored in the computer as a digital image. Image processing algorithms are used to extract a set of features, called a pattern, from the image to represent an object. On the basis of the pattern, the object can then be classi"ed into one of the several pre-de"ned classes using a classi"cation algorithm, called a pattern classi,er.
Machine vision systems are replacing the process of manual inspection of products in di!erent industries. Inspection may include defect detection, dimensional measurement, orientation detection, grading, sorting and counting. Machine vision has several advantages over the conventional methods of inspection. It can be made compatible with other on-line processing tasks, can work round the clock, can take dimensional measurements more accurately and consistently than a human being, and can give an objective measure of colour and morphology of the object which an inspector could only assess subjectively (Batchelor et al., 1985) . As there is no physical contact involved, this method is hygienic and the possibility of damage to the fragile biological products is very low when they are being inspected. Owing to the variation in shape, size and colour of the biological entities, it is di$cult for a computer algorithm to identify and classify them. Although a set of mathematical rules can be de"ned to perform the classi"cation task, it requires enormous computational power. The constraints due to processing speed and costs associated with fast processors have prevented the extensive use of this technology by the agricultural industry.
Grading and sorting of agricultural products using machine vision in conjunction with pattern recognition techniques, including neural networks, o!ers many advantages over the conventional optical or mechanical sorting devices. Multiple sensors can be used to gather the necessary information from the kernels and send suitable signals to a computer where they can be decoded for multi-category classi"cation. Image processing algorithms can be used to extract higher level information from the input signals for improved classi"cation performance. The classi"cation parameters can be easily modi"ed to take into account annual variations in the product. When neural networks are used as classi"ers, the sorting device can be equipped with a training option through which the machine can be trained for recognizing new grades or for di!erent products.
This paper is a general introduction to image analysis of biological products, especially with regard to using arti"cial neural networks as classi"ers instead of other traditional methods. It is intended to acquaint the neural networks practitioner already familiar with di!erent statistical and mathematical classi"cation techniques. The goal is to provide insight into an area of image analysis that may not have been previously appreciated, and the bene"ts of using arti"cial multi-layer neural networks as a replacement for statistical methods of pattern classi"cation.
The subject is presented in two sections. Section 1 provides a brief overview of the imaging methodology used for agricultural products. Section 2 contrasts multi-layer neural network classi"ers with mathematical and statistical classi"cation methods and their applications in image analysis of biological products.
Image processing and feature extraction

Image acquisition
The "rst step in using a machine vision system is to acquire a digital image. This can be achieved by either using a digital camera or a sensor and a digitizer. The sensor device is sensitive to a band in the electromagnetic energy spectrum and produces an electrical signal output proportional to the energy sensed. The digitizer converts the analogue electrical output into a digital form. To acquire a good image, proper illumination is a basic necessity. Improper illumination can cause glare or nonuniform light variation over the "eld of view. This can lead to distortion of object features in the image. Determination of an ideal illumination source is not easy and depends on the nature of the task.
The most commonly used image sensors deal with visible and infrared light. These can further be classi"ed into vidicon cameras and solid state arrays. Vidicon cameras are based on the principle of photoconductivity. An image focussed on the tube surface produces a pattern of varying conductivity that matches the distribution of brightness in the optical image. An independent, "nely focussed electron beam scans the rear surface of the photoconductive target and, by charge neutralization, this beam creates a potential di!erence that produces a signal on a collector proportional to the input brightness pattern. A digital image is obtained by quantizing this signal, as well as the corresponding position of the scanning beam.
Solid-state arrays are composed of discrete silicon imaging elements, called photosites, that have voltage output proportional to the intensity of the incident light. Line-and area-scan sensors are the two types of solidstate sensors. A line-scan sensor consists of a row of photosites and produces a two-dimensional (2-D) image by relative motion between the scene and the detector. An area-scan sensor is composed of a matrix of photosites and is therefore capable of capturing the image in the same manner as a vidicon tube. A signi"cant advantage of solid-state array sensors is that they can be electronically shuttered at very high speed (e.g. 1/10 000 s). This makes them ideal for applications in which &freezing' of motion is required.
The images can also be taken outside the visible spectrum. For example, infrared cameras are used for thermal imaging, ultra-violet light has been used for crack detection, and X-rays are being used for infestation and defect detection in food grains (Ciecero et al., 1998) .
In cases where the camera is not capable of acquiring the images in digital form, an image acquisition board (frame grabber) is required to digitize the analogue signals received from the camera and store them as an image in computer memory. With the advent of digital-signalprocessing (DSP)-based frame grabbing boards, several image analysis operations can be programmed on the board itself, without using the resources of the computer. This method of image analysis is very fast and is being used for real-time on-line image processing.
Classi,cation features
Owing to the immense size of the digital images, it can be very time-consuming if an image is to be analysed in its original form. To make the process of image analysis simple and less time consuming, some qualitative information is extracted from the objects to be analysed in the image. These extracted attributes are called &fea-tures' and a vector of such features is called a &pattern'.
Features are used as inputs to the algorithms for classifying the objects into di!erent categories. Pattern recognition can be done by analysing the morphology (shape and size), colour, texture (spatial distribution of colour), or a combination of these features of the images. Pavlidis (1980) distinguished two main categories of features, namely, external and internal features which are brie#y reviewed in the following sections.
External image features
External image features describe the boundary information (Pavlidis, 1980) . The "rst step to extract external features is segmentation, which sub-divides the image into its constituent objects. Once the objects are separated from the background, their boundary coordinates can be used to extract morphological features, such as, Fourier descriptors, boundary chain codes, etc.
2.2.1.1. Morphological features. The most common measurements that are made on objects are those that describe shape. Shape features are physical dimensional measures that characterize the appearance of an object. Area, perimeter, major and minor axes lengths, and aspect ratio are some of the most commonly measured morphological features. Morphological features are widely used in automated grading, sorting and detection of objects in industry. In certain applications (such as classi"cation of cereal grains), these features, alone, are not su$cient for a high-performance inspection process and thus need to be combined with other features (Luo et al., 1999a; Paliwal et al., 1999) .
2.2.1.2. Fourier descriptors. Fourier descriptors represent the boundary of a region and obtain information about the shape as a periodic function which can be expanded in a Fourier series. The information used are the spectral information, i.e. frequencies and amplitudes of the waves approximating the contour. A Fourier transform is an approximation of an arbitrary function by trigonometric functions (sine and cosine). The mathematical expression is dependent on the function to be approximated. If the function is periodic it will be expanded as a Fourier series, otherwise as a Fourier integral (Gonzalez & Woods, 1992) . Consider an object with an N point digital boundary in the xy plane. Starting at an arbitrary point (x , y ), coordinate pairs (
) are encountered in traversing the boundary, say, counter-clockwise. These coordinates can be expressed in the form of x(k)"x I and y(k)"y I . Now the boundary can be represented as a sequence of coordinates
Each coordinate pair can be treated as a complex number so that s (k)"x (k)#jy (k) where j"!1 and k"0, 1, 2, 2 , N!1, i.e. the x-axis is treated as the real axis and the y-axis as the imaginary axis of a sequence of complex numbers. The discrete Fourier transform of s(k) is
for u"0, 1, 2, 2 , N!1. The complex coe$cients a (u) are called the Fourier descriptors of the boundary. The inverse Fourier transform of the coe$cients a (u) restores
for k"0, 1, 2, 2 , N!1. 2.2.1.3. Wavelet transforms. Wavelets are functions that satisfy certain mathematical requirements and are used in representing data or other functions. These functions divide data into di!erent frequency components, so each component can be studied with a resolution matched to its scale. They have several advantages over traditional Fourier methods in analysing physical situations where the signal contains discontinuities and sharp spikes. In wavelet analysis, the scale that is used to look at the data plays a special role. Wavelet algorithms process data at di!erent scales or resolutions. If a signal is looked through a large &window', only gross features would be noticed. Similarly, if a signal is looked through a small &window', small features would be observed. Wavelet transforms have been successfully used in arti"-cial robot vision, image compression and transmission over the Internet, denoising noisy data, sound synthesis, etc. (Rao & Bopardikar, 1998) .
2.2.1.4. Boundary chain codes. Chain codes are used to represent a boundary by connected sequence of straight line segments of speci"ed length and direction. Digital images are usually acquired and processed in a grid format with equal spacing in the x and y directions, so a chain code can be generated by following a boundary in, say, clockwise direction and assigning a direction to the segments connecting every pair of pixels (Gonzalez & Woods, 1992) . Boundary chain codes themselves are not normally used as features, but can be used as a means to extract features.
Internal image features
The features extracted from the properties of pixels inside the object boundary are called internal image features. Depending on the nature of the problem, di!erent types of internal features can be extracted. Spatial moments, colour and textural features are the most important internal image features. These are described brie#y in the next sections and detailed descriptions are given in many books (e.g. Gonzalez & Woods, 1992; Levine, 1985) .
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The zero-order spatial moment is computed as the sum of the pixel brightness values in an object. For a binary image, this is simply the number of pixels in the object, if it is assumed that every pixel has a value equal to 1 (white). Therefore, the zero-order spatial moment of a binary object is its area. For a grey level image, an object's zero-order spatial moment is the sum of the brightness of pixels.
The ,rst-order spatial moments of an object contain two independent components, x and y. They are the x and y sums of the pixel brightness in the object, each multiplied by its respective x or y coordinate in the image. In the case of a binary image, the "rst-order x spatial moment is just the sum of the x coordinates of the object's pixels, because every object pixel has a value of 1. Similarly, the y spatial moment is the sum of the y coordinates of the object's pixels.
Colour features.
The most commonly used colour feature model in image processing is based on the primary spectral components of red (R), green (G) and blue (B). Colour features of an object are extracted by examining the R, G and B levels of each pixel within the object's boundary. The histogram of these pixels shows the brightness distribution found in the object. Statistics of brightness in an object can also be useful measures. The mean brightness represents the average brightness of an object. The standard deviation of brightness gives a measure of how much the object's brightness varies from the mean value. The mode brightness indicates the most common brightness found in the object.
2.2.2.3. Textural features. Texture can be de"ned as the distribution of colour in an image with respect to the spatial coordinates. It can be qualitatively evaluated as having one or more of the properties of "neness, coarseness, smoothness, granulation, randomness or irregular. Two objects, in their digital image form, may be composed of the same number of pixels and exactly the same colour histograms but, if the distribution of colour is dissimilar, they can have totally di!erent appearance. These two objects, if classi"ed using simple colour features, would be classi"ed as similar objects.
There have been many statistical and structural approaches to the measurement and characterization of image texture: autocorrelation functions, autoregressive models, optical transforms, digital transforms, structural elements, spatial grey tone co-occurrence probabilities, grey level run lengths, and sum and di!erences histograms (Haralick, 1979; Majumdar & Jayas, 1999) .
Feature selection
The success or failure of a classi"cation operation depends on the selection of a feature vector which best describes the given classes. Features that are trivial or are computationally intensive can degrade and slow down the classi"cation results. Optimization of the feature set, by discarding the redundant and repetitive features, is very important to achieve a good classi"cation performance. Although several feature selection techniques have been derived by researchers, the choice of a particular method depends on the nature of the problem, size of the data set, ease of implementation and economic feasibility.
Classi5ers used for pattern recognition
Classi"cation analysis needs the use of a decision rule, called a classi,cation criterion, to classify objects into two or more known groups, called classes, on the basis of the quantitative features extracted from the objects. A set of features extracted from an object is called an observation of the object. The classi"cation criterion is usually derived from the observation of the known classes, called the training set. The derived classi"cation criterion can then be applied to classify new observations, called the test set.
A classi"cation criterion partitions an observation or feature hyper-space into hyper-regions G , i"1, 2, 2 , N, where N is the number of classes. An object is classi"ed as coming from class G if its corresponding feature vector or observation m, a point in the hyper-space , belongs to the region G . Many di!erent types of classi"ers are explained in various pattern recognition books and research papers (Hand, 1981; Devijver & Kittler, 1982; Fukunaga, 1990; Zurada, 1992) . To determine which classi"er works best for a particular application usually involves some degree of experimentation. Although, for a given problem most of the classi"ers give comparable results, the di!erence might lie in their time complexity, storage requirements, and precise degree of accuracy (Hush & Horne, 1993) . Di!erent classi"cation methods and their applications are reviewed in the following section.
Statistical methods
The statistical methods are based on the Bayes minimum error rule (Duda & Hart, 1973) :
where P (w G "m) is the posterior probability, by which an object with a feature vector m belongs to class w G . The rule states that to minimize the average probability of error, an object should be classi"ed as belonging to a class w G that maximizes the posterior probability P (w G "m). By applying the Bayes' theorem,
a more practical formulation of the rule can be obtained as
where P (w G ) is the prior probability by which an object comes from class w G , p (m) is the probability density function for m, and p (m"w G ) is the class-conditional probability density function for m.
In most of the practical applications, the posterior probabilities or the class-conditional probability density functions are unknown, and thus, need to be estimated. There are two ways of doing this.
Parametric approach
The parametric approach is based on the assumption that the class-conditional probability density function for m, p (m"w G ), has a form of multi-variate normal distribution:
where d is the dimension of the feature vector; G is the d-dimensional vector containing feature means in a class w G , G is the covariance matrix, and means transfer. So to estimate the probability density, one needs to estimate the parameters G and G . The parameters, G and G , can be estimated from the training data set using di!erent parameter estimation methods (Hand, 1981) . The prior probability P (w G ) can also be estimated from the training data set. Then the classi"cation criterion, Eqn (4) or (5), can be determined in an analytical form.
Non-parametric approach
The non-parametric approach calculates the posterior probability P (w G "m) directly from the training data set without any assumption of the underlying probability density. There are several di!erent methods of estimating P (w G "m) such as the histogram, the kernel method, the nearest-neighbour method, and the series method (Hand, 1981) . The most popular of them is the nearest-neighbour method which is described brie#y in the following section.
3.1.2.1. Nearest-neighbour classixers. The nearestneighbour classi"er (NNC) makes use of the correspondence between similarity and distance, i.e. the smaller the Euclidian distance between classes the more similar they are. The nearest-neighbour decision rule assigns an unknown ; to the class of its nearest-neighbour X:
where d(;, X) is a distance measure between ; and X and C is the number of classes. The underlying idea behind nearest-neighbour rule is that samples which fall close together in feature space are likely to belong to the same class. The NNC stores a number of patterns for each class. Then an unknown is compared to all of the stored patterns and assigned to the class of the patterns which is most similar with the unknown. The decision surface created by NNC is piecewise linear.
The k-nearest-neighbour classi"er (k-NN) is an extension of NNC. The k-NN rule classi"es X by assigning it the class most frequently represented among the k nearest samples. In other words, a decision is made by examining the labels on the k nearest neighbours and taking a vote.
Parametric versus non-parametric methods
The parametric approach has the advantage that the derived classi"cation criterion is of an analytical form which can be easily transferred into a computer classi-"cation program. The assumption of the multi-variate normal distribution, however, made for the class-conditional probability density function in deriving the classi-"cation criterion, could be incorrect or insu$cient in many applications and may lead to signi"cant classi"cation error. The k-NN approach avoids the subjective assumption by directly estimating the posterior probability P (w G "m) from the training data set. A disadvantage of this approach is that the derived classi"cation criterion cannot be expressed analytically. All of the training data must be retained*the distance from a new observation to each of the training set points must be determined to choose the k nearest points. This means a large amount of computer memory and a slow classi"cation process. In addition, the estimation of the posterior probability is biased (Rosenblatt, 1958) towards larger values.
Neural networks as pattern classi,ers
A neural net is a computing network of numerous, simple, highly interconnected processing elements called neurons or nodes. A neuron has many continuous-valued input signals x"[x G ], i"1, 2, 2 , N, which represent the activity at the input or the momentary frequency of neural impulses delivered by other neurons to this input MULTI-LA YER NEURAL NE TWORK
Fig. 1. A schematic depiction of a multi-layer neural network for
N inputs and M outputs (Kohonen, 1988) , and an output y which represents the response of the neuron to the input signals. The relationship between the inputs and the output of a neuron is described by the neuron's transfer function, y"f [x] . In the simplest model of a neuron, the output value, y, or the frequency of the neuron is often approximated by
where, K is a constant and is a non-linear function which takes the value #1 for positive arguments and !1 (or 0) for negative arguments. The term w G is called synaptic e.cacy (Kohonen, 1988) , or weight, and is a threshold.
Multi-layer neural networks
A multi-layer neural network (MLNN) with the generalized delta rule for learning by a back-propagation learning algorithm (Rumelhart et al., 1986) is an e!ective system for learning discriminants for classes from a set of examples (Sejnowski & Rosenberg, 1987; Tesauro & Sejnowski, 1989 ). In general, such a network is made up of sets of neurons (nodes) arranged in several layers (Fig. 1) . There are three distinct types of layers: the input layer, the hidden layer(s) and the output layer. The connections between the neurons of adjacent layers relay the output signals from one layer to the next. The input layer receives the input information and distributes the information to the next processing layer (the "rst hidden layer). The number of the neurons in the input layer equals to the dimension of the input vector (the number of features). The hidden and output layers process the incoming signals by amplifying or attenuating or inhibiting the signals through weighting factors. Except for the input layer neurons, the network input to each neuron is the sum of the weighted outputs of the neurons in the previous layer. The number of neurons in the output layer is determined by the number of classes under investigation. The number of hidden layers and the number of neurons in each hidden layer depend on speci"c application.
The application of the back-propagation algorithm involves two phases. During the "rst phase the inputs x G are presented and propagated forward through the network to compute the outputs y I (n) in presentation n for each unit k, i.e.
where
w IH (n) is the weight of the connection from neuron j in the previous layer to neuron k in the current layer in presentation n, and f I [ ] is the transfer function at unit k which is di!erentiable and non-decreasing. A widely used choice for a transfer function is the sigmoid function: (11) where I is the threshold for unit k. The second phase involves a backward pass through the network (analogous to the initial forward pass), during which the di!erences between the actual output and desired output generates an error signal I (n). This error signal is passed to each unit in the network and the appropriate weight changes are made according to
where is the learning rate which is a scalar referring to learning speed, and is the learning momentum which is a scalar determining the e!ects of past weights on the convergence of the network in the weight space. This second, backward pass allows the recursive computation of H (n) (Rumelhart et al., 1986) . Once the error H (n) reaches the desired value, the network will have found a set of weights that produce the correct output for every input, in other words, the MLNN will have stored the class knowledge in its weights and be ready to classify new input data.
When working as a classi"er, an MLNN operates as a black box which receives an input vector x (a set of observations) and produces responses y H from its output units j ( j"1, 2, 2 , M, where M depends on the number of classes). Generally, y H "1 if neuron j is active for the current input vector x, and y H "!1 (or 0) if it is inactive, which means that for a speci"c input vector x, the outputs give the binary representation of its class number.
Multi-layer neural network classi,ers versus statistical classi,ers
Various studies have been conducted to compare the performance and the classi"cation procedures of MLNN 124 classi"ers with statistical classi"ers (Khotanzad & Lu, 1991; Sethi, 1991; Luo et al., 1999b) . As discussed earlier, most of the statistical classi"ers are based on the Bayes decision rule. The Bayes decision rule performance is optimal for a given set of features in the way that it minimizes the probability of error and the conditional risk. Although the Bayes decision rule is very simple, it is di$cult to apply in practice because the posterior probabilities are usually unknown and so must be estimated from the samples (Hush & Horne, 1993) .
Multi-layer neural network classi"ers learn the class knowledge directly from the training data set and, therefore, it is unnecessary to make any assumptions regarding the underlying probability density functions. Information about a priori probability can be adjusted after training (Hush and Horne, 1993) , or by increasing the number of training patterns. After training (learning), the MLNN classi"er is speci"ed by a set of processing elements which are arranged in a certain topological structure and interconnected with "xed connections (weights). There is no need for retaining the training data and no extensive computation is involved in the classi"cation of unknown patterns.
The problem in designing an MLNN, however, is that there is no theoretical method available to optimally determine the network structure, the number of hidden layers, and the node numbers in each hidden layer, which control the learning and classifying ability of the MLNN. Although, it has been shown that an MLNN with two hidden layers can form any discriminant surface (Pao, 1989) , MLNNs with three or more hidden layers are also used for their e$ciency and speed in learning (Keppler et al., 1996) . An MLNN with a small and simple hidden layer structure may not grasp su$cient class knowledge for classi"cation, while an MLNN with a large and complex hidden layer structure may tend to memorize the speci"c patterns in the training data set rather than learn the general class information. The best way for structure design is to start with small number of hidden layers and processing nodes. The network complexity can be gradually increased until su$cient training degree is obtained.
Multi-layer neural networks using the gradient descent technique and back-propagation learning rule can get trapped in a local minimum and consequently result in lower classi"cation rates. To reduce the risk of local minima it is suggested to use extra hidden units, smaller learning rates, and train the network with di!erent initial weight values. Khotanzad and Lu (1991) compared the performance of MLNN with nearest-neighbour classi"ers for character recognition. Both the classi"ers were similar in their performance. The time taken by the MLNN classi"er, however, was very less as compared to that of nearestneighbour classi"er. In general, k-NN classi"ers are not very e!ective for high-dimensional discrimination problems (Lippmann, 1987) .
The use of sigmoid functions in the MLNN allows perturbations in the feature values to be tolerated. Moreover, the use of soft limiting functions in MLNNs provide smoother boundaries between di!erent classes and this subsequently o!ers more #exible decision models than the conventional decision trees. The issue of missing features is also less crucial in the neural implementation because of the parallel nature and graceful degradation property of the neural networks (Sethi, 1991) .
Application of multi-layer neural network classi,ers in agricultural engineering
Neural network classi"ers have been successfully implemented for various quality inspection and grading tasks of di!erent agricultural products. Elizondo et al. (1992) developed a neural network model to predict #owering and physiological maturity of soybeans. The inputs to the model were maximum and minimum temperatures, photoperiod, and days after planting or days after #owering. A three-layer back-propagation network was trained using the Delta learning rule. The model performed well in predicting the phenology of the soya bean crop. Liao et al. (1993) developed a machine vision system to identify corn kernel breakage based on kernel shape pro"le for automated corn quality inspection. The pro"le of a corn kernel was sampled into a sequence of onedimensional digital signals based on its binary image. The system provided a classi"cation accuracy of 99% for whole #at kernels and 96% for broken #at kernels, and 91% for whole round kernels and 95% for broken round kernels, respectively. Patel et al. (1995) used machine vision in conjunction with a MLNN for detecting cracks in eggs. Several di!erent neural network architectures with di!erent parameters and structures were trained using colour histograms. The best model had a structure of 384 input nodes, 24 hidden nodes, and one output node. It gave an overall accuracy of 97)8% on the test set and 96)7% on the validation set. The accuracy of the model was not a!ected by the number of inputs or the number of hidden nodes. Romaniuk et al. (1993) used a technique developed by Zahn and Roskies (1972) and obtained the "rst 20 Fourier descriptors for di!erent varieties of barley seeds. The Fourier descriptors were used as inputs to an MLNN classi"er. Their neural network was able to recognize di!erent varieties of barley seeds with about 80% accuracy. In this research, no attempt was made to reduce the number of features. The trained networks had only one neuron in the output layer and this approach to MLNN classi"cation makes the task of classi"cation very di$cult. Park and Chen (1996) applied spectral imaging techniques using neural network model for the separation of wholesome and unwholesome carcasses. They used spectral images of 540 and 700 nm wavelengths for separating abnormalities such as ascites, airsacculitis, bruises, leukosis, septicaemia, and tumour from the normal carcasses based on spectral image pixel intensity distribution of Fourier power spectrum. A feed forward, back-propagation network was used for the classi"cation model. The accuracies of neural network classi"ers were 100% for calibration and 93)3% for validation. Dowell (1993) used a feed forward neural network to classify damaged and undamaged peanut kernels using spectral re#ectance data from 400 to 700 nm. He showed that kernel classi"cations were best, network errors minimized, and speed of convergence greatest when the network was set up with 20 or more hidden nodes. The learning rate did not a!ect the performance but did a!ect the speed of convergence. When compared to statistical means of classifying kernels using data from speci"c wavelengths and data from a colorimeter, the neural network classi"ed about 5 and 13% more kernels, respectively. Sayeed et al. (1995) used a feed forward neural network to evaluate the quality of a snack product through nondestructive analysis. Surface texture, size and shape features were used as an input to the network.
Step-wise linear regression was used to reduce the number of features. The neural network predicted the sensory attribute of the snack with a reasonable degree of accuracy. The performance of the network was better when all the measured image features had been used than when reduced features were used. This indicates that either the procedure followed for feature selection was not suitable or the features could not be reduced. The proposed algorithm seems to be computationally expensive because of the large network size, large number of features, and the pre-processing time required for extracting the features. Ozer et al. (1995) developed an automatic sorting and grading system for cantaloupes based on multiple nondestructive sensors. Quality parameters such as colour, shape, "rmness, netting, bruises, cuts and disease were used as input to a rule-based system, Bayes classi"er, and neural network. When the output of the system was compared to human classi"cation, 84% correct classi"cation was observed. The combination of the rule-based decision system with neural network classi"er increased classi"cation by 20% and reduced processing time by 75%.
A method for evaluating tomato ripeness, utilizing its surface colour, was developed by Shibata et al. (1996) using a machine vision system with colour image processing capability and an MLNN-based software system. The tomato ripeness was classi"ed into four categories according to the standard commercial classi"cation for manual sorting. Three colour speci"cation values were calculated from the RGB grey levels of a captured colour digital image of a tomato by an on-line image processing system. The authors suggest that only 0)2}0)5% of the total surface area of a fruit is needed for colour image sensing. A three-layered neural network with four hidden units gave a satisfactory performance after 18 000 times back-propagation learning. The total processing time from image capture to output for a single fruit was 0)45 s. The recognition rate for the ripeness classi"cation using this method was as high as 93%. A recognition rate of only 77% was obtained by the multiple regression model tested. This work provides another example to strengthen the area of neural network application research on machine vision systems including agricultural robotics, post-harvest, and processing systems. Angerosa et al. (1996) used a feedforward back-propagation network for the sensory quality evaluation of virgin olive oils. Two hundred and four oil samples di!ering in their quality, ripeness, sanitary state and geographical origin, and extracted from olives of various varieties, were submitted to sensory evaluation by a panel test and dynamic head-space analysis for the quanti"cation of volatile fractions. The network was applied to the head-space results (input) with the aim of predicting panel test scores (output). It was found that the network was able to generalize well and to assign the sensory evaluations with a good degree of accuracy. The high proportion of correct answers (96%) suggested that sensory evaluation from the panel test could be successfully replaced by the dynamic head-space analysis-neural network coupled approach. Luo et al. (1999b) applied and empirically compared two statistical and one neural network classi"er for the classi"cation of cereal grain kernels (e.g. Canadian Western Red Spring (CWRS) wheat, Canadian Western Amber Durum (CWAD) wheat, barley, rye and oats) using selected morphological and colour features extracted from the grain sample images. The classi"cation of cereal grain kernels using a non-parametric (k-nearest neighbour) statistical classi"er and the MLNN classi"er gave similar and the best classi"cation results. The classi"cation accuracies achieved using the parametric classi"er were lower than the classi"cation accuracies achieved using both the non-parametric and the MLNN classi-"ers. Ghazanfari et al. (1998) used a machine vision system to classify unshelled pistachio nuts based on United States Department of Agriculture grades. The grey-level histogram data obtained from the grey-scale image of the nuts were analysed to select a set of suitable recognition features. Based on the analyses, the mean of the grey-level histogram over 50}60 grey-level range and the area of each nut (the integral of its grey-level histogram) were selected as the recognition features. The selected features were used as input to three classi"cation schemes: a Gaussian, a decision tree, and an MLNN. The three classi"ers had similar recognition rates. The MLNN classi"er, however, resulted in slightly higher performance with more uniform classi"cation accuracy than the other two classi"ers.
Potential for future research
Although most of the research shows that MLNN classi"ers performed better as compared to statistical classi"ers, the results should be reviewed carefully. The performances are sometimes not comparable because the obtained results are a direct consequence of the size of training and testing sets and the number of training events. Varying these parameters can result in di!erent classi"cation accuracies. Sometimes the input feature set derived by optimizing a larger set of features, contained di!erent features for statistical and the neural network classi"er. Comparison of performance in such cases is not justi"ed.
Despite the above-mentioned concerns in a few instances of comparison, arti"cial neural networks have shown to perform better than statistical classi"ers in identifying and classifying agricultural produce. Studies need to be carried out to design new network architectures, especially suited for agricultural product classi"cation. More research is needed to evaluate the performance of di!erent types of available network architectures in this "eld. The shape and size of agricultural products can di!er due to variability in growing region and year of harvest, therefore, the robustness of developed networks in tackling these variations also needs to be tested.
Conclusion
The literature search revealed that a lot of research has gone into using di!erent imaging techniques and use of neural network classi"ers for grading and sorting of agricultural products. A lack of integration of these two techniques, however, is evident from the fact that not many image analysis devices using neural network classi-"ers for grading and sorting agricultural products are commercially available. Image processing systems are capable of replacing the human inspection system because of their high speed, precision and indefatigable operation. Neural networks are very good pattern classi-"ers because of their ability to learn patterns that are not linearly separable and concepts dealing with uncertainty, noise and random situations. As compared to statistical classi"ers, multi-layer neural network (MLNN) classi-"ers o!er advantages like adaptivity, massive parallel processing and fault tolerance. The promising results of MLNN classi"ers obtained by di!erent researchers can be attributed to the above-mentioned characteristics. The consistency of the results of MLNN classi"ers indicates that they are an apt choice to classify biological products. Thus, the two concepts of image processing and pattern classi"cation using MLNN classi"ers can be coupled together and used in a machine vision system for grading and sorting agricultural products.
