Introduction
Let K be a real quadratic field with discriminant d, and for a (fractional) ideal a of K, let N a be the norm of a. For a given fractional ideal I of K, and Dirichlet character χ of conductor q, we define ζ I (s, χ) = ζ Cl(I) (s, χ) := a χ(N a) (N a) s where the sum is over all integral ideals of K which are equivalent to I. Our goal is to give a short (finite) formula to evaluate ζ I (0, χ).
Our starting point is the well known formula that, for the Dirichlet L-function L(s, χ), we have which we wish to generalize to our new situation. We think of (1) as the one-dimensional case. To find the natural two-dimensional formula one must first realize that the set of rational integers which arise from considering K is not the set of all integers, but rather as a generalization of (1) . In order to relate G(f, χ) to ζ I (0, χ), we need to review the classical theory of cycles of reduced forms corresponding to a given ideal: For β ∈ K, write β 0, and say that β is totally positive, if β > 0 and β > 0, where β denotes the algebraic conjugate of β. Any ideal I of K has a Z-basis (v 1 , v 2 ) of I for which v 1 0 and such that if α = v 2 /v 1 then 0 < α < 1 and the regular continued fraction expansion of α is purely periodic, that is α = [0, a 1 , . . . , a ] for some positive integers and a 1 , . . . , a , see Remark 1 below. Note that a j+ = a j for all j ≥ 1. For n ≥ 1 we denote p n /q n := [0, a 1 , a 2 , . . . , a n ] and we write α n := p n − q n α with α −1 = 1 and α 0 = −α. Note that every Q j has integer coefficients, and the discriminant of Q j is
It is easy to show that ζ I (0, χ) = 0 if χ(−1) = 1, so we again restrict ourselves to the case χ(−1) = −1. . The expression for β χ involves an infinite product as well as a π 2 , so is neither obviously algebraic nor computationally useful. However, using the functional equation for Dirichlet L-functions this can be rewritten as a simple finite expression: For χ primitive then there is a unique way to write χ = χ + χ − where χ + , χ − are primitive characters of coprime conductors q + , q − respectively such that Ours is by no means the first finite formula for evaluating the partial zeta-function of real quadratic fields at s = 0. Indeed, in the late 60s Siegel [10] produced a formula that also involves a function much like our G(f, χ) (and even the generalization G r,s (f, χ), using Bernoulli polynomials, which we present in the next subsection). Siegel's formula, though elegant in its construction, is unwieldy to use in even relatively small cases, and researchers desired to find shorter formulae that would allow them to determine the precise value of ζ I (0, χ) with less work; and perhaps to use that formula in further calculations involving this zeta function. A remarkable simplification, a deeper understanding and a vast generalization, occurred a decade later with the work of Shintani [8] inspiring work of Zagier [13] , and later of Stark-Hayes [4] . Our formula in Theorem 1 is typically shorter, uses more familiar aspects of a real quadratic field and is arguably easier to compute and use in applications (as we shall see in section 9, 10 and 11), than any of those above. Note, though, that our formula develops ideas gleaned from all of these papers. There is another type of formula for ζ I (0, χ) given by Hayes in [5] , as a count of (appropriately weighted) lattice points in a natural and easily determined domain. This provides a most elegant geometric interpretation of this special value and should be more useful in some applications than any of the formulas. Remark 1. For a given ideal I, we can always choose a basis (v 1 , v 2 ) with the stated properties. Indeed, starting from any basis, using the transformations
(where n is any rational integer) we can achieve that v 1 > 0 and α = v 2 /v 1 has a purely periodic continued fraction. If v 1 > 0, we are done. If v 1 < 0, then v 2 0, because α < 0 (by the Galois-Legendre theorem), in which case the basis (v 2 , v 1 − a 1 v 2 ) has the required properties.
1b. Other special values of ζ I (s, χ). In order to generalize (1) and Theorem 1 to ζ I (1 − k, χ) for k ≥ 1, it will pay to slightly reformulate the above results, simply by replacing a/q in (1) by a/q − 1/2, and similarly m/q and n/q in (2). This new polynomial t − 1/2 is the first Bernoulli polynomial. The Bernoulli polynomials can be defined by the generating function
The Bernoulli numbers are given by B n = B n (0) and then B n (x) = 0≤i≤n
. It is well-known that for any primitive χ (mod q) with q > 1, we have
)/q if χ has order > 2.) We prove an analogous result for ζ I (1 − k, χ) . First define the functions p r,s (x, y) where r, s are positive integers with r + s = 2k, and x, y ∈ K,
where
and
; and, in analogy to (2) ,
It can be shown that if χ(−1) = (−1) 
1c. Speculative generalization. The results in Theorems 1 and 2 beg to be generalized, to further extensions of Q: Now let K be a number field (perhaps one should assume that K/Q is an abelian extension) of degree D, and let I be an integral ideal of K. We define ζ I (s, χ) as above. We may associate to I a finite set of norm forms
typically these are the norms for K/Q of algebraic integers of the form 
for some homogenous form g D (X 1 , . . . , X D ) of degree D which is independent of K, and certain easily described algebraic integers β χ,D , also independent of K. Note that theorem 1 is a special case of this taking g 2 (X, Y ) = 2XY, S j = {f j (1, 0)} and β χ,2 = 2β χ .
There have been generalizations of earlier formulae to number fields K. Khan [6] applied Stark's ideas to compute partial zeta values in totally real cubic number fields. Subsequently, Gunnells and Sczech [3] provided a most elegant and far-reaching generalization of Zagier's ideas. It may well be that what we are asking for above can be deduced directly from the work of Gunnells and Sczech [3] in much the spirit of this paper, though we have not as yet tried.
Our speculations above complement, in some sense, the much deeper conjectures made by Stark [11] . In Stark's conjecture the value of the L-function is given in term of a unit and is thus "basis-independent", something which our speculations are not. A more geometric formulation is to think of G(f, χ) as the discrete analogue of the integral of a continuous function of f , on the unit square. In other words if H is a function of one variable then one can consider the integrals Our Theorem 1 extends the formulae of [1, 2] , allowing us to check those results and to extend them somewhat.
Notation
Let I F (K) be the set of nonzero fractional ideals of K, and let P F (K) be the set of nonzero principal fractional ideals of K.
If I 1 , I 2 ∈ I F (K), we say that they are relatively prime and write (I 1 , I 2 ) = 1, if expressing the fractional ideals as quotients of relatively prime integral ideals:
2 , the integral ideals a 1 b 1 and a 2 b 2 are relatively prime. For β ∈ K let Tr(β) = β + β. If q is a positive rational integer and β 1 , β 2 ∈ K, we write β 1 ≡ β 2 (mod q) if there exists a rational integer n with (n, q) = 1 such that n(β 1 − β 2 )/q is an algebraic integer.
Let 0 < + < 1 be a fundamental totally positive unit, let m be the smallest positive integer such that m + ≡ 1 (mod q). Let I ∈ I F (K), and assume that (v 1 , v 2 ) is a Z-basis of I for which v 1 0 and such that α = v 2 /v 1 where 0 < α < 1 and the regular continued fraction expansion of α is purely periodic. We have
Let (N ) q denote the least nonnegative residue of N modulo q. Let t denote the least integer not smaller than t. Now, if v ∈ I, then C j , D j are selected to be those unique rational integers that satisfy
and then we denote
If we want to denote the dependence on v, we write
It is a simple matter to establish, using the recursion formula
Evaluating a sectorial zeta function
Let I ∈ I F (K), v ∈ I, let q be a positive rational integer such that (v, q) = (I, q) = 1 (where we write v and q for the principal fractional ideals generated by these elements), and define
Our proof of this theorem is based, first of all, on Shintani's method, but to get this simple form, we use ideas from [4] and [1] . The most important idea used here from [4] (which, as Hayes writes, goes back to [13] ) is (in the language of [4] ) subdividing the fundamental domain into sectors before applying Shintani's method. (In our language this means that we write the set Q
below as a disjoint union of smaller sets.) However, we subdivide the set into fewer parts (using the regular continued fraction expansion instead of the type II continued fractions) than it is done in [4] . Inside a given part, we can give a simple formula (see Corollary 4.2 below) for the value at 0 by generalizing the proof of Lemma 1 of [1] . In the case of the special fields and principal I considered in [1] , essentially one application of our present Corollary 4.2 led to the final result, here we have to apply this corollary several times. It is likely that our formula could be also derived from the CF -formula of [4] by summing over collinear vertices of the convexity polygon; this summation step would then correspond to our Corollary 4.2.
If q is fixed and we vary the field K, our formula consists of fewer terms than the CFformula of [4] : the CF -formula in this case has around a 1 + a 2 + . . . + a L terms, while our formula has O(L) terms. So, if q and L are fixed, our formula has a bounded number of terms, which fact was very important in the proofs in [1, 2] . 
Shintani's theorem
The Corollary to Proposition 1 of [8] implies the following:
is absolutely convergent for s > 1, extends meromorphically in s to the whole complex plane, and
The Bernoulli polynomials B (t) have the remarkable property that (4.1)
We deduce the following: 
for some rationals X > 0, Y ≥ 0. Write X = qx + qn 1 and Y = qy + qn 2 for some nonnegative integers n 1 and n 2 and rational numbers 0 < x ≤ 1, 0 ≤ y < 1 which can be done in a unique way. Then, on the one hand,
on the other hand we have that β ∈ I and β ≡ w (mod q) hold if and only if xe + ye *
Therefore by Proposition 4.1 we get
We observe that for any m, n we have
and so it is easy to see that the possibilities for (m, n) having (x, y) ∈ R(C, D) with
with any integer 0 ≤ j ≤ t − 1. This is so because the possible values of m are obviously these t values, and once m is fixed, n is unique. Now
and therefore
Now, by (4.1) we have
we easily deduce that
The result then follows from the last four displayed equations, and the facts that 
Special value of the sectorial zeta function
Proof of Theorem 3.1. If a ∈ P I,v,q and a = (β) for some β ∈ I, β ≡ v (mod q), β 0 then, since (v, q) = (I, q) = 1, the generators of a with these properties are precisely the numbers β( m + ) j for any integer j. Therefore,
Recalling that
is the disjoint union of the sets
is precisely the set
and since (I, q) = 1, we can replace here v by
We now apply Corollary 4.2 with e = v 1 α 2r 
and so, since a j+L = a j , c j+Lm = c j , d j+Lm = d j we deduce that
. Two-dimensional "Gauss sums"
Throughout this section, we assume (q, 2d) = 1. Let χ be a character (mod q), with q > 1, and 
Note that this also holds if χ = 1 in which case L( , χ 2 ) = ζ( ), so that the above reads
The expression on the right hand side here involves an infinite product. However we can rewrite this as
something that can evidently be determined in a finite number of steps. Note that if χ has order 2 then β χ, = qB µ
We also have β χ,2 = β χ .
Lemma 6.2. Let ψ be a character (mod Q) which induces χ (mod q). Then
Proof. By writing N = n + jQ we find, by (4.1), that
g(ψ, B ).
Let m = p|q,p |Q p. Then, writing n = N d, we have that g(χ, B ) equals
by (6.3), and the result follows.
Lemma 6.3. Let χ be a primitive character (mod q), where q is power of prime p. Then
and f ≥ 1 then we see that if p |r 0 then {dr χ(dp
, and thus this subsum equals 0 unless j = k − 1 and e = 2k − 1. Thus if e = 2k is even, the sum in (6.4) is 0 and our total is χ(−1)p 
Corollary 6.4. Let χ be a primitive character (mod q). Then
Proof. By (6.1) we have
).
By Lemma 6.3 the ith term is zero if p i |(n, q + ), and thus the whole product. Therefore we now assume that (n, q + ) = 1. If p i |q + then, by replacing m i by dnr, our sum becomes
; and so the total contribution of q + is, by Lemma 6.3,
Let g = (n, q − ). If p|(q − /g) then, similarly we have
since J (./p) = −(−1/p); and if p|g then our sum is simply p − 1. Therefore the total contribution of q − is µ(q − /g)φ(g).
Proof of Proposition 6.1. For now assume, that (a, q) > 1. If p|(a, q) then the result will follow from (6.1), and from the result for q = p e , which we now prove: Since p|a we know that p |b (as p |d). We may assume p |n else the sum is 0. But then p |2am + bn, and so, by Hensel's lemma, for each m 0 (mod p) with p |f (m 0 , n) we have {f (m, n) (mod q) :
; and thus the sum over such m is 0, unless q = p. In that case we write χ(f (m, n)) = χ(r)χ(n) where r = bm + cn varies over the elements (mod p) as m does, and thus our sum is 0.
So now assume that (a, q) = 1, and
) where r = 2am + bn, and so r varies over the elements (mod q) as m does. We now substitute in Corollary 6.4 to obtain that our sum equals χ(a)χ(d)
writing n = N g. In this last sum we can replace χ 2 + by χ ++ (mod q/g), the character induced by χ 2 + , so that the sum equals g(χ ++ , B ). By Lemma 6.2 this equals g(χ 2 + , B ) times 
g(ψ, B )/ , and so, if is even then
Now, in the proof above we have that χ 2 + is primitive (mod q + ) and that
which, when combined with (6.5) taking ψ = χ 2 + , equals
). Suppose that ψ j is a character mod q j for j = 1, 2 where (q 1 , q 2 ) = 1. Writing each c (mod q 1 q 2 ) as bq 1 
. We also note that since χ − has order 2 thus τ (χ − ) 2 = χ − (−1)q − ; and also, since χ + is primitive thus τ (χ
(we present a proof of this identity below. Combining all of this information with
We therefore deduce the result.
We end this section by proving the identity τ (χ
Now, by the definition of χ + , we can write χ + = χ 1 χ 2 . . . χ k where χ j (mod q j ) are primitive of order > 2 and the q j are powers of distinct primes. We will prove our identity for each prime power and then we can deduce the result since
So suppose χ is a primitive character of order > 2, modulo q, a power of prime p > 2. The sums below are over all of the residues mod q. 
Simplifying the formulae
Let χ be a character of conductor q. One knows that if χ(−1) = 1 then ζ I (0, χ) = 0 so we will assume henceforth that χ(−1) = −1. We assume that (q, d) = 1.
Let L = [2, ] denote the least even period of the expansion, and l = L/2. Let
where the sum is over all integral ideals of K which are equivalent to I in the sense that a = (β)I with β 0. We first evaluate this function at 0 in the following theorem, and then we deduce Theorem 1.
Theorem 1 *
. Suppose that χ is a primitive character mod q > 1 where (q, 2d) = 1 and χ(−1) = −1. We have
Note that P I,v,q = P I, + v,q , since we may replace β by β + in the definition of the set P . As noted at the end of section 2 we have
Inserting these observations into Theorem 3.1 gives that ζ I,v,q (0) = w∈V Z I,w,q where
0} by definition, so that ζ
. Here R is a complete system of representatives of the equivalence classes of the set {v ∈ I : (v, q) = 1} by the following equivalence relation: v is equivalent to v * if and only if v * ≡ v j + (mod q) for some j ∈ Z. Inserting (7.1) we obtain, for the set W := {w (mod q) : w ∈ I and (w, q) = 1},
In fact W = {ν (mod q) : (ν, q) = 1}. To see this note that W contains an element from every congruence class modulo q which is coprime to q, since if ν is any algebraic integer of the field which is prime to q, then νN I
is in I, and it is congruent to ν modulo q (remember that (q, I) = 1). Therefore
Note that if is odd then l = and
by Proposition 6.1. Therefore the above can be rewritten as
which is Theorem 1 * . Now, we can compute very easily ζ I (0, χ), using Theorem 1 * . Indeed, if is odd, then there is a unit of norm −1 in K, so ζ I (s, χ) = ζ + I (s, χ). Hence we may assume that is even. Then
since α > 0 and α < 0. We prove that ζ
, and then we will know that
in every case. So we prove that ζ 
Define the numbers α * n for n ≥ −1 analogously with respect to α * , as α n are defined with respect to α, and let 
which is a polynomial in x * and y * . It is convenient to make a change of variables, replacing U Z by z, and U by u, so that the first of these two terms equals
and the second is the same but with u and z interchanged. We may expand this using (3), and it is then tempting to state that we seek the coefficient of (uz)
; however this is only really valid for polynomial terms, for some care must be taken with the "expansion" of 1/(az + cu), since we do not know, with this choice of variables, whether to expand around z = 0 or u = 0. Tracing this back to the variables U and Z, we see that we should in fact expand around z = 0. As we mentioned above, if we interchange u and z then the two functions in (8.1) appear to be identical, but in fact we must expand around u = 0 in the second term. Thus we can combine the two expressions so long as, for the non-polynomial terms, we take the mean value of the two polynomials that appear from the two possible expansions (and this is the meaning we use henceforth). Therefore, using
We now develop the generalization of Corollary 4.2, taking our matrix to be as in Corollary 4.2, and now writing e = α, e * = β = e + tγ, f = γ. (that is, we take a = α, b = β, c = α, d = β above). We wish to sum over the values (x j , y j ) where y j = (d + j)/t for 0 ≤ j ≤ t − 1, while x j = c − y j if 0 ≤ j < A, and x j = c + 1 − y j if A ≤ j < t. Now if x = C − y then the exponent in the numerator of (8.2) is CL + tN y where, for convenience, we temporarily write
with M = L + tN . Thus the sum of the numerators in our range is
times the coefficient of (uz)
Next we make the substitutions of section 5 (writing β j = v 1 α j for convenience). When we take the sum over r (as there) we obtain that
where, using the same expansion as in (8.3),
Hence we can obtain the analogy to (7.1), and from these we deduce Theorem 2, as in section 7.
Remark. When we specialize Theorem 2 to the case k = 1 (that is, Theorem 1), we obtain
and there is no obvious cancellation here. However if we look at the T j (v), then the two outer terms here correspond there to
which surprisingly equals
Carrying this simplification back through the argument gives us that
as in Theorem 1. We do not know how to generalize this cancellation for larger k.
Examples
We start with a definition. If f (x, y) = ax
is a quadratic form with integer coefficients, let f (x, y) = cx
this can be seen from the change of variables m → n and n → q − m. Then, if χ has order > 2, we have G(f, χ) = G(f , χ), since we saw near the start of section 6 that g(f , χ, t) = 0 in this case.
In each case here we explore the principal ideal class, and we assume that χ has order > 2. Yokoi's discriminants:
Chowla's discriminants: Let d = 4p 
where p is an odd integer, and α = ( 
Now if q is the rational prime dividing the norm of P then this forces a congruence for p (mod q ). In other words, we have a strange phenomena that the value of p (mod q) forces the value of p (mod q ), and from this we strive for a contradiction.
We work with some of the same characters from section 4 of [1] : Characters χ 1 (mod 7 · 5 2 ) and χ 2 (mod 61), are given on primitive roots as χ 1,5 2 (2) ≡ 8 (mod P 1 ), χ 1,7 (3) ≡ 47 (mod P 1 ), for a certain prime ideal P 1 |61; χ 1,5 2 (2) ≡ 380 (mod P 2 ), χ 1,7 (3) ≡ 1406 (mod P 2 ), for a certain prime ideal P 2 |1861; χ 2 (2) ≡ −28 (mod P 3 ), for a certain prime ideal P 3 |1861. 
