In general, finding the Greatest Common Divisor (GCD) of two exactly-known univariate polynomials is a well understood problem. However, it is also known that the GCD problem for noisy polynomials (polynomials with errors in their coefficients) is ill-posed. More precisely, a small error in coefficients of polynomials P and Q with a non-trivial GCD generically leads to a constant GCD. We note that the choice of basis makes no difference to this difficulty. The ill-posedness is a good motivation to define something which can play a similar role to the GCD of two given polynomials which is instead well-conditioned. The idea is to define an approximate GCD [4]. Although there are various definitions, in most of them an approximate GCD of a pair of polynomials P and Q is the exact GCD of a corresponding pair of polynomialsP andQ where P andP are "close" with respect to a specific metric (and similarly for Q andQ). Finding the GCD of two given polynomials is an elementary operation needed for many algebraic computations. Although in most applications the polynomials are given in the power basis, there are cases where the input is given in other bases such as the Bernstein basis. One important example of such a problem is finding intersection points of Bézier curves, which is usually presented in a Bernstein basis. For computing the intersections of Bézier curves and surfaces the Bernstein resultant and GCD in Bernstein basis comes in handy (see [3] ).
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The Bernstein polynomials on the interval a ≤ x ≤ b (where a = b) are defined as
for k = 0, · · · , n, where n k = n! k!(n−k)! . When there is no risk of confusion we may simply write B n k . It is known that for a fixed n, the set {B n k (x)} n k=0 forms a basis for the space of polynomials of degree at most n. So a polynomial in a Bernstein basis is presented as f (x) = n k=0 c k B n k (x). One way to deal with polynomials in a Bernstein basis is to convert them into the power basis. In practice, poor stability of conversion from one basis to another and poor conditioning of the power basis essentially cancel the benefit one might get by using conversion to the simpler basis (see [9] ). Therefore, * Electronic address: rcorless@uwo.ca † Electronic address: lrafiee@uwo.ca we need to consider a metric to be able to define an approximate GCD in a formal way that is suitable for any fixed polynomial basis. Consider the following weighted norm, for a vector v
for a given weight vector α ≥ 0, not all zero and a positive integer r. The map d(u, v) = u − v α,r is a metric and we use this metric to compare the coefficient vectors of P and Q.
We can define an approximate GCD using the above metric. More precisely we define the pseudogcd set for the pair P and Q as
Let
).
The Bernstein basis is an interesting one for various algebraic computation, for instance, see [16] , [18] . There are also many interesting results in approximate GCD including but not limited to [1] , [4] , [2] , [17] , [19] , [7] , [14] , [15] and [13] . In [20] , the author has introduced a modification of the algorithm given by Corless, Gianni, Trager and Watt in [6] , to compute the approximate GCD in the power basis.
Our approach is mainly to follow the ideas introduced by Victor Y. Pan in [18] which works for power basis. In distiction to the other known algorithms for approximate GCD, Pan's method does not algebraically compute a degree for an approximate GCD first. Instead it works in reverse way. In [18] Pan assumes the roots of polynomials P and Q are given as inputs. Having the roots in hand the algorithm generates a bipartite graph where one set of nodes contain the roots of P and the other contains the roots of Q. The criterion for defining the set of edges is based on Euclidean distance of roots. When the graph is defined completely, a matching algorithm will be applied. Using the obtained matching, a polynomial G with roots as averages of paired close roots will be produced which is considered to be an approximate GCD. The last step is to replace the roots of G with the corresponding roots in P and Q to getP andQ as close polynomials. In this paper we introduce an algorithm for computing approximate GCD in the Bernstein basis which relies on the above idea. For us the input is the coefficient vectors of P and Q. We briefly present the steps of our algorithm here.
Step 1. finding the roots: Given polynomials P and Q, a stable method to find their roots was introduced by Gudbjörn Jónsson in [11] (see also [12] for more details). This method uses the correspondence between roots of a polynomial
with coefficients a i , and generalized eigenvalues of the corresponding companion pencil to the pair
−a n−1 −a n−2 · · · −a 1 −a 0 1 0
−a n−1 + an n −a n−2 · · · −a 1 −a 0
For the first step we apply the above method to get X = [x 1 , x 2 , · · · , x n ], the set of all roots of P and Y = [y 1 , y 2 , · · · , y m ], the set of all roots of Q.
Step 2. forming the graph of roots G P,Q : With the sets X and Y we form a bipartite graph, G P,Q , similar to [18] which depends on parameter σ in the following way: If |x i − y j | ≤ σ for i = 1, · · · , n and j = 1, · · · , m, then there is an edge between x i and y j .
Step 3. find a maximum matching in G P,Q : Apply the Hopcroft-Karp algorithm [10] to get a maximum matching {(x i 1 , y j 1 ), · · · , (x it , y jt )} where 1 ≤ k ≤ t, i k ∈ {1, · · · , n} and j k ∈ {1, · · · , m}.
Step 4. forming the approximate GCD:
Step 5. finding approximate polynomialsP (x) andQ(x): Assume f (x) = n i=0 c i B n i (x) and g(x) = m i=0 d i B m i (x) and an approximate common root of f and g, say , is given. The goal is to findf andg such that is their exact root, f −f α,r ≤ σ and g −g α,r ≤ σ. Letf = f +∆f where ∆f = n i=0 c i (δc i )B n i (x) for unknowns δc i . We want (f +∆f )( ) = f ( )+∆f ( ) = 0 hence ∆f ( ) = −f ( ). Similarly we can get ∆g( ) = −g( ) and form a reducible linear system c 0 B n 0 ( ) · · · c n B n n ( ) 0 · · · 0 0 · · · 0 d 0 B n 0 ( ) · · · d m B m m ( ) · δc 0 · · · δc n δd 0 · · · δd m T = f ( ) g( ) .
By solving the above linear system for δc i and δd i and choosing a solution such that the desired distance between the polynomials are satisfied (this can be done using SVD), we can solve the mentioned problem. The above method was introduced in [5] for power basis. It is clear that the same idea works for more than one root at a time. In order to apply the above method we need an algorithm which enables us to evaluate a given polynomial in Bernstein basis at a given point. There are different methods for doing that. One of the most popular algorithms for its convenience in CAGD applications and its numerical stability is de Casteljau's algorithm [8] . Now we apply the above algorithm with {z 1 , . . . , z t } for P (x) and Q(x) to getP andQ. This provides the last step of the algorithm.
