We present an algorithm to reconstruct smooth surfaces of arbitrary topology from unorganised sample points and normals. The method uses natural neighbour interpolation, works in any dimension and allows to deal with non uniform samples. The reconstructed surface is a smooth manifold passing through all the samlMe points. This surface is implicitly represented as the zero-set of some pseudo-distance function. It can be meshed so as to satisfy a user-defined error bound. Experimental results are presented for surfaces in R 3.
INTRODUCTION
We consider the problem of reconstructing surfaces (i.e. (d-1)-manifolds of R a) from a sparse set of unorganised points which are equipped with normal directions. This problem arises in various contexts such as computer graphics, reverse engineering, image processing, mathematics, chemistry and learning theory. Input may come from a variety of sources : laser range scanners, stereo-vision, 3D images (such as seismic data or medical images), or mathematical models (such as implicit surfaces). Geometric model compression is another application area where interpolation of surfaces from discrete samples could find applications. The most important case is d = 3 but applications can be found for other values of d.
Surface reconstruction has received considerable attention in the past. The main issues are to deal with surfaces of arbitrary topology, to allow non-uniform sampling --featureless areas need fewer samples, and to produce models with provable guarantees, e.g. smooth manifolds that accurately approximate the actual surface. We can distinguish four main approaches.
The first approach is inspired by differential geometry. Lo-*This work has been partially supported by the AFIRST program "Factory of the future".
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The second main approach consists of considering the surface as an elastic membrane. The starting point is a large membrane enclosing the data set. A deformation process is then applied to minimise the energy down to a local minimum. If the initial guess is sufficiently close to the minimiser, these methods are fast and robust against noise. The variational level set formulation has proved to be very effective [24, 28] . However, such methods can only guarantee convergence towards a local minimum that may be different from the true surface.
The third main approach is combinatorial. It consists in constructing a geometric data structure such as the Delaunay triangulation of the point set and to extract from this structure a set of facets that approximate the surface. Early results in that direction are the a-shapes of Edelsbrunner et al. [15, 16] and the sculpting method of Boissonnat [8] . Recently, Amenta et al. [2] have proposed a new Voronoibased surface reconstruction algorithm that performs well in two and three dimensions. A similar idea has independently been proposed by Melkemi [22] . Since efficient and robust codes are now available to compute Voronoi diagrams and Delaunay triangulations [13] , these methods are very fast. Notice however that the algorithm of Amenta et al. requires to add 2n so-called poles to the initial sample points and to construct the Voronoi diagram of a set of points that is 3 times as big as the initial data. In two dimensions, theoretical results on the quality of these methods can be found in the work of Attali [3] , Bernardini and Bajaj [6] . The algorithm of Amenta et al. [2] is the first one that has provable guarantees in 3 dimensions. These theoretical results hold when the sampling is sufficiently dense. However, these bounds are rarely met in practical applications and, although the algorithm appears to provide reasonable results under less restrictive sampling conditions, the reconstructed surface may not be a manifold, may have additional holes and may not pass through all the sample points when the sample is not dense enough.
The last major approach consists in using the input points to define a signed distance function and to compute its zeroset. The surface is therefore regarded as a level surface of an implicit function defined over the entire embedding space. Such methods have been applied to the surface reconstruction problem by Hoppe et al. [20}, Bajaj et al. [4, 5] , and Curless and Levoy [12] . The algorithm proposed by Hoppe et al. [20] is related to ours. It estimates a tangent plane at the sample points using the k nearest neighbours and uses the distance to the plane as the signed distance function. The zero-set of this function is then sampled at grid points and polygonalized using the marching cube algorithm. The algorithm of Curless and Levoy [12] is similar and tuned to range images. These algorithms require a (at least locally) uniform sampling since otherwise the k nearest neighbours may well be almost collinear, resulting in a poor estimation of the tangent plane. The algorithm of Bajaj et al. [4] computes a distance function from the a-shape of the points. In order to guarantee that the a-shape has the same topology as the actual surface, the sampling must be dense and uniform. No theoretical analysis of these algorithms has been done yet.
Our method combines Voronoi diagrams and implicit functions. It works in any dimension and is suitable for surfaces of arbitrary topology and non-uniform sampling. Its main features are the following.
First, it uses natural neighbour interpolation [26, 27] . Natural neighbours are easily computed from the Voronoi diagram of the sample points. They allow to deal with non uniform samples and to produce smooth interpolations.
Second, the method directly produces a smooth surface without computing an intermediate polyhedral approximation, as it is usually done [4, 19] . The reconstructed surface is a smooth manifold passing through all the sample points, and its normal at such a point is the normal the point is equipped with. The surface is implicitly represented as the zero-set of a signed pseudo-distance function. Such a representation is attractive for computing offsets or boolean operations and for rendering [7] . A polyhedral approximation of the implicit surface can also be provided.
Third, theoretical guarantees can be derived for the quality of the reconstructed surface. Extensive tests in R 3 show that it performs well in practice, even for small sample sets.
Notations
Let (.9 be a closed subset ofR d whose boundary S is a smooth (d -1)-manifold. Let 7 ) be a set of n points pl,...,p~ called sample points, on the boundary of S. Each point pi is equipped with the unit normal n(pi) to S at pl, oriented towards the outside of O. We denote H(p~) the hyperplane passing through pi and perpendicular to n(p~), and H+(pi) the half space limited by H(pi) and opposite to n(pi). The hyper-plane bisecting two points x and pi is denoted B~,p~, while B+m refers to the half-space delimited by B~,p~ and containing x.
Paper overview
Section 2 provides the basics of natural interpolation. Its application to surface reconstruction together with the corresponding theoretical guarantees are presented in sections 3 and 4. Sections 5 and 6 are devoted to the algorithmic aspects, implementation issues and reconstructions results.
NATURAL NEIGHBOUR INTERPOLA-TION

Natural neighbours
When the data points are non uniformly distributed, defining neighbouring points is an issue. In particular, in order to construct a surface, we would like to be able to link a given point x to sample points that are close to x and at the same time distributed all around x. Simple definitions like points within a certain distance or k nearest points fail in general to insure such a property. Another approach consists in weighting the points depending on their distance to x. However, such weighting functions are not data dependent and therefore also fail in case of sparse data. We prefer to use the so-called natural neighbours introduced by Sibson [26, 27] . We briefly overview some definitions and properties. 1. Ap~(X) is a continuous function of x, and is continuously differentiable excepted at the data sites. When x lies outside the convex hull of P, wm(x ) is unbounded if pi is a vertex of the convex hull. In order to keep the wpi (x) bounded, we need to bound the domain where we want to compute natural .~oordinates. This can be done quite easily by adding points on a sufficiently large bounding box.
An efficient algorithm to compute the natural coordinates in 3D is presented in Section 5.
Natural neighbour interpolation
Assume that to each pi is attached a continuously differentiable function hp~ from R d to R satisfying hp~ (pi) = 0. We define the natural neighbour interpolation of the hp, as
i for some arbitrarily small w > 0.
As already pointed out in section 2.1, we use a bounding box/3 to bound the natural coordinates of any point inside 13. The set of data points consists of the pi plus some points q~ added on B. We take hqi --0 for all points qi on the bounding box. In the sequel, P will denote the union of the sample points p~ and of the qi. [] By the implicit function theorem, h -1 (c) is continuously differentiable if c is a regular value which, by Sard's theorem is true for almost all c [10, 17] .
SURFACE RECONSTRUCTION
Interpolation of signed distance functions
In the context of surface reconstruction, various functions can be used for the h m (x). We follow Hoppe et al. [20] and use the afflne functions hpl (x) = (pi -x) " n(pi), where n(pi) is the unit normal to S at pi. In other words, h;~l (0) is the hyperplane tangent to S at pl. Other choices should be possible but we do not pursue this issue here.
We then define the interpolating surface S as the zero set h-l(0) and h-l(> 0) as the interpolating shape (9. As mentioned in the previous section, S is almost surely a (d-1)-manifold which is continuously differentiable. Moreover, Theorem 5 shows that, when the sampling density increases, the Hausdorff distance between S and S vanishes.
Triangulating the reconstructed surface
Given a set of sample points P, the Voronoi diagram of ~o uniquely defines the reconstructed surface ,~. However, this surface is implicit and can only be known through the evaluation of h at various points x. We therefore need to compute a discrete approximation of ,~. Since the Delaunay triangulation of 7 ) has to be constructed in order to compute the natural coordinates, we also use it to approximate S. The advantages over a standard polygonalization method such as marching cube are twofold. First, the data structure is locally adapted to the geometry of S --instead of uniform. Second, the information of the sample points being on ,~ is fully used --whereas a marching cube recomputes every vertex output.
The dual Voronoi edge of a Delaunay triangle t is the line segment joining the centers of the spheres circumscribing the two tetrahedra sharing t. Define a Voronoi edge as bipolar if the implicit function h evaluates to a positive value at an endpoint and to a negative value at its party. Out of the Delaunay triangulation of the sample points, we select the Delaunay facets whose dual edge is bipolar --the bipolar facets for short. Corollary 6 states that, under some good sampling condition, the bipolar facets form a polyhedron homeomorphic to S. This polyhedron constitutes our initial approximation.
Refining the initial triangulation
The initial approximation can be refined by inserting points on S and updating the Delaunay triangulation and the set of bipolar facets accordingly. Notice however that in order to perform such a refinement, we cannot use a single Delaunay triangulation since inserting new vertices in it would alter the implicit function. We therefore use two Delaunay triangulations. The first one, built from 79, defines the implicit function. The second one, initialised from 79, is the triangulation the new points are inserted into. It also provides the Delaunay facets tested for bi-polarity.
More precisely, we adapt Chew's curved-surface meshing algorithm [11] as follows. To each bipolar facet is associated an error, which is the value h(c) at the center of the circle circumscribing the facet. We sort all the bipolar facets by decreasing errors and put all the facets whose errors are larger than a user-specified error bound ~ in a priority queue Q. We also add to Q the bipolar facets whose angles are not all greater than 30 degrees. While Q is not empty, we extract from Q the facet f with the largest error and search (using binary search) the point s of the Voronoi edge dual to f that lies on ,~ --the so-called surface circumcenter. We then add s to 79, update the Delaunay triangulation of 79 and the set of bipolar facets. We also update Q by inserting the new bipolar facets whose errors are greater than r I.
If the initial set P satisfies the sampling condition mentioned above, it will remain so when we add points to 79. Hence, by Corollary 6, the union of the bipolar facets will remain homeomorphic to S after each insertion of a new point. It follows that the polyhedral approximation ,~ has the same topology as S.
Moreover, as shown by Chew, the algorithm halts after a finite number of insertions. When the algorithm terminates, satisfies the user-specified error bound 7.
Overall reconstruction algorithm
From the previous discussion, performing a reconstruction from a point set 79 consists of building the Delaunay triangulation of 79 and evaluating the implicit function at the circumcenters of the tetrahedra of that triangulation. The result is a 2D triangulation encoding the reconstructed surface. This initial mesh can be refined as explained above.
THEORETICAL GUARANTEES
We first define natural neighbours on a surface. The ball centered on S that passes through d points of 79 is called a surface ball. A surface facet is a subset of d points of 79 whose corresponding surface ball is empty, i.e. that does not contain any sample point in its interior. We define the surface natural neighbours of x as the vertices of the surface facets whose corresponding surface balls contain x. It is easily verified that, when S = R d-1 , the surface natural neighbours of a point of S coincide with the usual natural neighbours in R d-1.
We now recall the definition of a good sampling borrowed from Amenta and Bern [1] . A ball is said to be maximal if (1) its interior does not intersect S, (2) it cannot be included in a larger ball satisfying (1) . There are two maximal ball passing through a point x E S.
The local feature size lfs(x) at a point x E S is the Euclidean distance from x to the medial axis of S (i.e. the locus of the centers of the maximal balls As a consequence, when P is a good sample, the Delaunay simplices can be classified as internal or external depending whether or not they belong to the closed region bounded by the union of the surface facets. The surface facets are common to an internal simplex and to an external simplex and therefore deserve their name.
When the sampling density is large, the Voronoi cells are elongated : their width tends to zero with e while their diameter tends towards a non-zero quantity that depends on S. Accordingly, a natural coordinate of a point x of S will be large if the corresponding sample point is a surface natural neighbour of x and small otherwise. This is precisely stated in the following theorem proved in [9] . ( 
THEOREM 3. Let x be a point of S and assume that the centers of the two maximal balls passing through x are not focal points orS. If79 is a good e-sample of S, we have Z ~,(xl=O(e),
i~s(.) where S(x) denotes the set of indices of the surface natural neighbours of x.
THEOREM 4. Let P be a good e-sample of S. For any x on S, we have lh(x)l = O(e). For any5 >0 and for any x that lies at distance at least 5 from S U 13, there exists an e and a strictly positive constant rl such that Ih(x)l >_ r I. h(x) is positive if x E (.9, negative otherwise.
Proof. 1. Let x E S and d(x)
=
E )~Pi(X)Ih~,(x)l + d(x)O(e) ieS(z) < ~ Api(x)Ilxpill +d(x)O(e). ies(x)
We prove now that, for any surface natural neighbour pi of x, [[xpd ] < ~ lfs(x). Indeed, let S be a surface ball whose interior contains x. Let v be the center of S and pi one of the sample points lying on S. We have Ilvxll < IlvPill and Ilvpill <-~ lfs(v) since 79 is a e-sample. Moreover, Ilzp/ll < Ilxvll + Ilvpill < 2elfs(v) and lfs(v) g lfs(x) + Ilxvll <__ lfs(x) + e lfs(v). Hence lfs(v) < ~ lfs(x), which proves the claim.
We therefore have Ih(x)l _< (a2_-~ lfs(x) + d(x)) O(e). Since both lfs(x) and d(x) are bounded quantities that do not depend on ~, we have proved the first part of the theorem.
2. Let x 6 S and assume, as in the theorem, that x lies at distance at least 6 from $ t2 B for some constant 6 > 0. We therefore have IIxpil[ > 6 for any pi E 79. Without loss of generality, we assume that x 6 (9; the other case is entirely symmetrical.
Consider first the case of an infinitely dense sampling so that any point on S is a sample point. In such a case, the set Af(x) of all natural neighbours of x is a portion of S. This set consists of the points where the maximal spheres passing through z touch S (see Figure 2) .
.' ,I~ \ k :. .i) .... 
h(x) =f~ Ap(x)hp(x) ds>op >0. (~)
This proves the theorem in the limit. By continuity of the hpi and of h, the result holds also for a sufficiently small e. 
Volume computation algorithm
Preamble
Consider the natural region NR~,p~ associated to pi upon insertion of x. Since this region is delimited by Voronoi centers in convex position, one could just collect them, compute the convex hull and its volume. But this requires a convex hull algorithm. Another method proposed in [23] consists of first computing the Voronoi region of x, and second subdividing it into the natural neighbours sub-regions. This strategy requires intersection algorithms.
To keep up with the Delaunay machinery, we calculate simultaneously the volume of all the natural regions by mimicking the insertion of x in the Delaunay triangulation• Before describing the algorithm more precisely, we recall how a point is inserted in a Delaunay triangulation, and describe the geometry of a natural region.
Inserting apoint in a 3D Delaunay triangulation
Inserting a point x in a Delaunay triangulation is a two stages process. First, the tetrahedra in conflict i.e. whose circumscribing ball contains x are sought. The union of these tetrahedra forms a star-shaped region referred to as the cavity. Second, this cavity is filled up with new tetrahedra. Each such tetrahedron is defined by a Delaunay facet on the boundary of the cavity and the new vertex inserted. See Figure 4 for a 2D example. Suppose now that a Voronoi facet --arch or cap--is available as the ordered sequence of its vertices• Since the facet is convex, this sequence provides a natural triangulation: the fan-shaped triangulation radiating out any vertex• The union of these triangles provides a triangulation ~ of all the facets of NR~,p~ but the bottom one.
Once such a triangulation is available, if oi is any vertex of the bottom facet, the volume of NR~,p i reduces to the sum of the volumes of the tetrahedra defined by oi and the triangles of Ti.
The algorithm
From the previous discussion, computing the volume reduces to reporting the sequences of vertices defining the caps and the arches. To see how this can be done, define an external (internal) edge of the cavity as a Delaunay edge located on the boundary of (inside) the cavity.
Let e be an external edge. Upon the insertion of x, some tetrahedra {tl,..., tk} adjacent to e are killed and replaced by two new tetrahedra {t +, t+}. These new tetrahedra have x as apex and the Delaunay facets adjacent to e as base. Let {cc+}{=1,2 and {cci}i=l ..... k be the circumcenters of the new and old tetrahedra. The sequence {ce +, ccl .... , eck, cc +} describes the arch intersection of the dual facet of e with B+m.
Consider now an internal edge (pi, pj). Such an edge does not exist in the triangulation resulting from the insertion of x. But its dual facet is common to NR~,p~ and NRx,pj and is a cap.
To summarise, the volume computation is a two stages process. First, the tetrahedra in conflict are sought. Second, the edges of the cavity are rotated around. These rotations report all the facets of all the natural regions but the bottom facets. If e = (pi,pj) is a cavity edge, its dual is a cap or an arch which is used to increment the volume of pl and pj. The complexity of the volume computation is the same as the one of the Delaunay insertion.
Experimental observations
Overhead of the natural coordinates computation
As explained above, computing the natural coordinates of a point consists of simulating its insertion in a Delaunay triangulation. However, with reference to a straight Delaunay insertion, this requires maintaining auxiliary data structures, computing new circumcenters, as well as computing volumes.
To measure this overhead, we ran two programs for various models: one performing a sequence of insert() operations, and one executing a sequence of simulateInsertO+insert 0 operations. Notice that this test bed ensures that the simulateInsert 0 and insert() operations are performed on triangulations of the same size. The results are listed in Table 1 whose five columns respectively report the random model, the sample size, the insertion time tl, the cumulated time tl +t2 of the insertions simulations followed by the insertions, and the ratio t2/tl. Several observations can be raised.
Localising the tetrahedra in conflict against re-triangulating the cavity. Computing the natural coordinates incurs a penalty factor ranging from 10 to 5 depending on the number of points processed. This variation corresponds to the cost of finding the tetrahedra in conflict versus re-triangulating the cavity. The larger the sample, the more prominent the relative localisation cost. 
Overhead of the natural coordinates computations.
Profiling the natural coordinates computation
A typical profile over a sequence of simulateInsertO calls is summarised by Table 2 . Apart from the system related procedures which are up to 22% of the computational time, the top 15 most offending functions contribute to 60% of the cost.
Figuring out the tetrahedra in conflict with the point tested corresponds to f6. Functions flo, f4and fl1 report the cost of rotating around the external and internal edges of the cavity. The costs of computing the circumcenters of the tetrahedra created during the simulation is accounted for by f3 and f12. Functions fl and f7 are the backbone of the volume computation. In particular f7 takes as input two indices in stack of circumcenters and processes the corresponding Voronoi facet or arch. Elementary volume computations are subsequently dispatched in f2, fs, fv, f13 and f14. This even distribution of costs shows that a totally different technique may be necessary to reduce the 5 to 10 overhead just mentioned. 
About the Delaunay triangulation used
Practically, we use the randomised Delaunay triangulation algorithm of Devilters [13] . This code processes about 500,000 points randomly distributed in the unit cube per minute on an Intel i686 processor with 256MB of RAM. Notice however that when the points are not distributed in a volume but on a surface, which is the case in the reconstruction context, the performances are slightly worse since the connectivity of the triangulation is higher.
RECONSTRUCTION RESULTS
In addition to a couple of synthetic models --the sphere and the double torus depicted on Figures 6 and 7 , we ran the reconstruction algorithm on several models: 4 bunnies ranging from 250 to 8141 points, a triceratops, a cow, a horse, and a molecular surface.
Practically, the value of w in the expression of h(x) is set to 0 ---see Equation 1 of Section 2.2.
As explained in section 2.1, the model sample points are added a set of points located on a bounding box. This box is chosen as the model tight bounding box slightly expanded.
We explored the range [1.2, 2] by steps of 0.1 for the expansion coefficient, and the range i × i, i = [2, 8] for the number of points per bounding box face. The surface reconstructed is not sensitive to these factors in the sense that one gets the same bipolar facets.
The surface polygonalization returned is the initial set of bipolar Delaunay facets for the big bunny, the cow, the horse and the molecule. For the other models, this mesh is refined down to 77 = 1/3 of the initial maximum grade 770.
The method performs well on all models. Good results are produced even for very small samples. In Figures 12 and  13 , results are presented for a set of only 250 points from the bunny. It is to be observed that refining the mesh leads to a neat improvement on the ears where the sampling is very crude and does not satisfy the good sampling condition. For this kind of data and to the best of our knowledge, no combinatorial method produce a nice polyhedral surface using only the data points as vertices.
The same observations can be done on the cow and the triceratops models. The method provides satisfactory results even on the thin parts like the horns. Figure 15 shows again that refining the mesh is quite effective and allows to remove some singularities that occur if the mesh is not refined.
For each model, Table 3 lists the following parameters: the number of sample points, the number of tetrahedra in the triangulation, the number of facets reported by the triangulation algorithm, the average and maximum number of natural neighbours over the insertion simulations, the time required by the meshing algorithm --in seconds, and the number of evaluations of the pseudo-distance function h that are performed per minute.
The main observation is that the running times may vary a lot for a given number of sample points. In particular, the bunny with 8k points takes longer that any other model. Not surprisingly, the number of natural neighbours that are processed at each evaluation of the function is much higher. 
CONCLUSION
Our method is based on two main assumptions. First, we have assumed that the normals to the surface at the sample points axe known. Although, normals are provided in some applications, in some others, they need to be estimated from the points. The normals can be estimated by approximating locally the tangent plane or can be deduced from the Voronoi diagram of the sample points, as suggested by Amenta and Bern [1] .
We have also assumed that the surface is smooth and without boundary. We are currently extending this approach to surfaces with sharp edges and surfaces with boundaries. Results will be reported in forthcoming reports.
We have only considered surfaces, i.e. manifolds of codimension 1. It should be interesting to investigate other cases, most notably the case of curves in R 3. For previous work on this problem, see [14, 18, 28] .
