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ABSTRACT
Barotropic to baroclinic conversion and attendant phenomena were recently examined at the Kaena
Ridge as an aspect of the Hawaii Ocean Mixing Experiment. Two distinct mixing processes appear to be at
work in the waters above the 1100-m-deep ridge crest. At middepths, above 400 m, mixing events resemble
their open-ocean counterparts. There is no apparent modulation of mixing rates with the fortnightly cycle,
and they are well modeled by standard open-ocean parameterizations. Nearer to the topography, there is
quasi-deterministic breaking associated with each baroclinic crest passage. Large-amplitude, small-scale
internal waves are triggered by tidal forcing, consistent with lee-wave formation at the ridge break. These
waves have vertical wavelengths on the order of 400 m. During spring tides, the waves are nonlinear and
exhibit convective instabilities on their leading edge. Dissipation rates exceed those predicted by the
open-ocean parameterizations by up to a factor of 100, with the disparity increasing as the seafloor is
approached. These observations are based on a set of repeated CTD and microconductivity profiles ob-
tained from the research platform (R/P) Floating Instrument Platform (FLIP), which was trimoored over
the southern edge of the ridge crest. Ocean velocity and shear were resolved to a 4-m vertical scale by a
suspended Doppler sonar. Dissipation was estimated both by measuring overturn displacements and from
microconductivity wavenumber spectra. The methods agreed in water deeper than 200 m, where sensor
resolution limitations do not limit the turbulence estimates. At intense mixing sites new phenomena await
discovery, and existing parameterizations cannot be expected to apply.
1. Introduction
As the barotropic tide forces stratified water over
topography, energy is lost principally in the generation
of baroclinic waves (Merrifield and Holloway 2002;
Klymak and Gregg 2004). The dissipation of these
waves plays a significant role in determining the geog-
raphy of mixing in the ocean. Here we address dissipa-
tion mechanisms prevalent at a generation site in the
Hawaiian Ridge, in the waters directly above the Kaena
Ridge.
The dissipation of the barotropic tide in the deep ocean
is generally discussed in terms of three mechanisms:
1) direct bottom friction;
2) internal tide generation with subsequent decay via
nonlinear interactions with the ambient internal
wave field (St. Laurent and Garrett 2002; Polzin
2004), perhaps enhanced at low latitudes by subhar-
monic instabilities (MacKinnon and Winters 2005;
Hibiya and Nagasawa 2004);
3) internal tide radiation with distant breaking as it en-
counters far-field topography (Legg and Adcroft 2003;
Johnston and Merrifield 2003; Nash et al. 2004).
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Here we highlight a fourth pathway:
4) internal tide instability and breaking in the immedi-
ate proximity of the generating region.
This is a well-known energy sink in tidal flows in fjords
(Freeland and Farmer 1980; Klymak and Gregg 2004;
Inall et al. 2005). The discovery of this phenomenon in
the deep sea has awaited the development of rapid-
sampling, precise sensors. Direct breaking is a conse-
quence of supercritical flow associated with the baro-
clinic tide at the generation site. The exact mechanism
of supercriticality depends on a number of param-
eters—the aspect ratio of the topography relative to the
internal waves, the width of the obstacle relative to the
tidal excursion, and the strength of the flow relative to
the obstacle height and stratification (Baines 1995; Gar-
rett and Kunze 2007).
This paper presents turbulence dissipation measure-
ments made at Kaena Ridge, an important internal
tide-generation site on the Hawaiian Ridge (Rudnick et
al. 2003). The site, between the islands of Kauai and
Oahu, has been shown to generate a significant internal
tide (Lee et al. 2006; Rainville and Pinkel 2006; Nash et
al. 2006; Martin et al. 2006), in agreement with numeri-
cal model estimates (Merrifield and Holloway 2002). In
situ dissipation estimates indicate that between 5% and
25% of the power lost from the barotropic tide goes
into local dissipation processes (Klymak et al. 2006).
The large spread of this estimate indicates the difficulty
in measuring turbulence dissipation over such a large
area.
Given the tidal origin of the internal waves, we might
expect a spring–neap cycle to the turbulence dissipation
as found in fjord studies and in the Brazil Basin (St.
Laurent et al. 2001). However, time series of turbulence
dissipation made a modest distance away from the gen-
eration site (at various depths, about 2500 m off-ridge)
varied by only a factor of 2 with the spring–neap cycle
(Klymak et al. 2006). In contrast, near-bottom dissipa-
tion estimates from moorings on the slopes of the Ha-
waiian Ridge demonstrate a strong spring–neap cycle to
the dissipation (Levine and Boyd 2006). These mooring
measurements also show that the dissipation is phase-
locked to the semidiurnal tidal cycle in a predictable
manner (Levine and Boyd 2006; Aucan et al. 2006).
Presumably, the mechanism that drives turbulence near
the seafloor is different from that farther aloft.
The measurements in this paper are taken atop the
ridge from the research platform (R/P) Floating Instru-
ment Platform (FLIP). We estimate the turbulence dis-
sipation at our site via two independent indirect meth-
ods (section 2). A clear distinction is seen between the
near-bottom, tidally modulated turbulence dissipation
and the more steady dissipation away from the bottom
(section 3). We postulate that there are two regimes: a
direct instability of the internal tide near the ridge crest,
and a less direct midwater energy cascade through the
broadband internal wave field (section 4). Our mea-
surements compare well with other measurements
made at the ridge (section 5) and help to explain the
discrepancy in the observations cited above.
2. Measurements
a. Site description
The measurements were collected from the R/P
FLIP, which was moored in 1100 m of water at the
south edge of Kaena Ridge, between Oahu and Kauai
(Fig. 1). FLIP was deployed for 35 days as part of the
Hawaiian Ocean Mixing Experiment (HOME) along
a line occupied by two other moorings: “Big Boy”
(Levine and Boyd 2006) on the north flank and “DS”
(Aucan et al. 2006) on the south. Here we analyze data
from 25 days of optimal working conditions that make
up the large part of two spring and neap tides (Fig. 2;
see Rainville and Pinkel 2006 for further details).
R/P FLIP was outfitted with a Doppler sonar that
had four upward- and four downward-looking beams
and was deployed at 418 m. This was able to measure
water velocity from as near to the surface as sidelobe
interference would allow (about 60-m depth), to 800 m.
The four up-looking beams transmitted at 170 kHz,
while the down-looking beams transmitted at 140 kHz.
Depth resolution was 4 m. There was persistent inter-
ference at 550-m depth where the seafloor echo from a
previously transmitted pulse was received by the sonar.
There were no usable data between 412 and 424 m
because of ringing of the sonar transmit pulses imme-
diately following transmission.
Two Sea-Bird Electronics (SBE) conductivity–tem-
perature–depth (CTD) packages were deployed, one
cycling between 10- and 400-m depth and the second
between 400- and 800-m depth. Cycles were made at
synchronous 4-min intervals with a drop speed of 3.5
m s1. The conductivity and temperature cells on the
SBE 9 and 11 CTDs were matched by linearly shifting
the conductivity time series back by either 0.1353 or
0.0658 s (one of the CTDs was replaced 26 September
2002 and had the shorter lag). It is not necessary to
correct for thermal lag in such stratified waters. The
24-Hz density data were then smoothed by 15 points, or
2.188 m. Temperature data are not as noisy and were
smoothed to 16 Hz, or 0.2 m.
Both CTDs were initially equipped with SBE 7–02
microconductivity sensors on the nose, sampled at 96
Hz. The upper CTD was lost on 24 September and
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replaced with a Seabird 911 plus, which did not have a
microconductivity sensor. On 8 October the deep mi-
croconductivity sensor failed, so we do not present data
after that date. To estimate turbulent dissipation rates,
we calculated wavenumber spectra of microconductiv-
ity and surveyed macroscale regions of statically un-
stable water (overturns), as described next.
b. Overturn estimates of dissipation
The turbulence dissipation rate  can be estimated
from density overturns (Thorpe 1977; Alford and
Pinkel 2000b). For each profile of temperature and sa-
linity, potential density is calculated relative to 200 m
for the upper CTD and 600 m for the lower. When
density inversions are encountered, the Thorpe dis-
placement is then given by the difference in depth of
the water parcel in the unsorted and sorted profiles s:
L  z  zs.
The bounds of an overturn are determined where the
sum of L drops back to zero (Fig. 3b). The stratifica-
tion appropriate to each overturn was calculated as
NT
2  g max  minmaxz  minz ,
FIG. 2. Predicted amplitude of tidal velocity from the OTIS model (Egbert and Erofeeva
2002) at the location of R/P FLIP. Times discussed in the paper are indicated with the solid
lines, alternating between neap and spring.
FIG. 1. R/P FLIP was moored in 1100 m of water over Kaena Ridge at 21°40.78N, 158°37.77W. Also shown are two moorings
from the same field program, where large near-bottom overturns have also been observed.
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where the maxima and minima are across the overturn.
This gives an estimate for the turbulence dissipation
rate:
  aL
2NT
3 , 1
where a  1 is a constant of proportionality (Dillon
1982; Moum 1996b). For comparison, the same proce-
dure is carried out for potential temperature to get 	.
The overturning method has some clear disadvan-
tages, particularly for a probe moving through the wa-
ter at 3.5 m s1. The smoothing required for density
precision limits detectable overturns to scales 
2 m.
This hampers our investigation in the highly stratified
water in the upper 150 m. Temperature overturns are
not usable where salinity compensates temperature,
which occurs in a number of places in the dataset, par-
ticularly near the surface. Nonetheless, for large parts
of the cruise, the temperature and density overturning
methods agree with each other and with the microcon-
ductivity and internal wave estimates, giving confidence
that we have a useful estimate of the turbulence dissi-
pation rate.
c. Microconductivity estimates of dissipation
The microconductivity sensors are corrected for a
preemphasis filter applied in the circuitry (Alford and
Pinkel 2000a). The gain and offset of the sensors is
calibrated in situ by matching with the CTD macrosen-
sor at low vertical wavenumbers (Fig. 4). These offsets
were recalculated at 48-h intervals. Calibration shifts
were mainly associated with removing the CTDs from
the water. For the data presented here the in situ cali-
bration does not drift by more than 20% from the fac-
tory calibration.
The method here generally follows that of Alford
and Pinkel (2000a) and Klymak and Moum (2007). To
relate conductivity to turbulence dissipation, first as-
sume that conductivity fluctuations primarily reflect
temperature fluctuations. Conductivity actually de-
pends on both temperature T and salinity S:
dC
dz
 a1
dS
dz
 b1
dT
dz
,
where a and b are local constants. At 35 psu and 10°C,
they are a  10.9 S1 m psu, and b  11.1 S1 m K.
Since a and b are approximately the same size, our
assumption that
dC
dz
 b1
dT
dz
is only valid when dT/dSk 1. This is a valid assumption
through most of the water column, where dT/dS 
 5
(Fig. 5b). This approximation allows us to estimate the
temperature spectrum from the conductivity spectra
T  b
2C.
FIG. 3. (a) Profiles of potential density (black), density-scaled temperature (T, shaded line), and density-scaled salinity (S,
dashed–shaded line). (b) Parcel displacement, density (L, black), and temperature (L	, shaded). (c) Stratification from sorted profile
(thin black) and for the overturns (thick black for density, thick shaded for temperature). (d) Turbulence estimate; thin line is from
microconductivity probe (see below), and solid lines are from density (black) and temperature (shaded).
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Temperature spectra are related to turbulence dissi-
pation by the Osborn–Cox assumption: K  /N
2,
where N2 is the local stratification, and   0.2 is a
mixing efficiency (Osborn 1980; Moum 1996a). Assum-
ing that the turbulence results in the same Fickian dif-
fusion of temperature as it does of density, then K 
KT. Here KT is estimated from the temperature-
derivative spectrum by the Batchelor spectrum (Batch-
elor 1959):
dTdz  2KTdTdz2CT23z13  q12z, 2
where z  2kz is the radian wavenumber, CT  0.44
is the Monin–Corrsin constant, and q  2.3 is the strain
rate of the turbulence. Here we have followed Klymak
and Moum (2007) in the choice of constants and in
adding the spectra. We have also ignored the high-
wavenumber roll-off because it is not resolved.
To estimate , KT  N
2 is used in Eq. (2), where
N2 is a local estimate of the stratification. For  to be
the only unknown, estimates of the local temperature
and density gradients are needed. These can be evalu-
ated independently; however, doing so increases the
noise in the estimates, particularly in the low-
stratification water and in the presence of overturns.
This is avoided by calculating the temperature gradient
from the stratification:
N2  g
dT
dz
1  1R, 3
where R is the density ratio. So Eq. (2) can be rewrit-
ten as
dTdz 
2N2
g1  R
 12
CT
23z
13  q12z.
4
Temperature spectra were calculated from the micro-
conductivity probe over 1-s patches of data (96 points,
or 3.6 m). At low wavenumbers, the spectra are domi-
nated by internal waves and other finescale motions. At
high wavenumbers the imprecision of the sensor re-
sponse correction dominates the signal. Therefore, Eq.
(4) was fit over a limited wavenumber range 4  kx 
9 cycles per meter (Fig. 6). The actual calculation is
carried out on short spectra (16 points) averaged in 1-s
bins, considerably increasing the stability of the esti-
mate from bin to bin; N2 is calculated from the same
density signal used for the overturning analysis.
d. Sensitivity of dissipation rate estimates
The two methods of estimating the dissipation are
compared extensively below, both with each other and
with shear-probe microstructure measurements made
at the ridge (Carter et al. 2006). Here a preliminary
comparison is made for two depth intervals, one shal-
FIG. 5. (left) Mean profiles and (right) ratio of the gradients of
temperature (black) and salinity (gray), measured from the mac-
roconductivity cell. The temperature gradient dominates the sa-
linity gradient for the whole water column, not dropping below a
factor-of-5 difference.
FIG. 4. Example derivative conductivity spectra compared with
that of the SeaBird 911 sensor. The correction to the microcon-
ductivity sensor is both a correction for a preemphasis circuit and
an in situ gain correction.
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low and one deep, during the first spring tide (Fig. 7).
The results, which will also be apparent below, indicate
that the two methods agree very well in deep water
(Figs. 7c,d). The overturning method misses small dis-
sipation events because of the 2.2-m smoothing of the
density signal. However, the mean is dominated by
large dissipation rates, and the estimates agree in the
mean. In shallower water, the stratification increases
and the resolution of the CTD is not adequate to re-
solve overturns, and the mean dissipation rate is under-
predicted by a factor of 5 (Figs. 7a,b) relative to the
estimates derived from the microconductivity cell.
The reason the overturning method  misses over-
turns is because the outer length scale of the turbu-
lence, the Ozmidov scale LO  2 (N
3)1/2, is less than
the smoothing scale of the CTD data, 2.2 m. This is
borne out by comparing how much of the water column
has LO 
 2.2 m (as determined from the microconduc-
tivity estimates) and how much has detectable over-
turns (Fig. 8). The same percentages apply to both met-
rics of turbulence and show why the shallow, highly
stratified data miss a large proportion of the turbulent
events.
The 2.2-m smoothing of the density data was chosen
to give the most appropriate match between the two
estimates at middepths (Fig. 9). If there is no smooth-
ing, then the overturn method overestimates every-
where (Fig. 9a). Increasing the smoothing of the density
data decreases the average dissipation, but does so
most dramatically at shallow depths. Deeper than 250
m, data are relatively unaffected by the smoothing.
Similar comparisons on other time periods show even
better agreement deeper than 250 m with the 2.2-m
smoothing, so we have used that for calculating . In
the rest of the paper we compare the “overturn” and
“spectral” estimates both spatially and temporally.
They are also compared with dissipation profiles col-
lected by Carter et al. (2006) using a free-fall micro-
structure (shear probe) profiler.
3. Observed dissipation
The strongest turbulence at our site is found near the
bottom of our profiling range and is linked to the local
internal tide waveform. Farther aloft, turbulence is
weaker and not as time dependent. We demonstrate
this with representative data.
a. Example time periods
First, three example records are presented. A 1.5-day
sample from a neap tide and two 1.5-day periods from
the two spring tides are chosen.
The neap tide example has isopycnal excursions of
over 50 m near the bottom (Fig. 10a), rising just before
the peak velocity at that depth. Tidal phase is propa-
gating downward at about 600 m in 3 h, indicative of
upward-propagating energy. There is also evidence of
near-inertial waves (Pinkel 2008). The third tidal peak
is somewhat larger that the other two and has a sharp
rebound at approximately 0500 UTC 17 September
2002. This rebound is a consistent feature of the near-
bottom tidal response during strong forcing.
The strongest turbulence in this example is in this
third crest (Figs. 10b,c). There is a small burst during
the first crest, and a smaller one concentrated in a thin
sheet in the second one. Higher in the water column,
mixing is weaker and sporadic, taking place in sheets
that last for a few hours each.
The two methods of estimating the turbulence dissi-
pation rate appear to agree quite well at most depths
(Figs. 11a,b). The microconductivity method  is a
little higher near 600 m, mostly due to two thin tendrils
near 1500 UTC 18 September. The magnitude of  is
diminished above 250 m, where the stratification is
stronger. Here overturns are smaller and sensor reso-
lution becomes a factor.
The spring tide on 20 September is more energetic
and exhibits greater dissipation (Fig. 12). Isopycnal ex-
cursions exceed 100 m at 800-m depth. Again, there is
downward phase propagation of the velocity signal,
with the deeper flow lagging the barotropic velocity
predicted from the Oregon State Tidal Simulation
(OTIS; Egbert and Erofeeva 2002) by almost 3 h.
Isopycnals near the bottom of the record are asymmet-
FIG. 6. Two example microconductivity fits from turbulent and
quiet portions of a drop. The fit is made between 4 and 9 cycles
per meter (thick shaded lines).
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ric, with the leading edge rising more sharply than the
trailing edge drops. The second wave has a sharp re-
bound at the top between 500 and 700 m that shows a
downward phase propagation. This rebound is seen in
other waves in the time series, though not on every
cycle.
The on-ridge flow and heaving isopycnals are associ-
ated with strong turbulence deeper than 400 m in all
three waves. Regions of turbulence 50–100 m thick last
for hours, often tracking isopycnals. The regions appear
predominantly phase-locked to the rising edge of each
crest. In comparison to the neap tide, the water below
500 m is more turbulent by a factor of 4 or 5. Higher in
the water column there is very little difference.
A stronger flood tide from later in the cruise shows
larger isopycnal excursions, exceeding 150 m near the
bottom (Fig. 13; note that this plot is only of the bottom
400 m). There are sharp high-frequency vertical undu-
lations, almost 50 m, at the peaks of each tide. Again,
the internal tide is asymmetric near the bottom, with
the leading edge steeper than the trailing, reminiscent
of an internal bore. Overturns on the leading edges can
be clearly seen in the contours, even at this coarse con-
touring interval. Inspection of individual profiles re-
veals overturns exceeding 120-m height. During the on-
slope phase of the internal tide, average  below 400 m
is of order   107 m2 s3, with most of that in more
dissipative bursts exceeding   106 m2 s3. The trail-
ing edges of the waves are not turbulent except in iso-
lated tendrils.
FIG. 7. Comparison between the two dissipation estimates made in this paper. (a), (c) PDFs of  for each bin of . Both signals have
been smoothed and decimated by 10 m to remove variance within individual overturns. The black band along the bottom is for data
with no overturn estimate so   10
11 m2 s3. The mean value of  is shown as a function of . (a) Depths at 50–100 m, and (c) at
420–570 m. (b), (d) Corresponding total PDFs for both estimates; the mean of each distribution is indicated with a vertical line; note
the means are almost identical in (d).
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b. Detailed overturn
An expanded view of the velocity, temperature, and
turbulence fields during a strong on-ridge tide demon-
strates a rich array of features (Fig. 14). The strongest
(modeled) barotropic on-ridge flow is at about 0800
UTC. The baroclinic response lags by an hour, with a
clear downward phase propagation. The water column
above 500 m exhibits weak waves and few overturns.
Deeper than 500 m, there are three regions with strong
turbulence and clear overturns. The first occurs just as
the barotropic tide is reversing direction (0500 UTC).
The leading edge of this region has small overturns but
strong stratification, leading to dissipation values in ex-
cess of 106 m2 s1. These overturns manifest them-
selves as small tufts in the weakly stratified water
above. This first patch has strong turbulence following
isopycnals for over an hour.
The second patch of turbulence occurs at the leading
edge of deeper isopycnals just after 0600 UTC. This is
a weakly stratified region, with almost 150-m-tall over-
turns. This strong turbulence lasts for a little less than 1
h. The leading edge of this overturn is moving faster
than the trailing edge by about 0.10 m s1. If this is the
overturning velocity, U, a very rough scaling of the
energy dissipation rate for this feature is   U2/T,
where T  3000 s is the duration of the overturn. This
gives   3  106 m2 s3, close to the observed value.
The third dissipative feature occurs at 0700 UTC be-
tween 550 and 650 m, after the first rise of the deep
isopycnals. This region is characterized by weak vertical
and strong horizontal stratification. The shape of the
isopycnals is very reminiscent of the hydraulic response
observed in the lee of sills such as that in Knight Inlet
(Farmer and Armi 1999; Klymak and Gregg 2003).
There is a strongly stratified plunging flow peeling off
FIG. 9. Effect of smoothing the density data on mean profiles of  compared to profiles of . Data are from the first spring tide.
Note that in the averaged profiles presented below, this time period is the one with the worst agreement between the two methods.
FIG. 8. Distribution of the Ozmidov scales in shallow (60–110
m) and deep (470–570 m) water calculated from the microcon-
ductivity estimate of . Dashed line indicates 2.2-m resolution of
the density measurements, so only dissipation events with LO 

2.2 m would be detectable by the overturn method. The percent-
age of the water with LO 
 2.2 m is compared to the percentage
with overturns in the legend.
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and adjusting to the downstream condition, forming a
turbulent borelike feature. This bore carries a 75-m-
thick bolus of well-mixed and overturning water mov-
ing on-ridge. The plunging flow appears to strum three
50-m-tall rebounds on the deeper isopycnals, again
reminiscent of sill flows.
c. Tidal phase averages
The trends in the deep data are robust from tide to
tide, as demonstrated by tidal-phase averages (Fig. 15).
Tidal phase is determined for the whole cruise on a
12.4-h period and then the quantities binned by 20 min
in tidal phase and 20 m vertically. Zero tidal phase is
slack barotropic flow before it changes to on-ridge. The
averages are carried out over intervals representing
neap and spring tides (Fig. 2).
The differences in the spring and neap forcing are
clear. As in the example above, the first neap tide has
maximum isopycnal displacements approaching 100 m,
but weak turbulence, except in the bottom 50 m. The
first spring tide has larger isopycnal displacements, but
the tide is more asymmetric, with the leading edge
sharper than the trailing edge. This leading edge has
strong turbulence, while the trailing edge has weaker.
The second neap tide is very weak, with isopycnal dis-
placements not exceeding 50 m, and almost no turbu-
FIG. 10. A three tidal cycle example from neap tide early in the cruise. (a) Cross-ridge barotropic velocity prediction from OTIS tidal
model. (b) Cross-ridge velocity, smoothed over 20 m vertically and 16 min. Plots of (c)  and (d)  are both smoothed logarithmically
over 15 m vertically and three casts (12 min) (for presentation purposes). Density is contoured in (a) using the mean density from every
50 m of the mean density profile, and in (c) and (d) for every 100 m. Each panel shows approximately 540 evenly spaced casts.
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Fig 10 live 4/C
lence. The last spring tide has the strongest displace-
ments, over 150 m, and a very pronounced phase-
locking of the turbulence to the tide.
The phase averaging emphasizes the deterministic
link between the tide and the dissipation rate above
Kaena Ridge. We attribute this strong dissipation to the
very impressive strain at the leading edge of the tidal
peak (Fig. 16). At the leading edge, the strain (N2/N20)
1
is much higher than on the trailing edge. Shear S2, on
the other hand, is not very strong, and is in fact larger
during the trough of the internal tide where there is not
as much turbulence.
d. The spring–neap cycle
The spring–neap variability of  for the cruise is ap-
proximately a factor of 30 near the ridge crest (Figs.
17d,e). Farther up in the water column the correlation
with the tide is reduced and spikes in the record are less
deterministic (Figs. 17b,c). Here we quantify the corre-
lation of the dissipation rate with the tidal forcing. We
may expect a priori that the dissipation will scale with
the energy put into the tide. Using linear tide genera-
tion models this is proportional to U2 (St. Laurent and
Garrett 2002; Llewellyn Smith and Young 2003).
The spring–neap variability obeys a relatively tight
power law in each depth bin, though the power changes
with depth (Figs. 17f–i). In the shallowest depth bin the
dependence is very weak, but in the deeper bins it var-
ies from   (U2  V2)2 to   (U2  V2)3. This varia-
tion is not monotonic, with the strongest dependence
occurring from 550 to 650 m. This reflects what was
seen in the individual examples, where strong breaking
occurred at these depths for the strongest tides. Deeper
than 450 m the dependence on tidal forcing is much
stronger than indicated by a simple proportionality with
linear forcing, reflecting the nonlinear nature of the
turbulence. In the shallow bins, however, it is weaker
(  U). The same weak dependence on tidal forcing
was found offshore of the ridge in repeated surveys by
a towed turbulence vehicle (Klymak et al. 2006).
4. Turbulence mechanisms
a. What triggers turbulence?
Above, we assert that the strongest dissipation values
are associated with large strain, particularly during the
phase of the internal tide corresponding to the rise of
deep isopycnals. This holds true statistically as well.
The following analysis is similar to that found in Alford
and Pinkel (2000b), with similar results.
We consider shear and strain during the first spring
tide period. Here, strain is defined as the inverse of the
stratification anomaly:
St 
N0
2
N2
, 5
where N20 is the cruise-mean stratification at each depth.
For comparison with the shear statistic, N2 is smoothed
over 4 m. Shear is normalized by the mean stratifica-
tion. The probability distribution functions (PDFs) of
strain and shear can be compared to the conditional
PDFs of the same quantities when overturns are
present.
The results demonstrate that strain is a much better
predictor of overturns than shear at the resolved scales
FIG. 11. (a–d) Average dissipation profiles from the three time periods in Fig. 10 (neap tide), Fig. 12 (spring tide), and Fig. 13
(second spring tide); (e), (f) are only plotted from 400 to 800 m.
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(Fig. 18). The PDF of shear conditionally sampled
when there is an overturn is almost identical to the
unconditional PDF. On the other hand, there is a strong
tendency for overturns to be associated with anoma-
lously high strains (low stratification).
Regions of high strain also tend to have higher dis-
sipation rates (Figs. 19a,b). Here we compare the aver-
age dissipation for each mean stratification by using the
normalized dissipation rate:
K  0.2

N0
2 . 6
Regions of high strain have higher than average dissi-
pation rates (Fig. 19a), but the anomaly is not as pro-
nounced as the occurrence of overturns would indicate.
Overturn events at high stratification, while rare, have
stronger dissipation values associated with them. This is
true using either the microconductivity or overturn
method of estimating .
The mean dissipation rate as a function of shear, on
the other hand, is almost exactly a constant (Figs.
19c,d). This is consistent with the probability of finding
an overturn being independent of shear. It is also con-
sistent with shear not being a predictor of dissipation
strength.
A possible objection is that the shear is not local to
the overturns because it is being measured using four
beams from a Doppler sonar. Three hundred meters
below the sonar, the beams are 350 m apart. If the
FIG. 12. As in Fig. 10, but during a stronger flood tide.
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advection speed past the sensors is on the order of 0.1
m s1, then 3600 s is approximately the time over which
a given feature is smeared. Applying this smoothing to
the strain and dissipation fields, however, yields the
same statistics except for a tightening of the PDFs (not
shown for brevity). This indicates that the events that
are associated with dissipation last longer than an hour,
which is plenty of time for the high shear associated
with them to have been detected by the sonar. The
alternative is that the events are triggered by shear in
patches less than 350 m wide. We cannot test this, but it
seems unlikely given what is known about aspect ratios
in the ocean.
This analysis simply reinforces what can be seen vi-
sually in Fig. 16. The largest overturns are associated
with convective breaking of the internal tidal wave.
These overturns last for a long time and are not likely
associated with a shear instability. Of course, as is
shown below, this is not an open-ocean wave field; how-
ever, these findings correspond well to the previous
results of Alford and Pinkel (2000b).
b. Comparison of turbulence to open-ocean
parameterizations
Turbulence in the open ocean is presently parameter-
ized using a measure of the energy level of the broad-
band wave field (Henyey et al. 1986; Gregg 1989; Gregg
et al. 2003). Here the most basic form of this param-
eterization is used, which requires measurement of the
FIG. 13. As in Fig. 10, but for the second spring tide; note that only the bottom 400 m of the water column are plotted.
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FIG. 14. Detail of a representative on-ridge tide (6 Oct, the day after the last cycle in Fig. 13). Contours are potential density surfaces
that are 25 m apart in the mean profile. (top) The barotropic cross-ridge velocity predicted from OTIS, (second from top) , (third from
top) temperature, and (bottom) on-ridge velocity.
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shear on 10-m scales and the local stratification to
give
GH  1.2  10
9 S
22
N2N0
2 , 7
where the factor 1.2  109 includes the latitude de-
pendence of the parameterization (Gregg et al. 2003);
S2  2[(U/z)2  (V/z)2], where the factor 2 approxi-
mately corrects for smoothing of the shear field by the
Doppler sonar.1 The averages must be carried out for a
sufficiently long time to get a sampling of the statistics
of the wave field.
The parameterization was calculated for 20-cast (80
min) averages of the fields and then the resulting dis-
sipation fields were averaged across each of the four
time periods (Fig. 20). The shallower half of the water
column shows excellent agreement between the Gregg–
Henyey parameterization and the more direct estimates
of the turbulence dissipation. These profiles do not
change appreciably during our deployment, usually re-
maining near 0.2 N21  5  105 m2 s1, with a
slight increase with depth.
The deeper half of the records is more variable and ex-
ceeds predictions of the Gregg–Henyey parameteriza-
tion. The parameterization shows that 0.2 N21 
5  105 m2 s1, with no apparent depth dependence,
and no spring–neap cycle. The observed  is signifi-
cantly greater than predicted from the parameteriza-
tion, the discrepancy increasing with depth until they
diverge by almost two orders of magnitude at the bot-
tom of the measurement domain.
5. Summary and discussion
There appear to be two distinct mechanisms produc-
ing turbulence in our records. The first is the near-
bottom convective breaking of the internal tide, which
1 We are not rigorously deriving this correction factor for our
measurements here. Doing so adjusts the amplitude of the pre-
dicted dissipation rate, but not its dynamic range or depth profile.
The factor of 2 is close to Gregg and Sanford (1988) for 10-m
shear from a falling probe. Our sonar has 4-m resolution in the
vertical direction, but a reduction of mean shear because of hori-
zontal beam separation (Alford and Pinkel 2000b), so the factor
of 2 is a good approximation.
FIG. 15. Tidal phase averages of cross-ridge velocity and turbulence dissipation from potential density overturns (potential density
contours overlain); t  0 is for slack barotropic flow before it changes to on-ridge. Four time periods are shown: two neap and two spring
tides. Dissipation is averaged arithmetically, not logarithmically, and the color scale for the dissipation is correspondingly higher.
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1) is phase locked with the tide, occurring at the lead-
ing edge of the internal tide wave near the bottom
and associated with high-mode baroclinic waves of
1-km horizontal wavelength;
2) produces turbulence whose magnitude is directly re-
lated to that of the barotropic forcing.
The second is found in the upper water column and is
more typical of turbulence dissipation in a broadband
internal wave field:
1) it is predicted from the ambient shear and strain;
2) it has no readily apparent spring–neap cycle.
a. Comparison with direct dissipation observations
As part of HOME, a comprehensive survey of tur-
bulence dissipation was made on the ridge using “mi-
crostructure” sensors. The average dissipation profiles
are presented in Klymak et al. (2006). The data in that
study were divided into two classes: those from stations
of water depth shallower than 500 m and those from
deeper stations (see also Carter et al. 2006). The com-
posite used from the deeper stations is shown in Fig. 20,
and our measurements agree with it quite well. The
composite was an idealization of the mean profile (last
panel, Fig. 20, light gray).
The present data differ most strongly from the Kly-
mak et al. (2006) data during spring tides. That study
did not attempt to differentiate between spring and
neap tides, and it appears likely that it underestimated
the spring-tide influence near the seafloor. Klymak et
al. (2006) estimate the total dissipation on top of the
ridge to be 0.4 kW m1 using the structure in Fig. 20.
Assuming that we have underestimated the bottom 600
m by a factor of 10 during spring tides (approximately
half the time), then we get a number closer to 1
kW m1, yielding an increase over the whole cross sec-
tion from 1.4 to 2 kW m1. Since the ridgewide dissi-
pation estimate in Klymak et al. (2006) was scaled to
this cross-ridge section, the total number could be un-
derestimated by 40%, and may rise from 2.5 to 4.3 GW.
This is still within the error bounds given in the previ-
ous study, but it is on the high end. In terms of a “ra-
diation efficiency” (St. Laurent and Garrett 2002),
about q  0.2 of the 20 GW of barotropic energy may
go into local turbulence.
b. Comparison with mooring measurements
Overturns have been detected at two moorings (so
far) near the Hawaiian Ridge, one on the north flank
(Levine and Boyd 2006; “Big Boy”; Fig. 1) and one on
the south flank (Aucan et al. 2006; “DS”; Fig. 1). Both
studies are consistent with the present findings of tide
phase-locked turbulence dissipation events near the
seafloor and strong spring–neap cycles in the dissipa-
tion.
The nonlinear tidal waveform assumes a different
FIG. 16. Tidal phase averaging for the second spring tide (t  0
is slack barotropic flow before the on-ridge phase). (a) Stratifica-
tion anomaly, (b) shear anomaly, and (c) diffusivity (dissipation
from potential density overturns scaled by stratification). The dis-
sipation varies by almost two orders of magnitude as the phase
changes. The strain is very large where the turbulence is the high-
est.
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structure on the slopes relative to the summit observa-
tions made from R/P FLIP. At the north site, the up-
slope flow of dense water has strong stratification and
weak mixing, except very near the bottom, where a
shear-driven regime is found at peak upslope tide (Le-
vine and Boyd 2006). The strongest turbulence is found
when the near-bottom flow is off-slope, making the
stratification weaker.
FIG. 18. (a) PDF of strain (solid), and strain where there are overturns (dashed). (b) Fraction of water column
overturning in each strain bin. Dashed line is total fraction overturning in the water column. (c), (d) As in (a), (b)
but for shear. Data are from 450 to 750 m, during the first spring tide.
FIG. 17. (a) Square of the predicted tidal velocity (thin), smoothed by four tidal periods (thick). (b) Mean dissipation () between
250 and 350 m, smoothed by four tidal periods (thick), and a quarter tidal period (thin). (c)–(e) Mean dissipation for 100-m bins going
down in depth. (f)–(i) The smoothed dissipation vs the smoothed tidal velocities (slightly oversampled at two tidal periods). The
dissipation is fit as a power law to the tidal amplitude squared.
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FIG. 20. Average vertical profiles of turbulence dissipation, normalized by mean stratification (to make a diapycnal diffusivity) for
the four time periods. Thick black line is the estimate from the microconductivity probe; thin shaded line is from density overturns; thick
shaded line is from Gregg–Henyey parameterization [Eq. (7)]. There was no microconductivity from the upper CTD for the second two
time periods. The dashed line is the composite dissipation profile from direct turbulence measurements made in deep water atop the
ridge (Klymak et al. 2006). The light-shaded band in the last panel is the actual average profile from Klymak et al. (2006) (Fig. 2).
FIG. 19. From the first spring tide: (a) mean dissipation (K  0.2N
2
0 ) as a function of strain, using both  (black) and  (red).
(b) Cumulative distribution function of  (black and red) and strain (dashed). (c), (d) As in (a), (b) but for shear.
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This downslope flow mechanism appears active at
the south site. The strongest turbulence, however, hap-
pens during times of somewhat stronger mean stratifi-
cation when the flow reverses from downslope to up-
slope (Aucan et al. 2006). When the events occur, there
appear to be sharp fronts when the isopycnals are rap-
idly rising.
Our data are consistent with both sets of observa-
tions, particularly during spring tides. The strongest dis-
sipation values are observed when the tidally modu-
lated stratification is the lowest (Fig. 16), with a patch
near 500 m during the drop of the internal tide, and the
strongest dissipation near 700 m during the sharp rise of
the internal tide. However, our tidal structure is differ-
ent than Levine and Boyd (2006), in that the most rapid
change of isopycnal displacement is while they are ris-
ing, rather than dropping.
The common element is that the near-bottom dissi-
pation events are tied in a relatively regular fashion to
the nonlinear structure of the internal tide. Levine and
Boyd (2006) attempt a simple estimate of the first-order
nonlinearity along the slope by assuming that the ob-
served velocity is linear and integrating to estimate the
isopycnal displacements. This does not explain why the
velocity has the phase and amplitude that is observed,
so the predictive power of this model is somewhat lim-
ited. However, this weakly nonlinear calculation does a
good job of predicting the nonlinearity of the density
field near their mooring.
We emphasize, however, that our measurements are
not made directly at the seafloor, but rather 300 m aloft.
They are also made over a nearly flat bottom, and fur-
thermore, we see distinct patches of turbulence that are
isolated vertically from the bottom of our measurement
domain. Therefore, we feel that we are looking at a
nonlinear internal wave phenomenon, rather than a
bottom-drag-induced convective instability as proposed
by Slinn and Levine (2003) and observed in the bottom
Ekman layer on the Oregon shelf by Moum et al. (2004)
and in a lake by Lorke et al. (2005).
c. Dissipation mechanism shallower than 400 m
The mixing above 400-m depth varies only weakly
with the tidal forcing on a fortnightly scale, and not at
all on a daily scale. The dissipation also agrees very well
with the Gregg–Henyey model. The model assumes
that energy put into the broadband wave field at large
scales undergoes a cascade to small scales. The rate of
this cascade is believed to be proportional to the square
of the energy in the broadband wave field. It appears
that at this site, the shallower half of the water column
is being forced in this manner.
If, as seems reasonable, the dominant forcing of the
wave field at these depths is the tide, then the dissipa-
tion is buffered from the forcing because of the lack of
a strong daily and spring–neap cycle. This is consistent
with the Gregg–Henyey model, so long as the time it
takes for the cascade from the tide to the dissipation is
on the order of the spring–neap period (14 days).
Klymak et al. (2006) found a similar dependence in
towed-body data (  U), and demonstrate that this
could be arrived at if the tidal signal was smoothed by
approximately 5 days. A similar time scale has been
postulated for parametric subharmonic instability of in-
ternal waves (MacKinnon and Winters 2005), lending
indirect evidence to the importance of this wave–wave
interaction to the direct evidence presented by Carter
and Gregg (2006).
d. Implications of near-seafloor breaking
The direct breaking of the tide at the Hawaiian Ridge
contrasts distinctly with typical open-ocean tidal dissi-
pation mechanisms. It is, however, very similar to the
mechanisms seen in fjords such as Knight Inlet
(Freeland and Farmer 1980), and tested by Klymak and
Gregg (2004). In the latter paper, direct dissipation of
internal waves was thought to account for 10% of the
total dissipation near the sill. Sidewall effects were es-
timated to be a bigger local loss, though that is not a
factor in Hawaii.
The origin of the nonlinearity and breaking was dif-
ficult to observe with at-sea measurements such as fixed
moorings and R/P FLIP. To get a better idea of the
origins, Legg and Klymak (2006, hereinafter LK) ran a
two-dimensional fully nonhydrostatic model of the re-
sponse of the ridge to a tidal forcing (Fig. 21). These
simulations show that the response observed at R/P
FLIP has its origins in an internal hydraulic response at
the break in the ridge topography approximately 2 km
south. In the model the nonlinear response forms dur-
ing off-ridge flow and is subsequently swept past R/P
FLIP when the flow reverses. Preliminary analysis of
these results is given in more detail in LK, and further
model–data comparisons are the subject of current re-
search.
We do not yet have a turbulence parameterization
for this near-bottom dissipation. The numerical model-
ing indicates that the turbulence mechanism at the Ha-
waiian Ridge is similar to hydraulic phenomenon ob-
served in fjords (LK). However, instead of acting on
low modes, the hydraulics at Hawaii appear to act only
on high modes that have vertical wavelengths on the
order of 400 m. This is in qualitative agreement with the
present observations where the breaking occurs on
waves of vertical wavelength much less than the total
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water depth. If the suspicion that the direct turbulence
mechanism is related to supercriticality and hydraulics
in the flow is correct, it may serve to estimate the en-
ergy generated in high modes via a linear mechanism
such as that proposed by St. Laurent and Garrett
(2002), and assume that the modes dissipate all their
energy locally. The high power of turbulence dissipa-
tion with forcing may be a function of lower modes
becoming supercritical as tidal forcing increases.
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