We introduce the use of the Zig-Zag sampler to the problem of sampling of conditional diffusion processes (diffusion bridges). The Zig-Zag sampler is a rejection-free sampling scheme based on a non-reversible continuous piecewise deterministic Markov process. Similar to the Lévy-Ciesielski construction of a Brownian motion, we expand the diffusion path in a truncated Faber-Schauder basis. The coefficients within the basis are sampled using a Zig-Zag sampler. A key innovation is the use of a local version of the Zig-Zag sampler that allows to exploit the sparse dependency structure of the coefficients of the Faber-Schauder expansion to reduce the complexity of the algorithm. We illustrate the performance of the proposed methods in a number of examples. Contrary to some other Markov Chain Monte Carlo methods, our approach works well in case of strong nonlinearity in the drift and multimodal distributions of sample paths.
Introduction
Diffusion processes are an important class of continuous time probability models which find applications in many fields such as finance, physics and engineering. They naturally arise by adding Gaussian random perturbations (white noise) to deterministic systems. We consider diffusions described by a one-dimensional stochastic differential equation of the form
where (W t ) t≥0 is a driving scalar Wiener process defined in some probability space and b is the drift of the process. The solution of equation (1), assuming it exists, is a instance of one-dimensional time-homogeneous diffusion. We aim to sample X on [0, T ] conditional on {X T = v}, also known as a diffusion bridge.
One driving motivation for studying this problem is estimation for discretely observed diffusions. Here, one assumes observations D = {x t 1 , . . . , x t N } at observations times t 1 < . . . < t N are given and interest lies in estimation of a parameter θ appearing in the drift b. It is well known that this problem can be viewed as a missing data problem as in Roberts and Stramer (2001) , where one iteratively imputes the missing paths conditional on the parameter and the observations, and then the parameter conditional on the "full" continuous path. Due to the Markov property, the missing paths in between subsequent observations can be sampled independently and each of such segments constitutes a diffusion bridge. As this application requires sampling iteratively many diffusion bridges, it is crucial to have a fast algorithm for this step. We achieve this by adapting the Zig-Zag sampler for the simulation of diffusion bridges. The Zig-Zag sampler is an innovative non-reversible and rejection-free Markov process Monte Carlo algorithm which can exploit the structure present in this highdimensional sampling problem. It is based on simulating a piecewise deterministic Markov process (PDMP). To the best of our knowledge, this is the first application of PDMPs for diffusion bridge simulation. This method also illustrates the use of a local version of the Zig-Zag sampler in a genuinely high dimensional setting (arguably even an infinite dimensional setting).
The problem of diffusion bridge simulation has received considerable attention over the past two decades (see for example Bladt et al. (2014) , Beskos et al. (2006) , van der Meulen and Schauer (2017), Mider et al. (2019) , Bierkens et al. (2018) and references therein. This far from exhaustive list of references includes methods that apply to a more general setting than considered here, such as multivariate diffusions, conditionings on partial observations and hypo-elliptic diffusions. Among the methods that can be applied in the multivariate case, most scale badly in some aspect with the dimension of the diffusion. For example, efficient use of guided proposals (cf. van der Meulen and Schauer (2017))) often requires a preconditioned Crank-Nicholson (pCN) step on the driving Wiener increments of the bridge process. Such a pCN step is unfortunately "blind" to the target distribution as it is similar to random-walk updates when targeting a probability law on finite-dimensional space. The present work is a promising direction to alleviate such a restriction. On a more abstract level, our method can be viewed as targeting a probability distribution which is obtained by a push-forward of Wiener measure through a change of measure. It then becomes apparent that the studied problem of diffusion bridge simulation is a nicely formulated non-trivial example problem within this setting to study the potential of simulation based on PDMPs. Based on the results obtained, we conjecture that our ideas are also applicable to other settings with a similar structure.
Approach
In this section we present the main ideas used in this paper.
Brownian motion expanded in the Faber-Schauder basis
Our starting point is the Lévy-Ciesielski construction of Brownian Motion. Defineφ(t) = t, φ 0,0 (t) = t1 [0,1/2] (t) + (1 − t)1 (1/2,1] (t) and set φ i,j (t) = 2 −i/2 φ 0,0 (2 i t − j), for i = 0, 1, ..., j = 0, 1, ...2 i − 1.
Ifξ is standard normal and {ξ i,j } is a sequence of independent standard normal random variables (independent ofξ), then
converges almost surely on [0, 1] (uniformly in t) to a Brownian motion (see e.g. Section 1.2 of McKean (1969) ). The basis formed byφ and {φ i,j } is known as the Faber-Schauder basis (see Figure 1 ). The larger i, the smaller the support of φ i,j , reflecting that higher order coefficients represent the fine details of the process. A Brownian bridge starting in u and ending in v can be obtained by fixingξ to v and adding the function t → u(1 − t) to (2). The construction is easily generalised to [0, T ] by rescaling of the basis functions by the square root of T . By running the Zig-Zag sampler targeting the law of ξ N := (ξ 0,0 , ξ 1,0 , ..., ξ N,2 N −1 ) (which is standard normal), realisations of a Brownian bridge can be approximated.
Zig-zag sampler for diffusion bridges
Let Q denote the Wiener measure on C[0, T ] (cf. section 2.4 of Karatzsas and Shreve (1991) ) and let P denote the law on C[0, T ] of the diffusion in (1). Under mild conditions on b, the two measures are absolutely continuous and their Radon-Nikodym derivative dP dQ is given by the Girsanov formula. Denote by P v T and Q v T the measures of the diffusion bridge and the Wiener bridge respectively, both starting at 0 and conditioned to hit a point v at time T . Applying the abstract Bayes theorem we obtain:
where p and q are the transition densities of X under P, Q respectively so that for s < t, p(s, x, t, y)dy = P (X t ∈ dy | X s = x). As p is intractable, the Radon-Nikodym derivative for the diffusion bridge is only known up to proportionality constant. The main idea now consists of rewriting the Radon-Nikodym derivative in (3), evaluating it in X N and running the Zig-Zag sampler for ξ N targeting this density. Technicalities to actually get this to work are detailed in Section 3. A novelty is the introduction of a local version of the Zig-Zag sampler, analogously to the local bouncy particle sampler (Bouchard-Côté et al. (2015) ). This allows for exploiting the sparsity in the dependence structure of the coefficients of the Faber-Schauder expansion efficiently, resulting in a reduction of the complexity of the algorithm.
Contribution of the paper
The Faber-Schauder basis offers a number of attractive properties:
(a) The coefficients of a diffusions have a structural conditional independence property (see Proposition 2) which can be exploited in numerical algorithms to improve their efficiency (see Subsection 4.2);
(b) A diffusion bridge is obtained from the unconditioned process by simply fixing the coefficientξ.
(c) The Faber-Schauder expansion is a hierarchical basis. It will be shown (see for example Figure 9 ) that the non-linear component of the diffusion process is captured by coefficients ξ ij for which i is small. This allows for a low dimensional representation of the process and yet a good approximation. Therefore, the approximation error caused by leaving out fine details is equally divided over [0, T ], contrary to approaches where a proxy for the diffusion bridge is simulated by Euler discretisation of an SDE governing its dynamics. In the latter case, the discretisation error accumulates over the interval on which the bridge is simulated.
(d) It is very convenient from a computational point of view as each function is piecewise linear with compact support.
We adopt the Zig-Zag sampler (Bierkens et al. (2019) ) which is a sampler based on the theory of piecewise deterministic Markov processes (see Fearnhead et al. (2018) , Bouchard-Côté et al. (2015) , Andrieu and Livingstone (2019) , Andrieu et al. (2018) ). The main reasons motivating this choice are:
(a) The subsampling technique presented in Bierkens et al. (2019) for Big Data applications can be used to avoid the evaluation of the integral appearing in the density function of the coefficients (see Subsection 4.1).
(b) In the same spirit as the local Bouncy Particle Sampler of Bouchard-Côté et al. (2015) the local Zig-Zag sampler introduced in Subsection 4.2 reduces the complexity of the algorithm so that it scales well as the dimensionality of the target distribution increases. This opens the way to high dimensional applications of the Zig-Zag sampler when the dependency graph of the target distribution is not fully connected.
(c) The method is a rejection-free sampler, differing from most of the methodologies available for simulating diffusion bridges.
(d) The Zig-Zag sampler is defined and implemented in continuous time, eliminating the (far from trivial) choice of the step size of any other method defined in discrete time, and making the algorithm fully automatic (no tuning parameters).
(e) The process is non-reversible: as shown, for example, in Diaconis et al. (2000) , nonreversibility generally enhances the speed of convergence to the invariant measure and mixing properties of the sampler. For an advanced analysis on convergences results for this class of non-reversible processes, we refer to the articles Andrieu and Livingstone (2019) and Andrieu et al. (2018) .
The local Zig-Zag sampler relies on the conditional independence structure of the coefficients only. This translates to other settings than diffusion bridge sampling, or other choices of basis functions. For this reason, Section 4.2 describes the algorithms of the sampler in their full generality, without referring to our particular application.
Outline
In Section 2 we set some notation and recap the Zig-Zag sampler. In Section 3 we expand a diffusion process in the Faber-Schauder basis and prove the aforementioned conditional dependence. The simulation of the coefficients ξ N presents some challenges as it is high dimensional and its density is expressed by an integral over the path. We give two variants of the Zig-Zag sampler which enables sampling in a high dimensional setting. In particular, in Section 4 we present a local Zig-Zag algorithm which exploits a factorization of the joint density (Proposition 2) and a subsampling technique which, in this setting, is used to avoid the evaluation of the path integral appearing in the density (which otherwise would severely complicated the implementation of the sampler). In Section 5 we illustrate our methodology using a variety of examples and validate our approach. In Section 6 possible extensions of our work are discussed.
Preliminaries

Notation for the Faber-Schauder basis
To graphically illustrate the Faber-Schauder basis, a construction of a Brownian motion with the representation of the basis functions is given in Figure 1 . The Faber-Schauder functions are piecewise linear with compact support. The length of the support and the height of the function is determined by the first index while the second index determines the location. All basis functions with first index i are referred to as level i basis functions. For convenience, we often swap between double and single indexation of Faber-Schauder functions. Denote the double indexation with (i, j) and the single indexation with n. We go from one to the other through the transformations
where · denotes the floor function. The basis with truncation level N has d N := 2 N +1 − 1 coefficients. Let ξ N denote the vector of coefficients up to level N , i.e.
and let X ξ N := X N when we want to stress out the dependencies of X N on the coefficients ξ N . Using double indexation, we denote by S i,j = supp φ i,j . Define the relation ξ i,j ξ k,l to hold if S k,l ⊂ S i,j . If this happens, then we refer to ξ i,j as the ancestor of ξ k,l (and conversely ξ k,l as the descendant).
The Zig-Zag sampler
A piecewise deterministic Markov process (Davis (1993) ) is a continuous-time process with behaviour governed by random jumps at points in time, but deterministic evolution governed by an ordinary differential equation in between those times (yielding piecewise-continuous realizations). If the differential equation can be solved in closed form and the random event times can be sampled exactly, then the process can be simulated in continuous time without introducing any discretization error (up to floating number precision) making it attractive from a computational point of view.
By a careful choice of the event times and deterministic evolution, it is possible to create and simulate an ergodic and non-reversible process with a desired unique invariant distribution (Fearnhead et al. (2018) ). The Zig-Zag sampler (Bierkens et al. (2019) ) is a successful construction of such a processes. We now recap the intuition and the main steps behind the Zig-Zag sampler.
The one-dimensional Zig-Zag sampler is defined in the augmented space (ξ, θ) ∈ R × {+1, −1}, where the first coordinate is viewed as the position of a moving particle and A finer approximation corresponds to Brownian fill-in noise between any two neighboring dyadic points.
the second coordinate as its velocity. The dynamics of the process t → (ξ(t), θ(t)) (not to be confused with the time indexing the diffusion process) are as follows: starting from (ξ(0), θ(0)), (a) its flow ψ t is deterministic and linear in its first component with direction θ(0) and constant in its second component as a function up to an event time. That is, (ξ(t), θ(t)) = ψ t (ξ(0), θ(0)) = (ξ(0) + tθ(0), θ(0)).
(b) At an event time τ , the process changes the sign of its velocity, i.e. (ξ(τ ), θ(τ )) = (ξ(τ −), −θ(τ −)).
The event times are simulated from an inhomogeneous Poisson process with specified rate λ :
The d-dimensional Zig-Zag sampler is conceived as the combination of d one-dimensional Zig-Zag samplers with rates λ i (ξ, θ), i = 1, ..., d, where the rates create a coupling of the independent coordinate processes. The following result provides a sufficient condition for the d-dimensional Zig-Zag sampler to have a particular d-dimensional target density π as invariant distribution. Assume that the target d-dimensional distribution has strictly positive density with respect to Lebesgue measure i.e.
has π as invariant density. Condition (5) is derived in the supplementary material of Bierkens et al. (2019) . Condition (5) is equivalent to
for some γ i (ξ) ≥ 0. Throughout, we set γ i (ξ) = 0 because generally the algorithm is more efficient for lower Poisson event intensity (see for example Andrieu and Livingstone (2019) , Section 5.4). Assume the target density is π(ξ) = cπ(ξ). The process targets the specific distribution function through the Poisson rate λ which is function of the gradient of ξ → ψ(ξ) = − log(π(ξ)), so that any proportionality factor of the density disappears. Throughout we refer to the function ψ as the energy function. As opposed to standard Markov chain Monte Carlo methods, the process is not reversible and it is defined in continuous time.
Example 1. Consider a d-dimensional Gaussian random variable with mean µ ∈ R d and positive definite covariance matrix Σ ∈ R d×d . Then
Notice that if Σ is diagonal, then λ k (ξ, θ) = 0, implying that no jump occurs in the kth component whenever the process is directed towards the mean, i.e. when one of the following conditions is satisfied:
In Figure 2 we simulate a realization of the Zig-Zag sampler targeting a univariate standard normal random distribution.
Figure 2: One dimensional Zig-Zag targeting a Gaussian random variable N (0, 1). Left:
Algorithm 1 shows the standard implementation of the Zig-Zag sampler. After initialisation, the first event time τ * is determined by taking the minimum of event times τ 1 , τ 2 , ..., τ d simulated according to the Poisson rates λ i , i = 1, 2, ..., d. At event time τ * , the velocity vector becomes θ(τ * ) = F i * (θ(τ −)), with i * = arg min(τ 1 , ..., τ d ). The algorithm iterates this step moving forward each time until the next simulated event time exceeds the final clock T .
Although we consider the velocities for each dimension of a d-dimensional Zig-Zag process to be either 1 or −1, these can be taken to be any non-zero values (θ i , −θ i ) for i = 1, ..., d. A finetuning of θ 1 , ..., θ N can improve the performance of the sampler. Note that the only challenge in implementing Algorithm 1 lies on the simulation of the waiting times which correspond to the simulation of the first event time of d inhomogeneous Poisson processes (IPPs) with rates λ 1 , λ 2 , ..., λ d which are functions of the state space (ξ, θ) of the process. Since the flow of the process is linear and deterministic, the Poisson rates are known at each time and are equal to
To lighten the notation, we write λ i (t) := λ i (t; ξ, θ) when ξ, θ are fixed. Given an initial position ξ and velocity θ, the waiting times τ 1 , ..., τ d are computed by finding the roots for x of the equations
where (u i ) i=1,2,...,d are independent realisations from the uniform distribution on (0, 1). Depending on the shape of the functions λ i , it may not be possible to find roots of this equation in closed form. Section 4.3 treats this problem for our particular setting. The linear evolution of the process and the jumps of the velocities are always trivially computed and implemented. Algorithm 1 returns a skeleton of values corresponding to the position of the process at the event times. From these values, it is straightforward to reconstruct the continuous path of the Zig-Zag sampler. Given a sample path of the Zig-Zag sampler from 0 to T , we can obtain a sample from the target density/distribution in one of the following ways: (a) Denote by ξ(τ ) the value of the vector ξ at the Zig-Zag clock τ < T . Fixing a sample frequency ∆τ , we can produce a sample from the density π by taking the values of the random vector ξ at time c + ∆τ, c + 2∆τ, ...., T where c is the initial burn-in time taken to ensure that the process has reached its stationary regime. Throughout the paper, we create samples using this approach.
(b) An alternative solution which does not rely on a time discretization of the process is to compute the time spent by the process below a certain threshold x. Consider the function
Given a realization of the Zig-Zag sampler, We can compute F (x) exactly (with floating number precision) for a fine grid of x values constructing a histogram corresponding to the empirical distribution. By simulating a uniform random variable u ∼ U [0, 1] and evaluating the distribution at the inverse of F we obtain a realization from the empirical distribution F . Note that the number of grid points from which we want to derive F increases exponentially with the number of dimensions making this sampling method unfeasible in high dimensions.
Algorithm 1 Standard d-dimensional Zig-Zag sampler (Bierkens et al. (2019) procedure
Zig-Zag sampler for Brownian bridges
The previous subsections contain all ingredients necessary to run the Zig-Zag sampler in a finite dimensional projection of the Brownian bridge measure Q v on the interval [0, T ]. We fixξ to v and run the Zig-Zag sampler for ξ N as defined in (4) targeting a multivariate normal distribution. Figure 3 shows 100 samples obtained from one sample run of the Zig-Zag sampler where the coefficients are mapped to samples paths using (2). The final clock of the Zig-Zag is set to T = 500 with initial burning c = 10.
Both Brownian motion and the Brownian bridge are special in that all coefficients in the Faber-Schauder basis are independent. Of course, these processes can directly be simulated without need of a more advanced method like the Zig-Zag sampler. However, for a diffusion process with nonzero drift this property is lost. Nevertheless, we will see that when the process is expanded in the Faber-Schauder basis, many coefficients are still conditionally independent. This implies that the dependency graph of the joint density of the coefficients is sparse. We will show in Subsection 4.2 how this property can be exploited efficiently using the Zig-Zag sampler in its local version.
Faber-Schauder expansion of diffusion processes
We extend the results of Section 2 to one-dimensional diffusions governed by the SDE in (1). Although the density is defined in infinite dimensional space, in this section we justify both intuitively and formally that the diffusion can be approximated to arbitrary precision by considering a finite dimensional projection of it.
The intuition behind using the Faber-Schauder basis is that, under mild assumptions on the drift function b, any diffusion process behaves locally as a Brownian motion. Expanding the diffusion process with the Faber-Schauder functions, this notion translates to the existence of a level N such that the random coefficients at higher levels which are associated to the Faber-Schauder basis are approximately independent standard normal and independent from ξ N under the measure P.
Define the function Z t : R + × C[0, T ] → R + given by where the first integral is understood in the Itô sense and X ≡ (X s , s ∈ [0, T ]).
Assumption 1. Z t is a Q-martingale.
For sufficient conditions for verifying that this assumption applies, we refer to Remarks 1, 3 and Lipster and Shiriaev (1977) , Chapter 6.
Moreover, a weak solution of the stochastic differential equation exists which is unique in law.
Proof. This is a standard result in stochastic calculus (see Lipster and Shiriaev (1977) , Section 6).
As we consider diffusions on [0, T ] with T fixed, we denote Z(X) := Z T (X). Due to the appearance of the stochastic Itô integral in Z(X), we cannot substitute for X its truncated expansion in the Faber-Schauder basis. Clearly, whereas the approximation has finite quadratic variation, X has not. Assuming that b is differentiable and applying Itô's lemma to the function B(x) = x 0 b(s)ds, the stochastic integral can be replaced and equation (8) is rewritten as
where B denotes a primitive of b.
Definition 1. Let X be a diffusion governed by (1). Let X N be the process derived from X by setting to zero all coefficients of level exceeding N in its Faber-Schauder expansion (see equation (2)). Set
We define the approximating measure P N by the change of measure
where c N = E Q Z N (X) .
Note that the measure P N associated to the approximated stochastic process is still on infinite dimensional space and such that the joint measure of random coefficients ξ N is different from the one under Q while the remaining coefficients stay independent standard normal and independent from ξ N . This is equivalent to approximating the diffusion process at finite dyadic points with Brownian noise fill-in in between every two points. We now fix the final point v T by settingξ = v T . Define the approximated stochastic bridge with measure P v T N in an analogous way of equation (11), so that
where
The following is the main assumption made.
Assumption 2. The drift b is continuously differentiable and such that b 2 + b is bounded below.
Theorem 2. If Assumptions 1 and 2 are satisfied, then P v T N converges weakly to P v T .
Proof. We wish to show that P v T N converges weakly to P v T . To that end, consider f bounded and continuous. We aim to show that f dP
where we used Assumption 1 for applying the change of measure between the conditional measures. Notice that Z N (X) = Z(X N ) and Z, as function acting on C(0, T ) with uniform norm, is continuous so that X N → X, Q v T − a.s. (similar to Lévy-Ciesielski construction of Brownian motion) and the continuous mapping theorem implies that
Now just notice that, under conditional measures Q v T and P vt , the term B(X T ) − X(X 0 ) is fixed. By the assumptions on b and b , Z is a bounded function and by dominated convergence we get that lim N →∞ E v T Q |Z N (X) − Z(X)| = 0 giving convergence to zero of the first term inside the expectation. This implies that also the constant c N :
so that all the terms in (13) go to 0.
We now list some technical conditions for the process to satisfy Assumptions 1 and 2.
Remark 1. If |b(x)| ≤ c(1+|x|), for some positive constant c, then Assumption 1 is satisfied.
Proof. See Lipster and Shiriaev (1977) , Section 6, example 3 (b).
Remark 2. If b is globally Lipschitz and continuously differentiable, then Assumptions 1 and 2 are satisfied.
Proof. Assumption 2 is trivially satisfied. By Remark 1, also Assumption 1 is satisfied.
In Subsection 5.3 we will present an example where the drift b is not globally Lipschitz, yet Assumption 2 is satisfied. The above integrability condition is for example satisfied if h(|x|) = c(1 + |x|) for some c > 0.
Remark 3. If Assumptions 2 and 3 hold, then Assumption 1 is satisfied.
Proof. By Section 3.5 in Karatzsas and Shreve (1991) 
Using the assumptions, we have
Then for a sequence of stopping times (τ k ) diverging to infinity such that (Z τ k t ) 0≤t≤T is a martingale for all k, we have
Proof. The maximum M T = max 0≤t≤T X t of a Brownian motion is distributed as the absolute value of a Brownian motion and thus has density function 2 √ 2πT exp(−x 2 /(2T )), see Karatzsas and Shreve (1991) , Section 2.8. We have P(N T ≥ y) ≤ 2P(M T ≥ y) from which the result follows.
Finally we mention that Theorem 2 can be generalized in the following way to diffusions without a fixed end point.
Proposition 1. If Assumption 2 is satisfied and B is bounded, then P N converges weakly to P.
The proof follows the same steps of the one of Theorem 2. In this case we need to pay attention on B, as for unconditioned process, the final point is not fixed. If B is bounded, then Assumption 3 is satisfied. By Remark 3 also Assumption 1 is satisfied so that we can apply Theorem 1 for the change of measure. Finally, by the assumptions on b and B, the function Z is bounded and by dominated convergence we get that lim N →∞ E Q |Z N (X) − Z(X)| = 0.
A local Zig-Zag algorithm with subsampling for high-dimensional structured target densities
In Subsection 4.3 we will show that the task of sampling diffusion bridges boils down to the task of sampling a high-dimensional vector ξ N ∈ R d N under the measure P vt N . Define by P ξ N (ξ) the distribution of the vector ξ N . Under the target measure,
We take the density π to be the d N -dimensional invariant density (target density) for the Zig-Zag sampler.
Subsampling technique
In our setting, the integral appearing in the Girsanov formula (10) poses difficulties when finding the root of equation (7) and would require numerical evaluation of the integral also introducing a bias. By adapting the subsampling technique presented in Bierkens et al. (2019) (Section 4) we avoid this problem all together, see Subsection 4.3. In general this technique requires (a) unbiased estimators for ∂ i ψ i.e. random functions ∂ iψi (ξ,
, for all i and ξ. These random functions create new (random) Poisson rates given byλ
whose evaluation becomes feasible and computationally more efficient compared to the original Poisson rates given by equation (6).
As we show in Algorithm 2 and in Section 5, these upper bounds are used for finding the roots of equation (7).
Algorithm 2 gives the algorithm for the Zig-Zag sampler with subsampling. It can be proved (see Bierkens et al. (2019) ) that the Zig-Zag sampler with subsampling has the same invariant distribution as its original and therefore does not introduce any bias. Note that we slightly modified the algorithm from Bierkens et al. (2019) in order to reduce its complexity. In particular it is neither necessary to draw new waiting times, nor to save the coordinates whenever the if condition at the subsampling step of Algorithm 2 is false.
Algorithm 2 Implementation of a d dimensional Zig-Zag sampler, with subsampling (variation of Bierkens et al. (2019))
Local Zig-Zag sampler
Section 3.1 of Bouchard-Côté et al. (2015) proposes a local algorithm for the Bouncy Particle Sampler which is a process belonging to the class of piecewise deterministic Markov processes. Similar ideas apply to our setting and greatly improve the efficiency of the algorithm.
Assumption 4. The Poisson rate λ i is a function of the coordinates N i ⊂ {1, . . . , d N },
For our applications on diffusion processes and bridges, Assumption 4 follows by the conditional independence of the Faber-Schauder coefficients given by the following proposition which links the Faber-Schauder basis with the Markov property of the process:
Proposition 2. (Conditional independence structure) Denote the set of common ancestors of ξ i,j and ξ k,l by A (i,j;k,l) 
is conditionally independent from ξ k,l , given the set A (i,j;k,l) , whenever the interior of the supports of their basis function are disjoint that is neither ξ i,j ξ k,l nor ξ k,l ξ i,j is satisfied.
Proof. For i = 1, ..., N ; j = 1, ..., 2 i − 1, define the vectors of ancestors ξ (i,j) = {ξ k,l : ξ k,l ξ i,j } . Assume, without loss of generality, that i ≤ k and consider two coefficients ξ i,j , ξ k,l . We factorize Z N (X) by partitioning the integration interval [0, T ] in a sequence of subintervals S k,0 , S k,1 , ..., S k,2 k −1 so that
Here
and we used that X N s = X N ;i,j s when s ∈ S i,j and X N T =φ(T )v T . Now just notice that, under this factorization, the only factor which is a function of ξ k,l is f k,l (ξ (k,l) ). Here, if ξ i,j ξ k,l then ξ (k,l) does not contain ξ i,j . Conversely, the factors containing ξ i,j are those f k,p (ξ (k,p) ) such that ξ i,j ξ k,p with p = 0, 1, ..., 2 k − 1. If ξ i,j ξ k,l , none of the vectors ξ (k,p) contains ξ k,l . Since, under the measure Q, the random variables in the vector ξ N are pairwise independent, the factorization on Z N (X) defines the dependency structure of the vector ξ N under P v T N so that ξ i,j and ξ k,l are independent conditionally on their common coefficients given by the set A (i,j;k,l) .
More intuitively, the factorization of Z(X) gives rise to the dependency graph displayed in Figure 4 which shows that the coefficients in high levels (i large) are coupled with just few other coefficients and conditionally independent from all the remaining. The conditional independence of the coefficients implies that the partial derivatives of the energy function (and consequently the Poisson rates given by equation (6)) are functions of only few coefficients in the sense of Assumption 4 . In particular the sets in Assumption 4 (using double indexation) can be chosen as
where N is the truncation level (see Figure 4) . Now let us suppose that the first event time τ is triggered by the coordinate i so that at event time, the velocity θ i is flipped. For all λ k which are not function of this coordinate (k ∈ N i ), we have which implies that the waiting times drawn before τ , are still valid after switching the velocity i. This allows us to rescale the previous waiting time and reduce the number of computations at each step. Algorithm 3 shows the implementation of the local sampler which exploits any independence structure so that the complexity of the Algorithm scale well with the number of dimensions.
The local Zig-Zag sampler simplifies to independent one-dimensional Zig-Zag processes if the coefficients are pairwise independent coefficients, as it was the case in the example of sampling a Brownian motion or Brownian bridge (see subsection 2.3). On the other hand, it defaults to Algorithm 1 when the dependency graph is fully connected, that is if
Algorithm 3 Implementation of the d-dimensional local Zig-Zag sampler
Remark 4. Combining the subsampling technique (Algorithm 2) and the local sampler (Algorithm 3) can be very advantageous. Indeed the bound for the Poisson rateλ i may be function of fewer coordinates, possibly only the coordinate i (see for example Subsection 5.2). This means that, after flipping θ i ,λ old j (τ + t) =λ new j (t) for almost all j = i making the if statement in the local step of Algorithm 3 almost always satisfied and improving the efficiency of the algorithm.
Sampling diffusion bridges
In order to employ the Zig-Zag sampler to simulate from the bridge measure we choose the truncation level N in equation (2). Then, under
This is a straightforward consequence of the change of measure in (12) and the Lévy-Ciesielski construction.
We need to make one further assumption:
Assumption 5. The drift b of the diffusion process is twice differentiable.
Assumption 5 is necessary in order to compute the ξ k -partial derivative of the energy function, which becomes
As the index k in the Faber-Schauder basis function gets larger, both the height and the size of the support of φ k decrease so that typically h k (s; ξ N )ds gets smaller and ∂ k ψ(ξ) ≈ ξ k which corresponds to the partial derivative of the energy function of a standardized Gaussian random variable with independent components. This justifies one more time the intuition that for high levels i, the random variables ξ ij , j = 1, ..., 2 i − 1 are approximately normally distributed and almost independent from the other random coefficients.
In order to avoid the evaluation of the integral appearing in (17) and the difficulty of drawing a Poisson time from its corresponding rate (6), we employ the subsampling technique. Considering ξ N nonrandom, we take as an unbiased estimator for ∂ k φ(ξ N ) the (random) function
where U k ∼ U nif (S k ). The variance of this unbiased estimator can be reduced by averaging over multiple independent uniform draws, albeit at the cost of additional computations. In our numerical experiments we did not notice significant gains and for that reason we used a single uniform draw. In Section 5 we show in each numerical experiment how we derived the Poisson upper boundsλ i satisfying equation (15).
Numerical results
We show numerical results for three representative examples. The first class of diffusion processes considered are linear diffusions (Subsection 5.1). This is a special case, where our method does not require the subsampling technique described in Subsection 4.1. Notice that for this class, the transition kernel of the conditioned process is known. In Subsection 5.2, we apply our method for diffusions which substantially differ from Brownian motions, being highly non-linear and multimodal and therefore creating challenging bridge distributions for standard MCMC. In the specific example considered, the implementation of the Zig-Zag sampler is facilitated by the drift function and its derivatives being bounded and therefore a bounded Poisson rate for the subsampling technique is available. In view of this, we choose for the third numerical experiment a diffusion with unbounded drift (Subsection 5.3). For all the models, Assumptions 1, 2 and 5 are verified and Assumption 4 is given by Proposition 2 and exploited by the local sampler presented in Algorithm 3. The computations are performed with a conventional laptop with a 1.8GHz intel core i7-8550U processor and 8GB DDR4 RAM. We wrote the program in Julia 1.2.0 which allows to profile and optimize the code for high performance. The program is publicly available on GitHub at https://github.com/SebaGraz/ZZDiffusionBridge where the reader can follow the documentation to reproduce the results.
Linear diffusions
A linear stochastic differential equation has the form
for some (α, β) ∈ R 2 . Assumptions 1, 2 and 5 can be easily verified. In this case the log-density function of the target distribution is
for some constant C. Note that ψ is a quadratic function of ξ, which means that the target density is still Gaussian under P N . It follows that
Interchanging the integral and the sum, this becomes
where Φ k = φ k dt and Φ jk = φ k φ j dt. This is a linear function of ξ N and, for each i, the event times with rates λ i , see (6), can be directly simulated without upper bounds. Figure 5 shows samples from the resulting diffusion bridge measure with α = −5, β = −1 obtained with this method running the Zig-Zag sampler for T = 1100, with a burn-in time of c = 100. The closed form of the expansion of linear processes, or more generally, reciprocal linear processes, with the Faber-Schauder basis was also found and used in van der Meulen et al. (2018) for the problem of nonparametric drift estimation of diffusion processes.
Non-linear multi-modal diffusions
The stochastic differential equation considered here has the form for some α ≥ 0. When α = 0 the process is a standard Brownian motion while for positive α, the process is attracted to its stable points (2k − 1)π, k ∈ N. Assumption 1, 2, 5 follow from drift, its primitive and its derivative being globally bounded. Fixing N , the log-density function is given by
Using trigonometric identities, we obtain that
To avoid the need to find the roots of equation (7) we apply the subsampling technique described in Subsection (4.1). Since the drift and its derivatives are bounded, we can easily find the following upper bound for (14):
with a 1 = Φ k (α 2 + α)/2, Φ k = φ k (s)ds and ξ k (t) = ξ k + θ k t. In this case, the upper bound λ i is a function only of the coefficient ξ i (as noted in Remark 4) so that the local sampler can be applied. Figure 6 shows the results obtained with this method setting α = 0.7. For this diffusion, the non-linearity and multiple modes make the mixing of the Zig-Zag sampler slower so we set T = 10000 and burn-in c = 100 Figure 6 : Simulation of the diffusion bridge mesaure (200 samples) given by equation (19) with α = 0.7 starting at −π at time 0 and hitting 3π at T = 50. Truncation level L = 6, final clock T = 10000 and burn-in 10. The straight horizontal lines are the attraction points of the process.
Diffusions with unbounded drift
Here we consider stochastic exponential logistic models. For this class, the process X t grows exponentially with rate r until it reaches its saturation point K. Its dynamics are perturbed by noise which grows as the population grows. The resulting stochastic differential equation takes the form
We can transform the process in order to get a new process with unitary diffusivity σ = 1 (Lamperti transform). The transformed differential equation becomes
with c 1 = β/2 − r/β and c 2 = r/(βK). Note that the drift function b of the transformed process is not global Lipschitz continuous. Nevertheless Assumptions 2, 5 are satisfied and by Remark 3, also Assumption 1 is verified. In this case, the partial derivative of the energy function is given by
where a 1 = 2r 2 /(βK), a 2 = a 1 /K. As before, it is not possible to simulate directly the first event time using the Poisson rates given by equation (6). The subsampling technique requires an upper bound for the unbiased estimator (14). Denote ξ i (u) := ξ i +θ i u and define the following quantities b
(1)
(2)
For any a, b, c ∈ R, (a + b + c) + ≤ (a) + + (b) + + (c) + and hence a valid upper bound for the Poisson rate (14) is given byλ
with λ
Using the superposition theorem (see for example Grimmett and Stirzaker (2001) ), we can simulate a waiting time with Poisson rate (22) by means of simulating three waiting times according to the Poisson rates λ
k (u) and then take the minimum of the three realizations. Since at any time, either λ (2) k (u) or λ (3) k (u) is 0, we just need to evaluate two waiting times. Figure 7 shows the results obtained with our method for this process. The final clock of the ZigZag sampler is set to T = 1000 and initial burn-in time c = 100.
Numerical validation
In this section we analyse the goodness of the empirical distributions computed in the previous section. This is a difficult task as, in most cases, the true conditional distribution is not known. We start by checking if some geometrical properties of the distributions are preserved in the simulations. For example, in Figure 6 , it can be noticed that the diffusion is attracted to the stable points ±π, ±3π, ..., and symmetric (geometrically speaking, after rotation) around the vertical axes t = T /2. Similar principles can be applied for all the applications presented in Subsection 5. For the linear case, we can compute analytically the density of the random variable X T /2 and compare it with its empirical density obtained from one sample of the Zig-Zag process (see Figure 8 ). In case that analytical results are not available, we can simulate forward diffusion processes, using for example Euler discretization in a fine grid, and retain only the paths which end in a -ball of a certain point at time T ( -ball forward simulation). If the final point is such that the probability of ending in this -ball is high enough, we can create a sample from the approximated bridge and compare it to the samples obtained from the Zig-Zag. Figure 8 , on the right, shows the joint empirical distribution with the two methods of the first quarter and third quarter random variables of the diffusion presented in Subsection 5.2. Figure 9 illustrates that the marginal distribution of the coefficients in higher levels is approximately Gaussian and the non-linearity of the process is absorbed by the coefficients in low levels.
Further extensions and conclusions
In this paper we have introduced a new method for the simulation of diffusion bridges which substantially differs from existing methods by using the Zig-Zag sampler and the basis of representation adopted. We motivated both choices and presented the method and its implementation. The resulting simulated bridge measures are shown to be close to the real measures, even for low dimensional approximations and bridges which are highly nonlinear. On top of that, our sampler explores the approximating measure efficiently. We took Figure 5 . On the right panel: comparison between the joint distribution of the variables X T /4 and X 3T /4 of the process given in equation (19) starting at −π and hitting π at T = 50. The scatter plot with red dots are obtained with -ball Euler simulation with = 0.1 and discretization ∆t = 0.0005 while the blue continuous path is the Zig-Zag path.
advantage of the subsampling technique and a local version of the Zig-Zag to sample high dimensional approximation to conditional measures of diffusions with intractable transition densities. This is the first time (to our knowledge) the Zig-Zag has been employed in a high dimensional practical setting. We hope that the promising results will open research toward applications of the Zig-Zag for high dimensional problems. We conclude with mentioning some possible extensions of the methodology proposed which are left for future research:
(a) The hierarchical structure of the Faber-Schauder basis suggests that the Zig-Zag should explore the space at different velocities to achieve optimal performance. Unfortunately, it is not immediately clear how to tune the velocity vector;
(b) Theorem 2 can be easily extended to multidimensional diffusion bridges. In this case the Zig-Zag sampler runs jointly in all the dimensions of the diffusion. While extending the theorem is not difficult, the implementation of the sampler becomes challenging; by a generalization of Proposition 2, the coefficients of the multidimensional process retain a remarkable sparse dependency structure which suggests that, by using the local sampler, the complexity of the algorithm does not explode when the number of dimensions increase.
(c) The driving motivation for proposing this methodology is to perform parameter estimation of a discretely observed diffusion model. For this purpose, the Zig-Zag sampler runs jointly on the augmented path space given by the coefficients ξ and the parameter space Θ. 
