When a visual stimulus (the "cue") is presented and followed by a line, the line is perceived to grow rapidly from the cued side even when it is presented physically simultaneously (the "line-motion effect"). We now report that the same line motion can be observed when the cue is presented in a non-visual modality, such as auditory or somatosensory. A beep sound was presented either from the left or the right speaker as an auditory cue, or an electric pulse was applied to a finger put on the left or the right side of a CRT display as a somatosensory cue. A line probe was then presented between the two possible cue positions. Both the auditory and the somatosensory cues led to line motion, thus the line motion could not be interpreted as a variation of within-modality effects, such as visual apparent motion. When the cue lead time was manipulated, the obtained time courses of the effects were similar across the three cue modalities (Experiment 1). The minor differences could be explained simply in terms of latency of detection, according to results of another experiment (Experiment 2). Finally, the line-motion task was compared with a task of temporal order judgment, where two targets were presented simultaneously at the cued and the uncued sides, and the subject was asked to judge which of the targets had appeared first. As a result, similar dependencies on cue lead time were obtained between the two tasks within subjects (Experiment 3). Thus, the non-visual cue seems to facilitate "prior entry" of a visual stimulus nearby in the spatial representation, much the same way as a visual cue does. These effects should be attributed to modality non-specific spatial attention, i.e., a "gradient" of information processing efficiency across various locations. 01997 Elsevier Science Ltd.
INTRODUCTION
When a visual stimulus (the "cue") is presented and followed by a line, the line is perceived to grow or elongate from the cued side, even when it is presented physically simultaneously (the "line-motion effect"; Hikosaka et al., 1993a,b,c ;the effect is indicated by the arrow in Fig. 1 ).
Our previous studies indicate that the direction of this illusory motion sensation is the same, regardless of the nature of cue: whether the cue is stimulus-onsetor -offset (Hikosakaet al., 1993a) .Moreover,the line motion could be induced without a cue, only by voluntary attention (Hikosaka et al., 1993b ;also see Schmidt et al., 1997) or anticipation of visual events based on memory without actual visual stimulus (von Gruenau & Faubert, 1992; Shimojo, 1995) at a particular location in the visual field.
We argued that the line-motioneffect is induced by local facilitation of visual information processing.That is, the cue (or the observer's voluntary effort or anticipation) drives attention, thus locally facilitating visual processing, which results in prior entry for input from the cued side. Here, we use the term "prior entry" to indicate earlier entry of input from the cued side, relative to that from the uncued, into the mechanism of motion detection. This hypothesiswas supported by another set CueLeadTi;e h,,, \ " ',l!,,,,,,, + ,,.!,,,, ,,, ,,,,,,,,: .:., FIGURE 1. Line-motion task applied to visual, auditory, and somatosensorycues. The figure illustrates the stimulus sequence in the visual cue condition as an example. 1575 of experiments in which we employed the paradigm of temporal orderjudgment (Hikosakaet al., 1993a) .In this experiment, a stimulus on the cued side tended to be judged as prior to the other stimulus on the uncued side. Moreover, this effect of illusorytemporalorder depended upon the cue lead time in the way expected from the linemotion data and the hypothesis. Thus, the line-motion effect seems to reflect a spatial gradient in efficiency of information processing. It has been widely used as a sensitivepsychophysicaltool to measurevisual attention.
In the example above, a visual stimulus was used to attract attention to its location. Space is super-modal, however; a real object occupies a location in space, and we perceive it by hearing or touching, as well as by seeing. If the object moves, our attention would be attracted to and follow the object to maximize multimodal processing of it, regardless of whether the cue for orientation is given only in one sensory modality or in different modalities altogether. How these sensory modalities prime each other and become integrated in a spatially selective manner is an intriguingquestion Buchtel & Butter, 1988; Farah et al., 1989; Woods et al., 1992; Stein & Meredith, 1993) . For example, would an auditory or somatosensory stimulus induce visual attention by local facilitation of visual processing,much the sameway as a visual stimulusdoes? If so, the same illusoryvisual motion shouldbe perceived by presenting the non-visual cues.
Another reason for employing non-visual cues was to test the possibility of line motion as a purely visual artifact, totally unrelated to attention. According to Downing & Treisman (1995 , 1997 , effects of spatialtemporalparameters on the line motionwere so similarto effects of those on classical apparent motion that the line motion, in particular the stimulus-driven version of it, shouldbe interpreted as a variation of apparentmotion. If they are correct, however, then an auditory or a somatosensory cue could not trigger the line-motion effect.
The first experiment tests these predictions.
EXPERIMENT 1: THE LINE-MOTIONEFFECT INDUCED BY NON-VISUALCUES

Method
Subjects. Six subjects (three naive, three non-naive) participated in the experiment with visual cue, six subjects (three naive, three non-naive) in the experiment with auditorycue, and five subjects(two naive, three nonnaive) in the experimentwith somatosensorycue. Four of the five subjects participated also in the cross-arm condition of the somatosensorycue experiment.
Materials and procedures. The experiment consisted of three sessions,each of which employed a cue stimulus in each of three cue modalities: visual, auditory and somatosensory.The visual cue condition is illustrated as an example in Fig. 1 . A visual fixation point was presented on the display first. It was then followed by a brief cue stimulus on the left or the right, which was presented in one of the three modalities. Finally, a line was visually presented physically simultaneously. Its length and location were such that its terminators spatially overlapped the two possible locations of visual cue.The subject'staskwastojudgefromwhichsidethe line appeared to grow, and push one of the two mousebuttons accordingly (a two-alternative,forced-choicejudgment). No specific instruction was given as for attention: they were asked just to observe the stimuli passively.
Duration of the fixation and that of the line were 1000 and 500 msec, respectively. The cue lead time varied in 13 steps, from -534 to 534 msec (15 steps from -204 to 1020msec in the case of somatosensory cue), and randomized across trials. A negative value of cue lead time indicatesthat the line was presented prior to the cue. The position of the cue (left/right) was pseudo-randomized so that the cue stimuluswas presented on the same side in no more than three successive trials.
The visual fixation was a cross of 24x 30 min (luminance: 7.9 cd/m2), and the line extended 13.5 deg x 6 min(7.9 cd/m2). The luminance of background was 0.1 cd/m2. The distance from the fixation point to the visualcue was 18.5 deg, that to the auditorycue (speaker) was 25 deg, and that to the somatosensory cue (the electrodeattachedto the index finger)was 20 deg. All the visual stimuli were presented on a CRT display (Commodore1950-B)controlledby a personal computer (Commodore AMIGA 3000 in the visual auditory cue conditions; Mitsubishi XC1498 in the somatosensory condition).
The visual cue was rectangular (21 x 30 min at the observationdistanceof 57 cm, 34 cd/m2),whose duration was approximately17 msec. The auditorycue was a burst sound generated by a computer and presented through one of the two speakers which were located on the left and the right sides of the CRT. The waveform of the sound was a sine wave in an amplitude envelope whose duration was approximately 17 msec. The peak frequency of the spectrumvaried from 100 to 1000 Hz, and was randomized across trials, a procedure to avoid habituation.The somatosensorycue was a single electric pulse of 1 msec duration, which was generated by a physiological electric stimulus generator (Nihon Koden SEN-7103)and applied to the subject'sindex finger. For this, electrodes were attached to the subject's index fingers of both hands, and the subject positioned the fingerson the left and the right edges of the CRT. In some sessions, subjects were asked to cross their arms so that the left finger was positioned on the right edge of the CRT, and vice versa. (We plan to publish this pert of the experimentelsewhere, so will not describe further details in the present paper.) In a preliminary session, the somatosensorythreshold of detection was first measured in each hand of each subject, and then the voltage was doubled for each. Finally, a minor readjustment was made between the two according to the subject's verbal report so that the subjective strength of the stimuluswas equal between the hands. The voltages obtained through this procedure were then employed for the main experimental session. The voltages which were actually employed were in a range of 40-80 V.
Thirty trials were conducted in the cases of visual and auditory cues, whereas 20 were conducted in the case of the somatosensory cue, for each cue lead time in each individual subject. Thus, altogether, 2 (positions)x 13 (cue lead times) x15= 390 trials were conducted each for the visual and the auditory cue conditions, whereas 2 x 15x 10 = 300 trials were conducted for the somatosensory cue condition.
Results and discussion
Results are shown in Fig. 2 , where the proportion of trials in which line motion was perceived away from the cued side was plotted as a function of cue lead time for each of the three cue modality conditions.Each curve is for each individual subject. See results in the visual cue condition first [ Fig. 2(a) ]. The strongest effect of line motion was obtained at cue lead times of 0-300 msec. This essentially duplicated our previous data (Hikosaka et al., 1993a,b) .In several subjects, there were effects in the opposite direction (line unfolding from the uncued side) at small values of negative cue lead times, ranging from -150 to -17 msec. This may be attributed to backward masking;that is, visibilityof one end of the line might have been reduced by the cue which was presented later.
Similar results were obtained in the auditory cue [ Fig.  2(b) ] and in the somatosensorycue [ Fig.2(c) ] conditions. Again, the strongesteffect of line motion was obtained at cue lead times between Oand 300 msec. The resultswere statistically significantwithin this range of cue lead time in virtually all subjects in all the three cue modality conditions (P <0.01 by chi-square test). There was no systematicdifference between the data obtainedfrom the naive subjects and those from non-naive ones. Thus, auditory and somatosensorycues, as well as a visual cue, can give rise to the visual line motion. These results suggestthat the perceptual systemperformed modulation while preservingthe spatialcoherencebetween the visual and non-visualsignals(the results in cross-armcondition were also consistentwith a multimodalrepresentationof environmental space; Miyauchi et al., 1993) .
One couId still argue that the resultscould be explained by so-called Type II errors, or a cognitive bias. That is, the percentage of illusory line motion from the cued side might have been grossly inflated because the subjects could rely on the cue location to make the line-motion judgment, even when they were completelyunsure about the effect. We do think this is highly unlikely, however, considering the following two facts:
1. The subjects indeed did not always judge that the line appeared from the cued side. Instead, they changed the percentage of the illusion system- 
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atically across cue lead time, and it was consistent across modalities (Fig. 2) . Moreover, the naive subjectsare not differentfrom the non-naiveones in this regard. These are difficultto explain solely by a cognitive bias. To examine this possibility more closely, we conducted an additional experiment. This experiment was basically a duplicationof the auditorycue experiment, except that we randomly mixed 90% of experimental trials with 10% of catch trials, where the line was physically drawn against the illusory line motion. The physical time delay between the two ends of line was carefully adjusted (6@ 80 msec) such that it would overcome the illusory effect and clearly appear as growing towards the cue, yet not very noticeablely unless the subjects pay attention to the direction of motion perception. The line-motion results obtained from the experimental trials in two subjects (one non-naive, one new naive) were virtually the same as those in the main experiment. Further, the percentage of correct judgment in the catch trials ("towards the cued side")was over 9570in both of them, suggestingthat the subjectsin fact had paid attentionto the direction of line motion and responded accordingly in each trial. This is quite the opposite to what would be expected from the "cognitivebias" account.
There still might have been a minor bias caused by a cognitivebias in the data of the main experiments,but it could hardly explain their overall tendency.
There was yet another unexpected finding in the main results. The line-motion effect produced by auditory and somatosensorycues had a faster onset, already reaching statistically significantlevels at small negative values of cue lead time; the line-motion sensation was produced even when the non-visual cues appeared after the line [compareFig. 2(a, b and c)]. Within-subjectcomparisons of the three cue-modality conditions confirmed this qualitatively, although there were some quantitative variations across subjects.
A simple explanation would be that the non-visual signals reach the central nervous system, particularly the area responsible for spatial attention, faster than the visual signals.If so, the reaction time to detected auditory and somatosensorystimuli should also be faster than that to detect a visual stimulus, as suggested in the literature (Luce, 1986; Farah et al., 1989; Pascual-Leone et al., 1992; Stein & Meredith, 1993) . To see if this is the case with the type of stimuli that we used in Experiment 1, we conducted the second experiment.
EXPERIMENT2: REACTIONTIMES TO VISUAL, AUDITORYAND SOMATOSENSOR1'STIMULI
Method
Subjects. Four subjects (one naive, three non-naive) participated in the experiment.
Materials and procedures. The stimulus parameters were the same as those employedin Experiment 1, except that this time there was no line probe presented. Thus, in each trial a visual fixation was presented first, then followed by a stimulus (the "cue" in the previous experiment) either on the left or the right side of the screen in one of the three modalities. The subject's task was to respond by a mouse button as soon as he/she detected the cue, regardless of whether it was on the left or the right. One hundred trials were conducted for each of the three cue modalities in each subject, while the position of the cue stimulus was pseudo-randomized across trials. Mean reaction time (RT) was then calculated for each stimulus modality for each subject.
Results and discussion
The results were highly consistent across subjects, as shown in Table 1 . The mean RTs for the auditory stimulus were the shortest, ranging from 146 to 185 msec; those for the somatosensory were the next, ranging from 186 to 211 msec; and those for the visual stimuluswere the longest,ranging from 216 to 272 msec. The difference between the auditory and the visual conditions ranged from 46 to 87 msec, while the difference between the somatosensory and the visual conditionsranged from 30 to 61 msec across the subjects.
The results are, in general, consistent with the literature, where the RT delay in visual detection has been reported in the order of 40-60 msec when compared with auditory, and somewhat less when compared with somatosensorydetection (Luce, 1986; Farah et al., 1989; Pascual-Leone et al., 1992; Stein & Meredith, 1993) . Although one would expect the exact values of crossmodal RT difference to vary depending on the stimulus intensities and conditions, our pilot study and the literature suggest that the direction and amount of difference would not change drastically, as long as the intensity of each stimulus is well beyond the detection threshold.
The RT results were also highly consistent with the onset order of line-motion effect found in the first experiment. To examine it more closely, we defined the "onset time" of line motion as 75Y0cutting point in each cue conditionfor each subjectin the results shown in Fig.  2(a-c) . We then obtained rank orders across cue conditionsand subjects in the onset time of line motion, The mean RTs for visual, auditory and somatosensory targets were shown for each of the four subjects. Values in parentheses are standard errors.
as welI as in the RT data (Table 1) . If our interpretationis correct, then the correlation between these two rank orders should be highly positive. Spearman'sr,ankwhich was calculated from the actual data sets was 0.81 (and when one extreme deviant,i.e. subjectHO's onsettime of line motion, was eliminated from the data, r,,nk was 0.95). Thus, the non-visual cues seem to have the same facilitator effect as the visual cue in the early visual pathway, yielding the same motion sensation. Yet, the auditory or the somatosensorysignal reaches the locus of visual facilitation faster than the visual cue, and sometimes even faster than the input from the line probe when the cue lead time is negative but small. With all these consistent results, it has not been examined directly whether the "hypothesis of the local facilitation" which we have proposed to account for the line motion yielded by visual cues (Hikosaka et al., 1993b) couId apply to the cases with non-visual cue as well. To test this, we conducted the third experiment. Here, we employed the visual temporal-order task with the auditory and the somatosensory cues, making comparisons between this and the line-motion tasks within each cue modality.We wonderedwhether the time profiles of the effect developing and decaying as a function of cue lead time would be similar between the two tasks, even when the cue modality is not visual.
EXPERIMENT3: TEMPORAL ORDERJUDGMENT
Method
Subjects. Five subjects (two naive, three non-naive) participated in the experiment.
Materials andprocedures. The stimulusconfiguration, parameters and the design of the experiment were identical to those in the first experiment, except that instead of a visual line probe, a pair of dotswas presented simultaneously,one on the left and the other on the right side of the screen. Thus, there was a fixationpoint at the beginning of each trial, followed by a cue in one of the three modalities, and further followed by a pair of dots. Since our interest here was a direct comparisonbetween the temporal-orderand the line-motiontasks,the two dots were always presented simultaneously in order to be more comparable with the line probe in the other task. The subject's task was to judge which of these two dots appeared first, and to press one of the two mouse buttons accordingly.
Results and discussion
Some examples of the results are shown in Fig. 3 , where the results in the two taskswith either auditorycue [ Fig.3(a) ] or somatosensorycue [ Fig.3(b) ] are compared within subjects. As is obvious from the figures, the functions obtained for the line-motion and the temporalorder taskswere highlycomparable,thuscompatiblewith our hypothesisthat a cue in various cue modalitiescould give rise to the same effect of local facilitation in a relatively early stage of visual pathway. The local facilitation would make the target at the cued location FIGURE3. Effects of visual and non-visualstimuli on temporal order judgment.The procedureand stimuliof this experimentwere similar to those in the first experiment, except that instead of a line, a pair of dot probes (12*30min of size) was presented after the cue, and the subject had to judge which of them appeared first (two-alternative, forcedchoice). Examplesof within-subjectcomparisonbetween the temporaI order and the line motion tasks are shown. Rate of the stimulus on the cued side judged as prior is plotted against cue lead time (msec), togetherwith the result in the line-motionexperiment. appear earlier in the temporal-order task. By the same token, it results in the illusory line motion away from the cued side, owing to the "prior entry" at the cued end. If there were any differences, the results in the linemotion task seemed to be slightly more sensitive and robust than those in the temporal-ordertask, a difference which was more obviousin subject SM. The remarkable sensitivity of line motion as a tool to detect the spatial gradientof attentionhas been emphasizedin our previous studies as well (Hikosaka et al., 1993a,b,c) .
GENERAL DISCUSSION
To summarize, we found that the visual line-motion effect could be induced by auditory and somatosensory cues, as well as a visual cue.
There are other lines of evidence that the kind of attentiongradient on which the line motion is based is not restricted to local visual cueing. For example, the linemotion paradigm can reveal local facilitation which is induced by purely top-down voluntary attention (Hikosaka et al., 1993a) , or by "odd ball pop-out" (Shimojo et al., 1992) . Also, the peak of efficiency gradient, from which the line appears to grow, can move in the visual field by object-bound attention, not restricted to a retinotopiclocation of a transientvisual event (Hikosaka et al., 1993a; Kanwisher & Driver, 1992) . Taken altogether, the line motion could not be attributed to a purely visual artifact, but rather reflects a more central and modality-non-specificgradient of spatial attention, i.e., a spatial gradient in processing efficiencyof sensory signals. This is also consistent with the reaction time studieswhich have indicatedthat attention-relatedeffects could be found in auditory, as well as visual modalities (Luce, 1986; Spence & Driver, 1994 , 1996 .
Even thoughthe attentionalmodulationcan be induced by non-visual cues, the facilitator effect itself seems to be executed in the vision-specificpathway. To be more specific, the current results support the hypothesis that stimulus-driven attention locally facilitates visual information processing prior to, or at the same level as, the neural locus for motionperception.Closelyrelated to this interpretationis the recent findingwhich underscoresthe role of attention on the ambiguity solving process for motion perception (Cavanagh, 1992) .
