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The ‘Senescence’ framework is a character simulation plug-in for Maya that can be used 
for rigging and skinning muscle deformer based humanoid characters with support for 
aging. The framework was developed using Python, Maya Embedded Language and 
PyQt. The main targeted users for this framework are the Character Technical Directors, 
Technical Artists, Riggers and Animators from the production pipeline of Visual Effects 
Studios. The characters that were simulated using ‘Senescence’ were studied using a 
survey to understand how well the intended age was perceived by the audience. The 
results of the survey could not reject one of our null hypotheses which means that the 
difference in the simulated age groups of the character is not perceived well by the 
participants. But, there is a difference in the perception of simulated age in the 
character between an Animator and a Non-Animator.  Therefore, the difference in the 
simulated character’s age was perceived by an untrained audience, but the audience 






CHAPTER 1. INTRODUCTION 
          In the animated and live-action feature films that use computer graphics imagery, 
simulating characters has always been a challenge for the studios working on the project. 
The graphics programmers and the artists spend a considerable amount of effort to 
create a movie with high production value.   
          Many top tier animation and visual effects studios have developed their own 
custom character simulation frameworks that are very well received. For example, Weta 
Digital used their proprietary character simulation framework for tissues, to simulate 
the famous ‘Gollum’ character and the ‘Jake Sully’ character in the ‘Avatar’ movie. 
Similarly, Industrial Light and Magic (ILM) used muscle simulation framework to 
simulate the ‘Hulk’ character in the ‘Avengers’ movie. Though these simulation 
frameworks reproduce the real working of tissues and muscles, they do not support 
aging features. Aging is an important feature to consider because the 3D humanoid 
characters like real life human beings also use bones, muscles and hair for simulation. 
For example, consider if there is a sequel to the ‘Avatar’ movie with an aged ‘Jake Sully’, 
the muscle will have to be simulated again since the muscle frame of an aged character 
varies from the original character setup. This puts pressure on the animators and 
motion capture actors for considering age while animating the character. Also, many 





developing a character simulation framework and achieving the same level of simulation 
in their productions across features. 
1.1 Scope 
          There are two important modules in the character simulation framework – one is 
the pipeline for rigging a humanoid character with a muscle rig for muscle simulation 
and the second is adding the controls for aging deformations in the joints and muscles 
of the character. There are not one, but several factors that influence aging in humans: 
lifestyle, environment, genetic and several others. But, normally a change occurs in the 
gait pattern because of aging caused by the changes in skeletal joints and muscles 
(Winter et al., 1990). Also, considerable change occurs in the walking stability because 
of those changes (Menz et al., 2003). The scope of the thesis currently assumes the 
following:  
•   The shape of the character will be humanoid characters or bipedal characters. 
• The aging changes in the character will reflect only the changes in the gait pattern 
and the deformation caused due to changes in the human musculoskeletal system 
(i.e., of the skeleton and the muscles).   
•   The deformations and changes in the framework will be based on aging of an       
      average human male. 
•   There are no established criteria or standards for changes happening in a specific  
     age in the gait pattern.  Therefore, the framework will simulate the aging  
          changes based on the joint range of motion and muscle cross-sectional area (CSA)    





a. 11 to 20 Years,  
b. 21 to 30 Years,  
c. 31 to 40 Years,  
d. 41 to 50 Years, 
e. 51 to 70 Years (Williams, Higgins, & Lewek, 2002; Soucie et al., 2011).  
The character simulation framework was created in Autodesk Maya (3D 
computer graphics software) on the Windows platform. Maya has built-in features that 
are needed for the framework. For example, the ‘Joints’ feature (which resembles the 
human skeletal system and is used for character rigging), the ‘Maya Muscle System’ 
(which resembles the human muscle system for simulating muscle deformations) and 
the ‘nHair’ plug-in for simulating hair using ‘Spring-Mass Systems’ that oscillates in a 
simple harmonic motion. In addition to the mentioned features, several programming 
languages was used for developing the needed plug-ins and extensions. The Application 
Programming Interface (API) of Maya is implemented using C++ and Python.  In addition 
to the application programming interface, Maya can be scripted using Python and Maya 
Embedded Language (MEL).  Though all the related programming and scripting 
languages are well documented in conjunction with Maya, using one language for 
development projects is a good software practice because it helps in both software 
integrity and maintenance.  Python was chosen because it is convenient to use in both a 






  Innovation is the core of the animation and visual effects industries, which 
mainly rely on research and technology.  Technology helps the studios in the production 
of movies with computer generated imagery and achieves the highest visual standards.  
The simulation of characters had always been a challenge and it is hoped that this 
research will be helpful in simulating a character in its various ages. Also, this simulation 
framework will enable reuse of character rigs for multi-sequel productions and help the 
technical team save time by reducing the rework of rigging the character.  The 
framework will also be helpful for character simulation in a small studio setting with a 
quality that can be comparable to top tier animation and visual effects studios. 
The validity of the results of the framework was evaluated by a survey that 
consists of several simulated animations in a generic character mesh.   
1.3 Statement of Purpose 
The purpose of this research is to develop a character simulation framework for 
Autodesk Maya computer graphics software that supports customizable aging for 
bipedal characters. 
1.4 Research Question 
The guiding question of this research is: 
 1. Can a character simulation framework that supports customizable aging with 
the use of muscle deformers and joints be created? 
 2. Are the animated character rigged using the proposed simulation framework 






The assumptions of the research include the following: 
1. The potential users of the proposed simulation framework will have a good 
knowledge of character rigging theory and Autodesk’s Maya computer graphics 
software for using this character simulation framework.   
2. The potential users of the proposed simulation framework know the process of 
character setup using the plugin for the intended simulation and will have a 
thorough knowledge of usage of the tool’s user interface.   
3. The potential users of the proposed simulation framework will determine the aging 
properties for the character according to needs of their own production or project 
that the tool is being used for.    
4. The proposed framework is responsible for the joint rotational limits and skin 
deformations based on aging and not the character’s movement or locomotion.   
1.6 Limitations 
The limitations of this research include the following: 
1. The proper movement of the character in accordance with the age that is setup using 
the tool depends also on the quality of the character’s animation that is key-framed by 
the character animator.   
2. The simulated deformations in the mesh by the tool also depend on the topology of 





3. The deformations parameters of muscles are limited to Jiggle, Stretch, Squash and 
Skin Sliding whereas the parameters of the bones will be Joint Rotation Angle and 
Degrees of Freedom for rotation and translation of joints.   
1.7 Delimitations 
The delimitations of this research acknowledge the following: 
1. The research only deals with the muscles and bones (joints) of the character and it is 
not a real-time simulation of aging of the human musculoskeletal system. 
2.  The research is limited to the boundaries of character rigging and animation in the 
computer graphics animation pipeline.   
3. No other users apart from character riggers, character animators, technical directors 
and simulators from the computer graphics animation production pipeline are 
considered.   
1.8 Definitions of Key Terms 
Ageing (British English) or aging (American English) – “Aging is the accumulation of     
          changes in a person over time.” (Bowen RL & Atwood CS, 2004, p.1) 
Character Rigging – “In a conventional skeletal animation package, the user must rig the       
          character manually. This requires placing the skeleton joints inside the character    
          and specifying which parts of the surface are attached to which bone. The tedium  
          of this process makes simple character animation more difficult than it could be.”  
          (Baran I & Popovic J, 2007, p.1) 
Framework – “Frameworks model a specific domain or an important aspect thereof.  





          interfaces). The abstract design is more than a set of classes, because it defines  
          how instances of the classes are allowed to collaborate with each other at runtime.      
          Effectively, it acts as a skeleton, or a scaffolding, that determines how framework  
          objects relate to each other.” (Riehle, 2000, p.1) 
Joints – “A joint is the location at which bones connect. They are constructed to allow  
          movement     (except for skull bones) and provide mechanical support, and are  
          classified structurally and functionally.” (Elsevier, 2008, p.1) 
Musculoskeletal System - “If we take a look at the human skeleton, we see that the 200  
          or more bones, however different in size and shape they may be, are all just links  
          in one long chain. It is the ingenious construction of the bones, with their  
          particular inner structure and apt connection to other bones, which make the  
          skeleton what it is: an inherently conclusive, functional unit suited to its purpose!”  
          (Farr, 2002, p.1)   
1.9 Summary 
This chapter has introduced the proposed research and discussed the significance, 
purpose, research question, assumptions, limitations, delimitations, and definition of 
key terms for the research. The next chapter will cover the relevant literature in the 







CHAPTER 2.  LITERATURE REVIEW 
The simulation of characters in a graphics production pipeline is a very daunting 
task for the technical directors and graphics programmers working on the projects 
because of the complexity of the skeleton setup, muscle definition, mesh deformation, 
weight painting process and more. A character simulation framework is a very loosely 
defined term in computer graphics; it refers to a software framework that helps in the 
simulation of characters and reduces the effort of artists working on the project.   
Many visual effects studios have researched and developed their own 
frameworks for simulating characters – Industrial Light & Magic used a proprietary 
framework for simulating the famous ‘Davy Jones’ character in ‘Pirates of the Caribbean’ 
movies and many others (Criswell, Derlich, & Hatch, 2006). Similarly, WETA Digital has 
their proprietary framework for character simulation (Aitken et al., 2004). Even at the 
time of this writing, there will be constant refinements and improvements for existing 
simulation frameworks in the industry.  Although, there are many reasons for 
development of these types of frameworks, the primary reason is to avoid rework and 
repetition of tedious tasks.  There are still several gaps in the existing frameworks that 
this thesis tries to bridge and for which it intends to provide a customizable alternative.   
This literature review will attempt to showcase the important information 





deformation techniques, and the existing character rigging methods in the computer 
graphics pipeline that is used currently for character simulation. Secondly, it will assess 
carefully, some important literature that uses concepts from physiology that are needed 
understanding for character simulation. Finally, it will examine the important aspects of 
anatomy and kinesiology for a deeper understanding of the human musculoskeletal 
system and the effects of aging on bones and muscles.      
2.1 Deformation Models 
The deformation of a 3D mesh is one of the primary and the most important task 
in the pipeline of character simulation that should be understood before character 
rigging or simulation frameworks. The primary purpose of rigging or setting up the 
skeleton for a character is for the mesh deformation.  The technical details of how a 
deformation algorithm works is not important here since the review is not about 
developing deformers but a thorough understanding of existing deformers and their 
purpose in relation with character rigging and skeleton setup, which is vital in 
developing the required character framework. 
One of the most influential pioneering ideas for deformation techniques is the 
free-form deformation of solid geometric models or FFD (Sederberg & Parry, 1986). The 
free-form deformation implementation allows the user to modify the mesh in a free 
form manner either locally or globally. The scheme of the algorithm can be used with 
Constructive Solid Geometry (CSG), Boundary Representation of models (B-Rep) 
Surfaces and Parametric Curve forms of geometric models.  Many recent and new 






modeling applications use free-form deformation for geometry sculpting. For example, 
Autodesk Maya’s Lattice Deformer feature is a close functional implementation of ‘Free-
Form Deformation’ algorithm. But, the free-form deformation algorithm does not 
preserve volume. The volume preservation in a deformation model is helpful in realistic 
simulation of humanoid characters because in the tissues of human body is volume 
preserving. 
To explain the algorithm in the words of the author,  
“A good physical analogy for FFD is to consider a parallelpiped of clear, flexible plastic in 
which is embedded an object, or several objects, which we wish to deform. The object is 
imagined to also be flexible, so that it deforms along with the plastic that surrounds it.”  
(Sederberg & Parry, 1986, p.152) 
Another important development in the area of deformation model is in the 
domain of facial animation for the simulation of wrinkles and skin aging using a 
physically based approach  (Wu, Thalmann, & Thalmann, 1994).  This paper builds on 
the idea of using a muscle simulation underneath a face using three layers – skin layer, 
muscle layer and a connective fat tissue layer between the muscle and skin.  (Lee, 
Terzopoulos, & Waters, 1995; Terzopoulos & Waters, 1990; Waters, 1987). It was based 
on a method named ‘Plastic-Visco-Elastic Model’ for generation of wrinkles unlike many 
other facial deformation algorithms which were based on ‘Facial-Action Coding System 
(Ekman & Friesen, 1977).  They categorize wrinkles into two types – micro wrinkles and 
expressive wrinkles. Expressive wrinkles are the ones that appear while an expression is 






Micro wrinkles are the ones that appear because of aging.  The simulation using ‘Plasto-
Visco-Elastic’ algorithm is a three step process.  The facial model in this paper can be 
simplified to an anatomy consisting of a skin mesh, which is connected to the muscle 
mask and connective fat tissue using a fat spring model that creates the wrinkles in the 
facial mesh when an expression is created in the outermost mesh (Wu et al., 1994).   
 Later, many ideas started focusing on skeleton driven deformation since it 
became the standard of the industry.  One of the most import and the phenomenal 
ideas among the skeleton driven deformation techniques was the ‘Pose Space 
Deformation: A Unified Approach to Shape Interpolation and Skeleton-Driven 
Deformation’ (Lewis, Cordner, & Fong, 2000). The approach that is followed by this 
algorithm is very straight and simple.  Shape interpolation is the process of creation of 
in-betweens between two modified shapes of same surface mesh while skeleton-driven 
deformation is the use of the underlying skeleton for the mesh deformation. Skeleton-
Driven Deformation algorithms produce very non-uniform deformations in the surface 
of the mesh.  “While shape interpolation is well-liked by production animators, it is not 
suitable for skeleton-driven deformation. On the other hand SSD produces characteristic 
defects and is notoriously difficult to control.” (Lewis et al., 2000, p. 1) 
Pose Space Deformation combines the advantages of both ‘Skeleton-Driven 
Deformation’ (precision over the mesh that is being manipulated or deformed) and 
‘Shape Interpolation’ (smooth animation or flow of the in-between poses) techniques.  
This allowed accommodation to creatures or characters with different topologies 






the shapes.  Also, in this model there is more precise control over the shape of the 
deformations made on the surface of the shape and are manipulatable directly either 
locally or globally  (i.e., the deformations can be directly sculpted on to the mesh by the 
animator or the person who sets up the deformation).  Since this deformation model 
allowed a direct preview of the animation, it can also be used for facial animation by 
blending shapes between the poses and for other complex secondary animations (Lewis 
et al., 2000).   
Following the idea of Pose Space Deformation was the research article on 
Context-Aware Sub-Space Deformation (Weber, Sorkine, Lipman, & Gotsman, 2007).  It 
is the deformation of articulated object controlled by a skeleton using a traditional 
skeletal sub-space deformation algorithm where each joint connected to a mesh is 
being assigned a weight.  The context of a given deformation derives the example from 
characteristic shapes (a characteristic pose of a thing, animal or a bipedal pose 
resembling human beings) and rest poses (the default pose of the character that the 
mesh describes).  The advantage of this type of deformation algorithm was the 
preservation of surface geometry details like wrinkles or bumps in the skin.  The model 
was also able to create high quality interpolation and extrapolation details of poses or 
in-betweens.   
It also conforms to the characteristic shapes of the target objects.  For example, 
if the target character mesh performs a completely different action from the source 
mesh – like if the target mesh is a leg and source mesh is a hand or a torso shaped mesh, 






the pose.  From the words of the author, “…Muscles should bulge and clothes should 
crease…” (Weber et al., 2007, p. 1). The deformation shapes of the target mesh is said to 
be a smooth function of the poses and aesthetically pleasing deformation for the viewer.   
Following that was the industry patent of Sony Pictures Imageworks and the technique 
was used for simulation of the muscular ‘Venom’ character in the Spider-Man movie 
(Miller & Harkins, 2007).  The research patent used procedurally generated NURBS 
(Non-Rational Uniform B-Splines) for generating muscle primitive which are 
customizable by the user. It also has dynamic animation abilities and inputs to deform 
the geometries that were then layered with a non-linear blend skinning algorithm.  This 
was coupled with a Radial-Basis Function based Pose Space Deformations for generating 
skin relaxation, skin sliding and the jiggling of the fat layer, which is situated beneath the 
mesh and above the muscle layer (Miller & Harkins, 2007).  The muscle implementation 
in the Autodesk Maya graphics application is a very close implementation to this 
deformation model.  Since, this is a patented technique; there are not many details 
available about the implementations and the various other capabilities of the 
deformation model. 
The very recent research work about deformation was Implicit Skinning-Real-
Time Skin Deformation with Contact Modeling (Vaillant, Rohmer, Wyvill, Gourmel, & 
Paulin, 2011).  This model uses an implicit surfacing technique and overcomes the 
problems that existed in the previously important deformation algorithms - the loss of 
volume and artifact generation while contact is happening during collision between the 






quaternion skinning technique preserves volume, it creates bulges while contact is being 
made.  The model overcomes both the problems and helps in creating nice 
deformations and avoids implausible contact deformations (Vaillant et al., 2011).   
The research work pre-computes the field function from the surface 
segmentation of the geometry, which approximates the mesh part associated with each 
of the bones under the skin.  While the character is animated, the mesh is deformed 
using geometric skinning and the field functions are implicitly transformed and project 
the mesh vertices on the contact surface.  It is prone to errors in very minor cases and 
the user has control over the application’s working in an interactive feedback system for 
correcting the meshes.  Also, the user has control over some parameters of the 
deformation properties like ‘Contact’, ‘Blend’ or ‘Bulge’ (Vaillant et al., 2011). 
There are many prominent works on deformation transferring approaches for 
reducing the effort of skin weighting, which is the process of assigning weights 
associated with each skeleton that is controlling the character meshes.  The approach 
followed by Park and Hodgins (2008) uses a data driven approach for transferring 
deformations from one character mesh to the other.  It uses motion-capture markers to 
capture deformation information from actors and stores them in a database.  The 
deformation is then retrieved and matched to a target skeleton for reproducing a similar 
skin deformation in the target (Park & Hodgins, 2008).   
It is rather a simple approach when it is compared to a more novel idea like the 
Semantic Deformation Transfer by Baran, Vlasic, Grinspun, and Popović (2009).  It is 






Semantic character is defined as the characteristic of each type of mesh that is being 
deformed by the model.  For example, a human character is supposed to walk with his 
ankle going backwards while he walks to create an illusion of life.  A flamingo is 
supposed to walk with its knee flipping the opposite way to that of the humans.  The 
algorithm has the ability to preserve the semantic characteristics of the source and 
target meshes by infering a correspondence between several mesh pairs and enabling 
semantic deformations.  It also enables transfer of poses from one character to another 
(for using as in-between’s for blending between the shapes). The technique of the 
algorithm is that it linearlly maps ‘Match poses’ between the two meshes for generating 
poses and splits the meshes into divisions of each having their attributes of range of 
motion (Baran, Vlasic, Grinspun, & Popović, 2009). 
One of the advantages of this deformation transfer model is that it generates no 
global shearing artifacts because there is a lot of action that goes into interpolation and 
blending shapes between the two poses.  It also has the ability to transfer to poses 
between completely different characters and it automatically captures the surface 
details of the surface geometry like the wrinkles or breaks in the skin etc. The 
deformation model can also do many-to-many deformation mapping tasks like a 
combined galloping imitation of two human beings to a horse (Baran et al., 2009).   
2.2 Skeleton Setup 
           This section of the literature review will talk about research progress so far in the 
area of skeleton setup inside the mesh, which is a predominant task in character rigging.  






plausible and realistic deformations in the mesh.  The first pioneer in the domain of 
skeleton setup is Keith Water’s research on muscle model for facial animation (Waters, 
1987).   
           The Waters research paper takes an approach viewed from the perspective of 
modeling and deals with solving the problems that existed in expression of facial 
emotions.  It does not take a physically based approach.  It uses Paul Ekman’s Facial 
Action Coding System (FACS) for controlling the actions performed by the face (Ekman & 
Friesen, 1977, p. 1) without “hardwiring the actions performable actions”.   Tens of 
muscles were implanted into the facial topology representing those that are the 
required action units of the facial action coding system.  There were also many 
properties associated with the facial mesh like ‘Zone of Influence’, ‘Fallstart’, ‘Fallfin’, 
‘Muscle Spring Constant’, Elasticity’ and ‘Tension’.   
Another important research idea in skeleton setup is Real-Time Inverse 
Kinematics Techniques (Tolani, Goswami, & Badler, 2000).  This paper borrowed the idea 
of inverse kinematics from the field of robotics and transferred the technique to the 
field of animation.  The technique is mainly developed for anthropomorphic limbs like 
Arms, Legs and the Spine.  It helps in reducing the range of motion and in turn the 
animator for making things easier instead of manipulating each joint while animating 
the character, which is a very tedious task. The use of inverse kinematics has become 
the industry standard for rigging the limbs of the characters whether it be bipedal 
characters or quadruped characters.  The inverse kinematics may not be used in all the 






kinematics’ should be used (Tolani et al., 2000).  It is mainly based on Newton-Raphson 
methods, which is given by the formulae: F (q) ≡ f (q) – g = 0, where forward kinematics 
is given by ‘f’, desired position and orientation of the end effector is given by ‘g’ and the 
joint angle vector is given by ‘q’ (Tolani et al., 2000).   
           The inverse kinematics system is mainly used for animation and task simulation 
systems.  It solves the partial orientation and aiming constraint problems caused by 
other methods (Tolani et al., 2000). 
A much more effective way to create realistic animation is using elastic 
deformable models and this idea was explored in the research article for a skeleton 
driven dynamic deformation approach (Capell, Green, Curless, Duchamp, & Popović, 
2002).  This method uses an elastic deformable model for creating deformations based 
on ‘Finite-Elements Method’ and placing it in a control lattice.  The simulated dynamics 
correspond to the shape and material properties of the mesh or the object and the 
motion of the skeleton that controls the lattice is dictated by an external source.  Since 
the skeletons coincide with the edges of the control lattice, there is no improper 
deformation and artifacts during the deformation are reduced because the strain in the 
lattice deformer is linearized.  Each region is assigned weights and is connected to each 
point in the lattice.  Since this model is a non-linear elasticity simulation it is considered 
to be more computationally expensive than that of a linear elasticity simulation (Capell 
et al., 2002).   
           The next novel idea in skeletal setup is a basis for future muscle-based character 






(Pratscher, Coleman, Laszlo, & Singh, 2005).  It produces anatomical character rigs for 
the meshes.  It creates muscular geometry effects by fitting an ellipsoid between the 
skin and the skeleton.  The skeleton forms the main control point of the mesh; it is 
connected to an ellipsoid which is actually the musculature for producing the skin 
deformation in the surface of the mesh.  It is a vertex weighted skin deformation 
technique like the linear blend skinning.  The mesh is segmented based on the location 
of bones and the model assigns color to corresponding region.  It is based on the real 
working of the human musculoskeletal system and similar to it the ellipsoid musculature 
in this setup resembles the working of the actual muscles and the tendons connect each 
muscle together for transferring the deformation to one and the other.  The location of 
the muscles and tendons in the system can be from template files or it can be defined 
by the user.  The geometric deformer provides the user with an arbitrary shape 
deformation by giving many options for manipulating the muscle like – ‘Dropoff’, 
‘Stickiness’ and ‘Hardness’ parameter of musculature and a ‘Slip Parameter’ for the 
surface slip (Pratscher et al., 2005). 
           The physically based rigging for deformable characters overcomes the problems 
of skeletally controlled deformation.  The deformation in this model is produced from 
physical equation from that of elastic deformable characters (Capell, Burkhart, Curless, 
Duchamp, & Popović, 2005).  This framework gives the animator a control over the 
shape by using forces to guide the deformation called the ‘Rigging Forces’.  It takes the 
Dynamic Elastic Simulation approach (Capell et al., 2002) and pushes it further.  The 






creating a collision around the creases.  Also, the creation of ‘force fields’ that are used 
for deformation are also provided to the animators for gaining a total control over the 
deformation produced.  This model also supports the transferring of rig forces from one 
character to the other (Capell et al., 2005).   
           Many papers addressed the issue of the tediousness of the skeleton setup by 
providing automatic rigging and deformation solutions.  The most prominent of them all 
is the Automatic Rigging and Animation of 3D Characters or the ‘Pinocchio algorithm’ as 
called by its authors (Baran & Popović, 2007).  The algorithm was created to support 
novice animators and children to start to animate easily.  In this model, given a 3D mesh 
and a generic skeletal motion, it applies the skeleton to the character for animation and 
adjusts the motion to the shape of the skeleton. 
          It produces plausible animation to many varied geometrical shapes and it 
supports from bipedal characters to quadruped characters.  The way ‘Pinnocchio’ works 
is that it packs spheres on the characters and finds their center.  Then, with the center, 
it finds an embedding on to the graph that minimizes distraction. Following that, the 
bone weight for the Skeletal subsurface deformation is computed and it solves the 
diffusion equilibrium equation to compute the bone weights.  The system then uses an 
online motion retargeting system for projecting the animation on to these skeletons 
(Baran & Popović, 2007).   
           There were also many prominent research works on automatic skin weighting 
techniques after automated rigging techniques.  One of them was MASKLE (Evans, 






that is to be weighted called ‘MASKLE’.  The mask has to be loaded and scaled over the 
face.  Then, an automated process of automatic shrinking to hug for weighing over the 
target mesh will be performed for applying the value pre-computed by the algorithm 
(Evans et al., 2006). 
           The process of creating blend shapes is tedious and more than that it is time 
consuming.  In the year 2010, Li, Weise, and Pauly, produced the idea of example based 
facial rigging which involved the creation of blend shapes or poses for the target facial 
mesh using a generic prior.  The system generates the facial rig based on the example by 
optimizing the blend shapes for the target mesh and the facial weights (Li et al., 2010).  
Along the similar lines in the same year, ‘Frankenrigs’ (Miller, Arikan, & Fussell, 2011), is 
another concept of using modular rigs for faster rigging and skinning of character 
models.  ‘Frankenrigs’ looks up its parts database for finding a rig for its target mesh 
(which should be a set of tagged joint locations).  Then by part filtering it transfers the 
skin weights to rig the target characters.  It also provides the user with options for 
correcting the artifacts if there are any.  Though the idea of the system is very unique, 
the system is only as good as its database of rigs.  The resultant rig will be fine if there is 
a huge selection of models in the parts database (Miller et al., 2011). 
          Any linear and skeletal subspace deformation techniques do not properly handle 
the stretching or bone twisting.  They create ‘Shape Explosion’ and ‘Candy Wrapper’ 
artifacts respectively. Jacobson and Sorkine (2011) created stretchable skeleton 
deformation.  It is a modification of simple linear blend skinning and dual quaternion 






weights’.  They reveal correspondence between each points of the bone.  This technique 
helps in creation of stretchable skeletons by animators which helps in the ‘Exaggeration’ 
principle of animation for creating an illusion of life (Jacobson & Sorkine, 2011).  There 
are several other skinning techniques and character rigging studies that are good but 
beyond the scope of this thesis, so they are not discussed in this literature review.   
2.3 Aging in the Musculoskeletal System 
“Aging is the accumulation of changes in a person over time.” (Bowen RL & 
Atwood CS, 2004, p.1). Aging in the human body is a very complex process.  Aging can 
be viewed from a variety of views and not just limited to social, psychological, cultural 
and scientific perspectives. But, what is important in context with this research is aging 
from a physiological perspective and about the physical changes in the muscles and 
bones of the human body due to aging. The process of aging cannot be simulated 
perfectly because no two human bodies in the world are actually the same and there 
are only theories that exist to explain the complicated phenomenon.  The way a human 
being ages depends on many external parameters.  The process of aging is 
uncontrollable, it is very individual to each and every human being, and it depends upon 
various external factors like the physical activity levels, demographics, climatic 
conditions, culture, food preference etc., (Geng, Zhou, & Smith-Miles, 2007). That being 
said, there are similar changes in every human body due to aging.  In the bones, the 
strength of the material decreases and causes the joints to become more stiff (Oertel & 
Republic, 1986; Tissue, 1992). In muscles, the fiber content decreases causing atrophy in 






is called ‘Sarcopenia’ (Grimby & Saltin, 1983; Lexell, 1993). The aging pattern in the 
Muscles and Bones will be explained in detail in the later sections of this chapter. This 
thesis is not going to perfectly simulate aging but gives a way for programmers and 
researchers alike to use this research as a platform to define the aging characteristics of 
any character that is being used in the simulation that is developed.   
2.3.1 Aging in the Muscle 
The muscle is a cellular tissue that has mechanical properties which are 
described by two components : Contractile Component (CC) and Series Elastic 
Component (SEC) which acts like a non-linear spring (Chapman, 1985). The components’ 
relationship associated with the bodily movement are given by Force-Velocity, Force-
Length, Force-Extension and Length-Torsion relationships (Chapman, 1985; Hasson & 
Caldwell, 2012; Stevens, Dickinson, & Jones, 1980). Though, these relationships are 
important in conjunction with human motion and the stimuli, we are basically 
interested in the passive properties of the muscle which are (Davies, Thomas, & White, 
1986):  
a. Contractility – The ability of muscle tissue to contract and expand. 
b. Excitability – The ability of muscle tissue to generate action based on stimulus. 
c. Extensibility – The ability of muscle tissue to stretch or elongate. 
d. Elasticity – The ability of muscle tissue to return to its original shape.   
As mentioned earlier, in the human muscles, the fiber content of the muscle 
tissue decreases, causing atrophy in the muscles which leads to a decrease in the muscle 






inevitable in the aging process. There are no studies to prove that there is a related 
constant to describe the reduction in the muscle mass because of Sarcopenia. However, 
there are studies which prove that this phenomenon causes the muscle mass to 
decrease from an adult to senescence phase (Cesari et al., 2009; Lauretani et al., 2003).  
The physiological changes in the cross-sectional area of the Vastus Lateris muscle due to 
aging and how it changes during the course of life of a  was studied in the Physical 
Therapy Journal paper titled ‘Aging Skeletal Muscle: Physiologic Changes and the Effects 
of Training’ (Williams et al., 2002). This research work is of tremendous importance in 
context with developing the aging parameters for the ‘Senescence’ framework because 
it gives us the percentage of change in the CSA value of a specific muscle type. The 
paper talks about how the force-generating capacity internally in the muscle decreases 
as people age. It also discusses its relationship with muscle atrophy, which is the 
decrease in size of the muscle fibers inside a muscle. The muscle atrophy is measured 
using is measured using a value called Skeletal muscle cross-sectional area (CSA) 
(Williams et al., 2002). The research work helps in understanding the relationship 
between the changes in width of the muscle, the change in total number of fibers inside 
the muscle, the volume of the contractile tissue within the Muscle CSA the and its effect 
on the motor unit characteristics of the muscle.  It also mentions about how strength 
training and physical exercise can help in reduction of the physiological effects of aging 
phenomenon that occurs in the skeletal muscles.  
From the passive properties mentioned above we can derive the parameters 






Elasticity, Contractility and Extensibility.  In terms of animation and deformer 
convention, we can rename them to Width, Jiggle, Stretch / Squash and Skin Slide 
property of the muscle to slide under the mesh of the character.   
2.3.2 Aging in the Bones and Joints 
In the human musculoskeletal system, the bones are not connected to each 
other directly.  They are connected to each other using ‘Articular Cartilage’ that lines the 
joints, ‘Synovial Membranes’ around the joints and a lubricating fluid called ‘Synovial 
Fluid’ inside your joints.   
 As humans bones age with time, the calcium and other minerals that the bone is 
made up of decreases in density and makes the bone more brittle and prone to 
fractures (Chatterji & Jeffery, 1968)(Sharpe, 1979). Also with age, the Synovial Fluid in 
the joints decreases, the Articular Cartilage becomes thinner causing the joints to 
become thinner and the ligaments tend to shorten, losing the flexibility.  These factors 
in combination cause the joints to stiffen and reduce the ability to freely rotate the 
joints with age (Chung, 1967; Oertel & Republic, 1986; Tissue, 1992). 
 Because, we are interested in a character’s movement, the strength of bones is 
not important in relation with the framework but the changes in the range of motion of 
each joint are important. The reference values for range of motion measurements for 
each joints is studied in a journal article titled ‘Range of motion measurements: 
reference values and a database for comparison studies’ (Soucie et al., 2011). The ROM 
values given in the paper can be used for allocating the degrees of freedom in the rig 






collected from 674 subjects across both the genders including the age groups – 2 to 8 
years, 9 to 19 years, 20 to 44 years and 45 to 69 years during the time period of 
November 2003 to July 2006 (Soucie et al., 2011). It includes common real-world joint 
extension and flexion actions that we require for testing the characters simulations like 
Hip extension, Hip flexion, Knee flexion, Knee extension, Ankle dorsiflexion, Ankle 
plantar flexion, Shoulder flexion, Elbow flexion, Elbow extension, Elbow pronation and 
Elbow supination. The paper also discussed about how the joint range of motion 
decreases with ageing and how it is consistent across various participant types like how 
the mobility was more in the younger stages of life than in the later (Soucie et al., 2011). 
Similarly, like the muscles no common constant for the bones exists to determine the 
age of a person. Therefore, we can derive the properties of bone joints as ‘Joint Rotation 
Angle’ and the ‘Degrees of Freedom’ from a rigging convention.   
2.4 Summary 
There are many things to concentrate on while creating a character simulation 
framework like this such as hair, skin wrinkles, bone density etc. As of now, only Joints 
and Muscles are taken into consideration for aging. The technical details of the 









CHAPTER 3. FRAMEWORK AND METHODOLOGY 
The purpose of the research work is to answer the primary research question 
which is the inclusion of aging character controls and automation of muscular rigging 
process for a humanoid character.  This section of the thesis will define how the results 
that were accomplished by the system had been tested by using specific statistical 
methods.   
3.1 Research Type and Framework 
The research type for this thesis is a quantitative research.  The research goal is 
to produce a plugin for Autodesk Maya computer graphics software (since, it is 
commercially the most used product for animation both in the industry and the 
academia) that automates the rigging and skinning process using muscles with support 
for aging.  The success of the ‘Senescence’ framework is measured in two types – One is 
the actual working of the product which can be used for simulating characters in various 
ages and the other is the perception of simulated ages in the characters by the intended 
audience.   
3.1.1 Testing the functionality of the framework 
 The ‘Senescence’ framework works if it is able to automate the rigging / skinning 







joints and the width parameter to the muscle deformer of the character and does not 
work if it is not able to do it.  
3.1.2 Testing the ‘Perception’ of Age in the Simulations 
 The second part is testing the perception of age by the audience in the character 
that is being rigged by using ‘Senescence’ framework. The efficiency of the plug-in in 
simulating the character for an age is defined by the accuracy of the perception. This will 
be tested by using a surveying process which will be defined in the later parts of this 
chapter.  
3.2 Implementation 
This section will discuss how the framework was implemented for the simulation.  
3.2.1 User Interface 
The user interface for the plugin have aging controls for both the skeletons and 
the muscles in which the user can freely set the properties for the character’s skeleton 
and muscles using an XML file that accompanies it.  The joints have the range of motion 
values and the muscles have the width values which represent the cross-sectional value.  
The parameters for the muscle and skeleton joints were chosen because they closely 
resemble the properties that change when humans age.  Also, prior to the selection the 
joints and muscles for the character will be placed and setup according to the actual 
connections between the bones and muscles in the human musculoskeletal system 









Figure 3.1. The user interface of the ‘Senescence’ plug-in 
3.2.2 Human musculoskeletal system 
A deeper understanding and knowledge of the human musculoskeletal system 
and its working, during the movement of each joint is needed in order to develop a 
strong base for the simulation. The following set of images of the Human 
musculoskeletal system and the muscle table will be the reference and the basis for 
setup of joints, muscles and their influence in the character simulation that has been 































 The following table defines the which muscles are invloved in each movement of 
the human body [MACKENZIE, B. (2006)]: 
Table 3.1 Common actions and the Muscles associated with them 
Actions Muscles Resulting Activity 
Shoulder Actions Levator scapulae - 
Pectoralis minor -  
Trapezius - 
Rhomboideus major -  
Serratus anterior -  
1. Raises shoulder blade 
2. Lowers shoulder blade 
3. Lifts clavicle. Adducts, elevates and  
      rotates scapular outwards 
4. Adducts scapular and rotates it inwards 
5. Stabilises scapula when hand exerts  
      pressure on an object 
Arm Actions Pectoralis major -  
Latissimus dorsi -  
Deltoid –  
Teres major -  
1. Flexes, adducts and rotates arm medially 
2. Extends, adducts and rotates arm  
      medially. Moves arm downward and  
      backwards 
3. Abducts, flexes, extends and medially  
      and laterally rotates arm 
4. Extends arm, assists in adduction and  









Table 3.1 continued 
Forearm Actions Biceps brachii -  
Brachialis - 
Brachoradialis - 
Triceps brachii -  
Pronator teres - 
Pronator quadratus - 
Supinator -  
1. Flexes and supinates forearm. Flexes arm 
2. Flexes the forearm 
3. Flexes, semi-supinates and semi- 
      pronates the forearm 
4. Extends forearm. Extends arm 
5. Pronates and flexes forearm 
6. Pronates the forearm and hand 
7. Supinates forearm and hand 
Abdominal 
Actions 
Rectus abdominis -  
External obliques -  
Transversus 
abdominis –  
Quadratus lumborum 
-  
1. Compresses abdomen and flexes  
     vertebral column 
2. Bends vertebral column laterally and   
      rotates vertebral column 
3. Compresses abdomen 



















Iliocostalis thoracis -  
Iliocostalis cervicis - 
Longissimus thoracis -  
Longissimus cervicis -  
Longissimus capitis - 
Spinalis thoracis - 
Spinalis cervicis - 
Spinalis capitis -  
1. Extends lumbar region 
2. Maintains the spine's erect position 
3. Extends cervical region 
4. Extends thoracis region 
5. Extends cervical region 
6. Extends the head and rotates it to  
      opposite side 
7. Extends vertebral column 
8. Extends vertebral column 
9. Extends vertebral column 
Thigh 
Actions 
Psoas major -  
Iliacus - Gluteus 
maximus -  
Adductor longus - 
Adductor brevis - 
Adductor magnus -  
1. Flexes and rotates thigh medially and  
      flexes vertebral column 
2. Flexes and rotates thigh medially and  
      flexes vertebral column 
3. Extends and rotates thigh laterally. 
4. Adducts, medially rotates and flexes the thigh 
5. Adducts, laterally rotates and flexes the  
      thigh 








Table 3.1 continued 
Leg Actions Rectus femoris –  
Vastus lateralis -  
Vastus medialis -  
Vastus intermedius - 
Sartorius - Biceps 
femoris - 
Semitendinosus - 
Semimembranosus -  
1. Extends knee and flexes hip 
2. Extends knee 
3. Extends knee 
4. Extends knee 
5. Flexes knee. Flexes hip and rotates 
femur laterally 
6. Flexes leg and extends thigh 
7. Flexes leg and extends thigh 
8. Flexes leg and extends thigh 
Foot Actions Tibialis anterior - 
Peroneus tertius - 
Gastrocnemius -  
Soleus –  
Plantaris –  
Tibialis posterior - 
Peroneus longus -  
Peroneus brevis -  
1. Dorsiflexes and inverts foot 
2. Dorsiflexes and everts foot 
3. Plantar flexes foot and flexes knee 
4. Plantar flexes foot 
5. Plantar flexes foot 
6. Plantar flexes and inverts the foot 
7. Plantar flexes and everts the foot 









3.2.3 System Pipeline and Work Flow 
The functional pipeline of the system and its system is given below: 
 
Figure 3.5. System Pipeline 
 The first step in using the plug-in is importing the character mesh that needs to 
be rigged inside of Maya and bring up the user interface of the ‘Senescence’ framework. 
The next step is placement of locators in the viewport which serves as a reference for 
placing the ‘Joints’ over them. Then, the control curves should be placed over the joints, 
which the user can control the size of the curve being placed. The joints should then be 
converted to capsules to accommodate the placement of muscle deformer over it. 
Finally, the joints and muslces should be binded to the mesh and proceed towards 
applying weights. The user can chose to apply default weights for the mesh or paint 








3.3 Using the ‘Senescence’ Framework 
 The same process described in the previous section of the chapter is followed for 
creating the simulation for the same character mesh in five different age categories.  
The Joints and Muscle deformers produced by the framework follows the Human 
musculoskeletal system as close as possible.  
 








3.4 Testing Methodology 
           The research work lies in the region of convergence of three different fields – 
character animation, computer science / technology and kinesiology (since, the actual 
research goal deals with the scientific aspects of human movement across various ages). 
Because, both computer graphics and aging is subjective, we decided to use an 
electronic survey to test the perception of aging simulation of the character that is 
skinned is using the software for 5 different age categories – 11 to 20 Years, 21 to 30 
Years, 31 to 40 Years, 41 to 50 Years and 51 to 70 Years (Soucie et al., 2011). 
 The aging categories were chosen based on the available date for both the range 
of motion values for joints and the cross-sectional area for muscles. These stages 
provide us with good intervals for approximation of aging intervals to be considered 
while simulating the muscle after rigging the character since the intervals are primarily 
based on the major physiological and psychological changes in humans.    
          The character will do the following actions based on reference videos with the 
same motion (parameters chosen based on the Principles of Motion) (Figure 3.5): 
a. Walk Cycle 
b. Run Cycle 
c. Rope Pull 
d. Lifting Heavy Objects 
The tests of ‘Walk’ and ‘Run’ were chosen because these tests primarily showcase 
the character’s capability to walk and run at a simulated age, because we see people of 







of rope pull and heavy lifting is chose because it will show case the movement 
dynamism and muscle flexibility of the character in addition to the previous tests.  The 
character mesh for performing the actions is an anatomically correct human male model 
with no textures or facial features since it may affect the perception of age in the 
participants or have some influence about it. Because of the same reason, we used a 
basic skin shader for the whole mesh (Figure 3.4).  
 








Figure 3.8. Character Actions 
3.5 Hypotheses 
H0 (1) = The difference in the simulated age groups of the character are not perceived 
accurately by the participants.  
H0 (2) = There is no difference in the perception of simulated age in the character 
between an Animator and a Non-Animator.  
Ha (1) = The difference in the simulated age groups of the character are perceived 
accurately by the participants.  
Ha (2) = There is a difference in the perception of simulated age in the character 








The participants for the survey were recruited through the departmental e-mails. The 
only eligibility criterion for the participant is to be above the age of 18. The participants 
watched five aging simulations in random order and vote on the age that the action of 
the character is likely to belong. The total number of participants targeted is 100.  
3.7 Analyses 
The results from the survey were analyzed using 3 methods: 
a. Distribution of the ‘Total Difference from the perceived Age group’ Data in a 
histogram to observe the skewness of the data – If more data is skewed toward the left, 
the participants can perceive the age well and otherwise if it is the opposite. By default, 
even if there a difference of one for each individual’s response for a question, we 
consider the simulation represents the simulated age group well.  
b. One-Sample t-test (2-Tailed) for all the responses including all the participants 
for testing the general perception of age without any categorization.  
c. Paired Samples t-test for knowing the difference in the perception of age 
between participants who are Animators and Non-Animators, since an animator’s eye is 
more trained to observe minute changes in the motion of an object than a non-animator 
participant.  
3.8 Measure of Success 
       The measure of success for the research is defined by the successful perception of 








This chapter covered the testing methodology of how the research was tested 
against the test variables, the electronic survey for analyzing and reviewing the results.  
It also describes from where the data source was collected and how the testing 





















CHAPTER 4. PRESENTATION OF RESULTS 
 This chapter presents the various data as results obtained through the electronic 
survey distributed for measuring the perception of age among the participants which 
include both Animators and Non-Animators. This includes the survey participation, 
perception of age and the individual differences among each type of participant and 
comparison of differences in age perception between participant types.  
4.1 Results from the Survey 
4.1.1 Survey Participation 
  There were a total of 100 participants in the electronic survey distributed 
using departmental e-mails. We were successfully able to get 100 participants who were 
above 18 years of age in total. Among them, 60 were Non-Animators who belonged to 









Figure 4.1. Survey Participants 
4.1.2 Age Perception 
 Among the 100 participants, 51 identified the character simulation designed to 
represent the age group 11 to 20 years.  The simulation, which represented the 21 to 30 
years age category, was identified by 60 participants which is the highest identification 
count among all the other age categories. 48 participants correctly identified the 31 to 
40 age group correctly. The simulation which represented 41 to 50 years was identified 
by 55 of the participants. The second highest response identification rate was for the 51 
to 70 years age category (Figure 4.2). Based on the trend in responses, we can conclude 
that most of the participants were able to identify the 21 to 30 Years age category and 




















Figure 4.2. Successful Age Perception 
4.1.3 Age Perception by Animators 
 Out of the 40 Animator participant’s, 22 identified to the first age group category 
– 11 to 20 years (Figure 4.3). The highest identification rate (29) was for the age group 
category, 21 to 30 years. The simulation which represented the 31 to 40 years age 
category was identified by 23 participants.  27 participants identified the 41 to 50 years 
age category. The second highest identification rate (27) in this participant group was 
for the 51 to 70 years age category. This trend matches that seen with the total 
participant response. The lowest identification rate was for the 11 to 20 years age 
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Figure 4.3. Successful Age Perception by Animators 
4.1.4 Age Perception by Non-Animators 
 Among the 60 general participants who were non-animators, 28 identified the 
character simulation that represented the 11 to 20 years age category (Figure 4.4). The 
highest identification rate of 31 out of 60 participants was for the 21 to 30 years 
simulation. 25 participants were able to identify the 31 to 40 years age group, making it 
the lowest identification rate in this non-animator participant type. The simulation 
which represented the 41 to 50 years was identified by the 28 general participants 
making it level with the identification of 11 to 20 years age simulation. The second 
highest identification rate was for the 51 to 70 years category, 30 out of 60 participants 
were able to identify it correctly. In this participant category, like the previously 
described results consisting all of them and the animator participants, most of them 
were able to identify 21 to 30 Years and 51 to 70 Years aging category. Also, many 































Figure 4.4. Successful Age Perception by Non-Animators 
4.1.5 Comparison of Age Perceptions 
 
Figure 4.5. Comparison of Age Perception 
 On comparing both the response types we can clearly say that the participants 
were able to identify the 21 to 30 years and 51 to 70 years age category correctly 
(Figure 4.5). The main reason for identification could be the range of the difference 
between both these age groups. Also, most of the participants could have not have 
been able to identify the 11 to 20 years category bacause of the same size of the mesh, 
(length of torso and legs) since a teenager is supposed to be leaner and have a lesser 
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identification of 31 to 40 years and 41 to 50 years were more or less the same in both 
the participant types.  
4.1.6 Differences in Age perception 
 
Figure 4.6. Percentage of Difference in Age Perception 
 In this section, we will mainly discuss the differences in perception of the age 
group categories between the animator participants and the non-animator participants 
(Figure 4.6). For plotting this graph, 40 responses from the non-animator participant 
category was randomly chosen, to have an equal number of participants in each 
category for measuring the percentage of difference in the perception. From the graph, 
it is very clear that the age perception in the animator participant is higher than that of 
the non-animator participant category. There is a considerable difference in the 
perception of 21 to 30 years and 51 to 70 years. About 72.50 % of the animators were 
able to clearly identify the 21 to 30 years age category compared to 51.66 % in the non-





































70 years when compared to the 50 % identification in the non-animator participant 
group. The highest difference in the identification was for the 41 to 50 years age 
category in which 67.50 % of animators were able to identify it when compared to the 
46.66 % identification rate in the non-animator survey participant category. The lowest 
difference for the two groups is in the first aging simulation category (11 to 20 years), in 
which there is a difference of 9 %. The reason for the higher identification rate of age in 
the animator participant could be their training to observe the subtle motion for 
animating characters to create motion realism.  
4.2 Summary 
This chapter presented the data from the electronic survey presented for the 
participants that was gathered and analyzed in the study. It consisted responses from 
both the targeted participant types who were animators and non-animators. The next 
chapter will further analyze the statistical tests performed on the data and will conclude 














CHAPTER 5. CONCLUSION 
 In this chapter, we will discuss the results of statistical test analyses for the 
survey responses, discuss the challenges, conclude the research work and also lay the 
seeds for future research directions in this domain.  
5.1 Discussion of Results 
The following figure would show the subtle changes in the ageing animation simulated 
by the framework. 
 








5.1.1 Distribution of ‘Total Deviation’ Data 
 This ‘Total Deviation / Difference’ frequency distribution was created to 
understand where most of the user responses lie i.e. how close the participant was near 
to the answer and measure the average of disagreement of each subject (Figure 5.1 & 
Figure 5.2). We have a deviation of 0 to 4 for each question based on the participant’s 
response. By default, we allow a difference of less than or equal to 1 for each response 
indicated by the participant for each character simulation representing a certain age 
group. Therefore, for success, the mean difference or deviation should less than or 
equal to 1.  
 As shown by the frequency histogram and the box plot, we have a mean 
deviation of 3.64 with a standard deviation of 3.428 for each participant. This is higher 
than what we had expected for successful perception of age, which is lesser than or 
equal to 1. Therefore, we cannot reject the null hypothesis, H0 (1) which is the 






















5.1.2 General Perception of Age 
 A One-Sample T-Test (2-Tailed) is performed on the data to know about the total 
difference of the 5 aging simulations for each participant is equal to or smaller than 5 
since we allow a difference of 1 for each simulation representing an age group. In the 
results, the value of mean total difference is 3.64 with a standard deviation of 3.428. We 
have a P-value of 0 which is less than α = 0.05. The upper confidence interval value is -
0.68 and lower confidence interval is -2.04. We have less statistical significance.  
 Therefore, we do not have enough evidence to say that the total deviation value 
of 5 questions for each observation is equal to smaller than 5. There is a significant 
difference between the collected responses and the actual values of age for each 
character. We cannot reject the null hypothesis, H0 (1) in this case. We can conclude 
that the difference in the simulated age groups of the character are not perceived well 
by the participants 
5.1.3 Differences in Perception between Animators and Non-Animators 
 A Paired Samples T-Test is performed on the data to know about which 
participant group perceived the simulated age groups well between those who are 
animators and the participants who were not. The animator participants were assigned 
to Group I and the non-animator participants were assigned to Group II in the test.  
 The Group I participants have a mean of 3.28 with a standard deviation of 3.948 
while the Group II participants have a mean of 5.25 with a standard deviation of 2.790. 
We have a p-value of 0.013, which is less than α = 0.05. Here, in this case we have 







did better than the participants who were not animators. Therefore, in this case we 
reject the null hypothesis and retain the alternative hypothesis, Ha (2) which signifies 
that there is a difference in the perception of simulated age in the character between an 
Animator and a Non-Animator. We can confidently say that the animator participants 
were successful in relating the simulated character’s age to the actual age than the non-
animator participants.  
5.2 Conclusion 
In this study, we reject one of our null hypotheses and retain one of our 
alternative hypotheses.  
H0 (1) = The difference in the simulated age groups of the character are not 
perceived well by the participants.  
Ha (2) = There is a difference in the perception of simulated age in the character 
between an Animator and a Non-Animator.  
 Therefore, we can confidently say that the animators were able to identify the 
different aging simulations better than the other participants. Also, we can conclude 
that all the participants on the whole noted the change in different age categories but 
not the changes related to a specific age category. The participants perceived the large 
extreme differences (For e.g., the 21 to 30 Years age group as compared to the 51 to 70 
Years) in the age groups better than the other simulated age groups with subtle 
differences. Therefore, for successful identification of ageing by the audience, the 








 There were many challenges during the course of developing this framework. 
One of them was identification of specific aging parameters related to Muscle and using 
them in Muscle Deformers. There are no established aging criteria or parameters 
defined for each age group that is applicable for all kinds of people from all over the 
world. Therefore, identification of established aging parameters would be helpful for 
this type of research related to aging.  
The degenerative loss of skeletal muscle mass due to the loss of muscle fibers 
inside the muscle was not able to be implemented inside the Muscle deformer type 
provided by Maya. The development of such a type of deformer would be a separate 
research by itself.  
Also, in the real world, the muscles react to the force produced inside the muscle 
fibers and the phenomenon is called Muscle contraction which is given Force-length, 
Force-Velocity and Power relationships.  This can also be used for producing much more 
realistic deformation in co-relation with the specified age based on the muscle force and 
power.   
The differences in the cross-sectional area values for the muscle for each aging 
category were not much different from the previous one since it also included data from 
exercising individuals which basically normalized the curve instead of giving us much 
difference between each age group. Also, the aging intervals chosen for simulating 
character were much closer enough which may also have lead the participants choosing 







5.4 Improvements and Future Work 
 There can be many improvements made to the ‘Senescence’ character 
simulation framework in the future. This is an inter-disciplinary research involving 
Computer Graphics, Physiotherapy, Kinesiology and Aging Studies / Gerontology. Any 
type of improvements in one of the research disciplines involved would in turn help to 
improve this framework and making it more advanced.  
 The ‘Senescence’ framework currently supports the Humanoid Bipedal 
characters (Two-Legged Creatures). It can also be extended for Quadruped characters 
(Four-Legged Creatures) given if there is a study that had already established the set of 
aging criterion for those types.    
 Further studies for the simulation of aging in the skin through use of wrinkles by 
an influence deformer object that changes over time producing more wrinkles or based 
on the setting specified by the user. Also, simulation of aging in the hair follicles for a 
character and how external objects react upon it might add more realism factor in this 
domain of research.  
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Appendix A Consent Form 
ONLINE CONSENT FORM 





What is the purpose of this survey?  
‘Senescence’ is a character simulation framework for muscle simulation with support for 
customizable aging.  This survey tests whether or not there are observable changes in 
the animation of the character animation that are produced using this framework after 
simulating the character’s muscle.   
What will I do if I choose to be in this study?  
If you are willing to participate in the survey, you will be asked see a set of five videos 
(each video containing the same character simulated to walk, run, pull a rope and lift 
heavy objects belonging to five different age group classification) and will be given a 
question for each video, based on your observance, you need to answer them. It is 
totally up to your will to complete the survey and submit the responses. You can choose 
to cancel the survey at any point during the session.   
How long will I be in the study?  
The average time to complete the survey at most will be 10 to 15 minutes with each 
video less than a minute. If the participants wish to they can watch the videos many 
times and modify their answer. But, there is actually no time limit for completing the 
survey itself.   
What are the possible risks or discomforts? 
There is a risk of Breach of confidentiality, while this is a possibility in any research 
involving human subjects, we believe that we have reduced the chances of its 




can be found in the confidentiality section of this document.  The risk imposed by this 
study is minimal which is no more than a person would encounter in their daily life.  
What data will be collected on my participation? 
The only personal data that will collected during the study is your age, type of device 
used to respond to the survey and prior knowledge about computer graphics. Your 
answers to the survey questions in this study will be stored in a secured digital location 
accessible only to the primary investigator, Prof. Nicoletta Adamo-Villani and the co-
investigator, Suren Deepak Rajasekaran.   
Are there any potential benefits?     
There are no potential benefits for the participants taking this survey. 
Will information about me and my participation be kept confidential?   
The information about you and your participation will be kept confidential. The 
participants in the survey will be completely anonymous to respect each subject’s 
privacy. The collection of information will only occur after the survey by clicking on the ‘I 
Agree’ button provided in the online consent form. 
The data that is collected during the survey is only digital and it will be stored in a secure, 
password-protected and networked computing resource (Hard disk Drive) accessible 
only to the investigators.  
The primary investigator and the co-investigator are the only two persons who will be 
handling the collected data and it may be used to develop further improvements of the 
‘Senescence’ character simulation framework versions in the future. The data collected 
may be used in publications and will be stored indefinitely.    
The survey's research records may be reviewed by Prof. Nicoletta Adamo-Villani, the 
primary investigator and by the departments at Purdue University responsible for 
regulatory and research oversight. 
What are my rights if I take part in this study? 
Your participation in this study is voluntary.  You may choose not to participate or, if you 
agree to participate, you can withdraw your participation at any time without penalty or 





Who can I contact if I have questions about the study? 
If you have questions, comments or concerns about this research project, you can talk 
to one of the researchers.  Please contact Nicoletta Adamo-Villani via phone: 765-496-
1297 or via email: nadamovi@purdue.edu 
 
If you have questions about your rights while taking part in the study or have concerns 
about the treatment of research participants, please call the Human Research 
Protection Program at (765) 494-5942, email (irb@purdue.edu)or write to: 
Human Research Protection Program - Purdue University 
Ernest C. Young Hall, Room 1032 
155 S. Grant St., 
West Lafayette, IN 47907-2114 
Documentation of Online Consent 
I have had the opportunity to read this online consent form and have the research study 
explained.  I have had the opportunity to ask questions about the research study, 
and my questions have been answered.  I am prepared to participate in the 









I agree to participate in 
this survey 
I do not agree to participate 




Appendix B Electronic Survey 
Senescence: Character Simulation Framework 
Output Evaluation Survey 
Primary Investigator: Prof. Nicoletta Adamo-Villani 
Co-Investigator: Suren Deepak Rajasekaran 
 
Survey / Data collection Platform: Qualtrics 
This document contains the questions that will be used for data collection in the survey 
that will be sent out for output evaluation.   
1. Are you over 18 years of age and eligible to participate in this survey – Yes / No 
2. What type of device are you using to access this survey – Smartphone / Tablet / 
Laptop Computer / Desktop Computer 
3. Do you have prior knowledge of Computer Graphics / Are you an Animator – Yes / No 
4. Have you observed walking, running and actions of different people from various age 
groups in your day to day life – Yes / No 
6. Please watch the following video and answer the question that follows it based on the 





- The muscles and joints of the character in the video that you watched were simulated 
to perform actions representing one of the age group from the answer choices below. 
Please select one age group which you think that the character may resemble closely.   
Age Group 1               Age Group 2          Age Group 3         Age Group 4    Age Group 5 
(11 to 20 Years)      (21 to 30 Years)    (31 to 40 Years)    (41 to 50 Years)     (51 to 70 Years) 
 
7. Please watch the following video and answer the question that follows it based on the 






- The muscles and joints of the character in the video that you watched were simulated 
to perform actions representing one of the age group from the answer choices below. 
Please select one age group which you think that the character may resemble closely.   
 
Age Group 1               Age Group 2          Age Group 3         Age Group 4    Age Group 5 
(11 to 20 Years)      (21 to 30 Years)    (31 to 40 Years)    (41 to 50 Years)     (51 to 70 Years) 
 
8. Please watch the following video and answer the question that follows it based on the 
video.   
 
- The muscles and joints of the character in the video that you watched were simulated 
to perform actions representing one of the age group from the answer choices below. 
Please select one age group which you think that the character may resemble closely.   
 
Age Group 1               Age Group 2          Age Group 3         Age Group 4    Age Group 5 




9. Please watch the following video and answer the question that follows it based on the 
video.   
 
- The muscles and joints of the character in the video that you watched were simulated 
to perform actions representing one of the age group from the answer choices below. 
Please select one age group which you think that the character may resemble closely.   
 
Age Group 1               Age Group 2          Age Group 3         Age Group 4    Age Group 5 
(11 to 20 Years)      (21 to 30 Years)    (31 to 40 Years)    (41 to 50 Years)     (51 to 70 Years) 
 
10. Please watch the following video and answer the question that follows it based on 






- The muscles and joints of the character in the video that you watched were simulated 
to perform actions representing one of the age group from the answer choices below. 
Please select one age group which you think that the character may resemble closely.   
 
Age Group 1               Age Group 2          Age Group 3         Age Group 4    Age Group 5 
(11 to 20 Years)      (21 to 30 Years)    (31 to 40 Years)    (41 to 50 Years)     (51 to 70 Years) 
 
11. Thank you. You have successfully responded to all the questions in the survey. Are 
you willing to submit your responses and complete the survey. Your responses will be 
stored only if you click on ‘Yes’, it would not be stored otherwise. – Yes / No 
 
12. Thank you for your efforts and time for taking this survey for evaluating the 
framework. Your response will help greatly in improving the efficiency of the framework 
in future.  Have a great day! 
 
