proposed the split-star as an alternative to the star graph which can be viewed as a companion graph of An. All of these graphs have maximal connectivity. In this paper, we study these interconnection topologies using advanced measures of vulnerability, namely, strength and toughness. Moreover, we show that with respect to toughness, a star graph is no better than an n-cube, whereas the alternating group graph and split-star are tougher than both of these graphs. ?
Introduction
Distributed processor architectures o er the advantage of improved connectivity and reliability. An important component of such a distributed system is the system topology, which deÿnes the inter-processor communication architecture. In general, a good system topology should have a small number of links per node (degree of a node) relative to the size of the graph, short distance between nodes (diameter), average distance and a large number of alternate paths between a pair of nodes (high connectivity).
One of the ÿrst popular system topologies was the Boolean n-cube and it has been experimented and studied by many groups including Armstrong and Gray [3] , Pease [24] , Seitz [26] and Saad and Schultz [25] , and it is implemented commercially. Akers et al. [1] proposed an interconnection topology, the star graph, as an alternative to the popular n-cube. It has generated considerable interest, see, for example Shen et al. [27] , Sheu et al. [28] , Mendia and Sarkar [22] , Chen et al. [9] , Bagherzadeh et al. [5] , Day and Tripathi [17] and Cheng and Lipman [12] . These graphs possess various attractive properties including simple routing algorithms. Jwo et al. [20] studied the alternating group graph A n . Cheng et al. [13] proposed an attractive variant of the star graphs, namely, the split-stars which can be viewed as "companion graphs" of the alternating group graphs as the degree of A n is always even, the degree of S 2 n is always odd with S 2 n containing two copies of A n . The star-graphs, the alternating group graph and split-stars interconnect combinatorially (i.e. factorially) large number of vertices as opposed to an exponential number of vertices in the n-cubes, all with a diameter of the same order.
Edge-connectivity and connectivity measure the minimum e ort required to disconnect a graph by deleting edges and vertices, respectively. One can also measure the vulnerability by ÿnding the minimum average e ort per component required to disconnect the graph by deleting edges or vertices; these are the strength and toughness of a graph and their precise deÿnitions are given in Sections 3 and 4, respectively. These measures are more sophisticated than connectivity and edge-connectivity, and more di cult to compute; in fact, determining the toughness of a graph is NP-hard (see Bauer et al. [7] ).
Preliminaries
We assume the readers are familiar with the basic properties of permutations, and with the notion of graphs. 2 A graph is r-regular if every vertex of G has degree r. A graph G is connected if there is a path between any pair of vertices in G. A path between u and v with minimum length is a shortest path between u and v. For a connected graph G, the distance between vertices u and v of G is min{l: l is the length of a path between u and v}. The diameter of G is the maximum among the distances of all pairs of vertices. The connectivity of a graph G is the minimum number of vertices whose deletion from G produces a disconnected graph or trivial graph, that is, a graph with one vertex and no edge. The edge-connectivity of a graph G is the minimum number of edges whose deletion from G produces a disconnected graph. A r-regular graph is maximally connected (maximally edge-connected) if its connectivity (edge-connectivity) is r.
Both the star graph and the split-star have the set of n! permutations of an n-set as the vertex-set, whereas the alternating group graph has the set of n!=2 even permutations of an n-set as the vertex-set. We will also use N = {1; 2; : : : ; n} as the n-set, and write a 1 a 2 · · · a n to represent the permutation which is the bijection (i) = a i for all i ∈ N . The permutation a 1 a 2 · · · a n can be physically represented by placing n checkers with labels a 1 ; a 2 ; : : : ; a n (n ¿ 2 for star graph and n ¿ 3 for split-star) on the vertices of a graph, known as the generator-graph, with n vertices so that a i is on vertex i.
Star graphs
Suppose permutations are represented by checker placement on the generator-graph in Fig. 1 (K 1 ;n , a star). Two permutations are related if one can obtain from the other by interchanging the checkers lying on an edge. Let S n be the relation graph on the n! permutations of N; S n is called a star graph. Fig. 2 gives S 3 and Fig. 3 gives S 4 . The following theorem gives some known properties of star graphs; its proof can be found in [1, 2] . In this paper, we only need parts 1, 2 and the edge-connectivity of part 3 of Theorem 2.1. We note that parts 1 and 2 are obvious. The edge-connectivity portion of part 3 follows from the following result whose proof can be found in [21] : If G = (V; E) is a connected vertex-transitive r-regular graph, then G has edge-connectivity r. The connectivity portion of part 3 follows from the following result of Watkins [30] : A connected simple graph with an edge-transitive automorphism group with all degrees at least r is r-connected. (Of course, the edge-connectivity portion also follows from the connectivity portion.) Theorem 2.1. Let n ¿ 2.
1. S n is a (n − 1)-regular undirected graph on n! vertices. 2. S n is vertex-transitive 3 and edge-transitive 4 . 3. S n is maximally connected and maximally edge-connected. 4. A shortest path between any two vertices in S n can be found in O(n 2 ) time. 5. The diameter of S n is 3(n − 1)=2 .
Split-stars and alternating group graphs
Suppose the permutations are represented by checker placement on the generatorgraph, Fig. 4 (a star with the central-vertex split). Two permutations are related if one 3 Two vertices u and v are equivalent if there is an automorphism such that (u) = v. A graph is vertex-transitive if every pair of vertices are equivalent. 4 Two edges (u; v) and (x; y) are equivalent if there is an automorphism such that (u) = x and (v) = y, or (u) = y and (v) = x. A graph is edge-transitive if every pair of edges are equivalent. can be obtained from the other by either a 2-exchange or a 3-rotation. A 2-exchange interchanges the checkers on the vertices 1 and 2. A 3-rotation rotates the checkers on the vertices of a triangle, that is, the triangle with vertices 1, 2 and k for some k ∈ {3; 4; : : : ; n}. Let S 2 n be the relation graph of these instances. It is called a split-star. of even 5 permutations. This is precisely the alternating group graph, A n , introduced in [20] . Let G 2 n; O be the subgraph of S 2 n induced by the set of odd permutations. Then G 2 n; O is isomorphic to G 2 n; E via (a 1 a 2 a 3 · · · a n ) = a 2 a 1 a 3 · · · a n . Moreover, the edges corresponding to the 2-exchanges induce a perfect matching 6 between the set of even permutations and the set of odd permutations. A 3 is a complete graph on 3-vertices and Fig. 7 gives A 4 . The following theorem gives some known properties of alternating group graphs and split-stars; its proof can be found in [20, 14] . In this paper, we only need parts 1, 2 and 3 of Theorem 2.2. Parts 1 and 2 are obvious. The edge-connectivity portion again follows from the result in [21] . The connectivity portion for A n again follows from Watkin's result [30] . However, we cannot use this result for S 2 n as it is not edge-transitive. In this paper, we only need to use the fact that the connectivity of S 2 n is at least 3. 5 A permutation is even (odd) if it can be written as a product of an even (odd) number of, not necessarily disjoint, 2-cycles. 6 Given a graph G = (V; E), M ⊆ E is a perfect matching if every vertex of the graph H = (V; M ) has degree one. Theorem 2.2. Let n ¿ 3.
S
2 n is a (2n − 3)-regular undirected graph on n! vertices. A n is a (2n − 4)-regular undirected graph on n!=2 vertices.
2 n is vertex-transitive and has two equivalence classes of edges. A n is vertextransitive and edge-transitive. 3. Both A n and S 2 n is maximally connected and maximally edge-connected. 4. A shortest path between any two vertices in S 2 n (and hence A n ) can be found in O(n 2 ) time. 5. The diameter of S 2 n is 3n=2 − 2; and the diameter of A n is 3n=2 − 3.
Strength
Let G = (V; E) be a connected graph. Let c : E → R ¿0 be a real-valued function. The strength of G is deÿned to be
where !(H ) denotes the number of components in a graph H , and c(F) = (c(e)):
where E(A) is the set of edges whose ends belong to the di erent elements of A. This is the minimum average e ort per additional component created when E(A) is deleted. Notice that the edge-connectivity is an upper bound. The measure was introduced by Gusÿeld [19] for the unweighted version (that is, c(e) = 1 for all e ∈ E), and it was generalized by Cunningham [16] to the case with real edge-weights. The strength of a graph can be computed in O(|V | 4 ) time, see [10] for details. Although such an algorithm enables us to compute the strength of our interconnection networks, it is more desirable to have a formula independent of the algorithm as these graphs have at least exponentially many vertices. Catlin et al. [8] studied the relationships among strength, density, and principal partition. The strength of star graphs, alternating group graphs, and split-stars can be determined by the following result.
Theorem 3.1. Let G = (V; E) be a t-regular graph with edge-connectivity t. Suppose G has N vertices. Then the strength of G is tN=(2(N − 1)).
It is easy to see that Theorem 3.1 follows from a result on disjoint spanning trees [29, 23] . We will, however, give a polyhedral proof for the weighted version of Theorem 3.1. Given a graph G = (V; E) and T ⊆ V ; let (T ) be the set of edges with exactly one end on T . (Note that (∅) = (V ) = ∅.) Let c : E → R ¿0 be a real-valued function. Then the well-known minimum cut problem is min{c( (T )): ∅ = T ⊂ E}. (Of course, this gives the edge-connectivity if c e = 1 for all e ∈ E.) Theorem 3.2. Let G = (V; E) be a graph with a real-valued weight function c : E → R ¿0 having the following properties: c( (v)) = t for all v ∈ V and its minimum cut value is t. Then (G) = tN=(2(N − 1)); where |V | = N .
In other words, Theorem 3.2 implies that best minimum average e ort to create additional component is to delete all edges. We note that Theorem 3.1 is Theorem 3.2 for c = 1. We now present the necessary material for the proof of Theorem 3.2.
Proof. If the optimal value of the minimization problem is nonnegative, then c(E(A))− b(|A| − 1) ¿ 0 for any partition A. So c(E(A))=(|A| − 1) ¿ b for any partition A with |A| ¿ 2. Hence (G) ¿ b and we are done.
In [16] , the optimization problem in Proposition 3.3 is called the attack problem; Cunningham [16] showed that the strength of a graph, G, can be found by solving at most |V (G)| attack problems, each of which can be solved by a sequence of maximum ow problems in a certain network. Let V be a set. A function f :
for all T; T ⊆ V . Consider a graph G = (V; E). Given b ¿ 0 and a ÿxed (but arbitrary) vertex r ∈ V , we deÿne a function f b by
It is easy to check that f b is submodular. (This is true essentially because c( (T )) also deÿnes a submodular function.) If y ∈ R V , we use the notation y(T ) to denote v∈T y v , where T is a subset of V . Edmonds [18] studied submodular functions, f, deÿned on the subsets of V , and their corresponding polyhedra. The polyhedron we need here is slightly di erent from Edmonds' paper. The following theorem is the crux of our presentation. Its proof is just a slight variation of the proof given in [18] . See [6] or [10] for a short self-contained proof.
Theorem 3.4 (Edmonds [18] , Barahona [6] ). Let f be a submodular function on subsets of V and
A is a partition of V :
, so the minimization in Theorem 3.4 solves the attack problem.
. By Proposition 3.3, it is enough to show that the optimal value of the attack problem is nonnegative with b = tN=(2 (N −1) ). By Theorem 3.4, it is enough to exhibit a y * ∈ P(f b ) such that y * (V ) = 0. Let y * (r) = t and y
. We now assume T is a nonempty proper subset of V . We consider two cases.
, the proof is complete.
Corollary 3.5. The strength of the star graph S n is (n − 1)n!=(2(n! − 1)).
Corollary 3.6. The strength of the alternating group graph A n is (n − 2)n!=(n! − 2). 
Toughness
Let G = (V; E) be a connected graph. The toughness of G is deÿned to be
(If the graph has no cut-set, 7 that is, it is a complete graph, then the toughness is ∞.) Recall that, as deÿned in Section 3, !(H ) denotes the number of components in a graph H . This deÿnition was introduced by ChvÃ atal [15] , and Bauer et al. [7] showed that the problem of ÿnding the toughness of a graph is NP-hard. Recall that for star graphs, alternating group graphs and split-stars, the connectivity and the edge-connectivity is equal to the regularity of the graph. For the more sophisticated measure, the strength of these graphs are still approximately proportional to their regularity. We will see in this section that for toughness, such relationship disappears, and it serves as a more regularity-neutral measure of vulnerability.
Proposition 4.1. Let n ¿ 2. S n is bipartite.
Proof. The set of even permutations and the set of odd permutations give a bipartition.
The next result of Bagga and Lipman [4] enables us to ÿnd the toughness of star graphs. [4] ). Suppose G = (V; E) is connected; vertextransitive and bipartite. Then its toughness is 1. In fact, Bagga and Lipman [4] gave a complete characterization of connected vertextransitive graphs with toughness 1, namely such a graph is either bipartite or it is an odd cycle. This immediately shows that the alternating group graphs and split-stars are strictly tougher than the star graphs. In fact, they are "boundary examples" of the following result whose proof can be found in [4] : If G is a connected vertex-transitive graph for which the connectivity is strictly less than its regularity, then its girth 8 is 3 and its toughness is at least 1. We now consider the toughness of split-stars. The following propositions are obvious. Proof. Since S 2 3 has only 6 vertices, the maximum stable set is of size 2 (Proposition 4.5) and it has connectivity 3, every cut-set leaves 2 components. Hence t(S 2 3 ) ¿ 3=2. Since any cut-set of order 3 gives the ratio 3=2, the result follows. Proof. Since A 3 is the complete graph of 3 vertices, the result follows. Theorem 4.8. For n ¿ 3; S 2 n contains a stable set of size n!=3; moreover; such a stable set is of maximum size. For n ¿ 3; A n contains a stable set of size n!=6; moreover; such a stable set is of maximum size.
Theorem 4.2 (Bagga and Lipman
Proof. We use induction on n. Proposition 4.5 gives the result for n = 3. Let S be a stable set of size (n − 1)!=3 of S 2 n−1 . We construct a stable set T as follows: for 8 The girth of a graph is the length of the smallest cycle in the graph. 9 A stable set S of G = (V; E) is a subset of V such that no two elements of S are adjacent in G. 10 A maximum stable set is a stable set of the largest size. every element = a 1 a 2 · · · a n−1 in S (of course, a 1 a 2 · · · a n−1 is just a permutation of the symbols 1; 2; : : : ; n − 1), let 0 = a 1 a 2 · · · a n−1 n; 1 = na 2 · · · a n−1 a 1 ; 2 = a 1 na 3 · · · a n−1 a 2 ; : : : ;
n−1 = a 1 a 2 · · · a n−2 na n−1 be elements of T . (In other words, we put n in the last position to produce a 1 a 2 · · ·a n−1 n, and then produce n−1 additional elements by interchanging a i and n for i = 1; 2; : : :; n−1.) So each element of S produces n elements of T . It is clear that if x and y are distinct elements of S, then the set of n elements produced by x is disjoint from the set of n elements produced by y. So |T | = n|S| = n!=3. We claim that T is indeed a stable set in S 2 n . Let x = a 1 a 2 · · · a n ∈ T . The 2n − 3 neighbours of x are ÿ = a 2 a 1 a 3 · · · a n ; i = a 2 a i a 3 · · · a i−1 a 1 a i+1 · · · a n and i = a i a 1 a 3 · · · a i−1 a 2 a i+1 · · · a n for i = 3; 4; : : : ; n. (Note that ÿ is obtained from T by a 2-exchange, i and i are obtained by a 3-rotation using the symbols a 1 ; a 2 ; a i for i = 3; 4; : : : ; n.)
1. a 1 = n: So x = na 2 a 3 · · · a n and it is produced by x = a n a 2 a 3 · · · a n−1 ∈ S. Now ÿ = a 2 na 3 · · · a n and suppose ÿ ∈ T . So ÿ is produced by ÿ = a 2 a n a 3 · · · a n−1 ∈ S, this is a contradiction as x and ÿ are adjacent and S is a stable set in S 2 n−1 . Now 3 = a 2 a 3 na 4 · · · a n and suppose 3 ∈ T . So 3 is produced by 3 = a 2 a 3 a n a 4 · · · a n−1 ∈ S. Again this is impossible as x and 3 are adjacent and S is a stable set in S 2 n−1 . So 3 ∈ T . Similarly, i ∈ T for all i. By symmetry, i ∈ T for all i. 2. a 2 = n: This is symmetric to the above case. 3. a k = n and k ¿ 3: Without loss of generality, assume a 3 = n. So x = a 1 a 2 na 4 · · · a n . It is produced by an element in S, namely, x = a 1 a 2 a n a 4 · · · a n−1 . Now ÿ = a 2 a 1 na 4 · · · a n and suppose ÿ ∈ T . So ÿ is produced by ÿ = a 2 a 1 a n a 4 · · · a n−1 ∈ S, this is a contradiction as x and ÿ are adjacent and S is a stable set in S 2 n−1 . Now 3 = a 2 na 1 a 4 · · · a n and suppose 3 ∈ T . So 3 is produced by 3 = a 2 a n a 1 a 4 · · · a n−1 ∈ S. Again this is impossible as x and 3 are adjacent and S is a stable set in S 2 n−1 . So 3 ∈ T . Consider 4 = a 2 a 4 na 1 a 5 · · · a n and suppose 4 ∈ T . So 4 is produced by 4 = a 2 a 4 a n a 1 a 5 · · · a n−1 ∈ S which is impossible as x and 4 are adjacent and S is a stable set in S 2 n−1 . So 4 ∈ T . Similarly, i ∈ T for all i. By symmetry, i ∈ T for all i. Hence T is a stable set. This is indeed maximum since the vertices of S 2 n can be covered by n!=3 triangles.
Recall that T is constructed from S as follows: for every element in S, n elements 0 ; 1 ; : : : ; n−1 of T are constructed. It follows from the deÿnition of these i 's given earlier that is even implies 0 is even and i is odd for 1 6 i 6 n − 1, is odd implies 0 is odd and i is even for 1 6 i 6 n − 1. Now since S 2 3 contains a stable set of size two such that exactly one element is even, it follows that A n has a stable set of size half that of S 2 n . Hence A n has a stable set of size n!=6. This is indeed maximum since the vertices of A n can be covered by n!=6 triangles.
We note that since 3!=6 = 1, we cannot apply Proposition 4.4 for t(A 3 ). (Besides, we have already determined t(A 3 ).) For all other cases, it gives the following result.
Corollary 4.9. t(A n ) 6 2 for n ¿ 4 and t(S 
Let i ∈ Q . Then i = (j) for some j. (There may be many choices.
n−1 ) ¿ 2 by Corollary 4.9 as n ¿ 4, we have
Therefore |Y | ¿ kt(S 2 n−1 ) and hence t(S 2 n ) = |Y |=k ¿ t(S 2 n−1 ). We would like to choose a such that every element in Q satisÿes (1), we proceed as follows: For each j ∈ {1; 2; : : : ; k}, choose i = (j) such that i satisÿes (1), if possible. If this is possible for every j ∈ {1; 2; : : : ; k}, then we are done. Otherwise, we will ÿnd an r ∈ {3; 4; : : : ; n − 1} such that |Y ∩ T i r | ¿ 2 ∀i ∈ {1; 2; : : : ; n};
where T i r is the set of vertices with i in the rth position. 
(In fact, if i ∈ R then |Z i | ¿ 2.) This will imply, as before, that t(S 2 n ) ¿ t(S 2 n−1 ). Assume we cannot construct Q to satisfy (1). Our objective is to ÿnd an r that satisÿes (2) . Then there is a C j , j ∈ {1; 2; : : : ; k}, such that whenever
Then without lost of generality,
where |Y i | 6 1 for 1 6 i 6 s:
We consider three cases.
It is easy to see that |P| = 2(n − 1)! and v = u implies {a v ; b v } ∩ {a u ; b u } = ∅. By the structure of C j and s = n − 1, we have the following for
since n ¿ 4, which is a contradiction. 2. 2 6 s 6 n − 2. Let t ∈ {1; 2; : : : ; n} \ {1; n}. Let a 2 ∈ {1; 2; : : : ; n} \ {1; n; t}. Consider the following pair of adjacent vertices:
By the structure of C j and that C j is a connected component of S 2 n \ Y , at least one of these is in Y . Now consider another pair of adjacent vertices, a 2 nta 4 · · · a n−1 1 ∈ V (G 1 ) and 1a 2 ta 4 · · · a n−1 n ∈ V (G n ):
By the structure of C j and that C j is a connected component of S 
Since |Y 1 | 6 1 and if Y 1 = {z} for some z then each of a z and b z may or may not be in Y , there are a few cases to check. We would combine all these cases in a single presentation. Let z ∈ V (G 1 ) be this possible element in Y . Without loss of generality, we may assume
Let t ∈ {2; 3; : : : ; n} and p ∈ {3; 4; : : : ; n}. There are 2(n−2)! elements in M with t in the pth position. Hence for any t ∈ {2; 3; : : : ; n} and p ∈ {3; 4; : : : ; n}, there are at least 2(n−2)!−2 ¿ 2 (since n ¿ 4) elements in M \{a z ; b z } ⊆ Y with t in the pth position. Let X i be the set of vertices with 1 in its ith position for i = 1; 2; : : : ; n. Then M = X 1∪ X 2 and Y ⊆ X 3∪ X 4∪ · · ·∪X n−1 . Let K i be the subgraph of S 2 n−1 induced by X i for i = 3; 4; : : : ; n. Then K i is isomorphic to S 2 n−1 and K n = G 1 . Hence S 2 n \ M has exactly n − 2 components, namely, K 3 ; K 4 ; : : : ; K n . Since each K i has connectivity n − 1 ¿ 3 and |U | 6 1, S 2 n \ (U∪M ) has exactly n − 2 components. Therefore, S 2 n \ (U∪(M \ {a z ; b z })∪W ) has at most n components. Recall that Y ⊆ X 3∪ X 4∪ · · ·∪X n−1 . Recall also that for any t ∈ {2; 3; : : : ; n} and p ∈ {3; 4; : : : ; n}, there are at least two elements in Y with t in the pth position. So we only need to ÿnd a p such that there are two elements in Y with 1 in the pth position. If |Y ∩ X p | ¿ 2 for some p ∈ {3; 4; : : : ; n − 1}, then we have (2) with r = p and we are done. Otherwise |Y ∩ X p | 6 1 for all i = 3; 4; : :
, has connectivity at least 3, S 2 n \ (U∪(M \ {a z ; b z })∪W∪Y ) has at most n components. Therefore,
since n ¿ 4, which is a contradiction.
The following theorem can be proved in the same way. (Note that it is only good for n ¿ 5 since the proof requires the upper bound of 2 which is true only for n ¿ 4.) Theorem 4.11. Let n ¿ 5. Then t(A n ) ¿ t(A n−1 ).
Proof. This follows from Proposition 4.6 and Theorem 4.10.
It follows from Corollary 4.12 that split-stars are at least 50% tougher than star graphs. This together with Corollary 4.9 show that the toughness of S 2 n is between 3=2 and 2. In fact, we can determine the toughness of S 2 n exactly. However, we will ÿrst consider the toughness of A n . Proposition 4.13. The toughness of A 4 is 2.
Proof. We note that A 4 is covered by four triangles, each isomorphic to A 3 . By utilizing the symmetry of A 4 , there are only about a dozen cases to check and they can be easily veriÿed to give t(A 4 ) = 2. (Note that, even the most mundane approach requires at most 2 12 = 4096 cases which can easily be checked with a computer.)
Theorem 4.14. The toughness of A 3 is ∞ and the toughness of A n is 2 for n ¿ 4.
Proof. This follows from Proposition 4.7, Corollary 4.9, Theorem 4.11 and Proposition 4.13. 
Concluding remarks
We note that the two results t(S 2 n ) = 2 for n ¿ 4 and t(A 4 ) = 2 for n ¿ 4 can be proved independently of each other as one can give a direct proof for Corollary 4.16. However, there are many more cases to consider comparing to the cases for Proposition 4.13 even though S 2 4 has only 24 vertices. (See [11] .) On the other hand, Theorem 4.17 can be proved without using Theorem 4.10 as it follows from Proposition 4.6, Theorem 4.14 (which requires Theorem 4.11) and a generalized version of Proposition 4.15: t(S 2 n ) ¿ t(A n ) for n ¿ 4 whose proof is exactly the same as Proposition 4.15. The regularity of S 2 n , A n and S n are 2n−3, 2n−4 and n−1, respectively. They all have maximal connectivity. Here, we compared them using advanced vulnerability measures. Their strengths are still in uenced by their regularity. However, the regularity-neutral toughness provides a more in-depth measures of vulnerability of these graphs. The star graphs are in many ways superior to the n-cubes as discussed in [1] . Since the n-cube is connected, bipartite and vertex-transitive, it follows from Theorem 4.2 that the toughness of a n-cube is 1. So in this measure, the star graphs is no better than the n-cubes. However, the alternating group graphs and split-stars are tougher than both of these classes. This indicates that, with respect to vulnerability, the improvement of the alternating group graphs and split-stars over the star graphs is levels beyond the mere increase of regularity.
Toughness was introduced before strength, so one may wonder why would one consider strength instead of "edge-toughness", that is, consider (with G = (V; E))
The reason is (and easy to show) that t (G) = (G)=2, where (G) is the edgeconnectivity of G, so this gives nothing new. Therefore, one replace !(G \ Y ) by !(G \ Y ) − 1, that is, measuring the minimum e ort to create additional components.
There are other advanced measures of vulnerability that one can study with respect to the networks studied in this paper. One can also apply all these measures to other popular interconnection networks such as the butter y networks. See [11] for details.
