This paper proposes new classifiers under the assumption of multivariate normality for multivariate repeated measures data (doubly multivariate data) with Kronecker product covariance structures. These classifiers are especially useful when the number of observations is not large enough to estimate the covariance matrices, and thus the traditional classifiers fail. The quality of these new classifiers is examined on some real data. Computational schemes for maximum likelihood estimates of required class parameters, and the likelihood ratio test relating to the structure of the covariance matrices, are also given.
