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1. Introduction
Throughout this paper m will denote a positive integer greater than one. Let ζm be the
m-th root of unity e
2πi
m in the complex number field and K = Q(ζm) the m-th cyclotomic
field. Let p be a prime number not dividing m. If p is a prime ideal of K lying above p then
the norm of p is a power of p, say q = pf . Then f is the least positive integer such that
pf ≡ 1 (mod m). LetOK denote the integer ring of K . Then the residue field OK/p is the
finite field Fq of q elements. Since |F×q | = q − 1 ≡ 0 (mod m), F×q contains a subgroup
of order m. For any x ∈ OK \ p, the m-th power residue symbol
(
x
p
)
m
is by definition the
m-th root of unity in the complex numbers uniquely determined by the congruence(
x
p
)
m
≡ x q−1m (mod p) .
We define the Gauss sum g(m, p) by
g(m, p) =
∑
x∈F×q
(
x
p
)
m
ζTr(x)p , (1)
where Tr : Fq → Fp denotes the trace map. (See [5] and [8] for more details on Gauss
sums.)
Although Gauss sums appear in many important aspects in number theory, it is not
easy in general to obtain their explicit expressions. If m = 2 then K = Q and p = pZ, and
the Gauss sum (1) is the quadratic Gauss sum
g(2, p) =
∑
x∈F×p
(
x
p
)
ζ xp ,
where
(
x
p
)
is the Legendre symbol. In this case, we know that
g(2, p) = √p∗, (2)
where p∗ = p if p ≡ 1 (mod 4) and p∗ = −p if p ≡ 3 (mod 4). As is well known, this
formula was proved by Gauss in an effort to prove the quadratic reciprocity law.
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As for the case of m > 2, Stickelberger [11] proved that if f is even and pf/2 ≡ −1
(mod m) then
g(m, p) = (−1) p
f/2+1
m
√
q . (3)
We say that (m, p) is supersingular if
pν ≡ −1 (mod m) for some integer ν . (4)
This terminology may be justified by the fact that the Fermat varieties of degree m over Fp
is supersingular if Condition (4) holds (see [10]).
The Gauss sum g(m, p) is said to be pure if g(m, p)k is a real number for some positive
integer k. It is known that g(m, p) is pure if and only if g(m, p) = ζ√q for some root of
unity ζ , whose proof will be recalled in Proposition 4.4. By abuse of terminology, we say
that (m, p) is pure if g(m, p) is pure. The formulas (2) and (3) then show that (m, p) is
pure whenever (m, p) is supersingular. On the other hand, in [7] Evans found sufficient
conditions under which (m, p) is pure, and showed that there are infinitely many non-
supersingular pure pairs (m, p) (see Theorem 3.1).
The purpose of this paper is to determine all the pure pairs (m, p) under the assumption
that every prime factor of m is congruent to 3 modulo 4 (see Theorem 2.3). As a corollary,
we show that there are infinitely many pure pairs (m, p) which are neither supersingular
nor of Evans type.
2. The main theorem
Let m = le11 · · · lerr be the prime power factorization of m, where l1, . . . , lr are distinct
prime numbers. In this section, we assume that m satisfies the following condition:
l1 ≡ · · · ≡ lr ≡ 3 (mod 4) . (5)
For each i = 1, . . . , r , let mi = lei . Then (Z/miZ)×is a cyclic group of order ϕ(mi).
Let fi be the smallest positive integer such that pfi ≡ 1 (mod mi).
PROPOSITION 2.1. If fi is even for any i = 1, . . . , r then (m, p) is supersingular.
Proof. If fi is even for any i = 1, . . . , r then pfi/2 ≡ −1 (mod mi). Moreover, since
li ≡ 3 (mod 4) for any i, it follows that f/2 is an odd multiple of fi/2, so pf/2 ≡ −1
(mod m). Therefore (m, p) is a supersingular. 
REMARK 2.2. If m > 2 then one can easily verify that (m, p) is supersingular if
and only if fi is even for any i = 1, . . . , r . On the contrary, if fi is odd for any i = 1, . . . , r
then g(m, p) is never pure. We will prove this in Section 10.
Throughout this paper, we let
Λ = {1, 2, . . . , r} .
For simplicity, we assume that fi is odd for i = 1, . . . , r1 and fi is even for i = r1 +
1, . . . , r . Let
Λ1 = {1, 2, . . . , r1} ,
Λ2 = {r1 + 1, r1 + 2, . . . , r} ,
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and put r2 = |Λ2| = r − r1. For any subset I of Λ, I c will denote the complement of I in
Λ, and |I | will stand for the cardinality of I .
LetD(m) denote the set of square-free positive divisors of m. If we put m0 = l1 · · · lr ,
the largest square-free divisor of m, then D(m) = D(m0). For any square-free odd integer
d > 1, let
(
d
)
denote the Jacobi symbol modulo d . For convenience, we put
(
a
1
) = 1 for
any non-zero integer a. Define three subsets of D(m) as follows:
D−(m)= {d ∈ D(m) | d ≡ 3 (mod 4)} ,
D(m, p) =
{
d ∈ D(m)
∣∣∣∣ (pd
)
= 1
}
,
D−(m, p)=D−(m) ∩D(m, p) .
Let P(m) denote the set of prime divisor of m and let
E(m, p) =
{
d ∈ D−(m, p)
∣∣∣ ( ld ) = −1 for any l ∈ P(m0/d)} .
Note that
m0 ≡ (−1)r (mod 4) ,
(
m0
p
)
= (−1)r2 .
Therefore, m0 ∈ E(m, p) if and only if r is odd and r2 is even.
In order to state our main result, consider the following two conditions on (m, p):
(C1) : r1 is even, 2fi = ϕ(mi) for any i ∈ Λ1, and (fi , fj ) = 1 for any (i, j) ∈ Λ1 × Λ
such that i = j .
(C2) : r2 is odd, fj = ϕ(mj ) for any j ∈ Λ2, and (fi , fj ) ≤ 2 for any (i, j) ∈ Λ × Λ2
such that i = j .
Then the main theorem can be stated as follows.
THEOREM 2.3. Let m > 1 be an integer satisfying Condition (5). Suppose Λ1 = ∅
and Λ2 = ∅. Then (m, p) is pure if and only if the following two conditions hold.
(i) Either Condition (C1) or Condition (C2) holds.
(ii) E(m, p) = ∅.
REMARK 2.4. If Λ1 = ∅ then Condition (C1) is an empty condition. Moreover, as
we will see in Proposition 10.1 (i), if Λ1 = ∅ then E(m, p) = ∅. On the other hand, if
Λ2 = ∅ then (m, p) is never pure (see Corollary 10.3).
REMARK 2.5. Assume that fi equals either ϕ(mi) or ϕ(mi)/2 for any i ∈ Λ and
that (fi, fj ) ≤ 2 for any i = j then both (C1) and (C2) hold. In this special case, we
showed in [4] that g(m, p) belongs to the multi-quadratic field
Q
(√−d; d ∈ E(m, p)) .
Thus, if E(m, p) = ∅ then g(m, p) ∈ Q, so (m, p) is pure.
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3. A theorem of Evans
In [7] Evans found three types of sufficient conditions under which (m, p) is pure.
In order to state them we introduce some notation. Let m > 1 be an integer which is not
necessarily odd, and let
m = le11 · · · lerr
be the prime power decomposition of m, where l1, . . . , lr are distinct prime numbers. For
any subset I of Λ, we let
mI =
∏
i∈I
mi
and let fI denote the order of p in (Z/mIZ)×. In our notation, Evans’ theorem can be
stated as follows.
THEOREM 3.1 (Evans). Suppose m = mImJ for some I, J = I c ⊂ Λ such that
(fI , fJ ) = 1. Then g(m, p) is pure if any of the following three conditions is satisfied.
(i) fI = ϕ(mI ) and l ≡ pν (mod mJ ) (∃ν ∈ Z) for some l ∈ P(mI ).
(ii) pk ≡ −1 (mod mI) (∀k ∈ Z), 2fI = ϕ(mI ), l ≡ pν (mod mJ ) (∃ν ∈ Z) for
some l ∈ P(mI ), and all of this holds with mI and mJ interchanged.
(iii) m is even, 2+m/2 ≡ pk (mod mI) (∀k ∈ Z), 2fI = ϕ(mI ), −1 or l is congruent
to pν (mod mJ ) (∃ν ∈ Z) for some l ∈ P(mI ), and all of this holds with mI and
mJ interchanged.
In the following, we will show that, under Condition (5), Evans’ conditions imply our
conditions in Theorem 2.3.
Suppose m satisfies Condition (5). Since the third condition of Theorem 3.1 is con-
cerned with the case of even m, we consider only the first and second conditions.
In the first condition (i), in order that fI = ϕ(mI ) it is necessary that I = {i} for some
i ∈ Λ2, say i = r . Since (fI , fJ ) = 1, fJ must be odd, so J ⊂ Λ1. Thus I = Λ2 = {r}
and J = Λ1 = {1, . . . , r − 1}. Therefore Condition (C2) is satisfied. Moreover, for any
d ∈ D(m), we have (p
d
)
=
{−1 if lr | d ,
1 otherwise .
It follows that D(m, p) = D(mJ ). But, since lr ≡ pν (mod mJ ) (∃ν ∈ Z), we have(
lr
d
)
=
(p
d
)ν = 1
for any d ∈ D(mJ ). Therefore E(m, p) = ∅.
We now consider the case where Condition (ii) of Theorem 3.1 holds. In this case,
since 2fI = ϕ(mI ) and 2fJ = ϕ(mJ ), one can easily see that |I | ≤ 2 and |J | ≤ 2.
Firstly, suppose |I | = |J | = 1, say I = {1} and J = {2}. Then m = le11 le22 and both
f1 and f2 are odd, so (
p
l1
)
=
(
p
l2
)
= 1 .
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But, since l1 ≡ pν1 (mod l2) for some ν1 ∈ Z and l2 ≡ pν2 (mod l2) for some ν2 ∈ Z, we
have (
l1
l2
)
=
(
l2
l1
)
= 1 ,
which is impossible since l1 ≡ l2 ≡ 3 (mod 4). Therefore, this case does not occur.
Secondly, suppose |I | = |J | = 2. In this case, both fI and fJ are even. But this is
impossible since fI and fJ are assumed to be relatively prime. Therefore this case also
does not occur.
Lastly, suppose |I | = |J |. By symmetry in I and J , we may assume that |I | = 1
and |J | = 2, say I = {1} and J = {2, 3}. Then, as in the argument above, we see that
fI is odd and fJ is even. In particular, J cannot be contained in Λ1. If J ⊂ Λ2 then
pfJ /2 ≡ −1 (mod mJ ), which is a contradiction. Hence J ⊂ Λ2, so we may assume that
Λ1 = {1, 2} and Λ2 = {3}. The assumption that (fI , fJ ) = 1 then implies that D is strictly
Λ2-disconnected, so Condition (C2) is satisfied. Moreover, we have D−(m, p) = {l1, l2}
and E(m, p) ⊂ {l1, l2}. But since l1 ≡ pk (mod mJ ) for some k ∈ Z, we have
(
l1
l2
)
= 1.
Hence l2 ∈ E(m, p). Similarly, since l2 or l3 is congruent to a power of p modulo m1, we
have (
l2
l1
)
= 1 or
(
l3
l1
)
= 1 .
But the first case cannot occur since
(
l1
l2
)
= 1. Hence
(
l3
l1
)
= 1, so l1 ∈ E(m, p).
Consequently we have E(m, p) = ∅. Therefore, in this case, the conditions of Theorem 2.3
hold.
4. Some basic properties of Gauss sums
In this section, we collect some basic properties on Gauss sums and state a theorem of
Stickelberger which plays a key role in the proof of Theorem 2.3. In this section, we do not
assume that m is odd.
Let K denote the cyclotomic field Q(ζm), and let G = Gal(K/Q) denote the Ga-
lois group of K/Q. We fix the standard isomorphism (Z/mZ)× ∼= G; for any integer t
prime to m, let σt denote the element of the Galois group G uniquely determined by the
rule σt (ζm) = ζ tm. Then the map sending t (mod m) to σt gives rise to an isomorphism
(Z/mZ)× ∼= G.
PROPOSITION 4.1. Notation being as above, the following assertions hold.
(i) |g(m, p)σ | = √q for any σ ∈ Gal(C/Q).
(ii) Let H be the cyclic subgroup of G generated by σp. Then g(m, p)m ∈ KH .
Proof. (i) This is well-known and essentially proved in [8, Proposition 8.2.2].
(ii) See [8, Proposition 14.3.1 (c)] and the proof of [8, Chapter 14, Theorem 3]. 
PROPOSITION 4.2. If g(m, p) is pure then mf is even.
Proof. Suppose g(m, p) is pure, and choose a positive integer k such that g(m, p)k is
real. Then g(m, p)k = ±pf k/2 since |g(m, p)| = pf/2 by Proposition 4.1 (i). Therefore,
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pmf/2 = ±g(m, p)mk belongs to K by Proposition 4.1 (ii). But, since √p does not belong
to K , mf must be even. This proves the proposition. 
Actually one can say more about ord2(m) when g(m, p) is pure and f is odd: If
g(m, p) is pure then ord2(m) = 1, and there exist infinitely many pair (m, p) for which
ord2(m) = 1 and g(m, p) is pure (see [2]).
PROPOSITION 4.3. If pν ≡ −1 (mod m) for some ν ∈ Z then g(m, p) is pure.
Proof. If pν ≡ −1 (mod m) for some ν ∈ Z then H contains σ−1, which acts on K
by the complex conjugate. Hence KH is a real field. It then follows from Proposition 4.1
(ii) that g(m, p)m is real. Therefore g(m, p) is pure. 
PROPOSITION 4.4. The following three conditions are equivalent.
(i) g(m, p) is pure.
(ii) g(m, p) = ζpf/2 for some root of unity ζ .
(iii) We have (g(m, p)m) = (pmf/2), where (g(m, p)m) and (pmf/2) denote the princi-
pal ideals of K generated by g(m, p)m and pmf/2, respectively.
Proof. (i) ⇒ (ii) : Suppose g(m, p) is pure. Then g(m, p)k is real for some positive
integer k. Since |g(m, p)| = √q by Proposition 4.1 (i), it follows that g(m, p)k = ±√qk .
Hence g(m, p) = ζ√q for some 2k-th root of unity.
(ii) ⇒ (i) : This is clear.
(ii) ⇒ (iii) : This is also clear.
(iii) ⇒ (ii) : Suppose (g(m, p)m) = (pmf/2). Then g(m, p)m = u√qm for some unit
in K . Since |g(m, p)σ | = √q for any σ ∈ Gal(K/Q), it follows |uσ | = 1 for any σ . But
this holds only when u is a root of unity by Kronecker’s theorem. 
Now, in order to state Stickelberger’s theorem, we let θ denote the Stickelberger ele-
ment in the group ring Q[G]:
θ =
∑
t∈(Z/mZ)×
〈
t
m
〉
σ−1t ∈ Q[G] ,
where for any x ∈ R, 〈x〉 denotes the fractional part of x, so 0 ≤ 〈x〉 < 1 and x − 〈x〉 ∈ Z.
It is then clear from the definition of θ that mθ ∈ Z[G].
LEMMA 4.5. Let νG =∑σ∈G σ denote the norm element of Z[G] and let ρ = σ−1.
Then
(ρ − 1)θ = νG − 2θ .
Proof. Note that
ρθ =
∑
t∈(Z/mZ)×
〈
t
m
〉
σ−1σ−1t =
∑
t∈(Z/mZ)×
〈
t
m
〉
σ−1−t =
∑
t∈(Z/mZ)×
〈−t
m
〉
σ−1t .
Here we have 〈
t
m
〉
+
〈−t
m
〉
= 1
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for any t ∈ (Z/mZ)×. It follows that
ρθ =
∑
t∈(Z/mZ)×
(
1 −
〈
t
m
〉)
σ−1t = νG − θ .
Therefore (ρ − 1)θ = νG − 2θ . 
In the notation above, Stickelberger’s theorem can be stated as follows.
THEOREM 4.6 (Stickelberger). The prime ideal decomposition of the ideal
(g(m, p)m) of K is given by
(g(m, p)m) = pmθ .
Proof. See [8, Chapter 14, §3, Theorem 2]. 
COROLLARY 4.7. g(m, p) is pure if and only if
pm(ρ−1)θ = (1) . (6)
Proof. Suppose g(m, p) is pure. Then the principal ideal (g(m, p)m) in K is equal to
(pf/2) by Proposition 4.1. Let ρ = σ−1 denote the complex conjugate. Then
(g(m, p)m)ρ = (g(m, p)m) .
Hence
(g(m, p)m)(ρ−1)θ = (1) .
But this is equivalent to (6) by Theorem 4.6.
Conversely, if (6) holds then
pm(νG−2θ) = (1) .
by Lemma 4.5 . Since pνG = (pf ), it follows that
pmθ = (pmf/2) .
Hence (g(m, p)m) = (pmf/2), so g(m, p) is pure by Proposition 4.4. 
LEMMA 4.8. Let α ∈ Z[G]. Then pα = (1) if and only if ανH = 0, where
νH = 1 + σp + σ 2p + · · · + σf−1p ∈ Z[G] .
Proof. Recall that H is the cyclic subgroup of G generated σp . Let T ⊂ G be a
complete set of the representatives of the quotient group G/H . Since p is fixed by H , we
can write
pα =
∏
t∈T
(pσt )ct
with some integers ct . Then the uniqueness of the prime ideal decomposition implies that
pα = (1) if and only if ct = 0 for any t ∈ T . Since
νHα = νH
∑
t∈T
ctσt =
∑
t∈T
∑
h∈H
ctσht ,
it follows that ct = 0 for any t ∈ T if and only if ανH = 0. Therefore, pα = (1) if and
only if ανH = 0. 
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Thanks to Theorem 4.6, the purity problem of g(m, p) can be reduced to analysis of
θ . To be more precise, we denote by C(m) the character group of (Z/mZ)×. For any χ ∈
C(m), we extend χ to a ring homomorphism from Z[G] to Z[χ] := {χ(a); a ∈ (Z/mZ)×}
in a natural way. We obtain a ring homomorphism
Z[G] −→
⊕
χ∈C(m)
Z[χ], α → (χ(α))χ .
Clearly this is an injection. Therefore, given an element α ∈ Z[G], we have α = 0 if and
only if χ(α) = 0 for any χ ∈ C(m).
Now consider the following subsets of C(m):
C−(m)= {χ ∈ C(m) | χ(−1) = −1} ,
C(m,p) = {χ ∈ C(m) | χ(p) = 1} ,
C−(m, p)=C−(m) ∩ C(m,p) .
We say that a character χ ∈ C(m) is quasi-primitive if the conductor of χ is divisible by
any prime factor of m. In particular, if χ ∈ C(m) is quasi-primitive then χ(l) = 0 for any
prime l dividing m. We denote by QC(m) the set of quasi-primitive characters of (Z/mZ)×
and put
QC−(m, p) = QC(m) ∩ C−(m, p) .
Let m = le11 · · · lerr be the prime power factorization of m. For any subset I of Λ :={1, . . . , r}, we set
mI =
∏
i∈I
l
ei
i .
Note that (mI ,m/mI ) = 1 for any I .
PROPOSITION 4.9. g(m, p) is pure if and only if the following two conditions hold.
(i) QC−(m, p) = ∅.
(ii) For any non-empty subset I  Λ and any χ ∈ QC−(mI , p), there exists a prime
l dividing m/mI such that χ(l) = 1.
Proof. By Corollary 4.7 and Lemma 4.8, g(m, p) is pure if and only if (ρ − 1)θνH =
0. But this is equivalent to
χ((ρ − 1)θνH) = 0 (∀χ ∈ C(m)) (7)
by the remark above. Note that, if χ is even, that is, χ(ρ) = 1 then (7) always holds. On
the other hand, if χ is an odd character, that is χ(ρ) = −1, then
χ((ρ − 1)θνH ) = 2χ(θ)χ(νH ) .
If χ(p) = 1 then χ(νH ) = 0. If χ(p) = 1 then χ(νH ) = p = 0, so the condition (7) boils
down to the condition
χ(θ) = 0 (∀χ ∈ C−(m, p)) . (8)
Here we recall that
χ(θ) =
∏
l∈P(m/d)
(1 − χ(l)) · B1,χ ,
Pure Gauss sums 141
where B1,χ is the generalized Bernoulli number. Since B1,χ = 0 for any primitive odd
character χ , (8) holds if and only if∏
l|m/mI
(1 − χ(l)) = 0 (∀χ ∈ QC−(mI , p)) (9)
for any non-emptysubset I ⊂ Λ.
If I = Λ then the left hand side of (9) is regarded as 1, and Condition (9) is equivalent
to QC−(m, p) = ∅. On the other hand, if I = Λ then for an χ ∈ QC−(mI , p) we have∏
l|m/mI
(1 − χ(l)) = 0
if and only if χ(l) = 1 for some l ∈ P(m/mI). This completes the proof of Proposition
4.9. 
Proposition 4.9 shows that the purity problem of Gauss sums can be reduced to two
arithmetic conditions. In the next section we will reduce the first condition to a certain
linear Diophantine equation. The second condition will be studied on and after Section 9.
5. A linear Diophantine equation
In this section, we assume that m is odd. Let m = m1 · · ·mr (mi = leii ) be the prime
power decomposition of m as in Section 2 and put ni = ϕ(mi) for each i. Note that ni are
all even since we are assuming that mi > 2. We consider a finite additive group
V (m) = Z/n1Z × · · · × Z/nrZ .
Then (Z/mZ)× ∼= V (m). We specify this isomorphism as follows. Recall that fi denotes
the least positive integer such that
pfi ≡ 1 (mod mi) .
For each i, choose and fix a primitive root gi mod mi such that
p ≡ gni/fii (mod mi) . (10)
For any x ∈ (Z/miZ)×, we denote by Indgi (x) ∈ Z/niZ the index of x with respect to the
primitive root gi . Thus, a = Indgi (x) if and only if
x ≡ gai (mod mi) .
Then the map
Indgi : (Z/miZ)× −→ Z/niZ
is a group isomorphism. This can be naturally generalized to an isomorphism
Ind : (Z/mZ)× −→ V (m)
by letting
Ind(x) = (Indg1(x), . . . , Indgr (x))
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for any x ∈ (Z/mZ)×. It is then clear from (10) that
Ind(p) =
(
n1
f1
, . . . ,
nr
fr
)
.
Moreover, it is also clear from the definition of Ind that
Ind(−1) =
(
n1
2
, . . . ,
nr
2
)
.
Let C(mi) be the character group of (Z/miZ)×, which is a cyclic group of order ni
since we are assuming that mi is a power of an odd prime number. Choose a generator χi
of C(mi) such that
χi(gi ) = exp
(
2π
√−1
ni
)
.
For any a = (a1, . . . , ar) ∈ V (m), we put
χa = χa11 · · ·χarr .
Then the map a → χa defines an isomorphism
V (m)
∼=−→ C(m) .
For any a ∈ Z/niZ, we denote by ani ∈ Q/Z the image of a under the natural isomor-
phism
Z/niZ
∼=−→ 1
ni
Z/Z ⊂ Q/Z .
In the notation above, for any a = (a1, . . . , ar), b = (b1, . . . , br) ∈ V (m), we define an
inner product on V (m) with values in Q/Z by
〈a,b〉m =
r∑
i=1
aibi
ni
∈ Q/Z .
Using this inner product, we can compute χa as follows.
LEMMA 5.1. For any a ∈ V (m) and any b ∈ (Z/mZ)×, we have
χa(b) = exp
(
2π
√−1〈a, Ind(b)〉m
)
.
Proof. Let Ind(b) = (k1, . . . , kr) ∈ V (m), that is, b ≡ gkii (mod mi). Then
χa(b) =
r∏
i=1
χi(gi )aiki =
r∏
i=1
exp
(
2π
√−1aiki
ni
)
= exp
(
2π
√−1〈a, Ind(b)〉m
)
.
This proves the lemma. 
We now consider two functions ε and ωp on V (m) with values in Z/2Z and Q/Z
respectively: For any a = (a1, . . . , ar) ∈ V (m), let
ε(a)= a1 + · · · + ar (mod 2) ∈ Z/2Z ,
ωp(a)=
r∑
i=1
ai
fi
∈ Q/Z .
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The next proposition gives a characterization of the set QC−(m, p) in terms of ε and
ωp.
LEMMA 5.2. Notation being as above, the following assertions hold.
(i) χa is odd if and only if ε(a) ≡ 1 (mod 2).
(ii) χa(p) = 1 if and only if ωp(a) ≡ 0 (mod 1).
Proof. (i) Since Ind(−1) = ( n12 , . . . , nr2 ), it follows that
χa(−1) = exp
(
2π
√−1 · a1 + · · · + ar
2
)
= exp
(
π
√−1ε(a)
)
.
Therefore, χa(−1) = −1 if and only if ε(a) ≡ 1 (mod 2). This proves (i).
(ii) Note that Ind(p) = ( n1
f1
, . . . , nr
fr
), so ωp(a) = 〈a, Ind(p)〉m. Therefore (ii) imme-
diately follows from Lemma 5.1 
Let
A(m)= {(a1, . . . , ar ) ∈ V (m) | ai ≡ 0 (mod ni) (∀i ∈ Λ)} ,
A−(m)= {a ∈ A(m) | ε(a) ≡ 1 (mod 2)} ,
A(m,p)= {a ∈ A(m) | ωp(a) = 0} ,
A−(m, p)= A−(m) ∩ A(m,p) .
It is then easy to see that
QC(m)= {χa | a ∈ A(m)} ,
QC−(m, p) = {χa | a ∈ A−(m, p)} .
PROPOSITION 5.3. g(m, p) is pure if and only if the following two conditions hold.
(i) A−(m, p) = ∅.
(ii) For any non-empty subset I  Λ and any a ∈ A−(mI , p), there exists a prime l
dividing m/mI such that 〈a, Ind(l)〉mI = 0.
Proof. In view of Lemma 5.1 and Lemma 5.2, this is just a restatement of Proposition
4.9. 
6. A theorem of Sun and Wang
In Proposition 5.3 we have shown that the purity problem for the Gauss sums g(m, p)
is reduced to solving a linear Diophantine problem
x1
f1
+ · · · + xr
fr
≡ 0 (mod 1) (11)
in the range 0 < xi < ni (∀i ∈ Λ) with a parity condition
x1 + · · · + xr ≡ 1 (mod 2) . (12)
In order to solve the Diophantine problem above, we first start with a slightly general
setting without the parity condition. As in the previous section, let r be a positive integer
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and let
Λ = {1, . . . , r} .
Let N = (n1, . . . , nr ) denote an r-tuple of positive even integers. (We do not assume that
N is of the form (ϕ(m1), . . . , ϕ(mr)) as in the previous section.) Let D = (d1, . . . , dr)
denote an r-tuple of positive integers such that di | ni for any i ∈ Λ. Let
BN = {(a1, . . . , ar) ∈ Zr | 0 < ai ≤ ni (∀i ∈ Λ)} ,
AN = {(a1, . . . , ar) ∈ Zr | 0 < ai < ni (∀i ∈ Λ)} .
Thus AN ⊂ BN .
Generalizing the map ωp in the previous section, we define a homomorphism
ωD : Zr → Q/Z
by setting
ωD(a) =
r∑
i=1
ai
di
(mod Z)
for a = (a1, . . . , ar ) ∈ Zr . It is then clear that
Im(ωD) = 1LCM(D)Z/Z ,
where LCM(D) denotes the least common multiple of d1, . . . , dr .
Consider the following sets:
BN(D)= {a ∈ BN | ωD(a) = 0} ,
AN(D)= AN ∩ BN(D) .
In particular, if N = (ϕ(m1), . . . , ϕ(mr)) and D = (f1, . . . , fr ) then the set AN(D) is the
set of integral solutions of (11). Note that N ∈ BN and ωD(N) = 0, so N ∈ BN(D) and
BN(D) is always non-empty.
In this section we are going to study a necessary and sufficient condition for AN(D) =
∅. For this end, we begin with the special case D = N . For simplicity, we write A(D) for
AD(D):
A(D)= {a ∈ AD | ωD(a) = 0} ,
=
{
(a1, . . . , ar) ∈ AD
∣∣∣∣
r∑
i=1
ai
di
≡ 0 (mod 1)
}
.
If I = {i1, . . . , it } is a subset of Λ and a = (a1, . . . , ar ) ∈ Zr , then we define the
I -component of a to be
aI = (ai1, . . . , ait ) ∈ Nt .
Moreover, for any subset X of Zr , we set
XI = {aI | a ∈ X} .
We define a lowering operator  and a raising operator  on N; for any a ∈ N, we set
a =
{
a if a is odd ,
a/2 if a is even , a
 =
{
2a if a is odd ,
a if a is even .
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Moreover for a = (a1, . . . , ar) ∈ Nr we set
a = (a1, . . . , ar ) , a = (a1, . . . , ar ) .
For a non-empty subset I ⊂ Λ, we say that D is I -disconnected if there exists an
index i ∈ I such that (di, dj ) = 1 for any j ∈ Λ \ {i}. If D is Λ-disconnected, we simply
say that D is disconnected. Moreover we say that D is strictly I -disconnected if D is {i}-
disconnected for any i ∈ I . In particular, we say that D is strictly disconnected if D is
Λ-disconnected. Let
Λ2 = Λ2(D) := {i ∈ Λ | di is even} .
The following theorem is proved in [13]. We give a proof for the sake of completeness,
THEOREM 6.1 (Sun and Wang). A(D) = ∅ if and only if one of the following two
conditions holds.
(i) D is disconnected.
(ii) |Λ2| is odd and D is strictly Λ2-disconnected.
Before proving the theorem, we prove two lemmas below.
LEMMA 6.2. Let I, J be subsets of Λ such that I ∪J = Λ and I ∩J = ∅. Suppose
(di, dj ) = 1 for any (i, j) ∈ I × J . Then
A(D) = A(DI ) × A(DJ ) .
Thus, A(D) = ∅ if and only if either A(DI ) = ∅ or A(DJ ) = ∅. In particular, if either
|I | = 1 or |J | = 1, then A(D) = ∅.
Proof. For any a ∈ A(D), the assumption implies that the denominators of ωDI (aI )
and ωDJ (aJ ) are coprime. Hence ωD(a) = 0 if and only if ωDI (aI ) = ωDJ (aJ ) = 0.
Therefore A(D) = A(DI ) × A(DJ ). The remaining part of the assertion of the lemma is
clear. 
LEMMA 6.3. Suppose Λ1 = ∅ and D is strictly disconnected. Then
A(D) =
{{D} if r is even,
∅ if r is odd.
Proof. Let a ∈ A(D). Then a (mod D) belongs to B(D). The argument of Lemma
6.2 shows that
B(D) = B(d1) × · · · × B(dr ) .
Since B(d) = {0, d} for any positive integer d , this implies that A(D) ⊂ {D}. Here we
have
ωD(D
) ≡ r
2
(mod 1) .
Therefore, D ∈ A(D) if and only if r is even, which proves the lemma. 
Proof of Theorem 6.1. We first show that both of (i) and (ii) are sufficient conditions
for A(D) = ∅. Suppose D is disconnected, namely, there exists i ∈ Λ such that (di, dj ) =
1 for any j ∈ Λ \ {i}. Then, applying lemma 6.2 to the case I = {i} and J = I c, we have
A(D) = ∅.
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On the other hand, if |Λ2| is odd and D is strictly Λ2-disconnected, then
A(D) = A(DΛ1) × A(DΛ2)
by Lemma 6.2. But A(DΛ2) = ∅ by Lemma 6.3, so A(D) = ∅.
We next show that if A(D) = ∅ then one of the conditions of the theorem holds. For
any prime l, let
Suppl(D) = {i ∈ Λ | di ≡ 0 (mod l)} ,
L(D) = {l | |Suppl (D)| ≥ 2} .
Assume that D is not disconnected. Then, for any i ∈ Λ, there exists j ∈ Λ \ {i} such
that {i, j } ⊂ Suppl (D) for some prime l.
If l > 2, then one can choose an integer xi,l for each i ∈ Suppl(D) such that 0 <
xi,l < l and ∑
i∈Suppl (D)
xi,l ≡ 0 (mod l) . (13)
In case |Λ2| is even, if we set xi,2 = 1 for any i ∈ Λ2 then (13) is also satisfied.
If |Λ2| is odd then we further assume that D is not strictly Λ2-disconnected. This
means that d := (di0 , dj0) > 2 for some (i0, j0) ∈ Λ2 × Λ. If i0 ∈ Suppl (D) for an odd
prime l then we set
xi,2 =
{
0 (i = i0) ,
1 (i = i0) ,
then (13) is satisfied. For each i ∈ Λ, choose an integer xi such that 0 ≤ xi ≤ di and
xi ≡
∑
l∈L(D)
dixi,l
l
(mod di) (14)
Since xi,l ≡ 0 (mod l), we have∑
l∈L(D)
xi,l
l
≡ 0 (mod 1) ,
so 0 < xi < di . Put x = (x1, . . . , xr ). Then we have
ωD(x) =
r∑
i=1
xi
di
=
r∑
i=1
∑
l∈L(D)
l|di
xi,l
l
=
∑
l∈L(D)
∑
i∈Suppl (D)
xi,l
l
≡ 0 (mod 1) .
Therefore x ∈ A(D), so A(D) = ∅.
If d is a power of 2 then j ∈ Λ2. In this case we choose xi,l in the same way as above
for any odd l ∈ L(D). For each i ∈ Λ, choose an integer xi such that 0 ≤ xi ≤ di and
xi ≡
∑
l∈L(D)\{2}
dixi,l
l
+
{
di
2 (i = i0, j0) ,
di
4 (i = i0 , j0)
(mod di) .
Then we have 0 < xi < di in this case as well. Moreover, similarly as above, we see that
x := (x1, . . . , xr) ∈ A(D), so A(D) = ∅.
Thus, if A(D) = ∅ then either D is disconnected or |Λ2| is odd and D is strictly
Λ2-disconnected. This completes the proof of Theorem 6.1. 
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7. A formula for |AN(D)|
In this section we prove the following theorem.
THEOREM 7.1. AN(D) = ∅ if and inly if Condition (C2) holds.
In order to prove Theorem 7.1, we first prove a formula for |AN(D)|.
PROPOSITION 7.2. Notation being as above, we have
|AN(D)| =
∑
I⊃δ(D,N)
|A(DI)|
∏
i∈I
ni
di
∏
i∈Λ\I
(
ni
di
− 1
)
,
where δ(D,N) = {i ∈ Λ | di = ni} and the sum is taken over the subsets I of Λ containg
δ(D,N).
In order to prove Proposition 7.2 we need further notation. Given a positive integer d
and an integer a, we denote by [a]d the unique integer such that
0 < [a]d ≤ d, a ≡ [a]d (mod d) .
For D ∈ Nr and a = (a1, . . . , ar) ∈ Zr , we let
[a]D = ([a1]d1, . . . , [ar ]dr ) ∈ BD .
Moreover, writing
ai = diki + [ai]di ,
and k = (k1, . . . , kr), we define a map
πD : Zr −→ BD × Zr , a → ([a]D,k) .
It is then clear from the definition that πD is an injection and
ωD(a) = ωD([a]D)
for any a ∈ Zr . Hence πD(BN(D)) = B(D). But πD(AN(D)) is not necessarily equal to
A(D). In order to determine the image πD(AN(D)), for any I ⊂ Λ, let
B(D, I) =
{
(b1, . . . , br) ∈ B(D)
∣∣∣∣ bi = di (i ∈ I) ,bi = di (i ∈ I c)
}
,
K(N/D, J ) =
{
(k1, . . . , kr) ∈ Zr
∣∣∣∣ 0 ≤ ki ≤ ni/di (i ∈ Λ) ,ki < ni/di (i ∈ J )
}
.
Then we have the following
LEMMA 7.3. Notation being as above, we have
πD(AN(D)) =
∐
I⊂Λ
B(D, I) × K(N/D, Ic) .
Proof. Note that B(D) is a disjoint union of B(D, I)’s:
B(D) =
∐
I⊂Λ
B(D, I) .
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Therefore
πD(BN(D)) ⊂
∐
I⊂Λ
Zr × B(D, I) .
For each b = (b1, . . . , br ) ∈ B(D, I), take a = (a1, . . . , ar) ∈ π−1D (b) and write
ai = diki + bi, (15)
where ki is an integer. Note that 0 < ai ≤ ni if and only if 0 ≤ ki ≤ ni/di − 1. Moreover
we have
0 < ai < ni ⇐⇒
{0 ≤ ki ≤ nidi − 2 (if bi = di) ,
0 ≤ ki ≤ nidi − 1 (if bi = di) .
If we put k = (k1, . . . , kr) then this equivalence implies that
a ∈ AN(D) ⇐⇒ k ∈ K(N/D, Ic) .
This proves the lemma. 
Proof of Proposition 7.2. Lemma 7.3 shows that
|AN(D)| =
∑
I⊂Λ
|B(D, I)| · |K(N/D, Ic)| .
Note that taking the I -component yields a bijection B(D, I) → A(DI ), so |B(D, I)| =
|A(DI)|. Moreover, it is clear from the definition of K(N/D, Ic) that
|K(N/D, Ic)| =
∏
i∈I c
(
ni
di
− 1
)
·
∏
i∈I
ni
di
. (16)
In particular,
K(N/D, Ic) = ∅ ⇐⇒
∏
i∈I c
(
ni
di
− 1
)
= 0 ⇐⇒ I ⊃ δ(D,N) .
Then proposition immediately follows from this. 
Proof of Theorem 7.1. First, suppose (C2) holds. This in particular implies that D2 =
N2 and D is strictly Λ2-disconnected. Hence, if AN(D) = ∅, then any a ∈ AN(D) is of
the form a = (a1,D2). But we have
ωD(a) = ωD1(a1) +
r2
2
≡ 0 (mod 1) ,
which is a contradiction. This proves that if Condition (C2) holds, then AN(D) = ∅.
Conversely suppose AN(D) = ∅. If |Λ2| is even then
ωD(D
) ≡ |Λ2|
2
≡ 0 (mod 1) ,
so D ∈ AN(D), which is a contradiction. Therefore we may assume that |Λ2| is odd.
By Proposition 7.2, AN(D) = ∅ if and only if A(DI ) = ∅ for any I ⊃ δ(D,N). On
the other hand, Theorem 6.1 shows that A(DI ) = ∅ if and only if either DI is disconnected
or |I2| is odd and DI is strictly I2-disconnected.
Pure Gauss sums 149
First, we consider the case where D2 = N2. Then there exists I2 such that δ(D,N) ⊂
I2 ⊂ Λ2 and |I2| is even. For such a I2, DI2 must be disconnected, which is possible only
when I2 = ∅. Hence δ(D,N) = ∅. But, in this case, we have D ∈ AN(D), so AN(D) = ∅.
Next, suppose D2 = N2. Then Proposition 7.2 and Theorem 6.1 shows that AN(D) =
∅ if and only if either DI is disconnected or DI is strictly Λ2-disconnected for any I ⊃ Λ2.
In particular, either D is disconnected or D is strictly Λ2-disconnected. If |Λ2| > 1 then
D cannot be disconnected, so D must be strictly Λ2-disconnected. If |Λ2| = 1 then
DΛ2∪{i} is disconnected or is strictly Λ2-disconnected for any i ∈ Λ1, so D is strictly
Λ2-disconnected in this case as well. 
8. Parity condition
In this section, we study the integral solution of the Diophantine equation (11) with a
parity condition (12). For this purpose, we define the ±-part of AN(D) by
A+N(D)= {a ∈ AN(D) | ε(a) ≡ 0 (mod 2)} ,
A−N(D)= {a ∈ AN(D) | ε(a) ≡ 1 (mod 2)} .
As in the case of AN(D), we simply write A±(D) for A±D(D).
The purpose of this section is to prove the following
THEOREM 8.1. Suppose ord2(ni) = 1 for any i ∈ Λ. Then A−N(D) = ∅ if and only
if either (C1) or (C2) holds.
In order to prove Theorem 2.3, we need the following proposition, which is a refine-
ment of Proposition 7.2. To state it, we let
J1(D,N) = {I ⊂ Λ | δ(D,N) ⊂ I ⊂ Λ2} ,
J2(D,N) = {I ⊂ Λ | δ(D,N) ⊂ I ⊂ Λ2} .
Moreover, we let
K+(N/D, J ) = {k ∈ K(N/D, J ) | ε(k1) ≡ 0 (mod 2)} ,
K−(N/D, J ) = {k ∈ K(N/D, J ) | ε(k1) ≡ 1 (mod 2)} ,
where k1 = kΛ1 .
PROPOSITION 8.2. Suppose n1, . . . , nr are all even. Let ∗ denote + or −. Then
|A∗N(D)| =
1
2
∑
I∈J1(D,N)
|A(DI )| · |K(N/D, Ic)|
+
∑
I⊂J2(D,N)
{|A(−1)r1∗(DI )| · |K+(N/D, Ic)|
+|A−(−1)r1∗(DI )| · |K−N (D, Ic)|
}
,
where (−1)r1∗ denotes (−1)r1 or −(−1)r1 according as ∗ = + or ∗ = −.
Before proving the proposition we prove a lemma.
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LEMMA 8.3. Let M be an element of Nr and put X = BM . Then the following
assertions hold.
(i) If |X| is even then |X+| = |X−| = 12 |X|.
(ii) If |X| is odd and |X| > 1 then neither X+ nor X− is empty.
(iii) If |X| = 1 then X+ = {(0, . . . , 0)} and X− = ∅.
Proof. Let M = (m1, . . . ,mr).
(i) If |X| is even then mi is even for some i, say i = 1. Consider the map
ι : X −→ X
which sends (x1, x2, . . . , xr) to (m1+1−x1, x2, . . . , xr). Then ι is an involution. Moreover
since
ε(ι(x)) = 1 + ε(x)
for any x ∈ X, we have ι(X+) = X− and ι(X−) = X+. Therefore
|X+| = |X−| = 1
2
|X| .
(ii) Since (0, . . . , 0) always belongs to X+, we have X+ = ∅. If |X| > 1 then mi > 1
for some i, say i = 1. Then (1, 0, . . . , 0) ∈ X−, so X− = ∅.
(iii) This is clear. 
Proof of Proposition 8.2. For any a = (a1, . . . , ar ) ∈ BN , let b = [a]D = (b1, . . . ,
br) and write
ai = diki + bi
with ki ∈ Z as in Section 7. Then
ε(a) ≡
∑
i∈Λ1
ki + ε(b) (mod 2) .
Therefore
πD(A
∗
N(D)) =
∐
I⊃δ(D,N)
{(B∗(D, I) × K+(N/D, Ic))  (B−∗(D, I) × K−(N/D, Ic))} .
It follows that
|A∗N(D)| =
∑
I⊃δ(D,N)
{|B∗(D, I)|·|K+(N/D, Ic)|+|B−∗(D, I)|·|K−(N/D, Ic)|} . (17)
Here |K(N1/D1, (I c)1)| is odd if and only if I ⊂ Λ2. To see this, put J = I c and note that
|K(N1/D1, J1)| =
∏
i∈J1
(
ni
di
− 1
)
·
∏
i∈I1
ni
di
,
where I1 = I ∩ Λ1 and J1 = J ∩ Λ1. Since nidi is even for any i ∈ Λ1, it follows that|K(N1/D1, J1)| is odd if and only if I1 = ∅, which is equivalent to I ⊂ Λ2.
Thus, if I ∈ J1(D,N) then
|K+(N/D, Ic)| = |K−(N/D, Ic)| = 1
2
|K(N/D, Ic)|
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by Lemma 8.3. Hence∑
I∈J1(D,N)
{|B∗(D, I)| · |K+(N/D, Ic)| + |B−∗(D, I)| · |K−(N/D, Ic)|}
= 1
2
∑
I∈J1(D,N)
{|B+(D, I)| + |B−(D, I)|} · |K(N/D, Ic)|
= 1
2
∑
I∈J1(D,N)
|B(D, I)| · |K(N/D, Ic)|
= 1
2
∑
I∈J1(D,N)
|A(DI )| · |K(N/D, Ic)| .
On the other hand, if I ∈ J2(D,N), then taking the I -component yields a bijection
B∗(D, I) −→ A(−1)r1∗(DI ) .
Therefore, the formula (17) can be rewritten as
|A∗N(D)| =
1
2
∑
I∈J1(D,N)
|A(DI )| · |K(N/D, Ic)|
+
∑
J⊂J2(D,N)
{|A(−1)r1∗(DI )| · |K+(N/D, Ic)|
+|A−(−1)r1∗(DI )| · |K−(N/D, Ic)|
}
.
This proves the proposition. 
PROPOSITION 8.4. Let the notation and the assumption be as in Proposition 8.2. If
D

1 = N1 then A∗N(D) = ∅ if and only if Condition (C2) holds.
Proof. If D1 = N1 then |K(N/D, Ic)| > 1 for any I ⊂ Λ, so Lemma 8.3 shows
that K±(N/D, Ic) = ∅ for any I ⊂ Λ with I ⊃ δ(D,N). Therefore, A∗N(D) = ∅ if and
only if A(DI ) = ∅ for any I ⊃ δ(D,N). This is equivalent to AN(D) = ∅ by Proposition
7.2. Then by Theorem 7.1 this holds if and only if Condition (C2) holds. 
PROPOSITION 8.5. Let the notation and the assumption be as in Proposition 8.2.
If D1 = N1, then A∗N(D) = ∅ if and only if A(DI ) = ∅ for any I ∈ J1(D,N) and
A(−1)r1∗(DI ) = ∅ for any I ∈ J2(D,N).
Proof. Suppose D1 = N1. Since
K∗(D, J ) = K∗(N1/D1, J1) × K(N2/D2, J2) .
and K(N2/D2, J2) = ∅ such that I ⊃ δ(D,N), we have
K−(D, J ) = ∅ ⇐⇒ K−(N1/D1, J1) = ∅ ⇐⇒ |K(N1/D1, J1)| = 1 .
Recall that
|K(N1/D1, J1)| =
∏
i∈J1
(
ni
di
− 1
)
·
∏
i∈J c1
ni
di
.
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Since ni/di = 2 for any i ∈ Λ1, we have |K(N1/D1, J1)| = 1 if and only if J1 = Λ1, or
equivalently I ⊂ Λ2. In this case, we have K+(N/D, J ) = ∅ and K−(N/D, J ) = ∅ by
Lemma 8.3. Consequently A∗N(D) = ∅ if and only if A(DI ) = ∅ for any I ∈ J1(D,N)
and A(−1)r1∗(DI ) = ∅ for any I ∈ J2(D,N). This completes the proof. 
PROPOSITION 8.6. Assume that D1 = N1. If A(DI ) = ∅ for any I ∈ J1(D,N)
then either D is strictly Λ1-disconnected or (C2) holds.
Proof. Suppose the following condition holds:
A(DI ) = ∅ for any I ∈ J1(D,N) . (18)
By Theorem 6.1 we have A(DI) = ∅ if and only if either DI is disconnected or |I2| is odd
and DI is strictly I2-disconnected.
If D2 = N2, there exists an index set I2 such that δ(D,N) ⊂ I2 ⊂ Λ2 and |I2| is
even. Hence by Condition (18) we have A(DI2∪K) = ∅ for any non-empty subset K of
Λ1. Theorem 6.1 then implies that DI2∪K is disconnected. But, since |I2| is even, this
implies that DI2∪K is K-disconnected for any non-empty subset K ⊂ Λ1. Thus D is
strictly Λ1-disconnected.
On the other hand, suppose D2 = N2. If |Λ2| is even then, repeating the same ar-
gument as above, we obtain the same consequence. Thus, we may assume that |Λ2| is
odd.
In this case, we conclude that either DΛ2∪K is disconnected or D

Λ2∪K is strictly Λ2-
disconnected for any nonempty K ⊂ Λ1.
If DΛ2 is not strictly Λ2-disconnected, then D

Λ2∪K is not strictly Λ2-disconnected, so
DΛ2∪K is disconnected for any non-empty K ⊂ Λ1. Hence D is strictly Λ1-disconnected.
On the other hand, if DΛ2 is strictly Λ2-disconnected then Condition (18) implies that
either DΛ2∪{i} is disconnected or D

Λ2∪{i} is strictly Λ2-disconnected. Then D
 is strictly
Λ2-disconnected. This proves that if Condition (18) holds then either D is strictly Λ1-
disconnected or (C2) holds. 
Proof of Theorem 8.1. If (C2) holds, then AN(D) = ∅ by Theorem 7.1, hence
A−N(D) = ∅. If (C1) holds, then any element a ∈ AN(D) is of the form
a = (D1, a2)
with a2 ∈ AN2(D2). But, under the assumption that ord2(ni) = 1 for any i ∈ Λ, the denom-
inator of ωD2(a2) is odd if and only if ε(a2) ≡ 0 (mod 2). This shows that A−N2(D2) = ∅,
so A−N(D) = ∅.
Conversely, suppose A−N(D) = ∅. If r1 is even, then Proposition 8.2 shows that
A(DI ) = ∅ for any I ∈ J1(D,N) and A−(DI ) = ∅ for any I ∈ J2(D,N). The first
condition implies that either (C1) or (C2) holds by Proposition 8.6, and the second condition
is always satisfied by Lemma 8.3. This proves the equivalence.
Next suppose r1 is odd. In this case, Proposition 8.2 shows that A−N(D) = ∅ if and
only if A(DI ) = ∅ for any I ∈ J1(D,N) and A+(DI ) = ∅ for any I ∈ J2(D,N). The
second condition is satisfied only when (C2) holds. This proves the equivalence. 
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9. Proof of Theorem 2.3
In order to state the following proposition, let A−(m, p)⊥ be the perpendicular space
of A−(m, p) with respect to the inner product 〈 , 〉m:
A−(m, p)⊥ = {x ∈ V (m) | 〈a, x〉m = 0 (∀a ∈ A−(m, p))} .
PROPOSITION 9.1. Assume that (fi, fj ) = 1 for any i ∈ Λ1 and any j ∈ Λ2.
Suppose A−(m, p) = ∅ and let x = (x1, . . . , xr ) ∈ A−(m, p)⊥. Then
2x = Ind(p2ν)
for some integer ν.
We need an elementary lemma.
LEMMA 9.2. Let n ≥ 2 and let k1, . . . , kn be positive integers. Then for given
integers a1, . . . , an, the following two conditions are equivalent.
(i) There exists an integer x such that x ≡ ai (mod ki) for any i = 1, . . . , n.
(ii) ai ≡ aj (mod (ki, kj )) for any i, j with i = j .
Proof. We prove the lemma in the case of n = 2 since the general cases are deduced
from this case. Since the implication (i) ⇒ (ii) is clear, we prove the converse implication
(ii) ⇒ (i). Let k12 = GCD(k1, k2) and suppose a1, a2 satisfy the congruence a1 ≡ a2
(mod k12). Then there exist integers s, t such that k1s − k2t = a2 − a1. This implies that
k1s + a1 = k2t + a2. Therefore, if we put x = k1s + a1, then x = k2t + a2, hence x ≡ a1
(mod k1) and x ≡ a2 (mod k2). This proves the lemma. 
Proof of Proposition 9.1. In the following, we let
ei = (0, . . . , 0,
i
1, 0, . . . , 0) ∈ Zr
for each i ∈ Λ. Recall that
Ind(p) =
(
n1
f1
, . . . ,
nr
fr
)
.
Thus, in order to prove the proposition, we have to show first that xi ≡ 0 (mod ni/f i ) for
any i. If f i = ni then there is nothing to prove. Suppose f i < ni . Then 2f i < ni since
ord2(ni) = 1. Let a = (a1, . . . , ar) ∈ A−(m, p). If ai ≡ −f i (mod ni) then
a′ := a + f i ei ∈ A−(m, p) .
Then we have
xif

i
ni
= 〈a′, x〉m − 〈a, x〉m = 0 .
It follows that xi ≡ 0 (mod ni/f i ). If ai ≡ −f i (mod ni) then
a′ = a − f i ei ∈ A−(m, p) .
Therefore, repeating the same argument as above, we get the same result. Thus we can
write 2xi = niyifi for some yi ∈ Z.
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Let fij = (fi , fj ). We next show that
yi ≡ yj (mod fij ) . (19)
If this holds for any i = j then there exists an integer y such that y ≡ yi (mod fi) by
Lemma 9.2. Hence we have
2xi ≡ niy
fi
(mod ni)
for any i ∈ Λ. Since Λ2 = ∅, we have 2xr ≡ nryfr (mod nr). Since nrfr is odd, this shows
that y is even, say y = 2ν (ν ∈ Z). Then
2x = Ind(p2ν) .
Thus it suffices to show that (19) holds for any i, j .
If i ∈ Λ1 and j ∈ Λ2 then the assumption implies that fij = 1, so there is nothing
to prove. Thus we may assume that either {i, j } ⊂ Λ1 or {i, j } ⊂ Λ2. In these two cases,
both fi
fij
and fj
fij
are odd.
If ai ≡ − fifij (mod ni) and aj ≡
fj
fij
(mod nj ) then
a′ := a + fi
fij
ei − fj
fij
ej ∈ A−(m, p) .
Therefore
yi
fij
− yj
fij
≡ (a′, x) − (a, x) ≡ 0 (mod 1) .
It follows that yi ≡ yj (mod fij ). Similarly, if ai ≡ fifij (mod ni) and aj ≡ −
fj
fij
(mod nj ) then we get the same result.
If ai ≡ fifij (mod ni) and aj ≡
fj
fij
(mod nJ ) then we consider the element
a∗ = a + 2fi
fij
ei − 2fj
fij
ej .
If we write a∗ = (a∗1 , . . . , a∗r ) then a∗i ≡ 3fifij (mod ni). But, since fi/fij is odd, 3fi/fij ≡
0 (mod ni). Hence a∗i ≡ 0 (mod ni). Quite similarly we have a∗j ≡ 0 (mod nj ), so
a∗ ∈ A−(m, p). Therefore, repeating the same argument as above, we get the same
result. 
PROPOSITION 9.3. Suppose QC−(m′, p) = ∅. If χ(l) = 1 for any χ ∈ QC−(m′,
p) then
l ≡ upν (mod m′)
for some integers ν, u such that u2 ≡ 1 (mod m′).
Proof. Put x = Ind(l). Then x ∈ A(m′, p)⊥. Therefore Lemma 9.2 implies that
2x = Ind(py)
for some even integer y, say y = 2ν (ν ∈ Z). Then l2 ≡ p2ν (mod m′), so l ≡ upν
(mod m′) for some u ∈ Z such that u2 ≡ 1 (mod m′). 
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COROLLARY 9.4. Let l,m′, p be as above. Then for any χ ∈ C(m′, p) there exists
a square-free divisor d of m′ such that χ(l) = ( l
d
)
.
Proof. Proposition 9.3 implies that l ≡ upν (mod m′) for some u such that u2 ≡ 1
(mod m′). Thus
χ(l) = χ(u)χ(p)ν = χ(u)
for any χ ∈ C(m′, p). We now write χ = χa with a ∈ V (m′). Now, for each i, we have
χi(l)
ai =
{(
l
li
)
if ai is odd ,
1 if ai is even .
Therefore, letting d be the product of li such that ai is odd, we have χ(l) =
(
l
d
)
. This
proves the corollary. 
We now prove Theorem 2.3.
Proof of Theorem 2.3. By Proposition 4.4 g(m, p) is pure if and only if (i) A−(m,
p) = ∅ and (ii) for any ∅ = I  Λ there exists l ∈ P(m/mI ) such that Ind(l) ∈
A(mI , p)
⊥
.
The first condition holds if and only if either (C1) or (C2) holds by Theorem 8.1.
On the other hand, the second condition is satisfied if and only if for any square-free
divisor d > 1 of m there exists l ∈ P(m/d) such that ( l
d
) = 1. But this is equaivalent to
E(m, p) = ∅. The proof is now complete. 
10. Two extreme cases
In this section, we study the set E(m, p) in two extreme cases where Λ1 = ∅ or
Λ2 = ∅.
PROPOSITION 10.1. If m satisfies Condition (5) then the following two assertions
hold.
(i) If Λ1 = ∅ then E(m, p) = ∅.
(ii) If Λ2 = ∅ then E(m, p) = ∅.
REMARK 10.2. The first assertion of Proposition 10.1 is actually an easy conse-
quence of Theorem 2.3. Indeed, if Λ1 = ∅ then pfi/2 ≡ −1 (mod mi) for any i ∈ Λ.
Since fi/2 is odd, so f/2 is an odd multiple. Hence pf/2 ≡ −1 (mod m), and (m, p) is
supersingular. This, in particular, implies that E(m, p) = ∅ by Theorem 2.3. But we give a
direct proof which does not use Stickelberger’s theorem.
As for the second assertion of Proposition 10.1, note that if Λ2 = ∅ then f is odd. But
this implies that g(m, p) is not pure, so Theorem 2.3 implies that either both (C1) and (C2)
do not hold, or E(m, p) = ∅. Proposition 10.1 shows that the latter condition does hold.
Proof of Proposition 10.1. (i) If Λ1 = ∅ then
(
p
li
)
= −1 for any i, so (p
d
) = (−1
d
)
for any d ∈ D(m0). Therefore, for any d ∈ D(m0), the condition d ≡ 3 (mod 4) cannot
be consistent with the condition
(p
d
) = 1. Hence E(m, p) = ∅ if Λ1 = ∅.
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(ii) If Λ2 = ∅ then
(p
d
) = 1 for any d ∈ D(m0). Therefore,
E(m, p) = {d ∈ D−(m0) ∣∣ ( ld ) = 1 for any l ∈ P(m0)} .
It is clear that if r is odd then E(m, p) = ∅ since m0 ∈ E(m, p). Thus, we have only
to consider the case where r is even. We will see in Proposition 12.2 that if r = 2 then
E(m, p) = ∅.
In the following, we suppose r is even and r ≥ 4. For each i ∈ {1, . . . , r}, let di = m0li .
If
(
li
di
)
= −1 then di ∈ E(m, p). Therefore, we may assume that(
li
di
)
= 1 for any i ∈ {1, . . . , r} .
For any ordered subset {i1, . . . , in} ⊂ {1, . . . , r}, we call the n-tuple (li1 , . . . , lin ) an
n-chain if i1, . . . , in are all distinct and(
li1
li2
)
=
(
li2
li3
)
= · · · =
(
lin−1
lin
)
= 1 .
Moreover we call the n-tuple (li1, . . . , lin ) an n-cycle if it is an n-chain and
(
lin
li1
)
= 1.
First note that if (li , lj , .lk) is a 3-chain, then
dijk := m0
li lj lk
∈ E(m, p) .
Indeed, since we are assuming that
(
li
di
)
= 1 for any i = 1, . . . , r , we have(
li
dijk
)
=
(
li
dijk
)(
li
di
)
=
(
li
lj lk
)
=
(
li
lj
)(
li
lk
)
= −1 .
Similarly, we have
(
lj
dijk
)
=
(
lk
dijk
)
= −1. Therefore dijk ∈ E(m, p).
Thus, in order to prove (ii), it suffices to show that {l1, . . . , lr } contains a 3-cycle. We
first show that {l1, . . . , lr } contains a cycle. To see this, assume that {l1, . . . , lr } contains no
cycle. Note that for any i there exists i such that
(
li
lj
)
= 1. Indeed, if
(
li
lj
)
= −1 for any
j , then (
li
di
)
=
∏
j =i
(
li
lj
)
= (−1)r−1 = −1 ,
which is a contradiction. This, in particular, implies that {l1, . . . , lr } contains a chain of
length ≥ 3. Let (l1, . . . , ln) be a chain. Since we are assuming that this contains no
cycle, there exists j ∈ {1, . . . , n} such that
(
ln
lj
)
= 1. Hence (l1, . . . , ln, lj ) is a chain.
Repeating the same argument and renumbering l1, . . . , lr if necessary, we may assume that
(l1, . . . , lr ) is a chain. Since
(
lr
di
)
= 1 for some i, we obtain a cycle (li , . . . , lr ), which is a
contradiction. Therefore {l1, . . . , lr } contains a cycle.
Let (l1, . . . , ln) be a cycle of the minimal length. If
(
li
l1
)
= 1 for some i ∈ {3, . . . , n−
1}, then (l1, . . . , li ) is a cycle of length i < n, which is a contradiction. Hence
(
li
l1
)
= 1
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for any i ∈ {3, . . . , n − 1}. But in this case, (l1, ln−1, ln) is a 3-cycle, which proves that
{l1, . . . , lr } contains a 3-cycle, as desired. 
COROLLARY 10.3. If Λ2 = ∅ then g(m, p) cannot be pure.
Proof. This is a direct consequence of Proposition 10.1 and Theorem 2.3. 
11. Sufficient conditions for E(m, p) = ∅
In order to give some examples of (m, p) for which Λ1 = ∅ and E(m, p) = ∅, we
consider the following condition on an s-tuple of odd prime numbers (p1, . . . , ps) :(
pi
pj
)
=
{
1 (i < j),
−1 (i > j). (20)
We say that (p1, . . . , ps) is a line if Condition (20) holds. On the other hand, recall that we
say that (p1, . . . , ps) is a cycle if(
p1
p2
)
= · · · =
(
ps−1
ps
)
=
(
ps
p1
)
= 1 .
LEMMA 11.1. For prime factors li1 , . . . , lis of m, the following assertions hold.
(i) If (li1 , . . . , lis ) is a cycle, then none of li1 , . . . , lis belongs to E(m, p).
(ii) If (li1 , . . . , lis ) is a line, then none of li2 , . . . , lis belongs to E(m, p).
Proof. This is clear from the definition of E(m, p). 
THEOREM 11.2. Let m be as in Theorem 2.3 and assume that Λ1 = ∅ and Λ2 = ∅.
Then E(m, p) = ∅ if one of the following conditions holds.
(i) r2 is odd, (lr1+1, . . . , lr ) is a line and(
li
lj
)
= (−1)j−r1 (i ∈ Λ1, j ∈ Λ2) .
(ii) Both r1 and r2 are even, both (l1, . . . , lr1) and (lr1+1, . . . , lr ) are lines and(
li
lj
)
=
{
1 (i < j − r1) ,
−1 (i ≥ j − r1) (i ∈ Λ1, j ∈ Λ2) .
Proof. (i) For any d ∈ D(m0), take I1 ⊂ Λ1 and I2 ⊂ Λ2 such that d = d1d2, where
d1 =
∏
i∈I1
l1 , d2 =
∏
j∈I2
lj .
Note that
(p
d
) = 1 if and only if I2 is even, and d ≡ 3 (mod 4) if and only if |I1| + |I2|
is odd. Thus we may assume that |I1| is odd and |I2| is even. Then, in particular, I2 = Λ2
since Λ2 is odd. Let ν = min(Λ2 \ I2). Then(
lν
d
)
=
(
lν
d1
)(
lν
d2
)
=
∏
i∈I1
(
lν
li
)
·
∏
j∈I2
(
lν
lj
)
= {(−1)ν−r1−1}|I1| · (−1)ν−r1−1 = 1 .
It follows that d ∈ E(m, p), so E(m, p) = ∅.
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(ii) Since we are assuming that both r1 and r2 are even, one of the following two cases
occurs.
(Case 1) : There exists ν ∈ Λ1 such that {1, 2, . . . , ν − 1} ⊂ I1, ν ∈ Λ1 \ I1 and
{r1 + 1, . . . , r1 + ν − 1} ∈ I2.
(Case 2) : There exists ν ∈ Λ1 such that {1, 2, . . . , ν}⊂I1 and {r1+1, . . . , r1+ν−1} ∈
I2 and r1 + ν ∈ Λ2 \ I2.
In Case 1, since (l1, . . . , lr1) is a line, we have
(
lν
d1
)
= (−1)ν−1. On the other hand,
we have (
lν
d2
)
=
∏
j∈Λ2
j<ν
(
lν
lj
)
·
∏
j∈Λ2
j≥ν
(
lν
lj
)
= (−1)|I2|−(ν−1) = (−1)ν−1 .
Therefore
(
lν
d
)
= 1, so E(m, p) = ∅.
In Case 2, since (lr1+1, . . . , lr ) is a line, we have
(
lr1+ν
d1
)
= (−1)ν−1. On the other
hand, we have (
lr1+ν
d1
)
=
∏
i∈Λ1
i<ν
(
lr1+ν
li
)
·
∏
i∈Λ1
i≥ν
(
lr1+ν
li
)
= (−1)ν−1 .
Therefore
(
lν
d
)
= 1, so E(m, p) = ∅. 
The following tables illustrate the conditions of (i) and (ii), respectively.
TABLE 1. r1 = 4, r2 = 3
1 2 3 4 5 6 7
1 ∗ ∗ ∗ + − +
2 − ∗ ∗ ∗ + − +
3 − ∗ − ∗ ∗ + − +
4 − ∗ − ∗ − ∗ + − +
5 − − − − + +
6 + + + + − +
7 − − − − − −
In Table 1 we consider the case where Λ1 = {1, 2, 3, 4} and Λ2 = {5, 6, 7}, and in
Table 2 we consider the case where Λ1 = {1, 2, 3, 4} and Λ2 = {5, 6, 7, 8}. The signs of in
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TABLE 2. r1 = r2 = 4
1 2 3 4 5 6 7 8
1 − + + − + + +
2 − + + − − + +
3 − − + − − − +
4 − − − − − − −
5 + + + + + + +
6 − + + + − + +
7 − − + + − − +
8 − − − + − − −
the (i, j) component of the tables mean the sign of the Legendre symbols
(
li
lj
)
. Moreover,
∗ denotes arbitrary sign.
12. E(m, p) in the case of r ≤ 4
In this section we determine E(m, p) for square-free positive integers m satisfying
Condition (5) with r ≤ 4.
As we have seen in Proposition 10.1, if Λ1 = ∅ then D−(m, p) = ∅, so E(m, p) = ∅.
Therefore we only consider the case where Λ1 = ∅ in the following propositions.
PROPOSITION 12.1. Suppose m = l1 and Λ1 = {1}. Then E(m, p) = {l1}.
Proof. We have D−(m, p) = {l1}, and the proposition immediately follows. 
PROPOSITION 12.2. Suppose m = l1l2.
(i) If Λ1 = {1} and Λ2 = {2} then
E(m, p) =


{l1} (if
(
l1
l2
)
= 1) ,
∅ (if
(
l1
l2
)
= −1) .
(ii) If Λ1 = {1, 2} and Λ2 = ∅ then, assuming that
(
l1
l2
)
= 1, we have E(m, p) =
{l1}.
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Proof. In the case of (i), we have D−(m, p) = {l1}, and l1 belongs to E(m, p) if and
only if
(
l1
l2
)
= 1.
In the case of (ii), we have D−(m, p) = {l1, l2}. By symmetry, we may assume that(
l1
l2
)
= 1. Then
(
l2
l1
)
= −1, so E(m, p) = {l1}. 
PROPOSITION 12.3. Suppose m = l1l2l3.
(i) If Λ1 = {1} and Λ2 = {2, 3} then, assuming that
(
l2
l3
)
= 1, we have
E(m, p) =
{
{l1, m} (if
(
l1
l2
)
=
(
l1
l3
)
= 1) ,
{m} (otherwise) .
(ii) If Λ1 = {1, 2} and Λ2 = {3} then, assuming that
(
l1
l2
)
= 1, we have
E(m, p) =


{l1} (if
(
l1
l3
)
= 1) ,
∅ (if
(
l1
l3
)
= −1) .
(iii) If Λ1 = {1, 2, 3} and Λ2 = ∅ then, assuming that
(
l1
l2
)
=
(
l2
l3
)
= 1, we have
E(m, p) =


{l1, m} (if
(
l1
l3
)
= 1) ,
{m} (if
(
l1
l3
)
= −1) .
Proof. In the case of (i), we may assume that
(
l2
l3
)
= 1 without loss of generality.
We then have D−(m, p) = {l1,m} and m ∈ E(m, p). Moreover, l1 belongs to E(m, p) if
and only if
(
l1
l2
)
=
(
l1
l3
)
= 1. This proves (i).
In the case of (ii), we may assume that
(
l1
l2
)
= 1 without loss of generality. We then
have D−(m, p) = {l1, l2}. Since
(
l1
l2
)
= 1, l2 cannot belong to E(m, p). Moreover, l1
belongs to E(m, p) if and only if
(
l1
l3
)
= 1. This proves (ii).
In the case of (iii), we may assume that
(
l1
l2
)
=
(
l2
l3
)
= 1 without loss of generality.
We then have D−(m, p) = {l1, l2, l3,m} and m ∈ E(m, p). This, in particular, implies
that neither l2 nor l3 belongs to E(m, p). Moreover, l1 belongs to E(m, p) if and only if(
l1
l3
)
= 1. This proves (iii). 
REMARK 12.4. Note that the second case of (ii) in Proposition 12.3 is one of the
cases studied by Evans mentioned in Section 2.
PROPOSITION 12.5. Suppose m = l1l2l3l4 and put di = m/li for i = 1, 2, 3, 4.
(i) If Λ1 = {1} and Λ2 = {2, 3, 4} then, without loss of generality, we may assume
that
(
l2
l3
)
=
(
l3
l4
)
= 1.
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(i-1) If
(
l4
l2
)
= 1 then (l2, l3, l4) is cycle and E(m, p) is given as follows.
(
l1
l2
) (
l1
l3
) (
l1
l4
)
E(m, p)
1 1 1 {l1}
1 1 −1 {d4}
1 −1 −1 {d3, d4}
−1 −1 −1 {d2, d3, d4}
(i-2) If
(
l4
l2
)
= −1 then (l2, l3, l4) is a line and E(m, p) is given as follows.
(
l1
l2
) (
l1
l3
) (
l1
l4
)
E(m, p)
1 1 1 {l1, d2, d4}
1 1 −1 {d2}
1 −1 1 {d2, d3, d4}
1 −1 −1 {d2, d3}
−1 1 1 {d4}
−1 1 −1 ∅
−1 −1 1 {d3, d4}
−1 −1 −1 {d3}
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(ii) If Λ1 = {1, 2} and Λ2 = {3, 4} then, without loss of generality, we may assume
that
(
l1
l2
)
=
(
l3
l4
)
= 1. Then E(m, p) is given as follows.
(
l1
l3
) (
l1
l4
) (
l2
l3l4
)
E(m, p)
1 1 1 {l1, d1, d2}
1 1 −1 {l1, d1}
1 −1 1 {d2}
1 −1 −1 ∅
−1 1 1 {d2}
−1 1 −1 ∅
−1 −1 1 {d1, d2}
−1 −1 −1 {d1}
(iii) If Λ1 = {1, 2, 3} and Λ2 = {4} then, without loss of generality, we may assume
that
(
l1
l2
)
=
(
l2
l3
)
= 1.
(iii-1) If
(
l3
l1
)
= 1 then (l1, l2, l3) is a cycle and E(m, p) is given as follows.
(
l1l2l3
l4
)
E(m, p)
1 {d4}
−1 ∅
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(iii-2) If
(
l3
l1
)
= −1 then (l1, l2, l3) is a line and E(m, p) is given as follows.
(
l1
l4
) (
l2l3
l4
)
E(m, p)
1 1 {l1, d4}
1 −1 {l1}
−1 1 ∅
−1 −1 {d4}
(iv) Suppose Λ1 = {1, 2, 3, 4} then, l1, l2, l3, l4 are completely symmetric.
(iv-1) If {l1, l2, l3, l4} contains a 3-cycle, say (l1, l2, l3), then E(m, p) is given as
follows.
(
l1
l4
) (
l2
l4
) (
l3
l4
)
E(m, p)
1 1 1 {d1, d2, d3, d4}
1 1 −1 {d1, d2}
1 −1 −1 {d1, d4}
−1 −1 −1 {l4}
(iv-2) If {l1, l2, l3, l4} contains no 3-cycle then, after renumbering l1, l2, l3, l4 prop-
erly, we may assume that (l1, l2, l3, l4) is a line. In this case we have
E(m, p) = {l1, d2, d4} .
Proof. (i) If Λ1 = {1} and Λ2 = {2, 3, 4} then
E(m, p) ⊂ D−(m, p) = {l1, d2, d3, d4} .
Moreover, if (l2, l3, l4) is a cycle, then one can easily see that(
li
di
)
=
(
l1
li
)
for any i = 2, 3, 4. The assertion of (i-1) then immediately follows from this.
On the other hand, if (l2, l3, l4) is a line, then one can easily see that(
l2
d2
)
= −
(
l1
l2
)
,
(
l3
d3
)
=
(
l1
l3
)
,
(
l4
d4
)
= −
(
l1
l4
)
.
The assertion of (i-2) immediately follows from this.
164 N. AOKI
(ii) If Λ1 = {1, 2} and Λ2 = {3, 4} then D−(m, p) = {l1, l2, d1, d2}. Since(
l1
l2
)
=
(
l3
l4
)
= 1 ,
l2 does not belong to E(m, p), so E(m, p) ⊂ {l1, d1, d2}. Moreover, we have(
l1
d1
)
=
(
l1
l3
)(
l1
l4
)
,
(
l2
d2
)
= −
(
l2
l3l4
)
.
The assertion of (ii) then immediately follows from this.
(iii) If Λ1 = {1, 2, 3} and Λ2 = {4} then D−(m, p) = {l1, l2, l3, d4}. Moreover,
if (l1, l2, l3) is a cycle, then none of l1, l2, l3 belongs to E(m, p) by Lemma 11.1, so
E(m, p) ⊂ {d4}. Since (
l4
d4
)
= −
(
l1l2l3
l4
)
,
the assertion of (iii-1) holds.
On the other hand, if (l1, l2, l3) is a line, then neither l2 nor l3 belongs to E(m, p) by
Lemma 11.1, so E(m, p) ⊂ {l1, d4}. In this case, we have(
l4
d4
)
= −
(
l2l3
l4
)
,
and the assertion of (iii-2) holds.
(iv) If Λ1 = {1, 2, 3, 4} then D−(m, p) = {l1, l2, l3, l4, d1, d2, d3, d4}. Moreover, if
(l1, l2, l3) is a cycle, then E(m, p) ⊂ {l4, d1, d2, d3, d4}. Since(
l1
d1
)
=
(
l1
l4
)
,
(
l2
d2
)
= −
(
l2
l4
)
,
(
l3
d3
)
= −
(
l1
l4
)
,
(
l4
d4
)
= −
(
l1l2l3
l4
)
,
the assertion of (iv-1) holds.
On the other hand, if (l1, l2, l3, l4) is a line, then none of l2, l3, l4 belong to E(m, p)
by Lemma 11.1, so E(m, p) ⊂ {l1, d1, d2, d3, d4}. Moreover, we have(
l1
d1
)
= 1,
(
l2
d2
)
= −1,
(
l3
d3
)
= 1,
(
l4
d4
)
= −1 ,
so E(m, p) = {l1, d2, d4}, which proves (iv-2). This completes the proof. 
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