Abstract. An adaptive variance reduction technique was recently proposed to efficiently study transmission errors induced by polarization-mode dispersion (PMD) in optical fiber transmission systems. The technique combines importance sampling (IS) and the cross entropy (CE) method to bias Monte Carlo simulations. Here we (i) present a detailed study to quantify the computational efficiency of this technique, (ii) introduce a novel variant of the hinge model for PMD in optical fiber communication systems, and (iii) use the IS-CE technique to compare the statistical properties of various hinge models. Specifically, we compare the statistics of PMD-induced transmission impairments due to the traditional hinge model (isotropic hinge output), the waveplate hinge model (anisotropic hinge output), and the novel variant of the waveplate hinge model introduced here. We use computationally efficient expressions to determine the probability density function of the differential group delay, and we couple these techniques with the outage map method to compute statistical probabilities of system outages, as quantified by the noncompliant capacity ratio.
1. Introduction. Polarization-mode dispersion (PMD) is a fundamental phenomenon affecting the reliability of optical fiber transmission systems [19] . Ideally, the cross section of an optical fiber is perfectly symmetrical along its entire length. In installed fibers, however, imperfections exist which break this circular symmetry. These asymmetries result in birefringence: the two polarization components of the optical signal propagate with slightly different speeds [12, 19] , which causes the signal pulses to spread. Moreover, the birefringence varies randomly with distance, wavelength, and temperature. When the PMD-induced pulse distortions exceed a specified threshold, the signal is not read correctly at the receiver, resulting in a transmission error. The probability that a PMD-induced transmission penalty exceeds a specified threshold, also known as the outage probability, then becomes a key measure of the reliability of the system.
Optical fiber transmission systems must be designed in such a way that outage probabilities are extremely rare, typically one minute per year or less. Due to this 2.1. The PMD concatenation equations. The growth of PMD with distance is governed by the PMD concatenation equation [16] , which defines a real, threedimensional Markov chain. For the hinge model, this is (see [22] ) (2.1) τ n+1 = R n+1 H n τ n + Δ τ n+1 .
Here τ n+1 is the total PMD vector after the (n + 1)th stable section. It is dependent upon τ n , the rotation matrix R n+1 of the (n + 1)th stable section, the hinge matrix H n of the nth hinge, and the sectional PMD vector Δ τ n+1 , which expresses the amount added by the (n + 1)th stable section. The rotation matrices R n and H n are, respectively, given by [16] R n = cos θ n I + (1 − cos θ n ) r n r T n + sin θ n r n ×, (2.2a)
H n = cos φ n I + (1 − cos φ n ) h n h T n + sin φ n h n ×, (2.2b) where r n = (r n,1 , r n,2 , r n, 3 )
T and h n = (h n,1 , h n,2 , h n, 3 ) T are the respective unitlength rotation axes, with the superscript T denoting matrix transpose, where u × denotes the antisymmetric matrix
Unfortunately, not much is known about the statistical properties of the physical parameters that characterize the hinge behavior. In most previous studies of the hinge model, it was assumed that the hinges act like polarization controllers that scatter the PMD vector uniformly across the Poincaré sphere. In [22, 23] we referred to this assumption as the isotropic hinge model. Recent experimental studies, however, suggest that this model does not accurately replicate the actual hinge behavior [9, 10] . In order to represent realistic hinge behavior, the waveplate hinge model was recently proposed [22] and further studied in [23] . In this model, the hinges are not assumed to produce uniform output. Instead, based on the existing experimental data about the hinge behavior [10] and on theoretical studies of the behavior of a generic polarization element [29] , hinges are assumed to produce a random rotation about a fixed axis. The hinge rotation axes are assumed to be distributed uniformly across the Poincaré sphere, and the rotation angles are supposed to be uniform in [0,2π] (see [23] ).
In this work we also introduce a variant of the waveplate hinge model, in which the hinge rotation axes are still different for each section (as for the waveplate hinge model), but in each section they are assumed to be the same for all wavelength bands. This scenario is a limiting case of situations in which the hinge birefringence properties at different wavelength bands are correlated.
PMD-induced transmission effects.
PMD-induced transmission penalties are quantified by the outage probability of the system, namely, the probability that the PMD-induced effects will cause a system outage. If no PMD compensation is applied, first-order PMD is the main cause of the transmission errors, and the outage probability can be computed using the outage map approach [20, 32] . Specifically, P out (z) is computed as [23] (2.4) P out (z) = I out (τ, γ)p(τ, γ; z) dγdτ, Downloaded 01/31/13 to 128.205.113.40. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php where p(τ, γ; z) is the joint probability density function (PDF) of the total DGD τ and the power splitting ratio (PSR) γ (see below), and z is a random vector (RV) that collects the sectional PMD vectors, rotation axes, and angles of all the sectional rotation matrices and all the hinge rotation axes. Finally, I out is the indicator function of the outage region (which depends on the outage specifications, transmission format, and receiver design; see below). Namely, I out = 1 for all combinations of γ and τ for which an outage occurs, and I out = 0 otherwise.
The PSR is the fraction of the signal's energy aligned with the slow principal state of polarization, and it is given by [16] (2.5)
where the unit-length real three-component vector s represents the signal's state of polarization (SOP). The SOP obeys a concatenation equation similar to that of the PMD vector:
The outage regions are delimited by contour plots (obtained either by numerical simulations or through careful measurement of systems) of constant optical signal-tonoise ratio (OSNR) margins, plotted as a function of the DGD and PSR [32] . These curves depend upon the modulation format and the design of the receiver, and the specific value of the OSNR margin is specified by the system designers.
In the isotropic hinge model it is assumed that a polarization scatterer is present at the input of the system that acts in a manner similar to a hinge. As a result, the PSR γ is uniformly distributed, p(τ, γ; z) does not depend on γ, and the inner integral in (2.4) yields simply the PDF of the DGD times the range of values Δγ(τ ) of the PSR that produce an outage for a given DGD. For a given system configuration [20] , Δγ(τ ) can be obtained as
where C = 1 + 4aε/A for τ o < τ < τ 1 , while Δγ(τ ) = 0 for τ ≤ τ o and Δγ(τ ) = 1 for τ 1 ≤ τ . The limiting values τ 1 and τ o are easily calculated to be
where T is the bit period, A and a are dimensionless coefficients that depend upon the transmission format, and ε is the OSNR margin (in dB) allocated to PMD (see [20, 24] for further details). As shown in [23] , in the waveplate hinge model the PSR is not uniformly distributed in general. In this case, the outage indicator I out (τ, γ) is computed as follows: I out (τ, γ) = 1 for γ − < γ < γ + (i.e., when γ lies inside the boundaries of the outage region), and I out (τ, γ) = 0 otherwise. The upper and lower bounds for γ are γ ± = [1 ± Δγ(τ )]/2, where Δγ(τ ) is still given by (2.7a).
Since different wavelength bands (each of which contains one or more wavelength channels depending on the system parameters) are statistically independent, each of them has different sectional PMD vectors and rotation matrices, and each of them will have a different outage probability. It is therefore useful to introduce the noncompliant capacity ratio (NCR), which is the average fraction of bands that exceed a maximum specified outage criterion [20, 24] , and which measures the reliability of the whole system with regard to PMD. Explicitly, where I NC is an indicator function that equals 1 when P out > P spec and 0 otherwise. The outage specification P spec represents the maximum amount of outage time allowed (in years) by the system designers.
MC methods, IS-CE, and their efficiency.
Here we first introduce the IS-CE method in a general setting. We then discuss how to compute its efficiency compared to standard MC methods.
3.1. Importance sampling. Suppose x is a d-dimensional RV with PDF p(x), and suppose we are interested in the probability Q that a measurable function y(x) falls within some region R:
is the indicator function of R, namely I R (y) = 1 for y ∈ R and I R (y) = 0 otherwise. A standard MC estimator for Q is
where M is the total number of samples and
1, however, the estimate becomes impractical due to the large number of samples needed. IS can often be used to resolve this problem. IS works by rewriting (3.1) as 
where samples are now drawn according to p * (x). Again, E * [Q * ] = Q (that is, the IS estimator is also unbiased) as long as p * (x) = 0 wherever p(x) = 0.
Often, no single choice of biasing distribution can efficiently capture all regions of sample space that give rise to the events of interest. In this case, one can use a mixture IS density. A particularly easy and effective way to combine several biasing distributions, called multiple IS, is to combine J biasing distributions p * ,1 (x), . . . , p * ,J (x) using appropriate weights w 1 (x), . . . , w J (x) to give [31] proportional to the expected number of samples coming from each given distribution relative to all others [31] :
Cross entropy.
When properly implemented, IS methods can lead to orders of magnitude increases in the computational efficiency. It is crucial, however, to choose a good biasing strategy, as poor biasing strategies can lead to incorrect results. The optimal biasing distribution, p opt = I R (y(x))p(x)/Q, is not practical, as it requires knowledge of Q in advance. One can, however, find a good biasing distribution by requiring that it be "close" to the optimal biasing distribution. This can be accomplished by minimizing the Kullback-Leibler (KL) distance [21] :
which is also known as the CE between two probability distributions. Minimizing D(p opt , p * ) is equivalent to maximizing ln(p * (x))p opt (x) (dx) . In turn, recalling the expression for p opt , this problem is equivalent to maximizing
Suppose that, as is the case in practice, the biasing distributions are selected from a parameterized family {p * (x; v)} v∈V , where v is a vector of parameters and V is the corresponding parameter space, and suppose p * (x; u) = p(x) is the unbiased distribution. Based on the above discussion, one must maximize the integral
This is usually done numerically. Since the optimal biasing distribution is typically far from the unbiased distribution, the region R of interest is generally also far from the region in sample space where the unbiased distribution p(x) is large. Thus, determining the best choice for v also becomes a rare event simulation. One possible solution to this problem is to use a sequence of intermediate regions R j that reach the desired region iteratively. Let D j (v) be the integral in (3.8) with R replaced by R j . (Alternatively, see [11] .) Starting with the unbiased distribution, one uses MC sampling to minimize the CE distance between the parametrized distribution and the optimal distribution that reaches R 1 . This step, which is done by finding the maximum of D 1 (v) over this first set of samples, will give a parameter value w 2 . One then uses this value to define a biasing distribution and performs an MC simulation with this distribution to minimize the CE distance between the parametrized distribution and the optimal distribution that reaches R 2 . Since a biasing distribution is being used, each step of the procedure is an importance sampling simulation of a stochastic optimization. That is, at step j, one must compute (3.10) and where x (1) , . . . , x (M) are i.i.d. samples generated according to p * (x; w j ). The optimal biasing distribution is then adaptively determined by performing the following steps [13] : Downloaded 01/31/13 to 128.205.113.40. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 1. Set j = 0 and the initial parameter w 0 = u. 2. Generate MC samples according to p * (x; w j ). 3. Solve (3.9) to find w j+1 . 4. If the iteration has converged (see [13] and below), stop; otherwise increase j to j + 1 and reiterate from step 2. Once the iteration has converged, one can then perform IS-MC simulations using the biasing distribution p * (x; w final ).
The regions R j can be defined in terms of sample quantiles of some quantity of interest [13] . A major issue associated with the above algorithm is how to accomplish step 3. Solving (3.9) is in general complicated. If D(v) is convex and differentiable, however, the solutions of (3.9) can be obtained by solving a system of algebraic equations [13] :
In many applications, this equation can be solved analytically. This is also the case when calculating the PDF of the DGD in the hinge model [23] .
Coefficient of variation and efficiency measures. A common measure for the accuracy of a statistical estimate is the coefficient of variation (CV). Suppose that the quantity of interest Q is given by the expected value of an indicator function
where
is the standard deviation, and the last equality follows because I is an indicator function (i.e., I 2 = I). In particular, if Q 1, one has
Similarly, if the quantity Q is approximated by an MC estimatorQ defined as in (3.2), the corresponding CV is
In particular, when Q 1, one has cv
Suppose now that a target value cv target of the CV is desired. The average number of MC samples needed to obtain this specified level of accuracy is then obtained as
In particular, when Q 1, the number of MC samples needed on average is approximately
To determine the number of samples needed to obtain the same level of accuracy using IS simulations, one can follow a derivation very similar to the above. If the IS estimatorQ * for Q is defined as in (3.4), the CV for this estimator is 
The number of samples required on average with IS to achieve a target value cv target of the CV is then
Comparison of (3.15) and (3.18) shows immediately that IS can be expected to be more efficient than standard MC methods whenever σ
is smaller than Q. The above calculations are easily generalized to multiple IS, with the only difference that, ifQ * is given by (3.5) instead of (3.4), (3.17) is replaced by [5] (3.19)σ
whereQ * j is as in (3.5). In section 5 we will use (3.15) and (3.18) to evaluate the efficiency of IS-CE techniques for PMD compared to standard MC methods.
Numerical methods for the hinge model of PMD.
The calculation of PMD-induced transmission penalties requires the use of different numerical methods for the isotropic and waveplate versions of the hinge model. We discuss these issues next.
DGD statistics.
As we discussed earlier, in the isotropic hinge model the outage probability depends on the PDF of the DGD. Owing to the special properties of the hinge matrices assumed in the isotropic model, the PMD concatenation equation reduces to an isotropic, three-dimensional random walk. The PDF of the DGD can then be obtained exactly using Fourier series [2, 24] . Namely, for all 0 < τ < τ max ,
while p DGD (τ ; z) = 0 for τ > τ max , with
where N is the total number of sections and τ max = N n=1 Δτ n is the sum of the sectional DGDs. As discussed in [24] , (4.1) can be efficiently evaluated using the fast Fourier transform (FFT).
In both variants of the waveplate hinge model (namely, the one studied in [22, 23] and that introduced here), in order to compute the outage probability one needs the joint PDF of the DGD and the PSR, for which no analytical expressions are available. As a result, the outage probability must be estimated using MC methods. For typical Downloaded 01/31/13 to 128.205.113.40. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php systems, outages are produced by the rare events in which the total DGD takes on larger-than-average values. It is then convenient to employ IS. Unfortunately, unlike previous PMD models [3, 5] , it has not been possible to obtain proper biasing distributions analytically. As a result, one needs to use the IS-CE methods described earlier.
We next describe the specific implementation of these methods for the waveplate hinge model.
The only RVs that vary dynamically in determining the total DGD are the hinge rotation angles φ = (φ 1 , φ 2 , . . . , φ N −1 ). As in [23] , one can use a two-step procedure: (i) First, an optimization procedure is used to calculate the configuration of angles Φ = (Φ 1 , Φ 2 , . . . , Φ N −1 ) that produces the largest DGD. (ii) Then, the CE method is used to calculate a set of biasing strengths α 1 , . . . , α J to progressively concentrate the MC samples of angles φ around Φ. After the angles Φ and the set of biasing strengths α 1 , . . . , α J have been obtained, they will be used in a multiple IS simulation to produce the whole range of available DGDs with correct statistics.
To perform step (i), namely to find the "optimal" angles Φ, we first generate a given number of standard MC samples and apply the concatenation equation to find the corresponding DGDs. We then select among these samples the one with the largest DGD, and we generate new random samples in which the rotation angles are preferentially biased to be close to this configuration. We continue this process until a specific stopping criterion is met, such as when the increase in the maximum DGD is sufficiently small. As in [23] , we use the following biasing PDF for the angles φ:
When α = 1, the unbiased distribution is recovered, whereas increasing values α > 1 concentrate φ around Φ. At each iteration, the provisional value of the optimal biasing angles is obtained as
Summarizing, the optimization procedure is implemented in the following way: 1. Set the current iteration number j to 0, let α = 1, and let Φ 0 be arbitrary.
). If T j+1 < T j or if the maximum predetermined number of iterations has been reached, stop. Otherwise, increase the iteration count j, let α j+1 = j+1, and repeat the process from step 2. To perform step (ii), once the optimal biasing angles have been found, the actual biasing strengths α 1 , . . . , α J to be used in multiple IS are calculated using the CE method. (Note that these strengths are different in general from the α j 's obtained in step (i). Once step (i) has been performed, those latter values are no longer needed and are discarded.) In particular, it was shown in [23] that the solution of the optimization problem (3.11) is in our case 
Specifically, the CE algorithm used to calculate the optimal biasing strengths is as follows:
1. Set the current iteration number j to 1 and let α 1 = 1. Select a quantile ρ and a desired final probability value, p final . 2. Generate M biased sets of hinge angles, φ (1) One can now perform multiple IS simulations using the resulting biasing strengths
The value of p final should be determined based on the rarest event sought. In our case, the value p final = 10 −12 was chosen to accurately characterize the smallest value of the P spec = 10 −10 in section 5. Also, in all the simulations described in section 5 we used the 99th percentile; namely, we set ρ = 0.01. Both larger and smaller values of ρ were explored, but the corresponding effectiveness of the method was either equivalent to that with ρ = 0.01 or somewhat worse.
4.2.
Outage map and the NCR. The probability of observing an outage in a given wavelength band is calculated differently in the isotropic and anisotropic hinge models. As mentioned earlier, in the isotropic model the integral (2.4) reduces to (4.5)
where the PDF p DGD (τ ; z) is given by (4.1). The evaluation of (4.1) using FFTs yields the value of the PDF at equally spaced values τ 1 , . . . , τ M between 0 and τ max . The use of a quadrature rule for the integral in (4.5) then yields
where Δτ = τ max /M . For both variants of the waveplate hinge model, in order to compute the outage probability it is necessary to evaluate the full integral (2.4) using the IS-CE method described in section 4.1. An estimator for the outage probability can then be written as [23] 
where J is the total number of biasing distributions obtained from the CE algorithm, α 1 , . . . , α J are the corresponding biasing strengths, w j (φ) are the multiple IS weights Downloaded 01/31/13 to 128.205.113.40. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php (e.g., computed using the balance heuristics; cf. [5, 31] ), φ (j,m) is the mth sample from the jth biasing distribution, and τ (j,m) and γ (j,m) are the corresponding DGD and PSR.
For both the isotropic and the waveplate hinge models, once P out has been calculated, the NCR can be estimated as in [20, 22, 23, 24] by MC sampling over different wavelength bands:
where B is the total number of wavelength bands and z b is the bth MC sample. The various hinge models differ in the treatment of the samples z (b) . Namely, for each wavelength band, (i) in the isotropic hinge model, one needs only N Maxwelliandistributed sectional DGDs, with appropriate mean [33] ; (ii) in the waveplate hinge model studied in [22, 23] , one must generate 3N Gaussian-distributed Cartesian components of the sectional PMD vectors, with appropriate mean [33] , as well as N hinge rotation axes, uniformly distributed on the Poincaré sphere. On the other hand, (iii) for the novel variant of the waveplate hinge model introduced here, the sectional PMD vectors are generated in the same way, but the randomly generated hinge rotation axes are the same for all wavelength bands.
Implementation.
The numerical results that will be presented in section 5 were obtained using the supercomputing resources at the University at Buffalo's Center for Computational Research (CCR), paying attention to the code structure, batch scripting (allowing for easy manipulation of system parameters), and ensuring proper randomization. Code optimization was also critical. The code, written in MATLAB, was fully optimized for matrix calculations.
Despite the computational savings afforded by the use of IS-CE, however, the numerical methods for calculating outage probabilities and the NCR are computationally expensive. A single simulation to compute the NCR for the waveplate hinge model using 10,000 wavelength bands (e.g., to produce one of the curves in section 5.3) would take over 70 days of runtime on a standard desktop machine. Fortunately, since wavelength bands are statistically independent from each other, the computation of P out for different bands can be done independently on different machines, and the results can then be combined to estimate the NCR. This trivial parallelization realized large code speed-ups in addition to those afforded by IS-CE, reducing the total computational time for an NCR calculation to a few hours.
Numerical simulations and results.
We now describe a comprehensive set of numerical simulations aimed at (i) evaluating the computational savings afforded by the use of IS-CE and (ii) comparing the properties of the different hinge models. We consider transmission systems using the non-return-zero (NRZ) transmission format, with a transmission rate of 40 Gb/s and an allocated power margin of 1dB (resulting in T = 25 ps, ε = 1 dB, A = 51, and a = 0.41 in (2.7) ).
For the waveplate hinge model, for each wavelength band a set of sectional PMD vectors, sectional rotation matrices, and hinge rotation axes are chosen as described in [23] . In particular, the three Cartesian components of each sectional PMD vector are chosen as i.i.d. Gaussian RVs with standard deviation σ = π/8N τ , where N and τ are, respectively, the total number of sections and the mean DGD of the transmission line. The outage probability is then computed by averaging over the hinge rotation angles using the IS-CE methods described in section 4. In all the Downloaded 01/31/13 to 128.205.113.40. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php simulations in this work we took the number of samples per iteration in steps (i) and (ii) (described in section 4.1) to be the same as the number of samples per biasing strength in the IS simulations, and we took this number to be M = 10 5 except where expressly indicated. For the isotropic hinge model, the only quantities needed for each wavelength band are a set of sectional DGDs, distributed according to an appropriate Maxwellian statistics (e.g., see [15] ), and the outage probability can be obtained by computing the PDF of the DGD and performing numerically the resulting integral (again, see section 4).
Speed-up factor.
To apply the results from section 3.3 to the waveplate hinge model, we take Q to be the probability of observing an outage, or P out . For each wavelength band, we estimate P out and the corresponding CV using IS-CE. Then the values M MC and M IS giving the average number of samples required to obtain a given level of accuracy for each method are computed using (3.15) and (3.18) (where in both formulae we use the IS-CE estimate for the outage probability). The speed-up factor S obtained by using IS-CE for the bth wavelength band can be defined as
Recall, however, that (3.15) and (3.18) use the CV for the outage probability, which is not well defined when P out = 0. Thus, any wavelength bands with an estimated outage probabilityP out = 0 are temporarily discarded in these calculations. given accuracy; thus in those situations IS-CE does not offer significant advantages over standard MC. Conversely, when P out is very small, the need for IS-CE becomes critical. The correlation between the speed-up factor and the outage probability is borne out by a scatter plot of S versus P out in doubly logarithmic scale, shown in Figure 5 .4.
Since the speed-up factor depends on the outage probability, which is different Downloaded 01/31/13 to 128.205.113.40. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php in each wavelength band, one can quantify the overall increase in computational efficiency afforded by IS-CE by averaging the speed-up factor over different wavelength bands as
where S b is computed from (5.1) and B 1 is the total number of wavelength bands withP out = 0. Since the data in Figure 5 .1 do not include wavelength bands witĥ P out = 0, however, (5.2) is not an accurate assessment of the overall effectiveness of IS-CE.
To take into account wavelength bands with P out = 0, we first note that, with standard MC, the number of samples necessary for accurately estimating the NCR when P out = 0 depends on the smallest value of P spec under consideration. (Recall that the outage specification P spec is the maximum fraction of outage time allowed by the system designer.) To ensure that a particular wavelength band withP out = 0 meets the given outage specification, a reasonable requirement is that the method should be able to compute a nonzero value of P out equal to P spec with the specified accuracy. Thus, one can estimate the number of standard MC samples needed to obtain a given level of accuracy to be M MC = 1/(P spec cv 2 target ). In contrast, the IS-CE simulations always reach the tails of the PDF. Moreover, Figure 5 .3 shows that the CV forP out for almost all wavelength bands is less than 0.1. Therefore, a generous upper bound for the number of IS-CE samples needed to obtain a CV of 0.1 or less can be obtained by simply taking the total number of samples used in the IS-CE simulations, namely M IS = M J b , where J b is the total number of biasing distributions as determined automatically by a CE algorithm for the bth wavelength band and M = 10 5 is the number of MC samples per biasing distribution. Based on these observations, a more accurate definition of the average speed-up factor, which uses a combination of both theory and simulation, can be given as
. (about 30 seconds per year), and P spec = 10 −8 (about one second every three years). The results show clearly that, even for large values of P spec , the computational savings obtained by the use of IS-CE is several orders of magnitude, even when (5.2) is used and even in the most favorable situations for standard MC.
Run time comparisons.
The discussion in section 5.1 neglects the computational time needed to perform the iterative searches for the biasing angles and biasing strengths (steps (i) and (ii) of section 4.1), as well as the overhead of selecting the random samples and calculating the likelihood ratios and weights. To verify that Downloaded 01/31/13 to 128.205.113.40. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php is the total number of samples used in the search for the angles, and M IS is the total number of samples used in the actual IS simulation-which is the same as the total number of samples used in the search for the biasing strengths. Moreover, we kept track of (a) the total computational time for each method, (b) the estimated value of P out and the corresponding CV for each method, and (c) the numbers M Φ and M IS . We performed these tests for a system with 6 sections and mean DGD of 3 ps, using either M = 10, 000 or M = 40, 000 samples per iteration in the IS-CE method.
The results are as follows. (a) The average run time of the IS-CE code was within 50% of that of the standard MC code with the same total number of samples. This is not surprising, since the cost of drawing the samples is small compared to the cost of evaluating the concatenation equations and calculating the outage probability, while the most significant overhead in IS-CE compared to standard MC is the computation of the likelihood ratios and weights. (b) The estimate of P out by the IS-CE code was always more accurate than that obtained with the standard MC code, often by orders of magnitude, and even excluding the 25 cases in whichP out,MC = 0 (where the CV for standard MC was undefined). This is also to be expected in light of section 5.1, and it means that on average one needs many more samples with standard MC to reach the same level of accuracy as IS-CE even in this carefully selected and nonrepresentative subset of cases. (Note also that, for even smaller values of P out , the computational cost of standard MC would be compounded by the fact that MATLAB parallelization of the MC samples would become impossible due to the large numbers of samples needed.) (c) The average value of the ratio M Φ /M IS was 0.80 for M = 10, 000 and 0.72 for M = 40, 000, resulting in a ratio M IS /M IS,tot of 0.36 and 0.37, respectively. A simple way to take into account just the computational cost of the iterative searches would be to replace M IS by M IS,tot in (5.3). Note that in (5.3) the value of M IS is used for only the fraction of bands with P out = 0. Even if M IS were used instead of M IS,tot for all bands, however, the speed-up numbers in Table 5 .1 would be reduced at most by a factor of about 3. But that would hardly change the conclusions, namely that the use of IS-CE results in an increase in the efficiency of the MC simulations by several orders of magnitude.
Finally, Figure 5 .5(left) shows a histogram of the IS-CE likelihood ratios for a randomly selected fiber realization in a system with 6 sections, mean DGD of 3 ps, and with an estimated outage probabilityP out = 1.5 · 10 −6 , while Figure 5 .5(right) does the same for the balance heuristics weights. The results in Figure 5 .5 show a broad range of likelihood ratios and balance heuristic weights, further demonstrating that the IS-CE method described in section 4 does not produce degeneracy in either of these values and allows one instead to cover a wide portion of sample space. (The peak at likelihood ratios near 1 is due to the fact that the first biasing distribution in the multiple IS algorithm is always the unbiased one, for which all likelihood ratios are indeed 1.) Similar results are obtained for different fiber realizations and for different values of the system parameters.
System simulations.
We now compare the behavior of the various hinge models introduced in section 2 with respect to the NCR. Specifically, we compare three different hinge models: (i) the isotropic hinge model, (ii) the waveplate hinge model introduced in [22] , and (iii) the variant of the hinge model introduced in section 2. Recall that NCR(P spec ) gives the average fraction of wavelength bands whose outage probability is larger than P spec . For each hinge model, and for each wavelength band, we compute the outage probability according to the methods described earlier, and we then average over B = 10 4 wavelength bands to estimate the NCR. Note that the only additional simulation parameters that need to be chosen in the IS-CE method compared to the standard MC method are the quantile ρ and the number of samples M per iteration. Therefore the use of the method is in this sense fairly automatic. Figure 5 .6(left) shows a plot of the NCR versus P spec for both the isotropic and the two waveplate hinge models for a system with 6 sections and two values of mean DGD, while Figure 5 .6(right) does the same for a system with 10 sections. For comparison purposes, in Figure 5 .7 we also show the corresponding results for systems characterized by the outage map described in [23] . (Recall that the particular outage map of a system depends on the specific transmission format and receiver design. Please see [32] for details.) In all of these situations, the results show that, for small outage specifications (say, P spec < 10 −5 ), the isotropic hinge model significantly overestimates the NCR compared to both waveplate hinge models. The reverse is true for large outage specifications; such large outage specifications, however, are almost never used in practice, because the corresponding systems would have an unacceptably large fraction of down time. Figure 5 .6, but for a system using the outage map in described in [23] .
A comparison of the two versions of the waveplate model shows that the values of the NCR for the variant are smaller (sometimes by quite a bit, as in Figure 5 .6(right)) than those for the standard waveplate model. These results, however, are not easily interpretable, because no detailed characterization is available for the physical behavior of the system components that act as hinges. Therefore, it is difficult at this time to judge which of the two versions of the waveplate hinge model might represent more closely the behavior of installed systems.
6. Discussion. In summary, we have studied the performance of variance reduction techniques for the study of various versions of the hinge model of polarizationmode dispersion in installed optical fiber transmission systems. In particular, we studied the isotropic hinge model and the waveplate hinge model, and we considered a novel variant of the waveplate hinge model, in which the rotation angles are different for each section but identical for each wavelength band. We have presented a detailed study outlining the computational differences in estimating system outages Downloaded 01/31/13 to 128.205.113.40. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php and the NCR for each of these models. Furthermore, we have conducted extensive simulations to quantify the computational savings of using IS-CE over standard MC to compute outage probabilities for the waveplate hinge model by determining the number of MC samples that are required to reach a specific target CV. Finally, we evaluated the noncompliant capacity ratio for all hinge models.
We emphasize that, at present, very little is known about the statistical properties of the physical elements that act as hinges in installed transmission systems. In particular, it is not known how the hinge axes vary with respect to wavelength. The version of the hinge model considered in [22, 23] and the novel variant introduced here comprise two opposite limits, in which the hinge axes in different wavelength bands are either identical (as in the variant) or completely uncorrelated (as in [22, 23] ). It is possible that the different kinds of elements that act as a hinge (e.g., amplifiers or dispersion compensating elements) have different statistical properties, each more consonant to either one of the variants. In the absence of detailed information about the physical hinge behavior, however, both versions of the model should be considered to be equally likely.
With regard to computational efficiency, our results demonstrate unequivocally that the use of IS-CE allows a speed-up of several orders of magnitude over standard MC. In practice, the resulting computational savings can mean the difference as to whether the calculation of the NCR is feasible or not.
We also note that, thanks to multiple IS, a full range of DGDs is produced with correct statistics, so we are not artificially narrowing our attention to just large values of DGDs. Moreover, the choice of angles that yields the largest possible DGD in a given fiber realization also provides an effective way to generate moderately large values of DGD if one uses relatively small biasing strengths. It is of course possible that other implementations of IS, with different choices of mixture densities, might be more computationally efficient. The choice used here, however, works very effectively.
Of course it would also be very interesting to compare the efficiency of IS to that of other VRTs and, in particular, to that of adaptive methods such as the multicanonical Monte Carlo (MMC) method [33] and the Markov chain Monte Carlo method [28] that have also been proposed for the study of PMD-induced transmission effects. While the implementation of IS can be more difficult compared to other methods, when IS is available, it can be expected to be more efficient, since numerical simulations do not need to spend time looking for the most important regions in state space. Indeed, this has been verified in a few specific situations [4, 25] . Nonetheless, in order to perform a detailed comparison one would need to specify a fixed level of accuracy for each method. While this is not a problem for IS, error estimation in adaptive VRTs is a nontrivial task (e.g., see [25] for MMC). As a result, a comparison between IS and other VRTs, while certainly interesting, is a project on its own, and is beyond the scope of this work.
