In the present paper, we consider the semilocal convergence problems of the two-step Newton method for solving nonlinear operator equation in Banach spaces. Under the assumption that the first derivative of the operator satisfies a generalized Lipschitz condition, a new semilocal convergence analysis for the two-step Newton method is presented. The Qcubic convergence is obtained by an additional condition. This analysis also allows us to obtain three important spacial cases about the convergence results based on the premises of Kantorovich, Smale and NesterovNemirovskii types. An application of our convergence results is to the approximation of minimal positive solution for a nonsymmetric algebraic Riccati equation arising from transport theory.
Introduction
In this paper, we aim to study the convergence of iterative methods for approximating the solution of the nonlinear operator equation
where F is a given Fréchet differentiable nonlinear operator which maps from some open convex subset D in a Banach space X to another Banach space Y. Newton's method is probably the most important and efficient iterative method these two methods have been shown in [35, 47] for computing matrix pth root and in [52, 53] for computing the polar decomposition of a matrix. Another more general family of the cubic extensions is the family of Euler-Halley methods type methods in Banach spaces, which includes the Euler and the Halley method as its special cases and has been studied extensively in [29, 31] . For general nonlinear equation (1.1), however, the preceding classical thirdorder methods need to evaluate the second Fréchet derivative which is very time consuming. The order of convergence of the classical two-step Newton method has also three, but without evaluating any second Fréchet derivative. The two-step Newton method with initial point x 0 is defined by
3)
The results concerning semilocal convergence (including existence, uniqueness and convergence) of this iterative method have been studied under the assumptions of Newton-Kantorovich type. By applying the majorizing function technique used in the previous work of Zabrejko and Nguen [65] on Newtons method, Appell et al. [3] established the semilocal convergence and error estimate under the assumption that the first Fréchet derivative satisfies the Lipschitz condition. Amat et al. [2] investigated the convergence behavior based fundamentally on a generalization required to the second Fréchet derivative of F . Recently, to weak the conditions used in [2] , Magreñán Ruiz and Argyros in [51] presented new convergence analysis (including semilocal and local convergence) under the hypotheses that the first Fréchet derivative of F satisfies Lipschitz and Lipschitzlike conditions. The motivation of this paper is based on the following two aspects of applications for the two-step Newton method (1.3). The first one stems from [46, 49] for solving a nonsymmetric algebraic Riccati equation arising in transport theory, where the monotone convergence guaranteeing the implementation of the two-step Newton based algorithm was showed. The second one stems from [12] for the inverse eigenvalue problems (IEP), where the two-step Newton method (1.3) was used to present effective algorithms for solving the solution of the IEP.
The goal of this paper is to establish a general semilocal convergence result for the two-step Newton method (1.3) under the assumption that the first derivative of F satisfies some generalized Lipschitz condition, which was introduced by Wang in [60] for Newton's method (1.2) . When the unified convergence criterion given in [60] is satisfied, we show that the existence and uniqueness of a solution, together with the Q-superquadratic convergence of the two-step Newton method (1.3). In our convergence analysis, the relationships between the majorizing function and the nonlinear operator are made clear. Moreover, we show also that the two-step Newton method (1.3) is Q-cubically convergent under a slightly stronger condition. In particular, this convergence analysis allows us to obtain some important special cases, which include Kantorovich-type convergence result under the Lipschitz condition, Smale-type convergence results under the γ-condition and the convergence result for self-concordant functions under the Nesterov-Nemirovskii condition. We also adapt our convergence result to compute the approximation of minimal positive solution of a nonsymmetric algebraic Riccati equation arising from transport theory. Numerical experiments confirm our convergence result.
The rest of this paper is organized as follows. In Section 2, we introduce some preliminary notions and properties of the majorizing function and majorizing sequences. The main result about the semilocal convergence and error estimate are stated in Section 3. In Section 4 we provide the convergence analysis for the main result. We extend our convergence results in Section 5 to compute the minimal positive solution of a nonsymmetric algebraic Riccati equation arising from transport theory. We conclude with some final remarks in Section 6.
Preliminaries
Let X and Y be Banach spaces. For x ∈ X and a positive number r, throughout the whole paper, we use B(x, r) to stand for the open ball with radius r and center x, and B(x, r) denote its closure. Moreover, I denotes the identity operator.
We assume that L(·) is a positive nondecreasing function on [0, R), where
This majorizing function was introduced by Wang in [60] to study the semilocal convergence of Newton's method (1.2). Clearly, we have
Then, we obtain that
This simple equality will be frequently applied to our convergence analysis for the two-step Newton method (1.3). Assume that r 0 satisfies
It follows that h(t) is strictly convex, h ′ (t) increasing, convex and −1 ≤ h ′ (t) < 0 for any t ∈ [0, r 0 ).
The following lemma gives some properties about elementary convex analysis and will also be frequently used in our convergence analysis for the two-step Newton method (1.3).
Lemma 2.1. Let R > 0. If f : (0, R) → R is continuously differentiable and convex, then
In particular, if f is strictly convex, then the above inequalities are strict.
Proof. See Theorem 4.1.1 and Remark 4.1.2 in the book of Hiriart-Hrruty and Lemaréchal [33, p.21] .
The following lemma is taken from [60, Lemma 1.2] which gives some basic properties for the majorizing function h.
while it is increasing monotonically in [r 0 , R] and
Moreover, h has a unique zero in each interval, denoted by t * and t * * . They satisfy
Let {s k } and {t k } denote the corresponding sequences generated by the twostep Newton method for the majorizing function h with the initial point t 0 = 0, that is,
The lemma below describes the convergence property of the sequences {s k } and {t k }, which is crucial for the semilocal convergence analysis of the two-step Newton method (1.3). Lemma 2.3. Let {s k } and {t k } be the sequences generated by (2.7). Suppose that 0 < β ≤ b. Then we have
Moreover, {s k } and {t k } converge increasingly to the same point t * .
Proof. To show that (2.8) holds for the case k = 0, we note that 0 = t 0 < s 0 = β and that
By (2.5), we have t 1 > β = s 0 . It remains to show that t 1 < t * for the case k = 0. To this end, we define a real function Φ(t) in (0, r 0 ) by
That is, Φ(t) is increasing monotonically in (0, r 0 ). It follows from (2.6) that Φ(β) < Φ(t * ), which implies that t 1 < t * . Hence (2.8) holds for the case k = 0. Now, we assume that
which implies that N (t) is increasing monotonically on [0, t * ]. Hence, we have
It follows that h(s k )/h ′ (t k ) < 0 and so t k+1 > s k . Moreover, since h is strictly convex in [0, r 0 ) and h ′ increasing monotonically on [0, t * ], one has from Lemma 2.1 that
This implies that
Therefore, (2.8) holds for all k ≥ 0 by mathematical induction. The inequalities in (2.8) imply that {s k } and {t k } converge increasingly to some same point, say ζ. Clearly, ζ ∈ [0, t * ] and ζ is a zero of h on [0, t * ]. Noting that t * is the unique zero of h in [0, r 0 ) by Lemma 2.2, one has that ζ = t * . The proof is complete.
we conclude this section with the notions of generalized Lipschitz condition and Q-order of convergence.
′ is said to satisfy the L-average Lipschitz condition on B(x 0 , r) if, for any x, y ∈ B(x 0 , r) with x − x 0 + y − x < r,
The preceding generalized Lipschitz condition was first introduced by Wang in [60] where the terminology of "the center Lipschitz condition in the inscribed sphere with L-average" was used. Subsequently, to study the convergence behavior of Gauss-Newton, some modified versions were introduced by Li and Ng in [41] for convex composite optimization and Li et al. in [40] for singular systems of equations. Definition 2.2. Let sequence {x k } ⊂ X. We say that {x k } converges to x * with Q-superquadratic if, for any c > 0, there exists a constant N c ≥ 0 such that
In addition, we say that {x k } converges to x * with Q-cubic if there exist two constants c ≥ 0 and N c ≥ 0 such that
Q-order of convergence is well-known concept that measure the speed of convergence of sequences. One can see [36, 55] for more properties on this notion.
The main theorem and corollaries
In this section, we present the main semilocal convergence result of this paper for the two-step Newton method (1.3) under L-average Lipschitz condition (2.9) in Banach spaces. Then, we obtain three important special cases from this main result. They include the Kantorovich-type convergence result under the Lipschitz condition, Smale-type convergence result for analytical operators and the convergence result for self-concordant functions under the Nesterov-Nemirovskii condition.
Let x 0 ∈ D be the initial point such that the inverse F ′ (x 0 ) −1 exists and let B(x 0 , r 0 ) ⊂ D, where r 0 satisfies (2.3). Set
Recall that b is given by (2.4), t * and t * * are the unique zeros of the majorizing function h (see (2.2)) in [0, r 0 ] and [r 0 , R], respectively, where R satisfies (2.1). Recall also that {t k } is the sequence generated by (2.7). . Let {x k } be the sequence generated by the twostep Newton method (1.3) with initial point x 0 . If 0 < β ≤ b, then {x k } is well-defined and converges Q-superquadratically to a solution x * ∈ B(x 0 , t * ) of (1.1), and this solution x * is unique in B(x 0 , r), where t * ≤ r < t * * . Moreover, if
then the order of convergence is cubic at least and we have the following error bounds
where
Remark 3.1. The convergence criterion 0 < β ≤ b given in Theorem 3.1 was obtained by Wang in [60] for studying the quadratic convergence of Newton's method (1.2) under a unified framework. As is stated in Theorem 3.1, this criterion guarantees only superquadratic convergence for the two-step Newton method (1.3). To obtain cubic convergence, we also need the condition (3.2).
The proof of Theorem 3.1 will be presented in Section 4. In what follows, based on Theorem 3.1, we will obtain some corollaries by taking various forms of the positive function L.
Firstly, for the case when L is a positive constant function, then the Laverage Lipschitz condition (2.9) reduces to the following affine-invariant Lipschitz condition:
where r 0 = 1/L due to (2.3). The majorizing function h defined by (2.2) now has the form below:
respectively. Therefore, we have the following Kantorovich-type convergence result from Theorem 3.1 for two-step Newton method (1.3) under Lipschitz condition (3.4). 
−1 exists and that F ′ satisfies the Lipschitz condition (3.4). Let {x k } be the sequence generated by the two-step Newton method (1.3) with initial point x 0 . If 0 < Lβ ≤ 1/2, then {x k } is well-defined and converges Q-superquadratically to a solution x * ∈ B(x 0 , t * ) of (1.1), and this solution x * is unique in B(x 0 , r), where t * ≤ r < t * * , t * and t * * are given in (3.5).
Moreover, if 0 < Lβ < 4/9, then the order of convergence is cubic at least and we have the following error bounds
Remark 3.2. The convergence result in Corollary 3.1 is obtained under the weaker assumption on the Lipschitz condition in comparison with the one presented in [2] , where the assumption that the second derivative satisfies the Lipschitz condition is needed. To obtain the Q-cubic convergence, we need the convergence criterion 0 < Lβ < 4/9, which has slightly stronger than the usual one 0 < Lβ < 1/2 for ensuring the quadratic convergence of Newton's method (1.2).
Secondly, we suppose that γ > 0. Let L be the positive function defined by
Then, the L-average Lipschitz condition (2.9) reduces to
6) The majorizing function h defined by (2.2) reduces to
The constants r 0 and b defined in (2.3) and (2.4) are given by
, then the zeros of h are
respectively. Then, the constant
given in Theorem 3.1 now has the following concrete form:
Consequently, we have the following Smale-type convergence result from Theorem 3.1 for two-step Newton method (1.3) under the condition (3.6). 
−1 exists and that F ′ satisfies the condition (3.6). Let {x k } be the sequence generated by the two-step Newton method (1.3) with initial point x 0 . If 0 < α ≤ 3 − 2 √ 2, then {x k } is well-defined and converges Qsuperquadratically to a solution x * ∈ B(x 0 , t * ) of (1.1), and this solution x * is unique in B(x 0 , r), where t * ≤ r < t * * , t * and t * * are given in (3.8).
, then the order of convergence is cubic at least and we have the following error bounds
where H * is given in (3.9) and
If F is twice continuously Fréchet differentiable, then F ′ satisfies the condition (3.6) if and only if F satisfies the following condition
In fact, if F satisfies (3.6), then (3.11) holds trivially. Conversely, if F satisfies (3.11), then by noting that h
which means that F satisfies (3.6). The condition (3.11) is called the γ-condition which was introduced by Wang and Han in [62] to study the Smale point estimate theory. Based on the above observation, the convergence result stated in Corollary 3.2 also hold when the condition (3.6) is replaced by the γ-condition (3.11).
One important and typical class of examples satisfying the γ-condition is the one of analytic operators. Smale [57] studied the convergence and error estimate of Newton's method (1.2) under the hypotheses that F is analytic and satisfies
where γ is given by
We then obtain from Theorem 3.1 that another Smale-type convergence result of the two-step Newton method (1.2) for the analytic operator. Assume that there exists an initial point x 0 ∈ D such that F ′ (x 0 ) is nonsingular. Let {x k } be the sequence generated by the two-step Newton method (1.3) with initial point x 0 . If 0 < α := βγ ≤ 3−2 √ 2, where γ is given by (3.12), then {x k } is well-defined and converges Q-superquadratically to a solution x * ∈ B(x 0 , t * ) of (1.1), and this solution x * is unique in B(x 0 , r), where t * ≤ r < t * * , t * and t * * are given in (3.8). Moreover, the order of convergence is cubic at least and the error estimate (3.10) holds when 0 < α < 3 −
Lastly, we present a semilocal convergence result from Theorem 3.1 for the two-step Newton method (1.3) under the condition introduced by Nesterov and Nemirovskii in the seminal work [54] .
Let f : D ⊂ R n → R be a strictly convex and three times continuously differentiable function, D open and convex. Let x 0 ∈ D be an initial point such that the inverse f ′′ (x 0 ) −1 exists. For a given constant a > 0, if f satisfies the inequality
then we say that f is a-self-concordant [54] . For x ∈ D, we set
and define the norm
. We obtain the following majorizing function
which is a special case of the one given in (3.7); i.e., γ ≡ 1. Then there exists two zeros for this majorizing function when β ≤ 3 − 2 √ 2. These two zeros are as follows:
For a given vector x ∈ R n and a positive number r, we set B r (x) := {y ∈ R n : y − x x < r} and B r (x) := {y ∈ R n : y − x x ≤ r}.
They correspond to the open ball and its closure of center x and radius r when R n is endowed with the metric structure induced by the preceding inner product ·, · x . If f is an a-self-concordant function, then we have (see [1, Lemma 5 
. Then, by Theorem 3.1, we have the following semilocal convergence result about the minimization of a-self-concordant function for two-step Newton method which defined by
Corollary 3.4. Let f : D ⊂ R n → R be an a-self-concordant function, D open and convex. Assume that there exists an initial point x 0 ∈ D such that f ′′ (x 0 ) is nonsingluar. Let {x k } be the vector sequence generated by the twostep Newton method (3.14) for solving f ′ (x) = 0 with initial point x 0 . If
then {x k } is well-defined and converges Q-superquadratically to a point x * which is the minimizer of f in B t * (x 0 ), and this minimizer x * is unique in B r (x 0 ), where t * ≤ r < t * * , t * and t * * are given in (3.
Remark 3.4. Semilocal convergence result on the analysis of self-concordant minimization for Newton's method (1.2) has already been presented by Alvarez et al. in [1] . In addition, Ferreira and Svaiter [26] provided another semilocal convergence result on self-concordant minimization for Newton's method with a relative error tolerance.
The proof for Theorem 3.1
This section is devoted to the proof of Theorem 3.1. We begin with some technical lemmas about error estimates for the majorizing sequences {s k } and {t k } defined by (2.7), and about the relationship between the majorizing function h(t) defined by (2.2) and the nonlinear operator F . Then, we provide the convergence analysis of the two-step Newton method (1.3) presented in Theorem 3.1.
Technical lemmas
Recall that the majorizing function h is defined by (2.2), the majorizing sequences {s k } and {t k } defined by (2.7), t * the zero of h on [0, r 0 ], where r 0 satisfies (2.3). By Lemma 2.3, {s k } and {t k } converge increasingly to t * when 0 < β ≤ b, where b is defined by (2.4).
Lemma 4.1. Let {s k } and {t k } be the sequences generated by (2.7). Suppose that 0 < β ≤ b and
Proof. Thanks to the definition of {s k } and {t k }, we can derive
′ is convex in [0, r 0 ) and satisfies −1 ≤ h ′ (t) < 0 for any t ∈ [0, r 0 ), it follows from Lemma 2.1 that
which verifies the inequality in the lemma.
Lemma 4.2. Let {s k } and {t k } be the sequences generated by (2.7). Suppose that 0 < β ≤ b. Then the sequence {t k } converges Q-cubic to t * as follows:
Proof. By (2.7), we may derive the following relation
We then will apply the preceding relation to obtain the estimate (4.2). Using (2.7) again, we deduce that
Taking into account the convexity of h ′ in [0, r 0 ), it follows from Lemma 2.1 that, for any τ ∈ (0, 1],
Then, in view of the positivity of −1/h ′ (t), one has from Lemma 2.1 again that
the last due to h ′ is strictly increasing. On the other hand, thanks to Lemma 2.1 again and note that s k − t k + τ (t * − s k ) ≤ t * − t k holds for any τ ∈ [0, 1], we have
This together with (4.3) allows us to conclude that
and the bound claimed in the lemma follows.
The following lemmas, which provide clear relationships between the majorizing function and the nonlinear operator, will play key roles for the semilocal convergence analysis of the two-step Newton method (1.3).
is nonsingular and
In particular, F ′ is nonsingular in B(x 0 , t * ).
Proof. Take x ∈ B(x 0 , t), 0 ≤ t < t * . By using the L-average Lipschitz condition (2.9), we have
Since h ′ (0) = −1 and h ′ is strictly increasing in (0, t * ), we obtain
the last due to −1 < h ′ (t) < 0 for any t ∈ (0, t * ). Therefore, the Banach lemma is applicable to conclude that F ′ (x 0 ) −1 F ′ (x) is nonsingular and (4.4) holds. The proof is complete. Lemma 4.4. Let {s k } and {t k } be generated by (2.7). Assume that F ′ satisfies the L-average Lipschitz condition (2.9) on B(x 0 , t * ). If 0 < β ≤ b, then the sequences {x k } and {y k } generated by the two-step Newton method (1.3) with initial point x 0 are well-defined and contained in B(x 0 , t * ). Moreover, for all k = 0, 1, 2, . . ., we have
Proof. We reason by induction. The case k = 0 is true obviously for (i)-(iii). Thus y 0 ∈ B(x 0 , t * ) owing to y 0 − x 0 ≤ s 0 − t 0 = s 0 < t * . As for (iv) and (v), by (1.3), we have
Then, the L-average Lipschitz condition (2.9) is applicable to deduce that
In view of h ′ is strictly convex in [0, r 0 ) and noting that y 0 − x 0 ≤ s 0 − t 0 by (iii), it follows from Lemma 2.1 that
Then, combining the above inequality and (2.7), one has that
This leads to
Hence, we have
That is to say, (iv) and (v) hold for the case k = 0, which implies that x 1 ∈ B(x 0 , t * ). Now we assume that x k , y k ∈ B(x 0 , t * ), x k − x 0 ≤ t k and (i)-(v) hold for some k ≥ 0. Then, applying the inductive hypothesis (iii) and Lemma 2.3, we obtain that y k − x 0 ≤ y k − x k + x k − x 0 ≤ s k . In addition, we use the inductive hypothesis (v) and Lemma 2.3 to yield
which implies that x k+1 ∈ B(x 0 , t * ). This together with (4.4) gives that (i) holds for the case k + 1. For (ii), by (1.3) again, we have the following identity:
It follows from the L-average Lipschitz condition (2.9) that
In view of h ′ is increasing and convex in [0, r 0 ), by applying Lemma 2.1 and the inductive hypotheses (iii)-(iv), one has that
This allows us to get (4.5) which shows that (ii) holds for the case k + 1. Combining (4.4) and (4.5), we further obtain that
This means that (iii) holds for the case k + 1. Then, we conclude that y k+1 − x 0 ≤ y k+1 − x k+1 + x k+1 − x 0 ≤ s k+1 < t * and so y k+1 ∈ B(x 0 , t * ). As for (iv), noting that
where x τ k+1 := x k+1 + τ (y k+1 − x k+1 ), by using (4.4), the L-average Lipschitz condition (2.9), we have
Taking into account that h ′ is increasing and convex in [0, r 0 ) again, by combining (4.6) with Lemma 2.1, one gets that
This permits us to arrive at
Furthermore, we derive from this together with (4.6) that
Therefore, all the statements in the lemma hold by induction. This completes the proof.
Lemma 4.5. Under the same assumptions of Lemma 4.4. Then, the sequence {x k } converges to a point x * ∈ B(x 0 , t * ) with F (x * ) = 0. Moreover, we have
and
Proof. We apply Lemma 4.4 (v) and Lemma 2.3 to obtain that
Thus, {x k } is a Cauchy sequence in B(x 0 , t * ) and so converges to some x * ∈ B(x 0 , t * ). The above inequality also implies that x * − x k ≤ t * − t k for any k ≥ 0. Next, we show that F (x * ) = 0. It follows from Lemma 4.3 that { F ′ (x k ) } is bounded. By Lemma 4.4, we have
Letting k → ∞, by noting the fact that {s k } and {t k } are converge to the same point t * (by Lemma 2.3), we get that lim
, which verifies that F (x * ) = 0. It remains to show the estimate (4.8). Due to Lemma 4.4, we have
On the other hand, we can derive the following identity:
Then, in view of h ′ is increasing and convex in [0, r 0 ), by combining (4.4), the L-average Lipschitz condition (2.9) and Lemma 2.1, one gets that
as claimed. The proof of this lemma is complete. 
follows from (4.7) and (4.8) that
Then, by (4.3), we can get further that
Thus, we conclude from (4.1) that
which yields the desired result.
Proof for Theorem 3.1
Based on the technical lemmas given in previous subsection, we are now ready to prove the semilocal convergence result given in Theorem 3.1 for the two-step Newton method (1.3).
Proof of Theorem 3.1. Thanks to Lemma 4.4, we conclude that the sequence {x k } is well defined. By using Lemma 4.4 (v) and Lemma 2.3, one has that x k − x 0 ≤ t k < t * for any k ≥ 0, which means that {x k } is contained in B(x 0 , t * ). Moreover, it follows from Lemma 4.5 that {x k } converges to x * , a solution of (1.1) in B(x 0 , t * ). Next, we will verify the superquadratic and cubic convergence of the iterate. To do this, we apply standard analytical techniques to derive that
where y τ k := y k + τ (x * − y k ). By (4.4) and the L-average Lipschitz condition (2.9), we have
Taking into account h ′ is increasing and convex in [0, r 0 ), combining (4.8), (4.9), Lemma 2.1 and Lemma 4.4 (iii), one can deduce that
By Lemma 4.4 (iii) and (4.8) again, the above inequality can be derive further that
Then, it follows from (4.2) that
Letting k → ∞ in the above inequalities, by noting that {t k } converges to t * , we have
which means that {x k } converges Q-superquadratically to x * (See Definition 2.2 for the definition). In addition, if the condition (3.2) is also satisfied, then the estimates (4.8), (4.10) and (4.2) are applicable to conclude from (4.11) further that
This shows the estimate (3.3) in Theorem 3.1 and so the order of convergence for the iterate is Q-cubic. Finally, we show the uniqueness of the solution. We first to show the solution x * of (1.1) is unique on B(x 0 , t * ). Assume that there exists another solution x * * on B(x 0 , t * ). Then x * * − x 0 ≤ t * . Now we prove by induction that
It is clear that the case k = 0 holds because of t 0 = 0. Assume that the above inequality holds for some k ≥ 0. As the same process on the estimate x * − y k in (4.8), we get
In addition, following the same process on the estimate x * − x k+1 in (4.12), we have
Then, by applying the inductive hypothesis (4.13) to the above inequality, one has that (4.13) also holds for the case k + 1. Since {x k } converges to x * and {t k } converges to t * , we conclude from (4.13) that x * * = x * . Therefore, x * is the unique zero of (1.1) on B(x 0 , t * ). It remains to prove that F does not have zeros in B(x 0 , r)\B(x 0 , t * ). For proving this fact by contradiction, assume that F does have a zero there, that is, there exists x * * ∈ D ⊂ X such that t * < x * * −x 0 < r and F (x * * ) = 0. we will show that the preceding assumptions do not hold. Firstly, we have the following observation
In addition, we use the L-average Lipschitz condition (2.9) to yield
In view of F (x * * ) = 0 and h ′ (0) = −1, we obtain from (4.14) that
which is equivalent to h( x * * − x 0 ) ≥ 0. It follows from Lemma 2.2 that h is strictly positive in the interval ( x * * − x 0 , R). Thus, we know r ≤ x * * − x 0 , which is a contradiction to the preceding assumptions. Therefore, F does not have zeros in B(x 0 , r)\B(x 0 , t * ) and x * is the unique zero of equation (1.1) in B(x 0 , r). The proof is complete.
Application to algebraic Riccati equation
In this section, we apply the two step Newton method (1.3) to solve a special nonlinear vector equation which is obtained by a nonsymmetric algebraic Riccati equation (NSARE) arising from transport theory. Throughout this section, we use the following definitions and notations. We call matrix A = (a ij ) m×n ∈ R m×n a positive matrix (nonnegative matrix) if a ij > 0 (a ij ≥ 0) hold for all i = 1, 2, . . . , m, j = 1, 2 . . . , n. If all the components of a vector are positive (negative), we call it a positive (negative) vector. For a given a vector a, we denote by diag(a) the diagonal matrix whose diagonal elements are the components of a. We denote the vectors of all zeros and ones with proper dimension by 0 and e, respectively. The norm of a vector or a matrix used in this section is ∞−norm.
The form of the NSARE is as follows:
where A, B, C, D ∈ R n×n are known matrices given by
Here c ∈ (0, 1] and α ∈ [0, 1). Moreover,
are the sets of the Gauss-Legendre nodes and weights, respectively, on the interval [0, 1], and satisfy 0 < ω n < · · · < ω 2 < ω 1 < 1 and
The NSARE (5.1) has positive solutions (that is, the solution is a positive matrix), but only the minimal positive solution of it is physically meaningful [37] .
Lu [50] first proved that the solution of (5.1) must have the following form:
where • denotes the Hadamard product, T = (t ij ) n×n = 1 δi+γj n×n , u and v
3) There have been a lot of studies about the monotone convergence of various iterative methods for solving the minimal positive solution of (5.1), one can see [7, 49, 50] and references therein. Clearly, f is a continuously Fréchet differentiable nonlinear operator in R 2n . The Jacobian matrix of f at point (u, v) has the following form:
5.3, respectively. Obviously, we see from these tables that it requires less time when the value Lβ = c(1 + α) is taken smaller. In conclusion, the above numerical experiments confirm our convergence results stated in Corollary 3.1 for the two step Newton method (1.3).
Conclusions
In this paper, we have presented the semilocal convergence analysis for two-step Newton method (1.3) under the assumption that the first derivative F ′ satisfies the L-average Lipschitz conditions (2.9) in Banach spaces. The main results are contained in Theorem 3.1. When the unified convergence criteria 0 < β ≤ b given by Wang in [60] is satisfied, the existence and uniqueness of a solution x * ∈ B(x 0 , r) of (1.1) are shown, and the superquadratic convergence of the sequence {x k } is also proved. Moreover, we proved that the sequence {x k } is Q-cubically convergent if the condition (3.2) is satisfied additionally. Three special cases which include the Kantorovich type conditions, γ-conditions and Nesterov-Nemirovskii conditions have been provided. We also have applied our convergence result to solve the approximation of minimal positive solution for a nonsymmetric algebraic Riccati equation arising from transport theory. One goal of our future research is to exploit this general theory to develop more practical and efficient two-step inexact Newton method for solving IEP that can easily capture practical applications in large-scale settings.
