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1. INTRODUCTION 
Let B be an n X n real matrix, and suppose that A is a simple eigenvalue 
of B. It is well known that there is an open ball in Iwnx” centered at B such 
that each matrix in the ball possesses a simple eigenvalue. Moreover for 
sufficiently small t and for any real matrix E, the matrix B + tE possesses a 
simple eigenvalue A(B + tE) such that A(B + tE) + A as t -+ 0. Wilkinson 
[16] shows that A(B + tE) can be expanded in a convergent power series 
about A and so derivatives of all orders of A(B + tE) at B with respect to t 
exist. On choosing E to be the coordinate matrices in [w”’ n, it follows that 
the mixed partial derivatives of all orders of A(*> with respect to the matrix 
entries exist at B. Put A = AZ - B. Then A has a simple eigenvalue 
corresponding to 0, so that the group inverse A# of A exists and is unique; 
cf. Ben-Israel and Greville [l]. Deutsch and Neumann [6] show that for any 
pair of indices 1 < i,j < n, 
c?‘A( B) 
~ = 2(Z - AA#)j,i( A#),,,. 
a,:, 
(1.1) 
Suppose now that B is an n x n nonnegative and irreducible matrix. The 
Perron-Frobenius theory tells us (see for example Berman and Plemmons [2]) 
that the Perron root r = +(B) of B is simple and it is a strictly increasing 
function in each entry of the matrix. In a series of papers [3-51, Cohen 
established that the Perron root is a convex function in each of the diagonal 
entries of the matrix. Later, Deutsch and Neumann [6] found a different 
proof of this result using the formula given in (1.1). Again put A = rZ - B. 
Since for any right and left Perron vectors x and y of B normalized so that 
their inner product is 1, we have that Z - AA# = xyr * 0, and so we see 
from (1.1) that the convexity or concavity of the Perron root as a function of 
the (i, j)th entry at A is controlled by the sign of the (j, i)th entry of A#. In 
[6] Deutsch and Neumann pose the following question: At which nonnegative 
and irreducible matrices B is the Perron root a concave function of each of 
the off-diagonal entries ? As Ax = A#x = 0, the theory of M-matrices cou- 
pled with (1.1) tell us immediately that this question is the same as character- 
izing those n X n nonnegative and irreducible matrices B for which the 
associated singular and irreducible M-matrix A = rZ - B has a group in- 
verse which is itself an M-matrix. In [6] the authors show that when n = 2 or 
B is a rank-l matrix, such is always the case. Some appreciation of the 
difficulty of th’ is question for general n X n nonnegative and irreducible 
matrices can be achieved by examining a formula, developed by Meyer in 
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1121, for the group g eneralized inverse of A in the case when B is a 
nonnegative and irreducible and row stochastic matrix. 
In a later paper dealing with condition numbers and perturbations of 
finite Markov chains, Meyer [13] p resents an intriguing example. For the 
matrix LV of order 2k given by 
Meyer shows that 
’ k 
-1 
0 
\-1 
3 1 :3 
1 3 1 
3 1 3 
1 . . . 3 
3 . . . 1 
1 . . . :3 
1 
3 
1 i 
- 1 0 - 1 0 
k -1 0 -1 
-1 k -1 0 
0 -1 0 -1 
\ 
. . 0 -1 
. . -1 0 
. . 0 -1, 
. . _: 1 i , 
so that (I - M)# is an M-matrix. Note that this matrix M is a nonnegati\vJ 
circulant matrix with the additional property that in its top row, all of the 
entries in the odd-numbered positions are equal, and all of the entries in the 
even-numbered positions are equal. We will call anv such matrix a rwnnrg!n- 
tiue alternating circulant vu&ix. 
In light of Meyer’s example, the following weaker form of Deutsch arid 
Neumann’s question arises naturally: If A is an irreducible nonnegative 
alternating circulant matrix with Perron value r, under what circumstances is 
(rl - A)’ an M-matrix? This question is the subject of this paper. Furthrr- 
more, due to the circulanity of A, it must have constant row and colu~nr~ 
sums equal to r. Hence (rl - A)# = l/r(l - A)“, where A is a circulunt 
matrix whose row and column sums are all equal to 1. Thus in our subsequent 
analysis it will suffice to consider only stochastic irreducible alternating 
matrices. 
In order to study the stochastic alternating circulant matrices. WC’ intro- 
duce the following notion. Let P be the n&order cvclic permutation matrix 
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10 1 0 **- o\ 
. . . 0 
p= ; . . . (1.2) 
0 . . . . . . 0’ 1 
,l . . . . . . 0 0 
Next, if n is a positive integer, we write n = 2k when n is even and 
n = 2k + 1 if n is odd, and define 
1 
1 _ _-p=1pzi 
k I 0 
if n=2k, 
C= 
l- &rf=, Pzi if n=2k+l, 
and 
(1.3) 
(1.4 
Note that whether n is even or odd, both C and Q are M-matrices. Now fm 
n, and for (Y E [0, 11, define the following matrix: 
A, = aC + (1 - a)Q. (1.5) 
Then A, is an n X n singular M-matrix derived from the stochastic altemat- 
ing circulant matrix B,, where 
B, = ; 
’ o! l-a! a ... 1-a 
/ . . . . . . . . ._ 
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if rl is even. and 
ff 1-u ff 
___. 
k-t1 k k+l 
CY 
k+l 
if 11 is odd. When )I is even, Meyer’s example above is just B,,,,,. We not<, 
that for a E [O, 11, B, (and hence A,) is irreducible if and only if either II is 
odd, or II is even and a # 1. In this paper we will characterize those values 
of a E [0, I] for which AZ is an 121-matrix. 
Of necessity our characterization here has to be split into two cases: the 
case when II is even and the case when n is odd. The case when n is even is 
quite straightforward and is dealt with in Section 2. From our characteriza- 
tion we shall deduce that Meyer’s example above is a boundary one in the 
sense that when 1~ is even, A: is not an M-matrix when 1 > CY > 0.75. 
FYhen n is odd, the consideration of the problem is more difficult; it requires 
;L perturbation analysis, and we devote Section 3 to that case. We find that 
unlike the case when n is even, the range of (Y’S for which A: is an 
M-matrix is dependent on n. We then investigate the behavior of this range 
.a II tends to infinity. 
,? THE CASE WHEN 11 IS EVEN .i.
Throughout this section we shall assume that n = 2k for some k > 1 and 
that P is the nth-order cyclic matrix given in (1.2). 
Our first result is the following lemma. 
(2.1) 
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and 
Then 
and 
Q = I_ i ,i p:i-l. 
E-l 
(2.2) 
c# = c (2.3) 
Q# = $C + +Q. (2.4) 
Proof. Let 
(2.5) 
and note that B2 = B and P2 B = B. Since C = Z - B, we have that 
Hence 
c2=Z-2B+B2=Z-B=c. (2.6) 
c# = c#cc# = c#c2c# = c#c = c#c’ = c. 
Next, note that since Q = Z - PB, 
Q” = Z - 2PB + P2B2 = Z - 2PB + B = 2Q - C. (2.7) 
Further, 
QC = (I - B)( Z - PB) = Z - B - PB + PB2 = C. (2.8) 
Let 
X = $C + +Q. 
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Then QX = $QC + Q” = +C + $(2Q - C) = i(Q + C). Since i(Q + C) 
= I - /, where 
with e’ = (1, 1, . . . , 11, and since QJ = Cl = 0, it now follows that Q’X = Q 
and X”Q = X. Since X and Q commute (both are polynomials in P), we 
find that Q # = $C + fQ. ??
Lemma 2.1 implies in particular that both C# and Q# are M-matrices. 
LEMMA 2.2. For C and Q gioen in (2.1) a& (2.2), rxspectiuely , and jr 
cfny Ly E [O, l), define 
A, := crC + (1 - a)Q. (2.9) 
A: = 
-ff 
-CC 
1-a A(‘#. 
(2.10) 
I’?-oaf. From Lemma 2.1, (2.6), and (2.7), we have that 
Q#C = (<C + fQ)C = C. 
Let 
X=-(Y(:+ 
1 
l-a 
-Q#. 
l-n 
Then 
A,X=aC-aC+QQ#=I--J, 
where again J = (l/Zk)ee“. Since CJ = QJ = 0, it no\v follows AZ X = Acy 
and A, X’ = X. Further, A, commutes with X, so that 
-ff 
AZ = ----cc 
1-a A('*. 
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THEOREM 2.3. Let C and Q be the n X n M-matrices given in (2.1) and 
(2.2), respectively, and suppose that A, is their convex combination given in 
(2.9), where CY E [O, 11. Then 
A&&P” * o E [0, i] or (Y = 1. (2.11) 
Proof. From Lemma 2.1, we see that if CY = I then A: = C# = C, 
which is an M-matrix. If (Y E [O, 11, then by Lemma 2.2 and (2.5) we have 
that for cy E [0, l), 
A; = 
= &[(; - a)c + +Q]. (2.12) 
It now follows from (2.1) and (2.2) that for (Y E [0, l), At is an M-matrix if 
and only if (Y E [0, $1. ??
It is interesting to note that the range of values of (Y for which both A, 
and AZ are M-matrices is independent of n in the even-order case. As we 
shall see in Section 3, this is in contrast to the situation when n is odd. 
3. THE CASE WHEN n IS ODD 
Recall our comment in the introduction that in the case where n is odd, 
say n = 2k + 1, the characterization of when At is an M-matrix, where 
A, = (YC + (1 - a)Q, (3.1) 
with C now given in the lower branch of (1.3) and with Q given in (1.41, is 
considerably more difficult than in the case when n is even. For this reason, 
to begin the analysis, we shall require a theorem due to Meyer and several 
auxilliary lemmas. In the sequal J will denote the following (2 k + 1) X (2k 
+ 1) matrix: 
J=1- 
2k + 1 
1 : . . . 1 i . . . 1 (3.2) 
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The following lemma is similar in spirit to a perturbation result due to 
Meyer [13, Theorem 3.11 
LEMMA 3.1. Let B be an m x m irreducible stochastic matrix, and 
.suppose that T is a lef Perron r;ector of B-that is, ,rrTB = ~~--such that 
‘I rr e = 1, where e is the all-ones vector. Let H := errT. Then for each 
- 1 < 6 < 1, the matrix 
M, := 6( Z - B) + (1 - 6)( Z - H) (3.3) 
possesses a group inverse, which is given by 
Ms#=(Z-ESml- & H. 
( 1 
(3.4) 
Proof. First we note that the spectral radius of 6B is less than 1, so that 
(I - 6B)-’ exists. Next, we note that if SBv + (1 - 6)Hv = u, then rTu(l 
- SXZ - 6B)-le = o, which implies that v is a scalar multiple of e. 
Similarly, if 6Bv + (1 - 6) HG = G + e, we also find that v is a multiple of 
e. Thus, the generalized eigenspace of SB + (1 - 6) H corresponding to the 
eigenvalue 1 has dimension 1, so that M, does indeed possess a group 
inverse. 
Let X = (I - 6Bj-l - [l/(1 - 6)]H. Since B and H commute, we 
find that M, and X also commute. Further, since 
M,X = [I - 6B - (1 - 6)H] (I - 6B)-’ - AH 1 
=I-H-H+H=Z-H, 
it now follows that MiX = M, and that M, X’ = X. Thus we see that 
M,# = (I - 6B)-’ - [l/(1 - 6)]H. ??
Our next auxilliary result is: 
LEMMA 3.2. For any (Y E [O, I], the (2k + 1) x (2k + 1) matrix A, 
given in (3.1) admits the representation 
A, = yQ + (1 - Y)(l -_f), (3.5) 
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where J is given in (3.2) and where 
y=l- (3.6) 
Pmoj. From (1.3) and (1.4) we see that 
k-t1 
=(I - C) + 
Solving this equation for C gives that 
2k + 1 k 
C= k+l(I -.I) - -Q. k-t1 
Substituting this value for C in (3.1) now yields (3.5) with y given in (3.6). w 
Note that when cr E (0, 11, y of (3.6) satisfies 
k 2k + 1 
-I<-k+l 
~<y=l-ko<l< (3.7) 
Our intention is to compute A% using Lemma 3.1, with the substitutions of 
Q for I - B, J for H, and y for 6. To do this, we require one more auxilliary 
result. Let us introduce the notation 
(3.8) 
LEMMA 3.3. Let y be as in (3.6), and set D := Z - yf? and G := (y + 
k)Z + kP, where P is the (2k + 1) X (2k + 1) cyclic permutation matrix 
given in (1.2) and B’ is given in (3.8). Then both D and G are invertible, and 
DC = G + yD - y(2k + I)]. (3.9) 
Proof. That G is invertible follows because y + k > 0 and P is an 
odd-order cyclic permutation matrix. The invertibility of D follows because 
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the spectral radius of the mat:-ix rZ? is clearly less than 1. Next we see that 
DG = (I- yl?)G = G -- yl?G 
[(y+k)l-kP] 
= G _ y$ pzi-l 
i=l 
= G - ~(1 - D) - y[(2k + l)j - 11 
= G + yD - y(2k + I)]> 
and the proof is done. w 
Being polynomials in P, the matrices D and G in the above lemma 
commute, and so, using their invertibility, we readily obtain from (3.9) that 
I = D-’ + yG- ’ - y(2k + l)JD-‘G ~I. 
However, as can be easily ascertained, DJ = (1 - -y)J and $11 = (y + 2k)I. 
JD-‘M-’ T 
D-l = I- yG 
1 
(1 - Y1CY-t w’ 
y(2k + 1) 
+ (1 - y)(y+ 24 
(3.10) 
Using the fact that 6-l can be written as a geometric series in P and that 
P” = I, the following result is readily established. 
LEMMA 3.4. Let G = (y + k)l + kP, tchere P is the (2k + 1) X (2k + 
1) cyclic permutation mutrix gicer~ in (1.2) and y i.s giuen in (3.6) with 
92 
a E (0, 11. Then 
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We are now ready to for the first main result of this section: 
THEOREM 3.5. Let n = 2k + 1 and A, = (YC + (1 - a@, where C 
and Q are given by (1.3) and (1.41, respectively, and (Y E [O, 11. Then 
A% = 
2k 
’ - (2k + l)(y + 2k) - 
Y 
2k+l 
2k 1 
(2k + l)(y + 2k) ‘I’ (3’12) 
i 
where y is given by (3.6). 
Proof. First suppose that Q E (0, 11. 0 n noting that B’ is doubly stochas- 
tic, we obtain, from the altern?tive representation for A, given in (3.5) and 
from the substitution of I - B for Z - B, J for H, and y for 6 in Lemma 
3.1. that 
1 
A$ = (1 _ yg)P1 _ ~ 
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where y is given by (3.6). Next, on letting D and G be as in Lemma 3.3, we 
know from (3.10) that 
Y(2k + 1) 
I- YB = I- YG-’ +- (1 _ y)(y + 2k)J. 
Now, making use of the formula for G-’ given in (3.111, we obtain that 
AE=I_- 
(r+k) [1+i k r+k 
-tW + 1) 1 
+ - (1 - y)(y + 2k)’ 1 - yJ 
1 
=z+ - 
y(2k + 1) 
-- + 2k 1 l---Y y  J 
2k 2k 
=I- ~ C 1pi 
y + 2k j=,, 2k + 1 
_~ 
(Y + k) 
Y - l)J( &)‘PJ. 
This expression is, up to regrouping, just (3.12). 
Finally, a straightforward verificaiion reveals that (3.12) also holds 
CI = 0. 
when 
??
The above theorem leads to the second main rc&t of this section. 
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THEOREM 3.6. Let n = 2k + 1 and A, = LYC + (1 - cr)Q, where C 
and Q are given by (1.3) and (1.41, respectiwely, and (Y E [O, l]. Then A& is 
an M-matrix if and only if 
k+l 
- ~a>0 and 
2k + 1 
(y+ 4’ 
[1+i 
2 
k 
2k+l 
i 1 
' (2k + l)(y + 2k) 
(3.13) 
r+k 
O?” 
k+l 
l>,U>---- 
2k + 1 
and 
cy+k++-(;;k)2k+f&)2k’ (2k+$y+2k)’ (3*14) 
Proof. Since the entries in the powers of P not exceeding exceeding 2k 
do not occur in the same locations, it suffices to consider those coefficients of 
the nonzero powers of P in (3.12) which can be positive. 
Case 1: 0 < (Y < (k + 1)/(2k + 1). Then 0 < k/(y + k) < 1 and y > 
0, where y is given in (3.6). Observe now that in (3.12) all coefficients of the 
even powers of P are negative. Therefore we only need to consider the 
coefficients of the odd powers. The largest coefficient occurs when j = 1. 
Evidently this coefficient is nonpositive when the condition (3.13) holds. 
Case 2: (k + 1)/(2k + 1) < cr < 1. Then, by (3.6), 1 < k/(y + k) 
while y < 0. Thus in this case all the coefficients of the odd powers of P in 
(3.12) are negative. Thus we need to consider only the coefficients of the 
even powers of P. Now the largest of these coefficients occurs when j = 2k 
and this coefficient is nonpositive if and only if (3.14) holds. ??
Using (3.61, (3.13), and (3.14), a few algebraic manipulations reveal that 
for (Y E [0, 11, A% is an M-matrix if and only if (Y E [O, (k + 0/(2k + 01 
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and (Y satisfies the inequality 
2X’k+’ + (2k + 1)x2 - 2k + 1 > 0, 
where 
k(k + 1) 
.T= 
(k + 1y - (2k + I)(Y) 
(3.15) 
or a E [(k + 1)/(2k + I),11 and (Y satisfies the inequalib 
2Y 2k+’ + (2k + l)y” - 2k + 1 > 0 
where 
(k + q2 - (2k + l)(Y 
y= 
k(k + 1) 
. (3.16) 
Let CY~ denote the value of an yielding equality in (3.15) and let Pk 
denote the value of (Y yielding equality in (3.16). Since x is a positive 
increasing function of LY for (Y E [0, (k -I- 1)/(2k + l)] and y is a positive 
decreasing function of (Y for LY E [(k + 1)/(2k + l), 11, it ibllows readily 
that if (Y E [0, I], At is an M-matrix if and only if (Y E [ ak, &I. 
The following theorem establishes some qualitative properties of the 
intervals [ (Ye, Pk ] as k increases. 
THEOREM 3.7. For k = 1,2, . . . , there is a unique crk E [O, (k + 
1)/(2k + I>] yielding equality in (3.151, and a unique Pk E [(k + 1)/(2/c + 
l), 11 yielding equality in (3.16). Moreouer, the sequence {ak] is strictly 
increasing and 
lim cxk = LY* = 0.18, 
k-s 
(3.17) 
where CY* is the unique solution in the internal [O, 11 of the equation 
e4z-% + 42 - 1 = (j. (:3.18) 
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Similarly, the sequence { &} is strictly &creasing and 
lim & = p* = 0.82, 
k+m 
(3.19) 
where p* is the unique solution in the interval JO, 11 of the equation 
e -(41-2) _ /gz + 3 = 0. (3.20) 
Furthermore 
cK* + p* = 1. (3.21) 
Proof. The proof of the theorem requires a considerable amount of 
analysis, reductions, and calculations. It has been therefore placed in separate 
appendices, which are available to the reader on request from the authors. ??
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