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Abstract
Graph-based semi-supervised learning usually in-
volves two separate stages, constructing an affinity
graph and then propagating labels for transductive
inference on the graph. It is suboptimal to solve
them independently, as the correlation between the
affinity graph and labels are not fully exploited. In
this paper, we integrate the two stages into one uni-
fied framework by formulating the graph construc-
tion as a regularized function estimation problem
similar to label propagation. We propose an alter-
nating diffusion process to solve the two problems
simultaneously, which allows us to learn the graph
and unknown labels in an iterative fasion. With
the proposed framework, we are able to adequately
leverage both the given labels and estimated labels
to construct a better graph, and effectively propa-
gate labels on such a dynamic graph updated si-
multaneously with the newly obtained labels. Ex-
tensive experiments on various real-world datasets
have demonstrated the superiority of the proposed
method compared to other state-of-the-art methods.
1 Introduction
Semi-supervised learning (SSL) refers to the problem of
learning from labeled and unlabeled data. SSL is of particular
interest in many real-world applications since labeled data is
often scarce, whereas unlabeled data is abundant. One fam-
ily of SSL methods known as graph-based approaches have
attracted much attention due to their elegant formulation and
high performance.
Graph-based semi-supervised learning (GSSL) represents
both labeled and unlabeled data as vertices in a undi-
rected graph G = (V,E), where edges between ver-
tices are weighted by the corresponding pair-wise affini-
ties/similarities. The key to GSSL is the manifold/cluster as-
sumption saying that points on the same manifold are likely
to have the same label [Zhou et al., 2004]. With the large por-
tion of unlabeled points revealing the underlying manifold
structure represented by the graph, the small portion of la-
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beled points are then used to perform label propagation for
transductive inference on unlabeled points.
Over the last decade, many works of GSSL, such
as Label Propagation [Zhu and Ghahramani, 2002],
GFHF [Zhu et al., 2003] and LGC [Zhou et al., 2004],
focused on how to effectively propagate labels on a pre-
defined graph. The prototype approach is to formulate the
problem as regularized function estimation, targeting at a
trade-off between the accuracy of the classification function
on the labeled points and the regularization that favors a
function which is sufficiently smooth with respect to the
intrinsic manifold structure revealed by both labeled and
unlabeled points. These label propagation methods can
effectively spread labels, given the underlying manifold
is appropriately represented by the affinity graph. What
if the graph itself is problematic? That is indeed the case
during the past decade, where a typical graph is constructed
using Gaussian kernel in the Euclidean space, as we know
Euclidean distance cannot well approximate the geodesic
distance on the manifold, especially for high-dimensional
data due to the “curse of dimensionality”.
Recently, research focus of GSSL has been shifted
to constructing an adequate graph [Li et al., 2015;
Zhuang et al., 2017; Zhang et al., 2018; Fang et al., 2018]
that better reveals the data manifiold in order to facilitate the
following label propagation. State-of-the-art graph construc-
tion methods are usually based on the self-expressive model
which reconstructs each data point by a liner combination
of all other data points. The reconstruction coefficients,
regularized by sparsity or low-rankness, are then used to
construct a graph. Despite the success of these methods on
many application, a common drawback is that the correlation
between the label and graph is not fully exploited, as graph
construction and label propagation are formulated as two
independent stages. Typical pipeline of current GSSL
methods start with constructing a graph using Gaussian
kernel or sparse representation, and then obtain results
by applying label propagation, e.g., GFHF or LGC, on
the static graph defined in the previous stage. Although
limited works [Zhuang et al., 2017] attempted to use initial
label information to guide the graph construction, it is still
suboptimal as it has been shown in [Li et al., 2015] that
even the estimated labels of the unlabeled points can provide
“weakly” supervision for building a better graph.
In this work, we attempt to integrate graph construction
and label propagation into one unified iterative framework.
Specifically, we formulate graph construction as a regular-
ized function estimation problem similar to label propagation.
We show that these two function estimation problems can be
solved efficiently by two iterative diffusion processes that are
fundamentally similar. Most importantly, by alternately or
jointly running these two diffusion processes, we are allowed
to fully interact the two stages in a iterative manner, as in each
iteration, labels are propagated on a dynamic graph updated
simultaneously with the supervision of the estimated labels
obtained in the previous iteration.
Paper contribution. The main contribution of this paper
can be summarized as three folds:
• We formulate the graph construction as a regularized op-
timization problem that shares the same intuition as la-
bel propagation. They both attempt to fit the label infor-
mation while regularizing the function smoothness using
graph Laplacian.
• We propose an iterative diffusion process that can fully
exploit the given and estimated labels to efficiently solve
the optimization problem.
• We integrate graph construction and label propagation
into one unified iterative diffusion framework, allowing
them to be updated simultaneously.
2 Related work
2.1 Graph-based semi-supervised learning
Graph construction is of great importance to the success
of all GSSL methods, as the effectiveness of the latter la-
bel propagation stage depends heavily on having a accurate
graph that well reveals the underlying manifold. Started
with a Gaussian kernel Wij = exp
(
−‖xi−xj‖
2
/2σ2
)
, where
W is called a weight matrix or an affinity/similarity matrix
that is equivalent to a graph, recent works [He et al., 2011;
Zhuang et al., 2015] on GSSL have focused on constructing
a graph using the self-expressive model, i.e., expressing each
data point as linear combination of all other points, while reg-
ularizing the coefficients by sparsity or low-rankness. How-
ever, these approaches arisen in subspace clustering does
not fit into the SSL scenario as the given labels are to-
tally neglect. A nature extension [Zhuang et al., 2017] is to
add a hard constraint to force the affinities between points
with different labels to be zero. While these label informa-
tion guided graph construction methods [Zhuang et al., 2017;
Fang et al., 2018] showed a reasonable performance gain,
they are still suboptimal as only given labels are exploited
once, which often account a small portion. It was shown
in [Li et al., 2015] that the estimated unknown labels can
provide additional useful supervision for graph construction,
given a proper feedback mechanism.
After a graph is constructed, the next step is to
propagate label on it. Many classic GSSL meth-
ods [Zhu and Ghahramani, 2002; Zhu et al., 2003;
Zhou et al., 2004] formulated label propagation as a
regularized function estimation problem consisting of two
terms Jfit and Jsmooth, namely fitness and smoothness
respectively. The target classification functionF ∈ Rn×c can
then be obtained by finding a trade-off between these two
terms:
argmin
F
(Jfit(F) + µJsmooth(F)) . (1)
A common choice of the fitness term is a quadratic loss be-
tween the predicted labels and the groundtruth labels, while
imposing graph Laplacian as a smooth operator for the sec-
ond term, such as GFHF [Zhu et al., 2003]:
min
F
∞
ℓ∑
i=1
‖Fi· − Yi·‖2 + 1
2
n∑
i,j=1
Wij ‖Fi· − Fj·‖2 , (2)
where ℓ is the number of labeled points. Note that the
infinity weight ∞ clamps the predictions on the labeled
points to be the given labels. LGC [Zhou et al., 2004] re-
laxed the infinity weight to a trade-off parameter µ > 0,
and applied on all data points instead of only labeled ones.
GGMC [Wang et al., 2013] followed the same cost function
as LGC but reformulated it to a bivariate optimization prob-
lem with respect to not only the classification function F but
also the binary label matrixY. Updating these two variables
alternately, it can be seen as learning F iteratively by feeding
back the estimated labels to reinitialize the given labels Y,
resulting in a robust classification function less depended on
the given labels. A novel label propagation method based on
KL-divergence was also proposed in [Fan et al., 2018].
2.2 Diffusion process
Diffusion is a mechanism which propagates information
through a graph represented by an affinity matrix. It has been
applied in many computer vision problems, such as cluster-
ing [Li et al., 2018], saliency detection [Lu et al., 2014],
image segmentation [Yang et al., 2013], low-shot
learning [Douze et al., 2018] and mainly image re-
trieval [Donoser and Bischof, 2013; Bai et al., 2017;
Iscen et al., 2017].
The diffusion process can be interpreted as random walks
on the graph, where a transition matrix P obtained by nor-
malizing the initial weight matrix W, i.e., P = D−1W, de-
fines the probability of walking from one node to another. If
the goal is to learning an affinity matrixA as in retrieval, the
random walk can be formulated as an iterative process:
A
(t+1) = A(t)P. (3)
After t steps, the initial affinity matrix are updated by the
probability distribution in Pt. This model was then extended
to a popular retrieval system PageRank [Page et al., 1999] by
introducing an additional random jump matrixY:
A
(t+1) = αA(t)P+ (1− α)Y, (4)
where 0 < α < 1 controls the trade-off between walk and
jump. [Yang et al., 2013] applied the diffusion on a higher-
order tensor graph by the following update mechanism:
A
(t+1) = αPA(t)P⊤ + (1− α)I, (5)
where I is the identity matrix. It has been shown in the
survey paper [Donoser and Bischof, 2013] that this type of
diffusion process Eq.(5) consistently yield better results.
[Bai et al., 2017] showed that this diffusion process Eq.(5)
closely related to the regularized optimization problem in
GSSL.
While the diffusion process has been successfully used in
unsupervised scenario, such as image retrieval, it is not clear
how to cope it with label information. [Li et al., 2019] at-
tempted to leverage labels to facilitate the affinity learning,
but only with given labels, limiting its effectiveness in SSL
where few labels are available.
3 Alternating Diffusion Process
We consider the problem of learning from labeled and unla-
beled points:
Problem 1 (Semi-supervised learning). Given a data point
set X = {x1, ..., xℓ, xℓ+1, ..., xn} ⊂ Rd and a label set Y =
{1, 2, ..., c}, the first ℓ(ℓ≪ n) points xi(i ≤ ℓ) are labeled as
yi ∈ Y and the other points xu(ℓ+1 ≤ u ≤ n) are unlabeled.
The goal of SSL is to predict the label of the unlabeled points.
Let a matrix F ∈ Rn×c denote a classification on the
point set X , where its entry Fij represents the probability
of xi belonging to j-th class. F is nonnegative and each
row sum up to 1. The target label yi can be obtained by
yi = argmaxj Fij . Let us transfer the labels to another n× c
matrix Y by one-hot-encoding, where Yij = 1 if yi = j and
Yij = 0 otherwise. We first show how to construct a graph
represented by an affinity matrixA ∈ Rn×n.
3.1 Given classification F, update graph A
Optimization problem
With classification F, we formulate the graph construction as
a regularized function estimation problem:
min
A
1
2
n∑
i,j,k,l=1
WijWkl
(
Aki + Zki√
DiiDkk
− Alj + Zlj√
DjjDll
)2
+

−2 n∑
k,i=1
AkiZki

+ µ n∑
k,i=1
(Aki − Iki)2 , (6)
where µ > 0 is a regularization parameter, D is a diagonal
matrix with its element Dii =
∑n
j=1Wij , I is the n × n
identity matrix and Z = FF⊤ is the label similarity/affinity
matrix. A large element Zij indicates that the label vector Fi·
is similar to Fj·.
As shown in Eq.(6), the objective function consists of three
terms. The first term is a local smoothness term, where it en-
courages nearby points identified by W taking large values
on the learned affinity A. Instead of considering pair-wise
similarity independently on the original graph represented by
W, ADP attempts to smooth A with 4 nodes at a time by
using a higher-order tensor graph [Yang et al., 2013]. Specif-
ically, if Wij is large (xi is similar to xj ) and Wkl is large
(xk is similar to xl), then Aki and Alj are encouraged to be
similar after adding the label similarity. The second term is
a fitness term. It encourages a large Aki when Zki is large.
The assumption is that data points with similar label (large
Zki) should have a large similarity as well. The last term is a
regularization term controlling the scale ofA.
It can be seen that the problem of constructing graph A
Eq.(6) is quite similar to the problem of label propagation
such as Eq.(2). They both can be seen as estimating a lo-
cal smooth function on the graph W, while regularizing the
global fitness to the labels.
The objective function Eq.(6) can be transfered to:
J = vec(A+ Z)⊤Lvec(A+ Z)
− 2vec(A)⊤vec(Z) + µ ‖vec(A)− vec(I)‖2 , (7)
where L = I − S is the normalized graph Laplacian of the
tensor product graph. Snn×nn is the Kronecker product S ⊗
S, where S = D
−1/2
WD
−1/2. vec : Rm×n → Rmn is an
operator that stacks the columns of a matrix into a column
vector. Its inverse is denoted as vec−1.
Taking the partial derivative of J with respect to vec(A),
we have
∂J
∂vec(A)
= 2 (I− S) (vec(A) + vec(Z))
− 2vec(Z) + 2µ (vec(A)− vec(I)) . (8)
Setting this derivative Eq.(8) to zero, we obtain
vec(A) =
1
µ+ 1
S
(
I− 1
µ+ 1
S
)−1
vec(Z)
+
µ
µ+ 1
(
I− 1
µ+ 1
S
)−1
vec(I). (9)
After setting α = 1µ+1 and applying vec
−1 on both sides of
Eq.(9), the closed-form solution can be obtained as
A
∗ = vec−1
((
(I− αS)−1 − I
)
vec (Z)
+ (1− α) (I− αS)−1 vec (I)
)
. (10)
Note that (I−αS)−1 is a diffusion kernel [Zhou et al., 2004].
Though we can obtain the closed-form solution, it is imprac-
tical to use due to the heavy computation of the tensor in-
verse. Next, we introduce an efficient iterative diffusion pro-
cess which converges to the same solution as Eq.(10).
Iterative solver
The closed-form solution can be efficiently obtained by run-
ning the following iteration:
A
(t+1) = αS
(
A
(t) + Z
)
S
⊤ + (1− α) I. (11)
As shown in Eq.(11), the affinity matrixA can be learned by
iteratively spreading the previous affinity values with the la-
bel similarity, while continuously drawing information from
the prior affinity I.
Next, we prove the convergence of the iteration. By apply-
ing the operator vec on both sides of Eq.(11), we obtain
vec
(
A
(t+1)
)
= vec
(
αSA(t)S⊤
)
+ vec
(
αSZS⊤
)
+ (1− α) vec (I) .
(12)
As vec
(
ABC
⊤
)
= (C
⊗
A) vec (B), Eq.(12) can be
rewritten to
vec
(
A
(t+1)
)
= αSvec
(
A
(t)
)
+ αSvec (Z) + (1− α) vec (I) . (13)
By running the iteration for t times, we obtain
vec
(
A
(t+1)
)
= (αS)
t
vec
(
A
(1)
)
+
t∑
i=1
(αS)
i
vec (Z)
+ (1− α)
t−1∑
i=0
(αS)
i
vec (I) . (14)
Since the eigenvalues of S are bounded in [−1, 1] and 0 <
α < 1, we have
lim
t→∞
(αS)
t
= 0, lim
t→∞
t−1∑
i=0
(αS)
i
= (I− αS)−1 . (15)
Hence, Eq.(14) converges to
lim
t→∞
vec
(
A
(t+1)
)
= αS (I− αS)−1 vec (Z)
+ (1− α) (I− αS)−1 vec (I) . (16)
After applying vec−1 on both sides of Eq.(16), we obtain the
solution
A
∗ = vec−1
((
(I− αS)−1 − I
)
vec (Z)
+ (1− α) (I− αS)−1 vec (I)
)
, (17)
which is exactly the same as Eq.(10) obtained by solving the
optimization problem Eq.(6). Note that the solution is inde-
pendent with the initialization of A. In practice, it is initial-
ized as S for a faster convergence speed.
3.2 Given graph A, update classification F
Once a graph is constructed, the next step is to propa-
gate label on it, where the standard label propagation meth-
ods can be directly used, such as GFHF [Zhu et al., 2003],
LGC [Zhou et al., 2004], and GGMC [Wang et al., 2013].
We take LGC as an example. Given the affinity matrix A
and the initial one-hot label matrixY, LGC attempts to prop-
agate labels by solving the following optimization problem:
min
F
1
2
n∑
i,j=1
Aij
∥∥∥∥∥ Fi·√Dii −
Fj·√
Djj
∥∥∥∥∥
2
+
µ
2
n∑
i=1
‖Fi· − Yi·‖2 ,
(18)
where µ > 0 is a regularization parameter, and Dii =∑n
j=1 Aij . Note that Eq.(18) and Eq.(6) share the same in-
tuition. They both attempt to smooth the target function with
normalized graph Laplacian while being regularized by the
label information. It is not surprisingly that Eq.(18) has an
equivalent iterative form:
F
(t+1) = αSAF
(t) + (1− α)Y, (19)
where SA = D
−1/2
AD
−1/2. Eq.(18) and Eq.( 19) con-
verge the the same closed-form solution, F ∗ = (I −
αSA)
−1
Y, where (I − αSA)−1 is another diffusion ker-
nel [Zhou et al., 2004].
3.3 The complete algorithm and its variants
Until now, we have presented a widely-adopted two-stage
GSSL algorithm, where the graph and label are independently
optimized by the diffusion process. One of the drawbacks of
these two-stage methods is that they do not fully exploit the
correlation between the graph and the labels, as it has been
shown by [Li et al., 2015] that the estimated labels can pro-
vide “weakly” supervised information for building a better
graph and facilitate label propagation. Unlike the variants of
LGC [Zhou et al., 2004] where the estimated labels are used
as an re-initialization to apply another round of LGC, we feed
it back a bit further to the graph construction stage to supply
addition supervision for capturing the underlying manifold
structure. Hence, the proposed algorithm can be seen as an
alternating optimization between the affinity matrix A and
the classification function F. The complete algorithm is pre-
sented in Algorithm 1.
Algorithm 1 Alternating Diffusion Process
Input: weight matrixW ∈ Rn×n, label matrixY ∈ Rn×k
Parameter: regularizer α, threshold β
Output: classificationF, affinityA
1: NormalizeW symmetrically S← D−1/2
W
WD
−1/2
W
2: Initialize F(0) ← Y, A(0) ← S, t← 0
3: while
∥∥F(t+1) − F(t)∥∥
F
> β do
4: Obtain F(t+1) by iterating Eq.(19) until converge
5: ObtainA(t+1) by iterating Eq.(11) until converge
6: end while
7: return solution
The core of the proposed ADP is that the graph and the
classification are optimized alternately so that the estimated
labels can be fed back to construct a better graph in order to
facilitate the label propagation. Motivated by the iterative
diffusion processes of these two subproblems, one possible
variants of ADP is F and A can be optimized jointly by
running only a single iteration for one variable before
updating another, resulting the following updating strategy:{
F
(t+1) = αS(t)F(t) + (1− α)Y
A
(t+1) = αS
(
A
(t) + F(t+1)F(t+1)
⊤
)
S
⊤ + (1− α) I
In this formula, instead of running two diffusion processes
alternately, one diffusion process consisting of two steps in
each iteration is used. It can be seen as propagating labels
on a dynamic graph smoothed by the initial Gaussian weight
matrix under the supervision of both given and estimated la-
bels. We show empirically this variant, namely ADP1, also
works well in the experiment.
4 Experiments
Experimental setup. For all GSSL methods, the graph is
constructed by adaptive Gaussian sparsed by KNN, where
the bandwidth σ is set to be the mean distance of 27 nearest
neighbors and k is set to 10, unless stated otherwise. Other
hyper-parameters are set according to the corresponding au-
thors. For the proposed ADP, α and β are set to 0.99 and 1e-2
respectively. All the experiments are repeated 10 times with
random chosen labeled points, and the average performances
are reported.
4.1 Graph construction
Graph is the essential component of GSSL. To demon-
strate the capability of learning an optimal graph, ADP
is compared to the following GSSL methods focused on
graph construction: KNN, LLE [Roweis and Saul, 2000],
SPG [He et al., 2011], NNLRS [Zhuang et al., 2015],
SSNNLRS [Zhuang et al., 2017], RDP [Bai et al., 2017],
FAML [Fang et al., 2018], SRD [Li et al., 2019]. Most of
them use self-expressive model [Elhamifar and Vidal, 2013;
Liu et al., 2013] to build the graph. Follow the same conven-
tion, the initial weight matrix W in ADP is also obtained by
sparse representation [Elhamifar and Vidal, 2013].
COIL20 and YaleB datasets are used to test them.
COIL20 [Nene et al., 1996] contains 1,400 gray-scale im-
ages of 20 objects with resolution 128×128. They are re-
sized to 32×32 and the raw pixel values are used as fea-
tures. YaleB [Georghiades et al., 2001] consists of 2,414
frontal face images of 38 subjects, with 64 images per sub-
ject acquired under various illumination conditions. Follow-
ing the same convention as in [Fang et al., 2018], the first 15
subjects are used. Each image is cropped and down-sampled
to 32×32 and the raw pixel is used as input. Different number
of labels per class (δ) are tested.
We first check the convergence of ADP and its variant
ADP1. As demonstrated in Figure 1, both ADP and ADP1
converge in several dozens of iterations. Not surprisingly,
ADP converges faster than ADP1 as the variables are always
updated to its optimal values in ADP, whereas only one itera-
tion is run for each update in ADP1.
Classification results are presented in Table 1. The pro-
posed ADP and ADP1 consistently achieve significantly
higher accuracies compared to all other graph construction
methods. On the COIL20 dataset, both ADP and ADP1 pro-
duce almost perfect results with only three labeled points per
class. Similarly, ADP improves 5% accuracy over the sec-
ond best method when δ = 1 on the YaleB dataset. Given
limited labeled points, the clear advantage of the proposed
method comes from the fact that we fully leverage both the
given labels and estimated labels to supervise the graph con-
struction, resulting in a robust graph construction strategy less
depended on the initial labels. As ADP works slightly better
than its variant ADP1, wo focus on ADP in the following ex-
periments.
4.2 Label propagation
Another indispensable component of GSSL is label prop-
agation that spreads the labels to unlabeled points ac-
cording to the learned graph. To show the proposed
ADP can appropriately propagate labels, it is com-
pared to several other label propagation methods, in-
cluding GFHF [Zhu et al., 2003], LGC [Zhou et al., 2004],
GGMC [Wang et al., 2013], LPGMM [Fan et al., 2018], on
various datasets.
CMU-PIE [Sim et al., 2002] contains more than 40,000 fa-
cial images of 68 subjects. We use 20 frontal neutral images
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Figure 1: Convergence analysis of the proposed ADP and its variant
ADP1 on COIL20 and YaleB datasets.
of all subjects. The images are cropped and resized to 32×32,
and the raw pixel is used as feature.
Texture25 [Lazebnik et al., 2005] includes 1,000 texture
images from 25 classes. The images are pre-processed by pre-
trained VGG-net [Simonyan and Zisserman, 2014], resulting
in a 4,096-dimensional feature vector per image.
MPEG7 [Latecki et al., 2000] contains 1,400 silhouette
images from 70 classes. The IDSC shape descrip-
tor [Ling and Jacobs, 2007] is used for distance calculation.
It can be seen from Figure 2 that the proposed ADP clearly
outperforms other label propagation methods, given different
numbers of labeled points on all three datasets. Like the ob-
servation in Table1, ADP produces a large winning margin
when the labeled points are limited. GGMC has similar ef-
fects but it does not gain much improvement when labeled
points increase, as shown by [Wang et al., 2013] as well. All
these methods but ADP continuously propagate labels on the
initial static graph. This is problematic given a suboptimal
graph, and the initial graph is usually suboptimal as few or
even no label information is used to construct it. On the con-
trast, ADP iteratively propagates labels on a dynamic graph
updated by the label information obtained in the previous iter-
ation. It guarantees that the labels are propagatedwith respect
to the local manifold structure and the global label informa-
tion in every iteration.
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Figure 2: Classification accuracy (%) of different label propagation
methods with δ labeled points per class on PIE, Texture, andMPEG7
datasets.
4.3 Compared to other SSL methods
As shown previously ADP can achieve state-of-the-art
performance in GSSL. It is also interesting to see
how it compares to other non graph-based approaches,
e.g., inductive methods. We select one classic induc-
tive SSL method LapRLS [Belkin et al., 2006] as base-
line and two state-of-the-art inductive SSL methods,
DLSR [Luo et al., 2017] and GD [Gong et al., 2018]. Follow
the setup of [Gong et al., 2018], we repeat two experiments
Table 1: Classification accuracy (%) of different graph construction methods with δ labeled points per class on COIL20 and YaleB datasets.
The results marked with (*) are cited from [Fang et al., 2018].
Dataset (δ) KNN* ℓ1-graph* SPG* NNLRS* SSNNLRS* RDP SRD FAML* ADP1 ADP
COIL20 (1) 84.76±1.75 78.01±3.56 77.15±5.40 83.46±2.62 85.02±3.36 87.00±3.54 89.72±2.80 90.54±2.14 98.54±1.14 96.49±1.71
COIL20 (3) 91.86±1.23 87.07±2.32 88.62±4.80 91.20±1.89 92.51±2.11 95.00±1.32 96.12±1.52 94.20±2.18 99.04±0.37 99.08±0.55
COIL20 (5) 93.83±1.26 91.11±1.73 91.88±3.02 93.60±2.21 93.91±2.05 96.81±1.04 97.40±1.16 96.80±1.41 99.72±0.25 99.44±0.99
COIL20 (7) 94.89±1.38 93.50±1.03 93.56±2.50 94.16±2.00 94.73±1.94 98.55±0.37 99.01±0.49 97.35±1.07 99.64±0.22 99.55±0.42
COIL20 (9) 96.13±0.69 94.46±0.88 94.79±2.44 95.32±2.06 95.89±1.76 98.41±0.49 98.90±0.52 98.34±0.66 99.52±0.13 99.58±0.37
COIL20 (11) 96.67±0.44 96.00±0.92 95.93±1.81 95.50±1.75 96.21±1.58 98.84±0.46 99.23±0.47 98.49±0.48 99.71±0.09 99.80±0.10
Avg. 93.02±1.12 90.02±1.73 90.32±3.34 92.20±2.08 93.05±2.34 95.77±1.20 96.73±1.16 95.95±1.32 99.36±0.37 99.00±0.69
YaleB (1) 53.40±3.99 47.34±2.01 50.87±2.69 68.96±3.94 75.42±3.12 72.26±8.46 76.26±8.66 86.22±3.85 87.54±4.14 91.42±3.89
YaleB (5) 72.89±4.03 79.76±1.35 78.20±3.21 84.47±2.68 91.51±2.39 93.44±0.85 94.61±1.19 94.55±0.98 94.44±1.02 96.10±0.74
YaleB (9) 78.41±2.43 84.90±1.87 88.40±1.19 88.90±1.87 92.91±2.15 95.02±0.58 96.09±0.77 95.88±1.03 95.90±0.89 97.37±0.55
YaleB (13) 80.13±1.03 86.97±3.94 90.57±2.55 92.66±2.01 93.73±1.64 95.74±0.37 96.65±0.53 96.78±1.35 96.52±0.71 97.44±0.43
YaleB (17) 82.11±0.82 89.98±4.08 91.37±1.50 93.52±2.12 95.77±1.47 96.47±0.52 97.07±0.60 97.37±1.10 96.76±0.73 97.61±0.45
YaleB (21) 83.86±1.71 94.43±1.69 93.57±1.09 94.16±1.19 96.21±1.28 96.96±0.73 97.57±0.51 98.54±0.60 97.12±0.66 97.85±0.48
Avg. 75.13±2.34 80.56±2.46 82.16±2.09 87.11±2.30 90.93±2.01 91.65±1.92 93.04±2.04 94.89±1.48 94.71±1.35 96.47±1.09
on the ORL and Wikepedia datasets. It is worth to men-
tion that GD adopted a “teacher-learner” framework, where
a basic SSL learner, holding only the training knowledge, is
guided by a teacher with some privileged knowledge. In this
experiment, we make only the training knowledge available
to ADP. Note that the training performances of these induc-
tive methods are compared, as ADP has no testing phase. Ta-
ble 2 shows that ADP can also achieve better performance
compared to these inductive methods.
Table 2: Comparison with other state-of-the-art SSL methods on
ORL and Wikipedia datasets. The results marked with (*) are cited
from [Gong et al., 2018].
Dataset LapRLS* DLSR GD* ADP
ORL 0.713±0.032 0.732±0.012 0.776±0.016 0.804±0.012
Wikipedia 0.643±0.010 - 0.663±0.006 0.675±0.011
5 Conclusion
In this work, we integrated the two separated stages of GSSL,
graph construction and label propagation, into one unified
framework. We show that learning a graph and a classifi-
cation can both be formulated as a regularized function esti-
mation problem which attempts to find a trade-off between
a global fitness to the labeled points and a local smooth-
ness with respect to the intrinsic manifold structure revealed
mainly by the large portion of unlabeled points. An alternat-
ing diffusion process was also proposed to efficiently solve
the function estimation problems, allowing us to update the
graph and unknown labels simultaneously. It is a more plau-
sible solution as we can fully leverage the given labels and un-
known labels to construct a local-and-global consistent graph,
and also propagate labels in a more effective way thanks to
the dynamic graph updated iteratively. Extensive experiments
have demonstrated the effectiveness of the proposed method.
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