Abstract. This paper sets a foundation for the study of linear codes over finite rings. The finite Frobenius rings are singled out as the most appropriate for coding theoretic purposes because two classical theorems of MacWilliams, the extension theorem and the MacWilliams identities, generalize from finite fields to finite Frobenius rings. It is over Frobenius rings that certain key identifications can be made between the ring and its complex characters.
for certain key identifications between a ring and its character module. Klemm [22] and Claasen and Goldbach [9] provided initial ideas in this direction. Hirano [20] and Xue [44] have independently arrived at results similar to those given here.
For other types of weight functions, extension theorems still hold. For the case of symmetrized weight compositions over finite fields, see [17] ; over finite Frobenius rings, see [41] . For homogeneous weight functions over Z=mZ , see [11] , and for general weight functions over finite commutative chain rings, see [42] and [43] .
The MacWilliams identities relate the weight enumerator of a code to that of its dual code. The most common proof of the MacWilliams identities is Gleason's proof using the Poisson summation formula for Fourier transforms ([4, x1.12], [25, Chapter 5] ). Klemm [23] proved the identities for finite commutative Frobenius rings, and Delsarte [13] proved them for additive codes. The results here encompass those of Klemm and Delsarte. Nechaev [33] , [34] has results similar to ours. Gleason's argument extends to finite Frobenius rings because, once again, a key identification can be made: this time, between the dual code and the character theoretic annihilator.
Because of the importance of characters in our proofs, we treat character theory as a duality functor and place it in the context of Morita duality. We thank the referee for this idea.
Here is a brief outline of the paper. Sections 1-3 discuss quasi-Frobenius and Frobenius rings, duality functors, and Morita duality. Section 4 summarizes some key identifications for Frobenius rings that are needed for coding theory. The reader interested primarily in the coding theoretic results may wish to begin with Section 4. Section 5 contains a technical result on partial orderings.
The coding theory begins in earnest in Section 6 with a review of essential definitions and a proof of the extension theorem. In Section 7 the orthogonals associated to a duality functor are discussed and another key identification for Frobenius rings is established. The MacWilliams identities are proved in Section 8, and essential results about characters are summarized in Appendix A. of Theorem 3.10 and for numerous examples, Vic Camillo for introducing him to the ideas behind Proposition 5.1, Ed Assmus for extensive discussions and guidance, and the referee for placing this work in the context of Morita duality and other helpful suggestions. In addition, we are grateful for advice, suggestions, and references from D. D. Anderson Conventions. All rings are assumed to be associative with 1 6 = 0. All units are assumed to be two-sided. In finite rings, one-sided units are necessarily twosided. In any module, the unit element of the base ring is assumed to act as the identity. We denote the ring of integers modulo m by Z=(m) and the number of elements in a finite set S by jSj.
1. Quasi-Frobenius rings. We review Nakayama's definitions [31] of quasiFrobenius and Frobenius rings. We assume the reader is familiar with standard terms from ring theory: idempotents, projective, injective, irreducible, and indecomposable modules, etc., as found in [2] , [5] , or [12] .
Let R be an Artinian ring. 
(ii) If R consists of all 6 6 matrices over 
Duality functors.
As preparation for the study of the character functor in Section 3, we review some of Morita's theory of duality for modules. We will work with a single finite ring and finitely generated modules, although Morita's theory works in greater generality. References for this material include Morita's original work [30] , as well as [2] and [10] .
Let R be any finite ring. Let R F (F R ) denote the category of finitely generated left (right) R-modules and module homomorphisms. A duality functor D : R F F R between these two categories is a pair of contravariant functors, both denoted by D, with D 2 naturally equivalent to the identity functor. The following theorem summarizes the main results of Morita's theory of duality. (A module U is a cogenerator if every finitely generated module M admits an injection 0 ! M ! U n into some power of U. If U is also an injective module, then U is an injective cogenerator.) (ii) Every bimodule U of the type mentioned in (i) defines a duality functor via 
(Re i ) = e i R, (T(Re i )) = S(e i R), (S(Re i )) = T(e i R).
Proof. This is an easy exercise [2, Proposition 4.6].
The character functor and Frobenius rings.
Example 3.1. Let R be a finite ring. Following Pontryagin [35] , we define a M is a right (resp., left) module via r (x) = (rx), (resp.,
If M is a bimodule, then b
M is also a bimodule.
THEOREM 3.2. For any finite ring R, the functor
Proof. Any finitely generated M is actually finite. It is classical that D 2 (M) = M naturally, as abelian groups. Then one verifies that this is also a natural isomorphism of modules. Example 3.4. Suppose R is a finite dimensional algebra over a finite field
is a duality functor with representing bimodule U = R . Since b F is a 1-dimensional vector space over F , it has a basis 2 b
Rj, and it suffices to show that f is injective. 
Proof. This is just Proposition 3.6 applied to the Wedderburn decomposition of R= Rad (R). 
2) imply that (T(Re
Feeding this back into Theorem 2.4 gives (e i R) b = Re (i) . Then
The proof for ( b R) R is similar. 
THEOREM 3.10. If R is a finite ring, the following are equivalent.
(i) R is a Frobenius ring.
Proof. By Proposition 3.9, we may assume that R is QF. The result then follows immediately from the definition of Frobenius rings and Theorem 3.8. See Theorem 4.3 for a direct proof that (ii) is equivalent to (iii). For any finite ring, we now define R to be a symmetric ring if b R = R as bimodules. Every symmetric ring is weakly symmetric. Indeed, Corollary 2.5 says
Since R is symmetric, = b , forcing = 1, as needed for weakly symmetric.
Nakayama and Nesbitt [32] have an example of a 4-dimensional algebra over Remark 3.12. The situation where the finite ring R is an algebra over a finite commutative ring K can be handled in a manner similar to the case where K is a field. Define D = : R F F R by M = Hom K (M, K). If we assume that K is Frobenius, which is the same as QF and symmetric for commutative rings, then D = is a duality functor and = b . This setting has been discussed by Eilenberg and Nakayama [15] and by Auslander, et al. [5] .
Generating characters.
Let R be a finite ring. A character of R is a right (resp., left) generating character if the mapping : R ! b R, (r) = r (resp., (r) = r ) is an isomorphism of right (resp., left) R-modules. From Theorem 3.10, a finite ring is Frobenius if and only if it admits a right or a left generating character.
The phrase generating character comes from Klemm [22] . Claasen and Goldbach [9] use the phrase admissible character, and their usage of left and right is opposite to ours. 
where f is a monic polynomial in Z=( p n )[X] of degree r whose reduction in
Because f is monic, any element a of R = GR( p n , r) is represented by a unique polynomial a = P r i=1 a i X r,i , with a i 2 Z=( p n ). Set = exp (2i=p n ).
Then (a) = a 1 is a generating character. This relation is well-defined, reflexive, and transitive. Proposition 5.1 says that the relation is anti-symmetric.
THEOREM 5.2. The relation on the -equivalence classes of a left module M over a finite ring R is a partial ordering.
6. Coding theory and the extension theorem. Let R be a finite ring, and denote by R n the free module of rank n consisting of n-tuples of elements from R. An additive code [13] is any additive subgroup H R n , while a right (left) linear code is a right (left) submodule C R n . Every linear code is additive. If 1 2 R generates R as an abelian group, then the converse is true.
The complete weight composition is the function c : R R n ! Z, which for every r 2 R, x = (x 1 , : : : , x n ) 2 R n , assigns the integer c r (x) = jfi : x i = rgj.
The Hamming weight wt (x) = P r6 =0 c r (x), the number of nonzero entries of x. Define a right (left) isometry of R n to be a right (left) linear automorphism T of R n which preserves Hamming weights; i.e., wt (T(x)) = wt (x) for all x 2 R n . A right monomial transformation T : R n ! R n has the form T(x 1 , : : : , x n ) = (u 1 x (1) , : : : , u n x (n) ), where is a permutation of f1, 2, : : : , ng, and u 1 , : : : , u n are units in R. The set of all right monomial transformations of R n forms a subgroup of the group of right linear automorphisms of R n .
PROPOSITION 6.1. A right linear automorphism T of R n is an isometry if and only if T is a right monomial transformation.
Proof. A monomial transformation is clearly an isometry. Conversely, suppose T is an isometry. Apply T to e i = (0, : : : , 1, : : : 0), with a 1 in position i.
Since wt (T(e i )) = wt (e i ) = 1, T(e i ) = r i e (i) , for some r i 2 R and index (i). By hypothesis, T is an automorphism, hence invertible. It follows that the r i 's are units and that is a permutation.
Two right linear codes C 1 , C 2 R n are equivalent if there exists a right isometry T on R n with T(C 1 ) = C 2 . We include the next proposition for emphasis. Proof. Denote by the inclusion C R n , and set = f . Then , are two different embeddings of the finitely generated right R-module C into R n . Having values in R n , , are n-tuples of right linear functionals on C, = ( 1 , : : : , n ), = ( 1 , : : : , n ).
Since f preserves weights, wt ((x)) = wt ((x)), for all x 2 C. Proposition A.2
Being Frobenius, R admits a generating character . Equation (6.2) becomes From the finite set of linear functionals S = f 1 , : : : , n , 1 , : : : , n g, there is at least one which is maximal for S with respect to the partial ordering . Without loss of generality, assume 1 to be maximal. Then for s = 1 2 R and 1 on the left side of (6.3), the linear independence of characters implies the existence of t 2 R and j = (1) with 1 1 = t (1) .
Proposition 4.2 now implies 1 = t (1) , so that 1 (1) . But 1 was chosen to be maximal in the set S, hence (1) 1 . Thus, there exists a unit u 1 2 R with 1 = u 1 (1) .
The corresponding inner sums of (6.3) will also be equal; i.e., (1) . Since u 1 is a unit, equality follows by re-indexing.
The equality of these inner sums allows us to reduce by one the size of the outer sums in (6. Proof. Express the finite commutative ring R as a finite direct sum of local rings, R = R i . We claim that the extension theorem holds over each R i . Indeed, for fixed i, suppose C is a linear code in R n i and f i : C ! R n i is an R i -linear homomorphism which preserves Hamming weights. Making use of the projection R ! R i , we can consider everything over the ring R. Then f i is still a weightpreserving homomorphism (over R, now). Since the extension theorem holds over R, there exists a monomial transformation T : R n ! R n extending f i . Observe that T preserves the R n = R n i splitting, so that restricting T to the R i -component produces the necessary monomial transformation over R i which extends f i . Thus the extension theorem holds over R i . (ii) R is a QF ring. On R n define the standard dot product by
for x = (x 1 , : : : , x n ), y = (y 1 , : : : , y n ) 2 R n . For ease of notation, let P = R n as a left module and Q = R n as a right module. For an arbitrary ring, the abelian groups underlying P and Q are different subgroups of Hom Z (R n , R). Define two linear homomorphisms as follows: Define two linear homomorphisms as follows.
:
PROPOSITION 7.5. Suppose R is a finite Frobenius ring with generating character . Then the homomorphism is an isomorphism of right modules, and the homomorphism is an isomorphism of left modules.
Let H be any subgroup of R n . Set Here is the general argument. The Poisson summation formula relates the sum of a function over a subgroup to the sum of its Fourier transform over the annihilator of the subgroup. Taking a weight enumerator as the function in question, Proposition A.5 computes its Fourier transform. The isomorphisms of Proposition 7.6 then identify the annihilators of an additive code with the orthogonals of the code. For linear codes, the equalities in Theorem 7.7 allow for additional identifications. The MacWilliams identities are the resulting formulas.
We begin with the complete weight enumerator, which has the form 
Under the isomorphism of Proposition 7.6, ( c 
Similarly, if H is a right submodule C, then A(C) = L(C) and
The Hamming weight enumerator for an additive subgroup H of R n is
The MacWilliams identities for the Hamming weight enumerator are then obtained from 
When H is a submodule C, there are similar statements involving R(C) and L(C). 
