In this paper, we present recent developments in nonlinear curvelet-based sparsity-promoting formulations of problems in the seismic data processing flow. We present our latest work on a parallel curvelet transform and recent work on a curvelet-regularized formulation for the focal transform, the prediction of multiples and the computation of the inverse data space. We show that the curvelet's wavefront detection capability and invariance under wave propagation lead to a formulation of these problems that is stable under noise and missing data. 
OUTLINE
During this presentation an overview will be given of the latest developments concerning the application of the curvelet transform to seismic data processing. The following topics will be discussed extensively:
• the definition of a windowed parallel curvelet transform, which allows for the application of the curvelet transform to large data volumes (Thomson et al., 2006) ;
• combination of the curvelet transform with the (de)focal transform (= a data adaptive transform defined by a cross-convolution/correlation with the primaries) for the purpose of improved interpolation and multiple prediction (Berkhout and Verschuur, 2006) • a curvelet-based formulation for the computation of the data inverse (Berkhout, 2006) .
Parallel Windowed FDCT
Seismic data volumes are often too large to fit into the memory of single processor. At the expense of a low-frequency cutoff, a parallel curvelet transform can be constructed by applying a domain decomposition (see Fig. 1 ), implementing a partitioning of unity (the squares of the windows sum to 1). Consider equally sized windows with uniform overlap . The overlapping regions are tapered such that the energy of the system remains unity when points in the data set are duplicated at the overlaps. The tapering ensures that edges of the data goes smoothly to zero, eliminating potential edge artifacts.
Once the data is split into overlapping windows and tapered the fast discrete curvelet transform (FDCT, Candes et al., 2006; , is performed on each window separately. The shape of the taper function and the overlap of neighboring windows are both shown in Fig. 1 . The data in this example is split into sixteen overlapping windows. The dashed lines in the image represent the edges of the overlapping windows, with the region between nearby parallel lines being shared amongst the two windows. The taper function is shown, where one can see the value going to zero at the window edges.
This entire process of windowing can be considered as a linear operator acting on a vector containing the reordered to-be-transformed data volumes. For the parallel transform, it is useful to distinguish between global vectors and transforms (=matrix-vector multiplication), which comprise the entire data volume, and local vectors and transforms that exist only on individual nodes. Our notation will reflect this distinction. For instance, the distributed transform and vector C and x are distinguished from the local transform and vector C i and x i that exist on a node indexed by i. Note that there will be cases when we want to apply a local transform C i to the data on every node in a global vector x. This involves a block diagonal global operator where each block consists of the particular C i corresponding to a given x i , which is simply a subsection of x. We denote the block diagonal global operator for a local operator as
An arbitrary global data vector is expanded into overlapping sections using the global windowing operator W. The tapering operator T is then applied across the system. It is easy to see that the tapering operator is diagonal, and will have repeating patterns in blocks representing each node. These tapering operators T i are local on each node. Once W and T have been applied, the linear operator C i can be applied on each node.
THEORY
We propose a method to parallelize an arbitrary linear operator that avoids problems related to edge artifacts and preserves overall energy. It requires relatively little communication between parallel nodes, making it highly scalable. Our particular interest here is focused on a scalable parallel generalization of the FDCT, but we stress the fact that any linear operator could take the place of the FDCT in this framework.
Parallel Windowed FDCT
The basic structures of this framework are overlapping and tapered windows. This scheme has previously been used in various parallel processing applications (see e.g. J. . The details of these structures are quite flexible. In general, the sizes of the windows and the overlapping regions do not have to be uniform throughout the system. Here, though, we will only consider equally sized windows with uniform overlap throughout the system. One can express the overlap between windows by the value ε, which represents the depth to which one window receives adjacent data from its neighbours , as illustrated in Figure 1 . The overlapping regions of the windows are tapered such that the energy of the system remains constant when points in the data set are duplicated due to the overlaps. The tapering also ensures that edges of the data goes smoothly to zero at the edges, eliminating the potential of creating edge artifacts.
The taper is applied across the outer region of the overlapping windows, affecting points that are within a distance of 2ε from an edge. The tapering function b must satisfy the relationship
where b and b signify the tapers in adjacent windows that cover the same region. For consistency, we consider the application of an identical tapering function b to all windows. It follows from Eq. 1 that
where n is an integer on the interval [1, 2ε] , and subject to the boundary conditions b1 = 0 and b2ε = 1. This condition ensures that the energy of the system is conserved when summing values from adjacent windows that represent the data at the same location. There are many examples of functions that satisfy this relationship , the simplest being:
To taper the end of the data set along each dimension, the function b is translated to the points n = {N,
where N is the total size of the overlapping windows. The tapering function is then
Once the data is split into overlapping windows and tapered, operations, like the FDCT in our particular case, can be performed on each window independently. The shape of the taper function and the overlap of neighbouring windows are both shown in Figure 1 . The data in this case is split into sixteen overlapping windows, four horizontally and four vertically. The dashed lines in the image represent the edges of the overlapping windows, with the region between nearby parallel lines being shared between the two windows. The taper function is shown, where one can see the value going to zero at the window edges. Since the image and all windows are square in this case, the taper functions along the vertical axis are the same as the horizontal ones that are shown. Also, note that tapering is not done at the edges of the image, since this would remove energy from the system. This issue can be successfully dealt with in a number of ways, but we omit this discussion.
We now consider the entire process in the context of linear operators acting on data vectors. In the parallel context, it is useful to distinguish between global vectors and operators, which comprise the entire parallel system, and local vectors and operators that exist only on individual nodes. Our notation will reflect this distinction. For instance, the distributed operator and vector A and x are easily distinguished from the local operator and vector Ai and xi that exist on a node indexed by i.
Note that there will be cases when we want to apply a local operator Ai to the data on every node in a global vector x. This involves a block diagonal global operator where each block consists of the particular Ai corresponding to a given xi, which is simply a subsection of x. We denote the block diagonal global operator for a local operator as [Ai] .
An arbitrary global data vector is expanded into overlapping sections using the global windowing operator W. The tapering operator T is then applied across the system. It is easy to see that the tapering operator is diagonal, and will have repeating patterns in blocks representing each node. Alternatively, one can simply look at the tapering operator as a local Ti on each node. Once W and T have been applied, any arbitrary linear operator Ai can be applied on each node. Perhaps the most useful part of considering windowing and tapering as linear operators in matrix form is that looking at these matrices makes understanding the adjoints of these operations simple. Since T is diagonal, it is its own adjoint. For W, the adjoint operation involves summing together overlapping regions. Since the forward operation was a "scatter," the adjoint becomes a "gather," where data that correspond to the same point are summed . In a parallel computing realization, this means that a given node sends its outer band to the nodes to which they belong, then gathers data related to its inner band from those same neigbours, and sums them together. Importantly, the combination of these processes satisfies the relation Since T is diagonal, it is its own adjoint. For W, the adjoint operation involves summing together overlapping regions. Since the forward operation was a "scatter," the adjoint becomes a "gather," where data that correspond to the same point are summed . In a parallel computing realization, this means that a given node sends its outer band to the nodes to which they belong, then gathers data related to its inner band from those same neigbours, and sums them together. The combination of these processes satisfies the relation
which ensures perfect reconstruction of the data after applying the operators followed by their adjoints, i.e. our parallel curvelet transform is a tight frame. This implies that energy is preserved through the entire process. So, a new transform, that we will call the Parallel Windowed FDCT (PWFDCT), can thus be defined. The parallel curvelet transform corresponds to a block-diagonal global operator that is defined by applying the FDCT, C i , on each node independently after applying the global windowing and tapering operators T and W. In other words,
Since the local C is numerically tight, it follows that
Other properties of C are similarly shared by C. It is possible, then, to make use of the PWFDCT in existing algorithms that include the FDCT. It should be noted, though, that curvelets at very large scales (or, equivalently, low frequencies) are not represented in the same way they would be if a single FDCT were performed on the global data. Since the benefits of curvelets are mostly found at the finer scales (higher frequencies), the lack of large scale curvelet representation is not a problem. This makes a wide variety of algorithms capable of handling data sets much larger than otherwise possible. An example of a seismic data interpolation algorithm where the PWFDCT takes the place of the FDCT is included in Fig. 2 . From the results presented in that figure one can conclude that algorithms, such as curvelet-based sparsity-promoting data recovery, can readily be scaled up by using our parallel windowed curvelet transform based on a partition of unity.
EXTENSIONS OF THE CURVELET TRANSFORM
So far, curvelets have mainly found their applications in the approximation of migration operators (Douma and de Hoop, 2006; Chauris, 2006) , amplitude recovery and seismic data interpolation (Herrmann and Hennenfent, 2007) and separation (Herrmann evident near window borders, as would be expected. In Figure 1 , we show a subsection of the full output of interpolation runs using overlapping and non-overlapping windows. The same subsection is used for both, and contains one full window and parts of its nearest neighbours. In the example using non-overlapping windows (Figure 2(a) ), the edges of the windows are obvious from the artifacts that appear. When overlapping windows are used (Figure 2(b) ), the artifacts are no longer evident, and it is not clear at all where the window borders are. In essence, the interpolation performs just as well in the proximity of the window edges as it does in the middle of the window, which is clearly untrue for non-overlapping windows. The importance of overlapping and tapering is thus, as expected, clear from this example. We also compared different methods for correcting the threshold value in the curvelet domain to account for the taper. When the taper was not taken into account in thresholding, errors were evident in the overlapping region. When correcting threshold values by using a Monte Carlo sampling or by evaluating the taper function at curvelet centroids, artifacts related to erroneous thresholding are eliminated. We omit the figures demonstrating this due to space limitations.
could potentially hold in memory. In order to run many algorithms in parallel, it is not sufficient to process data in separate pieces. At the same time, these same algorithms are often not scalable in their normal form due to exponential growth in the amount of communication between nodes that they require. For these reasons, we have developed a scheme that involves overlapping, tapered data windows that can be processed in parallel that is highly scalable since the communication costs do not grow with the number of processing nodes. We have used this method to define the PWFDCT, but we stress that this method is general and that the FDCT can be replaced by an arbitrary operator acting on each overlapping window independently as desired.
We applied the PWFDCT to a seismic data interpolation algorithm that is shown, in another presentation to this conference, to be successful using the FDCT. We have demonstrated that good results can be achieved with the PWFDCT in this algorithm, and shown the importance of the overlapping and tapering. Furthermore, we have demonstrated that it is possible to correct for the effect of tapering on threshold values in the transform domain.
Much future work is expected to arise from the ideas described herein. In particular, we will apply the PWFDCT to other seismic data processing algorithms, enabling them to work on much larger data sets than is currently feasible. The parallelization method described here will also be applied to other operators besides the FDCT. Finally, we hope that this method will open up new possibilities in parallel signal processing in a variety of fields.
(a) also compared different methods for correcting the threshold value in the curvelet domain to account for the taper. When the taper was not taken into account in thresholding, errors were evident in the overlapping region. When correcting threshold values by using a Monte Carlo sampling or by evaluating the taper function at curvelet centroids, artifacts related to erroneous thresholding are eliminated. We omit the figures demonstrating this due to space limitations.
Much future work is expected to arise from the ideas described herein. In particular, we will apply the PWFDCT to other seismic data processing algorithms, enabling them to work on much larger data sets than is currently feasible. The parallelization method described here will also be applied to other operators besides the FDCT. Finally, we hope that this method will open up new possibilities in parallel signal processing in a variety of fields. et al. , 2007) . During these applications, the invariance and compressibility of curvelets is used. The curvelet properties can also be used to improve seismic data recovery with the focal transform (Berkhout and Verschuur, 2006) , multiple prediction and the computation of data inverse (Berkhout, 2006) . In this case, use is made of the property that curvelets remain relatively sparse on data that is focused, defocused or inverted. Focused data in this context corresponds to data stripped of one propagation path interacting with the surface, while defocused data has a single propagation path added, mapping primaries into first-order multiples. The latter corresponds to SRME multiple predicted (Verschuur and Berkhout, 1997) , while the former corresponds to the recently introduced focal transform (Berkhout and Verschuur, 2006 ).
In all above described manifestations of seismic data, we are dealing with data that contains wavefronts whether these are primaries, multiples or the data inverse. Curvelets compress data with wavefronts and therefore serve as a regularization, where the primary operator, adjoint primary operator and data operator can stably be inverted with a curvelet sparsity norm. These different data manifestations can be calculated by solving of the following norm-one nonlinear program:
in which y is the (incomplete) 'data', A the synthesis matrix and S T is the inverse sparsity transform and , a noise-dependent tolerance level. This constrained optimization problem is solved to within . solution of P yields a stable estimate for the data inverse.
DISCUSSION AND CONCLUSIONS
Applications of the curvelet transform to seismic data processing bank on two favorable properties of curvelets, namely their ability to detect wavefronts and their approximate invariance under wave propagation. In this paper, we showed some exciting recent developments of this transform towards a large-scale parallelization and a combination with the physics of wave propagation. The successful application of curvelets, juxtaposed by sparsity-promoting inversion, opens a range of new perspectives on seismic data processing, wavefield extrapolation and imaging. Because of their singular wavefront detection capability, curvelets represent in our vision an ideal domain for future developments in exploration seismology.
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