Over the past decade, several researchers have presented various optimisation algorithms for use in truss design. The "no free lunch" theorem implies that no optimisation algorithm fits all problems; therefore, the interest is not only in the accuracy and convergence rate of the algorithm but also the tuning effort and population size required for achieving the optimal result. The latter is particularly crucial for computationally intensive or high-dimensional problems. Contrast-based Fruit-fly Optimisation Algorithm (c-FOA) proposed by Kanarachos et al. in 2017 is based on the efficiency of fruit flies in food foraging by olfaction and visual contrast. The proposed Spontaneous Fruit Fly Optimisation (s-FOA) enhances c-FOA and addresses the difficulty in solving nonlinear optimisation algorithms by presenting standard parameters and lean population size for use on all optimisation problems. Six benchmark problems were studied to assess the performance of s-FOA. A comparison of the results obtained from documented literature and other investigated techniques demonstrates the competence and robustness of the algorithm in truss optimisation.
Introduction
Trusses have found significant applications in modern engineering. Such applications range from use in transmission towers, offshore wind turbine supports, offshore oil and gas platforms, to microstructural applications such as the lattice structures of additive manufacturing [1, 2] . Truss optimisation aims to improve the performance of trusses while minimising the material resource [3] .
The objective of the optimisation can be interpreted as a weight minimisation one, bounded by welldefined constraints. The constraints are the allowable stresses and displacements, as subject to high stress the truss members could fail through buckling or tension. There are many forms of optimisation, each with their unique design variables: this study focuses only on size optimisation. The design variablethe cross-sectional area of the truss memberis the most commonly investigated [4] .
Optimisation algorithms are used in searching for the optimum solution to a problem. The application of optimisation algorithms to structures has proliferated in the last decade [5] . Many researchers have published on the applications of improved algorithms to truss weight minimisation problems. Kaveh and Mahdavi proposed a Multi-Objective Colliding Bodies Optimisation (MOCBO) algorithm for the optimisation of trusses bounded by an allowable stress limit [6] . A genetic programming methodology was used by Assimi et al. in the optimisation of the size and topology of trusses [7] . Another approach was taken by Cheng et al., proposing a Hybrid Harmony Search (HHS) algorithm for the design of truss structures with stress limits [8] . Tejani et al. made use of the Improved Passing Vehicle Search (IPVS), Improved Heat Transfer Search (IHTS), Improved Water Wave Optimization (IWWO) and Improved Heat Transfer Search (IHTS) to optimise the topology of truss structures with displacement, stress and kinematic stability constraints [9] . An adaptive Symbiotic Organism Search (SOS) was utilised by Tejani et al. in truss structural optimisation with frequency constraints [10] . A development of PSO was presented by Kaveh and Zolghadr: Democratic PSO (Particle Swarm Optimisation) algorithm for the optimisation of truss layout and size with frequency constraints [11] . Multi-Class Teaching-Learning-Based Optimisation algorithm (MC-TLBO) was utilised by Farshchin et al. for truss design with frequency constraints [12] . Rajan used a Genetic Algorithm (GA) to optimise the shape, size and topology of truss structures [13] .
Through all these research studies, the efficiency of optimisation algorithms in solving structural design problems has been established. However, according to the "no free lunch theorem", there exists no single algorithm to solve all optimisation problems. Hence the need to research lean algorithms [10] .
In 2011, Pan proposed the FOA algorithm, a population-based technique that mimics the foraging activities of fruit flies [14] . Fruit-flies, compared to other species, possess a better sense of smell and vision which they use to find food efficiently. The algorithm has a framework which is simple, easy to understand, and is easily implementable in tackling various optimisation problems [15] . However, it is characterised by premature convergence (reduced accuracy) and is easily trapped in local optima.
FOA has been applied successfully to a variety of problems. In 2011, Pan applied the FOA algorithm to optimise the General Regression Neural Network and Multiple Regression utilised in modelling the financial distress problem of Taiwan's enterprise [14] . Lu et al. in 2015 proposed an adaptive fruit fly optimisation algorithm based on velocity variable (VFOA). The algorithm utilised the particle velocity concept from PSO on FOA to improve its convergence speed and accuracy. The improved algorithm was used to solve 13 mathematical benchmark problems [16] . As another improvement, Kanarachos et al. modified the FOA algorithm by including a visual contrast phase. The modification was based on biological discoveries on the complexity of the fruit foraging activities of fruit flies, thus improving its exploration capabilities. The modified algorithm was applied for the first time to solve truss design problems with stress, displacement or frequency constraints [17] . The algorithm was also used to improve the shock performance of vehicle suspension systems to mitigate damages caused by potholes in the UK [18] . Since then it was applied successfully in a range of problems. Wu et al. solved 33 mathematical benchmark functions by modifying the FOA to improve its exploration capabilities. A normal cloud generator was introduced to generate new positions of the swarm based on parameters such as possible food position, search range and search stability. It was inspired by the fact that fruit flies are characterised by fuzziness and randomness as they fly towards the food source. A cloud model is a tool used to synthesise the randomness and fuzziness in the algorithm [19] . Mitic et al. in 2015 presented the chaotic fruit fly optimisation algorithm to improve the explorative strategy of the algorithm. It does so by using the theory of chaos to relocate the fruit flies. The improved algorithm was used to solve ten one-dimensional benchmark mathematical problems [20] . With the aim of diversifying the solutions to avoid local optima or premature convergence, Yuan et al. introduced a Multi-Swarm Fruit Fly Optimisation Algorithm (MSFOA). The enhanced algorithm was used to identify parameters of a synchronous generator and solve six non-linear mathematical functions. In MSFOA, the swarm is divided into several sub-swarms, and the sub-swarms independently explore the search space to find the global optima [21] .
FOA solves optimisation problems in two basic phases: the osphresis phase and the vision phase. The fruit fly makes use of its olfactory organ to detect the odour of the food source and then uses its vision capabilities to fly towards the food direction. Metaheuristic optimisation algorithms are characterised by two vital properties: exploration and exploitation. Exploration makes sure the algorithm visits a broader region of the search space (non-visited) for promising solutions. Exploitation aims to search intensively already visited regions of the search space for better solutions. Ensuring a good balance between exploration and exploitation is imperative to improve the performance of an optimisation algorithm and thus defines its success or failure. An unsuitable balance could lead to premature convergence, local optima entrapment and possibly stagnation [22] . Different problems require a different balance between exploitation and exploration, thus the need to adapt the parameters of the algorithm. In many cases, larger population sizes may compensate this problem. However, the requirement for large population sizes becomes problematic in higher dimensional problems.
The performance of optimisation algorithms significantly relies on certain unique parameters. Although many have tried, tuning of the algorithms to achieve the optimal result is not convenient. Algorithms such as GA, DE and PSO have their performances dependent on a number of parameters not known beforehand. The need for algorithms with standard set of parameters to achieve optimum results has therefore become necessary.
This study aims to present the Spontaneous Fruit fly Optimisation Algorithm (s-FOA) as an optimisation technique with a good exploration-exploitation balance characterised by fewer and standard tuning parameters. To this end, six benchmark truss design problems were solved with the s-FOA. The results were compared to several state of the art optimisation algorithms to establish the robustness of the algorithm.
Spontaneous Fruit Fly Optimisation Algorithm
Recently, a study by Van Breugel & Dickinson [23] showed that fruit flies exhibit a more complex 
Swarm generation, selection and termination
The algorithm starts by arbitrarily defining the position ( 0 , 0 ) of the first fruit fly in a coordinate system. Additional N-1 fruit flies are located, randomly, in the vicinity of ( 0 , 0 ) according to Eq. (1) .
Where = 1,2, … , is the iteration number, m is the number of optimisation variables, N is the size of the swarm and is a random number, sampled from a uniform discrete distribution defined in the interval [1, Nres] . M is a scaling parameter that defines how coarse or fine the search strategy is.
Figure 1. Flowchart of Spontaneous Fruit Fly Optimisation Algorithm (s-FOA).
Each fruit fly is assigned values based on how close each fruit fly parameter ( [ ], [ ]) is to the origin of the coordinate system: 
The algorithm terminates when the maximum number of iterations is reached.
In [23] , it was shown that fruit flies exhibit three distinct behaviours when searching for food. First, when fruit flies find a better food source, they surge to that location. Second, fruit flies do not change immediately their search strategy when an improvement in food location is not achieved. Instead, they if
where k is the current iteration.
When a fruit fly does not improve its performance, then the swarm enters the "casting" phase. This behaviour is modelled based on [24] . There it was shown that fruit flies have memory that allows them to make decisions based on how good or bad the memory was.
2.2 Centre of attraction and spontaneous positioning
In most FOA versions, the centre of attraction, the position towards which the fruit fly swarm moves, is usually the fruit fly that achieves the best performance. Although this is a natural step to take, the practice has shown that other algorithms, where the population moves towards random positions, perform much better in some truss optimisation problems. On the downside, this comes at the cost of significant performance degradation (slow convergence) for other problems.
A recent biological study showed that fruit flies have "free will" and can choose where they fly to, in the absence of a stimulus. This finding has triggered the development of the proposed Spontaneous 27 End while 28 Post process results and visualisation 29 end 
Mathematical formulation of the truss design problem
The goal of truss optimisation is to minimize the weight of the structure such that constraints on its performance are satisfied. In this study, the design variable is chosen as the cross-sectional area of the members of the truss structures. The mathematical formulation of the truss optimisation problem is as shown below:
To minimize the weight of the truss,
Where is the weight of the truss structure consisting of m members and , ρ and are respectively the cross-sectional area, material density and length of the ith truss member. The design constraints are defined as follows:
Subject to:
Where and are the ith member allowable stress and jth nodal displacement respectively; is the allowable buckling stress of the ith member under compression; is a set of discrete cross-sectional area; , and are the total number of members, members subject to compression and nodes in the truss structure respectively.
In this work, the penalty approach is adopted for the transformation of the constrained optimisation problem to an unconstrained problem. Consequently, the mathematical formulation of the truss optimisation problem becomes:
Where and are the number of equality and inequality constraints; and ℎ are the r th equality and s th inequality constraints; is the penalty value chosen as 10 5 and is the small positive tolerance for the equality constraints chosen as 10 -6 .
Benchmark truss design problems and discussions
In TLBO and GA algorithm used in this study are sourced from [25] , [26] , [27] and [28] respectively.
The operational parameters of the DE algorithm were selected according to [29] . The population size (N), cross-over probability (Cr), mutation factor (F), parameters chosen, and the maximum number of functional evaluations are as displayed on Table 1 . The population members were created by a uniform random distribution. All variables were treated internally as floating variables by DE. The algorithm was terminated when the maximum number of functional evaluations is reached. For the PSO algorithm, the number of agents in the population (N), inertia weight, maximum velocity chosen and maximum number of functional analysis as shown on Table 2 were obtained from [30] . The initial swarm members were created by a random distribution. Subsequently, new members of the swarm were created using:
Where parameters c1 and c2 were chosen to be 1.5 and 2.0 respectively. The inertia weight was selected within the range [0.8, 1.2] to prevent weak exploration and local optima entrapment. The algorithm was terminated when the number the maximum of functional evaluations is reached. To ensure optimal performance of the GA algorithm, tuning parameters were selected from [31] . The size of the population (N), cross-over probability (Cr), mutation factor (F) as well as the maximum number of structural analysis selected are shown in Table 3 . Initial population members were generated by a uniform random distribution. The parents in each generation were selected stochastically and then weighted by the crossover operator for the creation of new members. Mutation diversified the population members through random selection. The TLBO algorithm utilised is that from [27] with a maximum number of analysis as shown on Table   4 . The class members were created randomly using a uniform distribution. The best student is selected as the class teacher in the teacher phase. In the learner's phase, the class members improve the individual and class performance through student-student interaction. Successive implementation of both phases goes on until the number of maximum of functional evaluations is reached. The parameters for the s-FOA algorithm as shown on Table 5 are selected as: Population size=50, κ=5, M=0.95, Νres=10 and c=0.9. The first truss problem is a 10-bar planar structure as shown in Figure 3 . The design was examined by Table 6 . Two vertical loads of 10000 lbs each are vertically applied to the truss at nodes 2 and 4 with each member and node constrained as also shown in Table 6 . The optimal results obtained from the run of all five algorithms and the MBA [33] , HPSO [34] , aeDE [35] , SOS [36] and mSOS [36] are presented in Tables 7 and 8 Another benchmark truss problem considered is the 15-bar planar truss. The problem has been investigated by researchers such as Li et al. [34] . Each member of this truss problem has its material property and design constraints defined on 
Benchmark 3: Problem description
The third benchmark truss illustrated in Figure 5 is the 25-bar space truss. The truss design problem previously investigated [33, 34, 37, 38] has its material properties and design constraints defined in Table 6 . The loading configuration of the truss is defined in 
Benchmark 3: Results and discussion
A comparison of the optimal and statistical result obtained for the 25-bar truss design is as addressed in Table 12 and 13.
The best continuous truss design weighing 483.9 kg is provided by s-FOA. The s-FOA also gives the lowest standard deviation and mean weight of 9.97 kg and 492.9 kg respectively as compared to the PSO, DE, GA and TLBO algorithms.
Therefore, it can be expressed that the s-FOA exhibits more robustness and accuracy over the TLBO, DE, PSO and GA from the point of view of continuous optimum design.
From a discrete optimisation perspective, the design found by the s-FOA also proves to be the lightest truss weighing 483.87kg compared to the, MBA [33] , HPSO [34] , SOS [36] , mSOS [36] and HS [38] compared to 300,000 analyses required by the SOS [36] and mSOS [36] , 40000 analyses by the SGA [37] , 25000 analyses by the HPSO [34] , 18734 analyses by the HS [38] and 3750 by the MBA [33] . The 52-bar planar truss is shown in Figure 6 . Researchers such as Li et al, Sadollah et al and Do and Lee [34, 36] have studied this problem. The material properties and design constraints of the truss are highlighted in Table 6 . Two vertical loads of 10000 lbs each are vertically applied to the truss at nodes 2 and 4. The design variables are categorised into 12 groups as follows: (1) A1-A4; (2) A5-A10; (3) A11-A13,;(4) A14-A17; (5) A18-A23; (6) A24-A26; (7) A27-A30; (8) A31-A36;
(9)A37-A39; (10) A40-A43; (11) A44-A49, and (12) A50-A52. The discrete cross-sectional areas are chosen according to the AISC codes presented in Table 14 . Hence establishing DE as the most robust and consistent algorithm for solving the 52-bar truss problem of all algorithms implemented.
Nevertheless, from a discrete perspective, the restricted number of structural analysis of 2000 significantly affects the performance of the algorithms (DE, TLBO, PSO, GA and s-FOA) investigated in this study as compared that reported in other literatures; 150,000 analyses in HPSO [34] , 300,000 analyses in SOS [36] and mSOS [36] . The s-FOA, PSO and TLBO algorithm record the lightest discrete weight of 1912.6 kg which is 1.01% heavier than that obtained by mSOS [36] of 1899.7 kg. The DE algorithm and GA produces a weight of 1914.1 kg and 4063.5 kg respectively, 1.01% and 2.14% worse than mSOS [36] . The 72-bar planar truss is selected as the fourth problem as shown in Figure 7 . The material properties and design constraints of the truss are indicated in Table 6 . Table 17 defines the load cases acting on the truss structure. All structural members are categorised into 16 design variables as follows; (1) A1-A4, (2) A5-A12, (3) A13-A16, (4) A17-A18, (5) A19-A22, (6) A23-A30 (7) A31-A34, (8) A35-A36, (9) A37-A40, (10) A41-A48, (11) A49-A52, (12) A53-A54, (13) A55-A58, (14) A59-A66 (15) A67-A70, (16) A71-A72. A discrete set of data as displayed in Table 14 is given for the design.
The truss problem has been previously treated by Li et al and Kaveh and Mahdavi [34, 39] . Figure 8 illustrates the 200-bar planar truss which has been examined by Lee and Geem [40] . The material properties and design constraints on this example are displayed in Table 6 . The members are lined into 29 design categories as shown in Table 20 . The minimum possible cross-sectional area is 0.1 in 2 . The truss structure is subjected to three loading conditions as follows: (1) [40] is 3000 more than the other algorithms considered. Nonetheless, the s-FOA algorithm is placed third in the comparison. The truss weights obtained from the TLBO, DE, GA and PSO algorithms are 25497kg, 26189kg, 31264kg, and 25962kg respectively. The result also indicates that the s-FOA compared to other algorithms is placed third in terms of the best mean weights and standard deviation with values of 26891kg and 537kg respectively. The HS based algorithm [40] is exempted from this analysis as there is no information reported on the mean weight and standard deviation to establish a comparison. 
Conclusion
In this study, the Spontaneous Fruit-fly Optimisation Algorithm (s-FOA) is presented to design optimal trusses, subject to stress and displacement bounds. An improved vision phase is proposed as an improvement to the FOA, in order to improve the exploitative capabilities of the algorithm in the search space. The improved vision phase aims to improve control of exploration and exploitation. Standard tuning parameters for use in any structural design are also presented. This eliminates the problems associated with the selection of the right parameters for the s- s-FOA is also seen to be competitive in discovering discrete optimal designs to the truss problems notwithstanding restricted computing resources. Therefore, s-FOA can be employed by industries with limited computation power in designing optimal truss structures.
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