Abstract-Breast cancer presents a serious medical and social problem worldwide. Early detection is a key to effective breast cancer treatment. Electrical Impedance Tomography (EIT) is a medical imaging technique that reconstructs internal electrical conductivity distribution of a body from impedance data, which can be used for detection of breast cancer. In this paper publicly available data of breast cancer is used to design and optimized Radial Basis Function (RBF) Neural Network based Classifier. Classifier is tested for generalization, which proves as an elegant classifier with the accuracy of 93%.
I. INTRODUCTION
Breast cancer presents a serious medical and social problem worldwide. Early detection is key to effective breast cancer treatment. Therefore, scientists are consistently looking for new diagnostic techniques that would be more efficient, easy to use and safe for the patient. Studies have shown that early diagnosis by means of breast imaging, including digital mammography, ultrasound imaging, and magnetic resonance imaging (MRI), could help prognosis and increase therapeutic options [1] . Relatively new technique of Electrical Impedance Tomography (EIT) has attracted much interest as low cost, non-invasive imaging tool for early diagnosis of breast cancer.
Electrical Impedance Tomography (EIT) is a medical imaging technique that reconstructs internal electrical conductivity distribution of a body from impedance data that is measured on the body surface, and Electrical Impedance Mammography (EIM) is the technique that applies EIT in breast cancer detection. EIM has the potential in detecting early stage cancer; however there are still challenges that hindering EIM to be provided as a routine health care system. Electrical Impedance refers to the measurement in real and imaginary units [2] - [4] .
The most widely adopted EIT measurement method utilizes electrodes on the object surface as a source of injecting small alternating current (AC) and as a voltage recorder, which measures the differences in electric potential. Apart from measuring signal magnitude, the phase angle difference between the injecting current and recorded voltage may also be captured as the impedance. Biological tissues have complex electrical impedance related to the tissue dimension, the internal structure and the arrangement of the constituent cells. Therefore, the electrical impedance can provide useful information based on heterogeneous tissue structures, physiological states and functions [5] - [7] .
II. NEURAL NETWORK BASED CLASSIFIER
Recently, artificial neural networks have been applied to classifying mammographic masses for early-stage breast cancer detection and diagnosis [8] - [10] which would help reduce the number of unnecessary surgical biopsies. Artificial neural networks, with the properties of experience-based learning and generalization ability, are regarded as one of the emerging computational technologies for solving complex problems that might not have a tractable solution provided by
A. Data Collection
For this research work public available dataset is used [13] . Impedance measurements of freshly excised breast tissue were made at the following frequencies: 15.625, 31.25, 62.5, 125, 250, 500, 1000 KHz. These measurements plotted in the (real, imaginary) plane constitute the impedance spectrum from where the breast tissue features are computed. The dataset can be used for predicting the classification of either the original 6 classes or of 4 classes by merging together the fibro-adenoma, mastopathy and glandular classes whose discrimination is not important (they cannot be accurately discriminated anyway). The following features are taken for the classification of four classes, I0 -Impedivity (ohm) at zero frequency. PA -Phase angle at 500 KHz. HFS -High-frequency slope of phase angle. DA -Impedance distance between spectral ends. A -Area under spectrum. A/DA -Area normalized by DA. MAX IP -Maximum of the spectrum. DR -Distance between I0 and real part of the max frequency point.
P -Length of the spectral curve Total Data is to be classified into four class as, Car (carcinoma), fad (fibro-adenoma+ mastopathy + glandular), Con (connective), Adi (adipose).
B. Design and Optimization of RBF Neural Network Classifier
Radial basis function (RBF) networks are nonlinear hybrid networks typically containing a single hidden layer of processing elements (PEs). This layer uses gaussian transfer functions, rather than the standard sigmoidal functions employed by MLPs. The centers and widths of the gaussians are set by unsupervised learning rules, and supervised learning is applied to the output layer. These networks tend to learn much faster than MLPs. Use of this network is recommended only when the number of exemplars so dispersed that clustering is ill-defined. For standard RBF's, the supervised segment of the network only needs to produce a linear combination of the output at the unsupervised layer. The selections for the learning address two peculiarities of competitive learning. Competitive learning has an intrinsic metric. Competitive learning keeps an intrinsic probability distribution of the input data. It has the drawback that some PEs may never fire, while others may always win the competition. To avoid these extremes, one can include a conscience mechanism that keeps a count on how often a PE wins the competition, and enforces a constant wining rate across the PEs. The centers of the Gaussians are placed with a conscience mechanism. The general learning algorithm is as follows:
The response of Gaussian activation function is nonnegative for all value of x. The function is defined as
and its derivative
The radial basis function is different from the back propagation network in the Gaussian function it uses.
Step 1: Initialize the weights (set to small values)
Step 2: While stopping condition is false do step3-10
Step 3: for each input do step 4-9
Step 4: Each input unit (x i , i=1,…, n) receives input signals to all units in the hidden layer.
Step 5: Calculate the radial basis function
Step 6: Choose the centers for the radial basis functions. The centers are chosen from the set of input vectors. A sufficient numbers of centers have been selected in order to ensure adequate sampling of the input vector space.
Step Step 8: Initialize the weights in the output layer of the network to some small random value
Step 9: Calculate the output of the neural network Step 10: Calculate the error and check the stopping condition
The randomized data is fed to the neural network and is retrained five times with different random weight initialization so as to remove biasing and ensure true learning and generalization .From these experimentations the unsupervised and supervised parameters, competitive rule, metric and cluster centers have been selected. Experimentation results are shown in Fig. 1 to Fig. 7 . 
III. GENERALIZATION OF OPTIMIZED NN BASED CLASSIFIER
Different datasets are formed using variable split ratios and leave-N-out cross validation technique. Proposed NN is trained on various datasets and later validated carefully so as to ensure that its performance does not depend on specific data partitioning scheme. The performance of the NN should be consistently optimal over all the datasets with respect to MSE and classification accuracy. Finally designed RBF is trained five times with different random weight initialization and tested on Testing dataset, CV dataset and Training dataset. For training and testing the Leave-N-Out method, data tagging by percent and data tagging by various groups are used. Leave-N-Out training is a technique that allows one to evaluate how well the model generalizes. It also is very useful for small data sets, since it allows one to use the entire data set for training and testing. The algorithm trains the network multiple times, each time omitting a different subset of the data and using that subset for testing. The outputs from each tested subset are combined into one testing report and the model is trained one additional time using all of the data. The set of weights saved from the final training run can then be used for additional testing. To check the learning ability and classification accuracy the total data is divided in four groups. From the above experimentation results it is seen that BoxCar Metric with Cons. Full as Competitive Rule gives the minimum MSE and maximum classification accuracy. Variation of Average Minimum MSE with number of Cluster Centers shows that after 45 cluster centers there is no significant change in training as well as CV MSE but time required for training with higher number of cluster centers will reasonably higher. Finally, the optimized RBF classifier is designed with the following parameters:
Number of Input PEs: 
IV. CONCLUSION
In this paper, the authors evaluated the performance of the developed RBF NN based classifier for detection of four classes of breast cancer and examined the results. Experimentations are performed on RBF neural network model and for this network, combination of Conscience Full Competitive Rule and Boxcar metric gives the best results. Initially, MSE goes on decreasing with increase in number of cluster centers and it attains minimum value at 45 cluster centers, beyond which it is observed that there is no significance decrease in MSE. For stopping the training of the network the number of epochs, is one of the early stopping criteria used and since no significant change in MSE 4000 epochs are selected for the training.
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