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Abstract 
Police database cannot have images of first time offenders hence apprehending them becomes a difficult task. In this paper we 
propose a newmethodwhich matches composite sketches with images captured by Unmanned Aerial Vehicles (UAV). The UAV 
is sent in the area where the offender is likely to be present. The human face, obtained by passing the captured image to Face 
Detection module, is subjected to Image Quality Assessment (IQA) calculating module. Based on the IQA values obtained we 
decide if the given face image contains Pose variations, Illumination variations, Age variation etc. Based on the variations, 
suitable feature extraction and classification method is selected. 
© 2016 The Authors. Published by Elsevier B.V. 
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1. Introduction 
Pencil sketches when used for matching by police and officers worldwide suffer from exaggeration1. Skilled 
police sketch artist is required to draw sketch pencil sketches2-3. The skilled police sketch artist needs specialized 
training and matching these pencil sketches with large number of images available in police database is a time 
consuming task. 
The skilled police sketch artist needs specialized training and matching these pencil sketches with large number 
of images available in police database is a time consuming task. 
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Moreover police database will not have images of first time offenders4. To overcome these problems we use 
Composite Sketches. Composite Sketches are generated using a computer and it doesn’t require skilled artist, hence 
it can be drawn very quickly by the eyewitness5-6.   
Police database cannot have images of first time offenders so we use images captured by unmanned aerial vehicle 
in the area where the offender is likely to be present. The image captured by unmanned aerial vehicle is passed to 
Face Detection module and Image Quality Assessment (IQA) calculating module. Based on the IQA values obtained 
we decide if the given face image contains Pose variations, Illumination variations, Age variation, Facial expression 
variation, Blurring effects, Noises,  Occlusion, Surgically altered faces, Images with Makeup. After the variation is 
decided we select suitable feature extraction and classification method to match Composite Sketch with the image 
captured by unmanned aerial vehicle. 
2. Related work 
Computer generated sketches can be created by non-artists using the software a kit only after few hours of 
training. Being moderately free of artists and consistent over distinctive organizations and states are the advantages 
of composite sketches. The simple state of face and some distinctively identifiable components, for example, scare, 
moles and prominent marks are captured by composite sketches. Programming instruments that assist as a 
eyewitness to choose various facial segments from an extensive variety of predefined templates are used to draw the 
composite sketches. From the crime scene an eyewitness in view of his/ memory for every element chooses the most 
look alike facial templates. Processing these devices independently and after that combining each and every 
components to create a composite sketch are done by these tools. As compared to hand-drawn sketches, composite 
sketches needs less exertionboth regarding expense and in money. Existing approach to match composite sketch with 
photo includes Multiscale Circular Feature Extraction and Boosting Technique. 
2.1 Multiscale Circular Feature Extraction and Boosting 
In this method local information around fiducially features remains unchanged but there may be variation in 
digital face images and composites. It relies on the observation that he/she normally able to capture the key facial 
qualities but exact details of the suspect may not be provided by the witness .To encodes these key qualities the 
proposed procedureuses the descriptor extracted from local patches. Using a boosting algorithm, the data obtained 
from these patches is united. 
Preprocessing:Composites are varied in intrinsic content and picture properties the digital pictures and composites 
are varied. For example composite sketches can have few markers whereas digital images commonly have 
background information.Therefore to normalize digital images as well as composite sketches a preprocessor 
procedure is used. 
x If we input a color image robust face detection in real-time is used to detect the facial region before which it 
is converted into grey scale.  
x The size of preprocessed and the normalized image is 300*350. 
Circular path extraction: From both digital images and composite sketches multi scale circular patches are 
extracted.
x First, to detect four points p1,p2,p3and p4 i.e., 2 eyes and 1 mouth and the centroid of triangle are detected by 
the face detection algorithm. 
x Between the eye points the Euclidian distance D is obtained. 
x Circular path of having D/4 radius is extracted which is centered at p1=(x1, y1)
x Another circular patches having D/4 radius are extracted and remaining points p2, p3, p4are obtained by 
patch radius D/2 and 3D/4. 
Feature extraction: Extracting feature for the circular facial patches is the next step. To encode these features any 
texture features can be used. 
x Composite sketch representation was provided by daisy descriptor which is matched with its digital 
equivalentexactly since it is robust towards geometric inconsistencies. 
x Pyramid Histograms of variant Gradient is utilizedfor classification by extracting local features. 
250   Steven Lawrence Fernandes and G. Josemin Bala /  Procedia Computer Science  78 ( 2016 )  248 – 254 
x Features are extracted for each patch of digital and composite image. 
x Using X2 distance metric and Si match score, patches of digital images and composite sketches are matched. 
x A match score vectorS = {S1,S2,……Si}are provided by this where i=1,….N. where N denotes the quantity 
of patches. 
Identification using boosting:Utilizing score vectors for makingchoice. It is challenging to train a multiclass 
classifier, due to lacking training samples. 
x Every patch is taken as weak classifiers which provide improved performance in boosting framework and 
may not be sufficient individually. 
x Therefore Gentle boost KO Robust boosting a boosting algorithm is used since only with limited samples it 
can be trained. 
x Score vectors and class labels are used as ainput during for boosting procedure. 
x Trained boosting classifier is tested in identification mode. 
x Summation Si values is used to compute the identification task all the gallery images that are categorized as 
a genuine are sorted for a given probe. 
Multiscale Circular Feature Extraction and Boosting cannot be used for matching real time images with composite 
sketches, hence we have a proposed a differentmethod to overcome this problem. 
3. Proposed Method 
In the proposed method we develop a novel technique to match composite sketches (sketch generated using 
computer not from pencil sketch artist) with images captured from unmanned aerial vehicle under uncontrolled 
environment. Further, in this method we perform Image Quality Assessments to detect if real time face images 
captured from unmanned aerial vehicle image has: Pose variations, Illumination variations, Age variations, Facial 
expression variations, Blurring effects, Effected by noises, Low resolution, Occlusion, Surgically altered faces, 
Makeup. Based on Image Quality Assessment results suitable feature extraction and classification approach is 
selected. More specifically, face detection is performed on images captured by unmanned aerial vehicle and 
recognition is performed by matching it with Composite Sketches.   
The proposed system is implemented in two phases: Training phase and Testing phase 
Training phase: Assume crime occurs at a place and we have an eye witness. Composite sketches are generated 
using Sketch Cop FACETTE face design system software from the description given by eyewitness of crime scene 
which is shown in fig.1. 
Fig.1.  Block diagram of training phase used to generate composite sketches 
Testing Phase: The testing consists of following steps: 
Step 1: Capture real-time video using unmanned aerial vehicle and convert it into to frames. 
Step 2: Perform Face Detection is performed on frames using Viola-Jones method. 
Step 3: The detected faces are passed through Image Quality Assessment (IQA) calculating module.  
Step 4:  Calculate  25 IQA parameters are calculated in the IQA module they are: Mean Square Error, Peak Signal           
to Noise Ratio, Signal to Noise Ratio, Structure Content, Maximum Difference, Average Difference, 
Normalized Absolute Error, R-Averaged Md, Laplacian Mean Square Error, Normalized Cross Correlation, 
Mean Angle Similarity, Mean Angle Magnitude Similarity, Total Edge Difference, Total Corner 
Difference, Spectral Magnitude Error, Spectral Phase Error, Gradient Magnitude Error, Gradient Phase 
Error, Structural Similarity Index, Visual Information Fidelity, Reduced Entropic Difference, JPEG Quality 
Index, High-Low Frequency, Blind Image Quality Index, Naturalness Image Quality Estimator. 
Step 5:   Based on IQA values decide if the face image: is fake image, has pose variation, has illumination variation, 
has blurring effects, is corrupted by noises, has facial expression variation, has age variation, is surgically 
altered, has makeup, is occluded which is shown in fig.2. 
Crime occurs and there is an eyewitness for 
it
Composite Sketch is generated using Sketch Cop FACETTE face design 
system software based on description given by eyewitness
251 Steven Lawrence Fernandes and G. Josemin Bala /  Procedia Computer Science  78 ( 2016 )  248 – 254 
Fig. 2.  Block diagram of testing phase used to match composite sketch with images captured from unmanned aerial vehicle. 
Step 6: Perform feature extraction and classification as follows: 
x If the image is found to be Fake OR having Blurring effect OR corrupted by Noises then perform: Feature 
extraction is performed using Local Binary Pattern (LBP) and Classification performed using Support 
Vector Machine (SVM) which is shown in fig.3. 
Fig.3. Feature extraction and classifications techniques to be followed if the image is found to be Fake OR having Blurring effect OR corrupted 
by Noises. 
x If the image is found to have Pose Variation OR Make up then perform: Histogram Calculation, Histograms 
of Oriented Gradients (HOG, Radial Basis Function (RBF) kernel and Bhattacharya distance for 
classification which is shown in fig.4. 
Fig.4. Feature extraction and classifications techniques to be followed if the image is found have to pose variation OR Makeup.
x If the image is found to have Illumination Variation then perform: Fast Fourier Transform and Select 
Frequency band then perform extraction of feature using Principal Component approach& Linear 
Discriminant Approach. Classification is performed using Neural Network Nonlinear Mapping which is 
shown in fig.5. 
Fig.5. Feature extraction and classifications techniques to be followed if the image is found to have Illumination variation. 
x If the image is found to have Facial Expression then perform: Feature Extraction using Fuzzy Class Mean 
Embedding and classification using Correlation based approach which is shown in fig.6. 
Calculating the following 25 Image Quality Assessments (IQA) 
Mean Square Error, Peak Signal To Noise Ratio, Signal To Noise Ratio, 
StructureContent, Maximum Difference, Average Difference, Normalized 
Absolute Error, R-Averaged Md,Laplacian Mean Square Error, Normalized 
Cross Correlation,. Mean Angle Similarity, Mean Angle Magnitude 
Similarity, Total Edge Difference, Total Corner Difference, Spectral 
Magnitude Error, Spectral Phase Error, Gradient Magnitude Error, Gradient 
Phase Error, Structural Similarity Index, Visual Information Fidelity,. 
Reduced Entropic Difference, JPEG Quality Index, High-Low Frequency, 
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Fig.6. Feature extraction and classifications techniques to be followed if the image is found to have Facial Expression variation. 
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x If the image is found to have Age, Occlusion, Surgically altered then perform: Feature Extraction using 
Gabor Minimum Average Correlation Energy and classification using Sparse Representation Classifier 
approach which is shown in fig.7. 
Fig.7. Feature extraction and classifications techniques to be followed if the image is found to have Age variation OR Occlusion OR Surgically 
altered. 
Step 7: Based on the feature extraction and classification results obtained in step 6 recognition is performed with 
Composite Sketch generated during the Training Phase. 
4. Results and Discussion 
We are generated 70 composite sketches using SketchCop FACETTE face design system software. These 70 
composite sketches are shown in fig. 8 which can be downloaded fromhttps://goo.gl/5GnKpH 
The 70 composite sketches generated are of people from different regions. To generate these composite sketches 
no specialized training is needed. It took only 2 hours for 5 students to generate these composite sketches using 
SketchCop FACETTE face design system software. These composite sketches were generated using 70 photos 
which were captured using Phantom 3 professional unmanned aerial vehicle. On the images captured by Phantom 3 
professional face detection is performed using Viola-Jones method and result obtained are shown in fig. 9 which can 
be downloaded from https://goo.gl/3esBgu
The proposed method to match composite sketches with images captured by unmanned aerial vehicle (Phantom 3 
Professional) is compared with Multiscale Circular Feature Extraction and Boosting method Equal Error Rate 
(EER), False Acceptance Rate (FAR), False Rejection Rate (FRR) values obtained are tabulated in Table 1.   
Table 1.Performance Comparison of Multiscale Circular Feature Extraction and Boosting method and Proposed Method for Composite Sketch
Matching with 70 images captured by unmanned aerial vehicle (Phantom 3 Professional) under unconstrained environment 
Method EER FAR FRR 
Multiscale Circular Feature Extraction and 
Boosting 
8.78 12.96 6.34 
Proposed Method 2.43 1.56 3.12 
Table 2.EER, FAR and FRR values obtained for Multiscale Circular Feature Extraction and Boosting method on various standard publicly
available face databases 
Face Database Description Total number of 
images 
EER FAR FRR
Look Alike  50 x 5 genuine photos + 50 x 5 500 9.34 17.12 8.32 
Gabor Minimum Average Correlation 
Energy based Feature Extraction 
Classification performed using Sparse 
Representation Classifier
Recognition is performed 
with Composite Sketch 
Fig.8. Composite sketches generated using SketchCop 
FACETTE face design system software. 
Fig.9. Photos obtained after images captured by Phantom 3 
professional is passed through face detectionmodule.
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imposter photos 
Sheffield  20 individuals and each shows 
a range of poses from profile 
opinion to frontal opinions 
564 12.43 19.79 7.11 
Extended Yale B 28 human themes under 9 
poses and 64 illumination 
situations 
16128 21.56 7.45 14.72 
AT&T Motion Blur added to all the 40 
x 10 images  
400 3.30 4.12 9.78 
AT&T Salt & Pepper Noise added to 
all the 40 x 10 images 
400 8.76 11.34 9.98 
Japanese Female 
Facial Expression  
7 facial terminologies (6 basic 
facial terminologies + 1 
neutral)  
213 7.87 8.98 6.34 
Face and Gesture 
Recognition Research 
Network Aging  
Average 12 pictures of varying 
ages between 0 and 69, for 
each of its 82 subjects 
1002 11.21 9.44 5.22 
Plastic Surgery pre and post-surgery images 
relating to 900 themes 
1800 7.45 13.21 18.23 




500 pairs of face 
images with makeup and non-
makeup 
1000 11.23 17.89 13.55 
AR Face Database 126 people's occluded face 
images 
4000 6.45 3.45 7.88 
Multiscale Circular Feature Extraction and Boosting technique and proposed technique are also validated on 
various standard publically available face databases. EER, FAR, and FRR values obtained for Multiscale Circular 
Feature Extraction and Boosting technique and the proposed technique are tabulated in Table 2 and Table 3 
respectively.
Table 3.EER, FAR and FRR values obtained for proposed method on various standard publicly available face databases 
Face Database Description Total number of 
images 
EER FAR FRR
Look Alike  50 x 5 genuine photos + 50 x 5 
imposter photos 
500 2.12 9.24 2.12 
Sheffield  20 individuals and each shows 
a range of poses from profile 
opinion to frontal opinions 
564 7.24 3.92 1.21 
Extended Yale B 28 human themes under 9 
poses and 64 illumination 
situations 
16128 5.34 3.29 2.99 
AT&T Motion Blur added to all the 40 
x 10 images  
400 1.30 2.72 1.66 
AT&T Salt & Pepper Noise added to 
all the 40 x 10 images 
400 2.17 5.17 3.18 
Japanese Female 
Facial Expression  
7 facial terminologies (6 basic 
facial terminologies + 1 
neutral)  
213 4.33 2.77 1.99 
Face and Gesture 
Recognition Research 
Network Aging  
Average 12 pictures of varying 
ages between 0 and 69, for 
each of its 82 subjects 
1002 3.98 1.64 1.62 
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Plastic Surgery pre and post-surgery images 
relating to 900 themes 
1800 2.75 3.91 2.77 
Face Authentication 
With Makeup Changes 
500 pairs of face 
images with makeup and non-
makeup 
1000 1.37 6.23 3.15 
AR Face Database 126 people's occluded face 
images 
4000 1.25 1.98 3.14 
      
Analyzing Table 2 and Table 3 we find that the proposed method gives much better EER, FAR, and FRR values 
when compared to Multiscale Circular Feature Extraction and Boosting method. 
5. Conclusion 
In this paper we propose a different method to apprehend first time offenders using composite sketches and 
images captured by unmanned aerial vehicles. The unmanned aerial vehicle is sent in the area where the first time 
offender is likely to be present. The image captured by unmanned aerial vehicle is passed to Face Detection module 
so that only human faces are obtained.  Human faces are then subjected to Image Quality Assessment (IQA) 
calculating module. Based on the IQA vales obtained we decide if the given face image contains Pose variations, 
Illumination variations, Age variation, Facial expression variation, Blurring effects, Noises,  Occlusion, Surgically 
altered faces, Images with Makeup. After the variation is decided we select suitable feature extraction and 
classification method to match Composite Sketch with the images captured by unmanned aerial vehicle. The 
proposed method is validated on 70 composite sketches generated using SketchCop FACETTE face design system 
software and images captured using Phantom 3 professional unmanned aerial vehicle. We have also validated the 
proposed method on various standard publically available face databases. From our analysis we have found that the 
proposed method gives much better EER, FAR, and FRR values when compared to Multiscale Circular Feature 
Extraction and Boosting which is the existing method to match composite sketch images. 
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