A staggered semi-implicit hybrid FV/FE projection method for weakly
  compressible flows by Bermúdez, A. et al.
A staggered semi-implicit hybrid FV/FE projection method for weakly
compressible flows
A. Bermu´deza,b,c, S. Bustod,∗, M. Dumbserd, J.L. Ferr´ına,b,c, L. Saavedrae, M.E. Va´zquez-Cendo´na,b,c
aDepartamento de Matema´tica Aplicada, Universidade de Santiago de Compostela, Facultad de Matema´ticas. 15782
Santiago de Compostela, Spain
bInstituto de Matema´ticas, Universidade de Santiago de Compostela, Facultad de Matema´ticas. 15782 Santiago de
Compostela, Spain
cITMATI, Campus Sur 15782 Santiago de Compostela, Spain
dLaboratory of Applied Mathematics, DICAM, University of Trento, via Sommarive 14, IT-38050 Trento, Italy
eDepartamento de Matemtica Aplicada a la Ingeniera Aeroespacial, Universidad Polite´cnica de Madrid, Madrid, Spain
Abstract
In this article we present a novel staggered semi-implicit hybrid finite-volume/finite-element (FV/FE)
method for the resolution of weakly compressible flows in two and three space dimensions. The pressure-
based methodology introduced in [1, 2] for viscous incompressible flows is extended here to solve the com-
pressible Navier-Stokes equations. Instead of considering the classical system including the energy conser-
vation equation, we replace it by the pressure evolution equation written in non-conservative form. To ease
the discretization of complex spatial domains, face-type unstructured staggered meshes are considered. A
projection method allows the decoupling of the computation of the density and linear momentum variables
from the pressure. Then, an explicit finite volume scheme is used for the resolution of the transport diffu-
sion equations on the dual mesh, whereas the pressure system is solved implicitly by using continuous finite
elements defined on the primal simplex mesh. Consequently, the CFL stability condition depends only on
the flow velocity, avoiding the severe time restrictions that might be imposed by the sound velocity in the
weakly compressible regime. High order of accuracy in space and time of the transport diffusion stage is
attained using a local ADER (LADER) methodology. Moreover, also the CVC Kolgan-type second order in
space and first order in time scheme is considered. To prevent spurious oscillations in the presence of shocks,
an ENO-based reconstruction, the minmod limiter or the Barth-Jespersen limiter are employed. To show
the validity and robustness of our novel staggered semi-implicit hybrid FV/FE scheme, several benchmarks
are analysed, showing a good agreement with available exact solutions and numerical reference data from
low Mach numbers, up to Mach numbers of the order of unity.
Keywords: weakly compressible flows, projection method, finite volume method, finite element method,
staggered semi-implicit schemes, ADER methodology.
1. Introduction
Weakly compressible flows are of great interest for the comprehension of numerous natural phenomena
and industrial processes, such as some geophysical and biological applications, heat exchangers, combustion
furnaces or solar energy collectors. Therefore, during the last decades, the research community has made a
great effort in order to develop efficient numerical algorithms for their solution. Two main families of weakly
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2compressible flow solvers can be identified depending on the approach used to compute the pressure field
(see [3] for an extended overview).
On the one hand, density-based solvers initially focus on the computation of the density from which
the pressure is recovered using the equation of state (EOS). These solvers have been traditionally used for
the simulation of compressible flows [4, 5, 6, 7, 8, 9, 10, 11, 12]. However, the small velocities compared
with the sound speed, present in low Mach number flows, introduce a severe restriction on the time step.
Even fully implicit algorithms, which avoid the dependency of the time step on the Mach number, may
still produce wrong physical results due to excessive numerical dissipation of density-based Godunov-type
schemes in the low Mach number limit. Weakly compressible solvers should be consistent with the features
of the incompressible regime in which the pressure becomes a purely hydrodynamic variable or, from the
mathematical point of view, a Lagrange multiplier associated to the incompressibility condition (see [13]).
To overcome the stiffness of these algorithms a general approach providing promising results is the use of
preconditioning methods (see [14, 15, 16, 17, 18, 19, 20, 21, 22] and references therein).
On the other hand, pressure-based solvers directly compute the pressure from a Poisson-type equation
derived from the mass and momentum conservation equations. These methods are widely used in the
resolution of incompressible Navier-Stokes equations (see, e.g., [23, 24, 25, 26, 27, 28, 29, 30, 1, 31, 32, 33]).
When applying them to solve weakly compressible flows the major issues arise from considering a variable
density field. The system of equations to be solved must be adjusted by including the time derivative term
on the mass conservation equation and by adapting also the momentum equation to account for spatial
density variation. In addition, a state equation is needed. Several finite volume, finite difference and finite
element methods initially developed for incompressible flows have been extended to the weakly compressible
and low Mach regimes (see [34, 35, 36, 37, 38, 39, 40]). Furthermore, some of the algorithms have been
developed to solve all Mach number flows, which proves the potential of the extension of this family of
schemes (see [41, 42, 43, 44, 45, 46, 47]). Note that the methods proposed in [43, 46, 47] make use of the
novel flux-vector splitting approach forwarded in [48].
The methodology presented in this manuscript also belongs to this last family of methods and has been
extended from the hybrid projection method presented in [1, 49, 2, 50, 51] for the resolution of incompressible
flows. The main goal of this paper is the development of an efficient methodology for solving weakly
compressible flows in two and three space dimensions. To this end, we consider a modified version of the
compressible Navier-Stokes equations where the total energy conservation equation has been substituted
by the pressure equation written in non-conservative form. Meanwhile, the mass and linear momentum
conservation equations are employed. Within this document, we take the equation of state (EOS) of ideal
gases, but the above system of equations also applies to a general EOS.
One important feature of the developed algorithm is that it does not only rely on one specific methodology
to solve the partial differential equations involved in the compressible model, but combines both finite
volume (FV) and finite element (FE) methods in order to provide a more efficient and accurate solver.
Finite volume methods have proven to be highly valuable in the resolution of advection equations so they
are used in order to solve transport-diffusion equations (see [8, 52, 53] and references therein). On the other
hand, the capabilities of classical continuous finite elements are exploited for the resolution of the resulting
Poisson-type problem for the pressure (see, for instance, [54, 55]).
Most of pressure-based solvers extended to solve weakly compressible flows consider structured meshes
on two-dimensional geometries. This results in an important restriction on the range of physical phenomena
that can be simulated. The numerical method presented in this paper has been developed for general
unstructured meshes in order to deal with complex geometries and to enlarge its applicability. Therefore,
from the spatial discretization point of view, we consider a staggered unstructured mesh of the face-type.
These kinds of meshes have already been used in the finite volume and discontinuous Galerkin frameworks
with great success (see [56, 57, 58, 1, 31, 33, 2, 46]). The use of staggered meshes avoids checker-board
phenomena that must be corrected when collocated grids are used (see [59] for a particular example in low
Mach number flows). Moreover, the design of the dual mesh allows for an easy implementation of boundary
conditions. The nodes of the dual mesh, in which the conservative variables and the density are computed,
belong to the boundary as well as the vertex of the primal mesh used to approximate the pressure. The
use of these staggered meshes together with a simple specific way of passing the information between them
3leads to a stable scheme.
To achieve a high order numerical scheme a local ADER method is applied on the finite volume frame-
work. ADER methodology, Arbitrary high order DErivative Riemann problem, that has been first put
forward by Toro et al. in [60, 61]. It is a fully discrete approach that relies on non-linear reconstructions
and the solution of the generalised Riemann problem, to any order of accuracy. The resulting schemes are
arbitrarily accurate in both space and time in the sense that they have no theoretical accuracy barrier.
Further developments and applications of diverse families of ADER methods are found, for example, in
[62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80]. The development of the high order
hybrid FV-FE method to be employed is based on the analysis of ADER methodology for the scalar non-
linear advection-diffusion-reaction equation presented in [77]. Furthermore, in [2], it has been adapted to
profit from the benefits of considering the hybrid FV-FE formulation resulting on a reduction of the stencil,
and thus of the computational cost, with respect to a classical ADER-FV scheme. Let us remark that the
use of high order schemes in the presence of high discontinuities require for the use of a limiter which avoids
spurious oscillations that may arise on the presence of shock waves. Many different types of limiters can
be found in the bibliography such as ENO and WENO limiters, [81, 82, 83], slope and moment limiting,
[84, 52], artificial viscosity approaches, [85, 86, 87], or a posteriori limiters [88, 89, 90, 91, 92]. In this paper
we consider two different strategies: an ENO reconstruction to be employed within the LADER procedure;
or the use of more restrictive limiters like the minmod limiter of Roe, [93, 52], and the Barth-Jespersen
limiter, [94].
The rest of the paper is organized as follows. In Section 2, the compressible Navier-stokes equations are
recalled and the energy conservation equation is substituted by the non-conservative form of the pressure
equation. Further details on its derivation are included in Appendix A. In Section 3, the numerical scheme
is presented. The unstructured staggered grid is described in detail and the overall algorithm is introduced.
The extension of the LADER methodology to achieve a second order in space and time scheme for the
compressible model is carefully detailed. Special attention is paid to the coupling between transport and
projection stages. Finally, Section 4 is devoted to the careful testing of the new method by solving a large
set of different numerical benchmark problems. A modified version of the Taylor-Green vortex including
gravity effects is used, to verify the order of accuracy of the scheme. Furthermore, some Riemann problems
are simulated to study the behaviour of the new method in the presence of weak discontinuities. Further
benchmarks include explosion problems in two and three dimensions, natural convection tests and very
low Mach number flows. Overall, all numerical test problems indicate that the method is suitable for the
simulation of weakly compressible flows, from low Mach numbers up to Mach numbers of the order of unity.
The paper closes with some concluding remarks and an outlook to future research in Section 5.
2. Governing equations
The compressible Navier-Stokes equations are classically presented in terms of density, ρ, momentum
density, ρu, and total energy density, E, as
∂ρ
∂t
+ div (ρu) = 0, (1)
∂ρu
∂t
+ div (ρu⊗ u) + grad p− div τ = ρg, (2)
∂E
∂t
+ div [u (E + p)]− div (τu) + divq = ρg · u, (3)
τ = µ
(
gradu+ graduT
)− 2
3
µdivuI, (4)
q = −λ grad θ (5)
with p and θ the pressure and the temperature, respectively, τ the viscous part of the Cauchy stress tensor,
µ the dynamic viscosity, g the gravity vector, q the heat flux, and λ the thermal conductivity coefficient. For
4smooth solutions, an equivalent formulation can be obtained by replacing the total energy conservation law
(3) with a time evolution equation for the pressure. In the following we will denote the linear momentum
with wu := ρu.
∂ρ
∂t
+ div (wu) = 0, (6)
∂wu
∂t
+ div
(
1
ρ
wu ⊗wu
)
+ grad p− div τ = ρg, (7)
∂p
∂t
+ u · grad p− c2u · grad ρ+ c2 div (ρu) + (γ − 1) (divq− τ · gradu) = 0, (8)
where c2 = (∂p/∂ρ)s is the square of the isentropic sound speed c. For the ideal gas equation of state (EOS)
we have c =
√
γp
ρ , with γ the adiabatic index. Furthermore, one has the well-known relation
p = ρRθ (9)
with R being the specific gas constant, R = R
Ne∑
l=1
yl
Ml , R the universal gas constant (8.314 J/molK),Ml the
molar mass of the l-th species, yl its mass fraction and Ne the number of species of the mixture. Although the
method is presented here for ideal gases only, for the sake of simplicity, any other EOS could in principle be
also employed. To change the EOS in the numerical method, it is enough to introduce the proper expressions
for the computation of the isentropic sound speed c and the temperature θ in terms of the density and the
pressure. It is precisely for this reason that we have chosen to use the pressure evolution equation rather
than the total energy conservation law, since it allows a very simple and straightforward extension of the
algorithm to general equations of state. It is also obvious that in the incompressible limit, i.e. for c → ∞,
from the pressure equation (8) one obtains
divu→ 0, (10)
which is the well-known divergence-free condition of the velocity field for incompressible flows. Further
details on the derivation of system (8) from (3) are included in Appendix A.
The stress tensor term, τ · gradu, in the pressure equation (8), corresponds to the energy dissipation
related to the gas viscosity, i.e., due to the shear between the molecules of the gas. Usually, for low Mach
number and high Reynolds number flows, its magnitude is small with respect to the remaining terms in (8),
so it can be neglected in many numerical experiments.
3. Numerical discretization
The numerical discretization of the complete system, (6)-(8), is performed by extending the projection
method put forward in [1] and [2]. The proposed methodology decouples the computation of the linear
momentum and the pressure. Regarding the numerical scheme, finite volume methods are used for the
approximation of the hyperbolic dominated equations, whereas finite elements are employed to solve the
pressure system.
To derive our numerical method, we consider the following semi-discretization of the governing PDE
system, where first time is discretized, while all spatial operators are still kept continuous. Only later,
the spatial discretization will be performed with appropriate discrete operators and methods, namely FV
methods for the transport-diffusion terms and continuous FE method for the resulting semi-discrete pressure
equation.
We therefore start by considering a two-stage in time discretization scheme: in order to get the so-
lution at time tn+1, we use the previously obtained approximations Wnu of the linear momentum density
5wu(x, y, z, t
n), Un of velocity u(x, y, z, tn), ρn of density ρ (x, y, z, tn), θn of temperature θ (x, y, z, tn) and pn
of pressure p(x, y, z, tn), and compute Wn+1u , ρ
n+1, θn+1, and pn+1 from the following system of equations:
1
∆t
(
ρn+1 − ρn)+ divFρc (Wn) = 0, (11)
1
∆t
(
W˜u −Wnu
)
+ divFWuc (Wn)− div τn = ρng, (12)
1
∆t
(
Wn+1u − W˜u
)
+ grad pn+1 = 0, (13)
1
∆t
(p˜p − pn) +Un · grad pn + (γ − 1) divqn = 0, (14)
1
∆t
p˜ρ − c2Un · grad ρn = 0, (15)
1
∆t
(
pn+1 − p˜ )+ c2 divWn+1u − (γ − 1) τ · gradu = 0, p˜ := p˜ρ + p˜p, (16)
where Wn =
(
ρ,WTu , p
)T
is the vector of unknowns, and Fρc (Wn) := Wnu and FWuc (Wn) := 1ρnWnu⊗Wnu
are the convective fluxes related to the mass and momentum conservation equations, respectively. Let us
notice that adding (12) and (13) (respectively, (14), (15) and (16)) we get a time discretization of (7)
(respectively, of (8)).
Accordingly, we propose an algorithm involving four stages:
• Transport-difusion stage: equations (11), (12), and (14) are solved through a finite volume method
providing the value of the density at the new time, ρn+1, and intermediate approximations for linear
momentum and pressure, namely W˜u and p˜p.
• Pre-projection stage: the value of p˜ρ is computed solving (15) in a finite volume fashion. Then, the
intermediate linear momentum and pressure are interpolated from the dual mesh to the primal mesh.
• Projection stage: a finite element method is applied to system (13), (16) in order to determine the
pressure at the new time instant, pn+1.
• Post-projection stage: the new pressure is employed in equation (13) to update the linear momentum,
Wn+1u . Moreover, the temperature at the new time instant, θ
n+1, is recovered from the new pressure
and density by using the EOS.
Before providing a better description of each stage, we will introduce the space discretization.
3.1. Unstructured staggered grid
The computational domain is discretized in space using face-based staggered unstructured meshes, as
adopted in [56], [1] and [2]. We start considering a triangular (2D) or tetrahedral (3D) grid of elements
{Tk, k = 1, . . . , nel}, to be called the primal mesh. Then, as illustrated in Figure 1 for the 3D case, the nodes
{Ni} of the dual mesh are defined as the barycentres of the faces of the elements of the primal mesh. Then
each finite volume of the dual mesh is defined as the polyhedron determined by the vertices of the face and
the barycentres of the two tetrahedra sharing the face. If the node is on the boundary of the domain, then
the associated finite volume is the tetrahedral defined by the three vertices of the face and the barycentre
of the primal tetrahedral including this face.
The employed notation is as follows:
• Each interior node Ni has as neighbouring nodes the set Ki consisting of the barycentres of the
edges/faces of the two primal elements to which it belongs.
• Each finite volume, also to be called cell, is denoted by Ci. We denote by Γi its boundary and η˜i its
outward unit normal.
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Figure 1: Interior (left) and boundary (right) finite volumes of the face-type in 3D. The vertex of the primal mesh are denoted
by Vi, B and B
′ correspond to the barycentres of the primal tetrahedra and Ni are the nodes of the dual mesh.
• The edge/face Γij is the face between cells Ci and Cj . Nij is the barycentre of the Γij .
• The boundary of Ci is denoted by Γi =
⋃
Nj∈Ki
Γij .
• |Ci| is the area/volume of Ci.
• η˜ij represents the outward unit normal vector to Γij . We define ηij := η˜ij ||ηij ||, where, ||ηij || is
denotes the length/area of Γij .
3.2. Transport-diffusion stage
Within the transport diffusion stage a finite volume method is applied in order to compute the density
at the new time step, ρn+1, and to provide a first approximation of the linear momentum density, W˜u, and
the pressure, p˜p. Integrating equations (11), (12) and (14) on Ci and applying Gauss’ theorem we get
|Ci|
∆t
(
ρn+1i − ρni
)
+
∫
Γi
Fρc (Wn) η˜i dS = 0, (17)
|Ci|
∆t
(
W˜n+1u, i −Wnu, i
)
+
∫
Γi
FWuc (Wn) η˜i dS −
∫
Γi
τn η˜i dS =
∫
Ci
ρngdV, (18)
|Ci|
∆t
(p˜p i − pni ) +
∫
Ci
Un · grad pndV +
∫
Ci
(γ − 1) divqndV = 0. (19)
3.2.1. Numerical flux
We start by approximating the flux term in (17)-(18). To this end we define the global normal flux on
Γi as
Z(Wn, η˜i) := Fc(Wn)η˜i, with Fc(Wn) = (Fρc (Wn),Fwuc (Wn))T . (20)
Next, we split Γi into the cell interfaces Γij , namely
∫
Γi
F(Wn)η˜i dS =
∑
Nj∈Ki
∫
Γij
Z(Wn, η˜ij) dS. (21)
7Then, in order to get a stable discretization, the integral on Γij is approximated by an upwind scheme using
a numerical flux function φ = (φρ,φu)
T
. We use the simple Rusanov scheme (see [95]),
φ
(
Wni ,W
n
j ,ηij
)
=
1
2
(Z(Wni ,ηij) + Z(Wnj ,ηij))−
1
2
αnRS, ij
(Wnj −Wni ) (22)
with
αnRS, ij = αRS(W
n
i ,W
n
j ,ηij) := max
{
2
∣∣Uni · ηij∣∣ , 2 ∣∣Unj · ηij∣∣} (23)
the maximum signal speed on the edge andW = (ρ,WTu )T . Therefore, equations (17)-(18) can be rewritten
as
ρn+1i − ρni +
∆t
|Ci|
∑
Nj∈Ki
φρ
(
Wni ,W
n
j ,ηij
)
= 0, (24)
1
∆t
(
W˜u, i −Wnu, i
)
+
1
|Ci|
∑
Nj∈Ki
φu
(
Wni ,W
n
j ,ηij
)− 1|Ci| ∑
Nj∈Ki
ϕu
(
Uni ,U
n
j ,ηij
)
=
1
|Ci|
∫
Ci
ρngdV,
(25)
where ϕu denotes a diffusion flux function corresponding to the viscous stress tensor term to be detailed in
Section 3.2.4. Some of the tests to be presented in Section 4 account for an extra artificial viscosity term,
cα ∈ R, on the Rusanov flux,
αnRS, ij := max
{
2
∣∣Uni · ηij∣∣ , 2 ∣∣Unj · ηij∣∣}+ cα ∥∥ηij∥∥ , (26)
which is used to improve the stability of the scheme related to the mass conservation equation when the
fluid has large density variations with respect to the magnitude of the velocity field.
3.2.2. CVC Kolgan-type scheme
By using the flux function (22) we would obtain a first order scheme both in space and time. Second
order in space can be reached by extending the CVC Kolgan-type scheme presented in [96] and [2]. The
linear momentum density and mass density variables, Wnu, i, W
n
u, j , ρ
n
i , ρ
n
j , are replaced in the upwind terms
by their improved interpolations, Wnu, i L, W
n
u, j R, ρ
n
iL, ρ
n
j R:
φu
(
Wni ,W
n
j ,W
n
iL,W
n
j R,ηij
)
=
1
2
[Z(Wni ,ηij) + Z(Wnj ,ηij)]− 12αnRS, ij (Wnj R −WniL) (27)
(see [2] for further details on the computation of the improved interpolations).
3.2.3. LADER methodology
To achieve a second order scheme in space and time, we extend LADER techniques to solve equations
(17)-(18). This method was first proposed in [2] as a modification of ADER methodology (see [60] and
[52]) and makes its extension to solve the multidimensional problem easier. The main difference between
that initial scheme and the one employed in this paper relates with the density variation. Both, linear
momentum and density are extrapolated and the mid-point rule is applied. We come now to detail the new
computations to be performed at each step of the extended method in 2D:
8Figure 2: Construction of a dual 2D mesh and auxiliary triangles. Left: finite elements of the primal triangular mesh (black).
Centre: finite volume Ci (purple). Right: upwind and centred auxiliary triangles (green).
Step 1. ENO-based reconstruction. Reconstruction of the data in terms of first degree polynomials is
considered. At each finite volume we define three polynomials, each of them at the neighbourhood of
one of the boundary edges. That is, the cell is divided into three sub-triangles having one of the edges
of the finite volume as basis and the cell node as opposite vertex. Focusing on an edge Γij and on the
discretization of a scalar variable, W , its two related reconstruction polynomials for the conservative
variable are
P iij(N) = Wi + (N −Ni) (grad W )iij , P jij(N) = Wj + (N −Nj) (grad W )jij . (28)
To avoid spurious oscillations on the solution we add a non-linearity on the scheme by applying an
ENO (Essentially Non-Oscillatory) interpolation method. The slopes are adaptively chosen as follows:
(grad W )
i
ij =
 (grad W )TijL , if
∣∣∣(grad W )TijL · (Nij −Ni)∣∣∣ ≤ ∣∣∣(grad W )Tij · (Nij −Ni)∣∣∣ ,
(grad W )Tij , otherwise;
(grad W )
j
ij =
 (grad W )TijR , if
∣∣∣(grad W )TijR · (Nij −Nj)∣∣∣ ≤ ∣∣∣(grad W )Tij · (Nij −Nj)∣∣∣ ,
(grad W )Tij , otherwise.
The triangles Tij , TijL and TijR, in which the gradients of the conservative variable are computed, are
constructed by connecting the barycentres of the faces of the finite elements (see Figure 2 for the 2D
representation). The computation of these derivatives can also be seen as the gradient computation
of Crouzeix-Raviart finite elements defined on the primal mesh.
Step 2. Computation of the boundary extrapolated values at the barycentre of faces, Nij :
WiNij = p
i
ij(Nij) = Wi + (Nij −Ni) (grad W )iij , (29)
Wj Nij = p
j
ij(Nij) = Wj + (Nij −Nj) (grad W )jij . (30)
Step 3. Computation of the variables involved in the flux term with second order of accuracy using the
mid-point rule. Taylor series expansion in time and the Cauchy-Kovalevskaya procedure are applied
9to locally approximate the conservative variables at time ∆t2 . This methodology accounts for the con-
tribution of the advection and diffusion terms to the time evolution of the flux term at the momentum
conservation equation. The resulting evolved variables read
Wu iNij = Wu, i Nij −
∆t
2Lij
[Z(WiNij ,ηij) + Z(Wj Nij ,ηij)]
+
µ∆t
2Lij
[(
grad Wu + grad W
T
u
)
iNij
ηij +
(
grad Wu + grad W
T
u
)
j Nij
ηij
−2
3
(
divWu, i Nijηij + divWu, j Nijηij
)]
+
µ∆t
2
((grad p)Tij , (31)
Wu j Nij = Wu, j Nij −
∆t
2Lij
[Z(WiNij ,ηij) + Z(Wj Nij ,ηij)]
+
µ∆t
2Lij
[(
grad Wu + grad W
T
u
)
iNij
ηij +
(
grad Wu + grad W
T
u
)
j Nij
ηij
−2
3
(
divWu, i Nijηij + divWu, j Nijηij
)]
+
µ∆t
2
((grad p)Tij . (32)
We have denoted Lij = min
{
|Ci|
S(Ci)
,
|Cj |
S(Cj)
}
with S(Ci) the area of the surface of cell Ci and (grad W )iNij ,
(grad W )j Nij the approximation of the gradients of W in the neighbourhood of face Γij in the related
finite volumes Ci and Cj , respectively. Let us remark that these derivatives correspond to the values
obtained at TijL and TijR. Regarding density, we consider the mass conservation equation in order to
apply Cauchy-Kovalevskaya procedure. Therefore, we define
ρiNij := ρiNij −
∆t
2Lij
[Zρ(WiNij ,ηij) + Zρ(Wj Nij ,ηij)] , (33)
ρj Nij := ρj Nij −
∆t
2Lij
[Zρ(WiNij ,ηij) + Zρ(Wj Nij ,ηij)] . (34)
Step 4. Computation of the numerical flux using (22):
φ
(
W
n
iNij ,W
n
j Nij ,ηij
)
=
1
2
[
Z(WniNij ,ηij) + Z(W
n
j Nij ,ηij)
]
− 1
2
αnRS, ij
(
Wnj Nij −W
n
iNij
)
. (35)
Remark 3.1. In Step 1, an ENO-based reconstruction has been employed in order to introduce a non-
linearity which circumvents Godunov theorem. An alternative may be the use of classical limiters like the
minmod limiter of Roe, [93, 52], or the Barth-Jespersen limiter, [94].
3.2.4. Viscous term
In this section we describe the computation of the viscous term. First, applying Gauss’ theorem we relate
the volume integral of the diffusion term with a surface integral over the boundary, Γi. Next, this integral is
split into the integrals on the cell faces Γij . Thus, the viscous term of the momentum conservation equation
reads
∫
Ci
div τndV =
∑
Nj∈Ki
∫
Γij
τnη˜ij dS =
∑
Nj∈Ki
∫
Γij
µ
[
grad Un + (grad Un)
T − 2
3
divUnI
]
η˜ij dS, (36)
where a new divergence term has appeared with respect to the incompressible model, [2]. We define the
corresponding numerical diffusion function as
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ϕu
(
Uni ,U
n
j ,ηij
) ≈ ∫
Γij
µ
[
grad Un + (grad Un)
T − 2
3
divUn
]
η˜ijdS. (37)
Accounting for the dual mesh structure, we compute the spatial derivatives on the auxiliary tetrahedron Tij
through a Galerkin approach. Hence,
ϕu
(
Uni ,U
n
j ,ηij
)
= µ (grad Un)Tij ηij + µ (grad U
n)
T
Tij
ηij −
2
3
µ (divUn)Tij ηij . (38)
The former expressions are directly used when a first order or the CVC Kolgan-type methodologies are
considered. In order to attain a second order in space and time scheme we apply LADER methodology also
to the diffusion term (see [2]). That is, we construct evolved variables W
n
u, i, which lack from the advection
term as contribution for the half in time evolution. Next, the physical evolved variables are obtained dividing
by the evolved densities already computed for the flux term,
U
n
i =
W
n
u, i
ρni
. (39)
Finally, the numerical diffusion function is evaluated,
ϕu
(
U
n
i ,U
n
j ,ηij
)
. (40)
Remark 3.2. The above evolved variables are also employed to compute the remaining terms in equations
(18)-(19) when the second order in space and time scheme is derived. Regarding the pressure, its evolved
value, obtained using equation (8), reads
pni = p
n
i − ρni cn
2
i divu
n − uni · grad pn − (γ − 1) div qn + (γ − 1) τn · gradun, (41)
where the spatial derivatives were computed on the primal elements using the Galerkin approach and then
interpolated on the dual mesh.
3.2.5. Gravity term
The gravity term can be integrated directly per finite volume by assuming a constant value for the density
on Ci,
∫
Ci
ρngdV = |Ci| ρni g. (42)
3.2.6. Non conservative product
Following [97, 98, 99, 100, 101], a path conservative scheme is employed to approximate the non conser-
vative product:
∫
Ci
Un · grad pndV =
∑
Nj∈Ki
Wnu ij
2ρnij
· η˜ij
(
pnj − pni
)
. (43)
11
3.2.7. Heat flux term
Assuming the average value of the temperature at each dual element is known, the heat flux term on
(19) can be approximated as
∫
Ci
(γ − 1) divqndV = (γ − 1)qnTij · η˜ij = − (γ − 1)λ (grad θn)Tij · η˜ij . (44)
3.3. Pre-projection stage: density term in the pressure equation
Let us remark that the final objective of solving the pressure equations (14)-(15) is to obtain a value for
p˜ that will be replaced in (16). Therefore, for the density derivative term, instead of computing the integral
at each finite volume and then passing the information to the primal mesh, we propose to directly compute
the value at each primal element in a finite volume fashion, i.e., by considering the sum of the integrals on
its boundary:
p˜ρ = − ∆t|Tk|
∫
Tk
cn
2
Un · grad ρndV = − ∆t|Tk|c
n2
k U
n
k ·
∑
Ni∈Tk
∫
Γki
ρni η˜ki dV. (45)
In (45) the sound speed is computed from the value of the density at each dual element and the pressure in
the vertex of the primal grid:
c2k =
∑
i∈Kk
γpk
ρi
|Tki|
|Tk| , p
n
k =
1
lnv
lnv∑
m=1
pkm (46)
with lnv the number of local vertex per dual element, i.e., lnv = 3 in 2D and lnv = 4 in 3D. Similarly, the
velocity has been interpolated from the dual to the primal mesh as
Uk =
∑
i∈Kk
Ui
|Tki|
|Tk| . (47)
3.4. Projection stage
Within the projection stage, equations (13), (16) are solved using a finite element method. To obtain
the weak formulation of the pressure system, we multiply equation (13) by the gradient of a test function
z ∈ V0, V0 :=
{
z ∈ H1 (Ω) : ∫
Ω
zdV = 0
}
and integrate in Ω:∫
Ω
grad pn+1 · grad zdV = 1
∆t
∫
Ω
W˜u · grad zdV − 1
∆t
∫
Ω
Wn+1u · grad zdV. (48)
Besides, applying a Green’s formula in (16), we get∫
Ω
Wn+1u · grad zdV =
∫
Γ
Wn+1u · ηzdS +
1
c2∆t
∫
Ω
(
pn+1 − p˜) zdV − 1
c2
∫
Ω
(γ − 1) τn · gradUn zdV. (49)
Replacing (49) in the variational formulation, (48), we obtain the following weak problem:
Weak problem. Find pn+1 ∈ V0 satisfying
∆t2
∫
Ω
grad pn+1 · grad zdV + 1
c2
∫
Ω
pn+1zdV = ∆t
∫
Ω
W˜u · grad zdV −∆t
∫
Γ
Wn+1u · ηzdS
+
1
c2
∫
Ω
p˜zdV − ∆t
c2
∫
Ω
(γ − 1) τn · gradUn zdV (50)
for all z ∈ V0.
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Since the contribution of the density term on the pressure equation has already been computed at each
primal element whereas the remaining terms were approximated on the dual elements, the final contribution
to p˜ is made of two different parts,
1
c2
∫
Ω
p˜zdV =
1
c2
∫
Ω
p˜pzdV +
1
c2
∫
Ω
p˜ρzdV. (51)
Interpolation from the dual mesh to the primal mesh of p˜p and W˜u is done within the pre-projection stage
according to (47). The discretization of (50) is performed using classical P1 finite elements and the final
system is solved using an optimized conjugate gradient method.
An alternative formulation to (50) consists in applying Green’s formula to the first term of the right
hand side,
∫
Ω
W˜u · grad zdV = −
∫
Ω
div W˜u · zdV +
∫
Γ
W˜u · ηzdS. (52)
To approximate the integral related to the divergence of the linear momentum we proceed similarly to the
computation of the density term in the pressure equation, Section 3.3,
∫
Tk
div W˜udV =
∑
Ni∈Tk
∫
Γki
W˜u i · η˜ki dV. (53)
Thus, we obtain a constant approximation of the linear momentum divergence at each primal element.
The last term to be computed is the viscosity term in (50). Using the Galerkin approach we can
get a constant approximation of the gradients of the velocity at each primal element. Then, the viscous
stress tensor is computed and multiplied by the velocity gradient. Multiplication by the test function and
integration on each simplex element provides the contribution of the term to the right hand side of equation
(50). The final resulting system is solved using a conjugate gradient method.
3.5. Post-projection stage
Finally, at the post-projection stage, Wn+1u is updated with the pressure contribution,
Wn+1u = W˜u −∆t grad pn+1. (54)
The pressure gradient involved in the previous equation is computed using the classical finite element
gradients for P1 which provides a value for each finite element. Then, it is transferred into the dual mesh
by considering the weighted average of the contributions of the two halves of each cell.
As a needed post-process, when considering a non-zero heat flux, we approximate the temperature using
the state equation,
θn+1i =
pn+1i
ρn+1i R
. (55)
3.6. Boundary conditions
Definition of boundary conditions can be reduced to diverse combinations of the following types:
• Periodic boundary conditions. They are build on the assumption that a periodic mesh is provided.
Dual elements on periodic boundaries are constructed by joining the two boundary volumes that share
the common face, so that, a new dual element of the interior type is generated. Regarding the FE
computations, the vertices on the boundaries are merged resulting in a reduction on the size of the
pressure system.
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• Dirichlet boundary conditions. They can be imposed strongly or weakly. In the first case the velocity
and the density/temperature at the boundary are overwritten using their exact values. In the second
case, the exact velocity and the density/temperature on the boundary are imposed to construct the
fluxes and the gradients involved in the viscous terms. Dirichlet boundary conditions for the linear
momentum correspond to Neumann boundary conditions for the pressure field.
• Adiabatic wall. It corresponds to Dirichlet boundary conditions but for the computation of the heat
flux which is set to zero. Moreover, the density at the boundary is not imposed.
• Neumann boundary conditions. The definition of W˜u takes into account inflow/outflow boundary
conditions with no need for additional treatment of the conservative variables. Then, the pressure is
imposed on the boundary nodes of the primal mesh.
4. Numerical results
In this section, classical benchmarks for weakly compressible flows are presented in order to assess
the performance of the proposed methodology. Let us note that the international system of units (SI) is
considered for all the tests.
4.1. Taylor-Green vortex
To check the accuracy of the numerical method, we employ the Taylor Green vortex benchmark defined
in Ω = [0, 2pi]× [0, 2pi]. An exact solution of this test case with gravity source terms can be defined as
ρ (x, y, t) = 1, p (x, y, t) =
p0
γ − 1 +
1
4
(cos(2x) + cos(2y)) e−4µt, (56)
u1 (x, y, t) = sin(x) cos(y)e
−2µt, u2 (x, y, t) = − cos(x) sin(y)e−2µt + gt, (57)
where p0 = 10
5, γ = 1.4. In order to (6)-(8) verify the former analytical solution we need to impose the
following source terms
fρ (x, y, t) = 0, (58)
fu1 (x, y, t) = −gte−2tµ sin(x) sin(y), (59)
fu2 (x, y, t) = −gte−2tµ cos(x) cos(y), (60)
fp (x, y, t) = −2µe−4tµ
(
cos2(x) + cos2(y)− 1)− e−6tµ cos(x) cos(y) sin2(x)
−e−4tµ cos(y) sin(y) (gt− e−2tµ cos(x) sin(y)) (61)
that are discretized in the finite volume framework following [1], [2]. Two different test cases have been run
on the four meshes described in Table 1. The first of them, T1, corresponds with the classical steady state
Taylor-Green vortex benchmark, with g = 0, µ = 0. Meanwhile, in T2 we have set g = −9.81 and µ = 0.1 so
the flow is no longer stationary. The L2 error norms and the corresponding convergence rates are presented
in Table 2, where
E(W )Mi = ‖W −WMi‖l2(L2(Ω)) , oWMi/Mj =
log
(
E(W )Mi/E(W )Mj
)
log
(
hMi/hMj
) (62)
for any scalar variable W and hMi the minimum area of the finite volumes on Mi. We observe that the first
order scheme is slightly below the expected accuracy for the pressure variable on the first test case, but the
LADER methodology overcomes that issue and successfully achieves the second order of accuracy sought.
Second order is also attained for the second test case, where gravity and viscous terms play an important
role.
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Mesh Elements Vertices Dual nodes
M1 128 81 208
M2 512 289 800
M3 2048 1089 3136
M4 8192 4225 12416
Table 1: Taylor-Green vortex. Mesh features.
Test/Method Variable EM1 EM2 EM3 EM4 oM1/M2 oM2/M3 oM3/M4
T1 / Order 1
p 1.38E + 03 8.81E + 02 6.53E + 02 4.73E + 02 0.64 0.43 0.47
wu 9.57E − 02 4.84E − 02 2.39E − 02 1.18E − 02 0.98 1.02 1.02
T1 / LADER
p 1.40E + 02 1.63E + 01 1.67E + 00 1.32E − 01 3.10 3.28 3.66
wu 7.41E − 03 1.80E − 03 3.48E − 04 6.94E − 05 2.04 2.37 2.33
T2 / LADER
p 2.63E + 02 3.62E + 01 1.14E + 01 3.16E + 00 2.86 1.67 1.85
wu 1.99E − 01 4.49E − 02 1.06E − 02 2.88E − 03 2.15 2.08 1.89
Table 2: Taylor-Green vortex. Observed L2 errors in space and time, EMi , and convergence rates , oMi/Mi+1 .
4.2. Riemann problems
A careful study of the performance of the proposed numerical method in the presence of weak discontinu-
ities is carried out using several Riemann problems, see [52, 46], for Euler flows. We stress that the proposed
algorithm is designed for weakly compressible flows and relies on the non-conservative pressure evolution
equation, hence we cannot expect the method to work for high Mach numbers and strong shocks. Neverthe-
less, the mass and momentum equations are discretized in conservative form and therefore we still expect
the method to work for Mach numbers up to unity. We consider a rectangular domain with x ∈ [−0.5, 0.5].
Aiming at decreasing the computational cost of the simulations the width of the domain depends on the
size of the used elements. More precisely, two different grids, M1 and M2, with 150 and 500 divisions along
x-direction, are employed. Periodic boundary conditions are set on y-direction whereas Dirichlet boundary
conditions are set in the left and right boundaries. Initial conditions are of the form,
ρ (x, y, 0) =
{
ρL if x ≤ 0,
ρR if x > 0;
p (x, y, 0) =
{
pL if x ≤ 0,
pR if x > 0;
u1 (x, y, 0) =
{
uL if x ≤ 0,
uR if x > 0;
u2 (x, y, 0) = 0;
(63)
where ρL, ρR, pL, pR, uL, uR are defined in Table 3.
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Test ρL ρR pL pR uL uR tend
RP1 1 0.125 1 0.1 0 0 0.25
RP2 1 1 0.4 0.4 −1 1 0.15
RP3 1 0.125 1 1 0.5 0 0.1
Table 3: Riemann problems. Initial condition and final time for each test case.
The first Riemann problem, RP1, corresponds to the so called Sod problem first put forward in [102].
The results obtained using the first order scheme and the second order LADER method with a Barth and
Jespersen limiter (LADER-BJ) show a good agreement with the exact solution even for the coarse grid M1;
see Figure 3.
The double rarefaction problem, RP2, in Figure 4, presents a small spurious oscillation of the density at
the origin arising from the jump in the initial velocity field. Nevertheless, the magnitude of this unphysical
behaviour decreases when refining the mesh and the pressure and velocity field are non affected by it.
Finally, Figure 5 shows the results obtained for the third Riemann problem, RP3, obtained using the
coarse mesh M1. Also in this test case the shape of the solution obtained using LADER-BJ agrees pretty well
with the exact solution being able to capture also the small jump of the density field at x = 0.36, t = 0.1.
Figure 3: Riemann problem 1. Plot over line y = 0 of the exact and numerical solutions of density, velocity and pressure at
tend = 0.25 using the first order scheme (top) and LADER-ENO method (bottom) on mesh M1.
4.3. The first problem of Stokes
The first problem of Stokes is one of the few test problems for the unsteady incompressible Navier-Stokes
equations with exact analytical solution, [103]. We consider the computational domain Ω = [−0.5, 0.5] ×
[−0.5, 0.5] and the initial condition given by
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Figure 4: Riemann problem 2. Plot over line y = 0 of the exact and numerical solutions of density, velocity and pressure at
tend = 0.15 using the first order scheme (top) and LADER-BJ method (bottom) on mesh M2.
ρ (x, y, 0) = 1, p (x, y, 0) =
1
γ
, u1 (x, y, 0) = 0, u2 (x, y, 0) =
{ −0.1 if y ≤ 0,
0.1 if y > 0.
(64)
with exact solution for the vertical velocity:
u2 (x, y, t) =
1
10
erf
(
x
2
√
µt
)
. (65)
The fluid parameters, γ = cp = 1.4, λ = 0, are set to provide a low Mach number, M = 0.1. Besides, three
different viscosities are considered µ ∈ {10−2, 10−3, 10−4}. Velocity and density are imposed on the left
and right boundaries, whereas periodic boundary conditions are set along the y-direction. The numerical
results, obtained at time tend = 1 for a 1D cut along y = 0, have been plotted jointly with the exact solution
in Figure 6. Even with a quite coarse mesh of only 1000 triangular elements, the algorithm provides an
accurate solution.
4.4. Lid driven cavity
The lid driven cavity test is a classical benchmark employed to assess incompressible flow solvers since
its introduction in [104]. Thus, it is a good candidate to test the developed algorithm in the incompressible
limit. The computational domain, Ω = [−0.5, 0.5]× [−0.5, 0.5], is discretized using an unstructured mesh of
2906 primal elements. Initially, the flow is considered at rest, the density is set to ρ = 1, the pressure is set
to p = 104 and we impose homogeneous non slip boundary conditions on the lateral and bottom boundaries
and a wall boundary condition with fixed velocity field u = (1, 0)
T
at the top boundary. Moreover, we fixed
the viscosity µ = 10−2 so that Re = 100. In Figure 7, we compare the results obtained using LADER-ENO
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Figure 5: Riemann problem 3. Plot over line y = 0 of the exact and numerical solutions of density, velocity and pressure at
tend = 0.1 using the first order scheme (top) and LADER-BJ method (bottom) on mesh M1.
against the reference solution in [104]. Also the Mach number contour plot has been included, showing
the main features of the flow. The characteristic Mach number of this flow based on the lid velocity is
M ≈ 8 · 10−3.
4.5. Double shear layer
The double shear layer test problem, [27], is also used to assess the behaviour of the algorithm in the
incompressible limit. The initial flow is characterized by a high velocity gradient which produces complex
flow patterns. In particular, we consider the computational domain Ω = [−1, 1]× [−1, 1] and the perturbed
double shear layer profile
ρ (x, y, 0) = 1, p (x, y, 0) =
105
γ
, u1 (x, y, 0) =
{
tanh [ρˆ(yˆ − 0.25)] if yˆ ≤ 0.5,
tanh [ρˆ(0.75− yˆ)] if yˆ > 0.5, u2 (x, y, 0) = δ sin (2pixˆ)
(66)
with xˆ = x+12 and yˆ =
y+1
2 normalized vertical and horizontal coordinates, ρˆ = 30 the parameter that
determines the slope of the shear layer, µ = 2 · 10−4 the viscosity and δ = 0.05 the amplitude of the initial
perturbation. The characteristic Mach number of this flow problem is of the order M ≈ 2 · 10−3. Periodic
boundary conditions are applied everywhere. The used primal mesh has 8192 triangles. The vorticity
contours for several time instants, t ∈ {0.8, 1.6, 2.4, 3.6}, are depicted in Figure 8 for the CVC scheme and in
Figure 9 for LADER scheme. Overall, the flow structure seems to be well resolved, although only a second
order scheme is employed (see, for instance, [100, 32] for comparison with solutions obtained with higher
order staggered semi-implicit discontinuous Galerkin schemes).
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Figure 6: First Stokes problem. Comparison between the exact solution and LADER of the velocity component u2 along the
cut y = 0 at tend = 1. From left to right: µ = 10
−2, µ = 10−3, µ = 10−4.
Figure 7: Lid driven cavity test (Re = 100). Left: Mach number contour plot and dual grid (each triangle corresponds with
one half of a dual element). Right: velocity profiles compared with the results given by [104].
4.6. Smooth acoustic wave
To assess the correct propagation of sound waves, which are a characterizing feature that distinguishes
weakly compressible flows from incompressible ones, we consider a smooth acoustic wave problem (see [46]).
The two-dimensional computational domain is Ω = [−2, 2]× [−2, 2] and the initial conditions are given by
ρ (x, y, 0) = 1, p (x, y, 0) = 1 + exp
(−αr2) , u (x, y, 0) = 0, (67)
where r2 = x2 + y2 is the distance to the origin and we set α = 40 and µ = λ = 0. Moreover, we consider
periodic boundary conditions everywhere. The angular symmetry of the problem allows us the computation
of a reference solution by simply solving an equivalent one-dimensional PDE in the radial direction with a
geometrical source term (see [52]). More precisely, we have employed a second order TVD scheme in order to
compute the reference solution on a 1D grid of 104 elements. For the 2D case we consider a primal triangular
mesh made of 32768 elements. Figure 10 shows the results obtained at the final time tend = 1. We observe
a good agreement with the reference solution for density, pressure and velocity variables along the 1D cut
in y = 0. The Mach number contours are also shown in Figure 10. It is important to note that in this test
the Mach number is quite low, but compressibility plays still an important role in this test problem. One
can even clearly see the steepening of the acoustic wave front. Despite our CFL condition being based on
the flow velocity, and not on the sound speed, the code still succeeds in properly capturing the position of
the travelling acoustic wave.
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Figure 8: Double shear layer. Vorticity contours obtained using CVC scheme. Time instants from top left to bottom right:
t = 0.8, t = 1.6, t = 2.4, t = 3.6.
4.7. 2D circular explosion
The seventh test consists in a two-dimensional circular explosion problem (see [52], [63], [100]) with
initial condition
ρ (x, y, 0) =
{
1 if r ≤ 0.5,
0.125 if r > 0.5,
p (x, y, 0) =
{
1 if r ≤ 0.5,
0.1 if r > 0.5,
u (x, y, 0) = 0, (68)
defined on the computational domain Ω = [−1, 1]× [−1, 1]. Moreover, we consider µ = λ = 0 and periodic
boundary conditions. The primal mesh used in the simulation consists of 85344 primal elements. In the
same way as for the smooth acoustic wave problem in Section 4.6, this test case can be compared against
a 1D reference solution obtained from solving, in radial direction, the compressible Euler equations with
appropriate geometrical source terms (see again [52]) on a very fine mesh of 10000 elements. For the 2D
simulations, two different schemes have been considered: a first order scheme and the second order LADER
scheme using ENO reconstruction. In both cases we have taken an auxiliary artificial viscosity of cα = 1.
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Figure 9: Double shear layer. Vorticity contours obtained using LADER scheme. Time instants from top left to bottom right:
t = 0.8, t = 1.6, t = 2.4, t = 3.6
The comparison between the 2D solution along a 1D cut and the 1D reference solution, for tend = 0.25,
is portrayed in Figure 11 for the first order scheme and in Figure 12 for LADER-ENO methodology. We
observe a good agreement for all flow variables.
4.8. Heat conduction
Following [100], we define a heat conduction dominated test problem with initial condition
ρ (x, y, 0) =
{
2 if x ≤ 0,
0.5 if x > 0,
p (x, y, 0) = 1 u (x, y, 0) = 0, (69)
on Ω = [−0.5, 0.5]× [−0.1, 0.1]. Moreover, the fluid properties are γ = 1.4, µ = λ = 10−2, cp = 3.5. Dirichlet
boundary conditions for the velocity and density and Neumann boundary conditions for the pressure are
set on x-direction, whereas in y-direction we consider periodic boundary conditions. The simulation is run
on a mesh of 1000 primal elements using the LADER scheme. The density, temperature and heat flux
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Figure 10: Smooth acoustic wave. Solution obtained at tend = 1. From left top to right bottom: Mach number contours, 1D
profile (blue squares) and reference solution (black line) of density, pressure and horizontal velocity, u1.
obtained are portrayed in Figure 13. We also include the reference solution obtained in [100] by solving the
1D compressible Navier-Stokes equations on a very fine mesh. We observe that even the heat flux, which
involves derivatives of the temperature, is in good agreement with the reference solution.
4.9. Rising bubble problem
Rising bubble benchmarks are typically used for the assessment of thermal convection-driven problems
(see [105, 106, 107, 108, 109]). Within this article we have considered an initial Gaussian bubble of the form
ρ (x, y, 0) =

1− 1
2
e−
1
2 (
r
0.2 )
2
if r2 ≤ 0.1,
1− 1
2
e−
5
4 otherwise,
p (x, y, 0) = 105 + yg2 u (x, y, 0) = 0, (70)
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in the computational domain Ω = [0, 2]× [0, 3], with r =
√
(x− 1)2 + (y − 1.5)2 the radius with respect to
the centre of the bubble, x = (1, 1.5), g = (0,−9.81)T the gravity, µ = 3.36 · 10−3 the viscosity, λ = 0.0238
the thermal conductivity and γ = 1.4 the adiabatic index. Periodic boundary conditions are set in the
x-direction, whereas the top and bottom boundaries are assumed to be adiabatic walls. The temperature
variation, under gravity effects, leads to the movement of the fluid. The simulation is carried out on a mesh
of 85528 primal elements up to time tend = 1.5.
To validate the results, we have also run the simulation with the high order staggered semi-implicit
discontinuous Galerkin scheme presented in [31, 32, 46, 109]. More precisely, we have taken a polynomial
approximation degree of p = 3 in space, using a primal mesh composed of 20448 elements. Second order in
time is reached thanks to the theta method. The temperature and Mach number contour plots are depicted
in Figures 14 and 15, respectively. Let us remark that the unstructured and non-symmetric grids employed
may lead to a loss of symmetry at large times. For small times, we observe a good agreement of the results
obtained with both numerical schemes. At t = 1.5, we observe that both methodologies are able to capture
the small instabilities arising on the top of the main structure of the thermal bubble and that would lead to
the so called Kelvin-Helmholtz instabilities for larger times. As expected, the shape observed is smoother
with the hybrid FV-FE solver, probably due to the effect of the extra artificial viscosity cα = 0.5 that was
imposed for this test.
4.10. 3D spherical explosion
In order to show the capability of the numerical scheme to handle also 3D problems, we present the
results obtained for a three-dimensional spherical explosion problem. The sphere of radius R = 1 centred at
the origin is taken as computational domain and initial conditions are given by
ρ (x, y, z, 0) =
{
2 if r ≤ 0.5,
1.125 if r > 0.5,
p (x, y, z, 0) =
{
2 if r ≤ 0.5,
1.1 if r > 0.5,
u (x, y, z, 0) = 0. (71)
We assume µ = λ = 0 and Dirichlet boundary conditions on the surface of the sphere. Let us remark
that this initial condition differs form the one in Section 4.7 where density and pressure values were lower
yielding to a Mach number greater than one. The simulation is run until time tend = 0.25 on two different
meshes, M1 consisting of 557147 tetrahedra and M2 made of 2280182 primal elements. In Figure 16, we
have plotted the solution obtained using the LADER-ENO scheme with auxiliary artificial viscosity cα = 3.
We observe a good agreement with the reference solution that has been obtained using the 1D code which
solves compressible Euler equations with appropriate geometrical source terms, see [52].
5. Conclusions
In this paper we have presented a novel semi-implicit hybrid finite volume-finite element method for the
simulation of weakly compressible flows in two and three space dimensions. It corresponds to an extension of
the pressure-based solver introduced in [1, 2] for incompressible flows. The unstructured staggered meshes
considered allow for an easy discretization of complex domains, while avoiding the checker-board phenomena
typical for collocated grids.
Within this paper, the original compressible Navier-Stokes equations have been rewritten by replacing
the total energy conservation equation with the governing PDE for the pressure, whose formal derivation
has been also included. Then, the time discretization has been then performed on the resulting system of
equations and subsequently a projection algorithm has been applied. One of the main advantages of the
developed semi-implicit methodology is that it allows for the decoupling of the density and linear momentum
variables and the computation of the pressure. The former ones are obtained at the transport diffusion stage
using a finite volume scheme. More precisely, we have extended the LADER methodology introduced in [2]
to account for density variations. Consequently, the explicit scheme used for the transport diffusion stage
is second order accurate in space and time. Moreover, this technique profits from the dual mesh structure,
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resulting in an efficient numerical scheme with a small stencil for the final pressure system to be solved in
each time step. The use of a projection technique splits the original pressure equation into three parts. The
first of them includes a non conservative product that is approximated in the finite volume framework using
a path conservative scheme. The second part consists in a density dependent term that has been computed
on the primal mesh using a finite volume approach. Finally, the third part is coupled with the second
PDE derived from the momentum conservation equation, yielding a Poisson-type system for the pressure
unknown. In the case when the sound speed tends to infinity, the pressure system reduces identically to the
pressure Poisson equation of the incompressible Navier-Stokes equations. The pressure system is solved in
the projection stage by employing a classical P1 continuous finite element method. The temperature and
heat flux needed at each iteration are obtained, using the EOS, as a postprocessing of the previous time
step. Passing data from one mesh to the other is done thanks to a weighted average.
Numerous tests have been presented, aiming to validate the final algorithm. First, the order of accuracy
has been assessed numerically at the aid of the Taylor-Green vortex benchmark problem, for which an exact
solution of the incompressible Navier-Stokes equations is available. Then, the behaviour of the scheme in
the presence of weak discontinuities has been tested via several Riemann problems. Moreover, a 2D circular
explosion problem has been presented and compared with a reference solution that makes use of the angular
symmetry of the problem. A second test case with known analytical solution and which was studied in
this paper was the first problem of Stokes, in which viscous effects play a dominant role. To show the
capability of the method to deal with very low Mach number flows, we have also considered the lid driven
cavity test and the double shear layer benchmark. The obtained results have been successfully compared
with reference solutions available in the literature. A smooth acoustic wave test has been run to check
the correct propagation of sound waves. Like for the circular explosion test, we have observed an excellent
agreement between the results given by the Hybrid FV/FE method and a reference solution that makes use
of the angular symmetry of the problem. Regarding heat driven flows, we have included two different tests:
a simple one-dimensional heat conduction test, initiated by a temperature jump in the initial condition,
as well as rising bubble test, that has been validated against the semi-implicit high order discontinuous
Galerkin scheme presented in [46, 109]. Finally, also a three dimensional spherical explosion problem has
been included, showing the good performance of the methodology also in three space dimensions.
As future research, we will extend the above methodology to solve all Mach number flows by using
a discrete form of the total energy conservation equation, instead of the pressure equation used in this
paper. Moreover, the parallelization of the code will be considered, aiming at decreasing the wall clock
time consumption and allowing for the simulation of more complex and realistic problems in three space
dimensions.
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Appendix A. Energy equation in terms of pressure
The goal of this appendix is to write the energy equation in terms of pressure as main variable. Firstly,
we recall that the speed of sound c is defined by
c2 :=
(∂p
∂ρ
)
s
,
where p denotes pressure, s specific entropy, ρ density and ν = ρ−1 specific volume. We notice that c is
a function of two thermodynamic variables, for instance, p and ν or ρ. Let e denote the specific internal
energy:
e := E − 1
2
|u|2,
where E is the specific total energy. We will use the following thermodynamic equalities:
Lemma Appendix A.1. We have
c2 =
(∂p
∂ρ
)
e
+
p
ρ2
(∂p
∂e
)
ρ
, (A.1)
(∂p
∂e
)
ρ
=
1
cv
(∂p
∂θ
)
ρ
, (A.2)
where cv denotes the specific heat at constant volume defined by
cv :=
(∂e
∂θ
)
ρ
.
In what follows the dot over a field denotes its material derivative with respect to time. Let us recall
that ϕ˙ =
∂ϕ
∂t
+ u · gradϕ.
Proposition Appendix A.1. The energy conservation equation can be written as
p˙+ ρc2 divu =
1
ρcv
(∂p
∂θ
)
ρ
(
τ · gradu− divq+ f), (A.3)
where q is the heat flux vector and f is the volumetric heat source density.
Proof. We start from the following form of the energy conservation equation in terms of the total energy E:
ρE˙ = div(σu) + b · u− divq+ f, (A.4)
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where σ is the Cauchy stress tensor and b is the body force. By using the momentum equation it is easy to
prove that (see, for instance, [110, Prop. 1.4.6]):
ρe˙ = σ · gradu− divq+ f, (A.5)
For fluids,
σ = −p I+ τ ,
being τ the viscous stress tensor. Replacing in (A.5) we obtain
ρe˙ = −p divu+ τ · gradu− divq+ f. (A.6)
Moreover, writing p = pˆ(ρ, e) we have,
p˙ =
(∂p
∂ρ
)
e
ρ˙+
(∂p
∂e
)
ρ
e˙ (A.7)
and using the mass conservation equation, ρ˙+ ρdivu = 0, (A.1) and (A.6) we deduce
p˙ = −
(∂p
∂ρ
)
e
ρdivu+
1
ρ
(∂p
∂e
)
ρ
(− p divu+ τ · gradu− divq+ f)
= −ρdivu
[(∂p
∂ρ
)
e
+
p
ρ2
(∂p
∂e
)
ρ
]
+
1
ρ
(∂p
∂e
)
ρ
(
τ · gradu− divq+ f)
= −ρc2 divu+ 1
ρ
(∂p
∂e
)
ρ
(
τ · gradu− divq+ f), (A.8)
which leads to (A.3) by using (A.2).
Corollary Appendix A.2. The following equation holds:
∂p
∂t
+ u · (grad p− c2 grad ρ) + c2 div (ρu) = 1
ρcv
(∂p
∂θ
)
ρ
(
τ · gradu− divq+ f). (A.9)
Proof. . It easily follows from (A.3) by using the equalities
p˙ =
∂p
∂t
+ u · grad p,
ρ divu = div (ρu)− grad ρ · u.
We notice that equation (A.3) is valid for any fluid, independently of its constitutive law. In the case of
ideal gases,
p = ρRθ,
being R the specific gas constant and θ the absolute temperature. Then,
1
ρcv
(∂p
∂θ
)
ρ
=
1
ρcv
ρR =
R
cv
=
cp − cv
cv
= γ − 1,
where cp is the specific heat at constant pressure, namely,
cp :=
(∂h
∂θ
)
p
,
being h := e+
p
ρ
the specific enthalpy, γ :=
cp
cv
is the adiabatic index, and we have used the Mayer relation
R = cp − cv. Thus, we have proved the following form of the energy equation for ideal gases.
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Corollary Appendix A.3. For ideal gases, equation (A.9) becomes
∂p
∂t
+ u · (grad p− c2 grad ρ) + c2 div (ρu) = (γ − 1)(τ · gradu− divq+ f). (A.10)
Let us remark that if the volumetric heat source density is zero, then equation (A.10) results
∂p
∂t
+ u · (grad p− c2 grad ρ) + c2 div (ρu) = (γ − 1)(τ · gradu− divq). (A.11)
which corresponds with equation (8).
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Figure 11: Circular explosion. Solution obtained at tend = 0.25 using the first order scheme. From left top to right bottom:
3D plot of the density. Scatter (red dots), 1D profile (blue squares) and reference solution (black line) of density, pressure and
velocity magnitude.
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Figure 12: Circular explosion. Solution obtained at tend = 0.25 using LADER-ENO. From left top to right bottom: 3D plot
of the density. Scatter (red dots), 1D profile (blue squares) and reference solution (black line) of density, pressure and velocity
magnitude.
Figure 13: Heat conduction at time tend = 1. From left to right: density, temperature and heat flux, q1 = −κ∂xθ, along the
cut y = 0.
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Figure 14: Rising bubble. Temperature contour plot for t ∈ {0.5, 1, 1.5}. Left: Hybrid FV-FE method (LADER-ENO). Right:
Semi-implicit DG scheme (p = 3).
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Figure 15: Rising bubble. Mach number contour plot for t ∈ {0.5, 1, 1.5}. Top: Hybrid FV-FE method (LADER-ENO).
Bottom: Semi-implicit DG scheme (p = 3).
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Figure 16: 3D spherical explosion. Solution obtained at tend = 0.25 using LADER-ENO. From left top to right bottom: 3D
mesh and density contours for M1; 1D profile for x ∈ [0, 1] , y = 0, z = 0 (M1 green diamonds, M2 blue squares) and reference
solution (black line) of density, pressure and velocity magnitude.
