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Abstract
Key advances in the generation and shaping of spatially structured photonic fields both in the
near and far field render possible the control of the duration, the phase, and the polarization state
of the field distributions. For instance, optical vortices having a structured phase are nowadays
routinely generated and exploited for a range of applications. While the light-matter interaction
with optical vortices is meanwhile well studied, the distinctive features of the interaction of quantum
matter with vector beams, meaning fields with spatially inhomogeneous polarization states, are
still to be explored in full detail, which is done here. We analyze the response of atomic and low
dimensional quantum structures to irradiation with radially or azimuthally polarized cylindrical
vector beams. Striking differences to vortex beams are found: Radially polarized vector beams drive
radially breathing charge-density oscillations via electric-type quantum transitions. Azimuthally
polarized vector beams do not affect the charge at all but trigger, via a magnetic vector potential a
dynamic Aharonov–Bohm effect, meaning a vector-potential driven oscillating magnetic moment.
In contrast to vortex beams, no unidirectional currents are generated. Atoms driven by a radially
polarized vector beam exhibit angular momentum conserving quadrupole transitions tunable by
a static magnetic field, while when excited with azimuthally polarized beam different final-state
magnetic sublevels can be accessed.
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I. INTRODUCTION
Spatio-temporally modulated electromagnetic (EM) fields in general, and laser fields
in particular, have been the driving force for numerous discovery in science as in femto-
chemistry and attosecond physics both relying on the controlled temporal shaping of laser
fields1,2. Spatially structured EM fields, which are in the focus of research currently, have
also proved instrumental for a wide range of applications such as particle trapping3, high-
resolution lithography4–7, quantum memories8, optical communication9,10, classical entan-
glement11, and as a magnetic nanoprobe for enhancing the near field magnetic component12.
Prominent examples of structured EM fields are orbital-angular momentum carrying
(OAM) vortex beams and vector beams (VBs). OAM beams possess an inhomogeneous
azimuthal phase distribution and a homogeneous polarization. For VBs the spatial distribu-
tions of both the phase and the polarization in the plane perpendicular to the propagation
of the EM wave are inhomogeneous. The spatial structuring brings about several advan-
tages. For instance, a radially polarized VB allows for a sharper focusing. It may also
have a strong centered longitudinal field5, offering a tool for investigating new aspects of
light-matter interaction, as detailed below. On the other hand, an azimuthally polarized VB
has a smaller spot size than a radially polarized VB4 and interact with quantum matter in
fundamentally different manner, as shown here. Phase modulated beams carrying OAM13
serve further purposes. For instance, such beams were used to study otherwise inaccessible
angular momentum state of atoms14 and to generate unidirectional steady-state charge cur-
rents in molecular matter or in nanostructures 15,16 pointing so to qualitatively new routes
in optomagnetism.
Theoretically, key quantities for understanding the fundamental of the interaction of
structured fields with matter are the associated EM vector A(r, t) and scalar Φ(r, t) poten-
tials that couple, respectively to the sample’s currents and charge densities. Homogeneous
optical EM fields irradiating a quantum object (with a charge localization below the EM-
field wavelength) induce mainly electric-dipole transitions in the sample and to a much
smaller degree magnetic-dipole transitions. At moderate intensities, the ratio of the mag-
netic dipole to the electric dipole absorption rate is proportional to the ratio of the magnetic
to the electric field strengths |H |2 / |E |217. Therefore, tailored laser beams with engineered
magnetic to electric-field ratio may boost the magnetic transitions. For instance, this can
2
be accomplished in the near-field of an object with a small circular aperture18. For the nm
apertures experimentally feasible so far, the magnetic transitions enhancement is negligibly
small, however18. In this context, cylindrical VBs with azimuthal or radial polarization of-
fer an interesting alternative. For azimuthally polarized VBs the magnetic to electric field
ratio is substantial: one can show that |H | / |E | = 1/η0 on the beam axis where η0 is the
free-space impedance17,19. The VBs we will be dealing with can be experimentally realized
by the coherent interference of two TEM01 laser modes which are orthogonally polarized20.
Other techniques involve interferometry21, holograms22, liquid crystal polarizer23, spatial
light modulators24 and multi-elliptical core fibers25. Planar fabrication technologies in con-
nection with flat optics devices could also produce cylindrical VBs26–28. A further approach
relies on the conversion of circularly polarized light into radially or azimuthally VBs (in the
far-infrared29 and visible range30) by space-variant gratings. A method involving an inho-
mogeneous half-wave plate metasurface to generate VBs was also demonstrated31,32 where
the efficiency was increased when employing suitable metamaterials19.
VBs possess a pronounced longitudinal component that can be employed for Raman-
spectroscopy33, material-processing34,35 or tweezers for metallic particles36. For OAM carry-
ing beams, the longitudinal component may serve for studying subband states in a quantum
well37 and hole-states in quantum dots38. The various facets of the interactions of VBs
with quantum matter will be addressed in this present work. As a demonstration of the
formal theory, we will study the nature of bound-bound and bound-continuum transitions
caused by VBs when interacting with quantum systems such as nanostructures or atoms.
As demonstrated here the interaction of such fields is not only fundamentally different from
non-structured fields but also, radial VBs interact with matter in a qualitatively different
way as azimuthal VBs do, and the employment of both offer qualitatively new opportunities
for accessing the magneto-electric response of quantum matter at moderate intensities.
II. LIGHT-MATTER INTERACTION WITH CYLINDRICAL VECTOR BEAMS
A cylindrical vector beam may be composed from two counter-rotating circularly polar-
ized optical vortex beams. The most prominent feature of such a vortex EM beam is the
azimuthal phase structure described by exp(imOAMϕ) where ϕ is the azimuthal angle in
the xy plane39,40, transverse to the propagation direction (which sets the z-direction, the
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radial distance we denote by ρ). The parameter mOAM is the vortex topological charge that
determines the amount of the carried orbital angular momentum (OAM), and can poten-
tially be transferred to a sample15,38,41. The wave vector along z is q‖. Optical vortices
have a phase singularity at ρ = 0 and thus a vanishing intensity at this point. Generally,
the transverse spatial distribution is characterized by the function fmOAM(ρ) which can be
of a Laguerre–Gaussian type39, Hermite–Gaussian42 type or Bessel type43 with the main
difference being the radial intensity localization. For nano-scale objects centered in the
vicinity of the optical axis, the different radial distributions of diffraction limited vortex
beams have similar influence (due to the vast difference between electronic and optical wave
lengths). The change in this behavior with increasing OAM can be inferred from the fact
that fmOAM(ρ) ∼ ρ|mOAM| for ρ→ 0. As an example, we concentrate on Bessel beams which
are exact solution of the Helmholtz equation43, meaning that our theoretical considerations
are beyond the paraxial approximation. Bessel beams are non-diffracting beam solutions
with the radial profiles being independent of the propagation direction z and the associ-
ated electromagnetic vector potential is a solenoidal vector field: ∇ ·A(r, t) ≡ 0. For the
electromagnetic field components follows (r = {ρ, ϕ, z} and < means real part)
A(r, t) = <
{
ei(q‖z−ωt)
[
eˆσJmOAM(q⊥ρ)eimOAMϕ − iσeˆz
q⊥
q‖
JmOAM+σ(q⊥ρ)ei(mOAM+σ)ϕ
]}
(1)
where A0 is the vector potential amplitude and ω is the light frequency. The longitudinal and
radial wave vectors satisfy the relation q2‖ + q2⊥ = (ω/c)2. The functions Jn(x) are the Bessel
functions of nth order while the polarization state is characterized by eˆσ = eiσϕ (eˆρ + iσeˆϕ),
with σ = ±1. The ratio q⊥/q‖ =: tanα. Consequently, the angle α characterizes the spatial
extent of the intensity profile. A large transverse wave vector means a tighter focusing. Since
Bessel beams satisfy also the Coulomb gauge, the electric field reads E(r, t) = −∂tA(r, t)
while the magnetic field is given by B(r, t) =∇ ×A(r, t).
An azimuthally polarized cylindrical VB (we refer to as AVB) can be expressed as a linear
combination of two optical vortices with {mOAM = +1, σ = −1} and {mOAM = −1, σ = +1},
namely
AAVB(r, t) = A0J1(q⊥ρ) sin(q‖z − ωt)eˆϕ. (2)
A radially polarized cylindrical VB (denoted by RVB) is expressible as the difference of the
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two optical vortices
ARVB(r, t) = A0
[
−J1(q⊥ρ) cos(q‖z − ωt)eˆρ + q⊥
q‖
J0(q⊥ρ) sin(q‖z − ωt)eˆz
]
. (3)
A hallmark of AVB and RVB is the vanishing of the azimuthal-plane component of the
field at ρ = 0. Moreover, AVB and RVB possess a non-vanishing longitudinal component:
beams with the azimuthal polarization have a magnetic component at the origin while the
longitudinal component of the radially polarized light mode (RVB) is electric. The explicit
electric and magnetic fields for both vector beam classes can be found in the first section of
the Supporting Information (SI).
We find that for both VBs the minimal coupling to matter is still viable leading to the
general interaction operator Hˆint with a collection of charge carriers with effective mass m∗e
and charge −e
Hˆint,tot =
∑
i
Hˆint,i,
Hˆint,i = − e2m∗e
[pˆi ·A(ri, t) +A(ri, t) · pˆi] + eΦ(ri, t)
(4)
pˆi is the linear momentum operator of particle i at the position ri (for moderate intensities
we may suppress the term A2(ri, t)). It is instructive to exploit the gauge invariance of
observables and go over to the potentials (for brevity index i is suppressed)
A′(r, t) = −r ×
∫ 1
0
dλλB(λr, t) (5)
and
Φ′(r, t) = −r ·
∫ 1
0
dλE(λr, t) (6)
The choice is referred to the Poincaré gauge or generally the multipole gauge44,45. Note that
in this gauge r ·A′(r, t) ≡ 0 and B(r, t) =∇×A′(r, t) while E(r, t) = −∂tA′(r, t)−∇Φ′(r, t).
With eqs (5) and (6), the light-matter interaction can be expressed as a sum of a pure electric
and magnetic contributions Hˆint = Hˆel + Hˆmagn, where
Hˆel(t) = eΦ′(r, t) = er ·E ′(r, t) (7)
and E ′(r, t) = − ∫ 10 dλE(λr, t). The magnetic part reads46
Hˆmagn(t) = 2B ′(r, t) · mˆB (8)
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with the field B ′(r, t) = − ∫ 10 dλλB(λr, t) and the magnetic moment operator mˆB =
(e/2m0)r × pˆ (for more details, see SI). For a homogeneous field B ′(r, t) = −12B(t) we
obtain the well-known dipolar magnetic interaction Hˆmagn(t) = −mˆB ·B(t). Considering a
spin-active system with a spin-dependent field-free Hamiltonian Hˆ0 such as (with σˆ being a
vector of Pauli matrices)
Hˆ0 =
pˆ2
2m∗e
+ αR
~
[σˆ × pˆ]z + V (r) (9)
where V (r) is a scalar potential and αR is a (Rashba) spin-orbital interaction (SOI) strength,
we find the following expression upon applying the external VBs
Hˆ = Hˆ0 + Hˆint(t) + HˆSOI(t) + Hˆz(t) (10)
The field-induced spin-orbital interaction HˆSOI(t) = − eαR~ [σˆ ×A(r, t)]z transforms in the
Poincaré gauge to
HˆSOI(t) = −eαR~ [σˆ × (r ×B
′(r, t))]z (11)
The field-induced Zeeman coupling reads
Hˆz(t) = −12µBgs σˆ ·B(r, t) (12)
where µB is the Bohr magneton and gs is the anomalous gyromagnetic ratio. In the static
limit we recover the usual Zeeman coupling lifting the spin degeneracy 47–51.
III. SPIN-ACTIVE QUANTUM RING STRUCTURES
For numerical demonstrations we consider quantum rings. Physical systems are, for
example, molecular macrocycles or rotaxane structures52–54. Here, we inspect an appropri-
ately doped quantum ring etched in a semi-conductor-based two-dimensional electron gas.
The conduction band charge carriers are tightly confined in the direction normal to the
ring plane by the potential U(z). In the ring plane the radially symmetric potential V (ρ)
defines the ring. The independent charge carriers are free to move in the azimuthal direc-
tion eˆϕ. The (spin-degenerate) single particle states are represented by the wave functions
Ψn,m,k(ρ, ϕ, z) = 1√2piρ
−1/2Rnm(ρ)eimϕZk(z) with the normalization
∫
dρRnm(ρ)Rn′m(ρ) =
δn,n′ and
∫
dz Zk(z)Zk′(z) = δk,k′ . The particles number and U(z) are chosen such that only
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the lowest subband k = 0 is occupied. This can be achieved in a semi-conductor based struc-
ture by an appropriate gating. Henceforth, we omit therefore the index k = 0 for brevity
and trace out the z-dependence. Furthermore, we checked that the driving field amplitude
and its frequency do not cause any transitions to subbands with k 6= 0.
The time-independent single-particle Hamiltonian including SOI (9) has been already
discussed extensively in several works47–51, albeit for homogeneous EM fields. Considering
intraband transition in the lowest radial subband n = 0, the angular-dependent spin resolved
single-particle wave functions are
Ψsm = Nnei(m+1/2)ϕνs(γ, ϕ) (13)
where s and m denote the spin and integer angular quantum numbers and Nn stands for
the normalization. The spinors
νs(γ, ϕ) =
(
ase−iϕ/2, bseiϕ/2
)T
(14)
are defined in the local frame with
a↑ = cos(γ/2), b↑ = sin(γ/2) (15)
and
a↓ = − sin(γ/2), b↓ = cos(γ/2) (16)
The angle γ defines the direction of the spin relative to eˆz with a value set by SOI strength:
tan(γ) = −ωR/ω0 where ~ωR = 2αR/ρ0 and ~ω0 = ~2/(m∗eρ20), is the inherent energy scale
of a ring with a radius ρ0. The local spin orientations are inferred from the relations
S↑(r) =
~
2 [sin(γ) cos(ϕ)eˆx + sin(γ) sin(ϕ)eˆy + cos(γ)eˆz]
(17)
for the spin-up states, while the spin-down states are characterized by
S↓(r) =
~
2 [sin(pi − γ) cos(pi + ϕ)eˆx + sin(pi − γ) sin(pi + ϕ)eˆy + cos(pi − γ)eˆz] . (18)
The associated eigenenergies are given by
Esm =
~ω0
2
[
(m− xs)2 − Q
2
R
4
]
(19)
where xs = −(1 − sw)/2 and w =
√
1 +Q2R = 1/ cos(γ). Furthermore, s = ±1 stand for
up and down spin states. We emphasize that, hereafter, the terms up and down (labeled,
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a) b)
FIG. 1. Quantum ring (charge density is marked blue) irradiated by a cylindrical vector beam
(red rings at two different times). (a) The radially polarized vector beam initiates electric-type
transitions leading to uniform radially breathing charge density. (b) The azimuthally polarized
vector beam generates homogeneous oscillating transient currents (orange arrows) giving rise to an
oscillating magnetic dipole moment (green arrow). The frequency is set by the driving field.
respectively, ↑ and ↓) refer to directions in the local frame {γ, ϕ} (cf. eqs (17) and (18)).
The two characteristic spin bands are separated from each other by w which, in return,
depends on the strength of the spin-orbit coupling αR.
A. Electric Transitions Induced by Radially Polarized Vector beams
The interaction of RVB with quantum rings is illustrated schematically in Figure 1a. The
coupling to the electric charge is dominant causing photo-induced transitions, meaning that
HˆRVBint (t) = HˆRVBelec (t). Positioning the nano-structure in the plane z = 0, the interaction with
the RVB associated magnetic field (cf. fields in the SI) reads HˆRVBmagn(t) = −2iµBB′(r, t)(z∂ρ−
ρ∂z). Obviously this has no influence on the confined electrons in the xy plane as long as
the photon energy ~ω is smaller than the level spacing of the subbands associated with the
confinements in the z-direction (characterized by U(z)). RVBs induce electric transitions
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between states with an amplitude
MRVBint (t) = 〈Ψs
′
m′ |HˆRVBel (t)|Ψsm〉
= eA0ω
q⊥
(J0(q⊥ρ0)− 1) sin(ωt) δm′,mδs′,s.
(20)
Notably, no direct spin-flip transitions are induced by RBVs; and, in contrast to OAM
carrying optical vortex, no orbital angular momentum is transferred to the charge carriers,
leading to the selection rule ∆m = 0. Thus, in strictly 1D quantum ring angular momentum
and spin states are unaffected by RVB. For 2D quantum rings n → n′ radial subband
transitions are possible with an amplitude (time-averaged and to a first order in the driving
fields) proportional to the integral∫ ∞
0
dρRn′m(ρ)Rnm(ρ)(J0(q⊥ρ)− 1). (21)
This radial electric excitation has a volume character: The evaluated local dipole moment
is the same in all radial directions eˆρ and oscillates with a frequency characterized by the
energy difference between both levels n and n′. As a result, the averaged total moment is
zero:
d(t) =
∫
dr ρe(r, t) · r = 0 (22)
where ρe(r, t) is the (driven) time-dependent charge density.
For detailed and reliable insight, we performed full-numerical space-time-grid propagation
of the three energetically lowest electron states in an irradiated quantum ring including the
external fields to all orders. Figure 2(a) displays the resulting charge dynamics induced
by the depicted few-cycle external RVB pulse. The ring radius is ρ0 = 50 nm and the
effective width ∆ρ = 30 nm. The RVB temporal envelope function Ω(t) = sin[pit/Tp]2, where
Tp = 2pinp/ω sets the pulse length in terms of the number of optical cycles np. We consider
a short pulse with np = 6 cycles and a photon energy ~ω = 8 meV. The small nano-structure
is localized in the low-intense beam center and away from the first field intensity maximum.
Strong multi-photon processes and the ponderomotive contribution due to A2(r, t) we found
be negligibly small for the light intensity on the ring which was in the range of ∼ 104 W/cm2.
As predicted by the analytical treatment, we found that all the propagated wave functions
keep the symmetry in the azimuthal direction at all times. Field-induced effects are caused
by transitions to the second radial subband leading to charge "breathing" oscillations in
radial direction (we start from the initial states n = 0, m = −1, 0, 1). The time-dependent
9
FIG. 2. Dynamics from full numerical quantum simulation: (a) time-dependent averaged value
〈ρ〉(t) of a quantum ring driven by RVB with six optical cycle duration causing a radial dipole
excitation. The oscillation frequency can be identified by (En=1−En=0)/~. (b) The time-dependent
magnetic moment in z-direction of a quantum ring driven by AVB. The white curves represent the
normalized electric field amplitude of the incident light pulses having an intensity I ∼ 104 W /cm2
in the area of the ring, and ~ω = 8 meV.
radial expectation value 〈ρ〉(t) oscillates with a frequency related to (En=1,m − En=0,m)/~.
When the pulse is off, the prodded charge dynamics goes on due to coherences meaning that
every electron state oscillates between lowest two radial levels.
B. Magnetic Transitions Induced by Azimuthally Polarized Vector Beams
A schematics of an AVB and its action on a quantum ring is shown in Figure 1(b). It is
straightforward to demonstrate that the associated electric contribution to the light-matter
Hamiltonian Hˆint(t) vanishes in the geometry depicted in Figure 1(b): the electric field is
perfectly azimuthally polarized and therefore r · E ′(r, t) ≡ 0. Thus, the AVB induces no
electric (dipole) moment.
The light-matter interaction Hamiltonian reduces to Hˆint(t) ≡ HˆAVBmagn(t). Note, the con-
tribution to the magnetic interaction of the type eˆz · mˆB = −iµB∂ϕ does not affect the
magnetic quantum number, i.e. the selection rule ∆m = 0 is obtained. Generally, the
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interaction matrix elements have the explicit form
MAVBint (t) = 〈Ψs
′
m′|HˆAVBmagn(t)|Ψsm〉
= µB
A0
ρ0
J1(q⊥ρ0) sin(ωt)δm′,m
[(
m+ 12 −
1
2s cos(γ)
)
δs′,s +
1
2 sin(γ)δs
′,−s
]
.
(23)
Importantly, in contrast to the RVB, spin-flip can be triggered by AVB (recall that the
eigenstates of Hˆ0 are not eigenstates of σz nor Lˆz; thus, for instance ∂ϕΨsm(ϕ) = i(m +
1/2)Ψsm(ϕ)− is2√2piei(m+1/2)ϕνs(−γ, ϕ)). Further, the spin-flip transitions are proportional to
the Rashba coefficient sin(γ) ∝ αR (cf. Refs.41,51 for EM homogeneous or OAM pulses).
For γ → 0 and starting from equi-populated clock and anti-clockwise angular momentum
quantum numbers m = −M,−M + 1, . . . ,M − 1,M (such as the ground state) the induced
current density (meaning due to the perturbed states δΨm(t)) reads
j(r, t) = jcharge(r, t) + jA(r, t),
= ~
m0ρ0
M∑
m=−M
{
={δΨ∗m(r, t)∂ϕδΨm(r, t)} −
e
m0
AAVB(r, t) |δΨm(r, t)|2
}
,
= eA0
m0
J1(q⊥ρ0)δρe sin(ωt)eˆϕ.
(24)
Obviously, the ±M state pair deliver the same (in magnitude) but counter-directed current
densities and hence jcharge(r, t) vanishes. Thus, the current density in the ϕ-direction is
solely set by the induced charge density δρe =
∑M
m=−M |δΨm(r, t)|2 driven by the vector
potential AAVB(r, t). It follows that δρe oscillates with the frequency of the driving field
which means that, beyond transient effects, no directional time-averaged current is induced.
Since the setup can be tuned to low frequencies, the effect should be observable. Note, for
the AVB the coupling to the electric field component of light-matter interaction vanishes.
Therefore, the resulting oscillating current caused solely by the time-dependent magnetic
vector potential AAVB(r, t) falls thus in the class of a dynamic Aharonov–Bohm effect.
Since at all time∇ ·j(r, t) ≡ 0, the continuity equation states that the incident light field
does not change the electronic density, i.e. ∂tρ(r, t) = 0 and our system remains locally and
at all time neutral and so does not couple to the electric field part of AVB. Experimentally,
we may sense the action of AVB by measuring the associated oscillating magnetic dipole
moment
m(t) = 12
∫
dr r × j(r, t)
= e
2A0ρ0
m0
J1(q⊥ρ0)δρe sin(ωt)eˆz.
(25)
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In Figure 2(b) the time-dependent magnetic moment in z-direction which is gathered from
a full numerical quantum dynamic simulation is shown. For the irradiated quantum ring
we used the same parameters as for the RVB case. In line with the analytical predictions
eq (24), the build-up and decay times are locked to the applied external field pointing to a
vanishing contribution ±jcharge(r, t) to the whole current density (cf. eq (24)). The transient
m(t) vanishes once the pulse is off but one may induce also an interference-driven quasi-
static component by a combination of two AVB with the frequencies ω and 2ω (not shown
here).
The spin-orbit coupling HˆSOI(t) (cf. eq (11)) is mainly determined by the longitudinal
component of the magnetic field of the AVB. The corresponding matrix elements take on
the explicit form
MAVBSOI (t) = 〈Ψs
′
m′|HˆAVBSOI (t)|Ψsm〉
= eαA0
~
J1(q⊥ρ0) [s sin(γ)δs′,s
+ cos(γ)δs′,−s] sin(ωt)δm′,m.
(26)
Thus, effectively AVB results in spin-flip transitions, even to a first order in the light-matter
interaction. The strength of these transitions is linear in SOI strength αR. The matrix
element indicates that even in the presence SOI the AVB does not cause a change in the
angular momentum state. This fact allows to study pure spin dynamics while the orbital
angular momentum is frozen. We conclude so that a ubiquitous feature of all vector beam
types is that the orbital angular momentum of the electronic states is unaffected.
The further spin-dependent contribution to the AVB-matter interaction is given by Hˆz(t).
It describes the direct interaction of the spin state with the magnetic field component of
the vector beam. Generally, it is much weaker than the spin-orbit interaction, as follows
from comparing the prefactors (eα/~ > µBq). Nonetheless, for completeness we provide
an expression for the matrix elements of this light-matter interaction contribution. Notice,
the magnetic field of the AVB has also a transverse component which couples to σr leading
again to spin-flip transitions. In addition to that, the strong longitudinal field (characterized
by J0(q⊥ρ)) gives rise to a dynamical Zeeman effect. The matrix elements can be found
12
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FIG. 3. Quadrupole transitions initiated by a vector laser pulse with a radial polarization. A
comparison between the longitudinal and the transverse field contributions is shown. Upper row:
The ratio between the quadrupole excitation probability, labeled by Q⊥ and Q‖, for the p-p and p-f
transitions. Lower row: Explicit quadrupole excitation probabilities for the p-p and p-f transitions.
The field has a peak intensity of I = 3.51 × 1016 W/cm2. The atom is on the optical access and
experience a much lower intensity. The photon energy is tuned to ~ω = 4.37 eV (for p-p transitions)
or ~ω = 5.31 eV (p- f transitions); all fields have a duration corresponding of thirty optical cycles.
The static magnetic field is set to 10 T.
analytically and read explicitly
MAVBz (t) = 〈Ψs
′
m′ |HAVBz |Ψsm〉,
= 12gsµBA0
[
q‖J1(q⊥ρ0 (s sin(γ)δs′,s + cos(γ)δs′,−s) cos(ωt)
+q⊥J0(q⊥ρ0) (s cos(γ)δs′,s − sin(γ)δs′,−s) sin(ωt)] δm′,m.
(27)
In practice, both spin-orbit coupling contributions bring about dynamical spin flip processes
while the individual charge currents (associated with the orbital motion) sum up to zero.
IV. ATOMS DRIVEN BY VECTOR BEAMS
Let us consider as a further case an atomic system in a strong magnetic field such that SOI
is subsidiary compared to µBBz(Lˆz + gsSˆz) (Paschen–Back effect). The electron states with
13
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FIG. 4. Dipole transitions initiated by an azimuthally polarized vector laser pulse. The population
of different magnetic sublevels in dependence on the rotation angle β between the beam optical
axis and the direction of an external static magnetic field. Two initial states 4pmi=0 and 4pmi=1
are shown. Inset: The ratio between the dipole transition probabilities originating from the lon-
gitudinal and the transverse field contributions, labeled by D⊥ and D‖. Similar field parameters
where used as for Figure 3.
the usual notation |i〉 = |ni`imisi〉 are appropriate. The magnetic field sets the quantization
axis (z axis) while the optical axis of the incident VB makes an angle β = ](eˆz, q‖) with the
z axis. We inspect Rydberg states |i〉 characterized by the principle, orbital, and magnetic
quantum numbers ni, `i and mi. For photoexcitation of higher Rydberg states, as already
demonstrated for a trapped 40Ca+ ion by means of OAM vortex field14, the laser photon
energy is such that the wave vector q = ω/c 1 and thus we expand the oscillating functions
in Eqs. (3) and (2) in a Taylor series up to terms of the first order: J1(x) = (1/2)x+O(x3),
J0 = 1 + O(x2) and exp(ix) = 1 + ix + O(x2). In the local frame {ρ′, ϕ′, z′} rotated by
β relative to the z axis, we employ the rotating wave approximation and obtain for the
first-order term of the field of the RVB
ARVB(r ′, t) ≈ −A0
[
1
2q⊥ρ
′eˆρ′ + i
q⊥
q‖
(1 + iq‖z′)eˆz′
]
e−iωt. (28)
Interestingly, the quadrupole terms, originating from the longitudinal and the transverse
field distributions have the same prefactors.
Figure 3 shows the results for the photoexcitation process of a trapped Ca+ ion starting
from the initial 4pmi=0 Rydberg state by a continuous wave (CW) RVB. The nature of
the matter interaction with a radially polarized vector beam is dominantly electric and is
characterized by a strong dipole term stemming from the (electric) longitudinal component.
14
However, one can discriminate between these dipolar and higher order electron transitions
by adjusting appropriately the photon energy to ~ω = ε5p − ε4p or ~ω = ε4f − ε4p. The
peak amplitude of the vector beam was chosen to be A0 = 1 a.u.. In the region of the atom,
however, this amplitude is very small (the prefactor for the transverse electric field is A0ωq⊥
and for the longitudinal field A0ω tanα with α = 1◦). The left panels on Figure 3 show the
quadrupole transition probabilities Q⊥ and Q‖, resolved for the longitudinal and transverse
field components, in dependence on the rotation angle β for the initial-final state transition
4pmi=0 → 5pmf=0. Interestingly, for the orbital momentum conserving quadrupole transition
with ∆` = ∆m = 0 the ratio Q⊥/Q‖ can be steered by rotating the incident vector field
relative to the applied magnetic field (which sets the quantization axis). Parallel to the
magnetic field, the ratio Q⊥/Q‖ = 1/9 reveals the dominating longitudinal component while
at an angle of β = 90◦ (RVB and magnetic field are perpendicularly polarized) the transverse
component dominates the photoexcitation process since Q⊥/Q‖ = 4. Therefore, in contrast
to a conventional Gaussian mode we can find angular momentum conserving quadrupole
transitions for all possible light field setups due to the special spatially inhomogeneous
character of the vector beam.
The situation changes when exploring the 4pmi=0 → 4fmf=0 quadrupole transition which
is characterized by ∆` = 2. Here, it is not possible to change the ratio between the lon-
gitudinal and transverse field contributions since Q⊥/Q‖ = 1/4 for all rotation angles β.
Interestingly, we find rotating angles where the quadrupole transitions (either from the lon-
gitudinal or transverse field) vanishes completely. For such a setup the whole photoexcitation
probability of 4pmi=0 → 4fmf=0 collapses.
For the azimuthal polarization the interaction is fully magnetic since r · eˆ′ϕ = 0 and,
therefore, we have no coupling to the electron (note that r · eˆ′ϕ vanishes for every rota-
tion angle β). With same approximations as for the RVB the strong longitudinal field is
given (up to the first order in r) by B‖(r ′, t) = iA0q⊥(1 + iq‖z′)e−iωteˆ′z while the transverse
field B⊥(r ′, t) = 12A0q⊥q‖ρ
′e−iωte′ρ. The homogeneous term in the longitudinal component
provides no contribution to the photo-induced electron transition since it characterizes a
monopole interaction. Consequently, as for the electric type transitions in the case of the
RVB the effective contributions of the longitudinal and transverse field components are on
equal footing but the associated light-matter interaction is dipolar.
In Figure 4 we show the dipole transitions initiated by the spatially inhomogeneous
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magnetic field of the AVB for two different initial states 4pmi=0 and 4pmf=1. As expected,
for β = 0◦ no photoexcitation processes can be observed since the magnetic field does not
act on the electron states with zero angular velocity (mi = 0). However, as inferred from
Figure 4(a), for finite rotating angles one can populate final magnetic substates withmf 6= 0.
Prominent setups are given by β = ±45◦ where states with mf = ±1 and mf = ±2 are
equally excited while for β = ±90◦ the final states are fully characterized bymf = ±2. Note,
that due to the presence of the external magnetic field, which sets the quantization axis and
shifts the energy of the individual magnetic substates (Zeeman effect), the photon energy of
the incident AVB has to be adjusted to the specific transitions, i.e. ~ω = εnf `fmf − εni`imi .
In Figure 4(b) the dipolar photoexcitation transitions are depicted for the initial state
4pmi=1. As expected for β = 0◦, the only state which can be excited is characterized by
mf = 1 since in this case the interaction between the electron and the light field is angular
momentum conserving, i.e. ∆m = 0. Interestingly, at β = ±90◦ the photoexcitation proba-
bility of mf = ±1 is the same while at β = ±45◦ the dominating final state is characterized
by the magnetic quantum numbermf = 2. Another striking feature, in contrast to the RVB,
is the ratio between transverse and longitudinal field contributions which is always given by
D⊥/D‖ = 0.25 and thus, can not be manipulated by the rotation angle β.
V. SUMMARY AND OUTLOOK
We explored the nature of the interaction of atomic and low dimensional quantum sys-
tems (rings) with EM fields with spatially inhomogeneous polarization states, called vector
beams. In particular, we focused on cylindrical beams with radial or azimuthal polarization.
Although these beams share some common features with vortex beams carrying orbital an-
gular momentum, like the intensity profile, their effect on charge carriers is fundamentally
different. For the investigated systems, radially polarized vector beams (RVB) trigger via
electric transitions radial charge oscillations. Azimuthally polarized vector beams (AVB)
generate via a magnetic interaction oscillating magnetic moments. Despite the presence of
the electric field in AVB, it subsumes in a way that it does not affect the charge. The inter-
action with AVB is solely due to the magnetic vector potential, and can thus be interpreted
as a dynamic Aharonov–Bohm effect. In contrast to OAM carrying fields, no unidirectional,
time averaged currents are generated by AVB nor by RVB. Atomic targets subject to radially
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polarized light fields show angular momentum conserving quadrupole transitions which can
be manipulated in magnitude by rotating the field relative to the quantization axis set by
an external static magnetic field. When photoexciting with an azimuthally polarized field,
the special field structure makes it possible to select different magnetic sublevels (in the
final state) by rotating the laser field relative to the quantization axis of the atomic target.
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Appendix A:
The electric field of a radially polarized vector beam (RVB) is given by
ERVBr (r, t) = A0ωxJ1(q⊥ρ) sin(q‖z − ωxt), (A1a)
ERVBϕ (r, t) = 0, (A1b)
ERVBz (r, t) = A0ωx
q⊥
q‖
J0(q⊥ρ) cos(q‖z − ωxt), (A1c)
while the associated magnetic field reads
BRVBr (r, t) = 0, (A2a)
BRVBϕ (r, t) = A0
q2⊥ + q2‖
q‖
J1(q⊥ρ) sin(q‖z − ωxt), (A2b)
BRVBz (r, t) = 0. (A2c)
In the same vein, the electromagnetic fields of the azimuthally polarized vector beam (AVB)
as the sum of two antiparallel Bessel beams read
EAVBr (r, t) = 0, (A3a)
EAVBϕ (r, t) = −A0ωxJ1(q⊥ρ) cos(q‖z − ωxt), (A3b)
EAVBz (r, t) = 0, (A3c)
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and
BAVBr (r, t) = A0q‖J1(q⊥ρ) cos(q‖z − ωxt), (A4a)
BRVBϕ (r, t) = 0, (A4b)
BAVBz (r, t) = −A0q⊥J0(q⊥ρ) sin(q‖z − ωxt), (A4c)
Appendix B:
Using the vector potential in the Poincaré gauge, i.e. A′(r, t) = −r × ∫ 10 dλλB(λr, t)
where the vector field satisfies r · A′(r, t) ≡ 0, we derive the expression for the magnetic
contribution to the interaction Hamiltonian Hˆint(t) from the minimal coupling scheme:
Hmagn(t) = − e2m0 (p ·A
′(r, t) +A′(r, t) · p) . (B1)
Inserting A′(r, t) as well as applying the fundamental identities p · (r ×B) = (p × r) ·B as
well as (r ×B) · p = B · (p × r), we find
Hmagn(t) =
e
2m0
(p × r) ·
∫ 1
0
dλλB(λr, t) + e2m0
∫ 1
0
dλλB(λr, t) · (p × r) . (B2)
From elementary quantum mechanical algebra we know that
(p × r) ·B = B · (p × r)− [B, (p × r)]− . (B3)
Using p × r = −r × p and we can find the commutator
[B, (p × r)]− = [(r × p) ,B ]−
= εijk [xjpk, Bi]−
= εijkxj [pk, Bi]− + εijk [xj, Bi]−︸ ︷︷ ︸
=0
pk
= r · (p ×B).
(B4)
By using now Ampère–Maxwell law55 the commutator can be reformulated further:
[B, (p × r)]− = r · (p ×B)
= −i~r · [∇ ×B(r, t)]
= − i~
c2
r · ∂E(r, t)
∂t
.
(B5)
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Furthermore, by assuming a harmonic wave we find that ∂tE(r, t) ∼ −ωxE(r, t) and obtain
the final expression for Hamiltonian containing the commutator
Hcomm.magn = −
∫ 1
0
dλλ e2m [B, (p × r)]−
= ie2
~ωx
m0c2
∫ 1
0
dλλr ·E(r, t),
(B6)
which can be safely neglected by noticing that the prefactor ~ωx/m0c2 < 10−4 even for
photon energies in the (X)UV regime. Furthermore, in the case of an AVB r ·E(r, t) ≡ 0
(azimuthal polarization). As a consequence, the magnetic part of the interaction Hamilto-
nian is
Hmagn(t) =
e
m0
[
−
∫ 1
0
dλλB(λr, t)
]
· (r × pˆ)
= 2B ′(r, t) · m̂B
(B7)
whereB ′(r, t) = − ∫ 10 dλλB(λr, t) and the magnetic moment operator is m̂B = (e/2m)r×pˆ.
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