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Umfeld der Diplomarbeit
Das World Wide Web als eine Anwendung des Internets, verzeichnet seit 1994 ein
extremes Wachstum. W

ahrend das Design der Web{Technologie auf statische
Dokumente ausgerichtet war, wird das WWW zunehmend f

ur den Zugri
auf dynamische Informationen verwendet. Diese Diplomarbeit ordnet sich in
Arbeiten des Migrations{ und Portierungszentrums der Abteilung ASWC6
bei der Siemens Nixdorf Informationssysteme AG ein. Im Rahmen dieser
Arbeiten wurde 1995/96 ein Entwicklungssystem (Internet Gateway Language)
zur Anbindung von Anwendungen an WEB{Frontends realisiert. Hiermit
ist es m

oglich die Anbindung von Anwendungen in das Intranet in k

urzerer
Zeit zu realisieren, als mit dem Einsatz konventioneller Techniken (z.B. Perl).
Um die Entwicklungszeit der Internet Gateway Language gering zu halten,
wurde bewut eine einfache Realisierung, als eine HTTP{Server Erweiterung
in Form von eines CGI{Prozesses, gew

ahlt. Allerdings weit diese Realisierung
durch ihre monolithische Struktur und den CGI{typisch kurzlebigen Prozessen,
Nachteile, wie z.B. Performance{ und Ressourcenengp






Im Rahmen dieses Umfeldes wird die Diplomarbeit mit dem Thema:
"
Integration heterogener Applikationen ins Inter{/Intranet mittels Web{
Technologie\
vergeben.
In der Diplomarbeit sollen die Schwachpunkte der Internet Gateway Language,





ahltes Problem eine L

osung entwickelt, implementiert, getestet und
bewertet werden.
Im einzelnen sind folgende Punkte in der Diplomarbeit zu absolvieren:
1. Mittels Performance Messungen soll eine umfassende Analyse der exi-
stierenden IGL{Realisierung bez





Hierzu ist eine geeignete Testmethodik zu entwerfen und eine Bewertung der
erhaltenen Mewerte durchzuf

uhren. Anschlieend sind die festgestellten
Problembereiche zu klassizieren.
2. Anhand der Problemanalyse soll ein gravierender Schwachpunkt ausgew

ahlt
werden, um eine Verbesserung zu entwerfen. Hierbei sind aktuelle Techno-







3. Anschlieend soll der Entwurf, eine prototypische Implementierung und
Test des neuen Systems erfolgen.
4. Um die Leistungsf

ahigkeit des erweiterten IGL{Systems beurteilen zu
k

onnen, sind erneut Performance Messungen anhand der entworfenen Test-
methodik durchzuf

uhren und die Ergebnisse zu bewerten.
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Zusammenfassung
Gegenstand der Arbeit ist die Analyse und Verbesserung des bestehenden
Softwaresystems
"
Internet Gateway Language { IGL\.
Dieses Softwaresystem wurde bei der Siemens Nixdorf Informationssysteme






IGL\ ist die schnelle und kosteneziente Anbindung bestehender




asse analysieren, einordnen und beseitigen zu
k

onnen, werden die Besonderheiten von
"
WWW{Applikationen\ untersucht.
Anschlieend wird eine geeignete Testmethodik f

ur die Analyse der Performance{
Schwachpunkte entworfen. Hierzu werden Analysewerkzeuge geschaen und
das IGL{System entsprechend angepat. Es wird gezeigt, da wesentliche







Anderungen umgehen die von der WWW{Technologie ver-
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Kapitel 1
Einleitung
Neben der wachsenden Bedeutung des Internets als weltweite Informationsquelle










Rolle spielt dabei das World Wide Web (WWW), welches einen groen Teil
des Erfolges des Internets ausmacht. Eigentlich als System f

ur den weltweiten
Zugri auf statische Informationen gedacht, f

allt demWWW heute eine Aufgabe
zu, f

ur das es nicht entwickelt wurde. So wird das WWW f

ur den entstehenden
elektronischen Marktplatz, als Dokumentenverwaltungssystem f

ur innerbetrieb-
liche Arbeitsgruppen und f

ur viele anderen Bereiche genutzt.
Mit dem WWW existiert die M






ache zu versehen oder verschie-
denartige Anwendungen unter einer einheitlichen Ober

ache zu vereinen. Es
k






ur bestehende Anwendungen erschlossen werden.
Deshalb besch

aftigt sich das Migrations{ und Portierungszentrum bei der
Siemens Nixdorf Informationssysteme AG (SNI) im Rahmen von Kunden-
projekten mit der Integration bestehender Anwendungen in Intranets mittels
der World Wide WWW Technologie. Bei den Anwendungen handelt es sich
haupts

achlich um Datenbankanwendungen oder um Applikationen auf Basis des
Softwaresystems R/3 von SAP [1]. Ein entscheidendes Problem besteht dabei
darin, da das World Wide WWW nicht f

ur diesen Zweck entworfen wurde und








onnen, wurde bei SNI ein spezielles Integrati-
onswerkzeug, die Internet Gateway Language (IGL) [2], entwickelt. Damit
ist es m

oglich, einfach und schnell WWW{Anbindungen an Anwendungen zu
realisieren. So wurden unter anderem eine Handbuch{ und Softwarebestellung,
12
eine Performance{Datenanalyse mit Performance{Datenverwaltung und eine
PC{Kongurations{ und Bestellanwendung f

ur die interne Anwendung bei SNI
erstellt.
Bisher werden diese Anwendungen nur von einem kleineren Nutzerkreis verwen-
det, so da relativ wenig Datenaufkommen entsteht. Es ist jedoch abzusehen,
da bei anderen Einsatzgebieten von IGL ein Performance{Engpa auftreten
wird.
Diese Diplomarbeit befat sich mit der Analyse und Verbesserung des IGL{
Systems im Bezug auf Performance. Im ersten Teil der Diplomarbeit wird eine
ausf








atze festgestellt. Im zweiten Teil werden
sinnvolle Verbesserungen von IGL ausgew

ahlt und entworfen. Nach der Imple-
mentation dieser Verbesserungen und ihrem Test wird das erzielte Ergebnis mit
den Ausgangswerten verglichen und bewertet.
Kapitel 2
Begrisbestimmungen
Im Umfeld der IGL{Entwicklung haben sich einige spezielle oder in ihrer Be-





Als Screen wird der gesamte Anzeigebereich imWWW{Browser bezeichnet. Dies
kann eine normale HTML{Seite oder bei Einsatz von Frames die Gesamtmenge
aller Frames sein.
Screen{Update
Als Screen{Update wird eine Aktion bezeichnet, die eine

Anderung des Screens
nach sich zieht. Ein Screen{Update bewirkt einen oder bei Einsatz von Frames
mehrere Requests an den WWW{Server.
Frame
Ein Frame ist ein Gestaltungsmittel nach HTML 3.2 [3]. Mittels Frames kann
der Screen in Teilabschnitte untergliedert werden, wobei jeder Frame die gleiche
Funktionalit

at eines Screens aufweist. Durch Frames k

onnen Hierarchien aufge-
baut werden, um komplexe Nutzerinteraktionen realisieren zu k

onnen. Bei einem
Screen{Update werden alle oder eine Teilmenge der Frames aktualisiert. Jeder
angeforderte Frame{Inhalt bewirkt einen Request an den WWW{Server.
14
Request
Ein Request ist die Anforderung eines bestimmten Frame{Inhalts vom WWW{
Server. Bei einer statischen HTML{Seite wird der Request vom WWW{Server
selbst bedient. Bei einer dynamischen HTML{Seite wird der Request an eine
Instanz (z.B. IGL{Proze) weitergeleitet, welche HTML erzeugt und

uber den
Server an den Browser zur

ucksendet. Da die Erzeugung der HTML{Seite zur
Laufzeit erfolgt, werden diese Seiten als dynamisch erzeugte Seiten bezeichnet.
Session / Dialogsession
Eine Folge von Screen{Updates, innerhalb eines bestimmten Kontexts, wird als
eine Session bzw. Dialogsession bezeichnet. Der Beginn einer Session wird mit
der ersten Aktion bzw. mit dem ersten Screen{Update eines Nutzers durch die
Erzeugung eines Tickets deniert. Das Ende einer Session ist entweder explizit
durch ein Session{Ende Kennzeichen, d.h. mit der Zerst

orung des entsprechen-





Mit einem Ticket wird eindeutig eine Session identiziert. Ein Ticket wird bei





onnen Requests eindeutig einer bestimmten Session zugeordnet
werden.
Session{persistent
Im folgenden werden die Begrie dauerhaft und persistent abweichend von
ihrer Bedeutung
"
ewig bestehend\ verwendet. Die
"
Dauerhaftigkeit\ bezieht
sich vielmehr auf die Lebenszeit einer Session. Wenn im folgenden von einer
session{persistenten Verbindung geschrieben wird, bedeutet dies, da diese
Verbindung f





3.1 Aufbau von WWW{Anwendungen
In Abbildung 3.1 k

onnen die Komponenten Browser, Browser{Erweiterung,
WWW{Server, WWW{Server{Erweiterung und die Anwendung unterschieden
werden. Die Browser{ und Server{Erweiterungen sind notwendig, um eine
Anbindung an Applikationen mit dem World Wide WWW zu erreichen, da das
WWW nicht f

ur diese Aufgaben entwickelt wurde.
Die Hauptkomponenten Browser, WWW{Server und Anwendung k

onnen
typischerweise auf verschiedenen Maschinen ablaufen. Damit stellt sich eine
WWW{Anwendung als ein verteiltes System dar. Die hieraus auftretenden
Probleme umfassen im wesentlichen die Zuordnung der Funktionalit

at im
verteilten System zu Prozessen und eine Session{ bzw. Transaktionsverwaltung.
Bei der Zuordnung der Funktionalit



















Abbildung 3.1: Allgemeine Struktur von WWW{Anwendungen in Intranets
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die Frage im Vordergrund, ob die Erweiterung entweder im Browser, im WWW{
Server oder auf beide Systeme verteilt erfolgt. Bei dem Problem der Session{ bzw.
Transaktionsverwaltung spielen die unterschiedlichen Konzepte von WWW{
System (Kommunikation mit dem zustandslosen Protokoll { HTTP [4]) und





JavaScript, ActiveX , PlugIn's
Mit diesen Mechanismen k

onnen die WWW{Browser um komplexe Funktionen
erg

anzt werden. So stellt JavaScript eine Interpreter{Sprache dar, die Client{
seitig abgearbeitet wird. Mittels PlugIn's [5] und ActiveX [6] k

onnen Programm{
Dateien bzw. {Objekte in den Browser integriert werden. Allerdings sind diese
Erweiterungen in starkem Mae Browser{abh






Die von Sun entwickelte Sprache Java [7] soll die Schw

achen anderer Program-
miersysteme, in Bezug auf die Anforderungen von Internet bzw. Intranets,
beheben. So werden Java{Programme in einer virtuellen Maschine auf der
Zielplattform ausgef

uhrt. Damit sind Java{Programme auf allen Plattformen
ausf

uhrbar, auf denen diese virtuelle Maschine existiert. Auch im Sicherheits-
aspekt wurden in Java viele Schw

achen anderer Programmiersysteme beseitigt.
Innerhalb des Migrations{ und Portierungszentrums bestehen aber grundlegende
Bedenken, Applikationslogik in den Client (im WWW{Umfeld: Browser) zu





der Einsatzort und evtl. auch der Nutzer im Intra{ bzw. Internet schwer zu
identizieren sind, stellt dies einen sehr wichtigen Punkt dar.
Aus diesen Gr

unden wurde bei der Entwicklung von IGL auf den Einsatz von




Anders als bei der funktionellen Erweiterung der Clients bleibt der Server bei
WWW{Server{Erweiterungen unangetastet. Dies ordnet sich in die Strategie der





atsrechenzentrums (URZ) der TU Chemnitz wurde das The-
ma
"
Network Computing\ diskutiert. Unter anderemwurden folgende Hauptziele
des Network Computing herausgearbeitet [9][10]:
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 Die Zentralisierung der Administration und damit die
 Einsetzbarkeit von sogenannten
"
Zero Administration Clients\.
Mit diesen Strategien sollen die Kosten f

ur Wartung und Administration Client{
seitig drastisch gesenkt werden.
Common Gateway Interface (CGI)
CGI war der erste Mechanismus, mit dem Entwickler einen WWW{Server funk-
tionell erweitern konnten. Der WWW{Server kommuniziert mit dem Erweite-
rungsproze mit einem Protokoll,

uber welches Umgebungsvariablen gesetzt bzw.
Daten durch die Standardein{ und {ausgabe zwischen Server{ und Erweiterungs-
proze ausgetauscht werden k

onnen. Weil diese Mechanismen bei sehr vielen
Betriebssystemen verbreitet sind und das Protokoll sowie die CGI{Schnittstelle
genau speziziert wurden, ist der Weg

uber CGI sehr portabel. Ein weiterer
Vorteil von CGI liegt in seiner Robustheit. Die Erweiterungen laufen als ei-
genst

andige Prozesse abgegrenzt vom WWW{Server. Somit betreen Fehler im
CGI{Programm nur den Erweiterungsproze, nicht jedoch den WWW{Server.
Nachteilig treten bei CGI geringe Performance und hoher Ressourcenverbrauch
auf. Dies wird durch den st

andigen Neustart der Server{Erweiterungsprozesse
verursacht, da bei jedem Request

uber CGI ein Erweiterungsproze gestartet
wird, der ein CGI{Programm ausf

uhrt. Nach Generierung der dynamischen
HTML{Seite wird dieser Erweiterungsproze beendet.
WWW{Server API
Bedingt durch die Performance{ und Ressourcen{Probleme beim Common





stellen entwickelt. Damit ist es m

oglich, WWW{Server mit sehr ezient
arbeitenden Erweiterungen auszustatten, weil diese Erweiterungen direkt auf
die Ressourcen der WWW{Server zugreifen k







Allerdings stellen die Zugrie auf die Systemressourcen der WWW{Server sehr
oft Zugrie auf kritische Abschnitte dar und m

ussen aufwendig synchronisiert
werden. Damit sind die Erweiterungen auf der Basis von WWW{Server{API
sehr aufwendig zu realisieren. Zus

atzlich besteht bei Fehlern im Erweiterungs-
proze die Gefahr eines totalen WWW{Server{Ausfalls.





ur jeden WWW{Server eine spezielle Version der Erweiterung entwickelt,
verteilt und verwaltet werden.
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3.1.3 Session{Verwaltung
Die verschiedenartigen Kommunikationsprotokolle, zustandslos bei HTTP und
zustandsbehaftet bei den Anwendungen, bilden das Hauptproblem der Session{
Verwaltung (Abbildung 3.2). Da f

ur eine Session{Verwaltung Zustandsinforma-
tionen





ussen, diese mit dem zustandslo-
sen HTTP{Protokoll aber nicht gespeichert werden k

onnen, ist eine entsprechen-
de Erweiterung zu realisieren. Die erforderlichen Zustandsinformationen k

onnen
beispielsweise innerhalb von HTML{Seiten oder in URL's kodiert werden. Oft
ist allerdings eine ausgereiftere Zustandsverwaltung notwendig, die dann mit den




















ultigkeitsbereiche von lokalen Zust

anden
3.2 Motivation von IGL





ahlte Applikationsfunktionen. Damit kann man sehr einfach WWW{
Anbindungen der jeweiligen Produkte realisieren. Als ein Dienstleister mu sich
das Migrations- und Portierungszentrum mit allen auf dem Markt bendlichen
Anwendungsarchitekturen auseinandersetzen. Das Spektrum dieser Architek-





ge Client/Server{Architektur (z.B. DBMS) bis zur mehrstugen Client/Server{
















Abbildung 3.3: Einordnung von IGL
Anwendung (z.B. R/3). Der Aufwand, sich in alle propriet

aren WWW{
Anbindungen der verschiedenen Hersteller einzuarbeiten, um diese eektiv zu









osungen bei individuellen Anforderungen und hete-
rogenen Applikationen auf. Die andere M

oglichkeit, alle Erweiterungen direkt
mittels CGI bzw. Server{API zu entwickeln, ist sehr un

okonomisch, weil hierbei
der Schwerpunkt auf CGI bzw. Server{API Aspekte gelegt werden mu und nicht
auf die eigentliche Probleml

osung.
Da zum Zeitpunkt der ersten Integrationsprojekte (Anfang 1996) noch keine all-
gemeineWWW{Entwicklungsumgebung erh

altlich war, wurde zur Unterst

utzung
der Integration von Anwendungen mit WWW{Ober

achen die Internet Gate-
way Language (IGL) [2] geschaen. Diese bietet die M

oglichkeit, heterogene
Applikationen auf einer abstrakteren Ebene als CGI oder Server-API zu integrie-
ren.
3.3 Das Funktionsprinzip von IGL
Das IGL{System besteht aus einem Proze, der Programme in der Internet
Gateway Language interpretiert, mit dem WWW{Server und Anwendungen
kommuniziert und dynamische HTML{Seiten erzeugt. Der IGL{Proze wird
mittels CGI gestartet. Die IGL{Programme werden in IGL{Template{Dateien
gespeichert (Abbildung 3.3).
Ein IGL{Template:
1. beschreibt das Layout der zu erzeugenden Seiten mittels HTML,
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2. enth

alt Aufrufe zur Anwendung,
3. bietet Mittel, Ergebnisse dieser Anwendungsaufrufe nach HTML zu trans-
formieren und in die erzeugte HTML{Seite einzuf

ugen, so da sie am Brow-
ser sichtbar dargestellt werden k

onnen.
Die IGL{spezischen Erweiterungen werden in einem propriet

aren HTML{Tag
<IGL ...> untergebracht. Ein Entwurfsziel von IGL war die Integration von
Anwendungsaufrufen, die Auswertung von R

uckgabewerten und die Trans-
formation in darstellbares HTML. Dies soll alles an einer zentralen Stelle,
dem IGL{Template, geschehen. Daher ist die Syntax der jeweiligen Anwen-
dungsfunktionsaufrufe an die anwendungsspezische Syntax angepat. So
kann z.B. innerhalb der IGL{Umgebung auf SQL{Datenbanken mittels der
in Embedded{SQL

ublichen Syntax EXEC SQL sql statement zugegrien
werden. Die Auswertung der Resultate erfolgt in einer der Programmiersprache
C angelehnten Syntax. Es werden IGL{Funktionsdenitionen und {aufrufe,





ankungen bzw. Vereinfachungen bestehen einerseits in der Existenz von
nur zwei Datentypen String und List. Die L

ange des Datentyps String ist
beschr

ankt, und numerische Werte werden implizit als String abgebildet. Zum
anderen sind keine rekursiven Funktionsaufrufe m

oglich.
Wie in der Begrisbestimmung bereits erkl

art, wird mit Screen der komplette
Anzeigebereich des Browsers bezeichnet. Wenn keine Frames genutzt werden,
wird der Inhalt des Screens durch eine HTML{Seite erzeugt. Anders verh

alt es
sich beim Einsatz von Frames. F

ur jeden Frameinhalt wird eine HTML{Seite
vom WWW{Server angefordert. Dies erzeugt eine Reihe von Requests beim
WWW{Server, f

ur die im IGL{System je ein eigener IGL{Proze gestartet wird:
pro Frame{Update ein Request; pro Request ein IGL{Proze. Es existiert somit
eine 1:1 Zuordnung von Frame und Request sowie eine 1:n Beziehung zwischen




























Nach dem Start des IGL{Prozesses werden IGL{Kongurationsdaten gela-
den, und es wird das entsprechende IGL{Template gelesen. Nach dem Ab-
arbeitungsstart des IGL{Templates werden in Abh

angigkeit der Template{
Beschreibung entweder Zugrie auf die Anwendung durchgef

uhrt, oder es wird
















































{wird pro Request neu aufgebaut
Abbildung 3.4: Elemente und Beziehungen eines IGL{Systems
IGL{Programmcode ausgef

uhrt. Nach der Abarbeitung des IGL{Templates und
der Ausgabe des generierten HTML{Codes terminiert der IGL{Proze.
Um das Problem der Zustandsverwaltung zu l






ur die in diesen Bl

ocken deklarierten Variablen
werden der Variablenname und {inhalt bei Abarbeitungsende in einer Datei auf
der Maschine des WWW{Servers gespeichert. Bei dem Start des n

achsten IGL{
Prozesses wird anhand der Sessionidentikation (Ticket) die entsprechende Datei
gelesen und die Variablennamen und {inhalte entsprechend deklariert und ini-
tialisiert. Es k

onnen somit in IGL lokale und globale Variablen
1
unterschieden
werden. Die Lebensdauer der lokalen Variablen ist auf die Abarbeitung eines
Requests, d.h. die Existenz eines IGL{Prozesses beschr

ankt, wogegen sich die
Lebensdauer der globalen Variablen

uber eine Session erstreckt. Beim Beenden
der Session wird die entsprechende Zustandsdatei gel

oscht.
3.4 Das Frame{Konzept von HTML und IGL
Um die










































onnen, wird das Frame{Konzept von HTML 3.2 genutzt. Der
Frame{Mechanismus bietet die M

oglichkeit, entweder den aktuellen Frame, den in
der Hierarchie dar

uberliegenden Frame oder den Toplevel{Frame zu aktualisieren
{ jedoch nicht gleichzeitig zwei in einer Hierarchieebene liegende Frames. Deshalb
wird bei IGL{Anwendungen eine bestimmte Frame{Hierarchie (Abbildung 3.5)







u{Frame und in den Arbeits

achen{Frames
zu aktualisieren, mu der dar

uberliegende Desk-Container Frame referenziert




orige HTML{Seite generiert werden. Soll
hingegen nur die Arbeits

ache mit ihren Teilarbeits

achen erneuert werden, ist
als Zielreferenz deren Elternseite (Desks-Container Frame) anzugeben.





realisieren. Allerdings wird beim Aktualisieren einer solchen Frame{Hierarchie
pro Frame ein IGL{Proze gestartet. Das bedeutet, da bei jeder Erneuerung
einer Hierarchie zwischen 3-5 IGL{Prozesse gestartet werden, zu denen noch die
entsprechenden HTTP{Daemon Prozesse hinzukommen, die automatisch vom
WWW{Server f

ur jeden Requests gestartet werden. Damit k

onnen bei der Ak-
tualisierung eines Screens im ung

unstigsten Fall bis zu 10 Prozesse an einer Ak-
tualisierung beteiligt sein.
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3.5 Beispiel einer IGL-Anwendung
Nachfolgend wird ein bei SNI mit IGL realisiertes Projekt vorgestellt. Es handelt
sich dabei um eine Handbuch{ und Softwarebestellung, die im SNI{Intranet
eingesetzt wird.
Jeder Mitarbeiter ist damit in der Lage, durch Angabe seiner Personalnum-
mer und seiner Kostenstelle Handb

ucher und Software zu bestellen. Diese
Anwendung nutzt die SNI Personal{Datenbank zur Nutzeridentikation, eine
ORACLE{Datenbank f





















Abbildung 3.6: Anwendungsbeispiel: Erste Auswahlm

oglichkeit
Auf der ersten Seite (Abbildung 3.6) kann direkt eine Bestellnummer oder ein






Auf der folgenden WWW{Seite (Abbildung 3.7) erscheint das Ergebnis der Suche





angefordert bzw. eine bestimmte Anzahl von Produkten in einen Warenkorb
gelegt werden. In der Abbildung 3.8 sieht man den gef

ullten Warenkorb.
Um eine Bestellung zu initiieren, ist eine Identikation erforderlich (Abbildung
3.9). Hierzu sind die Personalnummer sowie die Kostenstelle anzugeben.








































Abbildung 3.8: Anwendungsbeispiel: Ein Buch wird selektiert und in den Wa-
renkorb gelegt
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Die eingegebenen Werte werden mit den Daten der Personal{Datenbank vergli-
chen, und bei einem positiven Ergebnis wird die Bestellung in ein R/3{System

ubernommen. Das R/3{System veranlat nun die Auslieferung der bestellten

















Abbildung 3.9: Anwendungsbeispiel: Identikation um Bestellung durchzuf

uhren
3.6 Struktur von IGL{Templates
Die bisher mit IGL realisierten Projekte weisen im Aufbau und in der Struk-
tur der IGL-Templates viele

Ahnlichkeiten auf. Die IGL-Templates bieten

uber
mehrere Dialog-Schritte hinweg eine Konkretisierung von allgemeinen Suchbe-





erfolgt in jedem IGL{Template





ufung von Tickets (zur Session-Identikation);
 Deklaration globaler Speicherbl

ocke zur Verwaltung von Zustands-
informationen;
 Anwendungsspezische Anweisungen (Layout, : : : );
<HTML>










2. Eingabe von Programmparametern:
Es werden oft Resultate aus Suchvorg

angen vorheriger Requests als Argu-
mente f

ur eine neue Nutzerinteraktion (z.B.: Auswahllisten) genutzt (Zu-





EXEC SQL select COMPANY from VENDORS
order by COMPANY;
loop list sql_table {
> <OPTION VALUE="@COMPANY"> @COMPANY
<IGL }>
3. Anfrage an Anwendungen:
z.B. DB{ oder R/3{Anfrage bzw. Update
<IGL
EXEC SQL select PRODUCT, PRICE from VENDORS
where COMPANY = :company and PRICE < :price
UNION select PRODUCT, PRICE from OTHER_VENDORS
where COMPANY = :company and PRICE < :price;
>
  
4. Bearbeitung der R

uckgabewerte mit IGL{Sprachkonstrukten zur Erzeu-
gung von HTML:
<TABLE BORDER=1>
<TH> PRODUCT </TH> <TH> PRICE </TH>
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<IGL
loop list sql_table {
if(PRICE < 10) {
> <TR> <TD> @PRODUCT </TD> <TD> @PRICE </TD> </TR>
<IGL } else {>











Nach der Entwicklung von IGL kamen Produkte mit

ahnlicher Zielstellung auf
den Markt. Zwei von ihnen sollen zum Vergleich kurz vorgestellt werden.
3.7.1 Cold Fusion von Allaire Corp.
Cold Fusion [11] wurde ausschlielich zur Anbindung von Datenbanken ent-
wickelt. Es nutzt wie IGL propriet

are HTML{Tags (hier als DBML{Tags
bezeichnet), mit denen die Standard{Funktionalit

at des WWW{Systems erwei-
tert werden kann. Diese werden mit normalen HTML{Tags gemischt.
Das System ist als eine WWW{Server Erweiterung realisiert und besteht aus zwei
Teilen, einem CGI{Proze und einem
"
persistenten\ Server. Da Cold Fusion nur
f

ur die Plattform Windows NT entwickelt wurde, ist das Server{Programm f

ur
einen Windows NT System{Service ausgelegt.
Eigenschaften




SQL="SELECT Company FROM Vendors
WHERE Produkt like '#Produkt#'
ORDER BY Company ">
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F

ur die Aufbereitung der Ergebnisse stehen einfache Kommandos wie z.B. <DBIF>
... <DBELSE> ... </DBIF> zur Verf

ugung, die jedoch sehr wenig Funktiona-
lit

at bieten. So existieren z.B. keine Schleifen oder Funktionsdenitionen bzw.
{aufrufe.
In Cold Fusion ist eine Transaktionskontrolle implementiert, die alle Datenban-
kanfragen zwischen den Tags <DBTRANSAKTION> ... </DBTRANSAKTION> als ei-
ne Transaktion denieren.
3.7.2 LiveWire von Netscape Corp.
Wie IGL und auch Cold Fusion nutzt Live Wire [12] serverseitige Erweiterungen
um mehr Funktionalit

at im WWW{System zu erreichen. Aber im Gegensatz zu
den anderen beiden L

osungen basiert LiveWire nicht auf CGI. Vielmehr werden
mittels einer propriet

aren Schnittstelle Erweiterungen in den WWW{Server
integriert. Diese Erweiterungen werden in JavaScript [13] implementiert.
Eigenschaften






"SELECT Company FROM VENDORS WHERE Product




Im Gegensatz zu IGL werden die in JavaScript implementierten Templates nicht
direkt interpretiert, sondern in ein Objekt{File

ubersetzt. Dieses Objekt{File
kann dann direkt in den WWW{Server geladen werden. Durch den Einsatz
von JavaScript als Entwicklungssprache steht dem LiveWire{System eine
m

achtige Programmiersprache zur Verf





Auch in LiveWire existiert eine explizite Transaktionsverwaltung. Allerdings ist





Das IGL{System wurde als ein Werkzeug entwickelt, um die Integration von be-
stehenden Anwendungen in Intranets mit kurzer Entwicklungszeit und geringem
Ressourcenaufwand realisieren zu k

onnen. Es wurde Wert auf ein kompaktes
und einfaches System gelegt. Die gesamte Funktionalit

at liegt in einem monoli-
thischen System, welches mittels CGI auf der WWW{Server Maschine gestartet
wird. Es ist allerdings abzusehen, da mit dem bestehenden Konzept von IGL
ein Performance{Engpa auftreten wird bzw. bereits auftritt.
Im Kapitel 4 wird dies im Detail analysiert.
Daraus leiten sich die Aufgaben der Diplomarbeit ab:





 Auswahl der relevanten Engp

asse,
 Entwurf einer L

osung,
 Implementierung und Test und




Als eine erste N

aherung kann der erwartete Performance{Engpa, in Bezug auf
die Antwortzeit f

ur Requests mehrerer Nutzer

uber einen WWW{Server, anhand
eines oenen M/M/1 Warteschlangenmodells beschrieben werden.
Anschlieend soll diese Annahme durch Messungen untersucht werden. Diese
Messungen dienen weiterhin der Identikation der dominierenden und beein-
ussbaren Faktoren des Engpasses im zu analysierenden WWW/Applikation{





Ein WWW/Applikation{Gesamtsystem besteht, wie in Abbildung 3.5 auf Seite
22 gezeigt, aus Browser, WWW-Server, IGL{Interpreter mit IGL{Templates und
Anwendung. Alle eingehenden Requests werden zentral vom WWW{Server ver-





ubernimmt in dieser Anordnung die Funktion pro Request
einen IGL{Proze zu starten. Die eigentlichen Diensterbringer sind die IGL{
Interpreter{Prozesse mit den Applikationsfunktionsrufen. Diese IGL{Prozesse
stehen auf derselben Maschine (es wird ein Ein{Prozessor{System unterstellt)
zur Abarbeitung an. Damit kann dieses Gesamtsystem nach dem Modell der
einfachen Warteschlange [14] modelliert werden. In der Kendall{Notation wird
dies als ein M/M/1{Modell beschrieben. Die folgenden Annahmen liegen einem
M/M/1{Modell zugrunde [15]:
 Die Ankunftsrate ist Poisson{verteilt.
Die Ankunftsrate der HTTP{Requests wird nicht durch bereits eingetrof-
fenen Requests beeinut.
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 Die Bedienzeit der Requests ist exponentiell verteilt.
 Es existiert ein stabiler Zustand im System.
Die Ankunftsrate der Requests ist geringer als die Bedienrate der Requests.
 Die Bedienart der Requests ist FIFO. Der erste eingetroene Request wird



































Abbildung 4.1: Realszenario und Modellierung
Die Parameter f

ur Berechnungen mit dem M/M/1 Modell sind:
die mittlere Ankunftsrate  (in Requests pro Zeiteinheit)
die mittlere Bedienzeit T
S
(in Zeiteinheiten)
Mit diesen Parametern l

at sich die Serverauslastung (p) mittels der Formel
p = T
S
bestimmen. Ein Wert von p = 0 bedeutet in diesem Zusammenhang, da sich
der Server die gesamte Zeit im Leerlauf bendet. Ein Wert p = 1 zeigt an, da
der Server die ganze Zeit besch

aftigt ist. Um sich in einem stabilen Zustand zu
benden mu p < 1 sein. Die folgenden Formeln sind f





ur die weiteren Betrachtungen ist die mittlere Verweilzeit im System T
Q
von
besonderer Bedeutung, da diese der Antwortzeit im Realszenario entspricht.
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Abbildung 4.2: Mittlere Verweilzeit f

ur M/M/1{Modell
Das Verhalten der mittleren Verweilzeit ist in der Abbildung 4.2 dargestellt.
Hier wird die Nichtlinearit

at der mittleren Verweilzeit bei steigender Server{
Auslastung verdeutlicht. Dieses Verhalten ist eine typische Eigenschaft von
M/M/1 { Systemen. Anhand dieser Eigenschaft des Modells ist zu vermuten,
da sich die f

ur den Nutzer entscheidende Antwortzeit f








Im folgenden soll eine Zuordnung von Warte{ und Bedienzeit im WWW/IGL{
System vorgenommen werden. Da das IGL{Gesamtsystem aus mehreren
Teilsystemen besteht, ist auch die M

oglichkeit der Einunahme auf die Teilsy-
steme zu untersuchen.
In Abbildung 3.5 wurde bereits auf die Struktur des WWW/IGL{Systems ein-
gegangen. Die in den einzelnen Teilkomponenten notwendigen Zeitintervalle zur
Ausf

uhrung von Requests k
































































: Zeit vom Ausl

osen eines Screen{Updates durch den Nutzer bis




: Diese Zeit setzt sich aus zwei Teilen zusammen: Aus der Zeit
von einer Nutzeraktion, z.B. eines Mausklicks, bis zum Eintreen des durch
den Browser ausgel

osten Requests beim WWW{Server, sowie aus der Zeit
vom Empfang der HTML{Seite bis zur Darstellung dieser Seite im Browser.
 Beginn
1
: Nutzeraktion (Maus{, Tastaturereignis)
 Ende
1




: Absenden der HTML{Seite vom WWW{Server. (Auch bei
einer dynamischen HTML{Seite wird die Seite

uber den WWW-Server










: Die Antwortzeit des WWW{Servers ist bei statischen
HTML{Seiten die Zeit vom Eintreen der Browser{Requests bis zum Sen-
den der angeforderten HTML{Seiten zum Browser. Bei dynamischen
HTML{Seiten hingegen ist es das Zeitintervall vom Eintreen der Browser{
Requests bis zum Start der entsprechenden Server{Erweiterung (IGL{
Proze), zuz

uglich der Zeit zwischen Empfang der dynamisch generierten





: Empfang des Requests (mittels HTTP{Protokoll).
 Ende
1
: Bereitstellung der HTML{Seite oder Start der Server{
Erweiterung (CGI, WWW{API).
Nur bei dynamischen HTML{Seiten:
 Beginn
2










: Dauer des IGL{Starts. Hier wird die Zeit des Proze-
starts, des Lesens aller Kongurationsdateien und aller Initialisierun-
gen angegeben.
 Beginn: Prozestart durch den WWW{Server mittels CGI{
Protokoll.











 Beginn: erster Anwendungsfunktionsaufruf.
Es wird erst beim ersten Funktionsaufruf die Verbindung zur An-
wendung hergestellt.







uhrung einer Reihe von Anwendungsfunk-
tionen. Es wird hier die Gesamtheit aller Funktionsrufe als eine Ein-
heit betrachtet. Die Antwortzeit dieser Funktionsrufe wird durch die
Applikationslogik der Anwendung bestimmt.
 Beginn: Absenden des Funktionsaufrufes f

ur die Anwendung vom
IGL{Proze.
 Ende: Absenden der R





: Dies ist die reine Verarbeitungszeit des IGL{Interpreters
um die Syntax der IGL{Templates zu testen und zu parsen, die Be-
fehle auszuf

uhren, die Datenstrukturen zu Verwalten.
 Beginn: Start der Abarbeitung des IGL{Templates.
 Ende: Generierung der dynamischen HTML{Seite.
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Die Zeiten f





die Behandlungszeit des HTML{Requests im Server (T
WWW Server
) und die




onnen im Rahmen dieser
Diplomarbeit nicht beeinut werden und werden daher als konstant betrachtet
und nicht in den Mereihen untersucht.
Aus diesen




























4.3 Messung des Antwortzeitverhaltens bei
steigender Last
In den Modellbetrachtungen wurde festgestellt, da sich bei M/M/1{
Warteschlangen die mittlere Verweilzeit und damit die Antwortzeit bei steigen-
der Serverauslastung exponentiell verh

alt. Es soll durch Messungen festgestellt
werden, ob dieses Verhalten des Modells auch f

ur das Realsystem gilt, also ein

uberproportionales Ansteigen der Antwortzeit bei steigender Server{Last zu ver-
zeichnen ist. Hierzu werden parallele Zugrie auf die WWW{Server Maschi-
ne emuliert. Durch den Zusammenhang { Serverauslastung ergibt sich aus der
mittleren Ankunftsrate multipliziert mit der mittleren Bedienzeit (p = T
S
){
kann durch die Anzahl der gleichzeitig stattndenden Zugrie die Last auf dem
WWW{Server gesteuert werden. Dar

uber hinaus werden verschiedene IGL{




 Server{Hardware: SNI RM400, 128 MByte Hauptspeicher
 Server{Betriebssystem: SINIX{N Version: 5.42
 WWW-Server: Apache 1.2.0
 IGL Version 12, mit ORACLE Anbindung
 Client{Hardware: SNI RM400, 128 MByte Hauptspeicher
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 Client{Betriebssystem: SINIX{N Version 5.42
 Client{Software: ein im Rahmen dieser Diplomarbeit speziell entwickel-
tes Generatorprogramm mit geringer Browser{Funktionalit

at, welches eine
Verbindung zu einem WWW{Server aufbaut und mittels einer URL eine
statische oder dynamische HTML{Seite anfordert.
Um den auf diesem System kongurierten Ressourcenbeschr

ankungen (maximale
Prozeanzahl pro Nutzer) zu entgehen, werden der WWW{Server und das
Client{Generatorprogramm mit Root{Rechten ausgestattet
1
.
IGL{Funktionen zum Test von T
Antwort
:
1. Test1: Ein einfaches IGL{Template mit Anwendungs{Anbindung:
 Mit Verbindungsaufbau zu einem ORACLE DBMS, keinen weiteren
SQL{Anweisungen und









2. Test2: Ein einfaches IGL{Template ohne Anwendungsnnbindung:
 Mit Loop Statement, um den Einu
"
langlebiger\ IGL{Prozesse ohne












Anderung der Kernel{Parameter und anschlieendem Neustart der Maschine wur-
de verzichtet, da Client{ und Server{System im aktiven Entwicklungs{ und im Testbetrieb
genutzt werden.
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3. Test3: Ein einfaches IGL{Template ohne DB{Anbindung:









Es wurden mit verschiedenen Anzahlen gleichzeitig laufender Generatorprozesse
die Antwortzeiten gemessen. Die Generatorprozesse wurden so konguriert,
da ein Screenupdate mit drei Requests emuliert wurde. Jedes Test{Template
wurde vom Generator{Proze dreimal hintereinander aufgerufen, um somit drei
Screen{Updates zu emulieren.
Die Messungen wurden auf kaum belasteten Maschinen und bei wenig Netz-
verkehr durchgef

uhrt. Aus den individuellen Antwortzeiten der einzelnen
Prozesse wurde ein Durchschnittswert ermittelt. Der Test wurde jeweils dreimal
wiederholt und auch hieraus ein Durchschnittswert bestimmt.
Um die Belastung der WWW{Server Maschine ermitteln zu k

onnen, wurde bei





aten und der Ressourcenverbrauch der auf der Maschine ablaufenden Prozesse
aufgezeichnet und sp

ater analysiert werden. Hierzu wurde sar zu Beginn jeder
Mereihe gestartet. Als Meintervall wurde 2 Sekunden angegeben. Alle zwei Se-
kunden werden von sar die vom Betriebssystem bereitgestellten Werte ermittelt
und in eine Datei geschrieben. Diese Datei konnte nach Testende ausgewertet
und die Belastung der Maschine festgestellt werden.
4.3.3 Meergebnisse
In Tabelle 4.1 ist ersichtlich, da die Antwortzeit von Test 1 bis zu einer
bestimmten Last etwa doppelt so hoch liegt wie die von Test 3. Da Test 3
komplett ohne Anwendungsanbindung durchgef

uhrt wurde und die halbe Zeit
des Tests mit Anwendungsanbindung gebraucht wurde, kann ein bedeutender
Einu der Anwendungsanbindung auf die Gesamtantwortzeit angenommen
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IGL mit DB IGL Loop IGL noLoop
5 15 21.10 21.01 7.82
10 30 24.52 24.22 9.23
15 45 30.78 29.45 11.74
20 60 42.26 35.82 13.46






























Abbildung 4.4: Verhalten des IGL{Systems unter Last
Beim IGL{System mit Anwendungszugri l

at sich ein Trend erkennen (Abbil-
dung 4.4), bei dem sich ab 50 gleichzeitig laufender Prozesse eine sprunghafte
Zunahme der Antwortzeit ergibt. Dieses Verhalten konnte bei Test 2 und Test 3
nicht beobachtet werden, ist aber bei h

oherer Last zu erwarten.
Es konnte leider nicht mit h

oheren Prozeanzahlen getestet werden, da sich mit





Es werden pro Screen{Update drei Requests erzeugt. Damit werden auch 3 IGL{Prozesse
genutzt.
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Die mit dem Systemanalysetool sar aufgezeichneten Werte:
Messung Erkl

arung (SINIX{Manual) Test 1 Test 2 Test 3
atch/s Page faults per second satised by 30 5 2
reclaiming a page currently in memory
pgin/s Page{in requests per second 56 4 2
ppgin/s Pages paged-in per second 56 4 2
pt/s Page faults from protection errors per 220 34 21
second (illegal access to page)
vt/s Address translation page faults per 160 32 18
second (validity faults)
slock/s Faults per second caused by software 200 29 15
lock requests requireing physical I/O
Tabelle 4.2: Mit sar beobachtetes Systemverhalten bei hohen Zugriszahlen
Betrachtet man die Auswertungen des Analyseprogramms sar, kann bei Test 1
eine sehr hohe Systemlast beobachtet werden.
In der SINIX{Dokumentation [16] sind Maximalwerte f

ur ppgin/s > 10 und
vt/s > 100 als kritsch f

ur die Gesamtperformance eingestuft.
Diese Werte werden im vorhandenen Fall aber weit

uberschritten. Der Wert
ppgin/s sollte nach Empfehlung sogar 0 sein.
4.3.4 Zusammenfassung
Das starke Ansteigen der Antwortzeit des IGL{Systems mit DB Zugri l

at auf
eine sehr hohe Auslastung im IGL{Gesamtsystem oder einzelnen Teilsystemen
schlieen. Da allerdings beim Test 2 die Antwortzeit fast linear ansteigt sollte in
den folgenden Tests besonderer Augenmerk auf die Applikationsanbindung gelegt
werden.
4.4 Analyse der Antwortzeit der Einzelkompo-
nenten.
Um das in Abschnitt 4.3 festgestellte Ansteigen der Antwortzeit bei hohen Zu-
griszahlen genauer untersuchen zu k

onnen, werden im folgenden Untersuchun-
gen der Einzelkomponenten durchgef

uhrt. Hierbei werden nur die im Rahmen
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dieser Diplomarbeit ver


















Hiermit wird festgestellt, ob ein IGL{Proze mit allen notwendigen Initialisie-
rungen (Datei

onen, lesen, Datenstrukturen f

ullen usw.) wesentlich langsamer





 Server{Hardware: SNI RM400 (RPI: 1), 128 MByte Speicher
 Server{Betriebssystem: SINIX{N Version: 5.42
 WWW-Server: Apache 1.2.0
 IGL Version 12, mit ORACLE Anbindung
Testverfahren
Es wird ein speziell modizierter IGL{Proze verwendet, der nach allen Initiali-
sierungen beendet wird und nicht beginnt, ein IGL{Template abzuarbeiten. Zur
Messung der daf

ur erforderlichen Zeit wird das System{Programm timex ver-
wendet. Dieses Programm besitzt die erforderliche Au

osung, um die sehr kurze





ermittelte Zeit 0.07s 0.04s
Zusammenfassung
Die Startup Zeit des IGL{Prozesses ist nicht wesentlich h

oher als bei einem sehr
einfachen Referenzproze. ImVergleichmit den Zeiten des IGL{Runtime Systems




















Es wird ein Datenbank Management System losgel

ost vom IGL{System betrach-
tet, um festzustellen, ob das

uberproportionale Ansteigen der Antwortzeit durch
das DBMS verursacht wird.






 Server{Hardware: SNI RM400, 128 MByte Hauptspeicher
 Server{Betriebssystem: SINIX{N Version: 5.42
 ORACLE{DBMS
 Client{Hardware: SNI RM400, 128 MByte Hauptspeicher
 Client{Betriebssystem: SINIX{N Version 5.42
 Client{Software: ein speziell entwickeltes Generatorprogramm, welches eine
SQL{Anweisung an das DBMS sendet.
Testverfahren
Es wird eine bestimmte Anzahl an Generatorprozessen erzeugt. Diese Genera-
torprozesse bauen eine Verbindung zum DBMS auf, senden eine SQL{Anweisung
und bauen die Verbindung wieder ab. Diese Aktion wird pro Generatorproze 100
mal wiederholt. Die SQL{Anweisung besteht nur aus einer COMMIT{Anweisung,
d.h. das Ergebnis wird nicht von der Datenbank beeinut, sondern zeigt, wie








uberproportionales Ansteigen der Antwortzeit beobachtet wer-













Tabelle 4.3: Antwortzeit des DBMS
















Aus den untersuchten IGL-Anwendungen ergibt sich, da pro IGL{Template min-
destens ein, oft aber mehrere Anwendungs-Zugrie erfolgen. W

ahrend einer Ses-
sion wird dadurch die Verbindung zur Anwendung mehrmals auf{ und wieder
abgebaut. Damit ist es sinnvoll, den Geschwindigkeitsunterschied zwischen einer
"




 Server{Hardware: SNI RM400 (RPI: 1), 128 MByte Speicher
 Server{Betriebssystem: SINIX{N Version: 5.42
 ORACLE DBMS / Pro*C/C++, Version 2.1.2
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Testprogramme:






EXEC SQL COMMIT WORK
/* Verbindung wird nicht
abgebaut */
Done








EXEC SQL COMMIT WORK RELEASE




Es werden die Antwortzeiten von den zwei Testprogrammen gemessen. Hierzu




 Bei bestehenden Verbindungen zu Datenbanken ist das Antwortverhalten
imVergleich zu jeweils neu aufgebauten Verbindungen um Faktor 4 (Tabelle
4.4) besser.
persistente Verbindung dynamische Verbindung
1. Messung 1.1s 4.1s
2. Messung 1.0s 4.1s
3. Messung 1.1s 4.0s
Durchschnitt 1.1s 4.1s
Tabelle 4.4: Antwortzeit bei persistenter und dynamischer DB{Verbindung
Zusammenfassung
Es besteht ein bedeutender Unterschied im Antwortzeitverhalten zwischen einer
session{persistenten und einer dynamischen Verbindung. Dies spielt umso mehr
eine Rolle, da oft nur kleine Anfragen an die Anwendung durchgef

uhrt werden
und der Aufwand f

ur den Verbindungsaufbau sehr stark zum tragen kommt.


















































at sich kein Proling f

ur das IGL{System mit der Anwendungsanbin-
dung durchf

uhren, da die Anwendungsanbindung auf vorgefertigten Bibliotheken
beruht. Mit diesen Bibliotheken l






ubersetzen. Somit kann f

ur diesen
Test keine Anwendungsanbindung getestet werden.
 SNI RM400, 128 MByte HS, SINIX-N 5.42, CDS-cc 5.0
 IGL wurde mit -pq

ubersetzt




Abarbeitungsprol\ des entsprechenden Programmes zu erstellen,
um die erforderliche Abarbeitungszeit der einzelnen Funktionen darzustellen.
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Testverfahren
Es soll festgestellt werden, in welchem Verh

altnis die verschiedenen IGL-





Anteil an Sekunden Summierte Name
der Gesamtzeit Sekunden
44.4 0.12 0.12 yylook
14.8 0.04 0.16 yyparse
7.4 0.02 0.18 eval statement
7.4 0.02 0.20 yylex
7.4 0.02 0.22 igl1 print
3.7 0.01 0.23 strip blanks
3.7 0.01 0.24 post process html
3.7 0.01 0.25 eval function
3.7 0.01 0.26 eval expr
3.7 0.01 0.27 html to igl
Tabelle 4.5: Zeitverhalten des IGL{Runtime Systems
4.4.5 Zusammenfassung
Startup und Initialisierung nehmen vergleichsweise wenig Zeit in Anspruch. Der
Hauptaufwand imRuntime{System liegt in der imParser und Listen{, Variablen{
, bzw. Funktionsaufrufverwaltung (siehe 4.4). Die Anwendungsanbindung konn-
te nicht direkt untersucht werden. Es zeigt sich jedoch, da die Komponenten
T
IGL Runtime
in Relation zu den Anteilen der Antwortzeit der Anwendungsan-
bindung bzw. Anwendungsanfragen keine entscheidende Rolle spielt. Zudem ist
die Anwendung eines
"
reinen\ IGL{Systems ohne Anwendungsanbindung eher
unrealistisch.
4.5 Schlufolgerung
In der Analyse des IGL{Systems wurde festgestellt, da die hohe Antwortzeit
durch eine hohe Last auf der WWW{Server Maschine verursacht wird (Tabelle
4.2). Als Ursache f

ur diese hohe Last wurde eine groe Anzahl von IGL{ und
HTTPD{Prozessen auf dieser Maschine identiziert. Daher ist eine Verringe-
rung der Anzahl der beteiligten Prozesse sinnvoll. Des weiteren ist aber auch der
st

andige Verbindungsaufbau zur Anwendung sehr uneektiv, wie in Abschnitt
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4.4.3 gezeigt wurde. Eine
"
stehenbleibende\ (permanente) Verbindung zur An-
wendung w






Aus den theoretischen Vor

uberlegungen zu M/M/1{Warteschlangen{Systemen
(Abschnitt 4.1) geht hervor, da bei steigender Serverauslastung ein
Performance{Engpa auftreten mu.
Bei den Messungen (Abschnitt 4.3) wurde festgestellt, da bei IGL mit An-
wendungsanbindungen ein Performance{Engpa bereits auftritt. Bei IGL ohne
Anwendungsanbindung konnte dieser Engpa noch nicht beobachtet werden. Al-
lerdings ist laut Modell auch hier ein Engpa zu erwarten, und zum anderen liegt
der Hauptanwendungszweck von IGL in der Anbindung von Anwendungen.
Daher ist das Ziel des Entwurfs, das Antwortzeitverhalten von IGL bei hohen
Requestanzahlen zu verbessern.
Bei der Untersuchung der Teilkomponenten von IGL wurden folgende besondere
Probleme festgestellt:
1. Die Verbindungsaufnahme vom IGL{Proze zum Anwendungsprogramm
erfolgt pro Request.
2. Die hohe Anzahl der pro Screen{Update notwendigen IGL{Prozesse auf der
WWW{Server Maschine (bis zu 10 Prozesse, siehe Abschnitt 3.4).
3. Die aus den obigen Problemen, vor allen aber aus 2. resultierende Gesamt-
last auf der WWW{Server Maschine.
In der Analyse wurde festgestellt, da die eigentliche IGL{Runtime Umgebung
wenig Einu auf die Gesamtantwortzeit besitzt und die Anwendungsanbin-









wie z.B. Verteilung der IGL{Prozesse auf mehrere Maschinen m

oglich.
Um die groe Anzahl von Prozeen auf der WWW{Server Maschine zu redu-
zieren, ist eine Behandlung aller Requests eines Screen-Updates durch einen
einzigen IGL{Proze sinnvoll. Die 1:1 Zuordnung von Request und IGL{Proze
wird also aufgehoben.
Die hohen Antwortzeiten infolge der st

andigen Verbindungsaufnahme zur An-
wendung bei einem Request, l

at sich durch eine
"
stehenbleibende\ Verbindung
innerhalb einer Session l

osen. Dies soll hier als session{persistente Verbindung
bezeichnet werden.
5.1.1 Variante 1: Verteilung von WWW{Servern
Die einfachste M

oglichkeit, Last auf der WWW{Server Maschine zu reduzieren,
besteht darin, die Last zu verteilen. Dies ist durch den Einsatz mehrerer
replizierter WWW{Server (Abbildung 5.1) leicht m

oglich, da es sich bei WWW{





































Abbildung 5.1: Entwurfsvariante 1: Verteilte WWW{Server
Auch die IGL{Prozesse werden dadurch auf die verschiedenen Maschinen der
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WWW{Server mitverteilt. Das Scheduling der Zugrie m

ute eine WWW{







ur alle Zugrie, reicht diese an die
verteilten WWW{Server weiter und

ubernimmt die Verteilung der Requests an
die verschiedenen WWW{Server.
Es mu sichergestellt werden, da die WWW{Server ein gemeinsames Filesystem





oglich sein, die verteilten WWW{Server durch ein gemeinsames
Filesystem zu verbinden, mu durch den Scheduler sichergestellt werden, da
alle Requests eines Screen{Updates zu einer einzigen WWW{Server Maschine
geleitet werden. Nur so kann sichergestellt werden, da die Abh

angigkeiten
zwischen den einzelnen Requests eines Screen{Updates und globalen Variablen





ussen auch die IGL{Templates zu jeder
WWW{Server Maschine verteilt werden.
Die Struktur des IGL{Systems bleibt in diesem Entwurf prinzipiell erhalten. So































Die Vorteile dieser Version bestehen in einer einfachen Realisierung. Es brau-
chen am IGL{System keinerlei Ver

anderungen vorgenommen zu werden. Als
Scheduler k






osungen (z.B. localDirector von Cisco [17]) genutzt werden, die
auch schon ausgereifte Request Scheduling{Strategien bieten.
Allerdings tritt nachteilig in Erscheinung, da jeder WWW{Server einzeln kon-
guriert und gewartet werden mu. Zus

atzlich ist es notwendig, da entweder
die WWW{Server ein gemeinsames Filesystem besitzen oder alle Requests eines





Im Bezug auf die Antwortzeit ist festzustellen, da mit dem Einsatz des Schedu-
lers noch zus

atzlich eine Bearbeitungsstufe eingef

uhrt wird. So ergibt sich hier












Hinsichtlich der Anforderungen des Entwurfs ist zu bemerken, da von den ge-
stellten Aufgaben:
1. Reduzierung der Gesamtlast auf der WWW{Server Maschine,
2. Reduzierung der hohen Anzahl von IGL{Prozessen auf der WWW{Server{
Maschine, sowie
3. der Vermeidung der st

andigen Verbindungsaufnahme zur Anwendung
der Punkt 1 umgesetzt w

urde. Es wird durch die Verteilung Last von einer
WWW{Server{Maschine genommen und auf die anderen WWW{Server{
Maschinen verteilt.
Bei den anderen beiden Punkten tritt bei diesem Entwurf keine Verbesserung
auf, was bedeutet, da die einzelnen Maschinen sehr inezient genutzt werden.
Zus

atzlich kann der Mehraufwand an Konguration und Wartung der verteilten
WWW{Server diese L

osung als nicht praktikabel erscheinen lassen.
5.1.2 Variante 2: Ein WWW{Server und pro Screen{
Update ein IGL{Proze




Um das Problem der hohen Prozeanzahlen zu beheben, wird die 1:1 Zuord-
nung von Request und IGL{Proze in dieser Entwurfsvariante aufgehoben. Es
wird also nicht mehr ein IGL{Proze pro Request, sondern nur noch ein IGL{
Proze pro Screen{Update gestartet. Daf

ur mu das Aufrufverfahren der IGL{
Prozesse ge

andert werden, bei dem bisher zwangsweise pro HTTP{Request

uber
CGI ein Erweiterungsproze (IGL{Proze) gestartet wird. Um dieses Verhalten
zu umgehen, also f

ur alle Requests nur einen IGL{Proze zu starten, wird der
IGL{Proze durch einen speziellen WWW{Server{Erweiterungsproze ersetzt.
Es wird nun pro Request ein solcher spezieller Proxy{Erweiterungsproze ge-
startet, der mittels Interprozekommunikation (IPC) eine Verbindung zu dem
zugeh

origen IGL{Proze aufnimmt. Da dieser Proxy{Erweiterungsprozees im
Vergleich zum IGL{Proze viel
"
leichter\ ist, wird die Last im Gegensatz zum
Aufruf mehrerer IGL{Prozesse bedeutend reduziert.
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Da der CGI{Mechanismus vom IGL{Proze nicht mehr direkt genutzt wird,
entf





Die Relation zwischen Session und IGL{Proze bleibt dabei erhalten, da pro



































































































ur Inhalt von Warenkorb)

















Abbildung 5.3: Das zeitliche Verhalten bei Entwurfsvariante 2
 Der IGL{Proze erf





Anderung am IGL{Konzept wirft folgende neue Probleme auf:
 Die neue Relation: m Requests : 1 IGL{Proze macht es erforderlich, da
ein IGL{Proze mehrere Requests behandelt.
 Es mu eine eindeutige Zuordnung der Requests eines Screen{Updates zu
dem einen IGL{Proze geben.
Aufbau des IGL{Prozesses f

ur die Abarbeitung mehrerer Requests




ost durch einen Screen-Update, eine Reihe von Requests beim
WWW{Server ein. Statt wie bisher pro Request einen IGL{Proze zu starten,
wird nun ein einziger IGL{Proze f

ur diesen Screen{Update gestartet, der alle
Requests wie in Abbildung 5.4 bearbeitet.






















Abbildung 5.4: Abarbeitung der eintreenden Requests im IGL{Proze
 Die erste M

oglichkeit besteht in der seriellen Abarbeitung aller eintreenden
Requests im IGL{Proze. Dies ist sehr einfach in das bestehende IGL{
Konzept zu integrieren.
Es wird sequentiell einer der eingetroenen Requests vom IGL{Proze ent-
gegengenommen, abgearbeitet und das Ergebnis

uber den WWW{Server
an den Browser zur

uckgeschickt. Anschlieend werden nacheinander die
verbliebenen Requests bearbeitet. Nach der Abarbeitung aller Requests





oglichkeit mehrere Requests in einem Proze zu behandeln





innerhalb des IGL{Prozesses abgearbeitet. Dies kann auf einer Architektur,
die Multithreading entsprechend unterst

utzt, zu einer parallelen Abarbei-




ankend ist hier jedoch zu bemerken, da
durch sequentielle Abarbeitung der Anwendungsaufrufe in der Applikation
dieser Vorteil nicht zum tragen kommt. Zum anderen sind Threads nur mit
erheblichen Aufwand in das IGL{System zu integrieren (Synchronisation,
Koordination).
Zuordnung der Requests eines Screen{Updates zu einem IGL{Proze
Wie auch im Entwurf 1 mu auch hier eine eindeutige Zuordnung von Requests
eines Screen{Updates zu einem gemeinsamen Ziel erfolgen. Allerdings erfolgt
hier die Zuordnung auf einen gemeinsamen Proze und nicht nur auf eine





Die Vorteile dieser Entwurfsvariante sind:
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otigt. Dies reduziert die Last auf dem WWW{





kann dieser Proxy{Erweiterungsproze auch mittels WWW{Server{API
und nicht auf Basis von CGI realisiert werden, was sich nochmals positiv
auf die Performance auswirkt.
 Durch den Einsatz des Proxy{Erweiterungsprozesses l

at sich auch sehr
einfach eine Verteilung der IGL{Prozesse realisieren. Da der Proxy{
Erweiterungsproze als
"
Stellvertreter\ beim WWW{Server verbleibt und
eine Kommunikationsverbindungmit dem IGL{Proze aufbauen mu, kann
der IGL{Proze auf einer anderen Maschine ablaufen.
 Die hohe Anzahl an IGL{Prozessen wird reduziert. Implizit wird hiermit
auch die Anzahl der Verbindungen zur Anwendung verringert. Dies wirkt
sich positiv auf die Performance der IGL{Maschine aus. Auch dies erf

ullt
die Anforderung zur Reduzierung der Last.
Trotz dieser Vorteile ist aber immer noch nicht die Anforderung 1 des Entwurfes
nicht erf









andige Aufbau der Verbindung zur Anwendung zwischen den einzel-
nen Screen{Updates wurde noch nicht verhindert.
 Es ist eine genaue Identikation des f

ur den Screen{Update genutzten IGL{
Prozesses erforderlich. Die den Requests zugeordneten Proxies m

ussen den
gemeinsamen IGL{Proze nden und ansprechen.
 IGL mu

uberarbeitet werden, da es nicht f

ur die Abarbeitung von mehr
als einem Request entwickelt wurde. Das heit, da in der Implementie-





anderten Erfordernissen (z.B. beim Ressourcen{Management) zu ent-
sprechen.
5.1.3 Variante 3: Session{persistente Verbindung zur An-
wendung
Der Entwurf 2 bringt gegen

uber der einfachen Verteilung von WWW{Servern
eine Verbesserung in Bezug auf die Prozeanzahl auf einer Maschine. Allerdings
wird mit dieser M

oglichkeit noch nicht die st

andige Verbindungsaufnahme zur
Anwendung behandelt. Da in der Analyse aber festgestellt wurde, da dieses
Verhalten einen sehr groen Einu auf die Antwortzeit besitzt, soll in Variante






andigen Verbindungsaufbau pro Screen{Update zu umgehen, mu die
Verbindung zur Anwendung auch am Ende eines Screen{Updates oen gehalten
werden. Die Verbindung zur Anwendung mu also

uber die Dauer einer Session
bestehen. Hierzu ist mindestens ein Proze notwendig, der die Verwaltung der
oenen Verbindung zwischen den einzelnen Screen{Updates

ubernimmt. Dies
kann ein spezieller Kommunikations{Proze oder der IGL{Proze selbst sein.




ur die Entwurfsvariante 3 sind folgende Untervarianten m

oglich:
Einsatz eines speziellen Kommunikationsprozesses
In diesem Fall bleibt die Relation zwischen Session und IGL{Proze, sowie zwi-


























Es wird lediglich pro Maschine ein Kommunikationsproze installiert (Abbildung
5.5), der die Verbindung zur Anwendung oenh

alt und die Anfragen behandelt.
Es mu zwar auch eine Verbindung zu diesem Kommunikationsproze aufge-
nommen werden, aber die eigentlichen zeitintensiven Mechanismen, wie z.B.
die Anmeldung an der Anwendung oder das Bereitstellen eines speziellen
Nutzerkontextes in der Anwendung, werden damit umgangen.
Es ist mit diesem Verfahren sogar m

oglich, alle Anfragen zur Anwendung

uber








































































Abbildung 5.6: Mehrere Verbindungen vs. eine Verbindung zur Anwendung
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Dies wirkt sich sehr vorteilhaft auf die Performance aus, da die Anwendung nur
eine einzige Verbindung und damit nur einen einzigen Kontext dieser Verbindung
behandeln mu. Allerdings ist dann wiederum ein Mehraufwand im Kommuni-
kationsproze notwendig, um die Anfragen einer bestimmten Session zuzuordnen.
Der sonstige Ablauf in dieser Entwurfsvariante w

are wie in Entwurfsvariante 2
(Abbildung 5.7). Der IGL{Proze wird dynamisch, pro Screen{Update durch
einen Proxy{Erweiterungsproze gestartet. Der IGL{Proze baut dann aber

















































{wird pro Session auf-
und wieder abgebaut
Abbildung 5.7: Zeitlicher Ablauf bei Entwurfsvariante 3(a)
Session{persistenter IGL{Proze
Im Gegensatz zur Variante 5.1.3 mit einem speziellen Kommunikationsproze
wird in diesem Entwurf die Relation Session:IGL{Proze ge

andert. Aus einer 1:n






























Das bedeutet, da der IGL{Proze einmal pro Session gestartet wird und damit
in der Lage ist, die Verbindung zur Applikation

uber einzelne Screen{Updates






































andert sich der Ablauf im IGL{System folgendermaen (Abbildung 5.9):
 Der IGL{Proze wird bei Session{Beginn durch den Proxy{
Erweiterungsproze gestartet.
 Nach der Abarbeitung des ersten Screen{Updates wird der IGL{Proze im
Gegensatz zu den bisherigen L

osungsvarianten nicht mehr beendet, sondern
bleibt bestehen und wartet auf weitere Screen{Updates dieser Session.
 Dadurch das der IGL{Proze session{persistent ist, wird auch die Verbin-
dung zur Anwendung nicht mehr nach jedem Screen{Update beendet, son-
dern besteht ebenfalls f

ur die Dauer einer Session.
 Das Session{Ende mu speziell behandelt werden, soda der session{
persistente IGL{Proze deniert beendet wird. Diese Frage wird genauer
















































are es auch m





uber mehrere Sessions hinweg arbeitet. Allerdings wurde das IGL{System nie
f

















an eine saubere Ressourcenverwaltung bestehen. Bei einer Lebensdauer

uber eine
einzige Session werden nach Session{Ende alle angeforderten Ressourcen wieder
freigegeben. Dies erscheint als ein guter Kompromi zwischen den Vorteilen
eines
"
langlebigen\ Prozesses und den damit verbundenen hohen Anforderungen
an die Ressourcen{Verwaltung.
Ein anderer Punkt, der nicht direkt in Verbindung mit dem Performance{Engpa
steht, ist die zuk

unftige Weiterentwicklung des IGL{Systems. Im Migrations{
und Portierungszentrum bei SNI wird ein session{persistenter IGL{Proze als




unftige funktionelle Erweiterungen im
IGL{System gesehen. Mit einem session{persistenten IGL{Proze liee sich
beispielsweise eine eziente und sehr leistungsf

ahige Zustandsverwaltung und









1. die Verteilung von WWW{Servern | und damit implizit der IGL{Prozesse,
2. ein IGL{Proze pro Screen{Update mit einem WWW{Server,






osungsvariante 3 realisiert die geringste Anzahl ben

otigter Prozesse, sowie
den Erhalt der Verbindungen zur Anwendung, somit bildet dieser Ansatz die
Grundlage f

ur den Feinentwurf. Es wurden in Kapitel 5.1.3 zwei Unterva-
rianten dieses Entwurfs diskutiert. Diese beiden M

oglichkeiten stehen vom
Realisierungsaufwand, aber auch vom erwarteten Performance{Gewinn etwa





Erweiterung von IGL als weiteres Entscheidungskriterium mit einbezogen.
Daraus ergibt sich als Grundlage f

ur den Feinentwurf die Entwurfsvariante 3(b)
mit dem Einsatz eines session{persistenten IGL{Prozesses.
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5.2 Feinentwurf
5.2.1 Verfeinerung der Entwurfsvariante 3(b)
Die Entwurfsvariante 3(b), der Einsatz eines session{persistenten IGL{Prozesses,
wurde f

ur den Feinentwurf ausgew

ahlt.



























Die genaue Struktur dieser Entwurfsvariante ist in Abbildung 5.10 dargestellt.





Session{Manager\, andererseits eine ver

anderte Struktur der Proxy{
Erweiterung auf.




Bei der Entwurfsvariante 3(b) in 5.1.3 wurde angegeben, da der session{
persistente IGL{Proze einmal pro Session gestartet wird. Um den Start der
IGL{Prozesse auf verteilten Maschinen durchzuf

uhren, wird auf jeder poten-
tiellen IGL{Maschine manuell ein
"
Session{Manager\ installiert. Bei Session{
Beginn wird der Start eines session{persistenten IGL{Prozesses von der Proxy{
Erweiterung dieses Session{Managers angewiesen. Bei den folgenden Screen{
Updates dieser Session kommuniziert die Proxy{Erweiterung nicht mehr mit dem
Session{Manager, sondern direkt mit dem IGL{Proze.
Die Struktur der Proxy{Erweiterung
In allen bisherigen Entwurfsvarianten wurde die Proxy{Erweiterung als ein
separater Proze, neben dem WWW{Server, auf der WWW{Server Maschine
dargestellt. Dies entspricht der Vorgehensweise bei der Nutzung des CGI{
Mechanismus. In Kapitel 3.1.2 wurde jedoch festgestellt, da die geringe











































Abbildung 5.10: Feinentwurf der Variante 3(b) mit session{persistentem IGL{
Proze
da viel Aufwand f

ur die Synchronisation bei kritischen Operationen und die
Fehlerbehandlung investiert werden mu (Kapitel 3.1.2).
Die Proxy{Erweiterung ist in dieser Entwurfsvariante weniger komplex. Die
Aufgabe besteht lediglich in der Auswahl eines IGL{Prozesses bei Session{Beginn
und in der Weitergabe von Parametern w

ahrend der Session. Dies l

at sich auch
mit der aufwendigerenWWW{Server{APImit vertretbaremAufwand realisieren.
Daher wird f

ur die Proxy{Erweiterung die WWW{Server{API genutzt.
5.2.2 Aktionsfolgen
Auf die detailierte Darstellung der erforderlichen Protokolle zwischen den








Beginn der Session / erster Screen-Update
1. erster Request des Start{Screen{Updates
 Es ist sichergestellt, da der Request f

ur den Screen zeitlich vor den





























Abbildung 5.11: Erster Request der Session
 Die Proxy{Erweiterung ermittelt nach einer Scheduling{Strategie den
Zielrechner.








uhrung des angeforderten IGL{Templates wird die
genaue Adresse (host:port), von der vorausgesetzt wird, da der zu-
geh

orige session{persistente IGL{Proze damit verbunden ist, in die
Sessionidentikation (Ticket) kodiert.
 Der IGL{Proze gibt eine generierte HTML{Datei mit dem Ticket

uber den Server an den Browser zur

uck.
2. folgende Requests des Start{Screen{Updates
 Die Zieladresse des IGL{Prozesses ist implizit in den Requests kodiert.
 Die Proxy{Erweiterung wendet sich nicht mehr an den Session Mana-
ger, sondern direkt an den IGL{Proze dieser Session.
folgende Screen{Updates
Die folgenden Screen{Updates verlaufen alle nach demselben Schema:






















Request 2, ..., n-1





















Abbildung 5.13: Ende der Session
 Das Session Ende kann explizit durch Zerst

orung des Sessionidentikators




orung des Tickets oder bei einemTimeout beendet sich der session{
persistente IGL{Proze selbst.
5.2.3 Scheduling Strategie der Proxy{Erweiterung
Es existieren sehr viele M














angige Verfahren und viele andere Mechanismen.
Es wird in dieser Arbeit aber nur Wert darauf gelegt, da die eingesetzte
Scheduling{Strategie austauschbar ist, so das das Verfahren an bestimmte Si-
tuationen angepat werden kann.
5.3 Zusammenfassung
 Es werden session{persistente IGL{Prozesse eingesetzt.






ubernimmt bei Session{Beginn die Auswahl einer
IGL{Maschine, veranlat den Session{Manager einen IGL{Proze zu star-
ten und

ubermittelt im weiteren Verlauf der Session alle n

otigen Parameter.




Um die WWW{Server{Erweiterung nicht komplett neu implementieren zu
m

ussen, wird auf das Tool{Kit
"
Fast{CGI\ der Firma Open Market [18]
zur

uckgegrien. Dieses Tool{Kit steht als Quelltext frei zur Verf

ugung. Nach
den Lizenzbedingungen kann der Quelltext beliebig genutzt, kopiert, ver

andert
und weiterverteilt werden. Es m

ussen lediglich die Lizenzbedingungen von
Fast-CGI in unver

anderter Form weitergegeben werden (Anhang B).
Fast{CGI stellt folgende Hilfsmittel zur Verf

ugung:
 ein WWW{Server{Erweiterungs{Grundmodul auf Basis von WWW{
Server{API f

ur verschiedene WWW{Server{Implementationen, bzw. ein
erweiterbares CGI{Programm.
 ein Menge von Bibliotheken, zur Anpassung bestehender CGI{Programme
an die Kommunikation mit dem Proxy.
Mit dem WWW{Server{Grundmodul wird der Proxy realisiert, welcher eine
TCP{Verbindung zum
"
eigentlichen\ CGI{Proze aufnimmt und die Kommuni-
kation zwischen CGI{Proze und WWW{Server steuert.
Auf Basis der Bibliotheken kann das IGL{Programmsystem f

ur die Kommunika-
tion mit dem Proxy erweitert werden. Hierbei stellt sich als positiv heraus, da
die f

ur die CGI{Kommunikation verwendeten Befehle, die auf die Standardein{
und {ausgabe lesen bzw. schreiben, durch das Fast{CGI{System

uberlagert
werden und somit nicht
"






 Implementation mit Server{API des Apache 1.2.0.
 Es wird das Toolkit
"
Fast{CGI\ eingesetzt.






 Der Proxy scannt die URL | ndet er ein Ticket, so extrahiert er host:port
aus dem Ticket, sonst w

ahlt er anhand der Scheduling{Strategie einen Ziel-
rechner aus.




Bei Session{Beginn soll ein Zielrechner anhand einer bestimmten Auswahlstra-
tegie aus einer Liste verf

ugbarer IGL{Maschinen bestimmt und eine Verbindung
zu ihm aufgebaut werden. Auf diesem Zielrechner wird durch den Session{
Manager ein IGL{Proze gestartet und diesem Proze der Request

ubergeben.
Nach der Abarbeitung der ersten Requests, ist in der Sessionidentikation die
genaue Adresse des IGL{Prozesses durch das IGL{Runtime{System kodiert
worden. Damit ist es dem Proxy m





In der Implementation wird dies wie folgt realisiert:
 Bei Erhalt eines Requests wird festgestellt, ob in der URL eine Sessioni-
dentikation in Form eines Tickets kodiert wurde. Die genaue Syntax f

ur
die Kodierung der Tickets in der URL lautet:
http://www-server/igl-programm[/ticket]/igl-template




{ der Zeit seit dem letzten Zugri auf das Ticket und
{ der Adresse des IGL{Prozesses.
Wobei nach Konvention das Ticketmit einer Zier zwischen 0 bis 9 beginnen
mu, um es von dem Dateinamen f






 Der IGL{Proze wird im Ticket durch Host{Adresse und Port{Nummer,
in der Form host:port identiziert. Es wird dabei vorausgesetzt, da der
IGL{Proze auch mit dem angegebenen Port verbunden ist.
6.2.2 Funktionsdenitionen im Proxy
 Auswahl der IGL{Maschine anhand einer vorgegebenen Kongurationsda-
tei:
char *Select IglHost(char *datei name);
Diese Funktion wird neu in das Server{Modul integriert.








uckgabeparameter beinhaltet den Host{Namen der anzuspre-
chenden IGL{Maschine.
 Konguration des WWW{Servers und des Proxies:
static int ConfigureTCPServer();
{ Hiermit werden Daten aus den Kongurationsdateien gelesen.
{ Es werden Anpassungen vorgenommen um die Liste verf

ugbarer IGL{
Maschinen aus dem Kongurationsle zu erhalten.
 Initialisieren der Datenstrukturen:
OS IpcAddress OS InitIpcAddr(void);
{ Die Datenstrukturen dieser Funktion sind anzupassen, um die Verbin-






struct in addr *hostIn,
int portIn);
{ Die Funktion mu ge

andert werden, um jeweils nach der Auswertung
des Tickets ausgef







static int FastCgiHandler(WS Request *reqPtr);
Diese Funktion wird entsprechend den Anforderungen angepat:
{ Die Datenstruktur infoPtr->fdwird auf die entsprechende Zieladres-
se initialisiert.
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{ Eine Verbindung zur Zieladresse wird aufgebaut.
{ Der Request wird

ubermittelt.
{ Die Antwort wird entgegengenommen und





uckgabeparameter sind: OK, NOT FOUND oder SER-
VER ERROR.
6.3 Anpassung des IGL{Systems an Session{
Persistenz
6.3.1 Verwaltungsproze auf der IGL{Maschine
Der Verwaltungsproze, der auf eine Verbindungsanforderung des Proxies bei
Session{Beginn wartet, um einen IGL{Proze zu starten, wird als ein Server
realisiert. Dieser Server

ubernimmt alle Argumente vom Proxy und erzeugt als
Kind{Proze einen IGL{Proze, der die weitere Abarbeitung

ubernimmt.





Der Parser und die Runtime{Umgebung
igl1.yacc, igl1 engine, igl1 rtskern.c:
 Es sind Anpassungen am Ein{ und Ausgabemechanismus durchzuf

uhren, da
einige Implementierungsdetails stark auf SINIX{Eigenheiten abgestimmt
sind.
 Die Speicherverwaltung im Runtime{System ist zu

uberarbeiten.
{ Im bisherigen IGL{System wurde Speicher einfach mittels
struct t *t=(struct t*) calloc(1,sizeof(struct t)) angefor-






Kodierung der Adresse des IGL{Prozesses in das Ticket
ticket.c:
 Der bisher verwendete Mechanismus zur Ticket{Verwaltung wird erweitert,
um die genaue Ortsangabe des IGL{Prozesses in das Ticket zu kodieren.
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 Die Funktion igl1 creatticket (int argc, char **argv) wird ent-
sprechend angepat und f

ugt an das Ticket die Host{Adresse und die Port-
nummer an.
 Die Funktion void igl1 destroyticket (int argc, char **argv)
wird angepat, um die Session deniert zu beenden.
Weitere Initialisierungs{ und Speicherverwaltungsanpassungen
 html.c, http env.c, igl1.lex: Es sind viele Programmstellen anzupassen, bei
denen Ressourcen angefordert, jedoch nicht freigegeben werden, bzw. bei
denen spezielle Programmzust

ande behandelt werden, die nach der Abar-
beitung eines Requests nicht mehr deniert sind und vom n

achsten Request
aber wieder behandelt werden.
 So ist z.B. der Syntax{Checker, welcher in der Datei igl1.lex implemen-
tiert ist, explizit zur

uckzusetzen, da sonst bei der Behandlung des n

achsten
IGL{Templates der Automat des Syntax{Checkers in einem undenierten
Zustand beginnt.
6.3.3 Sequentialisierung der Requests eines Screen{
Updates
 Pro Request, ausgenommen des allerersten Requests, verbindet sich der
Proxy zum IGL{Proze. Dieser erh

alt alle Verbindungsanfragen und mu
diese entsprechend abarbeiten. Dies wird mittels der Main{Dispatch{Loop
im IGL{Proze realisiert. Hier werden die Requests sequentiell entgegenge-
nommen und die Ausf

uhrung des entsprechenden IGL{Templates eingelei-
tet. Nach der Abarbeitung eines Requests werden Teile der Datenstruktu-
ren im IGL{Proze neu initialisiert, genutzte Speicherbereiche wieder frei-




Test und Bewertung des neuen
IGL{Systems
7.1 Funktioneller Test




uft, ob die Neuentwicklung die bisherigen
Anforderungen, d.h. das Ausf

uhren von IGL{Templates, erf

ullt. Hierzu wird
ein Set von IGL{Test{Templates eingesetzt. Die IGL{Templates zum Testen
der Funktionalit

at umfassen die IGL{Sprachkonstrukte, den Aufruf von IGL{
Laufzeitfunktionen, den Test des globalen Speichermechanismus und die Anwen-
dungsanbindungen. Weiterhin wird testweise ein bereits realisiertes Projekt unter









 Server{Hardware: SNI RM400 (RPI: 1), 128 MByte Hauptspeicher
 Server{Betriebssystem: SINIX{N Version: 5.42
 WWW{Server: Apache 1.2.0
 Persistent{IGL Version 0.1, mit ORACLE{Anbindung
IGL{Test{Templates
1. Template A: Es wird eine typische Startseite erzeugt:
 Erzeugung eines Tickets zur Sessionidentikation
creatticket()
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 Aufruf weiterer IGL{Laufzeitfunktionen:
timestamp(): einfache Funktion des Laufzeitsystems,
file to list(): komplexe Funktion mit Test der Listenverwaltung
von IGL;
 ein Eingabeformular mit einem Texteingabefeld;













Onen einer globalen Umgebung um Variablen f














 Test der verschiedenen Kontrollstrukturen von IGL.
if ... , loop { ...}
 Aufruf des IGL{Templates C mittels eines Ankers.
...
<A HREF="templateC.htm"> Template C </A>
...
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 Test der Anwendungsanbindung durch Aufruf eines SQL{Kommandos
und Ausgabe des Ergebnisses, sowie Aufruf einer R/3{Funktion und
Ausgabe des Ergebnisses.
...










 Weiterhin wird der Inhalt der globalen Variable ausgelesen. Der Inhalt




 Um auch l

angere Sessions emulieren zu k

onnen, wird noch ein
"
Anker{
Tag\ auf das IGL{Template B gelegt. Damit k

onnen die Seiten B und
C in einer Schleife beliebig oft aufgerufen werden.
4. Test eines bereits realisierten Projekts Es soll ein bereits reali-
siertes Projekt getestet werden, um die funktionelle Kompatibilit

at des
neuen IGL{Systems auch an einem praktischen Beispiel nachzuweisen.




ahlt, da in dieser





Es werden nacheinander die Testseiten aufgerufen. Hierbei m

ussen die ausge-
gebenen Ergebnisse den erwarteten Ergebnissen entsprechen. Weiterhin d

urfen
keine Fehlermeldungen des Laufzeit{Systems auftreten. Es werden 50 Screen{
Updates, also 50 Wechsel zwischen Template A und Template B vorgenommen.







Beim Test des bestehenden Systems
"
Benchmarks{Online\ mu das Verhalten
den spezizierten Anforderungen entsprechen.
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7.1.3 Testergebnis
Test{Templates
Die Ausgaben der Test{Templates entsprachen den Erwartungen. Die IGL{






Allerdings wurde ein Ansteigen der Speichergr

oe des IGL{Prozesses bei fortlau-
fenden Screen{Updates und nach ca. 40 Screen{Updates eine Schutzverletzung
(SIGSEGV) beobachtet. Dies l






Auch hier trat nach ca. 40 Screen{Updates der Session eine Schutzverletzung
auf. Ansonsten funktionierte das System entsprechend den Anforderungen.
7.1.4 Zusammenfassung
Das neue IGL{System erf

ullt die Anforderungen an die Funktionalit

at. Es werden
die IGL{Sprachkonstrukte, Laufzeit{Funktionen und Anwendungsfunktionsrufe
korrekt ausgef

uhrt. Die beobachtete Schutzverletzung noch toleriert werden, da
es sich um einen Prototyp handelt. Zum anderen treten kaum Sessions mit mehr
als 40 Screen{Updates in der Praxis auf.
7.2 Nachweis der Leistungssteigerung des neu-
en IGL{Systems




unglichen und des neu-
en IGL{Systems anhand der gezeigten Beispiele nachgewiesen wurde, geht es im
folgenden um den Nachweis der Leistungssteigerung des neuen im Vergleich zum
urspr

unglichen IGL{System. Darin bestand das wesentliche Ziel dieser Diplomar-
beit. Das Ma f

ur die Leistung war das Verhalten der individuellenAntwortzeiten
T
Antwort
bei einer zunehmenden Requestrate, ausgel





 Server{Hardware: SNI RM400 (RPI: 1), 128 MByte Hauptspeicher
 Server{Betriebssystem: SINIX{N Version: 5.42
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 WWW{Server: Apache 1.2.0
 Persistent{IGL Version 0.1, mit ORACLE Anbindung
 Client{Hardware: SNI RM400 (RPI 1,8), 128 MByte Hauptspeicher
 Client{Betriebssystem: SINIX{N Version 5.42
 Client{Software: Ein im Rahmen dieser Diplomarbeit speziell entwickel-
tes Generatorprogramm mit geringer Browserfunktionalit

at, welches eine
Verbindung zu einem WWW{Server aufbaut und mittels einer URL eine
statische oder dynamische HTML{Seite anfordert.
IGL{Funktionen zum Test von T
Antwort
Es werden wieder die drei IGL{Templates von 4.3 auf Seite 35 verwendet:
1. Test1: ein IGL{Template mit Anwendungs{Anbindung,
2. Test2: ein
"
langlebiges\ IGL{Template ohne Anwendungsanbindung,
3. Test3: ein einfaches IGL{Template ohne Anwendungsanbindung.
7.2.2 Testverfahren
Um das neue IGL{System mit dem bisherigen IGL{System vergleichen zu
k

onnen, wurden die IGL{Prozesse wieder auf der WWW{Server Maschine
gestartet. Die M

oglichkeit der Verteilung wurde bei diesem Test nicht genutzt.
Es wurden mit verschiedenen Anzahlen gleichzeitig laufender Generatorprozesse
die Antwortzeiten gemessen. Die Generatorprozesse wurden so konguriert, da
ein Screenupdate mit jeweils drei Requests emuliert wurde. Jedes Test{Template
wurde vom Generator{Proze dreimal hintereinander aufgerufen, um somit drei
Screen{Updates zu emulieren.
Die Messungen wurden auf kaum belasteten Maschinen und bei wenig Netzver-
kehr durchgef

uhrt. Aus den individuellen Antwortzeiten der einzelnen Prozesse
wurde ein Durchschnittswert ermittelt. Der Test wurde jeweils dreimal wieder-
holt und auch hieraus ein Durchschnittswert errechnet.
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7.2.3 Meergebnisse










IGL mit DB IGL Loop IGL noLoop
5 5 9.21 8.93 4.79
10 10 11.54 10.40 5.12
15 15 13.11 12.68 5.78
20 20 15.32 14.74 6.12
25 25 17.76 16.97 6.45
30 30 21.52 20.21 7.98
40 40 27.35 25.79 10.72




























Abbildung 7.1: Vergleich von Test 1 beim bisherigen und beim neuen IGL{System
7.2.4 Zusammenfassung
Beim dem neuen IGL{System tritt bei einem Screen{Update mit drei Requests
eine Halbierung der Antwortzeit auf. Zum anderen ist kein

uberproportionales
Ansteigen der Antwortzeit bei steigender Screen{Update Anzahl zu beobachten.
Es ist damit m








onnen, d.h., die Leistung von IGL konnte ca.
um Faktor 2 verbessert werden.
1
Es wird pro Session und Screen{Update nur noch ein IGL{Proze genutzt.
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7.3 Abschlieende Bewertung
Der im Entwurf 3(b) erwartete Performance{Gewinn ist tats

achlich erreicht
worden. Die IGL{Maschine wird durch die Reduzierung der Prozeanzahl auf





uhrt werden als im alten IGL{System.





atzlich ist es aber mit diesem neuen IGL{System
m






komplexe Logik im IGL{System zu realisieren, da bei hohen Antwortzeiten
durch aufwendige IGL{Templates, die IGL{Prozesse verteilt werden k

onnen.
Die bei den funktionellen Tests beobachtete Schutzverletzung im IGL{Proze







achtigung dieses Entwurfs da.










uber einige Jahre gewachsene IGL{System gestoen war.










Ubergang von einem IGL{Proze pro Request zu einem IGL{Proze
pro Session und
 die Entkoppelung von IGL{Proze und WWW{Server.
Dies f

uhrte zu wesentlich weniger IGL{Prozessen auf der WWW{Server{
Maschine und zu oenbleibenden TCP{Verbindungen pro Session zwischen
IGL{Proze und der Anwendung, sowie zur potentiellen Verteilbarkeit der
IGL{Prozesse auf andere Maschinen. Damit besteht die M

oglichkeit weiterer
Entlastung der oft als Flaschenhals identizierten WWW{Server{Maschine.
F

ur die Bewertung der realisierten L

osung des neuen IGL{Systems wurde der
Nachweis funktioneller Kompatibilit

at bei einem im verwendeten Testverfahren









are, da ich die vorliegende Arbeit selbst

andig und nur unter Verwendung
der angegebenen Literatur und Hilfsmittel angefertigt habe.





This FastCGI application library source and object code (the
"Software") and its documentation (the "Documentation") are
copyrighted by Open Market, Inc ("Open Market"). The following terms
apply to all files associated with the Software and Documentation
unless explicitly disclaimed in individual files.
Open Market permits you to use, copy, modify, distribute, and license
this Software and the Documentation for any purpose, provided that
existing copyright notices are retained in all copies and that this
notice is included verbatim in any distributions. No written
agreement, license, or royalty fee is required for any of the
authorized uses. Modifications to this Software and Documentation may
be copyrighted by their authors and need not follow the licensing
terms described here. If modifications to this Software and
Documentation have new licensing terms, the new terms must be clearly
indicated on the first page of each file where they apply.
OPEN MARKET MAKES NO EXPRESS OR IMPLIED WARRANTY WITH RESPECT TO THE
SOFTWARE OR THE DOCUMENTATION, INCLUDING WITHOUT LIMITATION ANY
WARRANTY OF MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. IN
NO EVENT SHALL OPEN MARKET BE LIABLE TO YOU OR ANY THIRD PARTY FOR ANY
DAMAGES ARISING FROM OR RELATING TO THIS SOFTWARE OR THE
DOCUMENTATION, INCLUDING, WITHOUT LIMITATION, ANY INDIRECT, SPECIAL OR
CONSEQUENTIAL DAMAGES OR SIMILAR DAMAGES, INCLUDING LOST PROFITS OR
LOST DATA, EVEN IF OPEN MARKET HAS BEEN ADVISED OF THE POSSIBILITY OF
SUCH DAMAGES. THE SOFTWARE AND DOCUMENTATION ARE PROVIDED "AS IS".
OPEN MARKET HAS NO LIABILITY IN CONTRACT, TORT, NEGLIGENCE OR
OTHERWISE ARISING OUT OF THIS SOFTWARE OR THE DOCUMENTATION.
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