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Various pac;bPn&ers for measuring the deviation from stationarity for processes belonging to two 
classes of noilstationary processes are proposed. Several new results for the two types of processes 
are obtained. Faints of contact are established with the class of oscillatory processes and with the 
Hamiltonian equation of motion in quantum mechanics. The relation to processes of normal type 
and to innovations stable processes is also discussed. 
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1. Introduction 
An important problem in the theory of nonstationary processes consists in finding 
a classification of the processes in terms of their closeness to the class of stationary 
processes. In [14] we introduced the class of uniformly bounded linearly stationary 
(u.b.1.s.) processes. The u.b.1.s. processes are those second order complex-valued 
processes Y(t) for which there exists an M > 0 such that 
E 
I 
f aiY(ti+h) )* s MEI;* aiY(ti)i* W) 
i=l 
for arbitrarv integers m, complex numbers al, . . . , a, and real time poi.nts m 
t1 , . . . , t,; h in discrete or continuous time. The process Y(t) is wide sense stationary 
(w.s.s.) if M = 1. If M = 1 in (1. l), it is easy to check by taking t: = ti + h and h’ = -4 
that we must have equality in (1.1). (In the same manner it is easily seen that we must 
in fact have M 3 1 in the general u.b.1.s. case.) The theory of u.b.1.s. processes has 
been developed furtkr by Niemi [7]. In [15] we introduced processes which are 
u.b.1.s. in strict sense using the abbreviation s.u.b.1.s. to denote this class. A Frocess 
Y(t) is s.u.b.1.s. if the exists an M 2’0 (in fact we must have M a 1) such that 
Y(t, + h)] E l-} s M {[Y(t,), . * . , Y(t,)]Er) (1.2) 
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for arbitrary m; tl, . . . , t, _ 12 and Bore1 sets r in C”, the complex m-dimensional 
Euclidian space. Y(t) is strict sense stationary (s.s.) if M = 1. 
In this paper we will be interested in finding parameters that can be useu to 
measure the deviation from stationarity for processes belonging to these classes. 
Three types of parameters will be considered corresponding to three types of 
deviation from stationarity. As a by-product of this analysis we obtain some new 
results for u.b.1.s. processes (Theorems 3.1 and 4.1) and are able to establish points of 
contact with the class of oscillatory processes introduced by Priestley [$I and with 
the measures of nonstationarity proposed there. A ssible connection between 
Priestley’s paper and the Heisenberg uncertainty relation of quantum mechanics 
was indicated by Daniels [4]. We will demonstrate tha a formal analogy with 
quantum mechanics can be made very explicit in the u.b.1.s. case, and that a 
measure of nonstationarity - “the characteristic time of evolution of the process” - 
comes out of these considerations. Finally in Section 6 we clarify the relation 
between the class of u.b.1.s. processes and two other classes of nonstationary 
processes introduced in [IS, 161. 
2. Notational background and the amplitude of nonstationarity 
Let the index set I be (-CO, 09) or N, the set of all integers. For a u.b.1.s. process 
Y(t), t E I, we will denote by L( Y) the linear manifold generated by all finite linear 
combinations 1: 1 ai Y( ti), t, E I, ai complex, and by H( Y) the Hilbert space 
obtained by completing L(Y) in the inner product defined by (X, Y) = E(X 8), X 
and Y E L( Y). Similarly we denote by H( Y, I) the subspace df H( Y) generated by all 
finite linear combinations c:‘r, 1 aiY(fi) with ti s t. The interpretation of (1.1) in H(Y) 
is that the shift operators Th : Y(t) -) Y(t -I- It) form a group of linear uniformly 
bounded operators. The fundamental representation theorem of u.b.1.s. processes 
[14, Theorem 21 states that Y(t) can be represented as Y(t) == BX(r), where X(t) is 
W.S.S. and B is a bounded self-adjoint operator with a bounded inver& 
Furthermore, B can be taken to be positive, The corresponding shift group 
Uh :X(t) + X(t + h) is unitary. If Y(r) is given in continuous time, quadratic mean 
(q.n;.) continuity of Y(f) is equivalent o q.m. continuity of X(t). In the case of 
continuity in q.m. it follows from Stone’s theorem [lo] that U, = exp{iH& where the 
self-adjoint operator H will be called the energy operator of X(t). 
For a s.u.b.1.s. process Y(r) = Y(t, w), I E I, defined on a probability space 
U&9?, P) we denote by B(Y) he o-algebra generated by (Y(t), t E I} and by L2( Y) 
the Hilbert space of random variables which are measurable with respect o B( Y) 
and square integrable with respect o P. As in [ 151 we define a set transformation &, 
Iz E !, on sets of type 
A = {cd: [Y(t1,0), ’ l * , w,,, 41E r) (2.1) 
t)Y 
§,A={o:[Y(tl-h,w),..., Y(t,,-h,c(,)]d} (2.2) 
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and a corresponding shift operator T,* in L2( Y) by 
ThxA = &LI,A, (2.3) 
where xA(m) = 1 for o E A and zero otherwise. Then from (1.2) it follows that the 
operators Th, h E I, can be extended to form a group of linear uniformly bounded 
operators in L2( 
Correspondin the decomposition Y(t) = BX(t) for u.b.1.s. processes we have 
Theorem 5.1 of 3: For a s.u.b.1.s. process Y(t) on (In, B(Y), P,) there exists a 
probability measure Px on (0, 9?( Y)) equivalent o Py such that Y(t) is strict sense 
.s.) in terms of Px and such that 
for PV (or Px) measure almost everywhere. 
For a given process Y(r) satisfying (1.1) or (1.2), an obvious although rather crude 
measure of nonstationarity isgiven by the minimum value MO of the M’s for which 
(1.1) or (1.2) holds. We define the amplitzde ofnonstutionarity as A = MO - 1. Then 
A a 0 and A = 0 iff Y(t) is stationary. Also, MO = s~ph&?“l~~. If in the u.b.1.s. case a 
representation ofthe form Y(t) = BX(t) is provided, an upper bound for MO is given 
6 11~11211~ -‘II’* 
As an example consider the discrete time series Y(t) defined by the difference 
equation 
Y(t)- i a,Y(t-k)=g(t)Z(t)- f bkg(t-k)Z(t-k) 
&=I k=l 
(2.5) 
for t e N, where Z(t) is a white noise time series, i.e., E{Z(t) I} - a& and where 
g is a real-valued function on N. We assume that P(z) = 1 -II=., .?ke k Las its zeros 
outside the unit circle in the complex z-plane. If g is a coilstant, this stability 
condition means, as is well known [2] that (2.5) represents awide sense stationary 
ARMA( p, q) (mixed autoregressive moving average) time series. For non-constant g 
we obtain a nonstationary generalization of the familiar ARMA models where the 
strength of innovative shocks g(t)Z(t) varies with t. If [314], M1 s Ig(s)/ s M2 for two 
positive constants Ml and M2, then Y(t) is ub.1.s. and it is not dificult to show that 
and the parameter MO therefore characterizes the nonstationarity in the sense that it 
measures the relation between the strongest and weakest innovative shock entering 
the process. The formula (2.6) remains valid for the more general model of form 
Y(t) = f g(s)h(t --s)Z(s) 
-00 
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and for the continuous-time analogy 
I 
00 
Y(t) = g(s)h(t - s)Z(ds), 
-CG 
where Z(-00, s) is an orthogonal increment pro 
case of (2.8) we have the nonstationary Ornstein 
The s.u.b.1.s. case will be discussed in Section 4. 
The parameter A neglects at least wo factors that we intuitively feel contribute to 
the nonstationarity of the time series Y(t) of (2.5). First, one tends to think that a 
process Y(t), where g takes only two values, gl and g2 say, deviates less from W.S.S. 
than a process Y(t) where g takes a number of values between gl and g2. Secondly, 
the nonstationary ARMA time series Y(t), where g(s) = gl for s s to9 g(s) = gz for 
s > to intuitively deviates less from W.S.S. than a process Y(t), where g alternates 
rapidly between gl and g2. In the remaining part of the paper we will try to find 
suitable characterizations in the genera! case of these two intuitive notions of 
nonstationarity. The first one will be treated in Sections 3 and 4 as “the order of 
nonstationarity” and the second one in Section 5 as “the characteristic time of 
evolution”. 
3. A non-uniqueness ehesrem and the order of nonstationarlty In the u.b.1.s. case 
A possible way of diccussing deviations from W.S.S. for a u.b.1.s. process is to look at 
properties of the representation Y(t) = BX(t). Unfortunately this representation is
non-unique: and if it should be used for classification purposes, a precise charac- 
terization of the non-uniqueness i  desirable. Theo:*em 3.1 contains uch a charac- 
terization. Our results will be proved in continuous time only, and we assume 
continuity in q.m. The analogous results in discrete time are proved using exactly the 
same techniques. 
Lemma 3.1. Let X(t), t E (-00, a), be WM. with snift group Ur, t E (-- ), and 
energy operator H. Let C be a linear operator which is bounded and which has a 
bounded inverse in H(X). Then Y(t) = CX( t) is W.S.S. iff C = Vf (pi) for some unitary 
operator Vand some Bore1 measurable function f. 
f(H)X(t) = f(u) exp{iut}h (du A (3.1 j 
where &(---00. u] is the spectral (t), the process f( 
unitary transfo-mation of a w.s.s. recess preserves W.S.S. since the unitary character 
of the shift group is conserved, and the if part of the theorem is proved. 
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(-a, OO), be the shift group for Y(t). If Y(t) is assumed w.s.s., T, is 
unitary Of T,* = T,‘. Since a, = CU,C- ’ this implies 
and hence 
c (3.3) 
This means [10, pp. 3-3841 that C*C commutes with H and since J9 has a simple 
ectrum it follows , p. 771 that C*C = g(H) for some Bore1 measurable function 
g. Furthermore since C*C is positive definite we have g(H) >O. With the stated 
assumptions on C we can polar decompose in a unique fashion to obtain G = VP, 
where V is unitary and P is self-adjoint and positive. But P = (C*C)l” = g”2(H) = 
f(H) and the I emma is proved. 
Theorem 3.1. Let Y(t), tE (-00, a), be u.b.1.s. and let Y(t) =&Xl(t) ==&&(I), 
where B1 and Bz are bounded self-adjoint operators each having a bounded inverse, 
and where Xl(t) and X2(t) are W.S.S. Let HI be the energy operator for X,(t). Then for 
some Bore1 measurable function f 
& = Bzf(HI) v, (3.4) 
where Vis unitam and f( HI) is positive. Let Ul,, be the shift operator for Xi(t), i = 1, 2. I 
Then 
ut.2 = vu,,, v-‘. (3.5) 
Proof. Since X2(t) = B,‘BlXl(t) is W.S.S. and BT’31 is bounded with a bounded 
inverse, we have using Lemma 3.1 that BslBl = vfMl) and (3.4) follows. The last 
part of the theorem follows from the identity 
u,t =B;’ 1 U,ABi*BJ ’ = Vf(HW,,tf-%%) V-’ (3.6) 
and the fact that f(H,) and Urel = exp{iH, t} commute. 
As an example in discrete time consider the discrete time process Y(t) in (2.5). 
‘I’hen under some mild conditions on g and h both the process Z(t) and the WAS. 
/rRIMA series X,(t) defined by (2.5) with g = 1 may serve as the basis process X(t) in 
the representation Y(t) = BX( t). 
For a self-adjoint operator B there is a corresponding set of projection operators 
E(A) constituting aresolution of identity for B such that 
B= I AEk-.fA ),,I (3JU 
where the integration extends over the spectrum A of B. If A degenerates to a single 
point, B is a multiple of the identity operator and Y(t) = BX( t) is W.S.S. Motivated by 
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this we define the order of raonstationarity N(B) of the representation Y(t) = BX(t) as 
the number of points in the spectrum of the self-adjoint operator B. The order of 
nonstationarity N(B) may be uncountably infinite. 
If we let Y!t) be as in (2.5) and let X(t) be the W.S.S. ARMA series ob 
putting g = 1 zn (2.5), then it is not difficult o show that M(B) is equal to the number 
of points in the range of the function g. Thus N(B) generalizes one of the intuitive 
notions of nonstationarity mentioned in Section 2. 
For a u.b.1.s. process Y(t) the representation Y(tj =BX(t) is nun-unique as 
expressed by Theorem 3.1. The order of nonstationarity of the process Y(t) may now 
be defined as N = min N(B) where the minimum is taken over all possible re 
tations Y(t) = BX(t). This gives rise to an interesting minimal realization problem: 
For a given Y(t) find the representation Y(t) = BX(t) with minimum N(B). 
As a second example consider the deterministic process Y(r) = cos(at + 
8 is a random variable with density function f(8). Then [ 14) Y Ir) is u.b.l.s., and since 
the dimension of the associated Hilbert space H( Y) is s 2, we have N(B) c 2. Thus 
Y(t) is either W.S.S. and has N = 1 or it is genuinely nonstationary with order of 
nonstationarity two. In the special case that E{cos 0 . sin 8) = 0 we can take 
X(t)=cosatcosO-ksinatsin@ (3.8) 
with k = (E/cos @l*/Elsin @I*)“* to obtain a decomposition Y(t) = BX(t) with 
matrix representation for B given by 
(3.9) 
If k > ! , we have 11Bl1211B - ‘II” = k * and the amplitude of nonstationarity isgiven by 
k2 - 1. Note that k measures the relative strength of the amolitudes of the sine and 
cosine signal. Clearly Y(t) is w.s_s. iff k = 1. The example can be generalized by 
dropping the assumption E(cos 0 9 sin 8) = 0. Tire computations will then be slightly 
more involved since it is necessary to do a polar decomposition first. 
The process Y(t) of (3.8) is a special case of the more general deterministic process 
Y(t) = i exp{ihkt) Yk, 
k=l 
(3.10) 
where the Yk’s are lineavly independent random variables. It is shown in [14] that 
Y(t) is u.b.1.s. and Y(t) can be written 
Y(t) = 2 exp{iA&BXk, 
k=l 
(3.11) 
where the Xk’s are orthogonal random variables and B is a linear operator in Lhe 
n-dimensional space spann sd b;l the Yk’s. The operator B can be taken to be psi 
and self-adjoint and can be written = CT1 piPi, where Pi is the. projector on the 
eigenspace corresponding to the eigenvalue l_ci of B. Clearly N(B) = m s n. If m is 
small relative to IZ, then the eigenspaces generally are large and B comes “close” to 
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being a multiple of the identity operator and BXk, k = 1, . . . , n close to being 
orthogonal. Thus N(B) seems to be an intuitively reasonable measure of the 
nonstationarity of Y (0. 
4. The order of nonstation ity, s.u.b.1.s. case 
(t) be s.u.b.1.s. on (0, (Y), Py) with a corresponding probability measure 
Px as defined in Section 2, and let Th be the associated shift operator in L2( Y). As in 
the u.b.1.s. case it follows from Sz. Nagy’s theorem [131 for linear uniformly bounded 
groups that there exists a bounded self*=adjoint operator B with a bounded inverse 
B-r and a group of unitary operators Uh, h E I, in L2( Y) such that 
BY(o) = g(o)Y(w) (4.2) 
for an arbitrary random variable Y(w) E L2( Y). Here g(w) is the square root of the 
Radon Nikodym derivative dPyldPx(o). 
Proof. From (2.4) it follows that B is bounded with a bounded inverse B-‘. The 
self-adjointness i trivial to prove. To prove the unitarity of Uh let X(W) and Y(W) be 
arbitrary random variables in L2( Y). Then 
= I LThSX(~)ThBY(~) dPy(w) g2(w) 
= 
I 
Thi?x(w)ThBY(w) dPx(w) (4.3) 
and the proof is completed by observing that Th is unitary in L2(R, %I( Y), Px). 
Analogous to the u.b.1.s. case, we now define the order of nonstationarity k(Px) 
depending on the measure Px as the number of points in the spectrum of the 
operator B defined in (4.2). The order of nonstationarity of the s.u.b.1.s. process itself 
is defined as the minimum N(Px) possible. Since [15, Theorem 6.21 the probability 
measure Px is unique for ergodic s.u.b.1.s. processes, in this case the order of 
nonstationarity isgiven directly by N(Px). 
The process Y(t) = cos(at + 0) is s.u.b.1.s. [15] if the density function f(0) is such 
that Ml s f (0) s A42 for two positive constants 1 arid . lt is easily shown that the 
order of nonstationarity isgiven by the number of points in the range for f (O), qnd in 
general, Y(t), when considered as an s.u.b.1.s. process may have an infinite order 
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nonstationarity. 7%-his should be contrasted with the u.b.1.s. order of nonstationarity 
which is s 2 for Y(t). It can be shown that the s.u.b.1.s. amplitude of nonstationarity 
is given by sup f(@/inf f(6) - 1. Again this seems to be an intuitively reasonable 
measure of the degree of nonstationarity for the process Y(t). 
5. Qscillatory processes and the characteristic time of evolution 
We study continuous time processes only. Analogous results in discrete time can 
be derived. We assume q.m. continuity. 
In [8] Priestley introduced the class of oscillatory processes. These are processes 
k’;aat can be represented as 
I 
00 
Y(t) = &t, u)@Wu), 0.1) 
-CC 
where @(--m, U] is an orthogonal increment process and where o(t, u j can be written 
in the form 
4(t, u) = A(t, u) exp(ie(u)t} (5.2) 
with 
I 
a? 
A(t, u) = exp{it?t}K(d& cl) 
--Q: 
(5.3) 
and where it is required that IH(dt9, u)1 has an absolute maximum at 8 f= 0. Without 
loss of generality [8] any family of oscillatory functions cfi(t* ) may be represented in 
the form 
4(t, ~4) = A(t, u) exp{iut). (5.4) 
The t: eory of oscillatory processes has been developed y Priestley dnd his co- 
work ,, notably Tong, in a series of papers. We refer to [9] for further references. 
From [ 16, Section 21 it follows that there exist representations of type (5.1) (but 
tL :t necessarily satisfying (5.2) and (5.3)) for a nonstationary process Y(t) under the 
very weak condition that H( Y) is separable. In the next theorem it is shown that for a 
u.b.1.s. process Y(t) = /3X(t) the process @(-a~, u] in (5.1) may be taken as the 
spectral process of the associated W.S.S. process X(t). 
heorem 5.1. Let Y(t) = BX(t) be a u.b.1.s. process continuous in q.m. en there 
exists a family of Borel measurable functions f (t, ) such that Y(t) can be represented as 
I 
00 
Y(t) = fk 4 eqd~ut}@.ddu), 6.5) 
-co 
where Qx(--~, u] is the spectral process of X(t). 
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Proof. The spectral representation of X(t) defines 112, p. 281 an isomorphism 
H(X) *?; Lgs where L& is the space of Bore1 measurable functions which arc: square 
integrable with respect o the spectral measure Fx defined by F”(d) = El?& (A))*, A 
a Bore1 set. Since H(Y) = H(X), the randomVvariable Y(t) is an element i I H(X) 
and there is a function h(t, ) such that Y(t) c+ {h(t, )}. The proof is completed by 
f(t9 u) = h(p, u) exp{-iut}. 
Thus a u.b.1.s. process can be expressed as the result of a time-varyitig filter 
operation on the corresponding basis process X(t). For the special process Y(t) of 
(2.8) the filter function takes the form 
f(t, 10=-2-- I alh(U) --c&, It(t-s)g(s)exp{-iu(t-s)}ds, (5.6) 
where 6 is the L*-Fourier transform of h. 
To be able to compare the class of u.b.1.s. processes with the class of oscillatory 
processes one needs to establish a representation for f(t, u) of form (5.3). Let A be a 
Bore1 set. Then using the technique of proof of Theorem 5.1 we have 
B&(A) = Cm G(A, h)@x(dA) (5.7) 
J -00 
for some function G(A, ). Applying this to the spectral respresentation 
X(t)= c”’ exp{iut}&(du) (5.8) 
of X(t) we have 
m al 
Y(t) = BX(t) = I I exp{iut}G(du, h)@*(dA) -a0 -a (5.9) 
and thus f(t, u) of (5.5) can be written as 
f(t,u)= * I 
exp{i(@ - u)t}G(d& u) (5.10) 
-00 
which should be compared to (5.3). It is clear from (5.7) that G does not necessarily 
satisfy the conditions required for Y(t) to be oscillatory. On the other hand it is not 
difficult to find examples of oscillatory processes which are not u.b.1.s. 
The slower the time variation is for A(t, ) of (5.3), the more peaked its generalized 
Fourier transform will be. Priestley [8] therefore defines 
G(u) = I ao lt?jH(d& u) -00 (5.11) 
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as a measure of deviation from nonstationarity. The subscript 4 is used to indicate 
the &pendence on the family of functions ~5(f, ). AS for the decomposition (5.5) of 
u.b.1.s. processes the representation (%I)-(5.3) of oscillatory processes is non- 
unique. Furthermore, Priestley [8] defines the characteristic width C, of the process 
Y(d) as 
cy = sup[sup{C~~ (u)}]--‘* 
rb u 
A w.s.s. process has infinite characteristic width and the class of semi-stationa 
processes i constituted by those processes having a finite characteristic width. 
In the discussion of [S] Daniels 143 suggests a possible connection between 
Briestley’s paper and the Heisenberg uncertainty relation of quantum mechanics. We 
will now demonstrate that the analogy with quantum mechanics can be made very 
explicit in the u.b.1.s. case and that a measure of nonstationarity similar to (5.12) 
comes out of these considerations. From the proof of Lemma 3.1 we have that Y(t) is 
W.S.S. iff B commutes with the energy operator H of X(f). Thus the degree to which B 
does not commute with H indicates the strongness of the nonstationarity. This will be 
made precise in the next thr *orem. We will denote by B,, t E (-~a, OO), the group of 
operators defined by 
b, = U~BL?,, (5.13) 
where Ut is the shift group of X(t). Here rapid time variations of B, indicate a stron 
nonstationarity. 
Theorem 5.2. Let B, be as defined in (5.13), and let H be the energy operator of X(t). 
Then (in a strong sense) on D(H), the domain of definition of H, we have 
dBt 
-=-iU?(HB-BH)U,. 
dt 
(5.14) 
rook Obvious from the definition (5.13) an the identity I/r = exp(iHt}. 
Eq. (5.14) is analogous [6, pp. 316-3201 to th equation of motion, the 
Meisenberg equation 
ikt dAH ~AH -== AHHH - HHAH + itt ..--- 
dt at 
(5.15) 
for a quantum mechanical observable 
AH = A,(t) = exp{-iHt}A exp(iHt) (5.16) 
in the Heisenberg representation of quantur? mechanics. is the 
Hamiltonian of the quantum mechanical sys 
Let us consider the special case 
do not explicitly depend on time. ir constant of the motion if AH 
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remains constant in time. The system of eigenvectors for a constant of the motion 
remains stationary and it is seen from (5.15) that the constants of motion are 
represented by observables which commute with the Hamiltonian. If we let eH be an 
the Hilbert space states of the system and denote by (A) = (fiH, A&+) 
e in quantum echanical sense of A, then since +H is time-indepen- 
representation, we have from (5.15) that 
(5.17) 
Let 
AA = ((A -(A))& (A -(A))@)‘/* and AH = ((H -- (H))$, (H -(H))+)“* 
(5.18) 
be the quantum mechanical root mean square deviations of A and H respectively. 
Applying Schwartz’ inequality (remember ((/I, (I) = (IcIH, IcII_r) =1) we have [6, p. 3201 
that 
~AAH a ;I(AH - HA)I (5.19) 
and consequently using (5.17) it follows that 
r*AH &Ii, (5.20) 
AA 
7A = Id(A)/dtl . 
(5.21) 
appears 16, p. 3201 as a time characteristic of the evolution of the statistical 
distribution of A. From (5.21) and (5.17) it is seen that ?A is inversely proportional to 
the commirtator I(AH -HA)I. For a constant of the motion 7~ is of course infinite. 
We now return to (5.14) describing a u.b.1.s. process. If we identify AH with BI, + 
with X(O), the inner product (4, #) with E{X P} and finally the quantum mechanical 
Hamiltonian with the energy operator of the process X(t), then ‘we have in the 
notation establishe 
U%) = WX(Q)BIX(O)~ = J%W)=@) = I* f (t, UK (du), 
--aD 
(5.22) 
where F. is the spectral measure of X(t) and f(t, u) is as in (5.5). It is seen that 
d(BJ 
-= dt I 
* af 
_-ac $6 u)F,(du) (5.23) 
which gives an explicit relation between time changes in B, and f (t, u). Furthermore, 
t difficult to show that 
AH= u*iF,(du) (5.24) 
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and 
AB = AB(t) = (1 If(t, u)12F,(du)-( 1 f(t, u)F,0)2)“2. 
Corresponding to (5.21) we can now define a characteristic time of evolution 
(5.25) 
?B = ?B(t) = 
AB 
and corresponding to (5.20) we have 
TBAH 2 $ J p;l,(du) = $ElX(t)l’. (5.27) 
The quantity rB(t) depends both on the operator B and on the time point t. We may 
define the characteristic time of evolkrtion ry of the process Y(t) as 
TY = sup[inf rB(t)] 
B r 
c5.28) 
which is clearly very similar to the Priestley concept of characteristic width for 
oscillatory processes; compare (5.11) and (5.12). 
From (5.23) and (5.26) it is seen that rB(t) is directly related to the rapidness of 
time changes for the function f(t, u). Furthermore, from (5.6) and (5.23) it also 
follows that ?B(t) describes the changes of the functi n g in (5.6), and we have found 
a generalization tou.b.1.s. processes of the second intuitive notion of ncnstationarity 
mentioned in Section 2. 
The discrete time analogy of (5.14) is given by 
B t+l -B,=-U~+&W (5.29) 
whereB,isstilldefinedasin(5.13)andwithU,~Ur,wher~U:X(t)-,X(tsl)isthe 
unitary shift operator of X(t). Finally equations analogous to (5.141 and (5.29) may 
be established for s.u.b.1.s. processes by using the space L”( Y) instead of H(Y). 
6. A comparison with two other classes of nonstationary processes 
We conclude this paper by comparing the class of u.b.1.s. processes with two other 
classes of nonstationary processes. This also gives us an opportunity to check if our 
measures are meaningful for a wider class of processes. The first class is the class of 
processes of normal type introduced by Getoor [5]. Roughly speaking this is the class 
of processes for which the shift operators 7” + Y( t -t- h ) are normal operators in 
the associated Hilbert space H( Y). See Definition 4.1 of [S] for a more precise 
statement. Getoor allows the shift operators to be unbo 
h 2 0 or h E (-XI, 0). In this paper we will restrict ourselves to the subclass of 
processes in t E (-00, 00) which are continuous in q.m. and possess abounded normal 
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shift operator 7’1~ with liT+]1” = M’,. Henceforth, when we refer to processes of normal 
type we will understand this subclass. 
It follows from semigroup theory [SJ that Th, h E: (-00, OO), is generated by a normal 
operator and using the spectral decomposition of N we have 
Y(t) = zxp(Nt) y(o) = 1 exp{st} @(dz), 
r 61) 
where z is complex, @ an orthogonal random measure in the plane in the sense t’rrat 
two disjjoint Bore1 sets Al and A2 in the plane we have E{@(Al)m} = Q, 
and the support r of Qi is a Bore1 set in the plane. Clearly Y(t) is W.S.S. iff r is a subset 
of the imaginary axis, in which case the corresponding shifts T,*, h E (--00, oo), are 
unitary operators. The amplitude of nonstationarity A = suphE IITJ* - 1 is of course 
well defined for a normal process, but in general it is infinite as we shall soon see. The 
two other measures seem to be more difficult to apply since their definitions are more 
intimately connected with the decomposition Y(t) = BX(t) valid for u.b.1.s. pro- 
cesses. 
The classes of normal processes and u.b.1.s. processes continuous in q.m. *are both 
extensions of the class of W.S.S. processes continuous in q.m. It is of interest o clarify 
the relation between these two extensions. Such a clarification is contained in the 
following theorem. 
Theorem6.P. Let Y(t), t E (--a, a), beaprocessofnormaltype. Then Y(t) isu.b.2.s. iff 
it is W.S.S. 
Proof. If Y(t) is W.S.S. it follows from our definitions that Y(t) is u.b.1.s. Now assume 
that Y(t) is u.b.1.s. and of normal type. Let @ be a random measure determined by 
Y(t) via the representation (6.1). Since @(A) = E(A) Y(O), where E(A), A a Bore1 set, 
is a projector belonging to the spectral decomposition of the normal generator N of 
Th, h E l---m, OO), it follows that 
The(A) = 1 exp{zh}@(dz). 
J 
(6.2) 
Let cl be a Bore1 set situated in the half-plane {z : Re z a s}, where E > 0. Then 
T,,@(A)/’ = 1 (exp{zh)[*F(dz j 3 exp(2 Re(htz)}El@(A)12, 
J 
(6.3) 
whert (dt) = E(0(dr)12. If h -+ +OO, then exp(2 Re(he)} approaches infinity and we 
get a contradiction of the uniform boundedness of the group TI,, h E (-00, a), unless 
El@(A)l* = 0. Since El Y(O)l* > 0 (follows from u.b,l.s. assumption), this implies that 
the projector E(A) is zero for any Bore1 set A lying entirely in the half-plane 
(z:Rez S, E) for E 9 0. On the other hand for a Bore1 set A lyin,g in {z : Re z s -E} we 
have 
ElTh@(A)12 =Z exp(-2 Re(h& 1) (6.4) 
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and since /7’,J1’, h E (-a, a~), is uniformly bounded from below, again we must have 
E(A) = 0. This means [10, p. 2891 that N must have its spectral measure concentrated 
on the imaginary axis; i.e. N = iA, where A is self-adjoint. Consequently T,, = 
exp{iAh} is unitary and Y(i) must be W.S.S. 
The proof of Theorem 6.1 makes it clear that the amplitude of nonstat~onar~ty for a
normal process is either zero, in w h case it is w.s.s.~ or infinite. .b.l.s. process on 
the other hand has a finite amplit of nonstationarity and cert 
measure appears to be a more fruitful class to work with. 
Cramer [31 discusses processes of normal type in discrete time. Such a process has a 
normal shift operator T: Y(t) + Y (t + 1) and can be represented as in (6.1), where 
Y(fj now is W.S.S. iff r is a subset of the unit circle. Theorem 6.1 remains true in 
discrete time. The proof is the same except for obvious modifications. 
For simplicity the second class of processes to be discussed will be introduced in 
discrete time. If Y(t) is an arbitrary second order purely non-deterministic (p.n.d.) 
process it can [3] be represented as 
Y(t) = i h(t, MY(S), 
s=--00 
(6.5) 
where the innovations Z,(s), s E N, are given by 
Z,-(s) = Y(s) - Ps-1 Y(s). (6.6 j
Here & projects on H( Y, s) and H( Y, s) = H(& s) for all s. in [16] Y(t) wassaid to 
be innovations table if EjZy(s)l* > 0 for all s. A related, but more general class of 
processes is introduced in [I 11. It was shown in [ 161 that an innovations table 
process has a uniquely defined spectral-like representation 
I 
7r 
Y(t) = f(e’“, t)@(du) 
-v7 
(6.7) 
where H(G) = H(Y) and where f(e’“, t) of (6.7), i.e., the spectral density at time I, is 
determined by the second order properties of Y(s) for s 6 t. If a process Y(t) is both 
u.b.1.s. and innovations table, then the discrete time version of the representation 
(5.5) does not necessarily coincide with (6.7). 
When it comes to the three measures of nonstationarity proposed in this paper, the 
amplitude and order of nonstationarity are meaningful for the innovations process 
Z,(s), but in the general case it is not clear to what extent Z,(s) represents Y(s). It is 
somewhat easier to speak about a characteristic time of evolution for an innovations 
stable process ince motivated from (5.12) and Priestley’s definition this quantity 
could always be modelled in terms of time variations of f(e’“, t). 
We now give a theorem in discrete ti e showing that the class of p.n.d. and u.b.1.s. 
processes 1s a subclass of the innovafi recesses. For additional results on 
u.b.1.s. processes which are p.n.d. we refer to Niemi [7]. 
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Theorem 6.2. Let Y(t) = BX(t), t E N, be u.b.1.s. and p.n.d. Then Y(t) is inrmaticm 
stable and 
B (6.4%) 
where (s) aed Z,(s) are the X and Y innovations processes respectively. 
Proof. From Y(t) = (t) it follows that H( Y, t) = BH(X, t) and in particular 
,H(Y, t) = BH(X, --00). Thus Y(t) is p.n.d. iff X(t) is p.n.d. Using 
the Weld decomposition 
X(t)= i f(t-sjZ(sj (6.9) 
s=--cx, 
for a W.S.S. and p.n.d. process we have that 
Y(tj = i f(t -sjZ&), (6.10) 
s=-a2 
where &J(S) = BZ(s) and H(Y, s) = BH(Z, s) = H(&, s). Note that we take 
ElZ(s)l’ = 1 so that ElZx(s)12 = 1 f(O)l’. D enote by P, the projector defined by 
H( Y, s). Then 
Z,(s) = Y(s)- Ps-* Y(s) = f(Oj(I- Ps-*j&(s), (6.11) 
where I is the identity operator. We have 
EIz~(s)I~ = EIBB-~z~(s)I~ 2 IIB-‘~~-*EIB-‘z~(s)~~. (6.12) 
But B-‘P,-IBZ(S)E H(Z, s - 1) and hence 
EIB-‘Zy(~)(2 = 1 f(O)l*ElZ(s) - B-1PS_lBZ(s)12 
= lf(o)12(ElZ(s)12 + ElB-‘p,-dWs)12J  lf012 (6.13) 
On the other hand, it follows directly from (6.11) that EIZy(s)12 s lf(0)1211B1(2 and 
inequality (6.8) immediately results. The innovations stability of Y(t) is a trivial. 
consequence of (6.8). 
Thus, while in the W.S.S. case the innovations have uniform strength, in the u.b.1.s. 
case the innovations are uniformly bounded from below and above. 
For a p.n.d. and u.b.1.s. process 
’ Y(t) = B 
I 
f(t -s)ZkW 
-Cl0 
(6.14) 
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in continuous time corresponding to the inequality (6.8) we have 
(6.15) 
and we have in particular that El Y(t) - Pg -“Y(t) *HI for U>O and ffa=-=4 
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